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Abstract
We present a meta-algorithm for learning a
posterior-inference algorithm for restricted prob-
abilistic programs. Our meta-algorithm takes a
training set of probabilistic programs that describe
models with observations, and attempts to learn
an efficient method for inferring the posterior
of a similar program. A key feature of our ap-
proach is the use of what we call a white-box
inference algorithm that extracts information di-
rectly from model descriptions themselves, given
as programs in a probabilistic programming lan-
guage. Concretely, our white-box inference algo-
rithm is equipped with multiple neural networks,
one for each type of atomic command in the lan-
guage, and computes an approximate posterior of
a given probabilistic program by analysing indi-
vidual atomic commands in the program using
these networks. The parameters of these networks
are then learnt from a training set by our meta-
algorithm. Our empirical evaluation for six model
classes shows the promise of our approach.
1. Introduction
One key objective of probabilistic programming is to au-
tomate reasoning about probabilistic models from diverse
problem domains (Ritchie et al., 2015; Perov & Wood, 2016;
Baydin et al., 2019; Lew et al., 2020; Schaechtle et al., 2016;
Cusumano-Towner et al., 2017; Saad & Mansinghka, 2016;
Ouyang et al., 2018; Kulkarni et al., 2015; Young et al.,
2019; Jäger et al., 2020). As a way to realize this goal,
researchers have extensively worked on the development
of posterior-inference or parameter-learning algorithms that
are efficient and universal; the algorithms can be applied
to all or nearly all models written in probabilistic program-
ming languages. This line of research has led to performant
probabilistic programming systems (Goodman et al., 2008;
Wood et al., 2014; Tolpin et al., 2016; Mansinghka et al.,
2014; Minka et al., 2018; Narayanan et al., 2016; Salvatier
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et al., 2016; Carpenter et al., 2017; Tran et al., 2016; Ge
et al., 2018; Bingham et al., 2018). Yet, it also revealed
the difficulty of achieving efficiency and universality at
the same time, and the need for equipping probabilistic
programming languages with mechanisms for customising
inference or learning algorithms to a given problem do-
main. In fact, recent probabilistic programming languages
include constructs for specifying conditional independence
in a model (Bingham et al., 2018) or defining proposal or
variational distributions (Ritchie et al., 2015; Siddharth et al.,
2017; Bingham et al., 2018; Tran et al., 2018; Cusumano-
Towner et al., 2019), all enabling the users to help inference
or learning algorithms.
In this paper, we explore a different approach. We present a
meta-algorithm for learning a posterior-inference algorithm
itself from a given set of restricted probabilistic programs,
which specifies a class of probabilistic models, such as
hierarchical or clustering models. The meta-algorithm aims
at constructing a customised inference algorithm for the
given set of models, such that the constructed algorithm
generalises across models; it works well for models not in
the training set, as long as the models are similar to the ones
in the set.
The distinguished feature of our approach is the use of what
we call a white-box inference algorithm, which extracts
information directly from model descriptions themselves,
given as programs in a probabilistic programming language.
Concretely, our white-box inference algorithm is equipped
with multiple neural networks, one for each type of atomic
command in a probabilistic programming language, and
computes an approximate posterior for a given program by
analysing (or executing in a sense) individual atomic com-
mands in it using these networks. For instance, given the
probabilistic program in Figure 1, which describes a simple
model on the Milky Way galaxy, the white-box inference al-
gorithm analyses the program in a way that an RNN handles
a sequence or an interpreter executes a program. Roughly,
the algorithm regards the program as the sequence of five
atomic commands, initialises its internal state h ∈ Rm with
h0, and transforms the state over the sequence. The internal
state h is the encoding of an approximate posterior at the
current program point, which corresponds to an approxi-
mate filtering distribution of a state-space model. How to
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mass ∼ N (5, 10); // log of the mass of Milky Way
g1 ∼ N (mass × 2, 5); // for the first satellite galaxy
obs(N (g1, 1), 10); // vel1 = 10 for vel1 ∼ N (g1, 1)
g2 ∼ N (mass + 5, 2); // for the second satellite galaxy
obs(N (g2, 1), 3) // vel2 = 3 for vel2 ∼ N (g2, 1)
Figure 1: Probabilistic program for a model for Milky Way
and its satellite galaxies. The two obs statements refer to
the observations of random variables vel1 and vel2, which
are not named explicitly in the program.
neural networks. Our meta-algorithm trains the parameters
of these networks by trying to make the inference algorithm
compute accurate posterior approximations over a training
set of probabilistic programs. The reader may find it useful
to view our white-box inference algorithm as a message-
passing algorithm in a broad sense where transforming the
internal state h corresponds to passing a message, and to
understand our meta-algorithm as a method for learning
how to pass a message for each type of atomic commands.
This way of exploiting model descriptions for posterior
inference has two benefits. First, it ensures that even af-
ter customisation through the neural-network training, the
white-box inference algorithm does not lose its universality
and can be applied to any probabilistic programs. Therefore,
at least in principle, the algorithm has a possibility to gener-
alise across programs; its accuracy degrades gracefully as
the input probabilistic program gets more and more different
from those in the training set. Second, our way of using
model descriptions guarantees the efficiency of the infer-
ence algorithm (although it does not guarantee the accuracy).
The algorithm usually scans the input program only a con-
stant number of times (often once) and uses neural networks
whose input dimensions are linear in the size of the program.
As a result, its time complexity is quadratic over the size
of the input program. Of course, the guaranteed speed also
indicates that the customisation of the algorithm for a given
training set, whose main goal is to achieve good accuracy
for probabilistic programs in the set, is a non-trivial process.
We empirically evaluate our approach on classes of prob-
abilistic models expressed as probabilistic programs, and
describe the promise and remaining challenges revealed by
the evaluation. We summarize the key contributions below:
• We present a white-box posterior-inference algorithm,
which works directly on model description and can be
customised to a given model class via meta-learning.
• We describe a meta-algorithm for learning the parame-
ters of the posterior-inference algorithm.
• Empirically we analyse our approach with six different
model classes. Our analysis shows the promise as well
as the remaining challenges of our approach.
2. Informal Overview
We start with an informal explanation of our approach. Con-
sider again the probabilistic program in Figure 1, which
describes a simple model about Milky Way and two of its
satellite galaxies (Martinez, 2015). The two obs statements
refer to the observations of velocities, vel1 and vel2, of
the satellite galaxies. These velocities are controlled by
the random variables g1 and g2 that represent astrophysi-
cal properties of these two satellite galaxies. The random
variable mass is the log of the mass of the whole Milky
Way. The distribution for mass is called a hyperprior, since
it models the common intrinsic characteristic that the two
satellite galaxies share. The model specifies dependencies
as well as conditional independencies among these random
variables. For the presentation purpose, we consider two
satellite galaxies only and abstract away astrophysical laws
and units, but the model can be easily turned into a realistic
astrophysics model (Martinez, 2015; Wolfgang et al., 2016).
Given this program, our white-box inference algorithm,
the key component of our approach, estimates the poste-
rior p(mass, g1, g2|vel1 = 10, vel2 = 3) and the marginal
likelihood p(vel1 = 10, vel2 = 2) of the observations by
sequentially processing each line of the program. The algo-
rithm starts by initialising its internal state to h0 = ~0 ∈ Rs
and the marginal likelihood estimate to Z0 = 1. Then,
it updates these two based on the first atomic command,
namely, the sample statement for the random variable mass .
Concretely, it picks a neural network nnsa for the sample
statements, and applies it to h0, the encoding of mass , and
the encodings of the two parameters to the normal distri-
bution in the first line, which gives the updated internal
state h1. Intuitively, h1 encodes an approximate posterior
after the first command (called a filtering distribution in the
state-space models (Bishop, 2006)), which is in this case the
same as the prior p(mass). Our algorithm recognises that
no observation is made by the first command, and keeps the
marginal likelihood estimate by setting Z1 = Z0 = 1. A
similar update step for h and Z is repeated for all the other
atomic commands, which generates (h2, Z2), . . . , (h5, Z5)
where hi and Zi encode an approximate posterior and a
marginal likelihood estimate right after the i-th command.
For instance, h3 is obtained by transforming h2 using a neu-
ral network nnob for the observe statements, and it denotes
an approximation of the density p(mass, g1|vel1 = 10).
Also, Z3 is computed by multiplying Z2 with an estimate
of p(vel1 = 10), which is computed by another neural
network nn intg. Finally, the algorithm converts h5 to a den-
sity q(mass, g1, g2) using a decoder (also implemented as
a neural network), and returns q and Z5.
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Note that our white-box inference algorithm analyses the
description of each atomic command directly, without gen-
erating samples from it, and predicts how the command
transforms the current approximate posterior (or approxi-
mate filtering distribution) and marginal likelihood estimate.
As a result, the algorithm is fast. For instance, for our exam-
ple program in Figure 1, it just goes through all the atomic
commands in it only once, before producing an approximate
posterior and a marginal likelihood estimate. Another con-
sequence of working directly on the descriptions of atomic
commands is universality. By having appropriate neural
networks for all types of atomic commands, the algorithm
is ready for any probabilistic programs constructed by com-
posing those atomic commands. For instance, assuming that
the algorithm is also equipped with a neural network for the
conditional statement, it can handle a variant of our example
that replaces the sampling statement for g1 as follows:
mass ′ := if (mass > C) (mass × 3) else (mass + 3);
g1 ∼ N (mass ′ × 2, 5);
The situation is similar to that of an interpreter, which can
run any programs since it knows how to execute atomic
commands in those programs.
Of course, our white-box inference algorithm produces use-
ful results in terms of accuracy, only if appropriate values
are chosen for the parameters of the neural networks used by
the algorithm. Discharging this obligation is the goal of our
meta-algorithm. Given a set of probabilistic programs D,
the meta-algorithm solves an optimisation problem, which
essentially asks for finding good parameter values of those
networks for D, namely, the ones that make our inference
algorithm produce as accurate approximate posterior and
marginal likelihood estimate as possible for every program
in D. Ideally, the inference algorithm with those parameter
values is able to compute accurate approximations for prob-
abilistic programs, unseen but similar to the ones in D. For
our Milky Way problem, the meta-algorithm may be given
a set of programs that describe models for different pairs of
the satellite galaxies; since they are all satellites of Milky
Way, the models are similar. Then, the meta-algorithm
tries to find optimal parameter values for those models by
minimizing divergence between the true posteriors and the
predicted posteriors (computed by the inference algorithm),
and L2-distances between the true marginal likelihoods and
the estimated ones over all the models in the set.
Next we formally define the setup (Section 3), our white-
box inference algorithm (Section 4), and the meta-algorithm
(Section 5).
3. Setup
Our results assume a simple probabilistic programming lan-
guage without loop and with a limited form of conditional
statement. The syntax of the language is given by the fol-
lowing grammar, where r represents a real number, z and v
variables storing a real, and p the name of a procedure taking
two real-valued parameters and returning a real number:
Programs C ::=A | C1;C2
Atom. Commands A ::= z∼N (v1, v2) | obs(N (v0, v1), r)
| v0 := if (v1 > v2) v3 else v4
| v0 := r | v0 := v1 | v0 := p(v1, v2)
Programs in the language are constructed by sequentially
composing atomic commands. The language supports six
types of atomic commands. The first type is z ∼ N (v1, v2),
which draws a sample from the normal distribution with
mean v1 and variance v2, and assigns the sampled value to
z. The second command, obs(N (v0, v1), r), states that a
random variable is drawn fromN (v0, v1) and its value is ob-
served to be r. The next is a restricted form of a conditional
statement that selects one of v3 and v4 depending on the
result of the comparison v1 > v2. The following two com-
mands are different kinds of assignments, one for assigning
a constant and the other for copying a value from one vari-
able to another. The last atomic command v0 := p(v1, v2)
is a call to one of the known deterministic procedures, which
may be standard binary operations such as addition and mul-
tiplication, or complex non-trivial functions that are used
to build advanced, non-conventional models. When p is a
standard binary operation, we use the usual infix notation
and write, for example, v1 + v2, instead of +(v1, v2).
Note that the language restricts the syntactic forms of atomic
commands. For instance, it requires that the arguments
to a normal distribution or to a procedure p be variables,
not more general expression forms such as addition of two
variables. As we will show soon, this restriction makes it
easy to exploit information about the type of each atomic
command in our white-box inference algorithm; we use
different neural networks for different types of commands in
the algorithm, which is designed to help our meta-algorithm
to train these neural networks.
We permit only the programs where a variable does not
appear more than once on the left-hand side of the := and
∼ symbols. This means that no variable is updated twice
or more, and it corresponds to the so-called static single
assignment assumption in the work on compilers. This
restriction lets us regard variables updated by ∼ as latent
random variables. We denote these variables by z1, . . . , zn.
Figure 2 shows a simple model for clustering four data
points {−1.9,−2.2, 2.4, 2.2} into two clusters, where the
cluster assignment of each data point is decided by thresh-
olding a sample from the standard normal distribution. The
variables z1 and z2 store the centers of the two clusters,
and z3, . . . , z6 hold the random draws that decide cluster
assignments for the data points. Figure 8 in the appendix
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zero := 0; v := 5; w := 1; z1 ∼N (zero, v); z2 ∼N (zero, v);
z3 ∼ N (zero, w); µ3 := if (z3 > zero) z1 else z2;
obs(N (µ3, w),−1.9); // x1 = −1.9 for x1 ∼ N (µ3, w)
z4 ∼ N (zero, w); µ4 := if (z4 > zero) z1 else z2;
obs(N (µ4, w),−2.2); // x2 = −2.2 for x2 ∼ N (µ4, w)
z5 ∼ N (zero, w); µ5 := if (z5 > zero) z1 else z2;
obs(N (µ5, w), 2.4); // x3 = 2.4 for x3 ∼ N (µ5, w)
z6 ∼ N (zero, w); µ6 := if (z6 > zero) z1 else z2;
obs(N (µ6, w), 2.2) // x4 = 2.2 for x4 ∼ N (µ6, w)
Figure 2: Probabilistic program for a simple clustering
model on four data points.
shows the Milky Way example in the language.
Probabilistic programs in the language denote unnormalised
probability densities over Rn for some n. Specifically, for
a program C, if z1, . . . , zn are all the variables assigned
by the sampling statements zi ∼ N (. . .) in C in that order
and C contains m observe statements with observations
r1, . . . , rm, then C denotes an unnormalised density pC
over the real-valued random variables z1, . . . , zn:




where x1, . . . , xm are variables not appearing in C and are
used to denote observed variables. This density is defined
inductively over the structure of C. See Appendix B for
details.
The goal of our white-box inference algorithm is to com-
pute efficiently accurate approximate posterior and marginal
likelihood estimate for a given C (that is, for the normalised
version of pC and the normalising constant of pC), when
pC has a finite non-zero marginal likelihood and, as a result,
a well-defined posterior density. We next describe how the
algorithm attempts to achieve this goal.
4. White-Box Inference Algorithm
Our white-box inference algorithm is built on top of three
kinds of neural networks: the ones for transforming the
internal state h ∈ Rs of the algorithm; a neural network
for decoding the internal states h to probability densities;
and the last neural network for approximately solving in-
tegration questions that arise from the marginal likelihood
computation in observe statements. We present these neu-
ral networks for the programs that sample n-many latent
variables z1, . . . , zn, and use at most m-many variables (so
m ≥ n). Let V be [0, 1]m, the space of the one-hot en-
codings of those m variables, and P the set of procedure
names in our language. Our algorithm is built on top of the
following neural networks:
nnsa,φ1 : V3×Rs→Rs, nnob,φ2 : V2×R×Rs→Rs,




nnp,φp : P×V3×Rs→Rs for every p ∈ P,
nnde,φ6 : Rs→ (R×R)n, nn intg,φ7 : V2×R×Rs→R,
where φ1:7 and φp for p ∈ P are the parameters of the
neural networks. The first six networks are for the six
types of atomic commands in our language. For instance,
when an atomic command to analyse next is a sample state-
ment z ∼ N (v1, v2), the algorithm runs the first network
nnsa on the current internal state h, and obtains a new state
h′ = nnsa,φ1(z, v1:2, h), where z and v1:2 mean the one-hot
encoded variables z, v1 and v2. The next nnde,φ6 is a de-
coder of the states h to probability densities over the latent
variables z1, . . . , zn, which are the product of n indepen-
dent normal distributions. The network maps h to the means
and variances of these distributions. The last nn intg,φ7 is
used when our algorithm updates the marginal likelihood
estimate based on an observe statement obs(N (v0, v1), r).
When we write the meaning of this observe statement as
the likelihood N (r; v0, v1), and the filtering distribution
for v0 and v1 under (the decoded density of) the current
state h is the distribution ph(v0, v1),1 the last neural net-
work is designed to compute the following approximation:
nn intg,φ(v0:1, r, h) ≈
∫
N (r; v0, v1)ph(v0, v1)dv0dv1.
Given a program C = (A1; . . . ;Ak) that draws n samples
(and so uses latent variables z1, . . . , zn), the algorithm uses
these networks and approximates the posterior and marginal
likelihood of C as follows:
INFER(C)
def
= let h0 = ~0 ∈ Rs and Z0 = 1 ∈ R in
let (hk, Zk) = (INFER(Ak) ◦ . . . ◦ INFER(A1))(h0, Z0) in
let ((µ1, σ21), . . . , (µn, σ
2




N (zi | µi, σ2i ), Zk
)
,
where INFER(Ai) picks appropriate neural networks based
on the type of Ai, and uses them to transform h and Z:
INFER(A) : Rs × R→ Rs × R,
INFER(z ∼ N (v1, v2))(h, Z)
def
= (nnsa(z, v1:2, h), Z),
INFER(obs(N (v0, v1), r))(h, Z)
def
=
(nnob(v0:1, r, h), Z × nn intg(v0:1, r, h)),
INFER(v0 := if (v1 > v2) v3 else v4)(h, Z)
def
=
(nn if(v0:4, h), Z),
1The ph(v0, v1) is a filtering distribution, not prior.
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INFER(v0 := r)(h, Z)
def
= (nnc:=(v0, r, h), Z),
INFER(v0 := v1)(h, Z)
def
= (nnv:=(v0:1, h), Z),
INFER(v0 := p(v1, v2))(h, Z)
def
= (nnp(v0:2, h), Z).
We remind the reader that v0:k refers to the sequence of the
one-hot encodings of variables v0, . . . , vk. For the update
of the state h, the subroutine INFER(A) relies on neural net-
works. But for the computation of the marginal likelihood
estimate, it exploits prior knowledge that non-observe com-
mands do not change the marginal likelihood (except only
indirectly by changing the filtering distribution), and the
subroutine keeps the input Z for those atomic commands.
5. Meta-Learning Parameters
The parameters of our white-box inference algorithm are
learnt from a collection of probabilistic programs in our
language. Assume that we are given a training set of pro-
grams D = {C1, . . . , CN} such that each Ci samples n
latent variables z1, . . . , zn and uses at most m variables.
Let φ = (φ1:7, (φp)p∈P) be the parameters of all the neural
networks used in the algorithm. We learn these parameters























That is, NC is the marginal likelihood (or the normalising
constant) for pC , the next πC is the normalised posterior for
C, and the last qC and ZC are the approximate posterior and
marginal likelihood estimate computed by the interference
algorithm. Note that qC and ZC both depend on φ, since
INFER uses the φ-parameterised neural networks.
We optimise the objective by stochastic (or black-box) gra-
dient descent. The key component of the optimisation is a





















−L̂C,φ − λ(N̂C − ZC)∇φZC
2Strictly speaking, we assume that the marginal likelihood of
any C ∈ D is non-zero and finite.
where L̂C,φ and N̂C are sample estimates of
Ez1:n∼πC [∇φ log qC(z1:n)] and the marginal likeli-
hood, respectively. Both estimates can be computed
using standard Monte-Carlo algorithms. For instance,
we can run the self-normalising importance sampler
with prior as proposal, and generate weighted samples
{(w(j), z(j)1:n)}1≤j≤M for the unnormalised posterior pC .















Alternatively, we may run Hamiltonian Monte Carlo (Duane
et al., 1987) to generate posterior samples, and use those
samples to draw weighted importance samples using, for
instance, the layered adaptive importance sampler (Mar-
tino et al., 2017). Then, we compute L̂C,φ using posterior
samples, and N̂C using weighted importance samples.
Note that neither πC in Ez1:n∼πC [−∇φ log qC(z1:n)] nor
NC depends on the parameters φ. Thus, for each C ∈ D,
NC needs to be estimated only once throughout the entire
optimisation process, and the posterior samples from πC
need to be generated only once as well. We use this fact to
optimise the computation of each gradient-update step.
6. Empirical Evaluation
We evaluated our approach with six types of models.
1. Gaussian models (gauss) with one latent and one ob-
served variables. The mean of the Gaussian likelihood
is an affine transformation of the latent variable.
2. Hierarchical models where latent variables are struc-
tured hierarchically (hierl). The models have three
latent variables, and one of them controls the other
two. The variable models a common factor, and its
distribution is called a hyperprior.
3. Hierarchical models where both latent variables and
data are structured hierarchically (hierd). In these ex-
tended hierarchical models, data are modelled as a
regression of latent variables from different levels. The
models are often called multi-level models.
4. Clustering models (cluster). Five observations are to
be clustered by two groups where each group is mod-
elled by a latent random variable. For each data, the
cluster assignment is modelled by arithmetic compari-
son between 0 and another latent variable that is nor-
mally distributed and centered at the origin.
5. Milky Way models (milky) and their multiple-
observations extension (milkyo). One may see milky
as an extension of hierl with× and + operations on the
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variable modeling the common factor. In the milkyo
class, 5 observations are made for each satellite galaxy,
and an extended observe command takes a list of 5 ob-
servations at once (instead of using 5 obs commands).
6. Models (rb) using the Rosenbrock function (Pagani
et al., 2019). The function is expressed as an external
procedure. We considered these models to show our ap-
proach can in principle handle models with non-trivial
computation blocks. The function is often used to eval-
uate learning and inference algorithms (Goodman &
Weare, 2010; Wang & Li, 2018; Pagani et al., 2019).
The purpose of our evaluation is to show the feasibility of
our approach, not to develop the state-of-the-art inference
algorithm automatically, and also to identify the challenges
of the approach. These models are chosen for this purpose.
For instance, in order to compute an accurate approximate
posterior for gauss, an inference algorithm should be able
to reason about affine transformations and Gaussian distri-
bution, and to achieve a similar goal for hierl and hierd, the
algorithm should be able to analyse the dependence rela-
tionships among the variables. Therefore, the successful
outcomes in those cases indicate that our approach can learn
an inference algorithm with such capacity in some cases.
We implemented our inference algorithm and meta-
algorithm using ocaml-torch (Mazare, 2018), an OCaml
binding for PyTorch. For all the evaluations, we used a
Ubuntu server machine with Intel(R) Xeon(R) Gold 6234
CPU @ 3.30GHz with 16 cores and 32 threads, and 263G
memory. See Appendix C for the full description of our
model classes and Appendix D for the detailed experimental
setup.
6.1. Generalisation
An effective meta-algorithm should learn an inference algo-
rithm that generalises well, meaning that the learnt inference
algorithm should predict precisely the posterior distributions
for unseen but similar programs to the ones in the training
set. For each model class, we used 400 programs to meta-
learn an inference algorithm, and then applied this learnt
inference algorithm to 50 unseen test programs. Specifically,
we measured the average test loss over the 50 test programs,
and checked if the loss also decreases when the training
loss decreases. We also compared the marginal posteriors
predicted by our learnt inference algorithm with the refer-
ence marginal posteriors that were computed analytically,
or approximately using Hamiltonian Monte Carlo (HMC)
(Duane et al., 1987). When we relied on HMC to approx-
imate the reference marginals, we computed the marginal
sample means and standard deviations using one of the 10
Markov chains generated by independent HMC runs. Each
chain consisted of 500K samples after 50K warmups, and
we ensured the convergence of the chains using diagnostics
such as R̂ (Gelman et al., 1992).
We note that the programs in the training and test sets were
automatically generated by a random program generator.
This generator takes, as inputs, a program class to gener-
ate as well as hyperparameters for the class (e.g., bound-
aries of the quantities that are used to specify models in the
class), and returns programs from the class randomly (see
Appendix C).
For each training program, our meta-algorithm used 215
samples from the posterior distribution for the program,3
which was computed analytically (for gauss) or approxi-
mately using HMC (for the rest). Similarly for the marginal
likelihood, our meta-algorithm computed them analytically
(for gauss) or approximately using layered adaptive im-
portance sampling (Martino et al., 2017) where the pro-
posals were defined by an HMC chain (for the rest). We
performed mini-batch training (a.k.a. subsampling); a sin-
gle gradient update was done by a mini batch of size 212,
and so a single epoch consisted of 8 gradient updates. We
used Adam (Kingma & Ba, 2015) with its hyperparameters
{β1 = 0.9, β2 = 0.999, weight decay = 0}, and the initial
learning rate was set to 0.001. When the average training
loss converged enough, the training stopped. We repeated
the same experiments three times using different random
seeds to show that our meta-algorithm is resilient to the
random seed effects.
Figure 3 shows the training and test losses in all the three
experiments with different random seeds. The x-axis is the
training epochs, and the y-axis the loss values. The training
loss is the average loss over the training set and over the
8 batch updates. The test loss is the average loss over the
test set. Both axes are log-scaled. The plots for training and
test losses are drawn as solid and dotted lines, respectively,
and the results from different experiments are colored differ-
ently. The training losses in all three experiments decreased
rapidly, and more importantly, these decreases were accom-
panied by the downturns of the test losses, which shows that
the learnt parameters generalised to the test programs well.
The later part of Figures 3a, 3c, 3e and 3f shows cases where
the test loss suddenly surges. This was when the loss of
only a few programs in the test set (of 50 programs) became
large, increasing the average. But even in this situation, the
losses of the rest remained small.
Figure 4 visualises actual predicted distributions for the test
programs of the hierl type. Specifically, it shows the com-
parisons between the reference marginal posteriors (blue)
and their predicted counterparts (red) computed by our in-
ference algorithm. Here we only report 10 programs in
the experiments with the last random seed due to the space
3Except for rb; see the discussion on Rosenbrock models in
Section 6.3.
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Figure 3: Average training and test losses with three different random seeds. The x and y axes are log-scaled. The sudden
surges in later epochs of Figures 3a, 3c and 3e to 3g were due to only a single or a few test programs out of 50.
limit, but the results were similar for the other programs
and the other experiments with different random seeds. The
three sub-figures are the results for the same test programs
in the same setup, except that the inference algorithm was
instantiated at different training steps: before training (Fig-
ure 4a), after 1K epochs (Figure 4b), and after 2K epochs
(Figure 4c). The Figure 4c shows the results for the final
inference algorithm that our meta-algorithm returned, and
the learnt inference algorithm predicted the posterior distri-
butions for the test programs precisely. Our meta-algorithm
also improved the inference algorithm during the training
process. The predicted marginals were initially around zero
(Figure 4a), evolved to cover the reference marginals (Fig-
ure 4b), and finally captured them precisely in terms of
both mean and standard deviation (Figure 4c). Overall, the
results demonstrate that our meta-algorithm improves the
parameters of our inference algorithm, and eventually finds
optimal ones that make the inference algorithm generalise to
unseen programs well. We observed similar patterns for the
other model classes, except for cluster and rb; these model
types needed a careful investigation due to the multimodal-
ity of their posterior distributions. We provide an analysis
of these models in Section 6.3.
6.2. Application to Moments Estimation
A direct application of the predicted posteriors is to es-
timate the expectation of some function over the poste-










where p(z|x) denotes the posterior of the
latent variables z = z1:n. Importance sampling is prob-
ably one of the easiest methods to use, partially because
it “corrects” the biases in the specified proposal using the





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(c) After 2K epochs
Figure 4: Comparisons of predicted and reference marginal posteriors recorded at different training steps: at the initial step,
after 1K epochs, and after 2K epochs.
mz1 := 4.6; vz1 := 4045; vz2 := 43.6; vz3 := 8.4;
mz4 := 4.6; vz4 := 23; d1 := −2.5; d2 := 0.07;
vx1 := 5.8; vx2 := 31.4; o1 := 60.8; o2 := 69.3;
z1 ∼ N (mz1 , vz1); z2 ∼ N (z1, vz2); z3 ∼ N (z1, vz3);
z4 ∼ N (mz4 , vz4);
t1 := z4 × d1; t2 := z2 + t1; obs(N (t2, vx1), o1);
s1 := z4 × d2; s2 := z3 + s1; obs(N (s2, vx2), o2)
Figure 5: Probabilistic program for a program in the test set
for the hierd type that is used in our moments evaluation.
The variables z1:4 are latent.
importance weights. However, choosing a good proposal is
often an art, and a bad proposal may impair the efficiency
of the sampler greatly.
We take one of the test programs in the hierd class, and
demonstrate the benefits of using the predicted marginal
posteriors returned by our inference algorithm. This proba-
bilistic program was in the actual test set in our evaluation in
Section 6.1, and it is shown in Figure 5. The program poses
a challenge: its prior and posterior are far apart. We com-
pared the two quantities estimated by four different methods:
(1) importance sampling with the prior proposal; (2) impor-
tance sampling with our predicted marginal posteriors as
proposal; (3) direct estimation using our predicted marginal
posteriors without correction of importance sampling; and
(4) HMC estimation. The HMC estimates here work as ref-
erences; we generated 500K samples after 50K warmups to
compute the reference estimates. For importance sampling,
we used 30K samples, and repeated the sampler ten times.
Figure 6 shows the results. It is a 2-dimensional, log-scaled
scatter plot where the x-axis is for the sum of first moments,
and the y-axis for the sum of second moments. The red bub-


































Figure 6: Moments estimation results from the four different
methods. The figure has 10 yellow and green bubbles. Since
an importance sampling estimate is a random quantity, we
repeated IS-prior (yellow) and IS-pred (green) 10 times. We
report all the results.
ble (HMC) shows the reference estimates computed using a
converged HMC chain. The 10 yellow bubbles (IS-prior) at
the upper right and a blue bubble (Pred) down left represent
the estimates returned by an importance sampler with the
prior proposal and by direct computation using the predicted
marginal posteriors computed by our inference algorithm,
respectively. Finally, the 10 green bubbles (IS-pred) repre-
sent the estimates computed by an importance sampler that
uses, as its proposal, the predicted marginal posteriors from
our inference algorithm. The figure shows that naively using
the prior proposal makes the sampler highly inefficient (yel-
low), leading to big errors in the estimates. Our inference
algorithm in this case also estimated the moments with error
(blue), but when the importance sampler used the posterior
marginals from our inference algorithm as its proposal, the
sampler computed the moments with high accuracy (green).








































































































































































Figure 7: Comparisons of reference and predicted marginal
distributions for 10 programs in the rb test set.
6.3. Multimodal Posteriors: cluster and rb
In our empirical study, the cluster and rb classes posed
another challenge: their posterior distributions easily be-
came multimodal, and so it made significantly harder for
our meta-algorithm to learn an optimal inference algorithm.
To make the evaluation partially feasible for rb, we changed
two parts of our meta-algorithm slightly, as well as increas-
ing the size of the test set from 50 to 100. First, we used
an importance-sampling variant of the gradient estimator
for our meta-learning objective so that the parameters for
our inference algorithm can be optimised with importance
samples, instead of posterior samples, which are difficult
to obtain in this case due to the multimodality issue. Sec-
ond, our random program generator placed some restriction
on the programs it generated (e.g., by using tight bound-
aries on some model parameters), guided by the analysis of
the geometry analysis of the Rosenbrock function (Pagani
et al., 2019). Consequently, only around one fifth of the test
set had significant multimodality in that HMC chains with
500K samples after 50K warmups did not converge.
Figure 7 shows the similar comparison plots between refer-
ence and predicted marginal posteriors for 10 test programs
of the rb type, after 52.4K epochs. Our inference algorithm
computed the posteriors precisely for most of them except
the two that we will discuss now. Among them, two pro-
grams (pgm75 and pgm79) had significant multimodality.
The first latent variable of the 75th program (pgm75 z0) had
at least two modes at around −10 (visible in the figure) and
around 10 (hidden in the figure)4. Our inference algorithm
showed a mode-seeking behavior for this latent variable.
Similarly, the first variable of the 79th program (pgm79 z0)
also had at least two modes in the same domain region as
in pgm75 z0 (one shown and one hidden), but this time our
4The blue reference plots were drawn using an HMC chain, but
the HMC chain got stuck in the mode around−10 for this variable.
inference algorithm showed a mode-covering behavior.
The multimodality issue raises two main questions. First,
how can our meta-algorithm generate samples from the pos-
terior more effectively so that it can optimise the inference
algorithm for many-modes program classes? For example,
our current results for cluster suffer from the fact that the
samples used in the training are often biased (i.e., only from
a single mode of the posterior). One possible direction
would be to use multiple Markov chains simultaneously and
apply ideas from the mixing-time research. Second, how
can our white-box inference algorithm catch more informa-
tion from the program description and analyse non-trivial
properties that may be useful for computing the posterior
distributions having multiple modes? We leave the answers
for future work.
6.4. Caveats
We list limitations of our approach below. Overcoming
these limitations is future work.
Threats of Overfitting The rise of the average test losses
in later epochs in Figures 3a, 3c and 3e to 3g, albeit due
to only a few test programs, may indicate overfitting. One
practical attempt to avoid overfitting is to further split the
training set into training and validation sets, and use early
stopping (Goodfellow et al., 2016). Alternative approaches
include introducing a regularisation term in the learning
objective explicitly (Bishop, 2006; Goodfellow et al., 2016).
Limited Generalisation Each model type that we con-
sidered in this work defines a distribution of probabilistic
programs, and the random program generator implements
sampling from the distribution. Similar to the strong gener-
alisation studied by Yan et al. (2020), one desired behavior
of a learnt inference algorithm is that it generalises beyond
the distribution used during training. For instance, if our
inference algorithm is learnt from models with two clusters
and so it can predict posteriors for clustering models with
two clusters well, one reasonable expectation is that it would
also predict posteriors of models with ten clusters accurately.
Currently, our work does not meet this expectation. Each
model type in the work makes a strong assumption on the
shape of programs, such as a fixed number of variables,
and the neural networks used in our inference algorithm
crucially exploit this assumption. The direction that we are
exploring at the moment is to develop a new type of neural
networks for our application that can process probabilistic
programs of an arbitrary size with an arbitary number of
variables.
Scalability Real-world applications often require com-
putation of posteriors for big programs. For state-space
models with a few hundred time steps, for example, our
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meta-algorithm, in theory, should be able to find an infer-
ence algorithm that works for programs having hundreds of
latent variables. But in practice, the meta-algorithm does
not scale well to such large use cases, and cannot learn an
optimal inference algorithm within a reasonable amount of
time.
7. Related Work
The difficulty of developing an effective posterior-inference
algorithm is well-known, and has motivated active research
on learning or adapting key components of an inference
algorithm. Effective techniques for adjusting an MCMC
proposal (Andrieu & Thoms, 2008) or an HMC integra-
tor (Hoffman & Gelman, 2014) to a given inference task
were developed and implemented in popular tools. Re-
cently, techniques for meta-learning these components from
a collection of inference tasks have been developed (Wang
et al., 2018; Gong et al., 2019). The meta-learning approach
also features in the work on stochastic variational inference
where a variational distribution receives information about
each inference task in the form of its dataset of observa-
tions and is trained with a collection of datasets (Wu et al.,
2020; Gordon et al., 2019; Iakovleva et al., 2020). For a
message-passing-style variational-inference algorithm, such
as expectation propagation (Minka, 2001; Wainwright &
Jordan, 2008), Jitkrittum et al. (2015) studied the problem
of learning a mechanism to pass a message for a given sin-
gle inference task. A natural follow-up question is how to
meta-learn such a mechanism from a dataset of inference
tasks that can generalise to unseen models, and our approach
provides a partial answer to the question; our white-box in-
ference algorithm can be viewed as a message-passing-style
variational inference algorithm that can meta-learn the rep-
resentation of messages and a mechanism for passing them
from a given dataset of probabilistic programs.
Our work is also related to the work on training neural net-
works to execute programs (Zaremba & Sutskever, 2014;
Bieber et al., 2020; Reed & de Freitas, 2016); our inference
algorithm operates by executing probabilistic programs us-
ing learnt neural networks. As far as we know, however, we
are the first to frame the problem of learning a posterior-
inference algorithm as the one of learning to execute (in a
non-standard execution model).
References
Andrieu, C. and Thoms, J. A tutorial on adaptive MCMC.
Stat. Comput., 18(4):343–373, 2008.
Baydin, A. G., Shao, L., Bhimji, W., Heinrich, L., Naderi-
parizi, S., Munk, A., Liu, J., Gram-Hansen, B., Louppe,
G., Meadows, L., Torr, P., Lee, V., Cranmer, K., Prabhat,
M., and Wood, F. Efficient probabilistic inference in the
quest for physics beyond the standard model. In Advances
in Neural Information Processing Systems, volume 32,
pp. 5459–5472. Curran Associates, Inc., 2019.
Bieber, D., Sutton, C., Larochelle, H., and Tarlow, D. Learn-
ing to execute programs with instruction pointer attention
graph neural networks. In Advances in Neural Infor-
mation Processing Systems 33: Annual Conference on
Neural Information Processing Systems 2020, NeurIPS
2020, December 6-12, 2020, virtual, 2020.
Bingham, E., Chen, J. P., Jankowiak, M., Obermeyer, F.,
Pradhan, N., Karaletsos, T., Singh, R., Szerlip, P., Hors-
fall, P., and Goodman, N. D. Pyro: Deep Universal Prob-
abilistic Programming. Journal of Machine Learning
Research, 2018.
Bishop, C. M. Pattern recognition and machine learning.
springer, 2006.
Carpenter, B., Gelman, A., Hoffman, M. D., Lee, D.,
Goodrich, B., Betancourt, M., Brubaker, M., Guo, J.,
Li, P., and Riddell, A. Stan: A probabilistic programming
language. Journal of statistical software, 76(1), 2017.
Cusumano-Towner, M. F., Radul, A., Wingate, D., and
Mansinghka, V. K. Probabilistic programs for infer-
ring the goals of autonomous agents. arXiv preprint
arXiv:1704.04977, 2017.
Cusumano-Towner, M. F., Saad, F. A., Lew, A. K., and
Mansinghka, V. K. Gen: a general-purpose probabilis-
tic programming system with programmable inference.
In Proceedings of the 40th ACM SIGPLAN Conference
on Programming Language Design and Implementation,
PLDI 2019, Phoenix, AZ, USA, June 22-26, 2019, pp.
221–236. ACM, 2019.
Duane, S., Kennedy, A. D., Pendleton, B. J., and Roweth, D.
Hybrid monte carlo. Physics letters B, 195(2):216–222,
1987.
Ge, H., Xu, K., and Ghahramani, Z. Turing: Composable
inference for probabilistic programming. In International
Conference on Artificial Intelligence and Statistics, AIS-
TATS 2018, 9-11 April 2018, Playa Blanca, Lanzarote,
Canary Islands, Spain, volume 84 of Proceedings of Ma-
chine Learning Research, pp. 1682–1690. PMLR, 2018.
Gelman, A., Rubin, D. B., et al. Inference from iterative
simulation using multiple sequences. Statistical science,
7(4):457–472, 1992.
Gong, W., Li, Y., and Hernández-Lobato, J. M. Meta-
learning for stochastic gradient MCMC. In 7th Inter-
national Conference on Learning Representations, ICLR
2019, New Orleans, LA, USA, May 6-9, 2019. OpenRe-
view.net, 2019.
Meta-Learning an Inference Algorithm for Probabilistic Programs
Goodfellow, I., Bengio, Y., Courville, A., and Bengio, Y.
Deep learning, volume 1. MIT press Cambridge, 2016.
Goodman, J. and Weare, J. Ensemble samplers with affine
invariance. Communications in applied mathematics and
computational science, 5(1):65–80, 2010.
Goodman, N. D., Mansinghka, V. K., Roy, D., Bonawitz, K.,
and Tenenbaum, J. B. Church: a language for generative
models. In Proceedings of the Twenty-Fourth Conference
on Uncertainty in Artificial Intelligence, pp. 220–229,
2008.
Gordon, J., Bronskill, J., Bauer, M., Nowozin, S., and
Turner, R. E. Meta-learning probabilistic inference for
prediction. In 7th International Conference on Learn-
ing Representations, ICLR 2019, New Orleans, LA, USA,
May 6-9, 2019. OpenReview.net, 2019.
Hoffman, M. D. and Gelman, A. The no-u-turn sampler:
adaptively setting path lengths in hamiltonian monte carlo.
J. Mach. Learn. Res., 15(1):1593–1623, 2014.
Iakovleva, E., Verbeek, J., and Alahari, K. Meta-learning
with shared amortized variational inference. In Proceed-
ings of the 37th International Conference on Machine
Learning, ICML 2020, 13-18 July 2020, Virtual Event,
volume 119 of Proceedings of Machine Learning Re-
search, pp. 4572–4582. PMLR, 2020.
Jitkrittum, W., Gretton, A., Heess, N., Eslami, S. M. A.,
Lakshminarayanan, B., Sejdinovic, D., and Szabó, Z.
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one := 1; t := 2; f := 5; ten := 10;
z1 ∼ N (f, ten); // log of the mass of Milky Way
mass1 := z1 × t;
z2 ∼ N (mass1, f); // for the first satellite galaxy
obs(N (z2, one), ten); // x1 = 10 for x1 ∼ N (z2, one)
mass2 := z1 + f ;
z3 ∼ N (mass2, t); // for the second satellite galaxy
obs(N (z3, one), 3) // x2 = 3 for x2 ∼ N (z3, one)
Figure 8: Milky Way example compiled to the probabilistic
programming language used in the paper.
A. Milky Way Example in the Probabilistic
Programming Language
Figure 8 shows the compiled version of the Milky way
example to the probabilistic programming language of the
paper.
B. Formal Semantics of the Probabilistic
Programming Language
In Section 3, we stated that a program C in our language
denotes an unnormalised density pC that is factorised as
follows:




Here z1, . . . , zn are all the variables assigned by the sam-
pling statements zi ∼ N (. . .) in C in that order, the pro-
gram C contains m observe statements with observations
r1, . . . , rm, and these observed random variables are de-
noted by x1, . . . , xm. The goal of this section is to provide
the details of our statement. That is, we describe the formal
semantics of our probabilistic programming language, and
from it, we derive a map from programs C to unnormalised
densities pC .
To define the formal semantics of programs in our language,
we need a type system that tracks information about updated
variables and observations, and also formalises the syntactic
conditions that we imposed informally in Section 3. The
type system lets us derive the following judgements for
programs C and atomic commands A:
(S, V, α) `1 C : (T,W, β), (S, V, α) `2 A : (T,W, β),
where S and T are sequences of distinct variables, V and
W are sets of variables that do not appear in S and T ,
respectively, and α and β are sequences of reals. The first
judgement says that if before running the program C, the
latent variables in S are sampled in that order, the program
variables in V are updated by non-sample statements, and
the real values in the sequence α are observed in that order,
then running C changes these three data to T , W , and β.
The second judgement means the same thing except that
we consider the execution of A, instead of C. The triples
(S, V, α) and (T,W, β) serve as types in this type system.
The rules for deriving the judgements for C and A follow
from the intended meaning just explained. We show these
rules below, using the notation @ for the concatenation
operator for two sequences and also set(S) for the set of
elements in the sequence S:
(R,U, α) `1 C1 : (S, V, β) (S, V, β) `1 C2 : (T,W, γ)
(R,U, α) `1 (C1;C2) : (T,W, γ)
(S, V, α) `2 A : (T,W, β)
(S, V, α) `1 A : (T,W, β)
z 6∈ set(S) ∪ V v1, v2 ∈ set(S) ∪ V
(S, V, α) `2 (z ∼ N (v1, v2)) : (S@[z], V, α)
v0, v1 ∈ set(S) ∪ V
(S, V, α) `2 obs(N (v0, v1), r) : (S, V, α@[r])
v0 6∈ set(S) ∪ V v1, v2, v3, v4 ∈ set(S) ∪ V
(S, V, α) `2 (v0 := if (v1 > v2) v3 else v4)
: (S, V ∪ {v0}, α)
v0 6∈ set(S) ∪ V
(S, V, α) `2 (v0 := r) : (S, V ∪ {v0}, α)
v0 6∈ set(S) ∪ V v1 ∈ set(S) ∪ V
(S, V, α) `2 (v0 := v1) : (S, V ∪ {v0}, α)
v0 6∈ set(S) ∪ V v1, v2 ∈ set(S) ∪ V
(S, V, α) `2 (v0 := p(v1, v2)) : (S, V ∪ {v0}, α)
We now define our semantics, which specifies mappings
from judgements forC andA to mathematical entities. First,
we interpret each type (S, V, α) as a set, and it is denoted
by J(S, V, α)K:
J(S, V, α)K def= {(p, f, l) |
p is a (normalised) density on R|S|,
f = (fv)v∈set(S)∪V ,
each fv is a measurable map from R|S| to R,
l is a measurable function from R|S| × R|α| to R+},
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where |S| and |α| are the lengths of the sequences S and
α, and R+ means the set of positive reals. Next, we define
the semantics of the judgements (S, V, α) `1 C : (T,W, β)
and (S, V, α) `2 A : (T,W, β) that can be derived by the
rules from above. The formal semantics of these judgements,
denoted by the J−K notation, are maps of the following type:
J(S, V, α) `1 C : (T,W, β)K : J(S, V, α)K→ J(T,W, β)K,
J(S, V, α) `2 A : (T,W, β)K : J(S, V, α)K→ J(T,W, β)K.
The semantics is given by induction on the size of the deriva-
tion of each judgement, under the assumption that for each
procedure name p ∈ P, we have its interpretation as a mea-
surable map from R2 to R:
JpK : R2 → R.
We spell out the semantics below, first the one for programs
and next that for atomic commands.
J(S, V, α) `1 A : (T,W, β)K(p, f, l)
def
=
J(S, V, α) `2 A : (T,W, β)K(p, f, l),
J(R,U, α) `1 (C1;C2) : (T,W, γ)K(p, f, l)
def
=
(J(S, V, β) `2 C2 : (T,W, γ)K
◦ J(R,U, α) `2 C1 : (S, V, β)K)(p, f, l).
LetN (a; b, c) be the density of the normal distribution with
mean b and variance c when c > 0 and 1 when c ≤ 0. For a
family of functions f = (fv)v∈V , a variable w 6∈ V , and a
function f ′w, we write f ⊕ f ′w for the extension of f with a
new w-indexed member f ′w.
J(S, V, α) `2 z ∼ N (v1, v2) : (S@[z], V, α)K(p, f, l)
def




×N (a|S|+1; fv1(a1:|S|), fv2(a1:|S|)),
f ′v(a1:|S|+1)
def







J(S, V, α) `2 obs(N (v0, v1), r) : (S, V, α@[r])K(p, f, l)
def




×N (b|α|+1; fv1(a1:|S|), fv2(a1:|S|)),
J(S, V, α) `2 (v0 := if (v1 > v2) v3
else v4) : (S, V ∪ {v0}, α)K(p, f, l)
def
= (p, f ⊕ f ′v0 , l)
(where f ′v0(a1:|S|)
def
= if (fv1(a1:|S|) > fv2(a1:|S|))
then fv3(a1:|S|) else fv4(a1:|S|)),
J(S, V, α) `2 (v0 := r) : (S, V ∪ {v0}, α)K(p, f, l)
def




J(S, V, α) `2 (v0 := v1) : (S, V ∪ {v0}, α)K(p, f, l)
def




J(S, V, α) `2 (v0 := p′(v0, v1)) : (S, V ∪ {v0}, α)K(p, f, l)
def




Finally, we define pC for the well-initialised well-typed
programs C, i.e., programs C for which we can derived
([], ∅, []) `1 C : (S, V, α).
For such a C, the definition of pC is given below:
pC(z1:|S|) = p(z1:|S|)× l(z1:|S|, α)
where (p, , l) = J([], ∅, []) `1 C : (S, V, α)K(p0, f0, l0) for
the constant-1 functions p0 and l0 of appropriate types and
the empty family f0 of functions.
C. Detailed Descriptions for Probabilistic
Models Used in the Empirical Evaluation
We detail the program specifications for the types of models
in Section 6 using our probabilistic programming language
described in Section 3, and then how our program generator
generated programs from those classes randomly.
In the program specifications, randomly-generated constants
are written in the Greek alphabets (θ), and latent and other
program variables in the English alphabets. Also, we often
use more intuitive variable names instead of using zi for
latent variables and vi for the other program variables, to
improve readability. When describing random generation
of the parameter values, we let U(a, b) denote the uniform
distribution whose domain is (a, b) ⊂ R; we use this only
for describing the random program generation process itself,
not the generated programs (only normal distributions are
used in our programs, with the notation N ).
C.1. gauss
The model class is described as follows:
mz := θ1; vz := θ
′
2; c1 := θ3; c2 := θ4; vx := θ
′
5;
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z1 ∼ N (mz, vz); z2 := z1 × c1; z3 := z2 + c2;
obs(N (z3, vx), o)
For each program of the class, our random program genera-
tor generated the parameter values as follows:
θ1 ∼ U(−5, 5), θ2 ∼ U(0, 20), θ′2 = θ2
2, θ3 ∼ U(−3, 3)
θ4 ∼ U(−10, 10), θ5 ∼ U(0.5, 10), θ′5 = θ5
2
and then generated the observation o by running the program







The model class is described as follows:
mg := θ1; vg := θ
′
2; vt1 := θ
′
3; vt2 := θ
′





6; g ∼ N (mg, vg); t1 ∼ N (g, vt1); t2 ∼ N (g, vt2);
obs(N (t1, vx1), o1); obs(N (t2, vx2), o2)
For each program of the class, our generator generated the
parameter values as follows:
θ1 ∼ U(−5, 5), θ2 ∼ U(0, 50), θ′2 = θ2
2, θ3 ∼ U(0, 10)
θ′3 = θ3
2, θ4 ∼ U(0, 10), θ′4 = θ4
2, θ5 ∼ U(0.5, 10)
θ′5 = θ5
2, θ6 ∼ U(0.5, 10), θ′6 = θ6
2
and then generated the observations o1 and o2 by running
the program (i.e., simulating the model) forward.
C.3. hierd
The model class is described as follows:
ma0 := θ1; va0 := θ
′
2; va1 := θ
′
3; va2 := θ
′
4; mb := θ5;
vb := θ
′
6; d1 = θ7; d2 = θ8; vx1 := θ
′
9; vx2 := θ
′
10;
a0 ∼ N (ma0 , va0); a1 ∼ N (a0, va1); a2 ∼ N (a0, va2);
b ∼ N (mb, vb);
t1 := b× d1; t2 := a1 + t1; obs(N (t2, vx1), o1);
t3 := b× d2; t4 := a2 + t3; obs(N (t4, vx2), o2)
For each program of the class, our generator generated the
parameter values as follows:
θ1 ∼ U(−10, 10), θ2 ∼ U(0, 100), θ′2 = θ2
2, θ3 ∼ U(0, 10)
θ′3 = θ3
2, θ4 ∼ U(0, 10), θ′4 = θ4
2, θ5 ∼ U(−5, 5)
θ6 ∼ U(0, 10), θ′6 = θ6
2, θ7 ∼ U(−5, 5), θ8 ∼ U(−5, 5)
θ9 ∼ U(0.5, 10), θ′9 = θ9
2, θ10 ∼ U(0.5, 10), θ′10 = θ10
2
and then generated the observations o1 and o2 by running
the program forward where the values for a0, a1, a2, and b
in this specific simulation were sampled as follows:
a0 ∼ U(ma0 − 2×
√
va0 , ma0 + 2×
√
va0)
a1 ∼ U(a0 − 2×
√
va1 , a0 + 2×
√
va1)
a2 ∼ U(a0 − 2×
√
va2 , a0 + 2×
√
va2)
b ∼ U(mb − 2×
√




The model class is described as follows:
mg1 := θ1; vg1 := θ
′
2; mg2 := θ3; vg2 := θ
′
4; vx := θ
′
5;
g1 ∼ N (mg1 , vg1); g2 ∼ N (mg2 , vg2);
zero := 0; hund := 100;
t1 ∼ N (zero, hund); m1 := if (t1 > zero) g1 else g2;
obs(N (m1, vx), o1);
t2 ∼ N (zero, hund); m2 := if (t2 > zero) g1 else g2;
obs(N (m2, vx), o2);
t3 ∼ N (zero, hund); m3 := if (t3 > zero) g1 else g2;
obs(N (m3, vx), o3);
t4 ∼ N (zero, hund); m4 := if (t4 > zero) g1 else g2;
obs(N (m4, vx), o4);
t5 ∼ N (zero, hund); m5 := if (t5 > zero) g1 else g2;
obs(N (m5, vx), o5)
For each program of the class, our generator generated the
parameter values as follows:
θ1 ∼ U(−15, 15), θ2 ∼ U(0.5, 50), θ′2 = θ2
2
θ3 ∼ U(−15, 15), θ4 ∼ U(0.5, 50), θ′4 = θ4
2
θ5 ∼ U(0.5, 10), θ′5 = θ5
2
and then generated the observations o1:5 by running the
program forward.
C.5. milky and milkyo
The model class milky is described as follows:
mmass := θ1; vmass := θ
′
2; c1 := θ3; vg1 := θ
′
4; c2 := θ5;
vg2 := θ
′
6; vx1 := θ
′
7; vx2 := θ
′
8;
mass ∼ N (mmass , vmass);
mass1 := mass × c1; g1 ∼ N (mass1, vg1);
mass2 := mass + c2; g2 ∼ N (mass2, vg2);
obs(N (g1, vx1), o1); obs(N (g2, vx2), o2)
For each program of milky, our generator generated the
parameter values as follows:
θ1 ∼ U(−10, 10), θ2 ∼ U(0, 30), θ′2 = θ2
2, θ3 ∼ U(−2, 2)
θ4 ∼ U(0, 10), θ′4 = θ4
2, θ5 ∼ U(−5, 5), θ6 ∼ U(0, 10)
θ′6 = θ6
2, θ7 ∼ U(0.5, 10), θ′7 = θ7
2, θ8 ∼ U(0.5, 10)
θ′8 = θ8
2
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and then generated the observations o1 and o2 by running
the program forward.
Everything remained the same for the milkyo
class, except that the two obs commands were
extended to obs(N (g1, vx1), [o1, o2, o3, o4, o5]) and
obs(N (g2, vx2), [o6, o7, o8, o9, o10]), respectively, and all
the observations were generated similarly by running the
extended model forward.
C.6. rb
The model class rb is described as follows:
mz1 := θ1; vz1 := θ
′
2; mz2 := θ3; vz2 := θ
′
4; vx := θ
′
5;
z1 ∼ N (mz1 , vz1); z2 ∼ N (mz2 , vz2); r := p(z1, z2);
obs(N (r, vx), o)
where p is the Rosenbrock function f(z1, z2) = 0.05 ×
(z1 − 1)2 + 0.005 × (z2 − z12)2. For each program of
the class, our generator generated the parameter values as
follows:
θ1 ∼ U(−8, 8), θ2 ∼ U(0, 5), θ′2 = θ2
2, θ3 ∼ U(−8, 8)
θ4 ∼ U(0, 5), θ′4 = θ4
2, θ5 ∼ U(0.5, 10), θ′5 = θ5
2
and then generated the observation o by running the pro-
gram forward where the values for z1 and z2 in this specific
simulation were sampled as follows:
z1 ∼ U(mz1 − 1.5×
√
vz1 , mz1 + 1.5×
√
vz1)
z2 ∼ U(mz2 − 1.5×
√
vz2 , mz2 + 1.5×
√
vz2)
D. Detailed Evaluation Setup
In our evaluation, the dimension s of the internal state h
was 10 (i.e., h ∈ R10). We used the same neural network
architecture for all the neural network components of our
inference algorithm INFER. Each neural network had three
linear layers and after each linear layer, there was a tanh
activation. The hidden dimension was 10 for each layer in
all the neural networks except for nnde where the hidden di-
mensions were 50. The hyper-parameter in our optimisation
objective (Section 5) was set to λ = 2 in the evaluation. For
HMC, we specifically used the NUTS sampler (Hoffman &
Gelman, 2014).
