High-level visual cortex shows a distinction between animate and inanimate objects, as revealed 31 by fMRI. Recent studies have shown that object animacy can similarly be decoded from MEG 32 sensor patterns. Which object properties drive this decoding? Here, we disentangled the influence 33 of perceptual and categorical properties by presenting perceptually matched objects that were 34 easily recognizable as being animate or inanimate (e.g., snake and rope). In a series of behavioral 35 experiments, three aspects of perceptual dissimilarity of these objects were quantified: overall 36 dissimilarity, outline dissimilarity, and texture dissimilarity. Neural dissimilarity of MEG sensor 37 patterns, collected in male and female human participants, was modeled using regression analysis, 38 in which perceptual dissimilarity (taken from the behavioral experiments) and categorical 39 dissimilarity served as predictors of neural dissimilarity. We found that perceptual dissimilarity 40 was strongly reflected in MEG sensor patterns from 80 ms after stimulus onset, with separable 41 contributions of outline and texture dissimilarity. Surprisingly, MEG patterns did not distinguish 42 between animate and inanimate objects after controlling for perceptual dissimilarity. Nearly 43 identical results were found in a second MEG experiment that required basic-level object 44 recognition. These results indicate that MEG sensor patterns do not capture object animacy 45 independently of perceptual differences between animate and inanimate objects. This is in 46 contrast to results observed in fMRI using the same stimuli, task, and analysis approach, with fMRI 47 Recent studies have shown that multivariate analysis of MEG sensor patterns allows for a detailed 53 characterization of the time course of visual object processing, demonstrating that the neural 54 representational space starts to become organized by object category (e.g., separating animate 55 and inanimate objects) from around 150 ms after stimulus onset. It is unclear, however, whether 56 this organization truly reflects a categorical distinction or whether it reflects uncontrolled 57 differences in perceptual similarity (e.g., most animals have four legs). Here we find that MEG 58 sensor patterns do not distinguish between animate and inanimate objects when controlling for 59 perceptual differences between objects (e.g., when comparing snake and rope). These results 60 indicate that MEG sensor patterns are primarily sensitive to visual object properties. 61 
showing a highly reliable categorical distinction in ventral temporal cortex even when controlling 48 for perceptual dissimilarity. The discrepancy between MEG and fMRI complicates the 49 straightforward integration of these imaging modalities. Since their successful application in fMRI research, multivariate analysis methods have recently 63 been applied to MEG and EEG data to gain insight into the temporal dynamics of visual and 64 cognitive processing. A replicable finding in this rapidly growing literature is the finding that object 65 category (e.g., animacy) can be reliably decoded from MEG sensor patterns, peaking around 150-66 250 ms after stimulus onset (for review, see Contini et al., 2017) . Similar category distinctions have 67 been observed in high-level visual cortex using fMRI (Grill-Spector and Weiner, 2014) . What are 68 the object properties that drive this decoding; and are these the same in fMRI and MEG? 69 Animate objects differ from inanimate objects in terms of their characteristic shapes and 70 other category-associated visual features. These feature differences are reflected in behavioral 71 measures of perceptual similarity, such that within-and between-category perceptual similarity 72 can be used to accurately predict the time it takes observers to categorize an object as animate or 73 inanimate (Mohan and Arun, 2012) . These perceptual differences likely contribute to MEG 74 animacy decoding considering that object shape and perceptual similarity are strongly reflected in 75 MEG and EEG patterns (Isik et al., 2014; Coggan et al., 2016; Wardle et al., 2016) . Furthermore, 76 MEG animacy decoding strength is closely related, at the exemplar level, to categorization reaction 77 time (Ritchie et al., 2015) , likely reflecting the exemplar's perceptual typicality of the category it 78 belongs to (Mohan and Arun, 2012) . Together, these studies raise the possibility that MEG 79 animacy decoding primarily reflects perceptual differences between animate and inanimate 80 objects. 81 However, animate and inanimate objects also differ in other aspects. For example, animals 82 are agents capable of moving by themselves, a property that we rapidly associate with animals 83 even when these are viewed as static pictures. Additionally, we perceive (most) animals as entities 84 with goals, intentions, beliefs, and desires. Finally, animate and inanimate objects invite different 85 actions on the part of the observer. For example, while animals may be perceived as threatening, 86 inanimate objects are usually objects we grasp and interact with, such as tools, food, musical 87 instruments, or clothing. Previous fMRI studies have provided evidence that category selectivity in 88 visual cortex is partly driven by the task or function associated with an object, in addition to the 89 object's visual properties (Amedi et al., 2017; Peelen and Downing, 2017) . 90 One way to dissociate between these accounts is to compare neural responses to animate 91 and inanimate objects that are perceptually matched in terms of their 2D shape profile (e.g., snake 92 and rope). Recent fMRI studies adopting this approach revealed that category-specific responses 93 4 in parts of ventral temporal cortex (VTC) are not fully reducible to perceptual differences 94 (Macdonald and Culham, 2015; Bracci and Op de Beeck, 2016; Bryan et al., 2016; Proklova et al., 95 2016). In a previous fMRI study (Proklova et al., 2016) , we found that activity in large parts of the 96 visual cortex reflected the perceptual similarity of the objects, independent of object category. But 97 importantly, the animacy distinction in VTC was preserved for objects that were closely matched 98 in terms of perceptual similarity. If MEG activity in the 150-250 ms time window corresponds to 99 category-selective fMRI activity in VTC, animacy decoding should be preserved in MEG as well. 100 In marked contrast to this prediction, we report here that the careful matching for 101 perceptual similarity of objects completely abolished animacy information in MEG: while 102 representational similarity in MEG sensor patterns strongly reflected perceptual similarity 103 between the objects, as well as similarity in their outline and texture properties, it no longer 104 reflected the categorical distinction between animate and inanimate objects. The stimulus set in both experiments was identical to the one used in an earlier fMRI study 118 (Proklova et al., 2016) and consisted of 16 objects (8 animate and 8 inanimate) divided into 4 119 shape sets. Each shape set consisted of 2 animals and 2 inanimate objects that were matched for 120 overall shape features (e.g. snake-rope). In addition, four versions of each stimulus were used, 121 resulting in a total of 64 stimuli (see Figure 1 for the full stimulus set). In Experiment 1, one 122 additional visual stimulus (a hammer, see Figure 1B ) was used to serve as an oddball target. All (Brainard, 1997) . Participants completed 12 experimental runs, with each of the 64 stimuli 132 appearing exactly twice in each block, in random order. In addition, 32 target trials were randomly 133 distributed throughout the block, resulting in 160 trials in total per block. The stimuli were 134 presented for 500 ms, followed by a variable inter-stimulus interval ranging from 1.5 s to 2 s. 135 In Experiment 1, participants were instructed to maintain fixation and to press the 136 response button and blink each time they saw a picture of a hammer. This oddball image 137 appeared on 20% of trials. Target trials were not analyzed. In Experiment 2, participants were 138 asked to perform a one-back task, pressing the response button whenever an image of the same 139 object type appeared on two consecutive trials (e.g. two different snakes). Twelve repetition trials 140 were inserted at random points within each block, resulting in 140 trials per block. Repetition trials 141 were not analyzed. 
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Experiment 1, individual stimuli were presented centrally for 500 ms, followed by a variable ISI of 1.5 -2 s. Participants 157 were asked to press the response button and blink whenever they saw an oddball image (a hammer). In Experiment 2, 158 the procedure was largely identical to Experiment 1, except that participants performed a one-back task, pressing the 159 button when two images of the same object type (e.g., two different planes) appeared on two consecutive trials. (C) 160 Full stimulus set used in the experiments.
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Decoding analyses 163 We performed two types of decoding analyses: (1) a pair-wise decoding analysis, where we 164 computed classification performance for all pairs of stimuli; these data were subsequently used to 165 construct neural dissimilarity matrices (see below), and (2) an animacy decoding analysis, where 166 we directly classified between all animate and inanimate stimuli. Animacy decoding analysis. We additionally performed a two-way animacy decoding 183 analysis, where we directly decoded animate from inanimate objects. Classifier training and 184 testing was identical to the pair-wise analysis, but after trial averaging all animate and inanimate 185 stimuli were assigned the same label, respectively. The resulting time course thus reflected how 186 well classifiers could discriminate between animate and inanimate stimuli. However, although 187 successful classification in this analysis could be related to differences in animacy, it could also be 188 related to differences in visual attributes (as potentially any two sufficiently different stimulus sets 189 can be discriminated using MEG decoding). To resolve this, we repeatedly performed the analysis 190 while removing the animacy difference between stimuli. For 100 iterations, we randomly shuffled 191 the animacy labels across the 16 stimuli, so that 8 stimuli were labeled as "animate" and 8 as 192 "inanimate", independent of their true animacy. We then averaged decoding performance across 193 these 100 iterations to create a time course of "shuffled" animacy decoding. If decoding accuracy 194 in the shuffled analysis is comparable to decoding accuracy for real animacy, differences in 195 animacy do not drive successful decoding. (Figure 4) . In both experiments, and for both sensor types, 343 decoding was at chance until about 50 ms, after which the decoding curve rose sharply, becoming 344 significant at 60 ms (or at 70 ms for magnetometers in Experiment 2) and peaking at 120 ms. This 345 pattern is similar to the pattern observed in previous studies (for review, see Contini et al., 2017) . 346 For both sensor types, average pairwise decoding accuracy was higher in Experiment 2, suggesting 347 that the demands of a one-back task (e.g., enhanced attention to the objects, deeper object 348 13 processing, and involvement of working memory) increases neural discriminability. Overall, these 349 results replicate earlier MEG decoding studies and show that the individual stimuli could be 350 decoded successfully from the MEG signal. Figure 3A ). This analysis 366 produced one beta estimate time course for each predictor. The results of this analysis for both 367 experiments (Oddball task and One-back task) are shown in Figure 5A , separately for the two 368 types of sensors. For both magnetometers and gradiometers, the beta estimate for overall 369 perceptual dissimilarity (shown in red) reached significance at 80 ms, peaking at 130 ms. 370 Importantly, the beta estimate for category dissimilarity (shown in blue) did not reach significance 371 at any time point. In a second analysis, the neural dissimilarity was modeled as a combination of 372 category, outline, and texture dissimilarity ( Figure 3B ). This analysis produced three time courses 373 that are shown in Figure 5B . The outline predictor contributed significantly to neural dissimilarity, 374 14 starting at 80 ms and peaking at 150 ms, followed by a smaller peak at 250 ms. The time course of 375 the texture predictor was significantly above chance starting from 90 ms, with a peak at 130 ms. 376 The beta estimate for category dissimilarity did not reach significance at any time point. 377 Nearly identical results were obtained in Experiment 2, in which subject performed a one-378 back task ( Figure 5, right column) . The first RSA again revealed a strong contribution of overall 379 perceptual dissimilarity, peaking at 120 ms for magnetometers and at 130 ms for gradiometers 380 ( Figure 5A, right column) . In the second RSA, the outline dissimilarity significantly contributed to 381 the neural dissimilarity with a peak at 150 ms for both magnetometers and gradiometers ( Figure   382 5B, right column). Texture (shown in orange) peaked at 110 ms for both types of sensors. 383 Importantly, in both analyses the category predictor again did not reach significance at any time 384 point, confirming the results of Experiment 1 with a different and more engaging task that 385 required attention to and recognition of the objects. Decoding animacy 453 While the analyses above indicate that MEG patterns carried little or no information about 454 object category (when controlling for perceptual properties), it is possible that a classifier trained 455 specifically to distinguish the two categories based on MEG patterns might still succeed to do so. 456 To test this, we trained and tested a classifier to distinguish patterns evoked by animate and 457 inanimate objects. Such a classifier will use all information available to achieve above-chance 458 classification. This includes activity driven by the specific visual properties of the individual objects 459 in the set, which would be present in any arbitrary grouping of conditions and thus not necessarily 460 reflect a true category effect. The appropriate baseline is therefore one in which category labels 461 are shuffled to form meaningless groups of objects, rather than chance baseline (Carlson et al., 462 2013). Indeed, results showed that both true and shuffled decoding were above chance (Figure 9 ). 463 Importantly, true category decoding never exceeded shuffled category decoding (Figure 9 ), again 464 indicating that MEG patterns did not carry true category information. In fact, we observed a small 465 opposite effect (better decoding with shuffled labels) at early latencies. 466 This finding can be explained by considering the perceptual matching of the stimuli across 467 the animacy boundary (e.g., with snake being most similar to rope). This matching was not present 468 for the objects involved in the shuffled comparison. The behavioral data from the oddball visual 469 search task, used to create the perceptual dissimilarity matrix, confirm this: The average time to 470 spot an animal among images of another animal was 595 ms, whereas the time to spot an animal 471 among images of objects (and v.v.) was 612 ms (p<0.001). When shuffling labels, there is no such 472 difference, as confirmed by the same analysis with shuffled category labels in the oddball task 473 data: 604 ms vs 604 ms (p=0.98). These results further support our finding that the MEG signal is 474 very sensitive to perceptual dissimilarity and highlights the usefulness of the RSA regression 475 approach in which both categorical and perceptual similarity are modeled. Representational similarity searchlight 484 The absence of category information in the previous analyses could in principle be due to 485 differences in the spatial scales of visual and category processing: perhaps visual properties are 486 well reflected in coarse patterns across all sensors, whereas more subtle categorical responses are 487 only reflected in localized patterns emerging across a few sensors. We therefore performed a 488 sensor-space representational similarity searchlight analysis. This analysis was done using the data 489 from gradiometers, because these sensors have greater spatial specificity and showed numerically 490 greater pairwise discriminability (see Figure 3) . Given that the pattern of results in Experiments 1 491 and 2 was highly similar we pooled data from Experiments 1 and 2 for the searchlight analysis to 492 maximize power. 493 For each channel, we defined a neighborhood of ten adjacent channels and computed the 494 neural dissimilarity matrix for this neighborhood (see Materials and Methods). We then used the 495 RSA approach described earlier, modelling the neural dissimilarity for each channel as a 496 combination of category and visual dissimilarity. This procedure was repeated for each 50 ms time Figure 10B ). 505 These results suggest that the MEG neural dissimilarity across multiple channel locations 506 predominantly reflects perceptual, but not category dissimilarity, also when looking at more 507 localized sensor patterns. 
