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Introduction
In 2013, Ciarletta et al. [1] investigated poroacoustic acceleration waves in fluids that saturate a class of porous solids that are both rigid and admit porosity values in the range 0.1 χ 0.4, where we note that, in general, χ ∈ (0, 1). In such media, the authors of Ref. [1] contend, poroacoustic propagation is more accurately modeled not by the conventional 'Darcy-Jordan model' (DJM) [2, 3] , but instead by the following first order system, which they term the 'Jordan-Darcy-Cattaneo' (JDC) model:
which they augment with a barotropic, but otherwise arbitrary, equation of state. In Sys.
(1), υ = v − v s /χ , where v = (u, v, w) is the intrinsic average velocity of the fluid [4, Section 1.3] and v s is the velocity 1 of the solid matrix; ϱ(> 0) is the mass density of the fluid; P is a pressure; µ(> 0) is the shear viscosity; K (> 0) is the permeability; τ (> 0), the relaxation time parameter, distinguishes Eq. (1b) from Darcy's law in that letting τ → 0 reduces the former to the latter; D/Dt denotes the material derivative operator; and D/Dt, the Lie derivative operator of 'Christov-Morro' theory [6] [7] [8] 
Throughout their analysis, Ciarletta et al. [1] tacitly regard Eq. (1b) not as a constitutive relation for the drag force but, rather, as the momentum equation for the fluid phase; and indeed, its form echoes that of the DJM, as can be seen by reexpressing Eq. (1b) as
where we have set ϱ * := τ µχ /K for convenience, and we note that all material parameters are taken as constants in Ref. [1] . (If we replace D/Dt and ϱ * with D/Dt and ϱ, respectively, Eq. (3) becomes the Euler momentum equation subjected to the external, velocity-dependent (per unit mass) body force 2 −υ/τ ). Sys. (1) is, therefore, inconsistent with the mixture theory-based approach of Rajagopal and Tao [9] , who point out that porous media drag (i.e., filtration) laws such as Darcy's law are 'mere approximations' to the balance of linear momentum for the fluid phase. The analysis of Ciarletta et al. is further impacted by the fact that, under their formulation, P is treated as the thermodynamic pressure (i.e., as being given by an equation of state), not the intrinsic quantity it represents in the context of filtration laws; see Ref. [4, Section 1.4.1] .
In this article, we consider poroacoustic wave phenomena under a model system posited on Eq. (1b). However, while we assume the same filtration law as Ciarletta et al., the model presented below differs from that put forth by the authors of Ref. [1] because it is formulated under the mixture-theoretic approach described in Ref. [9] . The primary aim of our investigation is to generalize the acceleration wave results of Jordan [3] and Jordan and Fulford [10] , who assumed To this end, the exposition presented below is organized as follows. In Section 2, the balance laws and constitutive assumptions of our reformulation of the JDC model are stated and the resulting system of equations is then specialized to the case of irrotational flow. In Section 3, two versions of the weakly-nonlinear equation of motion (EoM) corresponding to the reformulated JDC system are derived and briefly discussed. In Section 4, an analysis of 'start-up' acceleration waves is carried out (in 1D) and the above-noted difficulties with the findings of Ciarletta et al. are resolved. Then, in Section 5, a limited traveling wave analysis of the reformulated DJC model is performed, with a focus on acceleration waves, and we contrast our results with those derived in Ref. [10] under the exact DJM. Lastly, in Section 6, we summarize our findings and note possible extensions of the present model.
Remark 1.
It is noteworthy that the Oldroyd-inspired relation
where λ v and λ P are, respectively, relaxation and retardation time constants, has been suggested as a filtration law for viscoelastic fluid flow in porous media; see Ref. [11, Section 1] and those cited therein.
Balance laws and constitutive relations
Consider the following system describing, under the homentropic [12] assumption, the flow of a perfect gas 3 that permeates a rigid, homogeneous and isotropic, porous solid, the drag of which on the gas being described by Eq. (1b):
where here and henceforth v s = 0 (⇒ υ = v) is assumed; recall Footnote 1. In Sys. (5), γ = c p /c v , where γ ∈ (1, 5/3] is known as the adiabatic exponent; µ, τ , K , and χ are assumed to be constants, as in Ref. [1] ; and the positive constants ℘ 0 and ϱ 0 denote the equilibrium state values of ℘(> 0), the thermodynamic pressure, and ϱ, respectively.
With regard to reconciling the terms in Rajagopal and Tao's [9] formulation with those of the present study, we note the following: m, the interaction term, is set equal to the left-hand side (LHS) of Eq. (1b); the inertia term, ρ f dv f /dt, corresponds to the LHS of Eq. (5b); the partial stress is σ f = −℘I, where I denotes the 3 × 3 identity tensor in Ref. [9] ; and b = 0, i.e., all external body forces are neglected. We also observe that Eq. (5b) contains only one type of temporal differential operator, namely, the material derivative, a simplification easily achieved by expressing Dv/Dt in terms of Dv/Dt.
On rearranging terms and making use of the well known identity
Eq. (5b) becomes, after eliminating ℘ using Eq. (5c),
Here, we have introduced c 0 = √ γ ℘ 0 /ϱ 0 , the adiabatic sound speed, which represents the speed of sound in the undisturbed gas, and ν = µ/ϱ 0 is the kinematic viscosity of the gas.
Henceforth restricting our attention to acoustic phenomena (i.e., assuming the flow to be irrotational), Eq. (7) is reduced to
Here, we have used the fact that ∇ × v = 0 implies v = ∇φ, where φ denotes the scalar velocity potential.
Now introducing the following non-dimensional variables:
where s is known as the condensation and V c (> 0) and L(> 0) respectively represent a characteristic speed and length in the particular problem under consideration, Eqs. (8) and (5a) become ∂s ∂t
respectively. Here, ϵ := V c /c 0 is the Mach number; Sg := ϱ * /ϱ 0 = τ νχ /K plays the role of what some authors refer to as the Straughan number, where we hereafter assume Sg ≪ 1 based on the perturbative nature of Eq. (1b); we have set σ := 1 + Sg; as in Ref. [3] , the dimensionless Darcy coefficient is given by δ = νχL
and all (•) superscript have been suppressed but should remain understood.
Derivation of weakly-nonlinear, bi-directional, model equations
Invoking in this section the finite-amplitude approximation, 4 the fundamental assumptions of which are ϵ ≪ 1 and |s| = O(ϵ), we can, with the aid of the binomial theorem, rewrite Eq. (11) as
Here, we have setδ := δ/σ , and we observe that τ > 0 implies σ > 1.
If it is also true thatδ = O(ϵ) and Sg = O(ϵ), then on simplifying and neglecting all terms of O(ϵ 2 ) Eq. (13) is reduced
which we can immediately recast as, after applying ∂/∂t to both sides,
where, in addition to a subscript 't', we now use ∂ t to denote ∂/∂t. In obtaining Eq. (15), the resulting function of integration was set to zero without loss of generality. Now using Eq. (10) to eliminate s t , Eq. (15) becomes
Finally, on eliminating s using the well known relation (see, e.g., Ref.
[14, Section 2])
and then neglecting all resulting terms of O(ϵ 2 ), Eq. (16) becomes, after simplifying and rearranging terms, what might be termed the 'Blackstock' version of our EoM, specifically,
whereâ 0 = 1/ √ σ denotes the (dimensionless) sound speed in the undisturbed saturating gas. Here, we observe thatâ 0 is an effective quantity in the sense that its value is affected by the presence of the porous matrix; specifically, the reformulated JDC model predicts a value of this parameter that is less, by a factor of 1/ √ σ , than that of the DJM [3] . In terms of dimensional quantities we haveĉ 0 < c 0 , where in the case of perfect gaseŝ
Here, we observe thatâ 0 =ĉ 0 /c 0 and thatĉ 0 → c 0 as τ → 0. Additionally, one can define an 'effective γ ' as γ eff = γ /σ , where of course γ eff < γ , meaning that γ eff < 1 may be possible, especially in the case of gases exhibiting a large number of degrees of freedom [12, p. 80] .
If, on the other hand, we divide Eq. (18) by [1 − ϵ(γ − 1/σ )φ t ] and then expand in powers of ϵ, where we recall the assumption ϵ ≪ 1, we get, after neglecting terms of O(ϵ 2 ) and simplifying, the 'Kuznetsov' version of our EoM, namely,
Here, we observe that Eq. (20) reduces to Jordan's [3, Eq. (2.16)], which has come to be known as the (weakly-nonlinear) DJM, on letting σ → 1 (i.e., letting τ → 0); the parameter β, known as the coefficient of nonlinearity [15] , appearing in the latter is related to γ via β = (γ + 1)/2 when the fluid in question is a perfect gas. We leave it to the reader to show that using the approximation |∇φ|
2 [16] on the right-hand side (RHS) of Eq. (20) yields the 'Lighthill-Westervelt' version of our EoM.
Remark 2. As they were derived under the finite-amplitude approximation, the PDEs in this section can all be generalized to apply to both gases and liquids by simply replacing γ with 1 + B/A, where B/A is known as the parameter of nonlinearity; see, e.g., Ref. [15] , wherein tables containing values of B/A for a wide range of fluids can be found.
Remark 3. Eq. (19) indicates that the value of τ can (in principle) be computed based on experimental sound speed measurements, i.e., measurements ofĉ 0 , in gas-saturated porous media, of the type assumed here, assuming all other material properties are known.
Acceleration wave analysis: the start-up case

Mathematical preliminaries
We now rescind the small Mach number and related assumptions of the previous section and, henceforth, restrict our attention to planar wave fronts propagating along, and perpendicularly to, the x-axis. Under this geometry the velocity vector takes the particular (1D) form v = (u(x, t), 0, 0), the functional form of the condensation becomes s = s(x, t), and the dimensionless versions of Eqs. (5a) and (7) reduce to
respectively.
Following the convention adopted by Chen [17, Section 4], we define the amplitude of the jump in a function F = F(x, t) across a wavefront (i.e., singular surface) x = S(t) as
where F ∓ := lim x→S(t) ∓ F(x, t) are assumed to exist, and where a '+' superscript corresponds to the region into which S is advancing while a '−' superscript corresponds to the region behind S.
In this analysis, we assume that
Moreover, we limit our attention to the case of a rightrunning wavefront that is advancing into a motionless gas. As such, u
and u t suffers a jump discontinuity across the wavefront
whereÛ(> 0), the speed of S relative to the gas ahead of it, and x 0 , the location of S at time t = 0, are constants, as yet unknown.
On taking jumps of the equations in Sys. (21) and introducing Maxwell's theorem [18] , which in the present (1D) setting reads
the following jump relations are easily determined:
In deriving these relations, use was also made of the continuity of u, s and the jump product rule
From Eqs. (25) it can be shown that
where, in keeping with our assumption of a right-running wavefront, we hereafter neglect the '−' case.
Amplitude equation and jump evolution
Once again taking jumps of the equations in Sys. (21), after now first differentiating them with respect to t, and then calling upon Hadamard's lemma [18, 19] , which in the present context assumes the relatively simple form
it can, without great difficulty, be established that the acceleration wave amplitude, [[u t ]], is governed by the following ordinary differential equation (ODE) of the Bernoulli-type:
Here, the 1D displacement derivative d/dt gives the time-rate-of-change measured by an observer traveling with S. As Eq. (29) is exactly reducible to a linear ODE, it is with ease that we obtain the exact solution
In Eq. (30),
where we have set 
the classical interpretation of which is that a poroacoustic shock wave forms (i.e., u develops a jump discontinuity) at time t =t ∞ .
Here, we observe that an acceleration wave is expansive (resp. compressive [17] .
From this, it is not difficult to establish the following: 
Here, we have introduced the second Mach number Ma := c 
are both strictly increasing functions of the ratio r; however, t ∞ >t ∞ , for every r ∈ (0, 1), since σ > 1.
Acceleration wave issues stemming from the formulation of Sys. (1)
In Ref. (21)] in their jump amplitude equation, the value of which sets the rate of amplitude growth/decay, contains a term proportional to 1/τ , a result which the authors of Ref. [1] found noteworthy. 5 The presence of this term means that the jump amplitude equation corresponding to the DJM cannot, in general, be recovered from Ref. [1, Eq. (19) ] by letting τ → 0.
The situation is easier to see when, as in the present section, the gas ahead of the acceleration wave is taken to be at rest. For this special case, b = 1/(2τ ) [1, Eq. (22) 1 ], while the corresponding term in Eq. (29) isδ/2. Thus, while the former blows-up as τ → 0, the latter tends to δ/2, which is the correct, corresponding, coefficient under the DJM.
Another implication of the modeling approach adopted in Ref. [1] is that the wave speed corresponding to the DJM cannot be derived from the expression for U 2 given in Ref. [1, Eq. (15) ], where Ciarletta et al. use U to denote the dimensional speed of the acceleration wave; specifically, since k 1 ∝ 1/τ is the coefficient of this expression, U → ∞ in the limit τ → 0.
Traveling wave results
While a complete traveling wave analysis is not possible here, in this section we present a number of findings, which stem from the traveling wave reduction of Sys. (21) , relating to acceleration waves under the JDC model.
Associated ODE and phase plane results
Seeking right-running traveling wave solutions (TWS)s, we now assume s(x, t) = S(ξ ) and u(x, t) = U(ξ ), (36) where ξ := x − ct is the wave variable and the wave speed c is a positive constant. On substituting these ansätze into Eqs. (21a) and (21b), and then integrating the former once with respect to ξ , Sys. (21) becomes, after simplifying,
where a prime denotes d/dξ . Here, the resulting constant of integration is necessarily zero since, in keeping with Jordan and Fulford's [10] treatment of the (exact) DJM, we have also assumed that the gas at ξ = −∞ is in its equilibrium state.
On eliminating U between its two equations, Sys. (37) is readily reduced to the following first order ODE:
which we note is an associated ODE of Sys. (21) . A phase plane analysis reveals both the qualitative behavior of S and the asymptotic nature of the equilibria of Eq. (38).
Omitting the trivial case corresponding to S(ξ ) = 0 everywhere on the ξ -axis, we observe that Eq. (38) admits three propagation regimes 6 ; here, however, we shall consider only the following two:
(i) If c >â 0 and S w ∈ (−1, 0), then the integral curves assume the form of kinks [21] , such that S(ξ ) ∈ (−1, 0) for every ξ ∈ R, whose two equilibria, i.e., S = {−1, 0}, are asymptotically stable and unstable, respectively. (ii) If c =â 0 and S w ∈ (−1, 0), then the integral curves assume the form of semi-compact kinks [22] , such that S(ξ ) ∈ (−1, 0] for every ξ ∈ R, for which the equilibrium point S = −1 is asymptotically stable.
Here, S w denotes the value of S at the wavefront ξ = 0 (i.e., S(0) = S w ) and we recall thatâ 0 = 1/ √ σ .
Case (i)
In this case Eq. (38) yields, on separating variables and integrating using the software package Mathematica (ver. 9), the exact, but implicit, solution As the integral curves for this case are kinks, a shock thickness can be defined. Adopting the same definition used in Ref.
[10], we find, on setting S = 1/2 in Eq. (38) and solving for S
Here, we observe thatl > 0 and, moreover, thatl → l as τ → 0, where l is the shock thickness corresponding to the exact DJM (see Ref. With regard to the velocity field it is easily shown, using Eqs. (37a) and (39), that if S w ∈ (−1, 0) , then
which is also true of the velocity field under the DJM.
On the other hand, the relation
which is easily derived from Eq. (37a), can, with the aid of Eq. (38), be recast as
If we now take, in turn, the limits S → {0, −1} in Eq. (43), we find that
where, in the traveling wave context, the acceleration (recall Section 4) is given by
Eq. (44) indicates that, while it is not under the exact DJM, A(ξ ) is a bounded function under the reformulated DJC model.
Case (ii
While the integral curve in this case is continuous everywhere on the ξ -axis, its slope is not. To understand the nature of this discontinuity exhibited by S ′ , we take advantage of the fact that |S| < 1 and re-express the c = 1/ √ σ case of Eq. (38)
from which it is clear that S = 0 is a solution; however,
Integrating this special case of Eq. (38) requires, of course, that the cases S = 0 and S ̸ = 0 be treated separately. Omitting the details, it is a straightforward matter to obtain the following piecewise-defined solution profile:
where we note that for this case S ∈ (−1, 0) implies ξ > ξ 0 . Here, we have set 
where in the present context S(t) = ct + ξ 0 , i.e., the wavefront of the acceleration wave is located at ξ = ξ 0 . If we now let S → 0 in the c = 1/ √ σ special case of Eq. (42), and make use of Eq. (47), then it is not difficult to show
In qualitative terms, the findings presented in this subsection and Eq. (44) can be summarized as follows.
For an example of an acceleration wave-bearing acoustic traveling wave profile in the non-porous case, see Ref.
[20, Section 5.2.3].
Numerical results
The figures presented in this subsection were generated based on numerical solutions of Eq. (38), which we obtained using the NDSolve routine found in the software package Mathematica (ver. 9). In all eight plots, the gas phase is assumed to be a monatomic gas (e.g., Ar, He, Xe), for which γ = 5/3; see, e.g., Refs. [12, 13] . In the case of Fig. 2 , use was also made of Eqs. (43) and (45).
The sequence shown in Fig. 1 illustrates part of the transition of the S vs. η solution profile (η := δξ ) from C ∞ (R) kink to
Especially noteworthy is the formation of a corner, which in the actual limit is located at η ≈ −1.620, that signifies the fact that the slope of the integral curve corresponding to the c = 1/ √ σ case exhibits a jump discontinuity (i.e., an acceleration wave). The sequence shown in Fig. 2 captures a subset of the aforementioned transition from the perspective of the A vs. ξ Remark 6. While (the equivalent of) U w > 0 was assumed in Ref. [24] for simplicity of presentation, the more recent work of Jordan and Fulford [10] , who obtained (1D) TWSs for the σ := 1 (i.e., τ := 0) special case of Sys. (21) , has shown that it is actually U w < 0, which corresponds to S w ∈ (−1, 0) here, that yields a flow scenario that is physically tenable; specifically, poroacoustic traveling waves, propagating to the right along the x-axis, where at the left-asymptotic limit the gas is in its equilibrium state while at the right-asymptotic limit there exists the vacuum state, 7 and thus a breakdown of the continuum assumption, a consequence of which is the blow-up of U noted in Eq. 
Closure
We have put forth and, in the context of both acceleration waves and traveling waves, analyzed an alternative formulation of the JDC model. In contrast to Ciarletta et al. [1] , who treated Eq. (1b) as a momentum balance equation, we regard Eq. (1b) as a constitutive relation and, in accordance with mixture theory [9] , take its LHS as the interaction term in the usual Euler momentum equation; see Eq. (5b). Sys. (5), our reformulation of the JDC model, not only generalizes the DJM [3, 10] to the case τ > 0, but it also allowed us to resolve suspect findings yielded by the acceleration wave analysis carried out in Ref. [1] ; see Section 4.3.
Additionally, we have generalized the EoM that is the weakly-nonlinear DJM to include the effects of τ (see Section 3) and, moreover, we have shown that, whilel > l, the quantitiesâ 0 ,α ⋆ ,δ, andt ∞ , are all less than their counterparts in the exact DJM; in particular,â 0 ∈ (0, 1).
More significantly, however, our analysis has revealed that under the reformulated JDC model the A vs. ξ profile is a kink (see Fig. 2 ), and thus bounded; again, see Eqs. (44) and (52). That is, generalizing the DJM to include the case τ > 0 regularizes the otherwise unbounded (from above) acceleration field in the traveling wave context. This regularization vis-à-vis the DJM does not, unfortunately, extend to U, the velocity field. To achieve this, one must add the 'Brinkman term' [4, 19] , specifically, −µ eff χ∇ 2 v, where µ eff (> 0) is an effective viscosity coefficient, to the LHS of Eq. (5b). While this modification yields U vs. ξ profiles in the form of kinks, as Rossmanith and Puri [25] have recently demonstrated in the case of the weakly-nonlinear DJM, it also destroys the model's hyperbolicity, and thus its ability to satisfy the requirements of causality.
And finally, along with including the Brinkman term, and those suggested in Ref. [10, Section 5] , we offer the following as a possible generalization, which might prove to be tractable (in 1D, at least) from the analytical standpoint, of the reformulated JDC model: In place of Eq. (1b), take the filtration law to be
which is, of course, a generalization 8 
which we observe is of second order in time.
