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ABSTRACT 
We develop lower bounds for the spectral radius of symmetric, skew-symmetric, 
and arbitrary real matrices, Our approach utilizes the well-known Leverrier-Faddeev 
algorithm for calculating the coefficients of the characteristic polynomial of a matrix in 
conjunction with a theorem by Lucas which states that the critical points of a 
polynomial lie within the convex hull of its roots. Our results generalize and simplify a 
proof recently published by Tarazaga for a lower bound on the spectral radius of a 
symmetric positive definite matrix. In addition, we provide new lower bounds for the 
spectral radius of skew-symmetric matrices. We apply these results to a problem 
involving the stability of fixed points in recurrent neural networks. © 1997 Elsevier 
Science Inc. 
1. INTRODUCTION 
In this paper we develop lower bounds for the spectral radius of an 
arbitrary real matrix A, denoted B(A), which is defined to be 
p (A)  ~ max{IAl: A is an eigenvalue of A}. 
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There are at least two reasons one might be interested in these bounds. First, 
our bounds only involve the trace of low-order powers of the matrix, and so 
our results are of algebraic interest. Second, it may be useful to have a 
computationally inexpensive test for sufficient conditions for the Schur insta- 
bility of a matrix. Specifically, consider the n-dimensional discrete-time linear 
system 
xk+l = Axk. (1) 
If p(A) > 1, then it is certainly true that (1) will be unstable. 
Most of the work involving bounds on the spectral radius are concerned 
with upper bounds, typically to determine necessary conditions for the 
stability of a system such as (1). However, some lower bounds have been 
developed. According to Browne's theorem [6], p(A)>1 ~rmin(A), where 
¢rmin(A) is the minimum singular value of A. In [9], Rachid developed the 
lower bounds 
[ p(A) ]  2 >/ OrmZi,(H ) - O-m2a~(S) + 2b 2, 
[ p(A) ]  2 >t or~n(S ) - Orm2ax(H ) + 2a 2, 
(2) 
where H and S are the Hermitian and skew-Hermitian parts of A, trmax(X) 
represents the maximum singular value of X, and ot = a + jb is an eigen- 
value of A such that p(A) = lot I. Although these results are of algebraic 
interest, computing the singular values or eigenvalues of a matrix will not be 
eomputationally much easier than computing the spectral radius directly. 
Moreover, it is doubtful that in practice one would have the values of a or b 
in (2). 
If one had an expression for the characteristic polynomial of A, then a 
bound on the spectral radius could be found using Cauchy's bound, Montel's 
bound, or Charmichael and Mason's bound [4]. However, such bounds are 
not likely to be very tight, since they bound the magnitude of all eigenvalues. 
In fact, none of these bounds can ever be greater than one, and so they are 
not useful for determining the instability of (1). In addition, computing the 
characteristic polynomial in a numerically robust way is difficult. 
Aside from these bounds, the only other bounds we know of are those 
involving matrices with some type of structure. For example, clearly it is 
trivial to determine the spectral radius of diagonal or triangular matrices. In 
addition, much work as been done on obtaining lower bounds for the spectral 
radius of nonnegative matrices [6, 8]. 
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One bound relevant o our results is due to Tarazaga [10], who showed 
that the spectral radius of a symmetric, positive semidefinite matrix of rank m 
is 
o(A) >/ + II AII~ - l t r~ A . (3) 
m re(m--  1) m 
where IIAIIF ~ ~ a ~ . is the Frobenius norm of A. i , j  
In this paper we provide a simple proof of the following 
THEOREM 1. Let A be a real matrix such that rank A >/2. If tr A 2 ~< 
(1/m)tr  z A, then 
~ tr 2 A - t r  A ~ p( A) >i m(m-  1) ' (4) 
and/ f  tr A 2 ~ ( l /m) t r  2 A, 
p(A)  >1 + tr - - - t r  2A . (5) 
m m(m-  1) m 
If rank A = 2 then (4) and (5) are equalities. 
We note that if A is symmetric then IIAII~ = tr A 2 >I (1/m)tr2A, so (3) 
holds for arbitrary symmetric matrices. In addition, we prove that if A is 
skew-symmetric then 
3 
p( A) >t m(m-  1) IIAIIF- 
Finally, we apply these results to a problem involving the stability of fixed 
points in recurrent neural networks. We show that as the weight matrix 
becomes large, the stable fixed points of the network cannot be located near 
the center of the state space. Our results apply to weight matrices that are 
either symmetric with zeros along the diagonal, or skew-symmetric. 
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2. PREL IMINARIES 
Consider an n × n real matrix A having characteristic polynomial 
AA( ~ ) = ) t  n - -  alA n- I  -- a2 An-2 . . . . .  an. (6) 
The coefficients of AA(A) can be computed using the well-known Leverrier- 
Faddeev algorithm [1], 
1 
aj = -7 tr Yj_I, 
d 
Yj =AYj_ 1 -a jA ,  j = 1 . . . . .  n, 
with Y0 = A. In particular, the first two coefficients are given by 
a 1 = tr A, (7) 
1 
a 2 = ~(t r  A 2 - tr 2 A). (8) 
If rank A = m, then Aa(A) = An-mA'~(A), where 
A~( )t) = A m -- al,~ m-1 -- a2)L m- 2 . . . . .  am. (9) 
Our approach will be to bound the roots of dm-kAo~(A)/dA m-k for small 
values of k. We will then use the following well-known result of Lucas (see 
[7]), 
LEMMA 1. The critical points I of  a nonconstant polynomial p(A) lie in 
the convex hull of  the roots of  p( A). 
The lemma implies 
COROLLAar 1. Let p(A) be an nth-order polynomial, and 1 <~ m <~ n. 
The roots of  dmp( A) /dA  "~ lie in the convex hull of  the roots of  p( A). 
1The critical points of a polynomial p(X) are the roots of the polynomial dp(A)/dA. 
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This result allows us to develop a lower bound for the magnitude of the 
roots of A~(A), and consequently for p(A). 
3. A TRIVIAL RESULT 
Our first result is trivial, but illustrates the basic method behind the 
bounds we will develop later. 
THEOREM 2. 
1 
p( A) >t --~tr AI. 
m 
Proof. The (m - 1)st derivative of A~(A) is 
dam-1 m! A - --m ' 
which has one root at A = (tr A)/m. By Corollary 1, this point must lie 
within the convex hull of eigenvalues of A, and so there must be at least one 
eigenvalue with magnitude greater than or equal to (1/m)ltr AI. • 
Theorem 2 is intuitively reasonable, since ( l /m)  tr A is the average of the 
eigenvalues of A, which necessarily must have a magnitude less than that of 
the eigenvalue with the largest magnitude. 
4. MAIN RESULT 
In this section we provide a proof of Theorem 1. 
Proof. The (m - 2)nd derivative of A~(A) is 
dam_ 2 = A ~-  ( t rA)A re (m-  1 ) ( t rA  z - t r  2A) . 
The discriminant of this function is given by 
4(  1 ) 
D re(m-  1) t rA 2 -  --m tr2A . 
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If D ~< 0 (i.e., if tr A ~ ~< (1/m)tr  ~ A), then (10)has two imaginary roots 
of magnitude 
i 1 1 (1  ) I t r~A- t rA  2 
IAI -- ~-~ tr 2 A + m(m- -  1) trZA - trA2 = m(m - 1) 
By Corollary 1, this point must lie within the convex hull of eigenvalues of A, 
and so there must be at least one eigenvalue with magnitude greater than or 
equal to this quantity. 
If D 1> 0, then (10) has two real roots; the magnitude of the largest one is 
tr l 1 (1 )  
+ t r  A ~ - t r  ~ A . 
m m(m - 1) m 
By Corollary 1, this point must lie within the convex hull of eigenvalues of A, 
and so there must be at least one eigenvalue with magnitude greater than or 
equal to this quantity. • 
Theorem 1 provides a generalization of (3), since the eigenvalues of a 
symmetric matrix A are always real and II AII~ = tr A 2. An analgous result 
can be obtained for skew-symmetric matrices. 
COROLLARY 2. I f  A is skew-symmetric, 
p(A) >/ 
IIAIIF 
~[m(  ra  - 1) 
Proof. Since A is skew-symmetric, t rA -- 0 and trA 2 = -IIAI[~ ~< 0, 
which leads to the bound in the first case of Theorem 1. • 
5. IMPROVEMENTS ON THEOREM 1 
It is possible to improve the second bound in Theorem 1 by observing 
that is not always possible for the magnitude of the roots of a cubic 
polynomial to be equal to the magnitude of the roots of its derivative, as 
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illustrated by the following 
LEMMA 2. Let p(A, c) be a cubic polynomial of the form 
p(A, c) = I (  A3 - 3r cos OA 2 + 3r2A + c),  (11) 
where, r > 0 ~ R, 0 ~ (0, zr), and c ~ R. Let ~9(p(A, c)) denote the maxi- 
mum magnitude of the roots of any p(A, c). Then 
= [ r2/cos 2/9, 
min [ p( p( A, c))]  [3 r2(1_  4a_cos20) ' 
2 ~< cos z 19 < 1, 
2 " 0 ~< cos 2 0 ~< 3 
Proof. The derivative of p(A, c) is 
dp( X,c) 
d;t 
= A 2 -2rcos0A+r  2 = (A - re J ° ) (A - re - J ° ) ,  (12) 
In other words, (11) is a real cubic polynomial whose critical points are some 
arbitrary complex conjugate pair. For a fixed value of r and 19, the parameter 
c defines a family of possible roots of p(A, c). We seek the value of c which 
minimizes the maximum magnitude of the roots of (11). 
By Corollary 1, p(A, c) must have one real root and two complex roots, 
since the roots of (12) are complex. We can factor out the real root from 
p(A,c) to give 
p (A ,c )  = ~(A-a) [A  2+ (a -3rcos0)A+a 2-3arcos19+3rz ] .  
Recall that a polynomial A ~ + aA +/3 that has complex roots, the square 
magnitude of the roots is given simply by/3. Thus, 
min[ ~9( p( A, c))]  2 = minmax(a 2, a 2 - 3ar cos t9 + 3rZ). 
c a 
Assume first that cos 0 > 0. The two curves a z and a 2 - 3ar cos 0 + 3r 2 
intersect at the point a = r/cos/9, and the second curve has a minimum at 
3 a = ~r cos 19. There are two cases depending on whether or not the value of 
a that minimizes the second curve is less than the value of a at the 
intersection point. In the first case, ~r cos O ~< r /cos 0, or equivalently 
3 cos28 ~< ~, and the minimum occurs at a = i r  cos 0 as shown in Fig- 
268 
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[p (p(A ,c ) ) ]  2 = 3r2(1 - ¼cos 2 0).  
2 In the second case, cos 2 0 >/3 and the minimum occurs at the intersection 
point as shown in Figure l(b), which gives a value of 
/ .2  
[ P( P(A, c ) ) ]  2 cos20 • 
A similar argument is made for cos 0 < 0, to yield an identical result. 
Finally, if cos 0 = 0 then 
[~9(p(A ,c ) ) ]  2 = minmax(a2,  a~ + 3r 2) = min(a  2 + 3r 2) = 3r ~. • 
a a 
Now we can use Lemma 2 to improve the first bound in Theorem 1. 
Specifically, if the roots of (10) are complex, then we can use Lemma 2 to 
bound the magnitude of the roots of the cubic polynomial d m-  3Ar~(A) /dAra -  3, 
and thus the spectral radius. 
3r ~ / 
i s s  I 
~r~ a 
3r 2 
/ 
j /st f j  
s p 
I" a 
co~ 
(a) (b) 
FIC. 1. The possible values of min a max(a  2, a 2 - -  3ar  cos 0 + 3r~). The dashed 
lines are a 2 and a 2 - 3ar  cos 0 + 3r ~. The solid line represents the maximum of 
those two curves. 
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THEOREM 3. 
(1/m)tr 2 A. I f  
then 
otherwise 
Let A be a matrix such that rankA >f3 and trA 2 ~< 
tr ~ A 2m 
>i (13) 
tr 2A- t rA  z 3(m-  1) 
1 [ tr 2 A - tr A 2 
p(A) >I - -  l m - 1 ttrAI (14) 
~3(m + 3) 3 
p( A) >1 4m2(m - 1) tr2A m(m - 1) trA2" (15) 
Proof. We equate the coefficients of the polynomial in (10) with the 
polynomial in (12); we find that 
r 2 (tr 2 A - tr AZ), 
m(m - 1) 
cos 2 0 
m- l (  tr2A ) 
m tr 2 ,~-- tr A 2 " 
Applying I_emma 2 tells us that any cubic polynomial whose derivative is 
given by (10) must have roots whose maximum magnitude squared is 
if 
and 
r ~ { tr 2 A - tr A 2 / 2 
cos-  0 -- - J 
m-l (  trZA )2  
m tr zA - t rA  2 >t 3 '  
3rZ(1 - ¼ eosg 0) 
3 [ 3 (m-1) (  tr~A )] 
- re (m-  1) ( t r~A- t rA  z) 1 4~n tr ~A- t rA  2 
otherwise. 
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The maximum magnitude of the roots of this cubic polynomial can be 
found by taking square roots and simplifying the expressions. Then utilizing 
Corollary 1, it follows that these roots must lie within the convex hull of 
eigenvalues of A, and so there must be at least one eigenvalue with 
magnitude greater than or equal to this quantity. • 
This in turn improves the bound given in Corollary 2 by a factor of v~-. 
COROLLAr~Y 3. If A is skew-symmetric and rank A >/3, 
3 
p( A) >1 m(m - 1) Ilallr. 
Proof. Since tr A = 0, then the bound in the second case of Theorem 3 
holds. Then using the fact that tr A 2 = -II A I IF completes the proof. • 
6. EMPIRICAL EVALUATION 
In order to evaluate the quality of the results, we performed an empirical 
evaluation of the various bounds discussed. We tried the theorems on 
matrices of sizes 4, 8, and 12. For each experiment we generated 1000 
random matrices whose entries were intergers in the range [ -  10, 10]. The 
results are summarized in Table 1. Each entry in the column represents he 
average over all 1000 runs of the ratio of the bound obtained to the value of 
the true spectral radius. 
It can easily be seen that Rachid's bound gives the best result. However, 
this bound relies on the unrealistic assumption that either the real or 
imaginary component of the eigenvalue with maximum magnitude is known. 
Indeed, the results in the table give the better of the two bounds in (2). 
Surprisingly, the trivial bound obtained in Theorem 2 gives a better result 
than Browne's theorem. For Theorem 1, we break down the results into two 
cases depending on whether (4) or (5) is used. Table l(b) shows the 
improvements obtained with Theorem 3. Here we also break down the 
results into two cases, depending on whether (14) or (15) is used. We also 
report in parenthesis the values obtained by Theorem 1 with respect o the 
condition (13) for comparison. 
As might be expected, the quality of the bounds decreases as the size of 
the matrix grows. 
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TABLE 1 
THE AVERAGE OVER 1000 RANDOM TRIALS OF THE RATIO OF THE BOUND 
OBTAINED TO THE ACTUAL SPECTRAL RADIUS USING THE RESULTS DISCUSSED 
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(a) 
Browne's Rachid's Theorem 1
n theorem theorem Theorem 2 (4) (5) 
4 0.181452 0.771173 0.204255 0.364240 0.474932 
8 0.087132 0.676412 0.099239 0.165019 0.230806 
12 0.055716 0.645044 0.063348 0.101821 0.153596 
(b) 
Theorem 3a 
n (14) (15) 
4 0.434998 (0.390780) 0.536550 (0.354468) 
8 0.195261 (0.178133) 0.238834 (0.159090) 
12 0.137273 (0.125952) 0.138964 (0.090430) 
aThe values in parenthesis are those obtained by Theorem 1 with respect o the 
condition (13). 
7. APPLICATION TO NEURAL NETWORKS 
Discrete-time recurrent neural networks have been a topic of much 
interest in recent years (see [5] and references therein). The basic model, 
sometimes called a Hopfield network [3], is defined to be 
x(t + 1) = ~r(Wx(t) + b), (16) 
where W is the weight matrix, b is a vector of biases and cr is a nonlinear 
vector activation function, where each component is typically a hyperbolic 
tangent. Of interest in these types of networks is the nature of fixed points of 
(16). In particular, we are concerned with the number of stable fixed points 
and their location in the state space. Using the results in this paper, we 
demonstrate a result similar to one in [2], which shows that as the weight 
matrix becomes large, the stable fixed points of (16) cannot be located near 
the center of the state space. Our results apply to weight matrices that are 
either symmetric with zeros along the diagonal, or skew-symmetric. 
The stability of a fixed point x of (16) can be determined by examining 
the Jacobian J(t) of the system. In particular, x will be unstab/e if p(J(t)) > 
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1. The Jacobian can be written as ] ( t )=  diag(dl(t) . . . . .  dn(t))W where 
di(t) = (r '(Wx(t) + b). Let dmi~(t) = min i di(t). Since the activation func- 
tion is a hyperbolic tangent, the state space is limited to the interior of the 
hypercube over the points { - 1, 1} n. The hyperbolic tangent has the conve- 
nient property that if or ' (x)  = c then (r(x)  = + ~/1 - c .  The derivative 
d~(t) is maximum at x(t + 1) = 0, and approaches zero as xi(t + 1) ap- 
proaches either -1  or 1. Thus, the inequality dmin(t -t- 1) > c defines the 
interior of a hypercube defined over the points { - l~S--c- , v/1 - c }~. 
If W is symmetric with zeros along the diagonals, then t r J ( t )  = 0 and 
2 2 t r [ / ( t ) ]z  >~ [dmin(t)] t rW z W z = [dm~n(t)] II lie. 
Therefore, according to Theorem 1, 
p( j ( t ) )  >~ ~/m(m - 1) dmin(t)llWIIF" 
Thus, if 
f fm(m -- 1) 
dmin(t)llWllF > 1, 
or equivalently if
dmi,(t ) > 
~/m( m - 1) 
Ilwll~ 
then x will be an unstable fixed point. This shows that if the weights are large 
enough [i.e. if IIWIIF > v /m(m - 1) ], then the center of the state space is a 
region in which stable fixed points cannot lie, since this is where the values of 
drain(t) are maximum. 
The same result can be obtained for skew-symmetric weight matrices. In 
this case t r J ( t )  = 0 and tr[J(t)] ~ >/[dmin(t)] ~ t rW 2 = -[dmi,(t)]211WIl~. 
Therefore, according to Theorem 1 
p( j ( t ) )  >i ~/m(m-  1) dmin(t)llWIlr' 
which leads to the same result. 
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8. DISCUSSION 
Since there are analytical solutions for the roots of polynomials up to 
order five, it is possible to extend the techniques in this paper to larger values 
of k. Unfortunately, even for k = 3 the expression for roots of 
d'~-aA~A(A)/dAm-3 becomes unmanageably large and is not really useful. 
The author would like to thank Chaouki AbdaUah, Chakra Chennubhotla, 
Bill Gear, Lee Giles, Leonid Gurvits, Don Hush, and Peter Tiho for many 
helpful discussions on this material. 
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