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Abstract—Unmanned aerial vehicles (UAVs) have gained a lot
of popularity in diverse wireless communication fields. They
can act as high-altitude flying relays to support communications
between ground nodes due to their ability to provide line-of-sight
links. With the flourishing Internet of Things, several types of new
applications are emerging. In this paper, we focus on bandwidth
hungry and delay-tolerant applications where multiple pairs
of transceivers require the support of UAVs to complete their
transmissions. To do so, the UAVs have the possibility to employ
two different bands namely the typical microwave and the high-
rate millimeter wave bands. In this paper, we develop a generic
framework to assign UAVs to supported transceivers and optimize
their trajectories such that a weighted function of the total service
time is minimized. Taking into account both the communication
time needed to relay the message and the flying time of the UAVs,
a mixed non-linear programming problem aiming at finding the
stops at which the UAVs hover to forward the data to the receivers
is formulated. An iterative approach is then developed to solve
the problem. First, a mixed linear programming problem is
optimally solved to determine the path of each available UAV.
Then, a hierarchical iterative search is executed to enhance the
UAV stops’ locations and reduce the service time. The behavior
of the UAVs and the benefits of the proposed framework are
showcased for selected scenarios.
Index Terms—3D positioning and path planning, cooperative
networks, mmWave communications, unmanned aerial vehicles.
I. INTRODUCTION
Millimeter wave communications (mmWave), which ex-
ploits the frequency bands beyond 30 GHz, represents a
promising candidate for next generation mobile networks due
to the under-utilization of this very large spectrum range
and their ability to provide very high data rates [1]. These
properties are among the major challenges in 5G communi-
cations. First, the large band will allow to accommodate the
exponentially increasing wireless devices with the emergence
of Internet of things (IoT). Second, the need for higher data
rates is surged by the increasing popularity of data-hungry
wireless services, such as video streaming, cloud computing,
online gaming, etc. However, one of the main limitations for
mmWave is their requirement for short range line-of-sight
(LoS) links [2].
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The development of small and lightweight unmanned aerial
vehicles (UAV), aka drones, has gained increasing popularity
in recent years. This has led to improved performances in
terms of flight range, battery time, and weight in parallel to
reducing production costs. These developments motivated their
adoption for various commercial and civil applications to profit
from the diverse advantages they present in terms of mobility,
deployment flexibility, and remote or autonomous control.
Examples of applications include traffic monitoring, border
surveillance, disaster management, and delivery services [3].
Inspired by their popularity in different domains, UAVs have
attracted interest to adopt them for diverse wireless communi-
cation application. Specifically, profiting from their mobility,
short-range line-of-sight (LoS) communication links can be
established [4]. This can represent an ideal solution to enable
mmWave communications. We propose then to use the UAV
as a relay to enable a mmWave link between communicating
devices. However, since UAVs are battery-powered, i.e., their
energy is limited, efficient management of their operation is
needed especially that a significant part of their energy is
consumed for flight and hovering operations. Thus, it is of
paramount importance to smartly plan their path such that they
complete the required communication jobs while minimizing
energy consumption and/or communication time.
To the best knowledge of the authors, only few studies have
focused on using drones with the mmWave band. Specifically,
in [5], mmWave UAVs are considered as candidate for cellular
networks. Some of the main challenges are discussed such as
beamforming, blockage, and Doppler effect due to mobility.
Hierarchical beam search and codebook design procedure is
proposed to improve beamforming training performance and
adaptive cruising is suggested to mitigate blockage but no
detailed algorithms are provided. In [6], UAVs are proposed to
act as relays using mmWave communications to leverage effect
of blockage. To enable accurate positioning that takes into
account real channel gains, the authors proposed that the UAV
samples the link qualities of mmWave beams while moving.
Then, based on real-time sampling, channel estimation is
improved using compressive sensing theory to gradually adjust
its path. However, in these studies, path planning and energy
constraints of the UAVs are not specifically considered.
Using and optimizing the operations of UAVs for various
communication tasks have seen tremendous interest recently
with the popularity of UAVs [7]–[11]. But, the specific char-
acteristics of mmWave communications in terms of channel
model, LoS requirement, and throughput, make the presented
solutions unsuitable for mmWave. On the other hand, there
are multiple studies on relaying optimization for mmWave
communications using fixed or mobile relays but without em-
ploying UAVs [12]–[14]. However, the mobility and flexibility
for UAVs provides additional degrees of freedom that should
be investigated and optimized.
In this paper, we develop a generic optimization framework
where multiple drones equipped with dual-band mmWave and
microwave (µWave) communication modules are employed
to act as relays for multiple spatially distributed transceivers.
Initially, located in a docking station, each drone is assigned to
a selected set of transceivers such that their total service time is
minimized. The service time accounts for the communication
time needed to transmit the message and the flying time
needed for the drones to arrive at destinations. To this end, we
formulate a mixed integer non-linear programming problem
(MINLP) that aims to determine i) the band to be used by each
drone to support each pair of transceiver, ii) the locations at
which the drones need to stop to relay the data, and iii) the path
of each drone. This is performed while taking into account
the speed of each drone, the energy capacity, the transmit
power levels, and the locations of the transceivers that require
support. UAVs employ the decode-and-forward (DF) strategy
for data relaying. Its output can be easily extended to other
relaying strategies.
Due to the difficulty to determine an optimal solution
of the MINLP, we develop a four-step iterative approach
determining at each iteration optimized paths for the drones.
In the first step, fixed UAV stops are optimized. Then, the
MINLP problem is converted to a MILP and solved optimally.
In the third step, a three-dimensional (3D) hierarchical search
is developed to adjust the locations of the UAVs. Finally,
the fourth step iterates between the second and the third
steps. Selected simulation results are provided to highlight
the performance of the proposed approach and illustrate the
behavior of the UAVs versus the system parameters.
II. SYSTEM MODEL
We consider a UAV-based communication network located
in a sub-region Ω ⊆ R3, consisting of D drones aiming to
support the data transfer of N pairs of transceivers. For each
pair, we denote the transmitter by Tn and the receiver by Rn.
These nodes can be ground or aerial transceivers located at
different positions identified by the 3D geographical coordi-
nates XTn = (xTn , yTn , zTn) and XRn = (xRn , yRn , zRn),
where n = 1, . . . , N . Each pair of transceivers aims to transmit
a message of size Mn either via the traditional sub-3 GHz
(µWave) band or using the mmWave band (30 to 300 GHz).
Thereby, we consider that all nodes including the drones are
equipped with two antennas: an omnidirectional antenna used
for µWave communications and a directive antenna with a
gain G used for mmWave communications. The drones will
be employed as flying relays and must be exploited in an
optimized manner to enhance the data transfer performance.
The UAV cooperative scheme for multiple pairs of transceivers
is illustrated in Fig. 1. We consider that Tn transmits its signal
with a constant transmit power equal to P
µWave
Tn
and PmmWaveTn
Fig. 1. Snapshot illustrating the system model. In this example, two UAVs
are sent to support seven pairs of transceivers.
depending on the used link. Similarly, each drone d, where
d = 1, . . . , D will employ a fixed transmit power depending
on the selected link that we denote by P
µWave
d and P
mmWave
d .
Initially, the drones are assumed to be located at a docking
station (DS) having as coordinatesXDS = X0 = (x0, y0, z0).
This position corresponds to the charging station to which the
drones have to return back.
A. Channel Models
As mentioned earlier, two radio bands are supported by the
nodes to complete the data transmission: the µWave band and
the mmWave band. In this section, we present the channel
models of each of the wireless links. We denote by hU→V
the channel gain representing the link between a node U and
another node V where U, V ∈ {Tn, Rn, d}. In this study,
the objective is to efficiently position the drones such that
the transmission of all pairs of transceivers are enhanced.
The overall transmission and flying times are relatively long
compared to the channel coherence time and hence, we focus
on the system performance based on their average statistics.
Therefore, we only consider the large-scale path loss effect in
the channel gain expressions that are expressed as follows:
hUV (∆UV ) =
1√
PLUV (∆UV )
, (1)
where ∆UV is the distance separating the nodes U
and V expressed as ∆UV = ||XU − XV ||2 =(
(xU − xV )2 + (yU − yV )2 + (zU − zV )2
) 1
2 where ||.||2 is
the 2-norm distance. The term PLUV denotes the path loss
effect. Finally, we denote by SINR the signal-to-interference-
plus-noise ratio, which is expressed as follows:
SINRUV =
PUGUGV |hUV |2
I +N0B
, (2)
where PU is the transmit power of the transmitter U , GU and
GV are the antenna gains of the transmitter and receiver, I
accounts the average external interference, N0 is the power
per frequency unit of an additive white Gaussian noise, and
B is the channel bandwidth. The interference effect over the
mmWave band is ignored as all the nodes are using directional
antennas [5]. However, for the µWave band, we consider that
the drones using this band employ orthogonal transmission
scheme such that the total µWave bandwidth is equally divided
among the drones that are using it. Hence, we denote by
NµWave the number of drones using the µWave band. In
the sequel, we add the superscript “.”µWave or “.”mmWave to
distinguish between the different links.
1) Path Loss Model for the µWave Band: As the studied
system may include ground and flying transceivers, different
channel gains are considered according to the types of the link.
For instance, LoS links are considered between two flying
nodes, e.g., one of the pair of transceivers and the drone,
while non line-of-sight (NLoS) links are assumed between
two ground nodes. However, for the link between a flying
node and a ground node, LoS is supposed to be available with
a certain probability related essentially to the altitude of the
flying node [4]. Hence, the free space path loss effect in dB
for a ground to ground (G2G) link is given as follows:
PL
µWave
UV,G2G=PL
NLoS
UV =10n log10
(
4πf∆UV
C
)
+LNLoS, (3)
where n is the path loss exponent, f is the carrier frequency,C
is the speed of light, and LNLoS is the average additional loss
due to non-LoS link. Its value depends on the environment.
For an air-to-air (A2A) link, the path loss in dB is given as:
PL
µWave
UV,A2A = PL
LoS
UV = 10n log10
(
4πf∆UV
C
)
+ LLoS, (4)
where LLoS is the average additional loss due to LoS link.
Finally, for an air-to-ground (A2G), the average path loss effect
is expressed in dB as follows:
PL
µWave
UV,A2G
(
pLoSUV
)
= pLoSUV PL
LoS
UV + (1− p
LoS
UV )PL
NLoS
UV , (5)
where pLoSUV is the probability of having a LoS link between
the nodes U and V and is expressed as follows [4]:
pLoSUV =
1
1 + ν1 exp(−ν2[θ(∆UV )− ν1])
, (6)
where θ(∆UV ) is the elevation angle between nodes U and V
in degree. The constants ν1 and ν2 depend on the environment,
e.g., urban/non urban and density of buildings and their
altitudes. Notice that, when the drones are located at high
altitude, the probability of having a LoS becomes higher.
2) Path Loss Model for the mmWave Band: The mmWave
offers a large amount of free spectrum (i.e., around 100 GHz)
with large bandwidths allowing extremely high throughput
compared to µWave bands but requires highly direction links
to cope with increased path loss. We distinguish three bands
in mmWave: i) the V-band (57 to 70 GHz) and above, ii) the
E-band (70 GHz and less than 86 GHz) and finally, iii) the
D-band (110-170 GHz). This enables the use of bandwidths
higher than at least 500 MHz. However, mmWave links are
suffering from several issues that can significantly attenuate
the signals. Indeed, in addition to the free-space path loss
effect, the signal is affected by atmospheric conditions such as
oxygen, vapor, and rain. The International Telecommunication
Union (ITU) has modeled the attenuation in dB at distance
∆UV due atmospheric conditions as follows [15]:
PLAtmUV =
∆UV
1000
(Lvap + LO2 + Lrain) , (7)
where Lvap, LO2 , and Lrain correspond to signal attenuation
due to vapor water, oxygen, and rain and their expressions
can be obtained from [15]. Furthermore, mmWave signals
cannot penetrate solid materials very well therefore, LoS links
are mandatory to enable mmWave communication. Hence, we
consider that mmWave can be used for all A2A links and
A2G links if pLoSUV ≈ 1. Hence, the total average path loss of
mmWave links in dB can be written as follows:
PLmmWaveUV,A2A = PL
Atm
UV + PL
LoS
UV , (8a)
PLmmWaveUV,A2G =
{
PLAtmUV + PL
LoS
UV , if p
LoS
UV ≥ 1− ǫ,
−∞, otherwise.
(8b)
where ǫ is a non-negative parameter close to zero.
B. Drone Power Model
It is important to efficiently manage the energy consumption
of the drones as they are battery-limited. The total energy
consumption Etotd of a communicating drone d is composed
of two components, namely the hover and transition energies
needed for its movement and the communication energy
needed to relay the transceivers’ data. The models of the hover
power and the transition power levels of a drone d, denoted
by P hovd and P
tr
d , are given as [16]:
P hovd =
√
(mdg)3
2π(rpropd )
2n
prop
d ρ
, and P trd =
P fulld
vmaxd
vd, (9)
where md, r
prop
d , and n
prop
d denote the mass in kg, the radius,
and the number of the propellers of drone d, respectively. The
earth gravity is denoted by g while ρ denotes the air density.
The average drone’s speed is denoted by vd and is assumed
to be constant during the trip. Finally, vmaxd is the maximum
speed of the drone while P fulld denotes the power required to
move the drone at its full speed.
On the other hand, the power consumption of a drone d
serving the pair of transceivers n due to data transfer can be
approximated by a linear model as follows [17]:
P comnd =P
static
d +πndα
µWave
d P
µWave
d +(1− πnd)α
mmWave
d P
mmWave
d ,
(10)
where P staticd is the static power part of the communication
component of drone d while, α
µWave
d and α
mmWave
d are param-
eters that scales with the radiated power for the µWave and
mmWave bands. The binary parameter πnd indicates whether
pair n and drone d are using the µWave or mmWave band
(πnd = 1 if µWave band used and πnd = 0 otherwise). It
should be noted that using both technologies at the same time
by a pair of transceivers is useless since if it is possible to use
the mmWave band, the throughput due to µWave band can
be then neglected. In the opposite case, the use of µWave
band systematically indicates that the mmWave channel is
not available. The number of drones using the µWave can be
then calculated as NµWave =
∑D
d=1 sign
(∑N
n=1 πnd
)
where
sign(.) is the sign function. Finally, we denote by E¯d and B¯d
the energy consumption and the battery capacity of drone d.
III. PROBLEM FORMULATION
The objective of this framework is to minimize the total
service time of the network, in other words, the time needed to
transmit the N messages requiring relaying support. The data
transmission can be performed in sequential and parallel ways.
Sequentially means that two pairs will be served by the same
drone. In this case, the drone serves one pair of transceivers
then, moves to serve another one. Data transmission can be
also performed in a parallel manner when multiple drones are
used simultaneously to serve different pairs of transceivers.
The service time depends on the types of the used band, i.e.,
µWave or mmWave, the distance separating the nodes, and the
positions of the drone stops.
We denote by Snd the service time needed to serve a pair
of transceivers n by a drone d. It includes the time needed
to arrive at location Xnd at which it will serve the pair n
plus the communication time needed to transfer the message
of size Mn. The communication time depends on the used
communication band. Its expression is given as follows:
T cnd = πnd
Mn
R
µWave
nd
+ (1− πnd)
Mn
RmmWavend
, (11)
where i) the first term in (11) indicates the communication
time due to the support of drone d using the µWave band.
The associated data rate using the DF strategy R
µWave
nd is then
given as follows:
R
µWave
nd =
BµWave
2NµWave
min
(
log2
(
1 + SINRµWaveTnd
)
,
log2
(
1 + SINRµWavedRn
) )
, (12)
where min(., .) denotes the minimum function. Recall that, in
DF relaying, the transmission is made over two time slots.
ii) the second term in (11) measures the communication time
when the data is transmitted via the support of drone d over
the mmWave band. The data rate RmmWavend is then given as:
RmmWavend =
BmmWave
2
min
(
log2
(
1 + SNRmmWaveTnd
)
,
log2
(
1 + SNRmmWavedRn
) )
. (13)
The service time Snd, whose expression is given in (14),
starts when the drones leave the DS (m = 0). Hence, we
assume that S0d = 0, ∀d = 1, . . . , D.
Snd =
N∑
m=0
m 6=n
pmndSmd +
N∑
m=0
m 6=n
pmndT
f
mnd + T
c
nd


N∑
m=0
m 6=n
pmnd

 .
(14)
In (14), the first term indicates the service time of the previous
pair m served by drone d. The second term in (14) measures
the time spent by drone d to move from location Xm to
location Xn where m = 0, . . . , N and n = 1, . . . , N , and
finally, the last term measures the communication time to
complete the data transfer. In (14), pmnd is a binary variable
that equals 1 if drone d is directly serving pair n after pair
m. It is introduced to indicate the path of each drone starting
from DS, passing by the stops till returning back to the DS.
The parameter T
f
mnd denotes the flying time needed by drone
d to move from the location at which it was serving the pair
m to the location at which it is serving pair n. It is calculated
according to the speed of the drone as T
f
mnd =
∆mn
vd
. For
simplification, we assume that the drones adapt a rectilinear
motion in the 3D space.
The service time of a pair of transceivers n is then denoted
Sn and is expressed as follows:
Sn =
D∑
d=1
(
N∑
m=0
pmnd
)
Snd. (15)
The total energy consumption accounting the flying, hovering,
and communication energies is expressed as follows:
Ed =
(
P hovd + P
tr
d
) N∑
m=0
N∑
n=0
pmndT
f
mnd
+
N∑
n=1
(
P hovd + P
com
nd
)
T cnd
(
N∑
m=0
pmnd
)
. (16)
Note that the energy expression above takes into account the
energy needed by a drone to fly back to the DS. The optimiza-
tion problem minimizing a weighted sum of the service times
of all pairs of transceivers requiring drones’ support using the
µWave or mmWave band is given as follows1:
(P): minimize
pind∈{0,1},pmnd∈{0,1},
Xn∈Ω,
N∑
n=1
ωnSn (17a)
subject to:
N∑
m=0
m 6=n
pmnd ≤ 1, ∀n, ∀d,
N∑
n=1
n 6=m
pmnd ≤ 1, ∀m, ∀d, (17b)
pmnd + pnmd ≤ 1, ∀m = 1, . . . , N, ∀n, ∀d, (17c)
N∑
m=1
n 6=m
pnmd ≤
N∑
m=0
m 6=n
pmnd, ∀n, ∀d, (17d)
N∑
m=1
n 6=m
pm0d = 1, ∀d, (17e)
N∑
m=1
n 6=m
D∑
d=1
n 6=m
pmnd = 1, ∀d, (17f)
Ed ≤ B¯d, ∀d, (17g)
where i) πnd: binary variable indicating which technology is
used for data transmission, ii) pmnd: binary variable identify-
ing the path of drone d (i.e., pmnd = 1, if drone d supports
pair n directly after pair m), and iii) Xn: 3 × 1 continuous
variable determining where a drone will be located to serve
the pair of transceivers n, are the decision variables of the
problem (P). It is noteworthy that the values of Xn have a
direct impact on the data rate T cnd as well as the distances to
be traveled by the drone and hence, on the service time Sn.
In (P), we propose to minimize a weighted sum of the
different transceivers’ service times (S1, . . . , SN ). The values
of the parameters ωn where ωn ∈ [0, 1] and
∑N
n=1 ωn = 1, are
chosen by the network operator. They can be used to promote
some pairs of transceivers by giving them more priority to be
served first or they can be used for fairness purpose, e.g., give
priority to nodes that have a higher message size. Otherwise,
their values can be set uniformly as ωn =
1
N
.
Constraints (17b) force a drone to go to at maximum one
destination when leaving its current location. Constraints (17c)
prohibit a drone to return to a node that it just left. To-
gether, constraints (17b) and (17c) avoid having cyclic op-
eration of the drones between multiple pairs of transceivers.
Constraints (17d) ensure that a drone can leave a location
Xn at which it serves the pair of transceivers n only if it
1For readability, we use the following notations ∀d, ∀m, and ∀n to denote
∀d = 1, . . . ,D, ∀m = 0, . . . , N , and ∀n = 1, . . . , N , respectively.
Otherwise, the range of each index will be specified.
already arrived there. Constraints (17e) force the drone to
return to DS after completing its tour, while constraints (17f)
indicate that each pair of transceivers must be served by at
maximum one drone. Finally, constraints (17g) ensure that the
energy consumption due to the motion of drone d and data
transmission must not exceed its energy budget. This includes
the energy needed to return to the DS. It is worth to note that
if
(∑N
n=1
∑N
m=0
m 6=n
pmnd = 0
)
then, we can deduce that drone
d is not serving any pair n and remains in DS.
The optimization problem (P) is classified as a mixed integer
non linear programming problem where its optimal solution is
difficult to obtain. Therefore, in the next section, we propose
an iterative algorithm aiming at finding an efficient solution
for drones’ management. The problem can be infeasible if
the energy budget of all drones is not sufficient to serve all
the transceivers nodes. Therefore, it is recommended that the
operator provides sufficient resources, e.g., energy and drones,
to be able to serve all the nodes.
IV. PROPOSED ITERATIVE SOLUTION
The proposed solution is an iterative approach aiming to
determine i) the band to be used by the pair of transceivers
identified by πnd, ii) the location Xn where a drone needs to
statically hover to relay the data of the pairs of transceivers,
and iii) the path of each drone pmnd. We proceed by a four-
step algorithm:
• Step 1: 3D potential relaying locations: In this step,
that we identify by the iteration t = 0, the objective is to
determine where a drone d can be potentially located to serve
a pair of transmitter n. This is determined by finding two
locations, denoted by X
µWave
nd and X
mmWave
nd , maximizing the
total throughput if the drone d is using the µWave and the
mmWave bands, respectively. In other words, we aim to solve
the following unconstrained non-convex problem (P0) for each
band X ∈ {µWave,mmWave} and drone d:
(P0): maximize
XX
nd
∈Ω
RXnd, ∀n, ∀d, with X ∈ {µWave,mmWave}.
(18)
The above optimization problem can be solved using numer-
ical or meta-heuristic algorithms such as the Newton method
or particle swarm optimization. Its output will provide initial
locations for the drones to be employed in the next steps of
the proposed approaches. We denote them by X
µWave
nd (0) and
X
mmWave
nd (0). The problem is solved for each drone since the
drone may have different characteristics such as the transmit
power levels. So, different locations might be obtained. Note
that, for the µWave band and for fair comparison, the through-
put in (P0) is determined assuming full use of the bandwidth
for all drones and pairs of transceivers.
The solution of these problems also allow to determine
whether a drone d will utilize the mmWave band when
relaying the data or not. Indeed, in some cases, e.g., the
transceivers are located far from each other or when a LoS
link cannot be established between the drone and one of the
nodes, the numerical method will not converge and hence,
the drone is able to use the µWave band only, i.e., πnd = 1.
Otherwise, the mmWave will be used and hence, the parameter
πnd = 0.
• Step 2: Paths of the drones: Once initial locationsXXnd(0)
and the bands to be used πnd are determined in Step 1, we aim
at Step 2 to assign the drones to the pairs of transceivers and
determine their paths. To do so, we convert the optimization
(P) into a MILP that determines the values of the decision
variables pmnd(0) and hence, the service time of each drone
given the locations XXnd(0). Indeed, the service time of each
pair of transceiver n, Sn, depends on the chosen path of the
drone d as given in (14). Therefore, we assume that Snd is a
decision variable and we convert (P) to a MILP by linearizing
the product of binary and continuous variables pmndSmd in
(14) by introducing a new decision variable denoted by S˜mnd
such that S˜mnd = pmndSmd. The following linear constraints
are then added to the problem:
S˜mnd ≤ S¯mdpmnd, ∀m, ∀n, ∀d, (19a)
S˜mnd ≤ Smd, ∀m, ∀n, ∀d, (19b)
S˜mnd ≥ Smd − (1− pmnd) , ∀m, ∀n, ∀d, (19c)
S˜mnd ≥ 0, ∀m, ∀n, ∀d, (19d)
where S¯md is an upper bound of Smd and can be a sufficiently
large positve number. Hence, the MILP, denoted by (P1), can
be written as follows:
(P1): minimize
pmnd,Snd,S˜mnd
N∑
n=1
ωn
D∑
d=1
Snd(0) (20)
subject to:
Snd=
N∑
m=0
m 6=n
S˜mnd+
N∑
m=0
m 6=n
pmndT
f
mnd+T
c
nd

 N∑
m=0
m 6=n
pmnd

 , (21)
(17b), (17c), (17d), (17e), (17f), (17g), and (19).
The optimization problem (P1) is a MILP and can be solved
optimally using off-the-shelf software. The outputs of (P1)
identify the paths of each drone d given the locations XXnd(0)
determined in Step 1. Consequently, the drone serving each
pair of transceivers is known and the service time is computed.
• Step 3: Adjustment of the drone stops: A path for each
drone is determined in Step 2. Nevertheless, this path can
still be improved such that the total service time is reduced.
Indeed, in Step 1, the location of a drone d is selected such
that the throughput of pair n, RXnd, is maximized and hence,
the time needed to transfer the message, T cnd, is minimized.
However, in some cases, slightly modifying the location of
the drone may increase the communication time but, at the
same time, helps in reducing the flying time of the drone and
hence, the service time of the pair n itself and the rest of
the pairs of transceivers served by the drone d. Therefore, we
aim in Step 3 to adjust the stops of each drone such that
the total service time is improved. Since the drone stops are
inter-dependent, we propose to deal with each path, i.e., drone,
separately and proceed with a 3D hierarchical search centered
around Xnd(0). The objective of the algorithm is to solve the
following optimization problems (P2) for each drone:
(P2): minimize
Xnd
N∑
n=1
ωnSnd(0), ∀d, (22)
subject to: (17g).
Fig. 2. Examples of 3D hierarchical cubical search for two drones given
their paths. In this example, the search is made over the x and z axes.
To this end, the 3D hierarchical search assumes that the
locations of the drone Xnd can be shifted locally in a certain
number of directions according to the accuracy of the search.
For instance, a cubical search can be employed. Hence, 26
directions can be checked to form a rectangular Cuboid of size
3δx×3δy×3δz where δx, δy , and δz are the shifting distances
from Xnd over the x-axis, y-axis, and z-axis, respectively. An
illustration of the 3D cubical search over the x and z axes
is given in Fig. 2. The shifted position of a drone cannot
exceed the boundaries of Ω. Hence, the minimum/maximum
possible location is selected. It may also be possible that, when
shifting a mmWave drone, the LoS link is lost. In this case,
this location is eliminated from the cubical search.
Once the possible shifting locations are determined for each
drone stop, a computation of the total service time is made
for all the possible combinations. The locations offering the
lowest service time and that do not violate the energy budget
constraint are then selected. Hence, for each drone stop, one
of the 27 possible locations (26 potential new locations + the
current one) is selected. Then, the dimension of the Cuboid
is decreased by a coefficient τ so the search is made over
a small cuboid centered around the new optimized locations.
This process is repeated until no enhancement is reached. The
final locations represent the updated stops of drone d.
The 3D cubical search aims to find a better path minimizing
the total service by essentially reducing the flying time of
the drone while maintaining connectivity. It looks for all
possibilities defined by the hierarchical search. It requires a
high computational cost but remains a simple approach that
guarantees a high accuracy. Nevertheless, it is possible to
reduce the number of search locations for reduced accuracy
and faster convergence. The complexity does not impose a
significant concern as we are dealing with a proactive approach
optimizing the drones’ trajectories once.
• Step 4: Iterate until convergence: In this step, we proceed
with a series of iterations between Step 2 and Step 3 until
convergence is reached. The convergence is reached when
the objective function given in (17a) is not improved by
more than υ where υ ≥ 0. In Step 4, the paths of certain
drones may change. This case usually happens when some
drones are serving close pairs of transceivers. A flowchart
of the proposed iterative approach for flying cooperative
µWave/mmWave drone is given in Fig. 3.
Fig. 3. Flowchart summarizing the proposed algorithm.
TABLE I
SYSTEM PARAMETERS
Parameter Value Parameter Value
BµWave (MHz) 1 PmmWave
Tn
= PmmWave
d
(dBm) 24
BmmWave (GHz) 3.5 P
µWave
Tn
, P
µWave
d
(dBm) [−10, 36]
mtot (kg) 2 G
µWave
Tn
= GµWave
Rn
= GµWave
d
(dBi) 0
r
prop
d
(cm) 20 GmmWave
Tn
= GmmWave
Rn
= GmmWave
d
(dBi) 37
n
prop
d
4 Mn (MB) [250, 625]
Pfull (W) 10 vd = v
max
d
(m/s) [10, 20]
V. RESULTS AND DISCUSSION
In this section, we investigate the impact of some parameters
on the system performance. We consider a bounded area of
size 5× 5× 0.2 km3 where the DS is located at the center of
the area X0 = (2500, 2500, 30). Without loss of generality,
we set the simulation parameters as given in Table I [15]–
[17]. The transmitters are randomly placed in the region of
interest following a uniform distribution. Their corresponding
receivers are located at a random distance between 0.3 and
2 km from them. In the simulations, we consider that all the
transceivers are ground nodes. The hierarchical cuboid search
is done with the following parameters: δx = δy = 300 m,
δz = 50 m, and τ = 0.6.
In Figs. 4 and 5, we consider identical drones with fixed
transmit power levels 23 dBm and fixed speed 15 ms−1 and
sufficiently large charged battery. We then vary the number
of used drones from 1 to 6 for a fixed scenario where 10
pairs of transceivers are requiring relaying support. Pair 1 is
using the µWave band while the rest of the pairs are using
the mmWave band. In Fig. 4, we select two cases, i.e., D = 5
and D = 2 and plot the optimized trajectories using the MILP
solution (Figs. 4(a) and (c)) and the MILP plus hierarchical
search solution (Figs. 4(b) and (d)). When the MILP is used,
the drones’ stops correspond to the best locations at which
the communication time is minimized. Hence, the drones’
stops are located between the transmitter and the receiver
of each pair. The drones are then assigned to the pairs of
transceivers optimally using the MILP. With D = 5, one drone
is assigned to the pair using the µWave as it requires a high
communication time, and one drone is assigned to pair 4 as
it is located quite isolated from the other nodes. When the
number of drones is reduced to D = 2, each of these nodes
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Fig. 4. Optimized trajectories (a) D = 5 using MILP only, (b) D = 5 using
MILP and cubical search, (c) D = 2 using MILP only, and (d) D = 2 using
MILP and cubical search (Notation x(y): pair’s index (drone’s altitude)).
are assigned to different drones to reduce the total service time.
Hence, the µWave band is assigned to drone 1 while pair 4 is
assigned to the other drone. When the hierarchical search is
employed, the locations of the drones’ stops are modified such
that the flying time is reduced and the areas of the polygons
representing the paths of the drones are decreased. A tradeoff
between the flying time and the communication time is then
obtained. The altitudes of the drones increase to ensure the
establishment of LoS links while shifting their locations.
In Fig. 5, we plot the achieved weighted objective function
using both solutions. The gain due to the hierarchical search is
significant especially when using a small number of drones. In
the right axis, we plot the total of service time corresponding
to the sum of all the service times achieved by the drones.
Increasing the number of drones significantly reduce the total
service time. However, it is noticed that with 5 drones we
are able to achieve close results to the case with 6 drones.
Indeed, with D = 6, one drone is exclusively assigned to pair
8 which requires a significant flying time. Associating this pair
to the drone serving pairs 3 and 6 as with the case of D = 5
will almost achieve the same result. Hence, it is important
to determine the necessary number of drones to serve the
dispersed nodes. The latest service time representing the latest
time needed to serve a pair of transceiver decreases with
the increase of the number of drones. However, it stagnates
starting from D = 3 since starting from this value, only one
drone is assigned to the µWave pair and hence, its service time
is dominated by its communication time. WithD = 1, this pair
requires around 25 minutes to complete its transmission as the
drone decides to serve the mmWave pairs first.
VI. CONCLUSION
This paper provides a generic framework to employ a UAV
swarm as flying relays for multiple pairs of transceivers.
Designed for bandwidth hungry and delay-tolerant applica-
tions, two different bands the µwave and mmWave bands
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Fig. 5. Performance of the proposed scheme for a scenario with N = 10
pairs of transceivers with NµWave = 1 and wn =
Mn∑
N
n=1
Mn
.
are exploited to transmit the data. Accordingly, the drones’
trajectories are determined and optimized such that a weighted
function of the total service time is minimized. In our ongoing
work, we will focus on considering non-orthogonal transmis-
sion when using µwave and hence, extra coordination among
UAVs is necessary to limit the interference effect.
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