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Thomas Wyttenbach, Gert von Helden, Joseph J. Batka, Jr., Douglas 
Carlat, and Michael T. Bowers 
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The temperature dependence of ion mobilities in helium was studied by using the ion 
chromatography method to investigate the effect of long-range terms in the ion-buffer gas 
interaction. Experimental cross sections thus determined increased significantly as the tem- 
perature was lowered from 300 to 80 K for all ions investigated, which were fullerene C~0, 
cationized PEG polymers, cationized crown ethers, and protonated and sodiated oligo- 
glycines. The temperature dependence of the collision cross sections was successfully 
modeled by employing simple atom-atom interaction potentials including a repulsive R -12 
term and the attractive long-range R-6 and R -4 terms, R being the distance between the 
colliding particles. © 1997 American Society for Mass Spectrometry (J Am Soc Mass Spectrom 
1997, 8, 275-282) 
T 
he use of ion mobility in nonreactive bath gases 
to obtain information on ion-neutral interaction 
potentials has a long and well developed history 
(see, for example, [1]). Recently there has been a major 
resurgence in such measurements both for analytical 
device development (see, for example, [2]) and to fur- 
ther explore fundamental properties of ions. This latter 
aspect has had two primary areas of application: state 
selection of atomic transition metal ions [3] and confor- 
mational analysis of molecular ions [4]. It is the confor- 
mational analysis issue that will be the main focus of 
this article. 
Our original studies [5] dealt with pure carbon 
clusters. By using laser desorption techniques [6] it 
was possible to generate both C + [5, 7] and C~ [8] ions 
at values of n = 2 to n > 100. Their mobilities were 
easily measured as a function of n by measuring the 
arrival time distribution (ATD) of a pulse of mass- 
selected ions at a detector following the mobility cell. 
Somewhat o our surprise these distributions were 
often structured indicating multiple geometric isomers 
in the sample beam and lead to our introduction of the 
name ion chromatography (IC) to describe the phe- 
nomena [9]. At that stage it became apparent hat 
theoretical modeling would be required to unambigu- 
ously identify the isomers that lead to each of the 
components of the ATDs. 
The mobility K is defined as the ratio of the drift 
velocity v D of an ion in an applied electric field E. By 
using kinetic theory [1] it is straightforward to derive a 
relationship for the reduced mobility K 0 in terms of 
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simple physical constants and a collision integral be- 
tween the drifting ion and the neutral bath gas. These 
relationships are summarized in eqs la, lb, and lc, 
v D = KE (la) 
p 273.15 
K° = 760 torr ~ K (lb) 
3ze ( 2¢r 1'/2{ 1 ) 
K o = ~ I~kbT] ~fl(l,1)(T ) (lc) 
where ze is the ion charge, N o is the bath gas number 
density at standard temperature and pressure, T is the 
temperature, p is the bath gas pressure, k b is the 
Boltzmann constant, ~ is the reduced mass, and 
f~°'1)(T) is the temperature-dependent collision inte- 
gral. Rigorous evaluation of fFI'1)(T) is exceedingly 
difficult for any but the simplest ion-neutral interac- 
tion potentials and has never been rigorously evalu- 
ated for a complex polyatomic ion colliding with even 
a simple atomic neutral like He. However, if the inter- 
action potential is assumed to be given by the hard 
sphere limit, then 
~(1,1) = o.HS (2) 
where ~rHS is the cross section obtained when the 
individual atoms in the molecular ion and the neutral 
collision partner are treated as hard spheres, and is 
independent of temperature. Under these conditions 
measurements of K 0 readily lead to values of ¢Hs. 
Quantum chemical theoretical methods can then be 
used to generate candidate structures whose three di- 
mensionally averaged cross sections can be readily 
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calculated [7] for comparison with experiment. In our 
studies on carbon clusters at T = 300 K it was possible 
to get excellent agreement between experiment and 
theory for families of structures as different as linear 
chains and fullerenes [5, 7, 8]. The only parameter 
required was the He-C collision distance, which turned 
out to be very close to the sum of the two van der 
Waals radii. 
Recently, however, IC methods have begun to be 
applied to complex molecules including synthetic 
polymers [10], crown ethers [11], and biopolymers [12, 
13]. These systems differ from carbon clusters or metal- 
locarbon composites [4, 14, 15] in that there are many 
flexible bonds with low barriers to torsional motion. 
Hence, there are potentially many accessible low en- 
ergy conformers and the issue of unambiguous identi- 
fication of the conformers that give rise to experimen- 
tal ATDs becomes more complex. One way to possibly 
experimentally resolve geometric isomers is to reduce 
the temperature, which could potentially "freeze out" 
conformers separated by energy barriers. The first such 
experiments [10b] were done on the polyethylene gly- 
col (PEG) series of polymers with the mobility cell 
reduced to 80 K. Single narrow ATD peaks were ob- 
served consistent with high temperature r sults indi- 
cating any distinct conformers present had very simi- 
lar structures. What was also noticed, however, was 
that the experimental cross section at 80 K was much 
larger than the experimental cross section at 300 K. 
These experiments were repeated for fullerene C~- 0
with similar results [10b]. Because motional dynamics 
could not be responsible for a cross section increasing 
as temperature decreased, and because a hard sphere 
cross section is necessarily independent of tempera- 
ture, the reason for the cross sectional dependence on 
temperature must be the ion-He interaction potential. 
In our initial efforts to deal with this issue [10b] we 
used published [16] MM3 parameters for a standard 
(12, 
6, 4) potential. By using these parameters qualitative 
agreement with experiment was obtained but not 
quantitative agreement. In this article we describe fur- 
ther efforts to deal quantitatively with this important 
issue. 
Experimental 
Experimental ion-He collision cross sections are ob- 
tained in a high pressure (~ 3-torr) drift-cell experi- 
ment, which previously has been described in detail 
[7-9]. Briefly, ions are formed in the ion source of a 
double focusing mass spectrometer [17], employing 
the output of a nitrogen laser (~ 1 mJ/pulse), which is 
focused onto a rotary sample target in the source [10]. 
With the exception of Cg- 0, which is generated by direct 
laser desorption of solid C60, ions are formed by ma- 
trix-assisted laser desorption (MALDI) by using stan- 
dard matrices such as sinapinic acid and 2,5-dihy- 
droxybenzoic acid. Ions are then mass selected and 
injected at low energy (5-10 eV lab) into the drift cell, 
which is filled with helium. The helium temperature 
can be changed from 80 to 600 K. Ions are pulled 
through the 4-cm-long cell by a weak electric field 
(5-25 V/cm). By measuring the drift time, the ion 
mobility and the ion collision cross section with he- 
lium are readily determined. 
Model 
To determine ion mobilities theoretically, complex col- 
lision integrals that depend on velocity, impact param- 
eter, and deflection angle must be evaluated [1]. The 
deflection angle is determined by the equations of 
motion, which include the interaction potential of the 
colliding particles. However, to obtain collision inte- 
grals from a given potential is very tedious work 
involving multiple integrations of equations that can 
only be solved analytically for the most simple cases. 
For collisions between atoms and atomic ions they 
have been calculated and tabulated assuming (n, 6, 4) 
potentials [18]. Collision integrals for more complex 
systems have to be evaluated by extensive trajectory 
calculations and numerical integrations [19]. To avoid 
these extremely time consuming computations we will 
show that the problem can be reduced to evaluating 
atom-atom collision integrals for each atom in the 
molecular ion and the colliding He atom. The molecu- 
lar collision integral is then approximated by placing 
spheres of the size of atomic integrals at the location of 
each atom and by subsequent evaluation of the molec- 
ular size. A more detailed description of the model 
follows. 
The model potential used to describe the interaction 
between a specific atom in the molecular ion and a 
buffer gas helium atom, that are separated by the 
distance R, for an (n, 6, 4) potential is of the form [1] 
ng 
v(a) = 
n(3 + 3') - 12(1 + 3') 
× [~2 (1 + 3, ) (R)~ - 4T(R)  6 
( / ' )41  -3(1 - 3~) ~ (3) 
where e and r are the depth and position of the 
potential well, respectively, n is the exponent describ- 
ing the ion-neutral repulsion, and 3, is a dimension- 
less parameter defining the relative contributions of 
the R -6 and R -4 terms. The R -4 term, V4(R), ac- 
counts for the attraction between the charge q of the 
particular atom of the molecular ion and the dipole it 
induces in the neutral helium atom of polarizability ~. 
This term is known accurately and is given by the 
simple expression 
q2o~ 
V4(R) 2R* (4) 
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The remaining part, V,,,6(R) = V(R)  - V4(R), has the 
form of an (n, 6) Lennard-Jones (LJ) potential and can 
be expressed by using the LJ parameters rcl and ell 
(LJ well position and depth), 
(5) 
' n-6[nkR - , . . ,  
For given parameters n, rLj, eLl , and q the potential 
V(R)  = V,,,6(R) + V4(R) in eq 3 is completely defined, 
and the parameters 3', r, and e can be determined. For 
given n, 7, r, e, and temperature T the atom-atom 
collision integral a(2,12 can be looked up in a table [18] 
and the collision radius R~o . = (ft(~l'~)/~r) 1/2 can be 
evaluated. Such a collision radius is determined for 
each atom in the molecular ion. 
The collision cross section (r of the molecular ion is 
calculated by the following procedure [7a]. The 
molecule is projected onto a randomly chosen plane in 
space, and a circle with the corresponding collision 
radius is drawn in that plane at the position of each 
projected atom. Then points in the plane are randomly 
picked within a square of area A that encloses the 
projected molecule. If a selected point is inside one or 
more circles, it is counted as a hit. The ratio of hits to 
the number of tries multiplied by A is the cross section 
of that particular projection. The procedure is repeated 
for many different randomly selected projections until 
the average converges to a value within specified error 
limits. 
Results 
Fullerene C6+o 
Figure la shows the experimental cross section [10b] of 
fullerene C~- 0 as a function of the temperature in the 
range from 80 to 600 K. The cross section increases 
very significantly when the temperature is lowered 
from 117 ~2 at 600 K to 180 ~2 at 80 K. This increase is 
clearly not due to any structural change of the very 
rigid ion C6+0, but rather to long-range terms in the 
C6~0-He interaction potential. In the language of the 
model described in the previous section, this means 
that the effective collision radius of each individual 
atom in the C6~0 molecular ion increases as the temper- 
ature is lowered. In our model this increase can be 
quantified by the four parameters n, rLi, ~LJ, and q for 
each atom. In C~0 all the C atoms are equivalent and 
therefore the four parameters are all the same for each 
C atom. Whereas the total ionic charge is + le (e is the 
charge of a proton), the charge q on each atom is e/60. 
The influence of the remaining three parameters n, rL/, 
and eLl is discussed in the following paragraphs. 
The effect of n is easy to understand qualitatively. 
The higher n, the steeper the repulsive wall of the 
potential and the less the temperature dependence of
the cross section. A vertical potential wall represents 
the hard-sphere limit, which yields a completely tem- 
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Figure 1. Experimental (circles) and calculated (lines) cross ec- 
tions as a function of temperature for fullerene C6+0. Calculations 
employ the model described in the text including a (12,6,4) 
potential with different parameters. (a) Comparison between 
experiment, fit, and a model by using MM3 parameters. 
(b) Effect of a change in the parameter rL~ and eLi compared to 
the fit (solid line). 
perature-independent cross section if the collision en- 
ergy is significantly higher than the well depth. How- 
ever, with the choice of appropriate values for rLl and 
eLl an increase of the cross section ((r) at low tempera- 
tures (T) can be achieved for a range of values of n. 
Fitting rLj and ell for a given n to obtain best agree- 
ment between experimental nd calculated curves o- = 
~r(T) yields the results summarized in Table 1. Rea- 
sonable agreement between experiment and calcula- 
tion is achieved for all three values of n (n ; 8, 12, 
and 16) that we employed. However, potentials with 
n = 8 and 12 represent the curve shape of o-= o-(T) 
better than a (16,6,4) potential. Since n = 12 is most 
commonly used for Lennard-Jones potentials, we will 
use a (12,6,4) potential for all the studies reported 
here. 
Table 1. Fitted values for rLj and eL! in an (n, 6,4) potential 
for the C He interaction in C~0 
a 1 ~7 [ cricalc _ O-iexp 
rLj eLla ~1 
n ( ,A )  (kcal/mol) ~ i= [ °'ie x P 
8 3 2 +03 0.29+o°:1 0.00010 • 0.5 
12 3.02 +02014 0"37+011 0.00019 
16 2.6 _+ 0.4 0.7 T 0.3 0.00074 
2b 
aThe best fit plus an error range of values for ( rL j ,  eL j) pa i rs  i s  
indicated. 
bLeast squares sum of the fit. O-i calc are  ca lcu la ted ;  (ri exp are  
experimental cross sections. 
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As mentioned previously, the remaining two ad- 
justable parameters rLj and SCj are determined by a fit 
to experimental data. The values for the best fits are 
listed in Table 1, but other pairs of values also repro- 
duce the experimental temperature dependence of the 
cross section fairly well. If ruj is changed, ~LI can be 
readjusted to obtain a new "best fit" agreement with 
experiment. However, the effect of a change of rcj on 
the shape of ~r = ~r(T) is different than that of a 
change of 6Cj. This is demonstrated in Figure lb. A 
decrease in rLj simply moves the curve o-= o-(T) 
down, but does not change its shape. A decrease of 
eLp on the other hand, also shifts the curve down, but 
also changes its curvature. 
Once all the parameters n, rcj, ecj, and q are 
determined, the potential V(R) = Vn,6(R) q- v4(a)  in 
eq 3 is completely defined. It is interesting to compare 
the relative contributions of the R -6 and R -4 terms to 
the attractive part of the potential in our model and to 
determine the potential well depth e and position r, 
where V(r)= -6  and (dV/dR)R= r = 0. Equation 3 
shows that (1 - 7) is a measure of the R -4 contribu- 
tion. For the parameters listed in Table 1, 3' turns out 
to be very close to 1 and therefore r ~- rLj and e ~- eLj 
for our model. One shortcoming of our model is the 
asymptotic behavior for large R. At large distances the 
interaction between C~- 0 and He should be described 
by an ion-induced dipole interaction of the form 
V4(R) = - ½q2c~R-4 with q = le. In our model how- 
ever the long-range term V4(R) is much smaller be- 
cause q is set to e/60 only. For smaller values of R 
our model describes reality much better. The question 
is how well the model is doing in the range of interest 
(R---2-10 A). A comparison with another model, 
which shows the correct asymptotic behavior for large 
R, should answer this question. In this other model the 
elementary charge + 1 is located in the center of C~- 0
rather than distributed over all C atoms and the total 
potential is calculated as V( R) = Wn,6(R) + V4( R + ro) , 
where r 0 is the distance from a C atom to the center of 
C~- 0. In this model the R -4 term contributes much 
more to the attractive term, but it still is small (~ 40 
times smaller at R = r) compared to the R -6 term in 
the R range of interest. Therefore it can be concluded 
that an underestimation of the R -4 term does not 
introduce a major error to the shape of the potential. 
However, the 3' values, the relative contributions of 
the R -4 and R -6 terms, in our model do not have 
physical significance. This implies that the model may 
have to be re-evaluated if applied to multiply charged 
ions. 
In spite of all that, it is interesting to see how large 
q has to be to have a noticable ffect on 3', r, and ~ in 
our model. The results summarized in Table 2 indicate 
that a q value of 0.5e decreases 3' to 0.85, deepens 
from 0.37 to 0.47, and increases the cross section at 
75 K by 8%. We will refer to this result later when we 
apply the model to other molecules. 
Polyethylene Glycol 
Figure 2a shows a space-filling model of the sodiated 
PEG nonamer, obtained by molecular mechanics stud- 
ies [10]. It is apparent that hydrogen is the dominant 
element on the PEG surface and the Na ÷ ion sits in the 
center of the ion. Therefore with PEG we sample pre- 
dominantly a H-He  interaction in our drift experi- 
ment. The potential parameters for the C-He interac- 
tion in PEG are assumed to be the same as those we 
obtained for the C-He interaction with C60. Although 
this is not rigorously correct, the differences will be 
minor. Furthermore, because the C atoms in PEG are 
all internal (i.e., not on the surface) they contribute 
essentially nothing to the collision cross section. A 
somewhat less accurate assumption is that O (and any 
nonhydrogen) atoms behave the same as C atoms in 
C~0. Again, in PEG this is not an issue because the O 
atoms are interior, but it could lead to small systematic 
errors for molecular ions where this is not the case. The 
H-He potential parameters can now be optimized 
similarly to C~0 by a fit to the experimental data. 
The question of how the charge is distributed within 
the PEG molecular ion is not as trivial as in the case of 
C~- 0. Different schemes could be applied: the charge 
could be shared evenly between the atoms (q = e/N; 
N is the number of atoms in molecule), the charge 
could sit entirely on the sodium in the center of the 
molecule, or we could use individual point charges on 
Table 2. Potential well position r, depth ~, factor % and increase of cross ection A ~r/(r 
in a (12, 6, 4) potential for the C-He interaction i C~0 as a function of charge 
q/e (rLl = 3.02 A; eLJ = 0.37 kcal/rnol) 
r ~ ±~/~r (%) 
q/e ( ,~)  (kcal/mol) ~/ 75 K 300 K 600 K 
0 3.02 0.37 1.00 0.0 0.0 0.0 
1/60 3.02 0.37 1.00 0.0 0.0 0.0 
0.1 3.02 0.37 0.99 0.6 0.3 0.2 
0.2 3.02 0.39 0.97 1.6 0.7 0.5 
0.3 3.01 0.41 0.94 3.3 1.8 1.2 
0.4 3.00 0.44 0.90 5.5 2.9 1.7 
0.5 2.99 0.47 0.85 8.0 4.6 2.8 
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(PEG-nonamer)Na + (Gly)4H + 
(.--:~ ~ .... \, /~f  Ti ~'~'~ \ 
a) \ b) 
Figure 2. Space-filling models of (a) sodiated PEG nonamer, 
(b) protonated tetraglycine (labeled are one amid-N, -O, and -H 
with their MM point charges). (The nuclear positions of the 
atoms are fixed at the locations determined from molecular 
mechanics calculations. The size of each atomic radius, however, 
is set as the appropriate collision radius determined by the fits 
described in this work. For example, the space-filling radius for 
H is really the H-He collision radius determined from fitting the 
temperature d pendence of the PEG systems. These space-filling 
models then directly reflect the collisional properties of the 
molecule for He as a collision partner.) C, white; C, dark gray; N, 
light gray; O, dotted. 
each atom similar to molecular mechanics approaches. 
In this latter approach point charges on aliphatic hy- 
drogens are usually very close to zero (q = 0.02e in 
our case [10, 20]). Therefore the a -4 term is expected 
to be small for each of these three possibilities. 
Another difference with C~0 is that the three-dimen- 
sional structures of cationized PEG polymers in the gas 
phase are not experimentally known. We assume that 
PEG has the shape that we obtained from molecular 
mechanics tudies (that yielded cross sections in excel- 
lent agreement with experiment [10]). 
By using those structures, the best values of rc] and 
~L] for a (12, 6, 4) potential, obtained by a fit including 
data of nine different PEG polymers, are listed in Table 
3, assuming q = e/N. The results in Table 4 indicate 
that the different charge distributions yield basically 
the same interaction potential and the same cross sec- 
tions for 75 K < T < 600 K. Comparisons between ex- 
perimental and calculated cross sections are shown in 
Figure 3 for the example of sodiated PEG. Clearly the 
data are quantitatively reproduced by the model calcu- 
lations, including increases in o- at temperatures both 
below and above 300 K. The increase at low tempera- 
tures is due to the attractive interaction between the 
ion and He and is the focus of this article. The increase 
Table 3. Fitted values for rL] and ELl in a (12, 6, 4) potential 
for the H-He interaction in a number molecular ions 
rL j  8LJ 
(A) (kcal/mol)  
(PEG)X + a 2.38 0.34 
(Crn)Na +b 2.30 0.26 
(Gly) 4 H + 2.60 0.36 
(Gly) 4 Na + 2.32 0.36 
a Fit includes PEG nonamer, 13-mer, and 17-mer for each of the 
cations X += Li +, Na +, and Cs +. 
b Sodiated 18-crown-6 ether. 
Table 4. Calculated cross section rr for the sodiated PEG o 
nonamer by using a (12, 6, 4) potential (with rL! = 2.38 A and 
EL! = 0.37 kcal/mol for the H-He interaction) and different 
charge distribution models 
T(K) q = 0 q = 16 /N  a q = 0 b q = po intcharge c
75 175 174 174 177 
300 130 129 130 129 
600 128 126 126 126 
aN = 67 (number of atoms); e is the charge of a proton. 
bExcept q(Na +) = le. 
Cq is point charge used in molecular mechanics force fields [20]. 
above room temperature is a dynamic effect, which 
has been discussed in a previous paper [10b] and is 
quantitatively explained by using molecular dynamics 
simulations. 
Other Molecules 
We can now apply the same model to other molecules 
by using the H-He  potential parameters for any H 
atoms in the molecule and the C -He  parameters for 
any non-H atoms. For a series of 18-crown-6 ether 
studies [11] the model reproduces the experimental 
data rather well within a few percent over the entire 
temperature range from 80 to 600 K (see Figure 4a for 
the example of the cesiated crown), although it is 
apparent the theoretical cross sections are slightly 
larger than experiment for all values of T. 
In the case of peptides the question of the charge 
distribution is more important. Molecular mechanics 
(MM) models predict that atomic charges considerably 
different from zero can be found on the surface of the 
molecule. For example for smaller glycine polymers 
the amide hydrogens with a significant positive point 
charge (q = 0.25e in the AMBER residue database [20]) 
tend to be exposed (Figure 2b). However, a compari- 
son of a model including such MM point charges with 
a model including an evenly distributed charge (q = 
26O 
24o ~ (PEG)Na ÷ 
220 17-m 
• \ 
o9 180 13-me 
r o ~_a._~.o 
£ 160 
O 
140 9-mer 
o o ~ oo 
120 . . . .  ' . . . .  ' . . . .  ' . . . .  I . . . .  I , , - , , i  . . . .  i 
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Temperature  [K] 
Figure 3. Experimental (circles) and calculated (lines) cross sec- 
tions of three PEG polymers as a function of temperature, used to 
optimize the H-He Lennard-Jones parameters in a (12,6,4) 
potential. 
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Figure 4. Experimental (circles) and calculated (lines) cross ec- 
tions of (a) cesiated 18-crown-6 ether and (b) protonated te- 
traglycine as a function of temperature. The solid lines are 
obtained when the charge +1 is evenly shared between the 
atoms of the ion. The dashed line for (Gly)~ uses the atomic 
charges employed in molecular mechanics simulations. 
e/N) for the protonated glycine tetramer (Figure 4b) 
suggests that the MM charge distribution does not 
improve agreement with experiment. It should be 
pointed out that very good agreement between theory 
and experiment is obtained in both instances although 
small differences exist. 
Discuss ion 
The goal of this study is to find a simple model that 
accurately describes the temperature dependence of 
the ion-buffer gas collision cross section, which is 
determined by the ion-buffer gas interaction potential. 
We would also like to explore, en passant, how much 
our experimental data are able to tell us about the 
potential surface. For C6+0 the model dos not explicitly 
include a potential for the C~0-He interaction, but 
rather one for the C a+-He interaction (3 = 1/60), the 
C ~÷ atom being in the C~0 environment. However, the 
C a+-He potential should agree to some degree with 
the Cg-0-He potential, because our model obviously is 
able to reproduce the experimental data rather well. 
The question is how accurately parameters like poten- 
tial well depth and position can be determined. 
As previously mentioned, a range of values for 
(rcj, ~LJ) pairs reproduces the experimental data quite 
well. Four typical potential curves are displayed in 
Figure 5a. Although values of rL] and ell vary for the 
four curves, they are essentially superimposed for R >__ 
3.3 A. This suggests that the experiment is sensitive to 
this "longer-range" part of the potential curve and less 
sensitive to the repulsive wall and location and depth 
of the potential well. Also indicated as a dashed line in 
Figure 5a is the temperature dependence of the colli- 
sion radius Rcon, which is given by Rcoll = 
( , '~(1 ,1 ) - -  ",1/2 - -a  a aga_a/'rr) , where the collision integral II (1'1) = 
fl~'_I,)(T) was obtained from tabulated ata [18] for the 
corresponding (12, 6, 4) potential. The values of Rcoll 
1.5 
1 Fullerene Ceo 
~ 0.5 . ~ Collision Radius 
U . . . . . . . .  , ,  • " 
-os I a) 
3 4 5 6 7 
-1 
2 
0.1 
0 
-0.1 
-0.2 
-0.3 
-0.4 
-~ ref. 19 
0 
g ~ n=8 b) 
> 
J< n=12 
2 3 4 5 6 7 
R [A] 
Figure 5. Model potential curves of C+0 . The abscissa runs 
through the center of the ion and through the nucleus of a C 
atom, the origin being at the C atom. (a) Several effective C a +-He 
(12, 6, 4) potentials with parameters in the range of rLl = 3.02+_0012 
-0.1 and ~LJ = 0'37+0.3" The resulting C-He collision radii (dashed 
line) as a function of thermal energy, NAkbT (N A is the Avo- 
gadro constant) are almost identical for all four potentials. 
(b) "Best fit" (n, 6,4) potentials of C a+-He (solid lines) of this 
work compared to the (12,6,4) "best fit" potential of C20-He 
obtained from trajectory calculations [19]. 
range from about 4 A at 77 K to 2.5 A at 600 K. It is 
evident hat it is the attractive part of the interaction 
(i.e., R > 3 A) that is responsible for the increase of the 
cross section at temperatures below ~ 200 K and the 
collision radius is not determined by the position of 
the repulsive wall. A way to visualize this is as fol- 
lows. Head-on ion-He collisions contribute to the col- 
lision integral independent of the potential shape, but 
grazing collisions contribute to momentum transfer 
only if there is an attractive potential at large R. At 77 
K the thermal energy of He is sufficiently small that it 
feels the attraction to the ion 4 A from the carbon atom 
nucleus in C~- 0, whereas at 600 K this distance has 
diminished to ~ 2.5 A. 
The potential curves in Figure 5a can be compared 
with a Cg-0-He potential obtained by a sum of (12, 6, 4) 
two-body interactions where the "best fit" values of 
rLl and eLl were determined iteratively by using tra- 
jectory calculations [19]. Figure 5b indicates that such a 
potential agrees reasonably well with our simple 
C a+-He (12,6,4) potential, especially for the long- 
range interactions that are responsible for the large 
temperature ffects. The well depths do not agree 
J Am Soc Mass Spectrom 1997, 8, 275-282 ION MOBILITY MEASUREMENTS 281 
perfectly well but are of the same order of magnitude. 
They also compare quite favorably with the 
graphite-helium well depth of 0.369 kcal/mol located 
2.85 A above the graphite surface [21]. 
As mentioned in the Introduction, our earlier ion 
mobility studies [10] employed two-body (12, 6, 4) po- 
tentials by using the tabulated MM3 potential well 
parameters [16]. This model yielded cross sections in 
excellent agreement with experiment for T _> 300 K. At 
T < 300 K the model was qualitatively correct but 
systematically underestimated the cross section as 
temperature decreased (see Figure la). This was a very 
satisfactory result considering that there were no ad- 
justable parameters. For example, note how well the 
model reproduces the asymptotic hard-sphere limit at 
high temperatures in the case of C~0 (dashed line in 
Figure la). 
The present model fits the data very much better 
(solid line in Figure la), which is not surprising be- 
cause both rLj and eLi are taken as adjustable parame- 
ters. Jarrold and co-workers [19] also used rLl and eLl 
as adjustable parameters in their trajectory calculation 
fit to the C6~0 data and obtained a fit essentially identi- 
cal to the one we report in Figure la even though the 
potential they obtained is slightly different (Figure 5b). 
Their treatment is more satisfying in that it sums all of 
the He-C two-body interactions. However, the price 
they pay for this is enormous. The calculations are 
very tedious even for a highly symmetrical molecule 
like C~- 0 and simply cannot be utilized for general 
multinuclear molecular ions that do not contain this 
symmetry. By contrast, our calculations are very fast 
(less than 1 min) and are easily applicable to any 
molecule of any size and shape. The price paid, as 
usual, is theoretical rigor, but the accuracy obtained, 
when compared both the more rigorous trajectory cal- 
culations and to experiment, is more than adequate. 
The H-He interaction parameters are obtained by 
fitting the PEG data. The resulting values are based on 
the assumption that the AMBER molecular mechanics 
suites of programs yield the correct hree-dimensional 
structures of cationized PEG. This assumption is not 
unreasonable because the AMBER force field has been 
optimized for crown ethers like 18-crown-6 (cyclic PEG) 
[22]. Furthermore, AMBER predicts the effect of poly- 
mer chain length on the crciss section correctly [10] hnd 
perfectly reproduces cation effects (Li + vs. Na + vs. K + 
vs. Cs +) [11, 23]. However, if the H-He parameters 
obtained by fitting the PEG data are employed to 
calculate cross sections of cationized 18-crown-6 ethers, 
the agreement with experiment is not perfect. The 
calculated cross sections are consistently too large by 
some 2% for the lithiated crown and ~ 5% too large 
for the cesiated crown. It is interesting that there is 
perfect agreement between experiment and calculation 
for the sodiated PEG hexamer [23], which is essentially 
the same size as 18-crown-6. This indicates that the 
disagreement is not due to a size effect. However, it 
could be due to the fact that the crowns are con- 
strained to be cyclic. The error could be either in the 
model structures or in the model interactions. Perhaps 
AMBER does not describe either the cationized linear 
PEG or the cationized cyclic crowns quite correctly, or, 
more likely, perhaps the effective potential is different 
along the edges of more planar systems like the crowns 
(less attractive interaction) than it is in more spherical 
systems like PEG. 
The 2-5% disagreement for the crown ethers can of 
course be corrected by a readjustment of the H-He 
parameters. The corresponding values from a fit to the 
sodiated 18-crown-6 data (see Table 3) indicate that a 
shallower potential well would account for the smaller 
cross sections experimentally observed, consistent with 
the notion that atoms on surface edges do not have as 
strong an interaction as those on more gently curving 
surfaces. 
Conclusions 
Experiments have been carried out that yield 
ion-buffer gas collision cross sections in the tempera- 
ture range 80-600 K. The ions under investigation 
were fullerene C~-0, cationized PEG polymers, cation- 
ized crown ethers, and protonated and sodiated oligo- 
glycines. The buffer gas in all cases was helium. A 
model has been proposed to quantitatively explain the 
temperature dependence of the collision cross section. 
The following are our primary findings: 
1. The experimental cross sections of all ions investi- 
gated increase significantly as the temperature is
lowered from 300 to 80 K. 
2. The increase of the cross section at low tempera- 
tures can be understood on the basis of an ion-buffer 
gas interaction potential containing long-range at- 
tractive terms. Because giving up the hard-sphere 
model to describe the ion-helium interaction would 
require heroic efforts to evaluate collision integrals, 
a model containing atom-atom potentials only (as 
opposed to a molecule-atom potential) is proposed. 
This simple model that includes the two adjustable 
Lennard-Jones parameters rLi and ell for a (12, 6, 4) 
potential is able to reproduce xperimental cross 
sections within a few percent in the entire experi- 
mentally accessible temperature range from 80 to 
600 K. 
3. The model yields accurate information on the long- 
range part of the potential surface and acceptable 
accuracy in the region of the potential well. For 
fullerene C6+0 the values for (rLj; ~eLl)°pairs range 
from (2.6; 0.67) to (3.2; 0.27), rLl = 3.02 A and 6"Lj = 
0.37 kcal/mol being optimum. These values com- 
pare quite favorably with values obtained employ- 
ing a more rigorous trajectory calculation based 
model for evaluating the collision integral [19] and 
with values for the graphite-helium potential [21]. 
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4. The corresponding best fit values for a H-He inter- 
action indicate that the well  depth of 0.34 kca l /mo l  
is similar to the C-He  value~ but that the well  
posit ion of 2.38 A is ~ 0.6 A closer to the ion 
surface than the C-He  value obtained from C~- 0. 
5. Cross section calculations by using the model  devel-  
oped here are fast (well be low 1 rain) on an IBM 
RISC System/6000 work  station even for completely 
unsymmetr ica l  molecules with more than 100 atoms. 
6. Some subtle systematic d isagreements between cal- 
culated and experimental  cross sections exist when 
apply ing the model  to systems other than those 
used to obtain the "best  fit" rLj and ~Lj parameters.  
Further work  is in progress. 
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