Abstract. Electrical capacitance tomography (ECT) is a noninvasive imaging modality aiming on the reconstruction of the dielectric material properties within a region of interest. The estimation of the permittivity distribution forms a nonlinear inverse problem, which is marked by a severe ill-posed nature. As a consequence, reconstruction algorithms rely on the use of prior knowledge or regularization techniques to overcome this difficulty. In this paper we want to make use of prior knowledge to optimize the actual sensor design of ECT sensors. Typical ECT sensors maintain a number between 8 to 16 electrodes, which are mounted in an equidistant scheme on the circumference of the region of interest (e.g. a pipe). This is a suitable approach for sensors with a large number of electrodes. In this work we consider sensor designs with a considerable smaller number of electrodes and investigate the design of such sensors using prior knowledge. We discuss the incorporation of all modeling aspects and formulate a stochastic optimization function which will lead to optimized sensor designs. We present a simulation study and discuss the design results with respect to the physical properties of the sensing scheme.
Introduction
Inverse problems are indirect measurement problems to estimate an inner state φ of a system from observations [1] . The measurement process can formally be denoted by P : φ →d, where φ is the inner state andd ∈ R M denotes the measurements. The state φ can be continuous or discrete. The measurementsd are corrupted by measurement noise, e.g. in the case of additive noise the corruption is of formd = P (φ) + v,
with v ∈ R M being a multivariate random variable with the probability density function (pdf) π V (v) [2] . To estimate φ from measurementsd, a model of the measurement process P is required. We refer to this model as the forward map F . F is typically a (numerical) computer program, which simulates the measurement process. Creating the forward map requires a modeling process for the inner state φ.
For estimation problems where φ is a continuous function, e.g. a material distribution, a discretization D : φ → x is typically required. We refer to x ∈ R N as the state vector. Note that the discretization D is often linked to the implementation of the forward map F . E.g. if the measurement process is modeled by partial differential equations (PDE), a suitable choice for the simulation is given by a finite difference scheme or the finite element method (FEM). For the later it is a common approach to describe material distributions by means of the material values of the finite elements. The forward map F : x → y is then used to simulate the measurement process for a given vector x.
In inverse problems typically N ≤ M holds. Further, inverse problems are marked by an ill-posed nature [1] . The inverse problem used in this paper is the inverse problem of Electrical capacitance tomography (ECT) [3] . Figure 1 illustrates an ECT sensor. ECT is a noninvasive imaging modality aiming on the reconstruction of the dielectric material properties within a region of interest [4] . The estimation of the dielectric distribution from capacitance measurements forms the inverse problem of ECT, which is nonlinear and of strong ill-posed nature [5] . As a consequence, the stable solution requires prior knowledge [3] . Details about this sensing principle will be discussed in section 2.
Research on inverse problems covers multiple issues. However, the ill-posed nature of inverse problems makes research on reconstruction algorithms a fruitful research field. In this paper we want to focus on the sensor design itself and investigate the incorporation of prior knowledge. ECT systems typically maintain a number between 8 to 16 electrodes, which are mounted in an equidistant scheme on the circumference of the region of interest (e.g. a pipe). The characteristics of the sensor is determined by the geometry of the electrodes. Sensors, with symmetric (equidistant) electrode layouts are designed without any specific considerations about the expected material distributions of the process to be monitored. Prior knowledge has still to be applied for the solution of the inverse problem. In this paper we consider ECT sensors with a smaller number of electrodes and investigate the design of such sensors using prior knowledge. We discuss the incorporation of all modeling aspects and formulate a stochastic optimization function which will lead to optimized sensor designs.
This paper is structured as follows. In section 2 we will summarize the inverse problem of ECT. This discussion includes the concept of sample based priors and a sample based reconstruction algorithm of linear-back-projection type. In section 3 we present a design approach for optimal sensor design based on prior knowledge and discuss implementation details for the algorithm. In section 4 we will present a simulation study for our approach and discuss the properties of the proposed strategy. Exemplary illustration for ECT [5] . An ECT sensor is mounted at the outside of the gray pipe depicted in Figure 1 (b). A typical reconstruction result is depicted in Figure 1 (c).
Electrical Capacitance Tomography
In this section we want to discuss the inverse problem of electrical capacitance tomography (ECT). ECT is based on the measurement of the M =
inter-electrode capacitances. This measurement process can be modeled by means of the electrostatic case of the Maxwell's equations [3] . Electric fields in the domain Ω are governed by the potential equation
where V is the electric scalar potential and ε 0 and ε r are the absolute and the relative dielectric permittivity, respectively. To measure the inter-electrode capacitances, a voltage V 0 is applied to one electrode, while all other electrodes are connected to ground potential (V = 0). This can be denoted by the boundary conditions
Given the potential distribution V i , the inter-electrode capacitances are given by
where n is the perpendicular vector on the surface of the electrodes. The inter-electrode capacitances form the N elec × N elec capacitance matrix C = [C j,i ]. The forward map for ECT is a numerical simulation of the measurement process. Hence it comprises the solution of the potential equation (2) for the N elec excitation scheme and the computation of the elements of C. In our work we use a finite element method to simulate the measurement process. Subsequently we assign the dielectric permittivity values of the finite elements in the domain Ω ROI to be the elements of the state vector x ∈ R N .
Bayesian Framework and Sample based Priors
Tomographic algorithms are algorithms to estimate x from the measurementsd. Due to the complexity of the problem, the forward map F is an essential part to create reconstruction algorithms in order to solve the inverse problem [8] . Reconstruction algorithms can be designed from a deterministic point of view, e.g. by classical Thikonov type regularization, of by statistical considerations. For the later approach, the Bayesian framework is a formidable mathematical tool to formulate suitable estimation algorithms [7] . The fundamental nature of the Bayesian philosophy is to treat all variables as random variables with a probability density function π(·) [2] . Bayes law connects these distributions by
where π(d|x) is termed the likelihood function and π(x|d) is the posterior distribution. The likelihood function π(d|x) comprises the forward map F , the measurementsd and a noise model for the measurement noise v (compare to equation (1)). The likelihood function π(x) incorporates knowledge about the solution. The posterior distribution provides a measure for x being the solution given the datad, the forward map F and the prior knowledge.
Prior knowledge is a key ingredient for solving ill-posed inverse problems. However,formulating prior distributions π(x) is a demanding problem. A comparably easy way to express prior knowledge is given by sampling based priors [2] . For sampling based priors, samples of the prior distribution are created. Figure 3 depicts exemplary prior patterns for expected material distributions. Figure 3 (a) depicts samples from a distribution, which we refer to as rod-type distribution. Considering the ECT sensor filled with plastic rods as depicted in Figure 1 (b), the samples of the rod-type distribution can be considered realistic samples for this type of material distributions. The generation of this pattern is done by randomly placing circular objects in the ROI. In a similar way samples for as Gaussian-type distribution distribution can be constructed. Figure 3 (b) depicts samples from a Gaussian-type prior. With respect to the rod-type distribution, the Gaussian-type distribution incorporates smoothness for the material distribution.
The construction of a sample based prior is comparatively simple. In the next section we will show the construction of a back-projection type reconstruction algorithm using sample based priors. For completeness it should be mentioned that for sample based priors typically summary statistics are computed in order to incorporate them into inversion algorithms like maximum a-posteriori estimation [2] .
(a) Samples from a rod-type distribution.
(b) Samples from a Gaussian-type distribution. 
Sample Based Linear Back-Projection Methods
In this subsection we summarize the construction of a linear-back-projection (LBP) reconstruction algorithm using sample based priors [9] . LBP methods are reconstruction methods, which estimate x from data (measurements)d by means of a matrix vector multiplication. Standard LBP methods typically maintain the Jacobian matrix to create a relation between the quantity of interest and the measurements [10] . The image quality of these methods is typically low. However, the computational effort of LBP methods is small, making them suitable for online imaging applications.
An adapted version of LBP has the formx
whered a is an augmented data vector [9] . The matrix P LBP is the reconstruction matrix and can be found by solving HP
The matrix X Pattern holds patterns from the prior distribution and the rows of H are given by the augmented data vectors for the individual patterns. The augmented data vectord a is formed from the data.
An often used variant is given byd a = 1d
The reconstruction result depicted in Figure 1 (c) was created with a sample based LBP type algorithm for the data obtained from the measurement depicted in Figure 1 (b). As the algorithm falls into the class of LBP-methods it is generally more suitable for tomographic problems with a small contrast ratio, i.e. the range of the permittivity distribution is small. This however holds for many industrial problems.
Optimal Sensor Design
In this section we want to present an approach for the optimal design of ECT sensors using prior knowledge. Thus, rather than finding a new reconstruction algorithm we want to optimize the sensor design itself. More specifically, we want to find an optimized electrode layout for the sensor. Figure 4 exemplary sketches a parameterizations of the electrode geometry of an ECT sensor. As can be seen in Figure 4 we parameterize the electrode layout of the sensor by means of the angular elongation of each electrode. All parameters are then summarized in the vector x SENSOR . Finding an electrode topology forms an optimization problem. As for any optimization problem, the design of the objective function is the most crucial decision. While sensor optimization often focuses on aspects like sensitivity, or linearity, the main objective in measurement is to reduce the measurement error. This error is defined as the difference between the measurement result and the true value of the measurand. For the inverse problem of ECT the image reconstruction error is given by
where x true is the true distribution andx is the estimate. Using the image error as a criteria within the objective function implies, that also the reconstruction algorithm is a component within the optimization problem. This is a meaningful strategy, yet it will lead to a computational burden for the optimization problem. The optimization of the sensor with respect to the prior distribution π(x) requires the introduction of summary statistics into the objective function. Hence we use the mean square error (MSE) and the design objective function is given by
where E(·) denotes the expectation operator. The evaluation of MSE is performed based on samples from the prior distribution π(x).
Algorithmic Setup
The solution of the suggested optimization problem to find an optimal sensor design requires some dedicated computational steps due to the stochastic nature. The computational structure is depicted in Figure 5 . As discussed, the evaluation of the objective function requires the solution of the inverse problem. While the objective function is open to any inversion algorithm, we will use the sample base LBP algorithm discussed in subsection 2.2. Hence, a set of samples from the prior distribution is required, to first create the back-projection matrix P LBP . As the evaluation of the reconstruction error should not be done with the same data, a second set of samples from π(x) is required. This issue has to be considered for the evaluation of the MSE criteria. As a second point, the data for testing the algorithm should not be created by means of the same forward map as used for the reconstruction, as this would lead to an inverse crime [2] . In order to avoid this, a different simulation model has to be generated. We refer to the different simulation models as coarse and fine model. The coarse model is used for the reconstruction, the fine model is used for the computation of the data. Figure 5 summarizes the computational steps to evaluate the MSE. Based on the MSE a suitable optimization algorithm updates x SENSOR in order to solve the design problem.
Simulation Example
In this section we want to present a numerical design study to investigate the behavior of our approach for finding optimal sensor designs. We consider monitoring particulate flows in pneumatic conveying using an ECT sensor. In pneutmatic conveying, granular materials are transported by means of a gas stream through a pipe [11] . Depending on the material properties and the gas stream, different distinct flow regimes appear [12] . Figure 6 depicts distinct flow regimes and the relation between gas velocity and pressure drop. Figure 7 exemplary depicts patterns for different flow regimes.
For our design study we consider a sensor design with only N elec = 5 electrodes. The pattern set size for the creation of the reconstruction algorithm and the validation of the MSE was set to 5000 samples each. This value was found to be a suitable large set for our investigation. For numerical optimization we used a differential evolution [13] method. We did not set a target value for the objective function, but let the algorithm run for a certain number of iterations.
We performed a multitude of test runs using the proposed design strategy. Figure 8 depicts two results, which we obtained. The fact that different results can be obtained leads to the conclusion, that the design problem has several local minima. This becomes clear when considering the symmetry of the prior distribution. E.g. all prior patterns depicted in Figure 7 are symmetric with respect to a vertical center line for the cross section. Considering a sensor with electrodes to the left side of the symmetry plane is an optimal sensor, also a sensor with a mirrored electrode assembly will be optimal. In fact we obtained a result with a mirrored electrode pattern as depicted in Figure 8 (a). As common feature of all results we found, that the computed results hold 3 of the 5 electrodes in the lower position of the sensor. This can again be reasoned by the used prior distributions, as most flow regimes provide a dense material flow at the bottom of the transport pipe. Considering the field patterns for these electrodes, this electrode As a test we also ran the optimization strategy for patterns such as the Gaussian-type patterns and the rod-type patterns depicted in Figure 3 . As these priors do not incorporate any symmetry, we can not expect the result to show distinct electrode patterns. As a result we found that the optimization strategy provides the equidistant electrode scheme. In retrospective we can conclude, that the results found with the presented design strategy are in agreement with the physical properties and understanding of the measurement process. Yet it would be hard to derive a "hand-design" from prior knowledge without the proposed framework. 
Conclusion
In this paper we investigate an approach for optimal sensor design of ECT sensors using prior knowledge. We presented a scheme for the computational steps to be carried out for simulation and demonstrated results for an ECT sensor. In our design study we considered material distributions of pneumatic conveying. Due to the symmetry of the prior distribution, sensor designs with non-symmetric electrode patterns can be obtained. For material distributions with no unique feature (e.g., no symmetry, or distinct center of mass), sensor with equally placed electrodes were obtained. The results coincide with the physical understanding of the measurement process. The design of ECT sensors using this approach might be of reduced importance for sensors with a larger number of electrodes. Yet the design strategy can be considered a design tool for other sensors.
