In this paper, we analyze measurement and classification errors in several key variables, including earnings and educational attainment, in a matched sample of survey and administrative longitudinal data. The data, spanning 1994-2001 and covering all sectors in the Danish economy, are much more comprehensive than usually seen in validation studies. Measurement errors in earnings are found to be much larger than reported in previous studies limited to one single firm. Individuals who attrite from the panel report their earnings significantly less accurate than individuals who are observed throughout the entire sampling period. Furthermore, females are found to report their earnings significantly more precise than males, part-time workers report significantly less accurate than full-time workers and low-income workers report significantly less accurate than workers with relatively higher income. Classification errors in categorical variables are found to be of about the same magnitude as previously found in the literature. We analyze whether response error in one variable makes it more likely that the same respondent will report other variables with error but do not find support for this hypothesis.
Introduction
The aim of this paper is to contribute to the important but often neglected field of measurement and classification errors. With the availability of greater and less costly computational power, the number of empirical studies based on survey data has increased almost exponentially. Although the empirical literature on measurement errors has grown in recent years, still only relatively few and limited studies exist on the extent and importance of measurement errors in survey data.
To date, the empirical literature on measurement and classification errors is limited by the lack of good validation data; both in terms of quality and quantity.
For instance, several seminal papers turn around validation data from one single US company with two cross-section data sets, collected four years apart. These data are based on company records of some 450 employees and on a panel with two waves for about 275 of these employees (Duncan and Hill, 1985 , Bound et al., 1994 , Pischke, 1995 . Bound and Krueger (1991) analyze much more comprehensive data from the CPS matched with Social Security Administration data, and the same data set was later expanded to include women who were not head of households, cf. Bollinger (1998) . Nevertheless, these data only cover two waves.
All the studies mentioned above are based on data from the US. Some studies of European data do exist though. Battistin and Sianesi (2005) analyze classification errors in educational attainment using data from the British National Child Development Survey, a panel with repeated measures of individual educational attainment which is supplemented with administrative school files.
Several unpublished validation studies exist for the Scandinavian countries which combine administrative records with survey data, cf. Epland and 3 Kirkeberg (2002) for Norway, Jørgensen (1998) for Denmark and Nordberg et al. (2001) for Finland. 2 Most existing studies focus either on measurement errors in earnings or on education; not on both in the same study, and they almost never analyze measurement or classification errors in other important variables. Furthermore, they rarely cover all sectors in the economy and are usually also limited to crosssection data or very short panels.
The purpose of this paper is to contribute along exactly these dimensions. We analyze measurement error and classification error in several key variables, including earnings and educational attainment, in a matched sample of survey and administrative longitudinal data. The data span the period 1994-2001 and cover all sectors in the Danish economy. We limit the sample to employees only.
Throughout this study, we consider the administrative records as validation data as we believe these data have a very high quality. However, despite their high quality they too may be prone to error. This issue is discussed in detail later on. Hence, the validation data are from administrative records, while the survey data are the Danish component of the ECHP. 3 The fact that ECHP data have been so widely applied in empirical studies during the last decade makes this study even more relevant.
Participants in the Danish ECHP survey were randomly selected for personal interviews, and all responses from the ECHP interviews have been matched with administrative records from Statistics Denmark. This means that, contrary to other studies (e.g. Jäckle et al., 2004) , respondents did not have to give their consent to the matching of survey and validation data which is something that otherwise, potentially, could have biased the match towards lower measurement 2 The papers mentioned here constitute only a small fraction of studies on measurement and validation errors. See Bound et al. (2001) error. Hence, the validation data allow us to make a so-called "complete record check" (Bound et al. 2001, p. 3741) . 4 We find measurement errors in earnings to be much larger than usually found in studies limited to one single firm. On the other hand, we confirm previous results stating that there is substantial mean-reversion in earnings (e.g. Bound and Krueger, 1991) , which means that measurement errors in earnings are nonclassical, cf. Bound et al. (2001) .
Individuals who attrite from the panel are found to report their earnings significantly less accurately than individuals who are observed throughout the entire sampling period. This finding corroborates previous results found by Bollinger (1998) . We also find that females report significantly better than males;
part-time workers report significantly less accurately than full-time workers, and low-income workers report significantly less accurately than workers with relatively higher income. Lastly, measurement errors in earnings are found to be stable over the business cycle and across sectors of the economy.
Classification errors in categorical variables are found to be of about the same magnitude as previously found in the literature. We analyze whether response errors in one variable make it more likely that the same respondent will report other variables with errors as well but do not find support for this.
This paper proceeds as follows: In Section 2, we describe our two sources of data and compare with population averages in order to assess how representative the data are.
In Section 3, we analyze measurement errors in earnings. In Section 4, we turn to categorical variables, notably educational attainment, firm size and industry, and analyze the extent of classification errors in these important variables that often play a key role in applied micro-econometric studies. A conclusion follows in Section 5.
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Data
As mentioned in the introductory section, the survey data we seek to validate in this study originate from the Danish version of the ECHP data. These data were collected by the Survey Department at the Danish National Institute of Social Research. This department is highly specialized and collects and processes data for use by researchers, public authorities and private organizations and enterprises, conducting almost 90,000 interviews per year.
The mode of collection was face-to-face interviews using pencil and paper.
The respondent is always the person about whom the interview is concerned, i.e. Table 1 we would be uncertain of the source of error.
In the analysis of categorical variables (education, firm size and industrial classification), the sample size diminishes further due to missing observations and/or difficulties in matching the two sources. This is discussed in more detail in Section 4.
In order to evaluate the quality of this matched sample, we compare the sample means with population means for various key variables, cf. Appendix B.
The mean age and share of males in the sample is slightly over-represented, which also results in a slightly higher mean annual income in the sample vis-à-vis the population. Furthermore, Jutland, the main part of Denmark (geographically), is slightly over-represented. In order to evaluate whether attrition is an issue to be concerned about, the sample means are also matched to population means for 1994 (education 1998) and 2001, respectively. This exercise reveals that the sample mean age is 6.5 years higher in 2001 vis-à-vis the population, while the 1994 sample age distribution largely mirrors the population age distribution in 1994. This development is a direct consequence of sample attrition and lack of additional respondents included in the survey sample.
However, the overall picture is that the sample fairly well represents the overall population. 
Measurement Errors in Earnings Data
Earnings Comparison
Information on earnings measures is often considered to be notoriously flawed with errors. While the reasons may be manifold the main reason probably is that questions about income and earnings are, by most people, considered to be rather sensitive. Furthermore, respondents are likely to report their income in round numbers or may simply have difficulties in remembering the exact amount. This may be of particular concern in cases where the respondent is asked, in retrospect, to provide total income last year.
In the data at hand, both the survey and the validation data, inform about monthly earnings in the main occupation at the time of the interview as well as the total annual income last year is available. Details about these variables are given in Appendix A. The spike in the distribution of monthly gross earnings is around zero (plot 1), but the distribution still has slightly more density to the left of zero meaning that the administrative records tend to be slightly higher than the survey records (median= -0.013). This asymmetry largely disappears when we condition on the time of the interview. The administrative records include annual earnings due to employment as of end-of-November while the survey is carried out throughout the year. Hence, although the sample is conditioned on the respondents having the same job, they may have received a wage increase in-between the two observations. When we only include observations from interviews in NovemberDecember (plot 4), the tendency of administrative records to be higher than survey records disappears (median difference = -0.003). Still, the variance is left almost unchanged (0.042 for all and 0.047 for November-December).
By splitting the sample into part-time workers (plot 6) and full-time workers (plot 5) and leaving out workers who work significantly more than full time, we obtain a sub-sample of workers who are expected to have a higher-than-average stable work-and earnings path and who may well be in a better position to report their earnings.
The bottom part of Figure 1 indicates that this is the case. Now, not only is the mean almost at zero (although we haven't conditioned on the month of the interview) but in addition, the variance is 0.019, i.e. a reduction of more than 50 percent.
Part-time workers, on the other hand, have a variance in the measurement error of 0.085, i.e. about twice the size of the variance on the overall sample. The density distribution has a large mass to the right, indicating that among part-time workers survey earnings are over-reported (median= 0.056).
Finally, we look at measurement errors in annual total income, reported in retrospect (plot 2). The density is skewed to the right, which again indicates that respondents have a tendency of over-reporting their retrospective income.
However, the median value at 0.025 is not alarming and the variance (=0.021) is actually smaller than for monthly earnings. For instance, it could simply be related to age or some other covariate. We explore this issue through simple OLS-regressions below.
Figure 1 Measurement errors in gross earnings
Formal tests of equal distribution and zero skewness and kurtosis (and joint test of normality) of the differences shown in Figure 1 and 2, all reject the null hypothesis of equal distributions as well as reject the null hypotheses of zero skewness and zero kurtosis. A test of the null hypothesis that the median of the differences is zero cannot reject the null hypothesis when the sample is restricted to interviews taking place in November-December.
A part of the measurement error is expected to be due to rounding errors since respondents are likely to report their monthly, and in particular annual, earnings in round numbers, while the administrative records report the exact numbers. We find that 96 percent of the respondents in the survey report their monthly earnings in multiples of DKK 100, while in the administrative records only 0.9 percent receives earnings of modus 100.
5 Earnings in multiples of DKK 1,000 or DKK 10,000 are naturally smaller, albeit still substantive (79 percent and 22 percent, respectively). Pischke (1995) makes a similar exercise and finds comparable results. Following Pischke, we round the administrative income to nearest DKK 100 (and DKK 1,000 and 10,000), but only find exact earnings match (measurement error=0) in 3-4 percent of the cases (when rounding to DKK 10,000) while Pischke, rounding to nearest USD 1,000, finds an exact match in about 20 percent of his single-firm sample.
An OLS-regression of errors cleaned for rounding errors on the true (total) error results in a parameter estimate slightly but significantly below 1 and an Rsquared value very close to 1. This means that although rounding is massive and statistically important, it does not account for a large proportion of the error, and other (systematic) components in the measurement error must exist.
Nevertheless, rounding is likely to have a much more severe impact on the distribution of wage changes since it will strongly increase the percentage of nominal wage rigidity. 6 Biscourp et al. (2004) investigate this issue and find that rounding has an essential influence on wage changes.
Previous studies have generally found that errors are non-classic. For instance, Bound and Krueger (1991) report a significant AR(1) component in the measurement error in panel data, i.e. they find that individuals tend to make the 13 same kind of error (under-or over-reporting) in consecutive surveys over time.
Column (6) in Table 2 ( Columns (2)- (4) of Table 2 , that plays a prominent role in regression analysis in the classical measurement error literature (Bound et al. 2001) , is stable over the business cycle -but stable at a very high level around 1.9 (column 5). This indicates that standard regression may result in severely biased parameter estimates. can only be considered as the reliability ratio if the administrative earnings records are without errors. Although they are likely to be of a very high quality, this need not be the case. We discuss this issue further in Section 3.3. We also note that when 3 percent of the observations with the most extreme difference in earnings between survey and administrative records are excluded from the sample, the reliability ratio, as defined here, decreases from a value around 2 to a value around 1.3 -in some cases even lower.
Apart from errors being correlated over time, previous studies generally also find mean-reversion in measurement errors. By mean-reversion we mean that individuals with true high earnings under-report their level of earnings and individuals with true low earnings over-report their level of earnings. This study is no exception. Column (6) in Table 2 shows a negative and significant correlation between measurement errors and true earnings. Another test of mean-reversion is to regress true earnings on the measurement error. The OLS parameter estimate from such a regression is reported in column (8) and the results show the same negative relationship between measurement errors and true earnings, and hence corroborate the findings in column (6).
Compared to previous studies, e.g. Pischke (1995) , the mean-reversion found here is strong and persistent over the business cycle.
The overall sample has been split into several sub-samples: full-time workers;
respondents who were interviewed in November-December (close to the administrative record update); above or below the median income; and respondents who have replied to the question about annual, retrospective, income. The general impression from comparing sub-samples with the overall sample is that there are very important differences between subgroups. Highincome earners have a much lower mean-reversion in reported earnings.
Similarly, the reliability ratio is closer to one for full-time workers and highincome earners than for the entire sample. The same is the case for annual, retrospective income. Hence, using this latter variable or limiting the sample to full-time workers will give regression results with less biased parameter estimates.
Analyses by the manufacturing and service sectors reveal that these sectors are very much alike and, as the basic facts shown for 1994-2001 are stable over the business cycle (not shown), there does not appear to be any difference in business cycle sensitivity between sectors. Pischke (1995) argues that, as the economy as a whole is less cyclical than the manufacturing sector which he analyzes, we should find measurement errors to be more volatile over the business cycle in the manufacturing sector than in the service sector. We find, in line with Bound and Krueger (1991) , that the measurement error is roughly constant over the business cycle; in the economy at large as well as in both the manufacturing and service sectors. Next, by using simple OLS-regressions of observables on measurement errors in monthly earnings using cross-section data, we investigate whether any observable variables can explain measurement errors in monthly earnings. The dependent variable is the absolute error (or absolute deviance from the administrative records) in percent. To the extent that females have a higher propensity to be part-time workers, we should expect to find more misreporting among females (if not controlling for hours). However, OLS regressions reveal that females make significantly fewer errors than men, see Table 3 . This finding confirms results reported by Bound and Krueger (1991) and Bollinger (1998) . Epland and Kirkeberg (2002) find the opposite result for Norway, i.e. that females mis-report more than men.
Low-income earners (the two lowest quartiles) are found to misreport significantly more than high-income earners. This may to some extent mirror the finding by Nordberg et al. (2001) that low-educated individuals make more errors than highly educated; although parameter values for the education indicator variables are generally insignificant in this study.
The OLS-regressions confirm the impression from Figure 2 that individuals who attrite from the panel, i.e. individuals who are observed in a cross section or in a few waves only, report earnings with a larger error than individuals who appear more often or who do not attrite at all, even when we control for age and other covariates. This may have important implications for analyses using unbalanced panels. While most analyses based on panel data allow for an unbalanced panel, to the best of our knowledge they never control for asymmetric differences in measurement error with a systematically larger error among individuals who are only present in some years of the panel.
Estimation of the Conditional Means Function
In this section, we take the analysis a step further by estimating the relationship between the survey earnings and administrative records of earnings in a nonparametric fashion.
The nonparametric approach is well suited to problems where the data set is large and where focus is on the true relationship between the two sources of earnings since this method is able to capture non-linearities that would go undetected in an OLS-regression or some other linear parametric regression method.
The nonparametric kernel regressions presented in Figure 3 are based on the Nadyadara-Watson estimator (see Bollinger, 1998 , for further details). The 
Discussion of Quality of Administrative Earnings Data
So far we have treated the administrative earnings and income records as errorfree validation data. Although we have made every effort to optimize the quality of this information, it will inevitably also be contaminated with its own errors.
The register data are considered to have a high quality because they originate from an administrative database, which is updated and revised on a continuous basis by various administrative agencies.
However, the administrative earnings data rely on employers' reports to tax authorities and this information may potentially be underreported. The tax registration system is organized so that an employer only deducts labor costs if he/she declares the tax. Although this does not prevent tax fraud altogether, it does provide a clear economic incentive for the employer to declare all wage costs. Furthermore, the measurement errors are virtually symmetric around zero and the analysis so far does not indicate any systematic bias. Hence, underreporting in the validation data appears not to be a (serious) problem.
The match between Danish administrative records and survey data on earnings found here appears much better than the corresponding 1996 cross-section match for Finland, cf. Nordberg et al. (2001) , who find that net wages from survey data tend to be systematically lower than administrative records. In a Norwegian study, Epland and Kirkeberg (2002) Why do we find a much better match in income and earnings? An important difference is that we limit our sample to employees only, i.e. excluding selfemployed, students, retirees and others out of the labor force. Self-employed, for instance, have much more complex accounts. Furthermore, we limit the sample 21 to 18-67-year-olds while other studies have a slightly broader age group, e.g.
including 16-17-year-olds.
Measurement Errors in Categorical Variables
Next we turn to measurement errors in categorical variables, which are usually termed classification errors. With a long list of covariates available, we are able to compare a large number of categorical variables. However, we limit our analysis to some of the most important covariates that are found in a large number of econometric studies: education, industry and firm size.
We are not concerned with whether or not the classification error is classic or not since, by definition, it cannot be classic (Aigner, 1973) . Categorical variables are bounded from below and above, which inevitably makes any classification error vary with the true level of the categorical variable, i.e. there will be meanreversion in these variables if measured with error.
As was the case for the validation earnings data, we have made every possible effort to ensure correctness in the validation data. Nevertheless, errors in administrative records may exist and we discuss these potential errors for each variable in turn.
Sector and Industry
Classification errors into type of sector or industry are fairly low (see Table 4 for classification into primary, secondary and tertiary sectors and Appendix C for a more detailed classification with 15 industries). The more aggregated the group the lower classification error. The percent of correct classifications is given (in bold) along the diagonal. Among respondents in the tertiary (service) sector, less than 5 percent make a classification error, and since employment in this sector accounts for more than 70 percent of all workers in the sample, it means that, confining the analysis to the 3-sector classification, 94 percent of the respondents make a correct classification. Note: Absolute numbers and column percentages.
The more detailed grouping (Appendix C) shows more discrepancy and the percentage of correct reports drops to 68 percent. One of the major industries, health and social work, with about 2,700 observations in the administrative records, only has about 46 percent correct classifications. An almost equally large proportion (44 percent) of respondents working in the health and social work sector classify themselves as 'public administration employees'. While this type of mistake is understandable, it may have a very large impact on analyses based on survey records compared to administrative records.
Still, the magnitude of the classification errors in sector/industry is moderate when compared to existing studies. Mellow and Sider (1983) report correct classification in about 84-92 percent of their observations and other studies are in the same range, cf. Bound et al. (2001) .
Some of the errors may be due to failure in coding the survey responses.
Furthermore, it is conceivable that firms change their primary industry over time and that the administrative records are adjusted only partly and slowly. Hence, it may be the case that the survey data are more accurate than the administrative data because the latter source under-estimates the occurrence of firms changing industrial classification over time. On the other hand, mis-reporting may also exaggerate the occurrence of changes in industry when estimates of such changes are based on comparing reports of industry obtained at two different points in time.
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Firm Size
The validity of firm (plant) size categorization is not impressive, cf. Table 5 .
While 70-80 percent of the respondents in very large or very small firms categorize the size of their company correctly, the shares are much lower for intermediate firm sizes. This difference is expected as it reflects mean-reversion.
But the relatively low level of correct categorization appears somewhat surprising. Overall, a correct match is found in about 70 percent of the observations. Some consolation is found in the fact that most classification errors are made to the immediately adjacent category.
Existing studies on validation of reports of establishment and firm size are sparse. Brown and Medoff (1996) report the correlation between employee and employer records on firm size to be 0.86. In comparison, we find a correlation in firm size between survey and administrative records of 0.76.
How exact do the administrative records capture firm size? Since the records include a personal identification number for every individual aged 16-74, we are able to sum across these numbers and hence, in principle, obtain highly accurate information on firm size. However, the administrative records only provide a snapshot of employees at the end of November. As most of the errors are to the immediately adjacent category, it is difficult to ascertain the exact amount of misreporting but it is likely to be lower than the 30 percent we find here. Another reason for this is that some workers captured in the administrative records may work very few hours and/or be loosely connected to the firm. However, if this was generally the case, we should expect to find a relatively larger share in the lower triangul of Table 5 but the reverse is actually the case (18 percent of respondents are in the upper diagonal and 12 percent in the lower diagonal).
Lastly, although it was made clear to the enumerators that they should inquire about plant size and not overall firm size (in case of several plants within the same firm), this is still a potential source of error. The fact that 18 percent are found in the upper diagonal (vs. 12 percent in the lower diagonal) suggests that this potential confusion is real and present in the data.
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Education
The categorization of education changed code in 1997 and we therefore limit this part of the analysis to the 1998-2001 period, in order to make a good match between completed education in the two data sources. Furthermore, the survey data include highest education attended, while the validation data have information on on-going education as well as completed education. By restricting the sample to individuals who in the start year of the register data, 1984, were 18 years or younger, we can follow their on-going education and in this manner construct highest education attended. These restrictions limit the sample to 2,053 observations on highest education attended.
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The extent of classification errors in educational attainment appears pronounced, cf. It seems likely to conjecture that some respondents interpret this question as referring to highest education completed, not attended. When we make the best possible match between the survey data on education attended and the administrative records on attended or completed -whichever fits best for each individual in question -the overall fit increases from 71 percent to 82 percent, cf. 
Survey
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The large discrepancies between the two sources with respect to vocational training may to some extent be classification differences, not errors, see Appendix A for details. A key problem is that some training courses (vocational, theoretical or mixed) may have a relatively short duration and do not increase the level of formal education as measured by the rather crude classification system applied in the survey. At the same time, some (vocational) training courses may raise the formal education level from "vocational" to "further education" and the limit here is not clearly defined. 10 This may also explain why the percentage of respondents with "long further education" is lower in the diagonal in Table 7 compared to Table 6 .
Correlations in Measurement Errors between Different Variables
From the point of view of an applied econometrician, it is of interest to investigate whether reporting errors tend to be highly correlated between variables, i.e. does misreporting on, say, earnings imply an increased risk that the same respondent will make classification errors in other variables?
The answer is not clear. Naturally, errors in sector and industry are, by definition, closely related and have a relatively high correlation of around 0.4.
Some of the other correlations are also significantly different from zero but most are completely insignificant and very small -a few correlations are even negative, see Table 8 . A measurement error in earnings of 5 percent or more is here classified as an error. Altering the definition to a 10 percent error in earnings has only a negligible impact on the result. Note: Based on 2,587 observations. P-values in parentheses.
We also included an indicator variable for errors in educational attainment in the OLS-regression analysis of measurement errors in earnings reported in Table   3 . The results (not shown) reveal that misclassified education does not significantly affect the likeliness of measurement errors in earnings.
Looking at the number of errors per respondent within the same cross section (see Table 9 ) shows that most individuals make one or two errors but only about 6 percent misreport more than three times out of the five possible. The overall picture is that errors do not seem to be prolific within individual cross-section responses. The immediate implication of this finding is that fixed effects estimates are not a relevant tool for mitigating problems with classification errors.
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Conclusion
This paper investigates the extent of measurement and classification errors in a large sample of matched ECHP survey data and administrative records. We show that despite a careful and well-organized survey set-up carried out by a highly professional agency, the measurement errors in earnings found here are generally more substantive than found in previous studies. Furthermore, classification errors with respect to firm size, industry and education group are of about the same magnitude as previously found in the literature.
The main reason why we find more pronounced errors probably is that many of the important contributions to the literature on measurement errors (e.g. Duncan and Hill, 1985 , Duncan and Mathiowetz, 1985 , Bound et al., 1994 are based on analyses of one single firm. Incidentally, the employees in this firm have a relatively high level of education and long tenure. The authors also mention that the measurement errors from a large scale validation studies are likely to be larger. Our analysis confirms this point. On a more positive note, the median absolute error in earnings is not significantly different from zero when the sample is limited to the November-December interviews.
The finding that respondents who attrite from the sample report significantly worse than respondents who are present throughout all panel waves is important and rather disturbing. An immediate consequence of this finding is that it is not enough simply to allow for unbalanced samples in panel data analyses; differences in estimates based on cross-section data and panel data, respectively, may be due to differences in response errors. Hence, with this type of measurement error heteroskedasticity is not the only problem we encounter in models based on panel data hampered with attrition.
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A key conclusion that emerges from this paper is that the possibility of nonclassical measurement errors should be taken much more seriously by those who analyze survey data. Implicitly working under the assumption of classical measurement errors is not likely to have much basis in reality, and in order to base ones econometric analysis on firm ground it is advisable to be explicit about the error structure in the data.
Although we believe the validation data applied in this study have a high quality, they are not without errors, and this is something that has been discussed throughout this paper. There are, of course, also limits to how much the results found here can be generalized to apply to other contexts, other countries or other error-ridden data sets. Nevertheless, the mere magnitude of the sample and the fact that it represents all sectors in the economy makes this study a relevant contribution to the literature. We urge further validation studies in order to establish cross-country and/or cross-sample patterns of measurement error problems. 
