Let g be a root-reductive Lie algebra over an algebraically closed field K of characteristic 0 with a splitting Borel subalgebra b containing a splitting maximal toral subalgebra h. We study the categoryŌ consisting of all h-weight g-modules which are locally b-finite and have finitedimensional h-weight spaces. The focus is on very special Borel subalgebras called the Dynkin Borel subalgebras. This paper serves as an initial passage to the understanding of categories O for infinite-dimensional root-reductive Lie algebras.
Introduction
The purpose of this paper is to introduce an analogue of the Bernstein-Gel'fand-Gel'fand category O for a class of infinite-dimensional Lie algebras over an algebraically closed field K of characteristic 0: the root-reductive Lie algebras. These Lie algebras arise as direct limits of reductive Lie algebras with certain restrictions. Examples of such Lie algebras are the classical finitary Lie algebras gl ∞ (K), Ŋl ∞ (K), Ŋo ∞ (K), and Ŋp ∞ (K), which are well understood (see [1] and [18] ).
Extensive studies of analogues of categories O have also been undertaken for affine Kac-Moody Lie algebras (see [10] and [20] ). In a parallel fashion to the finite-dimensional theory, an affine Kac-Moody Lie algebraĝ has a Borel subalgebrab containing a Cartan subalgebraĥ. It is natural to define the category O for the Lie algebraĝ by requiring thatĥ act semisimply andb act locally finitely on each module in O.
Similarly to the affine Kac-Moody case, splitting maximal toral subalgebras and splitting Borel subalgebras play essential roles in our approach. Both maximal toral subalgebras and Borel subalgebras of root-reductive Lie algebras have been studied in [5] , [6] , [7] , and [17] . Furthermore, [7] proves that, for every root-reductive Lie algebra g, the derived ideal [g, g] is a direct sum of the finite-dimensional simple Lie algebras and the simple finitary Lie algebras Ŋl ∞ , Ŋo ∞ , Ŋp ∞ , each occuring with at most countable multiplicity.
To define a category O for a root-reductive Lie algebra g, we further need to understand the structure of Borel subalgebras of g. Borel subalgebras for the simple finitary Lie algebras Ŋl ∞ , Ŋo ∞ , and Ŋp ∞ and for root-reductive Lie algebras are very well understood (see [6] and [8] ). For a given Borel subalgebra b of g containing a splitting maximal toral subalgebra h, we define an extended category O, denoted byŌ, for g with respect to b by demanding that the objects in the category be h-semisimple with locally finite b-action and with finite-dimensional h-weight spaces.
While the categoryŌ has its own merits for an arbitrary splitting Borel subalgebra b, a special class of Borel subalgebras, known as the Dynkin Borel subalgebras, eases the study of the categorȳ O. The categoryŌ with respect to a Dynkin Borel subalgebra b has many additional desirable properties. For example, it contains all Verma modules, every object inŌ has an analogue of composition series, and the Kazhdan-Lusztig theory generalizes to the categoryŌ. This paper consists of four sections. The first section introduces the root-reductive Lie algebras, important subalgebras such as splitting maximal toral subalgebras and splitting Borel subalgebras, the simple finitary Lie algebras, and Verma modules. The second section defines the extended category O with respect to a Dynkin Borel subalgebra of a root-reductive Lie algebra and studies the general properties of objects in this category. The third section explores the block structure ofŌ as well as the related Kazhdan-Lusztig theory. The final section deals with the obstruction withinŌ-the lack of injective objects. This fourth section follows the idea of [19] to establish a version of BGG reciprocity of the truncated subcategories ofŌ.
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Preliminaries
The base field is K, which is assumed to be algebraically closed and of characteristic 0. All Lie algebras and vector spaces are defined over K. For a vector space V , V * denotes its algebraic dual space Hom K (V, K).
Root-Reductive Lie Algebras
A Lie algebra g is said to be locally finite if every finite subset of g generates a finite-dimensional subalgebra of g. A locally finite Lie algebra g is locally solvable if every finite-dimensional subalgebra of g is solvable. Similarly, a locally finite Lie algebra g is locally nilpotent if every finite-dimensional subalgebra of g is nilpotent.
Definition 1.1 An inclusion of finite-dimensional reductive Lie algebras l ֒→ m is a root inclusion if, for some Cartan subalgebra c of m, the subalgebra l ∩ c is a Cartan subalgebra of l and each (l ∩ c)-root space of l is a root space of m.
A root-reductive Lie algebra g is a locally finite Lie algebra g = n∈Z >0
g n , where (g n ) n∈Z >0 is a nested system of finite-dimensional reductive subalgebras, with the property that there exist nested subalgebras k 1 ⊆ k 2 ⊆ . . ., where k n ⊆ g n is a Cartan subalgebra of g n , such that each inclusion g n ֒→ g n+1 is a root inclusion with respect to the Cartan subalgebra k n+1 of g n+1 . Definition 1.2 Let g be a root-reductive Lie algebra. A subalgebra h of g is said to be a splitting maximal toral subalgebra if there exists a directed system (g n ) n∈Z >0 of finite-dimensional reductive subalgebras of g for which lim −→ n g n = g, h ∩ g n is a maximal toral subalgebra of g n for each n ∈ Z >0 , and g has the h-root space decomposition g = α∈h * g α = h ⊕ α∈∆ g α , where g α is the eigenspace
x for all h ∈ h for every α ∈ h * , and ∆ is the set of roots, i.e., the nonzero linear functionals α ∈ h * for which g α = 0. For α ∈ ∆, g α is known as the root space associated to α. Note that g α is always a one-dimensional vector space. Definition 1.3 Let g be a root-reductive Lie algebra. A subalgebra b of g is said to be a splitting Borel subalgebra if b is a maximal locally solvable subalgebra of g containing a splitting maximal toral subalgebra of g.
In [5] , [6] , [7] and [8] , root-reductive Lie algebras are studied. In the case of root-reductive Lie algebra, a (splitting) Borel subalgebra b containing a splitting maximal toral subalgebra h arises from a choice of a set of b-positive roots ∆ + ⊆ ∆ subject to the requirements that both subsets ∆ U(g) = U n − · U (h) · U n + . Let the root lattice Λ be the Z-span in h * of ∆, and Λ + be the Z ≥0 -span in h * of ∆ + . We equip h * with a partial order given as follows: λ µ iff µ − λ ∈ Λ + for all λ, µ ∈ h * . We also write Λ − := −Λ + for the Z ≥0 -span of ∆ − .
Definition 1.4 An element α ∈ ∆
+ is said to be a simple b-positive root, or a simple root with respect to b, if it cannot be decomposed as a (finite) sum of two or more b-positive roots. We usually use the symbol Σ + or Σ for the set of simple b-positive roots. Similarly, we say that α ∈ ∆ − is a simple negative root with respect to b if −α is a simple positive root.
From now on, g is a root-reductive Lie algebra with a splitting Borel subalgebra b containing a splitting maximal toral subalgebra h. We assume that g is the union n∈Z >0 g n of nested finitedimensional reductive subalgebras g n for which h n := h ∩ g n is a maximal toral subalgebra of g n , b n = b + n := b ∩ g n is a Borel subalgebra of g n , and n n = n
n is a nilpotent subalgebra of g n . We also write b
In the case where g is locally semisimple, we also assume that each g n is semisimple.
For each n ∈ Z >0 , W n denotes the Weyl group of g n . Since the embedding g n ֒→ g n+1 is a root inclusion, this induces an embedding W n ֒→ W n+1 . The Weyl group W of g is simply the direct limit lim −→ n W n .
Dynkin Borel Subalgebras
In this subsection, g need not be finite-dimensional. Furthermore, let ρ n denote the half sum of positive roots of g n with respect to b n (sometimes, the linear functionals ρ n are called the local half sum of positive roots). Definition 1.5 We say that b is a Dynkin Borel subalgebra of g if it is generated by h and the simple root spaces. Definition 1.6 A b-positive root α is of finite length (with respect to b) if there are only finitely many ways to express it as a sum of positive roots; otherwise, α is of infinite length (with respect to b). A b-negative root α is said to be of finite length (with respect to b) if the positive root −α is of finite length; otherwise, α is of infinite length (with respect to b).
It is an easy exercise to prove that b is Dynkin if and only if every root is of finite length (with respect to b). In other words, a Dynkin Borel subalgebra b is the direct sum of h and the root spaces corresponding to roots of finite length.
The following proposition and its corollary are essential in this paper. The proofs are straightforward, and therefore omitted. Proposition 1.7 Let b be a Dynkin borel subalgebra of g. Then, ρ n+1 | hn = ρ n for every positive integer n. Corollary 1.8 There exists ρ ∈ h * such that ρ| hn = ρ n for every n ∈ Z >0 if and only if b is a Dynkin Borel subalgebra. That is, a global half sum of b-positive roots ρ is well defined. Furthermore, if g is locally semisimple (i.e., each g n is semisimple) and b is Dynkin, then ρ is unique.
From the corollary above, Dynkin Borel subalgebras play a distinguished role because the existence of the global half sum of positive roots ρ allows us to define the dot action of the Weyl group W of g by setting w · λ def == w(λ + ρ) − ρ for all w ∈ W and λ ∈ h * .
The Lie Algebras
Ŋl ∞ , Ŋo ∞ , and Ŋp ∞
The Lie algebras Ŋl ∞ , Ŋo ∞ , and Ŋp ∞ are, respectively, the direct limits of the finite-dimensional Lie algebras Ŋl n , Ŋo n , and Ŋp 2n with respect to root inclusions that increase the rank by 1 (due to [8] , the Lie algebras do not depend on the choice of root inclusions). That is,
Ŋo 2n , and Ŋp ∞ = lim −→ n Ŋp 2n . The remaining part of this subsection is based on [6] and [7] .
Up to automorphism of Ŋl ∞ , the Lie algebra Ŋl ∞ has a unique splitting maximal toral subalgebra 
while the Borel subalgebra b 2A is the Dynkin diagram A
For Ŋo ∞ , there are,up to automorphism of Ŋo ∞ , two splitting maximal toral subalgebras h B and h D . The splitting maximal toral subalgebra h B corresponds to the direct limit Ŋo ∞ = lim 
Up to automorphism of Ŋo ∞ , there is also one Dynkin Borel subalgebra b D containing h D . It has the following Dynkin diagram D ∞ :
.
For Ŋp ∞ , there is only one splitting maximal toral subalgebra h C (up to automorphism of Ŋp ∞ ), and there is one (up to automorphism of Ŋp ∞ ) Dynkin Borel subalgebra b C containing h C . This Borel subalgebra has the following Dynkin diagram C ∞ :
(5)
Verma Modules
From now on, we assume that b is a Dynkin Borel subalgebra of a root-reductive Lie algebra g containing a splitting maximal toral subalgebra h. Terms such as weight modules, cyclic modules and highest-weight modules (with respect to b) are defined in the trivial manner. Definition 1.9 For every λ ∈ h * , we define the Verma module over g of highest weight λ to be the
, where I is the left U(g)-ideal generated by n and h− λ(h), for all h ∈ h. If there is no confusion, we shall write M(λ) for M(λ; g, b, h).
Note that M(λ) is isomorphic to U n − as a left U n − -module. In addition, [17] shows that M(λ; g, b, h) has a unique maximal proper U(g)-submodule N , which is the sum of all proper sub-
Theorem 1.10 For each λ ∈ h * , the Verma module M(λ) has at most one simple submodule, and if this submodule exists, it is also a Verma module.
Proof Let M := M(λ). First, observe that every submodule of M has a singular vector with respect to b. Suppose that N 1 and N 2 are U(g)-submodules of M with singular vectors v 1 = 0 and v 2 = 0, respectively. Note that M is isomorphic to U n − as an U n − -module. We can identify M with U n − , making v 1 and v 2 elements of U n − . Ergo, N 1 and N 2 are left U n − -ideals U n − · v 1 and U n − · v 2 , respectively. Because the subalgebra n − is locally finite, there exists a finite-dimensional subalgebra n − of n − that contains the elements of n − involved in the PBW polynomial expressions for v 1 and v 2 . Consequently, the universal enveloping algebra U n − is a noetherian ring. From [13, Lemma 4 .1], we conclude that U n − · v 1 must intersect U n − · v 2 nontrivially. Thence, N 1 and N 2 intersect nontrivially as well. We then conclude that N 1 = N 2 . In other words, M has at most one simple submodule, and due to the fact that n − acts freely on M , this submodule (if exists) is a Verma module.
The theorem below gives a generalized version to the finite-dimensional case (see [13] ). Theorem 1.13 offers an infinite-dimensional version of Verma's Theorem, which gives a condition under which there exists an embedding of a Verma module into another Verma module.
Furthermore, all nonzero elements of Hom U(g) M(λ), M(µ) are embeddings. If a nonzero homomorphism exists, then λ µ.
Proof Suppose that φ 1 , φ 2 : M(λ) → M(µ) are nonzero g-module homomorphisms, where λ, µ ∈ h * . We shall prove that φ 2 = κ φ 1 for some κ ∈ K. Let v λ = 0 and v µ = 0 be highest-weight vectors of M(λ) and M(µ), respectively. Write w i := φ i (v λ ) for i ∈ {1, 2}. We identify M(µ) as a U n − -module which is isomorphic to U n − itself. Ergo, w 1 and w 2 are now elements of U n − . By the local finiteness of g, there exists a finite-dimensional subalgebra g with a Borel subalgebra b := b ∩ g that contains a maximal toral subalgebra h := h ∩ g. Then, M := U g · v µ is a Verma module over g. Now, U g · w 1 and U g · w 2 are isomorphic Verma modules over g, both of which are embedded intoM . Since, in the finite-dimensional case, the homomorphism space between two Verma modules is either trivial or one-dimensional. Therefore, we must have U g · w 1 = U g · w 2 . Consequently, w 2 = κ w 1 for some nonzero κ ∈ K. This means φ 2 = κ φ 1 . Hence, Hom U(g) M(λ), M(µ) is of dimension 0 or 1 over K.
To show that any nonzero homomorphism in Hom U(g) M(λ), M(µ) must be an embedding, let φ be such a map. Via the identification of M(λ) and M(µ) with U n − as left U n − modules, we can easily see that φ is the multiplication map x → u · x for some u ∈ U n − and for all x ∈ U n − . Because U n − lacks zero divisors, φ must be injective.
The global half sum of positive roots is denoted by ρ.
(a) We say that λ is integral if λ (h α ) ∈ Z for every α ∈ ∆.
(c) We say that λ is almost antidominant if (λ + ρ) (h α ) ∈ Z >0 for only finitely many α ∈ ∆ + . Theorem 1.13 (Verma's Theorem) For λ ∈ h * and for a given a positive root α such that
Proof For n ∈ Z >0 , write b n and h n for b ∩ g n and h ∩ g n , respectively. Let λ n be the restriction of λ onto h n . Denote by M the Verma module M(λ; g, b, h), while M n is the Verma module M (λ n ; g n , b n , h n ). If u is a highest-weight vector of M , then by identifying a highest-weight vector of M n with u, we have M 1 ⊆ M 2 ⊆ M 3 ⊆ . . .. Clearly, as a set, M is the direct limit of (M n ) n∈Z >0 under inclusion maps. The root space g −β is finite dimensional for every β ∈ Ψ := γ ∈ ∆ + | | | γ λ − s α · λ . The set Ψ is clearly finite. Therefore, for sufficiently large values of n, say n ≥ m for some m ∈ Z >0 , we have g −β ⊆ g n for all β ∈ Ψ, which further implies that α| hn is a positive root of g n , and s α ∈ W n . Thus, for such n ∈ Z >0 , the Verma module M (s α · λ n ; g n , b n , h n ) is isomorphic to a unique g n -submodule N n of M n , where we have applied the finite-dimensional version of Verma's Theorem. Now, observe that, for n ≥ m, s α · λ n ∈ h * n is identical to the restriction of s α · λ n+1 ∈ h * n+1 onto h n . Furthermore, the weight space associated to the weight s α · λ n of M n (where the dot action is done in h * n ) is precisely M sα·λ . This means that the highest-weight spaces of N n and of N n+1 , which correspond to the weights s α · λ n and s α · λ n+1 , respectively, are identical for n ≥ m. That is, N n ⊆ N n+1 for every integer n ≥ m. The direct limit N := lim
It turns out that the BGG Theorem for the finite-dimensional case have infinite-dimensional analogues. The generalizations below shall be called the BGG Theorem as well. Theorem 1.14 (BGG Theorem) For λ, µ ∈ h * , there exists a nontrivial g-module homomorphism from M(λ) to M(µ) if and only if λ is strongly linked to µ, namely, there exist positive roots α 1 , α 2 , . . . , α l with l being a nonnegative integer such that
That is, for µ ∈ h * , all Verma submodules of M(µ) is of the form M(w · µ), where w is an element of the Weyl group.
Proof The converse is clear, so we prove the direct implication. Suppose that M(λ) is a submodule N of M := M(µ). Let u and v be highest-weight vectors of M and N , respectively. For each
For n ≥ m, write N n for U (g n ) · v. Then, N n is a Verma submodule of M n (over g n ). The finite-dimensional BGG Theorem guarantees that λ n := λ| hn is strongly linked to µ n := µ| hn . The positive roots α j n , j = 1, 2, . . . , l n , involved in the n-th linkage
between λ n and µ n must belong to the set α ∈ ∆ + | | | α µ − λ , which is a finite set.
If µ − λ = α∈Σ t α α and t α ∈ Z ≥0 for each α ∈ Σ, then the lenth l n of the n-th linkage is at most α∈Σ t α < ∞. Using the Pigeonhole Principle, it follows that there are infinitely many n ≥ m with the same linkage pattern, say
. . , α l are positive roots. Hence, Equation (6) holds, and the proof is complete.
is simple if and only if λ is antidominant.
Proof Let ρ be a global half sum of positive roots. For each root α, s α is the reflection with respect to α and h α is as defined in Definition 1.12.
(⇒) Suppose that λ ∈ h * is not an antidominant weight. Then, there exists a positive root α such that (λ + ρ) (h α ) ∈ Z >0 . This means s α · λ ň λ and 0 M (s α · λ) M(λ), where we have applied Verma's Theorem (1.13); as a result, M(λ) is not simple.
(⇐) Suppose that M(λ) is not simple. Then, it has a proper nonzero submodule, which must have a highest-weight vector whose weight is µ ∈ h * . Then, M(µ) is a proper Verma submodule of M(λ), so µ ň λ. Using the BGG Theorem (1.14), there are positive roots α 1 , α 2 , . . ., α l with (c) There exists an antidominant weight ξ such that ξ is strongly linked to λ.
(d) The weight λ is almost antidominant.
Proof For simplicity, we shall denote M for M(λ).
Conversely, let L be a simple submodule of M . Then, L is a Verma module of highest weight µ ∈ h * with µ λ. Note that every nonzero submodule of M must include L. Any
We look at the set S i of all possible highest-weight spaces of M i , for i = 1, 2, . . . , l. Clearly, for every i = 1, 2, . . . , l, µ ξ, where ξ is the weight of a highest-weight space in S i . There are only finitely many weights ξ for which µ ξ λ, and the weight space with weight ξ is finite dimensional for each ξ ∈ h * . If m is the sum of the dimensions of all the weight spaces with weight ξ ∈ h * such that µ ξ λ, then we have that l ≤ m. Hence, M is of finite length.
(b)⇔(c) We can easily apply Verma's Theorem (Theorem 1.13), the BGG Theorem (Theorem 1.14), and Theorem 1.15 to verify that (b) and (c) are equivalent.
Then, L is a Verma module with the highest weight µ λ, for some µ ∈ h * . By the BGG Theorem (Theorem 1.14), w · λ = µ for some w ∈ W . Since µ is antidominant (by Theorem 1.15), this means λ is almost antidominant.
(d)⇐(c) Suppose that λ is almost antidominant. For each µ ∈ h * , let Ω(µ) denotes the set of positive roots α such that h α (λ + ρ) is a positive integer. We say that α ∈ Ω(µ) is minimal if α cannot be written as a sum of at least two elements of Ω(µ). Let ω(µ) be the cardinality of Ω(µ).
By the assumption, ω(λ) < ∞. We shall prove by induction on ω(λ). Pick a minimal α ∈ Ω(λ). Then, we have s α · λ λ and ω(s α · λ) < ω(λ). By the induction hypothesis, there exists an antidominant weight ξ such that ξ is strongly linked to s α · λ. That is, there are positive roots α 2 , α 3 , . . . , α l such that
. . s α 1 · λ λ, and our proof is now complete.
The Extended Categories O
In this section, g is a root-reductive algebra. The subalgebra b is a Dynkin Borel subalgebra of g containing a splitting maximal toral subalgebra h.
The Definition
Definition 2.1 The extended category O, denoted byŌ g b , is the full subcategory of the category of g-modules satisfying the following two conditions:
When this cannot cause confusion, we shall writeŌ forŌ g b . We can define the duality functor of the categoryŌ in the same manner as the standard duality of the category O. More precisely, we have the following definition.
Chevalley basis (see [11] and [13] ) of g, then the transpose map τ : g → g is the linear map given by τ (h) := h for all h ∈ h, and τ (x ±α ) := x ∓α for all positive roots α. Note that τ (x), τ (y) = −τ [x, y] for all x, y ∈ g. We have the following proposition, which can be proven in the same way as in the finite-dimensional setting.
Proposition 2.3 For every object M ∈Ō, M
∨ is a g-module with respect to the twisted g-action
Finally, we consider the categories O andŌ for a finite-dimensional reductive Lie algebra g. WithŌ and O being highest-weight categories, we automatically have BGG reciprocity (which is a special case of Brauer-Humphreys reciprocity [4, Theorem 3.11]):
where V(µ) is the dual Verma module M(µ) ∨ , I(λ) is the injective hull of the simple object L(λ),
and P(λ) = I(λ) ∨ is the projective cover of L(λ). However, as we shall later prove, the categorȳ
is not a highest-weight category if g is infinite dimensional.
Direct Sum Decompositions
Let g be a root-reductive Lie algebra. The objective of this section is to verify that every object inŌ has a decomposition into a direct sum of indecomposable objects. Furthermore, this decomposition is unique up to isomorphism. That is, if an object M ∈Ō can be written as Theorem 2.5 Every M ∈Ō is a direct sum of indecomposable objects.
Proof For an object M ∈Ō, we say that ξ ∈ h * is a decomposable weight of M if there exist
Otherwise, ξ is an indecomposable weight. (Note that, by abuse of language, an indecomposable weight of a g-module X need not be a weight of X. In other words, if X ξ = 0, then ξ is an indecomposable weight of X, despite not actually being a weight of X.)
For a semisimple h-module X, the support supp(X) of X is the set of the h-weights of X. For a subset S ⊆ h * , we say that S is an indecomposable weight set of M if every weight in S is an indecomposable weight of M and if M cannot be written as a direct sum M = N ⊕ L such that supp(N ) ∩ S and supp(L) ∩ S are both nonempty.
Assume that M ∈Ō is nonzero. From Proposition 2.4 above, we may assume that M is countable dimensional. Hence, supp(M ) = {µ 1 , µ 2 , µ 3 , . . .} for some weights µ 1 , µ 2 , µ 3 , . . . ∈ h * . We shall prove by (countable) transfinite induction that, for each i = 1, 2, 3, . . ., there exists an index set J i such that M has a direct sum decomposition M = j∈J i D i (j) such that the set
We further require that the decomposition above (with respect to the weight µ i ) be compatible with the decomposition with respect to every weight µ i ′ ∈ Q i in the sense that, for any j ∈ J i , there exists (uniquely)
We proceed further by decomposing D ′ 1 (1) as a direct sum of submodules. As dim K (M µ 1 ) < ∞, the process will lead after finitely many steps
, and we set J 1 := {1, 2, . . . , n}.
Suppose that the induction hypothesis holds for µ 1 , µ 2 , . . . , µ i−1 . That is, we have a direct
We proceed to decompose D i−1 (j) with respect to the weight µ i instead of µ 1 in the same manner as the base case. That is,
Note that, for a given submodule D 
where
is a direct sum decomposition of M with respect to weight µ i and with the required properties.
To complete the proof, we define the partially ordered set P to be the set of all pairs i, D i (j) where µ ∈ supp(M ) and j ∈ J µ , equipped with the partial order defined by
We write M for the set of maximal chains in P. Using the finite-dimensionality assumption on the weight spaces of M , we conclude that
for every maximal chain C in P. For each i = 1, 2, 3, . . ., the set Q i is an indecomposable weight set of each
(Note that a direct summand D(C ) may be the zero module for some C ∈ M , but this does not affect the proof or the statement of this theorem.) Proposition 2.6 Let M ∈Ō be indecomposable. Then, every ϕ ∈ EndŌ(M ) is either an automorphism or is locally nilpotent (namely, for every v ∈ M , there exists k ∈ Z ≥0 such that ϕ k (v) = 0).
. ., the submodules im ψ k λ , where k = 0, 1, 2, . . ., must stabilize. Assume that, for some j ∈ Z ≥0 , we have
That is, the kernels must also stabilize at the same index:
This shows that K λ and I λ are equal to K λ j and I λ j for some j ∈ Z ≥0 , depending on λ. Therefore, the sum (K+L)
As M is an indecomposable object, we have either K = 0 or I = 0. In the former case, we conclude that ϕ is an isomorphism, and in the latter case, we see that ϕ is locally nilpotent. Proposition 2.7 For every indecomposable object M ∈Ō, the endomorphism ring EndŌ (M ) is a local ring.
Proof Let J ⊆ R := EndŌ(M ) be the set of all locally nilpotent endomorphisms of M . By the previous proposition, J is the set of all non-invertible elements of R. We must prove that J is an ideal of R.
First, if ϕ ∈ J and ψ ∈ R, then ϕ • ψ cannot be an epimorphism because ϕ is not surjective on any weight space of M , and ψ • ϕ is not a monomorphism because ϕ is not injective on any weight space of M . That is, ϕ • ψ and ψ • ϕ are both in J. Now, we assume that ϕ, ψ ∈ J. We must show that ϕ + ψ belongs to J too. Suppose on the contrary that ϕ + ψ / ∈ J. Then, ϕ + ψ is invertible. Hence, ϕ + ψ = φ for some automorphism
k + l r α r • β k+l−r must vanish on M λ as well. Ergo, the endomorphism α + β cannot equal id M , which is a contradiction.
From the proposition above, the Krull-Schmidt-Remak-Azumaya Theorem (see [9] ) immediately implies the following corollary.
Corollary 2.8 Every object inŌ admits a unique, up to isomorphism, decomposition into a direct sum of indecomposable objects.
Generalized Composition Series
In this subsection, we shall prove that every module inŌ has an analogue of composition series. Following the proof by V. Kac of [14, Lemma 9.6], we have the following lemma.
Lemma 2.9 Let M ∈Ō and λ ∈ h * . Suppose that all weights ξ of M satisfy ξ υ for some fixed upper bound υ ∈ h * . Then, there exist a g-module filtration
and a subset J ⊆ {1, 2, . . . , k} such that
Corollary 2.10 Let M ∈Ō and λ, ν ∈ h * with λ ν. Then there exist a g-module filtration
Such a filtration is called a composition series of M with bounds λ and ν. The set J is called the relevant index set of such a filtration.
Proof Since the interval [λ, ν] := ζ ∈ h * | | | λ ζ ν is finite (as b is Dynkin) and M is n-locally finite, the submoduleM
has finitely many weights ζ with ζ λ. Therefore,M has an upper bound υ ∈ h * . We apply Lemma 2.9 onM and obtain a filtration
along with a subsetJ ⊆ {1, 2, . . . , k − 1} satisfying the conditions that, for every element j ∈J,
for some ξ(j) ∈ h * with ξ(j) λ, and that, whenever j / ∈J, (M j /M j−1 ) µ = 0 for every µ λ. Then, by setting M k := M , we have the filtration
Let J := j ∈J | ξ(j) ν . The filtration (19) clearly satisfies (i) and (ii), with the relevant index
and
are two composition series of M ∈Ō with bounds λ and ν, and with relevant index sets J and J ′ , respectively. We say that these filtrations are equivalent if there exists a bijection f :
Lemma 2.12 Let λ, ν ∈ h * be such that λ ν. Denote byM the submodule of M given by (17) .
a composition series of M with bounds λ and ν.
Clearly, ϕ j is well defined, and it is injective becausẽ
If
Hence, dim K M j /M j−1 µ = 1, so ϕ j is nonzero. As M j /M j−1 is simple, ϕ j must be surjective,
Let J be the relevant index set of the composition series
with bounds λ and ν. By the observation above, if j ∈ J, thenM j /M j−1 ∼ = M j /M j−1 is simple with highest weight µ satisfying λ µ ν. If an index j ∈ {1, 2, . . . , k} J is such that M j /M j−1 is a simple module with highest weight ξ ≻ λ with ξ λ, then using the embedding
µ = 0 for every µ with λ µ ν, using the embedding
Theorem 2.13 Let λ, ν ∈ h * be such that λ ν. Then, any two composition series of M ∈Ō with bounds λ and ν are equivalent.
Proof Suppose that (20) and (21) are two composition series of M with bounds λ and ν. LetM be the submodule of M defined by (17) . From the lemma above, it suffices to assume that M =M .
From the assumption M =M , there are finitely many weights µ of M satisfying µ λ. Thus, we can refine (20) and (21) in the same manner as in Theorem 2.9 to get index setsJ ⊆ {1, 2, . . . , k} andJ ′ ⊆ {1, 2, . . . , k ′ } such that the following three conditions are met:
are simple modules with highest weights greater than or equal to λ,
µ with µ λ are the zero vector space.
As a result, we can instead show that there exists a bijective functionf :J →J ′ such that
For each ξ ∈ h * with λ ξ ν, let t(ξ) denote the maximum possible value of the length of the positive root µ − ξ, where µ ξ is a singular weight of M . For each l = 0, 1, 2, . . ., write T l for the set ξ ∈ h * | | | ξ λ and t(ξ) = l . We shall instead prove that, for a fixed l = 0, 1, 2, . . ., the number of j ∈ J with M j /M j−1 ∼ = L(ξ) is the same as the number of j
The proof goes by induction on l. For the base case l = 0, every ξ ∈ T l is a singular weight of M , whence the weight space M ξ comes from dim K M ξ copies of L(ξ) in any composition series with bounds λ and ν. Let now assume that l > 0 and ξ ∈ T l . By the induction hypothesis, the multiplicities of each factor L(ξ) withξ ∈ T 0 ∪T 1 ∪. . .∪T l−1 in the filtrations (20) and (21) 
values of such j ∈ J with M j /M j−1 ∼ = L(ξ). Therefore, m(ξ) is the multiplicity of L(ξ) in (20) .
Since the value m(ξ) as shown in (24) depends only on the previously known values m ξ with
is also the multiplicity of L(ξ) in (21). The induction is now complete and the claim follows.
Corollary 2.10 and Theorem 2.13 form a partial extension of the usual Jordan-Hölder Theorem for modules of finite length. Based on this, we now extend the usual definition of composition factors and composition factor multiplicities as follows.
Corollary 2.14 Let M ∈Ō and µ ∈ h * be such that λ µ ν. The number of times L(µ) occurs as a factor in any composition series of M with bounds λ and ν is independent of the choice of the composition series with bounds and the choice of the bounds λ, ν ∈ h * (as long as λ µ ν). This number is known as the composition factor multiplicity of L(µ) in M , and is denoted by M :
Proof For given weights λ, ν ∈ h * , Theorem 2.13 guarantees that the number m M µ (λ, ν) of times L(µ) occurs as a factor does not depend on the choice of the composition series of M with bounds λ and ν. We have to show that m M µ (λ, ν) is also independent of λ and ν, provided that λ µ ν. Let λ, ν ∈ h * be such that λ µ ν. We choose an arbitrary composition series 0 = M 0 M 1 M 2 . . . M k = M of M with bounds λ and ν. Then, this filtration is also a composition series with bounds µ and µ. Again, by Theorem 2.13, this filtration is equivalent to any composition series with bounds µ and µ, which immediately implies that m
Now we shall use the composition series with bounds to study generalized composition series, as introduced below. With the restriction that the modules inŌ have finite-dimensional weight spaces, we shall see that these generalized composition series behave similarly to the composition series of modules of finite length. Definition 2.15 A generalized composition series of a module M ∈Ō is a family of submodules (M j ) j∈J satisfying the following conditions:
(i) the index set J is equipped with a total order <,
Proof First, we shall prove this theorem when M is indecomposable. We start with arbitrary weights λ(1) and ν(1) of M with λ(1) ν(1). Let J (1) be the relevant index set of a composition series of M with bounds λ(1) and ν(1). We create two sequences of weights λ(k) k∈Z >0 and ν(k) k∈Z >0 in such a way that
and, for every weight ζ ∈ supp(M ), there exists k ∈ Z >0 (depending on ζ) such that λ(k) ζ ν(k).
Note that λ(k) and ν(k) do not have to be weights of M . Therefore, it is always possible to find an infinite strictly decreasing sequence (25) and an infinite strictly increasing sequence (26). Suppose that J (k) is known. We extend the filtration in the k-th step to obtain a composition series of M with bounds λ(k + 1) and µ(k + 1). To be precise, suppose that
is a composition series with bounds λ(k) and µ(k). If i is in the relevant index set J (k), then M . Using these preimages, we then refine the composition series (27) and obtain a composition series
with bounds λ(k + 1) and ν(k + 1), along with an inclusion ι k :
ι k (i)−1 for every j ∈ J (k). We now take J to be the direct limit lim −→ k J (k). By construction, there is a total order < on J extending the total orders on the sets J (k). Each j ∈ J corresponds to an element in j(k) ∈ J (k) for some large enough k, and to a submodule M j := M k j(k) of M in the composition series from the k-th step. Note that
is simple. Clearly, the index set J and the family of submodules (M j ) j∈J satisfy the requirements.
Finally, suppose that M has a direct sum decomposition M = t∈I D t , where each D t is indecomposable (by Theorem 2.5). We first equip I with a well order ⊳ (which exists by the Well-Ordering Principle). Then, we create a generalized filtration series {D t (j)} j∈Jt for each D t . Write < t for the total order on J t . Let J be the totally ordered set (t, j) | | | t ∈ I and j ∈ J t with the total order < defined via the lexicographic ordering as follows:
(t, j) < (t,j) if and only if t ⊳t , or t =t and j < tj .
Then, we take
is a generalized composition series of M .
Definition 2.17 Two generalized composition series
Here, < is the total order on J , whereas < ′ is the total order on J ′ . In addition, M < j :=
Theorem 2.18 Any two generalized composition series of M ∈Ō are equivalent.
Proof We may first assume that M is indecomposable. Let (M j ) j∈J and M ′ j ′ j ′ ∈J ′ be two generalized composition series of an object M ∈Ō. We create a decreasing sequence of weights λ(k) k∈Z >0 and an increasing sequence of weights ν(k) k∈Z >0 such that every weight µ ∈ supp(M ) satisfies λ(k) µ ν(k) for some k.
For each k, define
From Theorem 2.13, we have a bijection
for every j ∈ J (k). We claim that the bijections f k can be aligned so that f k+1 | J (k) = f k . Taking the direct limit f := lim To prove the claim above, assume that f k+1 | J (k) = f (k). Then we define the functionf k+1 : J (k + 1) → J ′ (k + 1) as follows:
Replacing f k+1 byf k+1 and continuing this process for each positive integer k, we obtain a set of aligned bijections as desired. When M is decomposable, we note that it has a unique direct sum decomposition into indecomposable direct summands (Theorem 2.5 and Corollary 2.8). From this, we can easily conclude that two generalized composition series of M are equivalent.
Definition 2.19
Let λ ∈ h * . Let W [λ] be the subgroup of W containing all w ∈ W such that w · λ − λ ∈ Λ. Write W n for the Weyl group of g n . We similarly define W n [λ n ] for each n ∈ Z >0 and λ n ∈ h * n . These subgroups are known as the integral Weyl groups. Proof Suppose that M(λ) has L(µ) as a composition factor. Let v be a highest-weight vector of M(λ). Then, for all sufficiently large n ∈ N, M n := U (g n ) · v ∈ O gn hn is a Verma module and must have g n -submodules N n and N ′ n with N n ⊆ N ′ n and N ′ n /N n has µ n := µ| hn as a highest weight. Hence, L (µ n ) is a composition factor of M n ∼ = M (λ n ), where λ n := λ| hn . Due to the finite-dimensional theory, µ n λ n and µ n ∈ W n [λ n ] · λ n . The result follows immediately.
Block Decomposition and Kazhdan-Lusztig Multiplicities
In this section, g is a root-reductive Lie algebra and b is a Dynkin Borel subalgebra. Our objective is to prove that the block decomposition ofŌ is similar to that of the category O.
Block Decomposition
Let M be an indecomposable object of the categoryŌ. We shall first construct a countable 
.).
For M = 0, we let u = 0 be a singular vector of M , and ξ ∈ h * the weight of u. Let [ξ] denote the set of all weights ζ ∈ h * such that ζ − ξ is in the Z-span of the simple (b-positive) roots of g. For a weight ζ ∈ [ξ], the distance between ζ and ξ, denoted by dist(ζ, ξ), is defined to be the sum
where α 1 , α 2 , . . . , α k are (b-positive) simple roots of g and t 1 , t 2 , . . . , t k ∈ Z. Furthermore, the height of ζ − ξ, denoted by ht(ζ − ξ), is the smallest integer n ≥ 0 such that h α 1 , h α 2 , . . . , h α k are all in g n (noting that ht(ζ − ξ) = 0 if and only if ζ = ξ). When M is a g-module of finite length, it is possible that Γ(M ) is eventually periodic (that is, there exist positive integers n 0 and n 1 such that v n = v n+n 1 for every integer n ≥ n 0 ). In particular, the ordered set Γ(M ) may take the form (u, u, u, u, . . .) when M is a highest-weight module with u as a highest-weight vector.
We claim that the ordered set Γ(M ) := (v 0 , v 1 , v 2 , v 3 , . . .) generates M as a U(g)-module. For a fixed weight ζ of M , consider the vector subspace M ζ . Let T ζ denote the set of all weightsζ of the U(g)-module U(g) · M ζ which satisfyζ ζ. Note that T ζ is finite as n acts locally finitely on M ζ . Let m ζ denote the maximum value of the two numbers max dist(ζ, ξ) | | |ζ ∈ T ζ and max ht(ζ − ξ) | | |ζ ∈ T ζ . Then, in the m ζ -th step of the procedure (from which d (m ζ ) is obtained), the U(g)-module
cannot have L(ζ) as a composition factor. To elaborate, if such a composition factor exists, it must arise from the weight space of M m ζ ,r (m ζ ) with weight ζ. However, all composition factors of M isomorphic to L(ζ) come from subquotients of U(g) · M ζ , and by the definition of m ζ , the image of U(g) · M ζ under the canonical projection M → M m ζ ,r (m ζ ) has no composition factors isomorphic to L(ζ). Therefore, for every composition factor L(ζ) of M , it is exhausted in the quotient module M m ζ ,r (m ζ ) . Thus, the sum
It is important to note the following properties of the set Γ(M ). For every n ∈ Z >0 , let Ξ n ⊆ h * be the support (as a semisimple h-module) of the g
Then, for every ξ ∈ Ξ n and for any integerñ ≥ n, we have
This is because our construction of
Definition 3.1 Let λ ∈ h * . DefineŌ λ to be the full subcategory ofŌ consisting of modules M whose composition factors are of the form L(µ) with µ ∈ λ , where λ is the integral Weyl dot-orbit λ := W [λ] · λ. Proposition 3.2 Let M ∈Ō be indecomposable and λ ∈ h * be such that L(λ) is a composition factor of M . Then, all composition factors of M are of the form L(µ) for some µ ∈ λ .
Proof Let λ and µ be on different integral Weyl dot-orbits. Suppose there exists an indecomposable M ∈Ō with L(λ) and L(µ) as composition factors. Since M = 0, we can apply the algorithm discussed earlier in this subsection and obtain an ordered set Γ(M ) = (v 0 , v 1 , v 2 , . . .) which generates M as a U(g)-module. For every n ∈ Z >0 , let g ′ n denote the subalgebra h + g n and set b
Note that the finite-dimensional theory carries trivially over to g 
The submodules X n and Y n are unique. Furthermore, if N n is an indecomposable submodule of M n , then N n must lie entirely in X n or in Y n . Define
Then, it is evident that X and Y are g-submodules of M . We shall prove that X + Y = M and that
To justify the statement in the paragraph above, consider the U g ′ñ -moduleXñ := U g ′ñ · X ′ n . Let Ξ ⊆ h * denote the set of weights of X ′ n . By (37), Ξ is also an indecomposable weight set of Xñ. Therefore,Xñ can be decomposed as a direct sumX n is an indecomposable U g ′ñ -module, but as Ξ is an indecomposable weight set ofXñ, we must have Ξ ⊆ supp X ĩ n for some i. However, this means X ′ n ⊆X ĩ n . Now, being indecomposable,X ĩ n must lie entirely either in Xñ or in Yñ. Ergo, X ′ n is a subspace of Xñ or Yñ for everyñ ≥ n. The paragraph above proves that X ∩ X n is given by a direct sum of some indecomposable direct summands of X n . Indeed, for a fixed direct summand X ′ n of X n , we have only two possible scenarios: either X ′ n lies in Xñ for all sufficiently largeñ ≥ n, or X ′ n lies in Yñ for infinitely many ñ. In the former case, X ′ n ⊆ X, whereas, in the latter case, X ′ n ∩ X = 0 and X ′ n ⊆ Y . In other words, A n := X ∩ X n is a direct summand of M n . Write B n := Y n ⊕ Z n , where Z n is the direct sum of indecomposable direct summands X ′ n of X n which intersect X trivially. Next, we fix ξ ∈ supp(M ). We shall verify that M ξ = X ξ + Y ξ . For a given v ∈ M ξ , v = a n + b n for some a n ∈ (A n ) ξ and b n ∈ (B n ) ξ . Suppose that n 0 is a positive integer such that (M n ) ξ = M ξ for all n ≥ n 0 . We claim that there exists a positive integer n 1 ≥ n 0 such that a n 1 = a n 1 +1 = a n 1 +2 = . . .. This claim follows from the observation that
for all n ≥ n 0 . The finite-dimensionality assumption implies that
for some n 1 ≥ n 0 . Furthermore, we note that
consequently, the finite-dimensionality assumption yields
The claim follows immediately. We write a for the common value a n 1 = a n 1 +1 = a n 1 +2 = . . .. Set b := v−a. We shall now justify that b is an element of Y . Recall that B n = Y n ⊕ Z n , where Z n is the direct sum of indecomposable direct summands of X n that intersect X trivially. For n ≥ n 1 , we can write
where y i n and z j n are nonzero elements of indecomposable direct summands of Y n and Z n . We shall now prove that each y i n and each z j n belong in Y . Forñ ≥ n, note that each y i n lies either in Xñ or in Yñ. If the former scenario occurs for all sufficiently largeñ ≥ n, then y i n ∈ X, but this immediately implies y i n = 0, which is a contradiction. Ergo, the latter scenario occurs for infinitely many valuesñ ≥ n, whence y i n ∈ Y . The same argument applies to each z j n . Thus, we conclude that y i n , z j n ∈ Y for every i = 1, 2, . . . , k n and j = 1, 2, . . . , l n with n ≥ n 1 . Thence, b ∈ Y . This proves that M ξ = X ξ + Y ξ , leading to M = X + Y . Now, we shall check that X ∩ Y = 0. Let y 1 , y 2 , . . . , y k be linearly independent elements of Y such that x := y 1 + y 2 + . . . + y k is in X and that, for each i = 1, 2, . . . , k, there are infinitely many positive integers n for which y j ∈ Y n . We may assume that there exists ξ ∈ supp(M ) with y i ∈ M ξ for every i = 1, 2, . . . , k. Additionally, there exists a positive integer m such that x ∈ M m and that x ∈ X n for every integer n ≥ m.
Letn(j) ≥ m be a positive integer such that y j ∈ Yn (j) . We decompose y j as
where each y i j is nonzero and in an indecomposable direct summand of Yn (j) . Pick an arbitrary n ≥n(j). We note that each y i j must lie in X n or in Y n . However, as x ∈ X n , we conclude that y i j is in X n , whence y i j ∈ X n for every n ≥n(j). As a result, y j = r j i=1 y i j is in X, which means y j = 0, and a contradiction is reached.
Finally, we have the following four equalities:
This contradicts the assumption that M is indecomposable. Proposition 3.3 A block ofŌ containing L(λ) containsŌ λ as a subcategory.
Proof Using the indecomposability of the Verma modules, we conclude that the block containing L(λ) must haveŌ λ as a subcategory. In other words, let µ, ν ∈ λ . Let n ∈ N be sufficiently large that µ = w · λ for some w ∈ W n [λ n ]. (Here, ξ n denotes ξ| hn for all ξ ∈ h * .) From the finite-dimensional theory (see [13] ), W n [λ n ] · λ has a unique maximal element υ (with respect to the order given by b). Then, the Verma module M(υ) has M(µ) and M(λ) as submodules due to the BGG Theorem (Theorem 1.14) . Therefore, we have nonzero homomorphisms M(µ) → M(υ) and M(λ) → M(υ). Thus, the indecomposable modules M(µ) and M(λ) are in the same block. Furthermore, with nontrivial homomorphisms M(µ) → L(µ) and M(λ) → L(λ), we conclude that L(µ) and L(λ) are in the same block. Now, suppose that M ∈Ō is indecomposable with L(µ) as a composition factor, where µ ∈ λ . By Theorem 2.16 and Proposition 3.2, we see that M has a submodule N such that M/N ∼ = L(ν) for some ν ∈ λ . Thus, the nonzero homomorphism M → M/N establishes that M is in the same block as L(ν), which is also in the same block as L(λ). Thus, every indecomposable object M whose composition factors are of the form L(µ) with µ ∈ λ is in the same block as L(λ). The proposition follows immediately. Proof From the proposition above, we know that each block ofŌ containsŌ λ for some weight λ ∈ h * . We shall prove that the block containingŌ λ must then coincide withŌ λ . If the block contains an indecomposable module M which is not inŌ λ , then there exists a finite sequence M = M 0 , M 1 , M 2 , . . . , M k of indecomposable modules, all of which belong in this block, with the properties that M k ∈Ō λ , M k−1 / ∈Ō λ , and for each i = 0, 1, 2, . .
has a composition factor L(µ) (which is also a composition factor of M k ) for some µ ∈ λ , which then means that M k−1 ∈Ō λ by Proposition 3.2. This contradicts the assumption that M k−1 / ∈Ō λ . Therefore, the blocks of O are preciselyŌ λ .
To complete the proof, let now M be an arbitrary object inŌ. By Theorem 2.5, M has a direct sum decomposition with indecomposable summands. Write M λ for the (direct) sum of the direct summands of M that belong toŌ λ . Then, we can clearly see that M = λ ∈Ω M λ . Note that this direct sum may be an uncountable direct sum.
Kazhdan-Lusztig Multiplicities
Let g ′ n := g n + h and b ′ n := b n + h. Note that the Weyl group of g ′ n is still the Weyl group W n of g n . For each ξ ∈ h * , write M n (ξ) and L n (ξ) for the Verma module M ξ; g
Fix a regular integral weight λ. Take µ ∈ W ·λ. For each n ∈ Z >0 , write ν n for the antidominant weight in h * that is strongly linked to λ with respect to b ′ n . In addition, there exist elements x n and y n of W n such that x −1 n · λ = ν n and y −1 n · µ = ν n From the finite-dimensional theory, we have
where w 0 n ∈ W n is the longest element of W n . Combining this result with the observation that
for sufficiently large values of n, we obtain the proposition below. Proposition 3.6 There exists a positive integer n 0 such that, for all n ≥ n 0 ,
Fix x, y ∈ W and set m(x, y) to be the smallest positive integer m such that x, y ∈ W m . From Chapter 1.10 of [12] , we see that P W m(x,y) x,y (q) = P Wn x,y (q) = P W x,y (q). This result gives rise to the following proposition.
Proposition 3.7
For every x ∈ W and for each regular antidominant weight λ,
or equivalently
(Note that the two equations above are equalities in the Grothendieck group ofŌ.)
Hom and Ext • Functors
Unless otherwise specified, Ext denotes ExtŌ. Similarly, Hom denotes HomŌ.
(c) If µ ≺ λ and N(λ) is the maximal proper submodule of M(λ), then
, let e ∈ E be such that p(e) be a highest-weight vector of M(λ). Due to the hypothesis, the submodule V of E generated by e is a highest-weight module with highest weight λ. Since V is mapped surjectively by p onto M(λ), we conclude that p induces an isomorphism V ∼ = M(λ), whence the exact sequence splits.
(b) This is an immediate consequence of (a).
(c) Starting with the short exact sequence 0 → N(λ) → M(λ) → L(λ) → 0, we get the following long exact sequence of Ext-groups:
Therefore, we have the isomorphism (51).
(d) Replace µ by λ in the proof of (c). We note that Hom N(λ), L(λ) = 0. By (b), we have
(a) For every M, N ∈Ō and k ∈ Z ≥0 , we have Ext
(c) Ext 1 M(µ), V(λ) = 0 for all λ and µ.
Proof
(a) This part is trivial due to the fact that duality is an antiequivalence of the categoryŌ with itself.
(b) Let M be the image of a nonzero homomorphism M(µ) → V(λ). Then, M is a highest-weight submodule of V(λ) with highest weight µ. Since L(λ) is contained in every nonzero submodule of V(λ), we see that L(λ) ⊆ M , so µ λ. However, the composition factors of V(λ) are the same as those of M(λ), which are simple modules with highest weight less than or equal to λ. This means µ λ. Consequently, µ = λ must hold, whence M = L(λ).
(c) If λ ≺ µ, then M := V(µ) satisfies the hypothesis of Proposition 3.8(a). Therefore,
By (a), we have
satisfies the hypothesis of Proposition 3.8(a), with µ replacing λ in that proposition. The same conclusion follows.
Truncated Category O

Truncation
As before, M ∨ and f ∨ denote the duals inŌ of an object M and a homomorphism f , respectively. We shall now define a truncation method of the categoryŌ using an idea from [19] .
Definition 4.1 For λ ∈ h * , we writeŌ λ for the full subcategory ofŌ consisting of all modules M ∈Ō whose weights are less than or equal to λ with respect to the partial order on h * .
Proposition 4.2 For each λ ∈ h * , let t λ :Ō →Ō λ be defined as
for all M ∈Ō and for all homomorphisms f : M → L of objects inŌ. Then, t λ is a left-exact (covariant) functor. We shall call t λ the truncation functor (with the upper bound λ).
for all M ∈Ō and for all homomorphisms f : M → L of objects inŌ. Then, t ∨ λ is a right-exact (covariant) functor. We shall call t ∨ λ the dual truncation functor (with the upper bound λ).
Proposition 4.4 Let λ ∈ h
* . If I is an injective object inŌ, then t λ I is injective inŌ λ . If P is a projective object inŌ, then t ∨ λ P is projective inŌ λ .
Proof Let I be an injective object inŌ and 0 → t λ I → M → N → 0 an exact sequence of objects inŌ λ . We have the injection t λ I ⊆ −→ I. Because I is an injective object inŌ and 0 → t λ I → M → N → 0 is also an exact sequence of objects inŌ, we conclude that there exists a homomorphism φ : M → I such that the diagram below is commutative:
Since the image of M under φ must be inŌ λ , we see that im(φ) ⊆ t λ I. Thence, we indeed have a commutative diagram
Hence, the exact sequence 0 → t λ I → M → N → 0 splits. Thus, t λ I is injective. For the second part of the proposition, we employ the duality from Corollary 4.3. The proof is now complete.
Injective Objects
As in the proof of Proposition 3.2, g ′ n and b ′ n denote h + g n and h + b n , respectively.
. Then, the restriction I n := Res
with a p ′ n+1 -module structure by requiring that, for each b
is a free (whence flat) U p ′ n+1 -module due to the PBW Theorem. Hence, the parabolic induction functor U g
_ is exact, that is we have an exact sequence of
where the g ′ n+1 -module homomorphism ϕ n+1 is given by
, we conclude by injectivity of the module
by setting ψ n (u) := ψ n+1 1 U(g ′ n+1 ) ⊗ u for every u ∈ N n . It is easy to see that f n = ψ n • ϕ n and that I n = Res
for all positive roots α of g. We say that λ is almost dominant if (λ + ρ) (h α ) ∈ Z <0 for at most finitely many positive roots α of g. Proof Let an injective homomorphism M ϕ −→ N and a homomorphism f : M → I be given. Without loss of generality, we can assume that all weights of M , N , and I lie within λ + Λ for some λ ∈ h * . In particular, we can assume that the modules M , N , and I are generated by countably many weight vectors.
We suppose that N is generated by weight vectors u 1 , u 2 , u 3 , . . ., with the corresponding weights
. By Proposition 4.5, for every m ≥ n,
. Therefore, as I has finite-dimensional weight spaces, we can assume without loss of generality that each I n satisfies the condition dim K (I n ) µ i = dim K (I µ i ) for every i = 1, 2, . . . , n.
Let ϕ n := ϕ| Mn and f n := f | Mn . From the definitions above, we have the diagram of objects of O
Because the object I n is injective, there exists a g
Write F 1 n for the set of all maps F n : N n → I n such that F n • ϕ n = f n . Take V 1 n to be the K-span of all vectors of the form 1,
n is a finitedimensional vector space for every n. Furthermore, we have V
. .. Hence, the inclusion sequence above stabilizes at some n 1 ∈ Z >0 . That is,
n is nonempty for every n, we conclude that V 1 is nonempty. As
To verify the claim above, we observe a trivial fact that F 1 n is closed under unit linear com-
t i = 1 and for some F n,1 , . . . , F n,k ∈ F 1 n , whence with
n , we havẽ u n = F n (u 1 ). In particular, for every positive integer n, v 1 is in the image of F n for some F n ∈ F 1 n . Now, suppose that v 1 , v 2 , . . . , v l have been obtained so that, for each n ∈ Z >0 , there exists a map F n : N n → I n such that
Let F l n denote the set of all U g ′ n -module homomorphisms F n that obey (62). We proceed as before. Take V l+1 n ⊆ K × I µ l+1 to be the K-span of all vectors of the form 1, F n (u l+1 ) . Then,
. . for some positive integer n l . Then, V l+1 is nonzero and contains 1, F n l+1 (u l+1 ) for some F n l+1 (u l+1 ). Then, we set v l+1 to be F n l+1 (u l+1 ).
As before, using the fact that F l+1 n is closed under unit linear combinations, we conclude that, for every positive integer n, there exists F n ∈ F l+1 n for which F n (u i ) = v i for i = 1, 2, . . . , l + 1.
With known values of v 1 , v 2 , . . ., we can define F : N → I via extending the conditions
This gives a well defined map as u 1 , u 2 , . . . generate N . By the construction, F • ϕ = f , so that I is injective.
Theorem 4.8 Let λ ∈ h * be almost dominant. Then, there exists an injective hull I(λ) of the simple module L(λ). In particular, if λ is dominant, then I(λ) = V(λ).
Proof For each positive integer n, we write L n (λ) for the simple module in O g ′ n b ′ n with highest weight λ ∈ h * as in the proof of Proposition 3.2, and denote by I n (λ) its injective hull I λ; g
Similarly, M n (λ) and V n (λ) are, respectively, the Verma module M λ; g
We have 2 ch I n (λ) = µn λn
. Using the finite-dimensional BGG Reciprocity, we have
For each µ λ, there exists n µ ∈ Z >0 (the existence of n µ can be proven via a formal character argument) such that, for all n ≥ n µ , we have
Because λ is almost dominant, there are finitely many µ λ with µ ∈ W · λ. Furthermore, the multiplicity I n (λ) : V n (µ) eventually stabilizes at the value M(µ) : L(λ) < ∞.
We have a sequence of embeddings
, there exists an embedding I n (λ) → I n+1 (λ).
From the work above, we conclude that every weight space of I(λ) := lim
This means I(λ) ∈Ō, whence I(λ) injective by the previous proposition. In particular, if λ is already dominant, then I n (λ) = V n (λ) for every n. Since the direct limit of V n (λ) is just V(λ), the claim follows.
Theorem 4.9 For a fixed λ ∈ h * and µ λ, L(µ) has an injective hull inŌ λ .
Proof The proof is similar to that of Theorem 4.7. We only need to show that the direct limit
is inŌ λ , where t λ also denotes the truncation functor in O
with upper bound λ ∈ h * . To this end, we need to verify that I λ (µ) has finite-dimensional weight spaces. We say that two formal characters ξ and ζ satisfies ξ ≤ ζ if all coefficients of e λ in ζ − ξ are nonnegative integers. By studying the formal character of t λ I n (µ), it is easy to see that
The right-hand side of (67) is bounded as n → ∞. Therefore, the direct limit I λ (µ) is indeed an object inŌ λ .
Since each
BGG Reciprocity
In this subsection, we shall establish a version of BGG reciprocity for the category Ō g b λ for a fixed λ ∈ h * . To do so, we first note that every object M of Ō g b λ is countable-dimensional. Therefore, M can be generated by countably many weight vectors
is denoted by I n .
Since we have a g Let µ ∈ h * be such that µ λ. We want to find dim K (I µ ). To do this, we find a bound on dim K (I µ n ). There are at most dim K (M µ ) indecomposable direct summands of I n having µ as a weight. We focus on one of such indecomposable direct summands. It is of the form t λ I n (ξ) for some ξ µ (here, the g ′ n -module I n (ξ), as well as V n (ν), is as defined in the proof of Theorem 4.8). The contribution to the weight space with weight µ of t λ I n (ξ) can only come from its coVerma subquotients V n (ν) with µ ν λ. Thus, we have an upper bound
where ξ runs over possible weights such that t λ I (ξ) is an indecomposable direct summand of I n with µ as a weight, and [µ, λ] denotes the set ν ∈ h * | | | µ ν λ . By the BGG reciprocity, we have
where A n (ν) is the maximum possible value of M n (ν) : L n (ξ) with ξ µ.
We are now ready to prove the proposition below. Proof If λ is almost antidominant, then µ is also almost antidominant. Therefore, there are finitely many weights ξ ∈ h * such that ξ µ. Thus, if A denotes the maximum of M(ν) : L(ξ) with ξ µ and ν ∈ [µ, λ], we have from (69) that
whenever n is large enough. Ergo, there exists a universal bound for the dimension of the weight space I µ n for all (sufficiently large) n. That is, dim K (I µ ) < ∞ and the claims follows immediately.
Now, we want to show that, for any λ ∈ h * and µ λ, the injective hull I λ (µ) has a co-standard filtration. We recall from the finite-dimensional theory that there exists a co-Verma filtration
Since the highest weights of
are in the interval [µ, λ], we have by BGG reciprocity that
for sufficiently large n. Thus, there exists a sequence (n k ) ∞ k=1 of positive integers such that n 1 < n 2 < n 3 . . . and t := t n 1 = t n 2 = t n 3 = . . . .
Furthermore, as there are only finitely many weights υ ∈ W [λ] · λ with µ υ λ, we may assume without loss of generality (due to the Pigeonhole Principle) that the highest weight ξ n k [i] of Proof Let v be a highest-weight vector of M n (λ). Let x ±α | α ∈ ∆ + ∪ h β | β ∈ Σ + be a Chevalley basis of g. Then,
where α runs over b n is a submodule of M n . Then, M n has at most one co-Verma submodule V n such that L n ⊆ V n ⊆ M n .
Proof Suppose that M has two co-Verma submodules V n and V ′ n with L n ⊆ V n and L n ⊆ V ′ n . Take N n := V n + V ′ n . Then, N n is indecomposable (as V n and V ′ n are both indecomposable with V n ∩ V ′ n ⊇ L n 0). Hence, we have a short exact sequence 0 → V n → N n → N n /V n → 0. Dualizing this exact sequence yields
By Proposition 3.8, we see that this exact sequence must split. As N ∨ n is indecomposable, we conclude that V ∨ n = 0 or (N n /V n ) ∨ = 0. Since V n = 0, we must have N n /V n = 0, which leads to V ′ n = V n .
Suppose now that, for some positive integer l < t, the submodules 0 = F 0 , F 1 , F 2 , . . ., F (78) is also well defined, and is denoted by P λ (µ) : M(ν) .
Proposition 4.13 For every λ, µ ∈ h * with µ λ, the injective object I λ (µ) has a finite filtration with successive quotients isomorphic to co-Verma modules. Furthermore, we have BGG reciprocity:
for all ν ∈ [µ, λ].
Finally, we note that, if λ is not almost antidominant, then M(λ) is of infinite length and cannot be written as a union of subobjects of finite length. This is because every submodule M of M(λ) has a singular vector v = 0. The submodule N of M generated by v is then a Verma module with highest weight µ λ, which is not almost antidominant. Ergo, N is of infinite length, and so is M . Thus, M(λ) has no submodules of finite length. In particular, this implies that M(λ) has trivial socle.
The argument above shows that Ō g b λ is not locally artinian, whence this category is not a highest-weight category in the sense of [4] . That is, Ō g b λ is not a highest-weight category.
Combining this observation with the fact that Ō g b λ has enough injectives when λ is almost antidominant, we conclude the following theorem. Definition 4.16 Let C be an abelian category with an abelian subcategoryC . An object I ∈ C is injective relative toC if, for any two objects X, Y ∈C and any monomorphism f ∈ HomC (X, Y ), every morphism g ∈ Hom C (X, I) factors through f , i.e., there exists ϕ ∈ Hom C (Y, I) such that g = ϕ • f . Theorem 4.17 Let R be a ring. Suppose that C andC are abelian subcategories of the category of left R-modules withC being a subcategory of C . If M ∈C has an injective hull I inC , then for each object J ∈ C which is injective relative toC , any embedding ι ∈ Hom C (M, J) induces an embedding ϕ ∈ Hom C (I, J).
Proof We have an exact sequence 0 → M → I of objects and morphisms inC and a homomorphism ι ∈ Hom C (M, J). As J is injective relative toC , there exists a map ϕ ∈ Hom C (I, J) such that the diagram below commutes:
We claim that ϕ : I → J is an embedding. Let K := ker(ϕ). Since ϕ| M = ι due to commutativity of (80) and ι is an embedding, we must have K ∩ M = ker (ϕ| M ) = ker(ι) = 0. Because I is an essential extension of M , the condition K ∩ M = 0 implies that K = 0. Therefore, ϕ is injective.
Theorem 4.18
For λ ∈ h * , the simple module L(λ) has an injective hull and a projective cover inŌ if and only if λ is almost dominant. In particular, this implies thatŌ does not have enough injectives, and therefore,Ō is not a highest-weight category.
Proof If λ is almost dominant, then Theorem 4.8 shows that L(λ) has an injective hull inŌ, and by duality, it has also a projective cover. To prove the converse, we suppose on the contrary that λ is not almost dominant but L(λ) has an injective hull I inŌ.
As λ is not almost dominant, there exists a sequence of weights (λ i ) for each i. By Theorem 4.17, there exists an embedding of I i into I. Now, using Proposition 4.13, we know that each I i has a co-Verma filtration
Furthermore, as I i I i+1 , we have k 0 < k 1 < k 2 < . . .. For every j = 1, 2, . . . , k i , the successive quotient λ ≥ 1. Ergo,
for every i = 0, 1, 2, . . .. As lim i→∞ k i = ∞, we conclude that dim K I λ = ∞, which is absurd.
Hence, L(λ) does not have an injective hull inŌ. Using duality, we also conclude that L(λ) does not have a projective cover inŌ. The theorem follows.
