Branch-price-and-cut has proven to be a powerful method for solving integer programming problems. It combines decomposition techniques with the generation of both columns and valid inequalities and relies on strong bounds to guide the search in the branch-and-bound tree. In this paper, we present how to improve the performance of a branch-price-and-cut method by using the primal-dual interior point algorithm. We discuss in detail how to deal with the challenges of using the interior point algorithm with the core components of the branch-price-and-cut method.
Introduction
The branch-price-and-cut method has been widely used for solving integer programming models in which a special structure can be identified in the coefficient matrix. This structure is exploited by a reformulation technique, e.g. the Dantzig-Wolfe decomposition, that usually leads to a formulation with a stronger linear relaxation when compared with the linear relaxation of the original model. By using this stronger formulation within a branch-and-bound tree, we obtain the branch-and-price method. Since the reformulation may have a huge number of variables, a column generation algorithm is used to solve the linear relaxation. For this reason, the branch-and-price method is also known as integer programming column generation. In some cases, valid inequalities should also be added to the reformulated model to get even better bounds from the linear relaxations with the aim of improving the branch-and-bound search, which leads to the branch-price-and-cut method. See [1] [2] [3] for comprehensive surveys on these methods.
In the vast majority of branch-price-and-cut implementations presented in the literature, a simplex-type method is are typically based on optimal solutions of these problems. Particularly in the column generation case, the use of optimal dual solutions which are extreme points of the dual feasible set may adversely affect the performance of the method. The reason is the high oscillation between extreme points from one iteration to another, which may result in slow convergence as well as a temporary stalling of the algorithm, specially in highly degenerate formulations. To overcome this behavior, different strategies have been proposed in the literature which use non-extremal dual solutions so that more stable column generation procedures are obtained [4] [5] [6] [7] [8] . Other strategies, such as Dynamic Constraint Aggregation, have also been used with the same purpose [9] . Using non-extremal primal solutions to generate valid inequalities has shown to be more effective as well, since deeper cuts are obtained and a smaller number of them are usually needed [10] [11] [12] [13] . In this paper, we investigate the use of the primal-dual interior point method (PDIPM) to provide non-optimal solutions which are well-centered in the feasible set. The computational experience provides evidence that these solutions are beneficial to the generation of columns and valid inequalities.
Although very successful in many other fields related to linear programming, interior point methods do not seem to have made a big impact in the integer programming context. It is probably because the standard integer programming methodologies were originally proposed at time when the simplex method was the only efficient algorithm available for solving linear programming problems and, hence, they were biased to the features available in this method.
Moreover, until a few years ago, interior point methods were not able to reoptimize a problem after carrying out modifications to the data as efficiently as a simplex type method, a scenario that has changed in the last years with the development of efficient warmstarting techniques for interior point methods [14] [15] [16] . Another reason may be due to previous unsuccessful attempts of straightforwardly replacing a simplex type method by an interior point method.
These two methods are very different [17] and, hence, should not be used in the same way.
In this paper, we address the several facets of using the PDIPM within a branch-price-and-cut method. We discuss in detail how to modify the core components of this method in order to exploit the advantageous features offered by the interior point algorithm. We believe it is an appropriate time for an investigation like this, as interior point methods have achieved a mature status concerning both theory and computational implementations. To verify the proposed approach, we present computational results for well-known instances of the vehicle routing problem with time windows (VRPTW). It is a classical application of integer programming that is widely used for testing new algorithms due to its difficulty. It is worth mentioning that the issues related to the integration of the interior point algorithm with the branch-price-and-cut method which we discuss in this paper are not limited to or specialized for the VRPTW and can be straightforwardly used in other combinatorial optimization applications.
The remainder of this paper is organized as follows. In Section 2, we briefly describe the fundamental concepts of the PDIPM and present a literature review of previous attempts of combining interior point algorithms with integer programming methodologies. In Section 3, we address all the issues involved in the use of the PDIPM in the branchprice-and-cut method and propose how to deal with them. The VRPTW is briefly described in Section 4 and the results of computational experiments with the new approach are presented in Section 5. The conclusion and potential further developments are presented in Section 6.
Interior point methods and integer programming
Starting with Karmarkar's projective algorithm [18] , interior point methods have quickly and strongly evolved in the last few decades [17, 19] . They have been successfully applied not only to solving linear programming problems but also in many other areas such as quadratic, semi-definite, and conic programming. However, in spite of the close relationship between linear programming and integer programming, interior point methods have not showed a similar impact on integer programming. In this section we briefly describe the fundamental concepts of the PDIPM and then present a literature review of different attempts to use interior point methods within integer programming approaches that rely on linear programming relaxations.
The primal-dual interior point method (PDIPM)
In this paper, we consider a linear programming problem represented by the following primal (P) and dual (D)
where A is a full row rank matrix of columns a j ∈ R m , j ∈ N = {1, . . . , n}, λ ∈ R n is the vector of primal variables, u ∈ R m and s ∈ R n are the vectors of dual variables, c ∈ R n and b ∈ R m are parameters of the problem, and 0 < m ≤ n.
The first order optimality conditions associated to this pair of problems are given by
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where Λ = diag(λ 1 , ..., λ n ), S = diag(s 1 , ..., s n ), and e = (1, 1, ..., 1). The PDIPM is based on the perturbation of the optimality conditions, in which equation (2.4) is replaced by ΛS e = µe where µ > 0 is the barrier parameter, or duality measure. This parameter is gradually driven to zero throughout the iterations so that a primal-dual pair of optimal solutions satisfying (2.2)-(2.5) is obtained at the end of the algorithm. For a given value of µ, the perturbed optimality conditions have a unique solution, which is called a µ-center. The set composed of all µ-centers is called a central-path. Instead of strictly satisfying the perturbed optimality conditions, the iterates of the PDIPM belong to a neighborhood of the central path. The idea of the neighborhood is to keep the iterates well-centered and in a safe area so that all variables approach their optimal values with a uniform pace. Different neighborhoods have been proposed in the literature. For instance, the symmetric neighborhood requires all the iterates to satisfy (2.2) and (2.3) and further belong to the set
for a given parameter γ ∈ (0, 1).
In a given iteration of the PDIPM, the corresponding iterate (λ, u, s) is modified by using the directions (∆λ, ∆u, ∆s) which are obtained by solving the following Newton step equations
where σ is a parameter used to reduce the complementarity gap λ T s of the next iterate, and vectors ξ λ = b − Aλ and ξ s = c − A T u − s are the primal and dual infeasibilities of the current iterate, respectively. After obtaining the directions, the step-sizes α P and α D are computed for the primal and dual components, respectively, in order to guarantee that the next iterate will belong to the neighborhood of the central path. The next iterate is then given by
For a full description of the method and a discussion about its main theoretical and implementation issues, the reader is referred to [17] .
Interior point methods within integer programming methodologies
Few attempts have been presented in the literature regarding integer programming methodologies that are based on interior point algorithms. The first implementations in this sense started only in the beginning of the nineties, with the pioneering works by Mitchell and his collaborators. In [10] , the primal projective interior point algorithm is combined with a cutting plane method and employed to solve the perfect matching problem. The authors propose to use early termination when solving the linear programming problems and present how to deal with several issues such as how to obtain a new iterate after adding constraints and columns to a problem that has just been solved. As shown in the computational results, the proposed approach resulted in a reduction of the number of iterations and the number of calls to the separation subproblem, although the CPU times were not competitive with a cutting plane method based on the simplex method. The authors associate this behavior to the difficulty in calculating the projections required by the projective interior point method used in their experiments, as well as to the inefficient warm-starting strategy used after the addition of cutting planes. Indeed, a more efficient interior point cutting plane method was obtained a few years later, by using the PDIPM and improved warm-starting strategies [11, 12] . According to the computational results presented for two integer programming applications, namely the linear ordering problem and the max-cut problem, the interior point approach was competitive with a cutting plane algorithm based on the simplex method.
The use of an interior point algorithm within a branch-and-bound method was first exploited by Borchers and
Mitchell [20] . The authors observed that the PDIPM tends to quickly find feasible solutions with good objective values, but then may spend considerable time approaching a solution accurate enough to meet the termination criteria.
In addition, the iterates tend to converge steadily to an optimal solution and, hence, the authors propose to use an early branching strategy, which consist in not solving the node to optimality, but stopping as soon as it becomes apparent that the optimal solution of the node includes an integer variable at a fractional value. The authors present preliminary computational results on a set of mixed-integer programming problems. The interior point branch-and-bound was competitive in about half of the instances in comparison with a state-of-the-art branch-and-bound algorithm based on the simplex method. In the remaining instances, the latter dominates as the simplex method was significantly faster than the PDIPM in solving the LP relaxations of these problems. The authors associate the inferior performance of the new approach to the lack of efficient warm-start techniques for the PDIPM, a situation that has changed significantly since then.
In [21] , du Merle et al. propose the use of the analytic center cutting plane method (ACCPM) within the branchand-price method for solving the minimum sum-of-squares nonhierarchical clustering problem, a constrained hyperbolic program in 0-1 variables (see [22] for a recent investigation of this problem). In the ACCPM approach, an interior point method is used to obtain approximate analytic centers of the localization set, which corresponds to the dual feasible set with an additional inequality for the best bound found so far (see [6] for further details of the method).
According to the computational results for several fairly large data sets publicly available, the proposed combination is very promising and allows the exact resolution of substantially larger instances than those treated before. Recently, a similar combination was investigated in [13] for integer programming problems. The authors show how to modify the ACCPM so that it can warm-start after branching as well as after the addition of columns in the primal problem.
In the computational results presented in the paper, the authors have used randomly generated instances of the bin packing problem and the capacitated facility location problem. The results show that for the bin packing instances, the branch-and-price method using the ACCPM results in a number of nodes that is comparable with the branch-andprice method using the standard column generation. However, the former requires on average 58% of the CPU time required by the latter. When comparing the two methods for the facility location instances, the method using ACCPM explores less nodes and requires less computational time. Moreover, it is consistently better than the method using the standard column generation in making fewer calls to the pricing subproblems and requiring less computational time per node.
Main issues of an interior point branch-price-and-cut method
In this section, we discuss the issues of using the PDIPM within the branch-price-and-cut method. We address the main elements involved in this combination, namely the column generation technique, the separation and addition of valid inequalities, and branching. As it will be seen in the computational results, the effort to overcome the challenges pays off in a number of advantageous features offered by the new approach.
Primal-dual column generation
The column generation technique is an iterative method applied to solve a linear programming problem in which the coefficient matrix has a huge number of columns, but these columns can be generated by a rule that is known in advance. The idea is to keep only a subset of columns in the coefficient matrix, and reach an optimal solution without explicitly generating all the columns. In the column generation literature, the linear programming problem we are interested in is called the (continuous) master problem (MP). Typically it has a finite but possibly an exponential number of variables. Consider an MP represented as the primal problem (P) in (2.1). The auxiliary problem containing only a subset of variables of the MP is called the restricted master problem (RMP), and is represented here by
where N ⊂ N and the remaining elements are the same as described in Section 2.1. In this context, λ j is known as a master variable. The rule used to generate a column is given by the oracle, also known as the pricing subproblem,
represented by
whereū ∈ R m is a dual solution associated to constraints (3.1b), and c j and a j are the variables of the subproblem. By using the dual solutionū, the oracle must be able to generate a column of the MP that is not in the RMP, and this new column should have a negative reduced cost. In case it is not possible to generate such column, the optimal solution of the RMP is also optimal for the MP and the column generation procedure terminates.
In the standard column generation, the RMP is solved to optimality in every outer iteration, so that the oracle receives an extreme point of the dual set. However, the use of extreme points causes instability in the column generation.
Indeed, the high oscillation between extreme points of consecutive outer iterations typically results in slow progress of the algorithm, specially during the last iterations. Different techniques have been proposed in the literature in order to obtain non-extremal dual points which lead to more stable strategies [4] [5] [6] [7] [8] [9] 23 ]. Here, we use the primal-dual column generation technique, which relies on the PDIPM to solve the RMP, so that non-optimal, well-centered dual points are obtained, leading to a naturally stable strategy. Recently, promising computational results were presented in [8] for this technique when solving master problems obtained from linear-relaxed reformulations of three classical integer programming problems: the cutting stock problem, the vehicle routing problem with time windows, and the capacitated lot sizing problem with setup times. Since the main goal of the investigations presented in [8] was to check the performance of the column generation algorithm, the authors did not consider obtaining integer solutions in their computational experiments. In this paper we extend the primal-dual column generation method and use it within the branch-price-and-cut approach which is able to solve the integer programming problems to optimality. In the remainder of this section, we summarize the main aspects of the primal-dual column generation technique, following the discussion presented in [8] .
In a given iteration of the primal-dual column generation technique, the first step is to obtain a suboptimal solution of the current RMP, i.e., a primal-dual feasible solution (λ,ũ) which is not optimal but must satisfy 0 < (c Tλ − b Tũ ) ≤ ε(1 + |c Tλ |), for some tolerance ε > 0 that determines the distance of the suboptimal solution to optimality. For this reason, a suboptimal solution is also known as ε-optimal solution. We additionally require the solution to be wellcentered in the feasible set. This comes at no extra effort since the PDIPM keeps the iterates inside a neighborhood of the central path (see Section 2.1).
The tolerance ε is dynamically adjusted in function of the relative gap in the current iteration of the column generation procedure. First, we compute the relative gap
where κ > 0 is a constant that must satisfy κ ≥ j∈N λ * j , for an optimal solution λ * of the master problem (this value is usually known in the context of a reformulation). Having computed the relative gap, ε is set as min{ε max , gap/D}, where the scalar ε max > 0 imposes an upper bound for the tolerance value (e.g., ε max = 1.0) and D > 1.0 is the degree of optimality that controls the reduction in ε in function of the relative gap. Notice that it is an intuitive way of dynamically adjusting the distance to optimality if we observe that during the first iterations of the column generation procedure (in which the gap is relatively large) the corresponding RMPs are merely rough approximations of the MP and, hence, there is no reason for solving them to optimality. On the other hand, as the gap gets closer to zero, a better approximation of the MP is available in the RMP and, hence, it becomes advantageous to get a point that is closer to optimality.
The primal-dual column generation procedure is summarized in Algorithm 1. It is very similar to the algorithm of the standard column generation, except for lines 4 and 9 in which we require a suboptimal and well-centered solution, and set the relative distance to optimality ε, respectively. In line 6, ORACLE(ũ) denotes the oracle procedure in charge of generating one or more columns with a negative reduced cost (if any).
find a well-centered ε-optimal solution (λ,ũ) of the RMP; 5. UB = min(UB, c Tλ ); 6.
call ORACLE(ũ);
if (z S P (ũ) < 0) then add the new columns to the RMP; 11. end(while).
A proof of convergence for this algorithm is given in [8] . Furthermore, according to the computational results reported in the same paper, the primal-dual column generation technique outperforms the standard column generation as well as the analytic center cutting plane method, considering the number of iterations and CPU time, on average, for all the applications used in the experiments. Moreover, the results show that the larger the instances, the better is the relative performance of the primal-dual approach. In summary, the authors conclude that by exploiting the advantages offered by the interior point algorithm, an improved column generation procedure was obtained. With this in mind, in the next section we investigate the use of the PDIPM in the generation of valid inequalities, in particular for the branch-price-and-cut method.
Primal-dual column and cut generation
For some applications, valid inequalities can be used to improve the bounds provided by the master problems and consequently reduce the number of nodes in the search tree. Different types of valid inequalities are available in the literature and their effectiveness usually depends on the problem. Besides, in the context of column generation, the addition of valid inequalities is not a trivial task as it may drastically increase the computational cost of solving the pricing subproblem and, hence, a good trade-off must be achieved [1, 2] . Let (3.1) represent the RMP in a given iteration of the column generation procedure (which may be the last one).
Assume that the current primal solution is fractional so that a separation procedure can be used to generate a subset of violated valid inequalities. By adding these valid inequalities to the problem, we obtain
and m > 0 is the number of valid inequalities. Letσ ∈ R m be a dual solution associated to (3.3c ). This dual solution must be taken into account in the pricing subproblem. Depending on the type of the valid inequalities, this requirement may result in simple changes of the subproblem, which affect only its objective function, i.e.,
However, some valid inequalities may lead to more complex changes. For example, when the coefficients h j are dependent on certain features of the solution which is used to generate the column a j , the objective function of the subproblem may become non-linear. In some cases, the function can be linearized and the subproblem can be expressed as in (3.4) but it results in the addition of new variables and constraints that may increase the complexity of the subproblem. A very important concern is to keep the number of inequalities small in order to minimize the impact of the changes in the subproblem. Due to these complications, this second type of valid inequalities has rarely been studied in the literature [2, 24] . However, its use is justified in cases that it leads to stronger valid inequalities.
In Section 4.2, a valid inequality of this second type will be used in the vehicle routing problem with time windows, following [25] .
Separation procedures are usually called at the optimal solution of the master problem, i.e., after the column generation procedure has finished. However, as it was already mentioned in Section 2.2, calling the separation procedure before reaching optimality is likely to result in deeper cuts, as well-centered points in the interior of the feasible set are used to generate the valid inequalities. Besides, this strategy facilitates the warm-start when an interior point method is used to solve the RMP, as discussed in Section 3.4. With these observations in mind, we propose to modify the oracle of the primal-dual column generation algorithm (Algorithm 1) so that two operations are available. Either new columns are generated by calling the pricing subproblem, or new constraints are generated by calling the separation subproblem. The separation subproblem is in charge of generating valid inequalities for the RMP, based on the current primal (feasible) solution. A few drawbacks are associated to this early search for valid inequalities: (i) it may be too early to call the separation subproblem and it will only waste time without returning any violated inequality; (ii) the search may find too many valid inequalities, as an inequality may be violated by the current iterate but not by an optimal solution. As observed in [12] , these disadvantages may be minimized by keeping the iterates well-centered in the feasible set, and by using a tolerance threshold to start generating valid inequalities, as discussed below. Furthermore, the gain of using the early search strategy is likely to overcome these potential drawbacks.
Algorithm 2 is an extension of Algorithm 1 which takes the generation of valid inequalities into account. The oracle procedure was modified so that the primal solution of the RMP is also sent as a parameter to the oracle in line 7. This procedure is not detailed in the algorithm, as different strategies may be used to define how the pricing and the separation subproblems should be called. For instance, valid inequalities should be generated only after the relative gap falls below a tolerance threshold ε c . In other words, the oracle should call the separation subproblem only if gap < ε c . In practice, ε c = 0.1 or ε c = 0.01 are typically good choices. The value of ε c may also be dynamically adjusted according to the maximum violation and the number of violated constraints, as suggested in [11] . In addition, it is important to avoid calling the separation subproblem in two consecutive outer iterations. By alternating between the two types of subproblems, more accurate points are sent to the oracle and a better overall performance is likely to be achieved in practice.
Algorithm 2: Primal-Dual Column and Cut Generation Method
find a well-centered ε-optimal solution (λ,ũ) of the RMP; 5.
if in the last iteration new cuts were added to the RMP then UB = c Tλ ; 6.
else UB = min(UB, c Tλ ); 7.
call ORACLE(λ,ũ,σ); 8.
if new cuts were generated then add them to the RMP;
if (z S P (ũ,σ) < 0) then add the new columns to the RMP; 13. end(while).
Although the early search for valid inequalities has been exploited in cutting plane methods in the literature, the reader should notice that in the context addressed here, the separation procedure will be called in the course of the column generation algorithm. It is an interesting situation if we notice that we will cut-off part of the primal feasible set, which may be expanded again by generating new columns in the next call to the pricing subproblem. Moreover, if the valid inequalities are of the second type discussed at the beginning of this section, the subproblem may quickly become more and more difficult to solve as m increases. Hence by reducing the number of valid inequalities due to the use of non-optimal, well centered solutions, we hope to improve the overall performance of the algorithm.
Branching
Branching is another core element of the branch-price-and-cut method. Given a fractional solution of the linear relaxation associated to a node, the branching procedure usually splits the node into two child nodes, each one having a subset of the feasible set. Different branching rules are available and their efficiency is typically problem-dependent.
Furthermore, the standard branch-and-bound strategy of selecting only one fractional component to branch is usually inefficient and can be prohibitive in a branch-price-and-cut context, so more elaborate strategies must be used. On the other hand, it is essential to use a branching rule that is compatible with the column generation scheme, i.e., a rule that does not increase too much the difficulty of solving the pricing subproblem [26] . For instance, the branching rule that is typically used for the vehicle routing problem with time windows is imposed on the pricing subproblem, without compromising the performance of solving the subproblem [27] . The initial RMP of a (child) node, corresponds to the last RMP of its parent node without the columns that violate the new constraints imposed by the branching rule.
When solving the linear relaxation of a node by an interior point method, early branching is likely to result in a better overall performance of the branch-and-bound search [20] . Similarly to what is done in the column and cut generation, the early branching consists in calling the branching procedure before reaching the optimality of the linear relaxation (master problem). It is based on the fact that, when solving a standard linear programming problem, an interior point method gets close to optimality quickly but then may need a considerable effort to attain the required accuracy of the optimal solution. Indeed many components of the solution vector may reach the values which are very close to the optimum after merely a few interior point iterations. As showed in [20] , it can be useful in reducing the CPU time of the overall method. However, it is not clear whether the use of early branching in combination with column and cut generation is beneficial. In fact, the columns and cuts added in the very last iterations may be decisive for the values of the components of an optimal solution and, hence, the early branching may be misguided by wrong estimates of the solution values.
Here we propose to deal with the branching operation in two steps. In the first step, called pre-processing, we aim at quickly obtaining a non-optimal solution of the master problem of the current node so that the first evidence of a potentially good branching decision is taken from it. If the node is not eligible for pruning, then the branch is carried out and the second step is not necessary. Otherwise, the second step is started in which the master problem is solved to optimality. Different strategies may be used to solve the problem quickly, such as setting a loose optimality tolerance ε b (where δ < ε b < ε c ) in the column and cut generation procedure, and using a heuristic method to solve the pricing subproblem as it is usually the most time-demanding procedure.
Warmstarting strategy
The core elements of a branch-price-and-cut method discussed in the previous sections share a common feature: they typically involve the solution of a linear programming problem that is a simple modification of another linear programming problem that has been already solved, i.e., these problems are closely-related. For instance, after solving an RMP in a given iteration of the column and cut generation procedure, the RMP to be solved in the next iteration differs from that of the previous one by having either new columns or new constraints in the primal formulation. Any information available from the solution of the previous RMP may be useful to speed up the solution of the new one. A technique that is able to properly exploit such information and obtain an initial solution of the problem with beneficial characteristics in relation to a default initial solution is called a warmstarting technique.
The first attempts of warmstarting interior point methods were biased to the strategy used in simplex-type methods.
Namely, after solving a problem to optimality the optimal solution is used as a warmstart for solving the modified problem. In the context of simplex-type methods such approach typically works well, as these methods consider only points that are vertices of the feasible set and hence a few iterations are typically enough to reoptimize the problem after a mild modification of it. For interior point methods we have the opposite situation, vertices of the feasible set must be avoided. In fact, starting from an optimal solution of a closely-related problem is likely to cause a worse performance of the method in comparison with starting from a default initial point. As already observed in the literature [14] , this happens because the optimal solution is typically a badly-centered point that is very close to the boundary of the feasible set. Hence, the algorithm will spend a relatively large number of iterations to regain centrality, a fundamental feature of an interior point method. Besides, numerical instabilities may affect the solution of the linear system of equations due to very small components that are usual in optimal solutions. By observing these drawbacks, different strategies have been presented for interior point methods. Many of them store one or more iterates of the closely-related problem that has been previously solved [11, 14, [28] [29] [30] [31] . The stored iterates are then adjusted in order to become well-centered and sufficiently feasible. There are also warmstarting strategies that work in a different manner, in which the problem is modified by the addition of slack variables and penalization factors so that the optimal solution of the closely-related problem can be used as a warmstart [15, 16] .
In the interior point branch-price-and-cut method presented in this paper we follow the ideas proposed in [14, 29] .
RMPs are solved approximately with loose accuracy requirements. Non-optimal and well-centered solutions are thus obtained and they provide high-quality warmstarting points when new problems in the primal-dual column and cut generation process are created. The solution (λ,ũ) sent to the oracle (see Section 3.2) is the same as the one stored for constructing a warmstarting point to be used in the next outer iteration, except when the relative gap becomes less than a threshold value ε ws (e.g., ε ws = 10 −3 ) which means the solution is too close to the boundary for leading to a good warmstart. In this particular case, we store the iterate when for the first time the relative gap falls below ε ws and continue solving the problem until the predefined optimality tolerance is reached. Before solving the next RMP, the stored point is modified to reduce the primal and dual infeasibilities, and multiple centrality correctors [32, 33] are applied to improve the centrality of the warmstarting point.
The vehicle routing problem with time windows (VRPTW)
The VRPTW is a widely studied integer programming problem and covers a broad range of real-world applications. All the time, many companies over the world are looking for the best routes for delivering/collecting products to/from customers, which are usually spread in a certain neighborhood, city or even larger regions. The VRPTW can be used to model these situations (see [34] [35] [36] [37] for interesting examples) and the efficient solution of real-life problems is crucial for many businesses. Moreover, the VRPTW is important as a benchmarking for testing new solution strategies, because it is considered a very difficult integer programming problem.
In the standard VRPTW, a set of vehicles is available in a single depot and these vehicles must be used to visit a set of customers C = {1, . . . , m} in order to satisfy their respective demands. The problem consists in determining a set of minimum cost routes for the vehicles, satisfying the following requirements. Each customer must be visited exactly once and the arrival of the vehicle must satisfy a time window [w a i , w b i ], i.e., the vehicle cannot arrive after time w b i to service a customer, and it should wait until time w a i in case it arrives too early. The number of customers a vehicle can serve is limited by its maximum capacity, and the vehicle must return to the depot after visiting the customers covered by its route. We assume the vehicles are identical and they are available in a sufficient number to service all the customers. The cost of a route is given by the total distance traveled by the vehicle. For a detailed description of the problem see e.g. [38, 39] .
Although a compact formulation of the VRPTW has been proposed in the literature (see [38] ), its linear relaxation provides a poor bound for the value of an optimal integer solution. As a consequence, a pure branch-and-bound strategy or even a branch-and-cut method are usually inefficient in practice. A better bound can be obtained by recurring to the linear relaxation of an extended formulation of the VRPTW, given by the following integer master problem with a set-partitioning structure min j∈N c j λ j (4.1a)
where a j = (a 1 j , . . . , a m j ) T is a column constructed from a feasible route, c j is the corresponding cost to visit each customer in the route and then come back to the depot, and N is the set of indices of all feasible routes for the problem.
The coefficients in column a j are given by a i j = 1 if route j visits customer i and a i j = 0 otherwise. Formulation (4.1) is typically solved by a branch-and-price strategy. At each node, the integrality of the master variable λ is dropped and the resulting linear programming relaxation is solved by the column generation technique.
To generate columns, feasible routes are obtained by solving an elementary shortest path problem with resource constraints (ESPPRC). Valid inequalities are also generated in this context, in order to improve the bounds that are provided by the master problem. In the remainder of this section, we briefly address the main features of our implementation of the branch-price-and-cut method for solving the VRPTW.
Solving the ESPPRC
The most successful implementations for solving the ESPPRC are based on a dynamic programming algorithm.
Specifically, it is a label-setting algorithm that was proposed in [40, 41] and has been significantly improved in the last years by the development of different techniques, such as the identification of unreachable nodes [42] and the bidirectional label extension with resource bounding [43] . Also, heuristics and meta-heuristics have been used to speed up the implementations [27, 44] . We have followed all these references in our implementation of the labelsetting algorithm for solving the ESPPRC. In addition, the algorithm is initialized by the set of routes associated to the columns in the restricted master problem. Up to K 1 columns are used and we select those associated to the smallest values s j (the slack dual component related to λ j ), for all j ∈ N. We also use an adaptation of the Clarke and Wright heuristic [34, 45] to construct initial routes that are inserted into this set. Furthermore, three improvement heuristics are applied upon the best paths in the set. The first one consists in, given a route, removing one customer at a time from it. In the second heuristic, we try to insert one customer that is not in the route, between each two customers in the route. The third heuristic is given by swapping any two consecutive customers of a route. In all methods, we try to improve up to K 2 routes of the initial set, those with the least reduced costs. Each heuristic is called once and a modified route is inserted into the set if it has a negative reduced cost.
As proved in [46] , the ESPPRC is a strongly NP-hard problem. Finding the optimal route at each call to the oracle is computationally expensive and should be avoided in the column generation procedure, as the optimal solution is needed only at the last outer iteration. As proposed in [27] , we apply a few simplifications to the exact label-setting algorithm, so that it becomes a relatively quick heuristic. One simplification is given by imposing a limit K d on the number of vertices for which we verify the dominance criteria that is used to eliminate paths. Besides, a given label is extended to at most K e adjacent vertices. Another simplification consists in setting a limit K l for the total number of labels generated by extensions. The values of these three parameters are dynamically chosen according to the relative gap in the column generation procedure. When the relative gap falls below the column generation optimality tolerance δ, we discard these simplifications and call the exact label-setting algorithm.
Valid inequalities for the VRPTW
Different types of valid inequalities are available for the VRPTW. Some of them are based on the variables of the compact formulation of the problem [27, 47, 48] , which do not increase the difficulty of solving the pricing subproblem in a branch-and-price approach. Others are based on the extended formulation [24, 25] , which leads to tighter bounds at the cost of having a more difficult pricing subproblem. In this paper, we use a valid inequality of this second type, namely the subset row (SR) inequality proposed by Jepsen et al. [25] . Consider an RMP associated to problem (4.1)
and recall that C is the set of customers in the problem. Given a subset S ⊂ C and a scalar θ such that 0 < θ ≤ |S |, the corresponding SR inequality is defined as
where N ⊂ N is the set of indices of master variables in the RMP. In [25] , the authors suggest the choices |S | = 3
and θ = 2, as SR inequalities using other values seldom appeared in the computational experiments carried out on benchmarking instances. In this particular case, the SR inequality for a given subset S is given by
where N S ⊂ N is the subset of routes which visit at least θ = 2 customers that belongs to S .
The addition of the SR inequalities to the RMP can significantly increase the difficulty of solving the subproblem, in particular when the label-setting algorithm is used for solving the ESPPRC. To reduce these effects, a modified dominance criteria for the label-setting algorithm is proposed in [25] . Moreover, in order to keep the number of valid inequalities small, a few requirements can be imposed in the separation subproblem. Similarly to [27] , we accept only the inequalities which are violated by at least a predefined threshold ε v . These inequalities are sorted in descending order of their violation and, then, the first K v inequalities are added to the RMP. A customer is allowed to belong to at most K s of the subsets that are used to generate the valid inequalities. Moreover, as proposed in Section 3.2, the separation subproblem is called only after the relative gap in the column and cut generation procedure falls below the threshold value ε c .
Branching on the VRPTW
Different branching rules have been proposed for branch-and-price methods for solving the VRPTW. In our implementation, we follow the scheme proposed in [27] which is based on the variables of the compact formulation of the VRPTW. Moreover, we use the two-step procedure described in Section 3.3. In the first step, the column and cut generation algorithm is stopped with a loose optimality tolerance ε b > δ and all pricing subproblems are solved by the heuristic label-setting algorithm, i.e., with the simplifications described in Section 4.1. In case it is not possible to branch, we go to a second phase in which the default optimality tolerance δ is adopted and the exact label-setting algorithm is used when the relative gap falls below δ.
Rounding heuristic
The use of quick heuristic methods is crucial in the branch-price-and-cut method, specially for identifying integer feasible solutions that can be used to prune nodes. In this context, these heuristics are typically simple procedures that are based on rounding the components of a fractional solution. The use of rounding heuristics within the column generation is usually very helpful [49, 50] , as the columns correspond to parts of an integer solution of the original problem. Hence, by putting together a feasible subset of them, an integer solution is likely to be obtained. For instance, in the VRPTW a column corresponds to a feasible route for a vehicle. By selecting a subset of routes (columns) such that each customer is visited exactly once by these routes, we obtain a feasible integer solution. Several heuristics may be used and here we rely on a simple residual rounding heuristic, as it can be easily extended to other integer programming problems. This heuristic can be briefly described as follows. Consider we have a fractional primal solutionλ. The first step is to select up to T non-zero components ofλ (e.g., T = 2). We select the components with the largest values and round them to 1. Then, the columns corresponding to the rounded components are subtracted from b, the right-hand side vector of the RMP. The resulting problem, called residual RMP, is solved again and the process is repeated until an integer solution is obtained or it is detected that no feasible integer solution can be found by the heuristic. It may happen that the residual RMP becomes infeasible and hence, the column generation must be called again until a feasible solution is obtained or the infeasibility is also identified by the column generation procedure. All the columns associated to the rounded components are stored to eventually give rise to an integer feasible solution. Even though a modified RMP is solved inside the heuristic, any column that is generated during its course is also valid for the original RMP.
Computational results
In this section, we present the results of computational experiments using the interior point branch-price-and-cut method proposed in this paper. For brevity we will refer to our implementation as IPBPC. We have selected a classical integer programming problem that is widely studied in the branch-and-price literature, the vehicle routing problem with time windows (VRPTW). Of course, having computational experiments for more classes of problems would be very interesting but the difficulty of implementing a branch-price-and-cut method led us to choose one application.
Nevertheless, the VRPTW has been used in many previous researches as a benchmark for illustrating and testing new ideas and algorithms. Moreover, the strategies proposed in Section 3 are independent of the problem.
The experiments are run on the benchmarking instances proposed by Solomon [51] . These instances were defined about 30 years ago, but the most difficult ones were solved only in the last few years [52, 53] . They are classified according to the spatial distribution of customers: C instances follow a clustered distribution, R instances follow a random distribution, and RC instances follow a mix of both distributions. As in [27] , we focus on the 56 largest instances in the set, all those having 100 customers. These instances are commonly presented in two distinct sets, namely 100-series and 200-series sets, and those in the second set have wider time windows and larger vehicle capacity, so they are more challenging for the pricing subproblem.
The IPBPC framework has been implemented in the C programming language. It relies on the primal-dual interior point method implemented in the HOPDM code [17, 54] to solve all the linear programming problems. The procedures for solving the pricing and the separation subproblems have also been implemented and they follow the descriptions presented in Sections 4.1 and 4.2. Table 1 shows the default parameter settings adopted in the experiments presented in Section 5.1. For each parameter in the first column, the second column gives the section in which the parameter is defined, and the third column shows its default value. In Section 5.2 we report on additional experiments to verify the impact of some of these parameter choices. The experiments were performed on a Linux PC with an Intel Core i7 2.8
GHz CPU and 8.0 GB of memory. Tables 2 and 3 show the results for the Solomon's instances in sets 100-series and 200-series, respectively, using the IPBPC with all the features discussed in Sections 3 and 4. In both tables, the first two columns show the name of the instance and the value of the optimal solution obtained by the IPBPC, respectively. In the remaining columns are given the total number of generated columns, the number of generated cuts, the number of nodes in the branch-andbound tree, the total CPU time spent on the oracle, the total CPU time spent on solving the RMPs, and the total CPU time spent on solving the instance. All the CPU times are given in seconds.
The analysis of these results reveals that the oracle dominates the computational effort, a usual behavior in integer programming problems. Each instance in the 100-series set was solved to optimality in less than 2300 seconds. In the 200-series set, 5 instances could not be solved to optimality due to memory overflow in the pricing subproblem solver called at the last outer iteration of column generation (exact label-setting algorithm). These instances are the same ones that could not be solved in [27] and, hence, it was an expected behavior as the same strategy was used for solving the pricing subproblem in that implementation. Nevertheless, the value of the best integer solution found for each instance is shown in Table 3 . For the instances solved to optimality, none of them required more than 17000 seconds. It is useful to compare the performance of the IPBPC with a similar branch-price-and-cut method for the VRPTW that uses the simplex method to solve linear programming problems. Such comparison allows us to verify if the use of an interior point algorithm within a branch-price-and-cut method is indeed worthwhile. Hence, in Tables 4 and   5 we show the results of the simplex-based branch-price-and-cut method proposed in [27] , and a comparison with the results shown in Tables 2 and 3 . The simplex-based implementation uses the same type of valid inequalities as presented in Section 4.2 and the pricing subproblem is solved using a procedure very similar to that described in Section 4.1. However, the results in [27] were run on a different computer, namely a Linux PC with a Dual Core AMD Opteron 2.6 GHz CPU, and hence the conclusions about CPU time should be taken cautiously. The first few columns in Tables 4 and 5 give the number of cuts, number of nodes and total CPU times, as presented in [27] . The remaining columns give the ratio between the values in the first columns and the corresponding values in Tables 2 and   3 . Only the instances that were successfully solved by both approaches are presented in the tables.
For each 100-series instance, the IPBPC generated not only a smaller (or equal) number of valid inequalities, but also a smaller (or equal) number of nodes when compared with the simplex-based BPC. In total, the simplex-based BPC required around 68% more valid inequalities and 31% more nodes. The IPBPC was about 5 times faster than the other approach, but the reader should be warned that the two approaches were run on different computers (we did not have access to the proprietary code described in [27] ). Concerning the results for the 200-series instances, the total number of nodes in the IPBPC was a bit larger than the number of nodes in the simplex-based approach in this case. On the other hand, the number of valid inequalities is still smaller for every instance and there is an even larger difference when compared to the number of valid inequalities generated by the simplex-based BPC. For the instance RC203, for example, the simplex-based method generated almost 8 times more valid inequalities than the IPBPC.
Large differences are observed for other instances as well, such as RC202 and RC206, which reveals an important advantage of the IPBPC. As discussed in Section 3.2, keeping the number of valid inequalities small is crucial for the efficiency of the subproblem solver, as the SR inequalities affect the structure of the subproblem. Considering the total CPU time, the IPBPC outperforms the simplex-based BPC. These results indicate that the use of the primal-dual interior point algorithm within the branch-price-and-cut method offers a significant advantage over the simplex-based approach.
Impact of changes in the core components
To verify the importance of the modifications proposed in this paper for the core components of the IPBPC, we have run some additional computational experiments with different choices of parameters. With these experiments we do not aim to have an exhaustive testing of all possible parameter choices, but rather we want to investigate the impact of changing some key parameters of the method to get a better understanding of the proposed strategy.
In the first experiment, we analyze how the early branching strategy described in Sections 3.3 and 4.3 affects the performance of the IPBPC. In Fig. 1 we plot the results of solving all the 100-series instances with different choices of the parameter ε b , the threshold tolerance for finishing the preprocessing step in the two-step branching approach. Four different values of ε b were tested: 10 −3 , 10 −4 , 10 −5 and 10 −6 . Three plots are given in Fig. 1 and they From (b) and (c), we deduce that ε b = 10 −3 resulted in the smallest number of nodes and the best total CPU time. The use of ε b = 10 −6 in the branching strategy causes a loss of efficiency measured in nearly doubling the CPU time when compared with using ε b = 10 −3 . Hence, we conclude that the early branching contributed to the overall efficiency of the IPBPC. Notice that a reduction in the CPU time was expected for larger values of ε b , as the column and cut generation is stopped earlier and, hence, fewer calls to the oracle are made. However, the reduction in the number of nodes is an interesting result and it suggests that, indeed, interior point methods have the advantage of quickly approaching the optimal solution. As a consequence of this feature, the provided suboptimal solutions are accurate enough to be safely used in the branching procedure. The second experiment involves the impact of the parameter ε c which is used in the oracle of the column and cut generation procedure described in Section 3.2. Recall that this parameter has the following purpose: the separation subproblem is called by the oracle only after the relative gap falls bellow ε c . Three different values of ε c were tested in this experiment, namely 0.1, 0.01 and 0.001. In addition, recall that after calling the separation subproblem, up to K v valid inequalities are added to the RMP. The default value K v = 3 is used in the IPBPC, but for a small ε c it may be better to allow a larger number of valid inequalities to be added to the RMP. Hence, we have run tests with K v = 10 as well. Fig. 2 summarizes the results that were obtained in this experiment. It has three plots with the same meaning as those given in Fig. 1 . Each plot shows the results for different choices of ε c ; the continuous line corresponds to K v = 3 while the dashed line corresponds to K v = 10. The analysis of these results suggests that the best approach corresponds to calling the separation subproblem as soon as the relative gap in the column and cut generation procedure falls below 0.1. For this scenario, K v = 3 seems to be a more appropriate choice than K v = 10, as the latter resulted in a larger number of generated valid inequalities and larger number of nodes. In addition, the CPU time was considerably increased. The results for K v = 10 were improved when ε c was reduced, but still they were inferior to the overall performance obtained with K v = 3.
Conclusions
In this paper, we have addressed the use of the primal-dual interior point algorithm within the branch-price-and-cut method. For each core component of the method, namely the column generation procedure, the separation of valid inequalities (cuts) and the branching procedure, we have presented how to exploit certain advantages that are provided by the interior point algorithm. Two of them are particularly attractive in this context: (i) the ability to work with wellcentered solutions stabilizes the column and cut generation procedure; (ii) the use of early termination improves the overall efficiency of the approach. To verify the behavior of the proposed interior point branch-price-and-cut method,
we have run computational experiments on well-known instances of the vehicle routing problem with time windows, a classical integer programming problem. The results provide evidence that the proposed method is efficient and outperforms a similar branch-price-and-cut method which uses the simplex algorithm to solve linear programming problems. We have observed considerable reductions in the number of nodes in the search tree, in the number of generated valid inequalities and in the CPU time to solve the instances.
The next steps regarding this investigation will involve solving different integer programming problems by the interior point branch-price-and-cut method proposed in this paper. The focus will be on problems with a large-scale master problem formulation, so that a larger percentage of CPU time is spent on solving the RMPs. Also, we intend to improve our ESPPRC implementation by following the main ideas that were recently proposed in [52, 53] in order to solve the Solomon's instances that could not be solved by the current implementation.
