The difference betwee n any eigenvector u" of a linear operator A and its Rayleigh-Ritz approximation w" is bounded in t erms of the differences betwee n the eigen values Ai of A and their Rayleigh-Ritz upper bounds K i .
Introduction
The most common method of approximating Lhe eigenvalues XI ::; X2 ::; • • • of a symmetriclinear operator A is the Rayleigh-Ritz method [1,5 ,19P This reduces an eigenvalue problem on a space of a large or even infinite number of dimensions to an eigenvalue problem on a space of relatively few dimensions.
If the desired eigenvalues Xt are characterized as minima, the Rayleigh-Ritz approximations K t give upper bounds for them.
Along with the upper bounds Kt for the eigenvalues the R ayleigh-Ritz method yields associated vectors W t . It is to be expected that these vectors approximate the eigenvectors of A in some sense. Furthermore, it is to be expected that the better the eigenvalue Aj is approximated by K j, the better will be the approximation of W i to the corresponding eigenvector.
Indeed, this is easily seen in the case of the first eigenvector. If the unit vector WI is expanded in terms ofthe normalized eigenvectors U j of A, we have wI =~a jU j , (1.1) ~ai = l, (1. 2) and ~A iaI = KI ' (1. 3) Subtracting Al times (l.2) from (l. 3) and noting that A2 ::; A3::; . . . we find that (104) or equivalently (l.5) In general the Xi are unknown, and we must express I Figures in brackets indicate the literature references at the end of this paper.
our results in terms of the K j and any lower bounds Xj for the Aj that may be available. Such bounds can be obtained by various methods (see for example [1 ,2,3,4,5,6,10,11,12,13,14, 19,20,21 ,22,23 ,24,25,26] ).
If X j~}::j, the inequality (l.5) leads to (1.6) This inequality shows that if the maximum error KI -XI is small compared with the interval }:2 -X I , the difference W I -U l is small in norm. The bound (1. 6) is sharp in the sense that equali ty is attained when Aj=}:j and at= O for i>2. The inequality (1.6) is trivial for Kl ~X2 ' In this paper we generalize the bound (1.6). We give a bound for the norm of W p-U p in terms of the given bounds Kt and }:j . This bound is again sharp in the sen e that equality may be attained. The bound for ( w p-up ,w p-u p) is small if the maximum error Kp-}:p is small relative to both X p+!-Kp and X p- Kp_I' It becomes trivial if K p~X P+I or Kp_l ~X p . The case p = l gives an improved but more complicated version of (1.6 [12, 20, 23] , Our bound, however, involves only the Kj and the lower bounds };i ' It should be particularly useful in the case of differential operators where the Rayleigh-Ritz trial functions may not be sufficiently differentiable to give a finite value of ( Awp ,Aw p) ' Our bounds are established by algebraic means for the case when A is an N X N matrix. They are independent of N. Consequent-ly, the bounds also hold for infinite-dimensional operators A whose first p eigenvalues and eigenvectors are approximated uniformly by those of a sequence A N of N X N matrices. This is certainly t he case if A is completely continuons. It also holds under the weaker condition that A have p dis ere te eigen val ues defined by a minimum maximum principle. These must lie below any continuous spectrum. Thus A may be a Schroedinger operator corresponding to both bound and unbound states.
The fact that the eigenvalues Ai are stationary values of the Rayleigh quotient tends to make the approximation of the eigenvectors ' worse than that of the eigenvalues. In fact, the bound (2.41) shows t hat the square of the norm of the error Wp-U p is of the order K p-A~.
The errOl" bounds in sections 2 and 3 are in the sense of the norm. If A is a differential operator, its eigenvectors Ui arc functions. It is often of interest to approximate the value of the function at a particular point. An adaptation of the method of Diaz and Greenberg [7 , 9] which leads to such a pointwise approximation is presented in section 4.
. Separated Eigenvalues
Let A be an hermitian N X N matrix. It is a linear operator on Euclidean N-space. Let the usual scalar product between t wo vectors U and v on this spare be denoted by (u, v If the value a~ = 0 is compatible with the con-. traints (2.14 ) and (2.15), the minimum value of (a~)2 IS clearly zero . We suppose for the moment that this is not the case, so that
(2.24) It follows that L mu st be eith er L or L -l. I n t h e lat ter case, the L vector wllv in th e first set will be th e eigenvectors Ut i ' . . . , UjL th emselves. In particular, Wp is Up so tha t the cOl'l'esponding maximum of (w p -u 11 We now consider the possible minima of (a~) 2 . Choosing a particular set of {3v and i., we find from (2.31 ) tbat Because of (2. 32)
Thus, the right-band side of (2.33) is increased by dropping any pair Ai v , K~v. This means that its minimum will be attained when the sets i l • • • ., i L+1, {31, . . ., {3L are maximal with respect to the properties required of them. W e further note that the right-hand side of (2 .33 Then inductively, let (2.38) Because of (2.11 ) the set of {3v includes p. If p is not included in the i", we can easily construct a solution of the eqs (2.14) and (2.15) (2. 12) for any At satisfying (2.10). Condition (2. 12) is therefore n~c~ssary and sufficient for (a: )2 to h ave a nonzero mmnnum.
The minimum value of (a:)2 is now given by (2.33) . It is a continuous nondecreasing fun ction of the eigenvalues Ai' Hence its minimunl with respect to the At satisfying (2.10) will occur for At=}:t. We may remove the assumption that the Ai are unequal by a limiting process. This will alter the inequalities in (2.37) and (2 .38) slightly.
As we pointed out in the introduction, we can We let N' --7r:t:J for fixed M and N. Using (2.33) and (2.34), we obtain the following theorem. Thus, the error bounds (2.49 ) are a good deal larger than the errors themselves. Our error bounds depend upon the lower bounds }::j. These were chosen rather crudely and could be improved in various ways (see, for example [5] ) . In order to determine the effect of such an improvement, we replace the ~i by the eigenvalues Aj in (2.41 
Then if Wp is the normalized Rayleigh-Ritz eigenvector corresponding to the bound Kp and Up is the normalized eigenvector oj

Neighboring Eigenvalues
The condition (2.39 ) implies that the eigenvalue Ap is simple. If this is not the case, the corresponding eigenvector Up is not uniquely defuled . In fa ct, if Ap has multiplicity m, Up may be any element of an m-space. If m > l , there will always be such a Up ~nthogonal to W p , so that the minimum of (wp,u p ) IS zero.
We must reformulate our problem . liVe seek th e minimum value of (Wp,Up)2 when Up is taken to be that elemen t of the m-space which best approximates Wp. This Up is the proj ection of Wp into the m-space of eigenvectors corresponding to Ap.
The condition (2.39 ) implies not only that Ap is simple, but tha t our bounds Kp_I ' Kp, }:: p, and }:: P+I are good enough to reveal its simplicity. That is, the error in our bound s is smaller than the separations between AP_ I' Ap , and AP+I' If this is not the case, we cannot distinguish between a simple and a multiple eigenvalue.
Suppose now that the upper and lower bounds for Ap, Ap+l' .. . , Ap+m-l show these eigenvalues to lie close together. Suppose further that mmmla themselves are determined by (2.14 ) and (3.2) .
The same situation applies in the case under consideration here. Necessary conditions for a maxip+m-! mum of ~ (a;)2 are determined by the constraints p (2.14), (2.10 ), and (3 .2) .
Let Up be the unit vector in the direction of the proj ection of Wp into the space spanned by Up, . . . , (3.3) L et Up+I, .. . , Up+m-l b e other linear combinations of Up, . . . , Up+m_1 su ch that Up, . . . , Up+m-l are orthonormal. Let Ut= Ui for i~p, ... , p + m -1 and put (3 .4) Then by construction i= p + 1, .. . , p + m -1 (3.5) and (3. 6) 1I10reove1', Thus, if we let i= p , . . . , p + m -1 otherwise.
(3.8) (3. 1) We have from (3.2 ) and (3.7) that so that Ap_l and Ap+m are known to lie away from the cluster of eigenvalues about Ap. Then , to our degree of approximation Ap behaves like an eigenvalue of multiplicity m. We ask how well Wp can be approximated by a lin ear combination of unit length of th e eigenvectors Up, Up+l , • .
• , Up+m-l ' This problem is equivalent to that of minimizing p+m-l ~ (a;)2 under the constraints (2.14 ), (2.15), and p (2.10 ). By (2.20 ) we have raf3=saf3=O unl ess ex= (3 or a or (3 = p. Moreover,ra p+ Kpsap= 0,raa+ Ka8aa= 0 for ex~p. This means that we would obtain the same minimizing con ditions by imposing only the constraints (2.14 ) with a= (3 or ex or (3 = p and the single constraint (2.15 ) with a= (3 = p. The latter may even be replaced by the inequality The other constraints (2.14 ) and (2.15 ) determine which lo cal minima actually occur, bu t the local (3. 9) Since the Ui are orthonormal, (2.14) becomes (3.10) Our problem is thus reduced to minimizing (a~)2 under the constraints (3.10), (3 .9), (2.10 ), and (3.5). The conditions for local minima are found to be as in section 2. However, the constraints (3 .5) together with the fact that K p+m-l<~p+m relegate the vectors Wp1 1, . . • , Wp+m-I to the set S 2 orthogonal to Up. Furthermore, the conditions (3.5) eliminate the values i = p + 1, .. . , p + m-1 from the i ..
Thus we find the following theorem. (3. 12) As in section 2 we obtain a simpler bu t a weaker inequality by putting I~=~p+m for i > p + m and }::j= ~I for i<p when p> 1. This leads to (3. 13) For p = 1 we only have to put }.. i=~p+m for i > p + m to ob tain (3. 14) By the same r easoning we can show tha t th ere is a linear combination up+q of Up, ... , Up+m-1 tha t approximates WP+Q with O< q< m. W e eliminate Kp, ... , Kp+m-I except for Kp+Q £rOln the Ka and }::P+ I' ... , ~p+m-I from the ~i in forming the sets f3 v and i~. Then we obtain the inequalities (3.12 ) and (3.13 ) with Wp replaced by Wp+Q, Up by UP+q, and Kp by K;+q.
'Ve consider th e vibrations of a uniform beam which is free at its end s and which lies on an elastic foundation with small lin early varying elastic constant. It satisfies the differen tial equ ation (3. 15) wi th the end conditions
The constant € is positive and sniall. 'Ve in trodu ce th e scalar produ ct (3.17 ) and def-il1 e th e symmetric opera tor A by th e bilinear form (3. 18) If th e eigen values AI'::; A2'::; . . . of A are defin ed as th e successive minima of th e R ayleigh quotient (A v, v) /(v, v) , th ey coin cide wi th tho e of th e problem (3.15) , (3. 16) .
We are con cerned with th e two lowest eigen valu es. For €= o t hey both vanish . Conespondin g eigenfun ction s arc 1 and 6-I / 2 (1-2x). vVe u e th ese as trial fun ctions in thc Rayleigh-Ri tz m ethod . We obtain wi th:!the corresponding vectors To ob tain lower bound s ~i we no te t ha t (Av, v) lis grea ter for €> O than for €= o. Thus, "the Ai are bounded below by th e eigenvalu es Ai of the problem (3 .1 5), (3 .16 ) with €= o. These can be found explicitly. W e find (3.21 ) Condition (2.3 9) is violated so that we cannot say how well WI approximates UI without improvin g our bounds. However, we can use theoreln 2 Thus we have shown th at WI and W2 approximate linear combina tions of UI and U2 in the mean square sense.
vVhen , as in this example, A is unbounded , it is often more desirable to have a bound for the deviation (A (w p-u p) . w p-u p) rather than (w p-u p,w p-u p) In order to obtain such a bound we note that the quadratic form (A v,v) + c(v,v) is positive definite for C>-XI.
Hence we can define a new scalar product (u,v 
. Pointwise Bounds for Eigenfunctions
When A is a differential operator, theorems 1 and 3 give bounds for the mean square deviation of the approximate eigenfunction Wp from the exact eigenfunction Up. It is often of interest to determine the value of Up at a particular point.
In certain cases a pointwise bound for the deviation IWp-uiat a point comes directly from the bound (3 .26) of theorem 3. For example, we show that for any 0 :::;.\:::;1
IWIW-u W I2 :::;G(U) . f [(WI-U) " 2+ C(WI-ii)2 ]dx,
(See, for example, [8] ). Thus, (3.27) gives a bound for IWIW -uWI.
In the case of partial differential operators such a bound m ayor m ay not exist. If it exists, it is difficult to find .
However, one can use the following adaptation of the method of Diaz and Greenberg [7, 9] )cf. [15, 18] ) . For the sak e of simplicity we present it only for the c~se of a special second order operator in t wo dimen- We wish to approximate the value of Up at an interior point of D , which we choose as the origin of our coordinate system. W e use the fact that Up satisfies the differential equation (4.3) with A= Ap and the boundary conditions (4.4) . Let r ex, y ) be a parametrix for the differential equation (4.3) satisfying (4.4). That is, r ex, y)=-(47r) -1 10g (X 2 + y2) + <t> (x, v), (4.6) where <t> is any twice continuously differentiable function such that . 
