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Introduction
Le cerveau et son fonctionnement restent relativement peu connus et sont parmi les grands
défis de la recherche actuelle. Les avancées dans ce domaine sont très dépendantes de notre ca-
pacité à observer l’ensemble des phénomènes issus du cerveau, à les localiser, à en comprendre
l’origine et à en mesurer la dynamique. La recherche sur le cerveau et son fonctionnement
est donc intrinsèquement liée aux avancées méthodologiques, notamment pour la mesure et
l’analyse de l’activité cérébrale. Différents moyens d’observation de l’activité cérébrale, appelés
modalités de neuroimagerie, ont été développés. La plus précise pour enregistrer les signaux
électriques générés par le cerveau est l’électroencéphalographie intracranienne (ECoG) où des
électrodes sont implantées directement dans le cerveau avec pour limitation d’être très invasive
et de ne pouvoir observer que l’activité locale. Deux modalités permettent de mesurer l’activité
électrique du cerveau de manière non-invasive et globale : l’électroencéphalographie (EEG) et
la magnétoencéphalographie (MEG). L’électroencéphalographie consiste à enregistrer l’acti-
vité électrique à la surface du cuir chevelu avec des électrodes. La magnétoencéphalographie
mesure les champs magnétiques à la surface du cuir chevelu par le biais de magnétomètres. Ces
deux modalités de neuroimagerie ont une bonne résolution temporelle qui permet de bien cap-
turer la dynamique des phénomènes observés, mais elles ont un mauvais rapport signal sur bruit
et une mauvaise résolution spatiale, ce qui empêche de les localiser précisémment. D’autres
modalités, comme par exemple l’imagerie à résonance magnétique fonctionnelle (IRMf) ou la
spectroscopie proche infrarouge fonctionnelle (fNIRS), estiment l’activité cérébrale de façon
indirecte en mesurant la quantité d’oxygène consommée par chaque partie du cerveau. Ces
modalités localisent précisémment les différents phénomènes au niveau spatial, mais ils ont
une mauvaise résolution temporelle et ne permettent pas de bien caractériser leur dynamique.
Dans cette thèse, nous considérons des problématiques reliées à l’électroencéphalographie.
Cette technologie, proposée pour la première fois dans [17], est simple à utiliser, peu coû-
teuse, peu encombrante et a une haute résolution temporelle. Elle a plusieurs applications,
notamment dans le diagnostic et le traitement de pathologies, et dans les interfaces cerveau-
ordinateur, où l’activité cérébrale est utilisée pour intéragir avec un ordinateur. Dans l’en-
semble de ces cas, on est limité par le rapport signal sur bruit et par la résolution spatiale des
enregistrements. En effet, ces deux limitations rendent difficile l’analyse et la classification des
phénomènes observés, comme expliqué par exemple dans [40]. Pour remédier à ces problèmes,
des méthodes d’analyse des signaux électroencéphalographiques sont requises. Une méthode
qui permet en théorie de retrouver les signaux générés par le cerveau à partir de ceux enregistrés
par les électrodes est la séparation aveugle de sources [39], utilisée pour l’électroencéphalo-
graphie par exemple dans [40, 41]. Cette technique exploite les statistiques des observations
pour retrouver les sources qui en sont à l’origine, en faisant l’hypothèse que celles-ci sont
statistiquement indépendantes. Nous nous concentrons sur une méthode de résolution du pro-
blème de séparation aveugle de sources : la diagonalisation conjointe approximée de matrices
symétriques positives définies contenant les statistiques des observations, méthode introduite
dans [33, 51]. Mathématiquement, la diagonalisation conjointe approximée se formule comme
un problème d’optimisation sur l’ensemble des matrices inversibles avec trois composantes :
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le choix du critère à minimiser, la contrainte imposée pour éviter les solutions dégénérées et
l’algorithme de résolution, qui est systématiquement itératif. Les approches existantes consi-
dèrent principalement deux critères : le critère des moindres carrés introduit dans [33, 34],
venant du raisonnement pratique qu’il faut annuler les termes hors-diagonaux, et le critère
log-vraissemblance, obtenu à partir d’un modèle théorique de la séparation aveugle de sources
dans [95]. Les méthodes précédemment proposées sont de plus spécifiques à une contrainte de
non-dégénérescence et se restreignent aussi à un seul type d’algorithme de résolution. De ce
fait, il est difficile de modifier l’une des trois composantes et d’estimer leur influence lorsqu’on
compare plusieurs méthodes.
Cette thèse s’inscrit en traitement du signal et mathématiques appliquées avec des ap-
plications pour l’ananlyse d’enregistrements électroencéphalographiques. Nous adoptons une
approche exploitant des outils de géométrie et d’optimisation riemannienne, qui unifient des
approches émergeant de plusieurs domaines tels que la physique quantique, la théorie de l’in-
formation et le transport optimal. Le travail effectué peut se découper selon deux axes. Le
premier thème de recherche porte sur la modélisation du problème de diagonalisation conjointe
approximée d’un ensemble de matrices symétrique positives définies par une approche géomé-
trique. Dans notre formulation, la diagonalisation conjointe approximée est conçue comme un
problème de minimisation d’un critère mesurant la positon relative des matrices à diagona-
liser par rapport à l’ensemble des matrices diagonales positives définies. En particulier, on
peut utiliser des divergences, qui généralisent la notion de distance. Cette approche prend en
compte les critères usuels (moindres carrés et log-vraissemblance). Elle permet aussi de définir
des critères qui n’ont pas été étudiés, notamment basés sur la divergence de Kullback-Leibler,
la divergence log-det α, la distance riemannienne naturelle, la distance log-euclidienne et la
distance de Wasserstein. Notre second sujet de recherche concerne le développement d’outils
d’optimisation permettant de définir des méthodes modulaires où l’on peut faire varier les
trois composantes du problème de diagonalisation conjointe indépendamment. Cet objectif
nous conduit à employer l’optimisation riemannienne [2], particulièrement attractive car elle
permet de prendre en compte n’importe quel critère, inclut naturellement les contraintes et
offre un large panel d’algorithmes de résolution génériques. Nous considérons trois géomé-
tries différentes pour transformer l’ensemble des matrices inversibles en variété riemannienne
et nous traitons l’ensemble des contraintes précédemment utilisées pour la diagonalisation
conjointe.
Après cette introduction, ce manuscrit comporte quatre chapitres, des conclusions et pers-
pectives, ainsi que quatre annexes. Dans le chapitre 1, nous détaillons le contexte du sujet de
cette thèse et nous faisons une revue bibliographique. Nous y présentons l’électroencéphalogra-
phie, la séparation aveugle de sources, la diagonalisation conjointe approximée, la géométrie
et l’optimisation riemannienne, et les variétés que nous utilisons dans la suite. Dans le cha-
pitre 2, nous établissons notre modèle géométrique pour la diagonalisation conjointe approxi-
mée. Après avoir défini le modèle des critères, nous proposons trois stratégies d’optimisation,
puis nous présentons les divergences sur lesquelles les critères sont construits. Nous étudions
aussi les propriétés souhaitables pour la diagonalisation conjointe. Dans le chapitre 3, nous
proposons un cadre d’optimisation riemannienne générique pour la diagonalisation conjointe,
où nous considérons trois géométries différentes pour l’ensemble des matrices inversibles. Pour
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deux de ces géométries, nous considérons cette variété directement, comme décrit dans le
chapitre 1 ; pour la troisième, nous proposons d’exploiter la décomposition polaire et nous
construisons la variété produit correspondante. Nous traitons les trois contraintes utilisées
pour la diagonalisation conjointe en distinguant celles qui donnent des sous-variétés de celle
aboutissant sur une variété quotient. Dans le chapitre 4, nous illustrons les résultats théoriques
des deux chapitres précédents par des expériences numériques sur des données simulées et sur
des enregistrements électroencéphalographiques. Ces expériences montrent que notre approche
par optimisation riemannienne est viable et donne des résultats compétitifs par rapport aux
méthodes existantes. Elles indiquent également que les deux critères traditionnels (moindres
carrés et log-vraissemblance) ne sont pas les meilleurs dans toutes les situations. Nous tirons
ensuite des conclusions et nous dessinons les perspectives que ce travail apporte. Les annexes
contiennent les parties les plus techniques des résultats théoriques que nous avons obtenus.
Les annexes A, B et C sont en lien avec le chapitre 2. L’annexe A propose des méthodes
pour estimer la matrice diagonale la plus proche d’une matrice selon les divergences pour les-
quelles un algorithme itératif est requis. L’annexe B comporte les gradients et les hessiennes
de l’ensemble des critères. L’annexe C présente des méthodes pour évaluer numériquement le
logarithme matriciel et sa dérivée première et contient une contribution originale concernant
l’estimation de la dérivée seconde du logarithme matriciel. Enfin, l’annexe D est composée des
preuves de certaines propositions du chapitre 3.
Ce manuscrit reprend, améliore et amplifie les travaux que nous avons réalisé pendant cette
thèse et qui sont présentés dans les articles publiés [23, 24, 26] et dans l’article sur le point d’être
soumis [25]. L’article [24], qui comprend le contenu de [23, 26], propose le modèle géométrique
pour la diagonalisation conjointe et l’optimisation riemannienne sur la variété polaire associée
aux contraintes oblique et intrinsèque. Les résultats théoriques de cet article sont repris dans
les chapitres 2 et 3, qui apportent également du contenu original : des résultats théoriques,
des explications et des simplifications, notamment au niveau de l’intégration des contraintes
dans la variété polaire. Dans [25], nous considérons la variété des matrices inversibles équipée
des métriques invariantes à gauche et à droite. Nous développons les outils d’optimisation
pour les contraintes oblique et non-holonomique, qui sont dans le chapitre 3. Nous ajoutons ici
l’intégration de la contrainte intrinsèque. Plusieurs travaux effectués au cours de cette thèse ne
sont pas présentés dans ce manuscrit car ils sont à la marge de nos problématiques principales.
Dans [27], nous investiguons la réduction de dimension dans le cadre de la diagonalisation
conjointe et de la séparation aveugle de sources. La réduction de dimension est aussi traitée
dans [44, 100, 101] pour la classification de signaux électroencéphalographiques. Dans [73],
nous proposons un modèle bilinéaire pour la séparation aveugle de sources dans l’objectif
d’analyser des signaux qui possèdent une structure temporelle. Enfin, dans [29, 30], nous
déterminons la distance de Fisher associée aux distributions elliptiques complexes.

Chapitre 1
Contexte et revue bibliographique
Sommaire
1.1 Électroencéphalographie : principe et enjeux . . . . . . . . . . . . . . . 6
1.2 Séparation aveugle de sources . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1 Modèle et formulation du problème . . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Méthodes de résolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.3 Application à l’électroencéphalographie . . . . . . . . . . . . . . . . . . . 10
1.3 Diagonalisation conjointe approximée . . . . . . . . . . . . . . . . . . . 11
1.3.1 Un problème d’optimisation sous contraintes . . . . . . . . . . . . . . . . 11
1.3.2 Tour d’horizon des solutions algorithmiques . . . . . . . . . . . . . . . . . 13
1.3.3 Limites actuelles et enjeux . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Géométrie et optimisation riemannienne . . . . . . . . . . . . . . . . . 14
1.4.1 Variété lisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.2 Sous-variété . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.3 Variété quotient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.5 Variétés riemanniennes d’intérêt . . . . . . . . . . . . . . . . . . . . . . 22
1.5.1 Variété des matrices symétriques positives définies S++n . . . . . . . . . . 22
1.5.2 Groupe orthogonal On . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.5.3 Groupe général linéaire GLn . . . . . . . . . . . . . . . . . . . . . . . . . 25
Dans ce chapitre, nous présentons le contexte de ce travail de thèse et nous proposons
une revue bibliographique des sujets au centre de nos intérêts. Dans la section 1.1, nous in-
troduisons l’électroencéphalographie, qui est une méthode de mesure de l’activité cérébrale
avec plusieurs avantages et applications, mais aussi avec des limitations. Le développement de
méthodes d’analyses est donc nécessaire pour arriver à dépasser ces limitations. Dans la sec-
tion 1.2, nous exposons la séparation aveugle de sources, une famille de techniques statistiques
d’analyse de données, qui peut notamment être utilisée pour l’analyse d’électroencéphalo-
grammes afin d’obtenir les signaux des sources cérébrales à l’origine des enregistrements. Dans
la section 1.3, nous présentons la diagonalisation conjointe approximée qui joue un rôle central
dans la résolution du problème de séparation aveugle de sources. Beaucoup d’algorithmes ont
été proposés pour diagonaliser conjointement un ensemble de matrices. Cependant, la grande
majorité de ces méthodes sont spécifiques et il reste à unifier, généraliser et étendre les dif-
férentes approches développées. C’est l’objectif de cette thèse où nous adoptons un point de
vue géométrique du modèle de diagonalisation conjointe et proposons un cadre d’optimisation
générique adapté à ce problème. Dans la section 1.4, nous rappelons les notions de la géométrie
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et de l’optimisation riemannienne que nous utilisons dans la suite pour répondre à ces besoins.
Finalement, dans la section 1.5, nous présentons trois variétés qui sont particulièrement im-
portantes par rapport à notre travail : la variété des matrices symétriques positives définies,
celle des matrices orthogonales et celle des matrices inversibles.
1.1 Électroencéphalographie : principe et enjeux
La méthode de mesure de l’activité cérébrale, appelée modalité de neuroimagerie, qui nous
intéresse dans ce travail est l’électroencéphalographie (EEG). Cette modalité non invasive
consiste à enregistrer les potentiels électriques, de l’ordre du microvolt, provenant du cer-
veau d’un sujet en plaçant des électrodes au niveau du cuir chevelu. L’introduction de cette
technique est généralement attribuée à Hans Berger, qui produisit le premier électroencépha-
logramme au cours des années 1920 [17]. Pour comparer plus facilement différents enregistre-
ments, le positionnement des électrodes sur le cuir chevelu est standardisé à partir des années
1950 [62]. Le signal mesuré par les électrodes est généré par la sommation de potentiels post-
synaptiques de 108 à 109 neurones pyramidaux du cortex (organisés en colonnes et orientés
dans la même direction) qui s’activent de manière synchrone [86, 88]. Ces colonnes de neu-
rones peuvent alors être identifiées à des dipôles électriques, caractérisés par leur position et
leur orientation [86, 88]. Nous pouvons considérer qu’il n’y a pas de retards entre les signaux
enregistrés et les dipôles du moment que ces derniers ne bougent pas [86] et donc que l’activité
instantanée enregistrée correspond bien à l’activité instantanée réelle. Ces sources cérébrales
oscillent à des fréquences où les équations de Maxwell quasi-statiques s’appliquent et pour
lesquelles les effets capacitifs peuvent être négligés. De ce fait, les données observées sont en
phase avec les dipôles réels et un modèle de conduction électrique linéaire peut donc être
employé [88]. La figure 1.1 présente une illustration du principe de fonctionnement de l’élec-
troencéphalographie, un schéma du système international 10-20 de placement des électrodes
et un exemple d’électroencéphalogramme sur huit électrodes.
Son coût relativement faible, sa simplicité, son faible encombrement (la situation reste
proche du naturel) et sa haute résolution temporelle (qui permet de bien capturer la dyna-
mique de l’activité cérébrale) ont fait la popularité de l’électroencéphalographie et ont permis
son utilisation dans un certain nombre d’applications. Cette technique est en effet utilisée mas-
sivement en recherche fondamentale sur le cerveau et reste aujourd’hui incontournable dans
l’étude de certains phénomènes tels que le sommeil [49] et l’épilepsie [85]. Une autre applica-
tion de l’électroencéphalographie est le neurofeedback où l’objectif est d’apprendre à moduler
sa propre activité cérébrale pour en améliorer le contrôle [14]. Le neurofeedback a notamment
été proposé pour le traitement des troubles de l’attention et de l’hyperactivité. Grâce à ses
caractéristiques, l’électroencéphalographie est aussi la modalité de neuroimagerie privilégiée
pour les interfaces cerveau-ordinateur, où le sujet intéragit avec un ordinateur par le biais
des signaux caractérisant son activité cérébrale. Les interfaces cerveau-ordinateur peuvent par
exemple être utilisées dans l’assistance de personnes souffrant de handicaps moteurs aigus [78]
ou pour les jeux vidéo [46].
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Figure 1.1 – Illustration de l’électroencéphalographie (EEG). (a) : illustration du principe
de fonctionnement de l’EEG. (b) : schéma du système international 10-20 de placement des
électrodes. (c) : exemple d’électroencéphalogramme sur huit électrodes
L’électroencéphalographie présente deux limitations majeures : sa faible résolution spa-
tiale et son faible rapport signal sur bruit. Le signal électrique d’une source cérébrale (qui
traverse du tissu cérébral, le liquide céphalo-rachidien, le crâne et la peau) contribue aux po-
tentiels enregistrés par plusieurs électrodes, ce qui nuit à sa localisation et explique la faible
résolution spatiale. De plus, comme plusieurs dipôles cérébraux sont simultanément actifs, on
observe un mélange linéaire instantanné de leurs signaux au niveau des électrodes [40]. Ce
phénomène explique en partie le faible rapport signal sur bruit du fait que l’activité cérébrale
d’intérêt est en partie masquée par l’activité cérébrale de fond qui n’est pas liée aux signaux
qu’on souhaite observer. En effet, le cerveau est actif et génère des oscillations même au re-
pos [31]. Lors de l’étude d’un phénomène, on veut donc différencier les oscillations de repos,
qui sont alors considérées comme du bruit intra-cérébral, de celles liées à la tâche étudiée.
Au mélange des signaux des dipôles cérébraux, s’ajoute également du bruit extra-cérébral de
différentes natures. Le premier type est le bruit environnemental, qui correspond par exemple
au rayonnement du secteur électrique à 50 Hz ou à des potentiels générés par des mouvements
à proximité des électrodes. Le deuxième type est le bruit instrumental, qui est par exemple
dû à des problèmes d’impédance, de mauvais contacts d’électrodes ou de mouvements des
électrodes et des fils. Notons que le bruit d’amplification est généralement négligeable. On
traite ces deux types de bruit soit par filtrage, soit par rejection de certaines portions de
l’enregistrement pour certaines électrodes. Leur élimination est un défi technique au niveau
du matériel d’enregistrement. Le troisième type est le bruit biologique, qui correspond à des
artéfacts générés par exemple par des mouvements oculaires ou musculaires qui peuvent avoir
une puissance supérieure à celle de l’activité cérébrale et viennent perturber les mesures. Tout
comme l’activité cérébrale, ces artéfacts se mélangent de manière linéaire et instantanée au
niveau des électrodes et peuvent donc être directement intégrés dans ce modèle de génération
des signaux électroencéphalographiques [40].
Un des enjeux de la recherche méthodologique en électroencéphalographie est donc d’ar-
river à dépasser ces limitations en développant des méthodes d’analyses qui permettent de
retrouver les signaux des sources cérébrales d’intérêt et de les localiser. Une première possi-
bilité est d’utiliser une solution inverse de l’électroencéphalographie [40, 90] qui se base sur
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l’étude de la propagation des ondes électriques dans la tête. Une fois qu’un modèle de conduc-
tion est défini, le but est de rétropropager les signaux des électrodes afin d’estimer les dipôles
à l’origine des observations. La séparation aveugle de sources [39] est également considérée
pour l’électroencéphalographie par exemple dans [40, 41]. Cette famille de méthodes, sur la-
quelle nous nous focalisons pour cette thèse, permet de “démélanger” les signaux des électrodes
et d’estimer les signaux des sources en utilisant les statistiques des données. Notons que ces
deux approches sont en fait complémentaires puisqu’il est possible d’utiliser les méthodes de
solutions inverses sur les sources estimées par séparation aveugle [40].
1.2 Séparation aveugle de sources
Dans cette section, nous présentons la séparation aveugle de sources (blind source separa-
tion, BSS) initiée dans les articles fondateurs [38, 68]. Un traitement détaillé et complet de ce
sujet (théorie et applications) se trouve dans le livre de référence [39]. L’objectif est de démé-
langer des signaux enregistrés par un ensemble de capteurs pour en extraire des composantes
cachées, i.e., les sources à l’origine des phénomènes observés. Cette analyse est dite aveugle
car elle repose uniquement sur l’exploitation des statistiques des observations. La séparation
aveugle de sources s’est imposée comme un outil majeur du traitement du signal et de l’ana-
lyse de données avec de nombreux domaines d’applications tels que les communications, le
traitement d’image, l’analyse de signaux audio et biomédicaux.
La section 1.2.1 introduit le problème classique dans le cas du modèle de mélange linéaire
instantané. La section 1.2.2 contient les différentes approches qui ont été considérées pour
réaliser la séparation aveugle de sources. Finalement, la section 1.2.3 présente l’état de l’art
en ce qui concerne l’application de ces méthodes à l’électroencéphalographie.
1.2.1 Modèle et formulation du problème
Nous considérons ici le problème de séparation aveugle de sources, basé sur le modèle de
mélange linéaire instantané
x(t) = As(t) + n(t), 1 ≤ t ≤ T, (1.1)
où t représente l’index de temps (échantillon), A ∈ Rn×n est la matrice de mixage (supposée
inversible), x(t), s(t) et n(t) sont des vecteurs de Rn qui correspondent respectivement aux
signaux observés, aux sources réelles et à du bruit additif (qui comprend les erreurs du modèle).
Étant donné T réalisations de x(t), l’objectif est de trouver des estimations Â et ŝ(t) du mixage
A et des sources s(t) en faisant uniquement des hypothèses sur les statistiques des sources.
Aucune hypothèse n’est donc faite sur le mixage réalisé par A et nous exploitons seulement
les informations statistiques contenues dans les observations x(t). La solution (Â, ŝ(t)) de ce
problème de séparation n’est pas unique : pour toute matrice de permutation P ∈ Rn×n et
toute matrice diagonale inversible Σ ∈ Rn×n, (ÂP TΣ−1,ΣP ŝ(t)) est en effet une solution
équivalente. Les sources peuvent donc seulement être retrouvées à permutation et échelle
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Figure 1.2 – Illustration du principe de séparation aveugle de sources. Les sources s(t) sont
mélangées par la matrice A pour former les observations x(t). L’objectif est de trouver une
matrice de démixage B qui permet de retrouver les sources d’origine dans Bx(t).
près. L’amplitude réelle des sources reste donc inconnue et seule leur forme est accessible 1.
Le problème de séparation aveugle de sources revient à rechercher une matrice inversible
B ∈ Rn×n, dite de démixage, telle que Â = B−1 et ŝ(t) = Bx(t). La figure 1.2 illustre le
modèle et le principe de la séparation aveugle de sources.
La séparation de sources se base sur l’hypothèse que les sources s(t) sont indépendantes
les unes des autres pour certaines statistiques. On cherche donc B de façon à minimiser la
dépendance statistique entre les composantes de Bx(t). Le choix des statistiques utilisées est
crucial puisqu’elles doivent permettre de retrouver les sources. Il faut capturer les informa-
tions statistiques relatives aux sources présentes dans les observations qui permettent de les
discriminer les unes par rapport aux autres, i.e., qui révèlent leurs différences. Selon le mo-
dèle considéré pour les sources, différents types de statistiques peuvent être exploités. Dans la
formulation originelle du problème, qui correspond à l’analyse en composantes indépendantes
(independent component analysis, ICA), aucune hypothèse n’est faite sur l’éventuelle structure
temporelle des sources, i.e, l’hypothèse de travail est que les sources sont temporellement indé-
pendantes et identiquement distribuées (i.i.d.). Pour être séparables, les sources doivent alors
être non-gaussiennes. Le caractère non-gaussien est exploité par l’utilisation de statistiques
d’ordre supérieur à deux (appelées statistiques d’ordre supérieur). Alternativement, on peut
choisir de considérer que les sources possèdent une structure temporelle, i.e. non temporel-
lement i.i.d.. Les sources peuvent alors être gaussiennes et on exploite leur non-stationnarité
ou leur coloration (spectre en fréquence) pour les séparer. L’utilisation de statistiques d’ordre
deux est suffisante dans ce cas.
1.2.2 Méthodes de résolution
Différentes approches ont été considérées pour résoudre le problème de séparation aveugle
de sources. L’ensemble des méthodes sont basées sur l’optimisation de critères, appelés fonc-
tions de contraste, qui sont caractérisés par leur capacité à identifier le mélange et séparer les
sources. Cette notion de fonction de contraste ainsi que les propriétés de séparabilité à vérifier
1. Notons qu’il est tout de même possible d’accéder à la contribution de la i-ème source estimée ŝi(t) de
ŝ(t) dans x(t) en la reprojetant dans l’espace des capteurs avec âiŝi(t), où âi ∈ Rn est la i-ème colonne de la
matrice de mixage estimée Â.
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ont été introduites dans [38] et le chapitre 3 de [39] y est consacré.
Dans le cadre de l’analyse en composantes indépendantes, i.e., pour les sources non-
gaussiennes, une première solution est de minimiser l’information mutuelle, définie au moyen
de la divergence de Kullback-Leibler (ou entropie relative) sur l’espace des densités de probabi-
lité, voir e.g., [38, 91] et [39, chapitre 2]. Une autre classe de méthodes repose sur le maximum
de vraisemblance, où l’objectif est de maximiser la fonction de vraisemblance pour le modèle
de mélange sous hypothèse d’indépendance des sources, voir par exemple [32, 97] et [39, cha-
pitre 4]. Les approches basées sur l’information mutuelle et sur le maximum de vraisemblance
sont très liées comme montré dans [32] et dans les chapitres 3 et 4 de [39]. Finalement, le
troisième type de méthodes exploite la diagonalisation conjointe approximée de cumulants des
données, voir, entre autres, [33, 38, 83] et [39, chapitre 3].
Pour les sources avec une structure temporelle, il est possible d’utiliser le taux d’informa-
tion mutuelle (voir [92, 94, 95] et [39, chapitre 2]), ce qui amène à un problème de diagonali-
sation conjointe approximée avec le critère log-vraisemblance de [93] lorsque les sources sont
de plus supposées gaussiennes [39, 92, 95]. On peut également encore utiliser le maximum de
vraisemblance comme décrit dans [95] et [39, chapitre 4]. Cette approche se transforme aussi
en problème de diagonalisation conjointe avec le critère log-vraisemblance. Cette situation
est donc traitée en résolvant un problème de diagonalisation conjointe et il reste à discuter
du choix des matrices employées. Si on souhaite exploiter la non-stationnarité, une solution
est par exemple d’utiliser les matrices de covariances instantanées définies dans [95]. Pour la
coloration, on peut choisir des matrices de corrélation symétrisées comme dans [16] ou des
cospectres de Fourier [41]. Notons que le chapitre 7 de [39] contient une revue des méthodes
qui exploitent les statistiques d’ordre deux et la coloration.
1.2.3 Application à l’électroencéphalographie
Pour choisir quelles statistiques utiliser afin d’effectuer la séparation aveugle de sources
de signaux électroencéphalographiques, il convient d’étudier les caractéristiques des différents
processus que nous voulons discriminer, i.e., les artéfacts extra-cérébraux et les potentiels
électriques des dipôles cérébraux. Nous résumons ici les arguments présentés dans [41]. En ce
qui concerne la détection des artéfacts provenant des mouvements oculaires, la coloration et la
non-gaussianité ont toutes deux été considérées. Une conclusion claire ne peut cependant pas
être faite sur le choix le plus avantageux et il semblerait en fait que le modèle de séparation
de sources qu’on considère n’est pas optimal dans ce cas de figure. Par contre, la séparation
des artéfacts musculaires est plus facile et ils sont retrouvés par l’ensemble des méthodes,
quel que soit le choix des statistiques. Du côté de l’activité cérébrale, on peut distinguer deux
types de phénomènes. Le premier, l’activité dite spontanée, est caractérisé par les différents
rythmes observés au niveau de l’électroencéphalogramme [31]. De ce fait, les sources céré-
brales correspondantes sont fortement colorées et, comme elles ne sont pas perpétuellement
actives, la non-stationnarité peut également être exploitée. Leurs statistiques peuvent donc
être précisément modélisées en utilisant uniquement l’ordre deux. Le second type de phéno-
mènes correspond aux activités transitoires telles que les pointes qui sont espacées par des
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périodes d’inactivité. Il est possible que des statistiques d’ordre deux permettent de les détec-
ter (non-stationnarité), cependant leur nature non-gaussienne fait qu’elles sont probablement
mieux modélisées par des statistiques d’ordre supérieur.
En résumé, exploiter la structure temporelle des données électroencéphalographiques par
des statistiques d’ordre deux semble approprié pour analyser un large panel de signaux observés
même si les statistiques d’ordre supérieur peuvent être avantageuses pour l’étude de certains
phénomènes. Il est donc préconisé par [41] d’exploiter la coloration et la non-stationnarité
de l’électroencéphalographie. Pour ce faire, [41] propose de diagonaliser conjointement des
matrices cospectrales de Fourier (coloration) des différentes conditions expérimentales (non-
stationnarité). Notons qu’une matrice cospectrale de Fourier est la matrice de covariance
des données pour une fréquence choisie et à condition d’avoir suffisamment d’échantillons,
ce qui est nécessaire pour leur estimation, ces matrices sont symétriques positives définies.
L’objectif étant de créer un profil unique pour les sources, les cospectres de Fourier capturent
les signatures fréquentielles des différents rythmes et permettent de discriminer les sources
dont les spectres sont non proportionnels. De plus, considérer les cospectres de différentes
conditions expérimentales permet de différencier les sources qui ne sont pas actives de la
même façon, i.e., dont les énergies sont non proportionnelles dans les différentes conditions.
1.3 Diagonalisation conjointe approximée
Dans cette section, nous présentons la diagonalisation conjointe approximée (approximate
joint diagonalization, AJD) qui est donc une méthode essentielle pour résoudre le problème de
séparation aveugle de sources. La section 1.3.1 expose le modèle de diagonalisation conjointe
approximée qui aboutit sur un problème d’optimisation sous contraintes. La section 1.3.2
propose une revue des différentes solutions algorithmiques qui ont été proposées. Enfin, la
section 1.3.3 liste les limites actuelles et les enjeux de la recherche sur ce sujet.
1.3.1 Un problème d’optimisation sous contraintes
En supposant que les données suivent le modèle (1.1), nous observons un ensemble {Ck}
de K matrices symétriques et nous supposons qu’elles sont générées selon le modèle
Ck = AΛkA
T +Nk, 1 ≤ k ≤ K, (1.2)
où A est la matrice de mixage inversible, les matrices Λk sont diagonales et correspondent
aux sources et les matrices Nk contiennent le bruit et les erreurs de modélisation. Selon ce
modèle, deux sources peuvent être séparées l’une de l’autre à condition que leurs profils selon
la dimension k soient non proportionnels comme montré dans [4]. La diagonalisation conjointe
approximée a pour objectif de trouver une matrice inversible B ∈ Rn×n, appelée diagonali-
sateur conjoint, telle que l’ensemble {BCkBT } contienne des matrices aussi diagonales que
possible selon une certaine mesure de diagonalité. Autrement dit, étant donné un critère
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f(B, {Ck}) qui mesure le degré de diagonalité de l’ensemble {BCkBT }, le diagonalisateur
conjoint B est défini comme la solution du problème d’optimisation
argmin
B∈GLn
f(B, {Ck}), (1.3)
où GLn correspond à l’ensemble des matrices inversibles (groupe général linéaire). Dans la
suite, f(B, {Ck}) est simplement noté f(B) lorsque préciser quelles matrices {Ck} sont utili-
sées n’est pas utile. Dès lors que K > 2, le problème de diagonalisation conjointe approximée
n’admet pas de solution analytique dans le cas général pour l’ensemble des fonctions de coût
considérées et il faut employer des algorithmes d’optimisation itératifs.
Jusqu’à présent, l’écrasante majorité des études sur la diagonalisation conjointe approximée
a utilisé soit le critère basé sur la distance de Frobenius (moindres carrés) introduit dans [33,
34], soit le critère log-vraisemblance initié par [51, 93]. Le critère associé à la distance de
Frobenius est
fF(B) =
∑
k
wk
∥∥BCkBT − ddiag(BCkBT )∥∥2F , (1.4)
où les scalaires wk sont des poids positifs, ‖·‖2F est la norme de Frobenius et ddiag(·) annule
les éléments hors de la diagonale de son argument. Le critère log-vraisemblance (log-likelihood)
est quant à lui
f``(B) =
∑
k
wk log
det(ddiag(BCkB
T ))
det(BCkB
T )
, (1.5)
où det(·) est le déterminant. Contrairement au critère de Frobenius (1.4) qui est défini pour
l’ensemble des matrices symétriques, les matricesCk doivent être symétriques positives définies
pour que le critère log-vraisemblance (1.5) soit défini.
Comme pour la séparation de sources, la solution B ∈ GLn n’est pas unique. En effet, la
solution du problème de diagonalisation conjointe est l’ensemble de la classe d’équivalence
{PΣB : P ∈ Pn, Σ ∈ D∗n}, (1.6)
où Pn est l’ensemble des matrices de permutations et D∗n est celui des matrices diagonales
inversibles. L’ambiguité de permutation n’est pas problématique en pratique, cependant l’am-
biguité d’échelle peut avoir un impact important sur la recherche de la solution. En effet,
comme il est possible de construire une suite (Σi) de matrices dans D∗n qui converge vers la
matrice nulle, toutes les classes d’équivalences (1.6) contiennent des solutions dégénérées qui
doivent être évitées. De ce fait, il est en général préférable d’ajouter des contraintes sur B
par-delà celle d’inversibilité. Dans les premiers travaux sur le sujet (e.g., [33, 34, 51]), l’orthogo-
nalité est imposée au diagonalisateur conjoint, justifiée par le fait que les données peuvent être
orthogonalisées au préalable par blanchiment. Cependant, cette approche induit des erreurs
dans l’estimation de B et il est préférable de rechercher un diagonalisateur non-orthogonal
comme expliqué dans [93, 113]. Des contraintes alternatives peuvent être envisagées. Une pre-
mière possibilité consiste à fixer la norme des lignes de B, comme par exemple dans [1, 107]
avec la contrainte oblique
ddiag
(
BBT
)
= In, (1.7)
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où In est la matrice identité de Rn×n. Un autre choix de normalisation des lignes, conçu
dans [42, 96] pour être adapté aux matrices Ck à diagonaliser, est la contrainte dite intrinsèque
K∑
k=1
(
ddiag
(
BCkB
T
))2
= In. (1.8)
Finalement, la dernière contrainte évoquée dans ce manuscrit est la contrainte dite non-
holonomique qui a été introduite pour la séparation aveugle de sources dans [12] puis utilisée
pour la diagonalisation conjointe approximée dans [4, 5, 116]. L’idée derrière cette contrainte
est d’exploiter la géométrie des classes d’équivalences (1.6) et d’annuler l’action des matrices
diagonales plutôt que de se contenter de sélectionner un représentant comme le font les deux
contraintes précédentes (1.7) et (1.8).
1.3.2 Tour d’horizon des solutions algorithmiques
Un grand nombre d’algorithmes a été développé dans le but de résoudre le problème de
diagonalisation conjointe approximée. Ces algorithmes diffèrent les uns des autres, d’une part
au niveau du choix du critère et de la contrainte, et d’autre part sur la méthode utilisée pour
minimiser le critère et sur la façon d’assurer le respect des contraintes.
Au niveau des méthodes d’optimisation, les articles pionniers [33, 34, 51] proposent des
algorithmes de type Jacobi. Cette famille de méthodes est également beaucoup utilisée dans
le cas non-orthogonal, voir e.g., [55, 77, 93, 103]. On trouve aussi des algorithmes exploitant
des multiplicateurs de Lagrange [42, 108] et d’autres utilisant des méthodes de gradient [66],
Newton [65, 67] ou quasi-Newton [96]. Une autre approche très efficace développée dans [107]
optimise (1.4) de façon indirecte avec un algorithme de point fixe et des itérations de Gauss.
Notons finalement que des méthodes utilisant l’optimisation riemannienne ont été proposées
dans le cas orthogonal [61, 98, 106] et pour la contrainte oblique [1], mais cette dernière
méthode n’assure pas l’inversibilité de la solution. L’approche du gradient naturel développé
pour la séparation aveugle de sources dans [11, 12] et appliqué à la diagonalisation conjointe
approximée dans [4, 5, 114] se situe aussi dans le cadre de l’optimisation riemannienne. L’idée
est d’utiliser un gradient riemannien obtenu en équipant GLn avec une métrique qui a un lien
intrinsèque avec le modèle de mélange du problème. Cependant, le reste de la mise à jour de
la matrice de démixage dans ces méthodes est euclidienne.
Pour imposer les contraintes, différentes possibilités ont été utilisées. La première corres-
pond au cas où le respect des contraintes est assuré de façon intrinsèque par la technique d’op-
timisation employée. Par exemple, les transformations appliquées dans [33, 34, 51] conservent
l’orthogonalité. Un autre cas particulièrement intéressant est [116] où l’inversibilité est impo-
sée grâce à l’exploitation du théorème des matrices à diagonale dominante. Les contraintes
peuvent également être appliquées à la fin du processus de mise à jour comme par exemple
dans [96, 107]. Une autre façon de faire est d’ajouter un terme de pénalité dans la fonction de
coût comme dans [66, 67]. Finalement, [1] utilise l’optimisation riemannienne pour imposer la
contrainte. Cette approche permet de prendre naturellement en compte les contraintes tout
en offrant un large panel de méthodes génériques d’optimisation [2].
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1.3.3 Limites actuelles et enjeux
Lorsqu’on met de côté les travaux sur le choix des matrices à diagonaliser, la recherche sur
les modèles de la diagonalisation conjointe approximée s’est principalement concentrée autour
des deux critères (1.4) et (1.5). Le critère de Frobenius (1.4) vient du raisonnement pratique
qu’il faut annuler les termes hors-diagonaux et le critère log-vraisemblance (1.5) est très utilisé
du fait de ses liens avec l’information mutuelle et le maximum de vraisemblance. Les travaux [9,
45] suggèrent que les avancées récentes sur la géométrie des matrices symétriques positives dé-
finies [15, 20, 21, 36, 50, 81, 104] peuvent être exploitées pour la diagonalisation conjointe
approximée. En effet, [45] fait le parallèle entre la diagonalisation conjointe approximée et la
recherche de centre de masses et considère notamment les propriétés que les critères de dia-
gonalisation conjointe devraient posséder. De son côté, [9] propose des mesures de diagonalité
basées sur plusieurs divergences mais la solution pratique proposée se limite à la divergence
log-det α (définie dans [36]) et n’optimise pas la mesure de diagonalité optimale correspon-
dante. Il reste donc à formaliser, généraliser et unifier le modèle de diagonalisation conjointe
approximée selon l’approche géométrique ainsi qu’à développer des stratégies pratiques pour
résoudre le problème dans ce cadre général.
Les algorithmes développés jusqu’ici sont spécifiques à un critère, une contrainte et une
méthode d’optimisation. Dans la plupart des cas, il n’y a pas de façon simple de transposer
une méthode spécifique vers d’autres cas. Ceci a pour effet d’entraver la compréhension de
l’origine des différences observées dans les résultats de différentes méthodes. Par exemple, [93]
et [107] diffèrent à la fois de par leur critère, leur contrainte et leur technique d’optimisation
et on ne peut pas vraiment estimer l’impact de chacun de ces constituants dans les différences
entre les solutions trouvées par ces deux algorithmes. Un enjeu de la recherche est donc de
développer des outils qui permettent d’unifier les différentes approches possibles et d’offrir
une grande modularité au niveau du choix des constituants de la diagonalisation conjointe
approximée. Par les liens possibles avec le modèle de diagonalisation conjointe, la gestion
naturelle des contraintes et les méthodes d’optimisation génériques disponibles, l’optimisation
riemannienne apparaît comme un bon candidat pour développer de tels outils.
1.4 Géométrie et optimisation riemannienne
Dans cette section, nous introduisons les concepts de géométrie et d’optimisation rieman-
nienne sur les variétés matricielles qui sont utilisés dans ce travail de thèse. Au niveau des
objets de géométrie riemannienne, nous présentons l’espace tangent, la métrique, la connec-
tion de Levi-Civita, les géodésiques, l’exponentielle et le logarithme riemanniens, la distance
et le transport parallèle. Pour les outils spécifiques à l’optimisation, nous nous concentrons sur
le gradient, la hessienne, la rétraction et le transport de vecteurs. L’ensemble de ces notions
se trouve dans les livres de références [2, 52, 75]. Un tel sujet ne pouvant être détaillé de
façon concise, il est recommandé de consulter un ouvrage de référence comme [2] pour une
présentation précise et pédagogique des outils introduits dans cette section. Dans le cadre
de l’optimisation riemannienne, ces notions suffisent pour l’utilisation d’un large panel d’al-
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•x = γ(0)
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Figure 1.3 – Schéma d’illustration d’une variété lisse M et de l’espace tangent TxM à
x ∈ M. γ est une courbe lisse surM telle que γ(0) = x. Sa dérivée γ˙(0) est donc un vecteur
de TxM.
gorithmes d’optimisation génériques, e.g., la descente de gradient, le gradient conjugué, la
méthode de Newton et des méthodes de quasi-Newton [2]. Un avantage important de l’optimi-
sation riemannienne est qu’il existe des preuves de convergence des algorithmes d’optimisation
dans le cas général, voir [2]. Dans la section 1.4.1, nous traitons le cadre général des variétés
lisses. Dans la section 1.4.2, nous exposons le cadre particulier des sous-variétés. Enfin, dans
la section 1.4.3, nous présentons celui des variétés quotientes.
1.4.1 Variété lisse
Géométrie
De manière analytique, une variété lisse M est un ensemble localement difféomorphe à
un espace linéaire qui admet une structure différentielle, i.e., tout point x ∈ M a un espace
tangent TxM dont les éléments, appelés vecteurs tangents, généralisent l’idée de dérivées
directionnelles. Soit γ : R→M, une courbe lisse dansM qui passe par le point x ∈ M en 0
(i.e., γ(0) = x). On peut alors définir la dérivée γ˙(0) de γ à 0 par la formule classique
γ˙(0) = lim
t→0
γ(t)− γ(0)
t
. (1.9)
L’espace tangent TxM de x dansM est l’ensemble {γ˙(0) : γ courbe lisse dansM, γ(0) = x}.
Il peut être vu comme une linéarisation locale de la variétéM autour de x (voir la figure 1.3
pour une illustration). La variétéM devient une variété riemannienne lorsqu’on l’équipe d’une
métrique riemannienne, qui définit un produit scalaire sur tous les espaces tangents.
Nous sommes régulièrement amenés à manipuler des champs de vecteurs surM, i.e., des
fonctions qui associent un vecteur tangent de TxM à chaque point x ∈M. Les dérivées direc-
tionnelles des champs de vecteurs sont généralisées par les connections affines. Une connection
affine a un rôle particulier sur une variété riemannienneM. La connection de Levi-Civita ∇
associée à la métrique 〈·, ·〉· deM est l’unique connection affine surM qui vérifie l’équation
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Figure 1.4 – Schéma d’illustration du transport parallèle τ surM le long de la courbe γ. Le
vecteur tangent τ(0) de Tγ(0)M correspond au vecteur tangent τ(t) dans Tγ(t)M.
de Koszul
2〈∇ξx ηx, νx〉x = D〈ηx, νx〉x[ξx] + D〈ξx, νx〉x[ηx]−D〈ξx, ηx〉x[νx]
+ 〈νx, [ξx, ηx]〉x + 〈ηx, [νx, ξx]〉x − 〈ξx, [ηx, νx]〉x, (1.10)
où ξx, ηx et νx sont des champs de vecteurs sur M évalués en x, D f(x)[ξx] est la dérivée
directionnelle d’une fonction f à x dans la direction ξx et [·, ·] est le crochet de Lie.
La connection de Levi-Civita permet de définir les géodésiques sur M associées à la mé-
trique 〈·, ·〉·. Les géodésiques permettent de généraliser le concept de lignes droites pour les
variétés riemanniennes. Ce sont en effet les courbes γ : I ⊂ R → M dont l’accélération est
nulle, ce qui se traduit dans notre contexte par
∇γ˙(t) γ˙(t) = 0. (1.11)
Notons qu’une variété riemanniene est dite géodésiquement complète si le domaine de défini-
tion I de ses géodésiques γ est toute la ligne R. Chaque géodésique γ est caractérisée par le
choix d’un point initial γ(0) = x ∈ M et d’une direction initiale γ˙(0) = ξ ∈ TxM. Notons
qu’il est possible (et équivalent) de choisir un second point γ(1) = y ∈ M plutôt que γ˙(0)
pour caractériser γ. La définition de la distance surM associée à la métrique 〈·, ·〉· s’en suit :
étant donné deux points x et y deM liés par la géodésique γ (telle que γ(0) = x et γ(1) = y),
la distance δ(x, y) entre x et y est définie par
δ2(x, y) =
∫ 1
0
〈γ˙(t), γ˙(t)〉γ(t) dt. (1.12)
Un objet intimement lié aux géodésiques est l’exponentielle riemannienne. À un point x ∈M,
c’est l’application de TxM vers M qui, à ξ ∈ TxM, associe expx(ξ) = γ(1), où γ est la
géodésique tel que γ(0) = x et γ˙(0) = ξ. On peut également définir la réciproque de cette
fonction : le logarithme riemannien. À x ∈ M, c’est cette fois l’application deM vers TxM
qui, à y ∈M associe le vecteur logx(y) = ξ ∈ TxM tel que expx(ξ) = y.
Le dernier objet que nous présentons ici est le transport parallèle surM, dont un schéma
illustratif est donné figure 1.4. Étant donné une courbe γ surM, l’idée est de transporter un
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Figure 1.5 – Schéma d’illustration de l’optimisation riemannienne sur une variétéM. Pour
minimiser la fonction f , on construit un chemin surM tel que, à x, on suit une direction de
descente ξ ∈ TxM telle que D f(x)[ξ] < 0 ( i.e., qui entraîne une diminution de f).
vecteur tangent τ(0) de Tγ(0)M le long de γ de sorte d’obtenir le vecteur tangent correspondant
τ(t) dans Tγ(t)M. Le vecteur τ(t) de Tγ(t)M correspond au vecteur τ(0) de Tγ(0)M dans le
sens où le transport le long de γ est parallèle par rapport à la métrique 〈·, ·〉· deM, ce qui se
traduit de la façon suivante : étant donné τ(0) ∈ Tγ(0)M, le transport parallèle τ le long de γ
est solution de l’équation
∇γ˙(t) τ(t) = 0. (1.13)
Optimisation
Considérons maintenant une fonction objectif f : M → R (supposée lisse) que nous
souhaitons optimiser. Le gradient riemannien gradM f(x) de f à x ∈ M est défini au travers
de la métrique 〈·, ·〉· comme l’unique vecteur tangent de TxM tel que pour tout ξ ∈ TxM
〈gradM f(x), ξ〉x = D f(x)[ξ]. (1.14)
Remarquons que le gradient riemannien gradM f est un champ de vecteurs surM. De ce fait,
la hessienne riemannienne hessM f(x) de f à x ∈M est définie au travers de la connection de
Levi-Civita ∇ comme l’application linéaire de TxM dans TxM telle que pour tout ξ ∈ TxM
hessM f(x)[ξ] = ∇ξ gradM f(x). (1.15)
Le gradient riemannien, et éventuellement la hessienne, de f à x ∈ M sont utilisés pour
obtenir une direction de descente qui est un vecteur tangent ξ de TxM tel que D f(x)[ξ] < 0
(voir la figure 1.5 pour une illustration). Pour obtenir un nouveau point sur M à partir
de ξ, nous avons besoin d’une rétraction à x, qui est une application de TxM surM. Toute
variété riemannienne possède une rétraction naturelle : l’exponentielle riemannienne introduite
précédemment. Seulement, l’exponentielle riemannienne peut être compliquée à obtenir ou
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Figure 1.6 – Schéma d’illustration d’une rétraction R sur une variétéM.
trop coûteuse à évaluer. Dans de tels cas, on peut utiliser une rétraction alternative R qui
correspond à une approximation au premier ordre de l’exponentielle riemannienne, c’est à dire
telle que
Rx(ξ) = x+ ξ + o(‖ξ‖). (1.16)
La figure 1.6 contient une illustration de cet objet. L’itération de la descente de gradient de f
est alors définie comme suit : étant donné l’itéré xi ∈M et le pas ti > 0, on définit
xi+1 = Rxi(−ti gradM f(xi)). (1.17)
Enfin, certains algorithmes d’optimisation tels que le gradient conjugué ou les méthodes
de quasi-Newton utilisent l’information donnée par la direction de descente d’un ou plusieurs
itérés précédents. Dans le contexte de l’optimisation riemannienne, il faut donc être en mesure
de transporter un vecteur tangent d’un point de M dans l’espace tangent à un autre point.
C’est le rôle du transport de vecteurs T surM qui, à partir d’un point x ∈M et de vecteurs
tangents ξ, η ∈ TxM, transporte le vecteur η dans l’espace tangent du point obtenu par la
rétraction de ξ à x. Il est possible de définir un transport de vecteurs T sur M à partir du
transport parallèle par T (x, ξ, η) = τ(1), où τ est le transport parallèle le long du géodésique
γ avec τ(0) = η, γ(0) = x et γ˙(0) = ξ. Comme pour les rétractions, on peut aussi définir des
transports de vecteurs alternatifs avec des hypothèses moins fortes comme montré pour les
cas particuliers des sous-variétés et des variétés quotient.
1.4.2 Sous-variété
Géométrie
Nous traitons maintenant le cas d’une sous-variété M d’une variété riemannienne M
équipée d’une métrique 〈·, ·〉·. L’espace tangent TxM à x dansM est alors un sous-espace de
l’espace tangent TxM. Une sous-variétéM est généralement définie à travers un ensemble de
contraintes dans M et TxM peut être obtenu en les différenciant. M hérite simplement de
la métrique 〈·, ·〉· deM pour devenir une sous-variété riemannienne. On peut alors définir le
projecteur orthogonal selon la métrique 〈·, ·〉·, i.e., défini de TxM sur TxM et tel que pour
tout vecteur ξ ∈ TxM
〈ξ − Px(ξ), Px(ξ)〉x = 0. (1.18)
Un schéma illustratif de cette situation est donné figure 1.7. Ce projecteur est particulièrement
utile pour définir certains des objets de géométrie et d’optimisation requis.
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Figure 1.7 – Schéma d’illustration d’une sous-variété M d’une variété M et de son espace
tangent TxM qui est un sous-espace de TxM. Un vecteur tangent ξ ∈ TxM est projeté sur
TxM avec la projection orthogonale Px (selon la métrique 〈·, ·〉·).
Un premier exemple de ce fait concerne la connection de Levi-Civita. Notons ∇ la connec-
tion de Levi-Civita de M. Il s’en suit que la connection de Levi-Civita ∇ de M est définie,
pour x ∈M et les champs de vecteurs ξx, ηx surM évalués en x, par
∇ξx ηx = Px
(∇ξx ηx) . (1.19)
En général, les géodésiques deM ne sont pas obtenues simplement à partir de ceux deM. Il
en va de même pour la distance et le transport parallèle.
Optimisation
Considérons la fonction objectif f :M→ R. Par abus de notation, nous notons également
f sa restriction à la sous-variété M. Le gradient riemannien gradM f(x) de f dans M est
donné pour tout x ∈M par
gradM f(x) = Px
(
gradM f(x)
)
, (1.20)
et la hessienne riemannienne est obtenue en injectant (1.19) et (1.20) dans (1.15). Finalement,
étant donné une rétraction R sur M, on peut définir un transport de vecteurs T (x, ξ, η) à
x ∈M et ξ, η ∈ TxM par
T (x, ξ, η) = PRx(ξ)(η). (1.21)
Notons que P correspond ici par abus à la projection depuis l’espace ambiant, c’est à dire
l’espace matriciel euclidien dans lesquelsM etM sont définis.
1.4.3 Variété quotient
Géométrie
La notion de variété quotient est plus abstraite. Les éléments d’une variété quotient M
d’une variétéM sont en effet des classes d’équivalences surM, i.e., des ensembles de points
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Figure 1.8 – Schéma d’illustration d’une variété quotient M d’une variété M. L’espace
tangent TxM se décompose en deux sous-espaces complémentaires : l’espace vertical Vx =
Txpi
−1(pi(x)) et l’espace horizontal Hx qui fournit des représentations des vecteurs tangents de
TxM à x = pi(x). La projection horizontale PHx permet de projeter ξ ∈ TxM sur Hx.
deM qui sont équivalents. Pour manipuler les éléments de la variété quotientM, la technique
usuelle est d’utiliser la projection canonique pi : M → M qui associe x = pi(x) ∈ M à tout
x ∈ M. Remarquons que la classe d’équivalence de x ∈ M est alors obtenue sur M par
pi−1(pi(x)). Chaque élément x de M peut donc être représenté par tout élément x de M tel
que x = pi(x). Plus généralement, l’ensemble des objets géométriques deM qui nous intéresse
peut être caractérisé par des représentations au niveau matriciel.
L’espace tangent TxM de x = pi(x) ∈ M peut être décrit par un sous-espace de l’es-
pace tangent de x dans M. En effet, TxM se décompose en deux sous-espaces complémen-
taires : l’espace vertical Vx et l’espace horizontal Hx. L’espace vertical Vx est l’espace tangent
Txpi
−1(pi(x)) de la classe d’équivalence pi−1(pi(x)) à x. Il contient l’ensemble des éléments de
TxM qui induisent un déplacement le long de pi−1(pi(x)). L’espace horizontal Hx est quant
à lui défini comme le complément orthogonal à Vx dans TxM selon la métrique 〈·, ·〉· deM.
Les éléments de Hx procurent des représentations des vecteurs tangents de TxM : pour tout
ξ ∈ TxM, il existe un unique vecteur horizontal ξ ∈ Hx tel que Dpi(x)[ξ] = ξ. Notons fina-
lement qu’il est possible de définir la projection PHx de TxM sur Hx. Un schéma illustratif
d’une variété quotient et de ces notions est disponible figure 1.8.
L’espace horizontal dépend donc du choix de la métrique 〈·, ·〉· sur M. Pour que M soit
une variété quotient riemannienne correctement définie, il faut que 〈·, ·〉· induise une métrique
riemannienne surM. Pour que ce soit le cas, la métrique 〈·, ·〉· doit être invariante le long de
chaque classe d’équivalence. Prenons x ∈M, ξ, η ∈ TxM et x, y ∈ pi−1(x). Soient ξx, ηx ∈ Hx
et ξy, ηy ∈ Hy les vecteurs horizontaux représentant les vecteurs tangents ξ et η (i.e., tels
que ξ = Dpi(x)[ξx] = Dpi(y)[ξy] et idem pour η). L’invariance de 〈·, ·〉· le long de la classe
d’équivalence pi−1(x) se traduit alors mathématiquement par
〈ξx, ηx〉x = 〈ξy, ηy〉y. (1.22)
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Notons ∇ la connection de Levi-Civita surM. Soient x = pi(x) ∈M et les champs de vecteurs
ξx, ηx évalués en x correspondant à ξx, ηx dans Hx. La représentation de la connection de Levi-
Civita ∇ξx ηx surM dans Hx est donnée par PHx (∇ξx ηx), i.e.,
∇ξx ηx = Dpi(x)[PHx (∇ξx ηx)]. (1.23)
Il est possible d’obtenir les géodésiques sur M à partir de géodésiques sur M. En effet, si γ
est une géodésique complète deM qui reste horizontale (i.e., sa dérivée γ˙(t) à t ∈ R est dans
Hγ(t)), alors γ = pi◦γ est une géodésique complète deM. De même, si γ est une courbe surM
qui reste horizontale (donc induit la courbe γ = pi ◦γ surM) et que le transport parallèle τ le
long de γ reste également horizontal (i.e., τ(t) ∈ Hγ(t) pour tout t), alors τ(t) = Dpi(γ(t))[τ(t)]
défini un transport parallèle le long de γ surM.
Optimisation
Soit f une fonction objectif sur M. La fonction f induit une fonction f sur M si, pour
tous x ∈ M et y ∈ pi−1(pi(x)), f(x) = f(y). On a alors f = f ◦ pi. Le gradient riemannien
gradM f(x) de f à x = pi(x) ∈M est simplement représenté par le gradient de f à x qui est
un élément de Hx, i.e.,
gradM f(x) = Dpi(x)[gradM f(x)]. (1.24)
De plus, la hessienne riemannienne hessM f(x)[ξ] de f à x = pi(x) et ξ = Dpi(x)[ξ] (ξ ∈ Hx)
est donnée par
hessM f(x)[ξ] = Dpi(x)[PHx (hessM f(x)[ξ])]. (1.25)
Une rétraction surM induit une rétraction surM si, pour tous les éléments d’une même
classe, les rétractions de vecteurs horizontaux correspondants donnent de nouveaux éléments
qui appartiennent tous à la même classe. Soient x ∈ M, ξ ∈ TxM et prenons x, y ∈ pi−1(x)
dont les vecteurs horizontaux correspondant à ξ sont notés ξx ∈ Hx et ξy ∈ Hy. La rétraction
R deM induit une rétraction R surM si Rx(ξx) = Ry(ξy) et on a alors
Rx(ξ) = pi
(
Rx(ξx)
)
. (1.26)
Une illustration de la rétraction dans le cas des variétés quotient est proposée dans la figure 1.9.
Intéressons nous pour terminer au transport de vecteurs et prenons une rétraction R sur
M qui induit une rétraction sur M. Étant donné x = pi(x) ∈ M et ξ, η ∈ TxM dont les
vecteurs horizontaux sont ξ et η dans Hx, un transport de vecteurs approprié T (x, ξ, η) sur
M est représenté par PH
Rx(ξ)
(η), i.e.,
T (x, ξ, η) = Dpi(Rx(ξ))[PHRx(ξ)(η)]. (1.27)
Notons qu’ici aussi, PH correspond par abus à la projection depuis l’espace ambiant deM.
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Figure 1.9 – Schéma d’illustration d’une rétraction R sur M qui induit une rétraction R
sur le quotient M. Étant donné x ∈ M et ξ ∈ TxM, pour tous les éléments de la classe
d’équivalence pi−1(x) (x et y sur la figure), les rétractions avec R des vecteurs horizontaux
correspondants à ξ (ξx et ξy sur la figure) doivent appartenir à la même classe d’équivalence
pour que Rx(ξ) soit correctement défini.
1.5 Variétés riemanniennes d’intérêt
Dans cette section, nous présentons trois variétés riemanniennes que nous utilisons dans la
suite. Dans la section 1.5.1, nous traitons la variété des matrices symétriques positives définies
de taille n×n notée S++n . La géométrie de cette variété joue un rôle important dans le modèle de
diagonalisation conjointe approximée comme nous considérons que les matrices à diagonaliser
sont dans S++n dans ce travail. Cette variété est aussi importante pour nous au niveau de
l’optimisation sur l’ensemble des matrices inversibles lorsque nous exploitons la décomposition
polaire. Dans la section 1.5.2, nous exposons la variété des matrices orthogonales de taille
n × n notée On. Comme pour S++n , nous utilisons cette variété lorsque nous exploitons la
décomposition polaire pour résoudre des problèmes d’optimisation sur l’ensemble des matrices
inversibles. Enfin, dans la section 1.5.3, nous présentons la variété des matrices inversibles de
taille n × n qui correspond au groupe général linéaire noté GLn et qu’on utilisera pour la
résolution de problèmes d’optimisation.
1.5.1 Variété des matrices symétriques positives définies S++n
Commençons par noter qu’un traitement détaillé de cette variété est par exemple disponible
dans le livre [20]. L’ensemble des matrices symétriques positives définies est
S++n =
{
S ∈ Sn : zTSz > 0 pour tout z ∈ Rn, z 6= 0
}
, (1.28)
où Sn est l’ensemble des matrices symétriques de taille n×n et 0 est le vecteur nul. La variété
S++n est ouvert dans Sn donc son espace tangent TSS++n à n’importe quel point S peut être
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identifié à Sn. Notons que la projection sur Sn depuis l’espace ambient Rn×n est, pour tout
Z ∈ Rn×n,
PS
++
n
S (Z) = sym(Z) =
Z +ZT
2
. (1.29)
Le choix classique de métrique riemannienne sur S++n est, pour tous S ∈ S++n , ξ,η ∈ Sn,
〈ξ,η〉S++nS = tr
(
S−1ξS−1η
)
, (1.30)
où tr(·) est l’opérateur trace. Cette métrique est associée à la connection de Levi-Civita dérivée
dans [79, annexe B]. Elle est définie, pour S ∈ S++n et les champs de vecteurs ξS ,ηS évalués
en S, par
∇S++nξS ηS = DηS [ξS ]− sym
(
ηSS
−1ξS
)
. (1.31)
La géodésique γ telle que γ(0) = S ∈ S++n et γ˙(0) = ξ ∈ Sn est définie pour tout t ∈ R par
γ(t) = S
1/2 exp
(
tS
−1/2ξS
−1/2
)
S
1/2, (1.32)
où exp(·) est l’exponentielle matricielle classique. Notons qu’on peut aussi définir γ telle que
γ(0) = S et γ(1) = C avec
γ(t) = S
1/2
(
S
−1/2CS
−1/2
)t
S
1/2, (1.33)
où (·)t est la fonction puissance définie avec l’exponentielle et le logarithme matriciels clas-
siques. Il s’en suit que la distance riemannienne naturelle 2 entre S et C dans S++n est
δ2R(S,C) =
∥∥∥log (S−1/2CS−1/2)∥∥∥2
F
. (1.34)
L’exponentielle riemannienne sur S++n , notée expS
++
n· (·), découle de la définition des géodé-
siques et le logarithme riemannien à S ∈ S++n est donné, pour tout C ∈ S++n , par
logS
++
n
S (C) = S
1/2 log
(
S
−1/2CS
−1/2
)
S
1/2. (1.35)
Le transport parallèle τ le long de la géodésique γ avec τ(0) = η, γ(0) = S et γ˙(0) = ξ dérivé
dans [63] est
τ(t) = γ(t)S−1ηS−1γ(t). (1.36)
En optimisation, on peut utiliser le transport de vecteurs qui découle de ce transport parallèle
ou il est aussi possible d’utiliser simplement T (S, ξ,η) = η. Considérons enfin une fonction
objectif f : S++n → R. Étant donné le gradient euclidien gradE f(S) à S (gradient de f sur
Rn×n), le gradient riemannien gradS++n f(S) est
gradS++n f(S) = S sym (gradE f(S))S. (1.37)
La hessienne riemannienne hessS++n f(S)[ξ] est quant à elle
hessS++n f(S)[ξ] = S sym (hessE f(S)[ξ])S + sym(ξ sym (gradE f(S))S), (1.38)
où hessE f(S)[ξ] = D gradE f(S)[ξ] est la hessienne euclidienne de f .
2. Cette distance est considérée comme la distance riemannienne naturelle sur S++n car elle correspond à
la moyenne dite géométrique [20], très étudiée du fait des propriétés qu’elle possède. Elle a de plus un rôle
particulier en traitement du signal et en géométrie de l’information où elle correspond à la métrique de Fisher
entre deux distributions normales multivariées [53, 102].
24 Chapitre 1. Contexte et revue bibliographique
1.5.2 Groupe orthogonal On
L’ensemble des informations fournies dans cette section se trouve par exemple dans le
livre [2]. La variété des matrices orthogonales est définie par
On =
{
U ∈ Rn×n : UTU = In
}
. (1.39)
Cette variété peut être traitée comme une sous-variété de l’espace euclidien Rn×n. Son espace
tangent à U ∈ On est
TUOn =
{
ξ = UΩ : Ω ∈ Rn×n, ΩT = −Ω} . (1.40)
Le groupe orthogonal On hérite de la métrique euclidienne, i.e, pour tous ξ,η ∈ TUOn,
〈ξ,η〉OnU = tr(ξTη). (1.41)
On peut en déduire le projecteur orthogonal sur TUOn, donné, pour tout Z ∈ Rn×n, par
POnU (Z) = Z −U sym(UTZ). (1.42)
La connection de Levi-Civita (obtenue par (1.19)) est, pour U ∈ On et les champs de vecteurs
ξU ,ηU évalués en U ,
∇OnξU ηU = P
On
U (DηU [ξU ]). (1.43)
Il s’en suit que la géodésique γ sur On telle que γ(0) = U et γ˙(0) = ξ est définie par
γ(t) =
[
U ξ
]
exp
(
t
[
UT ξ −ξT ξ
In U
T ξ
])[
In
0n
]
exp(−tUT ξ), (1.44)
où 0n est la matrice nulle de taille n × n. Pour l’optimisation, on peut donc utiliser l’expo-
nentielle riemannienne, notée expOn· (·), induite par ces géodésiques comme rétraction. Des
rétractions alternatives ont également été proposées, comme
ROnU (ξ) = qf(U + ξ), ou R
On
U (ξ) = uf(U + ξ), (1.45)
où qf(·) et uf(·) retournent la partie orthogonale de la décomposition QR et polaire, respecti-
vement. Le transport de vecteurs sur On est directement donné par (1.21). Enfin, considérons
une fonction objectif f : On → R. Le gradient riemannien gradOn f(U) à U est simplement
obtenu par (1.20), i.e., en projetant le gradient euclidien gradE f(U) sur l’espace tangent de
U . La hessienne riemannienne est quant à elle
hessOn f(U)[ξ] = P
On
U
(
hessE f(U)[ξ]− ξ sym
(
UT gradE f(U)
))
, (1.46)
où hessE f(U)[ξ] est la hessienne euclidienne de f .
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1.5.3 Groupe général linéaire GLn
Les résultats présentés dans cette section proviennent de [13, 76, 80, 109, 115]. L’ensemble
des matrices inversibles, ou groupe général linéaire GLn, est ouvert dans Rn×n donc l’espace
tangent de toutB ∈ GLn peut être identifié à Rn×n. Nous équipons GLn soit avec une métrique
invariante à gauche, soit avec une métrique invariante à droite qui sont respectivement définies
pour tous B ∈ GLn, ξ,η ∈ Rn×n par
〈ξ,η〉`B = tr
(
B−1ξ(B−1η)T
)
et 〈ξ,η〉rB = tr
(
ξB−1(ηB−1)T
)
. (1.47)
Les connections de Levi-Civita associées à ces deux métriques sont, pour B ∈ GLn et les
champs de vecteurs ξB,ηB évalués en B,
∇`ξB ηB = DηB[ξB]−
1
2
(
ηBB
−1ξB + ξBB
−1ηB
)
+B sym
(
B−1ξB(B
−1ηB)
T − (B−1ξB)TB−1ηB
)
, (1.48)
et
∇rξB ηB = DηB[ξB]−
1
2
(
ηBB
−1ξB + ξBB
−1ηB
)
+ sym
(
(ξBB
−1)TηBB
−1 − ξBB−1(ηBB−1)T
)
B. (1.49)
Les géodésiques correspondantes γ` et γr sont définies pour tout B ∈ GLn et ξ ∈ Rn×n par
γ`(t) = B exp
(
t(B−1ξ)T
)
exp
(
t
(
B−1ξ − (B−1ξ)T )) , (1.50)
et
γr(t) = exp
(
t
(
ξB−1 − (ξB−1)T )) exp (t(ξB−1)T )B. (1.51)
Les exponentielles riemanniennes qui correspondent à ces géodésiques sont notées exp` et expr,
respectivement. Pour le transport de vecteurs, on peut se contenter de prendre dans les deux
cas T (B, ξ,η) = η pour toutB ∈ GLn, ξ,η ∈ Rn×n. Considérons enfin une fonction objectif f
sur GLn. Étant donné le gradient euclidien gradE f(B) à B, les gradients riemanniens associés
aux métriques invariantes à gauche ou à droite sont
grad` f(B) = BB
T gradE f(B) et gradr f(B) = gradE f(B)B
TB. (1.52)
Les hessiennes riemanniennes sont quant à elles
hess` f(B)[ξ] = BB
T hessE f(B)[ξ] + sym(ξBT ) gradE f(B)
+B sym(B−1ξ gradE f(B)
TB)−B sym(BT gradE f(B))B−1ξ, (1.53)
et
hessr f(B)[ξ] = hessE f(B)[ξ]BTB + gradE f(B) sym(B
T ξ)
+ sym(B gradE f(B)
T ξB−1)B − ξB−1 sym(gradE f(B)BT )B, (1.54)
où hessE f(B)[ξ] est la hessienne euclidienne de f .
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Dans ce chapitre, nous considérons le problème de la diagonalisation conjointe approximée
d’un ensemble de matrices symétriques positives définies. Commençons par rappeler qu’étant
donné un ensemble {Ck} de K matrices symétriques positives définies, l’objectif est de trouver
un diagonalisateur conjoint B dans GLn tel que les matrices de l’ensemble {BCkBT } soient
aussi diagonales que possible. Il faut donc avant tout définir un critère qui permet de mesurer
le degré de diagonalité des matrices de {BCkBT }. Les deux choix classiques sont les critères
de Frobenius (1.4) et log-vraisemblance (1.5) présentés dans le chapitre 1. L’article [9] montre
qu’une approche géométrique est possible et propose plusieurs mesures de diagonalités basées
sur des divergences de S++n . Une divergence mesure la dissimilarité entre deux points ; elle
généralise la notion de distance, i.e., c’est une fonction positive qui s’annule si et seulement
si les deux points sont égaux, mais il n’est pas nécessaire qu’elle soit symétrique et vérifie
l’inégalité triangulaire. Notons que les distances au carré sont des divergences. Dans la sec-
tion 2.1, nous formalisons et généralisons le travail de [9] et nous adoptons un point de vue
géométrique pour proposer un modèle des critères du problème de la diagonalisation conjointe
approximée de matrices symétriques positives définies. Dans la section 2.2, nous présentons
trois stratégies d’optimisation différentes pour résoudre en pratique le problème de diagonali-
sation conjointe approximée modélisé par un critère suivant le modèle de la section 2.1 : une
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stratégie directe classique, une nouvelle stratégie indirecte et une généralisation de l’approche
proposée dans [107]. Dans la section 2.3, nous présentons les différentes divergences que nous
considérons dans ce travail pour construire des critères de diagonalisation conjointe approxi-
mée. Il s’agit de la distance de Frobenius, la divergence de Kullback-Leibler, la divergence
log-det α, la distance riemannienne naturelle, la distance log-euclidienne et la distance de
Wasserstein. Tous les critères de cette section peuvent être optimisés avec les stratégies de
la section 2.2, ce qui offre un large panel de méthodes de diagonalisation conjointe approxi-
mée inédites. Dans l’ensemble des travaux précédents, on trouve des solutions algorithmiques
seulement pour la distance de Frobenius, la log-vraisemblance qui est liée à la divergence de
Kullback-Leibler et la divergence log-det α, mais dans des conditions non optimales. Dans la
section 2.4, nous poursuivons le travail de [45] en étudiant quatre propriétés importantes pour
les critères de diagonalisation conjointe approximée. La première est liée à la définition de
mesure de diagonalité, la deuxième est en rapport avec le diagonalisateur conjoint et les deux
dernières concernent les effets de transformations appliquées aux matrices à diagonaliser.
2.1 Modèle des critères
D’un point de vue géométrique, pour mesurer le degré de diagonalité des matrices de
{BCkBT }, il convient de s’intéresser à la position relative des matrices BCkBT par rapport
à l’ensemble des matrices diagonales positives définies noté D++n , qui est une sous-variété
riemannienne géodésiquement fermée de S++n . Un critère approprié f est donc de la forme
f(B, {Ck}) =
∑
k
wk g
(
BCkB
T ,D++n
)
, (2.1)
où les wk sont des poids positifs et g(BCkBT ,D++n ) mesure la position relative de BCkBT
par rapport à D++n , dont le minimum est atteint lorsque BCkBT ∈ D++n . Pour définir la
position relative de BCkBT par rapport à D++n , on sélectionne une matrice Λ(B,Ck) dans
D++n et on regarde la position relative de BCkBT par rapport à Λ(B,Ck). Dans la suite,
Λ(B,Ck) est simplement noté Λk(B) lorsque ce n’est pas ambigu. Pour que le choix de
Λk(B) soit satisfaisant, il est impératif que Λk(B) = BCkBT lorsque BCkBT ∈ D++n . On
peut alors réécrire la fonction f comme
f(B, {Ck}) =
∑
k
wk h
(
BCkB
T ,Λk(B)
)
, (2.2)
où h(BCkBT ,Λk(B)) mesure la position relative de BCkBT par rapport à Λk(B) dont le
minimum est atteint lorsqueBCkBT = Λk(B). Un schéma illustrant les influences respectives
du choix de la fonction h(·, ·) et des matrices diagonales cibles Λk(B) se trouve figure 2.1. Le
choix naturel pour la fonction h(·, ·) est de prendre une divergence d(·, ·) sur S++n . Notons que
d’autres possibilités sont envisageables : comme illustré dans la figure 2.2, on peut par exemple
choisir h(·, ·) comme la mesure de l’angle entre la géodésique reliant BCkBT à l’identité In et
celle reliant Λk(B) à l’identité. Étant donné h(·, ·), des considérations géométriques donnent
un choix naturel pour les matrices diagonales cibles Λk(B). C’est en effet la matrice Λ de
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S++nD++n
•
BCkB
T
•Λk(B)
•Λ˜k(B)
Figure 2.1 – Schéma d’illustration de l’approche géométrique du modèle de diagonalisation
conjointe approximée et de l’influence du choix de la fonction h(·, ·) et des matrices diagonales
cibles Λk(B) dans (2.2). La matrice diagonale cible (Λk(B) ou Λ˜k(B) sur la figure) détermine
la destination à atteindre dans D++n . La fonction h(·, ·) (longueur des courbes reliant BCkBT
et Λk(B) ou Λ˜k(B) sur la figure) définit comment se rapprocher de la matrice diagonale cible.
Les courbes continues et en pointillés représentent deux choix possibles pour h(·, ·).
D++n qui minimise h(·, ·) avec BCkBT , i.e.,
Λk(B) = argmin
Λ∈D++n
h(BCkB
T ,Λ). (2.3)
Nous terminons avec la proposition 2.1 qui contient un résultat théorique concernant la déri-
vation d’un critère f de la forme (2.2) pour lequel les matrices diagonales cibles sont définies
dans (2.3). Cette proposition permet de simplifier le calcul du gradient de f , voire de le rendre
possible dans certains cas compliqués où nous n’avons pas de formule en forme fermée pour
Λk(B).
Proposition 2.1 (Gradient d’un critère de diagonalisation conjointe approximée)
Lors du calcul du gradient à B ∈ GLn d’un critère f de la forme (2.2) pour lequel les matrices
diagonales cibles sont définies dans (2.3), on peut traiter les matrices Λk(B) comme des
constantes, il n’est donc pas nécessaire de les dériver. En effet, étant donné B ∈ GLn, fixons
Λk = Λk(B) et définissons f̂(B̂) =
∑
k wk h(B̂CkB̂
T
,Λk), alors
gradE f(B) = gradE f̂(B).
Démonstration. Soient Mk(B) = BCkBT et pik(B) = (Mk(B),Λk(B)), alors f(B) =∑
k wk h ◦ pik(B). Avec la métrique euclidienne 〈·, ·〉E , on a pour tout ξ ∈ Rn×n
〈gradE f(B), ξ〉E = D f(B)[ξ] =
∑
k
wk Dh(pik(B)) [Dpik(B)[ξ]] ,
par linéarité de la dérivée directionnelle et règle de dérivation des compositions. De plus,
Dpik(B)[ξ] = (DMk(B)[ξ],D Λk(B)[ξ])
= (DMk(B)[ξ],0n) + (0n,D Λk(B)[ξ]).
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S++nD++n
• BCkBT
•In
•Λk(B)
αk(B)
Figure 2.2 – Schéma d’illustration du choix d’une mesure d’angle pour la fonction h(·, ·)
de (2.2) qui mesure la similarité entre BCkBT et Λk(B), i.e., h(BCkBT ,Λk(B)) = αk(B).
Donc par linéarité,
〈gradE f(B), ξ〉E =
∑
k
wk Dh(pik(B)) [(DMk(B)[ξ],0n)]
+
∑
k
wk Dh(pik(B)) [(0n,D Λk(B)[ξ])] .
On peut montrer que∑
k
wk Dh(pik(B)) [(DMk(B)[ξ],0n)] = D f̂(B)[ξ] = 〈gradE f̂(B), ξ〉E .
Étant donné B, en définissant hk(Λ) = h(BCkBT ,Λ) pour Λ ∈ D++n , on a∑
k
wk Dh(pik(B)) [(0n,D Λk(B)[ξ])] =
∑
k
wk Dhk(Λk(B)) [D Λk(B)[ξ]]
=
∑
k
wk 〈gradE hk(Λk(B)),D Λk(B)[ξ]〉E .
Comme Λk(B) correspond par définition au minimum de hk, on a gradE hk(Λk(B)) = 0 pour
tout 1 ≤ k ≤ K. On a donc finalement
〈gradE f(B), ξ〉E = 〈gradE f̂(B), ξ〉E ,
et le résultat est obtenu par identification.
2.2 Stratégies d’optimisation
Dans cette section, nous présentons trois différentes stratégies pour résoudre le problème de
la diagonalisation conjointe approximée dans un cadre général d’optimisation riemannienne.
On suppose ici qu’on est en mesure d’obtenir une direction de descente d’une fonction objectif
à un point donné à partir de son gradient (et éventuellement hessienne) et qu’on dispose
d’une rétraction sur la variété choisie. Ces trois stratégies partagent les premières étapes de
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Algorithme 2.1 : Diagonalisation conjointe approximée riemannienne
Input : matrices {Ck} dans S++n , point initial B0 for B
Output : itérés Bi pout le diagonalisateur conjoint estimé
1 Calculer les matrices {B0CkBT0 } et définir i = 0.
2 while convergence non atteinte do
3 Calculer Bi+1 en utilisant la mise à jour (a), (b) ou (c) sur Bi.
4 i← i+ 1
Mise à jour (a): stratégie directe
1 Obtenir une direction de descente ξi à partir du gradient (et éventuellement
hessienne) de (2.2) à B = Bi.
2 Calculer Bi+1 par la rétraction de tiξi à Bi, où ti est le pas.
Mise à jour (b): stratégie indirecte
1 Calculer les matrices Λk = Λk(Bi).
2 Obtenir une direction de descente ξi à partir du gradient (et éventuellement
hessienne) de (2.4) à B̂ = Bi.
3 Calculer Bi+1 par la rétraction de tiξi à Bi, où ti est le pas.
Mise à jour (c): stratégie indirecte inverse
1 Calculer les matrices Λk(Bi) et définir A0 = In.
2 Obtenir une direction de descente ξi à partir du gradient (et éventuellement
hessienne) de (2.5) à A = A0.
3 Calculer Ai par la rétraction de tiξi à A0, où ti est le pas.
4 Bi+1 ← A−1i Bi.
l’algorithme 2.1, puis diffèrent dans la façon dont la solution estimée B est mise à jour et dans
la manière de traiter la dépendance des matrices diagonales cibles Λk(B) par rapport à B.
Le critère d’arrêt de l’algorithme 2.1 peut être définie de diverses manières et nous précisons
le choix que nous faisons dans nos expériences numériques dans le chapitre correspondant.
Une fois qu’on a choisi une fonction h(·, ·) et des matrices diagonales cibles dans (2.2), la
façon naturelle et intuitive de résoudre le problème de diagonalisation conjointe approximée est
d’optimiser le critère (2.2) directement, en suivant la règle de mise à jour (a) de l’algorithme 2.1.
Comme illustré dans la figure 2.3, la mise à jour deB dépend à la fois de la façon dont h(·, ·) lie
BCkB
T et Λk(B) et des modifications engendrées dans les cibles Λk(B). Notons que dans le
cas où les matrices Λk(B) sont définies par (2.3), la proposition 2.1 peut s’interpréter comme
suit : la façon dont h(·, ·) lie BCkBT et Λk(B) suffit pour prédire les changements de Λk(B)
au niveau du gradient. On a donc seulement besoin de différencier les fonctions B 7→ Λk(B)
pour calculer la hessienne alors que dans le cas général, il faut les différencier dès le calcul du
gradient. Cependant, la différentiation de B 7→ Λk(B) peut s’avérer compliquée dans certains
cas et si on veut tester différentes possibilités pour Λk(B), il faut calculer le gradient et la
hessienne de (2.2) dans chacun des cas, ce qui peut s’avérer fastidieux.
Un moyen de dépasser ces limitations est de développer des méthodes où les cibles Λk(B)
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sont considérées fixes à chaque itération. Bien qu’elles soient mises à jour à chaque itération,
elles sont traitées comme des constantes au moment de dériver le gradient et la hessienne. Une
première possibilité pour appliquer ce principe est, étant donnéB ∈ GLn, de fixer Λk = Λk(B)
et de considérer le sous-problème d’optimisation dont la fonction objectif est
f̂(B̂) =
∑
k
wk h(B̂CkB̂
T
,Λk). (2.4)
En partant de B̂0 = B, on trouve une direction de descente de f̂ qui permet d’obtenir un
nouveau point B̂ puis on metB à jour avecB ← B̂. Cette stratégie d’optimisation correspond
à la règle de mise à jour (b) de l’algorithme 2.1. Comme illustré dans la figure 2.3, à chaque
itération, on rapproche les matrices BCkBT de Λk(B) selon h(·, ·) mais sans tenir compte
du mouvement des cibles Λk(B) le long de D++n . Notons que dans le cas où les matrices
Λk(B) sont choisies comme les matrices diagonales les plus proches des BCkBT selon h(·, ·),
i.e., définies par (2.3), la proposition 2.1 montre que les méthodes de gradient employant la
stratégie (b) sont identiques à celles employant la stratégie (a). Cela n’est plus vrai à partir
du moment où on exploite l’information fournie par la hessienne.
Une autre solution est d’utiliser l’approche proposée dans [107] et de l’adapter au contexte
générique de l’optimisation riemannienne. À chaque itération, on fixeB ∈ GLn et on considère
le sous-problème d’optimisation dont la fonction objectif est
f˜(A) =
∑
k
wk h(BCkB
T ,AΛk(B)A
T ). (2.5)
En partant de A0 = In, on définit une direction de descente de f˜ qui permet d’otenir un
nouveau point A puis on met B à jour avec B ← A−1B, comme décrit dans la règle de mise
à jour (c) de l’algorithme 2.1. Dans ce cas de figure aussi, les matrices BCkBT se rapprochent
des cibles Λk(B) en négligeant le mouvement de ces dernières dans D++n . La différence est que
nous commençons par déplacer les matrices Λk(B) dans S++n en direction des BCkBT avec
la matrice A puis nous inversons la transformation pour que chaque BCkBT se rapproche
de Λk(B), comme montré dans la figure 2.3. Avec cette stratégie d’optimisation, on peut en
pratique effectuer l’optimisation sur GLn directement. L’ajout de contraintes supplémentaires
n’est en effet pas nécessaire du fait que A est initialisée avec l’identité puis inversée à chaque
itération, ce qui permet de conserver un conditionnement de B satisfaisant et d’éviter les solu-
tions dégénérées. Par contre, comme A est réinitialisée à chaque itération, il n’est pas possible
d’utiliser des méthodes d’optimisation où les directions de descente des itérés précédents sont
utilisées, e.g., gradient conjugué ou quasi-Newton.
Il est souhaitable de pouvoir prouver la convergence de l’algorithme 2.1 pour les trois règles
de mise à jour et de déterminer si les solutions obtenues sont des minimums globaux (ou seule-
ment locaux) du problème. Ces questions ne sont cependant pas triviales, en particulier pour
les règles (b) et (c) où l’on considère des sous-problèmes d’optimisation à chaque itération 1.
1. Les règles (b) et (c) sont peu conventionnelles d’un point de vue optimisation. Nous les considérons
tout de même car, comme montré dans [107], la règle (c) permet d’obtenir de meilleures performances avec
le critère (1.4) basé sur la distance de Frobenius. Notre but est ici de montrer que cette approche peut être
généralisée pour l’ensemble des critères considérés. De plus, la règle (b) nous sert à montrer qu’en pratique,
considérer des matrices cibles fixes à chaque itération est aussi possible de façon plus directe.
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T
i
•
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B
T
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••
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(c)
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Λk
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i)A
T
i
BiCkB
T
i
•
•Λk(Bi) B i+1
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B
T
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1
••
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•
Figure 2.3 – Schéma d’illustration des différentes stratégies d’optimisation de l’algo-
rithme 2.1. (a) correspond à la mise à jour (a), pour laquelle on prend en compte la façon
dont BiCkBTi et Λk(Bi) sont liés par h(·, ·) et les mouvements des matrices diagonales cibles
pour calculer le nouvel itéré Bi+1. (b) représente la mise à jour (b) où Bi est modifié de
sorte que les matrices Bi+1CkBTi+1 se rapprochent des cibles Λk(Bi) selon h(·, ·), sans tenir
compte des changements résultants dans les matrices diagonales cibles. (c) illustre la mise à
jour (c) où l’on commence par définir Ai tel que les matrices AiΛk(Bi)ATi se rapprochent de
BiCkB
T
i puis nous prenons Bi+1 = A
−1
i Bi pour se rapprocher des cibles Λk(Bi). Ici aussi
les modifications des matrices diagonales cibles ne sont pas prises en compte.
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Même dans le cas le plus simple de la règle (a), ces questions sont liées à des propriétés des
fonctions objectifs dans la variété utilisée comme la convexité géodésique et requièrent donc
une étude spécifique poussée des fonctions h(·, ·), des matrices diagonales cibles et des géo-
désiques sur GLn considérées, ce qui sort du cadre de ce travail. Notons tout de même que
la convergence numérique est observée pour les différents critères que nous considérons. Re-
marquons que dans le cas général, ces trois règles de mise à jour peuvent générer des itérés
différents et donc en principe atteindre des solutions différentes, ce qui est aussi observé en
pratique.
2.3 Divergences considérées
Pour construire des critères de la forme (2.2), (2.4) et (2.5) qui vont nous permettre de
résoudre le problème de diagonalisation conjointe approximée en pratique, nous considérons
plusieurs divergences, dont des distances au carré, pour définir h(·, ·). Pour chacune d’entre
elles, nous donnons sa définition, expliquons son intérêt et définissons la matrice diagonale la
plus proche, i.e., celle qui correspond à la solution de (2.3). Dans l’ensemble des cas, le cri-
tère (2.2) utilisé avec la stratégie d’optimisation directe est défini avec les matrices diagonales
cibles les plus proches. Pour simplifier la lecture, les détails techniques de l’étude des gradients
et des hessiennes de tous les critères sont rassemblés dans l’annexe B.
2.3.1 Distance de Frobenius
La distance de Frobenius entre les matrices M et Λ est définie par
δ2F(M ,Λ) = ‖M −Λ‖2F. (2.6)
C’est la distance que l’on obtient lorsqu’on équipe S++n avec la métrique euclidienne. Elle
est donc définie sur tout Sn. Comme expliqué dans le chapitre 1, cette distance donne le
critère (1.4) de diagonalisation conjointe le plus étudié du fait de sa simplicité. Ce critère
vient en effet du raisonnement pratique suivant : pour diagonaliser des matrices, il suffit de
minimiser leurs éléments hors-diagonaux. La matrice diagonale Λ ∈ D++n la plus proche de la
matrice M ∈ S++n est
Λ = ddiag(M). (2.7)
Les critères de la forme (2.2), (2.4) et (2.5) exploitant la distance de Frobenius (au carré)
sont rexpectivement notés fF, f̂F et f˜F. Le critère f˜F associé à la stratégie d’optimisation
indirecte inverse (règle de mise à jour (c) de l’algorithme 2.1) correspond à la méthode proposée
dans [107] au détail près de la technique d’optimisation employée.
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2.3.2 Divergence de Kullback-Leibler
La divergence de Kullback-Leibler entre deux distributions gaussiennes avec les matrices
de covariances P et S est définie par
dKL(P ,S) = tr(PS
−1 − In)− log det(PS−1). (2.8)
L’intérêt de cette divergence provient des informations statistiques qu’elle contient et de ses
liens avec l’information mutuelle et la vraisemblance (voir par exemple [39, 95] et le cha-
pitre 1). Du fait que cette divergence n’est pas symétrique par rapport à ses arguments, elle
est à l’origine de plusieurs mesures de diagonalité. La première, qu’on appelle divergence de
Kullback-Leibler gauche, est définie pour les matrices M et Λ par
d`KL(M ,Λ) = dKL(M ,Λ). (2.9)
Dans ce cas, [9] a montré que la matrice diagonale Λ ∈ D++n la plus proche de M ∈ S++n est
Λ = ddiag(M). (2.10)
Les critères de la forme (2.2), (2.4) et (2.5) exploitant la divergence de Kullback-Leibler
gauche sont notés f`KL, f̂`KL et f˜`KL. Remarquons que f`KL est en fait le critère log-
vraissemblance (1.5) historique 2. La deuxième est la divergence de Kullback-Leibler droite,
qui est définie pour les matrices M et Λ par
drKL(M ,Λ) = dKL(Λ,M). (2.11)
Pour cette mesure, [9] a montré que la matrice diagonale Λ ∈ D++n la plus proche deM ∈ S++n
est
Λ = ddiag(M−1)−1. (2.12)
Les critères de la forme (2.2), (2.4) et (2.5) exploitant la divergence de Kullback-Leibler droite
sont notés frKL, f̂rKL et f˜rKL. Il est également possible de considérer une version symétrisée
de cette divergence, comme fait par exemple dans [82], qu’on peut simplement définir pour les
matrices M et Λ par
dsKL(M ,Λ) =
1
2
(dKL(M ,Λ) + dKL(Λ,M)). (2.13)
La matrice diagonale Λ ∈ D++n la plus proche de M ∈ S++n , trouvée dans [9], est cette fois-ci
Λ = ddiag(M)
1/2 ddiag(M−1)−1/2. (2.14)
Il est intéressant de noter qu’elle correspond à la moyenne géométrique des matrices diagonales
les plus proches selon les divergences de Kullback-Leibler gauche et droite 3. Les critères de la
forme (2.2), (2.4) et (2.5) exploitant la divergence de Kullback-Leibler symétrisée sont notés
fsKL, f̂sKL et f˜sKL.
2. Il est intéressant de noter que les deux critères usuels (Frobenius et Kullback-Leibler gauche), sont les
deux seuls critères considérés ici pour lesquels les matrices diagonales les plus proches de M sont données
simplement par la partie diagonale de M .
3. Il existe une relation similaire pour les moyennes d’un ensemble de matrices symétriques positives défi-
nies : la moyenne pour la divergence de Kullback-Leibler symétrisée est la moyenne géométrique des moyennes
pour les divergences de Kullback-Leibler gauche et droite, qui correspondent respectivement à la moyenne
arithmétique et harmonique [82].
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2.3.3 Divergence log-det α
La divergence log-det α [36] entre M et Λ est
dαLD(M ,Λ) =
4
1− α2 log
det(1−α2 M +
1+α
2 Λ)
det(M)
1−α
2 det(Λ)
1+α
2
, (2.15)
pour α ∈] − 1, 1[. Notons que cette divergence n’est symétrique que pour α = 0, mais nous
avons la relation dαLD(M ,Λ) = d−αLD(Λ,M) et il n’est donc pas nécessaire de séparer
différents cas comme pour la divergence de Kullback-Leibler dans la section précédente. Cette
divergence a récemment été utilisée pour la diagonalisation conjointe approximée dans [9].
La propriété très intéressante de cette divergence est qu’on a un continuum en α et que
pour α → −1 et α → 1, elle coïncide avec les mesures de Kullback-Leibler gauche et droite
présentées précédemment. De plus, le cas α = 0 donne la distance de Bhattacharyya [36, 82],
aussi appelée S-divergence [104]. Cette distance est particulièrement importante car elle est
proche de la distance riemannienne naturelle de S++n [82, 104], tout en étant numériquement
moins coûteuse à évaluer. Ce lien est particulièrement bien illustré par la proposition 4 de [82]
qui établit qu’on peut retrouver la métrique classique (1.30) de S++n en dérivant la distance
de Bhattacharyya, i.e., pour tous M ∈ S++n , ξ,η ∈ Sn,
∂2
∂s∂t
d0LD(M ,M + tξ + sη)
∣∣∣∣
t=s=0
=
1
4
tr(M−1ξM−1η), (2.16)
ce qui montre que la distance de Bhattacharyya se comporte comme la distance riemannienne
naturelle pour des matrices suffisamment proches. Comme montré dans [9], la matrice diago-
nale Λ ∈ D++n la plus proche de M ∈ S++n est l’unique solution de
ddiag
((
1− α
2
M +
1 + α
2
Λ
)−1)
= Λ−1. (2.17)
Une méthode pour résoudre cette équation est donnée dans l’annexe A. Les critères de la
forme (2.2), (2.4) et (2.5) exploitant la divergence log-det α sont notés fαLD, f̂αLD et f˜αLD.
Nous ne donnons pas de méthode pour calculer en pratique la hessienne de fαLD et nous nous
contentons donc des méthodes d’optimisation exploitant le gradient pour ce critère.
2.3.4 Distance riemannienne naturelle
Comme introduit dans le chapitre 1, la distance riemannienne naturelle sur S++n entreM
et Λ est définie par
δ2R(M ,Λ) =
∥∥∥log(Λ−1/2MΛ−1/2)∥∥∥2
F
. (2.18)
Cette distance est obtenue en adoptant un point de vue purement géométrique (voir e.g., [20,
50, 81]), où elle correspond à la longueur du chemin le plus court reliant deux points selon la
métrique (1.30), et du point de vue de la géométrie de l’information dans le cas des distributions
normales multivariées en utilisant la métrique de Fisher [53, 102], introduite dans les articles
2.3. Divergences considérées 37
fondateurs [10, 99]. Cette distance a donc un intérêt majeur lorsqu’on manipule des matrices
symétriques positives définies, d’autant plus dans le cadre de méthodes d’analyse de données
qui exploitent les statistiques d’ordre deux. La matrice diagonale Λ ∈ D++n la plus proche de
M ∈ S++n , dérivée dans [9], est l’unique solution de
ddiag(log(M−1Λ)) = 0n. (2.19)
Une méthode pour résoudre cette équation est donnée dans l’annexe A. Les critères de la
forme (2.2), (2.4) et (2.5) exploitant la distance riemannienne naturelle sont notés fR, f̂R et
f˜R. Nous ne proposons pas de méthode pour calculer en pratique la hessienne de fR et nous
nous limitons donc aux méthodes de gradient pour optimiser ce critère. Pour calculer cette
distance et les gradients des critères basés dessus, on a recours au logarithme matriciel. De
plus, pour les hessiennes, on a besoin de la dérivée première du logarithme matriciel. Des
méthodes pour évaluer numériquement le logarithme matriciel et sa dérivée première sont
présentées dans l’annexe C.
2.3.5 Distance log-euclidienne
La distance log-euclidienne [15, 50] entre M et Λ est définie par
δ2LE(M ,Λ) = ‖log(M)− log(Λ)‖2F. (2.20)
Si M et Λ commutent, la distance log-euclidienne est équivalente à la distance riemannienne
naturelle. Elle peut être vue comme une linéarisation de la distance riemannienne naturelle
autour de l’identité In. En effet, elle correspond à la distance de Frobenius de la projection
de M et de Λ dans l’espace tangent de In. Comme cet espace tangent est une linéarisation
de S++n autour de l’identité, sa distance naturelle est celle de Frobenius. La matrice diagonale
Λ ∈ D++n la plus proche de M ∈ S++n est
Λ = exp(ddiag(log(M))). (2.21)
Les critères de la forme (2.2), (2.4) et (2.5) exploitant la distance log-euclidienne sont notés
fLE, f̂LE et f˜LE. Il est intéressant de remarquer que fLE peut également être obtenue en pro-
jetant BCkBT dans l’espace tangent de In, ce qui est équivalent à projeter Ck dans l’espace
tangent de (BTB)−1, puis d’utiliser la distance de Frobenius. Pour calculer cette distance,
nous utilisons le logarithme matriciel. Pour les gradients des critères basés dessus, on a besoin
de la dérivée première du logarithme matriciel. Sa dérivée seconde est également requise pour
les hessiennes. Dans l’annexe C, nous présentons des méthodes estimer le logarithme matriciel
et sa dérivée première, et nous proposons une nouvelle méthode pour évaluer numériquement
sa dérivée seconde.
2.3.6 Distance de Wasserstein
Enfin, la distance de Wasserstein entre M et Λ est donnée par
δ2W(M ,Λ) = tr
(
1
2
(M + Λ)− (Λ1/2MΛ1/2)1/2
)
. (2.22)
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Cette distance a l’avantage d’être définie sur l’ensemble des matrices symétriques positives
semi-définies. Elle joue un rôle important dans le cadre du transport optimal [48, 89, 111] et
s’est montrée utile dans l’étude des matrices de covariance [87, 105] et pour l’analyse spectrale
de séries temporelles [64]. Cette distance correspond à une structure riemannienne sur la
variété S++n , qui est décrite de manière complète dans [21]. La matrice diagonale Λ ∈ D++n la
plus proche de M ∈ S++n est l’unique solution de
ddiag
(
(Λ
1/2MΛ
1/2)
1/2
)
= Λ. (2.23)
La preuve de ce résultat et une méthode pour résoudre cette équation sont donnés dans
l’annexe A. Les critères de la forme (2.2), (2.4) et (2.5) exploitant la distance de Wasserstein
sont notés fW, f̂W et f˜W. Nous ne donnons pas de méthode pour calculer en pratique la
hessienne de fW et nous nous contentons donc des méthodes de gradient pour l’optimisation
de ce critère. Bien que cette distance soit définie sur l’ensemble des matrices symétriques
positives semi-définies, nous considérons que les matrices à diagonaliser sont positives définies
pour calculer les gradients et les hessiennes de fW, f̂W et f˜W.
2.4 Propriétés d’intérêt des critères
Une conséquence intéressante de l’approche géométrique du problème de diagonalisation
conjointe approximée est qu’elle permet d’inférer plusieurs propriétés souhaitables selon le
critère utilisé. Nous présentons quatre propriétés d’intérêt dans ce manuscript. La première
est liée à la définition de mesure de diagonalité d’une matrice, la deuxième concerne le diago-
nalisateur conjoint B et les deux dernières sont en rapport avec les effets de transformations
appliquées à l’ensemble {Ck} dans S++n . Pour chacune d’entre elles, nous commençons par
l’énoncer puis nous déterminons les conditions pour qu’un critère f de la forme (2.2) la vé-
rifie et nous montrons enfin comment construire un critère qui la vérifie à partir d’un critère
quelconque.
2.4.1 Rééchelonnement des matrices d’entrée
La première propriété est issue de la constatation qu’une mesure de diagonalité ne de-
vrait pas dépendre de l’échelle des matrices d’entrée Ck étant donné que celle-ci s’applique
uniformément sur l’ensemble des éléments diagonaux et hors diagonaux d’une matrice.
Propriété 2.1 (Invariance par rééchelonnement des matrices d’entrée)
Le critère f est dit invariant par rééchelonnement des matrices d’entrée Ck si pour tous sca-
laires ak strictement positifs, on a
f(B, {Ck}) = f(B, {akCk}).
Une illustration de cette propriété est proposée dans la figure 2.4. En remarquant que les
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Figure 2.4 – Schéma d’illustration de la propriété 2.1 d’invariance par rééchelonnement des
matrices d’entrée. Le changement de Ck à akCk, où ak > 0, induit un déplacement parallèle
à D++n où In est remplacé par akIn. La position relative des matrices d’entrée par rapport à
D++n reste donc inchangée.
matrices diagonales cibles vérifient Λ(B, akCk) = akΛ(B,Ck), un critère f de la forme (2.2)
possède cette propriété si, pour tous M ∈ S++n , Λ ∈ D++n et a > 0,
h(aM , aΛ) = h(M ,Λ). (2.24)
Étant donné un critère f , on peut construire simplement un critère assuré de posséder la
propriété 2.1 par
f¯(B, {Ck}) = f(B, {a(Ck)Ck}), (2.25)
où a(·) est une fonction qui permet de fixer l’échelle de a(Ck)Ck, par exemple l’inverse de la
trace ou de la norme de Ck. Une telle normalisation ad hoc des matrices à diagonaliser peut
s’avérer nécessaire dans certaines applications quand on utilise un critère qui ne vérifie pas cette
propriété, comme c’est le cas pour l’électroencéphalographie avec le critère de Frobenius [41].
2.4.2 Changement d’échelle diagonale
La deuxième propriété d’intérêt vient du fait que la solution du problème de diagonalisation
conjointe approximée est toute la classe d’équivalence (1.6), comme expliqué dans le chapitre 1 :
les matrices B ∈ GLn et ΣB sont des solutions équivalentes pour toute matrice diagonale
inversible Σ, dont l’ensemble est noté D∗n, et il est donc souhaitable que le critère f prenne les
mêmes valeurs à B et ΣB, ce qui se traduit par la propriété suivante (qui est illustrée dans
la figure 2.5) :
Propriété 2.2 (Invariance par changement d’échelle diagonale)
Le critère f est dit invariant par changement d’échelle diagonale si, pour tous B ∈ GLn et
Σ ∈ D∗n, on a
f(B) = f(ΣB).
En remarquant que les matrices diagonales cibles vérifient Λk(ΣB) = ΣΛk(B)Σ, un critère
f de la forme (2.2) possède cette propriété si on a, pour tousM ∈ S++n , Λ ∈ D++n et Σ ∈ D∗n,
h(ΣMΣ,ΣΛΣ) = h(M ,Λ). (2.26)
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Figure 2.5 – Schéma d’illustration de la propriété 2.2 d’invariance par changement d’échelle
diagonale. Le changement de B à ΣB, où B ∈ GLn et Σ ∈ D∗n, induit un déplacement
parallèle à D++n où In est remplacé par Σ2. Un tel changement ne permet donc pas de se
rapprocher de D++n .
Remarquons que dans le cas des critères suivant le modèle (2.2), la propriété 2.2 permet
d’assurer que la propriété 2.1 est vérifiée. Étant donné un critère f de la forme (2.2), on peut
construire un critère assuré de posséder la propriété 2.2 de deux façons différentes. La première
possibilité, qui est une généralisation de la modification proposée dans [4] pour le critère de
Frobenius, est de définir
f¯(B) =
∑
k
wk h(Ck,B
−1Λk(B)B−T ). (2.27)
Les fonctions de coût de la forme (2.27) sortent du cadre du modèle (2.2). Comme illustré dans
la figure 2.6, on peut les interpréter de façon géométrique comme suit : l’objectif est de trou-
ver le sous-espace B−1D++n B−T qui correspond le mieux à l’ensemble de matrices d’entrées
{Ck}. Plutôt que faire bouger les matrices à diagonaliser dans S++n , on choisit dans ce cas de
faire bouger D++n pour coller aux données. Notons que dans cette situation, la propriété 2.2
ne permet pas de garantir que la propriété 2.1 est vérifiée. Bien que très intéressant, nous
n’étudions pas plus en détail ce modèle pour la diagonalisation conjointe approximée dans ce
travail de thèse. La seconde modification du critère f possible, qui généralise celle du critère
de Frobenius dans [9], est quant à elle
f¯(B) =
∑
k
wk h(Λk(B)
−1/2BCkB
TΛk(B)
−1/2, In). (2.28)
Cette fois-ci, la modification proposée dans (2.28) reste dans le modèle (2.2). Notons que
dans les deux cas, le choix naturel pour les matrices diagonales cibles est susceptible d’être
modifié. Il est également intéressant de remarquer que le domaine de définition par rapport
aux matrices Ck de la fonction modifiée dans (2.27) reste identique à celui de f . En contraste,
les matrices Ck doivent nécessairement être positives définies pour (2.28), même si le domaine
de définition de f est moins restrictif.
2.4.3 Transformations dans S++n : inversion et congruence
Pour les deux dernières propriétés, nous nous intéressons aux effets de deux types de
transformations des matricesCk dans S++n : l’inversion et la congruence. Du côté de l’inversion,
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Figure 2.6 – Schéma d’illustration du modèle de diagonalisation conjointe approximée basé
sur le modèle (2.27). Dans cette situation, on cherche le sous-espace B−1D++n B−T qui se
rapproche le plus de l’ensemble {Ck} des matrices à diagonaliser, qui restent fixes dans S++n .
observons que si B est le diagonalisateur conjoint de l’ensemble {Ck}, il apparaît logique que
le diagonalisateur conjoint de l’ensemble {C−1k } soit B−T , ce qui donne la propriété 2.3,
illustrée dans la figure 2.7. En ce qui concerne la congruence, remarquons que si B est le
diagonalisateur conjoint de l’ensemble {WCkW T } pour W ∈ GLn, alors le diagonalisateur
conjoint de l’ensemble {Ck} devrait être BW , ce qui aboutit à la propriété 2.4, illustrée dans
la figure 2.8.
Propriété 2.3 (Invariance par inversion)
Le critère f est dit invariant par inversion des matrices d’entrée Ck si, pour tout B, on a
f(B−T , {C−1k }) = f(B, {Ck}).
Un critère f de la forme (2.2) a cette propriété si, pour tous M ∈ S++n , Λ ∈ D++n ,
h(M−1,Λ−1) = h(M ,Λ), (2.29)
et pour tous B ∈ GLn, Ck ∈ S++n ,
Λ(B−T ,C−1k ) = Λ(B,Ck)
−1. (2.30)
Notons que si h vérifie (2.29), alors les matrices diagonales cibles de (2.3) correspondantes
vérifient (2.30). Étant donné un critère f , on peut par exemple simplement construire
f¯(B, {Ck}) = 1
2
(
f(B, {Ck}) + f(B−T , {C−1k })
)
, (2.31)
qui possède alors la propriété 2.3.
Propriété 2.4 (Invariance par congruence)
Le critère f est dit invariant par congruence des matrices d’entrée Ck si, pour tous B,W ∈
GLn, on a
f(B, {WCkW T }) = f(BW , {Ck}).
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Figure 2.7 – Schéma d’illustration de la propriété 2.3 d’invariance par inversion. L’inversion
de BCkBT peut être vue comme une symétrie par rapport à l’identité In. En effet, In se trouve
au milieu du géodésique reliant BCkBT et son inverse.
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Figure 2.8 – Schéma d’illustration de la propriété 2.4 d’invariance par congruence. Que l’on
considère B pour WCkW T ou BW pour Ck, on obtient le même élément de S++n .
En supposant que Λ(B,WCkW T ) = Λ(BW ,Ck), ce qui devrait toujours être vrai, la
propriété 2.4 est toujours vérifiée pour tout critère f de la forme (2.2). En contraste, ce n’est
pas toujours le cas pour les critères qui suivent le modèle (2.27).
Pour conclure cette partie, nous présentons le tableau suivant, qui indique quelles propriétés
sont vérifiées par les critères de diagonalisation conjointe approximée de la forme (2.2) associés
aux divergences de la section précédente.
fF f`KL frKL fsKL fαLD fR fLE fW
α 6= 0 α = 0
propriété 2.1 X X X X X X X
propriété 2.2 X X X X X X
propriété 2.3 X X X X
propriété 2.4 X X X X X X X X X
On peut remarquer que seuls les critères basés sur la mesure de Kullback-Leibler symétrique,
la divergence log-det α pour α = 0 et la distance riemannienne naturelle possèdent l’ensemble
de ces propriétés. Ceci est un argument fort en faveur de ces trois critères, qui semblent donc
à préférer, au moins d’un point de vue théorique. C’est en contradiction avec l’ensemble des
travaux précédents sur la diagonalisation conjointe approximée où des solutions algorithmiques
ont été proposées seulement pour la distance de Frobenius, la mesure de Kullback-Leibler
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gauche et la divergence log-det α, mais sans considérer les matrices diagonales cibles qui
permettent d’assurer l’ensemble des propriétés.
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Dans ce chapitre, nous développons un cadre d’optimisation riemannienne adapté à la
diagonalisation conjointe approximée. C’est un problème d’optimisation sur la variété des ma-
trices inversibles GLn pour lequel des contraintes additionnelles sont généralement requises,
comme expliqué dans le chapitre 1. Nous considérons la contrainte oblique (1.7), la contrainte
intrinsèque (1.8) et la contrainte non-holonomique, qui exploite la géométrie des classes d’équi-
valences (1.6). Nous devons d’abord définir une structure riemannienne pour l’optimisation
sur GLn et ensuite y intégrer les contraintes. Pour l’optimisation riemannienne sur GLn, nous
considérons trois possibilités :
• GLn équipée de la métrique invariante à gauche présentée dans la section 1.5.3, dont
l’utilisation est inédite dans le contexte de la diagonalisation conjointe approximée et
qui présente l’intérêt majeur d’être invariante le long des classes d’équivalences (1.6).
• GLn avec la métrique invariante à droite également présentée dans la section 1.5.3,
qui possède un lien naturel avec le modèle de la diagonalisation conjointe approximée
comme montré dans [4, 11, 12].
• La variété produit qui découle de la décomposition polaire sur GLn, qu’on nomme
variété polaire et qu’on note Pn. Cette variété correspond au produit de deux varié-
tés classiques particulièrement intéressantes : celle des matrices symétriques positives
définies S++n et celle des matrices orthogonales On, présentées dans la section 1.5.
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GLn
•
B
Σ 7→ ΣB
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{ΣB : Σ ∈ D∗n}
• • •
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Min
Figure 3.1 – Schéma d’illustration de l’intégration dans GLn des contraintes oblique, intrin-
sèque et non-holonomique qui forment respectivement les variétésMon,Min etMnhn .
En ce qui concerne l’intégration des contraintes, la contrainte oblique (1.7) et la contrainte
intrinsèque (1.8) forment des sous-variétés de GLn respectivement notées Mon et Min et la
contrainte non-holonomique engendre une variété quotient de GLn notéeMnhn . La figure 3.1
propose une illustration géométrique de l’intégration de ces trois contraintes dans GLn.
Le but de ce chapitre est de poser les fondations de notre cadre d’optimisation rieman-
nienne, son contenu est donc technique. Dans la section 3.1, nous définissons la variété polaire
Pn qui permet d’optimiser sur GLn grâce à la décomposition polaire. Nous étudions les liens
de cette variété avec GLn et nous montrons notamment qu’il est possible de rendre en pratique
son utilisation transparente à celle de GLn, i.e., il suffit à l’utilisateur de définir la fonction
objectif sur GLn et de fournir son gradient euclidien (et éventuellement hessienne) sur GLn.
Dans la section 3.2, nous traitons les cas de la contrainte oblique et de la contrainte intrin-
sèque, qui sont intégrées dans des sous-variétés riemanniennes de GLn équipé des métriques
invariantes à gauche et à droite et de la variété polaire Pn. Pour terminer, dans la section 3.3,
nous étudions la contrainte non-holonomique, qui forme une variété quotient de GLn. Nous
montrons que la métrique invariante à gauche permet de définir une variété quotient rieman-
nienne. Nous étudions également la possibilité d’optimiser sur cette variété quotient alors que
GLn est équipé de la métrique invariante à droite. Nous considérons finalement la possibilité
d’exploiter la géométrie de cette variété pour optimiser des fonctions objectifs sur GLn qui
n’induisent pas de fonction sur le quotient.
3.1 Optimisation riemannienne sur GLn grâce à la décomposi-
tion polaire
Toute matrice B ∈ GLn admet une décomposition polaire unique B = SU , où S ∈ S++n
et U ∈ On. La fonction Γ : Pn = S++n × On → GLn telle que Γ(S,U) = SU est un
difféomorphisme. La minimisation d’une fonction objectif f sur GLn correspond donc à celle
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de f ◦ Γ sur Pn. Étant le produit des variétés S++n et On, Pn est une variété qu’on peut
équiper d’une structure riemannienne et qu’on nomme variété polaire. Dans la section 3.1.1,
nous présentons l’ensemble des outils de géométrie et d’optimisation riemannienne sur Pn dont
nous avons besoin pour construire des méthodes de résolution du problème de diagonalisation
conjointe approximée. Dans la section 3.1.2, nous montrons qu’il est possible d’obtenir certains
des ingrédients pour l’optimisation sur le produit Pn à partir d’objets définis au niveau de
GLn, ce qui augmente sa modularité et simplifie son utilisation.
3.1.1 La variété polaire
Nous utilisons les objets de S++n et de On donnés dans la section 1.5 pour définir ceux de
Pn. L’ensemble des preuves des résultats de cette partie provient directement des propriétés des
produits de variétés [2]. L’espace tangent à B = (S,U) ∈ Pn est simplement TSS++n ×TUOn :
TBPn =
{
(ξS ,UΩ) : ξS ∈ Sn, Ω ∈ Rn×n, ΩT = −Ω
}
. (3.1)
Le choix naturel pour la métrique riemannienne d’une variété produit est de prendre la somme
des métriques des variétés du produit. Nous équipons donc Pn avec la métrique définie, pour
tous B = (S,U) ∈ Pn, Ξ = (ξS , ξU ), H = (ηS ,ηU ) ∈ TBPn, par
〈Ξ, H〉PnB = 〈ξS ,ηS〉S
++
n
S + 〈ξU ,ηU 〉OnU , (3.2)
où les métriques 〈·, ·〉S++n· et 〈·, ·〉On· sont définies dans (1.30) et (1.41). La projection à B ∈ Pn
sur TBPn depuis l’espace ambient Rn×n × Rn×n est donnée, pour tout Z = (ZS ,ZU ), par
PPnB (Z) =
(
PS
++
n
S (ZS), P
On
U (ZU )
)
. (3.3)
La connection de Levi-Civita sur Pn associée à la métrique (3.2) est, pour B = (S,U) ∈ Pn
et les champs de vecteurs ΞB = (ξS , ξU ), HB = (ηS ,ηU ) évalués en B,
∇PnΞB HB =
(
DηS [ΞB]− sym
(
ηSS
−1ξS
)
, POnU (DηU [ΞB])
)
. (3.4)
L’exponentielle riemannienne sur Pn est alors définie, pour tous B = (S,U) ∈ Pn et Ξ =
(ξS , ξU ) ∈ TBPn, par
expPnB (Ξ) =
(
expS
++
n
S (ξS), exp
On
U (ξU )
)
. (3.5)
Notons qu’on peut aussi utiliser une rétraction sur Pn en remplaçant par exemple expOn· (·)
par une des rétractions définies dans (1.45). Pour le transport de vecteurs, on peut utiliser
T Pn(B,Ξ, H) = PPn
expPnB (Ξ)
(H) =
(
ηS , P
On
expOnU (ξU )
(ηU )
)
. (3.6)
Ici encore, on peut remplacer expOn· (·) par une des rétractions définies dans (1.45). Enfin,
soit une fonction objectif f définie sur Pn dont le gradient euclidien dans Rn×n × Rn×n à
B = (S,U) ∈ Pn est gradE2 f(B) = (gradE2 f(S), gradE2 f(U)). Pour souligner le fait que le
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gradient euclidien est dans Rn×n × Rn×n et pas dans Rn×n, on le note avec l’indice E2. Le
gradient riemannien de f est donné par
gradPn f(B) =
(
S sym(gradE2 f(S))S, P
On
U (gradE2 f(U))
)
. (3.7)
La hessienne riemannienne hessPn f(B)[Ξ] = (hessPn f(S)[Ξ], hessPn f(U)[Ξ]) est
hessPn f(S)[Ξ] = S sym (hessE2 f(S)[Ξ])S + sym(ξS sym (gradE2 f(S))S),
hessPn f(U)[Ξ] = P
On
U
(
hessE2 f(U)[Ξ]− ξU sym
(
UT gradE2 f(U)
))
,
(3.8)
où hessE2 f(B)[Ξ] = (hessE2 f(S)[Ξ], hessE2 f(U)[Ξ]) est la hessienne euclidienne de f , dé-
finie dans Rn×n × Rn×n. Ce résultat est obtenu avec hessPn f(B)[Ξ] = ∇PnΞ gradPn f(B).
Pour le terme hessPn f(U)[Ξ], on exploite DP
On
U (gradE2 f(U))[Ξ] = P
On
U (hessE2 f(U)[Ξ]) +
DPOnU [ξU ](gradE2 f(U)) et P
On
U (DP
On
U [ξU ](Z)) = −POnU (ξU sym(UTZ)), où DPOnU [ξU ](Z)
correspond à la dérivée directionnelle de U 7→ POnU (Z).
3.1.2 Liens avec GLn
La fonction Γ : Pn → GLn telle que Γ(S,U) = SU est un difféomorphisme dont l’inverse
Γ−1 : GLn → Pn est donnée, pour tout B ∈ GLn, par
Γ−1(B) =
(
(BBT )
1/2, (BBT )
−1/2B
)
. (3.9)
La dérivée directionnelle de Γ à B = (S,U) ∈ Pn dans la direction Ξ = (ξS , ξU ) ∈ TBPn est
D Γ(B)[Ξ] = SξU + ξSU . (3.10)
Autrement dit, le vecteur tangent Ξ de B dans Pn correspond au vecteur tangent ξ = SξU +
ξSU de B = SU dans GLn. On peut également inverser D Γ(B)[Ξ], i.e., retrouver le vecteur
tangent Ξ = (ξS , ξU ) de B = Γ−1(B) qui correspond à un vecteur tangent ξ ∈ Rn×n de
B ∈ GLn. En effet, étant donné B ∈ GLn et ξ ∈ Rn×n, on a
D Γ−1(B)[ξ] =
(
ξS ,S
−1(ξ − ξSU)
)
, (3.11)
où ξS ∈ Sn est l’unique solution de l’équation de Sylvester 1
SξS + ξSS = ξB
T +BξT . (3.12)
De ce fait, on est en mesure de définir les points de Pn et leurs vecteurs tangents à partir des
points de GLn et de leurs vecteurs tangent dans Rn×n. La figure 3.2 contient une illustration
de ces liens entre Pn et GLn.
Une conséquence est, qu’étant donné une sous-variété MGLnn de GLn, on peut définir la
sous-variétéMPnn correspondante, i.e., telle que
MPnn =
{
Γ−1(B) : B ∈MGLnn
}
. (3.13)
1. On est assuré que la solution existe, est unique et symétrique car S est symétrique positive définie et
ξBT +BξT est symétrique.
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GLn
TBGLn
ξ•
B Pn
TBPn
Ξ•B
Γ−1
Γ
D Γ(B)
D Γ−1(B)
Figure 3.2 – Schéma d’illustration des liens entre Pn et GLn. On peut passer d’une variété
à l’autre en employant Γ, Γ−1, D Γ et D Γ−1.
Son espace tangent à Γ−1(B) est alors par définition
TΓ−1(B)MPnn =
{
D Γ−1(B)[ξ] : ξ ∈ TBMGLnn
}
. (3.14)
Réciproquement, si MPnn est une sous-variété de Pn, on peut définir la sous-variété MGLnn
de GLn correspondante avec Γ et pour tout B ∈ MPn , l’espace tangent à Γ(B) est obtenu
avec D Γ(B).
Dans la suite de cette section, MGLnn désigne indistinctement GLn ou une de ses sous-
variétés etMPnn est la variété qui correspond àMGLnn , qui peut être Pn ou une de ses sous-
variétés. Nous donnons maintenant deux propositions qui montrent les liens qu’il existe entre
deux objets de MGLnn et de MPnn . En effet, la proposition 3.1 montre qu’une rétraction de
MGLnn engendre une rétraction sur MPnn , et réciproquement. La proposition 3.2 donne la
relation entre le gradient euclidien et la hessienne euclidienne d’une fonction objectif f définie
surMGLnn et ceux de la fonction objectif correspondante f = f ◦ Γ définie surMPnn .
Proposition 3.1 (Rétraction)
Si RGLn est une rétraction sur MGLnn , alors la fonction définie pour tous B ∈ MPnn et Ξ ∈
TBMPnn par
RPnB (Ξ) = Γ
−1
(
RGLnΓ(B)(D Γ(B)[Ξ])
)
,
est une rétraction sur MPnn . De la même façon, si RPn est une rétraction sur MPnn , on peut
définir une rétraction surMGLnn par
RGLnB (ξ) = Γ
(
RPn
Γ−1(B)(D Γ
−1(B)[ξ])
)
,
pour tous B ∈MGLnn et ξ ∈ TBMGLnn .
Démonstration. Étant donné une rétraction RGLn surMGLnn et B ∈MPnn , on a
RPnB (0) = Γ
−1
(
RGLnΓ(B)(0)
)
= Γ−1(Γ(B)) = B.
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De plus, pour Ξ ∈ TBMPnn , on a
DRPnB (0)[Ξ] = D
(
Γ−1
(
RGLnΓ(B)(0)
))
[Ξ]
= D Γ−1
(
RGLnΓ(B)(0)
) [
DRGLnΓ(B)(0) [D Γ(B)[Ξ]]
]
= D Γ−1(Γ(B))[D Γ(B)[Ξ]]
= Ξ.
On peut donc conclure que RPn est bien une rétraction surMPnn . La preuve dans l’autre sens,
i.e., qu’une rétraction surMPnn induit une rétraction surMGLnn , est la même en intervertissant
Γ−1 avec Γ et RGLn avec RPn .
Proposition 3.2 (Gradient euclidien et hessiennes euclidienne)
Soit une fonction objectif f dont le gradient euclidien et la hessienne euclidienne dans GLn
sont notés gradE f et hessE f . Étant donné B = (S,U) ∈ Pn et Ξ = (ξS , ξU ), le gradient et
la hessienne euclidiennes de f dans Pn sont
gradE2 f(B) =
(
gradE f(Γ(B))UT ,S gradE f(Γ(B))
)
,
hessE2 f(S)[Ξ] = hessE f(Γ(B))[D Γ(B)[Ξ]]UT + gradE f(Γ(B))ξTU ,
hessE2 f(U)[Ξ] = S hessE f(Γ(B))[D Γ(B)[Ξ]] + ξS gradE f(Γ(B)).
Démonstration. Pour le gradient, on a par définition
〈gradE2 f(B),Ξ〉E2 = tr
(
gradE2 f(S)ξ
T
S
)
+ tr
(
gradE2 f(U)ξ
T
U
)
= D f(B)[Ξ]
= D f(Γ(B))[D Γ(B)[Ξ]]
= 〈gradE f(Γ(B)),D Γ(B)[Ξ]〉E
= tr
(
gradE f(Γ(B))(ξSU + SξU )T
)
.
Des manipulations basiques de la trace donnent le résultat. La hessienne est ensuite obtenue
par dérivation de la formule du gradient.
3.2 Contraintes intégrées dans des sous-variétés de GLn
Dans cette section, nous traitons la contrainte oblique (1.7) et celle intrinsèque (1.8) qui
peuvent être intégrées dans des sous-variétés de GLn, notéesMon etMin. Comme montré dans
la section 3.1.1,Mon etMin définissent des sous-variétés de Pn, obtenues avec (3.13) et notées
Mo,Pnn et Mi,Pnn . Pour chaque contrainte, nous considérons trois structures riemanniennes
qui proviennent de (i) GLn équipé de la métrique invariante à gauche définie dans (1.47),
(ii) GLn équipé de la métrique invariante à droite également définie dans (1.47) et (iii) la
variété polaire Pn. Rappelons que lorsqu’on s’intéresse à l’optimisation riemannienne sur une
sous-variété, traitée dans la section 1.4.2, il est suffisant de définir son espace tangent, le
projecteur orthogonal, une rétraction et de caractériser la hessienne riemannienne des fonctions
objectifs. Les autres objets requis, i.e., la connection de Levi-Civita, le gradient riemannien
et le transport de vecteurs, sont obtenus avec (1.19), (1.20) et (1.21). Pour plus de clarté, les
démonstrations de certaines propositions de cette section sont reportées dans l’annexe D.
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3.2.1 Contrainte oblique
La contrainte oblique (1.7) est intégrée dans la sous-variété de GLn définie par
Mon = {B ∈ GLn : ddiag(BBT ) = In}, (3.15)
dont l’espace tangent à B ∈Mon est
TBMon = {ξ ∈ Rn×n : ddiag(ξBT ) = 0n}. (3.16)
Proposition 3.3 (Projecteurs orthogonaux)
Pour GLn équipé de la métrique invariante à gauche, le projecteur orthogonal est défini, pour
tous B ∈Mon et Z ∈ Rn×n, par
P o,`B (Z) = Z −BBTΛo,`B, avec diag(Λo,`) =
(
BBT BBT )−1 diag(ZBT ),
où  est le produit de Hadamard. Dans le cas où GLn est équipé de la métrique invariante à
droite, le projecteur orthogonal est, pour tous B ∈Mon et Z ∈ Rn×n,
P o,rB (Z) = Z −Λo,rBBTB, avec Λo,r = ddiag(ZBT ) ddiag
(
(BBT )2
)−1
.
Enfin, pour la variété polaire Pn, le projecteur orthogonal est donné, pour tous B = (S,U) ∈
Mo,Pnn et Z = (ZS ,ZU ) ∈ TBPn, par
P o,PnB (Z) = (ZS − S sym(SΛo,Pn)S,ZU ) ,
avec diag(Λo,Pn) = 2
(
S3  S + S2  S2)−1 diag(ZSS).
Démonstration. La preuve de cette proposition est donnée dans l’annexe D.
Proposition 3.4 (Rétraction)
Étant donné une rétraction RGLn sur GLn, on peut définir une rétraction surMon, pour tous
B ∈Mon et ξ ∈ TBMon, par
RoB(ξ) = ddiag
(
RGLnB (ξ)R
GLn
B (ξ)
T
)−1/2
RGLnB (ξ).
Démonstration. On peut montrer que RoB(ξ) ∈Mon en vérifiant que ddiag(RoB(ξ)RoB(ξ)T ) =
In. Comme RGLnB (ξ) = B + ξ + o(‖ξ‖), on a
ddiag
(
RGLnB (ξ)R
GLn
B (ξ)
T
)
= ddiag(BBT ) + 2 ddiag(ξBT ) + o(‖ξ‖).
Par définition, ddiag(BBT ) = In et ddiag(ξBT ) = 0n, donc
ddiag
(
RGLnB (ξ)R
GLn
B (ξ)
T
)
= In + o(‖ξ‖).
De ce fait, RoB(ξ) = B + ξ + o(‖ξ‖), ce qui complète la preuve.
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GLn
Σ 7→ ΣB
Mn
ξ
•B
•
RGLnB (ξ)
•
RMnB (ξ)
Figure 3.3 – Schéma d’illustration des rétractions définies dans les propositions 3.4 et 3.7
pour les sous-variétésMon etMin (représentées parMn sur la figure). Pour effectuer la rétrac-
tion à B de ξ surMn, on commence par faire la rétraction de ξ sur GLn puis on se déplace
le long de la classe d’équivalence de RGLnB (ξ) pour appliquer la contrainte.
Remarquons que la fonction X 7→ ddiag(XXT )−1/2X définit une projection de GLn surMon.
Une rétraction issue de la proposition 3.4 (voir la figure 3.3 pour une illustration) s’inscrit
donc dans le contexte de [3]. Dans la proposition 3.4, nous choisissons (i) RGLn = exp` définie
à partir de (1.50) lorsque GLn est équipé de la métrique invariante à gauche. Quand GLn
est équipé de la métrique invariante à droite, nous prenons (ii) RGLn = expr définie à partir
de (1.51). Pour la variété polaire Pn, on emploie (iii) la proposition 3.1 pour définir RGLn à
partir de expPn donnée dans (3.5) et on réutilise cette proposition pour définir une rétraction
surMo,Pnn à partir de Ro.
Proposition 3.5 (hessiennes riemanniennes)
Étant donné un critère f défini sur GLn, la hessienne riemannienne sur Mon dans le cas
où GLn est équipé de la métrique invariante à gauche est donnée, pour tous B ∈ Mon et
ξ ∈ TBMon, par
hesso,` f(B)[ξ] = P
o,`
B
(
hess` f(B)[ξ]− sym(ξBT )Λo,`B −B sym(B−1ξBTΛo,`B)
)
,
où Λo,` est défini dans la proposition 3.3 pour Z = grad` f(B). Lorsque GLn est équipé de la
métrique invariante à droite, la hessienne riemannienne sur Mon est, pour tous B ∈ Mon et
ξ ∈ TBMon,
hesso,r f(B)[ξ] = P
o,r
B
(
hessr f(B)[ξ] + ξB
−1 sym(BBTΛo,r)B
)
− P o,rB
(
Λo,r
(
ξBTB +B sym(ξTB)
)
+ sym(BBTΛo,rξB
−1)B
)
où Λo,r est défini dans la proposition 3.3 pour Z = gradr f(B). Enfin, la hessienne rieman-
nienne sur Mo,Pnn est donnée, pour tous B = (S,U) ∈ Mo,Pnn et Ξ = (ξS , ξU ) ∈ TBMo,Pnn ,
par
hesso,Pn f(B)[Ξ] = P o,PnB (hessPn f(B)[Ξ])
− P o,PnB (S sym(ξSΛo,Pn)S + sym(ξS sym(SΛo,Pn)S),0n) ,
où Λo,Pn est défini dans la proposition 3.3 pour Z = gradPn f(B).
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Démonstration. La preuve de cette proposition est donnée dans l’annexe D.
3.2.2 Contrainte intrinsèque
Étant donné l’ensemble de matrices symétriques positives définies {Ck}, la contrainte (1.8)
donne la sous-variété de GLn définie par
Min =
{
B ∈ GLn :
∑
k
ddiag(BCkB
T )2 = In
}
, (3.17)
dont l’espace tangent à B ∈Min est
TBMin =
{
ξ ∈ Rn×n : ddiag(ξQ) = 0n
}
, (3.18)
où Q =
∑
kCkB
T ddiag(BCkB
T ).
Proposition 3.6 (Projecteurs orthogonaux)
Lorsque GLn est équipé de la métrique invariante à gauche, le projecteur orthogonal est défini,
pour tous B ∈Min et Z ∈ Rn×n, par
P i,`B (Z) = Z −BBTΛi,`QT , avec diag(Λi,`) =
(
BBT QTQ)−1 diag(ZQ).
Dans le cas où GLn est équipé de la métrique invariante à droite, le projecteur orthogonal est,
pour tous B ∈Min et Z ∈ Rn×n,
P i,rB (Z) = Z −Λi,rQTBTB, avec Λi,r = ddiag(ZQ) ddiag(QTBTBQ)−1.
Enfin, pour la variété polaire Pn, le projecteur orthogonal est donné, pour tous B = (S,U) ∈
Mi,Pnn et Z = (ZS ,ZU ) ∈ TBPn, par
P i,PnB (Z) =
(
ZS − S sym(UQΛi,Pn)S,ZU − POnU (SΛi,PnQT )
)
,
avec diag(Λi,Pn) = 2
(
S QTUTSUQ+ S2 QTQ)−1 diag(D Γ(B)[Z]Q),
où Q est défini en prenant B = Γ(B).
Démonstration. La preuve de cette proposition est donnée dans l’annexe D.
Proposition 3.7 (Rétraction)
Étant donné une rétraction RGLn sur GLn, on peut définir une rétraction surMin, pour tous
B ∈Min et ξ ∈ TBMin, par
RiB(ξ) =
(∑
k
ddiag(RGLnB (ξ)CkR
GLn
B (ξ)
T )2
)−1/4
RGLnB (ξ).
54 Chapitre 3. Optimisation riemannienne pour la diagonalisation conjointe
Démonstration. La preuve est très semblable à celle de la proposition 3.4. On peut montrer
que RiB(ξ) ∈ Min en vérifiant que
∑
k ddiag(R
i
B(ξ)CkR
i
B(ξ)
T )2 = In. Comme RGLnB (ξ) =
B + ξ + o(‖ξ‖), on a
ddiag
(
RGLnB (ξ)CkR
GLn
B (ξ)
T
)
= ddiag(BCkB
T ) + 2 ddiag(ξCkB
T ) + o(‖ξ‖).
Donc,∑
k ddiag
(
RGLnB (ξ)CkR
GLn
B (ξ)
T
)2
=
∑
k ddiag(BCkB
T )2 + 4 ddiag(ξQ) + o(‖ξ‖)
= In + o(‖ξ‖).
De ce fait, RiB(ξ) = B + ξ + o(‖ξ‖), ce qui suffit pour conclure.
Dans ce cas également, une rétraction issue de la proposition 3.7 (voir la figure 3.3 pour une
illustration) s’inscrit dans le contexte de [3]. Dans la proposition 3.7, nous choisissons RGLn
de la même façon que dans la proposition 3.4 pour (i) GLn équipé de la métrique invariante
à gauche, (ii) GLn équipé de la métrique invariante à droite et (iii) la variété polaire Pn.
Proposition 3.8 (hessiennes riemanniennes)
Étant donné un critère f défini sur GLn, la hessienne riemannienne sur Min dans le cas
où GLn est équipé de la métrique invariante à gauche est donnée, pour tous B ∈ Min et
ξ ∈ TBMin, par
hessi,` f(B)[ξ] = P
i,`
B
(
hess` f(B)[ξ] +B sym(QΛi,`B)B
−1ξ
)
− P i,`B
(
sym(ξBT )Λi,`Q
T +BBTΛi,`Q˙
T
+B sym(B−1ξQΛi,`B)
)
,
où Λi,` est défini dans la proposition 3.6 pour Z = grad` f(B) et
Q˙ = DQ[ξ] =
∑
k
Ck
(
ξT ddiag(BCkB
T ) + 2BT ddiag(BCkξ
T )
)
.
Lorsque GLn est équipé de la métrique invariante à droite, la hessienne riemannienne surMin
est, pour tous B ∈Min et ξ ∈ TBMin,
hessi,r f(B)[ξ] = P
i,r
B
(
hessr f(B)[ξ] + ξB
−1 sym(BQΛi,r)B
)
− P i,rB
(
Λi,r
(
Q˙
T
BTB +QT sym(ξTB)
)
+ sym(BQΛi,rξB
−1)B
)
où Λi,r est défini dans la proposition 3.6 pour Z = gradr f(B). Enfin, la hessienne rieman-
nienne sur Mi,Pnn est donnée, pour tous B = (S,U) ∈ Mi,Pnn et Ξ = (ξS , ξU ) ∈ TBMi,Pnn ,
par
hessi,Pn f(B)[Ξ] = P i,PnB (hessPn f(B)[Ξ])
− P i,PnB
(
S sym
(
(ξUQ+UQ˙)Λi,Pn
)
S + sym(ξS sym(UQΛi,Pn)S),0n
)
− P i,PnB
(
0n, P
On
U
(
ξSΛi,PnQ
T + SΛi,PnQ˙
T − ξU sym(UTSΛi,PnQT )
))
,
où Λi,Pn est défini dans la proposition 3.6 pour Z = gradPn f(B), Q et Q˙ sont définis en
prenant B = Γ(B) et ξ = D Γ(B)[Ξ].
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Démonstration. La preuve de cette proposition est donnée dans l’annexe D.
3.3 Contrainte non-holonomique : variété quotient de GLn
Nous nous concentrons à présent sur la contrainte non-holonomique pour laquelle on ex-
ploite la géométrie des classes d’équivalence (1.6) et qui est intégrée dans une variété quotient
de GLn notée Mnhn . Dans la section 3.3.1, nous décrivons la variété quotient Mnhn et nous
étudions comment l’équiper d’une structure riemannienne. Rappelons que le cas général des
variétés quotientes riemanniennes est traité dans la section 1.4.3. Dans la section 3.3.2, nous
appliquons ces résultats lorsque GLn est équipé de la métrique invariante à gauche, qui en-
gendre une variété quotient riemannienne correctement définie. Dans la section 3.3.3, nous
discutons de la possibilité d’optimiser sur la variété quotientMnhn non-riemannienne dans le
cas où GLn est équipé de la métrique invariante à droite. Pour terminer, dans la section 3.3.4,
nous expliquons comment exploiter la géométrie deMnhn pour minimiser une fonction objectif
sur GLn qui n’induit pas de fonction objectif proprement définie surMnhn .
3.3.1 Structure de variété quotient riemannienne
La contrainte non-holonomique entraîne la variété quotientMnhn = GLn/D∗n définie par
Mnhn = {{ΣB : Σ ∈ D∗n} : B ∈ GLn}, (3.19)
qui est une variété quotient lisse de dimension n2 − n [75, théorème 7.10]. On note pi la
projection canonique de GLn surMnhn . L’espace vertical VB à B ∈ GLn est
VB = {∆B : ∆ ∈ Dn}. (3.20)
Pour induire une métrique riemannienne surMnhn , il faut que la métrique 〈·, ·〉· de GLn satis-
fasse (1.22), ce qui se traduit par
〈ξ,η〉B = 〈Σξ,Ση〉ΣB, (3.21)
pour tous B ∈ GLn, Σ ∈ D∗n et ξ,η ∈ Rn×n. L’espace horizontal à B ∈ GLn est alors
HB = {ξ ∈ Rn×n : 〈ξ,∆B〉B = 0, ∆ ∈ Dn}. (3.22)
Une rétraction RGLn sur GLn induit une rétraction surMnhn définie avec (1.26) si, pour tous
B ∈ GLn, Σ ∈ D∗n et ξ ∈ HB, il existe Σ˜ ∈ D∗n tel que
RGLnΣB (Σξ) = Σ˜R
GLn
B (ξ). (3.23)
Une fonction objectif f sur GLn induit une fonction objectif f sur Mnhn telle que f = f ◦ pi
si elle est invariante le long de chaque classe d’équivalence, i.e., si f(B) = f(ΣB) pour
tous B ∈ GLn et Σ ∈ D∗n. Cette condition correspond à la propriété 2.2 introduite dans la
section 2.4.
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3.3.2 Métrique invariante à gauche
La métrique invariante à gauche de GLn définie dans (1.47) induit une métrique rieman-
nienne sur Mnhn , qui devient alors une variété quotient riemannienne. Pour être en mesure
d’optimiser surMnhn dans ce cas, il suffit de définir l’espace horizontal, le projecteur orthogo-
nal et une rétraction. Les autres objets requis, i.e., la connection de Levi-Civita, le gradient
riemannien, la hessienne riemannienne et le transport de vecteurs, sont obtenus avec (1.23),
(1.24), (1.25) et (1.27). L’espace horizontal et son projecteur orthogonal sont donnés dans
la proposition 3.9. Pour la rétraction, nous pouvons utiliser l’exponentielle riemannienne sur
Mnhn associée aux géodésiques, qui sont donnés dans la proposition 3.10.
Proposition 3.9 (Espace horizontal et projecteur orthogonal)
L’espace horizontal HB à B ∈ GLn équipé de la métrique invariante à gauche est
HB = (VB)⊥,` =
{
ξ ∈ Rn×n : ddiag ((BBT )−1ξBT ) = 0n} .
Le projecteur orthogonal à B ∈ GLn de Rn×n sur HB est défini, pour tout Z ∈ Rn×n, par
P nh,`B (Z) = Z −Λnh,`B, avec diag(Λnh,`) =
(
(BBT )−1 BBT )−1 diag((BBT )−1ZBT ),
où Λnh,` ∈ Dn.
Démonstration. L’ensemble HB est de dimension n2 − n et, pour tous B ∈ GLn, Λ ∈ Dn et
ξ ∈ Rn×n, on a
〈ξ,ΛB〉`B = tr((BBT )−1ξBTΛ) = tr(ddiag((BBT )−1ξBT )Λ).
De ce fait, 〈ξ,ΛB〉`B = 0 pour tout Λ ∈ Dn si et seulement si ddiag((BBT )−1ξBT ) = 0n.
Pour le projecteur orthogonal, on sait que P nh,`B (Z) = Z −Λnh,`B et l’équation
ddiag((BBT )−1P nh,`B (Z)B
T ) = 0n
peut être vectorisée par(
(BBT )−1 BBT ) diag(Λnh,`) = diag((BBT )−1ZBT ).
Comme B ∈ GLn, BBT et (BBT )−1 sont positives définies et le théorème du produit de
Schur assure que ((BBT )−1 BBT ) est inversible, ce qui permet de conclure.
Proposition 3.10 (Géodésiques)
Pour tous B ∈ GLn et ξ ∈ HB, γnh,` : R→Mnhn défini par
γnh,`(t) = pi(γ`(t)),
où γ` est défini dans (1.50), est un géodésique complet surMnhn .
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Démonstration. La dérivée de γ`(t) est donnée par
γ˙`(t) = B exp
(
t(B−1ξ)T
)
B−1ξ exp
(
t(B−1ξ − (B−1ξ)T )) .
Il suit que, pour tout t ∈ R,
ddiag
(
(γ`(t)γ`(t)
T )−1γ˙`(t)γ`(t)T
)
= ddiag
(
(BBT )−1ξBT
)
= 0n.
De ce fait, γ˙`(t) ∈ Hγ`(t), ce qui montre que la courbe γ`(t) reste horizontale dans GLn équipé
de la métrique invariante à gauche (cela est garanti par la théorie des submersions rieman-
niennes [2]). Comme γ`(t) est un géodésique complet dans GLn, pi(γ`(t)) est un géodésique
complet dansMnhn [52, proposition 2.109].
3.3.3 Métrique invariante à droite
Considérons le cas où GLn est équipé de la métrique invariante à droite définie dans (1.47).
Cette métrique ne vérifie pas (3.21) et n’induit donc pas de métrique riemannienne sur la va-
riété quotient Mnhn . Soit une fonction objectif f définie sur GLn qui induit une fonction
objectif f surMnhn . Nous nous intéressons à la possibilité de définir un algorithme d’optimisa-
tion pour minimiser f surMnhn même si le gradient de f n’est pas défini sur la variété quotient
non-riemannienne Mnhn . En particulier, nous définissons des objets ressemblant à des objets
riemanniens (gradient, rétraction et transport de vecteurs) qui ne possèdent pas les bonnes
propriétés individuellement, mais qui permettent de définir une itération d’optimisation sur
Mnhn . À notre connaissance, c’est la première fois que de tels objets sont introduits et étudiés.
Notons que nous prenons uniquement en compte les méthodes de type gradient dans cette
section, i.e., descente de gradient, gradient conjugué et quasi-Newton.
Commençons par noter que pour tout B ∈ GLn, on peut définir le complémentaire ortho-
gonal (VB)⊥,r à l’espace vertical VB selon la métrique invariante à droite et le projecteur or-
thogonal associé. Ils sont tous deux donnés dans la proposition 3.11. Remarquons que (VB)⊥,r
est isomorphe à l’espace tangent Tpi(B)Mnhn de pi(B) dansMnhn .
Proposition 3.11 (Complémentaire orthogonal à l’espace vertical et projecteur orthogonal)
Pour tout B ∈ GLn équipé de la métrique invariante à droite, le complémentaire orthogonal à
l’espace vertical VB est
(VB)⊥,r =
{
ξ ∈ Rn×n : ddiag(ξB−1) = 0n
}
.
Le projecteur orthogonal à B ∈ GLn de Rn×n sur (VB)⊥,r est défini, pour tout Z ∈ Rn×n, par
P nh,rB (Z) = Z − ddiag(ZB−1)B.
Démonstration. L’ensemble (VB)⊥,r est de dimension n2−n et, pour tous B ∈ GLn, ∆ ∈ Dn
et ξ ∈ Rn×n, on a
〈ξ,∆B〉rB = tr(ξB−1∆) = tr(ddiag(ξB−1)∆).
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De ce fait, 〈ξ,∆B〉rB = 0 pour tout ∆ ∈ Dn si et seulement si ddiag(ξB−1) = 0n. Il reste
à déterminer le projecteur orthogonal sur (VB)⊥,r. On sait que P nh,rB (Z) = Z − ΛB avec
Λ ∈ Dn et résoudre l’équation ddiag(P nh,rB (Z)B−1) = 0n donne le résultat.
Pour optimiser f surMnhn alors que GLn est équipé de la métrique invariante à droite, il
faut définir un opérateur qui remplit le rôle du gradient, i.e., un champ de vecteurs surMnhn
qui permet d’obtenir une direction de descente de f .
Proposition 3.12 (Pseudo-gradient)
Étant donné une fonction f définie sur Mnhn (induite par f = f ◦ pi sur GLn), un opérateur
approprié pour remplir un rôle similaire au gradient est défini, à B = pi(B) ∈ Mnhn , par
gradr f(B) ∈ (VB)⊥,r, i.e.,
g˜radf(B) = Dpi(B)[gradr f(B)],
où gradr f(B) est défini dans (1.52).
Démonstration. On peut tout d’abord montrer que gradr f(B) ∈ (VB)⊥,r en remarquant
que ddiag(gradr f(B)B
−1) = 0n. Comme (VB)⊥,r est isomorphe à TBMnhn pour B = pi(B),
gradr f(B) permet de définir g˜radf(B) de façon unique. Enfin, comme gradr f(B) permet
de définir une direction de descente de f = f ◦ pi sur GLn, g˜radf(B) permet d’obtenir une
direction de descente de f surMnhn .
Étant donné une fonction objectif f sur GLn qui induit une fonction objectif f surMnhn ,
on peut montrer que, pour tous B ∈ GLn et Σ ∈ D∗n, on a la relation
gradr f(ΣB) = Σ
−1 gradr f(B)B
−1Σ2B. (3.24)
De ce fait, lorsqu’il s’agit de définir une direction de descente à partir du pseudo-gradient sur
Mnhn défini dans la proposition 3.12, le vecteur ξ dans (VB)⊥,r à B correspond au vecteur
Σ−1ξB−1Σ2B dans (VΣB)⊥,r à ΣB. En conséquence, une rétraction RGLn sur GLn qui
satisfait (3.23) ne semble pas appropriée car
pi
(
RGLnΣB (gradr f(ΣB))
)
6= pi
(
RGLnB (gradr f(B))
)
. (3.25)
Dans le but d’obtenir des algorithmes qui ne dépendent pas du choix du représentant B d’une
classe d’équivalence, nous pouvons utiliser un opérateur similaire à une rétraction à la place,
comme proposé dans la proposition 3.13.
Proposition 3.13 (Pseudo-rétraction)
Dans le contexte de l’optimisation sur Mnhn avec le pseudo-gradient de la proposition 3.12,
une pseudo-rétraction appropriée R˜ sur GLn, qui induit une pseudo-rétraction sur Mnhn , est
définie, pour tous B ∈ GLn et ξ ∈ (VB)⊥,r, par
R˜B(ξ) = exp
(
Λ(B)ξB−1Λ(B)−1 − (ξB−1)T ) exp ((ξB−1)T )B,
où Λ(B) = ddiag(BBT ).
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•
Figure 3.4 – Schéma d’illustration des outils développés pour optimiser sur le quotientMnhn
dans le cas de la métrique invariante à droite. La pseudo-rétraction de la proposition 3.13 per-
met d’obtenir la même classe d’équivalence à partir du pseudo-gradient de la proposition 3.12
pour tous les éléments de la classe d’équivalence pi(B).
Démonstration. Comme le vecteur ξ de (VB)⊥,r correspond au vecteur Σ−1ξB−1Σ2B dans
(VΣB)⊥,r, l’opérateur R˜ doit vérifier
pi
(
R˜ΣB(Σ
−1ξB−1Σ2B)
)
= pi
(
R˜B(ξ)
)
,
pour tousB ∈ GLn, ξ ∈ (VB)⊥,r et Σ ∈ D∗n. En effet, cette propriété permet d’assurer que dif-
férents représentants d’une même classe deMnhn engendrent tous la même classe d’équivalence.
On peut montrer que
R˜ΣB(Σ
−1ξB−1Σ2B) = ΣR˜B(ξ),
ce qui permet de conclure.
Par conséquent, étant donné Bi = pi(Bi) dans Mnhn , l’itération de descente de gradient
“pseudo-riemannienne” du critère f surMnhn induit par f = f ◦ pi sur GLn est
Bi+1 = pi
(
R˜Bi(−ti gradr f(Bi))
)
. (3.26)
Une illustration est proposée dans la figure 3.4. Pour utiliser des méthodes d’optimisation plus
sophistiquées, telles qu’un gradient conjugué ou une méthode quasi-Newton, il nous reste à
définir un opérateur similaire au transport de vecteurs sur Mnhn . La proposition 3.14 définit
un tel opérateur à travers sa représentation sur GLn.
Proposition 3.14 (Pseudo-transport de vecteur)
Un opérateur approprié pour remplir le rôle du transport de vecteur sur GLn est défini, pour
tous B ∈ GLn et ξ,η ∈ (VB)⊥,r, par
T˜ (B, ξ,η) = P nh,r
R˜B(ξ)
(
η(BTB)−1R˜B(ξ)T R˜B(ξ)
)
.
Démonstration. T˜ (B, ξ,η) vise à transporter η depuis (VB)⊥,r dans (VR˜B(ξ))⊥,r. Étant donné
Σ ∈ D∗n, les vecteurs tangents ξ et η au point B correspondent aux vecteurs tangents
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GLn
TBGLn VB
(VB)⊥,a
•
B
pi−1(pi(B))
grad
nh,a f(B)
grada f(B)
Figure 3.5 – Schéma d’illustration de la modification gradnh,a f(B) appliquée au gradient
riemannien grada f(B) d’une fonction objectif f à B ∈ GLn, qui n’est pas invariante le long
de la classe d’équivalence pi−1(pi(B)), dans le but d’annuler l’action des matrices diagonales.
Le caractère a correspond à ` ou r selon la métrique choisie.
Σ−1ξB−1Σ2B et Σ−1ηB−1Σ2B au point ΣB. On a aussi R˜ΣB(Σ−1ξB−1Σ2B) = ΣR˜B(ξ).
Il suit que T˜ (ΣB,Σ−1ξB−1Σ2B,Σ−1ηB−1Σ2B) doit être le vecteur de (V
ΣR˜B(ξ)
)⊥,r qui
correspond à T˜ (B, ξ,η). Cela se traduit par la condition
T˜ (ΣB,Σ−1ξB−1Σ2B,Σ−1ηB−1Σ2B) = Σ−1T˜ (B, ξ,η)R˜B(ξ)−1Σ2R˜B(ξ).
On peut vérifier que T˜ possède bien cette propriété, ce qui justifie son utilisation.
3.3.4 Fonctions objectifs mal définies
Pour conclure notre étude de la contrainte non-holonomique, nous considérons la possibilité
d’exploiter la géométrie de Mnhn pour optimiser une fonction objectif f définie sur GLn qui
n’induit pas de fonction objectif sur Mnhn , i.e., qui n’est pas invariante le long des classes
d’équivalence. Dans cette section, nous nous limitons également aux méthodes d’optimisation
de type gradient. Pour la métrique invariante à gauche comme pour celle invariante à droite,
toutes deux définies dans (1.47), les gradients riemanniens grad` f(B) et gradr f(B) de f à
B ∈ GLn ont des composantes non nulles sur l’espace vertical VB. Dans le but de neutraliser
l’action de D∗n, l’idée est de modifier les gradients riemanniens en annulant leur composante sur
l’espace vertical VB en utilisant les projecteurs orthogonaux définis dans les propositions 3.9
et 3.11, comme illustré sur la figure 3.5. Les gradients riemanniens modifiés à B ∈ GLn sont
alors définis par
gradnh,` f(B) = P
nh,`(grad` f(B)) et gradnh,r f(B) = P
nh,r(gradr f(B)). (3.27)
Pour définir des algorithmes d’optimisation dans cette situation, nous utilisons ces gradients
modifiés et nous les combinons avec les autres outils de GLn équipé de la métrique invariante à
gauche ou à droite. Notons que dans les deux cas, ces gradients modifiés ne sont pas invariants
par rapport au choix du représentant B d’une classe d’équivalence pi−1(pi(B)) en général.
De ce fait, dans cette section, les algorithmes d’optimisation “pseudo-riemanniens” résultants
dépendent toujours du choix du représentant d’une classe d’équivalence.
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Ce chapitre contient l’étude des performances des méthodes de diagonalisation conjointe
approximée obtenues à partir des résultats théoriques proposés dans les chapitres 2 et 3 de
ce manuscrit. Dans la section 4.1, nous présentons les algorithmes testés : nous indiquons
comment nous les désignons et nous précisons l’ensemble des paramètres utilisés pour ces
illustrations numériques. Dans la section 4.2, nous étudions les performances des méthodes de
diagonalisation conjointe approximée sur des matrices symétriques positives définies synthé-
tiques pour lesquelles la solution est connue. Nous comparons nos algorithmes entre eux et avec
les algorithmes de l’état de l’art NOJoB [42], uwedge [107] et jadiag [93]. Dans la section 4.3,
nous nous intéressons à l’analyse de données électroencéphalographiques. Nous exploitons nos
méthodes de diagonalisation conjointe approximée pour effectuer la séparation de sources des
données recueillies sur trois sujets. Nous comparons les résultats obtenus pour les critères
construits à partir des divergences de la section 2.3 du chapitre 2 grâce à la définition d’une
mesure objective de la performance de la séparation.
4.1 Algorithmes testés
Nos algorithmes sont obtenus par l’optimisation des critères construits à partir des diver-
gences de la section 2.3 avec les stratégies d’optimisation pour la diagonalisation conjointe de
la section 2.2 en utilisant un cadre d’optimisation riemannienne du chapitre 3. Pour désigner
un algorithme, on utilise le système suivant :
• On indique d’abord la divergence utilisée avec F pour la distance de Frobenius, `KL,
rKL et sKL pour les mesures de Kullback-Leibler gauche, droite et symétrisée, αLD
pour la divergence log-det α, R pour la distance riemannienne naturelle, LE pour la
distance log-euclidienne et W pour la distance de Wasserstein.
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• On précise ensuite la variété avec P pour la variété polaire Pn, GL` et GLr pour GLn
équipé des métriques invariantes à gauche et à droite, respectivement.
• On note la contrainte avec o pour la contrainte oblique, i pour la contrainte intrinsèque
et nh pour la contrainte non-holonomique.
• On indique enfin la stratégie d’optimisation exploitée par a pour la stratégie directe (a),
b pour celle indirecte (b) et c pour celle indirecte inverse (c).
Par exemple, l’algorithme qui optimise le critère de Frobenius avec la stratégie directe (a)
sur la variété polaire avec la contrainte oblique est noté F-P-o-a. Rappelons que pour la
stratégie indirecte inverse (c), nous n’ajoutons pas de contrainte supplémentaire. L’algorithme
qui optimise le critère de Frobenius avec la stratégie indirecte inverse (c) sur la variété polaire
est donc noté F-P-c. Pour la divergence log-det α, nous considérons uniquement la valeur
α = 0 dans ce chapitre. Avec les stratégies indirecte (b) et indirecte inverse (c), nous prenons
la matrice diagonale la plus proche selon la divergence utilisée par le critère à optimiser.
L’optimisation est effectuée avec la librairie manopt [28] dans Matlab. Pour l’ensemble de
ces expériences numériques, le critère d’arrêt pour l’itéréBi est défini comme ‖Bi−1B−1i −In‖2F/n
et sa tolérance est fixée à ε = 10−9. Mis à part lorsque c’est indiqué, les alogrithmes basés
sur les stratégies directe (a) et indirecte (b) utilisent l’algorithme d’optimisation RLBFGS
développé dans [61] et ceux basés sur la stratégie indirecte inverse (c) utilisent l’algorithme
d’optimisation à région de confiance décrit dans [2] (l’algorithme RLBFGS ne peut être utilisé
dans ce cas là comme expliqué dans le chapitre 2). Dans le cas des critères pour lesquels nous
n’avons pas de formule analytique explicite pour la matrice diagonale la plus proche, i.e., pour
la divergence log-det α, la distance riemannienne naturelle et la distance de Wasserstein, nous
l’évaluons par le biais d’une méthode riemannienne de gradient conjugué sur D++n .
4.2 Expériences avec des données simulées
Dans cette section, nous testons les méthodes de diagonalisation conjointe approximée sur
des matrices symétriques positives définies simulées. La section 4.2.1 contient le modèle de
simulation des données et la mesure de performance des algorithmes en terme de précision.
La section 4.2.2 présente les résultats obtenus. Nous comparons tout d’abord les performances
de nos algorithmes avec celles des algorithmes de l’état de l’art NOJoB, uwedge et jadiag.
Nous comparons ensuite les différents cadres d’optimisation riemannienne proposés dans le
chapitre 3, les trois stratégies d’optimisation pour la diagonalisation conjointe considérées
dans la section 2.2 et les critères construits à partir des divergences de la section 2.3.
4.2.1 Modèle et mesure de performance
Nous simulons des ensembles de K = 50 matrices Ck symétriques positives définies de
taille n× n, avec n = 16, selon le modèle
Ck = AΛkA
T +
1
σ
Ek∆kE
T
k , (4.1)
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où les matricesA et Ek sont des matrices aléatoires dont les éléments sont indépendamment et
identiquement distribués (i.i.d.) et générés depuis la distribution normale standard. On s’assure
de plus que le conditionnement deA par rapport à l’inversion [54] est dans l’intervalle [1, 10], ce
qui définit un conditionnement très bon. Les matrices diagonales Λk et ∆k, dont les éléments
sont i.i.d., contiennent les informations des sources de signal et de bruit, respectivement. Leur
pème élément est généré depuis la distribution χ2 d’espérance 1 et divisé par p. Cela simule
des sources avec une grande variabilité d’énergie, ce qui est souvent le cas des données réelles,
notamment pour l’électroencéphalographie. Enfin, le paramètre σ ∈ {10, 50, 100, 500, 1000}
définit le rapport signal sur bruit des données. Avant d’effectuer la diagonalisation conjointe
approximée, nous faisons un blanchiment des matrices Ck avec l’inverse de la racine carré
de leur moyenne arithmétique et nous fixons l’ensemble des poids wk à 1. L’ensemble des
algorithmes est initialisé avec la matrice identité.
Pour évaluer la performance des algorithmes, nous utilisons une mesure standard de la
précision pour les méthodes de diagonalisation conjointe approximée, le critère de Moreau-
Amari [84], qui est donné par
IM-A(M) =
1
2n(n− 1)
n∑
p=1
∑nq=1 |Mpq|
max
1≤q≤n
|Mpq| +
∑n
q=1 |Mqp|
max
1≤q≤n
|Mqp| − 2
 , (4.2)
avec M = BA, où B est le diagonalisateur conjoint estimé et A est la vraie matrice de
mixage du signal dans (4.1). Le critère de performance IM-A est une mesure dans [0, 1], où 0
correspond au cas où on a parfaitement retrouvé la solution. Une valeur de IM-A inférieure à
−17 dB est généralement considérée très satisfaisante. Pour analyser les résultats, lorsque plus
de deux méthodes sont à comparer simultanément, on effectue d’abord un test de Friedmann,
une analyse de la variance à mesures répétées non-paramétrique, qui permet de vérifier si les
critères de Moreau-Amari des méthodes dans un groupe de comparaisons sont équivalents. Si
le test de Friedman est significatif, ce qui signifie que la tendance centrale d’au moins une
des méthodes est statistiquement dominante, on réalise toutes les comparaisons post hoc par
paires avec le test non-paramétrique de Wilcoxon. Afin de prendre en compte le nombre de
tests effectués, nous appliquons une correction de Bonferroni. Pour les tests de Friedman,
l’erreur de première espèce, qui définit le seuil de significativité de la valeur-p, est fixée à
2, 0 · 10−3. Cela correspond à α/25, où α est l’erreur de première espèce tolérée, fixée partout
à 5%, et 25 est le nombre d’analyses de la variance. Pour les tests de Wilcoxon, la correction
de Bonferroni dépend du nombre de comparaisons par paires réalisées dans un groupe. Ce
nombre est variable et on précise le seuil fixé dans chaque cas. Les corrections de Bonferroni
garantissent que la probabilité de rejeter ne serait-ce qu’une seule hypothèse nulle parmi toutes
les hypothèses testées simultanément est inférieure à α [112].
4.2.2 Résultats
Comparaisons avec l’état de l’art Nous commençons par vérifier que les outils d’op-
timisation riemannienne que nous proposons sont appropriés pour résoudre le problème de
diagonalisation conjointe approximée. Pour ce faire, nous comparons les performances des
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Figure 4.1 – Comparaisons avec l’état de l’art : médianes, premiers et neuvièmes déciles
(barres d’erreurs) estimés sur 50 essais des critères de Moreau-Amari en fonction du rapport
signal sur bruit σ pour les méthodes de l’état de l’art NOJoB, uwedge et jadiag et celles
proposées correspondantes F-P-i-a, F-P-c et `KL-P-i-a. Le signe ∗ indique une différence
significative (p < 3, 3 · 10−3) selon le test de Wilcoxon entre NOJoB et F-P-i-a.
algorithmes de l’état de l’art NOJoB, uwedge et jadiag avec celles des algorithmes corres-
pondants F-P-i-a, F-P-c et `KL-P-i-a. La figure 4.1 présente les médianes et les premiers et
neuvièmes déciles des critères de Moreau-Amari obtenus en fonction des cinq rapports signal
sur bruit. Comme nous comparons chaque algorithme de l’état de l’art avec son équivalent
riemannien, nous pouvons directement effectuer les tests de Wilcoxon pour chaque valeur du
rapport signal sur bruit. Dans ce cas, le seuil de significativité est fixé à 3, 3 · 10−3, qui cor-
respond à α/15, où 15 est le nombre de tests faits. Les tests de Wilcoxon ne révèlent pas de
différences entre les performances de F-P-c et de uwedge et entre celles de `KL-P-i-a et de
jadiag. En revanche, ces tests montrent des différences significatives entre F-P-i-a et NOJoB
pour σ = 50 et 100. Dans ces deux cas, F-P-i-a conduit plus régulièrement à des solutions
plus précises. Cependant, les différences entre les performances de ces deux méthodes sont
relativement faibles, i.e., on observe des différences inférieures à 0, 1 dB entre les médianes et
les déciles des deux algorithmes. On peut donc conclure que l’optimisation riemannienne est
une solution viable pour traiter le problème de diagonalisation conjointe approximée.
Comparaisons des cadres d’optimisation Nous comparons ensuite les différents cadres
d’optimisation pour la diagonalisation conjointe approximée proposés dans le chapitre 3. La
figure 4.2 donne les médianes et les premiers et neuvièmes déciles des mesures de Moreau-
Amari en fonction du rapport signal sur bruit pour les algorithmes qui optimisent les critères
de Frobenius (en haut de la figure) et de Kullback-Leibler gauche (en bas de la figure) avec
la stratégie d’optimisation directe (a). On prend ces deux critères du fait que ce sont ceux
majoritairement utilisés jusque là. Pour chaque critère et chaque valeur du rapport signal sur
bruit, nous commençons par effectuer un test de Friedman sur les huit méthodes. Dans le cas
où ce dernier est significatif, nous faisons toutes les comparaisons post hoc deux à deux avec
le test de Wilcoxon. Son seuil de significativité est fixé à 3, 6 · 10−4, qui correspond à α/(5×28),
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Figure 4.2 – Comparaisons des cadres d’optimisation : médianes, premiers et neuvièmes dé-
ciles (barres d’erreurs) estimés sur 50 essais des critères de Moreau-Amari en fonction du
rapport signal sur bruit σ pour l’ensemble des algorithmes qui exploitent la stratégie d’optimi-
sation directe (a) et qui optimisent le critère de Frobenius (en haut) et celui de Kullback-Leibler
gauche (en bas). Le signe ∗ indique une différence significative (p < 2, 5 · 10−3) selon le test
de Friedman.
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où 5 est le nombre de tests de Friedman et 28 est le nombre de comparaisons par paires.
Remarquons tout d’abord que les tests de Friedman ne font pas apparaître de différences
entre les méthodes qui exploitent la mesure de Kullback-Leibler gauche. Pour ce critère, le
choix du cadre d’optimisation n’a donc pas d’influence sur les performances obtenues. En ce
qui concerne les algorithmes basés sur le critère de Frobenius, les tests de Friedman montrent
des différences significatives pour toutes les valeurs de σ. Les tests des rangs signés de Wilcoxon
révèlent que :
• Pour σ = 10, F-GL`-nh-a est préférable à tous les algorithmes ; F-GL`-o-a et F-GLr-o-a
sont plus efficaces que F-P-o-a, F-GL`-i-a et F-GLr-nh-a.
• F-P-i-a est meilleur que F-P-o-a, F-GL`-o-a, F-GLr-o-a et F-GLr-nh-a pour σ ≥ 50,
que F-GL`-nh-a pour σ ≥ 100 et que F-GLr-i-a pour σ = 1000.
• F-GL`-nh-a est désavantageux par rapport à F-P-o-a, F-GL`-o-a et F-GLr-nh-a pour
σ ≥ 500 et par rapport à F-GLr-o-a pour σ = 500.
• F-GLr-nh-a a des performances inférieures à celles de F-P-o-a et F-GL`-o-a pour σ =
{100, 500}, et à celles F-GLr-o-a pour σ = 500.
Pour σ ≥ 50, les différences entre les performances des algorithmes mises en évidence par les
tests de Wilcoxon sont relativement faibles : les différences entre les médianes sont inférieures
à 0, 1 dB et celles entre les centiles ne dépassent pas 0, 4 dB. On observe également que
les neuvièmes déciles de F-GL`-i-a et F-GLr-i-a sont aberrants pour σ ≥ 50, ce qui indique
que ces deux méthodes convergent vers des solutions très peu satisfaisantes pour certains
essais. Cependant, les tests de Wilcoxon ne montrent pas de différences significatives pour ces
algorithmes dans la grande majorité des cas.
En résumé, le choix du cadre d’optimisation n’a pas d’influence sur le résultat obtenu pour
le critère de Kullback-Leibler gauche. En revanche, pour le critère de Frobenius, les solutions
trouvées ne sont pas toujours équivalentes en fonction du cadre d’optimisation sélectionné. Il
apparaît que dans la plupart des cas étudiés, l’algorithme F-P-i-a donne le plus régulièrement
la meilleure solution, bien que les différences dans les performances sont souvent relativement
faibles. La contrainte intrinsèque n’est cependant pas à préférer lorsqu’on équipe GLn des
métriques invariantes à gauche ou à droite. La contrainte oblique donne des résultats consis-
tants dans l’ensemble des situations considérées. Pour sa part, la contrainte non-holonomique
est régulièrement légèrement moins efficace. Enfin, on observe que la variété polaire Pn est
compétitive par rapport à GLn équipé des métriques invariantes à gauche ou à droite.
Comparaisons des stratégies d’optimisation pour la diagonalisation Nous étudions
à présent les trois stratégies d’optimisation de la section 2.2. Pour ces expériences, les méthodes
reposent toutes sur un algorithme d’optimisation à région de confiance. Ce choix est motivé par
deux raisons : premièrement, cela permet d’éliminer le biais éventuel introduit par l’utilisation
de différents algorithmes d’optimisation et deuxièmement, l’utilisation du second ordre permet
de différencier les stratégies directe (a) et indirecte (b) lorsqu’on prend les matrices diagonales
les plus proches comme expliqué dans la section 2.2. La figure 4.3 présente les médianes et
les premiers et neuvièmes déciles des mesures de Moreau-Amari en fonction du rapport signal
sur bruit pour les algorithmes qui optimisent les critères de Frobenius (en haut de la figure)
et de Kullback-Leibler gauche (en bas de la figure) avec les trois stratégies d’optimisation sur
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Figure 4.3 – Comparaisons des stratégies d’optimisation pour la diagonalisation : médianes,
premiers et neuvièmes déciles (barres d’erreurs) estimés sur 50 essais des critères de Moreau-
Amari en fonction du rapport signal sur bruit σ pour les algorithmes qui optimisent les critères
de Frobenius (en haut) et de Kullback-Leibler gauche (en bas) avec les trois stratégies d’optimi-
sation sur la variété polaire Pn avec la contrainte intrinsèque. Le signe ∗ indique une différence
significative (p < 2, 5 · 10−3) selon le test de Friedman.
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Figure 4.4 – Comparaisons des divergences : médianes, premiers et neuvièmes déciles (barres
d’erreurs) estimés sur 50 essais des critères de Moreau-Amari en fonction du rapport signal
sur bruit σ pour les algorithmes qui optimisent les critères basés sur l’ensemble des divergences
considérées avec la stratégie d’optimisation directe sur la variété polaire Pn avec la contrainte
intrinsèque. Le signe ∗ indique une différence significative (p < 2, 5 · 10−3) selon le test de
Friedman.
la variété polaire Pn avec la contrainte intrinsèque. Pour chaque divergence et pour chaque
valeur de rapport signal sur bruit, nous faisons un test de Friedman sur les trois algorithmes.
Dans le cas où il est significatif, nous faisons toutes les comparaisons par paires avec le test
de Wilcoxon. Son seuil de significativité est fixé à 3, 0 · 10−3, qui correspond à α/(5×3), où 5 est
le nombre de tests de Friedman et 3 est le nombre de comparaisons par paires. Remarquons
tout d’abord que les tests de Friedman ne montrent pas de différences entre les méthodes
qui exploitent la mesure de Kullback-Leibler gauche. Pour ce critère, le choix de la stratégie
d’optimisation pour la diagonalisation conjointe n’a donc pas d’influence sur les performances
obtenues. Pour les méthodes basées sur le critère de Frobenius, les tests de Friedman indiquent
des différences significatives pour toutes les valeurs du rapport signal sur bruit. Les tests de
Wilcoxon révèlent que F-P-c est plus performant que F-P-i-a et F-P-i-b dans tous les cas. La
stratégie indirecte inverse est donc à préférer pour ce critère.
Comparaisons des divergences Nous nous intéressons enfin aux différents critères de la
section 2.3. Nous examinons l’influence de la divergence utilisée pour construire le critère de
diagonalisation conjointe approximée. La figure 4.4 contient les médianes et les premiers et
neuvièmes déciles des mesures de Moreau-Amari en fonction du rapport signal sur bruit pour
les algorithmes qui optimisent les critères basés sur l’ensemble des divergences considérées
avec la stratégie d’optimisation directe sur la variété polaire Pn avec la contrainte intrinsèque.
Pour chaque valeur de rapport signal sur bruit, nous faisons un test de Friedman sur les huit
algorithmes. Dans le cas où il est significatif, nous faisons toutes les comparaisons par paires
avec le test de Wilcoxon. Son seuil est fixé à 3, 6 · 10−4, qui correspond à α/(5×28), où 5 est
le nombre de tests de Friedman et 28 est le nombre de comparaisons par paires. Dans cette
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situation, les tests de Friedman montrent des différences significatives pour toutes les valeurs
de σ. Les tests de Wilcoxon révèlent que :
• rKL-P-i-a est plus performant que αLD-P-i-a (pour α = 0), qui est plus avantageux
que R-P-i-a, lui-même plus précis que sKL-P-i-a, dont les performances sont meilleures
que celles de `KL-P-i-a pour toutes les valeurs de σ.
• LE-P-i-a est entre R-P-i-a et `KL-P-i-a pour σ = 10, sans différences significatives avec
sKL-P-i-a. Pour σ ≥ 50, LE-P-i-a est moins précis que tous les autres algorithmes.
• F-P-i-a est désavantageux par rapport à tous les autres algorithmes pour σ = 10. Pour
σ = 50, F-P-i-a est entre `KL-P-i-a et rKL-P-i-a, sans différences significatives avec
sKL-P-i-a, αLD-P-i-a, R-P-i-a et W-P-i-a. Pour σ = 100, F-P-i-a est plus précis que
tous les algorithmes sauf rKL-P-i-a, avec lequel les différences ne sont pas significatives.
Pour σ ≥ 500, F-P-i-a donne de meilleurs résultats que toutes les autres méthodes.
• W-P-i-a est entre `KL-P-i-a et F-P-i-a pour σ = 10. Pour σ = 50, W-P-i-a est entre
R-P-i-a et `KL-P-i-a, tout en étant significativement moins bon que F-P-i-a et sans
différences significatives avec sKL-P-i-a. Pour σ = 100, W-P-i-a est moins bon que F-
P-i-a et rKL-P-i-a, meilleur que sKL-P-i-a et les différences avec αLD-P-i-a et R-P-i-a
ne sont pas significatives. Pour σ ≥ 500, W-P-i-a est entre F-P-i-a et rKL-P-i-a.
Pour résumer, on trouve qu’étant donné une valeur du rapport signal sur bruit, les per-
formances obtenues avec les différents critères de diagonalisation conjointe sont relativement
ordonnées. Les performances des critères basés sur la mesure de Kullback-Leibler gauche et sur
la distance log-euclidienne sont mauvaises sur ces données simulées. Le critère de Frobenius
est très avantageux pour les grands rapports signal sur bruit, mais il n’est pas robuste par rap-
port à ce paramètre. On observe également ce comportement pour le critère de Wasserstein.
De l’autre côté, le critère de Kullback-Leibler droite est plus résistant au bruit et produit des
résultats avantageux pour des rapports signal sur bruit plus faibles, tout en étant relativement
efficace lorsqu’il y a peu de bruit.
Conclusions Plusieurs points ressortent de cette analyse des simulations. Tout d’abord,
l’ensemble des résultats présentés dans cette section sont spécifiques aux paramètres du mo-
dèle (4.1), i.e., la taille des matrices et leur nombre, le modèle du profil des sources dans
les matrices diagonales et le conditionnement des matrices de mixage. On ne peut donc pas
s’attendre à ce qu’ils soient transposables en général. Dans ce contexte, les outils d’optimi-
sation riemannienne que nous proposons dans ce travail de thèse permettent de définir des
algorithmes de diagonalisation conjointe approximée compétitifs par rapport aux algorithmes
de l’état de l’art. Pour le critère de Kullback-Leibler gauche, le cadre d’optimisation rieman-
nienne et la stratégie d’optimisation pour la diagonalisation conjointe n’ont pas d’incidence
sur la précision des résultats. La consistance des résultats pour ce critère informe sur sa ro-
bustesse et joue donc en sa faveur. Cela ne se généralise pas à l’ensemble des critères : pour
le critère de Frobenius, la variété polaire Pn associée à la contrainte intrinsèque donne les
meilleurs résultats avec la stratégie d’optimisation directe (a) et la stratégie d’optimisation
indirecte inverse (c) est la plus efficace sur la variété polaire. En ce qui concerne le choix de
la divergence, nous remarquons notamment que les distances de Frobenius et de Wasserstein
sont efficaces lorsque le bruit est faible, mais ne sont pas robustes par rapport à cette variable.
La mesure de Kullback-Leibler droite donne quant à elle des solutions avantageuses pour des
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rapports signal sur bruit plus faibles et est également efficace pour des rapports signal sur
bruit importants. Il est intéressant de remarquer que les deux critères traditionnellement utili-
sés (Frobenius et Kullback-Leibler gauche) ne sont pas les meilleurs dans toutes les situations
considérées. Bien que spécifiques au modèle, ces résultats sont cohérents avec ceux obtenus sur
les données réelles présentés dans la section suivante, où on trouve que les solutions obtenues
par le biais des distances de Frobenius et de Wasserstein sont moins consistantes que les autres
divergences.
4.3 Expériences avec des données électroencéphalographiques
Dans cette section, nous employons les méthodes de diagonalisation conjointe approximée
pour effectuer la séparation aveugle de sources d’enregistrements électroencéphalographiques.
L’objectif est d’étudier le comportement de nos algorithmes sur des données réelles. Par soucis
de simplicité, nous nous contentons des algorithmes qui optimisent les critères basés sur l’en-
semble des divergences considérées dans la section 2.3 avec la stratégie d’optimisation directe
sur la variété polaire Pn avec la contrainte intrinsèque. Ces méthodes donnent des résultats
satisfaisants sur les données simulées. Un des défis de l’analyse de données électroencéphalo-
graphiques est de pouvoir mesurer la qualité des résultats obtenus alors qu’on ne connaît pas
la matrice de mélange réelle. Dans ce travail, nous considérons des données pour lesquelles
nous avons des connaissances a priori qui permettent de définir une mesure de performance
objective et donc de comparer différentes méthodes. Dans la section 4.3.1, nous présentons les
données et nous décrivons notre analyse, i.e., les pré-traitements, le calcul des matrices à dia-
gonaliser, le choix de leur pondération et la mesure de performance. Dans la section 4.3.2, nous
exposons les résultats obtenus, i.e., nous décrivons les sources trouvées et nous comparons les
performances des méthodes de diagonalisation conjointe.
4.3.1 Données et analyse
Nous nous intéressons à des données électroencéphalographiques qui contiennent des po-
tentiels évoqués visuels à l’état d’équilibre (SSVEP, steady state visually evoked potential) [110]
(une illustration est donnée dans la figure 4.5). Ce sont des signaux issus du cortex visuel qui
correspondent à des réponses à des stimulations lumineuses qui oscillent à des fréquences fixes.
En effet, lorsque la rétine est excitée par des stimuli oscillant à une fréquence fixe, le cortex
visuel génère des signaux électriques qui oscillent à la même fréquence et/ou à des multiples
de cette fréquence. L’avantage des données de ce paradigme est que nous sommes en mesure
de caractériser le spectre attendu pour une des sources cérébrales ; celle qui sépare la source de
SSVEP. Pour nos expériences numériques, nous utilisons les données utilisées dans l’étude [69].
Ce jeu de données est public. Il contient les électroencéphalogrammes de 12 sujets qui ont ef-
fectué entre 2 et 5 sessions. Les enregistrements sont échantillonnés à 256 Hz et acquis sur 8
électrodes situés au niveau occipital (électrodes Oz, O1 et O2) et pariéto-occipital (électrodes
POz, PO3, PO4, PO7 et PO8). Chaque session comporte 32 essais de 3 secondes divisés en 4
classes (8 essais par classe) : la classe repos, pour laquelle il n’y a pas de stimuli, et les classes
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Figure 4.5 – Schéma d’illustration d’une expérience permettant d’induire des potentiels évo-
qués visuels à l’état d’équilibre (SSVEP). Lorsque la rétine est excitée par une source lumineuse
oscillant à une fréquence fixe, le cortex visuel se synchronise avec ces stimuli et génère des si-
gnaux électriques à la même fréquence.
13, 17 et 21 Hz, pour lesquelles le sujet regarde une source lumineuse dont la luminance oscille
à 13, 17 et 21 Hz. Nous traitons uniquement la session 2 du sujet 3 et les sessions 1 et 5 du sujet
12. Ces enregistrements ont été choisis pour la qualité des signaux enregistrés et la présence
claire de l’activité SSVEP, ce qui valide le protocole expérimental. Pour ces trois enregistre-
ments, les figures 4.6, 4.7 et 4.8 montrent les moyennes des densités spectrales de puissance
calculées sur chaque essai avec la méthode de Welch pour chaque classe et chaque électrode.
Pour la méthode de Welch, on sélectionne les fréquences entre 1 et 43 Hz avec une résolution
de 0, 5 Hz et on utilise des fenêtres glissantes de 2 secondes avec un recouvrement de 1, 75 se-
condes. On observe bien des pics aux fréquences d’intérêt présents uniquement dans les classes
correspondantes. On remarque qu’ils sont plutôt au niveau des électrodes Oz, O1, O2 et POz
et que les pics à 13 et 17 Hz sont plus puissants que celui à 21 Hz, qui est relativement faible.
Pour effectuer la séparation aveugle de sources de ces électroencéphalogrammes, dont le
but est de retrouver la source de SSVEP, nous pré-traitons d’abord les données avec un filtre
de Butterworth passe-bande d’ordre 4 entre 1 et 43 Hz. Il faut ensuite définir les matrices à
diagonaliser. Pour ce faire, nous calculons pour chaque essai les cospectres entre 1 et 43 Hz
avec une résolution de 1 Hz en utilisant la méthode de Welch avec des fenêtres glissantes de
1 seconde avec un recouvrement de 0, 75 seconde. En ce qui concerne les fréquences d’intérêt
pour les SSVEP, nous considérons les fréquences de base de chaque classe et leur premier
multiple : {13, 26}, {17, 34} et {21, 42} pour les classes 13, 17 et 21 Hz, respectivement. Pour
toute fréquence f /∈ {13, 17, 21, 26, 34, 42}, on définit Cf comme la moyenne arithmétique
des cospectres à la fréquence f de l’ensemble des essais. Pour f ∈ {13, 17, 21, 26, 34, 42},
on définit Cf comme la moyenne arithmétique des cospectres à la fréquence f des essais
n’étant pas dans la classe qui correspond à f . Enfin, pour f ∈ {13, 17, 21, 26, 34, 42}, on
définit Cf comme la moyenne arithmétique des cospectres à la fréquence f des essais étant
dans la classe qui correspond à f . Comme proposé dans [41], nous normalisons la trace des
matrices Cf et Cf , qui constituent alors l’ensemble des matrices à diagonaliser. De plus,
pour les matrices Cf , nous utilisons les poids wf calculés à partir de la mesure de non-
diagonalité de Cf définie dans [41] et nous les normalisons de sorte que leur somme soit
1. Pour les matrices Cf , nous prenons les poids wf = 1/6, dont la somme est également 1.
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Figure 4.6 – Moyenne pour chaque classe des densités spectrales de puissance (unité arbi-
traire) des huit électrodes calculées sur chaque essai avec la méthode de Welch pour la session 2
du sujet 3.
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Figure 4.7 – Moyenne pour chaque classe des densités spectrales de puissance (unité arbi-
traire) des huit électrodes calculées sur chaque essai avec la méthode de Welch pour la session 1
du sujet 12.
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Figure 4.8 – Moyenne pour chaque classe des densités spectrales de puissance (unité arbi-
traire) des huit électrodes calculées sur chaque essai avec la méthode de Welch pour la session 5
du sujet 12.
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Remarquons que pour obtenir la séparation de sources, nous utilisons d’une part la coloration
des signaux électroencéphalographiques stationnaires avec les matrices Cf et d’autre part
la non-stationnarité de la source de SSVEP entre les classes avec les matrices Cf . Avant
d’effectuer la diagonalisation conjointe approximée, nous faisons un blanchiment des matrices
à diagonaliser avec l’inverse de la racine carré de leur moyenne arithmétique. L’ensemble des
algorithmes est ensuite initialisé avec la matrice identité.
Dans l’objectif d’estimer les performances de la séparation, nous proposons une mesure
de qualité de la source de SSVEP. Étant donné la classe f ∈ {13, 17, 21}, nous définissons le
critère de performance ISSVEP(f) pour la source de SSVEP estimée sˆ par
ISSVEP(f) =
1
Kf
∑
k∈Kf
Psˆ(k, f) + Psˆ(k, 2f)∑43
f˜=1
Psˆ(k, f˜)
, (4.3)
où Psˆ(k, f˜) est la densité spectrale de puissance de la source de SSVEP estimée sˆ pour l’essai
k à la fréquence f˜ , Kf est l’ensemble des essais de la classe f et Kf est son cardinal. La
mesure ISSVEP(f) indique la proportion de la densité spectrale de puissance à f et 2f par
rapport à la puissance totale sur l’ensemble des essais de classe f . C’est donc une mesure
dans [0, 1] où 1 correspond à un signal mélangeant uniquement des oscillations à f et 2f , ce
qui est l’activité attendue pour une source de SSVEP idéale dans le domaine de fréquences
qu’on considère. Remarquons que du fait de la normalisation, l’indétermination d’échelle de
la source de SSVEP estimée n’a pas d’incidence sur la mesure ISSVEP(f).
4.3.2 Résultats
Analyse qualitative des sources trouvées Pour commencer, nous analysons qualitative-
ment les sources estimées pour les trois enregistrements électroencéphalographiques. Avec les
huit méthodes de diagonalisation conjointe approximée testées, on obtient des sources qui se
correspondent d’une méthode à l’autre. Les figures 4.9, 4.10 et 4.11 présentent les moyennes
pour chaque classe des densités spectrales de puissance des quatre sources les plus puissantes
obtenues avec l’algorithme W-P-i-a pour la session 2 du sujet 3, et avec l’algorithme rKL-P-i-a
pour les sessions 1 et 5 du sujet 12. Les densités spectrales de puissance sont calculées avec
la méthode de Welch, pour laquelle on sélectionne les fréquences entre 1 et 43 Hz avec une
résolution de 0, 5 Hz et on utilise des fenêtres glissantes de 2 secondes avec un recouvrement
de 1, 75 secondes. Dans chacun des cas, les quatres sources non montrées ont des densités
spectrales de puissances faibles par rapport aux sources représentées. Pour trier les sources
en fonction de leur puissance totale, nous calculons d’abord la rétroprojection de la source
au niveau des électrodes, i.e., nous éliminons l’activité de toutes les autres sources sur les
électrodes, puis nous calculons les densités spectrales de puissance totales des signaux résul-
tants sur l’ensemble des électrodes. On observe sur les figures 4.9, 4.10 et 4.11 que la source
1 correspond à la source de SSVEP. En effet, pour les trois électroencéphalogrammes, elle
est inactive dans la classe de repos et est active uniquement aux fréquences 13, 17 et 21 Hz
dans les classes correspondantes. La source 2 est quant à elle principalement active autour de
9, 5 Hz dans les 4 classes. Elle correspond à une source du rythme occipital dominant (ondes
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Figure 4.9 – Moyenne pour chaque classe des densités spectrales de puissance (unité arbi-
traire) calculées sur chaque essai avec la méthode de Welch des quatre sources les plus puis-
santes (en moyenne) obtenues avec la méthode W-P-i-a pour la session 2 du sujet 3. Les lignes
pointillées verticales marquent les fréquences d’intérêt : 13, 17, 21, 26, 34 et 42 Hz.
ISSVEP(f) F-P-i-a `KL-P-i-a rKL-P-i-a sKL-P-i-a αLD-P-i-a R-P-i-a LE-P-i-a W-P-i-a
13 Hz 0, 70 0, 69 0, 70 0, 69 0, 70 0, 70 0, 70 0, 70
17 Hz 0, 59 0, 55 0, 56 0, 55 0, 56 0, 55 0, 56 0, 59
21 Hz 0, 38 0, 41 0, 41 0, 41 0, 41 0, 41 0, 41 0, 39
Table 4.1 – Scores obtenus avec la mesure de performance (4.3) pour les huit méthodes testées
sur les classes 13, 17 et 21 Hz pour la session 2 du sujet 3.
alpha), qui est bien connu dans le domaine de l’électroencéphalographie [31]. La source 3 est
plus variable selon l’enregistrement. Elle présente de l’activité pour les basses fréquences jus-
qu’autour de 10 Hz. De plus, des pics sont visibles à 13, 17, 21, 26 et 34 Hz dans les classes
qui correspondent à ces fréquences pour la session 2 du sujet 3 et légèrement pour la session
1 du sujet 12. Enfin, l’activité de la source 4 est faible pour toutes les fréquences dans toutes
les configurations.
Comparaison des performances des algorithmes Nous comparons maintenant les
scores obtenus par les sources de SSVEP estimées par les différentes méthodes pour chaque
classe avec la mesure de performance définie dans (4.3), qui sont donnés dans les tables 4.1,
4.2 et 4.3 pour la session 2 du sujet 3, la session 1 du sujet 12 et la session 5 du sujet 12,
respectivement. On distingue deux groupes de méthodes qui ont le même comportement au
niveau des scores : F-P-i-a et W-P-i-a d’un côté, et les autres algorithmes de l’autre. Pour
l’ensemble des algorithmes à l’exception de F-P-i-a et W-P-i-a, on observe très peu de diffé-
rences dans les scores obtenues : les sources de SSVEP estimées par ces méthodes sont très
similaires. On remarque également que la source de SSVEP estimée par W-P-i-a est un peu
meilleure que celle estimée par F-P-i-a, en particulier pour la session 1 du sujet 12.
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Figure 4.10 – Moyenne pour chaque classe des densités spectrales de puissance (unité arbi-
traire) calculées sur chaque essai avec la méthode de Welch des quatre sources les plus puis-
santes (en moyenne) obtenues avec la méthode rKL-P-i-a pour la session 1 du sujet 12. Les
lignes pointillées verticales marquent les fréquences d’intérêt : 13, 17, 21, 26, 34 et 42 Hz.
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Figure 4.11 – Moyenne pour chaque classe des densités spectrales de puissance (unité arbi-
traire) calculées sur chaque essai avec la méthode de Welch des quatre sources les plus puis-
santes (en moyenne) obtenues avec la méthode rKL-P-i-a pour la session 5 du sujet 12. Les
lignes pointillées verticales marquent les fréquences d’intérêt : 13, 17, 21, 26, 34 et 42 Hz.
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ISSVEP(f) F-P-i-a `KL-P-i-a rKL-P-i-a sKL-P-i-a αLD-P-i-a R-P-i-a LE-P-i-a W-P-i-a
13 Hz 0, 95 0, 96 0, 96 0, 96 0, 96 0, 96 0, 96 0, 95
17 Hz 0, 87 0, 91 0, 91 0, 91 0, 91 0, 91 0, 91 0, 89
21 Hz 0, 50 0, 60 0, 60 0, 60 0, 60 0, 60 0, 60 0, 54
Table 4.2 – Scores obtenus avec la mesure de performance (4.3) pour les huit méthodes testées
sur les classes 13, 17 et 21 Hz pour la session 1 du sujet 12.
ISSVEP(f) F-P-i-a `KL-P-i-a rKL-P-i-a sKL-P-i-a αLD-P-i-a R-P-i-a LE-P-i-a W-P-i-a
13 Hz 0, 83 0, 83 0, 83 0, 83 0, 83 0, 83 0, 83 0, 83
17 Hz 0, 61 0, 62 0, 62 0, 62 0, 62 0, 62 0, 62 0, 61
21 Hz 0, 30 0, 30 0, 30 0, 30 0, 30 0, 30 0, 30 0, 30
Table 4.3 – Scores obtenus avec la mesure de performance (4.3) pour les huit méthodes testées
sur les classes 13, 17 et 21 Hz pour la session 5 du sujet 12.
De plus, F-P-i-a et W-P-i-a sont moins efficaces que les autres algorithmes dans de plus
nombreux cas. Pour la session 5 du sujet 12, il y a très peu de différences. Pour la session
2 du sujet 3, on n’observe pas de différences à 13 Hz, les sources de SSVEP estimées par
F-P-i-a et W-P-i-a capturent mieux le pic à 17 Hz, mais moins bien celui à 21 Hz. Enfin, pour
la session 1 du sujet 12, les sources de SSVEP estimées par F-P-i-a et W-P-i-a sont moins
bonnes pour les trois classes 13, 17 et 21 Hz. Les différences de performances augmentent avec
la fréquence de la classe et atteignent 10% pour F-P-i-a et 6% pour W-P-i-a pour la classe
21 Hz. Cela est à mettre en relation avec le fait qu’en général, le rapport signal sur bruit des
sources de SSVEP diminue avec la fréquence. Les sources de SSVEP estimées par F-P-i-a et
W-P-i-a capturent donc moins bien les pics lorsque le rapport signal sur bruit diminue pour ces
données. La tendance observée est donc en concordance avec les résultats des données simulées
pour lesquelles F-P-i-a et W-P-i-a sont moins robustes au bruit que les autres méthodes.
Conclusions Pour conclure notre étude de la séparation aveugle de sources de ces trois élec-
troencéphalogrammes, nous observons que les critères de Frobenius et de Wasserstein donnent
des résultats moins consistants que les autres méthodes sur ces données électroencéphalogra-
phiques. Pour les trois enregistrements, on identifie au moins deux sources physiologiquement
problables : la source de SSVEP et une source qui contient le rythme occipital dominant.
Pour confirmer ces résultats et étendre notre étude, il faut considérer un plus grand nombre
d’enregistrements. De plus, l’analyse de données acquises avec plus d’électrodes permettrait
de retrouver plus de sources et de les localiser précisémment avec des méthodes inverses.
Conclusions et perspectives
Ce travail de thèse s’intéresse à plusieurs questions de modélisation et de résolution sur
la diagonalisation conjointe approximée de matrices symétriques positives définies pour des
applications en traitement de signaux électroencéphalographiques. Le problème de la diago-
nalisation conjointe est caractérisé par (i) le choix du critère à minimiser, (ii) la contrainte de
non-dégénérescence imposée à la solution et (iii) l’algorithme de résolution. Les méthodes que
nous proposons sont modulaires et on peut faire varier ces trois composantes indépendamment.
Plusieurs conclusions sur les résultats théoriques et sur les expériences numériques ressortent
de ce travail, notamment par rapport à ces trois composantes. Les résultats théoriques obtenus
ainsi que les expériences numériques amènent des conclusions et ouvrent des perspectives sur
les trois points (i), (ii) et (iii).
En ce qui concerne (i), notre étude sur la possibilité d’adopter une approche géométrique
du problème (chapitre 2) est fructueuse. Elle permet en effet de modéliser les critères en me-
surant la position relative des matrices à diagonaliser par rapport à l’ensemble des matrices
diagonales positives définies. Cette formulation inclut les critères traditionnels : le critère des
moindres carrés via la distance de Frobenius et le critère log-vraissemblance via la divergence
de Kullback-Leibler. Elle permet également de créer de nouveaux critères, notamment en lien
avec la théorie de l’information, pour lesquels aucune solution numérique n’existait. Nous
considérons ainsi la divergence log-det α, la distance riemannienne naturelle, la distance log-
euclidienne et la distance de Wasserstein. Ces critéres possèdent des propriétés différentes et
nous déterminons plusieurs d’entre elles, qui sont souhaitables dans le cadre de la diagonalisa-
tion conjointe. Les illustrations numériques sur des données simulées et sur des enregistrements
électroencéphalographiques (chapitre 4) montrent que les critères basés sur les distances de
Frobenius et de Wasserstein sont plus impactés par le bruit que les autres méthodes. On
constate que ce sont les deux critères qui vérifient le moins de propriétés souhaitables. Le
critère obtenu à partir la mesure de Kullback-Leibler droite est particulièrement efficace dans
l’ensemble des situations considérées. Les critères basés sur la divergence log-det α pour α = 0,
la distance riemannienne naturelle et la mesure de Kullback-Leibler symétrisée donnent aussi
de bons résultats. Ces trois critères sont les seuls à posséder toutes les propriétés souhaitables,
ce qui les rend très attractifs d’un point de vue théorique. Bien que les critères exploitant la
divergence log-det α pour α = 0 et la distance riemannienne naturelle sont plus performants
que celui basé sur la mesure de Kullback-Leibler symétrisée, leur coût numérique est signi-
ficativement plus important dans l’état actuel de nos développements car on a besoin d’une
méthode itérative pour estimer les matrices diagonales cibles. Cela peut être modifié en choi-
sissant d’autres matrices diagonales cibles appropriées (permettant de conserver l’ensemble
des propriétés), comme par exemple celles de la mesure de Kullback-Leibler symétrisée.
Pour traiter (ii), dans le chapitre 3, nous construisons un cadre d’optimisation rieman-
nienne adapté à la diagonalisation conjointe incluant naturellement les contraintes de non-
dégénérescence. Nous considérons trois géométries différentes pour la variété des matrices
inversibles, à laquelle la solution appartient. Pour les deux premières, nous équipons la variété
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des matrices inversibles avec les métriques invariantes à gauche et à droite définies dans (1.47).
Bien qu’elle soit adaptée à la structure des solutions du problème, l’utilisation de la métrique
invariante à gauche est inédite pour la diagonalisation conjointe. La métrique invariante à
droite a un lien naturel avec le modèle de la diagonalisation conjointe [4, 11, 12]. Pour la
dernière, nous proposons d’exploiter la décomposition polaire et nous définissons la variété
polaire, issue du produit de la variété des matrices symétriques positives définies et de celle des
matrices orthogonales. Additionnellement, nous considérons trois contraintes pour éviter les
solutions dégénérées : la contrainte oblique (1.7), la contrainte intrinsèque (1.8) et la contrainte
non-holonomique, qui exploite directement la géométrie des classes d’équivalence (1.6). Les
contraintes oblique et intrinsèque sont inclues dans des sous-variétés riemanniennes de la va-
riété polaire et de celle des matrices inversibles équipée des métriques invariantes à gauche
et à droite. La contrainte non-holonomique engendre une variété quotient de la variété des
matrices inversibles, qui définit une variété quotient riemannienne pour la métrique invariante
à gauche, mais pas pour celle invariante à droite. Nous proposons tout de même des outils
pour définir des algorithmes d’optimisation “pseudo-riemanniens” sur la variété quotient non-
riemannienne dans ce cas et également dans celui où le critère à minimiser n’est pas bien défini
sur le quotient. Les simulations montrent que, pour le critère de Kullback-Leibler gauche, tous
les outils d’optimisation développés donnent des solutions équivalentes. On remarque notam-
ment que les outils pseudo-riemannien proposés pour associer la contrainte non-holonomique
avec la métrique invariante à droite fonctionnent correctement. Pour le critère de Frobenius,
les résultats sont variables selon le choix des outils d’optimisation. Les meilleures performances
sont obtenues avec la variété polaire associée à la contrainte intrinsèque. La contrainte oblique
donne les résultats les plus consistants pour les trois géométries considérées. La contrainte
non-holonomique est globalement moins performante, ce qui est probablement dû au fait que
le critère de Frobenius ne définit pas de fonction objectif sur le quotient. Le comportement
du critère de Frobenius varie selon le choix de l’échelle diagonale du diagonalisateur conjoint
alors que le critère de Kullback-Leibler gauche est invariant, ce qui peut expliquer que l’on a
des différences seulement pour le critère de Frobenius.
Enfin, pour (iii), notre approche géométrique du chapitre 2 permet de définir trois straté-
gies d’optimisation pour résoudre le problème de diagonalisation conjointe en pratique : une
stratégie directe classique, une stratégie indirecte inédite et une stratégie indirecte inverse qui
est généralisation de l’approche proposée dans [107], réinterprétée de façon géométrique. Les
éléments manquants pour définir un algorithme de résolution sont fournis par l’optimisation
riemannienne. En effet, de nombreuses solutions algorithmiques génériques existent et per-
mettent d’optimiser n’importe quel critère sur n’importe quelle variété riemannienne [2]. De
plus, la recherche dans ce domaine est active et de nouveaux algorithmes apparaissent, comme
par exemple [61]. Les expériences sur les données simulées indiquent que pour le critère de
Kullback-Leibler gauche, les trois stratégies d’optimisation sont équivalentes. Pour le critère
de Frobenius, les stratégies directe et indirecte donnent des résultats semblables et la straté-
gie indirecte inverse est meilleure. Pour cette stratégie, à chaque itération, on considère un
sous-problème d’optimisation en partant de l’identité et on réalise une inversion, ce qui semble
inhiber l’influence de l’échelle diagonale du diagonalisateur conjoint.
Nous voyons plusieurs perspectives à ce travail de thèse. Pour le modèle géométrique de
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la diagonalisation conjointe, nous avons l’intention d’étudier la possibilité d’utiliser la notion
d’angle sur la variété des matrices symétriques positives définies pour mesurer la position
relative des matrices à diagonaliser par rapport à l’ensemble des matrices diagonales dans le
modèle (2.2), comme avancé dans le chapitre 2 (voir la figure 2.2). Une autre piste à investiguer
concerne l’étude pratique du modèle (2.27), pour lequel le diagonalisateur vient rapprocher les
matrices diagonales des matrices à diagonaliser, qui restent fixes (voir la figure 2.6). De plus,
il serait intéressant de déterminer les liens éventuels entre les diagonalisateurs des différents
critères, comme il en existe pour les moyennes induites par différentes divergences [20]. Une
meilleure compréhension des performances des critères pourrait permettre de trouver un moyen
de les combiner pour maximiser la qualité des résultats. Une étude plus fine des propriétés des
solutions optimales reste à faire, notamment concernant la convexité géodésique des critères,
qui dépend aussi des outils d’optimisation. En ce qui concerne l’optimisation riemannienne
sur la variété des matrices inversibles, la variété polaire, qui exploite la décomposition polaire,
est efficace. Elle a aussi l’avantage de se généraliser aux matrices rectangulaires de rang plein
en remplaçant la variété des matrices orthogonales par celle de Stiefel, présentée par exemple
dans [2]. De plus, nous équipons la variété des matrices symétriques positives définies avec
la métrique riemannienne classique pour l’optimisation sur la variété polaire. Il est également
possible de considérer d’autres structures riemanniennes pour cette variété comme celle qui
engendre la distance de Wasserstein décrite dans [21]. En outre, il reste à étudier la possibilité
d’exploiter d’autres décompositions telles que la décomposition LU, la décomposition QR ou la
décomposition de Schur. En effet, toutes les décompositions n’ont pas le même comportement
par rapport aux perturbations comme montré dans [19] et l’une d’entre elle peut se révéler plus
avantageuse. Une autre perspective est d’élargir ce travail à d’autres modèles de séparation
aveugle de sources. Notre approche géométrique et les outils d’optimisation développés peuvent
être adaptés à la séparation aveugle de sources conjointe [40, 72], où plusieurs jeux de donnés
sont considérés simultanéments, à l’analyse en sous-espaces indépendants conjointe [74], ou
encore à la diagonalisation conjointe bilinéaire [43], où on cherche à diagonaliser des matrices
non-symétriques.

Annexe A
Matrice diagonale la plus proche
Dans le chapitre 2, nous introduisons l’approche géométrique au problème de la diago-
nalisation conjointe approximée par le biais du modèle (2.2), qui dépend du choix de h(·, ·)
dans (2.2) mesurant la position relative d’une matrice par rapport à une autre et de celui des
matrices diagonales cibles B 7→ Λk(B). Étant donné h(·, ·), le choix naturel pour les Λk(B)
est donné dans (2.3). Dans un contexte général, cette équation se traduit par : étant donné
M ∈ S++n , on cherche Λ ∈ D++n telle que
Λ = argmin
Λ∈D++n
h(M ,Λ). (A.1)
La matrice Λ est alors appelée la matrice diagonale la plus proche de M selon h(·, ·). Pour
résoudre ce problème, il faut considérer la fonction h : Λ 7→ h(M ,Λ) et trouver la matrice
Λ qui annule son gradient. Comme évoqué dans la section 2.3, nous ne disposons pas de
formule analytique en forme fermée pour certaines mesures que nous considérons dans ce
travail, à savoir la divergence log-det α, la distance riemannienne naturelle et la distance de
Wasserstein. Dans de tels cas, nous pouvons malgré tout utiliser ces matrices en les estimant
avec un processus itératif d’optimisation riemannienne sur D++n . Dans cette annexe, nous
présentons d’abord les ingrédients de l’optimisation riemannienne sur D++n puis nous traitons
les trois cas de la divergence log-det α, la distance riemannienne naturelle et la distance de
Wasserstein.
Optimisation sur D++n
Commençons par rappeler que la variété des matrices diagonales positives définies D++n
est une sous-variété riemannienne fermée de la variété des matrices symétriques positives
définies S++n . Notons que la variété D++n est d’autant plus facile à manipuler étant donné que
tous ses éléments commutent. L’espace tangent à tout point de D++n est identifié à l’ensemble
des matrices diagonales Dn et hérite de la métrique (1.30) qui équipe S++n . Pour obtenir un
nouveau point sur la variété D++n à partir d’un vecteur tangent ξ ∈ Dn de Λ ∈ D++n , nous
utilisons l’exponentielle riemannienne de D++n qui est donc identique à celle de S++n , i.e.,
expD
++
n
Λ (ξ) = Λ exp(Λ
−1ξ). (A.2)
Étant donné la fonction objectif h définie sur D++n , dont le gradient euclidien à Λ est
gradE h(Λ) et dont la hessienne euclidienne à Λ, ξ est hessE h(Λ)[ξ], les versions riemanniennes
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du gradient et de la hessienne sont
gradD++n h(Λ) = Λ
2 ddiag(gradE h(Λ)), (A.3)
et
hessD++n h(Λ)[ξ] = Λ
2 ddiag(hessE h(Λ)[ξ]) + Λξ ddiag(gradE h(Λ)). (A.4)
Divergence log-det α
Les versions riemanniennes du gradient et de la hessienne de hαLD : Λ 7→ dαLD(M ,Λ)
sont données par
gradD++n hαLD(Λ) =
2
1− αΛ(∆Λ− In), (A.5)
et
hessD++n hαLD(Λ)[ξ] =
2
1− αΛ(∆ξ + ∆˙Λ), (A.6)
où
∆ = ddiag
((
1− α
2
M +
1 + α
2
Λ
)−1)
,
et
∆˙ = −1 + α
2
ddiag
((
1− α
2
M +
1 + α
2
Λ
)−1
ξ
(
1− α
2
M +
1 + α
2
Λ
)−1)
.
Distance riemannienne naturelle
Les versions riemanniennes du gradient et de la hessienne de hR : Λ 7→ δ2R(M ,Λ) sont
données par
gradD++n hR(Λ) = 2Λ ddiag(log(M
−1Λ)), (A.7)
et
hessD++n hR(Λ)[ξ] = 2Λ ddiag(D log(M
−1Λ)[ξ]), (A.8)
où la dérivée du logarithme matriciel (voir par exemple [47]) est dans ce cas
D log(M−1Λ)[ξ] =
∫ 1
0
[(M−1Λ− In)s+ In]−1M−1ξ[(M−1Λ− In)s+ In]−1ds.
Notons que la dérivée du logarithme matriciel D log(M−1Λ)[ξ] peut numériquement être
évaluée efficacement avec l’algorithme proposé dans [8].
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Distance de Wasserstein
Les versions riemanniennes du gradient et de la hessienne de hW : Λ 7→ δ2W(M ,Λ) sont
données par
gradD++n hW(Λ) =
1
2
Λ(Λ− ddiag(Q)), (A.9)
et
hessD++n hW(Λ)[ξ] =
1
2
Λ(ξ − ddiag(Q˙)), (A.10)
où Q = (Λ1/2MΛ1/2)1/2 et Q˙ est la solution de l’équation de Sylvester
QQ˙+ Q˙Q = sym(ξΛ
−1/2MΛ
1/2).
Notons qu’on est assuré de l’existence et de l’unicité de la solution de cette équation de
Sylvester comme Q est symétrique positive définie.

Annexe B
Gradients et hessiennes des critères
étudiés
Dans cette annexe, nous dérivons la version euclidienne des gradients et hessiennes de
l’ensemble des critères de diagonalisation conjointe approximée présentés dans la section 2.3.
Les versions riemanniennes sur les différentes variétés que nous considérons dans ce manuscript
sont ensuite obtenues en utilisant les relations fournies dans la section 1.5 du chapitre 1 et
dans le chapitre 3. Par souci de simplicité, nous enlevons ici les sommes pondérées qu’il faut
donc restituer pour obtenir les formules complètes. De plus, nous utilisons abondamment
les notations suivantes : Mk = BCkBT , M˙k = BCkξT + ξCkBT , Λk = Λk(B), Λ˙k =
D Λk(B)[ξ], Nk = AΛkA et N˙k = AΛkξT + ξΛkAT . Pour chacune des divergences que
l’on considère, on détaille les calculs pour le critère (2.2) en guise d’exemple de la façon de
procéder et on donne uniquement les résultats pour les critères (2.4) et (2.5) comme les calculs
sont similaires. Rappelons que la proposition 2.1 nous permet de traiter Λk(B) comme une
constante lorsqu’on dérive le gradient.
Distance de Frobenius
On peut réécrire le critère fF comme
fF(B) = tr
(
(Mk −Λk)2
)
,
où Λk = ddiag(Mk), donc
D fF(B)[ξ] = 2 tr((Mk −Λk)M˙k) = 4 tr((Mk −Λk)BCkξT ).
Par identification, on a donc
gradE fF(B) = 4(Mk −Λk)BCk. (B.1)
Dériver ce gradient dans la direction ξ donne
hessE fF(B)[ξ] = 4(M˙k − Λ˙k)BCk + 4(Mk −Λk)ξCk, (B.2)
où Λ˙k = ddiag(M˙k).
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Pour f̂F et f˜F, on obtient
gradE f̂F(B) = 4(Mk −Λk)BCk, hessE f̂F(B)[ξ] = 4(M˙kB + (Mk −Λk)ξ)Ck, (B.3)
et
gradE f˜F(A) = 4(Nk −Mk)AΛk, hessE f˜F(A)[ξ] = 4(N˙kA+ (Nk −Mk)ξ)Λk. (B.4)
Divergence de Kullback-Leibler
Rappelons que pour toutes matrices X et ξ, on a
D log det(X)[ξ] = tr(X−1 DX[ξ]), (B.5)
et
D(X−1)[ξ] = −X−1ξX−1. (B.6)
Notons que du fait que cette divergence n’est pas symétrique, les calculs de la différenciation
de f˜`KL sont similaires à ceux de frKL et les calculs pour f˜rKL ressemblent à ceux de f`KL.
Mesure gauche
En utilisant (B.5), on obtient
D f`KL(B)[ξ] = tr(M˙k(Λ
−1
k −M−1k )) = 2 tr((Λ−1k −M−1k )BCkξT ),
où Λk = ddiag(Mk). Par identification, on a donc
gradE f`KL(B) = 2(Λ
−1
k −M−1k )BCk. (B.7)
En utilisant (B.6), on dérive ce gradient dans la direction ξ, ce qui donne
hessE f`KL(B)[ξ] = 2Λ−1k (ξ −Λ−1k Λ˙kB)Ck + 2B−T ξTB−T , (B.8)
où Λ˙k = ddiag(M˙k).
Pour f̂`KL et f˜`KL, on obtient
gradE f̂`KL(B) = 2(Λ
−1
k −M−1k )BCk,
hessE f̂`KL(B)[ξ] = 2Λ−1k ξCk + 2B
−T ξTB−T ,
(B.9)
et
gradE f˜`KL(A) = 2(In −N−1k Mk)A−T ,
hessE f˜`KL(A)[ξ] = 2N−1k ((Mk −Nk)A−T ξT + N˙kN−1k Mk)A−T .
(B.10)
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Mesure droite
En utilisant (B.5) et (B.6), on obtient cette fois-ci
D frKL(B)[ξ] = tr(M
−1
k M˙k −ΛkM−1k M˙kM−1k ) = 2 tr((In −M−1k Λk)B−T ξT ),
où Λk = ddiag(M−1k )
−1. Donc
gradE frKL(B) = 2(In −M−1k Λk)B−T , (B.11)
et
hessE frKL(B)[ξ] = 2M−1k ((Λk −Mk)B−T ξT + (M˙kM−1k − Λ˙kΛ−1k )Λk)B−T , (B.12)
où Λ˙k = Λk ddiag(M−1k M˙kM
−1
k )Λk.
Pour f̂rKL et f˜rKL, on obtient
gradE f̂rKL(B) = 2(In −M−1k Λk)B−T ,
hessE f̂rKL(B)[ξ] = 2M−1k ((Λk −Mk)B−T ξT + M˙kM−1k Λk)B−T ,
(B.13)
et
gradE f˜rKL(A) = 2(M
−1
k −N−1k )AΛk,
hessE f˜rKL(A)[ξ] = 2M−1k ξΛk + 2A
−T ξTA−T .
(B.14)
Mesure symétrisée
Dans ce cas, les termes en log det(·) s’annulent et on a
D fsKL(B)[ξ] =
1
2
tr(M˙kΛ
−1
k −ΛkM−1k M˙kM−1k ) = tr((Λ−1k Mk −M−1k Λk)B−T ξT ),
où Λk = ddiag(Mk)
1/2 ddiag(M−1k )
−1/2. Donc
gradE fsKL(B) = (Λ
−1
k Mk −M−1k Λk)B−T , (B.15)
et
hessE fsKL(B)[ξ] = Λ−1k (ξ − Λ˙kΛ−1k B)Ck
+M−1k (ΛkB
−T ξT + M˙kM−1k Λk − Λ˙k)B−T , (B.16)
où Λ˙k = 12Λk(ddiag(Mk)
−1 ddiag(M˙k) + ddiag(M−1k )
−1 ddiag(M−1k M˙kM
−1
k )).
Pour f̂sKL et f˜sKL, on obtient
gradE f̂sKL(B) = (Λ
−1
k Mk −M−1k Λk)B−T ,
hessE f̂sKL(B)[ξ] = Λ−1k ξCk +M
−1
k (ΛkB
−T ξT + M˙kM−1k Λk)B
−T (B.17)
et
gradE f˜sKL(A) = (M
−1
k Nk −N−1k Mk)A−T ,
hessE f˜sKL(A)[ξ] = M−1k ξΛk +N
−1
k (MkA
−T ξT + N˙kN−1k Mk)A
−T (B.18)
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Divergence log-det α
On peut réécrire fαLD comme
fαLD(B) =
4
1− α2 log det(Qk,α)−
2
1 + α
log det(Mk)− 2
1− α log det(Λk),
où Λk est la solution de l’équation (2.17) pour M = Mk et Qk,α =
1−α
2 Mk +
1+α
2 Λk. En
utilisant (B.5), on obtient alors
D fαLD(B)[ξ] =
2
1 + α
tr(Q−1k,αM˙k −M−1k M˙k) =
4
1 + α
tr((Q−1k,α −M−1k )BCkξT ).
Donc,
gradE fαLD(B) =
4
1 + α
(Q−1k,α −M−1k )BCk. (B.19)
La hessienne est donnée par
hessE fαLD(B)[ξ] =
4
1 + α
(
Q−1k,α(ξ − Q˙k,αQ−1k,αB)Ck +B−T ξTB−T
)
, (B.20)
où Q˙k,α =
1−α
2 M˙k +
1+α
2 Λ˙k. La matrice Λ˙k, obtenue en dérivant l’équation (2.17), est la
solution de l’équation
Λ˙k ddiag(Q
−1
k,α)−
1 + α
2
Λk ddiag(Q
−1
k,αΛ˙kQ
−1
k,α) =
1− α
2
Λk ddiag(Q
−1
k,αM˙kQ
−1
k,α).
Nous ne proposons cependant pas de moyen pour résoudre cette équation dans ce manuscript
et nous nous limitons donc à des méthodes de gradient pour optimiser fαLD.
Pour f̂αLD, on obtient
gradE f̂αLD(B) =
4
1+α(Q
−1
k,α −M−1k )BCk,
hessE f̂αLD(B)[ξ] = 41+α
(
Q−1k,α(ξ − Q˙k,αQ−1k,αB)Ck +B−T ξTB−T
)
,
(B.21)
où Qk,α =
1−α
2 Mk +
1+α
2 Λk et Q˙k,α =
1−α
2 M˙k. Enfin, on a pour f˜αLD
gradE f˜αLD(A) =
4
1−α(Q
−1
k,α −N−1k )AΛk,
hessE f˜αLD(H)[ξ] = 41−α
(
Q−1k,α(ξ − Q˙k,αQ−1k,αA)Λk +A−T ξTA−T
)
,
(B.22)
où Qk,α =
1−α
2 Mk +
1+α
2 Nk et Q˙k,α =
1+α
2 N˙k.
Distance riemannienne naturelle
On trouve dans [81] que
D‖log(X)‖2F[ξ] = 2 tr(log(X)X−1 DX[ξ]). (B.23)
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De ce fait,
D fR(B)[ξ] = 2 tr(log(Λ
−1/2
k MkΛ
−1/2
k )Λ
1/2
k M
−1
k M˙kΛ
−1/2
k ),
où Λk est la solution de (2.19) pour M = Mk. Comme X−1 log(Y )X = log(X−1Y X),
D fR(B)[ξ] = 2 tr(log(Λ
−1
k Mk)M
−1
k M˙k) = 4 tr(log(Λ
−1
k Mk)B
−T ξT ).
Donc,
gradE fR(B) = 4 log(Λ
−1
k Mk)B
−T , (B.24)
et
hessE fR(B)[ξ] = 4 D log
(
Λ−1k Mk
) [
Λ−1k M˙k −Λ−1k Λ˙kΛ−1k Mk
]
B−T
− 4 log(Λ−1k Mk)B−T ξTB−T , (B.25)
où D log(Λ−1k Mk)[Λ
−1
k M˙k −Λ−1k Λ˙kΛ−1k Mk] est la dérivée directionnelle du logarithme ma-
triciel à Λ−1k Mk dans la direction Λ
−1
k M˙k − Λ−1k Λ˙kΛ−1k Mk. Dans ce cas, la matrice Λ˙k,
obtenue en dérivant l’équation (2.19), est la solution de
ddiag(D log(M−1k Λk)[M
−1
k Λ˙k −M−1k M˙kM−1k Λk]) = 0.
Nous ne proposons cependant pas de moyen pour résoudre cette équation dans ce manuscrit
et nous nous limitons donc à des méthodes de gradient pour optimiser fR.
Pour f̂R, on obtient
gradE f̂R(B) = 4 log(Λ
−1
k Mk)B
−T ,
hessE f̂R(B)[ξ] = 4 D log(Λ−1k Mk)[Λ
−1
k M˙k]B
−T − 4 log(Λ−1k Mk)B−T ξTB−T .
(B.26)
Enfin, on a pour f˜R
gradE f˜R(A) = 4 log(M
−1
k Nk)A
−T ,
hessE f˜R(A)[ξ] = 4 D log(M−1k Nk)[M
−1
k N˙k]A
−T − 4 log(M−1k Nk)A−T ξTA−T .
(B.27)
Pour estimer le logarithme matricielle et sa dérivée directionnelle première, nous utilisons les
méthodes proposées dans [8] et présentées dans l’annexe C.
Distance log-euclidienne
Le critère fLE peut se réécrire
fLE(B) = tr
(
(log(Mk)− log(Λk))2
)
,
avec Λk = exp(ddiag(log(Mk))). Dans [47], il est montré que
D log(Mk)[M˙k] =
∫ 1
0
[Mk − In)s+ In]−1M˙k[Mk − In)s+ In]−1ds.
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Il suit que
D fLE(B)[ξ] = 2 tr
(
(log(Mk)− log(Λk)) D log(Mk)[M˙k]
)
= 2 tr
(
(log(Mk)− log(Λk))
∫ 1
0
[Mk − In)s+ In]−1M˙k[Mk − In)s+ In]−1ds
)
= 2
∫ 1
0
tr
(
[Mk − In)s+ In]−1(log(Mk)− log(Λk))[Mk − In)s+ In]−1M˙k
)
ds
= 2 tr
(
D log(Mk)[log(Mk)− log(Λk)]M˙k
)
= 4 tr
(
D log(Mk)[log(Mk)− log(Λk)]BCkξT
)
.
On note Ok = log(Mk)− log(Λk) = log(Mk)− ddiag(log(Mk)). On obtient donc
gradE fLE(B) = 4 D log(Mk)[Ok]BCk, (B.28)
et
hessE fLE(B)[ξ] = 4 D log(Mk)[Ok]ξCk
+ 4
(
D log(Mk)[O˙k] + D
2 log(Mk)[Ok,M˙k]
)
BCk, (B.29)
où O˙k = D log(Mk)[M˙k]− ddiag(D log(Mk)[M˙k]).
Pour f̂LE, on obtient
gradE f̂LE(B) = 4 D log(Mk)[Ok]BCk,
hessE f̂LE(B)[ξ] = 4 D log(Mk)[Ok]ξCk
+4
(
D log(Mk)[O˙k] + D
2 log(Mk)[Ok,M˙k]
)
BCk,
(B.30)
avec Ok = log(Mk)− log(Λk) et O˙k = D log(Mk)[M˙k]. Enfin, on a pour f˜LE
gradE f˜LE(A) = 4 D log(Nk)[Ok]AΛk,
hessE f̂LE(A)[ξ] = 4 D log(Nk)[Ok]ξΛk
+4
(
D log(Nk)[O˙k] + D
2 log(Mk)[Ok, N˙k]
)
AΛk,
(B.31)
avec Ok = log(Nk) − log(Mk) et O˙k = D log(Nk)[N˙k]. Dans annexe C, nous présentons
des méthodes pour estimer le logarithme matriciel et sa dérivée directionnelle première, et
nous proposons une nouvelle méthode pour évaluer numériquement la dérivée directionnelle
seconde.
Distance de Wasserstein
Bien que la distance de Wasserstein soit définie sur l’ensemble des matrices symétriques po-
sitives semi-définies, nous considérons que les matrices Ck sont positives définies pour dériver
les gradients et les hessiennes. On a
D fW(B)[ξ] = tr
(
1
2
M˙k −D(Λ1/2k MkΛ
1/2
k )
1/2[ξ]
)
,
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où Λk est la solution de (2.23) pour M = Mk. La matrice ηk = D(Λ
1/2
k MkΛ
1/2
k )
1/2[ξ] est la
solution de l’équation de Sylvester(
Λ
1/2
k MkΛ
1/2
k
)1/2
ηk + ηk
(
Λ
1/2
k MkΛ
1/2
k
)1/2
= Λ
1/2
k M˙kΛ
1/2
k .
De plus, en notant Qk = (Λ
1/2
k MkΛ
1/2
k )
−1/2,
tr(ηk) =
1
2
tr
(
ηkQ
−1
k Qk +QkQ
−1
k ηk
)
=
1
2
tr
(
QkΛ
1/2
k M˙kΛ
1/2
k
)
.
Donc
D fW(B)[ξ] =
1
2
tr
(
M˙k −QkΛ
1/2
k M˙kΛ
1/2
k
)
= tr
((
In −Λ1/2k QkΛ
1/2
k
)
BCkξ
T
)
.
On obtient finalement
gradE fW(B) =
(
In −Λ1/2k QkΛ
1/2
k
)
BCk. (B.32)
Comme Dn est commutatif, D Λ1/2k [ξ] = 12Λ
−1/2
k Λ˙k. La hessienne est donc
hessE fW(B)[ξ] =
(
In −Λ1/2k QkΛ
1/2
k
)
ξCk
−Λ1/2k
(
Q˙k +
1
2
Λ−1k Λ˙kQk +
1
2
QkΛ˙kΛ
−1
k
)
Λ
1/2
k BCk, (B.33)
où Q˙k est la solution de l’équation de Sylvester
QkQ˙k + Q˙kQk = −Λ
−1/2
k M
−1
k
(
M˙k +
1
2
Λ−1k Λ˙kMk +
1
2
MkΛ˙kΛ
−1
k
)
M−1k Λ
−1/2
k .
Dans ce cas, la matrice Λ˙k, obtenue en dérivant l’équation (2.23), est la solution de
ddiag
(
νk
(
Λ˙k
))
= Λ˙k,
où νk(Λ˙k) est la solution de l’équation de Sylvester(
Λ
1/2
k MkΛ
1/2
k
)1/2
νk
(
Λ˙k
)
+ νk
(
Λ˙k
)(
Λ
1/2
k MkΛ
1/2
k
)1/2
=
Λ
1/2
k
(
M˙k +
1
2
Λ−1k Λ˙kMk +
1
2
MkΛ˙kΛ
−1
k
)
Λ
1/2
k .
Ici encore, nous ne proposons pas de méthode pour trouver Λ˙k et nous nous limitons donc à
des méthodes de gradient pour optimiser fW.
Pour f̂W, on obtient
gradE f̂W(B) =
(
In −Λ1/2k QkΛ
1/2
k
)
BCk,
hessE f̂W(B)[ξ] =
(
In −Λ1/2k QkΛ
1/2
k
)
ξCk −Λ1/2k Q˙kΛ
1/2
k BCk,
(B.34)
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où Qk = (Λ
1/2
k MkΛ
1/2
k )
−1/2 et Q˙k est la solution de l’équation de Sylvester
QkQ˙k + Q˙kQk = −Λ
−1/2
k M
−1
k M˙kM
−1
k Λ
−1/2
k .
Enfin, pour f˜W
gradE f˜W(A) =
(
In −M 1/2k QkM
1/2
k
)
AΛk,
hessE f˜W(A)[ξ] =
(
In −M 1/2k QkM
1/2
k
)
ξΛk −M 1/2k Q˙kM
1/2
k AΛk,
(B.35)
où Qk = (M
1/2
k NkM
1/2
k )
−1/2 et Q˙k est la solution de l’équation de Sylvester
QkQ˙k + Q˙kQk = −M
−1/2
k N
−1
k N˙kN
−1
k M
−1/2
k .
Les trois équations de Sylvester ci-dessus possèdent des solutions uniques carQk est symétrique
positive définie dans les trois cas.
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Logarithme matriciel et ses dérivées
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Dans cette annexe, nous présentons des méthodes pour évaluer numériquement le loga-
rithme matriciel et ses dérivées de Fréchet première et seconde. Dans cette thèse, nous utili-
sons ces outils pour estimer les critères de diagonalisation conjointe approximée du chapitre 2
basés sur la distance riemannienne naturelle et sur la distance log-euclidienne, ainsi que leurs
gradients et hessiennes, qui sont donnés dans l’annexe B. Soient Mn = Cn×n, M l’ensemble
des matrices de Mn qui n’ont pas de valeurs propres sur la ligne fermée R− et N l’ensemble
des matrices de Mn dont les valeurs propres sont dans {λ ∈ C : −pi < I(λ) < pi}, où I(·)
retourne la partie imaginaire de son argument. Une matrice Y ∈Mn est un logarithme de X
dansM si exp(Y ) = X, où exp(·) est l’exponentielle matricielle définie par la série
exp(Y ) =
∞∑
k=0
Y k
k!
. (C.1)
Il y a un unique logarithme Y de X dans N , qu’on appelle le logarithme principal de X
noté log(X) [58, théorème 1.31]. L’estimation numérique du logarithme matriciel est un sujet
étudié dans de nombreux travaux, voir par exemple [6-8, 35, 37, 47, 57, 58, 70, 71]. Pour
estimer la dérivée première, on trouve une méthode générale valable pour toute fonction dif-
férentiable dans [58, chapitre 3] et la méthode qui constitue l’état de l’art pour le logarithme
matriciel est l’algorithme spécifique proposé dans [8]. Pour la dérivée seconde, on trouve une
méthode générale valable pour toute fonction différentiable deux fois dans [60]. Cependant,
aucun algorithme spécifique au logarithme matriciel n’existe.
Notre contribution est d’étendre les méthodes de [8], qui permettent d’estimer le logarithme
matriciel et sa dérivée première, afin de développer une méthode spécifique pour évaluer la
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dérivée seconde du logarithme matriciel. Dans la section C.1, nous rappelons les définitions et
les propriétés des dérivées (de Fréchet) première et seconde puis nous définissons un nouvel
opérateur lié à la dérivée seconde et qui possède les propriétés essentielles pour étendre les
travaux de [8]. Dans la section C.2, nous expliquons les méthodes qui permettent d’estimer
le logarithme et sa dérivée première puis nous développons une nouvelle méthode qui permet
d’évaluer la dérivée seconde du logarithme matriciel. Enfin, dans la section C.3, nous donnons
les algorithmes détaillés dans le cas complexe et dans le cas réel.
C.1 Dérivées de Fréchet
On s’intéresse aux dérivées de Fréchet première et seconde de fonctions f définies de
Mn dans Mn et différentiables deux fois. Dans la section C.1.1, nous présentons les dérivées
première et seconde et nous rappelons leurs propriétés par rapport à la somme, au produit, à
la composition et à l’inversion de fonctions. La dérivée de Fréchet seconde ne possède pas la
propriété par rapport à l’inversion de fonctions qui est centrale pour étendre les travaux de [8].
Dans la section C.1.2, nous proposons un nouvel opérateur pour remédier à ce problème. Nous
montrons que cet opérateur possède toutes les propriétés souhaitées et qu’il permet d’obtenir
la dérivée de Fréchet seconde.
C.1.1 Dérivées première et seconde
L’ensemble des résultats présentés dans cette section est issu de [18, 58, 60]. La dérivée
de Fréchet première d’une fonction f : Mn → Mn au point X ∈ Mn, notée D f(X), est
l’application linéaire de Mn vers Mn telle que, pour tout ξ ∈Mn,
D f(X)[ξ] = f(X + ξ)− f(X) + o(‖ξ‖). (C.2)
La dérivée de Fréchet est proche de la dérivée de Gâteaux ou dérivée directionnelle, qui est
donnée par
lim
t→0
f(X + tξ)− f(X)
t
. (C.3)
En effet, si la dérivée de Fréchet existe, alors elle est égale à la dérivée de Gâteaux et si
la dérivée de Gâteaux existe, est linéaire par rapport à ξ et est continue par rapport à X,
alors c’est aussi la dérivée de Fréchet. Soient deux fonctions différentiables g : Mn → Mn et
h : Mn →Mn. La fonction f = αg + βh est différentiable et
D f(X)[ξ] = αD g(X)[ξ] + βDh(X)[ξ]. (C.4)
La fonction f = gh est différentiable et
D f(X)[ξ] = D g(X)[ξ]h(X) + g(X) Dh(X)[ξ]. (C.5)
La fonction f = g ◦ h est différentiable et
D f(X)[ξ] = D g(h(X)) [Dh(X)[ξ]] . (C.6)
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Enfin, si f et f−1 sont toutes deux définies et différentiables, alors en prenant X ∈ Mn,
Y = f(X) et ξ ∈Mn, on a la relation
D f(X)
[
D f−1(Y )[ξ]
]
= ξ. (C.7)
La dérivée de Fréchet seconde d’une fonction f : Mn → Mn au point X ∈ Mn, notée
D2 f(X), est l’application bilinéaire de (Mn)2 vers Mn telle que, pour tout (ξ,η) ∈ (Mn)2,
D2 f(X)[ξ,η] = D f(X + η)[ξ]−D f(X)[ξ] + o(‖η‖). (C.8)
Elle correspond à la dérivée de Fréchet de l’application X 7→ D f(X). Cette application est
symétrique par rapport à ses deux variables, i.e.,
D2 f(X)[ξ,η] = D2 f(X)[η, ξ]. (C.9)
Soient deux fonctions deux fois différentiables g : Mn → Mn et h : Mn → Mn. La fonction
f = αg + βh est deux fois différentiable et
D2 f(X)[ξ,η] = αD2 g(X)[ξ,η] + βD2 h(X)[ξ,η]. (C.10)
La fonction f = gh est deux fois différentiable et
D2 f(X)[ξ,η] = D g(X)[ξ] Dh(X)[η] + D g(X)[η] Dh(X)[ξ]
+ D2 g(X)[ξ,η]h(X) + g(X) D2 h(X)[ξ,η]. (C.11)
La fonction f = g ◦ h est deux fois différentiable et
D2 f(X)[ξ,η] = D2 g(h(X)) [Dh(X)[ξ],Dh(X)[η]] + D g(h(X))
[
D2 h(X)[ξ,η]
]
. (C.12)
Pour illustrer, prenons f(X) = X2. La dérivée première est D f(X)[ξ] = Xξ+ ξX. Pour
prouver ce résultat, on peut soit employer la définition (C.2) en remarquant que f(X + ξ)−
f(X) = Xξ + ξX + ξ2, soit utiliser (C.5) avec g(X) = h(X) = X. La dérivée seconde
est quant à elle D2 f(X)[ξ,η] = ηξ + ξη. Dans ce cas également, on trouve le résultat en
employant la définition (C.8) ou la propriété (C.11) avec g(X) = h(X) = X. De plus, on a
f−1(X) = X1/2 et, en utilisant (C.7), on obtient que ξ1/2 = D f−1(X)[ξ] est la solution de
l’équation de Sylvester X1/2ξ1/2 +ξ1/2X
1/2 = ξ. Nous revenons sur cet exemple pour la dérivée
seconde à la fin de la section C.1.2.
C.1.2 Un nouvel opérateur lié à la dérivée de Fréchet seconde
Pour définir notre nouvel opérateur, la clé est d’adopter un formalisme différent de celui
utilisé dans la section C.1.1. Dans la suite, f : Mn → Mn est une fonction deux fois différen-
tiable. Commençons par définir l’opérateur Df comme l’application de (Mn)2 vers Mn telle
que, pour tout (X, ξ) ∈ (Mn)2,
Df(X, ξ) = D f(X)[ξ]. (C.13)
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Étant donné (X, ξ) ∈ (Mn)2, on définit l’opérateur D2f(X, ξ) comme la dérivée première
de Df à (X, ξ), i.e., D2f(X, ξ) = D(Df)(X, ξ). Autrement dit, D2f(X, ξ) est l’application
bilinéaire de (Mn)2 vers Mn telle que, pour tout (η,ν) ∈ (Mn)2,
D2f(X, ξ)[η,ν] = Df(X + η, ξ + ν)−Df(X, ξ) + o(‖(η,ν)‖). (C.14)
L’opérateur D2 est lié à la dérivée de Fréchet seconde. En effet, on peut montrer que
D2f(X, ξ)[η,ν] = D2 f(X)[ξ,η] + D f(X)[ν]. (C.15)
En particulier, on obtient la dérivée de Fréchet seconde avec
D2 f(X)[ξ,η] = D2f(X, ξ)[η,0n]. (C.16)
L’opérateur D2 s’avère également très utile lorsqu’on manipule des champs de vecteurs, i.e.,
lorsque ξ est fonction de X et qu’on souhaite différencier X 7→ D f(X)[ξ(X)] 1. On a alors
D (D f(X)[ξ(X)]) [η] = D2f(X, ξ(X)) [η,D ξ(X)[η]] . (C.17)
Proposition C.1
Soient deux fonctions différentiables deux fois g : Mn →Mn et h : Mn →Mn. L’opérateur D2
a les propriétés suivantes par rapport à la somme, au produit, à la composition et à l’inversion.
La fonction f = αg + βh est différentiable deux fois et
D2f(X, ξ)[η,ν] = αD2g(X, ξ)[η,ν] + βD2h(X, ξ)[η,ν].
La fonction f = gh l’est aussi et
D2f(X, ξ)[η,ν] = D2g(X, ξ)[η,ν]h(X) + g(X)D2h(X, ξ)[η,ν]
+Dg(X, ξ)Dh(X,η) +Dg(X,η)Dh(X, ξ).
La fonction f = g ◦ h l’est également et
D2f(X, ξ)[η,ν] = D2g(h(X),Dh(X, ξ))
[
Dh(X,η),D2h(X, ξ)[η,ν]
]
.
Enfin, si f : Mn → Mn et f−1 : Mn → Mn sont toutes deux définies et différentiables deux
fois, alors en prenant X ∈Mn, Y = f(X) et ξ,η,ν ∈Mn, on a la relation
D2f(X,Df−1(Y , ξ))
[
Df−1(Y ,η),D2f−1(Y , ξ)[η,ν]
]
= ν.
Démonstration. Pour la somme f = αg+βh, la preuve est immédiate en utilisant la définition
de l’opérateur D2. Pour le produit f = gh, on a par définition, Df(X, ξ) = Dg(X, ξ)h(X) +
g(X)Dh(X, ξ). Il suit que
D2f(X, ξ)[η,ν] = D (Dg(X, ξ)h(X) + g(X)Dh(X, ξ)) [η,ν].
1. C’est notamment le cas pour le calcul de la hessienne de la fonction de coût de diagonalisation conjointe
approximée basée sur la distance log-euclidienne (voir annexe B).
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Le résultat est obtenu en utilisant la propriété (C.5) et en remarquant que D(g(X))[η,ν] =
D g(X)[η] = Dg(X,η) et D(Dg)(X, ξ)[η,ν] = D2g(X, ξ)[η,ν]. Pour la composition f =
g ◦h, on a par définition, Df(X, ξ) = Dg(h(X),Dh(X, ξ)). Soit h : (Mn)2 → (Mn)2 telle que
h(X, ξ) = (h(X),Dh(X, ξ)). Il suit que Df = (Dg) ◦ h et (C.6) entraîne
D2f(X, ξ)[η,ν] = D(Dg)(h(X, ξ))
[
Dh(X, ξ)[η,ν]
]
.
Le résultat est obtenu en remarquant que Dh(X, ξ)[η,ν] = (Dh(X,η),D2h(X, ξ)[η,ν]).
Pour l’inversion, le membre de gauche de l’équation est obtenu en utilisant la propriété pour
la composition avec g = f et h = f−1 et le membre de droite est obtenu en considérant
ϕ(Y ) = Y pour laquelle on a Dϕ(Y , ξ) = ξ et D2ϕ(Y , ξ)[η,ν] = ν.
Pour illustrer, reprenons la fonction f(X) = X2 pour laquelle on a Df(X, ξ) = Xξ+ξX.
Dans ce cas, on obtient D2f(X, ξ)[η,ν] = ηξ+ξη+Xν+νX en utilisant la définition (C.14)
ou la propriété par rapport au produit de la propostion C.1 avec g(X) = h(X) = X. Pour la
fonction inverse f−1(X) = X1/2, la propriété par rapport à l’inversion de la proposition C.1
entraîne que ν1/2 = D2f−1(X, ξ)[η,ν] est la solution de l’équation de Sylvester
X
1/2ν1/2 + ν1/2X
1/2 = ν − ξ1/2η1/2 − η1/2ξ1/2,
où ξ1/2 = D f−1(X)[ξ] est la solution de l’équation de Sylvester X
1/2ξ1/2 + ξ1/2X
1/2 = ξ et
η1/2 = D f
−1(X)[η] est la solution de l’équation de Sylvester X1/2η1/2 + η1/2X
1/2 = η.
C.2 Évaluation du logarithme et de ses dérivées
Étant donné X ∈ M et ξ,η,ν ∈ Mn, nous présentons dans cette section les méthodes
proposées dans [8] pour évaluer le logarithme matriciel log(X) et sa dérivée D log(X)[ξ]. Nous
dérivons ensuite une nouvelle méthode pour estimer l’opérateur D2 log(X, ξ)[η,ν], qui permet
d’obtenir la dérivée de Fréchet seconde du logarithme matriciel grâce à (C.16). Quand X est
suffisamment proche de l’identité, on peut évaluer ces fonctions en utilisant des approximants
de Padé, voir par exemple [8, 58]. Lorsque ce n’est pas le cas, on rapproche X de l’identité
et on utilise une propriété du logarithme matriciel, de sa dérivée de Fréchet première et de
l’opérateur D2.
C.2.1 Logarithme et dérivée première
Nous nous plaçons d’abord dans le cas où X est suffisamment proche de l’identité In. Le
logarithme matriciel log(X) peut alors être évalué par un approximant de Padé rm(X), pour
un entier m. On peut choisir de définir la fonction rm de différentes façons. Dans [57], il est
montré qu’on obtient le meilleur équilibre entre efficacité et stabitilité numérique avec
rm(X) =
m∑
i=1
α
(m)
i
[(
1− β(m)i
)
In + β
(m)
i X
]−1
(X − In), (C.18)
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Algorithme C.1 : Logarithme matriciel et dérivée première : algorithme de base
Input : X ∈M, ξ ∈Mn
Output : log(X), D log(X)[ξ]
1 Définir X0 = X et ξ0 = ξ
2 for j = 1 à s do
3 Xj = X
1/2
j−1
4 Résoudre l’équation de Sylvester Xjξj + ξjXj = ξj−1
5 log(X) ≈ 2srm(Xs)
6 D log(X)[ξ] ≈ 2s D rm(Xs)[ξs]
où les coefficients α(m)i ∈ [0, 1] et β(m)i ∈ [0, 1] sont les poids et les noeuds de la méthode
de quadrature de Gauss-Legendre à m points. Dans ce cas, la dérivée directionnelle première
D log(X)[ξ] peut être estimée par D rm(X)[ξ] [8], où
D rm(X)[ξ] =
m∑
i=1
α
(m)
i
[(
1− β(m)i
)
In + β
(m)
i X
]−1
ξ
[(
1− β(m)i
)
In + β
(m)
i X
]−1
. (C.19)
Lorsque X n’est pas suffisamment proche de l’identité, la solution est d’utiliser le fait que
la suite X1/2s converge vers In quand s tend vers l’infini et que log(X) = 2s log(X
1/2s) et
D log(X)[ξ] = 2s D log(X
1/2s)[ξs], où ξ0 = ξ et X
1/2jξj + ξjX
1/2j = ξj−1, j ∈ {1, . . . , s}.
On obtient alors l’algorithme C.1, qui correspond à [8, algorithme 2.1]. En ce qui concerne le
choix des entiers s et m, nous renvoyons vers [7, algorithme 4.1]. L’algorithme C.1 peut être
amélioré en termes de vitesse et de précision en utilisant la décomposition de Schur [8], ce que
nous faisons dans la section C.3.
C.2.2 Extension à la dérivée seconde
En utilisant le même raisonnement, lorsque X ∈M est suffisamment proche de l’identité,
la dérivée seconde D2 log(X, ξ)[η,ν] peut être approximée par D2rm(X, ξ)[η,ν], où
D2rm(X, ξ)[η,ν] = D rm(X)[ν]−
m∑
i=1
α
(m)
i β
(m)
i M
(m)
i
(
ηM
(m)
i ξ + ξM
(m)
i η
)
M
(m)
i , (C.20)
avecM (m)i = [(1−β(m)i )In+β(m)i X]−1. LorsqueX n’est pas suffisamment proche de l’identité,
on peut utiliser la relation
D2 log(X, ξ)[η,ν] = 2sD2 log(Xs, ξs)[ηs,νs], (C.21)
où, pour j ∈ {1, . . . , s},Xj = X1/2j , ξ0 = ξ etXjξj+ξjXj = ξj−1, η0 = η etXjηj+ηjXj =
ηj−1, ν0 = ν et Xjνj + νjXj = νj−1 − ξjηj − ηjξj . On obtient enfin l’algorithme C.2.
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Algorithme C.2 : Logarithme matriciel et ses dérivées : algorithme de base
Input : X ∈M, ξ,η,ν ∈Mn
Output : log(X), D log(X)[ξ], D2 log(X, ξ)[η,ν]
1 Définir X0 = X, ξ0 = ξ, η0 = η et ν0 = ν
2 for j = 1 à s do
3 Xj = X
1/2
j−1
4 Résoudre les équations de Sylvester :
5 Xjξj + ξjXj = ξj−1
6 Xjηj + ηjXj = ηj−1
7 Xjνj + νjXj = νj−1 − ξjηj − ηjξj
8 log(X) ≈ 2srm(Xs)
9 D log(X)[ξ] ≈ 2s D rm(Xs)[ξs]
10 D2 log(X, ξ)[η,ν] ≈ 2sD2rm(Xs, ξs)[ηs,νs]
C.3 Algorithmes
Dans cette section, nous détaillons l’algorithme C.2. Nous faisons la distinction entre le
cas où les matrices manipulées sont complexes et celui où elles sont réelles. Pour construire
des algorithmes efficaces, nous utilisons en effet la décomposition de Schur qui n’est pas la
même dans le cas complexe que dans le cas réel. Bien qu’il soit possible d’utiliser l’algorithme
complexe lorsqu’on manipule des matrices réelles, l’algorithme réel est avantageux en termes de
vitesse, de mémoire et de précision [8]. Si on enlève les lignes qui correspondent à l’évaluation de
la dérivée seconde du logarithme matriciel, les algorithmes donnés se réduisent aux algorithmes
5.1 et 6.1 de [8]. Notre contribution revient ainsi à ajouter les lignes 17, 18, 22, 23, 25, 29, 31
et 33 de l’algorithme C.3, ce qui impacte la ligne 17 de l’algorithme C.4. Ces modifications
permettent ainsi de calculer D2 log(X, ξ)[η,ν] pour, essentiellement, le même coût de calcul.
C.3.1 Cas complexe
Dans le cas complexe, la décomposition de Schur d’une matrice X est
X = QTQH , (C.22)
où Q est une matrice unitaire et T est une matrice triangulaire supérieure appelée forme
de Schur de X (voir par exemple [54] pour plus de détails). L’opérateur ·H correspond à la
transposée conjuguée. On a alors
log(X) = Q log(T )QH ,
D log(X)[ξ] = QD log(T )[QHξQ]QH ,
D2 log(X, ξ)[η,ν] = QD2 log(T ,QHξQ)[QHηQ,QHνQ]QH .
(C.23)
Travailler avec une matrice triangulaire est moins coûteux et plus précis [8]. On obtient enfin
l’algorithme C.3.
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Algorithme C.3 : Logarithme matriciel et ses dérivées : algorithme complexe
Input : X ∈M, ξ,η,ν ∈Mn
Output : log(X), D log(X)[ξ], D2 log(X, ξ)[η,ν]
1 Calculer la décomposition de Schur complexe X = QTQH
2 T 0 = T
3 Déterminer les entiers s et m comme dans [7, algorithme 4.1]
4 for j = 1 à s do
5 Calculer T j = T
1/2
j−1 avec la récurrence donnée dans [22] et [58, algorithme 6.1]
6 R = T s − In
7 Remplacer la diagonale et la première super-diagonale de R par celles de T
1/2s
0 − In
évaluées avec [6, algorithme 2] et [59, équation (5.6)]
8 Y = 0n
9 for i = 1 à m do
10 Résoudre (In + β
(m)
i R)U = α
(m)
i R d’inconnue U par substitution
11 Y ← Y +U
12 Y ← 2sY
13 Remplacer la diagonale de Y par le logarithme de la diagonale de T 0
14 Remplacer la première super-diagonale de Y par [58, équation (11.28)]
15 log(X) = QY QH
16 ξ0 = Q
HξQ
17 η0 = Q
HηQ
18 ν0 = Q
HνQ
19 for j = 1 à s do
20 Résoudre les équations de Sylvester (par substitution) :
21 T jξj + ξjT j = ξj−1 d’inconnue ξj
22 T jηj + ηjT j = ηj−1 d’inconnue ηj
23 T jνj + νjT j = νj−1 − ξjηj − ηjξj d’inconnue νj
24 L = 0n
25 L = 0n
26 for i = 1 à m do
27 M
(m)
i = [In + β
(m)
i R]
−1
28 V = α
(m)
i M
(m)
i ξsM
(m)
i
29 W = α
(m)
i M
(m)
i (νs − β(m)i (ξsM (m)i ηs + ηsM (m)i ξs))M (m)i
30 L← L+ V
31 L← L+W
32 D log(X)[ξ] = 2sQLQH
33 D2 log(X, ξ)[η,ν] = 2sQLQH
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C.3.2 Cas réel
Dans le cas réel, la décomposition de Schur d’une matrice X est
X = QTQT , (C.24)
où Q est une matrice orthogonale et T est une matrice quasi-triangulaire supérieure, i.e., une
matrice triangulaire supérieure par bloc dont les blocs diagonaux sont de dimension 1× 1 ou
2× 2. L’équation (C.23) reste valide dans le cas réel et on obtient enfin l’algorithme C.4.
Algorithme C.4 : Logarithme matriciel et ses dérivées : algorithme réel
Input : X ∈M, ξ,η,ν ∈ Rn×n
Output : log(X), D log(X)[ξ], D2 log(X, ξ)[η,ν]
1 Calculer la décomposition de Schur réelle X = QTQT
2 T 0 = T
3 Déterminer les entiers s et m comme dans [7, algorithme 4.1]
4 for j = 1 à s do
5 Calculer T j = T
1/2
j−1 avec la récurrence donnée dans [56] et [58, algorithme 6.7]
6 R = T s − In
7 Remplacer les blocs diagonaux de R par ceux de T
1/2s
0 − In évalués avec [6,
algorithme 2] pour les blocs 1× 1 et avec [7, algorithme 5.1] pour les blocs 2× 2 (où
les racines carrées sont estimées avec [58, équation (6.9)])
8 for i = 1 à n− 1 do
9 if Ri,i et Ri+1,i+1 sont dans des blocs 1× 1 then
10 Recalculer Ri,i+1 avec [59, équation (5.6)]
11 Évaluer Y comme dans les lignes 8 à 12 de l’algorithme C.3
12 Remplacer les blocs diagonaux de Y par log((T 0)i,i) pour les blocs 1× 1 et en
utilisant [8, équation (6.1)] pour les blocs 2× 2
13 for i = 1 à n− 1 do
14 if Y i,i et Y i+1,i+1 sont dans des blocs 1× 1 then
15 Recalculer Y i,i+1 avec [58, équation (11.28)]
16 log(X) = QY QT
17 Exécuter les lignes 16 à 33 de l’algorithme C.3 pour obtenir D log(X)[ξ] et
D2 log(X, ξ)[η,ν]

Annexe D
Sous-variétés de GLn : Preuves
Cette annexe contient les preuves des propositions 3.3, 3.5, 3.6 et 3.8 qui se trouvent
dans la section 3.2 du chapitre 3. Ces propositions concernent l’intégration de la contrainte
oblique (1.7) et de la contrainte intrinsèque (1.8) dans des sous-variétés de GLn. Dans chaque
cas, nous considérons trois structures riemanniennes qui proviennent de (i) GLn équipé de la
métrique invariante à gauche définie dans (1.47), (ii) GLn équipé de la métrique invariante à
droite également définie dans (1.47) et (iii) la variété polaire Pn. Les preuves données ici sont
celles des projecteurs orthogonaux sur les espaces tangents et des hessiennes riemanniennes.
Contrainte oblique
Preuve de la proposition 3.3
Étant donné B ∈ Mon, l’espace normal à TBMon lorsque GLn est équipé de la métrique
invariante à gauche, défini par {η ∈ Rn×n : 〈ξ,η〉`B = 0,∀ξ ∈ TBMon}, est {BBTΛB : Λ ∈
Dn}. Cet espace possède en effet la bonne dimension, qui est n, et pour tout ξ ∈ TBMon
〈ξ,BBTΛB〉`B = tr(ξBTΛ) = tr(ddiag(ξBT )Λ) = 0.
De ce fait, P o,`B (Z) = Z −BBTΛo,`B et Λo,` est la matrice diagonale solution de l’équation
ddiag(P o,`B (Z)B
T ) = 0n, qui peut être vectorisée par(
BBT BBT ) diag(Λo,`) = diag(ZBT ).
Comme B ∈ GLn, BBT est positive définie et le théorème du produit de Schur assure que
BBT BBT est inversible, ce qui complète la preuve pour le projecteur P o,`.
De la même façon, l’espace normal à TBMon quand GLn est équipé de la métrique invariante
à droite est {ΛBBTB : Λ ∈ Dn}. Il suit que P o,rB (Z) = Z−Λo,rBBTB. Enfin, la résolution
de ddiag(P o,rB (Z)B
T ) = 0n amène Λo,r = ddiag(ZBT ) ddiag
(
(BBT )2
)−1.
Pour terminer, étant donné B ∈Mo,Pnn , l’espace normal à TBMo,Pnn dans TBPn est donné
par {(S sym(ΛS)S,0n) : Λ ∈ Dn}. En effet, on peut réécrire TBMo,Pnn = {(ξS , ξU ) ∈ TBPn :
ddiag(ξSS) = 0n} et pour tout (ξS , ξU ) ∈ TBMo,Pnn , on a
〈(ξS , ξU ), (S sym(ΛS)S,0n)〉PnB = tr(ξS sym(ΛS)) = tr(ξSSΛ) = tr(ddiag(ξSS)Λ) = 0.
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Donc P o,PnB (Z) = (ZS − S sym(SΛo,Pn)S,ZU ) et pour que P o,PnB (Z) soit dans TBMo,Pnn ,
Λo,Pn doit être solution de l’équation ddiag((ZS − S sym(SΛo,Pn)S)S) = 0n, qui peut être
vectorisée par (
S3  S + S2  S2) diag(Λo,Pn) = 2 diag(ZSS).
Comme S ∈ S++n , toute puissance de S est positive définie et le théorème du produit de Schur
assure que S3S et S2S2 sont positives définies. De plus, la somme de matrices positives
définies est positive définie donc (S3S+S2S2) est inversible, ce qui complète la preuve.
Preuve de la proposition 3.5
Par définition, on a
hesso,` f(B)[ξ] = P
o,`
B
(
∇`ξP o,`B (grad` f(B))
)
= P o,`B
(
hess` f(B)[ξ]−∇`ξBBTΛo,`B
)
,
où Λo,` est définie dans la proposition 3.3 pour Z = grad` f(B). On peut montrer que
∇`ξBBTΛo,`B = BBT D Λo,`[ξ]B + sym(ξBT )Λo,`B +B sym(B−1ξBTΛo,`B).
Comme BBT D Λo,`[ξ]B est dans l’espace normal à TBMon, P o,`B (BBT D Λo,`[ξ]B) = 0n. La
formule de hesso,` f(B)[ξ] est obtenue en fusionnant les deux équations ci-dessus.
De la même façon, on obtient
hesso,r f(B)[ξ] = P
o,r
B
(
hessr f(B)[ξ]−∇rξΛo,rBBTB
)
,
où Λo,r est définie dans la proposition 3.3 pour Z = gradr f(B). On peut montrer que
∇rξΛo,rBBTB = D Λo,r[ξ]BBTB + Λo,r
(
ξBTB +B sym(ξTB)
)
+ sym(BBTΛo,rξB
−1)B − ξB−1 sym(BBTΛo,r)B.
La formule de hesso,r f(B)[ξ] est ici aussi obtenue en remarquant que D Λo,r[ξ]BBTB est
dans l’espace normal à TBMon et en fusionnant les deux équations ci-dessus.
SurMo,Pnn , on obtient
hesso,Pn f(B)[Ξ] = P o,PnB
(
hessPn f(B)[Ξ]−∇PnΞ (S sym(SΛo,Pn)S,0n)
)
,
où Λo,Pn est définie dans la proposition 3.3 pour Z = gradPn f(B). De plus, on a
∇PnΞ (S sym(SΛo,Pn)S,0n) = (sym(ξS sym(SΛo,Pn)S),0n)
+ (S sym(ξSΛo,Pn + SD Λo,Pn [Ξ])S,0n) .
(S sym(SD Λo,Pn [Ξ])S,0n) est dans l’espace normal de TBMo,Pnn et sa projection par P o,PnB
est donc l’élément nul. La formule de la hessienne est enfin obtenue en fusionnant les deux
équations ci-dessus.
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Preuve de la proposition 3.6
Étant donné B ∈ Min, l’espace normal à TBMin lorsque GLn est équipé de la métrique
invariante à gauche est {BBTΛQT : Λ ∈ Dn}. En effet, cet espace est de dimension n et
pour tout ξ ∈ TBMin
〈ξ,BBTΛQT 〉`B = tr(B−1ξ(BTΛQT )T ) = tr(ξQΛ) = tr(ddiag(ξQ)Λ) = 0.
De ce fait, P i,`B (Z) = Z −BBTΛi,`QT et Λi,` est la matrice diagonale solution de l’équation
ddiag(P i,`B (Z)B
T ) = 0n, qui peut être vectorisée par(
BBT QTQ) diag(Λi,`) = diag(ZQ).
Comme B ∈ GLn et Q ∈ GLn, BBT et QTQ sont positives définies et le théorème du produit
de Schur assure que BBT QTQ est inversible, ce qui complète la preuve pour P i,`.
De la même façon, on peut montrer que l’espace normal à TBMin quand GLn est équipé
de la métrique invariante à droite est {ΛQTBTB : Λ ∈ Dn}. Le projecteur orthogonal
est donc de la forme P i,rB (Z) = Z − Λi,rQTBTB. Résoudre ddiag(P i,rB (Z)Q) = 0n donne
Λi,r = ddiag(ZQ) ddiag(Q
TBTBQ)−1.
Étant donné B ∈ Mi,Pnn , l’espace normal à TBMi,Pnn dans TBPn est donné par
{(S sym(UQΛ)S, POnU (SΛQT )) : Λ ∈ Dn}. En effet, pour tout Ξ = (ξS , ξU ) ∈ TBMi,Pnn ,〈
Ξ,
(
S sym(UQΛ)S, POnU (SΛQ
T )
)〉Pn
B
= tr(ξS sym(UQΛ))
+ tr
(
ξTU (SΛQ
T −U sym(UTSΛQT ))) .
En remarquant que U sym(UTSΛQT ) est dans l’espace normal à TUOn, cette expression
devient 〈
Ξ,
(
S sym(UQΛ)S, POnU (SΛQ
T )
)〉Pn
B
= tr(ξSUQΛ) + tr(ξ
T
USΛQ
T )
= tr(D Γ(B)[Ξ]QΛ)
= tr(ddiag(D Γ(B)[Ξ]Q)Λ) = 0.
Il suit que P i,PnB (Z) = (ZS −S sym(UQΛi,Pn)S,ZU −POnU (SΛi,PnQT )) et Λi,Pn est obtenu
en vectorisant l’équation ddiag(D Γ(B)[P i,PnB (Z)]Q) = 0.
Preuve de la proposition 3.8
Lorsque GLn est équipée de la métrique invariante à gauche, on obtient
hessi,` f(B)[ξ] = P
i,`
B
(
hess` f(B)[ξ]−∇`ξBBTΛi,`QT
)
,
108 Annexe D. Sous-variétés de GLn : Preuves
et on peut montrer que
∇`ξBBTΛi,`QT = BBT D Λi,`[ξ]QT + sym(ξBT )Λi,`QT +BBTΛi,`Q˙
T
+B sym(B−1ξQΛi,`B)−B sym(QΛi,`B)B−1ξ.
Fusionner les deux équations ci-dessus et remarquer que P i,`B (BB
T D Λi,`[ξ]Q
T ) = 0n, car
BBT D Λi,`[ξ]Q
T est dans l’espace normal à TBMin, donne le résultat.
Quand GLn est équipée de la métrique invariante à droite, on a
hessi,r f(B)[ξ] = P
i,r
B
(
hessr f(B)[ξ]−∇rξΛi,rQTBTB
)
.
Dans ce cas, on peut montrer que
∇rξΛi,rQBTB = D Λi,r[ξ]QTBTB + Λi,r(Q˙
T
BTB +QT sym(ξTB))
+ sym(BQΛi,rξB
−1)B − ξB−1 sym(BQΛi,r)B.
Le résultat est obtenu en fusionnant les deux équations ci-dessus et en remarquant que
D Λi,r[ξ]Q
TBTB est dans l’espace normal à TBMin.
SurMi,Pnn , on obtient
hessi,Pn f(B)[Ξ] = P i,PnB
(
hessPn f(B)[Ξ]−∇PnΞ (S sym(UQΛi,Pn)S, POnU (SΛi,PnQT ))
)
,
et on peut montrer que
∇PnΞ (S sym(UQΛi,Pn)S, POnU (SΛi,PnQT )) =(
S sym
(
(ξUQ+UQ˙)Λi,Pn
)
S + sym(ξS sym(UQΛi,Pn)S),0n
)
+
(
0n, P
On
U
(
ξSΛi,PnQ
T + SΛi,PnQ˙
T − ξU sym(UTSΛi,PnQT )
))
+
(
S sym(UQD Λi,Pn [Ξ])S, P
On
U
(
SD Λi,Pn [Ξ]Q
T
))
.
La formule de hessi,Pn f(B)[Ξ] est obtenue en remarquant que le dernier terme est dans l’espace
normal à TBMin.
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Résumé — La diagonalisation conjointe approximée d’un ensemble de matrices permet de résoudre
le problème de séparation aveugle de sources et trouve de nombreuses applications, notamment pour
l’électroencéphalographie, une technique de mesure de l’activité cérébrale. La diagonalisation conjointe
se formule comme un problème d’optimisation avec trois composantes : le choix du critère à minimi-
ser, la contrainte de non-dégénérescence de la solution et l’algorithme de résolution. Les approches
existantes considèrent principalement deux critères, les moindres carrés et la log-vraissemblance. Elles
sont spécifiques à une contrainte et se restreignent à un seul type d’algorithme de résolution. Dans ce
travail de thèse, nous proposons de formuler le problème de diagonalisation conjointe selon un modèle
géométrique, qui généralise les travaux précédents et permet de définir des critères inédits, notamment
liés à la théorie de l’information. Nous proposons également d’exploiter l’optimisation riemannienne et
nous définissons un ensemble d’outils qui permet de faire varier les trois composantes indépendamment,
créant ainsi de nouvelles méthodes et révélant l’influence des choix de modélisation. Des expériences
numériques sur des données simulées et sur des enregistrements électroencéphalographiques montrent
que notre approche par optimisation riemannienne donne des résultats compétitifs par rapport aux
méthodes existantes. Elles indiquent aussi que les deux critères traditionnels ne sont pas les meilleurs
dans toutes les situations.
Mots clés : géométrie riemannienne, optimisation riemannienne, diagonalisation conjointe approxi-
mée, séparation aveugle de sources, électroencéphalographie.
Abstract — The approximate joint diagonalisation of a set of matrices allows the solution of the
blind source separation problem and finds several applications, for instance in electroencephalography,
a technique for measuring brain activity. The approximate joint diagonalisation is formulated as an
optimization problem with three components : the choice of the criterion to be minimized, the non-
degeneracy constraint on the solution and the solving algorithm. Existing approaches mainly consider
two criteria, the least-squares and the log-likelihood. They are specific to a constraint and are limited
to only one type of solving algorithms. In this thesis, we propose to formulate the approximate joint
diagonalisation problem in a geometrical fashion, which generalizes previous works and allows the
definition of new criteria, particularly those linked to information theory. We also propose to exploit
Riemannian optimisation and we define tools that allow to have the three components varying inde-
pendently, creating in this way new methods and revealing the influence of the choice of the model.
Numerical experiments on simulated data as well as on electroencephalographic recordings show that
our approach by means of Riemannian optimisation gives results that are competitive as compared
to existing methods. They also indicate that the two traditional criteria do not perform best in all
situations.
Keywords : Riemannian geometry, Riemannian optimization, approximate joint diagonalization,
blind source separation, electroencephalography.
