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Abstract
Due to its quantum behavior 4He has become crucial in the last years in the development
of cold cryo-matrices for both atomic and molecular high-resolution spectroscopy, as well
as for synthesizing new molecular species and clusters. Helium droplets are an ideal matrix
because the rare gas particles adapt softly to the dopant atom, ion or molecule (as a
consequence, spectral lines are slightly modified in comparison with the free impurity),
they behave electrically like vacuum and they are perfect for optical absorption or
polarization experiments. Moreover, 4He clusters cool down very efficiently after their
formation, reaching limiting temperatures of around 0.38 K, at which 4He drops may be
superfluid. Then helium clusters can offer the possibility of studying atomic systems that
obey different quantum statistics at a nanoscopic scale.
Motivated by these unique properties at low temperature, helium nanodroplets have been
the subject of numerous works in the last decades. Theoretical approaches to describe
4HeN doped clusters range from density functional theories (DFT) and variational
methods, to Quantum Monte Carlo (QMC) tools. In particular, one of the most powerful
techniques to calculate thermodynamical properties of quantum many-body systems like
helium clusters, is the path integral Monte Carlo (PIMC) method. This extracts physical
information from any system using properties of the density matrix with no other inputs
than particle masses and interaction potentials.
In this work, we have focused on the implementation of a PIMC code adapted to quantum
simulations of finite doped helium clusters. One of the first main goals has been to
incorporate the rotational degrees of freedom of a lineal rigid body impurity. It is well
known that assuming an infinite mass for the impurity (and therefore fixed), for those
cases in which the difference between its mass and the helium one is sufficiently large, is a
good approximation. However, we have proved that in the case of low interacting systems,
including translational and rotational degrees of freedom may be a crucial point regarding
the stability and existence of the system.
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As second point, we have also been able to develope the Ceperley and Pollock multilevel
Metropolis method, which combines configuration and permutation spaces sampling, in
order to simulate the effects of Bose exchange symmetry.
Keeping the impurity fixed at the origin, we have studied small HeN -Rb2 complexes at
low temperatures. We focus our investigation over the range 1 K ≤ T ≤ 2 K for aggregates
of different sizes containing between 10 and 40 helium atoms. The extremely weak He-Rb2
interaction, with a smaller potential well depth and a longer equilibrium bond length than
in the case of the He-He interaction, favors the preference of the alkali molecular dopant
to reside on the helium droplet surface. In spite of the slight perturbation introduced by
the rubidium dimer, it serves like a glue for the helium host that, at a given temperature,
would not exist as a pure aggregate without the presence of the dopant molecule. It is
found that the stability of the clusters increases with the number of He atoms surrounding
the Rb2 dimer. The same alkali metal diatomic molecule has been also treated as a rigid
rotor and results are compared with the previous analysis in which no rotational or
translational degrees of freedom were taken into account. Quantum effects are observed
to play a noticeable role accounting for the extra energy with respect to the fixed Rb2
case, although differences between the two approaches do not seem to be as important as
reported for some other dopants attached to helium droplets, such as OCS for example.
Probability density distributions exhibit the same overall features as the non-rotating
system, predicting the outer location of Rb2 with respect to the helium atoms in a T-shape
configuration. The stability of the two clusters under study at T = 2 K is uncertain: the
energy of He20-Rb2 is positive and for He40-Rb2 its physical existence shows dependence on
the confinements imposed on the system. However, in the previous analysis both clusters
were completely stable.
The assumption of an infinite mass of Rb2 molecule and a fixed position in the overall
cluster in bosonic helium environment does not account for quantum rotational effects
which are not negligible due to the proximity of the system to instability regions caused
by the weak interactions in play.
A basic question in helium doped clusters is the location of the impurity, which
may depend on the competing effects of impurity-He binding energy, cluster size and
temperature. In order to clarify that issue, the energetics and structures of HeN -Ca
clusters have been studied by means of PIMC calculations. Sizes ranging between N =
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10 and 40 helium atoms were considered at T = 1, 1.5, and 2 K. The comparison of
the results obtained with two current He-Ca interactions (Kleinekathofer, Chem. Phys.
Lett. 2000, 324, 40, and Lovallo and Klobukowski J. Chem. Phys. 2004, 120, 246) reveals
substantial differences regarding the precise location of the Ca impurity with respect to
the helium droplet. Whereas the use of the first potential yields a doped cluster in which
the Ca atom is solvated inside a helium cage, predictions with the much weaker He-Ca
potential by Lovallo and Klobukowski correspond to the formation of a dimple at the
surface of the outer He atoms to host the Ca atom, a situation which is consistent with
the experimental findings. The structure of that system also depends on the numer of He
atoms, however no structural changes are found as function of the simulation temperature.
The next system studied includes as impurities anionic excited helium dimers and
atoms. Ground state helium is a very tightly bound system and has the smallest dipole
polarizability of all neutral atoms. It is therefore impossible to bind an additional electron
to a ground state helium atom to constitute a stable negative ion. As excited states
of helium are much more readily polarized by an additional electron, anions can be
produced in helium droplets via electron impact forming metastable states. In this work
we suggest analytical functions for the He-He∗− and He-He∗−2 potentials and we use it as
input in PIMC calculations at 0.4 K. The results obtained are in fair agreement with the
experimental data: the molecular anion is heliophobic and migrates toward the surface
of the helium droplet, the He∗− anion is bound within the helium droplet in a six-atom
bipyramid core. Moreover, due to the non permutation exchange movement founded
involving these six atoms, we conclude that this bypiramidal structure forms a static
solid-like layer of atoms onto the atomic anion induced by the strength of the He-He∗−
interaction.
Finally, we have performed simulations of small 4He helium clusters containing a single
coronene impurity molecule. Planar aromatics molecules are particularly interesting to
study in helium droplets because they can be considered as nanoscale precursors to a bulk
graphite surface and their local quantum solvation structure may be a predecesor of the
absortion behavior of thin helium films on graphite.
Ground states structures and energies are obtained up to 70 helium atoms with an evolutive
algorithm (EA) based on energy optimization calculations. Appart from that classical
description we carried out classical Monte Carlo (CMC) and PIMC simulations to explicitly
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include thermal and nuclear quantum effects. It is found that quantum effects do alter the
classical solvation behaviour of coronene in helium clusters: whereas for EA and CMC the
impurity is totally solvated with 68 helium atoms, the corresponding distributions show
that the second shell solvation apears around 45 heliums when quantum delocalization is
included. In this work we show that quantum-mechanical treatments should be employed
to describe correctly zero point energy delocalization in these small sized systems.
Parte I
Introduccio´n
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Introduccio´n
Desde los primeros indicios de la existencia del helio en el espectro de la corona solar
(1865), e´ste siempre ha sido sido objeto de gran cantidad y variedad de estudios. Estos
estudios han abarcado un amplio rango de aplicaciones, desde la industria aeroespacial,
hasta el a´mbito sanitario, pasando por la deteccio´n de fugas a nivel industrial. Pero es, sin
duda, el descubrimiento en 1938 (Peter Kapitza [1], Jack Allen y Don Misener [2]) de la
capacidad del helio a permanecer l´ıquido incluso a temperaturas cercanas al cero absoluto
y presiones por debajo de los 25 bares, lo que le ha convertido en el fluido cua´ntico por
excelencia. Dicha caracter´ıstica es comu´n a los dos iso´topos estables del helio, el 4He (esp´ın
nuclear I = 0) y el 3He (esp´ın nuclear I = 1/2). Ambos l´ıquidos, en vez de experimentar
una transicio´n de fase al estado so´lido, sufren una transicio´n a un estado superfluido,
denominado Helio II. Esto ocurre al alcanzar una temperatura inferior a 2.18 K, en el
caso del helio boso´nico, y de 0.003 K, para el fermio´nico [3]. El paso a Helio II es debido
a que ambos iso´topos poseen un movimiento del punto cero comparable a la interaccio´n
helio-helio, lo que evita la cohesio´n necesaria para formar un so´lido. El feno´meno de la
superfluidez no so´lo ha sido detectado en el helio fluido, sino que aparece tambie´n a nivel
nanosco´pico en gotas y agregados de un taman˜o superior a 60 a´tomos [4, 5] para el 4He y
30 para gotas de 3He [6].
El estudio de estos sistemas finitos, tanto desde el punto de vista teo´rico [7–12] como
experimental [3, 13–15], ha aumentado en las u´ltimas de´cadas motivado, principalmente,
por el uso de nanogotas de helio en la te´cnica de espectroscop´ıa por aislamiento (del
ingle´s, HENDI) [16]. E´sta esta´ basada en una te´cnica ma´s general, la de aislamiento en
matrices de gases inertes a bajas temperaturas, que data de los an˜os 50, cuando fue´ ideada
simulta´neamente por los grupos de Whittle [17] y Norman [18] para el estudio de radicales
libres. En general, estos experimentos se basan en la idea de atrapar a´tomos o distintas
especies en un material r´ıgido, generalmente constituido por un gas o una mezcla de gases,
los cuales, al ser llevados a temperaturas crioge´nicas, forman un ambiente r´ıgido llamado
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4matriz. La naturaleza r´ıgida e inerte de esta matriz, junto con la baja proporcio´n de la
especie a estudiar, previenen efectos de difusio´n, haciendo que el hue´sped quede totalmente
atrapado en este medio. Adema´s, las bajas temperaturas que se alcanzan (T < 15 K)
inhiben transiciones vibro-rotacionales de las especies en estudio, permitiendo una mayor
resolucio´n espectral que la conseguida por me´todos espectrosco´picos convencionales. Dos
problemas que suelen acompan˜ar a las te´cnicas de aislamiento en matrices inertes son, por
un lado la agregacio´n entre los a´tomos y mole´culas dopantes, y por otro, la deformacio´n de
la impureza debido a la interaccio´n con la estructura cristalina de la matriz. Sin embargo,
ambos problemas pueden resolverse si dicha matriz esta´ formada por a´tomos de 4He: en
primer lugar es posible conseguir el crecimiento de la nanogota de helio sobre so´lo una
impureza [19, 20], evitando as´ı la agregacio´n, y en segundo lugar, a pesar de las bajas
temperaturas alcanzadas (0.37 K [21] en el caso de 4He y 0.15 K para 3He), la matriz
esta´ en estado l´ıquido, lo que permite, junto con la de´bil interaccio´n helio-impureza, que
el dopante no se vea afectado dra´sticamente por ningu´n agente externo.
Una propiedad fundamental de las nanogotas de helio es la capacidad para atrapar
cualquier especie con la que colisione. Como consecuencia de ello se han realizado diversos
estudios de tipo vibro-rotacional en la franja del espectro infrarojo (IR), estructurales o
de tipo electro´nico sobre una gran variedad de especies: HF[22, 23], SF6 [24–27], OCS
[5, 28, 29], (HCCCH)2 [30], (CH3OH)n [31], (CH3CN)n [31], d´ımeros de HCN [32, 33],
mole´culas de agua (H 2O)n [33, 34], complejos binarios de HCN con H2, HD, and D2 [35],
PTCDA [36], NaCs, LiCs o LiCa [37, 38], a´tomos aislados como Na [39], Li [40], Rb [41] e
incluso agregados meta´licos [42].
Diversos enfoques mecanocua´nticos han sido empleados para describir de forma teo´rica
este tipo de agregados de helio boso´nico tanto en estado puro como dopados. Entre ellos
caben destacar los me´todos Monte Carlo cua´nticos [43] como son el Diffusion Monte
Carlo (DMC) [44, 45], el Variacional [45], el me´todo de las funciones de Green [46] y
el desarrollado y utilizado en esta tesis, el me´todo Path Integral Monte Carlo [47]. Una
herramienta que ha cobrado popularidad en los u´ltimos an˜os, debido al buen compromiso
entre bajo coste computacional y precisio´n en los resultados, es la teor´ıa del funcional de
la densidad [48]. Otros me´todos explorados, aunque no tan populares, son el hypernetted
chain/Euler-Lagrange (HNC/EL) o los explicados en las referencias [49, 50]. En general,
todos estos estudios permiten, no so´lo un mejor conocimiento sobre el dopante, sino que a
trave´s de e´ste, obtienen informacio´n acerca de la propia naturaleza cua´ntica del solvente.
5Una cuestio´n ba´sica en todas estas investigaciones es la localizacio´n de la impureza con
respecto a la gota de helio, ya que permite entender las observaciones espectrosco´picas
realizadas sobre el dopante. Dependiendo del taman˜o de la gota de helio y de la intensidad
y la posicio´n del mı´nimo de la interaccio´n helio-impureza, el dopante se colocara´ bien en la
superficie de la matriz o bien solvatada en el interior de la misma. Aunque la gran mayor´ıa
de los dopantes encuentran como posicio´n energe´ticamente ma´s favorable la de solvatacio´n
[14, 51–53], e´sta pasa a un segundo plano en el caso de impurezas alcalinas meta´licas
donde, tanto a´tomos [40, 40, 54–61] como d´ımeros [40, 62–65], tienden a alojarse sobre
la superficie de la nanogota. Un caso interesante es el de los metales alcalinote´rreos, que
forman sobre la superficie cavidades o burbujas en las que residen, sin alcanzar solvatacio´n
total. Esta posicio´n intermedia ha generado, en muchas ocasiones, dudas sobre cua´l es la
estructura real de estos sistemas, en especial para los a´tomos de Ca y Mg. Para estos se
ha observado experimentalmente tanto solvatacio´n [52, 66] como localizacio´n superficial
[67–69]. Los resultados teo´ricos en energ´ıas, estructuras y espectros han sido igualmente
contradictorios [68, 70, 71], poniendose de manifiesto la fuerte dependencia de los ca´lculos
con la calidad de la superficie de energ´ıa potencial, en sistemas donde esta´n en juego
interacciones de cara´cter muy de´bil (. −8 cm−1), como es el caso.
Para sistemas con potenciales aniso´tropos de intensidad superior a la interaccio´n He-He, el
efecto de solvatacio´n puede ser analizado de manera precisa [72–74] en funcio´n del taman˜o
del agregado, consiguiendo informacio´n microsco´pica de la estructura de estos sistemas,
as´ı como de la influencia sobre ellos de la energ´ıa del punto cero del solvente.
En este trabajo se analizan con detalle los sistemas formados por pequen˜as nanogotas
de helio dopadas con distintas impurezas de diversa naturaleza, como son el d´ımero de
rubidio Rb2 (
3Σ+u ), el a´tomo de calcio, la mole´cula C24H12 y los io´nes He
∗− y He∗−2 . El
me´todo utilizado es el Path Integral Monte Carlo (PIMC), cuyas bases y caracter´ısticas
generales, as´ı como los detalles espec´ıficos llevados acabo para la implementacio´n de la
rotacio´n de rotores r´ıgidos lineales y del intercambio para part´ıculas boso´nicas, se exponen
en los primeros cap´ıtulos. Esta herramienta de simulacio´n permite obtener informacio´n del
sistema en condiciones de equilibrio termodina´mico incluyendo, adema´s, efectos cua´nticos
asociados a los nu´cleos ato´micos. Para cada uno de los sistemas estudiados se expondra´ un
ana´lisis de la superficie potencial utilizada, as´ı como las condiciones de simulacio´n PIMC
y los resultados ma´s relevantes obtenidos.

Parte II
Teor´ıa y Me´todo
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Cap´ıtulo 1
Me´todo Path Integral Monte Carlo
Este cap´ıtulo esta´ dedicado a la descripcio´n e introduccio´n al me´todo de simulacio´n de
la integral de camino o Path integral (PI) en su versio´n Monte Carlo (MC), desarrollado y
ampliamente utilizado en esta tesis.
1.1. Ecuacio´n de Schro¨dinger independiente del
tiempo
En meca´nica cua´ntica el estado f´ısico de un sistema viene descrito por la solucio´n de la
ecuacio´n de Schro¨dinger:
HˆΨ = EΨ (1.1)
Esta ecuacio´n so´lo puede ser resuelta de manera exacta para un nu´mero determinado y
reducido de casos. Para un sistema formado por un nu´mero finito de a´tomos, con sus
respectivos nu´cleos y electrones, el Hamiltoniano es de la forma:
Hˆ = Tˆn + Tˆe + Vˆne + Vˆee + Vˆnn, (1.2)
donde Tˆn y Tˆe son los operadores cine´ticos de los nu´cleos y de los electrones,
respectivamente. Los te´rminos Vˆ hacen referencia a las interacciones nu´cleo-nu´cleo (Vˆnn),
electro´n-electro´n (Vˆee) y nu´cleo-electro´n (Vˆne). Puesto que la ecuacio´n (1.2) so´lo es resoluble
anal´ıticamente para el a´tomo de hidro´geno y el sistema H+2 , conseguir soluciones a
sistemas ma´s complejos supone recurrir siempre a aproximaciones, como la aproximacio´n
de Born-Oppenheimer (BO). E´sta se basa en el hecho de que los electrones son mucho ma´s
9
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ligeros que los nu´cleos (incluso en el caso del a´tomo de helio, por ejemplo, su nu´cleo es 3600
veces mayor que la masa del electro´n) y como consecuencia de ello, los nu´cleos se mueven
ma´s lentamente. Por tanto, en buena consideracio´n, se puede suponer que los nu´cleos
esta´n fijos mientras los electrones llevan a cabo su movimiento o, equivalentemente, los
electrones ajustan sus posiciones de manera “instanta´nea” al movimiento de los nu´cleos.
El desacoplamiento de ambos movimientos se traduce en que podemos suponer que los
nu´cleos se mueven en una superficie de energ´ıa potencial (SEP) que es solucio´n de la
ecuacio´n de Schro¨dinger electro´nica:
[Tˆn + Ej(R)]Ψnj(R) = EtotΨnj(R) (1.3)
Dicha superficie, Ej(R), so´lo depende de las coordenadas nucleares (R) y del estado
electro´nico j de los electrones.
Los me´todos de simulacio´n basados en la formulacio´n PI exigen, como prerrequisito, tener
una descripcio´n detallada de esta superficie. Como u´nica excepcio´n es su versio´n ab initio,
en la que la energ´ıa de interaccio´n electro´nica es calculada on the fly durante la simulacio´n,
lo que permite, por un lado, suprimir la necesidad de tener una funcio´n anal´ıtica que
describa estas interacciones, y por otro, acoplar estados electro´nicos distintos.
Una vez se ha descrito la interaccio´n entre a´tomos o mole´culas mediante cualquier
me´todo de ca´lculo de estructura electro´nica, se puede proceder a resolver la ecuacio´n de
Schro¨dinger nuclear, Ec.(1.3).
El estudio de la dina´mica de los nu´cleos es clave para entender procesos de agregacio´n,
fragmentacio´n, colisiones, reactividad qu´ımica, superfluidez, espectroscop´ıa molecular, etc.
Es por esta razon que existen una gran variedad de me´todos dedicados a este fin, bien
provenientes de ca´lculos de estructura electro´nica, como el Hartree o Hartree-Fock [49, 75],
el Variacional [76], el me´todo DMC [77] o los me´todos de la teor´ıa del funcional de la
densidad [78], o bien a trave´s de herramientas propias de la f´ısica de los nu´cleos, como son
las simulaciones con dina´mica molecular [79] y el me´todo de paquetes de onda [80].
Un punto comu´n a todos estos tratamientos es que la temperatura esta´ ausente y se
incluye a posteriori asignando a cada nivel cua´ntico un peso estad´ıstico de tipo Boltzmann.
Los u´nicos tratamientos teo´ricos que incluyen de manera correcta la temperatura sobre
sistemas cua´nticos, son los me´todos basados en la formulacio´n PI. Introducir un concepto
como la temperatura, implica estudiar el sistema desde un punto de vista macrosco´pico,
que hace inviable conocer la funcio´n de onda del mismo. Es por ello que los me´todos PI se
basan en el estudio del sistema a partir de un concepto que veremos en la siguiente seccio´n:
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la matriz densidad.
1.2. Meca´nica Estad´ıstica: matriz densidad y la
formulacio´n Path Integral
Suponer que un sistema se encuentra a una cierta temperatura T es admitir que el
sistema no esta´ aislado, sino que intercambia de alguna manera energ´ıa con el exterior, con
el denominado ambiente. Asumimos que e´ste actu´a como un ban˜o te´rmico a temperatura T
en equilibrio con nuestro sistema. En dicho contexto, como se expone en la seccio´n 1.1, es
inviable conocer la funcio´n de onda Ψ, solucio´n de la ecuacio´n de Schro¨dinger (ver Ec. 1.3)
asociada al sistema, ya que e´ste se encuentra en un estado combinacio´n de estados puros,
|Φk〉, que denotaremos como estado mezcla. A cada estado mezcla se le asocia un operador,
la matriz densidad (ρˆ), que contendra´ toda la informacio´n del sistema, del mismo modo
que la funcio´n de onda contiene toda la informacio´n disponible sobre un estado puro:
ρˆ ≡
∑
k
pk|Φk〉〈Φk| (1.4)
donde pk es la probabilidad de que el sistema se encuentre en el estado |Φk〉. Entonces
es posible determinar las propiedades termodina´micas de un sistema macrosco´pico en
equilibrio como promedio de los posibles estados microsco´picos. Para poder calcular estos
promedios debemos saber en que´ proporcio´n, pk, esta´ representado cada microestado en el
espacio de fases, la cual vendra´ fijada por la colectividad en la que estemos trabajando. E´sta,
a su vez, vendra´ definida por las condiciones que fijan el estado de equilibrio del sistema.
Aunque la formulacio´n PI puede ser representada en una gran variedad de colectividades,
aqu´ı so´lo nos centraremos en la cano´nica, por ser la indicada para el ca´lculo de funciones
termodina´micas. En este conjunto estad´ıstico el nu´mero de part´ıculas (N), el volumen (V )
y la temperatura (T ) del sistema permanecen constantes, y sera´ la ley de distribucio´n de
Boltzmann la que determine la probabilidad de que este´ en un estado k con energ´ıa Ek, es
decir:
pk =
e−Ek/kBT
Z
(1.5)
siendo Z la funcio´n de particio´n del sistema. Si reescribimos la Ec. (1.4) en la representacio´n
de coordenadas, tendremos una matriz densidad de la forma:
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ρ(R,R′; β) = 〈R′|e−βHˆ |R〉, (1.6)
donde Hˆ es el Hamiltoniano, β = (kBT )
−1, kB la constante de Boltzman y
R ≡ (r1, r2, ..., rN) un punto del espacio de fases, con ri el vector posicio´n de la part´ıcula
i.
El valor promedio de un operador cua´ntico Aˆ a una cierta temperatura T en funcio´n
de la matriz densidad del sistema, se calcula a partir de:
〈Aˆ〉 = Z−1
∫
dR dR′ ρ(R,R′; β)〈R|Aˆ|R′〉, (1.7)
con Z definida por:
Z =
∫
dR ρ(R,R; β) (1.8)
En esta representacio´n, la probabilidad de encontrar al sistema en una configuracio´n R es:
P (R) =
ρ(R,R; β)
Z
(1.9)
En principio, si conocie´ramos la matriz densidad, ρ, del sistema a dicha temperatura,
T , podr´ıamos evaluar la integral de la Ec. (1.7). Sin embargo, para un sistema formado
por N part´ıculas interaccionando entre s´ı, es dif´ıcil tener una expresio´n anal´ıtica para la
matriz densidad a bajas temperaturas. Es entonces donde entra en juego el formalismo
PI [47, 81], con el que es posible conseguir ρ(R,R′; β) en te´rminos de un producto de M
matrices densidad a una temperatura mayor, T ′ =MT :
ρ(R,R′; β) =
∫
dR1 dR2...dRM−1 ρ(R,R1; τ) ρ(R1, R2; τ)...ρ(RM−1, R
′; τ), (1.10)
donde hemos definido τ ≡ β/M . Es importante remarcar que dicha expresio´n es exacta
para cualquier valor de M ≥ 1, pero so´lo en el caso en que τ −→ 0 podremos aproximar
cada matriz ρ(Rk, Rk+1; τ) a una expresio´n que nos permita evaluar la Ec. (1.6) con
una cierta precisio´n, que dependera´ de la aproximacio´n utilizada. En esta tesis se han
realizado los ca´lculos haciendo uso de lo que se conoce como aproximacio´n primitiva. Es
una aproximacio´n que desprecia los te´rminos de orden τ 2 y superiores en la identidad entre
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operadores de Baker-Campbell-Hausdorff [82]:
e−τ(Tˆ+Vˆ ) = e−τTˆ e−τVˆ e−
τ2
2
[Tˆ ,Vˆ ] e−
τ3
3
([Vˆ ,[Tˆ ,Vˆ ]]+[Tˆ ,[Tˆ ,Vˆ ]]) . . . (1.11)
Por lo expuesto en los pa´rrafos precedentes, vemos que en cada te´rmino de convolucio´n
de (1.10) se desprecia el conmutador entre los operadores Tˆ y Vˆ , factorizando la matriz
densidad en una parte cine´tica y otra potencial, so´lo va´lida para el caso de τ pequen˜os:
ρ(Rk, Rk+1; τ) = e
−τHˆ = e−τ(Tˆ+Vˆ ) ≈ e−τTˆ e−τVˆ . (1.12)
La convergencia de (1.12) esta´ garantizada por la fo´rmula de Trotter [83], que muestra
como la aproximacio´n primitiva se convierte en exacta en el l´ımite M −→∞.
e−βHˆ = l´ım
M→∞
(
e−βTˆ /Me−βVˆ /M
)M
(1.13)
Esto significa que eligiendo M lo suficientemente grande podemos reducir el error
introducido por esta aproximacio´n hasta un punto en que sea menor que el error estad´ıstico
asociado al propio me´todo Monte Carlo y, por tanto, seremos capaces de calcular el valor
exacto de 〈Aˆ〉.
En la representacio´n de coordenadas el operador potencial Vˆ es diagonal [84]:
〈Rk|e−τVˆ |Rk+1〉 = e−τV (Rk+1)δ(R′ − Rk+1), (1.14)
y el cine´tico se corresponde con el de part´ıcula libre [84]:
〈Rk|e−τTˆ |Rk+1〉 = (4πλτ)−Nd/2e−(Rk−Rk+1)2/4λτ , (1.15)
donde d es la dimensio´n del sistema y λ = ~2/(2mi), com mi la masa de cada una de las
part´ıculas que forman el sistema.
Incluyendo estas expresiones en (1.6), obtenemos la representacio´n PI para la matriz
densidad de un sistema cua´ntico en esta aproximacio´n:
ρ(Ro, RM ; β) = (4πλτ)
dNM/2
∫
dR1...dRM−1
exp
[
−
M∑
k=1
(Rk−1 −Rk)2
4λτ
− τ
M∑
k=1
V (Rk)
] (1.16)
La funcio´n de particio´n del sistema es la traza de la matriz densidad:
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Z = (4πλτ)dNM/2
∫
dR0...dRM exp
[
−
M∑
k=1
(Rk−1 − Rk)2
4λτ
− τ
M∑
k=1
V (Rk)
]
. (1.17)
A partir de esta ecuacio´n es posible entender co´mo el me´todo PI puede adaptarse para
resolver problemas de muchos cuerpos en re´gimen de comportamiento cua´ntico, haciendo
uso de lo que se conoce como el isomorfismo cla´sico, que detallaremos a continuacio´n.
Las propiedades termodina´micas de cualquier sistema, Ec.(1.7), se determinan sobre la
traza de la matriz densidad, lo que exige la condicio´n R1 = RM+1 en las integrales 1.16 y
1.17. Por tanto, la expresio´n de Z para un sistema cua´ntico de N part´ıculas es formalmente
ide´ntica a la funcio´n de particio´n de un sistema compuesto por N pol´ımeros anulares
formado cada uno de ellos por M mono´meros o cuentas cla´sicas (tambie´n llamadas beads o
re´plicas). Es decir, cada part´ıcula i es representada en la formulacio´n PI por un anillo con
M cuentas unidas entre s´ı por un muelle ideal de constante MkBT/4λ, como se muestra
en la figura 1.1.
Figura 1.1: Part´ıcula cua´ntica como un anillo de M = 5 cuentas.
Adema´s de este par de fuerzas, cada cuenta k experimenta la interaccio´n V con la
correspondiente cuenta k del resto de las part´ıculas que forman el sistema. La energ´ıa
asociada a uno de estos pol´ımeros queda definida como:
Ep =
M∑
k=1
1
4λτ
(Rk−1 −Rk)2 − τ
M∑
k=1
V (Rk) (1.18)
Esta visio´n introduce, con respecto al tratamiento cla´sico, la posibilidad de simular
un sistema cua´ntico en equilibrio termodina´mico haciendo uso de herramientas ya
1.2. Meca´nica Estad´ıstica: matriz densidad y la formulacio´n Path Integral 15
implementadas para sistemas cla´sicos, an˜adiendo a las simulaciones de estos u´ltimos
la deslocalizacio´n, no so´lo debida a efectos te´rmicos, sino debida tambie´n a su propia
naturaleza cua´ntica.
El nu´mero de cuentas por anillo dependera´ de la relacio´n entre los efectos cua´nticos
y te´rmicos. Una estimacio´n inicial se puede obtener a partir de la ma´xima frecuencia del
potencial (~ω) y la energ´ıa te´rmica disponible (kBT ) [85]:
M ≫ ~ω
kBT
(1.19)
Si la temperatura es lo suficientemente alta como para enmascarar los efectos cua´nticos,
necesitaremos un nu´mero bajo de cuentas para tener una correcta descripcio´n del sistema.
A una temperatura alta, la constante de cada uno de los muelles que une dos re´plicas
contigu¨as, crecera´ de tal manera que no permitira´ al anillo expandirse, forzando a la
part´ıcula a estar localizada en una regio´n del espacio. Como caso extremo, donde el
movimiento del punto cero es totalmente despreciable, la part´ıcula vendra´ descrita por
una sola cuenta. Conforme disminuye la temperatura, la expresio´n (1.19) nos indica que
el sistema requiere un nu´mero superior de cuentas, permitiendo entonces al anillo un
mayor esparcimiento, como requiere la deslocalizacio´n cua´ntica del sistema en ese intervalo
te´rmico.
Desde el punto de vista computacional, el isomorfismo implica que podemos asociar
a cada configuacio´n del sistema de pol´ımeros un peso estad´ıstico de tipo Boltzmann
(∝ e−(
∑
p Ep/kBT )) y, por tanto, recurrir a te´cnicas de muestreo cla´sicas, como son el
me´todo Monte Carlo [86] o dina´mica molecular [87]. El primero es capaz de realizar un
muestreo no determinista (estoca´stico) del espacio de configuraciones, basado en un criterio
de rechazo/aceptacio´n de movimientos aleatorios propuestos para las posiciones de los
a´tomos del sistema, como veremos ma´s adelante. Es el indicado para calcular propiedades
del sistema en equilibrio termodina´mico. Sin embargo, si adema´s queremos estudiar la
evolucio´n temporal del sistema, hemos de recurrir a la dina´mica molecular. E´sta calcula
trayectorias ato´micas en el espacio de fases, siempre a partir de unas condiciones iniciales
dadas y guiadas por la solucio´n nume´rica de las ecuaciones de movimiento. Para ello
bastara´ con introducir en el Hamiltoniano de la Ec. (1.18) el momento asociado a cada
cuenta y resolver su correspondiente ecuacio´n de Newton.
En el presente trabajo, el ca´lculo de los valores medios de distintas propiedades del sistema
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se llevara´ a cabo por el me´todo MC. E´ste, por propia construccio´n, es ergo´dico, asegurando
de este modo poder alcanzar cualquier punto del espacio de configuraciones durante la
simulacio´n, una propiedad no garantizada con la te´cnica de dina´mica molecular, debido a
su naturaleza determinista, y que puede introducir errores en las estimaciones de valores
medios.
1.3. Me´todo Monte Carlo
En general los me´todos MC abarcan todas aquellas herramientas de computacio´n que
permiten resolver problemas mediante la simulacio´n de variables aleatorias; en nuestro caso,
las configuraciones del sistema sobre las que evaluar distintas magnitudes f´ısicas. Adema´s
para un sistema en equilibrio te´rmico, el operador Aˆ asociado a esta magnitud, se evalu´a
en cada una de las configuraciones accesibles por el sistema y los resultados se promedian
segu´n la ley de distribucio´n de Boltzmann:
〈Aˆ〉 ≈ Am =
∑
j Aje
−βEj∑
j e
−βEj
. (1.20)
El muestreo sobre estas configuraciones podr´ıa realizarse generando aleatoriamente un
cierto nu´mero de puntos en el espacio de configuraciones. Sin embargo, este modo de elegir
los estados que contribuyen al ca´lculo del valor medio de A es ineficiente, dado que la
expresio´n (1.20) puede contener configuraciones irrelevantes para dicho promedio. Para
mejorar la eficiencia de este proceso, en general, se recurre a lo que se conoce como cadena
de Markov. En teor´ıa de probabilidad una cadena de Markov es un tipo de proceso aleatorio
donde un estado actual so´lo depende del estado anterior. La ventaja de esta te´cnica radica
en que permite elegir los estados que tomara´n parte en el sumatorio de la expresio´n (1.20),
de tal manera que las regiones del espacio de configuraciones que ma´s contribuyen al
promedio, sean tambie´n las ma´s frecuentes en el muestreo.
Siguiendo esta idea, Metro´polis propone un algoritmo [88] capaz de generar configuraciones
distribuidas de acuerdo a la densidad de probabilidad de una colectividad dada. La clave
esta´ en fijar de manera acertada el criterio con el que decidimos si accedemos o no a
un punto generado por nuestro algoritmo. En general, en un muestreo MC se parte de
una configuracio´n o estado o y se propone una transicio´n a otro punto n del espacio de
configuraciones, de acuerdo con una determinada probabilidad α(o→ n). En el algoritmo
original, y en el que hemos utilizado en esta tesis, dicha probabilidad es sime´trica para dos
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estados cualquiera elegidos, es decir α(o→ n) = α(n→ o).
Para este caso, el principio de balance detallado, que cualquier me´todo MC ha de mantener,
implica que en el proceso de creacio´n de la cadena de Markov se tenga que cumplir la
siguiente ecuacio´n:
P (Ro) acc(Ro → Rn) = P (Rn) acc(Rn → Ro) (1.21)
con P (Ri), la probabilidad de que el sistema este´ en el estado Ri y acc(Ri → Rj), la
probabilidad de que el paso de Ri a Rj sea aceptado.
Aplicando (1.9) obtenemos la siguiente relacio´n:
acc(Ro → Rn)
acc(Rn → Ro) =
ρ(Rn, Rn; β)
ρ(Ro, Ro; β)
. (1.22)
Existe una gran variedad [89] de posibilidades para elegir co´mo fijar el criterio de aceptacio´n
de movimientos que cumpla la ecuacio´n (1.22) y que, adema´s, permita acceder de manera
mayoritaria a los estados de ma´s peso en el espacio de configuraciones.
Pero sin duda es el algoritmo de Metro´polis [88] el que ha demostrado ser el ma´s eficiente,
y el que ha conseguido que pra´cticamente cualquier muestreo MC lo tenga implementado.
Metro´polis propuso como solucio´n que la probabilidad acc(Ro → Rn) fuera de la forma:
acc(Ro → Rn) = min
[
1,
ρ(n)
ρ(o)
]
(1.23)
Si particularizamos para el caso de la colectividad cano´nica, la ecuacio´n (1.23) se convierte
en un criterio puramente energe´tico, ya que ω = ρ(n)/ρ(o) es simplemente la exponencial
de un cambio en la energ´ıa del sistema al pasar de un estado o, con energ´ıa Eo, al posible
nuevo estado n de energ´ıa En :
w = e−(En−Eo)/kBT (1.24)
En la pra´ctica, el algoritmo de Metro´polis en la colectividad cano´nica se implementa
siguiendo el diagrama de flujo de la figura 1.2: partiendo de una configuracio´n inicial Ro con
energ´ıa Eo, el siguiente punto del muestreo sera´ el propuesto Rn si la energ´ıa del sistema
disminuye con respecto al estado anterior (En < Eo). En caso de que la energ´ıa aumente,
el movimiento se acepta con una probabilidad w y se rechaza con una probabilidad 1−w.
Este criterio se resuelve en la pra´ctica mediante la comparacio´n del factor de Boltzmann
w con el nu´mero aleatorio ξ. Esto permite que, aunque las regiones ma´s representativas
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Figura 1.2: Esquema del algoritmo de Metro´polis.
para el muestreo sean las de mı´nima energ´ıa, sea posible alcanzar tambie´n configuraciones
de energ´ıa elevada y, por tanto, “saltar” barreras de potencial para efectuar una bu´squeda
eficiente del mı´nimo global.
Como vimos en la seccio´n 1.2, el isomorfismo con pol´ımeros cla´sicos nos permite asociar a
cada configuracio´n de nuestro sistema una energ´ıa dada por la Ec. (1.18). Esta energ´ıa, con
un te´rmino potencial y otro asociado a los muelles de cada pol´ımero, sera´ la que debamos
utilizar en el algoritmo de Metro´polis en la formulacio´n PIMC. Con el procedimiento
descrito se obtiene una cadena de estados ergo´dica, es decir, que en el proceso de muestreo
se podra´ alcanzar cualquier punto del espacio de configuraciones en un tiempo finito.
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Figura 1.3: Energ´ıa potencial del Rb2 a 1 K en funcio´n del nu´mero de pasos Monte Carlo
en el proceso de termalizacio´n del sistema.
Es importante remarcar que en cualquier cadena de Markov encontramos dos etapas
claramente diferenciadas: en la primera, denominada de termalizacio´n, el sistema
evoluciona hasta llegar a aquella regio´n del espacio de configuraciones o´ptima, en la que
podemos comenzar a recoger la estad´ıstica. El final de la primera etapa se alcanza cuando
las fluctuaciones de la energ´ıa del sistema oscilan sobre un valor promedio, como se muestra
en la figura 1.3. En el caso concreto del PIMC, el proceso de termalizacio´n conlleva por
un lado el despliegue desde la configuracio´n cla´sica, en la que todas las cuentas esta´n
superpuestas, hasta su configuracio´n cua´ntica, en la que los pol´ımeros empiezan a cobrar
forma, y por otro el acercamiento de todas las cuentas que forman cada anillo a la regio´n
del espacio ma´s relevante. Normalmente, la configuracio´n inicial en el PIMC suele ser la de
energ´ıa mı´nima del sistema cla´sico, obtenida mediante algu´n me´todo de optimizacio´n que
permita empezar la simulacio´n cua´ntica desde un mı´nimo global de la SEP. As´ı, una vez
que empieza la simulacio´n, la termalizacio´n so´lo conlleva la formacio´n y adaptacio´n de los
anillos a la regio´n de mı´nima energ´ıa del espacio de configuraciones.
1.3.1. Esquema general de una simulacio´n PIMC
En general una simulacio´n PIMC sigue el esquema representado en el diagrama 1.4.
El co´digo comienza con la lectura de los datos de entrada, como son la temperatura T , la
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masa mi de la part´ıculas del sistema, el nu´mero de cuentas M por anillo y el nu´mero de
pasos MC (nmc). Adema´s, se ha de contar con una funcio´n anal´ıtica para representar el
potencial de interaccio´n, o tener optimizado el me´todo de ca´lculo de estructura electro´nica,
de tal manera que sea posible hacerlos on the fly durante la simulacio´n.
CONFIGURACIÓN 
inicial: 
Aleatoria u  
optimizada
PARÁMETROS de 
entrada:
T,masa,nmc, M... 
 Monte Carlo CLÁSICO
PROPIEDADES:
energía, estructura, 
calor específico...
SEP:
 Función 
analítica o 
cálculos on the 
fly 
 Monte Carlo CUÁNTICO
Figura 1.4: Esquema general de una simulacio´n PIMC.
Como se expuso en la seccio´n 1.3, se suelen elegir como posiciones iniciales de los a´tomos,
las de una estructura optimizada cercana al mı´nimo global de la SEP del sistema. En teor´ıa
podr´ıa comenzarse desde cualquier otra geometr´ıa, ya que el PIMC es capaz de acceder a
cualquier punto del espacio de configuraciones, aunque para ello podr´ıa necesitar un tiempo
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demasiado largo para que fuera realmente factible. Por esta razo´n, antes de comenzar con
el ca´lculo cua´ntico es habitual realizar un estudio de optimizacio´n de la SEP y, sobre la
geometr´ıa obtenida, comenzar con una simulacio´n cla´sica, M = 1, a la temperatura T .
La configuracio´n de equlibrio resultante en el paso anterior sera´ la inicial de la simulacio´n
cua´ntica, en la que todas las cuentas que representan a una part´ıcula esta´n confinadas en
un punto. A partir de aqu´ı se ejecuta un primer ca´lculo para desplegar los anillos y que el
sistema se acerque a la zona o´ptima del espacio de configuraciones. Esto se consigue cuando
la energ´ıa del sistema se estabiliza, como ve´ıamos en la figura 1.3. Es entonces cuando se
procede recoger la estad´ıstica de todas las magnitudes a estudiar. Por u´ltimo, se calculan
los valores medios de dichas magnitudes y las distribuciones pertinentes.
1.3.2. Muestreo del espacio de configuraciones
Una vez explicado el criterio para aceptar los puntos propuestos en el espacio de
configuraciones, en esta seccio´n se intentara´ exponer los me´todos utilizados para ir
accediendo a estas regiones o, lo que es lo mismo, los modos en que podemos mover las
part´ıculas que forman el sistema de manera ma´s eficiente.
Existen multiples tipos de movimientos. El ma´s simple e intuitivo consiste en proponer en
cada paso MC so´lo el movimiento de una cuenta de una de las part´ıculas, elegida esta u´ltima
de manera aleatoria o secuencialmente. Normalmente, para acelerar el proceso de alcanzar
las zonas relevantes del espacio de configuraciones, cada cierto nu´mero de estos pasos, se
intercala un desplazamiento total de un anillo como un todo, es decir, manteniendo su
estructura. Esta combinacio´n puede ser una buena opcio´n si cada part´ıcula viene descrita
por pocas cuentas. En caso contrario, un muestreo riguroso y eficiente requiere que en
un u´nico paso se realicen movimientos colectivos de las cuentas. Los dos me´todos ma´s
utilizados con este fin son el bisection [47, 90] y el algoritmo conocido como staging [91].
El me´todo bisection fue elaborado por Ceperley y Pollock [47] al comienzo de los an˜os
noventa basa´ndose en la combinacio´n de dos conceptos ya existentes: el muestreo de Le´vy
para part´ıculas libres [92] y los algoritmos de Metro´polis de varios niveles [93].
El me´todo bisection comienza con la eleccio´n de una cuenta k de manera aleatoria de entre
las M cuentas de un anillo i. El nu´mero de cuentas del segmento que vamos a desplazar es
2lmax + 1, con lmax el nu´mero de niveles asociados al muestreo y 2
lmax = m (Fig. 1.5(a)).
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Figura 1.5: Niveles del me´todo bisection con m = 8 para una part´ıcula i. En rojo se
representan las cuentas de los extremos del segmento elegido para ser desplazado. En gris
los puntos medios de cada uno de los subsegmentos de cada nivel. Por u´ltimo en negro las
posiciones de las cuentas aceptadas.
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En el primer paso (l1 = lmax) se fijan los extremos k y k+m de la seccio´n del pol´ımero
i, y se genera una cuenta en el punto medio de ambos:
rk+m/2 =
(rk + rk+m)
2
(1.25)
Esta cuenta estara´ unida a los extremos por muelles. Para ello hemos asumido que no hay
ma´s cuentas en dicho segmento, como se indica en la figura 1.5(b) para el caso concreto
en que m = 8. Se propone un movimiento de dicha cuenta intermedia usando un nu´mero
aleatorio a partir de una distribucio´n normal η:
r
′
k+m/2 = rk+m/2 + η
√
2lmax−1λτ (1.26)
Bajo el criterio de Metro´polis se establece si el movimiento es aceptado o no. En el primer
caso, pasamos al siguiente nivel, el l2 = lmax − 1, colocando una cuenta en el punto medio
de los dos nuevos segmentos generados (Fig. 1.5(c)). Para cada nueva cuenta se propone
un movimiento del mismo modo que se hizo en (1.26):
r
′
k+m/4 = rk+m/4 + η
√
2lmax−2λτ
r
′
k+m3/4 = rk+m3/4 + η
√
2lmax−2λτ
(1.27)
De nuevo, si ambos movimientos pasan el algoritmo de Metro´polis y son aceptados,
accedemos al siguiente nivel l3 = lmax−2. As´ı sucesivamente hasta que lleguamos al primer
nivel lj = 1 (Fig. 1.5(d)) o hasta que algu´n movimiento no sea aceptado, en cuyo caso todas
las cuentas se reestablecen a su posicio´n inicial, aunque algunos movimientos intermedios
hayan sido aceptados.
El otro me´todo de muestreo, el me´todo de staging, basa la eficiencia de sus movimientos
en elegir como nuevas posiciones de las cuentas de una porcio´n de un pol´ımero, aquellas
que desacoplan sus modos de vibracio´n, permitiendo que las cuentas de este segmento sean
independientes entre s´ı. Como resultado, se consigue que gran parte de la cadena se dirija
rapidamente a la zona adecuada del espacio de configuraciones.
Al igual que en el me´todo anterior, el me´todo staging muestrea un segmento con m + 1
cuentas de un pol´ımero elegido al azar. Los extremos de dicho segmento con ı´ndices k y
k +m se mantienen fijos. Las cuentas de la porcio´n que vamos a modificar tendra´n unas
coordenadas xk+1, . . . , xk+m−1. Sobre e´sta realizamos una transformacio´n a unas nuevas
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variables u, denominadas variables de staging, definidas por:
uk+j = xk+m−1 − jxk+j+1 − xk
(j + 1)
j = 1, . . . , m− 1. (1.28)
Estas variables, como demuestra Tuckerman [81], tienen una distribucio´n proporcional a :
exp
[
− β mj
2~2τ
u2k+j
]
(1.29)
donde mj es una masa efectiva funcio´n de la masa de la part´ıcula a la que pertenecen
las cuentas en movimiento (mj = (j + 1)mj/j). De tal manera que si generamos las
configuraciones uk+j de acuerdo con su correspondiente distribucio´n Gaussiana (Ec.1.29),
podemos definir unas nuevas coordenadas:
xk+j = uk+j +
j
j + 1
xk+j+1 +
1
j + 1
xk (1.30)
que garantizan [81] el muestreo exacto de la parte de energ´ıa cine´tica de las cuentas
implicadas y dejan para Metro´polis exclusivamente la parte potencial.
En general, en la etapa de termalizacio´n es necesario establecer la amplitud de
los movimientos segu´n el me´todo utilizado. El criterio marcado es que la tasa de
aceptacio´n (nu´mero movimientos aceptados/nu´mero movimientos propuestos) ha de estar
comprendida entre un 40% y un 60% para dicho muestreo. Una vez fijada, e´sta sera´ la
utilizada en la etapa de ca´lculo de propiedades, donde el sistema ya esta´ establecido
en la regio´n ma´s relevante del espacio de configuraciones. En los me´todos de muestreo
cla´sicos se consigue esta tasa de aceptacio´n ajustando el taman˜o de desplazamiento
ma´ximo permitido para cada movimiento. Sin embargo, en los me´todos aqu´ı descritos, que
desplazan varias cuentas en el mismo paso y proporcionan directamente, por construccio´n,
la amplitud de sus movimientos, el para´metro con el que ajustar la eficiencia del muestreo
es el nu´mero de cuentas desplazadas por paso MC, es decir m. El valor de m se optimiza
de tal manera que tengamos un equilibrio entre la difusio´n del anillo en el espacio de
configuraciones y una tasa de aceptacio´n en torno al 50%. Un valor de m excesivamente
elevado puede suponer que prac´ticamente no se acepte ningu´n movimiento y, por tanto,
que al final de la simulacio´n no hayamos conseguido alcanzar la zona o´ptima para el
ca´lculo estad´ıstico. Igual de ineficiente puede resultar el caso en que m sea demasiado bajo
ya que, aunque la tasa de aceptacio´n es elevada para estos desplazamientos, la difusio´n en
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el espacio de configuraciones de anillos de cientos de cuentas es lenta, necesitando entonces
ma´s tiempo para la termalizacio´n del complejo.
1.4. Error estad´ıstico
El error estad´ıstico en una simulacio´n es el error cometido por el hecho de realizar
un muestreo finito del espacio de configuraciones para calcular cualquier propiedad A del
sistema. Es decir, suponer como estimacio´n de la media de la poblacio´n, 〈A〉, el valor de la
media, Am, de una muestra finita de NMC elementos, Ec.(1.20). Haciendo uso del teorema
central del l´ımite, sabemos que, aunque no es posible conocer el valor exacto de 〈Aˆ〉, s´ı que
es posible acotar entre que´ valores extremos se encuentra, a partir de la media de una
muestra y el error t´ıpico de dicha media, σAm : :
〈A〉 = Am ± λσAm (1.31)
σAm =
σ√
NMC
(1.32)
σ2 =
∑N
i=1(Ai − Am)2
NMC
, (1.33)
donde σ es la desviacio´n esta´ndar de los NMC datos que forman la muestra. El para´metro λ
establece lo que se conoce como nivel de seguridad en la estimacio´n de los l´ımites probables
o´ intervalos de confianza. E´ste nos da la probabilidad de no equivocarnos al afirmar que
la media poblacional esta´ en el intervalo de valores dado por ±σAm . Es normal operar
con un nivel de confianza del 95% (o lo que es lo mismo, con un nivel de probabilidad de
error al situar los l´ımites extremos de la media de un 5%), que viene fijado por un valor
de λ = 1.96 [94]. De la Ec. (1.31) se desprende que con un aumento del nivel de confianza
garantizaremos ma´s seguridad en nuestra estimacio´n, aunque menor precisio´n. E´sta sin
embargo puede aumentar con un taman˜o de la muestra mayor, ya que en este caso, la
media de la muestra se aproximara´ ma´s a la media de la poblacio´n.
Conviene aclarar que la convergencia de Am en 〈A〉 es lenta y no siempre mono´tona, es
decir, que el teorema central del l´ımite en ningu´n momento garantiza que volver a realizar
un ca´lculo sobre el mismo sistema aumentando en un factor 100 el nu´mero de puntos del
muestreo, reduzca el error exactamente en un factor 10 con respecto al primer intento, ya
que en este segundo caso la dispersio´n de los datos, σ, no tiene por que´ ser la misma que
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en la simulacio´n inicial.
-194
-192
-190
-188
-186
-184
-182
 0  100000  200000  300000  400000  500000
V 
(cm
-
1 )
Pasos MC
Figura 1.6: Serie temporal de datos MC y su valor medio (l´ınea roja).
Por propia construccio´n del me´todo, los datos extra´ıdos de una simulacio´n MC esta´n
correlacionados, es decir son estad´ısticamente dependientes. Esto nos obliga a renunciar a
aplicar las expresiones anteriores directamente sobre los datos obtenidos de la simulacio´n.
Para ello se utilizara´ el me´todo de ana´lisis por bloques, en el que se divide la serie temporal
de NMC datos en nb bloques con n valores cada uno (NMC = nbn). Los valores medios en
cada bloque forman una nueva serie temporal de longitud nb, siendo el valor medio de la
nueva serie, obtenida a partir de los promedios en cada bloque, igual que el valor medio de
los datos iniciales independientemente del taman˜o de los bloques.
El nu´mero de bloques se fija de tal manera que se garantice que los nuevos datos no este´n
correlacionados entre s´ı, lo que equivale a una funcio´n de correlacio´n cero. En genereal, dos
valores de la nueva serie de datos separados una distancia τ el uno del otro, poseen una
correlacio´n que viene dada por la siguiente expresio´n [84]:
C(τ) =
1
σ2
nb∑
j=1
n−τ∑
k=1
(A
(j)
k − Am)(A(j)k+τ − Am) (1.34)
Sobre la nueva serie de valores sin correlacio´n se calcula el error t´ıpico de la media y la
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desviacio´n esta´ndar, para obtener as´ı la estimacio´n del margen de error de nuestro ca´lculo.
En la figura 1.6 se muestran los datos obtenidos tras un ca´lculo MC para la energ´ıa potencial
del Rb2 a 1 K y el valor medio de dicha serie, 〈V 〉 = − 190.55 cm−1.
Aplicando el me´todo de promedio por bloques, se ha calculado el error asociado a dicho
valor. Como se muestra en la figura 1.7, la funcio´n de correlacio´n en te´rminos del taman˜o
del bloque, n, decrece de manera exponencial hasta alcanzar un valor estable cercano a
cero. Para el mismo taman˜o del bloque se puede apreciar co´mo el error comienza a mostrar
un valor constante, como consecuencia de la falta de correlacio´n entre los datos con los que
se esta´ haciendo el co´mputo de estas magnitudes. As´ı para el caso concreto del ejemplo, el
valor promedio de energ´ıa del sistema tendra´ un error de ± 0.027 cm−1.
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Figura 1.7: Funcio´n de correlacio´n (azul) y error (negro) en funcio´n del taman˜o de los
bloques n.
1.5. Ca´lculo de propiedades
En esta seccio´n se expondra´n brevemente las propiedades calculadas con nuestro co´digo
y el me´todo para conseguirlo.
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1.5.1. Energ´ıa
Para tener una medida de la energ´ıa del sistema es necesario asociarle a esta magnitud
un estimador con el que conseguir el valor promedio al final de la simulacio´n. Existen varios
estimadores para su ca´lculo. La eleccio´n de uno u otro esta´ marcada por la aproximacio´n
sobre la matriz densidad de nuestro co´digo y la forma funcional de la SEP. En general,
para la aproximacio´n primitiva se utilizan los dos estimadores que siguen a continuacio´n.
El primero es el denominado estimador termodina´mico [95]:
〈ET 〉 = − 1
Z
∂Z
∂β
=
3N
2τ
−
〈 M∑
i=1
(Ri − Ri−1)2
4λτ 2
+
1
M
M∑
i=1
V (Ri)
〉
(1.35)
E´ste, como vemos en la ecuacio´n (1.35), cuenta con un primer te´rmino, que hace
referencia a la energ´ıa cla´sica multiplicada por el nu´mero de cuentas. De tal manera
que para el caso M = 1 se recupera la aproximacio´n cla´sica. El segundo te´rmino es una
correccio´n al primero, aunque no se puede decir que sea un te´rmino de correccio´n cua´ntica
a la cantidad cla´sica. Como de hecho ocurre en el estimador conocido como estimador del
virial [96]:
〈EV 〉 = 3N
2β
+
〈
1
2M
N∑
i=1
M∑
α=1
(rti − rCMi )
∂V (rti)
∂rti
〉
(1.36)
con rCMi =
∑M
t=1 r
t
i/M . En este u´ltimo la energ´ıa cine´tica se obtiene como suma al valor
cla´sico. Normalmente es preferible el uso del estimador del virial, ya que es menos divergente
que el primero aqu´ı expuesto. Pero no siempre sera´ la mejor opcio´n, ya que e´ste necesita
la derivada del potencial encareciendo notablemente el tiempo de ca´lculo.
1.5.2. Funciones de distribucio´n 1 D
Estas funciones son histogramas que reproducen la distribucio´n de frecuencias de un
conjunto de datos obtenidos en la simulacio´n para una magnitud espec´ıfica. Entre los ma´s
usados cabe destacar los correspondientes a distancias interato´micas rij o a´ngulos, cosαij ,
entre direcciones espec´ıficas dentro del sistema.
So´lo la conocida como funcio´n de distribucio´n de pares, g(r), tiene una correspondencia
exacta con distribuciones experimentales obtenidas a partir de rayos X o difraccio´n de
neutrones. Esta distribucio´n nos indica la probabilidad de encontrar un a´tomo a una cierta
distancia r de otro a´tomo cualquiera, lo que nos permite cuantificar, en cierta manera, la
estructura interna del sistema.
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Para agregados formados por N part´ıculas la funcio´n de distribucio´n de pares se define
como:
g(r) =
2
N(N − 1)
〈 N∑
i<j
δ(rij − r)
〉
MC
(1.37)
donde rij es la distancia entre las part´ıculas i y j, y los corchetes indican promedio en todos
los pasos MC. Cuanto ma´s uniforme sea el perfil de esta probabilidad, menos ordenada
sera´ la estructura del agregado.
1.5.3. Funciones de distribucio´n 2 D
Es tambie´n posible realizar histogramas en funcio´n de dos variables.
El ma´s habitual suele ser en coordenadas cil´ındricas, eligiendo el or´ıgen del sistema y el
eje zˆ segu´n el sistema sobre el que vayamos a realizar el estudio, figura 1.8.
La funcio´n de distribucio´n ρ(R, z) se calcula a partir de la expresio´n:
ρ(R, z) =
2π
N
〈 N∑
i=1
δ(Ri − R)δ(zi − z)
〉
MC
(1.38)
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Figura 1.8: Proyeccio´n para realizar la distribucio´n ρ(R, z).

Cap´ıtulo 2
Rotacio´n
En este cap´ıtulo se expone la teor´ıa asociada al tratamiento en la formulacio´n PI de
una mole´cula como un rotor r´ıgido. Esta aproximacio´n permite aislar la energ´ıa cine´tica de
rotacio´n anulando cualquier efecto debido a la vibracio´n. En general es deseable, a la hora
de abordar un estudio lo ma´s completo posible sobre un sistema, tener en cuenta todos
los grados de libertad de las part´ıculas que lo forman. En el caso particular de mole´culas
inmersas en gotas de helio, debido a la diferencia de masa entre solvente y dopante, este
u´ltimo se suele considerar fijo y sin grados de libertad internos, suponiendo que dicha
aproximacio´n no afecta de manera decisiva al estudio del sistema. En nuestro caso, la
necesidad de incorporar el modelo de rotor r´ıgido a mole´culas diato´micas surge del hecho
de intentar estudiar y estimar la influencia del movimiento de rotacio´n de d´ımeros inmersos
en agregados de helio en funcio´n de la temperatura, como veremos en el cap´ıtulo 4.
2.1. Ecuacio´n de Schro¨dinger para mole´culas
diato´micas
En general, para una mole´cula formada por dos a´tomos de masas mA y mB cuyas
posiciones vienen especificadas por los vectores rˆA y rˆB respectivamente, y rµ la distancia
interato´mica, el Hamiltoniano del sistema es de la forma:
Hˆ = − ~
2
2mA
∇2rˆA −
~
2
2mB
∇2rˆB + U(rµ) (2.1)
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Haciendo un cambio de coordenadas, pasando a coordenadas internas, rˆµ, y de centro de
masa (CM), rˆCM:
rˆµ = rˆB − rˆA (2.2)
rˆCM =
mArˆA +mB rˆB
mA +mB
(2.3)
el Hamiltoniano es separable como suma de una parte que depende so´lo de las coordenadas
del CM de la mole´cula y otra que so´lo depende de las coordenadas relativas:
Hˆ = − ~
2
2MT
∇2rˆCM︸ ︷︷ ︸
HˆCM
+ [− ~
2
2µ
∇2rˆµ + U(rµ)]︸ ︷︷ ︸
Hˆrel
(2.4)
Por tanto, el problema puede reducirse a resolver la ecuacio´n de Schro¨dinger para
dos part´ıculas independientes entre s´ı: una con masa MT = mA + mB describiendo un
movimiento de part´ıcula libre, y una segunda con un moviento equivalente a una part´ıcula
de masa µ = mAmB/(mA+mB) sometida a un potencial U(rµ). Es decir, hemos separado el
movimiento de traslacio´n de toda la mole´cula del movimiento relativo (rotacio´n y vibracio´n)
de los dos a´tomos que la forman. A partir de aqu´ı so´lo nos centraremos en este u´ltimo, ya
que el movimiento traslacional del sistema como un todo, simplemente an˜ade una energ´ıa
constante no negativa a la energ´ıa total del sistema. Es por ello que elegimos como sistema
de referencia un sistema fijo (SF) con or´ıgen en el CM de la mole´cula, y como coordenadas
para especificar la posicio´n de la diato´mica en este sistema, las coordenadas esfe´ricas
(rµ, θ, φ) descritas en la figura 2.1. De este modo, el Hamiltoniano interno vendra´ dado
por la expresio´n:
Hˆrel = − ~
2
2µ
∇2rˆµ + U(rµ) (2.5)
= − ~
2
2µ
[
d2
dr2µ
+
2
r
d
drµ
]
+
Jˆ2
2µr2µ
+ U(rµ), (2.6)
donde Jˆ2 es el operador momento angular total, que depende so´lo de las coordenadas
angulares, y cuyas funciones propias son los armo´nicos esfe´ricos [97], Y MJ (θ, φ), con J el
nu´mero cua´ntico del momento angular rotacional y M su componente sobre el eje z del
SF.
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Figura 2.1: Sistema de coordenadas esfe´ricas sobre el centro de masas de la mole´cula.
2.1.1. Aproximacio´n rotor r´ıgido
Asumir el modelo de rotor r´ıgido en una mole´cula diato´mica consiste en fijar la distancia
intermolecular en su valor de equilibrio (rµ = req) y suponer que la mole´cula cambia
su orientacio´n en el espacio, manteniendo fija la posicio´n del CM. En esta aproximacio´n
la energ´ıa cine´tica interna se reduce a energ´ıa puramente rotacional. Adema´s al fijar la
distancia entre ambos a´tomos, la energ´ıa potencial, U(rµ), no cambia con el movimiento del
rotor, y por tanto, al ser constante, su valor puede ser elegido, sin pe´rdida de generalidad,
como nulo.
Entonces, el operador Hamiltoniano del movimiento relativo, eliminando las derivadas
radiales de la Ec.(2.5) y sustituyendo U(rµ) = 0, se reduce a:
Hˆrel ≈ Jˆ
2
2µr2µ
(2.7)
Con esta aproximacio´n, los estados del sistema vienen dados por los armo´nicos esfe´ricos y
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los niveles de energ´ıa permitidos para el rotor r´ıgido de dos part´ıculas son [98]:
EJ =
J(J + 1)~2
2µr2eq
(2.8)
Es importante resaltar que dicha expresio´n es independiente del nu´mero cua´ntico M , no
as´ı la funcio´n de onda, Y MJ (θ, φ), que dependera´ de los nu´meros M y J . Por tanto, la
energ´ıa esta´ degenerada: para un valor de J tendremos 2J +1 valores de M que van desde
−J hasta J con la misma energ´ıa.
Para llegar hasta aqu´ı hemos definido simplemente el sistema de ejes fijo al laboratorio
pero, si adema´s definimos un sistema de referencia fijo a la mole´cula (BF), podremos
entonces describir la rotacio´n como la orientacio´n relativa a ambos sistemas dada por los
denominados a´ngulos de Euler. En funcio´n de estos, definimos una matriz de rotacio´n
A(θ, φ, χ) con la que relacionar las coordenadas del sistema en ambos marcos de referencia:
XSF = AXBF (2.9)
As´ı, siguiendo el convenio -y establecido por M. E. Rose [97], la matriz de transformacio´n
A de las coordenadas BF a las coordenadas SF viene dada por la expresio´n:
A =

cosφ cosθ cosχ− sinφ sinχ −cosφ cosθ sinχ− sinφ cosχ cosφ sinθsinφ cosθ cosχ+ cosφ sinχ −sinφ cosθ sinχ + cosφ cosχ sinφ sinθ
−sinθ cosχ sinθ sinχ cosθ

 (2.10)
Igualmente, la inversa de esta matriz A
A−1 =

 cosφ cosθ cosχ− sinφ sinχ sinφ cosθ cosχ+ cosφ sinχ −sinθ cosχ−cosφ cosθ sinχ− sinφ cosχ −sinφ cosθ sinχ + cosφ cosχ sinθ sinχ
cosφ sinθ sinφ sinθ cosθ


(2.11)
nos proporcionara´, sabiendo las coordenadas del sistema en el SF, las coordenadas con
respecto al BF de la mole´cula:
XBF = A
−1XSF (2.12)
En nuestro caso, fijaremos el eje z del sistema rotante sobre el eje de la diato´mica,
coincidiendo, de este modo, los a´ngulos de Euler con los θ y φ definidos con anterioridad
(ver figura 2.1). La orientacio´n quedara´ totalmente descrita con ambos a´ngulos, pudiendo
2.2. Rotor r´ıgido en la formulacio´n PIMC 35
tomar cualquier valor constante o nulo para el tercero de ellos χ.
2.2. Rotor r´ıgido en la formulacio´n PIMC
Supongamos un rotor lineal i formado por dos part´ıculas separadas una distancia fija
req. El Hamiltoniano asociado, como hemos visto en la seccio´n anterior, se puede escribir
de la siguiente forma:
Hˆi = Tˆ
tra
i + Tˆ
rot
i + Vˆi, (2.13)
donde Tˆ tra representa la energ´ıa cine´tica de traslacio´n del rotor, Tˆ rot la energ´ıa cine´tica
rotacional y Vˆi es la energ´ıa potencial de interaccio´n con otros rotores o part´ıculas que
puedan formar el sistema. Para fijar la posicio´n del rotor i son necesarias seis coordenadas:
el vector ri que determina la posicio´n de su CM y, como explicamos en el apartado 2.1.1,
los tres a´ngulos de Euler Ω = (θ, φ, ψ) que establecen su orientacio´n. Siguiendo la notacio´n
del cap´ıtulo 1, tendremos que para Nrot rotores R ≡ (r1, . . . , rNrot , Ωˆ1, . . . , ΩˆNrot).
Sin pe´rdida de generalidad, podemos hacer uso de la expresio´n (1.10):
ρ(R,R′; β) =
∫
dR1 dR2...dRM−1 ρ(R,R1; τ) ρ(R1, R2; τ)...ρ(RM−1, R
′; τ) (2.14)
que factoriza la matriz densidad en M te´rminos. Si sobre cada uno de ellos aplicamos de
nuevo la aproximacio´n primitiva tendremos que cada propagador, ρ(Rk, Rk+1; τ), puede
expresarse como producto de tres componentes, una rotacional, una traslacional y una
potencial :
ρ(Rk, Rk+1; τ) = e
−τHˆ = e−τ(Tˆtra+Tˆrot+Vˆ ) ≈ e−τTˆtra e−τTˆrot e−τVˆ . (2.15)
En la representacio´n de coordenadas, cada una de estas componentes tendra´ la forma:
ρk,k+1pot,i (τ) = 〈Rk|e−τVˆ |Rk+1〉 = e−τV (Rk+1)δ(R′ −Rk+1), (2.16)
ρk,k+1tra,i (τ) = 〈Rk|e−τ ˆTtra |Rk+1〉 = (4πλτ)−N3/2e−(Rk−Rk+1)
2/4λτ (2.17)
con λ = ~2/(2MT ) siendo MT la masa total del rotor r´ıgido. Notar que ambas expresiones
son formalmente ide´nticas a las ecuaciones (1.14) y (1.15), respectivamente.
Como expresio´n anal´ıtica para la matriz densidad de rotacio´n, hemos adaptado la propuesta
36 Cap´ıtulo 2. Rotacio´n
por Noya et al. en [99] para cualquier rotor sime´trico, al caso particular de rotores lineales:
ρk,k+1rot,i (τ) =
∑
J
(2J + 1)
4π
PJ(θ˜
k+1) exp(−τEJ ) (2.18)
Como vemos, (2.18) es un sumatorio que so´lo depende de J y del a´ngulo θ˜ de orientacio´n
del rotor k + 1 con respecto al asociado a la cuenta k (ma´s detalles en la seccio´n 2.3), y
donde PJ(θ˜
k+1) son los polinomios asociados de Legendre y EJ la energ´ıa rotacional dada
por (2.8).
Una vez que tenemos una expresio´n anal´ıtica para cada una de las tres contribuciones,
potencial (2.16), traslacional (2.17) y rotacional (2.18) a la matriz densidad (2.15), podemos
calcular la funcio´n de particio´n del sistema con (1.8):
Z =
1
Nrot!
(4πλτ)3NrotM/2
∫
dR0...dRM×
exp
[
−
Nrot∑
i=1
M∑
k=1
(ri,k−1 − ri,k)2
4λτ
− τ
M∑
k=1
V (Rk)
]
Nrot∏
i=1
M∏
k=1
ρk,k+1rot,i (τ)
(2.19)
De nuevo, la expresio´n de Z nos permite asociar a cada rotor cua´ntico un anillo formado
por M cuentas cla´sicas unidas entre s´ı por un muelle, cuya constante depende de la masa
total del rotor MT y de la temperatura T con la forma MkBT/4λ. Adema´s de estas
fuerzas ela´sticas que unen una cuenta a sus dos contiguas, cada cuenta k experimenta
la interaccio´n V con la correspondiente re´plica k del resto de las part´ıculas que forman el
sistema, de manera similar a como vimos en la seccio´n 1.2 del cap´ıtulo 1. Sin embargo,
ahora aparece un te´rmino adicional que an˜ade una nueva interaccio´n sobre cada una de
las cuentas que forman el pol´ımero. La cuantizacio´n de la rotacio´n incorpora un nuevo
potencial que dependera´ de la orientacio´n relativa de la re´plica k con respecto a las cuentas
adyacentes, k − 1 y k + 1, de la misma mole´cula i. Dicho potencial se define a partir del
logaritmo de la funcio´n de particio´n [100, 101]:
uk,k+1i = −
1
β
ln(ρk,k+1rot,i ) (2.20)
Este potencial muestra un mı´nimo en torno a θ˜k,k+1i ≈ 0 (Fig. 2.2(b)), lo que se puede
interpretar como una interaccio´n que fuerza a los rotores k y k+1 a mantener orientaciones
similares, poniendo los ejes principales en paralelo.
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Figura 2.2: Rotor r´ıgido homonuclear con constante de rotacio´n Be = 10.32 cm
−1 a una
temperatura de 6 K con M = 32 cuentas.
La interpretacio´n del te´rmino
∏Nrot
i=1
∏M
k=1 ρ
k,k+1
rot,i (τ) como un potencial auxiliar nos
permite, adema´s, mantener el algoritmo de Metro´polis con un criterio puramente energe´tico
para decidir si partiendo de un estado o, el sistema accede a otro estado propuesto n. Es
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decir, si la energ´ıa total de este sistema cla´sico isomorfo a Nrot rotores lineales es
U =
Nrot∑
i=1
M∑
k=1
1
4λτ
(ri,k−1 − ri,k)2 − τ
M∑
k=1
V (Rk) +
Nrot∑
i=1
M∑
k=1
uk,k+1i (2.21)
el criterio (1.23) sera´ de la forma:
acc(Ro → Rn) = min
[
1,
ρ(n)
ρ(o)
]
= min [1, exp(−β(Un − Uo))] (2.22)
2.3. A´ngulos de Euler
Es importante aclarar el criterio elegido para fijar el sistema de referencia externo
con el que definir los a´ngulos de Euler de cada cuenta. Por conveniencia, este sistema se
define de tal manera que los a´ngulos de Euler de la replica k del rotor i son cero, es decir
Ωki = (θ
k
i , φ
k
i , χ
k
i ) ≡ (0, 0, 0). Los a´ngulos de la cuenta k + 1 se dara´n con respecto a este
sistema y los denotaremos como Ω˜k+1i = (θ˜
k+1
i , φ˜
k+1
i , χ˜
k+1
i ). Como vimos en la seccio´n 2.1.1,
siempre podemos definir un sistema fijo a la cuenta k con el eje z sobre el eje principal de
la diato´mica. El fijar como sistema SF para k+1 el sistema Ωki = 0 es equivalente a dar la
orientacio´n de la cuenta k+1 con respecto a k (Fig. 2.3). Para conseguir dicha orientacio´n,
hemos de recurrir a las matrices A y A−1 definidas en 2.1.1. De manera general, y teniendo
en cuenta que en las simulaciones PIMC se trabaja con coordenadas cartesianas definidas
desde un sistema externo y fijo al laboratorio (SL), hemos de seguir los siguientes pasos
para obtener los a´ngulos de Euler, Ω˜, relativos entre la cuenta k y la cuenta k + 1. En
primer lugar calculamos, a partir del sistema de ecuaciones dado por (2.9), los a´ngulos de
Euler (θ, φ, χ) que nos dan la orientacio´n del sistema fijo a la re´plica k, BFk, con respecto
al sistema externo SL:
XkSL = A(θ
k, φk, χk) xkBFk (2.23)
Particularizando para xkBFk = (0, 0, z
k) el sistema es de la forma:
Xk = zk cosφ sin θ
Y k = zk sinφ sin θ
Zk = zk cos θ
(2.24)
de donde es posible deducir que cos θ = Zk/zk y tanφ = Y k/Xk o φ = π/2 si Xk = 0,
quedando ambos a´ngulos totalmente determinados, salvo para el caso particular de sin θ = 0
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Figura 2.3: A´ngulo de Euler que fija la orientacio´n de la cuenta k+1 con respecto al sistema
BF asociado a la re´plica k.
en el que asignamos un valor a φ = 0, haciendo coincidir el sistema BFk con el SL.
El siguiente paso es invertir la matriz de rotacio´n A dada por la expresio´n (2.11), que nos
proporcionara´ las coordenadas de k + 1 desde el BF de la re´plica k:
xkBFk = A(θ, φ, χ)
−1 XkSL (2.25)
xk+1BFk = A(θ, φ, χ)
−1 Xk+1SL (2.26)
De nuevo, particularizando para un rotor lineal, tendremos:
xk+1 = cos φ cos θXk+1 + sin φ sin θY k+1 − sin θ Zk+1
yk+1 = − sin φ Xk+1 + cosφ Y k+1
zk+1 = − cosφ sin θ Xk+1 + sin θ sin φ Y k+1 + cos θ Zk+1
(2.27)
Por u´ltimo, para obtener la orientacio´n relativa entre las cuentas k y k + 1, es decir
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(θ˜, φ˜, χ˜), volvemos a hacer uso de la matriz de rotacio´n A˜−1 que, actuando sobre el vector
xkBF, lo hara´ rotar hasta conseguir x
k+1
BF en el sistema de coordenadas fijo a la cuenta k. En
el caso de rotores lineales, este u´ltimo paso nos confirma que la orientacio´n relativa entre
las cuentas k y k + 1 viene fijada por el coseno del a´ngulo que forman los ejes de ambas
mole´culas, θ˜, como era de esperar. Esta deduccio´n nos facilita los ca´lculos hasta tal punto
que no es necesario ni siquiera el segundo paso (2.27), ya que el coseno de un a´ngulo es
independiente del sistema de referencia elegido y, por tanto, se puede calcular a partir del
producto escalar de los vectores XkSF y X
k+1
SF directamente.
Un punto clave en las simulaciones MC es, como vimos en la seccion 1.3.2, la
implementacio´n de me´todos que permitan muestrear el espacio de configuraciones de la
manera ma´s eficiente posible. En el caso de la rotacio´n de mole´culas r´ıgidas existen mu´ltiples
algoritmos que permiten conseguir variaciones de su orientacio´n [102]. Como hemos visto
e´sta viene definida por los a´ngulos de Euler (θ′, φ′, χ′) con respecto a un sistema externo
fijo. Intuitivamente el tipo de movimiento ma´s simple que podr´ıamos realizar, para cambiar
la orientacio´n de la mole´cula, es imponer pequen˜os desplazamientos sobre cada uno de
los a´ngulos θ′, φ′, χ′. Sin embargo, este me´todo no es recomendable ya que un muestreo
aleatorio de estos a´ngulos no genera una distribucio´n uniforme de orientaciones. Es la razo´n
por la que M. P. Allen [102] propone como alternativa muestrear φ, cos θ, χ, consiguiendo
que al girar la mole´cula desde un estado concreto, la probabilidad de alcanzar cualquier
otro estado vecino en el espacio de configuraciones, sea la misma.
Otro me´todo alternativo es el propuesto por Barker y Watts [95] a finales de los an˜os
sesenta. Para el caso de mole´culas lineales, estos sugieren rotar la mole´cula un a´ngulo
δγ sobre un eje (xˆ, yˆ, zˆ) elegido de manera aleatoria. La orientacio´n de la cuenta k de la
mole´cula i viene dada por un vector unitario con componentes:
nx = cosφ
′ sin θ′
ny = sinφ
′ sin θ′
nz = cos θ
′
(2.28)
Su nueva orientacio´n se genera sin ma´s que aplicar sobre el vector nˆ la matriz T de rotacio´n
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asociada al eje de giro seleccionado:
Tx =

1 0 00 cos δγ sin δγ
0 − sin δγ cos δγ

 , Ty =

cos δγ 0 − sin δγ0 1 0
sin δγ 0 cos δγ

 , Tz =

 cos δγ sin δγ 0− sin δγ cos δγ 0
0 0 1


(2.29)
La ventaja de este me´todo, y una de las razones por las que ha sido el seleccionado en este
trabajo, es que permite guardar la orientacio´n de cada una de las re´plicas simplemente,
como un vector sobre el que se aplica la rotacio´n, con el u´nico coste de evaluar cos δγ.
Sin entrar mucho ma´s en profundidad, es necesario, antes de acabar esta seccio´n, citar
un u´ltimo mecanismo de rotacio´n de mole´culas r´ıgidas: el que se genera a partir del
ca´lculo de vectores unitarios de cuatro dimensiones, los cuaterniones [89, 103]. Aunque
e´ste es considerado el me´todo ma´s general y potente para generar nuevas orientaciones,
en rotaciones de mole´culas lineales cualquiera de los otros expuestos son equiparables en
rapidez y eficiencia en el muestreo.
2.4. Estimador energ´ıa rotacional
A partir de la expresio´n de la funcio´n de particio´n Z y haciendo uso de la ecuacio´n
(1.35), obtenemos el estimador de la energ´ıa rotacional para un rotor lineal:
Erot =
〈
1
M
M∑
k=1
[
ρk,k+1rot,i
]−1
×
∑
J
2J + 1
4π
EJ PJ(θ˜)e−τEJ
〉
(2.30)
Notar que en el l´ımite cla´sico, en el que el sistema viene representado por so´lo una cuenta,
M = 1, y por tanto θ˜k,k+1 = 0, la expresio´n anterior recupera el sumatorio de Boltzmann
para la energ´ıa de un rotor lineal una temperatura T :
Erot →
∑
J
2J+1
4pi
EJ e
−τEJ∑
J
2J+1
4pi
e−τEJ
, (2.31)
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coincidiendo con la energ´ıa promedio dada por el teorema de equiparticio´n para un rotor
lineal a esta temperatura:
〈Erot〉 = kBT (2.32)
Cap´ıtulo 3
Efecto de la Estad´ıstica: part´ıculas
indistinguibles
Hasta el momento, en todo lo expuesto sobre el me´todo Path integral no hemos
tenido en cuenta el cara´cter cua´ntico de las part´ıculas, que han sido consideradas, en
todo momento, distinguibles entre s´ı. Hemos incorporado los efectos de deslocalizacio´n
cua´ntica debidos a su masa y temperatura, pero siempre siguiendo la estad´ıstica de
Maxwell-Boltzmann. En este cap´ıtulo se explican los detalles necesarios de la inclusio´n
la estad´ıstica boso´nica, que nos permite ampliar el uso de este me´todo para agregados
formados por part´ıculas ide´nticas.
El cara´cter boso´nico de un sistema formado por part´ıculas de masa m, comenzara´ a
hacerse notable, a una determinada temperatura T , si la denominada longitud de onda
te´rmica, ΛT =
√
~2/2mkBT , es mayor que cualquiera de las distancias t´ıpicas entre las
part´ıculas del sistema, que denotaremos como d.
La longitud de onda te´rmica nos permite estimar la deslocalizacio´n de las part´ıculas de
un gas ideal a una cierta temperatura. En el caso de que esta longitud sea mayor que la
distancia d, se puede admitir que entre las funciones de onda asociadas a dichas part´ıculas
existe un cierto solapamiento, comporta´ndose como part´ıculas indistinguibles.
En la tabla 3.1 se han incluido los valores de ΛT para dos especies,
4He y Rb, con
distintas masas, 4.0026 y 85.4678 amu respectivamente, a diferentes temperaturas. Vemos
que para ambas especies aparece un cierto grado de deslocalizacio´n cua´ntica conforme
la temperatura disminuye. Sin embargo, so´lo en el caso del helio a partir de una cierta
temperatura, ΛT sera´ comparable a la distancia interato´mica. Es por ello que en general,
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se considera a los a´tomos de helio en agregados pequen˜os como part´ıculas indistinguibles
a temperaturas por debajo de 1 K [72, 104, 105]. Re´gimen en el que se abandona la idea
de que la probabilidad de que una part´ıcula ocupe un determinado estado, no depende de
si otras part´ıculas esta´n ocupando (o no) ese mismo estado, como ocurr´ıa en la meca´nica
estad´ıstica cla´sica.
T ΛT (
4He) ΛT (
85Rb)
0.4 13.8 2.98
1 8.7 1.88
2 6.17 1.33
10 2.75 0.59
298 0.87 0.1
Tabla 3.1: Longitud te´rmica, Λ(T ), en A˚, para a´tomos de 4He y Rb en a distintas
temperaturas (K).
Es por tanto, necesario, en el me´todo PIMC, reformular la expresio´n de la matriz
densidad atendiendo a la propiedad de que para estos sistemas las part´ıculas pueden ocupar
el mismo estado sin limitaciones. O equivalentemente, los estados cuya u´nica diferencia es
la permutacio´n de part´ıculas en sistemas sime´tricos, sera´n estados ide´nticos. Entonces
podremos escribir la matriz densidad de un sistema con N part´ıculas como:
ρB(Ri, Rk; β) =
1
N !
∑
P
ρ(Ri,PRk; β), (3.1)
donde P es un operador que permuta las posiciones de las part´ıculas del vector Rk
(PRk = (rP(1), . . . , rP(N))) con P(j) la permutacio´n de la part´ıcula j, N ! el nu´mero total
de permutaciones posibles y ρ la matriz densidad para boltzmaniones, tal como vimos en
el cap´ıtulo 1. Con esta nueva expresio´n para la matriz densidad, el valor esperado de un
observable se obtiene a partir de la siguiente integral:
〈Aˆ〉 = 1
N !
∑
P
∫
dR dR′ ρ(R,R′; β) 〈R|Aˆ|R′〉 Z−1 (3.2)
Pero resolver (3.2) supondr´ıa tener que evaluar un sumatorio de N ! te´rminos con N , en
general, lo suficientemente alto como para que sea una operacio´n inviable. Sin embargo, al
ser siempre la densidad boso´nica una suma de te´rminos positivos, es posible evaluar dicha
suma por un muestreo MC, ya que podemos asociar a cada permutacio´n una probabilidad
y tratarla como un posible estado del sistema. Adema´s, en vez de calcular la integral (3.2)
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sobre los M caminos con RM+1 = R0, la simetrizacio´n de la matriz densidad cambia esta
condicio´n de contorno sobre RM+1 por RM+1 = PR1.
Por tanto, en te´rminos del isomorfismo cla´sico, introducir permutaciones nos da la
posibilidad de tener no so´lo anillos cerrados con M cuentas, que so´lo se consiguen con
la permutacio´n identidad, si no que permite romperlos para formar anillos de un nu´mero
mayor de mono´meros. Por ejemplo, si sobre los N anillos, con M cuentas cada uno,
permitimos una permutacio´n entre las part´ıculas (P(i) = j,P(j) = i), esto supondr´ıa
que la u´ltima cuenta M de la part´ıcula i se une con la primera cuenta de la part´ıcula j, y
lo mismo para la primera cuenta de la part´ıcula i que quedar´ıa unida a la u´ltima de j. De
este modo tendr´ıamos un u´nico anillo formado por 2M cuentas (Fig. 3.1).
(a) (b)
Figura 3.1: Esquema simplificado de una permutacio´n involucrando so´lo dos part´ıculas,
distinguiendo en rojo la u´ltima cuenta de cada part´ıcula. En (a) se representan dos
part´ıculas distinguibles, i y j, conM = 9 cuentas cada una, mientras que en (b) se muestran
estas mismas part´ıculas formando un u´nico anillo con un nu´mero total de cuentas igual a
M = 18.
As´ı que al simular bosones con PIMC, el isomorfismo no nos lleva a identificar nuestro
sistema de N part´ıculas con N pol´ımeros cerrados, formado cada uno de ellos por M
mono´meros, sino que es posible encontrar pol´ımeros formados por un nu´mero superior
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de cuentas. Feynman adema´s sugirio´ [106] que los efectos del condensado de Bose y
la superfluidez pueden ser entendidos como una proliferacio´n de estos intercambios o
permutaciones.
Llegados a este punto es, por tanto, necesario encontrar un nuevo tipo de movimiento
que sea capaz de muestrear el espacio discreto asociado a N ! permutaciones. La dificultad
estriba en conseguir incluir desplazamientos que permitan conectar cuentas de distintos
anillos, accediendo entonces a la formacio´n de anillos mayores. Relacionados con este tipo
de muestreos, existen dos grandes me´todos capaces de simultanear movimientos tanto en
el espacio de configuraciones como en el de permutaciones: el implementado por Ceperley
y Pollock [93] a finales de los an˜os ochenta, y el algoritmo de gusano, ideado inicialmente
por Prokov’ev et al. y desarrollado y difundido por el grupo de Boninsegni [107, 108] ma´s
recientemente. Ambos algoritmos han demostrado ser efectivos [107–111] en la simulacio´n
de pequen˜os agregados de 4He (N < 100) a bajas temperaturas. Es por ello que haber
elegido en esta tesis el algoritmo de Ceperley responde simplemente a razones histo´ricas,
por ser e´ste el considerado como el me´todo cano´nico para simular este tipo de sistemas.
3.1. Muestreo de las permutaciones
El me´todo que vamos a exponer a continuacio´n establece un criterio para determinar
que´ permutaciones, entre las part´ıculas del sistema, son las ma´s probables y, sobre una de
ellas, aplica un muestreo por bisection para readaptar las posiciones de las cuentas a la
zona o´ptima del espacio de configuraciones tras la permutacio´n. Recordemos que, tal como
hab´ıamos visto en la seccio´n 1.3.2, este me´todo comienza con la eleccio´n de un segmento
entre las cuentas k y k +m (m = 2lmax) del anillo asociado a una u´nica part´ıcula i, cuyas
cuentas, a excepcio´n de los extremos, sera´n desplazadas de manera secuencial a lo largo
de lmax niveles, en los que se proponen movimientos diferentes para cada una de ellas. Ese
mismo intervalo, [k, k +m], es posible definirlo en cualquier otro a´tomo del sistema.
Supongamos entonces que tenemos localizada la cuenta k+m, de cada una de las part´ıculas
que forman el sistema. Es decir, tenemos un conjunto de N elementos cada uno de ellos
asociado a una part´ıcula i. Sobre este conjunto podremos definir permutaciones c´ıclicas, P,
de distintas longitudes, n, con n < N , con un total de NPn =
N !
n(N−n)!
diferentes por cada
longitud. Por ejemplo, para un sistema con N = 10 part´ıculas, el nu´mero de permutaciones
c´ıclicas independientes con n = 2 elementos sera´ 45, mientras que con n = 3 el nu´mero
aumenta a 240, y as´ı sucesivamente. Es importante resaltar que una permutacio´n de n
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elementos en este contexto, consistira´ en modificar la posicio´n de la cuenta k+m asociada
a cada una de las part´ıculas i de dicho subconjunto, por la posicio´n de la cuenta k + m
de otra de las part´ıculas dada por el operador P. Es decir que P actu´a intercambiando
ri,k+m, por rP(i),k+m. Volviendo al sistema formado por N = 10 part´ıculas, una de las 240
posibles permutaciones c´ıclicas de 3 de sus part´ıculas (i1, i2, i3) sera´ la que viene dada por
el operador P con la siguiente forma:
P ≡

 i1 i2 i3↓ ↓ ↓
P(i1) = i2 P(i2) = i3 P(i3) = i1

 (3.3)
de tal manera que: 
ri1,k+m ri2,k+m ri3,k+m↓ ↓ ↓
ri2,k+m ri3,k+m ri1,k+m

 (3.4)
tal como se muestra en la figura 3.2.
Este tipo de movimiento no siempre sera´ favorable desde el punto de vista energe´tico.
Es por ello que tras proponer una permutacio´n de las posiciones de la cuenta k + m, es
necesario realizar un ajuste de las posiciones del resto de cuentas del segmento [k, k +m]
de las part´ıculas que han entrado en juego en la permutacio´n para una mejor adaptacio´n
de los pol´ımeros al espacio de configuraciones. As´ı, con las nuevas posiciones, rP(i),k+m, de
las cuentas intercambiadas, se realiza el muestreo del espacio configuracional, comenzando
por un nuevo segmento entre cada ri,k y rP(i),k+m por el me´todo multinivel de bisection,
como se muestra en la figura 3.3 para el caso del ejemplo anterior.
Una cuestio´n clave es co´mo elegir la permutacio´n propuesta de entre todas las posibles.
E´sta debe ser elegida a partir de un algoritmo que sea capaz de determinar la probabilidad
de transicio´n de todas las permutaciones y elegir una entre las ma´s probables de una manera
eficiente. De esto se encarga el algoritmo heat-bath[47], que establece que: la probabilidad
de transicio´n de una permutacio´n c´ıclica de n elementos, es proporcional al cociente de la
matriz densidad del sistema permutado, ρP , y sin permutar, ρI , es decir:
T (P) = N ρP
ρI
= N e
−EP
e−EI
= N e−δE (3.5)
Teniendo en cuenta que realizar una permutacio´n no supone un cambio en la posicio´n
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Figura 3.2: Segmento [k, k + m] de tres part´ıculas i1, i2, i3, antes (a) y despue´s (b) de
permutar las cuentas con ı´ndice k +m segu´n P definida por (3.3).
de ninguna las cuentas, la energ´ıa potencial entre el sistema permutado y el sistema sin
permutar sera´ la misma y, por tanto, T (P) so´lo dependera´ de la diferencia de energ´ıa
cine´tica entre considerar la permutacio´n identidad o la permutacio´n sugerida:
δE = EP − EI (3.6)
= δK +✟✟✯
0
δV (3.7)
=
1
4mλτ
[
n∑
i=1
(ri,k − rP(i),k+m)2 −
n∑
i=1
(ri,k − ri,k+m)2
]
(3.8)
Insertando (3.6) en (3.5) tenemos que:
T (P) = N
exp
[−∑ni=1(ri,k − rP(i),k+m)2
4mλτ
]
exp
[−∑ni=1(ri,k − ri,k+m)2
4mλτ
] (3.9)
Si reagrupamos todos los te´rminos relacionados con la permutacio´n identidad
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Figura 3.3: Segmento [k, k + m] de tres part´ıculas i1, i2, i3 tras la permutacio´n dada por
(3.3) y la posterior adaptacio´n de las cuentas de dicho intervalo a una nueva configuracio´n.
(denominador) en una nueva constante de normalizacio´n N ′ y definimos cada una
de estas exponenciales del numerador en funcio´n de probabilidades de cualquier par de
part´ıculas i y j = P(i):
tij ≡ e
−(ri,k − rj,k+m)2
4mλτ (3.10)
podremos escribir T (P) como:
T (P) = N ′ e
−∑ni=1(ri,k − rP(i),k+m)2
4mλτ (3.11)
= N ′
n∏
i=1
tiP(i) (3.12)
A partir de esta expresio´n podr´ıamos calcular las probabilidades para todas las posibles
permutaciones de hasta n a´tomos de un grupo de un total de N que forman nuestro sistema.
Esto supondr´ıa que para encontrar las ma´s probales tendr´ıamos que calcular un total de
NPn permutaciones distintas para cada n desde 1 hasta N . Un nu´mero demasiado elevado
como para que resulte operativo, incluso restringie´ndonos so´lo a part´ıculas separadas
una distancia menor que su correspondiente longitud de onda te´rmica. En general se
suele abandonar el ca´lculo expl´ıcito de todas las permutaciones posibles por un me´todo
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alternativo. En e´ste la permutacio´n propuesta se genera por construccio´n de un ciclo a
partir de los elementos tij , que guardaremos y actualizaremos en toda la simulacio´n. Una
vez que tenemos la matriz de probabilidades de pares actualizada, el primer paso es elegir
un a´tomo, i1, de entre los N del sistema de manera aleatoria. El siguiente i2 se elige con
una probabilidad proporcional a ti1i2/hi1 con hi1 =
∑N
ia=1
ti1ia . Siempre que una part´ıcula
sea aceptada para formar parte del ciclo de permutaciones, pasamos a elegir la siguiente
is+1 con una probabilidad tisis+1/his con his =
∑N
ia=1
tisia , hasta que s+1 es igual a n−1, es
decir hasta que tengamos las n part´ıculas del ciclo. En caso de que alguna no sea aceptada,
elegiremos como componentes del ciclo las ya aceptadas en los pasos anteriores. Adema´s se
asignara´ una probabilidad nula a la permutacio´n con elementos repetidos. Finalmente, una
vez elegido el ciclo, la permutacio´n propuesta se aceptara´ o rechazara´ con una probabilidad
[47, 112] dada por:
p =
hi1
ti1i1
+ . . .+
hin
tinin
hi1
ti1i2
+ . . .+
hin
tini1
, (3.13)
calculada a partir de la densidad de probabilidades de P frente a la de la permutacio´n
identidad I. Si segu´n el criterio de Metro´polis generalizado:
acc(I → P) = min[1, p], (3.14)
P es aceptada, se procede al muestreo del espacio de configuraciones por el me´todo
bisection, como dec´ıamos al comienzo de este cap´ıtulo.
A pesar de que la tasa de aceptacio´n para este me´todo es baja [47], el proceso de
construccio´n de los c´ıclos es relativamente ra´pido, lo que garantiza una mayor eficiencia con
respecto al ca´lculo expl´ıcito de todas las permutaciones. Un caso especial son los sistemas
con un nu´mero muy reducido de a´tomos, en los que es posible simular part´ıculas ide´nticas
eligiendo las permutaciones de manera aleatoria. Para sistemas mayores, esta te´cnica queda
totalmente descartada por ser extremadamente ineficiente, ya que pra´cticamente el 100%
de las permutaciones propuestas son rechazadas.
Un para´metro importante en estas simulaciones es el nu´mero ma´ximo de part´ıculas
involucradas en una permutacio´n. E´ste se elige, al igual que lmax, para garantizar un
muestreo o´ptimo tanto del espacio de configuraciones como del de las permutaciones.
En general, para el caso del helio se suelen utilizar unos valores de lmax = 3 para el
nu´mero de niveles del me´todo bisection y n = 4, como valor ma´ximo de a´tomos por ciclo
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[113]. A pesar de que toda permutacio´n siempre se puede escribir como un producto de
permutaciones de pares, una simulacio´n de 4He en el intervalo de temperaturas en el que
los intercambios entre cuentas son ma´s numerosos, siempre exige permitir permutaciones
de ma´s de dos a´tomos [114, 115]. Normalmente en el proceso de termalizacio´n, en el que se
esta´n expandiendo los anillos, domina la permutacio´n identidad. Incluso cuando estos han
alcanzado su equilibrio, la permutacio´n de pares tiene una tasa de aceptacio´n baja, que
so´lo aumentara´ cuando los intercambios entre tres y cuatro a´tomos hayan generado algu´n
anillo de un nu´mero de cuentas mayor que M [47, 114]. Por tanto, no es recomendable
limitarnos so´lo a intercambios entre dos a´tomos, ya que podr´ıa llevarnos a conclusiones
erro´neas. Por lo general, permutaciones con n > 4 en ningu´n caso son relevantes, por lo
que es habitual poner este valor como l´ımite superior [47].
3.1.1. Esquema del muestreo de las permutaciones
La simulacio´n cua´ntica, incluyendo la posibilidad de permitir intercambios entre
part´ıculas, en nuestro co´digo, sigue los pasos que se exponen en la figura 3.4 y que se
detallan a continuacio´n:
Comenzamos eligiendo una cuenta k entre M de manera aleatoria. Se elabora una matriz
con la probabilidad tij asociada a todas las posibles permutaciones entre las cuentas k y
k+m, entre cualquier par de part´ıculas i, j. Se construye, segu´n lo explicado en la seccio´n
anterior, una permutacio´n c´ıclica con no ma´s de nmax part´ıculas y con una probabilidad
p. Con esta probabilidad aplicamos el criterio de Metro´polis para aceptarla o no. Si no
es aceptada hemos de volver a construir otra permutacio´n con la matriz inicial tij . Si
por el contrario es aceptada, podemos pasar al me´todo bisection de muestreo del espacio
de configuarciones. Se conectara´n as´ı las coordenadas k y k + m de las part´ıculas de la
permutacio´n elegida, dejando el resto de cuentas y part´ıculas inmo´viles. Ahora cada nivel
de muestreo, li, ha de ser aceptado por todas las part´ıculas del ciclo simulta´neamente.
Si finalmente todos los niveles son aceptados, se actualizan las posiciones del segmento
[k, k + m] de las part´ıculas involucradas en la permutacio´n y, adema´s, sera´ necesario
actualizar la tabla tij con las probabilidades de pares, debido al cambio de coordenadas
de dicho segmento. En caso contrario, si el muestreo es rechazado, hemos de comenzar de
nuevo con la eleccio´n de otra permutacio´n a partir de la tabla tij sin modificar. Este paso se
realiza un nu´mero igual a N2, siendo N el nu´mero total de part´ıculas del sistema. Despue´s
de los N2 intentos (aceptados o no), se vuelve a elegir un nuevo segmento [k, k +m] con
el que comenzar el proceso.
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k = rand[1,M]
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ij
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Figura 3.4: Esquema general de una simulacio´n PIMC incluyendo permutaciones entre
part´ıculas.
3.2. Comprobando el me´todo
3.2.1. El oscilador armo´nico boso´nico
Para comprobar que nuestro co´digo funciona correctamente, se ha escogido como
sistema de prueba el oscilador armo´nico. E´ste es un sistema ido´neo para este tipo de
ana´lisis porque permite comparar los resultados obtenidos con un me´todo nume´rico, en
nuestro caso el PIMC, con la solucio´n exacta del problema.
Suponiendo N osciladores armo´nicos de masa m, el Hamiltoniano total del sistema, en una
dimensio´n, es de la forma [116]:
Hˆ =
N∑
i
(
~
2
2m
∂2
∂x2i
+
1
2
mω2x2i
)
(3.15)
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Si consideramos dichos osciladores como part´ıculas cua´nticas distinguibles, la energ´ıa
promedio a una temperatura T vendra´ dada por la siguiente expresio´n [117]:
Edi = N
~ω
2
coth
(
~ω
2kBT
)
(3.16)
Del mismo modo, para osciladores indistinguibles, la expresio´n equivalente es [118, 119]:
Ein = ~ω
[
N∑
i=1
i
2
coth
(
i~ω
2kBT
)
− N(N − 1)
4
]
(3.17)
Por u´ltimo, el teorema de equiparticio´n establece que en equilibrio te´rmico, cada oscilador
cla´sico unidimensional posee una energ´ıa potencial promedio [117]:
Vc = N
kBT
2
(3.18)
La simulacio´n llevada a cabo con nuestro co´digo PIMC se ha realizado sobre un sistema
formado por N = 10 osciladores de frecuencia ω = kB y masa m = 1 con ~ = 1, y en un
intervalo de temperatura de entre 0.1 y 1 K. Con estos para´metros, el nu´mero de cuentas
para conseguir convergencia no es superior a M = 50 en ningu´n caso (Ec. 1.19), lo que
garantiza rapidez en el tiempo de ca´lculo.
Tabla 3.2: Energ´ıas oscilador armo´nico. Los errores han sido estimados por el me´todo de
bloques descrito en la seccio´n 1.4 del primer cap´ıtulo.
T Vc Edi Ein
0.2 0.069 0.352 0.348
0.5 0.174 0.456 0.371
0.8 0.278 0.626 0.428
1 0.347 0.752 0.484
T 〈V 〉PIMCc 〈E〉PIMCdi 〈E〉PIMCin
0.2 0.0695±0.0013 0.3519±0.007 0.356±0.160
0.5 0.176±0.003 0.447±0.030 0.374±0.090
0.8 0.272±0.006 0.627±0.035 0.429±0.020
1 0.345±0.007 0.759±0.040 0.487±0.023
En la figura 3.5 hemos representado con l´ıneas cont´ınuas los valores teo´ricos de energ´ıa
por part´ıcula para un sistema cla´sico (M = 1), part´ıculas distinguibles y bosones obtenidos
a partir de las expresiones (3.18), (3.16) y (3.17), respectivamente, adema´s de los valores
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medios PIMC que se adjuntan en la tabla 3.2.
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Figura 3.5: Energ´ıas de un oscilador armo´nico cla´sico (negro), cua´ntico con la estad´ıstica de
Boltzmann (azul) y boso´nico (naranja), en funcio´n de la temperatura. La l´ıneas cont´ınuas
son los valores anal´ıticos, mientras que los puntos discretos son los valores promedio PIMC
a distintas temperaturas entre 0.1 y 1 K.
Vemos que los resultados, en cualquier caso, concuerdan satisfactoriamente con los
valores de energ´ıa esperados. Esto nos garantiza la validez de co´digo elaborado.
3.2.2. Agregado de 4He10 a 0.4 K
Volvemos a los valores de la longitud de onda te´rmica, ΛT , para a´tomos de
4He y Rb
(tabla 3.1), y su comparacio´n con la distancia media interato´mica para sistemas formados
por estos a´tomos. Es de esperar, tal como ya hemos expresado, que la deslocalizacio´n
cua´ntica se ponga de manifisesto para ambas especies en el intervalo de bajas temperaturas.
Sin embargo, so´lo en el caso del 4He, ΛT es comparable con la distancia t´ıpica interato´mica
(. 8 A˚), haciendo notables los efectos de la estad´ıstica de Bose. Es por ello que hemos
elegido, como sistema de prueba de nuestro algoritmo, un agregado puro de 4He10 a una
temperatura, T = 0.4 K. En e´ste es de esperar que aparezca una probabilidad no nula de
que se produzcan intercambios entre cuentas de distintas part´ıculas, debido al efecto de
a´tomos indistinguibles.
En la tabla 3.3 se muestran para este sistema, los valores de energ´ıa obtenidos
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permitiendo al programa realizar permutaciones de hasta n = 4 part´ıculas (columna
izquierda) y restringiendo los ca´lculos a muestreos del espacio de configuraciones so´lo con
la permutacio´n identidad (columna derecha). Ambos se han realizado con un nu´mero de
niveles ma´ximo en el algoritmo bisection igual a lmax = 3. Volviendo a la tabla 3.3, en ella
se aprecia co´mo la estad´ıstica cla´sica tiende hacia un sistema menos ligado, subestimando
la energ´ıa por encima del valor esperado. Como valor de referencia se ha elegido la energ´ıa
calculada por el me´todo DMC, es decir T = 0 K, publicada por M. Lewerenz en [8].
M 〈Ein〉 〈Edi〉
50 -36.332 -33.688
100 -19.984 -16.131
150 -14.149 -8.698
200 -11.566 -7.577
300 -8.776 -5.973
350 -7.679 -4.524
400 -7.381 -5.627
450 -6.885 -3.848
500 -6.686 -3.209
550 -6.122 -2.556
...
...
...
DMC: − 6.015 cm−1
Tabla 3.3: Energ´ıas (cm−1) en funcio´n del nu´mero de cuentas M utilizadas para realizar
los ca´lculos con permutaciones (columna izquierda) y sin permitir intercambio de cuentas
entre a´tomos (columna derecha). En la u´ltima fila se incluye el valor a T = 0 K para este
sistema [8].
Se han realizado, adema´s, comparaciones sobre el mismo sistema haciendo los ca´lculos
con n = 2 y n = 3 como nu´mero ma´ximo de part´ıculas involucradas por permutacio´n.
Se ha confirmado as´ı, tal como dec´ıamos en la seccio´n 3.1, que la eleccio´n de n = 4 es
suficiente para simular agregados de helio en este intervalo te´rmico [113], o por lo menos
que con nu´mero menor no se alcanzar´ıa una buena estimacio´n de la energ´ıa de estos
sistemas. La energ´ıa obtenida con unos y otros valores de n se muestra en la figura 3.6.
Es importante resaltar co´mo la ma´xima diferencia se corresponde con los casos ma´s
extremos estudiados, mientras que para n = 3 y 4 los resultados se aproximan
notablemente. Haciendo la misma comparativa para las distribuciones (Fig. 3.7), sin
embargo, dichas diferencias desaparecen, por lo que el sistema mantiene su estructura a
pesar de la formacio´n de anillos con un nu´mero mayor de cuentas, como era de esperar
segu´n [111, 120].
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Figura 3.6: Energ´ıas del agregado 4He10 en funcio´n del nu´mero de cuentas M , para
simulaciones PIMC con distintos valores del para´metro n, a una temperatura de 0.4 K.
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Figura 3.7: Distribucio´n de la distancia He-He del agregado 4He10 para simulaciones PIMC
con con distintos valores del para´metro n, a una temperatura de 0.4 K.
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Cap´ıtulo 4
HeNRb2
Las nanogotas de 4He y 3He de diferentes taman˜os se han consolidado en los u´ltimos an˜os
como un medio ideal para poder realizar estudios espectrosco´picos sobre a´tomos y mole´culas
de distintas especies, en particular sobre d´ımeros alcalinos en su estado electro´nico triplete,
como son el KRb [62], el Na2 [63], el Li2 [40] o el Cs2 [65]. Siguiendo esta l´ınea y desde
que hace ma´s de diez an˜os se consiguiera la formacio´n del d´ımero de rubidio (3Σ+u ) sobre
nanogotas de helio [121], han sido varios los autores que han centrado sus esfuerzos en
intentar estudiar este sistema. Entre ellos caben destacar las aportaciones realizadas por los
grupos experimentales de Ernst [62, 122, 123] y Stienkemeier [124, 125], ambos focalizados
en la espectroscop´ıa de alta resolucio´n del d´ımero en cuestio´n. Desde el punto de vista
teo´rico, sobresalen los estudios realizados con dina´mica de paquetes de onda de Gru¨ner et
al. [126], en los que se pone de manifiesto el impacto de la matriz boso´nica sobre el espectro
vibracional del Rb2, y los ca´lculos MC de las referencias [127, 128], en los que los autores
realizan un ana´lisis detallado de las energ´ıas y estructuras de agregados con un nu´mero de
helios menor a 20, similares a los efectuados para el caso del d´ımero de Cs como dopante
[129].
Siguiendo esta idea, hemos realizado un estudio sobre el agregado 4HeN -Rb2 con N ≤ 40
en el intervalo de temperaturas entre 1 y 2 K, analizando los efectos de la rotacio´n de la
impureza mediante el tratamiento cua´ntico de la misma a bajas temperaturas. La dina´mica
del sistema se ha estudido sobre una SEP calculada en colaboracio´n con el grupo de E.
Yurtsever [130], cuya principal ventaja sobre las recientemente publicadas por Guillon
et al. en 2D [127] y 3D [131], es la simplicidad de la forma funcional conseguida en su
representacio´n anal´ıtica, un aspecto fundamental para garantizar la rapidez en la simulacio´n
MC.
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4.1. Superficie de energ´ıa potencial
La SEP es una magnitud particularmente sensible en sistemas de´bilmente ligados como
el de este estudio. Para este caso, la superficie total se ha elegido como suma de pares
de las interacciones He-He de Aziz y Slaman [132] y la interaccio´n He-Rb2, despreciando
los te´rminos de varios cuerpos (aproximacio´n muy habitual en agregados de helio dopados
[105, 133, 134]):
VHeN -Rb2 =
N∑
k=1
VHe-Rb2(r, Rk, θk) +
N∑
k=1
N∑
l>k
VHe-He(|Rˆk − Rˆl|), (4.1)
donde r es el mo´dulo del vector rˆ que une los dos a´tomos del d´ımero, Rk es el mo´dulo del
vector posicio´n Rˆk entre un a´tomo k-e´simo de He y el CM del Rb2 y θk es el a´ngulo entre
Rˆk y rˆ (ver figura 4.1).
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Figura 4.1: Coordenadas de Jacobi para el sistema He-Rb2. Adema´s se incluye el a´ngulo γ
que forman los vectores Rˆk y Rˆl asociados a dos helios cualquiera k y l.
En cuanto al potencial de interaccio´n He-Rb2, se han efectuado ca´lculos ab initio
usando el me´todo coupled cluster con excitaciones simples, dobles y triples, estas u´ltimas
tratadas perturbativamente [RCCSD(T)], incluyendo so´lo correlacio´n en los electrones
de valencia. Para conseguir la superficie VHe-Rb2 se han generado cerca de 7000 puntos
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distribuidos a lo largo de distintos valores entre 5.45 y 10 A˚ para r, hasta 20 A˚ sobre R,
y entre 0 y π/2 en θ. La curva potencial entre ambos a´tomos de Rb se calcula con la
base def2-TZVP [135] dentro de la aproximacio´n coupled cluster con excitaciones simples,
dobles y triples [CCSD(T)], resultando una distancia de equilibrio y una profundidad del
pozo de req = 6.35 A˚ y 194.37 cm
−1.
Otras aproximaciones teo´ricas estiman, para estos para´metros, unos valores de 6.118 A˚ y
240.9 cm−1 [127, 131], respectivamente, ma´s cercanas a los valores experimentales para el
d´ımero de rubidio aislado con req = 6.069 A˚ y una profundidad de 241.45 cm
−1 [136].
Para los a´tomos de He, la base elegida es aug-cc-pVQZ, que se estima adecuada en el
compromiso entre precisio´n y tiempo computacional.
En la representacio´n anal´ıtica de la SEP del tr´ımero He-Rb2 (
3Σ+u ), se ha utilizado
una forma funcional similar a la publicada para el sistema He-Cs2 [137], interpolando
sobre los puntos ab initio mencionados [130]. Se ha mantenido la distancia interato´mica
entre los rubidios fija en el punto de equilibrio req = 6.35 A˚, aproximacio´n que
ma´s adelante se justificara´ debidamente. Es por ello que la funcio´n anal´ıtica en el
rango de energ´ıas menores a 5 cm−1 so´lo contara´ con dos grados de libertad, R y θ
(VHe-Rb2(r, R, θ) ≡ W (req, R, θ)), y podra´ ser descrita como suma de dos potenciales
Lennard-Jones para cada interaccio´n helio-rubidio:
W (req, R, θ) = V (R˜1, θ) + V (R˜2, θ), (4.2)
donde R˜i se corresponde con la distancia del a´tomo de helio al i-e´simo rubidio. Cada uno
de estos potenciales vendra´ dado por la expresio´n:
V (x, θ) = d(θ)
[(
x¯(θ)
x
)12
− 2
(
x¯(θ)
x
)6]
(4.3)
con d(θ) el fondo del pozo y x¯(θ) la distancia de equilibrio en una orientacio´n fija. La
dependencia de estos para´metros con θ se ha conseguido realizando una interpolacio´n sobre
los puntos ab initio de la forma:
d(θ) = d(0) + [d(π/2)− d(0)] sin2α(θ) (4.4)
x¯(θ) = x¯(0)− [x¯(π/2)− x¯(0)] sin2β(θ)
62 Cap´ıtulo 4. HeNRb2
con constantes:
d(0) = 0.7987 cm−1
x¯(0) = 7.6044 A˚
d(π/2) = 1.1730 cm−1
x¯(π/2) = 7.096 A˚
α = 15.214
β = 6.173
(θ, R) E W (req, θ, R) E −W (req, θ, R) rms
(0, 10.80) −0.843 −0.839 −0.004 0.065
(10, 10.80) −0.859 −0.837 −0.022 0.137
(20, 10.60) −0.860 −0.842 −0.018 0.132
(30, 10.20) −0.868 −0.860 −0.008 0.184
(40, 9.80) −0.883 −0.880 −0.0003 0.154
(50, 9.20) −0.923 −0.925 +0.002 0.190
(60, 8.60) −1.011 −0.999 −0.012 0.113
(70, 7.80) −1.244 −1.211 −0.033 0.088
(80, 6.80) −1.836 −1.804 −0.032 0.126
(90, 6.40) −2.416 −2.342 −0.074 0.045
Tabla 4.1: Eneg´ıas de interaccio´n ab initio, E, y los valores anal´ıticos, W , a determinadas
orientaciones, junto con sus diferencias y el error cuadra´tico medio del ajuste. Las energ´ıas
esta´n en cm−1, a´ngulos en grados y las distancias en A˚.
En la tabla 4.1 se ha incluido un ana´lisis de los errores alcanzados con este ajuste en un
conjunto de puntos donde se dispone de valores exactos ab initio. De los errores mostrados
se concluye que, a pesar de su simplicidad, la interpolacio´n resulta bastante satisfactoria,
empeorando so´lo ligeramente en la regio´n repulsiva de la interaccio´n.
La superficie He-Rb2 representada en la figura 4.2, muestra un mı´nimo global en la
orientacio´n perpendicular al eje de la diato´mica de unos 2 cm−1 y a una distancia de 6.40 A˚.
Conforme nos acercamos a la configuracio´n lineal, el pozo va disminuyendo gradualmente
hasta alcanzar un valor cercano a 0.8 cm−1 a 10.80 A˚ del CM del d´ımero. Es decir que,
en ningu´n caso, sobrepasara´ la profundidad del potencial de interaccio´n He-He, con un
ma´ximo de 8 cm−1 a una distancia interato´mica de unos 3.5 A˚.
Para justificar la aproximacio´n del d´ımero como un rotor r´ıgido en la distancia de
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Figura 4.2: L´ıneas equipotenciales del potencial He-Rb2 distribuidas en intervalos de 0.5
cm−1.
equilibrio, se ha efectuado un ana´lisis ma´s detallado de sus primeros niveles vibracionales.
La diferencia de energ´ıa entre ellos es de ∆E01 = 11.917 cm
−1 (E0 = − 188.289 cm−1 y
E1 = − 176.372 cm−1), y los valores esperados de la distancia entre los a´tomos de Rb,
r¯ν = 〈ν|r|ν〉 con ν = 0, 1 y r¯01 = 〈ν = 0|r|ν = 1〉, de r¯0 = 6.39, r¯1 = 6.46 y r¯01 = 0.18 A˚,
respectivamente. Los pequen˜os valores de r¯0-req = 0.04 A˚ y de r¯01, junto con la de´bil
interaccio´n He-Rb2 en comparacio´n con ∆E01, hacen despreciable la diferencia entre elegir
la distancia Rb-Rb fija en r0 o req, como hemos elegido en el presente trabajo [130].
4.2. Detalles de la simulacio´n
Sobre el agregado HeN -Rb2 con N = 10, 20, 30 y 40 a´tomos de helio a distintas
temperaturas entre 1 y 2 K, se han realizado ca´lculos de energ´ıa interna y estructuras
con el me´todo PIMC [138, 139].
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En una primera aproximacio´n la impureza se mantiene fija anulando cualquier tipo de
movimiento de traslacio´n, vibracio´n o rotacio´n, mientras que en un segundo ca´lculo e´sta
es tratada como un rotor r´ıgido de constante rotacional 9.8 × 10−3 cm−1 y distancia
interato´mica de 6.35 A˚. Las masas del helio y del rubidio utilizadas han sido m4He =
4.002682 amu y mRb = 85.4678 amu, lo que supone una masa total de la impureza de
mimp = 170.9356 amu. Es habitual, para dopantes de masa muy superior a la del helio
(m4He/mimp ≈ 0.02), considerarlos fijos en todo el proceso de simulacio´n [104, 105, 140, 141].
La inclusio´n expl´ıcita de la rotacio´n del dopante puede ser de gran utilidad en el caso en
que e´ste quede solvatado dentro de la gota de a´tomos de He, especialmente para analizar
la posible superfliudez del medio que lo rodea [101, 109, 111, 142–147]. Dado que el Rb2,
por el contrario, se mantiene sobre la superficie de la nanogota, el incluir su rotacio´n nos
permitira´ evaluar el error que se comete al asumir como rotores r´ıgidos fijos a este tipo
de impurezas, en funcio´n de la temperatura y al taman˜o del agregado. Debido al intervalo
de temperatura y el nu´mero de helios ma´ximo elegido, los efectos debidos a la estad´ıstica
boso´nica han sido excluidos [105].
Como configuraciones de partida, al inicio de la simulacio´n cua´ntica, se han elegido las
cla´sicas de equilibrio para cada agregado, calculadas con un algoritmo evolutivo espec´ıfico
para sistemas ato´micos [148] (ver seccio´n 7.1.1 del cap´ıtulo 7). Para nuestro sistema,
independientemente del taman˜o, la configuracio´n inicial mantiene unidos a los a´tomos
de helio en una geometr´ıa en forma de T con respecto al eje del d´ımero, siguiendo la
localizacio´n del pozo ma´s profundo del potencial He-Rb2, como se muestra en la figura 4.3
para el agregado con N = 20 helios.
Para los ca´lculos cua´nticos se han utilizado 1 millo´n de pasos MC en el proceso de
termalizacio´n y de 10 a 100 millones para recoger la estad´ıstica, segu´n el taman˜o del
sistema. En ambas etapas el me´todo de muestreo seleccionado ha sido el de staging [91]
con un desplazamiento de 8 cuentas por pol´ımero en cada paso y como estimador para
la energ´ıa, el del virial Ec.(1.36). Al incluir la rotacio´n del d´ımero, so´lo un 10% de los
movimientos se han correspondido a este tipo de desplazamiento.
Para todos los casos, se ha impuesto un confinamiento artificial que restringiera el
movimiento de los a´tomos dentro de una esfera centrada en el CM de la diato´mica con
un radio 30 A˚ y otra de radio 15 A˚ desde el CM de la gota de helio (la excepcio´n ha
sido el agregado de N = 10 a T = 1 K, en el que estos valores se han reducido a 24 y
12 A˚, respectivamente). Con estos valores se ha garantizado un movimiento libre de todas
las part´ıculas, pero teniendo un control sobre la evaporacio´n de los helios en ca´lculos a
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Figura 4.3: Configuracio´n cla´sica para el agregado He20-Rb2.
temperaturas finitas.
Se ha garantizado la convergencia de los resultados con respecto al nu´mero de cuentas,
M , con ca´lculos separados para cada taman˜o del sistema y temperatura considerada, tal
y como se muestra en la figura 4.4.
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Figura 4.4: Evolucio´n de la energ´ıa interna total de los agregados He10-Rb2 y He40-Rb2
(cm−1) en funcio´n del nu´mero de cuentas, M , a 1 K.
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4.3. Resultados
4.3.1. Energ´ıa
En la figura 4.5 se incluyen los valores obtenidos para la energ´ıa interna, E, del agregado
HeN -Rb2 para los diferentes taman˜os y temperaturas estudiados, anulando cualquier
movimiento del Rb2. Se aprecia co´mo, dado un determinado nu´mero de helios, la energ´ıa
del sistema decrece con la temperatura, llegando a conseguir, incrementando e´sta, que los
helios se desliguen totalmente del sistema (E > 0).
Fijada la temperatura, el factor determinante para asegurar la estabilidad del agregado, es
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Figura 4.5: Energ´ıa para agregados HeN -Rb2 con N = 10, 20, 30 y 40 en funcio´n de la
temperatura en un intervalo entre 1 y 2 K.
el taman˜o de la gota de helio. Pero, incluso con energ´ıas por debajo del l´ımite de disociacio´n,
no es posible afirmar con seguridad que el sistema exista bajo dichas condiciones. Para ello
es necesario realizar una comparacio´n con los agregados puros de taman˜os semejantes, so´lo
considerando como estables aquellos sistemas dopados con energ´ıas menores a las de los
correspondientes agregados de He puros. Para este fin, en la figura 4.5 se han incluido, las
correspondientes energ´ıas de los sistemas HeN con N = 20 y 40, calculados con el mismo
me´todo PIMC por Boronat et al. [149] y algunos valores de energ´ıa a temperatura nula,
obtenidos por el me´todo DMC e incluidos en la referencia [128]. La incorporacio´n de estos
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u´ltimos es simplemente para mostrar la tendencia hacia temperaturas menores a 1 K.
Volviendo a la figura 4.5, es posible apreciar co´mo la existencia del agregado ma´s pequen˜o,
N = 10, es cuestionable incluso para la temperatura ma´s baja estudiada, T = 1 K, a partir
de la cual e´ste alcanza siempre energ´ıas positivas.
Es destacable el caso del sistema He40-Rb2, que existe en todo el intervalo te´rmico analizado,
a pesar de que a T = 2 K el agregado puro correspondiente desaparece por efectos te´rmicos.
Esto indica que, incluso con la de´bil perturbacio´n inducida por la presencia del dopante
sobre la nanogota de helio, e´ste actu´a de tal manera que, no so´lo no la destruye, sino que
ayuda a su estabilidad.
Para determinar el efecto de la rotacio´n y traslacio´n de la impureza se han realizado ca´lculos
incluyendo ambos grados de libertad para agregados con 20 y 40 helios a 1 y 2 K. De acuerdo
con los datos expuestos en la tabla 4.2, las diferencias entre ambos tratamientos muestran
dependencia con el nu´mero de a´tomos de helio del agregado, pero siempre conformando
agregados de menor energ´ıa en el caso en que se incluyen los efectos cua´nticos de la rotacio´n
y traslacio´n de la impureza.
Rb2 rotor N 〈V 〉 〈Ekin〉 〈Erot〉 〈E〉
T = 1 K 20 -81.51 70.03 1.24 -10.32
40 -252.99 201.23 1.24 -50.52
T = 2 K 40 -197.13 195.37 1.39 -0.37
Rb2 fijo N 〈V 〉 〈Ekin〉 〈Erot〉 〈E〉
T = 1 K 20 -81.96 66.88 - -15.08
40 -257.68 194.82 - -62.86
T = 2 K 40 -202.10 186.56 - -15.54
Tabla 4.2: Eneg´ıa potencial (〈V 〉), cine´tica (〈Ekin〉), rotacional (〈Erot〉) y energ´ıa total
(〈E〉) para un tratamiento cua´ntico y cla´sico del d´ımero de Rb2. Unidades en cm−1.
El aumento de energ´ıa hacia valores positivos proviene tanto de la energ´ıa rotacional,
de la cine´tica como de la potencial, con un total de 5 cm−1 para el agregado ma´s pequen˜o
a 1 K, 12 cm−1 para 40 a la misma temperatura, y de 15 cm−1 a 2 K. Diferencias
bastante notables para el rango de energ´ıas caracter´ısticas del sistema HeN -Rb2, en el que
intervienen interacciones siempre menores a 8 cm−1.
A pesar de la pe´rdida de estabilidad debido a los movimientos de rotacio´n y traslacio´n del
Rb2, e´sta esta´ garantizada a la temperatura ma´s baja estudiada, ya que las respectivas
energ´ıas para los agregados con N = 20 y N = 40 no superan los de sus correspondientes
agregados puros (E(He20) ∼ − 9.4 cm−1 y E(He40) ∼ − 47.5 cm−1 [149]).
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Sin embargo a 2 K, la incorporacio´n de estos movimientos en la simulacio´n, desplaza al
agregado a una regio´n lo suficientemente cercana a la de energ´ıas positivas (-0.37±7 cm−1)
como para no poder garantizar su existencia.
4.3.2. Estructura
De manera similar al ana´lisis llevado a cabo con energ´ıas, en funcio´n de la temperatura
y del nu´mero de a´tomos de helio, se han calculado distribuciones radiales en las distancias
helio-centro de masas de la diato´mica (R) y la distancia helio-helio (RHe-He). La primera
muestra un ma´ximo de probabilididad en torno a 10 A˚ para N = 10 helios a T = 1 K,
que disminuye y se desplaza hacia distancias mayores conforme aumentemos el taman˜o
del agregado (Fig. 4.6).
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Figura 4.6: Funciones de distribucio´n de la distancia de los helios al centro de masas de la
diato´mica a 1 K.
En ningu´n caso, debido a la regio´n repulsiva del potencial He-Rb2, existe la probabilidad
de que algu´n helio se desplace a la regio´n de R menores que 5 A˚. Un aumento de la
temperatura supone un esparcimiento de los helios en el espacio debido al movimiento
te´rmico inducido por e´sta, como vemos en las distribuciones para los complejos He20-Rb2
y He40-Rb2 de la figura 4.7. De esta figura tambie´n destacar co´mo para N = 20 a 1.75
K la funcio´n de probabilidad de densidad refleja la inestabilidad del agregado a dicha
temperatura, mostrando una funcio´n de densidad irregular y limitada por el confinamiento
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impuesto para los ca´lculos.
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Figura 4.7: Funciones de distribucio´n radial en la distancia de los helios al centro de masas
de la diato´mica para agregados con N = 20 (a) y N = 40 (b), a distintas temperaturas.
Se puede obtener ma´s informacio´n acerca de la disposicio´n de los a´tomos de helio
respecto a la impureza a partir de las distribuciones angulares. La distribucio´n en cosθ,
como se muestra en la figura 4.8, confirma la geometr´ıa en forma de T , inducida por la
localizacio´n del mı´nimo del potencial He-Rb2, en la que los helios se colocan sime´tricamente
alrededor del eje perpendicular al eje del d´ımero. Esta funcio´n adquiere un ma´ximo en
torno a π/2 para todos los taman˜os y temperaturas consideradas. Este ma´ximo sera´ tanto
mas pronunciado conforme aumentamos N y/o disminuye la temperatura.
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Figura 4.8: Funciones de distribucio´n angular en cosθ a T = 1 K (a) y a distintas
temperaturas para el agregado He40-Rb2 y N = 40 (b).
Por otro lado, la distribucio´n en cosγ (figura 4.9), donde γ es el a´ngulo formado por los
vectores posicio´n de dos a´tomos de helio respecto al CM del Rb2 (figura 4.1), presentan
un claro ma´ximo en torno cosγ ∼ 1, sugiriendo su propensio´n a permanecer agrupados,
dejando a la impureza fuera de dicho bloque. La estructura de este nu´cleo se puede
estudiar haciendo uso de la distribucio´n RHe-He mostrada en la figura 4.11. La tendencia
de D(RHe-He) con N indica una evolucio´n desde una estructura con un u´nico ma´ximo a
una distribucio´n con un perfil bimodal segu´n aumentamos el taman˜o del complejo, que se
vuelve cada vez ma´s extensa conforme la temperatura se acerca a 2 K.
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Figura 4.9: Funciones de distribucio´n del cosγ a T = 1 K.
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Figura 4.10: Funcio´n de distribucio´n de pares a T = 1 K.
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Figura 4.11: Funciones de distribucio´n de la distancia entre helios, RHe-He: (a) para distintos
taman˜os del agregado HeN -Rb2 a T = 1 K y (b) a diferentes temperaturas para el agregado
He40-Rb2.
A partir de las distribuciones en RHe-He es posible obtener la funcio´n de correlacio´n
de pares, g(r), a 1 K y compararla con una funcio´n equivalente calculada mediante el
factor de estructura experimental para helio l´ıquido a dicha temperatura [150]. Como se
puede observar en la gra´fica 4.10, el pico principal en torno a ∼3.5 A˚ es reproducido por
nuestros resultados, y so´lo para los agregados de taman˜os mayores comienza a ser visible
una segunda cresta que se acerca hacia el segundo ma´ximo en torno a ∼6.5 A˚.
La concordancia con la curva experimental confirma la naturaleza fluida de la nanogota
de helio y coincide con otros resultados sobre agregados de helio puros [151] o dopados
con impurezas con las que interaccionan muy de´bilmente, como es el Cs2 [105].
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Si tenemos en cuenta los efectos de rotacio´n y traslacio´n del Rb2, las distribuciones
de una part´ıcula, RHe-Rb2 , y las distribuciones angulares de las figuras 4.12(a) y
4.12(b), respectivamente, nos muestran de nuevo el empaquetamiento de los helios en una
gota sobre la que se acomoda la impureza con su eje paralelo a la superficie en la que reside.
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Figura 4.12: Funciones de distribucio´n radial (a) para los agregados He20-Rb2 y He40-Rb2,
y angulares de e´ste u´ltimo (b), todas a 1 K, incluyendo los movimientos de rotacio´n y
traslacio´n del d´ımero.
Sin embargo, como se aprecia en la distribucio´n 2D ρHe(R, z) para N = 20 a T = 1
K (Fig. 4.13(a)), si no so´lo tenemos en cuenta los grados de libertad de los helios (figura
4.13(b)), el ma´ximo de probabilidad se aleja de la impureza y la distribucio´n se expande
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de manera ma´s uniforme sobre el plano (rcosθ, rsenθ) (ver seccio´n 1.5). Aspecto que
viene confirmado por la menor energ´ıa del agregado en estas condiciones mencionada en el
apartado anterior.
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Figura 4.13: Funciones de distribucio´n ρHe(R, z) para el sistema He20-Rb2 a T = 1 K,
considerando al d´ımero Rb2 fijo (a) y en movimiento (b).
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HeNCa
Siguiendo con lo expuesto en la introduccio´n de esta tesis, la posicio´n espec´ıfica del
dopante sobre una matriz de helio ha sido objeto en los u´ltimos an˜os de mu´ltiples trabajos
y estudios. En general, para agregados de helio dopados con una impureza ato´mica, esta
informacio´n se extrae a partir de la comparacio´n entre su espectro de absorcio´n en este
tipo de agregados y el obtenido en fase gas o sobre helio l´ıquido. El cambio en anchura
y el desplazamiento de estas transiciones electro´nicas suponen un buen indicador de la
estructura del sistema, que dependera´ principalmente de la interaccio´n entre el dopante y
el solvente.
En el caso particular de a´tomos alcalinote´rreos, la geometr´ıa ma´s probable ha supuesto,
para algunos de ellos, una gran inco´gnita. El ejemplo ma´s extremo es el del Mg, para
el que existen evidencias experimentales que sugieren dos situaciones bien diferenciadas:
localizacio´n superficial [69] y solvatacio´n total [52], respaldadas cada una por su
correspondiente resultado teo´rico, [70] y [152]. Teniendo en cuenta que la disposicio´n de
la impureza viene marcada por la interaccio´n con el helio, uno de los puntos que ma´s
controversia ha generado es el potencial He-Mg. Para este sistema existen en la literatura
ca´lculos realizados a partir de primeros principios que situ´an al a´tomo de Mg en el centro
de la nanogota [70, 153], en la superficie [152] o incluso que su localizacio´n depende del
taman˜o del agregado de helios [70]. La diversidad de resultados llevo´ a poner en duda la
aproximacio´n de pares para el Hamiltoniano del sistema [70] y resalto´ la importancia de la
forma de la curva potencial, no so´lo de la intensidad y la distancia de equilibrio.
En el caso del Ca las discrepancias en su emplazamiento parecen ser debidas a la te´cnica
empleada para obtener el potencial He-Ca. Basa´ndose en la posicio´n de equilibrio y el
mı´nimo de las interacciones He-impureza, Ancilotto et al. [154] desarrollaron un criterio
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con el que parece posible predecir la localizacio´n del dopante. Como veremos con ma´s
profundidad en la seccion 5.1.1, este modelo establece que para todas las interacciones
He-Ca calculadas hasta al fecha a partir de me´todos semiemp´ıricos, el a´tomo de Ca
se colocara´ en el interior de la nanogota, mientras que las te´cnicas ab initio ponen de
manifiesto que estamos ante un caso l´ımite, en el que es necesario ir ma´s alla´ de la estimacio´n
de Ancilotto para saber la estructura del sistema.
A pesar de la cautela mostrada por los experimentales a la hora de extraer una conclusio´n
definitiva sobre el emplazamiento del Ca [14, 67], el desplazamiento en torno a 70 cm−1
observado en la transicio´n 4sp 1P1 ← 4s2 1S0, es interpretado como un indicador de la
localizacio´n superficial del a´tomo sobre la nanogota [155]. Este resultado parece descartar,
segu´n la prediccio´n de Ancilotto et al., todos los potenciales He-Ca semiemp´ıricos en favor
de los obtenidos por te´cnicas ab initio. Sin embargo, ca´culos DFT [68] han encontrado
que la diferencia entre la configuracio´n de mı´nima energ´ıa, un orificio sobre la superficie
de la gota, y la de solvatacio´n con la impureza en el centro de la misma, no supera los
∼ 10 cm−1 para valores de N de entre 300 y 500 helios. Diferencia e´sta despreciable en
comparacio´n con la energ´ıa asociada al espectro de absorcio´n del Ca que se establece en
torno a 23600-23700 cm−1.
Tras efectuar ca´lculos variacionales y MC para pequen˜os agregados [156, 157], hemos
pretendido realizar un estudio sistema´tico sobre la colocacio´n de un a´tomo de Ca en
agregados pequen˜os de helio en funcio´n de varios factores: el potencial de interaccio´n
He-Ca, la temperatura, el taman˜o de la matriz de helios y los efectos cua´nticos nucleares.
Los resultados [158] se muestran en el siguiente cap´ıtulo.
5.1. Superficie de energ´ıa potencial
Se elige como SEP total del sistema la dada por la suma de potenciales de pares para
cada tipo de part´ıcula, eliminando los te´rminos de orden superior, en principio suficientes
para una correcta descipcio´n en los agregados de helio [159, 160]. Es decir, la superficie es
de la forma:
VHeN -Ca =
N∑
k=1
VHe−Ca(r) +
N∑
k=1
N∑
l>k
VHe−He(Rˆk − Rˆl) (5.1)
El potencial He-He utilizado es la funcio´n anal´ıtica desarrollada por Aziz y Slaman [132],
mientras que para la interaccio´n de pares He-Ca se han elegido dos, pertenecientes cada
una a un me´todo de ca´lculo distinto, tal y como se expone a continuacio´n.
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5.1.1. Interaccio´n He-Ca
La caracterizacio´n de la interaccio´n entre un a´tomo de He y uno de Ca ha sido objeto
de estudio en los u´ltimos an˜os, dando lugar a una gran variedad de potenciales He-Ca
obtenidos con diferentes me´todos y con resultados tan diversos en la intensidad y la
distancia de equilibrio como los que se muestran en la tabla 5.1. Una primera aproximacio´n
que permite predecir si la impureza estara´ o no solvatada por los a´tomos de helio es
el modelo de Ancilotto et al. [154]. Dicho modelo establece un criterio basado en el
balance entre la energ´ıa de interaccio´n He-impureza y la energ´ıa necesaria para formar
la cavidad dentro del solvente donde reside el dopante. Este compromiso se cuantifica con
un para´metro adimensional λ, definido como:
λ = ρ ǫ req/σ 2
1
6 (5.2)
donde ρ = 0.022 A˚−3 es la densidad y σ = 0.179 cm−1 A˚−2 la tensio´n superficial del helio
l´ıquido, req la posicio´n de equilibrio y ǫ la profundidad del pozo helio-impureza.
De acuerdo al procedimiento propuesto en [154], el l´ımite de solvatacio´n esta´ fijado
para 4He en λ0 = 1.90. Si λ > λ0 la situacio´n energe´ticamente ma´s favorable es aquella
en la que la impureza queda solvatada, mientras que si λ < λ0, es ma´s probable su
colocacio´n en la superficie del solvente. En la tercera columna de la tabla 5.1 tenemos el
valor de este para´metro λ para cada uno de los potenciales anteriormente mencionados.
En teor´ıa, segu´n los resultados, todas estas interacciones llevan a la solvatacio´n, ya que
Me´todo req (A˚) ǫ (cm
−1) λ
SCF/CI [161] 5.85 4.2 2.49
MRCI [67] 5.45 11.6 6.4
Semiemp´ırico SI [162] 5.10 10.3 5.5
HFD [52] 6.9 1.3 1.4
CCSD(T) [163] 5.95 3.33 2.17
CCSD(T) [153] 5.9 3.43 2.08
CCSD(T) [164] 6.04 3.14 2.04
Tang-Toennies [165] 11.89 4.92 6.4
Tabla 5.1: Distancia de equilibrio,req, mı´nimo de la interaccio´n, ǫ, y para´metro el λ para
diversos potenciales publicados He-Ca.
para todas, λ es mayor que λ0, con unos valores muy cercanos a dicho l´ımite en el caso
de los ca´lculos ab initio, como tambie´n ocurre para el a´tomo de Mg segu´n [153]. Lejos de
tener por definitivas las estimaciones del modelo de Ancilotto, hay que tener en cuenta
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que presupone que las interacciones son de tipo Lennard-Jones y que estamos trabajando
con helio l´ıquido. Ninguna de estas suposiciones es cierta para nuestro sistema, ya que las
funciones anal´ıticas del d´ımero He-Ca no son necesariamente Lennard-Jones, la densidad
del helio en una nanogota no es uniforme como en el helio l´ıquido y la tensio´n superficial
no es constante independientemente del nu´mero de helios del complejo. Por tanto, hemos
de recurrir a otros me´todos para aclarar la cuestio´n de la localizacio´n del dopante en una
matriz de helios.
Dadas las diferencias entre los valores estimados de req y ǫ, segu´n el me´todo de ca´lculo de
las interacciones electro´nicas (de cara´cter semiemp´ırico [162, 165] o basadas en primeros
principios [153, 161, 163, 164]), se han elegido, como potenciales modelo para nuestros
ca´lculos, uno elaborado con cada tipo de te´cnica: el potencial de Kleinekato¨fer [162] (P1) y
el de Lovallo-Klobukowski [164] (P2). Para este u´ltimo ha sido necesario realizar un ajuste
de los puntos publicados en la referencia [164], tal y como se detalla en la seccio´n 5.1.3.
En la figura 5.1 se han representado las dos interacciones elegidas, mostrando diferencias
notables tanto en la forma como en la intensidad y en relacio´n al potencial He-He.
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Figura 5.1: Curva de energ´ıa potencial para las interacciones He-Ca y He-He utilizadas en
este trabajo.
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5.1.2. Curva de energia potencial Kleinekatho¨fer
Para esta interaccio´n se ha utilizado la funcion anal´ıtica siguiendo del modelo
Tang-Toennies para ca´lculos semiemp´ıricos publicados en [162], de la forma:
VHe−Ca(r) = D e
(−b1r−b2r2) + Vdisp(r) (5.3)
con D = 3.19 Eh, b1 = 1.05 a
−1
0 , b2 = 0.00745 a
−2
0 y con el te´rmino de largo alcance
descrito por la serie:
Vdisp = −
5∑
n≥3
f2n(b
′(r), r)
C2n
r2n
, (5.4)
donde los coeficientes de dispersio´n tienen los valores:
C6 = 46.8 Eha
6
0 ,
C8 = 1835Eha
8
0 ,
C10 = 118500Eha
10
0 .
Las funciones f2n(b
′(r), r) son de la forma:
f2n(b
′(r), r) = 1− e−rb′(r)
2n∑
k=0
(rb′(r))k
k!
. (5.5)
5.1.3. Curva de energia potencial Lovallo-Klobukowski
A partir de los puntos ab initio incluidos en la referencia [164], calculados usando el
me´todo coupled cluster con excitaciones simples, dobles y triples (estas u´ltimas tratadas
perturbativamente), se ha elaborado el ajuste a la siguiente expresio´n anal´ıtica:
VHe-Ca(r) = Ae
−kr/r r ≤ 4.6 A˚ (5.6)
=
7∑
n=3
c2n/r
2n r ≥ 4.6 A˚. (5.7)
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con constantes:
c6 = −231619.170 cm−1 A˚6 ,
c8 = 15438995.509 cm
−1 A˚8 ,
c10 = −2085441484.937 cm−1 A˚10 ,
c12 = 82383199752.866 cm
−1 A˚12 ,
c14 = −852545635932.049 cm−1 A˚14 ,
A = 2040362.862 cm−1 A˚ ,
k = 2.088 A˚−1 .
5.2. Detalles computacionales
El taman˜o de los agregados estudiados abarca desde 10 a´tomos de helio hasta 40, en
un intervalo de temperatura entre 1 y 2 K. La masa elegida para el a´tomo de calcio, mCa,
ha sido de 40.078 amu.
Un para´metro relevante es el nu´mero de cuentas M necesarias para conseguir una
correcta simulacio´n de los efectos cua´nticos del sistema. Debido al elevado tiempo de
computacio´n estimado para obtener resultados convergidos, se ha recurrido a un me´todo de
extrapolacio´n, muy extendida en ca´lculos PIMC sobre agregados de helio [72, 141, 166, 167],
para conseguir resultados fiables en energ´ıas. La extrapolacio´n esta´ basada en el hecho de
que una vez que el nu´mero de cuentas comienza a ser suficiente como para capturar los
efectos cua´nticos del problema, la aproximacio´n primitiva, Ec.(1.12), se comporta siguiendo
una ley inversa con el cuadrado de M , de la forma E = a + b/M2. Una vez ajustados
los valores de energ´ıa obtenidos para cada M , el valor de energ´ıa interna del agregado
vendra´ dado por la extrapolacio´n al punto M →∞. La convergencia de las distribuciones
se alcanza para valores de M mucho menores, por lo que sobre ellas no ha sido necesario
realizar ninguna extrapolacio´n. Para el problema en cuestio´n se han elegido puntos entre
M = 30 y M = 450, calculados cada uno como la media de entre 107 y 108 pasos MC
segu´n el taman˜o del agregado. El me´todo de muestreo utilizado ha sido el de staging [91],
con un desplazamiento en cada paso de 8 cuentas por pol´ımero.
Con el objeto de disminuir todo lo posible el tiempo de ca´lculo de la energ´ıa se ha recurrido
al estimador termodina´mico, Ec (1.35), en el que no se evalua la derivada del potencial a
cada paso MC, como ocurre con el estimador del virial.
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Para evitar evaporaciones de los a´tomos de helio se han utilizado dos esferas de
confinamiento restringiendo su movimiento: una desde el a´tomo de Ca con un radio de
30 A˚, y otra desde el CM de la gota de helio con un radio de 15 A˚. Como u´nica excepcio´n
hay que mencionar que estos valores cambian para el sistema ma´s pequen˜o, N = 10, a
T = 1 K para el que dichas distancias se han reducido a 24 y 12 A˚ , respectivamente.
5.3. ¿Solvatacio´n o localizacio´n superficial?
Dadas las diferencias entre los potenciales P1 y P2, tanto en su forma, fondo de pozo y
distancia de equilibrio (ver figura 5.1), es de esperar diferencias apreciables en la energ´ıa
y en la estructura de los agregados HeN -Ca, segu´n el potencial elegido para la simulacio´n.
As´ı en este apartado, analizaremos de forma cualitativa las caracter´ısticas principales del
sistema, en funcio´n del taman˜o y la temperatura para cada una de las interacciones He-Ca
consideradas.
Comenzaremos por el complejo ma´s pequen˜o estudiado, el que so´lo incluye 10 a´tomos de
He a 1 K.
Figura 5.2: Estructura cla´sica ma´s probable para el agregado He10-Ca a 1 K calculada con
los potenciales P1 (izquierda) y P2 (derecha).
En la figura 5.2, se presenta una imagen de la estructura del sistema en el caso cla´sico
(M = 1), mientras que en 5.3 (panel superior) se muestra la estructura ma´s probable para
el mismo sistema incluyendo efectos cua´nticos para cada uno de los potenciales He-Ca
utilizados. Comparando ambas predicciones vemos co´mo, a pesar del efecto de alta energ´ıa
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del punto zero del helio incorporados en el ca´lculo cua´ntico, la impureza se coloca sobre la
superficie de la nanogota, de manera similar a lo obtenido con la aproximacio´n cla´sica de
la figura 5.2.
Figura 5.3: Estructura cua´ntica ma´s probable para los agregados He10-Ca (panel superior) y
He10-Ca (panel inferior) a 1 K, calculadas con los potenciales P1 (izquierda) y P2 (derecha).
En el caso del potencial ab initio la situacio´n ma´s probable se corresponde con aquella
en la que el a´tomo de Ca se apoya sobre el nu´cleo de helios deformando levemente
su superficie, mientras que para el potencial P1 el dopante parece estar parcialmente
solvatado por el fluido. Un aumento del taman˜o del agregado a 40 a´tomos de helio,
figura 5.3, supone alcanzar solvatacio´n para la impureza ato´mica en el caso de utilizar
un potencial semiemp´ırico, mientras que la interaccio´n P2 mantiene a dicha impureza en
una cavidad superficial, acerca´ndose ma´s a las u´ltimas predicciones experimentales [67, 69].
Cla´sicamente, sin embargo, este incremento continu´a favoreciendo el empaquetamiento de
los helios, dejando a la impureza fuera, previnie´ndola de cualquier efecto de solvatacio´n
(figura 5.4).
V ∼ N × VHe−Ca + 0.5×N(N − 1)VHe−He (5.8)
De acuerdo con la expresio´n (5.8), en la que se hace una estimacio´n de la energ´ıa del sistema,
al aumentar el nu´mero de helios, N , el segundo te´rmino de dicha expresio´n dominara´ sobre
el primero y, por tanto, el sistema tendera´ a favorecer que sea la distancia entre helios la
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que controle la disposicio´n de los a´tomos del agregado. Independientemente del me´todo
de ca´lculo utilizado para obtener el potencial He-Ca, la distancia de equlibrio He-He es
siempre menor a la correspondiente He-Ca, dando como resultado un empaquetamiento de
los a´tomos de helio como estructura ma´s estable.
Figura 5.4: Estructura cla´sica ma´s probable para el agregado He40-Ca a 1 K, para el
potencial ab initio (P2).
Cua´nticamente esta situacio´n puede cambiar, ya que el Hamiltoniano total del sistema
incluye te´rminos extra a la energ´ıa potencial, dejando de ser va´lida la expresio´n 5.8. Es, por
tanto, necesario incluir los efectos cua´nticos de deslocalizacio´n de los helios para conseguir
una descripcio´n correcta de la geometr´ıa esperada.
Figura 5.5: Distribucio´n en el a´ngulo γ para el sistema con N = 40 a 1 K con los potenciales
de Kelinekato¨fer (P1) y Lovallo (P2).
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Para el agregado formado por N = 40 helios, se han analizado las probabilidades de
densidad angular y radial del sistema obtenidas con cada potencial. En la figura 5.5 se
incluyen las distribuciones en cosγ a 1 K, con γ el a´ngulo entre dos vectores posicio´n de
dos a´tomos de helio cualesquiera con or´ıgen en el a´tomo de Ca.
Esta densidad, en el caso del potencial P2, muestra un ma´ximo en torno a 1, que
refleja un agrupamiento de los a´tomos de helio, frente a un perfil pra´cticamente iso´tropo
en el caso del potencial semiemp´ırico P1, con un mı´nimo cercano a γ ∼ 0, que favorece
una disposicio´n alrededor de la impureza.
Para este u´ltimo potencial (ver figura 5.6) la pequen˜a distancia entre el a´tomo de Ca y el
CM de la gota de helios, en combinacio´n con el perfil de la gota de helios (distribucio´n
He-CMHe), describen una situacio´n en la que la impureza esta´ solvatada, pero no situada
estrictamente en el centro del agregado de He40, sino cercano a una distancia de ∼ 1.5 A˚.
La distribucio´n en la distancia He-Ca confirma por un lado que los a´tomos de He alrededor
de la impureza no forman una estructura esfe´rica, debido a los dos ma´ximos de dicha
funcio´n. Uno de ellos cercano a ∼ 5.5 A˚ y un segundo a distancias mayores, en torno a
∼ 8 A˚. Adema´s, alrededor del a´tomo de Ca existe una regio´n libre de helios a distancias
menores a 3 A˚.
Figura 5.6: Distribuciones helio-calcio, calcio-centro de masas de la gota de helio, y
helio-centro de masas de los helios para el agregado He40-Ca a 1 K con la interaccio´n
P1.
Una posible explicacio´n a esta solvatacio´n parcial es que el nu´mero total N de helios
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es demasiado bajo para alcanzar el encapsulamiento total de la impureza. Ca´lculos hasta
N = 60 (no mostrados) indican que por debajo de este valor el Ca nunca llega a colocarse
en la regio´n central de la capa de helios que lo rodean.
Ana´logamente para el potencial ma´s de´bil, la distribucio´n de probabilidad Ca-CMHe
con respecto a la distribucio´n He-CMHe, garantiza la colocacio´n de la impureza en una
cavidad en la superficie de la gota. Debido a esta disposicio´n, el perfil de la distribucio´n
He-Ca es mucho ma´s extenso que en el caso del potencial anterior, pasando de ∼ 17 A˚ para
P1 a ∼ 24 A˚ para este u´ltimo caso (figura 5.7).
Figura 5.7: Distribuciones helio-calcio, calcio-centro de masas de la gota de helio, y
helio-centro de masas de los helios, para el agregado He40-Ca a 1 K con la interaccio´n
P2.
Debido a las distintas intensidades de los potenciales en juego, P1 y P2, los ca´lculos
de la energ´ıa interna para agregados de N = 10, 20, 30 y 40 helios a unas temperaturas
de 1, 1.5 y 2 K, llevan a valores diferentes segu´n el potencial elegido, que aumentan
al incrementar la temperatura de simulacio´n (figura 5.8). De nuevo, la estabilidad y
existencia de los agregados estudiados se confirma en funcio´n de la energ´ıa para los
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correspondientes agregados puros, como ya se hizo para el complejo HeN -Rb2. Notar que a
una temperatura de 1.5 K y 2 K sobre agregados con 20 y 40 Helios, respectivamente, so´lo
sera´n estables en el caso en el que utilicemos el potencial semiemp´ırico P1 para describir
la interaccio´n He-Ca.
En ningu´n caso, ma´s alla´ de la posible evaporacio´n de los a´tomos de helio, se han
encontrado efectos te´rmicos que afecten a las estructuras aqu´ı expuestas. Por tanto, en
este intervalo de bajas temperaturas, la solvatacio´n no depende del valor preciso de la
temperatura.
0,75 1 1,25 1,5 1,75 2
T (K)
-160
-120
-80
-40
0
40
En
er
gí
a 
(cm
-
1 )
He20 - Ca
He40 - Ca
He20
He40
(a)
0,75 1 1,25 1,5 1,75 2
T (K)
-160
-120
-80
-40
0
40
En
er
gí
a 
(cm
-
1 )
He20 - Ca
He40 - Ca
He20
He40
(b)
Figura 5.8: Energ´ıas del sistema en funcio´n de la temperatura para el potencial P1 (a) y
P2 (b).
Cap´ıtulo 6
HeN-He
∗− y HeN-He∗−2
Como hemos visto en secciones anteriores, las gotas de helio proporcionan un medio
u´nico para el estudio de a´tomos y mole´culas a bajas temperaturas. Estos experimentos
no so´lo permiten el ana´lisis de feno´menos mecanocua´nticos, sino que, segu´n ha quedado
de manifiesto recientemente [168, 169], permiten adema´s explorar estados metaestables de
especies con un tiempo de vida corto, que en ningu´n caso vivir´ıan a temperatura ambiente,
como ocurre en el caso de radicales libres, iones y algunos pequen˜os agregados moleculares
[170]. En este cap´ıtulo, nos centraremos en especies cargadas negativamente, en concreto
en los aniones metaestables He∗− (1s2s2p 4P ) y He∗−2 (1σ
2
g 1σu 2σg 1πu
4Πg), ambos
ampliamente estudiados en fase gas tanto experimental [171–173] como teo´ricamente
[174–178].
Una cuestio´n fundamental en la f´ısica de iones a bajas temperaturas es establecer el
mecanismo de transporte de carga dentro de la matriz de helios [179, 180]. A finales de los
an˜os sesenta [181] se observo´ que iones negativos con alta movilidad eran los portadores de
carga en helio l´ıquido. Pero no fue hasta an˜os posteriores cuando se determino´ que dichas
cargas, no so´lo se correspond´ıan con electrones libres, sino que pod´ıan pertenecer a pares de
electrones [182], a aniones de helio ato´micos [183] o aniones moleculares [184] en distintos
estados de excitacio´n.
La primera evidencia experimental de la formacio´n de iones negativos en una gota de helio
tuvo lugar en 1991, como consecuencia del lanzamiento de un haz de electrones con una
energ´ıa de 1.2 eV sobre este medio [185]. Esta energ´ıa es la necesaria para la inmersio´n de
un electro´n en la matriz de helio situa´ndose dentro de una burbuja de radio 9-15 A˚ [186].
En 1998 se detectaron resonancias de mucha mayor energ´ıa, correspondientes a excitaciones
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del mono´mero y del d´ımero de helio [187].
Experimentos recientes [168, 169] muestran mecanismos alternativos de transferencia de
carga, como son la formacio´n de aniones He∗− y He∗−2 . Una vez que el electro´n libre ha
atravesado la superficie de la gota, y formado una burbuja libre de helios, puede ser capaz
de excitar un a´tomo de He (19.8 eV [188]) y, a su vez, ser capturado para constituir entonces
el anio´n ato´mico He∗− (1s2s2p 4P ), energe´ticamente so´lo 77.1 meV [176] por debajo del
He∗ (1s2 3S).
La formacio´n del anion molecular He∗−2 (1σ
2
g 1σu 2σg 1πu
4Πg) requiere la excitacio´n de
a´tomos de helio en estados 3P , seguida de la formacio´n de d´ımeros de helio excitados [169].
Estos u´ltimos, debido a la alta afinidad electro´nica del sistema, pueden captar un electro´n
libre, dando lugar al anio´n molecular, no accesible a partir simplemente de la dimerizacio´n
de He∗− y un a´tomo de He en su estado fundamental. Proceso que necesita una energ´ıa
superior a 85 meV [189], inalcanzable con la energ´ıa te´rmica del sistema (T ≈ 0.37 K).
Para ninguna de estas especies esta´n permitidas transiciones electro´nicas por decaimientos
no relativistas [173] (del orden de fs), lo que les garantiza tiempos de vida largos (νs)
asociados a estados metaestables [171, 172]. La principal diferencia encontrada entre ambos
aniones radica en la alta movilidad detectada para el anio´n ato´mico y su colocacio´n dentro
de la nanogota, en contra de la localizacio´n superficial del He∗−2 [168]. Debido adema´s a que
este u´ltimo requiere de la formacio´n previa del He∗−, el anio´n molecular sera´ ma´s escaso
en el agregado total.
A partir del estudio teo´rico expuesto en el art´ıculo [189], donde se realiza un profundo
ana´lisis de las interacciones de estos aniones con un a´tomo de helio en su estado
fundamental, se han ampliado los resultados entonces expuestos, incluyendo efectos de
temperatura y efectos cua´nticos nucleares con el me´todo PIMC a 0.4 K.
6.1. Superficie de energ´ıa potencial
La SEP se ha elegido como suma de pares de las interacciones VHe-He de Aziz y Slaman
[132] y la interaccio´n He-anio´n, despreciando los te´rminos de varios cuerpos:
VHeN -anio´n =
N∑
k=1
VHek-anio´n +
N∑
k=1
N∑
l>k
VHe-He(|Rˆk − Rˆl|), (6.1)
El potencial VHe-anio´n se correspondera´ en un caso con la interaccio´n He-He
∗−, VHe-He∗−,
y en otro, con la interaccio´n He-He∗−2 , VHe-He∗−
2
. Para el anio´n ato´mico interaccionando con
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un He, esta energ´ıa so´lo sera´ funcio´n de la distancia interato´mica r = |Rˆk|, con Rˆk el vector
posicio´n del k-e´simo a´tomo de helio, con respecto a la impureza, tal como se muestra en
la figura 6.1. Para el anio´n molecular la interaccio´n con un a´tomo dependera´ tanto de la
distancia del CM de la diato´mica al a´tomo de He, como del a´ngulo θ que forman el eje del
d´ımero y el vector posicio´n Rˆk definido segu´n la figura 6.2.
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Figura 6.1: Sistema HeN -He
∗−
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Figura 6.2: Sistema HeN -He
∗−
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6.1.1. Interaccio´n He-He∗−
A partir de puntos ab initio, recibidos por comunicacio´n personal, y publicados en el
art´ıculo [189], se ha realizado un ajuste anal´ıtico, cuya forma funcional y para´metros se
incluyen en el ape´ndice A de este cap´ıtulo. Dichos puntos se obtuvieron haciendo uso de
ca´lculos en la aproximacio´n CCSD(T) con las bases necesarias hasta lograr convergencia
en los resultados segu´n [189].
En la figura 6.3 se muestra la interaccio´n VHe-He∗− en funcio´n de la distancia interato´mica
r. Se observa que aparecen dos mı´nimos en la curva potencial, uno en torno a ∼ −17000
cm−1 sobre 1.07 A˚ y otro relativo situado a 6.961 A˚ con un valor de −3.79 cm−1 respecto
al l´ımite de disociacio´n del He∗− y el He. La barrera entre ellos tiene 685.59 cm−1 a una
distancia de 2.51 A˚.
Mediante el me´todo Truhlar-Numerov [190] ha sido posible resolver nume´ricamente la
ecuacio´n de Schro¨dinger unidimesional del sistema, con momento angular nulo (J = 0).
En la misma figura 6.3 se incluye el espectro vibracional con un ma´ximo de 15 estados
(v = 0 − 14), 13 de los cuales esta´n localizados en el primer y ma´s profundo pozo de
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Figura 6.3: Curva de energ´ıa potencial He-He∗−. En diferentes colores se muestran los
niveles de energ´ıa de los estados ligados correspondientes a este potencial y sus respectivas
funciones de onda. Se incluye adema´s una ampliacio´n de la reg´ıon cercana al mı´nimo local
de unos -4 cm−1 de profundidad y situado en torno a una distancia entre el He y el He∗−
de 7 A˚.
potencial. Los dos u´ltimos, sin embargo, restringen sus funciones de onda a regiones con
r mayores que 6 A˚ fuera del primer mı´nimo y de la barrera de potencial. Tienen unas
energ´ıas de E13 = −1.266cm−1 y E14 = − 0.0055 cm−1 (Fig. 6.3), muy diferentes a las
correspondientes a los estados confinados al mı´nimo ma´s profundo e incluidos en la tabla
6.1.
v Ev (cm
−1) v Ev (cm
−1)
0 -16229.329 7 -5582.587
1 -14503.567 8 -4291.578
2 -12853.353 9 -3075.298
3 -11277.734 10 -1951.439
4 -9773.822 11 -947.204
5 -8331.311 12 -100.950
6 -6934.392 - -
Tabla 6.1: Energ´ıas de los primeros 13 estados ligados del potencial He-He∗− [189] obtenidos
por el me´todo Truhlar-Numerov para momento angular total nulo.
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6.2. Interacio´n He-He∗−2
De manera similar a la curva He-He∗−, a partir de los puntos ab initio recibidos por
comunicacio´n interna y cuya metodolog´ıa de ca´lculo se detalla en la referencia [189], se
ha realizado el ajuste con la forma anal´ıtica incluida en el ape´ndice B para el potencial
VHe-He∗−
2
.
Como expusimos al comienzo de la seccio´n 6.1, la intensidad de la interaccio´n entre
ambas especies depende del a´ngulo θ y de la distancia entre el a´tomo de He con respecto
al CM del anio´n (Fig.6.2). La distancia entre los dos a´tomos del d´ımero es de 1 A˚.
En la figura 6.4 se muestra co´mo la profundidad del pozo alcanza su ma´ximo en la
configuracio´n lineal en torno a −1.6 cm−1 a una distancia de 8.6 A˚, mientras disminuye
al aumentar el a´ngulo hasta la configuracio´n perpendicular a 13.5 A˚ del CM de la diato´mica.
−4
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 4  6  8  10  12  14  16  18  20
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−
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Distancia He−CMHe2*−   (Å)
0 °
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90 °
Figura 6.4: Curva de energ´ıa potencial He-He∗−2 para distintas orientaciones segu´n el a´ngulo
θ. Las l´ıneas cont´ınuas representan los valores obtenidos a partir de la expresio´n (6.2),
mientras que los puntos discretos son los valores ab initio sobre los que se ha realizado el
ajuste.
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6.3. Detalles computacionales
Se han realizado ca´lculos PIMC a una temperatura de 0.4 K para los sistemas HeN -He
∗−
y HeN -He
∗−
2 , con un nu´mero ma´ximo de cuentas igual a 200. A la temperatura de simulacio´n
elegida, es necesario incluir efectos de superfluidez asociados a la naturaleza boso´nica del
4He. Para ello se ha utilizado el algoritmo de muestreo multinivel expuesto en el cap´ıtulo
3, permitiendo un nu´mero ma´ximo de permutaciones igual a 4 y desplazando 8 cuentas (3
niveles) por paso MC.
Debido al alto coste computacional del muestreo de las permutaciones, no ha sido posible
alcanzar convergencia en energ´ıas. Aunque no descartamos conseguir finalmente un valor
de energ´ıa estable con M , s´ı que ponemos de manifiesto la necesidad de ir ma´s alla´ de la
aproximacio´n primitiva, en una aproximacio´n que reduzca el nu´mero de cuentas necesarias
para una correcta descripcio´n del sistema y, por tanto, el tiempo de ca´lculo de dicha
magnitud.
El ca´lculo de las distribuciones en equilibrio te´rmico se ha obtenido a partir de
simulaciones con entre uno y diez millones de pasos, segu´n el taman˜o y nu´mero de cuentas.
Se garantiza as´ı un muestreo representativo de todos los grados de libertad de cada a´tomo
en movimiento.
La simulacio´n PIMC comienza con las configuraciones cla´sicas dadas por el AE explicado en
la seccio´n 7.1.1 del cap´ıtulo 7, seguidas de un muestreo MC cla´sico en el que se incorporan
efectos te´rmicos. Antes de proceder a la recogida de la estad´ıstica se ha llevado a cabo un
proceso de termalizacio´n de un millo´n de pasos MC.
6.4. Resultados 93
6.4. Resultados
Comenzando por el agregado ma´s pequen˜o, N = 1, e´ste so´lo se mantiene ligado en el
caso de la impureza ato´mica, ya que para el anio´n He∗−2 las energ´ıas te´rmica (≈ 0.41 cm−1)
y del punto cero (1.37 cm−1) hacen que su energ´ıa pueda llegar a ser positiva, es decir,
por encima del l´ımite de disociacio´n He-He∗−2 . Sin embargo, para el He
∗−, la profundidad
del pozo asegura una configuracio´n del sistema a energ´ıas menores que cero para cualquier
valor de N . El nu´mero ma´ximo de a´tomos de helio alrededor de la impureza ato´mica sujetos
por el mı´nimo global es 6. Estos se situ´an formando una bipira´mide de base cuadrada de
lado 1.7 A˚ alrededor del anio´n, tal y como se muestra en la figura 6.5.
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Figura 6.5: Bipira´mide formada por seis helios alrededor de la impureza anio´nica
(izquierda), y distribuciones radial (panel superior) y angular (panel inferior) de dichos
helios, donde γ se corresponde con el el a´ngulo entre dos vectores posicio´n de dos a´tomos
de helio cualesquiera con respeto a la impureza, ver Fig.6.1.
Si se aumenta el taman˜o del agregado, aparece una segunda capa de helios que se
disponen juntos formando una cavidad en la que se asienta el nu´cleo He6-He
∗−, tal como
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reflejan las distribuciones de la figura 6.6 para el caso N = 32.
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Figura 6.6: Distribuciones radial (panel superior) y angular (panel inferior) del sistema
He32-He
∗−.
No existe constatacio´n experimental de la existencia de esta estructura. Otros trabajos
teo´ricos [168] confirman la solvatacio´n del anio´n He∗− por la gota de helio, en una burbuja
de 5.85 A˚ de radio, de manera similar a lo que ocurre con cargas negativas inmersas en
helio l´ıquido. E´stas se alojan en una cavidad de 7.3 A˚ de radio, segu´n [179].
La distribucio´n en la distancia He-He∗− obtenida con el me´todo PIMC (figura 6.6) ratifica
este resultado, ya que hasta aproximadamente unos 5 A˚ no existe una probabilidad no
nula de encontrar helios alrededor de la impureza (ma´s alla´ de los seis a´tomos de la
bipira´mide) y su ma´ximo esta´ en torno a ∼ 8 A˚.
Un aspecto importante a destacar en este sistema, HeN -He
∗−, es que, independientemente
del nu´mero de helios del agregado, para los helios de la formacio´n He6-He
∗− no se detectan
permutaciones de ningu´n tipo, ni entre ellos ni con ningu´n otro a´tomo que los rodee. Al
ser un feno´meno no dina´mico [115], es decir que siempre son los mismos helios los que
se quedan fuera de los intercambios, se puede confirmar que es un efecto de localizacio´n
inducida por la interaccio´n impureza-solvente a muy baja temperatura, y no a la aparicio´n
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de una componente no superfluida alrededor del anio´n, como ocurre por ejemplo para el
SF6 [104].
(a)
0
-
 
(b)
Figura 6.7: (a) Ima´gen del agregado He16-He
∗− en la que los a´tomos externos a la bipira´mide
se entrelazan formando anillos superiores tras ser aceptadas varias permutaciones: en azul
se representa un anillo formado por 5 helios, en rojo por 3 y en verde por dos.
(b) Ima´gen del del agregado He8-He
∗− en la que cada a´tomo de helio fuera de la bipira´mide
esta´ representado por un pol´ımero de 50 cuentas independientes entre s´ı y con diferente
color. No aparecen permutaciones entre ninguno de los helios que forman el sistema.
Para ninguno de los dos casos, (a) y (b), notar que los pol´ımeros asociados a los helios
que forman la bipira´mide se llegan a expandir, consecuencia de la fuerte interaccio´n con el
anio´n He∗−.
En la figura 6.7(a) se ha incluido una ima´gen del sistema en un instante de la
simulacio´n en el que se aprecia el aumento de la longitud de los pol´ımeros asociados so´lo a
los helios situados fuera de la bipira´mide que rodea al He∗−, indicativa de la participacio´n
de e´stos en alguna permutacio´n. Sin embargo en la figura 6.7(b), se muestra co´mo para
un sistema con menos helios, so´lo 8, aquellos que no pertenecen al nu´cleo He6-He
∗− no se
entrelazan formando anillos con ma´s cuentas que las correspondientes a un so´lo He, reflejo
del dominio de la permutacio´n identidad.
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Para el anio´n molecular, la disposicio´n ma´s probable es la localizacio´n superficial sobre
la gota de helios, HeN . Las distribuciones muestran un alineamiento del eje de la diato´mica
cerca de los 58◦ (cosθ ∼ 0.53), tal como aparece en la figura 6.8. Estos resultados confirman
el cara´cter heliofo´bico de este d´ımero, y coinciden con la prediccio´n experimental [168, 169]
que coloca al He∗−2 sobre la superficie del agregado de helios.
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Figura 6.8: Estructura ma´s probable del agregado He10-He
∗−
2 (izquierda) y sus
distribuciones que confirman el empaquetamiento de los helios (cosγ ≈ 1), la colocacio´n de
estos en torno a θ ≈ 58◦ y a una distancia de 20 A˚ del centro de masas de la diato´mica.
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VHe-He∗−(r) = (1−m4(r)) (1−m3(r)) ((1−m2(r)) ((1−m1(r))f1(r) c
+ m1(r)f0(r))−m2(r)f2(r))
+ m3f3(r))
+ m4(r)(c4/r
4)
Cada una de las funciones es de la forma:
f0(r) = t0 0.5 (1.+ tanh(t1 (r − x1)))− t2
f1(r) = d1 exp(a1 (r1 − r)) (exp(a1 (r1 − r))− 2)
f2(r) = d2 exp(a2 (r2 − r)) (exp(a2 (r2 − r))− 2)
f3(r) = d3 exp(a3 (r3 − r)) (exp(a3 (r3 − r))− 2)
m1(r) = 0.5 (1.+ tanh(st1 (r − xt1)))
m2(r) = 0.5 (1.+ tanh(st2 (r − xt2)))
m3(r) = 0.5 (1.+ tanh(st3 (r − xt3)))
m4(r) = 0.5 (1.+ tanh(st4 (r − xt4)))
Con constantes:
c = 8065.5409 cm−1/eV t1 = 2.1751 A˚
−1
d1 = 2.1213 cm
−1 t2 = 20533.7740 cm
−1
d2 = 668.0 cm
−1 st1 = 11.1642 A˚
−1
d3 = 3.82 cm
−1 st2 = 9.6603 A˚
−1
a1 = 2.2202 A˚
−1 st3 = 1.7588 A˚
−1
a2 = 1.4313 A˚
−1 st4 = 2.0478 A˚
−1
a3 = 0.6330 A˚
−1 x1 = 1.4816 A˚
r1 = 1.0598 A˚ xt1 = 1.1312 A˚
r2 = 2.4 A˚ xt2 = 1.8168 A˚
r3 = 6.9669 A˚ xt3 = 4.1645 A˚
t0 = 22367.3596 cm
−1 xt4 = 8.2767 A˚
c4 = 13683.2521 A˚
−4 cm−1 -
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6.6. Ape´ndice B
VHe-He∗−
2
(r, cosθ) =
8∑
n=4
Cn(cosθ)/r
n r ≥ r0
=
8∑
n=4
Cn(cosθ)/r
n
0 r < r0,
donde r0 = 6.0 A˚.
Cada una de las funciones es de la forma:
C4(cosθ) = −c4
C5(cosθ) = a05 + a15 cosθ + a25 cos
2θ + a35 cos
3θ + a45 cos
4θ + a55 cos
5θ
C6(cosθ) = a06 + a16 cosθ + a26 cos
2θ + a36 cos
3θ + a46 cos
4θ + a56 cos
5θ
C7(cosθ) = a07 + a17 cosθ + a27 cos
2θ + a37 cos
3θ + a47 cos
4θ + a57 cos
5θ
C8(cosθ) = a08 + a18 cosθ + a28 cos
2θ + a38 cos
3θ + a48 cos
4θ + a58 cos
5θ
Con constantes:
a08 = -4.10895 ·109 A˚−8 cm−1 a16 = -4.17496 ·107 A˚−6 cm−1
a18 = -1.96438 ·109 A˚−8 cm−1 a26 = 4.45712 ·108 A˚−6 cm−1
a28 = 2.10653 ·1010 A˚−8 cm−1 a36 = -1.04527 ·109 A˚−6 cm−1
a38 = -4.6991 ·1010 A˚−8 cm−1 a46 = 1.28532 ·109 A˚−6 cm−1
a48 = 5.49546 ·1010 A˚−8 cm−1 a56 = -5.63868 ·108 A˚−6 cm−1
a58 = -2.31367 ·1010 A˚−8 cm−1 a05 = 2.05456 ·106 A˚−5 cm−1
a07 = 1.181 ·109 A˚−7 cm−1 a15 = 1.18978 ·106 A˚−5 cm−1
a17 = 4.93639 ·108 A˚−7 cm−1 a25 = -1.22094 ·107 A˚−5 cm−1
a27 = -5.40442 ·109 A˚−7 cm−1 a35 = 3.07991 ·107 A˚−5 cm−1
a37 = 1.20326 ·1010 A˚−7 cm−1 a45 = -3.88271 ·107 A˚−5 cm−1
a47 = -1.44183 ·1010 A˚−7 cm−1 a55 = 1.73425 ·107 A˚−5 cm−1
a57 = 6.20025 ·109 A˚−7 cm−1 c4 = 11363.2878042834 A˚−4 cm−1
a06 = -9.0374 ·107 A˚−6 cm−1 -
Cap´ıtulo 7
HeN-C24H12
La mole´cula de coroneno es un hidrocarburo aroma´tico polic´ıclico (HAP) planar
formado por 24 a´tomos de carbono dispuestos en 7 anillos bence´nicos rodeados por 12
a´tomos de hidro´geno, como se muestra en la figura 7.1.
Figura 7.1: Mole´cula de coroneno. Distancia C-C y a´ngulos C-C-C de 1.420 A˚ y 120◦,
respectivamente, siguiendo la estructura del grafeno [191]. Distancia C-H de 1.09 A˚ y un
a´ngulo C-C-H de 120 ◦ [192].
El primer punto de intere´s de las HAP esta´ relacionado con su presencia en pequen˜os
agregados en medios interestelares, donde son generados por procesos de fotoevaporacio´n
en nubes con un alto contenido carbo´nico. Siguiendo los resultados de observaciones
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astrono´micas [193] y experimentales [194], varios autores han centrado su intere´s en estos
procesos de formacio´n y destruccio´n de agregados de HAP [195], as´ı como en su interaccio´n
con rayos co´smicos [196] constituidos por diversos tipos de a´tomos e iones (He, H, CNO...)
[196].
Debido a que es la estructura ma´s pequen˜a, dentro de los HAP, en la que todos los
a´tomos de carbono del anillo central esta´n unidos so´lo a a´tomos de carbono y a ningu´n
hidro´geno, el coroneno esta´ considerado la representacio´n ma´s simple de una la´mina de
grafeno [197–199], quiza´s uno de los materiales ma´s estudiados de los u´ltimos an˜os [200],
por la gran cantidad de aplicaciones en las que puede ser utilizado [201–207].
Los estudios sobre mole´culas aroma´ticas pueden ayudar a predecir el comportamiento de
superficies de este material desde un nivel nanosco´pico. En particular, son de gran intere´s
los trabajos espectrosco´picos tanto experimentales [208–218], como teo´ricos [219–223],
sobre mole´culas aroma´ticas planas inmersas en una matriz de helio, que tratan de explicar
la dina´mica, energ´ıa y estructuras de estos sistemas, como precursores del comportamiento
de a´tomos de helio sobre la´minas de grafeno [224].
Un aspecto relevante en estos estudios es la caracterizacio´n de la interaccio´n de a´tomos,
como el helio en nuestro caso, con mole´culas similares al grafeno. La forma anal´ıtica
ma´s extendida consiste en suponer interacciones de pares He-C, He-H y He-He, de tipo
Lennard-Jones para las dos primeras y la desarrollada por Aziz et al. para la u´ltima [132].
Sin embargo en este trabajo se ha utilizado una superficie potencial He-coroneno dada
como suma de pares a´tomo-enlace [225, 226] propuesta por M. Bartolomei et al. en el an˜o
2013 [192] de la forma:
VHej-coroneno =
∑
i
V i(r˜i, θ˜i) (7.1)
donde cada a´tomo j-e´simo de helio sufre una interaccio´n V i por cada enlace C-C y C-H de la
superficie C24H12, que dependera´ tanto de la distancia de Hej al enlace, r˜i, como del a´ngulo
de Jacobi, θ˜i, que describe la orientacio´n del a´tomo de helio en relacio´n a la direccio´n del
enlace. La ventaja de suponer una interaccio´n a´tomo-enlace sobre la de pares a´tomo-a´tomo
es que se incluyen de manera natural los efectos de muchos cuerpos, consiguiendo as´ı una
descripcio´n ma´s realista de la anisotrop´ıa y distribucio´n de carga real sobre la mole´cula de
coroneno.
Los ca´lculos de estructura electro´nica se han realizado utilizando los me´todo DFT-SAPT
[227] y MP2C [228] implementados en el paquete comercial Molpro2009, haciendo uso de
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bases que garantizan la convergencia deseada en los resultados. Ma´s detalles sobre la forma
expl´ıcita del potencial, as´ı como de las caracter´ısticas de computacio´n de esta interaccio´n
pueden encontrarse en la referecia [192].
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Figura 7.2: Cortes del potencial de interaccio´n He-C24H12 en meV segu´n la forma anal´ıtica
de [192] en planos paralelos a la superficie del coroneno a ditintas alturas z: (a) z = 3.166 A˚,
curvas de nivel a -14, -13, -12, -11 y -10 meV, (b) z = 3.0 A˚, curvas de nivel a -12, -11, -10,
-8 y -6 meV (c) z = 2.85 A˚, curvas de nivel a -8, -6, -4 y -2 meV y (d) z = 2.60 A˚, curvas
de nivel a -6, -2, y 0 meV.
En la figura 7.2 se han incluido cortes de la interaccio´n He-coroneno sobre el plano (x, y)
de la mole´cula para distintas alturas, z (Fig. 7.1). Vemos que, conforme z se aleja del valor
correspondiente al mı´nimo global de la superficie (z = 3.1654 A˚, V ≈ −15 meV), y el corte
se acerca a la superficie del coroneno, comienzan a aparecer mı´nimos locales siguiendo la
102 Cap´ıtulo 7. HeN-C24H12
forma de la estructura de carbonos de dicha mole´cula. Si nos acercamos todav´ıa ma´s a
la superficie del coroneno, z = 2.60 A˚, empieza a verse en una regio´n altamente repulsiva
modulada sobre el esqueleto del sistema C24H12, a excepcio´n de la regio´n atractiva debido
a los mı´nimos que aparecen entre los hidro´genos circundantes. De acuerdo a la simetr´ıa del
coroneno, el potencial resultante para valores de z negativos, es equivalente al aqu´ı expuesto
para z positivo.
7.1. Optimizacio´n de la superficie
7.1.1. Algoritmo evolutivo
Para calcular las configuraciones de equilibrio para el agregado HeN -C24H12 con
distintos valores de N sobre la SEP elegida, se ha utilizado un algoritmo evolutivo (AE)
adaptado para la minimizacio´n de la funcio´n de energ´ıa potencial de agregados ato´micos
[148].
En este me´todo se parte de una poblacio´n inicial de M indviduos, en nuestro caso S
configuraciones de HeN -C24H12 con N fijo. Esta poblacio´n tiene asociada dos vectores: xˆi y
ηˆi, con i = 1, . . . ,M, que contienen las coordenadas cartesianas y los llamados para´metros
estrate´gicos, respectivamente. Estos u´ltimos dan cuenta de la dispersio´n de la poblacio´n
(inicialmente todos toman el valor 1) mientras que las coordenadas iniciales se escogen de
manera aleatoria en un cierto intervalo (0, ∆). Cada uno de los miembros de la poblacio´n
inicial evoluciona de la siguiente manera:
x′i(j) = xi(j) + ηi(j)Nj(0, 1) (7.2)
η′i(j) = ηi(j) exp[τ
′N (0, 1) + ηi(j)τ ′′Nj(0, 1)] (7.3)
donde N (0, 1) es un nu´mero aleatorio de una distribucio´n gaussiana de media cero
y desviacio´n esta´ndar 1. Nj(0, 1) indica que el nu´mero aleatorio se genera para cada
componente j ∈ (1, 3N), y τ ′ y τ ′′ son para´metros ajustables segu´n el valor de N .
Para cada individuo, k, perteneciente al conjunto de 2M elementos formado de la unio´n
de padres (xˆi, ηˆi) e hijos (xˆ
′
i, ηˆ
′
i), se realiza una comparacio´n de la energ´ıa con q oponentes
elegidos al azar. En cada uno de estos encuentros entre cada k y los q oponentes, gana un
punto el individuo con menor energ´ıa potencial. AquellosM miembros con ma´s puntos en
la fase de lucha sobreviven a la siguiente generacio´n, convirtie´ndose en los nuevos padres.
7.1. Optimizacio´n de la superficie 103
La convergencia se alcanza cuando la diferencia en energ´ıa potencial entre dos generaciones
consecutivas es menor a una cierta tolerancia ET .
Energ´ıa y configuracio´n cla´sicas
Haciendo uso del me´todo de optimizacio´n presentado en la seccio´n 7.1.1, se han
calculado los mı´nimos de energ´ıa del sistema en estudio hasta N = 70 a´tomos de helio.
Algunos de estos valores se incluyen en la tabla 7.1, donde adema´s se presentan las energ´ıas
de los mı´nimos locales encontrados para N ≤ 10.
N - VAE
1 (1,0) -14.61
2 (2,0) -28.19
2 (1,1) -29.24
3 (3,0) -42.90
3 (2,1) -42.82
4 (4,0) -56.63
4 (3,1) -57.54
4 (2,2) -56.42
5 (5,0) -70.14
5 (4,1) -71.61
5 (3,2) -68.92
6 (6,0) -81.09
6 (5,1) -84.80
6 (4,2) -84.89
6 (3,3) -85.65
7 (7,0) -94.69
7 (6,1) -98.39
7 (5,2) -97.48
7 (4,3) -99.73
N - VAE
8 (8,0) -109.14
8 (7,1) -111.93
8 (6,2) -111.11
8 (5,3) -112.75
8 (4,4) -114.05
9 (9,0) -126.93
9 (8,1) -128.37
9 (7,2) -137.44
9 (6,3) -141.37
9 (5,4) -127.21
10 (10,0) -126.93
10 (9,1) -128.37
10 (8,2) -137.44
10 (7,3) -141.37
10 (6,4) -140.55
10 (5,5) -139.60
14 (7,7) -196.89
38 (19,19) -445.92
50 (19,19,12) -541.51
68 (19,19,30) -687.54
Tabla 7.1: Valores de energ´ıa potencial, VAE (meV), del mı´nimo global (subrayado) y
mı´nimos locales para N ≤ 10, N = 14, 38, 50 y 68, calculados con el algoritmo evolutivo
de la referencia [148]. Los valores entre pare´ntesis de la segunda columna especifican el
nu´mero de helios a un lado y al otro del plano del coroneno. El tercer valor en los casos
N = 50 y N = 68 se corresponde con los a´tomos de helio situados en dicho plano.
Las distintas configuraciones de los mı´nimos seleccionados se muestran en la figura 7.2,
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N = 1 N = 2 N = 3
N = 4 N = 5 N = 6
N = 7 N = 8 N = 9
N = 10 N = 14 N = 38
N = 50 N = 68 N = 69
Tabla 7.2: Estructuras del mı´nimo global para HeN -C24H12 calculadas con el algoritmo
evolutivo de la referencia [148], con N = 1− 10, 14, 38, 50, 68, y 69.
donde vemos no existe una relacio´n directa entre la localizacio´n del mı´nimo global y la
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simetr´ıa del sistema con respecto al plano (x, y). Ambas caras del coroneno se cubren con 38
a´tomos de helio, mientras que para lograr solvatacio´n total se necesitan 68. Volviendo a la
tabla 7.1, es claro ver co´mo la diferencia de energ´ıa entre el mı´nimo global y el mı´nimo local
ma´s cercano var´ıa segu´n el nu´mero de helios, pero sin una tendencia clara con N , pudiendo
alcanzar un valor ma´ximo de 3.93 meV para el sistema con N = 9 helios y un valor mı´nimo
de 0.08 meV el caso N = 3. Las diferencias en energ´ıa y estructuras entre los distintos
iso´meros (mismo N) son consecuencia de que, a pesar de que la interaccio´n He-coroneno
domina sobre la He-He (≈ −1 meV), esta u´ltima es determinante en la colocacio´n de los
a´tomos de helio sobre las caras del HAP, ya que las diferencias entre los pozos sobre su
superficie son del orden de dicha interaccio´n.
En la figura 7.3 se incluye la energ´ıa por a´tomo de helio, E/N , y la energ´ıa cla´sica de
evaporacio´n, EN − EN−1, en funcio´n del taman˜o del agregado. Para un taman˜o N = 14
se aprecia una variacio´n en la tendencia de ambas energ´ıas, comportamiento que refleja la
estabilidad del sistema para este nu´mero de helios, es decir, es ma´s costoso, energe´ticamente
hablando, extraer un a´tomo de He14-C24H12, que hacerlo sobre el sistema con cualquier otra
cantidad de helios, incluso para el que cierra la primera capa de solvatacio´n, el N = 68.
Adema´s, en la figura 7.3 vemos la energ´ıa potencial total en funcio´n de N , y co´mo e´sta
decrece linealmente con dicha variable.
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Figura 7.3: Energ´ıas de evaporacio´n, energ´ıa por a´tomo y energ´ıa total en funcio´n del
nu´mero de a´tomos de helios del agregado.
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7.2. Propiedades en equilibrio te´rmico a T = 2 K
Para calcular las propiedades en equilibrio te´rmico e incluir los efectos cua´nticos de los
nu´cleos de estos agregados, se ha utilizado el me´todo PIMC. Las configuraciones obtenidas
con el algoritmo evolutivo mostradas en la seccio´n 7.1.1 han servido como estructuras
iniciales a los ca´lculos MC de este apartado. El nu´mero de pasos MC ha sido ajustado
entre 106 y 108, de tal manera que todos los grados de libertad del sistema se muestreen un
nu´mero representativo de veces como para que la estad´ıstica sea fiable. Se han llevado a cabo
simulaciones con distintos nu´meros de cuentas: M = 1, 50, 100, 200, 300 y 500, utilizando el
algoritmo de staging como me´todo de desplazamiento de las cuentas asociadas a cada helio.
Adema´s, cada 104 pasos se propone un movimiento en el que se desplazan todas las cuentas
correspondientes a una part´ıcula. Para obtener la energ´ıa final en el l´ımite M →∞, se ha
realizado una extrapolacio´n cuadra´tica del tipo a+ b/M2, sin incluir el caso cla´sico M = 1,
similar a las mostradas en la figura 7.3 para los casos concretos de N = 14 y N = 38.
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Tabla 7.3: Extrapolacio´n de la energ´ıa total en el l´ımite M → ∞ para los sistemas
He14-C24H12 (izquierda) y He38-C24H12 (derecha).
En la tabla 7.4 se incluyen las energ´ıas PIMC a 2 K, adema´s de las energ´ıas medias por
a´tomo en funcio´n de N .
Las distribuciones en el plano (x, y), figura 7.4, muestran co´mo la disposicio´n de los
helios depende fuertemente del taman˜o del agregado. Vemos que para el complejo ma´s
pequen˜o, N = 1, el ma´ximo de esta distribucio´n se concentra en el mı´nimo del potencial,
en el centro del coroneno. Sin embargo, si elevamos el nu´mero de helios a 3, la regio´n
ma´s probable se encuentra formando un anillo alrededor de dicho mı´nimo global. Debido
a la suma de efectos te´rmicos y la energ´ıa del punto cero, los tres a´tomos de helio tienen
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N 〈E〉 〈E〉/N
1 -9.58±0.04 -9.58
2 -19.28±0.05 -9.64
3 -24.68±0.06 -8.23
4 -34.24±0.08 -8.56
5 -40.13±0.13 -8.02
6 -49.21±0.18 -8.20
7 -55.18±0.13 -7.88
8 -60.92±0.19 -7.62
9 -65.52±0.25 -7.28
10 -69.02±0.11 -6.90
14 -87.65±0.08 -6.26
38 -148.77±1.58 -3.92
50 -155.63±2.70 -3.11
68 -155.81±3.04 -2.29
Tabla 7.4: Valores de energ´ıa media PIMC, 〈E〉, y energ´ıa por a´tomo, 〈E〉/N , a 2 K para
el sistema HeN -C24H12 con N ≤ 10, N = 14, 38, 50 y 68.
probabilidad no nula de alcanzar seis de los siete mı´nimos asociados a los anillos bence´nicos
que forman el coroneno, pero nunca logran saltar la barrera de potencial al pozo central.
Vemos que conforme aumenta el nu´mero de helios, N = 14, la probabilidad de densidad
alcanza ma´ximos sobre las uniones C-C y no sobre los mı´nimos locales del potencial
He-C24H12. Efecto que se vuelve a perder al incrementar N . Este cambio de tendencia es
debido a que conforme el taman˜o del complejo es mayor, no so´lo la interaccio´n He-coroneno
fija las estructuras ma´s probables, sino que e´stas sera´n consecuencia del equilibrio entre el
potencial He-coroneno y el He-He para todos los pares helio-helio del complejo en estudio.
Adema´s, debido a la accio´n de ambas fuerzas sobre los a´tomos de helio, se detecta un
efecto de localizacio´n o confinamiento de estos en los agregados de taman˜os superiores,
Fig. 7.4(d), que elimina la deslocalizacio´n cua´ntica t´ıpica de estos a´tomos. Dicho efecto
ha sido detectado en estudios similares sobre mole´culas aroma´ticas como benceno [219]
o ftalocianina [229], y sobre la´minas de grafito [230, 231] o grafeno [232, 233]. En los
agregados pequen˜os, sin embargo, la deslocalizacio´n debido a la alta energ´ıa del punto cero
en estos complejos, no ha desaparecido, los a´tomos de helio no esta´n todav´ıa confinados
como consecuencia de las fuerzas presentes en el sistema.
Las distribuciones en el plano (rcosθ, rsenθ) cua´nticas y cla´sicas, con r el mo´dulo del
vector rˆ (definido desde el centro del coroneno a un a´tomo de helio) y θ el a´ngulo entre el
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Figura 7.4: Distribuciones PIMC en el plano x, y para agregados con (a) N = 1, (b) N = 3,
(c) N = 14 y (d) N = 38 a´tomos de helio.
vector rˆ y el eje zˆ de la figura 7.1, muestran claras diferencias en cuanto a la solvatacio´n
de dicha mole´cula.
Para todos los taman˜os estudiados, en el caso cla´sico, las estructuras encontradas
son similares a las obtenidas con el AE. La energ´ıa te´rmica a 2 K ( ≈ 0.26 meV) no
es suficiente como para conseguir que los helios superen las barreras de potencial entre
los mı´nimos de la superficie y los mı´nimos entre hidro´genos circundantes, y alterar as´ı la
configuracio´n cla´sica de solvatacio´n a T = 0 K. Sin embargo, en la simulacio´n cua´ntica, las
distribuciones reflejan un mayor grado de deslocalizacio´n, son espacialmente ma´s extensas
y no se restringen simplemente a los mı´nimos en torno a las estructuras AE. En la figura 7.5
aparecen estas distribuciones para los agregados He3-C24H12 y He14-C24H12. En ella vemos
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Figura 7.5: Distribuciones 2D (a) cla´sicas y (b) cua´nticas, para agregados con N = 3 (panel
superior) y N = 14 (panel inferior).
que para ninguno de los dos taman˜os las distribuciones cla´sicas y cua´nticas alcanzan valores
distintos de cero en θ = 90◦, correspondientes a a´tomos de helio rodeando al coroneno. Para
ambas simulaciones, los ma´ximos esta´n centrados en torno a 30◦ en el caso del agregado
con N = 3 y cercanas a 10◦ y 45◦ en el caso de N = 14. En este u´ltimo complejo, debido a
la deslocalizacio´n de los helios, hay una probabilidad no nula de encontrarlos en cualquier
a´ngulo con valores entre θ = 0 y θ ≈ 65◦.
El primer valor de N para el que se consigue probabilidad en torno a rcosθ ≈ 0 es de
24 helios, incluyendo efectos cua´nticos, y de 39 so´lo con efectos te´rmicos, como demuestran
las distribuciones 2D y las distribuciones en la coordenada z de las figuras 7.6 y 7.7,
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Figura 7.6: Distribuciones 2D (a) cla´sica y (b) cua´ntica para el agregado He24-C24H12. En
la figura inflerior se incluye las respectivas distribucines en la coordenada z para dicho
sistema.
respectivamente. Notar que en ninguno de los dos casos se garantiza un recubrimiento
total de dicha mole´cula.
Podremos suponer que e´ste se alcanza en el momento en que comienza a aparecer otra
segunda capa de helios sobre la primera aqu´ı analizada, feno´meno observado cua´nticamente
en el agregado He45-C24H12.
En la figura 7.8 se muestran las distribuciones 2D para el caso N = 69, taman˜o para
el surge el nuevo sustrato de helios cla´sicamente (Fig. 7.8(a)). La nueva capa se situ´a a
unos 6.2 A˚ de la superficie del coroneno (Fig. 7.8(c)) y so´lo sobre una de sus caras. Sin
embargo, cua´nticamente, existe una probabilidad no nula de encontrar helios cubriendo
ambas superficies de la mole´cula en esta segunda capa, en una distribucio´n que no muestra
efectos de localizacio´n inducida por los potenciales en juego en el sistema Fig. 7.8(b).
7.2. Propiedades en equilibrio te´rmico a T = 2 K 111
−4 −2  0  2  4
r cosθ / Å
 0
 2
 4
 6
 8
 10
r 
se
n
θ 
/ Å
(a)
−4 −2  0  2  4
r cosθ / Å
 0
 2
 4
 6
 8
 10
r 
se
n
θ 
/ Å
(b)
 0
 0.4
 0.8
 1.2
 1.6
−10 −7.5 −5 −2.5  0  2.5  5  7.5  10
D
(z)
z / Å
Cl
Ct
Figura 7.7: Distribuciones 2D (a) cla´sica y (b) cua´ntica para el agregado He39-C24H12. En
la figura inflerior se incluye las respectivas distribucines en la coordenada z para dicho
sistema.
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Figura 7.8: Distribuciones 2D (a) cla´sica y (b) cua´ntica para el agregado He69-C24H12. En
la figura inferior se incluye las respectivas distribucines en la coordenada z para dicho
sistema.
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Conclusiones
En esta tesis se han realizado simulaciones nume´ricas de diferentes agregados de
helio con el me´todo Path Integral Monte Carlo (PIMC). Esta herramienta es capaz de
incluir efectos asociados tanto a la naturaleza cua´ntica de los nu´cleos ato´micos, como los
asociados a la temperatura. Con ella es posible obtener propiedades de cualquier sistema
en equilibrio termodina´mico, siempre que tengamos acceso a una expresio´n anal´ıtica que
modele las interacciones entre las part´ıculas que lo forman, o la posibilidad de calcular
valores de energ´ıa potencial electro´nica a cada paso Monte Carlo de una manera ra´pida y
eficiente.
Como primera aplicacio´n del me´todo PIMC se ha procedido al estudio del agregado
formado por una gota de helio de hasta 40 a´tomos y un d´ımero homonuclear de rubidio,
en un intervalo de temperaturas de 1 a 2 K. La estructura ma´s probable de este
sistema es aquella en la que el dopante se coloca en la superficie de la matriz de helios,
independientemente de la temperatura y el taman˜o del sistema.
Es destacable el efecto que dicha impureza causa sobre el agregado formado por cuarenta
a´tomos de helio a 2 K. La presencia del dopante, Rb2, sobre el agregado puro, permite
que e´ste alcanze la estabilidad necesaria como para formar un sistema ligado que, debido
a la baja intensidad de la interaccio´n He-He y a la agitacio´n te´rmica, de otra manera no
existir´ıa. Dicha estabilidad so´lo se consigue en el caso en que el Rb2 permanezca fijo, sin
movimiento rotacional ni traslacional. Aunque anular estos grados de libertad es habitual
en a´tomos o mole´culas con una masa muy superior al helio, en el caso de que este´n en
juego interacciones de caracter muy de´bil, nuestro estudio ha puesto de manifiesto su
importancia en las estructuras y energ´ıas de estos sistemas en equilibrio te´rmico a bajas
temperaturas. La comparacio´n de la funcio´n de distribucio´n de pares de los helios del
sistema con el factor de estructura experimental para el helio l´ıquido a 1 K, confirma la
naturaleza l´ıquida de la gota.
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El estudio de agregados de helio dopados con Ca, ha puesto de manifiesto la
importancia de la descripcio´n de la interaccio´n del He con la impureza para determinar
su localizacio´n con respecto a la gota HeN . En concreto, los resultados PIMC obtenidos
indican que el a´tomo de Ca se situ´a en el exterior para el potencial He-Ca ma´s de´bil,
residiendo en una pequen˜a cavidad en la superficie de a´tomos de He, en acuerdo con los
resultados experimentales. En el caso del potencial He-Ca ma´s intenso, la solvatacio´n de
la impureza no es completa, mantenie´ndose a cierta distancia con respecto al centro de
masas del agregado de helios.
Sobre el sistema que incluye las impurezas anio´nicas He∗− y He∗−2 a una temperatura
de 0.4 K, se establecen como configuraciones ma´s probables la de solvatacio´n y localizacio´n
superficial sobre la matriz de helios, respectivamente. En el primer caso, existe una
primera capa de 6 a´tomos dispuestos alrededor de la impureza formando una bipira´mide
de lado 1.7 A˚, mientras que el resto se agrupan de tal manera que forman una cavidad
donde se asienta dicha estructura. Sobre el nu´cleo formado por seis a´tomos aparece un
efecto de localizacio´n inducida debido a la intensidad del potencial He-He∗−. Este efecto
anula la posibilidad de que los a´tomos que forman la bipira´mide, intervengan en alguna
de las permutaciones con el resto de a´tomos de helio.
Para el anio´n molecular, la geometr´ıa en equilibrio te´rmico predicha describe un caso de
no solvatacio´n, en el que la impureza se situ´a alejada del agregado de helios puros, sin
formar sobre su superficie ningu´n tipo de cavidad o agujero donde residir.
En el u´ltimo sistema estudiado, tenemos una mole´cula aroma´tica, como es el coroneno,
inmersa en una nanogota de helios a 2 K. Se han calculado las estructuras y energ´ıas del
sistema aumentando el taman˜o de la matriz hasta conseguir solvatacio´n total del dopante.
En primer lugar se ha utilizado un algoritmo evolutivo de optimizacio´n de energ´ıa a
temperatura cero. La disposicio´n de los a´tomos de helios depende del equilibrio entre el
potencial aniso´tropo He-coroneno y las interacciones He-He. Con 38 helios se consigue
cubrir ambas caras del coroneno, mientras que con 68, adema´s, se rodea el per´ımetro de
dicha mole´cula.
Las simulaciones PIMC realizadas partiendo de estas estructuras, muestran la importancia
de los efectos cua´nticos de deslocalizacio´n en el comportamiento microsco´pico del sistema.
Las distribuciones obtenidas con este me´todo indican que, debido a la energ´ıa del punto
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cero de los helios, estos acceden a regiones de la superficie potencial que so´lo con la
energ´ıa te´rmica a la temperatura de simulacio´n no ser´ıan alcanzables, de tal manera que
la solvatacio´n del coroneno se alcanza con 45 a´tomos. Otro efecto puramente cua´ntico
detectado, predice una probabilidad no nula de que el helio nu´mero 69 este´ presente en
ambas caras del coroneno, mientras que cla´sicamente so´lo tenga acceso a una de ellas.
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