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Kurzfassung
Gegenstand dieses Beitrags ist eine Methode zur kinetischen Berechnung antriebs-
entlastender Vorgaben für Rast-in-Rast-Bewegungen bei Mechanismen mit dem
Laufgrad 1. Dabei werden die Vorteile der Vorgabe eines Antriebsmomentenpro-
fils über dem Weg1 aufgezeigt und die numerischen Herausforderungen bei der
Anwendung dieser Methode diskutiert. Anhand eines Praxisbeispiels wird diese
Methode mit anderen aus dem Stand der Technik bekannten Verfahren verglichen
und die entsprechenden Lösungen werden gegenübergestellt.
Abstract
The subject of this paper is a method for the kinetic calculation of drive relieving
rise to dwell motions for mechanisms with the degree of freedom of 1. The
advantages of specifying a drive torque profile over the path2 are pointed out.
Furthermore the numerical challenges in the application of this approach are
discussed. By means of a practical example, both the new method as well as
known methods and their corresponding solutions are compared.
1Hier wird unter Weg der Winkelverlauf des Drehantriebs verstanden.
2Here, the path is understood as the angular position of the drive.
1 Einführung und Problemstellung
Beim Antrieb von ungleichmäßig übersetzenden Mechanismen setzt sich das
für die Realisierung einer gegebenen Bewegung notwendige Antriebsmoment
nach [7] aus folgenden Bestandteilen zusammen:
MAn = MKin + MStat + MReib + MProzess. (1)
Bei schnelllaufenden Mechanismen in Verarbeitungsmaschinen dominieren häu-
fig die Massenkräfte, so dass die weiteren Anteile zu vernachlässigen sind. In
diesem Fall dient zur Berechnung des Antriebsmoments die Gleichung der starren
Maschine, die für Laufgrad F = 1 wie folgt definiert ist:
MAn = Mkin = Jred · ϕ̈ +
1
2
· J′red · ϕ̇
2. (2)
Auf Grund des veränderlichen Trägheitsmoments von Mechanismen entstehen
schnell unerwünschte Antriebsmomentenmaxima, welche nachteilig für das Be-
triebsverhalten einer Maschine sind. Dies resultiert aus der Tatsache, dass kineti-
sche Momentenanteile bei zyklischer Abarbeitung der Bewegung als Blindleis-
tung durch den Antriebsstrang pendeln. Die dabei auftretenden Momentengra-
dienten stellen das Regelverhalten vor entsprechende Herausforderungen und
sind auch als nachteilig für die erreichbare Lebensdauer der mechanischen Kom-
ponenten zu sehen. Dies stellt in der Praxis ein Problem dar. Daher besteht die
Frage, wie für schnelllaufende ungleichmäßig übersetzende Mechanismen Bewe-
gungsvorgaben zu synthetisieren sind, die ein gegebenes Motion-Control-System
sinnvoll ausnutzen und keine unnötig hohen Momentenmaxima besitzen.
Als Praxisbeispiel wird in diesem Beitrag die Quersiegeleinheit (QSE) einer
vertikalen Schlauchbeutelmaschine betrachtet (siehe Abb. 1).
lK =   50 mm
lP= 155 mm 
φ An
mSB= 10 kg
JK= 0,008 kg·m² 
a) Mechanische Baugruppe b) Kinematisches Modell
Abb. 1: Mechanische Baugruppe und kinematisches Modell der Quersiegeleinheit einer
vertikalen Schlauchbeutelmaschine
Auf Grund der horizontalen Bauweise der QSE können Potentiallasten vernach-
lässigt werden, ebenso wie die Reib- und Prozesslasten, weshalb dieses Beispiel
repräsentativ für die o. g. vereinfachende Betrachtung der Berechnung des An-
triebsmoments steht. Weiterhin wird die Masse des Pleuels vernachlässigt und
lediglich die Masse des Abtriebsgliedes sowie die Trägheit der Kurbel berück-
sichtigt. Exemplarisch soll die Schließbewegung der QSE in einer Zeit von
Tschl = 0, 15 s betrachtet werden, wobei die Kurbel einen Hub von ∆ϕ = 90◦
vollführt (Bewegungsplan siehe Abb. 2).
Abb. 2: Bewegungsplan der QSE für eine Taktzeit von T = 0, 6 s (100 Takte/min)
Eine höhere Taktrate der Maschine kann erreicht werden, wenn die Schließ- und
Öffnungszeitdauer verringert wird. Dies geht allerdings mit höheren Antriebs-
kennwerten einher, die ein gegebenes Motion-Control-System unter Umstän-
den nicht mehr erfüllen kann. Ein häufiger Ansatz zur Generierung von Bewe-
gungsvorgaben, mit denen die Taktrate gesteigert werden kann, ist das grafisch-
interaktive Bewegungsdesign [2]. Ausgangspunkt hierbei ist die Lösung der
Bewegungsaufgabe mit einem klassischen Bewegungsgesetz nach VDI 2143 [12],
wie z. B. dem 3-4-5-Polynom (siehe Abb. 3), wobei die Planung der Bewegung
nicht am Arbeitsorgan, sondern am Antrieb durchgeführt wird. Betrachtet man
den mit diesem Bewegungsgesetz im Rahmen einer kinetostatischen Analyse
berechneten Momentenverlauf und dessen Komponenten, so fällt auf, dass das
Bewegungsgesetz die Ungleichmäßigkeit des Mechanismus nicht ausnutzt. Im
Gegenteil: Es treten Beschleunigungsmaxima gleichzeitig mit hohen reduzierten
Trägheitsmomenten auf, was zu einem hohen kinetischen Moment führt.
Im Rahmen des interaktiven Bewegungsdesigns wird nun versucht durch Auftei-
lung der Bewegung in verschiedene Abschnitte die entsprechenden Zwischen-
punkte so zeitlich zu verschieben, dass die Ungleichmäßigkeit des Mechanismus
gezielt ausgenutzt wird und dabei Momentenmaxima reduziert werden. Grundla-
ge für diese Herangehensweise ist die kinetostatische Analyse, bei der ausgehend
von einer vorgegebenen Bewegung das dazugehörige Antriebsmoment berechnet
wird. Ein Nachteil dieses Ansatzes besteht in der hohen Sensitivität der manuell
festzulegenden Parameter hinsichtlich der Zielgrößen, der teilweise zeitintensiven
Bearbeitungsdauer sowie in der geringen Automatisierbarkeit. Daher soll im
Folgenden der umgekehrte Ansatz verfolgt werden, nämlich die Vorgabe eines
Antriebsmoments und die anschließende Berechnung und Bewertung der daraus
entstehenden Bewegung (kinetische Betrachtungsweise). Welche Methoden für
diese Form der Berechnung zur Verfügung stehen und welche Vor- und Nachteile
sie aufweisen, ist Gegenstand dieses Beitrags.
Abb. 3: Berechnung des Antriebsmoments bei der Verwendung des 3-4-5-Polynoms
2 Stand von Wissenschaft und Technik
2.1 Vorbemerkung
Bei der kinetostatischen Berechnung von Antriebsmomenten wird die Bewegung
mit allen Randbedingungen vorgegeben, wodurch das Ergebnis zwingend allen
Bedingungen entspricht. Bei der kinetischen Betrachtungweise, wird allerdings
ein Antriebsmoment vorgegeben, wodurch lediglich implizite Randbedingungen
für Geschwindigkeit und Beschleunigung vorliegen. Zur Bestimmung einer ge-
wünschten Lösung muss somit ein Momentenverlauf ermittelt werden, der alle
Bedingungen exakt erfüllt und gleichzeitig im Sinne der o. g. Problemstellung
das Antriebsmoment minimiert. Es liegt daher ein Optimierungsproblem vor.
In der Mathematik wird zwischen statischer und dynamischer Optimierung unter-
schieden [9]. Die statische Optimierung beschäftigt sich dabei mit der Variation
von Parametern zur Minimierung einer Zielfunktion, wohingegen die dynamische
Optimierung Funktionen ermittelt, die zur Minimierung von Gütefunktionalen
führt. Im Folgenden werden Vertreter dieser beiden Disziplinen im Sinne der hier
diskutierten Aufgabenstellung näher betrachtet.
2.2 Methoden der statischen Optimierung
2.2.1 Momentenpolynom
Eine Möglichkeit zur kinetischen Berechnung von Bewegungsvorgaben mit
möglichst geringer Antriebsbelastung wurde in [3] mit dem Momentenpolynom
vorgestellt. Grundidee dieses Ansatzes ist die Ausnutzung des Zusammenhangs
zwischen kinetischer Energie und Antriebsmoment am Antrieb des Mechanismus:
Ekin(ϕ) =
∫
Mkin(ϕ) dϕ =
1
2
· Jred · ϕ̇2. (3)
Sind für einen gewünschten Hub die Randbedingungen in Form von Geschwin-
digkeit und Beschleunigung festgelegt, so kann ein Polynom der folgenden Form
E(ϕ) = a0 + a1 · ϕ + a2 · ϕ2 + a3 · ϕ3 + a4 · ϕ4 + a5 · ϕ5
M(ϕ) =
dE(ϕ)
dϕ
= a1 + 2 a2 · ϕ + 3 a3 · ϕ2 + 4 a4 · ϕ3 + 5 a5 · ϕ4
(4)
für die Vorgabe der Energie und des Antriebsmoments berechnet werden. Da-
bei sind insgesamt sechs Koeffizienten zu bestimmen, von denen vier für die
Berücksichtigung der Randbedingungen notwendig sind. Ein weiterer freier Ko-
effizient wird benötigt um die gewünschte Zeitdauer der Bewegung einzustellen,
sodass schlussendlich ein Parameter zur Variation des Momentenverlaufs ver-
wendet werden kann. Die beiden letztgenannten Bedingungen werden über die
Momentenanstiege M′(ϕ) am Rand der Bewegung eingestellt.
Zur Ermittlung einer Lösung mit Hilfe des Momentenpolynoms sind zunächst die
notwendigen Randbedingungen einzuarbeiten, ein Momentenanstieg an einem
Rand der Bewegung vorzugeben und im Anschluss daran iterativ (statisches
einparametrisches Optimierungsproblem) ein zur Erreichung der gewünschten
Hubzeit notwendiger Momentenanstieg am anderen Rand zu ermitteln. Dabei
ist im Rahmen der Optimierung die Differentialgleichung (DGL) der starren
Maschine zu lösen, wodurch der entsprechende Zeitbezug hergestellt wird. Der
Vorteil der Vorgabe über dem Antriebswinkel besteht zum einen darin, dass alle
geforderten Randbedingungen der Bewegung automatisch erfüllt werden. Zum
anderen sind die berechneten Bewegungen prinzipbedingt stoß- und ruckfrei.
Darüber hinaus steht ein freier Parameter zur Verfügung mit welchem ebenfalls
interaktiv die Bewegung gestaltet werden kann. Abschließend ist anzumerken,
dass im Rahmen der Optimierungsrechnung lediglich ein Parameter hinsichtlich
eines Zielkriteriums zu optimieren ist. Dies erlaubt den Einsatz schnell und ef-
fizient arbeitender gradientenbasierter Optimierungsverfahren. Der Ansatz des
Momentenpolynoms wurde bisher nur für Bewegungsübergänge angewandt. Da-
her stellt sich die Frage, ob diese Methode auch für R-R-Bewegungen anwendbar
ist. Hierzu ist in Abb. 4 die Energie und der Momentenverlauf über dem Weg für
die Bewegung mittels 3-4-5-Polynom (vgl. Abb. 3) dargestellt (graue Linien).
Abb. 4: Versuch der Interpolation des Antriebsmoments mit Hilfe des Momentenpolynoms
für eine Bewegung berechnet mit dem 3-4-5-Polynom
Wird nun versucht diese Vorgaben mit dem Momentenpolynom nach Gl. 4 zu
interpolieren ergeben sich die schwarzen Verläufe. Auf den ersten Blick ist die
Übereinstimmung für die Energie sehr hoch, wohingegen der Momentenverlauf
am Rand stark von den Vorgaben abweicht und nicht den gewünschten Wert
M = 0 annimmt. Dies resultiert aus dem starken Anstieg M′, der zwar prinzipiell
auch mit dem Momentenpolynom abgebildet werden könnte, aber dann zu sehr
großen Momentenmaxima führen würde, die nicht im Sinne der ursprünglich
formulierten Aufgabenstellung sind. Daher scheint das Momentenpolynom in
seiner geschlossenen Form nicht für R-R-Bewegungen anwendbar.
2.2.2 Zeitbezogenes Momententemplate
Auf Grund der dargestellten Problematik des Momentenpolynoms für R-R-
Bewegungen wurden in [5] sog. Momententemplates entwickelt, die Momtenvor-
gaben über der Zeit definieren und somit auch eine Form der kinetischen Berech-
nung von Bewegung darstellen. Ein stellvertretendes Beispiel dieser Templates ist
das in Abb. 5 dargestellte Template MD03: Abgerundetes Momententrapez. Die
entwickelten Templates leiten sich aus Überlegungen zu prinzipiellen Antriebs-
momentenverläufen ab. Das Momententrapez verfolgt das Ziel eines möglichst
geringen Maximalmoments sowie die Realisierung stoß- und ruckfreier Bewe-
gungen. Das Template verfügt über sechs freie Parameter
p = [t1, t2, t3, t4, t5,MS]>, (5)
die genutzt werden können, um die Bewegungsaufgabe mit den gewünschten
Randbedingungen für eine R-R-Bewegung
ϕ(tA) = ϕA, ϕ̇(tA) = 0, ϕ̈(tA) = 0
ϕ(tE) = ϕE, ϕ̇(tE) = 0, ϕ̈(tE) = 0
(6)
und weitere Kriterien, wie z. B. ein minimales Maximalmoment, zu erfüllen.
M (t )
t
+M S
−M S
t A
t 3 t E
∼t 2
∼t 4
t 1 t 2
t 4 t 5
Abb. 5: Zeitbezogenes Momententemplate mit sechs freien Parametern
Die Berechnung einer Bewegung mit diesem Ansatz ist ebenfalls ein statisches
Optimierungsproblem, da die Parameter p des Templates so identifiziert werden
müssen, dass alle Randbedingungen der Bewegungsaufgabe erfüllt werden. Zur
Berechnung der Bewegung aus dem vorgegebenen Antriebsmoment ist die DGL
der starren Maschine Gl. 2 zu lösen. Es handelt sich auf Grund der vorgegebenen
Randbedingungen um eine Randwertaufgabe, die im Folgenden zur Lösung der
Optimierungsrechnung in eine Anfangswertaufgabe umgewandelt wird (einfaches
Schießverfahren).
Zur Lösung der DGL mit herkömmlichen numerischen Methoden, wie z. B. dem
Runge-Kutta-Verahren, ist Gl. 2 zunächst mittels Substitution von q1 = ϕ und
q2 = ϕ̇ in ein DGL-System umzuwandeln:
q̇1 = q2
q̇2 =
M(t)
J(q1)
−
1
2
·
J′(q1)
J(q1)
· q22
(7)
mit q1(t0) = ϕ0, q2(t0) = ϕ̇0.
Somit kann im Rahmen eines iterativen Optimierungsprozesses für beliebige
mit dem Momententemplate ermittelten Verläufe die dazugehörige Bewegung
berechnet werden. Dabei muss die Zielfunktion:
Z = w1 · |q1(tE) − ϕE| + w2 · |q2(tE)| + w3 · |q̇2(tE)| → min
p
(8)
minimiert werden. Diese setzt sich aus den gewichteten absoluten Residuen der
Endrandbedingung zusammen. Im Gegensatz zum Momentenpolynom liegt nun
ein mehrparametrisches und multikriterielles Optimierungsproblem vor, dessen
Lösung hier mittels eines globalen Optimierers (Partikelschwarmoptimierung)
ermittelt worden ist. Die dazugehörige Lösung ist in Abb. 6 dargestellt. Im
Rahmen der durchgeführten Untersuchungen waren gradientenbasierte lokale
Löser nicht in der Lage zufriedenstellende Lösungen zu generieren.
Abb. 6: Bewegung und Antriebsmomentenverlauf mit zeitbezogenem Momententemplate
Der Verlauf des berechneten Antriebsmoments zeigt sowohl qualitativ als auch
quantitativ ein anderes Ergebnis als das in Abb. 3 mittels 3-4-5-Polynom berech-
nete Ergebnis. Der sich ergebende Beschleunigungsverlauf zeigt den Grund dafür
auf: Dieser ist nicht symmetrisch, sondern hat sein Maximum zum Ende der Be-
wegung. In diesem Bereich wird das reduzierte Trägheitsmoment auf Grund der
Strecklage der Schubkurbel minimal. Die Ungleichmäßigkeit des Mechanismus
wird also auf Grund der kinetischen Vorgabe ausgenutzt.
Abschließend soll auf den Einsatz des globalen Optimierers eingegangen werden.
Dieser löst zwar die Aufgabenstellung mit einem sehr guten Ergebnis, weist aber
für die Anwendung im Rahmen der Bewegungsplanung zwei Nachteile auf:
1. Auf Grund der metaheuristischen Arbeitsweise, ist die Laufzeit des Algo-
rithmus länger als die eines gradientenbasierten lokalen Algorithmus, was
z. B. die Echtzeitabarbeitung auf einer Steuerung stark erschwert.
2. Globale Optimierer nuzen häufig Zufallsvariablen zur Initialisierung von
Startlösungen oder zur Berechnung des nächsten Schrittes. Dies erlaubt
keine Reproduzierbarkeit des berechneten Ergebnisses.
Trotz dieser Nachteile zeigt der Ansatz eines zeitbezogenen Momententempla-
tes, dass im Gegensatz zum Momentenpolynom die abschnittsweise Vorgabe
des Antriebsmoments zu sinnvollen und guten Lösungen für R-R-Bewegungen
führt. Allerdings ist der erhöhte Rechenaufwand auf Grund des Lösens eines
Differentialgleichungssystem sowie der mehrparametrischen und multikriteriellen
Optimierungsaufgabe als nachteilig anzusehen.
2.3 Methoden der dynamischen Optimierung
2.3.1 Allgemeine Zusammenhänge
Grundlage für die Berechnung optimaler Momentenverläufe mittels dynamischer
Optimierung ist die aus der Variationsrechnung hervorgegangene Optimale Steue-
rungstheorie. Hierbei wird eine Steuerung u(t) gesucht, die einen Systemzustand
x(t) innerhalb vorgegebener Grenzen sowie Zustandsbeschränkungen von ei-
nem Startzustand in einen Endzustand überführt und dabei zur Minimierung
eines Gütefunktionals führt. Für das hier diskutierte Beispiel ist die Steuergröße
zweckmäßigerweise das Antriebsmoment M(t), wobei mit Gl. 7 die Zustands-
differentialgleichung gegeben ist. Für die Formulierung des Gütefunktionals
existieren verschiedene Ansätze, wie z. B. das Ermitteln der Steuerung mit der
minimalen Verfahrzeit. Mit Hilfe des Maximumprinzips [10] kann nachgewiesen
werden, dass die Forderung nach einer minimalen Verfahrzeit erreicht wird, wenn
die Steuergröße ausschließlich an ihren Grenzen eingesetzt wird, wodurch ein
Rechteckprofil entsteht. Umgekehrt bedeutet das: Wird die zeitminimale Lö-
sung auf eine gewünschte andere Zeitdauer skaliert, dann wird der Motor für
genau diese Bewegungsaufgabe optimal hinsichtlich des Maximalmoments des
entstehenden Momentenverlaufs ausgenutzt. Damit ist die Form des optimalen
Momentenverlaufs bekannt und das Problem kann darauf reduziert werden, die
entsprechenden Umschaltzeitpunkte für die Steuergröße zu ermitteln. Eine Me-
thode, die zur Umsetzung der optimalen Bahnplanung oft eingesetzt wird, ist die
Graphenmethode [1, 8]. Deren Idee soll hier als ein Vertreter der dynamischen
Optimierungsansätze vorgestellt werden.
2.3.2 Graphenmethode
Ausgangspunkt für die Ermittlung der zeitminimalen Bewegung ist die Berech-
nung der Geschwindigkeitsgrenzkurve, die sich unter der Annahme ϕ̈ = 0 folgen-
dermaßen aus Gl. 2 ergibt:
ϕ̇max(ϕ) =
√
2 ·
Mmax
J′ers(ϕ)
. (9)
Anschließend können unter Annahme des maximal möglichen Antriebsmoments
ein Geschwindigkeitsverlauf ausgehend von der Startposition und ein Geschwin-
digkeitsverlauf ausgehend von der Endposition der gewünschten Bewegung
berechnet werden. Diese beiden als Graphen bezeichneten Verläufe teilen die
Randwertaufgabe in die Lösung zweier Anfangswertaufgaben auf. Durch die
Vereinigung von Vorwärts- und Rückwärtsgraphen an deren Schnittpunkt ergibt
sich ein Gesamtgeschwindigkeitsprofil (siehe Abb. 7) in der Phasenebene ϕ̇(ϕ).
Abb. 7: Berechnung des zeitminimalen Geschwindigkeitsprofils mittels Graphenmethode
Mit Hilfe des generierten Geschwindigkeitsprofils kann durch:
Topt =
ϕE∫
ϕS
dϕ
ϕ̇(ϕ)
≈
n∑
i=2
2 ·
ϕi − ϕi−1
ϕ̇i + ϕ̇i−1
. (10)
die dazugehörige Zeit ermittelt werden. Damit kann die Bewegung sowie der
Antriebsmomentenverlauf auf die gewünschte Hubzeit skaliert werden, wodurch
sich die in Abb. 8 dargestellte Lösung ergibt.
Abb. 8: Bewegung und Antriebsmomentenverlauf mit minimalem Maximalmoment
Es ergibt sich die Bang-Bang-Steuerung für den Momentenverlauf, welche mit
einem ruckbehafteten Beschleunigungsverlauf einher geht. In [11] werden Me-
thoden vorgestellt, wie die mit der Graphenmethode ermittelte Bewegung durch
eine Begrenzung der Beschleunigung und der Beschleunigungsänderung ange-
passt und somit eine ruckfreie Bewegung erstellt werden kann. Allerdings gibt es
keine Möglichkeit Einfluss auf die Randbedingungen von Beschleunigung und
Beschleunigungsänderung zu nehmen. Daher soll hier keine Begrenzung durchge-
führt werden und die in Abb. 8 dargestellte Lösung als Optimum hinsichtlich des
minimal möglichen maximalen Antriebsmoments angenommen werden. Somit
liegt ein Benchmark vor, an dem sich alle anderen Methoden bewerten und die
Güte ihrer jeweils generierten Lösungen messen lassen.
3 Ansatz eines wegbezogenen Momententemplates
Im Folgenden wird eine Methode zur Berechnung von R-R-Bewegungen vor-
gestellt werden, die im Gegensatz zu den bisher betrachteten Verfahren keiner
Optimierungsverfahren oder numerischen Differentialgleichungslösern bedarf
und dennoch stoß- und ruckfreie Bewegungen generiert. Der Fokus liegt dabei
auf einer möglichst einfachen Berechnung, sodass die Methode (ganz im Sinne
von VDI 2143) möglichst simpel und nach Anleitung angewandt werden kann.
Ausgangspunkt für die Rechenvorschrift ist die Vorgabe eines wegbezogenen
Momententemplates gemäß Abb. 9.
M (φ )
φ
+M S
−M S
Δφ B Δφ U Δφ A
φ S φ U φ E
   
∼φ p
Abb. 9: Wegbezogenes Momententemplate mit freien Parametern
Die vom Anwender festzulegenden freien Parameter sind:
• ϕS: Startposition • ∆ϕB: Beschleunigungsweg
• ϕE: Endposition • ∆ϕU: Umkehrweg
• THub: Hubzeit • ∆ϕA: Abbremsweg
• MS: Stufenmoment • p : Momentenexponent.
Zur Generierung einer R-R-Bewegung in der vorgegebenen Zeit THub sowie
einem vorgegebenen Weg ∆ϕ = ϕE − ϕS, sind die folgenden Schritte notwendig:
1. Festlegen der freien Parameter ∆ϕB, ∆ϕU, ∆ϕA und MS mit physikalisch
sinnvollen Werten und des Momentenexponenten3 p.
2. Zur Erreichung einer Rast am Ende der Bewegung ist es zwingend not-
wendig, dass genau so viel Energie zum Beschleunigen aufgebracht wird,
wie auch zum Abbremsen. Daher muss der Umkehrpunkt (siehe Abb. 10)
den Eingangsparametern angepasst werden. Dies geschieht mit Hilfe der
Forderung, dass das Integral des Moments über dem Weg zu null wird.
3Schranken für p werden in Abschnitt 4.2 diskutiert.
M (φ )
φ
+M S
−M S
φU
A1=
!
A2
A1
A2
Abb. 10: Anpassung des Umkehrpunktes zur Erreichung einer R-R-Bewegung
Auf Grund der elementaren Definition des Templates, können die Flächen
analytisch und somit der Umkehrpunkt berechnet werden:
ϕU =
1
2
· (ϕS + ϕE) +
p
2 · (1 + p)
· (∆ϕB − ∆ϕA). (11)
3. Damit ist das Template vollständig parametrisiert und das Profil MAn,I
kann bestimmt und durch entsprechende Integration auch die dazugehörige
Antriebsenergie Ekin,I berechnet werden.
4. Auf Grund der wegbezogenen Definition können nun das Geschwindig-
keitsprofil durch Verwendung von Gl. 3 und anschließend durch Umstellen
von Gl. 2 auch die Beschleunigung über dem Weg berechnet werden:
ϕ̇(ϕ)I =
√
2 ·
Ekin,I(ϕ)
Jred(ϕ)
(12)
ϕ̈(ϕ)I =
M(ϕ)An,I
Jred
−
1
2
·
J′red
Jred
· ϕ̇2I . (13)
5. Anschließend ist der für diese Vorgabe der Bewegung zugehörige Zeitbezug
zu berechnen. Dieser ergibt sich aus:
T ∗ =
ϕE∫
ϕS
dϕ
ϕ̇(ϕ)I
(14)
Es ist zu erwarten, dass die für diese Bewegung notwendige Gesamtzeit-
dauer T ∗ von der gewünschten Zeitdauer THub abweicht, wodurch sich ein
entsprechender Skalierungsfaktor ergibt:
k =
T ∗
THub
. (15)
6. In einem zweiten Iterationsschritt wird der Faktor genutzt, um die Bewe-
gungsgrößen wie folgt zu skalieren:
ϕ̇(ϕ)II = k · ϕ̇(ϕ)I, ϕ̈(ϕ)II = k2 · ϕ̈(ϕ)I, MAn,II = k2 · MAn,I. (16)
7. Durch erneute Berechnung des Zeitbezugs mit Hilfe der skalierten Größen
ergeben sich eine Bewegung und ein dazugehöriges Antriebsmomenten-
profil über der Zeit, welche alle geforderten Randbedingungen erfüllen.
Mit Hilfe dieser Berechnungsvorschrift ist es dem Anwender möglich, ohne
die numerische Lösung von Differentialgleichungen und ohne den Einsatz von
Optimierungsalgorithmen, Bewegungen aus einer kinetischen Vorgabe unter
Beachtung aller Randbedingungen zu berechnen. Dies spart letztlich nicht nur
Rechenzeit, sondern erlaubt auch den Einsatz einfacher Rechenprogramme zur
Lösung der Aufgabenstellung.
4 Anwendung des wegbezogenen Momententemplates
4.1 Betrachtung der QSE-Schließbewegung
In diesem Abschnitt wird die Bewegung der QSE mit dem wegbezogenen Mo-
mententemplate berechnet. Dabei sind die Parameter des Templates festzulegen,
wobei der Einfachheit halber ein linearer Momentenanstieg gewählt wird:
ϕS = 0◦, ∆ϕB = 5◦, ∆ϕA = 5◦, ∆ϕU = 20◦,
ϕE = 90◦ , THub = 0, 15 s, MS = 10 Nm, p = 1.
Diese Parameterwahl liefert die in Abb. 11 dargestellten Verläufe des Moments
und der Energie über dem Weg. Zur Bestimmung des zu diesen Vorgaben zu-
gehörigen Zeitverlaufs ist das Integral nach Gl. 14 zu lösen. Auf Grund der
Randbedingungen der Geschwindigkeit, weist der Integrand Polstellen auf, was
die numerische Integration zur Zeitbestimmung erschwert.
Abb. 11: Vorgabe des wegbezogenen Momententemplates aus Eingabeparametern
Als erste Näherung wird die Mittelpunktsregel zur numerischen Integration [4]
wie in Gl. 10 herangezogen. Dabei ist zunächst zu untersuchen, ob die Diskretisie-
rung des Weges in n Schritte Einfluss auf das berechnete Ergebnis der Zeitdauer T
hat. Hierzu ist in Abb. 12 die berechnete Endzeit der Bewegung in Abhängigkeit
von der Diskretisierung dargestellt. Diese verhält sich scheinbar logarithmisch
zur Schrittanzahl und weist keine Konvergenz auf, was zunächst verwunderlich
scheint. Das Ergebnis würde bedeuten, dass die Bewegung, je feiner sie diskre-
tisiert wird, immer mehr Zeit benötigt. Das bedeutet im Grenzfall, dass sich
für eine theoretisch unendlich feine Diskretisierung auch eine unendliche lange
Bewegungszeit ergeben würde. Da dieses Ergebnis zunächst nicht zielführend ist,
soll stattdessen noch eine zweite Variante zur Bestimmung der Bewegungszeit
untersucht werden.
Abb. 12: Berechnete Endzeit in Abhängigkeit der Schrittanzahl
Diese Idee besteht darin, nicht Gl. 14 zu lösen, sondern die Bewegung viel mehr
stückweise über der Zeit mit Hilfe eines Polynoms 4. Grades zu berechnen:4
ϕ(t) = a0 + a1 · (t − ti) + a2 · (t − ti)2 + a3 · (t − ti)3 + a4 · (t − ti)4. (17)
Für jeden Wegabschnitt liegen jeweils sechs Randbedingungen vor:
ϕ(ti) = ϕi ϕ̇(ti) = ϕ̇i ϕ̈(ti) = ϕ̈i
ϕ(ti+1) = ϕi+1 ϕ̇(ti+1) = ϕ̇i+1 ϕ̈(ti+1) = ϕ̈i+1
Neben den für jeden Abschnitt fünf unbekannten Koeffizienten des Polynoms ist
die beim Einsetzen der Randbedingungen in das Polynom unbekannte Zeitdauer
∆ti = ti+1 − ti von Interesse. Die Lösung des Gleichungssystems führt für die
unbekannte Zeitspanne auf eine quadratische Gleichung mit den Lösungen:
∆ti = −
α
2
±
√
α2
4
− β, (18)
wobei von den beiden Lösungen immer die kleinste reelle Lösung auszuwählen
ist und für α und β gilt:
α = 6 ·
ϕ̇i + ϕ̇i+1
ϕ̈i − ϕ̈i+1
, β = 12 ·
ϕi − ϕi+1
ϕ̈i − ϕ̈i+1
.
Wird diese Form der Zeitbestimmung auf die Vorgaben aus Abb. 11 angewandt,
so ergeben sich für die ersten Schritte keine reellen, sondern komplexe Zeitlö-
sungen. Daraus folgt, dass für diese Vorgaben kein reelles Polynom existiert, das
alle geforderten Randbedingungen erfüllt. Da sowohl diese Methode unzufrieden-
stellende Lösungen liefert als auch die Anwendung der numerischen Integration
zu keinem stabilen Ergebniss führt, muss die Vorgabe überdacht werden. We-
sentlicher Einflussparameter, der bisher willkürlich angenommen wurde, ist der
Momentenexponent, dessen Festlegung nun näher untersucht werden soll.
4.2 Notwendige Schranken für den Momentenexponenten
4.2.1 Aus analytischer Sicht
Zunächst ergibt sich für den linearen Momentenanstieg mit p = 1 eine funktionale
Vorgabe für M(ϕ):
M(ϕ) = a · (ϕ − ϕS), ϕS ≤ ϕ ≤ ϕS + ∆ϕB (19)
4Diese Idee stammt von Prof. Dr.-Ing. Reinhard Braune, die er im Rahmen unseres Diskurses
zu dieser Problematik entwickelt hat. Für diesen Lösungsvorschlag, seine Hinweise sowie die
wertvolle Diskussion sei ihm an dieser Stelle recht herzlich gedankt!
mit einem Faktor a der Einheit [a] = Nm/rad. Durch Integration und Berücksich-
tigung der Rast-Forderung zu Beginn der Bewegung ergibt sich die Energie:
E(ϕ) =
∫
M(ϕ) dϕ =
a
2
(ϕ − ϕS)2. (20)
Vereinfachend wird nun angenommen, dass im Bereich des kurzen Beschleu-
nigungsweges das reduzierte Trägheitsmoment nahezu konstant ist, sodass mit
Gl. 20 die zu dieser Vorgabe zugehörige Geschwindigkeit berechnet werden kann:
ϕ̇ =
√
2 ·
E(ϕ)
Jred
=
√
a
Jred
· |ϕ − ϕS| = b · |ϕ − ϕS| . (21)
Auf Grund des analytischen Zusammenhangs des Geschwindigkeitsverlaufs kann
nun die zur Bestimmung der Zeit benötigte Gl. 14 ausgewertet werden:
TB =
ϕS+∆ϕB∫
ϕS
dϕ
ϕ̇(ϕ)
=
1
b
ϕS+∆ϕB∫
ϕS
dϕ
ϕ − ϕS
=
1
b
·
[
ln(ϕ − ϕS)
]ϕS+∆ϕB
ϕS
= ∞. (22)
Das Ergebnis bedeutet, dass die Vorgabe eines linear steigenden Moments über
dem Weg zu einer unendlich langen Bewegungszeit führt, das die in Abb. 12
ermittelten Ergebnisse bestätigt. Scheinbar führt eine so langsam über dem Weg
steigende Energieeinleitung nicht zum „Anfahren“ des Mechanismus. Daher soll
nun ein einfacher funktionaler Zusammenhang gefunden werden, der für die
obige Rechnung einen endlichen Zeitwert ergibt und somit die Aufgabe lösbar
macht. Dafür wird der Momentenvorgabe zum Argument ϕ der Exponent p
hinzugefügt und das Integral zur Bestimmung der Zeit betrachtet:
TB =
√
(p + 1) · Jred
2 · a︸             ︷︷             ︸
=c
ϕS+∆ϕB∫
ϕS
dϕ
(ϕ − ϕS)
p+1
2
. (23)
Das Integral liefert einen endlichen Wert, wenn die entstehende Stammfunktion:
1. nicht der natürliche Logarithmus wird (also p , 1) und
2. beim Einsetzen der unteren Grenze ein endlicher Wert entsteht.
Diese Forderungen können durch die Wahl von 0 < p < 1 erreicht werden,
woraus dann für die zum Beschleunigen benötigte Zeit folgt:
TB =
ϕS+∆ϕB∫
ϕS
dϕ
ϕ̇(ϕ)
=
2
c · (1 − p)
·
[
(ϕ − ϕS)
1−p
2
]ϕS+∆ϕB
ϕS
=
2 · ∆ϕ
1−p
2
B
c · (1 − p)
· (24)
Dieser Ausdruck liefert unter der Bedingung 0 < p < 1 immer einen endlichen
Wert und ist somit eine Restriktion für dessen Festlegung.
4.2.2 Aus numerischer Sicht
Eine weitere Beschränkung für die Wahl des Momentenexponenten ergibt sich
aus der Forderung, dass die in Gl. 18 vorgestellte polynomielle Zeitbestimmung
immer ein reelles Ergebnis liefert. Da im Rahmen der Bestimmung der jeweiligen
Zeitspanne ∆ti eine quadratische Gleichung zu lösen ist, ergibt sich ein Kriterium
aus der Forderung, dass die dabei zu berechnende Diskriminante nur nichtnegative
Werte annehmen darf. Für den ersten Wegschritt δ = ϕ2 − ϕ1 führt die Forderung
nach einer nichtnegativen Diskriminante zur Berechnung von ∆ti auf:
3 · ϕ̇22 ≥ 4 · ϕ̈2 · δ. (25)
Wird für den ersten Wegschritt erneut ein konstantes reduziertes Trägheitsmoment
angenommen und berechnet damit die Geschwindigkeit und Beschleunigung nach
Gl. 12 sowie Gl. 13 und setzt diese dann in Gl. 25 ein, so ergibt sich:
3
4
·
2 · s
Jred · (p + 1)
· δp+1 ≥
s
Jred
· δp+1 ⇔
1
2
≥ p.
Damit ist eine zweite Bedingung für die Wahl von p gefunden worden, die
zusammen mit der aus Abschnitt 4.2.1 zu der Einschränkung:
0 < p ≤ 1/2 (26)
kombiniert werden kann. Das bedeutet, dass nur wenn die Momentenvorgabe
über dem Weg zu Beginn der Bewegung den Anstieg unendlich aufweist, ein
physikalisch sinnvolles und numerisch behandelbares Ergebnis entsteht und der
Mechanismus somit „anfahren“ kann.
Dabei muss angemerkt werden, dass diese Einschränkung unter gewissen Verein-
fachungen bestimmt worden ist. Daher sind die dargestellten Schranken nur als
Richtwerte anzusehen, da Festlegungen wie das Verhältnis von Beschleunigungs-
weg zu Stufenmoment in Kombination mit dem veränderlichen Trägheitsmoment
sowie die gewählte Schrittweite Einfluss auf die Schranken haben können. In den
zu diesem Beitrag durchgeführten Untersuchungen wurde daher folgend für den
Momentenexponenten p = 1/3 statt p = 1 angenommen.
4.3 Wahl der Schrittweite und -anzahl
Nach der Festlegung des Momentenexponenten soll noch einmal die Zeitbestim-
mung in Abhängigkeit der Schrittanzahl untersucht werden, wobei nun sowohl die
nach der Mittelpunktsregel Tv als auch die nach der polynomiellen Berechnung
Tp berechneten Endzeiten verglichen werden (siehe Abb. 13).
Abb. 13: Konvergenzuntersuchung für unterschiedliche Methoden der Zeitbestimmung
Im Gegensatz zu Abb. 12 ist nun eine Konvergenz der mittels Mittelpunktregel
berechneten Endzeit erkennbar, wobei Unterschiede im Ergebnis zwischen sehr
grober und sehr feiner Diskretisierung von fast 10% zu verzeichnen sind. Im
Gegensatz dazu ist das berechnete Ergebnis mittels polynomieller Berechnung
nahezu unabhängig von der gewählten Schrittweite, wobei das Ergebnis augen-
scheinlich dem Grenzwert von Tv entspricht. Hieraus folgt, vorausgesetzt ein
korrekter Momentenexponent im Sinne von Gl. 26 wurde gewählt, dass durch
Anwendung der polynomiellen Zeitbestimmung eine drastische Senkung der
notwendigen Schrittanzahl ohne Genauigkeitsverlust des Ergebnisses möglich ist.
Ein weiterer Vorteil dieser Form der Zeitbestimmung ist in Abb. 14 dargestellt.
Oftmals ist es für die Ausführung einer berechneten Bewegung auf einem Motion-
Control-System notwendig, alle Größen auf einem äquidistanten Zeitvektor aus-
zugeben (z. B. jede 1 ms). Daher sind die entsprechenden Bewegungsgrößen zu
interpolieren, wofür sich beispielsweise das Polynom 5. Grades anbietet. In die-
ses können alle geforderten Randbedingungen inkl. der nun bekannten Zeitbezüge
eingearbeitet werden und mit den entsprechenden Koeffizienten für beliebige
Zeitwerte Weg, Geschwindigkeit und Beschleunigung berechnet werden. Insbe-
sondere die Beschleunigung weist für die mittels Mittelpunktregel ermittelten
Zeiten einen ungewöhnlichen Verlauf auf. Dies resultiert aus der vereinfachten
Annahme konstanter Abschnitte der Geschwindigkeit, die nicht der physikali-
schen Realität entsprechen. Daher passen letztlich die Weg-, Geschwindigkeits-
und Beschleunigungswerte nicht zu den entsprechende Zeiten, wodurch sich der
unruhige Verlauf einstellt. Demgegenüber scheinen die mittels polynomieller
Zeitbestimmung ermittelten Werte sehr gut zu passen, wodurch glatte und für die
Interpolation zufriedenstellende Lösungen entstehen.
Abb. 14: Interpolation der Bewegung für unterschiedliche Methoden der Zeitbestimmung
Abschließend soll noch auf einen Aspekt zur Wahl der Schrittweite hingewiesen
werden. Grundlegende Voraussetzung für die Einhaltung der Randbedingungen
ist die Forderung, dass der integrale Wert der Momentenvorgabe zu null wird –
auch für die diskreten Vorgabewerte. Daher muss die Schrittweite so angepasst
werden, dass alle Momentennulldurchgänge auf einem diskreten Wegpunkt liegen.
Dies beeinflusst wesentlich die Wahl der notwendigen Schrittweite insbesondere
bei ungleichen Beschleunigungs- und Abbremswegen.
4.4 Weitere Kriterien zur Parameterauswahl
Neben der Festlegung von p aus physikalischen und numerischen Gründen, sind
die Beschleunigungs-, Umkehr- und Abbremswege ebenfalls bisher willkürlich
gewählt worden. Daher stellt sich die Frage nach welchen Kriterien diese be-
stimmt werden sollten. Auf Grund der kinetischen Berechnung bietet sich eine
Berücksichtigung der kinematischen Kennwerte nicht an, da z. B. hohe Beschleu-
nigungen als unkritisch zu betrachten sind. Diese werden üblicherweise nur
gemieden, da sie gleichzeitig mit hohen Massenkräften assoziiert werden, was
hier über die Momentenvorgabe von vornherein gesteuert wird.
Ein aus praktischen Gesichtspunkten wichtiger Aspekt zur Festlegung von Para-
metern ist der der zeitlichen Momentenänderung. Es hat sich herausgestellt, dass
insbesondere hohe Momentenänderungen für Motion-Control-Systeme schlecht
regelbar sind. Dies führt letztlich zu Lageabweichungen am Arbeitsorgan und
auch zu einer höheren notwendigen Regelreserve bei der Auslegung des Antriebs-
systems. Durch eine Begrenzung der Momentenänderung können diese Effekte
reduziert und somit ein besseres Betriebsverhalten realisiert werden. Für die
vorliegende Aufgabenstellung wurden die Parameter des wegbezogenen Momen-
tentemplates so ausgewählt, dass die Momentenänderung maximal so groß ist
wie die der Bewegung mittels 3-4-5-Polynom (siehe Abb. 15). Damit sind die
generierten Lösungen aus regelungstechnischer Sicht als gleichwertig anzusehen.
Abb. 15: Vergleich der zeitlichen Momentenänderungen
Für die Generierung dieser Momentenvorgabe wurden ∆ϕB = 0, 2◦, ∆ϕU = 25◦,
∆ϕA = 1◦, und δ = 0, 1◦ als Parameter für das wegbezogene Momententemplate
gewählt, wodurch sich die in Abb. 16 dargestellte Lösung ergibt.
Abb. 16: Bewegung und Antriebsmomentenverlauf mit wegbezogenen Momententemplate
Es fällt die Ähnlichkeit zu den bisherigen kinetischen Lösungsansätzen auf. Die
Beschleunigung nimmt ihr Maximum gegen Ende der Bewegung an, wodurch die
Ungleichmäßigkeit des Mechanismus ausgenutzt wird. Im Gegensatz zu der mit
der Graphenmethode generierten Lösung, ist diese Lösung sowohl im Momenten-
als auch im Beschleunigungsverlauf stetig und mithin ruckfrei.
5 Ergebnisse und Diskussion
Abschließend werden die im Stand der Technik generierten Lösungen mit der des
wegbezogenen Momententemplates verglichen. Hierzu sind in Abb. 17 die ent-
sprechenden Momentenverläufe vergleichend und in Abb. 18 die dazugehörigen
Kennwerte von Maximal- und Effektivmoment dargestellt. Die Momentenma-
ximalwerte der mittels kinetischer Vorgaben berechneten Bewegungen liegen
etwa 50% unter dem Maximalwert der mit dem 3-4-5-Polynom erzeugten Be-
wegung. Der Unterschied in den Kennwerten zwischen zeit- und wegbezogenen
Momententemplate rührt im Wesentlichen aus der Verwendung einer stetig diffe-
renzierbaren Momentenvorgabe im zeitbezogenen Momententemplate, welche
zur Erreichung ruckfreier Bewegungen nicht notwendig ist, da bereits Stetigkeit
genügt. Damit liefern diese beiden Verfahren nahezu identisch gute Lösungen
und weichen dabei gerade einmal etwa 10% von der optimalen Lösung ab.
Abb. 17: Vergleich der Momentenverläufe der einzelnen Berechnungsansätze
Hinsichtlich des erreichten Effektivmoments bestätigen die Ergebnisse den in
[6] hergeleiteten Grundzusammenhang zwischen prinzipiellem Momentenver-
lauf und Zielkriterium. Der hier betrachtete Rechteckverlauf minimiert nur das
Maximalmoment und nicht das Effektivmoment, weshalb hinsichtlich dieses
Kriteriums nicht so deutliche Verbesserungen im Vergleich zum 3-4-5-Polynom
zu verzeichnen sind, aber immerhin etwa 20% Einsparung erreicht werden kann.
Abb. 18: Vergleich der Maximal- und Effektivmomente der einzelnen Berechnungsansätze
6 Zusammenfassung
In diesem Beitrag wurde die häufig in Verarbeitungsmaschinen angewandte Rast-
in-Rast-Bewegung am Beispiel der Schließbewegung einer Quersiegeleinheit
betrachtet. Im Gegensatz zum klassischen Ansatz der kinetostatischen Analyse,
wurden hierbei Bewegungen mittels kinetischer Vorgaben berechnet. Diese haben
den Vorteil, dass die Ungleichmäßigkeit der Mechanismen ausgenutzt wird und
somit Maximalmomente gezielt reduziert werden können.
Ausgehend von der im Stand der Technik bekannten Methoden, wurde das weg-
basierte Momententemplate vorgestellt, das sich insbesondere durch die einfache
Umsetzbarkeit sowie den geringen Rechenaufwand auszeichnet. Dabei sind al-
lerdings gewisse Kriterien hinsichtlich der numerischen Lösbarkeit zu beachten,
die hergeleitet und mit entsprechenden Hinweisen hier vorgestellt worden sind.
In einem Vergleich zeigte sich, dass das wegbasierte Momententemplate ähn-
lich gute Ergebnisse wie herkömmliche Verfahren liefert, dabei aber auf den
Einsatz von Optimierungsalgorithmen verzichtet werden kann. Dies erleichtert
die Anwendung, da somit auch sehr einfache Rechenprogramme genutzt werden
können. Abschließend sei gesagt, dass die vorgestellte Methode natürlich nicht
nur für den Einsatz bei dezentralen Antriebssystemen geeignet ist, sondern auch
für klassische Methoden der Bewegungserzeugung, wie z. B. Kurvenscheiben,
genutzt werden kann.
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