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ABSTRACT
We propose an estimation procedure for discrete choice models of differentiated products with pos-
sibly high-dimensional product attributes. In our model, high-dimensional attributes can be deter-
minants of both mean and variance of the indirect utility of a product. The key restriction in our
model is that the high-dimensional attributes affect the variance of indirect utilities only through
finitely many indices. In a framework of the random-coefficients logit model, we show a bound on
the error rate of a l1-regularized minimum distance estimator and prove the asymptotic linearity of
the de-biased estimator.
1 Introduction
There are many occasions in which high-dimensional product attributes are available for estimating and predicting de-
mands for differentiated products, especially in context where machine learning techniques such as pattern recognition
and natural language processing can generate high-dimensional representation of product attributes. For example, we
can consider a consumer choice over clothes. In addition to the typical characteristics of prices, countries of origin,
and materials, there are numerous varieties of design patterns that can influence a consumer’s choice. The choice
over books is dependent on their contents. With a natural language processing technique, we can potentially represent
their contents with a high-dimensional semantic vectors. In this paper, we investigate a framework that enables us to
integrate these potentially informative but not-yet-fully-used product attributes in estimation, inference, and prediction
of demands for differentiated products.
We are not the first considering the estimation of high-dimensional discrete choice model. Gillen et al. (2019) studied
an estimation of a model that extends Berry et al. (1995, henceforth BLP)’s random-coefficients discrete-choice model
with high-dimensional attributes and applied to the study of political campaign for elections. In their model, the
product attributes can grow exponentially relative to the sample size; however, random coefficient is only allowed for
the price. Under this assumption, the high-dimensional attributes can only affect the mean indirect utility. Thus, they
can apply a l1-regularized least squares method to the inverted mean indirect utility to select relevant variables.
Recent methodological developments in statistics and econometrics allows us to apply a high-dimensional estimation
procedure to a broader class of models. In particular, the recent work of Belloni et al. (2018) provides a set of useful
results for l1-regularized minimum distance estimation following the techniques developed by Frank and Friedman
(1993) and Tibshirani (1996). We derive the property of our l1-regularaized minimum distance estimator and its debi-
ased version based on their results. Because the objective function of the BLP model is non-linear in the parameters,
we use the contraction inequality theorem of Ledoux and Talagrand (1991) to control the tail probability of the esti-
mation error. This contraction inequality exploits the Lipschitz continuity of the objective function with respect to a
single index. In the context of the BLP discrete choice model with non-linear but smooth moment conditions, we show
that the analogue principle can be applied to the case with multiple indices. This allows us to have fixed number of
random coefficients on the indices of potentially high-dimensional attributes.
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The rest of the paper proceeds in the following manner. In the next section, we describe our model and introduce the
regularized GMM (RGMM) problem for our model. In section 3, we show the probability bound for the estimation
error from the regularized GMM problem. In section 4, we consider the de-biased procedure for the proper inference.
The last section concludes.
2 Demand estimation as a regularlized GMM
2.1 Model
Consider there are J products in each market i ∈ {1, . . . , n}. Let us denote [·] for an integer indicates index set
{1, . . . , ·}. Each product j shares a non-zero demand Sij ∈ (0, 1) in each market i. Each product j in a market i has
observed L attributes {xijl}l∈[L] including cost of attaining the product j, −pij , and an unobserved attribute ξij .
In this paper, we consider the high-dimensionality in the product attributes xijl. The key restriction is that we assume
there are G known finite partitions of the high-dimensional product characteristics [L]. In particular, we consider the
following indirect utility for a product j in a market i:
uij =
∑
g∈[G]
∑
l∈Lg
xijl(βl + γlβ˜g) + ξij + ǫij
where ǫij is an idiosyncratic error term and Lg is mutually exclusive subset of [L] for each g ∈ [G] such that
∪g∈[G][Lg] = [L]. Note that
∑
g∈[G]
∑
l∈Lg
xijlβl + ξij = x
′
ijβ + ξij with β = (β1, . . . , βL)
′ captures the mean
utility of the product j in the market i. Also,
∑
g∈[G]
∑
l∈Lg
xijlγlβ˜g =
∑
g∈[G] x
′
ijgγgβ˜g with xijg = [xijl]
′
l∈Lg
and
γg = [γl]
′
l∈Lg
and β˜g ∼iid N(0, 1) capture the individual heterogeneity in the utility for the product j in the market
i. We assume β˜g is independent of β˜g′ , and the group specific variance of the random coefficient β˜g is normalized
to 1 for each corresponding vector γg . Therefore, the variance of the indirect utility of the product j in the market
i is
∑
g∈[G](
∑
l∈[Lg]
xijlγl)
2. This finite indices restriction allows us to apply the contraction inequality theorem,
Ledoux and Talagrand (1991), which is in principle applied to a Lipschitz transformation of a single index. If the
random coefficients are not restricted, then the number of indices grows to infinity as the number of attributes grows
infinity, and we cannot apply the contraction inequality to bound the estimation error. For the reminder of the paper,
let g(l) represents the group g ∈ [G] that the attribute l belongs to.
The mean utility is the same as usual differentiated product demand model such as the BLP model. The heterogeneity
term is different from the usual random coefficient model. This model can be seen as a special case of the usual
random coefficient model that the product attributes xijl and xijl′ share the same individual preference shock βg if
l, l′ ∈ Lg. In other words, consumers observe the set of characteristics {xijl}l∈Lg as a common index characteristics
of x′ijgγg , but individuals may have different preference over the index x
′
ijgγg. In the example of the design pattern,
we share the same objective descriptions of the design, but the subjective preference over the descriptions differ across
people. An important feature is that we do not restrict βl = γl. Therefore, the mean
∑
l∈Lg
xijlβl and the variance
(
∑
l∈Lg
xijlγl)
2 of each utility load from a group of characteristics Lg may be unrelated each other.
2.2 Moment condition
Suppose that ǫij follows iid Type-I extreme value distribution, then the parameters θ ≡ {β′, γ′}′ and observed charac-
teristics xij pin down the share of the product j in the market i as the function of mean utility vector x
′
iβ + ξi such
that
sj(xi, x
′
iβ + ξi; θ) =
∫
β˜
exp(x′ijβ + ξij +
∑
g x
′
ijgγgβ˜g)
1 +
∑
j′∈[J] exp(x
′
ij′β + ξij′ +
∑
g x
′
ij′gγgβ˜g)
dFβ˜ = Sij
where F ∼ N[G](0, I[G]) and Sij denotes the population share of the product j in the market i. 1
Here we assume that the unobserved product type ξij is mean independent of a vector of instruments wij ,
E[ξij |wij ] = 0
where the expectation is taken over the markets i for each j ∈ [J ]. This conditional moment restriction leads to a set
of unconditional moment conditions with transformed vector ofK instruments for each product j, hjk(wij), k ∈ [K],
1To simplify the argument, we ignore the measurement error issue of the observed market share from the population share for
now.
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such that
E[ξijhjk(wij)] = 0
for each j ∈ [J ]. Berry (1994) shows that there exists unique inverse functions of the share sj(x, ·; θ), such that
sj(xi, s
−1(xi, Si; θ); θ) = Sij . (1)
Therefore, the moment condition is now
E[(s−1j (xi, Si; θ)− x′iβ)hjk(wij)] = 0, ∀j ∈ [J ], k ∈ [K].
Now let
ξj(x˜; θ) ≡ s−1j (x, S; θ) − x′ijβ
where x˜ ≡ (x′, S′, w′)′.
2.3 Regularized GMM problem
Following Belloni et al. (2018), we consider a regularized GMM approach for the moment condition above. In partic-
ular, let f(x˜; θ) be the score function vector of (J,K) elements with
fjk(X˜; θ) ≡ ξj(X˜; θ)hjk(W ),
for each j ∈ [J ] and k ∈ [K] where X˜ ≡ (X ′, S′,W )′, and let
f(θ) ≡ AE[f(X˜ ; θ)]
and
fˆ(θ) ≡ AˆEn[f(X˜; θ)]
with some weight matrix A and its estimate Aˆ, where En[·] represents sample mean of a random vector. For now, let
A = Aˆ = I .
The regularized GMM estimator θˆ solves the following optimization problem
min
θ∈Θ
‖θ‖1 : ‖fˆ(θ)‖∞ ≤ λ
for some regularization parameter λ.
3 Bounds on the estimation error
Belloni et al. (2018) show the rate of convergence for the estimation error under two conditions in addition to the reg-
ularization condition which is the constraint of the optimization problem shown above. Below we cite their statement
under three high-level conditions
Proposition 1 (Proposition 3.1 of Belloni et al. (2018)). Assume the following three conditions:
1. (Regularization) The regularization parameter λ satisfies
‖fˆ(θ0)‖∞ ≤ λ
with probability at least 1− α
2. (Identifiability) The population moment function satisfies the following:
{‖f(θ)− f(θ0)‖∞ ≤ ǫ, θ ∈ R(θ0)}
implies
‖θ − θ0‖l ≤ r(ǫ; θ0, l)
for all ǫ > 0 where R(θ0) ≡ {θ ∈ Θ : ‖θ‖1 ≤ ‖θ0‖1}, and r(·; θ0, l) is a weakly increasing rate function
depending on the semi-norm l.
3. (Empirical moment restriction) The empirical moment function satisfies
sup
θ∈R(θ0)
‖fˆ(θ) − f(θ)‖∞ ≤ ǫn
with probability at least 1− δn.
Then with probability at least 1− α− δn,
‖θˆ − θ0‖l ≤ r(λ + ǫn; θ0, l).
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3.1 Identifiability condition
For the second condition of the identifiability, Belloni et al. (2018) offers the following sufficient condition
Assumption 1 (Condition NLID for exactly sparse parameters). Suppose that there exist T ⊂ [L] with cardinality s
such that θl0 6= 0 only for l ∈ T .
For each q ∈ {1, 2}, suppose that there exists a sequence µn such that
k(θ0, lq) ≡ inf
θ∈R(θ0):‖θ−θ0‖q>0
‖G(θ − θ0)‖∞/‖θ − θ0‖q ≥ s−1/qµn
where G is the Jacobian matrix of f(θ).
Suppose further that
{‖f(θ)− f(θ0)‖∞ ≤ ǫ, θ ∈ R(θ0)}
implies that
‖G(θ − θ0)‖∞/2 ≤ ǫ
for all ǫ ≤ ǫ∗ for some ǫ∗.
The last condition in the above assumption 1 is specific to the non-linear problem. Nevertheless, this assumption does
not bind in our model because our target moment function is continuously differentiable everywhere.
The second condition in assumption 1 regulates the modulus of continuity k(θ0, l). Lemma 3.1 of Belloni et al. (2018)
offers a sufficient condition for the second condition in exactly sparse model. For the linear IV regression model, for
any sub-vector of covariates X , we need some sub-vector of instruments W such that E[W ′X ] is non-singular. In
other words, there exists some instruments that are strong for any sub-vector of endogenous covariates. In our context
of the BLP model, the Jacobian matrix is JK × 2L matrix with each l entry for jk element as
Gjk,l(X˜, θ) =
{
E[hjk(W )Xjl] for 1 ≤ l ≤ L
E[hjk(W )Dj(θ)
∫
β˜g(l)s(β˜; X˜, θ)
∑J
j′=1(1− sj′(β˜; X˜, θ))Xj′ldFβ˜ ] for L+ 1 ≤ l ≤ 2L
where s(β˜; X˜, θ) is J × 1 vector of sj(β˜; X˜, θ) ≡ exp(X
′
jβ+ξj(X˜;θ)+
∑
g
X′jgγgβ˜g)
1+
∑
j′∈[J] exp(X
′
j′
β+ξj′ (X˜;θ)+
∑
g
X′
j′g
γg β˜g)
and Dj(θ) is the j-th
row of the inverse matrix of the Jacobian matrix of s(X˜ ; θ) ≡ s(X,X ′β+ ξ(X˜; θ); θ) vector with respect to the mean
utility vector. Therefore, the modulus of continuity condition requires that the variables hjk(W ) serve as the strong
instruments for the attribute l of the product j, Xjl, as well as the weighted sum of the attributes l of the products j
′
across the market Xj′l. This is not a strong restriction for the most of the attributes as we often assume the attributes
are exogenous. For the endogenous attributes, we need to be cautious on the restriction as the instruments are not
necessarily strong in particular when the asymptotic is considered for the size of markets J rather than the number of
markets n. See Armstrong (2016) for the relevant discussion.
Lemma 1 (Lemma 3.4 of Belloni et al. (2018)). Under assumption 1, for all 0 < ǫ ≤ ǫ∗
{‖f(θ)− f(θ0)‖∞ ≤ ǫ, θ ∈ R(θ0)}
implies
‖θ − θ0‖l ≤ r(ǫ; θ0, l) ≤ 2ǫs1/qµ−1n .
3.2 Tail probability bound
Now, let ∆θ ≡ θ − θ0 for any θ, θ0 ∈ Θ, where Θ is a subset of R2L defined such that ∆θ ∈ Θ.
Next, we consider the bound for the tail-probability of the estimation error process:
sup
∆θ∈Θ,j∈[J],k∈[K]
∣∣∣Gn(fjk(X˜; θ0 +∆θ)− fjk(X˜; θ0))∣∣∣
where GnX is the empirical process of the sequence {Xi}i∈[n].
For the rest of the discussion, we introduce the following indices. For each g ∈ {0, 1, . . . , G} and j ∈ [J ], letXj,g be
a sub-vector ofXj corresponding g-th partition of [L] withXj,0 ≡ Xj , and let θg and νjg be defined as
νjg ≡ Xj,gθg ≡
{
X ′jβ if g = 0
X ′j,gγg if g > 0
4
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and
ξj(ν; X˜) ≡ ξ(X˜ ; θ)
such that νj′g = Xj′,gθg for every j
′ ∈ [J ] and g ∈ {0, 1, . . . , G}.
Also, let
νj′g0 ≡ Xj′,gθg0 ≡
{
Xj′β0 if g = 0
Xj′,gγg0 if g > 0.
In lemma 4 in the Appendix, we show that the score functions fjk are Lipschitz continuous in νj′g uniformly for every
ν−j′,−g with the Lipschitz constant J times some universal constant. Using this property, we employ the Ledaux-
Talagrand contraction inequality as follows:
Theorem 1. In addition to the assumptions for lemma 4 in the Appendix, suppose the following
1. sup∆θ∈Θ,j∈[J],k∈[K]EnV ar(fjk(X˜, θ0 +∆θ)− fjk(X˜, θ0)) ≤ B21n, and
2. maxj∈[J],l∈[L],k∈[K] En(X
2
jlh
2
jk(W )) ≤ B22n, and ‖n−1/2Gn(f(X˜, θ0))‖∞ ≤ n−1/2ln with probability at
least 1− δn/6
then,
sup
θ∈R(θ0)
‖fˆ(θ) − f(θ)‖∞ ≤ n−1/2(l˜n + ln)
with probability at least 1− δn, where
l˜n ≡ C(B1n + (J2G)(2
√
2B2n sup
θ
‖θ‖1 log1/2(8J2GKL/δn)))
with a universal constant C.
Proof. In the same argument of theorem 3.2 of Belloni et al. (2018), ‖n−1/2Gn(f(X˜, θ0))‖∞ ≤ n−1/2ln implies that
we only need to bound the following empirical process
max
j∈[J],k∈[K]
sup
∆θ
∣∣∣Gn(fjk(X˜ ; θ0 +∆θ)− fjk(X˜; θ0))∣∣∣ .
By taking t2 ≥ 16B21n, we may apply Chebyshev inequality and symmetrization lemma (Lemma 2.3.7 of
van der Vaart and Wellner, 1996) so that
P
(
max
j∈[J],k∈[K]
sup
∆θ∈Θ
∣∣∣Gn(fjk(X˜; θ0 +∆θ)− fjk(X˜ ; θ0))∣∣∣ > t
)
≤ 4P
(
max
j∈[J],k∈[K]
sup
∆θ∈Θ
∣∣∣Gnσ(fjk(X˜ ; θ0 +∆θ)− fjk(X˜; θ0))∣∣∣ > t/4
)
where σ is iid Rademacher variable taking −1 and 1 with equal probability independent of all the others.
Following the step 1 of lemma D.3 of Belloni et al. (2018), by conditioning on Ωn ≡
{maxj∈[J],l∈[L],k∈[K]En(X2jlh2jk(W )) ≤ B22n}, we consider bounding the tail probability conditional on the
event Ω and X˜ ,
P
(
max
j∈[J],k∈[K]
sup
∆θ∈Θ
∣∣∣Gnσ(fjk(X˜; θ0 +∆θ)− fjk(X˜ ; θ0))∣∣∣ > t/4
∣∣∣∣Ωn, X˜
)
.
From now on, omit the conditioning for the notational simplicity. By Markov inequality, we have
P
(
max
j∈[J],k∈[K]
sup
∆θ∈Θ
∣∣∣Gnσ(fjk(X˜ ; θ0 +∆θ) − fjk(X˜; θ0))∣∣∣ > t/4
)
≤
Eσ exp
(
φmaxj∈[J],k∈[K] sup∆θ∈Θ
∣∣∣Gnσ(fjk(X˜ ; θ0 +∆θ)− fjk(X˜; θ0))∣∣∣)
exp(t/4φ)
.
where φ ≡ t/(16J2GB22n supθ ‖θ‖21).
5
A PREPRINT - APRIL 21, 2020
By the mean value theorem, there exists a mean value vector θ˜ as a function of∆θ and its corresponding index vector
ν˜ as a function of∆ν ≡ ν − ν0 given the fixed matrix ofX such that
fjk(X˜ ; θ0 +∆θ)− fjk(X˜ ; θ0) =
G∑
g=0
∑
j′∈[J]
dξj(ν˜; X˜)
dνj′g
(νj′g − νj′g0)hjk(W ).
LetN be the support of ν given the conditioning X˜ and the parameter space Θ. Therefore, we have
Eσ exp
(
φmaxj∈[J],k∈[K] sup∆θ∈Θ
∣∣∣Gnσ(fjk(X˜ ; θ0 +∆θ)− fjk(X˜ ; θ0))∣∣∣)
exp(t/4φ)
≤
Eσ exp
(
φmaxj∈[J],k∈[K] sup∆ν∈N
∣∣∣Gnσ∑Gg=0∑j′∈[J] dξj(ν˜;X˜)dνj′g (νj′g − νj′g0)hjk(W )
∣∣∣)
exp(t/4φ)
≤
Eσ exp
(
φ
∑G
g=0
∑
j′∈[J]maxj,j′∈[J],g∈[G],k∈[K] sup∆ν∈N
∣∣∣Gnσ dξj(ν˜;X˜)dνj′g (νj′g − νj′g0)hjk(W )
∣∣∣)
exp(t/4φ)
≤
Eσ exp
(
JGφmaxj,j′∈[J],g∈[G],k∈[K] sup∆ν∈N
∣∣∣Gnσ dξj(ν˜;X˜)dνj′g (νj′g − νj′g0)hjk(W )
∣∣∣)
exp(t/4φ)
≤
J2GKmaxj,j′∈[J],g∈[G],k∈[K]Eσ exp
(
JGφ sup∆ν∈N
∣∣∣Gnσ dξj(ν˜;X˜)dνj′g (νj′g − νj′g0)hjk(W )
∣∣∣)
exp(t/4φ)
.
The first inequality follows from the mean value theorem and the fact that the supremum over ∆θ is dominated by
the supremum over∆ν whcih are constrained conditional on each realization of the matrixX . The second inequality
follows from the triangular inequality. The third inequality follows from the union bound over j′, g by taking the
maximum over j′, g indices. Finally, we take the union bound over j, j′, g, k indices.
To apply Ledoux-Talagrand contraction inequality (Theorem 4.12, Ledoux and Talagrand, 1991) in bounding the fol-
lowing term
exp

JGφ sup
∆ν∈N
∣∣∣∣∣∣
∑
i∈[n]
σi
dξij(ν˜i; X˜i)
dνj′g
(∆νi,j′g)hjk(Wi)
∣∣∣∣∣∣

 ,
let
ψjkj
′g
i (∆νij′g) ≡
[
dξj(ν˜i; X˜i)∆νj′g
dνj′g
]
hjk(Wi)
then by lemma 4, we have
|ψjkj′gi (∆νij′g)| ≤ C1J |∆νij′g|
uniformly over ν˜i.
Since ψjkj
′g
i (0) = 0, Ledoux-Talagrand contraction inequality via corollary 3 applies so that
J2GKmaxj′,j∈[J],k∈[K],g∈[G]Eσ exp
(
JGφ sup∆νj′g∈N
∣∣∣Gnσ ( dξj(ν˜;X˜)dνj′g
)
∆νj′ghjk(W )
∣∣∣)
exp(t/4φ)
≤
J2GKmaxj′,j∈[J],k∈[K],g∈[G]Eσ exp(C1J
2Gφ sup∆νj′g∈N |Gnσ∆νj′ghjk(W )|)
exp(t/4φ)
≤ J
2GKmaxj′,j∈[J],k∈[K],g∈[G]Eσ exp(C1J
2Gφ sup∆θg∈Θg |Gnσhjk(W )Xj′,g∆θg|)
exp(t/4φ)
.
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By Holder inequality, we have
J2GKmaxj′,j∈[J],k∈[K],g∈[G]Eσ exp(C1J
2Gφ sup∆θg∈Θg |Gnσhjk(W )Xj′,g∆θg|)
exp(t/4φ)
≤ J
2KGmaxj′,j∈[J],k∈[K]Eσ exp(C1J
2Gφmaxl∈[L] |Gnσhjk(W )Xj′,l| sup∆θ ‖∆θ‖1)
exp(t/4φ)
≤ J2GKL max
j,j′∈[J],k∈[K],l∈[L]
Eσ exp(C1J
2Gφ |Gnσhjk(W )Xj′,l| sup∆θ ‖∆θ‖1)
exp(t/4φ)
≤ J2GKL max
j,j′∈[J],k∈[K],l∈[L]
2 exp(2C21J
4G2φ2En(hjk(W )
2X2j′,l) sup∆θ∈Θ ‖∆θ‖21)
exp(t/4φ)
≤ J2GKL max
j,j′∈[J],k∈[K],l∈[L]
2 exp(2C21J
4G2φ2B22n supθ∈Θ ‖θ‖21)
exp(t/4φ)
from the symmetry of distribution and sub-Gaussianity. Then the stated bound is achieved by following the analogue
argument of Lemma D.3 of Belloni et al. (2018).
Then the following statement shows the error rate of RGMM BLP estimator:
Theorem 2. Under assumption 1, and assumptions for theorem 1. Assume further that
‖fˆ(θ0)‖∞ ≤ λ
with probability at least 1− α, then we have for each q ∈ {1, 2}
‖θ − θ0‖q ≤ 2s1/qµ−1n n−1/2(l˜n + ln)
with probability at least 1− α− δn, where
l˜n ≡ C(B1n + (J2G)(2
√
2B2n sup
θ
‖θ‖1 log1/2(8J2GKL/δn)))
with a universal constant C.
4 De-biased RGMM
Given the RGMM estimator θˆ, it is recommended that we update the estimate in order to make a proper inference.
De-biased Lasso, or De-biased RGMM procedure in Belloni et al. (2018) takes the following steps
1. Estimate the RGMM θˆ
2. Estimate the plug-in gradient
Gˆ = ∂θ′ fˆ(θˆ)
and the plug-in var-cov matrix
Ωˆ = Enf(X˜; θˆ)f(X˜ ; θˆ)
′
3. Solve the minimization problem of
min
γ∈R2L×JK
∑
l∈[2L]
‖γl‖1
subject to
‖γlΩˆ− (Gˆ′)l‖∞ ≤ λγl
for some regularization parameters λγl
4. Solve the minimization problem of
min
µ∈RJK×2L
∑
j∈[JK]
‖µj‖1
subject to
‖µj γˆGˆ− e′j‖∞ ≤ λµj
for some regularization parameters λµj , where ej is a coordinate vector with 1 in the j-th position and 0
elsewhere.
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5. Update the RGMM estimator as θˆ − µˆγˆfˆ(θˆ).
First of all, we need to provide maximal inequalities for the auxiliary estimators γˆ and µˆ. The strategy follows the
parallel argument of the maximal inequality for θˆ. Therefore, we need the following modulus of continuity conditions
for γ and µ.
Assumption 2. Suppose that there exists a sequence µn such that
inf
γ∈R(γ0):‖γ−γ0‖1>0
‖(γ − γ0)Ω‖∞/‖γ − γ0‖1 ≥ s−1µn
and
inf
µ∈R(µ0):‖µ−µ0‖1>0
‖(µ− µ0)G′ΩG‖∞/‖µ− µ0‖1 ≥ s−1µn.
Note that the first condition requires that the variance matrices constructed from any elements of the score functions
fjk(X, θ0) is non-singular, and the second condition follows if all eigenvalues ofG
′ΩG are bounded in absolute values
from zero uniformly over n.
Then given a choice of penalty parameters λγl and λ
µ
j , we achieve the maximal inequality for L
1-norm of γˆl and µˆj
Lemma 2 (Lemma 3.7 of Belloni et al. (2018)). Let lΩn and l
G
n such that
n1/2‖Ωˆ− Ω‖∞ ≤ lΩn
and
n1/2‖Gˆ−G‖∞ ≤ lGn
with probability 1− δn. Supposemaxl∈[2L] ‖γ0l‖1 ≤ C¯, andmaxj∈[JK] ‖µ0j‖1 ≤ C¯.
Let λγl satisfy
n1/2λγl ≥ C¯lΩn + lGn ,
λγl ≤ n−1/2ln
and λµj satisfy
n1/2λµj ≥ 2C¯2lGn + C¯3lΩn + C¯2 max
l∈[2L]
n1/2λγl
λµj ≤ n−1/2l′n.
for l ∈ [2L] and j ∈ [JK]. Suppose assumption 2 holds. Then with probability 1− 3δn, we have
max
l∈[2L]
‖γˆl − γ0l‖1 ≤ sln(2 + C¯)
µ
√
n
and with probability 1− δn
max
j∈[JK]
‖µˆj − µ0j‖1 ≤ sl
′
n(2 + C¯)
µn
√
n
.
Next, we need maximal inequalities for the norms ‖Gˆ−G‖∞, ‖Gˆ− G˜‖∞, and ‖Ωˆ− Ω‖∞ where G˜ ≡ −Gˆ(θ˜) with
θ˜ as the intermediate value of θˆ and θ0. Unlike lemma 3.7 of Belloni et al. (2018) which assumes the tail probability
bound for the process Ωˆ− Ω and Gˆ−G, we need certain modification of lemma as we do for theorem 1.
Lemma 3. Suppose the following
1.
max
j∈[J],k∈[K],l∈[L]
E
[
h2jk(W ) max
j′′∈[J]
X2j′′,l max
j′∈[J],l′∈[L]
X2j′,l′
]
≤ C,
2. with probability 1− δn, we have
max
j∈[J],k∈[K],l∈[L]
En
[
h2jk(W ) max
j′′∈[J]
X2j′′,l max
j′∈[J],l′∈[L]
X2j′,l′
]
≤ B2n,
max
j∈[J],k∈[K],l∈[L]
En[h
2
jk(W )X
2
jl] ≤ B2n
and
max
j,j′∈[J],k,k′∈[K],l∈[L]
En[h
2
jk(W )h
2
j′,k′(W )X
2
jlξj′(X˜ ; θ0)
2] ≤ B2n
with probability 1− δn.
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3. with probability 1− δn, we have
‖θˆ − θ0‖q ≤ ∆qn
for q ∈ {1, 2}.
4. maxj∈[J],k∈[K]E[f
4
jk(X˜; θ0)] ≤ C, and n−1/2E
[
maxi∈[n] ‖f(X˜i; θ0)‖4∞
]
≤ min{δn, log−1/2(JK)}
5.
max
j∈[J],k∈[K],l∈[2L]
E
[
Gjk,l(X˜ ; θ0)
2
]
≤ C
and
n−1/2E[max
i∈[n]
‖G(X˜i; θ0)‖2∞] ≤ min{δn, log−1/2(2JKL)}.
Then with probability 1− C′δn we have
‖Gˆ−G‖∞ ≤ C′
√
n−1 log(2JKL) + C′J2GBn∆1n
√
n−1 log(2J2GKL/δn) + C
′J3/2∆2n.
‖Gˆ− G˜‖∞ ≤ C′
√
n−1 log(2JKL) + C′J2GBn∆1n
√
n−1 log(2J2GKL/δn) + C
′J3/2∆2n
and
‖Ωˆ− Ω‖∞ ≤ C′
√
n−1 log(JK) + C′J2GBn∆1n
√
n−1 log(2J2GKL/δn) + 2J
3/2C(J3/2∆22n +∆2n).
Proof. We follow the proof of lemma 3.9 of Belloni et al. (2018). First we bound ‖Gˆ−G‖∞. Note that√n‖Gˆ−G‖∞
is bounded by the sum of the following three terms from triangular inequality:
(1.1) maxj∈[J],k∈[K],l∈[2L] |Gn(Gjk,l(X˜ ; θˆ)−Gjk,l(X˜ ; θ0))|
(1.2) maxj∈[J],k∈[K],l∈[2L] |GnGjk,l(X˜ ; θ0))|
(1.3) maxj∈[J],k∈[K],l∈[2L] n
1/2|E[Gjk,l(X˜; θˆ)−Gjk,l(X˜ ; θ0)]|
From lemma C.1 (4) of Belloni et al. (2018), the second term, (1.2), is bounded by
max
j∈[J],k∈[K],l∈[2L]
|GnGjk,l(X˜ ; θ0))| ≤Cmax
j,k,l
1
n
∑
i
E
[
|Gjk,l(X˜i; θ0))|2
]
log1/2(2JKL)
+ n−1/2C2
{
E
[
max
i≤n
‖G(X˜i; θ0))‖2∞
]
(δ−1n + δ
−1/2
n + log(2JKL))
}
≤C log1/2(2JKL)
with probability 1− δn by the condition 5.
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For the last term, (1.3), we use the linear expansion ofGjk,l(X˜ ; θ) into
∑
j′∈[J],g∈[G] hjk(W )Bj′,g(Xl)(νj′g − νj′g0)
from lemma 6 so that
max
j∈[J],k∈[K],l∈[2L]
n1/2
∣∣∣E[Gjk,l(X˜, θˆ)−Gjk,l(X˜, θ0)]∣∣∣
≤(1) max
j∈[J],k∈[K],l∈[2L]
n1/2
∣∣∣∣∣∣E

 ∑
j′∈[J],g∈[G]
hjk(W )Bj′,g(Xl)(νj′g − νj′g0)


∣∣∣∣∣∣
≤(2) max
j∈[J],k∈[K],l∈[2L]
n1/2
∣∣∣∣∣∣E

 ∑
j′∈[J],g∈[G]
hjk(W )Bj′,g(Xl)X
′
j′g(θg − θg0)


∣∣∣∣∣∣
≤(3) max
j∈[J],k∈[K],l∈[2L]
n1/2
∣∣∣∣∣∣E

 ∑
j′∈[J],l′∈[L]
[hjk(W )Bj′,g(l′)(Xl)Xj′,l′(θl′ − θl′0)]2


∣∣∣∣∣∣
1/2
≤(4) max
j∈[J],k∈[K],l∈[2L]
n1/2
∣∣∣∣∣∣E

h2jk(W ) ∑
j′∈[J],l′∈[L]
max
j′∈[J],l′∈[L]
[B2j′,g(l′)(Xl)X
2
j′,l′ ](θl′ − θl′0)2


∣∣∣∣∣∣
1/2
≤(5) max
j∈[J],k∈[K],l∈[2L]
n1/2
∣∣∣∣∣∣E

h2jk(W )J2C¯2 max
j′′∈[J]
X2j′′,l max
j′∈[J],l′∈[L]
X2j′,l′
∑
j′∈[J],l′∈[L]
|θl′ − θl′0|2


∣∣∣∣∣∣
1/2
≤(6) max
j∈[J],k∈[K],l∈[2L]
n1/2C¯J3/2
√
E
[
h2jk(W ) max
j′′∈[J]
X2j′′,l max
j′∈[J],l′∈[L]
X2j′,l′
]
‖θ − θ0‖2 ≤ Cn1/2J3/2∆2n
with probability 1 − δn, where (1) and (5) follows from lemma 6, (2) follows from the definition of νjm, (3) follows
from the monotonicity of the Lp norm, (4) follows from the union bound, and (6) follows from the condition 1.
The first term, (1.1), is the empirical process in terms of the Gjk,l instead of fjk . Note that
EnV ar(Gjk,l(X˜; θˆ)−Gjk,l(X˜ ; θ0)) ≤ En

 ∑
j′∈[J],l∈[L]
hjk(W )Bj′,g(l)Xj′,l(θl − θl0)


2
≤En
[
h2jk(W ) max
j′∈[J],l∈[L]
B2j′,g(l)X
2
j′,l
]
‖θ − θ0‖21
≤CJ2En
[
h2jk(W ) max
j′′∈[J]
X2j′′,l max
j′∈[J],l∈[L]
X2j′,l
]
‖θ − θ0‖21 ≤ CJ2B2n∆21n
by Hölder inequality and lemma 6.
Then the conditions for the Corollary 2 holds with B1n = JBn∆1n, and B2n = Bn so that
max
j∈[J],k∈[K],l∈[2L]
|Gn(Gjk,l(X˜ ; θˆ)−Gjk,l(X˜; θ0))| ≤ J2GCBn∆1n log1/2(2J2GKL/δn)
with probability 1− 7δn.
In the same argument of Belloni et al (2018), ‖Gˆ − G˜‖∞ has the same bound as ‖Gˆ − G‖∞. Finally, we consider
‖Ωˆ− Ω‖. As we do for ‖Gˆ− G˜‖∞, n−1/2‖Ωˆ− Ω‖ is bounded by the sum of the following three terms
(2.1) maxj,j′∈[J],k,k′∈[K] |Gn(fjk(X˜ ; θˆ)fj′k′(X˜ ; θˆ)− fjk(X˜ ; θ0)fj′k′(X˜ ; θ0)|
(2.2) maxj,j′∈[J],k,k′∈[K] |Gnfjk(X˜; θ0)fj′k′(X˜ ; θ0)|
(2.3) maxj,j′∈[J],k,k′∈[K] n
1/2|E[fjk(X˜ ; θˆ)fj′k′ (X˜; θˆ)− fjk(X˜ ; θ0)fj′k′ (X˜; θ0)]|.
The first term, (2.1), is further bounded by the sum of two terms
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(2.1.1)
max
j,j′∈[J],k,k′∈[K]
|Gn(fjk(X˜ ; θˆ)− fjk(X˜ ; θ0))(fj′k′(X˜ ; θˆ)− fj′k′ (X˜; θ0))|
(2.1.2)
2 max
j,j′∈[J],k,k′∈[K]
|Gn((fjk(X˜ ; θˆ)− fjk(X˜ ; θ0))fj′k′ (X˜; θ0)|.
First, we have for (2.1.1),
max
j,j′∈[J],k,k′∈[K]
|Gn(fjk(X˜ ; θˆ)− fjk(X˜ ; θ0))(fj′k′(X˜ ; θˆ)− fj′k′ (X˜; θ0))|
≤ max
j,j′∈[J],k,k′∈[K]
n1/2En[(fjk(X˜ ; θˆ)− fjk(X˜ ; θ0))2]1/2En[(fj′k′(X˜ ; θˆ)− fj′k′(X˜; θ0))2]1/2
+ max
j,j′∈[J],k,k′∈[K]
n1/2E[(fjk(X˜; θˆ)− fjk(X˜ ; θ0))2]1/2E[(fj′k′(X˜ ; θˆ)− fj′k′ (X˜; θ0))2]1/2
≤ max
j,j′∈[J],k,k′∈[K]
n1/2C21J
2
En

h2jk(W )

 ∑
j′′∈[J],l∈[L]
Xj′′,l(θˆl − θl0)


2


1/2
En

h2j′k′(W )

 ∑
j′′∈[J],l∈[L]
Xj′′,l(θˆl − θl0)


2


1/2
+ max
j,j′∈[J],k,k′∈[K]
n1/2C21J
2E

h2jk(W )

 ∑
j′′∈[J],l∈[L]
Xj′′,l(θˆl − θl0)


2


1/2
E

h2j′k′(W )

 ∑
j′′∈[J],l∈[L]
Xj′′,l(θˆl − θl0)


2


1/2
≤ n1/2CB2nJ3∆22n
with probability 1−Cδn and a universal constant C¯, where the second and the last inequalities are by Hölder inequality
and lemma 4.
For the second term, (2.1.2), note that
V ar(Gn([fj,k(X˜; θ)− fj,k(X˜; θ0)]fj′,k′(X, θ0))) ≤ V ar(Gn(hjk(W )hj′k′ (W )ξj′ (X˜; θ0)X ′j(θ − θ0)))
≤ C¯J2B2n∆21n
so that the conditions for corollary 1 holds with B1n = JBn∆1n and B2n = Bn, therefore,
max
j,j′∈[J],k,k′∈[K]
|Gn((fjk(X˜ ; θˆ)− fjk(X˜ ; θ0))fj′k′ (X˜; θ0)| ≤ C¯1J2GBn∆1n log1/2(2J2GKL/δn).
For the remaining two terms, (2.2),
max
j,j′∈[J],k,k′∈[K]
|Gnfjk(X˜ ; θ0)fj′k′ (X˜; θ0)|
is bounded by
Cmax
j,k
E[f4j,k(X˜ ; θ0)]
1/2
√
log(JK) + Cn−1/2E[max
i
‖f(X˜i; θ0)‖4∞]{δ−1n + log(JK)} ≤ C′
√
log(JK)
from Lemma C.1(4) of Belloni et al. (2018) under condition 4.
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Finally, for (2.3),
max
j,j′∈[J],k,k′∈[K]
n1/2|E[fjk(X˜ ; θˆ)fj′k′ (X˜; θˆ)− fjk(X˜ ; θ0)fj′k′ (X˜; θ0)]|
≤ max
j,j′∈[J],k,k′∈[K]
n1/2|E[fjk(X˜ ; θˆ)(fj′k′(X˜; θˆ)− fj′k′ (X˜; θ0))]|+ |E[(fjk(X˜ ; θˆ)− fjk(X˜ ; θ0))fj′k′ (X˜; θ0)]|
≤ max
j,j′∈[J],k,k′∈[K]
n1/2|E[(fjk(X˜; θˆ)− fjk(X˜ ; θ0))(fj′k′(X˜ ; θˆ)− fj′k′(X˜ ; θ0))]|
+ 2n1/2 max
j,j′∈[J],k,k′∈[K]
|E[(fjk(X˜; θˆ)− fjk(X˜ ; θ0))fj′k′(X˜; θ0)]|
≤ J3C∆22n + n1/22 max
j,j′∈[J],k,k′∈[K]
E

C¯2J2h2jk(W )h2j′k′(W )ξ2j′ (X˜ ; θ0)

 ∑
j′∈[J],g∈[G]
X ′j′,g(θg − θg0)


2


1/2
≤ n1/2J3C∆22n + n1/22 max
j,j′∈[J],k,k′∈[K]
E

C¯2J2h2jk(W )h2j′k′(W )ξ2j′ (X˜ ; θ0) max
j′∈[J],l′∈[L]
X2j′,l′
∑
j′∈[J],l′∈[L]
(θl − θl0)2


1/2
≤ n1/2J3C∆22n + n1/22J3/2C∆2n
by lemma 4 and Hölder inequality.
Combining these results, we attain the asymptotic linearlity
Theorem 3. Suppose that
max
j∈[JK]
E[f2j (X˜; θ0)] ≤ C
and
n−1/2E
[
max
i∈[n]
‖f(X˜i; θ0)‖2∞
]
≤ min{δn, log−1/2(JKL)}.
Suppose that ‖fˆ(θ0)‖∞ ≤ λ with probability at least 1 − α, and assumptions for lemmas 1, 2 and 3, and theorem 1
with
Bn + C¯ + µ
−1
n ≤ C.
For a¯ ≥ 0 and C′ ≥ 1, let
λ¯ = C′J3/2max{J3/2λ˜2, λ˜}
with λ˜ ≡ n−1/2+a¯J2GΦ−1(1− (2J2GKLn)−1).
Then, setting λγl =
1
2λ
µ
l = λ¯, we have with probability 1− α− Cδn,
√
n(
ˆˆ
θ − θ0) = −µ0γ0fˆ(θ0) + r
with ‖r‖∞ ≤ Cun where ˆˆθ is the updated RGMM estimator provided that
n−1+2a¯sJ3/2max
{
n−1/2J3/2J4G2 log2(2J2GKLn), J2G log(2J2GKLn)
}
≤ un
and
λ¯ ≥ CJ3/2max{J3/2D22n, D2n}
for some large enough C > 0 whereD2n ≡ n−1/2s1/2(log1/2(2JKL) + J2G log1/2(2J2GKL/δn)).
Proof. First note that the rate terms of theorem 1 satisfies the following
ln ≤ C′ log1/2(2JKL)
and
l′n ≤ C′J2G log1/2(2J2KGL)
with probability 1− δn under the assumptions.
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Therefore,
∆qn ≤ C′n−1/2s1/q(ln + l′n) ≤ C′′n−1/2s1/q(log1/2(2JKL) + J2G log1/2(2J2KGL)) ≡ Dqn.
with probability at least 1− α− δn.
To apply lemma 2, note that for s ≥ 1, we have
n−1/2 log1/2(2JKL) ≤ n−1/2s1/q log(2JKL) ≤ Dqn.
Note also that
D1nn
−1/2J2G log1/2(2J2GKL/δn) ≤ D22n.
Therefore, by lemma 3, we have
max{‖Gˆ−G‖∞, ‖Gˆ− G˜‖∞, ‖Ωˆ− Ω‖∞} ≤ CJ3/2(J3/2D22n +D2n).
with probability 1− Cδn.
Now, let
lΩn = l
G
n = n
1/2CJ3/2max{J3/2D22n, D2n}
and
λγl =
1
2
λµj = λ¯
so that
n1/2λ¯ ≥ (C¯ + 1)n1/2CJ3/2(J3/2D22n +D2n)
and
λ¯ ≤ n−1/2ln = λ¯.
Then lemma 2 applies to get
max
l∈[p]
‖γˆl − γ0l‖1 ≤ C1sλ¯
and similar definition for l′n gives
max
j∈[JK]
‖µˆj − µ0j‖1 ≤ C2sλ¯.
By lemma 3.6 of Belloni et al. (2018), the decomposed error rates defined in the lemma, r¯1, r¯2 and r¯3 are bounded by
r¯1 ≤
√
nλ¯∆1n
r¯2 ≤ Cn1/2(∆22n + J2∆2n)∆1n
r¯3 ≤ Cn−1/2λ¯∆1n.
Thus,
‖r‖ ≤ Cun
for un such that n
−1/2+a¯sJ3/2max{n−1/2J3/2J4G2 log3/2(2J2GJKLn), J2G log(2J2GJKLn)} ≤ un with
probability 1− α− Cδn.
5 Conclusion
In this paper, we propose a l1-penalized estimation for random coefficient logit model of differentiated product de-
mands. Unlike the existing approach, our procedure allows for random coefficients on possibly high-dimensional
attributes. Therefore, both of the mean and variance of the indirect utilities may be determined by high-dimensional
but sparse set of attributes.
Our strategy bases on the contraction inequality by Ledoux and Talagrand (1991) as is used in Belloni et al. (2018)
for the GMM procedure with a single index. We show that the l1-regularized GMM estimation and its de-biased
procedure are valid for the BLP model with fixed number of indices generated out of high-dimensional but sparse set
of attributes.
Unfortunately, the contraction inequality principle does not apply to a fully flexible random coefficient BLP model
as the number of indices grows in the same rate as the number of the attributes. Also, our current result does not
accommodate the models with the number of products growing exponentially. These challenges are left for the future
work.
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A Supporting Lemmas
We consider the bound for the linear expansion of ξj with respect to the index x
′
j′gγg when the share of each product
for any β˜ fall in the shrinking range of c1/J and c2/J . This is the same assumption employed in Berry, Linton, and
Pakes (2004). All these arguments should apply to the special case that the number of product J is a fixed constant
when every product has non-zero share in every market.
Lemma 4. Let
sj(β˜; x˜, θ) ≡
exp(x′jβ + ξj(x˜; θ) +
∑
g∈[G] x
′
jgγgβ˜g)
1 +
∑
j′∈[J] exp(x
′
j′β + ξj′ (x˜; θ) +
∑
g∈[G] x
′
j′gγgβ˜g)
.
Assume that
c1
J
< sj(β˜; x˜, θ) <
c2
J
for almost every β˜ ∈ RG and x, and for every j ∈ {0, 1, . . . , J}.
Then for any pair of index values νj′g and νj′g0 for each g ∈ [G], j′ ∈ [J ], we have∣∣∣∣dξj(ν˜; x˜)dνj′g (νj′g − νj′g0)
∣∣∣∣ ≤ C1J |νj′g − νj′g0|
with a universal constant C1 uniformly over ν˜ and x˜.
Proof. First note that
dξ(x˜; θ)
dx′j′gγg
=
[
∂s(x˜; θ)
∂ξ
]−1 [
∂s(x˜; θ)
∂x′j′gγg
]
=
[
∂s(x˜; θ)
∂ξ
]−1 ∫
β˜gs(β˜; x˜, θ)(1 − sj′(β˜; x˜, θ))dFβ˜ ,
where s(β˜; x˜, θ) is a vector of sj(β˜; x˜, θ).
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Then,
RHS ≤
∣∣∣∣∣∣
∑
j′′∈[J]
djj′′ (θ)
∫
β˜gsj′′ (β˜; x˜, θ)(1 − sj′(β˜; x˜, θ))dFβ˜(νj′g − νj′g0)
∣∣∣∣∣∣
where djj′′ (θ) is (j, j
′′) element of
[
∂s(x˜;θ)
∂ξ
]−1
≡ D(θ) matrix.
For the inverse matrix elements djj′′ (θ), Berry et al. (2004, p.657) show that the upper bound of the D matrix in the
positive definite sense, i.e.,
x′
(
diag(s1, . . . , sJ)
−1 +
ii′
s0
−D(θ)
)
x > 0
for any non-zero vector x where sj are the lower bounds of the shares satisfying the rate condition in the assumption.
Thus, each element of |djj′′ (θ)| is bounded above by 1sj + 1s0 ≤ 2J/c1.
Now, ∣∣∣∣∣∣
∑
j′′∈[J]
djj′′ (θ)
∫
β˜gsj′′(β˜; x˜, θ)(1 − sj′(β˜; x˜, θ))dFβ˜(νj′g − νj′g0)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
j′′∈[J]
|djj′′ (θ)|
∫
|β˜g|sj′′(β˜; x˜, θ)(1 − sj′ (β˜; x˜, θ))dFβ˜
∣∣∣∣∣∣ |νj′g − νj′g0|
≤
∣∣∣∣∣∣
2J
c1
∑
j′′∈[J]
∫
|β˜g|sj′′ (β˜; x˜, θ)dFβ˜
∣∣∣∣∣∣ |νj′g − νj′g0|
≤
∣∣∣∣2Jc1
∫
|β˜g|(1 − s0(β˜; x˜, θ))dFβ˜
∣∣∣∣ |νj′g − νj′g0|
≤
∣∣∣∣2Jc1
∫
|β˜g|dFβ˜
∣∣∣∣ |νj′g − νj′g0| ≤ C1J |νj′g − νj′g0|.
Remark 1. One may achieve L∞-Lipschitz result for the vector of indices {νjg}j∈[J]. The L∞-Lipschitz constant
can be invariant to the number of products J , from the assumption that
∑
j(1 − sj(β˜)) = s0(β˜) ≤ c2/J . From this
property, the variance term of Berry et al. (2004) achieves J rate, instead of J2. Therefore, the rate of convergencemay
be improved with respect to the number of products J relative to the one in this paper. Nevertheless, Ladeau-Talagrand
contraction inequality does not apply with the L∞-Lipschitz case. While there is a recent study by Foster and Rakhlin
(2019) showing a tail probability bound for the Rademacher average with L∞-Lipschitz mapping, it is not trivial to
apply to our case.
Next we show the sufficient conditions for the empirical process at the true parameter value θ0 is bounded by the
log(JK) rate.
Lemma 5. Assume that there is some σ > 0 such that
max
j∈[J],l∈[2L],k∈[K]
En(Xjlhjk(W ))
2 ≤ σ2
and
log(JKn)√
n
(
E[‖hjk(W )‖4∞ξ(X˜; θ0)4
)1/2
≤ σ2
Then
‖n−1/2Gn(g(X˜, θ0))‖∞ ≤ n−1/2Cσ
√
log(JK)
with probability at least 1− δ/ log2(n).
Proof. The analogue argument in example 7 of Belloni et al (2018) in the application of lemma A.2 and A.3 shows
the result.
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Lemma 6. Assume the assumptions for lemma 4. Let νj′g and νj′g0 as JG vectors of indices as previously defined.
Then there exists a sequence Bj′g(xl) which depends on the intermediate value of θ and θ0 such that
dξj(x˜; θ)
dθl
− dξj(x˜; θ0)
dθl
=
∑
j′∈[J],g∈[G]
Bj′g(xl)(νj′g − νj′g0),
and
|Bj′g(xl)| ≤ C¯J max
j′∈[J]
|xj′l|
with a universal constant C¯ for any value of θ and xl.
Proof. Observe that
dξj(x˜; θ)
dθl
= Dj(θ)
∫
β˜g(l)s(β˜; x˜, θ)
∑
j′∈[J]
(1− sj′ (β˜; x˜, θ))xj′ldFβ˜ .
Below, we omit x˜ as the arguments of sj(x˜; θ) and sj(β˜; x˜, θ) for notational simplicity.
Now we have∣∣∣∣dξj(x˜; θ)dθl −
dξj(x˜; θ0)
dθl
∣∣∣∣ =
∣∣∣∣∣∣
∑
j′,j′′∈[J]
∫
β˜g(l) [djj′′ (θ)sj′′ (θ)(1 − sj′ (θ))− djj′′ (θ0)sj′′ (θ0)(1 − sj′(θ0))] xj′ldFβ˜
∣∣∣∣∣∣ .
Thus,∑
j′,j′′∈[J]
∫
β˜g(l) [djj′′ (θ)sj′′ (θ)(1 − sj′(θ)) − djj′′ (θ0)sj′′ (θ0)(1 − sj′(θ0))]xj′ldFβ˜
=
∑
j′,j′′∈[J]
∫
β˜g(l) [djj′′ (θ)(sj′′ (θ)(1 − sj′(θ)) − sj′′ (θ0)(1 − sj′(θ0))) + (djj′′ (θ)− djj′′ (θ0))sj′′ (θ0)(1 − sj′(θ0))]xj′ldFβ˜
First consider expanding sj′′ (θ)(1 − sj′ (θ))− sj′′ (θ0)(1 − sj′(θ0)) with respect to νjg − νjg0. We have
dsj′′ (θ)(1 − sj′ (θ))
dνjg
=
∫
β˜gsj′′ (β˜; θ)sj′ (β˜; θ)(1− 2sj(β˜; θ))dFβ˜ .
Therefore, by the mean value theorem, there exists an intermediate value vector θ˜,
sj′′ (θ)(1 − sj′(θ)) − sj′′ (θ0)(1 − sj′(θ0)) =
J∑
j=1
G∑
g=0
∫
β˜gsj′′ (β˜; θ˜)sj′ (β˜; θ˜)(1− 2sj(β˜; θ˜))dFβ˜(νjg − νjg0).
Next consider expanding dj′j′′ (θ)− dj′j′′ (θ0) with respect to νjg − νjg0. Observe that
dD−1(θ)
dνjg
=−D−1(θ)
[
d
dνjg
dsj1(θ)
dξj2
]
j1,j2
D−1(θ)
=−D−1(θ)
[
d
dνjg
sj1(θ)(1 − sj2(θ))
]
j1,j2
D−1(θ)
=−D−1(θ)
[∫
β˜gsj1(β˜; θ)sj2 (β˜; θ)(1− 2sj(β˜; θ))dFβ˜
]
j1,j2
D−1(θ)
=−

 ∑
j1∈[J]
∑
j2∈[J]
dj′j2(θ)dj1j′′ (θ)
∫
β˜gsj1(β˜; θ)sj2(β˜; θ)(1− 2sj(β˜; θ))dFβ˜


j′,j′′
.
Therefore, by the mean value theorem
dj′j′′(θ) − dj′j′′ (θ0) =
∑
j,j1,j2∈[J]
G∑
g=0
dj′j2(θ˜)dj1j′′ (θ˜)
∫
β˜gsj1(β˜; θ˜)sj2(β˜; θ˜)(1− 2sj(β˜; θ˜))dFβ˜(νjg − νjg0).
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Combining two results, we have
dξj(x˜; θ)
dθl
− dξj(x˜; θ0)
dθl
=
J∑
j˜=1
G∑
g=0
Bj˜g(xl)(νj˜g − νj˜g0)
where
Bj˜g(xl) ≡
∑
j′,j′′∈[J]
∫
β˜g(l)djj′′ (θ˜)β˜gsj′′ (β˜; θ˜)sj′(β˜; θ˜)(1 − 2sj˜(β˜; θ˜))dFβ˜xj′l
+
∑
j′,j′′∈[J]
∫
β˜g(l)
∑
j1,j2∈[J]
dj′j2(θ˜)dj1j′′ (θ˜)β˜gsj1(β˜; θ˜)sj2(β˜; θ˜)(1 − 2sj˜(β˜; θ˜))sj′′ (θ0)(1− sj′(θ0))dFβ˜xj′l.
For the second claim, observe that the absolute value of the first term of Bj′g(xl) is bounded above by
J
C1
max
j′∈[J]
|xj′l|
∫
|β˜g(l)β˜g|
∣∣∣∣∣∣
∑
j′,j′′∈[J]
sj′′ (β˜; θ˜)sj′ (β˜; θ˜)(1− 2sj(β˜; θ˜))
∣∣∣∣∣∣ dFβ˜ ≤ C2J maxj′ |xj′l|.
because the crude bound of 0 < sj(β˜; θ˜) < 1 says that∣∣∣∣∣∣
∑
j′,j′′∈[J]
sj′′ (β˜; θ˜)sj′ (β˜; θ˜)(1 − 2sj(β˜; θ˜))
∣∣∣∣∣∣
≤ |(1− s0(β˜; θ˜)− sj(β˜; θ˜))2(1 − 2sj(β˜; θ˜)) + (1− s0(β˜; θ˜)− sj(β˜; θ˜))(sj(β˜; θ˜)(1 − 2sj(β˜; θ˜)) + sj(β˜; θ˜)2(1− 2sj(β˜; θ˜))|
≤ |1− 2sj(β˜; θ˜)||1 + sj(β˜; θ˜) + sj(β˜; θ˜)2| ≤ 3.
Similarly, the absolute value of the second term is bounded above by
J2
C3
max
j′∈[J]
|xj′l|
∫
|β˜g(l)β˜g|
∣∣∣∣∣∣
∑
j′,j′′,j1,j2∈[J]
sj1(β˜; θ˜)sj2(β˜; θ˜)(1 − 2sj(β˜; θ˜))sj′′ (β˜; θ˜)(1− sj′ (β˜; θ˜))
∣∣∣∣∣∣ dFβ˜
≤ J
2
C3
max
j′∈[J]
|xj′l|
∫
|β˜g(l)β˜g|
∣∣∣∣∣∣s0(β˜; θ˜)
∑
j′′,j1,j2∈[J]
sj1(β˜; θ˜)sj2(β˜; θ˜)(1− 2sj(β˜; θ˜))sj′′ (β˜; θ˜)
∣∣∣∣∣∣ dFβ˜ ≤ C4J maxj′∈[J] |xj′l|.
since |dj1j2(θ)dj3j4(θ)| ≤ |dj1j2(θ)||dj3j4(θ)|. Therefore, the statement claimed follows for a constant C¯ ≥
max{C2, C4}.
Corollary 1. In addition to the assumptions for lemma 4, suppose that
1. sup∆θ∈Θ,j,j′∈[J],k,k′∈[K] EnV ar((fjk(X˜ ; θ0 +∆θ)− fjk(X˜ ; θ0))fj′k′ (X˜; θ0)) ≤ B21n, and
2. maxj,j′∈[J],l∈[L],k,k′∈[K] En(Xjlhjk(W )hj′k′(W )ξj(X˜; θ0))
2 ≤ B22n with probability at least 1− δn/6,
then,
sup
θ∈R(θ0),j,j′∈[J],k,k′∈[K]
|Gn(fj,k(X˜ ; θ)− fj,k(X˜ ; θ0))fj′,k′(X˜ ; θ0)|
≤ n−1/2C(B1n + (J2G)(2
√
2B2n‖θ − θ0‖1 log1/2(8J2GKL/δn)
with probability at least 1− δn with a universal constant C.
Proof. All the arguments in the proof of theorem 1 applies by replacing hjk(Wi) terms with
hjk(Wi)hj′k′ (Wi)ξj′k′(X˜ ; θ0).
Corollary 2. In addition to the assumptions for lemma 6, suppose that
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1. sup∆θ∈Θ,j∈[J],k∈[K],l∈[2L]EnV ar(Gjk,l(X˜; θ0 +∆θ)−Gjk,l(X˜ ; θ0)) ≤ B21n, and
2. maxj∈[J],l∈[L],k∈[K] En(hjk(W )Xjlmaxj′∈[J] |Xj′l|)2 ≤ B22n with probability at least 1− δn/6,
then,
sup
j,j′∈[J],k,k′∈[K],l∈[2L]
|Gn(Gjk,l(X˜ ; θˆ)−Gjk,l(X˜; θ0))‖∞ ≤ n−1/2C(B1n+(J2G)(2
√
2B2n‖θˆ−θ0‖1 log1/2(8J2GKL/δn)))
with probability at least 1− δn with a universal constant C.
Proof. By lemma 6, the gradient functions Gjk,l(X˜ ; θ) can be linearly expanded with respect to νjg − νjg0 indices
and their coefficients depend on l only through the corresponding sub-vector of covariates Xl. Therefore, all the
arguments in the proof of theorem 1 applies by replacing fjk(X˜ ; θ) terms with Gjk,l(X˜; θ) and hjk(Wi) terms with
hjk(Wi)maxj′∈[J] |Xj′,l|.
Corollary 3. (Based on Ledoux and Talagrand (1991, theorem 4.12)) Let F : R+ → R+ be convex and increasing.
Let N be a subset of RnJ and Ni,Nj , and Nij for each i ∈ [n] and j ∈ [J ] be i, j, (ij)-th coordinates of N . Let
σ = {σi}i∈n be independent Rademacher random variables taking {−1, 1} with equal probability. Let φi : Ni → R
be functions such that |φi(νi)| ≤ 1 and |φi(νi)νij − φi(ν′i)ν′ij | ≤ |νij − ν′ij | uniformly over νi ∈ Ni, νij , ν′ij ∈ Nij
for every i ∈ [n] and j ∈ [J ]. Then
E
[
F
(
1
2
sup
ν∈N
∣∣∣∣∣
n∑
i=1
σiφi(νi)νij
∣∣∣∣∣
)]
≤ E
[
F
(
sup
νj∈Nj
∣∣∣∣∣
n∑
i=1
σiνij
∣∣∣∣∣
)]
.
Proof. The result follows from the proof of the Ledoux and Talagrand (1991), Theorem 4.12. Below, we state a
modified sketch of the original proof. First, we want to show that
E
[
G
(
sup
ν∈N
n∑
i=1
σiφi(νi)νij
)]
≤ E
[
G
(
sup
νj∈Nj
n∑
i=1
σiνij
)]
for convex and increasingG : R→ R. Once the above inequality holds, we would achieve the stated inequality by the
symmetry of the distribution of the random variables multiplied with Rademacher variables.
We show the above inequality by conditioning and iteration. Let σi>j ≡ {σj , . . . , σn}. Now, order the 2n−j support
values of σi>j . Let σ
r
i>j be a rth value in the ordered support values of σi>j . As the Rademacher variables are
independent,
E
[
G
(
sup
ν∈N
n∑
i=1
σiφi(νi)νij
)]
=
2n−1∑
r=1
E
[
G
(
sup
ν∈N
σ1φ1(ν1)ν1j +
n∑
i>1
σri φi(νi)νij
)∣∣∣∣∣σri>1
](
1
2
)n−1
=
2n−1∑
r=1
E
[
G
(
sup
ν∈N
σ1φ1(ν1)ν1j +
n∑
i>1
σri φi(νi)νij
)](
1
2
)n−1
.
If
E
[
G
(
sup
ν1∈N1,t∈R
σ1φ(ν1)ν1j + t
)]
≤ E
[
G
(
sup
ν1j∈N1j ,t∈R
σ1ν1j + t
)]
then we have
2n−1∑
r=1
E
[
G
(
sup
ν∈N
σ1φ1(ν1)ν1j +
n∑
i>1
σri φi(νi)νij
)](
1
2
)n−1
≤
2n−1∑
r=1
E
[
G
(
sup
ν1j∈N1j ,ν−1∈N−1
σ1ν1j +
n∑
i>1
σri φi(νi)νij
)](
1
2
)n−1
,
therefore, we achieve the target inequality by iterating over r > 1.
Now we show for all t1, s1 ∈ N1 and t2, s2 ∈ N2,
1
2
G (s1j − φ(s2)s2j) + 1
2
G (t1j + φ(t2)t2j) ≤ 1
2
G (s1j − s2j) + 1
2
G (t1j + t2j) .
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The remaining argument follows essentially the same argument of the proof of Ledoux and Talagrand (1991) but the
fact that φ(s) takes a vector argument. Nevertheless, a similar argument applies because it is uniformly bounded by
constant. First, we may assume that
t1j + φ(t2)t2j ≥ s1j + φ(s2)s2j
and
s1j − φ(s2)s2j ≥ t1j − φ(t2)t2j
otherwise the two separate supremum under σ = 1 and σ = −1 is solved as a single supremum under common
variables either (t1, t2) or (s1, s2) only. We distinguish between the following cases. When t2j ≥ s2j ≥ 0, we have
t1j + φ(t2)t2j − s1j + s2j ≥s1j + φ(s2)s2j − s1j + s2j
≥s2j − |φ(s2)|s2j
=(−|φ(s2)|+ 1)s2j ≥ 0,
and
s2j − φ(s2)s2j ≤ t2j − φ(t2)t2j
from |φ(t2)t2j − φ(s2)s2j | ≤ |t2j − s2j | and t2j ≥ s2j . Therefore, we have
G(s1j − φ(s2)s2j)−G(s1j − s2j) ≤G(s1j − s2j + (1 − φ(s2))s2j)−G(s1j − s2j)
≤G(t1j + φ(t2)t2j + (1− φ(s2))s2j)−G(t1j + φ(t2)t2j)
≤G(t1j + s2j − φ(s2)s2j + φ(t2)t2j)−G(t1j + φ(t2)t2j)
≤G(t1j + t2j − φ(t2)t2j + φ(t2)t2j)−G(t1j + φ(t2)t2j)
≤G(t1j + t2j)−G(t1j + φ(t2)t2j)
as G(·+ x)−G(·) is increasing for any x ≥ 0. Thus, the desired inequality is achieved.
The same argument applies with t replaced with s and φ into −φ. The parallel argument holds when t2j ≤ s2j ≤ 0.
When t2j ≥ 0 and s2j ≤ 0,
G(t1j + φ(t2)tj2)−G(t1j + t2j) ≤ G(t1j + |φ(t2)|t2j)−G(t1j + t2j) ≤ 0
and
G(s1j − φ(s2)s2j)−G(s1j − s2j) ≤ G(s1j − |φ(s2)|s2j)−G(s1j − s2j) ≤ 0.
The parallel argument applies when t2j ≤ 0 and s2j ≥ 0.
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