Under a local one-sided Lipschitz condition, Krylov [7] proved the existence and uniqueness of the strong solutions for stochastic differential equations by using the Euler-Maruyama approximation, where he showed that the sequence of numerical solutions converges to the true solution in probability as the stepsize tends to zero. In this note, we shall extend the results in [7] and investigate an implicit numerical scheme for these equations under a local one-sided Lipschitz condition.
Introduction
The Euler-Maruyama (EM) scheme is a basic numerical method for simulating solutions for stochastic differential equations (SDEs). It plays an important role in numerical analysis since many SDEs do not have an explicit solution. Many papers have studied the convergence and stability of the EM scheme for SDEs, and most of the early works were concentrated on SDEs under a global Lipschitz condition ( see Kloeden and Platen [6] for example ). Since the global Lipschitz condition is too strong for most equations, weaker conditions have been considered more recently. For example, Higham et. al [3] studied strong convergence of the EM method under a local Lipschitz condition. They obtained convergence results if the SDEs satisfy the local Lipschitz condition and the p-th moments of the exact and numerical solutions are bounded for some p > 2. Yuan and Mao [16] improved the work of [3] and provided convergence rate under a local Lipschitz condition, where the local growth rate is logarithmic. Hutzenthaler et al. [5] proposed a tamed Euler scheme and obtained strong convergence of the scheme for SDEs with superlinearly growing and global one-sided Lipschitz continuous drift coefficients. Mao [8] established strong mean square convergence of the EM scheme for stochastic functional differential equations under the local Lipschitz condition with the linear growth condition. Influenced by the classic truncated method, the truncated EM scheme was introduced in [9, 10] where convergence rates were obtained under local Lipschitz conditions.
As a generalization of the EM scheme, the θ-EM scheme has also been widely considered. Mao and Szpruch [11] dealt with strong convergence and stability of the θ-EM scheme for SDEs with non-linear and non-Lipschitzian coefficients. Zong et. al [17] established convergence and stability of the θ-EM scheme for stochastic differential delay equations with non-global Lipschitz continuous coefficients. Tan and Yuan [15] studied the strong convergence and almost sure convergence for neutral stochastic differential delay equations under non-global Lipschitz continuous coefficients.
Most of the works mentioned above are concerned with SDEs with global or local Lipschitz conditions. However, for some equations, the local Lipschitz condition is too strong for the drift coefficient. For example, b(x) = x 3 − |x| 1 2 is not local Lipschitz, while we can show that b(x) is local one-sided Lipschitz. There are also some works on non-local Lipschitz conditions. For example, Krylov [7] proved the existence and uniqueness of strong solutions for SDEs under a local one-sided Lipschitz condition by using the EM approximation. Gyöngy [1] studied almost sure convergence for SDEs on domains of R n , and proved that if the drift satisfied the monotonicity condition and the diffusion coefficient was Lipschitz continuous, then the Euler scheme converged to the exact solution almost surely with rate less than 1/4. Gyöngy and Sabanis [2] extended the results of [1] to SDEs with delay, and showed that the rate of almost sure convergence under local Lipschitz condition is less than 1/2, while the rate is less than 1/4 under the local one-sided Lipschitz condition. Later, Sabanis [13, 14] treated the tamed EM scheme of SDEs under global one-sided Lipschitz and local one-sided Lipschitz conditions, respectively. In their paper, strong convergence rates were obtained under a global one-sided Lipschitz condition while for the local one-sided Lipschitz cases, no convergence rates were obtained. To the best of our knowledge, there is no paper regarding the strong convergence of implicit numerical schemes under local one-sided Lipschitz conditions. This leaves open the question of the strong convergence of the θ-EM solutions under local one-sided Lipschitz conditions. In this note, we shall extend the results in [7] and investigate an implicit numerical scheme for these equations under a local one-sided Lipschitz condition.
Since the θ-EM scheme is implicit, to guarantee the existence and uniqueness of numerical solutions, according to the theory of monotone operators, the drift coefficient is required to satisfy a global one-sided Lipschitz condition, while we only assume the drift coefficients satisfy a local one-sided Lipschitz condition. Thus, in order to guarantee that the θ-EM scheme is well defined, we modify the θ-EM scheme with a truncated method and show that the modified θ-EM solution converges strongly to the exact solution.
Preliminaries
Throughout the paper, we let (R n , ·, · , | · |) be an n-dimensional Euclidean space. Denote R n×m by the set of all n × m matrices endowed with Hilbert-Schmidt norm A := trace(A * A) for every A ∈ R n×m , in which A * denotes the transpose of A. Let (Ω, F , {F t } t≥0 , P) be a complete probability space, let {W (t)} t≥0 be a m-dimensional Brownian motion defined on this probability space. In this paper, we consider the following SDE on R n :
with initial data X(0) = x 0 , where b :
In order to guarantee the existence and uniqueness of solutions to (2.1), we shall assume that for any x, y ∈ R n , (A1) There exist positive constants L and l ≥ 1 such that
and
(A2) For any R ≥ 1, there exists a positive constant M R ≥ 1 such that
We call (A2) local one-sided Lipschitz condition.
Example 2.1. Consider the following SDE on R
where W is a scalar Brownian motion. Let
is not local Lipschitz, and moreover, we can show that b and σ satisfy assumptions (A1)-(A2). Since it is obvious that |b(x)| ≤ L(1 + |x| 3 ), and by the Young inequality, we have
Besides, for any R ≥ 1 and |x| ∨ |y| ≤ R 
for any p ≥ 2, where C is a positive constant.
Since the proof of this lemma is standard, we omit it here. We now introduce θ-EM scheme for (2.1). Given any step size ∆, define a partition {t k = k∆ : k = 0, 1, 2, · · · } of the half line t ≥ 0, let y 0 = x 0 and define
where
is an additional parameter that allows us to control the implicitness of the numerical scheme. For θ = 0, the θ-EM scheme reduces to the EM scheme, and for θ = 1, it is the backward EM scheme. Since the θ-EM scheme is an implicit method, we must guarantee that (2.2) is well defined. Generally speaking, for a given y t k , to guarantee a unique solution y t k+1 for (2.2) is to assume that there exists a positive constant M such that
according to the theory of monotone operators (see [18] for more details). Moreover, as shown in Mao and Szpruch [11] , this condition is somehow hard to relax. While in our assumption (A2), M R may tend to ∞ as R → ∞. That is, it is not certain if θ-EM scheme (2.2) is well-defined under (A2). In the following, we will provide a new implicit numerical scheme, i.e., we will modify the θ-EM scheme with a truncated method. Choose a number ∆ 1 ∈ (0, 1] and a strictly decreasing function g : (0,
is strictly decreasing and tends to ∞ as ∆ → 0. Set
For ∆ ∈ (0, ∆ 1 ], define a smooth, non-negative function with compact support
and ζ ∆ (x) ≤ 1 for all x ∈ R n . It is obvious that ζ ∆ (x) is Lipschitz with some constant C ζ ∆ . Define the following truncated functions
We have the following results:
Lemma 2.4. Let (A1)-(A2) hold, then for any x, y ∈ R n ,
Proof. Case 1: First, we assume |x| ≤ g(∆) and |y| ≤ g(∆), then 0
The local one-sided Lipschitz condition (A2) implies
Since for |y| ≤ g(∆), by (A1) we have
, ζ ∆ is also Lipschitz, thus we have
Therefore b ∆ satisfies the global one-sided Lipschitz condition with constant
Case 2: |x| ≤ g(∆) and |y| > g(∆), we have
This means b ∆ satisfies the global one-sided Lipschitz condition with constant
Case 3: |x| > g(∆) and |y| > g(∆). This is trivial, since
The proof is therefore complete. Now we define the corresponding modified θ-EM scheme as follows:
By (2.3) and Lemma 2.4, the theory of monotone operators implies that (2.4) is well defined. Due to the implicitness of θ-EM scheme, we also require θ∆ <
2L
, where L is defined as in assumption (A1). Thus in the following sections, we will set a ∆ 2 ∈ 0, 1 2θL
, and choose the stepsize such that for θ = 0, let ∆ ∈ (0,
We find it is convenient to work with a continuous form of a numerical method. Fix any
⌋. Let Y ∆ (t) denote the corresponding continuous form of y t k such that Y ∆ (0) = x 0 , and for any t ∈ [0, T ], define
where Y ∆ (t) is defined by
Lemma 2.5. Let (A1) hold. Then for θ ∈ [ , 1], there exists a positive constant C independent of ∆ such that for p ≥ 2,
Proof. Denote z t k = y t k − θb ∆ (y t k )∆, by (2.4), we deduce that
, and using Lemma 2.3 yields
Summing both sides from 0 to k, we get
By the elementary inequality
(2.6) For 0 < j < M, it is easy to observe that
By Lemma 2.3, we compute
With Lemma 2.3, the Young inequality and the Burkholder-Davis-Gundy (BDG) inequality, we arrive at
. Similarly, with Lemma 2.3, the Young inequality and the BDG inequality again
Noting M∆ ≤ T and sorting this inequalities together, we derive from (2.6) that
Since y t k = z t k + θb ∆ (y t k )∆, we deduce from Lemma 2.3 that
Thus, we arrive at by (2.7)
Finally, the desired result follows from the discrete Gronwall inequality.
Lemma 2.6. Let (A1) hold. Then it holds that for any p ≥ 2 and θ ∈ [
where C is a constant independent of ∆.
where Z ∆ (0) = x 0 −θb ∆ (x 0 )∆. Using the Hölder inequality, the BDG inequality, and together with Lemmas 2.3 and 2.5 yields
(2.9)
In the same way as in (2.8), we derive
Consequently, we derive from (2.9) that
We now give a proof for the second part. By (2.5), we have
Finally,
This completes the proof.
Strong convergence of modified θ-EM Scheme
Define the following stopping time
Lemma 3.1. Under assumptions (A1)-(A2), for any T > 0, there exists a positive constant C independent of ∆ such that
This Lemma can be shown by the Chebyshev inequality. Moreover we have 
where C is a positive constant independent of ∆.
Proof. Denote by e(t) = X(t) − Z ∆ (t). Applying the Itô formula,
It follows from (A2) and Lemma 2.6 that
By the BDG inequality, we derive from Lemma 2.6 that
With (A1) and the Young inequality, it follows from Lemma 2.6 that
Now, using (A1), Lemmas 2.2 and 2.6 again, we get
Hence, Lemma 2.3 and Lemma 2.6 lead to
Finally, the Gronwall inequality leads to the desired result.
Theorem 3.3. Let (A1)-(A2) hold. Then for any ǫ > 0, there exists a ∆ * such that
Proof. By the Young inequality, we derive that for any η > 0,
By Lemmas 2.2, 2.6 and 3.1, we derive
For any given ǫ > 0, we choose η small enough such that [4] pointed out that the absolute moments of EM scheme at a finite time could diverge to infinity for SDEs with one-sided Lipschitiz and superlinear growing coefficients, which implied that the EM scheme would not converge in the strong sense to the exact solution in this case. In our paper, the superlinear property is avoided in the estimation of |y t k | p (see Lemma 2.5 for more details) for θ ∈ [1/2, 1], and it is shown that for SDEs with one-sided Lipschitiz and superlinear growing coefficients, our modified θ-EM scheme with θ ∈ [1/2, 1] converges to the exact solution.
Remark 3.3. Under the local one-sided Lipschitz condition for the drift coefficients, we have shown that the modified θ-EM converges to the true solution, however, we have not obtained the rate of the convergence, which could be an open problem.
