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RESUMO
Desde os primórdios, os povos se interessavam por construções com régua e compasso.
As inquietações sobre quais construções eram ou não possíveis com o uso destes instru-
mentos contribuíram, e contribuem até os dias atuais, para a evolução de diversas áreas
de conhecimento dentro e fora da Matemática.
Explanamos, aqui, resultados da Teoria de Grupos, do estudo de Polinômios e de
Extensões de Corpos, da Teoria de Galois e da forma como esta última relaciona conceitos
envolvendo grupos e corpos.
Resultados esses, que nos darão respaldo para tratarmos das questões de construtibili-
dade, em especial, da problemática sobre quais polígonos regulares são construtíveis com
régua e compasso e, de forma mais breve, dos três problemas gregos clássicos.
Palavras-chave: Régua e Compasso; Extensões de Corpos; Números Construtíveis.
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Introdução
Desde a antiguidade, os povos se interessavam por construções utilizando somente
régua não graduada e compasso. Momento em que já estabeleciam uma relação entre
a Álgebra, a Aritmética e a Geometria. As atividades de construção utilizando esses
instrumentos possibilitaram e possibilitam até hoje um desenvolvimento da Matemática
através dos resultados obtidos com o uso desses instrumentos, como por exemplo, avanços
permitidos em virtude das reﬂexões feitas sobre as possibilidades e impossibilidades de
determinadas construções.
Nesses alicerces, trataremos aqui de um dos problemas especiais que intrigavam os ma-
temáticos desde a antiguidade, veja [6], qual seja, o da construção de polígonos regulares
utilizando régua não graduada e compasso.
Foi feita uma vasta pesquisa bibliográﬁca que nos possibilitou um maior entendimento
da imensa e valiosa teoria que trata dos resultados que apresentamos.
Nos esforçamos para apresentar um tratamento simpliﬁcado do tema que consiga,
mesmo diante da abstração necessária a teoria, obter um texto numa linguagem compre-
ensiva e agradável. E assim, podermos vislumbrarmos melhor a beleza de todo o caminho
e do que seria o ápice do tema.
O Capítulo 1 reservamos para a apresentação de alguns preliminares aritméticos, a
deﬁnição e propriedades da importante Função Phi de Euler e resultados envolvendo
relações de equivalência.
No Capítulo 2, introduzimos a Teoria de Grupos, onde apresentamos uma gama de
resultados, os quais serviram como uma base que recorremos, com uma certa frequência,
no transcorrer de todo o texto.
No Capítulo 3, ﬁzemos um estudo do corpo C dos complexos, inclusive de alguns ob-
jetos geométricos no plano complexo. Isto, completa um conjunto de ferramentas teóricas
que nos é necessário para o tratamento da construtibilidade. Tratamento esse, feito no
Capítulo 7.
No Capítulo 4, introduzimos um estudo de polinômios sobre um corpo em uma indeter-
minada. Resultados sobre irredutibilidade de polinômios permitem fazer uma associação
com conceitos envolvendo Extensões de Corpos.
No Capítulo 5, detalhamos Extensões de Corpos, procuramos evidenciar o uso do
estudo de polinômios da validação dos resultados do capítulo e ﬁcamos em condições de
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introduzirmos, no Capítulo 6, resultados centrais da Teoria de Galois.
O Capítulo 6 reservamos para as questões de Normalidade e Separabilidade de Exten-
sões, que culminam com os resultados essenciais da Teoria de Galois.
O Capítulo 7 é o centro do nosso trabalho. De posse de todo o aparato teórico
dos capítulos anteriores, tivemos condições de descrever as possibilidades e limitações de
construções com régua e compasso a luz dessas teorias.
Após descrevermos o funcionamento das construções com régua e compasso no Ca-
pítulo 7, reservamos o Capítulo 8 para apresentarmos uma caracterização dos polígonos
regulares construtíveis feita por Gauss num belíssimo teorema, ápice de nosso trabalho.
No Capítulo 9, ainda pautados pelos resultados (validados) sobre construtibilidade,
apresentamos demonstrações das famosas impossibilidades de duplicação do cubo, tris-
secção do ângulo e quadratura do círculo com o uso de régua e compasso.
Capítulo 1
Preliminares
Iremos apresentar neste capítulo uma série de deﬁnições e resultados que nos serve
como pré-requisitos para auxiliar no entendimento de resultados mais intermediários e
ﬁnais de nossa caminhada.
1.1 Alguns Resultados de Aritmética
Os resultados a seguir encontramos em [9], bem como suas demonstrações.
Teorema 1.1. (Teorema Fundamental da Aritmética) Todo número n ∈ N, n > 1 ou é
primo ou se escreve de modo único (a menos da ordem dos fatores) como um produto de
números primos.
Proposição 1.2. Sejam a, b ∈ Z, a 6= b, temos que ∀n ∈ N, n > 2,
an − bn
a− b = a
n−1 + an−2b+ · · ·+ abn−2 + bn−1.
Proposição 1.3. (Binômio de Newton) Sejam a e b números reais e n ∈ N. Temos que
(a+ b)n = an +
(
n
1
)
an−1b+
(
n
2
)
an−2b2 + · · ·+
(
n
n− 1
)
abn−1 + bn,
onde
(
n
i
)
=
n!
i!(n− i)! .
Lema 1.4. Seja p um número primo. Então,
(
p
i
)
é divisível por p, para 0 < i < p.
Demonstração.
Como
(
p
i
)
=
p!
i!(p− i)! . De p! = p(p− 1) · · · (p− i+ 1)(p− i)!, temos(
p
i
)
=
p!
i!(p− i)! =
p(p− 1) · · · (p− i+ 1)
i!
.
E assim,
i!
(
p
i
)
= p(p− 1) · · · (p− i+ 1).
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A última igualdade mostra que p
∣∣∣ (i! · (p
i
))
. Mas, mdc (p, i!) = 1, pois, p > i e é primo,
assim p - i! e então, p
∣∣∣(p
i
)
, como queríamos.
Teorema 1.5. (Pequeno Teorema de Fermat) Dado um número primo p tem-se que o
número ap − a é divisível por p, ∀a ∈ Z. Ou seja, ap ≡ a (mod p).
Demonstração.
Se p = 2 o resultado é trivial, pois, ap − a = a(a− 1) é par.
Seja p ímpar. Basta mostrarmos para p > 0, pois, resultados análogos obtém-se para
p negativo.
Vamos usar indução sobre a: para a = 0 o resultado é válido, p|0.
Supondo válido para um a > 0, mostraremos ser válido para a + 1: pela Proposição
1.3,
(a+ 1)p − (a+ 1) = ap − a+
(
p
1
)
ap−1 +
(
p
2
)
ap−2 + · · ·+
(
p
p− 1
)
ap−1.
Finalmente, por hipótese de indução e pelo Lema 1.4, p divide o segundo membro da
igualdade acima. Logo, ap ≡ a (mod p).
1.2 Função Phi de Euler
Apresentamos a seguir uma função que nos será muito útil em nossos propósitos.
Algumas características e propriedades dessa função são essenciais em resultados centrais
deste trabalho.
Deﬁnição 1.6. Seja ϕ a seguinte função:
ϕ : N −→ N
n 7−→ ϕ(n),
onde ϕ(n) = #({0 < m < n : mdc (m,n) = 1,m ∈ Z}), onde #(A) denota a cardinalidade
do conjunto A. Esta função é a que chamamos de Função Phi de Euler.
Proposição 1.7. Sejam p primo e n ∈ N. Então, ϕ(pn) = (p− 1)pn−1.
Demonstração. De 1 até pn temos pn números naturais. Pela Deﬁnição 1.6, se excluirmos
do conjunto desses números os números que não são primos com pn obtemos exatamente
o conjunto que queremos determinar a cardinalidade. Como p é primo, os números que
queremos excluir são precisamente os múltiplos de p, {p, 2p, . . . , pn−1p}, ou seja, são pre-
cisamente pn−1 números. Logo,
ϕ(pn) = pn − pn−1 = (p− 1)pn−1
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Deﬁnição 1.8. Chamamos de Sistema Completo de Resíduos Módulo n a todo conjunto
de números inteiros cujos restos na divisão por n são os números 0, 1, 2, . . . , n − 1, sem
repetições e numa ordem qualquer.
Lema 1.9. Sejam a, k, n ∈ Z, com n > 1 e mdc (k, n) = 1. Se a1, . . . , an é um sistema
completo de resíduos módulo n, então
a+ ka1, . . . , a+ kan
também é um sistema completo de resíduos módulo n.
Demonstração. Encontramos em [9].
Proposição 1.10. Sejam p e q primos entre si. Então, ϕ(pq) = ϕ(p)ϕ(q).
Demonstração.
Se p = 1 ou q = 1 o resultado é válido trivialmente. Sejam p > 1 e q > 1. Considere
a seguinte tabela com os números de 1 a pq.
1 2 . . . j . . . q
q + 1 q + 2 . . . q + j . . . 2q
...
...
...
...
(p− 1)q + 1 (p− 1)q + 2 . . . (p− 1)q + j . . . pq
Para determinar quantos dos números na tabela acima são primos com pq, ou seja, ϕ(pq),
notemos que mdc (k, pq) = 1 se, e somente se, mdc (k, p) = 1 = mdc (k, q). Desta forma,
basta determinarmos na tabela quantos dos números são primos com p e q simultanea-
mente.
Se o primeiro número de uma coluna não for primo com q então os demais números
da coluna também não são (pois, os demais números da coluna são resultados da soma de
um múltiplo de q com o primeiro número da coluna). Portanto, os números que queremos
fazer a contagem estão necessariamente nas outras colunas, que são em número ϕ(q), onde
estão os primos com q.
Agora, analisando essas ϕ(q) colunas, quais dos números dessas colunas são primos
com p?
Como mdc (p, q) = 1, pelo Lema 1.9, a sequência
j, q + j, . . . , (p− 1)q + j
forma um sistema completo de resíduos módulo p e, assim, ϕ(p) desses números são primos
com p.
Portanto, podemos concluir que ϕ(p)·ϕ(q) dos números da tabela são, simultaneamente
primos com p e q, logo ϕ(pq) = ϕ(p) · ϕ(q).
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1.3 Relação de Equivalência e Conjunto Quociente
É importante que o leitor esteja familiarizado com o conceito de relação de equiva-
lência. De qualquer forma, pelo seu auxílio na compreensão dos importantes resultados
sobre Classes Laterais que veremos mais a frente, faremos aqui uma breve explanação
do mesmo.
Seja um conjunto C, e uma relação R entre pares de elementos de C. Dados dois
elementos a, b ∈ C fazemos aRb para dizer que a se relaciona com b por R. Esta relação
é dita de Equivalência se ela satisfazer as seguintes propriedades:
Para todos a, b, c ∈ C, valem
1. Reﬂexividade, aRa para todo a ∈ C;
2. Simetria, se aRb, então bRa;
3. Transitividade, se aRb e bRc, então aRc.
Diante de uma relação de equivalência surge a classe de equivalência de um elemento.
Seja um conjunto C e um elemento a ∈ C, deﬁnimos como classe de equivalência a do
elemento a em relação a R, o conjunto a = {x ∈ C;xRa}.
Uma imediata e valiosa consequência de uma relação de equivalência é que ela par-
ticiona um conjunto, vejamos isso na proposição seguinte, cuja demonstração pode ser
vista em [8]:
Proposição 1.11. Sejam uma relação R em um conjunto C e a, b ∈ C. Então:
1. a = b se, e somente se, aRb;
2. Se a 6= b, então a ∩ b = ∅;
3.
⋃
a∈C
a = C.
Demonstração. Disponível em [8].
Chegamos à congruência mod n:
Exemplo 1.12. No conjunto Z dos números inteiros deﬁnimos uma relação R da seguinte
forma:
Dado um n ∈ Z. Seja a, b ∈ Z dizemos que aRb se, e somente se, a− b for um múltiplo
de n. Veriﬁca-se facilmente que esta relação R, que denotamos por ≡ (mod n), é uma
relação de equivalência em Z.
Desta forma, pela Proposição 1.11, esta relação particiona o conjunto Z.
Em [8], podemos ver uma prova de que ≡ (mod n) nos fornece n classes distintas
dadas por
{
0, 1, . . . , n− 1}.
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Após introduzirmos a deﬁnição de relação de equivalência apresentamos uma noção
diretamente associada, que é a de Conjunto Quociente.
Deﬁnição 1.13. Dada uma relação de equivalência R num conjunto C, deﬁnimos como
conjunto quociente de C por R, C/R, ao conjunto de todas as classes de equivalência
relacionadas à R.
Exemplo 1.14. Na congruência mod 5, pelo Exemplo 1.12, determinamos o seguinte
conjunto quociente: Z≡ mod 5 =
{
0, 1, 2, 3, 4
}
. De maneira mais elegante, escrevemos este
conjunto como Z5.
Capítulo 2
Grupos
Nesse capítulo, damos uma introdução a Teoria de Grupos. A gama de resultados
que apresentamos aqui, são frequentemente revisitados e utilizados no desenvolver dos
capítulos seguintes.
Valiosas contribuições para a Teoria de Grupos foram dadas por Évariste Galois, foi
ele, inclusive, quem primeiro utilizou a palavra grupo em seu sentido técnico, veja [6].
Mais a frente, quando apresentarmos o Teorema da Correspondência de Galois, veremos
como esse teorema é eﬁcaz na demonstração do surpreendente Teorema de Gauss sobre a
caracterização de polígonos regulares construtíveis, que acaba por ser o resultado principal
de nosso trabalho.
2.1 Grupos
Deﬁnição 2.1. Grupo é um par formado por um conjunto G e uma operação ∗ que associa
dois elementos desse grupo (por exemplo a e b) a um terceiro a ∗ b nesse mesmo conjunto,
onde essa operação satisfaz determinadas condições. Quais sejam essas condições:
i - Associatividade, ou seja: sejam a, b, c elementos de G, então (a ∗ b) ∗ c = a ∗ (b ∗ c);
ii - Existência de um elemento neutro e tal que: a ∗ e = e ∗ a = a para todo a ∈ G;
iii - Existência de inversos a′ para todo a ∈ G, tais que: a ∗ a′ = a′ ∗ a = e.
Notação 2.2. Por vezes utilizaremosG para denotar o grupo (G, ∗), o que não prejudicará
o entendimento em virtude do contexto, da mesma forma, por vezes, utilizaremos ab para
representar a ∗ b, e a−1 para representar o inverso a′.
Obs: Se além dessas condições o grupo satisfazer a seguinte dizemos que o grupo é
abeliano:
? Comutatividade, ou seja: para todos a, b ∈ G, temos a ∗ b = b ∗ a.
16
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A denominação abeliano é em homenagem a Niels Henrik Abel, outro grande mate-
mático que deu valiosas contribuições a Teoria de Grupos.
Apresentamos algumas propriedades decorrentes da deﬁnição de grupos:
Proposição 2.3. O elemento neutro e cada inverso são únicos.
Demonstração.
i - Unicidade do elemento neutro:
Sejam e1 e e2 dois elementos neutros de um grupo G, precisamos mostrar que, ne-
cessariamente, e1 = e2. De fato, e1 = e1 ∗ e2 por e2 ser elemento neutro do grupo, e
e1 ∗ e2 = e2 por e1 ser também elemento neutro do grupo, sendo assim, então
e1 = e1 ∗ e2 = e2.
ii - Unicidade de cada inverso:
Sejam a′1 e a
′
2 dois inversos de um elemento a, precisamos mostrar que, necessaria-
mente, a′1 = a
′
2. De fato,
a′1 = a
′
1 ∗ e = a1 ∗ (a ∗ a′2) = (a1 ∗ a) ∗ a′2 = e ∗ a′2 = a′2.
Exemplo 2.4.
1 - (Z,+) (grupo aditivo dos inteiros - com a adição usual dos inteiros);
2 - (Zn,⊕) (grupo aditivo dos inteiros mod n - com a adição mod n dos inteiros);
3 - (Q\{0}, ·) (grupo multiplicativo dos racionais não nulos - com a multiplicação usual
dos racionais);
4 - (Z∗n, ∗) (grupo multiplicativo das unidades de inteiros mod n - com a multiplicação
mod n dos inteiros);
5 - (C1, ·) (grupo multiplicativo dos complexos z = a+ bi tais que a2 + b2 = 1, onde C1 é
o círculo unitário);
6 - (Un, ·) (grupo multiplicativo das raízes n-ésimas da unidade - com a multiplicação
usual dos complexos)(onde Un = {x ∈ C;xn − 1 = 0});
7 - (Dn, ∗) (grupo diedral ou grupo das simetrias de um n-ágono regular - com a operação
composição de simetrias).
Chamamos de ordem de G, |G|, de um grupo G, o número de elementos do conjunto
G desse grupo, quando o conjunto G tem inﬁnitos elementos dizemos que |G| =∞.
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2.2 Subgrupos
Dado um subconjunto H de um grupo G, estabelecemos a seguinte deﬁnição:
Deﬁnição 2.5. Subgrupo de um grupo G é, basicamente, um grupo (H, ∗) onde H é um
subconjunto não vazio de G e ∗ é a restrição da operação ∗ de G aos elementos de H.
Notação 2.6. Usaremos H < G para representar que H é subgrupo de G.
Proposição 2.7. Sejam G um grupo, H 6= ∅ um subconjunto de G, H com a restrição
da operação de G a H é um subgrupo de G se, e somente se, a ∗ b′ ∈ H sempre que
a, b ∈ H.
Demonstração.
⇒) Seja H < G, notemos inicialmente alguns resultados:
i - Os elementos neutros de G e H são os mesmos, ou seja, eg = eh;
ii - Sendo b ∈ H, temos b′g = b′h, os elementos inversos de um elemento b ∈ H são os
mesmos tanto em H quanto em G.
Com isso, tomando a, b ∈ H, temos que b′ ∈ H, pois H é grupo. E pelo mesmo motivo,
a ∗ b′ ∈ H.
⇐) Se a∗ b′ ∈ H sempre que a, b ∈ H, precisamos mostrar que H < G, para isso basta
veriﬁcarmos os seguintes itens:
i - Como H 6= ∅ tomemos a ∈ H e, da hipótese, a ∗ a′ = e ∈ H;
ii - De item anterior, e ∈ H. Assim, sempre que b ∈ H, temos b′ ∈ H, pois, da hipótese,
e ∗ b′ = b′ ∈ H;
iii - H é fechado para sua operação. Pois, da hipótese e do item anterior, se a, b ∈ H
então b′ ∈ H e, assim, com a e b′ ∈ H teremos a ∗ (b′)′ ∈ H, logo a ∗ b ∈ H;
iv - Acontece a associatividade, pois se a, b, c ∈ H, então a, b, c ∈ G e em G acontece a
associatividade.
Exemplo 2.8.
1 - Se (G, ∗) é um grupo, ({e} , ∗) e o próprio G são subgrupos do grupo G, ditos sub-
grupos triviais;
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2 - (Retirado de [7]) Seja Un =
{
1, e
2pii
n , e
4pii
n , . . . , e
2(n−1)pii
n
}
(o grupo multiplicativo das
raízes n-ésimas da unidade). Temos a seguinte cadeia de subgrupos de C− {0}:
Un <
⋃
j∈N
Uj = {raizes da unidade} < C1 < C− {0}
onde C1 é o grupo dos números complexos de norma 1, citado no item 5 do Exemplo
2.4.
3 - Dn < Sn, onde Dn é o grupo Diedral ou grupo das simetrias do polígono regular de n
lados e Sn é o grupo das permutações de n elementos, (note que neste exemplo estamos
relacionando grupos de elementos diferentes, isso será elucidado quando introduzirmos
o conceito de isomorﬁsmo. E então, o que diremos é que: o grupo das permutações
isomorfo a Dn, é subgrupo de Sn).
Conseguiremos determinar características importantes de subgrupos e grupos que,
devido a Teoria de Galois, podemos relacionar com resultados de corpos, conceito que
vamos introduzir e detalhar em capítulos posteriores. Essas relações, conjuntamente com
outras que envolvem, por exemplo, o conceito de polinômio, explana e valida os resultados
que precisamos sobre as construções com régua e compasso.
2.2.1 Subgrupo Gerado por um Elemento
Deﬁnição 2.9. Seja G um grupo e a ∈ G. Deﬁnimos potência inteira de a da seguinte
forma:
i) a0 = e;
ii) an = an−1 ∗ a, se n > 1;
iii) an = (a−n)−1, se n < 0.
A partir desta deﬁnição, apresentamos o conceito de subgrupo gerado a partir de um
elemento:
Deﬁnição 2.10. Seja a um elemento de um grupo G, deﬁnimos como subgrupo gerado
por a, ao conjunto:
〈a〉 = {an;n ∈ Z}
Na próxima proposição demonstramos que o conjunto dado por essa deﬁnição é real-
mente um subgrupo.
Proposição 2.11. Dado um grupo G, o conjunto 〈a〉 com a operação de G é um subgrupo
de G.
Demonstração. Pela Proposição 2.7, é suﬁciente veriﬁcarmos os seguintes dois itens.
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i - 〈a〉 6= ∅. De fato, e ∈ 〈a〉, pois, e = a0 e como 0 ∈ Z, a0 ∈ 〈a〉;
ii - xy−1 ∈ 〈a〉 sempre que x, y ∈ 〈a〉. Ora, se x, y ∈ 〈a〉, temos que x = ar e y = as,
para alguns r, s ∈ Z. Assim, xy−1 = ara−s = ar−s, logo xy−1 = am ∈ 〈a〉 para
m = r − s ∈ Z.
Chamamos de ordem de a, |a|, de um elemento a ∈ G, ao número de elementos do
conjunto 〈a〉, quando este conjunto é inﬁnito denotamos |a| =∞.
2.3 Classes Laterais
O que foi apresentado na Seção 1.3, nos deixa em condições de estabelecermos o
conceito de Classes Laterais (nesta seção) e resultados correlatos, como o de Grupo
Quociente (na seção seguinte).
Seja G um grupo, H um subgrupo de G e x ∈ G, chamamos de classe lateral a
esquerda de H em G, por x o conjunto:
xH = {x ∗ h;h ∈ H}
De maneira análoga, deﬁnimos a classe lateral a direita de H em G, por x
Hx = {h ∗ x;h ∈ H}
Dado um subgrupo H de um grupo G, pela forma como foi deﬁnido as classe laterais,
obtemos o seguinte resultado com relação ao número de elementos/representantes das
classes laterais.
Proposição 2.12. Todas as classes laterais de H em G tem a mesma cardinalidade, igual
a cardinalidade de H.
Demonstração. Resultados semelhantes aos obtidos aqui, podem ser obtidos para classes
laterais a direita Hx.
Se veriﬁcarmos que a seguinte função é bijetiva, terminamos a demonstração.
Seja a função:
f : H −→ xH
h 7−→ xh
i - Sejam xh1, xh2 ∈ xH tais que
xh1 = xh2
por x pertencer ao grupo G ele tem inverso x′ e, assim
x′xh1 = x′xh2 ⇔
h1 = h2
Provando a injetividade;
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ii - Agora, tomemos um y ∈ xH, então ∃hi ∈ H tal que y = xhi e, assim
f(hi) = y
Provando a sobrejetividade.
De (i) e (ii), temos a bijetividade.
Apresentamos a seguir a deﬁnição de índice, a qual está diretamente relacionada à
noção de Grupo Quociente, esta última será detalhada na Seção 2.4.
Deﬁnição 2.13. Sendo G um grupo e H um subgrupo de G. Como consequência da
Proposição 2.12, o número de elementos do conjunto das classes laterais a esquerda de H
em G é igual ao número de elementos do conjunto das classes laterais a direita de H em
G. Esse número chamamos de índice de H em G e denotamos por (G : H).
Apresentamos, a seguir, o importante Teorema de Lagrange que relaciona as ordens
de grupos e subgrupos.
Teorema 2.14. (Lagrange) Sejam G um grupo ﬁnito e H um subgrupo de G. Então,
|G| = (G : H)|H|.
Demonstração. Seja G um grupo ﬁnito de ordem n e H < G. Pela Proposição 1.11, uma
relação de equivalência em G o particiona. Sendo assim, temos
|G| = |x1H|+ |x2H|+ · · · |xmH|,
onde, x1H, x2H, . . . , xmH são as m classes laterais (distintas, pela Proposição 1.11) de H
em G.
Pela Proposição 2.12, |xiH| = |H| para todo 1 6 i 6 m. Assim,
|G| = m · |H|.
Pela deﬁnição de índice, segue o resultado:
|G| = (G : H)|H|.
2.4 Subgrupos Normais e Grupos Quocientes
Deﬁnição 2.15. (Subgrupo Normal) Seja G um grupo e H um subgrupo de G, diremos
que H é um subgrupo normal de G, denotamos por HCG, se xH = Hx para todo x ∈ G,
ou seja, se as classes laterais a esquerda de H em G são iguais as classes laterais a direita
de H em G. Quando isso acontece temos xHx−1 = x−1Hx = H,∀x ∈ G.
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A noção de Subgrupo Normal é fundamental em nossos propósitos, tem resultados
centrais do trabalho que só são válidos devido a peculiaridades exclusivas de subgrupos
normais. A seguir apresentamos alguns exemplos de subgrupos normais.
Exemplo 2.16. Seja G um grupo.
i - Seja H um subgrupo de G. Se (G : H) = 2, então H CG.
De fato, como (G : H) = 2, temos duas classes laterais. Assim, se x ∈ H, então
xH = H = Hx. Se x 6∈ H, temos a classe xH 6∈ H e ﬁcamos com as classes laterais
a esquerda H e xH. De maneira análoga, temos como classes laterais a direita H
e Hx. Como vimos as classes laterais particionam o grupo, portanto, xH 6∈ H e
Hx 6∈ H implica xH = Hx. Pela Deﬁnição 2.15, H CG.
ii - O conjunto Z(G) = {a ∈ G; ax = xa,∀x ∈ G}, que chamamos de centro de G, é um
subgrupo normal de G.
De fato, para todo a ∈ Z(G) e todo x ∈ G, pela deﬁnição de Z(G), ax = xa. Assim,
xZ(G) = Z(G)x e, pela Deﬁnição 2.15, Z(G)CG.
iii - Se H < Z(G), então H CG.
De fato, como H < Z(G), temos ax = xa, para todo x ∈ H e, o resultado segue
análogo ao item anterior.
O próximo resultado evidencia a relação entre os conceitos de Classes Laterais e
Subgrupos Normais.
Proposição 2.17. Se G é abeliano, então todo subgrupo de G é normal.
Demonstração. Seja G um grupo abeliano e H um subgrupo de G. Pela Deﬁnição de
subgrupo normal 2.15, H é um subgrupo normal de G se, xH = Hx para todo x ∈ G.
Dito isso, tomemos x ∈ G e seja h1, h2, . . . , hn os elementos de H, temos
xH = {xh1, xh2, . . . , xhn} .
Por G ser abeliano, ab = ba para todos a, b ∈ G. Assim, como os elementos de H
naturalmente pertencem a G, temos xhi = hix para todo 1 6 i 6 n, o que nos leva a
xH = {xh1, xh2, . . . , xhn} = {h1x, h2x, . . . , hnx} = Hx,
demonstrando que H CG.
A seguinte deﬁnição, vista em [4], complementa o que já vimos sobre classes laterais e
permite deﬁnir Grupo Quociente.
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Deﬁnição 2.18. (Operação Multiplicação de Subconjuntos) Seja G um grupo, A e B
subconjuntos de G. Deﬁnimos o produto AB por:
AB = ∅,
se A = ∅ ou B = ∅ e
AB = {xy|x ∈ A e y ∈ B} ,
se A 6= ∅ e B 6= ∅.
Na próxima deﬁnição, notemos que só faz sentido deﬁnir Grupo Quociente quando
consideramos um subgrupo normal. No transcorrer do texto, frequentemente, percebemos
a relevância do conceito de subgrupo normal.
Deﬁnição 2.19. (Grupo Quociente) Seja G um grupo e H um subgrupo normal de G,
Grupo Quociente de G por H, denotamos por (G/H, ∗) ou simplesmente G/H, é o par
formado pelo conjunto das classes laterais a esquerda de H em G, G/H, com a operação
∗ multiplicação de subconjuntos restrita à G/H.
2.5 P-Grupos Finitos
Nesta seção relatamos características de uma classe de grupo da qual temos uma
especial necessidade.
Deﬁnição 2.20. Sejam p um número primo e G um grupo ﬁnito tal que |G| é igual uma
potência de p. G é dito um p-grupo.
Proposição 2.21. Seja G um p-grupo ﬁnito de ordem pn, onde p é primo e n > 1. Então,
existe um subgrupo H de G tal que |H| = p.
Demonstração.
Seja G um p-grupo ﬁnito tal que |G| = pn. Como n > 1 a ordem de G é um múltiplo
de p, assim, e 6= ∃α ∈ G. Pelo Teorema 2.14 (Teorema de Lagrange), o subgrupo 〈α〉 tem
ordem pk, com 1 6 k 6 n. Se k = 1, terminamos a prova.
Seja k 6= 1. Note que |α| = pk. Tomemos β = αpk−1 e seja H = 〈β〉 aﬁrmamos que,
H = 〈β〉 = {β, β2, . . . , βp} .
De fato, como |α| = pk e, pela forma como deﬁnimos β, os elementos β, β2, . . . , βp são
todos distintos e,
βp = (αp
k−1
)p = αp
k
= e.
Portanto, |H| = |〈β〉| = p.
Proposição 2.22. Seja G um p-grupo ﬁnito de ordem pn com p primo e n > 1. Então,
|Z(G)| > p.
Demonstração. Disponível em [7].
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2.6 Homomorﬁsmos e Isomorﬁsmos de Grupos
Apresentamos, nesta seção, um encadeamento de informações que nos dará familia-
ridade com os conceitos de homomorﬁsmo, isomorﬁsmo e automorﬁsmo de maneira
que, quando estivermos em capítulos posteriores, teremos condições de falar destes termos
com naturalidade.
Deﬁnição 2.23. Seja (G, ∗) e (J, ·) dois grupos e f : G −→ J uma função, dizemos que
f é um homomorﬁsmo de grupos se f(a ∗ b) = f(a) · f(b) para todos a, b ∈ G.
Observação: nas condições da Deﬁnição 2.23, quando f é bijetiva dizemos que f é um
isomorﬁsmo.
Notação 2.24. Se existe um isomorﬁsmo f : G −→ J , dizemos que G e J são isomorfos,
G ' J .
Notemos que, em outras palavras, a Deﬁnição 2.23 diz que uma função que aplica
elementos de um grupo em outro é um homomorﬁsmo se ela preservar as operações.
No caso do isomorﬁsmo, temos que além da função preservar as operações, os elementos
dos grupos são associados bijetivamente. Isso nos trás como consequência que qualquer
dos grupos isomorfos pode ser analisado através do outro, ou seja, as conclusões tiradas
na análise dum grupo tem suas correspondentes no outro. Essa consequência, a depender
das características dos grupos, suas operações e seus elementos, pode facilitar análises
sobre esses grupos.
Exemplo 2.25. Seja f : (Z,+) −→ (Z,+), f(x) = ax para um a ∈ Z, f é um homomor-
ﬁsmo.
De fato, sejam α, β ∈ Z, temos que f(α + β) = a(α + β) = aα + aβ = f(α) + f(β).
Proposição 2.26. Seja G e J grupos, eG e eJ os elementos neutros de G e J , respecti-
vamente, e f : G −→ J um homomorﬁsmo. Então:
i - f(eG) = eJ ;
ii - f(x−1) = [f(x)]−1.
Demonstração.
As operações nos dois grupos serão denotadas indistintamente por ·.
i - f(eG) = eJ . De fato, utilizando a deﬁnição de homomorﬁsmo,
f(eG) = f(eG · eG) = f(eG) · f(eG). (2.1)
Por outro lado, pelo fato de f(eG) e eJ serem elementos de J com eJ o elemento
neutro, temos
f(eG) = eJ · f(eG). (2.2)
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De 2.1 e 2.2,
eJ · f(eG) = f(eG) · f(eG).
E, por ﬁm,
eJ · f(eG) · [f(eG)]−1 = f(eG) · f(eG) · [f(eG)]−1 ⇔
eG = f(eG).
ii - f(x−1) = [f(x)]−1. De fato, da deﬁnição de homomorﬁsmo, das propriedades do
elemento neutro e do item anterior,
f(x) · f(x−1) = f(x · x−1) = f(eG) = eJ = f(x) · [f(x)]−1,
que resulta em,
f(x) · f(x−1) = f(x) · (f(x))−1 ⇔
(f(x))−1 · f(x) · f(x−1) = (f(x))−1 · f(x) · (f(x))−1 ⇔
f(x−1) = (f(x))−1.
Proposição 2.27. Sejam G, J e L grupos, f : G −→ J e g : J −→ L homomorﬁs-
mos/homomorﬁsmos injetores/homomorﬁsmos sobrejetores. Então, f ◦ g : G −→ L é um
homomorﬁsmo/homomorﬁsmo injetor/homomorﬁsmo sobrejetor.
Demonstração.
Denotaremos as operações nos dois grupos indistintamente por ·.
Primeiramente para o caso dos homomorﬁsmos:
Se a, b ∈ G, então, pela deﬁnição de homomorﬁsmo, conjuntamente com as proprieda-
des da composição de funções, temos que,
(g ◦ f)(a · b) = g(f(a · b)) = g(f(a) · f(b)) = g(f(a)) · g(f(b)) = (g ◦ f)(a) · (g ◦ f)(b).
Assim,
(g ◦ f)(a · b) = (g ◦ f)(a) · (g ◦ f)(b).
Provando que f ◦ g é um homomorﬁsmo.
Para os casos de homomorﬁsmos injetores/sobrejetores, basta notarmos que, das pro-
priedades de composição de funções, a composição de duas funções injetoras/sobrejetoras
é injetora/sobrejetora.
Deﬁnição 2.28. Dado um homomorﬁsmo f : G −→ J . O conjunto:
Ker f = {x ∈ G; f(x) = eJ}
é chamado núcleo de f .
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Exemplo 2.29. Dado um homomorﬁsmo f : G −→ J , temos:
i - O conjunto Ker f com a operação de G é um subgrupo normal de G;
ii - O conjunto Imf = {x ∈ G; f(x) ∈ J} com a operação de J é um subgrupo de J ;
iii - f é injetivo se, e somente se, Ker f = {eG}.
O seguinte teorema, cuja demonstração encontramos em [4], [7] ou [13], serve como
um método para encontrar um isomorﬁsmo, e assim, fazer uso de suas consequências, já
comentadas nesta seção.
Teorema 2.30. (Teorema dos isomorﬁsmos)
Dados um homomorﬁsmo de grupos f : G −→ H e N = Ker f seu núcleo. A aplicação:
ι : G/N −→ H
gN 7−→ f(g)
é injetiva. Em particular, G/N é isomorfo ao f(G). Ou seja, se o homomorﬁsmo dado
for sobrejetivo teremos G/N ' H.
O exemplo a seguir, retirado de [7], contribuirá tanto para o entendimento do teorema
acima como mostrará a utilidade do mesmo na identiﬁcação de um isomorﬁsmo.
Exemplo 2.31. Seja f : (Z,+) −→ (Un, ·) dado por f(k) = e 2kpiin . Temos que f é
um homomorﬁsmo sobrejetor e Ker f = nZ. Portanto, pelo Teorema 2.30 (Teorema dos
Isomorﬁsmos), (Z/nZ,+) ' (Un, ·).
Deﬁnição 2.32. Seja G um grupo. Um isomorﬁsmo de G em G é dito um automorﬁsmo.
Automorﬁsmos serão vistos com maiores detalhes quando tratarmos de corpos, onde
iremos estender o conceito para automorﬁsmos de corpos e tratarmos dos grupos de au-
tomorﬁsmos.
2.7 Grupos Cíclicos
Nesta seção, damos continuidade a resultados apresentados na Subseção 2.2.1 (onde
tratamos dos subgrupos gerados por um elemento).
Deﬁnição 2.33. Um grupo G é cíclico se existe a ∈ G tal que G = 〈a〉.
Pela Deﬁnição 2.10, veriﬁcamos que os dois exemplos a seguir mostram de fato grupos
que são gerados por potências dos geradores apresentados.
Exemplo 2.34.
1 - (Z,+) é um grupo cíclico, pois, (Z,+) = 〈1〉 = 〈−1〉;
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2 - (Zn,⊕) é um grupo cíclico, pois, (Zn,⊕) = 〈1¯〉.
Na próxima proposição, cuja demonstração encontra-se em [13], há uma síntese de
todos os grupos cíclicos existentes, a menos de isomorﬁsmos. Assim, temos informações
suﬁcientes para nosso trabalho no que se refere a grupos cíclicos.
Proposição 2.35. Seja G um grupo cíclico. Então:
i - Se G é inﬁnito, G ' Z;
ii - Se G é ﬁnito de ordem n, G ' Zn.
Demonstração. Disponível em [13].
Proposição 2.36. Todo subgrupo de um grupo cíclico é cíclico.
Demonstração. Sejam G um grupo cíclico e H um subgrupo de G. Vamos analisar dois
casos:
i - Se G é inﬁnito:
Pela Proposição 2.35, G ' Z, com isso, pode-se veriﬁcar que H = aZ para algum
a > 0, onde aZ denota o subgrupo formado pelos múltiplos de a.
ii - Se G é ﬁnito:
Lembremos que por G ser cíclico G = 〈g〉 para algum g ∈ G. Dito isto, seja d o
menor inteiro positivo tal que gd ∈ H. Tomemos um h ∈ H, ou seja, h = ga para
algum a ∈ Z. Dividindo a por d, obtemos
a = qd+ r, com 0 6 r < d.
Notemos que gd, ga ∈ H e, como H é subgrupo, g−qd ∈ H também, bem como
ga−qd ∈ H, ou seja, gr ∈ H.
Este último resultado implica, pela minimalidade de d, que r = 0. Logo, h = ga =
gqd = (gd)q, portanto, H = 〈gd〉.
A seguir, ﬁzemos uso do Teorema 2.14 (Teorema de Lagrange) para a demonstração
de um resultado sobre grupos ﬁnitos de ordem p, onde p é primo.
Proposição 2.37. Se G é um grupo ﬁnito de ordem p primo, então G é cíclico.
Demonstração. Seja G um grupo ﬁnito tal que |G| = p, onde p é primo. Pelo Teorema
2.14 (Teorema de Lagrange), |H|, de um subgrupo H de G, divide |G|.
Por |G| ser prima, temos |H| igual a 1 ou p. Assim, G só admite os subgrupos triviais
{e} e G.
Agora tomemos um elemento a ∈ G, o subgrupo gerado por a (veja a Subseção 2.2.1)
será {e} ou G caso, respectivamente, a = e ou a 6= e. Dessa forma, G = 〈a〉 para algum
a ∈ G, a 6= e, esse resultado, pela Deﬁnição 2.33, implica que G é cíclico.
Capítulo 3
Um pouco sobre os Números
Complexos
Na capítulo 7 faremos uma análise da construtibilidade no plano complexo. Por isso,
consideramos fundamental reservar este capítulo para descrever representações, opera-
ções e outros resultados que envolvem o corpo dos números complexos. Ao tempo, que
relembramos uma bijeção entre números complexos e pontos do plano R2.
Para uma melhor associação entre as operações geométricas e algébricas que serão
apresentadas recomendamos familiaridade com o conteúdo operações entre vetores, que
pode ser encontrado em [2] e [18].
3.1 Representações e Operações dos Complexos
3.1.1 Representação e Operações Aritméticas
O conjunto dos números da forma z = a + bi, com a, b ∈ R e i a unidade imaginária,
onde i2 = −1 é conhecido como o conjunto dos números complexos C. Recordamos aqui
as operações de soma e produto em C, bem como, outros conceitos relacionadas a este
corpo (maiores detalhes podem ser vistos em [18]).
Sejam (a+ bi), (c+ di) ∈ C deﬁnimos a soma + e o produto · em C por:{
(a+ bi) + (c+ di) = (a+ c) + (b+ d)i
(a+ bi) · (c+ di) = (ac− bd) + (ad+ bc)i.
É pertinente agora, notarmos que o corpo R dos números reais é realmente um subcorpo
do C dos números complexos, como vimos no Exemplo 5.1. De fato, os números reais r
podem ser vistos como os números complexos da forma r = r + 0i.
Cada número z = a+ bi ∈ C pode ser representado por um ponto (a, b) ∈ R2.
Outra representação de z é através do vetor u que vai da origem O de R2 ao ponto
que o representa.
Uma outra maneira de representar um complexo z é através das chamadas coordenadas
polares, pelo par (ρ, θ), onde ρ é o comprimento ou distância da origem O de R2 ao ponto
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que o representa e θ é o ângulo formado no sentido anti-horário, a partir do chamado
primeiro quadrante, pela reta horizontal de R2 que passa por O e pelo vetor u (veja na
Figura 3.1 o ângulo α).
Figura 3.1: Coordenadas polares
O ρ que apresentamos, chamamos de módulo do número z, |z|. Já o θ chamamos de
argumento de z.
Na Figura 3.2, notemos relações que existem entre essas representações. Do Teorema
de Pitágoras, temos que ρ =
√
a2 + b2, assim ρ ∈ R. Esse é um resultado interessante,
pois, nos garante que o módulo de um número complexo é um número real.
Da deﬁnição de seno e cosseno, temos
sen θ =
b√
a2 + b2
.
cos θ =
a√
a2 + b2
.
O
z
Figura 3.2: Relação entre coordenadas polares e cartesianas
CAPÍTULO 3. UM POUCO SOBRE OS NÚMEROS COMPLEXOS 30
Dito isto, podemos escrever:
z = a+ bi = ρ(cos θ + i sen θ)
A multiplicação na forma polar ﬁca:
Seja z = ρ(cos θ + i sen θ) e w = η(cos δ + i sen δ), então:
z · w = ρ(cos θ + i sen θ) · η(cos δ + i sen δ)
= ρη[cos θ cos δ − sen θ sen δ + i(sen θ cos δ + cos θ cos δ)]
= ρη(cos (θ + δ) + i sen (θ + δ)).
A última igualdade é resultante das conhecidas fórmulas de adição de arcos.
Do resultado acima, concluímos que na multiplicação de complexos na forma polar
multiplicamos os módulos e somamos os argumentos. Lembremos disso, mais a frente,
quando efetuarmos operações com régua e compasso.
Para descrevermos a divisão entre números complexos, vamos introduzir a descrição
de inversos:
Dado um número complexo z = ρ(cos θ + i sen θ), pela propriedade do inverso mul-
tiplicativo, um número w será inverso de z, se z · w = 1. Seja w = η(cos δ + i sen δ),
teremos:
z · w = ρ · η[cos (θ + δ) + i sen (θ + δ)] = 1
Notemos que, 1 = cos(2pi) + i sen(2pi) e, assim,
ρ · η[cos (θ + δ) + i sen (θ + δ)] = cos(2pi) + i sen(2pi)
Disso, obtemos ρ · η = 1 e θ + δ = 2kpi, para algum k ∈ Z. Que nos fornece, η = 1
ρ
e
δ = 2kpi − θ. Portanto,
w =
1
ρ
[cos(−θ) + sen(−θ)].
Denotamos o inverso de z por z−1.
Para o quociente
z
w
, onde w 6= 0, temos z
w
= z · w−1 que, pelo que vimos acima,
resulta:
z
w
= z · w−1 = ρ
η
(cos (θ − δ) + i sen (θ − δ)).
Seja um numero complexo z = ρ(cos θ + i sen θ). Da multiplicação, recursivamente,
fazendo z0 = 1 e zn = zn−1 · z, podemos determinar a potência:
zn = ρn(cos (nθ) + i sen (nθ)),
que no caso de ρ = 1, obtemos a chamada Fórmula de De Moivre:
(cos θ + i sen θ)n = cos (nθ) + i sen (nθ).
De maneira análoga, determinamos a operação radiciação em complexos, que detalhare-
mos na próxima subseção.
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3.1.2 Radiciação Polar
Para a radiciação, destacamos aqui que a mesma tem um papel especial no transcorrer
de nosso texto, especialmente a raiz quadrada.
Sejam z = ρ(cos θ + i sen θ) e w = η(cos δ + i sen δ) tais que zn = w. Queremos
determinar z.
Do resultado obtido na subseção anterior para a potenciação, temos
w = zn = ρn(cos (nθ) + i sen (nθ)).
Logo,
η(cos δ + i sen δ) = w = ρn(cos (nθ) + i sen (nθ)).
E, assim
η cos δ = ρn(cos (nθ)), enquanto que, η sen δ = ρn(sen (nθ)).
Das duas últimas igualdades, concluímos por ρ = n
√
η e nθ = δ + 2kpi, k ∈ Z que resulta
em θ = δ+2kpi
n
.
Finalmente, obtemos
z = n
√
η
(
cos
δ + 2kpi
n
+ i sen
δ + 2kpi
n
)
.
Pode-se veriﬁcar que a variação em k acima produz exatamente n resultados distintos
dados por zk = n
√
η
(
cos
δ + 2kpi
n
+ i sen
δ + 2kpi
n
)
, com k = {0, 1, . . . , n− 1}. Ou seja, a
equação zn = w tem exatamente n raízes, chamadas de raízes n-ésimas de w.
3.1.3 Raízes n-ésimas da Unidade
Em particular, quando w = 1 no último parágrafo da subseção anterior, utilizamos
uma notação diferenciada, temos que zn = 1 tem n raízes n-ésimas, chamadas raízes
n-ésimas da unidade, dadas por:
zk = cos
2kpi
n
+ i sen
2kpi
n
, com 0 ≤ k ≤ n− 1.
Um resultado notório é que se tomarmos z1 = cos
2pi
n
+ i sen
2pi
n
, que denotamos por
z1 = ζn, temos que ζkn = zk, ou seja, as n-ésimas raízes da unidade são determinadas por
potências sucessivas de ζn. Desta forma, o grupo das raízes n-ésimas da unidade (grupo
6 do Exemplo 2.4 (Un, ·)) é gerado por ζn.
Deﬁnição 3.1. Seja ζ uma raiz n-ésima da unidade, ζ é dita uma raiz n-ésima primitiva
da unidade se Un = 〈ζ〉 =
{
ζb; b ∈ Z}, ou seja, ζ gera o grupo multiplicativo das raízes
n-ésimas da unidade.
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Observe que, na Deﬁnição 3.1, n é o menor inteiro positivo tal que ζn = 1. Assim, ζn
é uma raiz n-ésima primitiva da unidade.
As raízes n-ésimas primitivas da unidade serão muito úteis em nossos propósitos, como
será visto em capítulos posteriores.
Seja b ∈ Z. Dividindo b por n, obtemos b = qn+ r, com 0 6 r < n. E com isso,
ζbn = ζ
qn+r
n = ζ
qn
n · ζrn = (ζnn )q · ζrn = (1)q · ζrn = ζrn. (3.1)
Da Equação 3.1, concluímos que realmente as raízes n-ésimas da unidade são determinadas
pelas potências r com 0 6 r < n de ζn. Ou seja, todas as potências de ζn nos inteiros
gera resultados que estão no conjunto das potencias r, com r sendo os restos da divisão
por n, mostrando a relevância da Deﬁnição 3.1.
Em resumo, obtivemos as soluções em C da equação xn = 1 ou, equivalentemente,
xn − 1 = 0.
Mas quais das raízes n-ésimas da unidade são primitivas? Responderemos a essa
pergunta na Proposição 3.3. Antes, porém, um pequeno lema auxiliar:
Lema 3.2. Se ζ é uma raiz n-ésima primitiva da unidade, m ∈ Z e ζm = 1, então n|m.
Demonstração. Dividindo m por n, temos m = qn + r, com 0 6 r < n. E assim, como
por hipótese ζm = 1, temos que
1 = ζm = ζqn+r
= ζqn · ζr
= (ζn)q · ζr
= (1)q · ζr
= 1 · ζr
= ζr
Da Deﬁnição 3.1, n é o menor inteiro positivo tal que ζn = 1 e como 0 6 r < n, temos
r = 0, logo m = qn, provando que n|m.
Proposição 3.3. Seja ζ uma raiz n-ésima primitiva da unidade e m ∈ Z. Temos que ζm
é uma raiz n-ésima primitiva da unidade se, e somente se, mdc (m,n) = 1.
Demonstração.
⇒)
Seja ζm uma raiz n-ésima primitiva da unidade. Por absurdo, suponhamos que
mdc (m,n) = c 6= 1, logo existe um a ∈ N, tal que n = c · a, disso:
(ζm)a = (ζ
m
c
·c)a = (ζc·a)
m
c = (ζn)
m
c = (1)
m
c = 1
Chegamos que (ζm)a = 1, (com 1 < a < n pelo fato de 1 6= c = mdc (m,n)), um absurdo
pois n é o menor inteiro tal que (ζm)n = 1. Portanto, mdc (m,n) = 1.
⇐)
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Agora suponha que mdc (m,n) = 1. Seja um b ∈ N tal que (ζm)b = 1, então, temos
ζmb = 1. Pelo fato de ζ ser uma raiz n-ésima primitiva da unidade, temos que n|mb.
Visto que mdc (m,n) = 1 então n|b. Então, o menor inteiro positivo b tal que (ζm)b = 1
é b = n. Pela Deﬁnição 3.1, implica que ζm é uma raiz n-ésima primitiva da unidade.
Corolário 3.4. Para todo n ∈ N temos ϕ(n) raízes n-ésimas primitivas da unidade, onde
ϕ(n) é dada pela Deﬁnição 1.6.
Demonstração. Resultado da junção da Equação 3.1 com a Proposição 3.3. De fato, pela
Equação 3.1, obtemos n raízes n-ésimas e, destas, são primitivas, pela Proposição 3.3 e
Deﬁnição 1.6, exatas ϕ(n).
Proposição 3.5. Seja ζ uma raiz n-ésima primitiva da unidade e m ∈ N. Então, m|n
se, e somente se, toda raiz m-ésima da unidade é raiz n-ésima da unidade.
Demonstração.
⇒)
Seja m ∈ N tal que m|n, então n = am para algum a ∈ N.
Seja γ uma raiz m-ésima da unidade. Temos γm = 1 e, assim
γn = γam = (γm)a = (1)a = 1,
ou seja, γn = 1 e γ é uma raiz n-ésima da unidade. Como tomamos γ arbitrária, toda
raiz m-ésima da unidade é raiz n-ésima da unidade.
⇐)
Supondo m tal que, toda raiz m-ésima da unidade é raiz n-ésima da unidade.
Seja Um = 〈γ〉 e Un = 〈ζ〉 os grupos multiplicativos das raízes m-ésimas e n-ésimas da
unidade, respectivamente, onde γ e ζ são respectivas raízes primitivas destes grupos.
Pela hipótese, γi ∈ Un para todo 1 6 i 6 m e assim, Um é subgrupo de Un. Pelo
Teorema 2.14 (Teorema de Lagrange), |Um| divide |Un|, ou seja, m|n.
3.1.4 Módulo e Conjugado
Nesta subseção, faremos uma exposição sucinta dos conceitos de módulo e conjugado,
veremos algumas de suas propriedades, cujas demonstrações podem ser facilmente veriﬁ-
cadas utilizando as operações apresentadas na Subseção 3.1.1.
Dado um número complexo z = a+ bi, chamamos de conjugado de z, denotamos por
z, ao número complexo z = a− bi.
O módulo de um número z já introduzimos na Subseção 3.1.1, momento em que
descobrimos tratar-se de um número real. Como consequência disso, a distância entre
dois pontos do plano complexo é um número real.
Proposição 3.6. São válidas as seguintes propriedades do módulo e do conjugado:
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i - z = z se, e somente se, z ∈ R;
ii - z + w = z + w;
iii - z · w = z · w;
iv -
( z
w
)
=
z
w
;
v - |z|2 = z · z;
vi - |z| = 1⇔ 1
z
= z;
Demonstração. Estas propriedades são de veriﬁcações imediatas a partir das operações
deﬁnidas na Subseção 3.1.1.
Capítulo 4
Polinômios
Na primeira seção deste capítulo introduziremos o conceito de corpo, para nas seções
posteriores tratarmos de polinômios sobre um corpo. No próximo capítulo, retomaremos
o estudo de corpos com maiores detalhes, utilizando para isso, inclusive, os resultados
deste capítulo.
4.1 Corpos
Deﬁnição 4.1. Seja um conjunto C munido de duas operações que chamaremos de soma,
+, e multiplicação, ·, que satisfazem as seguintes operações:
1- Associatividade da soma: sejam a, b, c elementos de C, então,
(a+ b) + c = a+ (b+ c)
2- Existência de elemento neutro da adição, 0, tal que, para todo a ∈ C,
a+ 0 = 0 + a = a
3- Existência de simétricos −a para todo a ∈ C, tais que,
a+ (−a) = (−a) + a = 0
4- Comutatividade da adição: para todos a, b ∈ C,
a+ b = b+ a
5- Associatividade da multiplicação: para todos a, b, c ∈ C,
a · (b · c) = (a · b) · c
6- Distributividade da multiplicação em relação a adição: para todos a, b, c ∈ C,
a · (b+ c) = (a · b) + (a · c)
e
(a+ b) · c = (a · c) + (b · c)
Nesta situação, diremos que C é um Anel.
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Deﬁnição 4.2. Um corpo é um anel que satisfaz as seguintes propriedades:
7- É um anel com unidade: ∃1 ∈ C, onde 0 6= 1, tal que,
a · 1 = 1 · a = a
8- É um anel comutativo: para todos a, b ∈ C,
a · b = b · a
9- É um anel sem divisores de zero:
a · b = 0⇒ a = 0 ou b = 0
10- Existência de inversos multiplicativos: ∀a 6= 0, existe a−1, tal que,
a · a−1 = 1
Deﬁnição 4.3. Se um anel A satisfaz as propriedades 7,8 e 9 diremos que A é um domínio
de integridade.
Exemplo 4.4.
1 - Z com a soma e multiplicação usuais é um exemplo de domínio de integridade;
2 - Q,R,C com as operações de soma e produto usuais são exemplos de corpos;
3 - Zp com p primo é um exemplo de corpo com as operações de soma e produto mod p.
Deﬁnição 4.5. Seja S um subconjunto de um corpo A. Diremos que S é um subanel,
subdomínio de A, se S com as operações de A for, respectivamente, um anel, um domínio.
Deﬁnição 4.6. Seja S um subconjunto de um corpo K. S é dito um subcorpo de K
sempre que S, com as operações de soma e de multiplicação de K, for um corpo. Neste
caso, diremos que K é uma extensão de S.
Apresentamos condições necessárias e suﬁcientes para identiﬁcar se determinado sub-
conjunto de um corpo é um subcorpo.
Proposição 4.7. Seja S um subconjunto de um corpo K. Então, S é um subcorpo de K
se, e somente se:
i - 0 e 1 ∈ S;
ii - a, b ∈ S ⇒ a− b e a · b ∈ S;
iii - a ∈ S − {0} ⇒ a−1 ∈ S.
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Demonstração. As propriedades que citamos nesta demonstração são as contidas nas De-
ﬁnições 4.1 e 4.2 acima.
⇒)
Suponha que S seja um subcorpo de um corpo K. Por S ser um corpo ele satisfaz as
propriedade 2 e 7, e assim 0 e 1 ∈ S.
Se tomarmos a, b ∈ S e por S satisfazer tanto os fechamentos da multiplicação e da
adição quanto a propriedade 3, teremos que −b ∈ S e a− b e a · b ∈ S.
Ainda por ser corpo, S satisfaz a propriedade 10 e assim, se a ∈ S − {0} ⇒ a−1 ∈ S.
⇐)
Supondo que um subconjunto S de um corpo K satisfaz (i), (ii) e (iii) acima. Por (i),
0 ∈ S e por (ii), dados a, b ∈ S, 0 − b = −b ∈ S e ainda a − (−b) = a + b ∈ S, logo S é
fechado para a adição.
Por (ii), S é fechado para a multiplicação.
Naturalmente por S ser um subconjunto de K com as operações fechadas essas ope-
rações de adição e multiplicação satisfazem as propriedades 1,4,5,6,8 e 9.
Por (i), S satisfaz 2 e 7.
Por (i) e (ii), temos que ∀a ∈ S, −a ∈ S, satisfazendo 3.
Por (iii), S satisfaz 10, completando a demonstração de que S é um subcorpo de
K.
Exemplo 4.8. Q é um subcorpo dos R; R é um subcorpo dos C; Q é um subcorpo dos
C.
Apresentamos, a seguir, um conceito que nos será útil quando introduzirmos os resul-
tados sobre separabilidade.
Deﬁnição 4.9. (Característica de um corpo) Se em um corpo K tivermos um menor
inteiro positivo n, tal que na = 0 para algum a 6= 0 diremos que K tem característica n.
Se não existir tal n nesse corpo diremos que K tem característica 0.
Exemplo 4.10.
i - É possível provar que a característica de um corpo ou é p primo ou é 0;
ii - Q,R,C são corpos de característica zero;
iii - Os corpos Zp com p primo são corpos de característica p.
4.2 Algumas Deﬁnições sobre Polinômios
Precisamos introduzir o conceito de polinômios em uma indeterminada e apresentar
mais uma série de informações relacionadas. Se K é um corpo, chamamos de polimômio
sobre K na indeterminada x a toda expressão da forma p(x) = a0 + a1x + · · · + anxn,
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onde n ∈ N e ai ∈ K para todos 0 6 i 6 n. De maneira análoga, se tivermos K como um
domínio de integridade diremos que p(x) é um polinômio sobre o domínio K. Englobamos,
a seguir, uma gama de resultados iniciais sobre polinômios.
A igualdade entre dois polinômios é dada da seguinte forma:
Dois polinômios p(x) = a0 + a1x+ · · ·+ akxk e q(x) = b0 + b1x+ · · ·+ blxl são iguais
se, e somente se, k = l e ai = bi para todos 0 6 i 6 k.
Um polinômio p(x) = a0 +a1x+ · · ·+akxk sobre K tal que a0 = c ∈ K e ai = 0,∀i > 1
chamamos de polinômio constante c. E mais, se c = 0 chamamos de polinômio nulo e
denotamos por 0.
Se um polinômio p(x) = a0+a1x+ · · ·+anxn é tal que an 6= 0 dizemos que o polinômio
p(x) tem grau n, denotamos ∂p(x) = n. O grau do polinômio nulo damos como indeﬁnido.
Deﬁnição 4.11. Diremos que um polinômio p(x) = a0 + a1x + · · · + anxn é mônico se
an = 1.
Denotamos por K[x] o conjunto de todos os polinômios na indeterminada x. Vamos
deﬁnir uma soma e um produto em K[x]:
Deﬁnição 4.12. Sejam p(x) = a0 + a1x + · · · + akxk e q(x) = b0 + b1x + · · · + blxl dois
polinômios em K[x], deﬁnimos a soma e o produto entre p(x) e q(x) da seguinte forma:
A seguir, quando k 6= l, sem perda de generalidade, seja k > l consideramos bi = 0
para todos l < i 6 k.
+:
p(x) + q(x) = c0 + c1x+ · · ·+ ckxk,
onde ci = ai + bi.
·:
p(x) · q(x) = c0 + c1x+ · · ·+ ckxk,
onde ci = a0bi + a1bi−1 + · · ·+ ai−1b1 + aib0, para todo 0 6 i 6 k.
Notação 4.13. Escrevemos x0 = 1 e x1 = x.
Se identiﬁcarmos os elementos c ∈ K como os polinômios constantes p(x) = c podemos
considerar que K ⊂ K[x].
Na Deﬁnição 4.12, temos uma soma e um produto em K[x]. Pode-se veriﬁcar que K[x]
com essa soma e esse produto é um domínio, em particular um anel, onde 0 é o elemento
neutro e o polinômio constante 1 é a unidade.
4.3 Álgebra do Anel de Polinômios
Apresentamos alguns resultados sobre os anéis de polinômios que fazem uma analogia
ao anel dos inteiros. Estamos falando do Algoritmo da Divisão, Máximo Divisor Comum,
e o Lema de Bézout.
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A seguir temos uma demonstração, encontrada em [8], do Algoritmo da Divisão no
anel dos polinômios.
Proposição 4.14. (Algoritmo da Divisão) Sejam f(x), g(x) ∈ K[x] e g(x) 6= 0. Então,
existem únicos q(x), r(x) ∈ K[x] tais que:
f(x) = q(x)g(x) + r(x),
onde r(x) = 0 ou ∂r(x) < ∂g(x).
Demonstração. Seja f(x) = a0 + a1x + · · · + anxn e g(x) = b0 + b1x + · · · + bmxm, com
∂g(x) = m.
i - Existência: Se f(x) = 0 basta tomar q(x) = r(x) = 0. Suponhamos f(x) 6= 0.
Assim, ∂f(x) = n. Se n < m basta tomar q(x) = 0 e r(x) = f(x). Assim, assumindo
n > m. Agora seja f1(x) o polinômio deﬁnido por:
f(x) = anb
−1
m x
n−m · g(x) + f1(x)
Note que ∂f1(x) < ∂f(x).
Vamos demonstrar por indução sobre n.
- Para n = 0: de n > m, temos m = 0, portanto, f(x) = a0 6= 0 e g(x) = b0 6= 0 e,
teremos
f(x) = a0b
−1
0 g(x)
bastando tomar q(x) = a0b−10 e r(x) = 0.
- Sendo válido para n− 1, precisamos mostrar que é válido para n:
Temos
f1(x) = f(x)− anb−1m xn−m · g(x).
E, ∂f1(x) < ∂f(x). Pela hipótese de indução, ∃q1(x), r1(x) ∈ K[x] tais que:
f1(x) = q1(x)g(x) + r1(x),
onde r1(x) = 0 ou ∂r1(x) < ∂g(x).
Daí segue que:
f(x) =
(
q1(x) + anb
−1
m x
n−m) g(x) + r1(x).
E, portanto, tomando
q(x) = q1(x) + anb
−1
m x
n−m
e
r(x) = r1(x)
provamos a existência de polinômios q(x) e r(x) tais que f(x) = q(x)g(x) + r(x),
onde r(x) = 0 ou ∂r(x) < ∂g(x).
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ii - Unicidade: Sejam q1(x), q2(x), r1(x) e r2(x) tais que:
f(x) = q1(x)g(x) + r1(x) = q2(x)g(x) + r2(x),
onde ri(x) = 0 ou ∂ri(x) < ∂g(x), i = 1, 2. Daí, segue que:
(q1(x)− q2(x)) · g(x) = r2(x)− r1(x).
Mas, se q1(x) 6= q2(x) o grau do polinômio do lado esquerdo da igualdade acima é
maior ou igual que o grau de g(x), enquanto que ∂ (r2(x)− r1(x)) < ∂g(x), uma
contradição. Logo,
q1(x) = q2(x).
Daí temos que
r1(x) = f(x)− q1(x)g(x) = f(x)− q2(x)g(x) = r2(x).
Deﬁnição 4.15. (mdc) Sejam dois polinômios p(x), q(x) ∈ K[x], onde q(x) é um po-
linômio não nulo. Dizemos que q(x)|p(x) se existe algum polinômio s(x) ∈ K[x] tal que
p(x) = q(x) · s(x).
Levando isso em consideração, dados dois polinômios p(x), q(x) ∈ K[x], um polinômio
m(x) ∈ K[x] é dito máximo divisor comum de p(x) e q(x) se m(x)|p(x), m(x)|q(x) e, além
disso, qualquer polinômio n(x) que, da mesma forma, n(x)|p(x) e n(x)|q(x), tivermos
n(x)|m(x).
Os resultados desta seção começam a mostrar uma semelhança entre as Álgebras do
anel dos inteiros e do anel de polinômios. Iremos apresentar mais resultados que elucidam
essas semelhanças.
Proposição 4.16. (Lema de Bézout) Sejam p(x) e q(x) dois polinômios não nulos sobre
um corpo K que tem como mdc um polinômio d(x) ∈ K[x]. Então, existem polinômios
r(x) e s(x) ∈ K[x] tais que
d(x) = r(x) · p(x) + s(x) · q(x).
Demonstração. Pode ser encontrada em [17].
4.4 Raízes de Polinômios
Reservamos a seção para introduzir a deﬁnição de raízes de polinômios e alguns resul-
tados envolvendo-as.
Se p(x) é um polinômio não nulo em K[x] e α ∈ K é tal que p(α) = 0 ∈ K dizemos
que α é raiz de p(x) em K[x].
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Proposição 4.17. Sejam K um corpo e p(x) ∈ K [x], onde p(x) 6= 0 de grau n. Então, o
número de raízes de p(x) é no máximo n.
Demonstração. Vamos provar por indução:
Para n = 0: temos que o polinômio p(x) considerado, por ser não nulo e constante,
não possui raiz e a proposição é trivialmente válida.
Consideremos o resultado válido para todos os polinômios com grau 6 (n − 1) e
mostraremos que é válido também para n: tomemos p(x) de grau n, se p(x) não tiver
raiz, nada há a considerar. Então, tomemos uma raiz α de p(x). Notemos que o polinômio
f(x) = x− α ∈ K[x] e, assim, usando a Proposição 4.14 (Algoritmo da Divisão), temos
p(x) = g(x) · f(x) + r(x),
com r(x) = 0 ou ∂r(x) < f(x). Então, ∂r(x) < 1, o que o torna um polinômio constante
c. Agora devido α ser raiz de p(x) e f(x), temos
p(α) = q(α) · f(α) + c⇔
0 = q(α) · 0 + c.
Logo, r(x) = c = 0 e p(x) = q(x)(x− α).
Disso, obtemos que ∂q(x) = n−1, assim, por hipótese de indução, q(x) tem no máximo
n − 1 raízes. Como p(x) tem como raízes α e as raízes de q(x), p(x) tem no máximo n
raízes.
A Proposição 4.17 é generalizada no corolário a seguir, onde, pelo grau de um polinô-
mio determinamos seu número máximo de raízes em qualquer extensão do corpo onde o
polinômio foi tomado inicialmente.
Corolário 4.18. Seja p(x) um polinômio não nulo em K[x]. Então, p(x) possui no
máximo n raízes em qualquer extensão L de K.
Demonstração. Como K ⊆ L, podemos considerar p(x) ∈ L[x]. Assim, pela Proposição
4.17, terminamos a demonstração.
4.5 Polinômios Irredutíveis
O estudo e determinação da irredutibilidade de polinômios relaciona-se com o estudo
de extensões de corpos, isto será evidenciado no desenrolar do texto, principalmente por
esse motivo, apresentamos nesta seção resultados relacionados com a irredutibilidade.
Deﬁnição 4.19. Seja p(x) um polinômio não constante sobre K[x], dizemos que p(x) é
irredutível sobre K se inexistem q(x), r(x) tais que 1 6 ∂q(x), ∂r(x) < ∂p(x) e p(x) =
q(x) · r(x). Caso contrário, dizemos que p(x) é redutível.
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Exemplo 4.20. O polinômio p(x) = x2 − 2 é irredutível sobre Q. Já se considerarmos
p(x) ∈ R[x], temos p(x) = (x+√2)(x−√2), e assim p(x) é redutível sobre R.
A seguir, um resultado atribuído a Gauss que facilita as demonstrações de diversos
critérios de veriﬁcação de irredutibilidade de polinômios, alguns destes critérios serão
apresentados posteriormente.
Lema 4.21. (Gauss) Seja p(x) ∈ Z[x]. Se p(x) é irredutível sobre Z, então p(x) é
irredutível sobre Q.
Demonstração. Pode ser consultada em [8] ou [17].
Apresentamos, a seguir, outro lema que nos será muito útil em demonstrações futuras.
Lema 4.22. Sejam p(x), q(x) ∈ Q[x] mônicos tais que p(x)·q(x) ∈ Z[x], então p(x), q(x) ∈
Z[x].
Demonstração. Pode ser vista em [7].
Exemplo 4.23. p(x) = x3 − 2 é irredutível sobre Q. De fato, se existisse um a ∈ Z tal
que p(a) = 0, teríamos que a3 = 2, um absurdo: não existe inteiro com essa propriedade.
Assim, como p(x) não tem raiz em Z, p(x) não pode ser reescrito como produto de
polinômios de grau maior que 1 e menor que 3. Logo, p(x) é irredutível sobre Z que, pelo
Lema 4.21, implica p(x) irredutível sobre Q.
Proposição 4.24. (Critério de Eisenstein) Seja f(x) = a0 + a1x+ · · ·+ anxn ∈ Z[x]. Se
tivermos um primo p, tal que:
i - p - an;
ii - p | ai,∀i ∈ {0, 1, . . . , n− 1};
iii - p2 - a0.
Então, p(x) é irredutível sobre Q.
Demonstração. Pelo Lema 4.21 (Lema de Gauss), é suﬁciente mostrarmos que f(x) é
irredutível sobre Z: Supondo que não. Pela Deﬁnição 4.19, existem g(x), h(x) ∈ Z[x], tais
que f(x) = g(x)h(x), onde
g(x) = b0 + b1x+ · · ·+ brxr
h(x) = c0 + c1x+ · · ·+ csxs
com 1 6 ∂g(x), ∂h(x) < ∂p(x).
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Utilizando propriedades do produto de polinômios, temos que r + s = n. E mais,
b0c0 = a0 e, por (ii), p | a0 e, por p ser primo, p | b0 ou p | c0, porém, pelo item (iii), não
pode dividir ambos. Assim, sem perda de generalidade, digamos que p | b0 e p - c0.
Sabemos que p | b0, mas p não divide todos os bj, pois se dividisse, dividiria an,
contrariando (i). Então, tomando bj como o primeiro coeﬁciente de g(x) que não é divisível
por p, temos
aj = bjc0 + · · ·+ b0cj,
onde j < n.
Como p | aj (por (ii)), divide b0, b1, . . . , bj−1 e não divide bj (pela forma como tomamos
bj), então p | c0, um absurdo, pois supomos que não dividia. Concluindo que f(x) é
irredutível sobre Z.
Proposição 4.25. Sejam K um corpo, p(x) ∈ K[x] e a ∈ K. Se p(x + a) for irredutível
sobre K, então p(x) é irredutível sobre K.
Demonstração. É suﬁciente veriﬁcarmos que a seguinte função é um automorﬁsmo.
f : K[x] −→ K[x]
p(x) 7−→ p(x+ a).
Então, vamos a isso.
Aﬁrmação: f é um homomorﬁsmo. De fato, sejam p(x) e q(x) polinômios em K[x],
então,
f(p(x) + q(x)) = p(x+ a) + q(x+ a) = f(p(x)) + f(q(x))
e
f(p(x) · q(x)) = p(x+ a) · q(x+ a) = f(p(x)) · f(q(x)).
Temos que f é injetiva:
Pelo item (iii) do Exemplo 2.29, f é injetivo se, e somente se, Ker f = {0}. Agora,
notemos que,
f(p(x)) = 0⇔ p(x) = 0.
Pois, ∂f(p(x)) = ∂p(x), assim ∂p(x) = 0 e, o único polinômio constante c tal que f(c) = 0
é o polinômio 0, portanto Ker f = {0} e f é injetiva.
Temos que f é sobrejetiva. De fato, tomando um polinômio p(x) ∈ K[x]. Temos, que
o polinômio q(x) = p(x − a) ∈ K[x] e, é tal que, q(x + a) = p(x), ou seja, existe q(x),
onde f(q(x)) = p(x), mostrando que f é sobrejetiva.
Terminando a prova, pois temos um homomorﬁsmo bijetivo em K[x].
Exemplo 4.26. Seja q(x) ∈ Z[x], q(x) = xp−1+xp−2+ · · ·+x+1, onde p é primo. Então,
q(x) é irredutível sobre Z.
De fato, temos que
q(x) = xp−1 + xp−2 + · · ·+ x+ 1 = x
p − 1
x− 1 .
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A última igualdade ocorre em virtude da Proposição 1.2.
Daí,
q(x+ 1) =
(x+ 1)p − 1
(x+ 1)− 1 =
(x+ 1)p − 1
x
.
que desenvolvendo o binômio, utilizando a Proposição 1.3, temos
q(x+ 1) =
xp +
(
p
1
)
xp−1 + · · ·+
(
p
p− 2
)
x2 +
(
p
p− 1
)
x+ 1− 1
x
.
= xp−1 +
(
p
1
)
xp−2 + · · ·+
(
p
p− 2
)
x+
(
p
p− 1
)
.
Do Lema 1.4, p
∣∣∣(p
i
)
para todo 0 < i < p. E sabemos que p2 - p =
(
p
p− 1
)
.
Aplicando o Critério de Eisenstein em q(x+1), com relação ao primo p, temos q(x+1)
irredutível sobre Z. Pela Proposição 4.25, q(x) também é irredutível sobre Z.
Exemplo 4.27. O polinômio p(x) = x3 − 3x− 1 é irredutível sobre Q.
De fato,
p(x+ 1) = (x+ 1)3 − 3(x+ 1)− 1 =
= (x3 + 3x2 + 3x+ 1) + (−3x− 3)− 1 =
= x3 + 3x2 − 3
Aplicando o Critério de Eisenstein ao polinômio p(x + 1) = x3 + 3x2 − 3, para p = 3,
provamos que p(x + 1) é irredutível sobre Z e, pela Proposição 4.25, p(x) também é
irredutível sobre Z.
Pelo Lema 4.21 (Lema de Gauss), p(x) é irredutível sobre Q.
Veremos agora, mais um critério interessante que nos permite identiﬁcar a irredutibi-
lidade de polinômios.
Proposição 4.28. Se tivermos um corpo Zp, com p primo, Zp = {0¯, 1¯, . . . , p− 1}, para
um polinômio p(x) = a0 +a1x+ · · ·+anxn podemos deﬁnir o polinômio p(x) = a0 +a1x+
· · · + anxn em Zp[x], onde ai é a classe de equivalência de ai modulo p, em que ai é o
representante. Se p não divide an e p(x) é irredutível sobre Zp, então p(x) é irredutível
sobre Q.
Demonstração. Suponhamos, por absurdo, que p(x) seja redutível sobre Q. Pela contra-
positiva do Lema 4.21 (Lema de Gauss), p(x) é redutível sobre Z, ou seja, existem po-
linômios f(x), g(x) ∈ Z[x], onde ∂f(x) = r e ∂g(x) = s com 1 6 r, s 6 n, tais que
p(x) = f(x) · g(x).
Pela forma como deﬁnimos p(x), temos p(x) = f(x) · g(x), onde f(x), g(x) ∈ Zp[x].
Sejam f(x) = b0+b1x+ · · ·+brxr e g(x) = c0+c1x+ · · · csxs, pelo produto de polinômios,
an = br · cr e por p - an, temos que p - br e p - cr, que resulta em ∂f(x) = r e ∂g(x) = s,
logo p(x) é redutível sobre Zp[x], um absurdo.
Capítulo 5
Extensões de Corpos
Se tivermos um subcorpo K de um corpo L dizemos que L é uma extensão de K,
denotamos por L|K, e K é dito o corpo base da extensão.
Exemplo 5.1.
C|R, R|Q e C|Q são exemplos de extensões.
5.1 Extensões Algébricas
Deﬁnição 5.2. Sejam L uma extensão de K e α ∈ L. dizemos que α é algébrico sobre
K se existe p(x) ∈ K[x], um polinômio não nulo, tal que p(α) = 0. Caso o contrário,
dizemos que α é transcendente sobre K.
Notação 5.3. Se um número α é algébrico/transcendente sobre o corpo Q, dizemos sim-
plesmente que α é algébrico/transcendente, a menos que deixemos explícito que estamos
falando de outro corpo.
Exemplo 5.4.
i)
√
2 é algébrico. De fato, p(
√
2) = 0, onde p(x) = x2 − 2;
ii) O número complexo i é algébrico, pois p(i) = 0, onde p(x) = x2 + 1;
iii) pi é transcendente. Ferdinand Lindemann provou a transcedência de pi em 1982, veja
[6]. Uma prova da transcedência de pi encontramos em [17];
iv) Dada uma extensão L|K. Se α ∈ K, então α é algébrico sobre K. De fato, p(α) = 0,
onde p(x) ∈ K[x] é o polinômio p(x) = x− α.
Deﬁnição 5.5. Uma extensão L|K é dita algébrica sobre K se, ∀α ∈ L, α for algébrico
sobre K . Caso contrário dizemos que L|K é transcendente sobre K.
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5.2 Polinômio Minimal
Deﬁnição 5.6. Sejam L|K uma extensão e α ∈ L um elemento algébrico sobre K. Cha-
mamos de polinômio minimal de α sobre K, o único polinômio mônico e de menor grau
não nulo m(x) ∈ K[x], tal que m(α) = 0. O denotamos por m(x) = pmin(α,K).
Na Deﬁnição 5.6, o polinômio descrito é de fato único. Pois, se existisse um outro,
digamos q(x) ∈ K[x], satisfazendo as mesmas condições, como os dois são irredutíveis,
eles não possuem fator comum em K[x] logo, pelo Lema 4.16 (Lema de Bézout), teríamos
que existem r(x), s(x) ∈ K[x] tais que,
r(x)p(x) + s(x)q(x) = 1.
Logo,
1 = r(α)p(α) + s(α)q(α) = r(α) · 0 + s(α) · 0 = 0.
Absurdo.
Proposição 5.7. Numa extensão L|K, sejam α ∈ L e m(x) = pmin(α,K). Então, m(x)
divide todos os polinômios p(x) ∈ K[x] tais que p(α) = 0.
Demonstração. Seja um polinômio p(x) ∈ K[x], tal que p(α) = 0. Pela Proposição 4.14
(Algoritmo da Divisão), existem q(x) e r(x) ∈ K[x] tais que p(x) = q(x) · m(x) + r(x),
com 0 6 ∂r(x) < ∂m(x).
Disso, temos
p(α) = q(α) ·m(α) + r(α).
Mas, como m(α) = 0 e p(α) = 0, temos r(α) = 0.
Desta última igualdade, e da deﬁnição de polinômio minimal (o fato de ser o de menor
grau que tem α como raiz), aﬁrmamos que r(x) = 0. E, então p(x) = q(x)m(x), mostrando
que, pela Deﬁnição 4.15, m(x)|p(x).
Proposição 5.8. Sejam L|K uma extensão, α ∈ L algébrico sobre K e p(x) ∈ K[x] um
polinômio mônico, tal que p(α) = 0. Então, p(x) é o polinômio minimal de α se, e
somente se, p(x) é irredutível sobre K.
Demonstração.
⇒)
Seja p(x) = pmin(α,K). Por absurdo, suponhamos que existem f(x), g(x) ∈ K[x] tais
que f(x)g(x) = p(x), com 1 6 ∂f(x), ∂g(x) < ∂p(x). Como p(α) = 0 temos
f(α)g(α) = p(α) = 0
Como f(α), g(α) ∈ K e K é um corpo, temos que f(α) = 0 ou g(α) = 0, mas isso é um
absurdo, pois, ∂f(x), ∂g(x) < ∂p(x) e p(x) é o polinômio de menor grau que tem α como
raiz, portanto, p(x) é irredutível sobre K.
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⇐)
Seja p(x) irredutível sobre K, mônico e tal que p(α) = 0 e m(x) = pmin(α,K), pela
Proposição 5.7, m(x)|p(x), como m(x) é irredutível sobre K e também é mônico, temos
que p(x) = m(x) = pmin(α,K).
5.3 Extensões Finitas
Notemos que podemos considerar L como um espaço vetorial sobre K. Ou seja, as
operações de adição dos elementos de L e a multiplicação de elementos de L por elementos
de K (multiplicação por escalar) obedecem as deﬁnições de espaço vetorial (cabe neste
momento uma revisão de conceitos de Algébra Linear, sugerimos [10]).
Deﬁnição 5.9. A dimensão (e assim o número de elementos de uma base) de L como um
K-Espaço Vetorial chamamos de grau da extensão L sobre K e denotamos por [L : K].
Uma extensão L|K será dita ﬁnita se tem grau ﬁnito e, caso o contrário, inﬁnita.
Exemplo 5.10. [C : R] = 2. Pois, C é um espaço vetorial sobre R, onde temos {1, i}
como uma base deste espaço.
Teorema 5.11. (Teorema da Torre) Sejam K,L e M corpos tais que K ⊆ L ⊆ M são
extensões ﬁnitas. Então, [M : K] = [M : L][L : K].
Demonstração. Sejam (ai)i∈I uma base do espaço vetorial de L sobre K e (bj)j∈J uma
base do espaço vetorial de M sobre L, onde I, J são conjuntos. Para todo i ∈ I e todo
j ∈ J , temos ai ∈ L e bj ∈ M. Basta mostrarmos que (aibj)i∈I,j∈J é uma base para o
espaço vetorial de M sobre K.
Vamos inicialmente mostrar que (aibj)i∈I,j∈J é linearmente independente. Para isso,
tomemos ∑
i,j
kijaibj = 0, com kij ∈ K.
E, assim ∑
i,j
kijaibj = 0⇔
∑
j
(∑
i
kijai
)
bj = 0.
Como (bj)j∈J é L.I., temos ∑
j
mjbj = 0⇔ mj = 0.
Logo, voltando ao nosso caso, ∑
i
kijai = 0, ∀j ∈ J.
Temos também que (ai)i∈I é L.I., então∑
kijai = 0⇔ kij = 0, ∀i ∈ I,∀j ∈ J.
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Vamos agora mostrar que (aibj)i∈I,j∈J gera M sobre K. Tomemos um elemento v ∈ M
que podemos escrever da seguinte forma:
v =
∑
j
njbj, com nj ∈ L.
E com isso, para cada j, temos que existem rij ∈ K tais que
nj =
∑
i
rijai.
Assim, o elemento v ∈M, pode ser escrito como:
v =
∑
j
(∑
i
rijai
)
bj =
∑
ij
rijaibj.
Portanto, (aibj)i∈I,j∈J é uma base de M sobre K.
Deﬁnição 5.12. Sejam L|K uma extensão e α ∈ L. Denotamos por K[α] ao subdomínio
de L formado por todos os polinômios de K[x] em α, ou seja, K[α] = {p(α) : p(x) ∈ K[x]}.
Note que como α ∈ L, temos que os elementos de K[α] pertencem a L, e mais, pode-se
mostrar que K[α], como deﬁnido, é realmente um domínio.
A partir de um domínio, podemos construir o corpo de frações, como podemos ver
em [8]. Sendo assim, denotamos por K(α) o corpo de frações do domínio K[α]. Dessa
forma,
K(α) =
{
f(α)
g(α)
; com f(x), g(x) ∈ K[x] e g(α) 6= 0
}
.
Proposição 5.13. Se α for algébrico sobre K, então K[α] = K(α).
Demonstração. Sejam p(x) = pmin(α,K) e β ∈ K(α). Temos que β = g(α)
h(α)
onde
g(x), h(x) ∈ K[x], h(α) 6= 0.
Como h(α) 6= 0, pela Proposição 5.7, p(x) não divide h(x), e como p(x) é irredutível
temos que o mdc (p(x), h(x)) = 1. Assim, pelo Lema 4.16 (Lema de Bézout), existem
a(x), b(x) ∈ K[x] tais que
a(x)p(x) + b(x)h(x) = 1.
Dessa forma,
a(α)p(α) + b(α)h(α) = 1.
Logo,
a(α) · 0 + b(α)h(α) = 1.
Portanto, h(α) é invertível e podemos escrever: β = g(α)b(α), ou seja, os elementos de
K(α) são escritos como polinômios em K[α]. Provando que K(α) = K[α].
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A Proposição 5.13 nos permite escrever indistintamente K[α] ou K(α) quando α for
algébrico sobre K.
Deﬁnição 5.14. Sejam α1, α2, . . . , αn elementos algébricos sobre K. A partir da Propo-
sição 5.13, podemos deﬁnir, recursivamente:
K(α1, α2, . . . , αn) = K(α1, α2, . . . , αn−1)(αn).
Deﬁnição 5.15. Seja L|K uma extensão. Dizemos que L|K é uma extensão simples se
L = K(α) para algum α ∈ L.
Proposição 5.16. Sejam L|K uma extensão simples, L = K(α), onde α ∈ L é algébrico
sobre K e n é o grau do polinômio minimal m(x) de α sobre K. Então, [L : K] = n e
uma base de K(α) sobre K é {1, α, α2, . . . , αn−1}.
Demonstração. Por α ser algébrico sobre K e pela Proposição 5.13, temos K(α) = K[α].
Ou seja, os elementos de L são escritos como polinômios em K[α].
Seja v ∈ L arbitrário, então v = g(α), para algum g(x) ∈ K[x]. Pela Proposição 4.14
(Algoritmo da Divisão), existem q(x), r(x) ∈ K[x] tais que
g(x) = q(x)m(x) + r(x),
com 0 6 ∂r(x) < ∂m(x) = n. Daí,
g(α) = q(α)m(α) + r(α)
= q(α) · 0 + r(α)
= r(α).
Isto signiﬁca que g(α) = r(α) = a0 + a1α + · · · + an−1αn−1 com a0, a1, . . . , an−1 ∈ K,
provando que {1, α, α2, . . . , αn−1} gera L.
Provemos que esse conjunto é linearmente independente: sejam bj ∈ K, 0 6 j 6 n− 1
tais que
b0 · 1 + b1α + · · ·+ bn−1αn−1 = 0.
Se os bj não forem todos nulos, então o polinômio
h(x) = b0 + b1x+ · · ·+ bn−1xn−1,
é tal que h(α) = 0 com ∂h(x) < n, contrariando a minimalidade do grau de m(x), logo
os bj são todos nulos e {1, α, α2, . . . , αn−1} é L.I.
Portanto, {1, α, α2, . . . , αn−1} é uma base de L|K e [L : K] = n.
As duas próximas proposições relacionam extensões algébricas e ﬁnitas: a primeira
mostra que toda extensão ﬁnita é algébrica e a segunda apresenta as condições que uma
extensão algébrica deve satisfazer para que possamos garantir sua ﬁnitude.
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Proposição 5.17. Se uma extensão L|K é ﬁnita, então L|K é algébrica.
Demonstração. Seja uma extensão L|K ﬁnita. Tomando α ∈ L, temos queK ⊆ K(α) ⊆ L,
pelo Teorema 5.11 (Teorema da Torre), K(α)|K é ﬁnita. Seja n o grau da extensãoK(α)|K,
então se tomarmos o conjunto {1, α, α2, . . . , αn}, como este conjunto tem n+1 elementos,
ele é L.D., daí existem elementos bj ∈ K, 0 6 j 6 n, não todos nulos, tais que
b0 · 1 + b1α + b2α2 + · · ·+ bnαn = 0.
E α é raiz do polinômio não nulo p(x) = b0 + b1x + b2x2 · · · + bnxn, mostrando que α é
algébrico e, como foi tomado arbitrário, temos que L|K é algébrica.
Proposição 5.18. Se uma extensão L|K é algébrica e existe um número ﬁnito de ele-
mentos α1, α2, . . . , αn ∈ L, tais que L = K(α1, α2, . . . , αn), então L|K é ﬁnita.
Demonstração. Pela Deﬁnição 5.14,
L = K(α1, α2, . . . , αn) = K(α1, α2, . . . , αn−1)(αn)
E pela Proposição 5.16, [L : K(α1, α2, . . . , αn−1)] é ﬁnito. Finalmente, pelo Teorema 5.11
(Teorema da Torre), [L : K] é ﬁnito.
Terminamos a seção com o belíssimo Teorema do Elemento Primitivo:
Teorema 5.19. (Teorema do Elemento Primitivo).
Sejam Q ⊆ K ⊆ L ⊆ C corpos. Se L = K(δ1, δ2, . . . , δn), então existe um γ ∈ L tal
que L = K(γ).
Demonstração. Notemos que, por indução, basta mostrarmos que é válido para n = 2,
pois, o caso n = 1 é trivial e os demais é resolvido de maneira recursiva, se provarmos
para n = 2.
Dito isto, seja L um subcorpo C tal que L = K(δ1, δ2), vamos reescrever L = K(α, β).
Basta mostrarmos que existe γ ∈ L tal que L = K(γ).
Sejam p(x) = pmin(α,K) e q(x) = pmin(β,K), com ∂p(x) = m e ∂q(x) = n. Pela
Proposição 6.4, p(x) e q(x) tem, respectivamente, m e n raízes distintas em C. Sejam
α = α1, . . . , αm as m raízes distintas de p(x) e β = β1, . . . , βn as n raízes distintas de q(x).
Para 1 6 i 6 m e 2 6 j 6 n, sejam λij os seguintes números complexos:
λij =
αi − α
β − βj
Agora, tomemos um λ ∈ K, onde λ 6= λij para todos i, j considerados, observe que,
por K ser um conjunto inﬁnito, garantimos a existência de tal λ. Deﬁnimos γ = α+ λβ e
seja h(x) ∈ K(γ) o polinômio h(x) = p(γ − λx).
Temos que β é raiz de h(x), de fato, h(β) = p(γ − λβ) = p(α) = 0.
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E mais, h(βj) 6= 0 para todo 2 6 j 6 n, provemos:
Supondo, por absurdo, que h(βj) = 0 para algum j dos considerados, teremos p(γ −
λβj) = 0, logo γ − λβj = αi para algum 1 6 i 6 m.
Pela forma que deﬁnimos γ, temos
αi = γ − λβj
= α + λβ − λβj
que resulta em
λ =
αi − α
β − βj ,
um absurdo, pois, contraria a hipótese estabelecida sobre λ.
Desta forma, podemos aﬁrmar que o mdcC[x] (p(x), h(x)) = (x−β), pois, das raízes de
p(x) (lembrando que são todas simples) apenas β é raiz de h(x).
Temos, também, que o mdcK(γ)[x] (p(x), h(x)) = (x − β). De fato, por K(γ) ⊆ C, o
mdcK(γ)[x] (p(x), h(x)) divide o mdcC[x] (p(x), h(x)) e,
∂[mdcK(γ)[x] ] 6 ∂[mdcC[x] ].
Assim, o mdcK(γ)[x] (p(x), h(x)) é igual 1 ou x−β. Se mdcK(γ)[x] (p(x), h(x)) fosse igual à 1
teríamos o absurdo de mdcC[x] (p(x), h(x)) = 1, portanto, mdcK(γ)[x] (p(x), h(x)) = x− β.
Isto garante que β ∈ K(γ), pelo fato de mostrar que x − β é um polinômio em K(γ). E
isso implica que α ∈ K(γ), pois α = γ − λβ e, γ ∈ K(γ), λ ∈ K ⊆ K(γ) e β ∈ K(γ).
Disso tudo:
L = K(α, β) ⊆ K(γ). (5.1)
E, juntando o fato de γ ∈ L (pela forma como o deﬁnimos) com o fato de K ⊆ L, temos,
K(γ) ⊆ L. (5.2)
De (5.1) e (5.2), L = K(γ).
Capítulo 6
Teoria de Galois e Extensões
Ciclotômicas
Neste capítulo, apresentamos um estudo da Teoria de Galois, onde expomos resul-
tados que são necessários em demonstrações sobre construtibilidade feitas nos próximos
capítulos.
Na Seção 6.5, introduzimos aplicações dos resultados da Teoria de Galois no estudo
de Extensões Ciclotômicas.
6.1 Corpo de Decomposição de um Polinômio
Pelo Teorema Fundamental da Álgebra, veja [17], todo polinômio com coeﬁcientes
complexos de uma variável e de grau n > 1 tem todas as suas raízes em C. Desta forma,
um polinômio p(x) ∈ K[x], sendo K um subcorpo dos complexos, é tal que
p(x) = k(x− a1)m1(x− a2)m2 · · · (x− an)mn ,
onde n,m1,m2, . . . ,mn são inteiros positivos, k ∈ K e a1, a2, . . . , an são as raízes complexas
de p(x). Dizemos que mi é a multiplicidade da raiz ai. Quando mi = 1, a raiz ai é dita
simples.
Deﬁnição 6.1. (Corpo de decomposição de um polinômio) Seja um polinômio p(x) ∈
K[x]. O menor corpo L que contém K e todas as raízes de p(x) é dito corpo de decom-
posição de p(x), denotaremos por L = Gal(p(x),K). E assim, um corpo L é o corpo de
decomposição do polinômio p(x) ∈ K[x] se ele satisfaz:
i - p(x) decompõe-se em L da seguinte forma
p(x) = k(x− a1)(x− a2) · · · (x− an),
onde k, a1, a2, . . . , an ∈ L e a1, a2, . . . , an são as raízes de p(x);
ii - Se p(x) decompõe-se em um corpo L′ onde K ⊆ L′ ⊆ L, então L′ = L. E temos,
L = K(a1, a2, . . . , an).
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Precisamos do conceito de derivada e algumas de suas propriedades.
Deﬁnição 6.2. Seja p(x) = a0 + a1x + a2x2 + · · · + anxn ∈ K[x], onde K é um corpo.
Temos que p′(x) = a1 + 2a2x + · · · + nanxn−1 é dita a derivada de p(x). Podem ser
facilmente veriﬁcadas as seguintes propriedades:
Sejam p(x), q(x) ∈ K[x], então:
i - ((p(x) + q(x))′ = p′(x) + q′(x);
ii - ((p(x) · q(x))′ = p′(x) · q(x) + p(x) · q′(x);
iii - [p(q(x))]′ = [p(y)]′ · q′(x), onde y = q(x).
6.2 Extensões Separavéis, Normais, de Galois
Introduzimos o conceito de separabilidade com a seguinte deﬁnição:
Deﬁnição 6.3. Seja L|K uma extensão algébrica. Um polinômio p(x) ∈ K[x] irredutível
sobre K é dito separável sobre K se ele não tiver raízes múltiplas em nenhum corpo de
decomposição. Caso o contrário, dizemos que ele é inseparável. Um α ∈ L algébrico sobre
K é dito separável se seu polinômio minimal sobre K for separável sobre K. L|K é dita
uma extensão separável se todos seus elementos forem separáveis sobre K.
Proposição 6.4. Sejam K um subcorpo de C e p(x) ∈ K[x] um polinômio de grau n > 1.
Então:
i - p(x) é separável ⇔ mdc(p(x), p′(x)) = 1.
ii - Se p(x) é irredutível sobre K, então todas as raízes de p(x) são simples.
Demonstração.
i - ⇒) Suponha mdc(p(x), p′(x)) = d(x) 6= 1. Então, p(x) = p1(x)d(x) e p′(x) =
p2(x)d(x) para alguns p1(x), p2(x) ∈ K[x]. Agora, seja α ∈ C tal que d(α) = 0.
Temos que p(α) = p′(α) = 0, portanto podemos escrever p(x) = (x − α)g(x).
Derivando p(x), pela forma como escrevemos, chegamos a p′(x) = (x−α)g′(x)+g(x),
assim, p′(α) = g(α) = 0. Temos que, g(x) = (x− α)f(x), que substituindo em p(x),
obtemos p(x) = (x− α)2f(x), logo α não é uma raiz simples de p(x), portanto p(x)
não é separável, um absurdo.
⇐) Suponha que p(x) não seja separável. Então, p(x) possui uma raiz com multi-
plicidade k > 1. Seja α essa raiz. Podemos escrever p(x) = (x−α)kg(x). Derivando
p(x), obtemos
p′(x) = (x− α)k−1[kg(x) + (x− α)g′(x)].
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Portanto, p(x) e p′(x) têm pelo menos um fator em comum em C[x], a saber (x−α),
logo
mdc(p(x), p′(x)) 6= 1.
ii - Seja α uma raiz de p(x). Se α tem multiplicidade maior do que 1, então, p′(α) = 0,
assim mdc(p(x), p′(x)) 6= 1, pelo item (i), p(x) não é separável, absurdo.
Proposição 6.5. Seja L|K uma extensão algébrica. Se K é um corpo de característica 0,
então L|K é separável.
Demonstração.
Tomando um α ∈ L, por L|K ser algébrica, existe m(x) = pmin(α,K). E seja m′(x)
sua derivada.
Seja ∂m(x) = n, por K ser de característica 0, temos ∂m′(x) = n− 1.
Assim, m′(α) 6= 0, pois caso contrário, teríamos um absurdo, diante da minimalidade
de grau de m(x).
Suponha quem(x) não seja separável, então, pela Proposição 6.4, mdc (m(x),m′(x)) =
d(x) 6= 1. Portanto, d(x)|m(x) o que contraria a hipótese de que m(x) é irredutível.
Deﬁnição 6.6. Uma extensão L|K é dita normal se todo polinômio irredutível p(x) ∈ K[x]
que tem ao menos uma raiz em L se decompõe linearmente em L, ou seja, se p(x) tem
uma raiz em L, então todas as raízes de p(x) estão em L.
Apresentamos a seguir uma situação onde a extensão é normal. O exemplo nos ajuda
a melhor compreender a deﬁnição de extensão normal e nos mostra um processo de iden-
tiﬁcação de extensões deste tipo.
Exemplo 6.7. Se uma extensão L|K é tal que [L : K] = 2, então [L : K] é normal.
De fato, para todo α ∈ L, com α 6∈ K, temos, pelo fato de [L : K] = 2, que L = K(α).
E, da Proposição 5.16, o grau de p(x) = pmin(α,K) = 2. Então, p(x) = (x− α)q(x) para
algum q(x) ∈ L[x] com ∂q(x) = ∂p(x)− 1 = 1, daí, q(x) = x− β para algum β ∈ L. Ou
seja, a outra raiz de p(x) está em L, mostrando que L|K é normal, pela Deﬁnição 6.6.
Deﬁnição 6.8. Sejam K,K′ subcorpos de C, σ : K −→ K′ um isomorﬁsmo e p(x) =
a0 + a1x+ · · ·+ anxn um polinômio em K[x]. Deﬁnimos pσ(x) por:
pσ(x) = a′0 + a
′
1x+ · · ·+ a′nxn,
onde a′i = σ(ai) para 0 6 i 6 n.
Usamos a Deﬁnição 6.8, na apresentação de dois importantes lemas, cujas demonstra-
ções podem ser encontradas em [8], [11] ou [17], que serão necessários em uma gama de
demonstrações no transcorrer de todo o capítulo.
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Lema 6.9. Sejam K,K′ subcorpos de C, σ : K −→ K′ um isomorﬁsmo e p(x) um polinô-
mio irredutível sobre K. Se α é uma raíz de p(x) e β é uma raiz de pσ(x). Então, existe
um único isomorﬁsmo σ˜ : K(α) −→ K(β) tal que σ˜(α) = β e σ˜|K = σ.
Lema 6.10. Sejam K,K′ subcorpos de C, σ : K −→ K′ um isomorﬁsmo e p(x) ∈ K[x].
Se L = Gal(p(x),K) e L′ = Gal(pσ(x),K′). Então, existe um isomorﬁsmo σˆ : L −→ L′
tal que σˆ|K : σ.
A seguinte proposição mostra um critério menos restritivo sobre extensões ﬁnitas que
implica em suas normalidades. O resultado nos poupa de termos que veriﬁcar as condições
da Deﬁnição 6.6 sobre todos os polinômios irredutíveis citados, bastando que a extensão
seja o corpo de decomposição de um polinômio separável sobre o corpo base.
Proposição 6.11. Seja L|K uma extensão ﬁnita. L|K é normal e separável se, e somente
se, L for o corpo de decomposição de algum polinômio separável p(x) ∈ K[x].
Demonstração.
⇒) Seja L|K normal e separável. Pelo Teorema 5.19, ∃α ∈ L tal que L = K(α). Como
a extensão é ﬁnita, pela Proposição 5.17, é também algébrica. Seja m(x) = pmin(α,K),
temos que m(x) é separável, pelo fato de L|K ser separável. Por α ∈ L e L|K ser normal,
temos que todas as raízes de m(x) estão em L. Assim,
Gal(m(x),K) ⊆ L = K(α) ⊆ Gal(m(x),K).
Portanto, L = Gal(m(x),K), ou seja, L|K é o corpo de decomposição do polinômio
separável m(x).
⇐) Seja L um corpo de decomposição de um polinômio separável p(x) ∈ K[x], ou seja,
L = Gal(p(x),K). Seja f(x) um polinômio irredutível sobre K e α ∈ L uma raiz de f(x).
Seja β uma outra raiz de f(x), é suﬁciente mostrarmos que β ∈ L. Vejamos:
No Lema 6.9, consideremos σ como o isomorﬁsmo identidade de K, IdK, ou seja,
σ(a) = a para todo a ∈ K. Então, esse lema garante a existência de um único isomorﬁsmo
σ˜ : K(α) −→ K(β) tal que σ˜(α) = β e σ˜|K = IdK.
Enquanto que, pelo Lema 6.10, existe um isomorﬁsmo
σˆ : Gal(p(x),K(α)) −→ Gal(p(x),K(β))
tal que σˆ|K(α) = σ˜ e, restringindo mais, temos σˆ|K = IdK.
De α ∈ L, temos Gal(p(x),K(α)) = L = Gal(p(x),K). Chamemos Gal(p(x),K(β)) de
L′.
Assim, σˆ é um isomorﬁsmo entre dois K-espaços vetoriais e, portanto,
[L : K] = [L′ : K]
Notemos que, como K ⊆ K(β), temos L = Gal(p(x),K) ⊆ Gal(p(x),K(β)) = L′.
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E, assim, juntando as informações L ⊆ L′ com [L : K] = [L′ : K], temos, pelo Teorema
da Torre 5.11,
[L′ : K] = [L′ : L][L : K].
Logo, [L′ : L] = 1, que equivale a L′ = L, portanto, β ∈ L, mostrando que L|K é normal.
A separabilidade é imediata, pois L = Gal(p(x),K), e assim, todos os elementos da
extensão são separáveis, uma vez que, L = K[α1, α2, . . . , αn], onde α1, α2, . . . , αn são as
raízes do polinômio separável p(x).
Deﬁnição 6.12. Uma extensão ﬁnita L|K é dita de Galois se ela for normal e separável.
Proposição 6.13. Seja K ⊆ M ⊆ L uma cadeia de corpos. Se a extensão L|K é de
Galois, então L|M é de Galois.
Demonstração. Seja L|K uma extensão de Galois. Pela Proposição 6.11, juntamente com
a Deﬁnição 6.12, é suﬁciente mostrarmos que L|M é o corpo de decomposição de um
polinômio q(x) ∈M[x] separável.
Como L|K é de Galois, pela Proposição 6.11, L = Gal(q(x),K), ou seja, é o corpo de
decomposição de um polinômio q(x) separável sobre K.
Agora, por K ⊆ M, temos que, q(x) ∈ M[x] e Gal(q(x),K) ⊆ Gal(q(x),M) que
equivale a
L ⊆ Gal(q(x),M). (6.1)
Por outro lado, por L ser o corpo de decomposição de q(x), L contém todas as raízes de
q(x). Além disso, M ⊆ L, portanto,
Gal(q(x),M) ⊆ L. (6.2)
De (6.1) e (6.2), L = Gal(q(x),M), terminando a demonstração.
6.3 Grupo de Galois
Como citado no Capítulo 2, estenderemos o conceito de automorﬁsmo de grupos para
automorﬁsmo de corpos e falaremos sobre grupos de automorﬁsmos.
Deﬁnição 6.14. (Automorﬁsmo) Seja uma função f de um corpo K nele próprio. Se f
for tal que
f(a · b) = f(a) · f(b) e
f(a+ b) = f(a) + f(b)
∀a, b ∈ K
e, além disso, f ser bijetiva, f é dito um automorﬁsmo de K.
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Proposição 6.15. O conjunto dos automorﬁsmos de um corpo K, que denotaremos por
AutK, com a operação ◦ composição de funções é um grupo.
Demonstração. Precisamos mostrar que o par (AutK, ◦) obedece as condições da Deﬁni-
ção 2.1. Vejamos:
Sejam σ, ρ, τ ∈ AutK. Da Deﬁnição 6.14,
(σ ◦ ρ)(x) = σ(ρ(x)) = σ(y), para ρ(x) = y, tal que x, y ∈ K.
Com isso, a composição de automorﬁsmos é também um automorﬁsmo, garantindo que a
operação está bem deﬁnida.
Notemos que pela deﬁnição de automorﬁsmo, todo automorﬁsmo é homomorﬁsmo,
sendo assim,
τ ◦ (σ ◦ ρ)(x) = τ(x) ◦ (σ ◦ ρ)(x) = τ(x) ◦ σ(x) ◦ ρ(x) = (τ ◦ σ)(x) ◦ ρ(x) = (τ ◦ σ) ◦ ρ(x).
Ou seja,
τ ◦ (σ ◦ ρ)(x) = (τ ◦ σ) ◦ ρ(x).
O que mostra a associatividade da operação.
Agora, seja  ∈ AutK tal que (x) = x, para todo x ∈ K, chamamos  de identidade
de AutK, e como
(σ ◦ )(x) = σ((x)) = σ(x) = (σ(x)) = ( ◦ σ)(x),
temos  como o elemento neutro de AutK.
Ainda da Deﬁnição 6.14, todo automorﬁsmo é bijetivo. Como toda aplicação bijetiva
admite inversa, isto nos garante a existência dos inversos.
Deﬁnição 6.16. Seja uma extensão L|K. Um automorﬁsmo φ dessa extensão é dito um
K-automorﬁsmo se ele preserva os elementos de K, ou seja,
φ(a) = a,∀a ∈ K.
O conjunto dos K-automorﬁsmos de L denotaremos por AutK L.
Proposição 6.17. Seja uma extensão L|K. O conjunto dos K-automorﬁsmos forma um
grupo com a operação ◦ composição de funções. O qual denotaremos por Γ(L|K), Grupo
de Galois da extensão L|K.
Demonstração. Da Proposição 6.15, sabemos que AutL é um grupo com a operação com-
posição de funções. Mostraremos que Γ(L|K) é um subgrupo de AutK. Pela Proposição
2.7, devemos mostrar que sempre que σ, ρ ∈ AutK L, temos σ ◦ ρ−1 ∈ AutK L, vejamos:
Seja x ∈ L, da deﬁnição de automorﬁsmo e da deﬁnição de K-automorﬁsmo,
(σ ◦ ρ)(x) = σ(ρ(x)) = σ(x) = x,
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o que nos mostra que, sempre que σ, ρ ∈ AutK L, temos σ ◦ ρ ∈ AutK L.
Resta-nos mostrar que ρ−1 ∈ AutK L. Ora,
x = (ρ−1 ◦ ρ)(x) = ρ−1(ρ(x)) = ρ−1(x).
Portanto, AutK L < AutL.
Proposição 6.18. Sejam L|K uma extensão, σ um K-automorﬁsmo da extensão L|K e
α ∈ L uma raiz do polinômio p(x) ∈ K[x]. Então, σ(α) = αi, onde αi é raiz de p(x). E
mais, pelo fato de σ ser bijetivo, σ permuta as raízes de p(x).
Demonstração. Sejam σ ∈ AutK L e p(x) ∈ K[x], tal que p(x) = anxn + an−1xn−1 + · · ·+
a1x+ a0.
σ(p(x)) = σ(anx
n + an−1xn−1 + · · ·+ a1x+ a0)
= σ(anx
n) + σ(an−1xn−1) + · · ·+ σ(a1x) + σ(a0)
= σ(an)σ(x
n) + σ(an−1)σ(xn−1) + · · ·+ σ(a1)σ(x) + σ(a0)
= anσ(x
n) + an−1σ(xn−1) + · · ·+ a1σ(x) + a0
= p(σ(x)).
Assim,
σ(p(x)) = p(σ(x)).
Logo, se αi é raiz de p(x), ou seja, p(αi) = 0, temos:
p(σ(αi)) = σ(p(αi)) = σ(0) = 0 =⇒ p(σ(αi)) = 0.
Portando, σ(αi) é raiz de p(x) e podemos concluir que um automorﬁsmo leva uma raiz
de p(x) em outra que esteja em L.
Proposição 6.19. Seja L|K uma extensão ﬁnita e separável. Então, |Γ(L|K)| 6 [L : K].
Demonstração. Seja α ∈ L, α 6∈ K, e tomemos a extensão K(α)|K. Por L|K ser ﬁnita, é
algébrica. Assim, α é algébrico sobre K e seja m(x) = pmin(α,K). Seja Rm o conjunto de
raízes de m(x) e tomemos a seguinte aplicação:
f : Γ(L|K) −→ Rm ∩ L
σ 7−→ σ(α).
Pela Proposição 6.18, f está bem deﬁnida, pois cada K-automorﬁsmo da extensão L|K
leva uma raiz de m(x) em outra que esteja em L.
Temos que f é injetiva. De fato, se tivermos σ(α) = ρ(α) = αi, como a extensão é
separável, as raízes do conjunto Rm são distintas, logo, existe um único automorﬁsmo que
leva α em αi, portanto, σ = ρ. E, assim,
|Γ(L|K)| 6 |Rm ∩ L| 6 ∂m(x) = [K(α) : K] 6 [L : K], (6.3)
onde |Rm ∩L| denota a ordem do conjunto Rm ∩L, e m(x) = [K(α) : K] pela Proposição
5.16.
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Proposição 6.20. Seja L|K uma extensão ﬁnita e separável. L|K é de Galois se, e
somente se, Γ(L|K) = [L : K].
Demonstração.
Como L|K é ﬁnita e separável, pelo Teorema 5.19 (Teorema do Elemento Primitivo),
∃α ∈ L tal que L = K(α). Seja m(x) = pmin(α,K), com ∂m(x) = n.
⇒) Seja L|K de Galois, pela Deﬁnição 6.12, L|K é normal. Daí, todas as raízes de
m(x) estão em L, pelo fato de α ∈ L e pela Deﬁnição 6.6. Logo,
L = K(α) ⊆ Gal(m(x),K) ⊆ L.
Ou seja, L é o corpo de decomposição dem(x), L = Gal(m(x),K). Porm(x) = pmin(α,K),
temos m(x) irredutível e, pelo item (ii) da Proposição 6.4, m(x) tem n raízes distintas
(lembrando que todas estão em L). Sejam α = α1, . . . , αn as n raízes de m(x).
Tomando, no Lema 6.9, σ = IdK o isomorﬁsmo identidade em K, obtemos que, para
todo 1 6 i 6 n, existe o isomorﬁsmo σi : K(α) −→ K(αi) tal que σi(α) = αi e σ|K = IdK.
Como K(α) = L, temos o isomorﬁsmo σi reescrito como σi : L −→ K(αi), mostrando que
K(αi) ⊆ L e, pela Deﬁnição 6.14 (Deﬁnição de Automorﬁsmo), σi ∈ AutL. Lembramos
que σi preserva K, logo σi ∈ AutK L que equivale à σi ∈ Γ(L|K). Desta forma, obtemos
n automorﬁsmos de Γ(L|K) e, assim, usando a Proposição 5.16,
|Γ(L|K)| > n = [K(α) : K] = [L : K]. (6.4)
Por outro lado, pela Proposição 6.19,
|Γ(L|K)| 6 [L : K]. (6.5)
De (6.4) e (6.5), |Γ(L|K)| = [L : K].
⇐) Seja |Γ(L|K)| = [L : K]. Pela demonstração da Proposição 6.19, em particular,
pela Equação 6.3, temos |Rm ∩ L| = ∂m(x) = [K(α) : K] = [L : K].
Assim todas as raízes de m(x) estão em L e,
Gal(m(x),K) ⊆ L = K(α) ⊆ Gal(m(x),K).
Ou seja, L = Gal(m(x),K), estamos dizendo que L é o corpo de decomposição do polinô-
mio separável m(x) e, daí, pela Proposição 6.11 e Deﬁnição 6.12, L|K é de Galois.
Proposição 6.21. O corpo de decomposição de xn − 1 sobre Q é dado por Q[ζ], onde ζ
é uma raiz n-ésima primitiva da unidade em C.
Demonstração. De fato, vimos na Subseção 3.1.3 que, as raízes de xn − 1 são as do
conjunto: {
ζn, ζ
2
n, . . . , ζ
n−1
n , ζ
n
n = 1
}
,
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onde ζn = cos
2pi
n
+ i sen
2pi
n
.
Vimos também que, ζn é uma raiz n-ésima primitiva da unidade e que, uma caracte-
rística marcante de uma raiz n-ésima primitiva da unidade é a propriedade que ela tem
de gerar as demais raízes n-ésimas da unidade, por potências sucessivas.
Desta forma, seja ζ uma raiz n-ésima primitiva da unidade e ζ2, . . . , ζn−1 as demais
raízes n-ésimas da unidade. Pelo que vimos acima, obviamente, Q[ζ] ⊆ Q[ζ, ζ2, . . . , ζn−1]
e, como ζ i ∈ Q[ζ] para todo 1 6 i 6 n, Q[ζ, ζ2, . . . , ζn−1] ⊆ Q[ζ]. Logo,
Q[ζ, ζ2, . . . , ζn−1] = Q[ζ].
Pela Deﬁnição 6.1, Q[ζ] = Gal(p(x),Q), onde p(x) = xn − 1.
6.4 Correspondência de Galois
Devido a grandiosidade do Teorema da Correspondência de Galois, é interessante que
sua demonstração seja fracionada. Desta forma, faremos as demonstrações de proposições
que, em conjunto, culminam com o referido teorema.
Seja uma extensão L|K. Chamamos um corpo M tal que K ⊆ M ⊆ L de corpo
intermediário. Notemos que todo M-automorﬁsmo de L é também um K-automorﬁsmo
de L e, assim Γ(L|M) é um subgrupo de Γ(L|K).
Proposição 6.22.
Seja H um subgrupo de Γ(L|K), o conjunto fixH = {a ∈ L : σ(a) = a,∀σ ∈ H} é uma
extensão intermediária K ⊆ fixH ⊆ L. Denominamos o corpo fixH como corpo ﬁxo de
H.
Demonstração.
Veriﬁcaremos os itens (i), (ii) e (iii) da Proposição 4.7:
i - Temos que 0 e 1 pertencem a fixH, pois, para todo σ ∈ H, σ(0) = 0 e σ(1) = 1,
uma vez que, os automorﬁsmos de H ﬁxam os elementos de K e por K ser corpo já
contém 0 e 1;
ii - Sejam a, b ∈ fixH, então ∀σ ∈ H, pelas propriedades de homomorﬁsmo de σ:
Como σ(0) = 0,
σ(b+ (−b)) = σ(b) + σ(−b) = 0
Logo, σ(−b) = −σ(b).
Agora,
σ(a− b) = σ(a) + σ(−b) = a− b
e,
σ(a · b) = σ(a) · σ(b) = a · b
Assim, a− b e a · b ∈ fixH;
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iii - Seja 0 6= a ∈ fixH, pelas propriedades de homomorﬁsmo de σ dadas na Proposição
2.26, temos que,
σ(a−1) = [σ(a)]−1 = a−1.
Portanto, a−1 ∈ fixH.
Por satisfazer estes itens, temos fixH é um subcorpo de L. Agora, como H é um subgrupo
de Γ(L|K) temos que, ∀x ∈ K e ∀σ ∈ H, σ(x) = x, logo, K ⊆ fixH. Concluindo que,
K ⊆ fixH ⊆ L.
Proposição 6.23. Sejam L|K uma extensão, Γ(L|K) o grupo de Galois da extensão e
H1, H2 dois subgrupos de Γ(L|K). Se H1 < H2, então fixH2 ⊆ fixH1.
Demonstração. Seja x ∈ fixH2. Assim, x ∈ L e σ(x) = x para todo σ ∈ H2 e, em
particular, como H1 < H2, temos σ(x) = x para todo σ ∈ H1. Portanto, x ∈ fixH1, logo,
fixH2 ⊆ fixH1.
Apresentamos a seguir um lema (encontrado em [11]) central nesta seção, o qual
apresenta resultados que são necessários na demonstração do teorema principal da seção.
Lema 6.24. Seja L|K uma extensão ﬁnita, separável e simples que, por ser simples,
∃α ∈ L tal que L = K(α). Se H = {σ1, . . . , σn} é um subgrupo de Γ(L|K) e seja o
polinômio p(x) = (x− σ1(α)) · · · (x− σn(α)). Então, p(x) ∈ fixH[x] e [L : fixH] 6 |H|.
Demonstração.
∀σ ∈ H, tomando pσ(x), nos moldes da Deﬁnição 6.8, temos,
pσ(x) = (x− σ ◦ σ1(α)) · · · (x− σ ◦ σn(α)) = p(x). (6.6)
Isso acontece porque {σ ◦ σ1, . . . , σ ◦ σn} = {σ1, . . . , σn} para todo σ ∈ H (isso pode
ser veriﬁcado considerando que H é um grupo ﬁnito de automorﬁsmos).
Escrevendo p(x) = a0+a1x+a2x2+ · · ·+anxn, da Equação 6.6 e Deﬁnição 6.8, temos,
p(x) = a0 + a1x+ a2x
2 + · · ·+ anxn = σ(a0) + σ(a1)x+ σ(a2)x2 + · · ·+ σ(an)xn.
Ou seja, σ(ai) = ai, para todo σ ∈ H e 0 6 i 6 n, então, p(x) ∈ fixH[x].
Para a última aﬁrmação, notemos que, utilizando a Proposição 6.22, temos
K ⊆ fixH ⊆ L.
Logo,
L = K(α) ⊆ fixH(α) ⊆ L.
Assim, L = fixH(α).
E, como p(x) ∈ fixH[x] e p(α) = 0, combinando a Proposição 5.7 com a Proposição
5.16, chegamos a
[L : fixH] = [fixH(α) : fixH] 6 ∂p(x) = |H|.
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Vamos a mais um resultado auxiliar na busca de completarmos a demonstração do
Teorema da Correspondência de Galois.
Lema 6.25. Seja L|K uma extensão ﬁnita e separável, G = Γ(L|K) e α ∈ L tal que
α 6∈ K. Se L|K é de Galois, então ∃σ ∈ G tal que σ(α) 6= α.
Demonstração.
Por L|K ser ﬁnita, é algébrica e, por α ∈ L, existe m(x) = pmin(α,K). Como α 6∈ K,
temos que, ∂m(x) > 2.
Por L|K ser separável e ∂m(x) > 2, garantimos a existência de β ∈ Gal(m(x),K),
β 6= α. Pela Proposição 6.11, L|K é normal e, assim, β ∈ L, uma vez que α ∈ L.
Pelos Lemas 6.9 e 6.10 (para auxiliar no entendimento da aplicação destes lemas
considere o isomorﬁsmo σ do Lema 6.9 como sendo σ = IdK) existe um isomorﬁsmo
σ : L −→ L tal que σ(α) = β e σ|K = IdK. Sendo assim, σ ∈ G e σ(α) = β 6= α,
terminando a prova.
Proposição 6.26. Seja L|K uma extensão ﬁnita e seperável e G = Γ(L|K). Então, L|K
é de Galois se, e somente se, K = fixG.
Demonstração.
⇒) Seja L|K de Galois. É suﬁciente mostrarmos que K ⊆ fixG e fixG ⊆ K.
Pela própria deﬁnição de Grupo de Galois, G ﬁxa os elementos de K, logo, K ⊆ fixG.
Para provarmos que fixG ⊆ K: suponhamos, por absurdo, que fixG 6⊆ K. Assim,
∃α ∈ fixG, onde α 6∈ K. Isso signiﬁca que α ∈ L\K e, pelo Lema 6.25, existe σ ∈ G
tal que σ(α) 6= α, ou seja, α não é preservado por σ, logo, α 6∈ fixG, contrariando o que
supomos no início e, assim, fixG ⊆ K. Portanto, podemos concluir que K = fixG.
⇐) Seja K = fixG. Pela Proposição 6.19,
|G| = |Γ(L|K)| 6 [L : K]. (6.7)
Notemos que [L : K] = [L : fixG] e, pelo Lema 6.24,
[L : K] = [L : fixG] 6 |G|. (6.8)
Das Equações (6.7) e (6.8), |G| = [L : K] que, pela Proposição 6.20, L|K é de Galois.
Proposição 6.27. Seja L|K uma extensão de Galois e G = Γ(L|K). Se H é um subgrupo
de G, então [L : fixH] = |H| e H = Γ(L|fixH).
Demonstração.
Da cadeia de subgrupos {IdL} ⊆ H ⊆ G, utilizando a Proposição 6.23, obtemos a
cadeia de subcorpos fixG ⊆ fixH ⊆ fix {IdL}. Notemos que, trivialmente, fix {IdL} = L
e, pela Proposição 6.26, como L|K é de Galois, fixG = K.
CAPÍTULO 6. TEORIA DE GALOIS E EXTENSÕES CICLOTÔMICAS 63
Por L|K ser de Galois e, pela Proposição 6.13, temos que L|fixH é de Galois.
L|fixH sendo de Galois, pela Proposição 6.20,
[L : fixH] = |Γ(L|fixH)|. (6.9)
Agora, aﬁrmamos que H ⊆ Γ(L|fixH). De fato, tomando σ ∈ H, pela deﬁnição de fixH,
para todo α ∈ fixH, σ(α) = α, que equivale a dizer que,
σ|
fixH = IdfixH .
Ou seja, σ ∈ Γ(L|fixH) (pois, por H < G, σ ∈ AutL e, como vimos, σ preserva fixH). E,
como σ foi tomado arbitrário, H ⊆ Γ(L|fixH).
Desta nossa aﬁrmação, tiramos que |H| 6 |Γ(L|fixH)|.
Agrupamos, agora, algumas informações que nos permitirá concluir a demonstração:
Vimos que |H| 6 |Γ(L|fixH)| e isso, pela Equação 6.9, signiﬁca que,
|H| 6 [L : fixH]. (6.10)
Só que, pelo Lema 6.24 (Observe que L|fixH, por ser de Galois, satisfaz as condições do
Teorema 5.19 e completa as hipóteses do Lema 6.24), então,
|H| > [L : fixH]. (6.11)
Assim, pelas Equações (6.10) e (6.11), |H| = [L : fixH] e, (como vimos acima que H ⊆
Γ(L|fixH)), temos H = Γ(L|fixH).
Proposição 6.28. Sejam K ⊆ M ⊆ L corpos, com L|K uma extensão de Galois e
G = Γ(L|K). Então,
A extensão M|K é de Galois se, e somente se, Γ(M|K)CG e G
Γ(L|M) ' Γ(M|K).
Demonstração.
⇒) Seja M|K de Galois. Assim, M|K é o corpo de decomposição de algum polinômio
separável, logo, [M : K] < ∞ e, pelo Teorema 5.19, ∃α ∈ M tal que M = K(α). Seja
m(x) = pmin(α,K). Como M|K ser de Galois implica ser Normal, então, todas as raízes
de m(x) estão em M (pela Deﬁnição 6.6, uma vez que α ∈M).
Tomando σ ∈ G, pela Proposição 6.18, σ(α) é raiz de m(x), então, pelo parágrafo
anterior, σ(α) ∈M.
Isto equivale a dizer que σ(x) ∈ M para todo x ∈ M. De fato, como M = K(α)
e σ preserva os elementos de K e σ(α) já vimos que pertence a M, então, realmente,
σ(M) ⊆M.
Assim, podemos deﬁnir o seguinte homomorﬁsmo:
h : G −→ Γ(M|K)
σ 7−→ σ|M
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(Alertamos que o desenvolvimento da demonstração fará uso do Teorema 2.30).
O núcleo de f , Ker f = Γ(L|M), vejamos:
Pela Deﬁnição 2.28,
σ ∈ Ker f ⇔ σ|M = IdM (6.12)
Só que σ ∈ AutL e como, pela Equação 6.12, se σ ∈ Ker f ele preserva os elementos de
M, σ ∈ Γ(L|M).
Lembramos que, pelo item (i) do Exemplo 2.29,
Γ(L|M) = Ker f CG.
Aﬁrmamos que h é sobrejetiva. De fato, seja ρ ∈ Γ(M|K), de M = K(α) temos que, ρ é
um isomorﬁsmo de K(α) que preserva K, ou seja, ρ : K(α) −→ K(α), com σ|K = IdK.
Como L|K é de Galois, pela Proposição 6.13, L|K(α) também é de Galois.
Por L|K(α) ser de Galois e pela Proposição 6.11, L = Gal(p(x),K(α)) de algum
polinômio separável p(x) ∈ K(α), logo, pelo Lema 6.10, existe um isomorﬁsmo σ : L −→ L
tal que σ|K(α) = ρ.
Agora, veja o que temos:
σ ∈ AutL, σ|K(α)=M = ρ e ρ|K = IdK, ou seja, σ é um automorﬁsmo de L que preserva
K, que equivale a σ ∈ G, e h(σ) = ρ, provando a sobrejetividade de h.
Neste momento, percebam a aplicabilidade do Teorema 2.30, mostrando que,
G
Γ(L|M) ' Γ(M|K).
⇐) Seja Γ(M|K)CG e G
Γ(L|M) ' Γ(M|K). Suponhamos, por absurdo, que M|K não
seja de Galois. Assim, M|K não é normal.
Vimos que M = K(α). Seja m(x) = pmin(α,K), como M|K não é normal, garantimos
a existência de β raiz de m(x) tal que β 6∈M.
Já L|K é normal. E, como α ∈ M e M ⊆ L, α ∈ L, ou seja, como uma raiz de m(x)
está em L todas estão, em particular, β. Com isso, pelos Lemas 6.9 e 6.10, ∃σ ∈ G tal
que σ(α) = β.
Como β ∈ L e β 6∈M, pelo Lema 6.25, ∃ρ ∈ Γ(L|M) tal que ρ(β) 6= β.
Agora, vamos utilizar o resultado da Deﬁnição 2.15 para veriﬁcar a normalidade de
Γ(L|M):
Já temos, que σ, ρ ∈ Γ(L|M), como Γ(L|M) é um grupo, temos a garantia da existência
de inversos, daí σ−1 ∈ Γ(L|M), também. Dito isto,
(σ−1 ◦ ρ ◦ σ)(α) = σ−1 ◦ ρ(σ(α)) = σ−1(ρ(β)) 6= σ−1(β) = α
Assim, (σ−1 ◦ ρ ◦ σ) não preserva α e, portanto, (σ−1 ◦ ρ ◦ σ)|M 6= IdM, logo,
(σ−1 ◦ ρ ◦ σ) 6∈ Γ(L|M).
CAPÍTULO 6. TEORIA DE GALOIS E EXTENSÕES CICLOTÔMICAS 65
Este último resultado, contraria a hipótese de que Γ(M|K) é um subgrupo normal de G,
um absurdo, portanto, M|K é de Galois.
Estes resultados que apresentamos culminam com uma correspondência, entre corpos
intermediários de uma extensão L|K e subgrupos do Γ(L|K), a esta correspondência damos
o nome de Correspondência de Galois.
Teorema 6.29. (Teorema da Correspondência de Galois) Sejam L|K uma Extensão Ga-
loisiana e G = Γ(L|K). Então:
1 - |G| = [L : K];
2 - Seja um corpo intermediario M. A extensão M|K é de Galois se, e somente se,
Γ(M|K)CG e G
Γ(L|M) ' Γ(M|K);
3 - Dado um corpo intermediário M, temos:
[L : M] = |Γ(L|M)|
e
[M : K] =
|G|
|Γ(L|M)| .
Demonstração.
1. Feita na Proposição 6.20.
2. Feita na Proposição 6.28.
3. Pela Proposição 6.13, a extensão L|M é de Galois e, pelo item 1 acima
[L : M] = |Γ(L|M)|.
Pelo Teorema da Torre 5.11,
|G| = [L : K] = [L : M] · [M : K].
Portanto,
[M : K] =
|G|
[L : M]
=
|G|
|Γ(L|M)| .
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6.5 Extensões Ciclotômicas
Deﬁnição 6.30. Seja K um subcorpo dos complexos. Chamamos de extensão ciclotômica
uma extensão K(ζ)|K, onde ζn = 1 para algum n ∈ N.
Lema 6.31. Seja Un = {1, ζ, ζ2, . . . , ζn−1} o grupo das raízes n-ésimas da unidade. Todo
homomorﬁsmo de Un em Un é dado por:
a∗ : Un −→ Un
γ 7−→ γa,
onde a ∈ Z.
Demonstração. Seja σ um homomorﬁsmo de Un em Un, e ζ uma raiz primitiva n-ésima
da unidade. Tomemos x ∈ Un, então x = ζk, para algum k ∈ Z. Das propriedades de
homomorﬁsmo:
σ(x) = σ(ζk) = (σ(ζ))k
Seja σ(ζ) = β ∈ Un. Assim, β = ζa, para algum a ∈ Z. Portanto,
σ(x) = (σ(ζ))k = βk = (ζa)k = (ζk)a = xa
Como tomamos x arbitrário, o resultado é válido para todo x ∈ Un.
Lema 6.32. Seja Un = {1, ζ, ζ2, . . . , ζn−1} o grupo das raízes n-ésimas da unidade e
a ∈ Z. A aplicação:
a∗ : Un −→ Un
γ 7−→ γa
é um automorﬁsmo se, e somente se, mdc (a, n) = 1.
Demonstração.
A aplicação a∗ é um homomorﬁsmo. De fato,
Sejam x, y ∈ Un,
a∗(x · y) = (x · y)a = xa · ya = a∗(x)b∗(y)
Portanto, a∗(x · y) = a∗(x)b∗(y).
⇒)
Seja a∗ automorﬁsmo. Suponha por absurdo que mdc (a, n) = d 6= 1.
Como a∗ é automorﬁsmo, a∗ é homomorﬁsmo, então a∗(1) = 1.
De mdc (a, n) = d, tiramos que, a = a′d e n = n′d para alguns a′, n′ ∈ Z. Onde,
n′ < n, pois d 6= 1.
Agora, seja ζ uma raiz n-ésima primitiva da unidade. Tomemos x = ζn
′ ∈ Un.
Notemos que ζn
′ 6= 1, pelo fato de n′ < n e ζ ser uma n-ésima primitiva da unidade.
Dito isto,
a∗(x) = a∗(ζn
′
) = (ζn
′
)a = (ζn
′
)a
′d = ζn
′a′d = ζ(n
′d)a′ = ζ(n)a
′
= (ζn)a
′
= 1a
′
= 1
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Descobrimos que a∗(1) = 1 e a∗(x) = 1 com 1 6= x, o que nos permite constatar que
a∗ não é injetiva, contrariando a hipótese de a∗ é automorﬁsmo. E assim mdc (a, n) = 1.
⇐)
Tomemos a ∈ Z tal que mdc (a, n) = 1. Já vimos no início da demonstração que a∗
é um homomorﬁsmo, e assim, é um homomorﬁsmo entre conjuntos ﬁnitos. Portanto, é
suﬁciente mostrarmos que a∗ é sobrejetiva que concluirmos que é um automorﬁsmo.
Seja ζ uma raiz n-ésima primitiva da unidade. Pela Proposição 3.3, ζa também é uma
raiz primitiva n-ésima da unidade.
Tomemos y ∈ Un, ou seja, y = (ζa)k para algum 1 6 k 6 n. Assim,
y = (ζa)k = ζak = (ζk)a
Portanto, existe ζk ∈ Un tal que a∗(ζk) = y, o que demonstra que a∗ é sobrejetiva e
termina a prova.
Lema 6.33. A ordem do grupo AutUn é ϕ(n).
Demonstração. Pela própria deﬁnição de automorﬁsmo, todo automorﬁsmo é homomor-
ﬁsmo. Pelo Lema 6.31, todo homomorﬁsmo de Un é dado por a∗ da forma que apresen-
tamos. Pelo Lema 6.32, a aplicação a∗ é automorﬁsmo se, e somente se, mdc (a, n) = 1.
Pela Deﬁnição 1.6, |AutUn| = ϕ(n).
Proposição 6.34. Seja uma extensão Q(ζ)|Q. Então, Γ(Q(ζ)|Q) é abeliano e, além
disso, |Γ(Q(ζ)|Q)| divide ϕ(n).
Demonstração. Basta mostrarmos que Γ(Q(ζn)|Q), que vamos denotar simplesmente por
Γ, é isomorfo à um subgrupo de Z∗n, pois, Z∗n é abeliano e tem ordem ϕ(n) e, pelo Teorema
de Lagrange 2.14, qualquer subgrupo seu, deve dividir sua ordem, ou seja, |Γ(Q(ζ)|Q)|
deve dividir |Z∗n|.
Seja φn = pmin(ζ,Q) o polinômio minimal de ζ sobre Q. Pela Proposição 6.18, cada
σ ∈ Γ(Q(ζ)|Q) leva uma raiz de φ em outra, ou seja, permuta suas raízes. Assim, σ
restrito ao grupo dos automorﬁsmos de Un (grupo dos automorﬁsmos das raízes n-ésimas
da unidade) é um automorﬁsmo deste grupo. E assim, temos um homomorﬁsmo injetivo
dado por:
f : Γ −→ Sn
σ 7−→ σ|AutUn
Onde Sn é o grupo de todas as permutações dos elementos de Un.
Só que o grupo AutUn é isomorfo a Z∗n. De fato, tomemos a aplicação g dada por:
g : Z∗n −→ AutUn
a 7−→ a∗
Onde a∗ é um automorﬁsmo de AutUn deﬁnido como no Lema 6.32. Temos que, g é um
isomorﬁsmo, vejamos:
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g é homomorﬁsmo, de fato,
Seja a, b ∈ Z∗n, temos que g(a · b) = (a · b)∗. Agora tomando um α ∈ Un,
(a · b)∗(α) = αa·b = αb·a = (αb)a = b∗(αa) = (a∗ ◦ b∗)(α)) = a∗(α) ◦ b∗(α)
Assim, (a · b)∗ = (a∗ ◦ b∗), ou seja, g(a · b) = g(a) ◦ g(b).
Pelo Lema 6.33, |AutUn| = ϕ(n)|. E como a ordem de Z∗n também é ϕ(n), g é um
homomorﬁsmo entre conjuntos de mesma ordem. Bastando, mostrar a injetividade de g
para concluir que a aplicação é um isomorﬁsmo.
Pelo item (iii) do Exemplo 2.29, g é injetivo se, e somente se, Ker g = 1.
Pela Deﬁnição 2.28, Ker g = {a ∈ Z; g(a) = IdAutUn}, onde IdAutUn é o automorﬁsmo
identidade de Un.
Seja a ∈ Z∗n, onde a ∈ Ker g, tomemos ζ uma raiz n-ésima primitiva da unidade.
g(a) = a∗ = IdAutUn assim,
g(a)(ζ) = a∗(ζ) = IdAutUn(ζ) = ζ
Portanto, a∗(ζ) = ζ e, pela deﬁnição de a∗, ζa = ζ. Dividindo ambos os lados desta
última igualdade por ζ, obtemos ζa−1 = 1.
Pela Proposição 3.2, n|a − 1. Lembremos que 1 6 a 6 n − 1, pois, a ∈ Z∗n. E, assim
a− 1 = 0, concluindo que a = 1, logo, g é injetiva e mostramos o isomorﬁsmo.
Utilizando a Proposição 2.27, ao fazermos a composição de funções g ◦f , obtemos que
g ◦ f é um homomorﬁsmo injetivo de Γ para Z∗n, terminando a prova.
Lema 6.35. Seja p um número primo e q(x) um polinômio. Então,
[q(x)]p ≡ q(xp) mod p
Demonstração.
Faremos por indução em n.
Para n = 0: q(x) = a0. Logo, pelo Pequeno Teorema de Fermat 1.5,
q(x)p ≡ ap0 ≡ a0 ≡ q(xp) mod p
Suponha que o resultado seja válido para todo polinômio de grau n 6 k, para algum
k > 0. Seja q(x) = ak+1xk+1 + f(x), onde ∂f(x) 6 k.
Assim, q(x)p = (ak+1xk+1 + f(x))p, pela Proposição 1.3, temos
[ak+1x
k+1 + f(x)]p =
apk+1x
k+1p +
(
p
1
)
a
(p−1)
k+1 x
k+1(p−1)[f(x)]1 +
(
p
2
)
a
(p−2)
k+1 x
k+1(p−2)[f(x)]2 + · · ·
· · ·+
(
p
p− 1
)
ak+1x
k+1[f(x)]p−1 + [f(x)]p
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Pelo Lema 1.4,
[ak+1x
k+1 + f(x)]p ≡ apk+1xk+1p + [f(x)]p mod p
Por hipótese de indução (f(x))p ≡ f(xp) e pelo Pequeno Teorema de Fermat 1.5,
apk+1x
k+1p + [f(x)]p ≡ ak+1(xp)k+1f(xp) ≡ q(xp) mod p
Portanto, o resultado é válido para n = k + 1.
Lema 6.36. Sejam o polinômio q(x) = xn − 1 ∈ Z[x] e p um primo tal que p - n, então
q(x) = xn − 1 é separavél em Zp[x].
Demonstração. Seja q(x) = xn − 1 = xn − 1. A derivada de q(x) é q′(x) = nxn−1. Como
p - n, q′(x) não é 0, assim, o único fator que divide q′(x) é x, e sabemos que x não divide
q(x). Então, q(x) e q′(x) não têm fator comum. Pela Proposição 6.4, temos o resultado
desejado.
Teorema 6.37. Se ζ é uma raiz n-ésima primitiva da unidade em C, então,
[Q(ζ) : Q] = ϕ(n)
Demonstração.
Inicialmente, tomemos um p primo tal que p - n.
Tomemos m(x) = pmin(ζ,Q) e q(x) = pmin(ζp,Q). Queremos mostrar que m(x) =
q(x). Suponha m(x) 6= q(x). Da Proposição 5.7, temos que m(x)|xn − 1 e q(x)|xn − 1,
e como m(x) e q(x) são distintos, xn − 1 = m(x)q(x)f(x) para algum f(x) ∈ Q[x]. Do
Lema 4.22, m(x), q(x), f(x) ∈ Z[x].
Notemos que ζ é raiz de q(xp) = 0, logo, pela Proposição 5.7, m(x)|q(xp) e, assim,
q(xp) = m(x)h(x) para algum h(x) ∈ Q[x] que, novamente, pelo Lema 4.22, h(x) ∈ Z[x].
Pelo Lema 6.35, temos que m(x) · h(x) = q(xp) = q(x)p. Com isso, m(x) tem um
fator irredutível que divide q(x), ou seja, eles tem um fator comum e como xn − 1 =
m(x) · q(x) · f(x), temos que xn − 1 têm raízes múltiplas, o que o torna inseparável,
contrariando o Lema 6.36. Assim, m(x) = q(x).
Agora, generalizando, se tomarmos um s não necessariamente primo, mas ainda com
mdc(s, n) = 1, temos que s = r1r2 . . . rt onde r1r2 . . . rt são primos, não necessariamente
distintos, ri - n para todo 1 6 i 6 t. Com isso, aplicando recursivamente o resultado acima
aos números ζ, ζr1 , ζr1r2 , . . . , ζr1r2···rt obtemos que o resultado é válido, também, para s.
Desta forma, pela Deﬁnição 1.6 (Função Phi de Euler), já conseguimos determinar ϕ(n)
raízes distintas para m(x). Ou seja, ∂m(x) > ϕ(n).
Sendo assim, pela Proposição 5.16, ∂m(x) = [Q(ζ) : Q] > ϕ(n).
Já, pela Proposição 6.34, [Q(ζ) : Q] 6 ϕ(n).
Portanto, [Q(ζ) : Q] = ϕ(n).
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6.5.1 Polinômio Ciclotômico
Falamos mais sobre esta classe especial de polinômios: os Polinômios Ciclotômicos.
Deﬁnição 6.38. (Polinômios ciclotômicos) Seja n ∈ N e ζ uma raiz n-ésima primitiva da
unidade. Chamamos de n-ésimo polinômo ciclotômico o polinômio dado por
φn(x) = pmin(ζ,Q).
Observe que, em virtude, do Teorema 6.37,
φn(x) =
n∏
a=1,(mdc(a,n)=1)
(x− ζa).
Proposição 6.39. Para todo inteiro positivo n,
xn − 1 =
∏
d|n
φd(x).
Demonstração. Seja ζ uma raiz n-ésima da unidade. Pela Proposição 3.5, ζ será raiz
d-ésima da unidade se, e somente se, d|n.
Isto signiﬁca que φd(x) divide xn − 1 para todo d divisor de n. Ou seja,
xn − 1 =
∏
d|n
φd(x).
Concluindo a demonstração.
Na Proposição 6.39, se n = p primo, temos
xp − 1 = φp(x) · φ1(x)
e, como φ1(x) = x− ζ11 = x− 1, concluímos que
φp(x) =
xp − 1
φ1(x)
=
xp − 1
x− 1 = x
p−1 + xp−2 + · · ·+ x+ 1. (6.13)
A última igualdade é fruto da Proposição 1.2.
Capítulo 7
A Construbilidade no Plano Complexo
Desde tempos remotos que os problemas de construção usando régua não graduada e
compasso intrigam os matemáticos. Observamos aqui que, utilizaremos sempre o termo
régua para denotar régua não graduada. Construções como as que serão vistas no Ca-
pítulo 9 reforçaram a dedicação na busca por respostas para questões de construtibilidade
ou não de determinados objetos geométricos.
O problema de descobrir quais polígonos regulares são construtíveis por régua não
graduada e compasso suscita naturalmente a dúvida de como isso pode ser respondido,
ou seja, quais instrumentos, quais teorias da Matemática devem ser utilizadas para a
apresentação de um resultado nítido. Concomitante a isso, surge a expectativa de que
essa resposta apresente uma abstração, (em virtude de ser uma questão de possibilidade
geométrica), que não deixe os resultados evidentes. Porém, ao mesmo tempo, há uma
conﬁança na objetividade da Matemática e de que as relações entre os instrumentos e
teorias da mesma possam explanar uma resposta consistente, convincente e que, apesar
da abstração necessária, deixe nítida a validade real dos resultados.
Uma resposta com essas características foi feita por Johann Carl Friedrich Gauss,
surpreendemente aos 19 anos, em 1796, veja [6]. Apresentaremos o teorema que responde
essa perguntra no Capítulo 8. Uma análise da teoria que envolve esse feito nos permitirá
um entendimento amplo e um reconhecimento da magnitude dos resultados obtidos com
a Teoria de Galois.
7.1 Retas e Circunferências
Na Seção 7.7 utilizaremos equações de retas e circunferências com coeﬁcientes nos
complexos. Preparando-se para esse encontro, expomos aqui, a descrição de tais objetos
geométricos.
Voltemos a utilizar noções do estudo de vetores. Sabemos que uma reta é determinada
por dois pontos. Seja r a reta determinada pelos pontos a e b. Três pontos a, b e c são
colineares se o ângulo formado entre b− a e c− a for 0 ou pi, ou seja, o Arg
(
c− a
b− a
)
for
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igual a 0 ou pi, que equivale a
c− a
b− a ∈ R.
Do paragrafo anterior, tiramos que um ponto x vai pertencer a r se
x− a
b− a ∈ R
Pelo item (i) da Proposição 3.6,
x− a
b− a =
(
x− a
b− a
)
e dos itens (iv) e (ii) da Proposição 3.6, chegamos à
x− a
b− a =
x− a
b− a
Finalmente, temos como equação da reta r:
r : (x− a)(b− a)
(b− a) − (x− a) = 0 (7.1)
Sabemos que uma circunferência é determinada pelos seus centro e raio. Seja c a circun-
ferência determinada pelo centro a e raio r. Temos que um ponto x vai pertencer a c se
|x− c| = r, elevando ambos os lados ao quadrado obtemos |x− c|2 = r2. Sabemos que o
quadrado do módulo de um número complexo é igual ao produto dele pelo seu conjugado,
o que resulta em (x − c) · (x− c) = r2. Que, novamente das operações com conjugado,
chegamos à equação da circunferência c:
c : (x− c) · (x− c)− r2 = 0 (7.2)
Reforçamos a importância do conhecimento de alguns conceitos relacionados à operações
entre vetores para um melhor entendimento dos resultados tratados aqui. Em particular,
notemos que a reta r descrita pela Equação 7.1 acima, pode ser reescrita como:
r = {a+ (b− a)t; t ∈ R}
De fato, se x ∈ r, então x é tal que,
x = a+ (b− a)t
x− a = (b− a)t
Como os pontos a e b foram tomados distintos, b− a 6= 0 e, podemos fazer,
x− a
b− a = t
onde t ∈ R. Agora, do item (i) da Proposição 3.6, obtemos o resultado da Equação (7.1).
Proposição 7.1. Sejam duas retas não-paralelas r e s dadas por:
r = u1 + (v1 − u1)g
s = u2 + (v2 − u2)h
Onde g, h ∈ R e u1, v1, u2, v2 são pontos do plano complexo. Então, v2 − u2 6= t(v1 − u1)
para todo t ∈ R.
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Demonstração. Por absurdo, supondo que existe algum t′ ∈ R, tal que
v2 − u2 = (v1 − u1)t′
Assim,
s = u2 + (v2 − u2)h = u2 + (v1 − u1)t′h
Note que t′h ∈ R, logo s é uma reta determinada pelo mesmo vetor, (v1 − u1), que
determina r, indicando que r e s são paralelas, um absurdo, pois, por hipótese r e s são
não-paralelas.
Corolário 7.2. Dadas duas retas não-paralelas r e s, sendo r determinada pelos pontos
a e b e s determinada pelos pontos c e d. Então, temos:(
(b− a)
(b− a) −
(d− c)
(d− c)
)
6= 0.
Demonstração.
As retas r e s são dadas pelas equações:
r : (x− a)(b− a)
(b− a) − (x− a) = 0
s : (x− c)(d− c)
(d− c) − (x− c) = 0
Supondo, por absurdo, (
(b− a)
(b− a) −
(d− c)
(d− c)
)
= 0
Então,
(b− a)
(b− a) =
(d− c)
(d− c)
Que resulta,
(d− c)
(b− a) =
(d− c)
(b− a)
Esta última igualdade signiﬁca, pelo item (i) da Proposição 3.6, que
(d− c)
(b− a) = t ∈ R, o
que contraria a proposição anterior, e termina a prova.
7.2 Números Complexos Construtíveis
Iniciamos fazendo uma explanação das regras que regem as construções com régua e
compasso. Esta régua é uma régua não-graduada. Segundo [6], nos Postulados de Eucli-
des, essas construções seguem as seguintes regras: com a régua podemos construir uma
reta passando por dois pontos dados; com o compasso podemos construir uma circunfe-
rência com centro e um de seus pontos dados, chamemos de compasso ﬁxo. Nos usos
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mais modernos das construções com régua e compasso temos construções de circunfe-
rências com centro em um ponto dado e raio deﬁnido pela distância entre dois pontos
dados, onde um destes não necessariamente é o centro. Nesse segundo uso o compasso
pode transportar distâncias. Chamemos este de compasso móvel. Essas aparentes
diferenças são excluídas quando mostra-se que esse transporte de distâncias é possível de
ser feito também com o compasso ﬁxo, faremos isso no exemplo a seguir.
Exemplo 7.3. Acompanhando na Figura 7.1, a seguir, queremos construir uma circun-
ferência de centro A e raio igual a distância de B para C. Com o compasso das regras
mais atuais isso é permitido de imediato. Provaremos que isso é também possível com o
compasso ﬁxo.
De posse do compasso ﬁxo, construímos uma circunferência de centro A passando por
C, e outra de centro C passando por A. Essas circunferências se intersectam nos pontos
D e E da ﬁgura. Agora construimos mais duas circunferências de centro D e E passando
por B. Essas novas duas circunferências se intersectam em B, naturalmente, e no ponto
F da ﬁgura. Finalmente, a circunferência que queremos é a centrada em A passando por
F .
Figura 7.1: Equivalência entre compassos
Diante deste exemplo, acaba por torna-se semelhante utilizarmos o que chamamos de
compasso ﬁxo ou compasso móvel. Semelhante no sentido que todas as construções
possíveis com um são possível com outro. Optamos aqui para o uso do compasso móvel.
A partir daí, como já mencionado, surge questionamentos sobre quais objetos geomé-
tricos podem ser construídos utilizando esses instrumentos. Ou seja, utilizando régua e
compasso, para construir retas e circunferências, obtendo com isso pontos de intercessão
que posteriormente poderão ser utilizados em conjunto com os já existentes para a cons-
trução de novas retas e circunferências e possíveis novos pontos de intercessão e assim
sucessivamente.
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Dado um segmento que deﬁne a aresta de um cubo, podemos construir um outro
segmento que deﬁne a aresta de um cubo com o dobro do volume do cubo anterior? Dado
um ângulo podemos construir um outro medido
1
3
de sua medida? Podemos construir
um quadrado com área igual a de uma circunferência dada? Esses são os conhecidos três
problemas gregos clássicos, que estão entre as perguntas que podem ser feitas sobre a
questão da construtibilidade com régua e compasso. Responderemos elas no Capítulo 9.
Outro problema, que inclusive é o foco principal neste trabalho, é o de dividir uma
circunferência em n ∈ N partes iguais ou, equivalentemente, construir um n-ágono regular,
veja na Figura Ilustrativa 7.2, que realmente são equivalentes esses problemas. Para
quais n isso é possível? e por quê? Debruçaremos-nos sobre essas questões fazendo um
destrinchamento das teorias envolvidas nas suas respostas.
Figura 7.2: Heptadecágono regular inscrito em circunferência
Agora que vimos como se dão as construções com régua e compasso, apresentamos
algumas deﬁnições iniciais que levam em consideração as possibilidades e limitações desses
processos de construção.
Reescrevemos as duas regras que devem ser seguidas nas construções com régua e
compasso, na forma de deﬁnições.
Nas deﬁnições que seguem percebemos a necessidade da preexistência de pelo menos
dois pontos. Diante disso, até por unidade de medida, consideramos os pontos (0, 0) e
(1, 0), ou seja, os números complexos 0 e 1 como pilar de nossas construções.
Deﬁnição 7.4. (Reta Construtível) Dado um subconjunto A com pelo menos dois pon-
tos, podemos traçar uma reta passando por dois pontos de A. Diremos que essa reta é
construtível.
Exemplo 7.5. A reta determinada pelos pontos 0 e 1 (a reta real) é construtível.
Deﬁnição 7.6. (Circunferência Construtível) Dado um subconjunto A com pelo menos
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dois pontos, podemos traçar uma circunferência com centro em um ponto de A e com raio
igual a distancia entre dois pontos de A. Diremos que essa circunferência é construtível.
Chamemos de RC(A) ao conjunto de todas as retas e circunferências construtíveis a
partir de pontos de A, nos moldes das duas deﬁnições anteriores.
Para continuarmos a análise do processo de construção com régua e compasso, faremos
a seguinte deﬁnição:
Deﬁnição 7.7. Deﬁnimos como operações elementares com régua e compasso as três
operações abaixo:
? Intercessão entre duas retas construtíveis;
? Intercessão entre uma reta e uma circunferência construtíveis;
? Intercessão entre duas circunferências construtíveis.
Usaremos neste momento um termo utilizado por [5] para deﬁnir pontos obtidos a
partir de uma das três operações elementares no conjunto A.
Deﬁnição 7.8. (Ponto Simplesmente Construtível) Um ponto será dito simplesmente
construtível a partir de um subconjunto A, se ele pertencer ao conjunto de todos os
pontos de intercessão dos elementos do conjunto RC(A).
Seja A um conjunto de pontos do plano complexo. Denotaremos por c1(A), o conjunto
de todos os pontos simplesmente construtíveis a partir de A. Note que, trivialmente, temos
A ⊂ c1(A). Recursivamente, denotaremos por cn+1(A) o conjunto de todos os pontos
construtíveis a partir de cn(A). Por conveniência, denotaremos por c0(A) o próprio A e
c∞(A) =
⋃
n∈N
cn(A). Então, temos a seguinte cadeia:
A = c0(A) ⊂ c1(A) ⊂ c2(A) ⊂ · · · ⊂ c∞(A) (7.3)
O conjunto c∞(A) é o conjunto de todos os pontos construtíveis a partir de A.
Generalizando esses resultados, podemos dizer que um objeto geométrico (ponto, seg-
mento, polígono, etc.) é dito construtível se ele for obtido por um processo ﬁnito de
operações elementares (que são as operações apresentadas na Deﬁnição 7.7) a partir de
um conjunto com pelo menos dois pontos.
Vimos, na Subseção 3.1.1, uma evidente associação entre os números complexos e
pontos do plano R2. Diante disso, poderemos falar em pontos ou números construtíveis
indistintamente.
Deﬁnição 7.9. (Número Construtível) Seja o conjunto A = {0, 1}. Diremos que um
número é construtível se ele pertencer a algum dos conjuntos cn(A) da cadeia 7.3. Deno-
taremos por Cc o conjunto c∞({0, 1}) que é o conjunto de todos os números construtíveis
a partir do conjunto {0, 1}.
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7.3 Algumas Construções Possíveis
Faremos agora algumas construções possíveis, em algumas apresentaremos apenas al-
goritmos, o leitor interessado nas demonstrações da validade destas, pode consultar [14].
Reta Perpendicular
Dados uma reta r e um ponto P construtíveis podemos construir uma reta s perpen-
dicular a r passando por P . Temos dois casos a considerar:
Caso 1: Se P ∈ r temos que r é determinada por P e um Q construtível, Q 6= P .
Acompanhe na Figura 7.3, tracemos a circunferência c de centro P e passando por Q.
Como interseção entre c e r temos Q e R. Agora traçamos as circunferências c1 com
centro em Q passando por R e c2 com centro em R passando por Q. As circunferências c1
e c2 tem como interseção S e T . Finalmente, por S e T traçamos a reta p que queríamos.
r
c
Figura 7.3: Construção de reta perpendicular: P ∈ r
Caso 2: Se P /∈ r. Acompanhe na Figura 7.4, notemos primeiro que r é determinada
por dois pontos z1, z2 construtíveis. Tracemos a circunferência c de centro z1 passando
por P e a circunferência d de centro z2 passando por P . A interseção entre c e d são os
pontos P e Q. Finalmente, por P e Q traçamos s, que é a reta que queríamos.
Exemplo 7.10. Pelo Caso 1 acima, temos como construtível a reta perpendicular a reta
real, passando pelo ponto 0, que chamamos de reta imaginária.
Reta Paralela
Dados uma reta r e um ponto P construtíveis podemos contruir uma reta s, paralela
a r, passando por P .
Caso 1: Se P ∈ r, então s é a própria r.
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Figura 7.4: Construção de perpendicular: P 6∈ r
Caso 2: Se P /∈ r. Na Figura 7.5, temos que r é determinada por z1, z2 construtíveis.
Tracemos a circunferência c de centro P e raio |z1 − z2| e a circunferência d de centro
z2 e raio |P − z1|. Construímos a reta s que queremos passando por P e pelo ponto da
interseção entre c e d que ﬁca no mesmo semiplano que P em relação a r.
c
r
s
d
Figura 7.5: Construção de paralela
Bissecção
Lema 7.11. Dado um ângulo α podemos construir sua bissetriz, ou seja, fazer sua bis-
secção com régua e compasso.
Demonstração. Seja um ângulo α. Naturalmente ele é determinado por dois segmentos de
reta e, com isso, determinado por três pontos. Sejam A,B e C três pontos que determinam
o ângulo α (veja a Figura 7.6). Traçamos uma circunferência c de centro no ponto A
passando por B ou C, sem perda de generalidade, façamos passando por B. A interseção
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entre c e os segmentos de reta que determinam α são os pontos B e D. Seja E 6= A o
ponto de interseção entre as circunferências c1 e c2 com centros em B eD, respectivamente,
passando por A.
A reta determinada por A e E é a bissetriz de α. De fato, ABED é um losango e AE
uma de suas diagonais, portanto, BÂE = DÂE =
α
2
.
Figura 7.6: Bissecção de ângulo
Transporte de Ângulos
Em construções posteriores falaremos em transportar um ângulo com naturalidade em
virtude do próximo resultado:
Dado um ângulo α podemos transporta-lo, ou seja, podemos construir um ângulo α
rente a uma reta r com centro num ponto D ∈ r.
Acompanhe na Figura 7.7. Dado um ângulo α, centrado em A, podemos determinar
segmentos AB = AC como visto na demonstração do lema anterior. Traçamos a circunfe-
rência c1 de centro D e raio |A−B| obtendo o ponto B′ como um dos pontos de interseção
entre c1 e r. Agora, C ′ é um dos pontos de interseção entre a circunferência c2 de centro
B′ e raio |B − C| com c1. O ângulo B̂′DC ′ = α′ = α é o ângulo que queríamos.
Ponto Médio
Dados dois pontos z1 e z2 construtíveis, podemos construir o ponto M , médio entre
eles.
Na Figura 7.8, traçamos as circunferências c1 de centro z1 passando por z2 e c2 de
centro z2 passando por z1. A interseção entre c1 e c2 determinam os pontos z3 e z4.
A interseção entre a reta r, determinada por z1 e z2, com a reta s, determinada por
z3 e z4 é o ponto médio M .
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r
Figura 7.7: Transporte de ângulo
Figura 7.8: Ponto Médio
7.4 Soma, Subtração, Produto, Quociente
Agrupamos nesta seção uma série de resultados que comprovam o fechamento das
operações de soma, subtração, produto e quociente de números construtíveis.
Proposição 7.12. Sejam z1 e z2 dois números complexos construtíveis, então z1 + z2 é
construtível.
Demonstração. Dados dois números complexos z1 = a + bi e z2 = c + di contrutíveis,
utilizando sua representação pelos vetores u e v, respectivamente, (veja a Figura 7.9).
Traçamos com régua e compasso uma paralela ao vetor v passando por z1 e uma paralela
ao vetor u passando por z2, obtendo o ponto z3, na interseção entre essas duas retas. A
partir do conceito da soma de vetores, temos z3 = z1 + z2. Com isso a soma de dois
números complexos construtíveis é construtível.
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Figura 7.9: Soma z1 + z2
Proposição 7.13. Sejam z1 e z2 dois números complexos construtíveis, então z1 − z2 é
construtível.
Demonstração. Dados dois números complexos construtíveis z1 e z2. Observe na Figura
7.10, traçamos uma circunferência c com centro na origem passando por z2 e a reta r
passando por 0 e por z2. A interseção entre c e d são os pontos z2 e −z2. Da proposição
anterior, podemos construir a soma z1 + (−z2) = z1− z2. Portanto, podemos concluir que
a subtração de dois números complexos construtíveis é construtível.
Figura 7.10: Simétrico de z2
Para a prova da construtibilidade do produto e do quociente utilizaremos, em deter-
minados momentos, a representação de números complexos em coordenadas polares.
Para a demonstração da próxima proposição precisaremos do seguinte lema:
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Lema 7.14. Dados dois números complexos construtíveis z1 e z2 com |z1| = u e |z2| = v.
O produto de seus módulos u · v é construtível.
Demonstração. Na Figura 7.11, traçamos as circunferências c1 e c2 de centro em O = (0, 0)
e raio, respectivamente, u e v.
Um dos pontos de interseção de c1 com a reta imaginária é o ponto A, e um dos pontos
de interseção de c2 com a reta real é o ponto B.
Traçamos um segmento ligando A ao ponto (0, 1) = U e, em seguida, construímos a
paralela a este segmento f passando por B.
A interseção de f com a reta imaginária é o ponto C. Finalmente, |C − O| = u · v,
isto é válido pela semelhança entre os triângulos OUA e OBC, vejamos,
u
1
=
|C −O|
v
⇔ |C −O| = u · v
Figura 7.11: Produto de módulos
Proposição 7.15. Sejam z1 e z2 dois números complexos construtíveis, então z1 · z2 é
construtível.
Demonstração. Dados dois números complexos construtíveis z1 = (u;α) e z2 = (v; β),
onde u e v são as normas e α e β são os argumentos de z1 e z2, respectivamente.
Vimos na Subseção 3.1.1, que o produto de números complexos é obtido através do
produto das normas e soma dos argumentos.
Agora, acompanhe na Figura 7.12, a reta f é a reta real do plano de Argand-Gauss.
Pelo que foi visto na Seção 7.3 sobre transporte de ângulos, podemos transportar o ângulo
α para a região externa ao ângulo β, de modo que, esteja com suporte na origem e na reta
que passa por z2 e pela origem. Calculamos o produto das normas u · v, como mostramos
CAPÍTULO 7. A CONSTRUBILIDADE NO PLANO COMPLEXO 83
f
u
v
w
Figura 7.12: z1 · z2
no Lema 7.14, e construimos uma circunferência c, centrada em (0, 0) com raio u · v. O
ponto de interseção de c com a outra semirreta suporte do ângulo transportado é o ponto
z3. Pelo parágrafo anterior z3 = z1 ·z2. E podemos concluir que o produto de dois números
complexos construtíveis é construtível.
Lema 7.16. Dados dois números complexos construtíveis z1 e z2 com |z1| = u e |z2| = v,
sendo z2 6= 0. O quociente de seus módulos u
v
é construtível.
Demonstração. Na Figura 7.13, traçamos a circunferência c1 de centro na origem O e raio
1. Uma dos pontos de interseção de c1 com a reta imaginária é o ponto (1, 0) = E.
Traçamos as circunferências c2 e c3 de centro em O e raio, respectivamente, v e u.
Um dos pontos de interseção de c2 com a reta real é o ponto (v, 0) = A e um dos
pontos de interseção de c3 com a reta real é o ponto (u, 0) = B.
Traçamos um segmento ligando (1, 0) = E a (v, 0) = A e, em seguida, construímos a
paralela f a este segmento passando por (u, 0) = B.
A interseção de f com a reta imaginária é o ponto C. Finalmente, |C −O| = u
v
. Isto
é válido devido a semelhança entre os triângulos OAE e OBC, vejamos,
1
v
=
|C −O|
u
⇔ |C −O| = u
v
Proposição 7.17. Sejam z1 e z2 dois números complexos construtíveis, então
z1
z2
é cons-
trutível.
Demonstração. Sejam dois números complexos construtíveis z1 = (u;α) e z2 = (v; β),
onde z2 6= 0, u e v são as normas e α e β são os argumentos de z1 e z2, respectivamente.
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Figura 7.13: Quociente de módulos
Vimos na Subseção 3.1.1, que o quociente de números complexos é obtido através do
quociente das normas e diferença dos argumentos.
Novamente, a reta f é a reta real do plano de Argand-Gauss. Notemos que na Figura
7.14, o ângulo α−β é precisamente o ângulo formado pelos segmentos de reta dos pontos
z1 e z2. Transportamos esse ângulo, de modo que ﬁque com reta suporte na reta f e
no sentido anti-horário, obtemos o ângulo γ da ﬁgura. Calculamos o quociente
u
v
, como
mostrado no Lema 7.16, e construímos uma circunferência c de centro em (0, 0) e raio
u
v
.
A interseção entre c e a outra semirreta suporte de γ é o ponto z3. Pelo parágrafo anterior,
z3 =
z1
z2
. E podemos concluir que o quociente de dois números complexos construtíveis, o
divisor não nulo, é construtível.
u
v
w
f
Figura 7.14:
z1
z2
Nesta seção mostramos que é possível com régua e compasso efetuar as operações de
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soma, subtração, produto e quociente (por número não nulo) de números construtíveis.
Diante disso, ao partirmos de c0 = {0, 1}, provamos que todos os números racionais são
construtíveis, e temos que Q ⊂ Cc.
Para garantirmos o tratamento do conjunto Cc como um corpo, provemos este fato.
Proposição 7.18. O conjunto Cc dos números construtíveis a partir de c0 = {0, 1} é um
subcorpo dos complexos.
Demonstração. Como os pontos de Cc estão no plano complexo, então Cc é um subcon-
junto de C. De 0 e 1 ∈ Cc temos que Cc 6= ∅ e, além disso, garantimos também o item
(i) da Proposição 4.7. Os itens (ii) e (iii) da mesma proposição são garantidos pelos
resultados desta seção, terminando a prova.
7.5 Módulo e Conjugado
Vamos mostrar mais construções possíveis que nos serão fundamentais na determina-
ção do corpo Cc.
Lema 7.19. Seja z = (u;α) construtível, então seu módulo u e seu conjugado z são
construtíveis.
Demonstração.
Dado um número z construtível. Traçamos a circunferência c de centro 0 passando
por z. A interseção entre c com a reta real é u.
Traçamos a circunferência d de centro em 1 passando por z. A interseção de c com d
são os pontos z e z.
Figura 7.15: Construção de conjugado
De fato, o ponto z na Figura 7.15, é realmente o conjugado de z, pois, sendo o ponto
A a interseção entre a reta real e a reta perpendicular a reta real passando por z, temos
que |z − A| = |z − A|.
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Lema 7.20. Dado um número real positivo u, construtível, então,
√
u é construtível.
Demonstração.
Traçamos uma circunferência c1, de centro em 0 passando por 1. Um dos pontos de
interseção de c com a reta real é o ponto: −1.
Determinamos o ponto médio M entre −1 e u.
Traçamos a circunferência c2 de centro em M passando por u. Um dos pontos de
interseção de c2 com a reta imaginária é o ponto C.
Finalmente, |C − 0| = √u. De fato, chamaremos de A o ponto −1 e de B o ponto u,
então o triângulo ACB é retângulo em C, pois o ângulo AĈB é inscrito em c2, portanto,
mede metade do ângulo central AM̂B = 180◦, detalhes sobre ângulos inscritos em [14].
Pelo fato de ACB ser retângulo em C, valem as relações trigonométricas num triângulo
retângulo, que também podem ser consultadas em [14]:
|C − 0|2 = 1 · u
|C − 0|2 = u
|C − 0| = √u
Figura 7.16: Raiz quadrada de módulo
7.6 Números x2 = z
Proposição 7.21. Seja z1 um número complexo construtível, então são construtíveis os
números x tais que x2 = z1.
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Demonstração. Dado um número complexo construtível: z1 = (u;α), onde u é a norma e
α é o argumento. Vimos na Subseção 3.1.2, quais os números x, tais que x2 = z1.
Pelo Lema 7.19, u é construtível. Pelo Lema 7.20,
√
u é construtível. Pelo Lema
7.11, a bissetriz de α é construtível. Traçamos uma circunferência c, com centro em 0 e
raio igual a
√
u. A interseção de c com a bissetriz de α são os pontos z2 e z3, que são
os números x procurados (notemos que o argumento de z3 é
α
2
+ 180◦, o que conﬁrma
nosso resultado). Desta forma, podemos concluir que os números x tais que x2 = z1 são
construtíveis.
f
g
u
Figura 7.17: z22 = z1 e z
2
3 = z1
7.7 Grau de um Número Construtível
Neste momento utilizaremos fortemente conceitos de extensões de corpos como auxílio
na busca da identiﬁcação do corpo Cc. Nesta seção denotaremos o conjunto ci({0, 1})
apresentado na cadeia (7.3) por Ci.
Proposição 7.22. Seja z ∈ Ci, então z ∈ Ci.
Demonstração.
É imediato. Visto que todos os Ci's são obtidos a partir do conjunto {0, 1}.
Já vimos que Cc é um subcorpo dos complexos que contém os racionais, ou seja,
Q ⊂ Cc ⊂ C. Assim um número construtível z pertencerá a um corpo da forma Q(Ci),
para algum i ∈ N. Para simpliﬁcar a notação, vamos denotar Q(Ci) por Ki.
A próxima proposição determina o grau de um elemento z ∈ Ci+1 sobre Ki.
Proposição 7.23. Seja z ∈ Ci+1, então [Ki(z) : Ki] 6 2.
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Demonstração. Pela deﬁnição de ponto simplesmente construtível, sabemos que z foi ob-
tido pela interseção entre duas retas, ou uma reta e uma circunferência, ou duas circunfe-
rência construídas a partir de pontos de Ci. Diante disso, naturalmente, temos três casos
a considerar.
As equações de retas e circunferências apresentadas aqui foram vistas na Seção 7.1.
i) (Interseção entre duas retas) Sejam r1 e r2 duas retas construídas a partir de pontos
de Ci tal que z ∈ (r1
⋂
r2). Então, z deve ser solução do seguinte sistema de equações:{
r1 : (x− a)(b− a)
(b− a) − (x− a) = 0
r2 : (x− c)(d− c)
(d− c) − (x− c) = 0
Onde a, b, c, d ∈ Ci. Subtraindo os termos da segunda igualdade da primeira, obtemos:
x
(
(b− a)
(b− a) −
(d− c)
(d− c)
)
− a(b− a)
(b− a) + c
(d− c)
(d− c) + a− c = 0
Que é uma equação da forma
αx− β = 0
com α, β ∈ Ki. Pelo Corolário 7.2, temos que α 6= 0.
Portanto, z é raiz de uma equação polinomial de grau 1 com coeﬁcientes em Ki, logo,
z ∈ Ki e [Ki(z) : Ki] = 1;
ii) (Interseção entre uma reta e uma circunferência) Sejam r uma reta e c uma circun-
ferência construídas a partir de pontos de Ci. Suponha que z ∈ (r
⋂
c), então z deve
ser solução do seguinte sistema de equações:{
r : (x− a)(b− a)
(b− a) − (x− a) = 0
c : (x− c) · (x− c)− (d− e)(d− e) = 0
Onde a, b, c, d e e ∈ Ci. Isolando o x na primeira equação obtemos
x = (x− a)(b− a)
(b− a) + a
Substituindo o x na segunda equação obtemos:
(x− c) ·
(
(x− a)(b− a)
(b− a) + a− c
)
− (d− e)(d− e) = 0
Que desenvolvendo chegamos a uma equação da forma:
αx2 + βx+ γ = 0
Onde α, β, γ ∈ Ki e α = (b− a)
(b− a) 6= 0, pois b 6= a, uma vez que são os pontos que
determinam a reta r. Dessa forma, z é um zero de um polinômio p(x) ∈ Ki[x] de
grau 2. Pela Proposição 5.7, o polinômio minimal de z sobre Ki divide p(x). Logo,
[Ki(z) : Ki] 6 2;
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iii) (Interseção entre duas circunferências) Sejam c1 e c2 circunferências não-concêntricas
construídas a partir de pontos de Ci, tal que z ∈ (c1
⋂
c2). Então, z é solução do
seguinte sistema de equações:
{
c1 : (x− a) · (x− a)− (d− e)(d− e) = 0
c2 : (x− b) · (x− b)− (f − g)(f − g) = 0
Onde a, b, d, e, f, g ∈ Ci.
Vamos reescrever as equações acima da seguinte forma:
{
x− a = (d− e)(d− e)
(x− a)
x− b = (f − g)(f − g)
(x− b)
Subtraindo os termos da segunda igualdade da primeira, obtemos:
−a+ b = (d− e)(d− e)
x− a −
(f − g)(f − g)
x− b
Que é uma equação que não depende de x. Desenvolvendo, obtemos uma equação da
forma
αx2 + βx+ γ = 0
Onde α, β, γ ∈ Ki e α = −a + b 6= 0, pois as circunferências não são concêntricas.
Portanto, de forma análoga ao item ii), obtemos [Ki(z) : Ki] 6 2.
De posse da proposição anterior podemos demonstrar o seguinte teorema:
Teorema 7.24. Se z ∈ Cc, então existe uma cadeia ﬁnita Q ⊂ K1 ⊂ K2 ⊂ · · · ⊂ Kn
de subcorpos dos complexos, tais que z ∈ Kn e [Ki : Ki−1] = 2, com i ∈ {1, 2, . . . , n}. E
assim, [Q(z) : Q] = 2m para algum m ∈ N.
Demonstração.
Sendo z ∈ Cc, pela Deﬁnição 7.9, z ∈ Cn para algum n ∈ N. Faremos a demonstração
por indução em n.
Seja z ∈ C1, então pela proposição anterior o grau da extensão Q(z)|Q é 1 ou 2,
portanto [Q(z) : Q] é uma potência de 2 e o teorema é válido para n = 1.
Suponha que o teorema é válido para n = k para algum k > 1.
Seja z ∈ Ck+1, então z é construído a partir de duas retas ou uma reta e uma cir-
cunferência ou duas circunferências, onde essa(s) reta(s) e/ou circunferência(s) são cons-
truídas a partir de pontos de um conjunto ﬁnito {a1, a2, . . . , as} ⊂ Ck. Note que esse
conjunto precisa ter no máximo 6 pontos. Por hipótese de indução, [Q[ai] : Q] é uma
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potência de 2 para todo 1 6 i 6 s. Então, [Q[a1, a2, . . . , as] : Q] é uma potência de 2.
Note que z é construído a partir de pontos da extensão [Q[a1, a2, . . . , as] : Q]. Portanto,
[Q(z) : Q[a1, a2, . . . , as]] 6 2 pela proposição anterior.
Logo, pelo Teorema 5.11 (Teorema da Torre):
[Q(z) : Q] = [Q(z) : Q[a1, a2, . . . , as]] · [Q[a1, a2, . . . , as] : Q]
Portanto, [Q(z) : Q] é uma potência de 2 para todo z ∈ Cc.
Teorema 7.25. Se K|Q é uma extensão normal com [K : Q] = 2n, n ∈ N. Então,
K ⊆ Cc.
Demonstração.
Faremos por indução em n.
Para n = 0 é válido trivialmente, pois, neste caso K = Q e, como sabemos, Q ⊆ Cc.
Agora, suponha que o teorema seja válido para n = k para algum k > 0.
Seja uma extensão K|Q normal com [K : Q] = 2k+1 e seja Γ(K|Q) seu Grupo de Galois.
Pelo item 1 do Teorema 6.29, |Γ(K|Q)| = [K : Q] = 2k+1.
Pelo Teorema de Lagrange 2.14, qualquer subgrupo de Γ(K|Q) tem ordem que divide
2k+1. Pela Proposição 2.22, o centro de Γ(K|Q) tem ordem 2j onde 1 6 j 6 k + 1. Pelo
item iii) do Exemplo 2.16, qualquer subgrupo do centro de Γ(K|Q) é normal em relação
a Γ(K|Q). Pela Proposição 2.21, existe um subgrupo H do centro de Γ(K|Q) de ordem 2.
Pelo Teorema 6.29, existe uma extensão M|Q normal associada a H e
[M : Q] =
|Γ(K|Q)|
|H| =
2k+1
2
= 2k
Pela hipótese de indução M ⊂ Cc. Agora, pelo Teorema 5.11 (Teorema da Torre)
[K : Q] = [K : M] · [M : Q]
2k+1 = [K : M] · 2k
Assim, [K : M] = 2 que, pela Proposição 5.17, por ser uma extensão ﬁnita é algébrica.
Pelo Teorema do Elemento Primitivo 5.19, existe β ∈ C tal que K = M(β), onde β tem
grau 2 sobre M, ou seja, β é raiz de um polinômio minimal de grau 2 sobre M. Seja
m(x) = pmin(β,M), onde m(x) = x2 + ax+ b com a, b ∈M. Tomemos γ = β + a
2
, temos
que γ2 = −b + a
2
4
, logo, γ ∈ M e K = M(γ). Pela Proposição 7.21, γ ∈ Cc. Como já
vimos que M ⊂ Cc e K = M(γ), então K ⊂ Cc.
Corolário 7.26. Seja z ∈ C um elemento de uma extensão normal K|Q tal que [K : Q] =
2n, n ∈ N, então z é construtível.
Demonstração. Imediato do teorema acima, pois z pertence a uma extensão onde todos
os pontos são construtíveis.
Capítulo 8
Polígonos Regulares Construtíveis
Neste capítulo, de posse dos resultados apresentados no capítulo anterior sobre cons-
trutibilidade, apresentamos um belíssimo teorema, devido a Gauss, que caracteriza os
polígonos regulares construtíveis com régua e compasso.
Proposição 8.1. As raízes de xn − 1 quando marcadas no plano complexo formam os
vértices de um polígono regular de n lados inscrito num círculo unitário.
Demonstração. Vimos a descrição das raízes n-ésimas da unidade na Subseção 3.1.3, que
reescrevendo-as na forma polar temos
(
1;
2kpi
n
)
, com 0 6 k 6 n− 1. Obviamente todas
as raízes tem módulo 1 o que garante que estão todas no círculo unitário. Notamos que
a diferença dos argumentos de duas raízes consecutivas é igual a
2kpi
n
− 2(k − 1)pi
n
=
2pi
n
,
o que mostra que as raízes estão igualmente espaçadas no círculo unitário, comprovando
que elas realmente são os vértices de um n-ágono regular inscrito no círculo unitário.
Proposição 8.2. Seja n ∈ N, n > 3. Um n-ágono regular é construtível se, e somente
se, uma n-ésima raiz primitiva da unidade é construtível.
Demonstração.
⇒) Seja um n-ágono construtível. Se o considerarmos no plano complexo e utilizarmos
uma unidade de medida de forma que ele esteja inscrito na circunferência unitária com
centro 0, com um dos vértices sobre o ponto 1, pela Proposição 8.1, todas as raízes n-
ésimas primitivas da unidade são construtíveis.
⇐) Seja ζ uma raiz n-ésima primitiva da unidade construtível. Vimos na Subseção
3.1.3, que uma raíz primitiva da unidade gera Un = {ζ, ζ2, . . . , ζn−1, ζn = 1}, por potenci-
ação, operação que, como já vimos, é possível efetuar com régua e compasso. Novamente,
pela Proposição 8.1, Un são os vértices do n-ágono, provando sua construtibilidade.
Proposição 8.3. Se r, s ∈ N são tais que mdc (r, s) = 1, se o r-ágono e o s-ágono
regulares são construtíveis, então o rs-ágono regular é construtível.
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Demonstração. Visto que mdc (r, s) = 1, existem a, b ∈ Z tais que ar + bs = 1. Multipli-
cando esta última equação por
2pi
rs
obtemos
a
2pi
s
+ b
2pi
r
=
2pi
rs
Com isso, chegamos que o ângulo
2pi
rs
pode ser obtido como combinação linear com coeﬁ-
cientes inteiros entre os ângulos
2pi
s
e
2pi
r
. Ou seja, podemos obter o ângulo
2pi
rs
através de
operações de somas e subtrações entre os ângulos
2pi
s
e
2pi
r
(que, como vimos, são possíveis
com régua e compasso), os quais, por hipótese, são construtíveis.
Proposição 8.4. O 2n-ágono regular é construtível, para todo n ∈ N tal que n > 2.
Demonstração.
Por indução. Para n = 2 mostremos que o quadrado é construtível.
Dado um segmento AB. Traçamos as circunferências c1 e c2 de centros em A e B, res-
pectivamente, e raio |A−B|. Traçamos a reta r, determinada pelos pontos de intercessão
entre as circunferências c1 e c2. A reta r intersecta o segmento AB em seu ponto médio
C. Traçamos a circunferência c3 de centro C e raio |C − A|. A reta r intersecta c3 nos
pontos D e E. O quadrado é determinado traçando os segmentos: BD,DA,AE e EB.
Figura 8.1: Quadrado
Supondo que o resultado é válido para um n > 2, mostraremos ser válido para n+ 1.
Seja um 2n-ágono construtível. Pelo visto na Seção 7.3, podemos fazer a bissecção de
qualquer ângulo. Então, fazemos a bissecção dos ângulos centrais do 2n-ágono. Os vértices
do 2n-ágono mais os pontos de intercessão entre a circunferência que circunscreve este
polígono e as bissetrizes seus ângulos centrais formam os vértices do 2n+1-ágono.
Antes do resultado principal do capítulo, precisamos de um resultado importante de
Aritmética:
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Proposição 8.5. Seja p ∈ N tal que p = 2n + 1. Se p é primo, então n = 2r para algum
r ∈ N.
Demonstração.
Supondo, por absurdo, que n tivesse algum fator ímpar em sua decomposição, digamos
j, e com isso, teríamos n = aj com a ∈ N, e j ímpar. Logo,
p = 2n + 1 = 2aj + 1 = (2a)j + 1
Agora, pela Proposição 1.2, temos,
p = (2a)j + 1 = (2a + 1)((2a)j−1 − (2a)j−2 + (2a)j−3 −+ · · · − (2a) + 1)
Desta forma, teríamos p divisível por (2a + 1), um absurdo, pois p é primo.
Os números naturais Fn = 22
n
+1 são chamados de números de Fermat. Esses números
nem sempre são primos, conforme conjecturou Fermat, veja [6]. Quando um número de
Fermat é primo chamamos ele de Primo de Fermat. Os números F0 = 3, F1 = 5, F2 =
17, F3 = 257, F4 = 65537 são primos. Euler mostrou que F5 = 4.294.967.297 é divisível
por 641.
Até a atualidade sabe-se que Fn é composto, para 5 6 n 6 32 e, não se tem conhe-
cimento de nenhum primo de Fermat além de F0, F1, F2, F3, F4, mais informações sobre
essa pesquisa em [3].
Teorema 8.6. (Gauss) Seja n um número natural. Podemos construir um polígono regu-
lar de n lados com régua e compasso se, e somente se, n = 2k ou n = 2kp0p1 . . . ps, onde
k, s ∈ Z+, e p0, p1, . . . , ps são Primo de Fermat distintos.
Demonstração.
⇒)
Seja um n-ágono regular construtível. Pelo Teorema 1.1 (Teorema Fundamental da
Aritmética), n = 2kpm00 p
m1
1 . . . p
ms
s onde k,m0,m1, . . . ,ms ∈ Z+ e p0, p1, . . . , ps são primos
ímpares. Da Deﬁnição 1.6 (Função Phi de Euler) e de suas propriedades elencadas nas
Proposições 1.7 e 1.10,
ϕ(n) = ϕ(2kpm00 p
m1
1 . . . p
ms
s )
= ϕ(2k)ϕ(pm00 )ϕ(p
m1
1 ) . . . ϕ(p
ms
s )
= 2k−1(p0 − 1)(pm0−10 )(p1 − 1)(pm1−11 ) . . . (ps − 1)(pms−1s )
(8.1)
Por outro lado, pela Proposição 8.2, uma vez que o n-ágono regular é construtível,
então, uma raiz n-ésima primitiva da unidade ζ é construtível. Pela Proposição 6.37,
[Q(ζ) : Q] = ϕ(n). Pelo Teorema 7.24, [Q(ζ) : Q] = 2r para algum r ∈ Z+. Logo,
ϕ(n) = 2k−1(p0 − 1)(pm0−10 )(p1 − 1)(pm1−11 ) . . . (ps − 1)(pms−1s ) = 2r
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E assim, para todo 0 6 i 6 s, temos pi − 1 = 2ti para algum ti ∈ Z+ e mi = 1.
Como pi − 1 = 2ti , logo pi = 2ti + 1.
Portanto, temos n = 2kp0p1 . . . ps. Pela Proposição 8.5, ti é uma potência de 2 para
todo 1 6 i 6 s. Portanto, pi = 22
ri + 1, com ri ∈ Z+.
⇐)
Se n = 2k, pela Proposição 8.4, o 2k-ágono regular é construtível.
Seja pi = 22
ri + 1 um Primo de Fermat e ζpi uma pi-ésima raiz primitiva da unidade
em C. Pela Proposição 6.21, Q(ζpi) é o corpo de decomposição do polinômio xpi−1. Pela
Proposição 6.11, Q(ζpi)|Q é uma extensão normal e, pelo Teorema 6.37, temos:
[Q(ζpi) : Q] = ϕ(pi) = pi − 1 = (22
ri + 1)− 1 = 22ri
Diante disso, pelo Corolário 7.26, ζpi é construtível. Portanto, pela Proposição 8.2, todos
os pi-ágonos regulares são construtíveis.
Se n = 2kp0p1 . . . ps, onde k, s ∈ Z+, e p0, p1, . . . , ps são Primos de Fermat distintos,
então, pela Proposição 8.3, temos que o n-ágono é construtível e ﬁnalizamos a demons-
tração.
Capítulo 9
Os Três Problemas Gregos Clássicos
Dedicamos este capítulo ao tratamento dos três problemas clássicos gregos, onde ve-
remos que diante de todos os resultados apresentados e de todo o desdobramento feito da
teoria, estamos em condições de se debruçarmos sobre as provas das impossibilidades das
resoluções de tais problemas.
Os resultados que apresentaremos reforçam que as teorias trabalhadas aqui servem
para responder muitas perguntas sobre questões de possibilidades e impossibilidades geo-
métricas.
9.1 Duplicação do Cubo
Dado um cubo de aresta qualquer a e assim volume a3, podemos construir um cubo
com o dobro de seu volume, portanto 2a3?
 
Figura 9.1: Duplicação do Cubo
Se isto fosse possível então poderíamos duplicar o cubo de aresta a = 1.
Tomemos um cubo de aresta medido 1, seu volume é 13 = 1. Se pudéssemos construir
um cubo com o dobro do seu volume, este cubo teria volume v = 2 · 1 = 2 e sua aresta α
seria tal que α3 = 2.
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Agora tomemos o polinômio p(x) = x3 − 2 pertencente a Q[x]. Temos que p(α) = 0
e, pelo Exemplo 4.23, p(x) é irredutível sobre racionais, logo, pela Proposição 5.8, p(x) =
pmin(α,Q). E assim, pela Proposição 5.16, [Q(α) : Q] = ∂p(x) = 3. E então, α pertence
a uma extensão Q(α) de grau 3 sobre racionais que, obviamente não é uma potência de 2
e assim, pelo Teorema 7.24, α não é construtível.
9.2 Trissecção do Ângulo
Dado um ângulo de medida qualquer θ podemos construir o ângulo de medida
θ
3
?
Figura 9.2: Trissecção do Ângulo
Se isso fosse possível, poderíamos fazer a trissecção do ângulo θ = 60◦, que é o mesmo
que construir o ângulo de
θ
3
= 20◦. É através destes valores que provaremos esta impos-
sibilidade.
Primeiramente vejamos três informações que utilizaremos:
i - Notemos, na Figura 9.3, (onde temos um ângulo µ inscrito no círculo unitário), que
construir um ângulo µ é equivalente a construir o cosµ:
ii - Temos como válida a seguinte identidade trigonométrica, que pode ser facilmente
veriﬁcada utilizando a relação trigonométrica fundamental cos2 θ + sen2 θ = 1:
cos (3θ) = 4 cos3 θ − 3 cos θ
iii - Relembremos que cos 60◦ =
1
2
.
Dito isto, voltemos ao nosso contra-exemplo, onde aplicaremos estes resultados:
Se fosse construtível o ângulo
θ
3
= 20◦, teríamos que cos 20◦ seria construtível e,
naturalmente, 2 cos 20◦ também seria. Só que, pela identidade acima,
cos 60◦ = 4 cos3 20◦ − 3 cos 20◦
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Figura 9.3: Equivalência entre construção de ângulo e seu cosseno.
E assim, 4 cos3 20◦ − 3 cos 20◦ = 1
2
.
Fazendo 2 cos 20◦ = γ, descobrimos que γ é raiz do polinômio q(x) = x3 − 3x − 1.
E mais, pelo Exemplo 4.27, temos que q(x) é irredutível sobre racionais. Portanto, pela
Proposição 5.8, q(x) = pmin(γ,Q). Com isso, pela Proposição 5.16, [Q[γ] : Q] = ∂q(x) = 3
e, com ﬁnal semelhante à duplicação do cubo, podemos concluir pela impossibilidade da
trissecção do ângulo.
9.3 Quadratura do Círculo
Dado um círculo de área igual a um A qualquer, ou seja, sua área é pi · r2 = A, onde
r é o raio deste círculo, podemos construir um quadrado de área igual a A?
Figura 9.4: Quadratura do Círculo
Se isto fosse possível, poderíamos quadrar um circulo de raio 1, e assim de área
A = pi · 12 = pi. E mais, esse quadrado teria como lado β tal que β · β = β2 = pi. E com
isso, pi seria construtível e desta forma algébrico, um absurdo, uma vez que, pelo item
(iii) do Exemplo 5.4, pi é transcendente.
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