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Sommario
Nel presente lavoro si è sviluppato un codice bidimensionale assialsimmetrico per la
valutazione del comportamento del plasma all’interno della camera accelerativa di un
propulsore MPD con campo magnetico indotto. Si è utilizzato uno schema ibrido per lo
studio delle caratteristiche del plasma: le particelle pesanti sono trattate attraverso un
algoritmo PIC, mentre gli elettroni sono determinati attraverso uno schema
fluidodinamico. Si sono inoltre simulati i fenomeni collisionali fra elettroni e ioni.
Durante la realizzazione del modello, si è voluta porre l’attenzione principalmente sul
calcolo del campo Elettromagnetico attraverso le equazioni di Maxwell e la legge di
Ohm, ritenendo che i campi magnetici indotti dalle correnti siano fondamentali per un
adeguato approccio al problema dell’accelerazione. Un’appropriata trattazione ha
richiesto la soluzione delle equazioni complete dell’elettromagnetismo, trascurando
solamente la corrente di spostamento. Si sono riportati i risultati ottenuti durante le
simulazioni, che risultano in linea con i dati sperimentali disponibili e con i risultati che
si ottengono da una trattazione analitica semplificata.
Abstract
In the present work a bidimensional axisimmetric code has been developed to evaluate
the behaviour of a plasma within the acceleration channel of a MPD thruster with self-
induced magnetic field. This code uses a hybrid scheme to study the plasma
characteristics: heavy particles are treated through a PIC algorithm, while electrons are
determined through a fluiddynamic scheme. Moreover the collision process between
ions and electrons are simulated. It’s been intentional to mainly look out, during the
realization of the model, the solution of Maxwell equations and Ohm’s law, thinking
that the induced magnetic field was fundamental for a good approach to the
electromagnetic acceleration problem. An appropriated analysis has demanded the
solution of the complete electromagnetism equations, except for the displacement
current term that has been neglected. Results obtained during the simulations are
reported; they seemed to reflect the thruster laboratory experience behaviour and the
results obtained through simplified analytical model.
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1.1 Sistemi di propulsione a razzo
I sistemi di propulsione a razzo possono essere classificati in due categorie. Nella prima
sono compresi i vettori chimici che posseggono dei rapporti spinta/peso maggiori di
uno. Il loro compito è quello di fornire l’energia necessaria per vincere il campo
gravitazionale terrestre. Ad esempio, un vettore lanciato da Cape Canaveral deve poter
accelerare gli stadi superiori alla velocità orbitale di parcheggio di 7.8 [km/s] e ad una
quota di 185 [km], il tutto in un tempo assai breve. Nella seconda categoria sono
compresi i dispositivi distinti da rapporti spinta/peso notevolmente inferiori all’unità.
Rientrano in questa categoria i generatori di spinta ad energia elettrotermica,
elettrostatica ed elettromagnetica.
Questi motori sono particolarmente adatti per il cambiamento di orbita, per il controllo
dell’assetto dei veicoli spaziali e dei satelliti, ed in generale per la locomozione a partire
da una piattaforma spaziale. I propulsori elettrici trovano nello spazio la loro migliore
applicazione ogni qualvolta si abbia bisogno di basse spinte funzionanti per periodi di
tempo abbastanza lunghi. L’impiego tipico dei propulsori elettrici va dal puntamento
fine, il sollevamento ed il mantenimento orbitale di satelliti, fino a missioni di
trasferimento interplanetario di sonde scientifiche e grossi veicoli spaziali. In queste
applicazioni i motori elettrici consentono di aumentare la parte riservata al carico utile.





1.2 Ruolo della propulsione al plasma
Sicuramente la più grande conquista tecnologica in ambito spaziale nel ventesimo
secolo è stata la missione Apollo della NASA che ha portato con successo l’uomo sulla
luna facendolo tornare sulla terra in modo sicuro. Nonostante questo, come si può
osservare in fig. 1.1, solo il 3% della massa totale del vettore (circa 2.780.000 [kg]) era
carico utile. La percentuale restante era costituita dal propellente (~91%) ed in minima
parte dalle strutture (~6%). La ragione per una così grande frazione di propellente è
chiara dall’equazione del razzo derivata da Tsiolkovsky nel 1903.
Poiché un veicolo con propulsione a razzo ottiene la sua accelerazione dalla massa di
propellente, la sua equazione di moto deriva direttamente dalla conservazione della
quantità di moto del veicolo spaziale e del suo flusso di scarico:
dove m è la massa del veicolo ad un dato istante, dv/dt è il suo vettore di accelerazione,
ve è il vettore di velocità del getto di scarico rispetto al veicolo, e dm/dt è il rateo di
variazione nel tempo della massa del veicolo spaziale dovuta all’espulsione di massa del
propellente. Il prodotto dm/dt ve rappresenta la spinta del razzo, T, e può essere trattata
come una forza esterna applicata al veicolo. Il suo integrale nel tempo è l’impulso totale
I, e il rapporto di T rispetto alla portata in peso, è stato storicamente denominato come
impulso specifico:
Se è costante per un certo periodo di tempo di spinta, il veicolo spaziale acquisisce un
incremento nella sua velocità pari a che dipende linearmente da e in modo logaritmico
dalla massa complessiva di propellente consumata:
dove m0 e mf sono la massa totale del veicolo all’inizio e alla fine del periodo
accelerativo. La (1.3) è la nota formula di Tsiolkovsky, da cui si ricava:
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in cui mprop = m0 – mf è la massa di propellente espulsa.
Nonostante i progressi nelle ricerche sulla combustione, le velocità di scarico più alte
per un sistema a propulsione chimica (da 3600 [m/s] s.l.m. a 4500 [m/s] alta quota per
lo Space Shuttle Main Engine) sono sempre inadeguate per la maggior parte delle
missioni di interesse che si devono svolgere nello spazio profondo.
I sistemi di propulsione chimica hanno un limite intrinseco al poter sviluppare più
elevate velocità di scarico che è dato dall’energia chimica contenuta nella massa di
propellente, e un limite tecnologico, che è dato dalle limitazioni nella massima
temperatura che è possibile sviluppare in camera di combustione per evitare eccessivi
scambi di calore con le pareti e quindi il loro cedimento strutturale. Entrambe queste
limitazioni possono essere superate tramite l’uso della propulsione elettrica come si può
osservare in fig. 1.1.
Fig. 1.1: velocità di scarico in funzione delle accelerazioni tipiche di un velivolo spaziale.
L’attrattiva maggiore della propulsione elettrica è che il consumo di propellente può
essere molto ridotto. Infatti, in teoria, si può aggiungere tutta l’energia elettrica che si














vuole alla massa di propellente che si desidera accelerare. In altri termini, l’impulso
specifico non ha un limite superiore come nella propulsione chimica (circa 500 [s]) e la
sorgente di energia per la propulsione elettrica può essere accessibile o dallo spazio
(energia solare), oppure portata dalla terra sotto forma di energia nucleare la cui densità
di energia (kWh/kg) è diversi ordini di grandezza maggiore di quella di un propellente
chimico.
Possono individuarsi due modi distinti di utilizzare la potenza elettrica per accelerare il
propellente:
• Riscaldando la massa del propellente localmente.
• Accelerando il propellente tramite l’applicazione di forze di massa.
Il primo modo può essere spiegato considerando la potenza elettrica che può essere
trasferita al plasma; moltiplicando scalarmene la legge di Ohm generalizzata per la
densità di corrente nel plasma si ha :
dove σ è la conducibilità elettrica del plasma. Rendendo massimo il primo termine, il
riscaldamento Ohmico del plasma, la potenza elettrica può essere utilizzata per
aumentare l’entalpia del propellente. L’entalpia può essere convertita in energia cinetica
utile per la spinta tramite un ugello come avviene in un propulsore chimico. Questo
meccanismo di accelerazione è tipico dei propulsori elettrotermici, come gli arcogetti, i
resistogetti.
Il secondo metodo di accelerare il plasma consiste nell’applicazione diretta di forze di
massa. Questo può essere ottenuto tramite forze elettriche e magnetiche applicate ad un
gas ionizzato; la forza per unità di volume si può scrivere in questa forma:
Dall’equazione (1.6) possono identificarsi due modi di applicare le forze di massa. Il
primo termine è la forza di massa dovuta alla presenza di un campo elettrico esterno E.
Questo è il meccanismo di accelerazione dei propulsori elettrostatici come i propulsori a
ioni e i propulsori ad emissione di campo. Nel caso in cui il primo termine possa essere
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considerato trascurabile nei confronti del secondo, il meccanismo di accelerazione è
affidato alle forze di massa elettromagnetiche. I motori che tipicamente utilizzano
questo tipo di meccanismo accelerativo sono i propulsori elettromagnetici come i
propulsori magnetoidrodinamici e propulsori ad effetto Hall. L’energia spesa in questo
processo è data dal secondo termine della (1.5). In fig. 1.1 sono messe a confronto le
caratteristiche di alcuni sistemi di propulsione elettrica (motori elettrostatici,
elettromegnetici, resistogetti e arcogetti) con altri sistemi di propulsione. I vantaggi
della propulsione elettrica sono immediatamente riconoscibili come del resto le sue due
maggiori limitazioni. Per prima cosa si osserva che l’energia necessaria al loro
funzionamento richiede la presenza a bordo del veicolo di un sistema di potenza
elettrica. Il problema quindi si riduce a quello di minimizzare il rapporto tra la massa
del sistema di accumulo di energia e la massa del propellente. Come si può osservare
dall’equazione (1.4), la quantità di massa di propellente richiesta dalla missione
decresce aumentando la velocità di scarico ve.
Dalla fig. 1.2 si osserva che la velocità di scarico, ovvero l’impulso specifico, non potrà
essere aumentato a piacere (la propulsione elettrica in teoria consente di farlo), ma avrà
un valore di ottimo che consente di minimizzare la massa di propellente e allo stesso
tempo la massa del sistema di generazione e condizionamento di potenza. Una seconda
osservazione della fig.1.1 mostra che i sistemi di propulsione elettrica hanno un limite
intrinseco alla spinta che possono generare in quanto attualmente non è praticamente
possibile fornire potenza elettrica con gli stessi ordini di grandezza disponibili con una
reazione chimica, salvo che non venga utilizzata l’energia nucleare. Allora, in assenza
di entità enormi di energia elettrica, i sistemi di propulsione elettrica non risultano adatti
a vincere forti campi gravitazionali come, ad esempio, quello della terra; sono invece
molto adatti per tutte quelle missioni dove la spinta istantanea richiesta è piccola, ma
l’impulso totale richiesto è grande.





Fig. 1.2: massa totale in funzione dell’impulso specifico.
In fig. 1.3 sono riportate le regioni tipiche di applicazione di alcuni sistemi di
propulsione elettrica.
Fig. 1.3: regioni di applicazione di differenti sistemi di propulsione elettrica in funzione di potenza
richiesta e impulso specifico.





1.3 La propulsione elettrotermica
La propulsione elettrotermica comprende tutte le tecniche per mezzo delle quali tutto il
propellente è elettricamente riscaldato e poi espanso attraverso un opportuno ugello per
convertire la sua energia termica in energia cinetica. Tre sottoclassi di questa famiglia
possono essere distinte in base ai dettagli fisici di riscaldamento del propellente:
1. Resistogetti, nei quali il calore è trasferito al propellente da una superficie solida,
come le pareti della camera o una resistenza elettrica, (fig. 1.4).
2. Arcogetti, nei quali il propellente è riscaldato da un arco elettrico guidato dentro esso,
(fig. 1.5).
3. Sistemi a riscaldamento induttivo e radiativi, nei quali si riscalda il propellente per
mezzo di radiazioni ad alta frequenza.
Ciascuna di queste strategie riduce le limitazioni intrinseche dei razzi chimici nel senso
che il tipo di propellente può essere scelto per le sue favorevoli proprietà fisiche
indipendentemente dalla chimica della combustione Tuttavia, i vincoli dati dal
trasferimento di calore alle pareti e le perdite del flusso congelato (perdite dovute
all’energia non recuperata, “congelata”, nei modi interni e nella
dissociazione delle molecole) sono presenti anche in questa classe di propulsori. Nel
complesso la prestazione di un propulsore elettrotermico può essere prevista per mezzo
di considerazioni energetiche unidimensionali che limitano la velocità di scarico del
flusso dalla velocità di scarico di un ugello completamente espanso cioè:
dove cp è il calore specifico a pressione costante per unità di massa del propellente e Tc
è la massima temperatura tollerabile in camera. I propellenti che hanno un peso
molecolare più basso sono quindi preferibili; l’idrogeno può apparire a prima vista il
propellente ottimale, ma nella pratica le difficoltà di immagazzinamento e la tendenza a
raffreddare il flusso lo rendono meno allettante. Comunemente vengono utilizzati gas
molecolari più complessi come l’ammoniaca e l’idrazina che, nella camera del
propulsore, dissociano completamente in una miscela di gas con basso peso molecolare
e alto calore specifico. Tuttavia, anche in questi casi, la cinetica di flusso congelato
nell’ugello rimane un fenomeno da considerare per la prestazione finale del propulsore.
(1.7)                                                     T2c   v cpe ≤





Fig. 1.4: disegno schematico di un resistogetto.
Fig. 1.5: disegno schematico di un arcogetto.





1.4 La propulsione elettrostatica
Le limitazioni termiche che si riscontrano nei processi accelerativi elettrotermici
influenzano negativamente la velocità di scarico e il tempo di vita del propulsore e
possono essere superate se il propellente è direttamente accelerato da una forza di massa
esterna. Il più semplice di tali sistemi, a livello concettuale, è il motore a ioni, nel quale
un fascio di ioni atomici è accelerato da un appropriato campo elettrico e
successivamente neutralizzato da un uguale flusso di elettroni liberi. Gli elementi
essenziali di un tale propulsore sono schematizzati in fig. 1.6, dove un fascio non
collisionale di ioni atomici positivi, liberati da una sorgente, è accelerato da un campo
elettrostatico stabilito tra la sorgente superficiale e una griglia permeabile. A valle di
questa regione, gli elettroni provenienti da un’altra sorgente si uniscono al fascio di ioni
per produrre una corrente neutra che esce dall’acceleratore ad una velocità determinata
non solo dalla caduta netta di potenziale tra la sorgente di ioni e il piano di effettiva
neutralizzazione ma anche dal rapporto carica-massa della specie ionica impiegata.
Fig. 1.6: disegno schematico di un propulsore a ioni.
Un rapido calcolo, basato su dimensioni ragionevoli degli elettrodi, su voltaggi
agevolmente applicabili e su rapporti carica-massa disponibili, indica che le velocità di
scarico ottenibili sono estremamente alte, ben superiori a 105 [m/s]. In realtà, data la
penalizzazione di massa del sistema di potenza, che è proporzionale alla velocità di





scarico, questi sistemi tendono a ottimizzare il loro rendimento di spinta ad una velocità
di scarico troppo alta per la maggior parte delle missioni spaziali nelle vicinanze della
terra o interplanetarie. Senza considerare la particolare configurazione degli elettrodi e
la scelta del propellente utilizzato, i propulsori di questa classe hanno un grosso
svantaggio in quanto sono limitati nella densità di spinta ottenibile a causa della
distorsione del campo elettrico prodotta dalla distribuzione di carica spaziale. Si
dimostra che la massima densità di corrente ionica che può essere sostenuta in uno
schema accelerativo unidimensionale del tipo di fig. 1.6 con una distanza tra gli
elettrodi pari a d e un potenziale applicato V è:
dove ε è la permittività dielettrica e q/M è il rapporto carica-massa ionica. Da qui segue
che la massima densità di spinta del fascio emesso dipende solo da V/d :
(dove A è l’area delle getto di scarico), mentre la velocità di scarico corrispondente
dipende solo da q/M e da V:
Utilizzando valori tipici per V, d e q/M, le precedenti relazioni forniscono delle densità
di spinta e delle densità di potenza piuttosto piccole, rispettivamente dell’ordine di
pochi newton per metro quadro e 105 [W] per metro quadro, nella migliore delle ipotesi.
L’aspetto positivo di questi motori sta nel fatto che il rendimento di spinta è
essenzialmente limitato solo dal costo energetico necessario per la produzione degli
ioni, il quale è una piccola frazione della loro energia cinetica di scarico.
L’ottimizzazione del sistema, quindi, coinvolge complessi compromessi tra la velocità
di scarico, la densità di spinta, il rendimento e la massa specifica del sistema di potenza,
per ogni missione considerata.




















































L’interesse per questa categoria di propulsori risiede principalmente nella loro maturità.
Hanno dimostrato lunga durata (>20.000 ore), una relativamente ridotta divergenza del
fascio di ioni (<20°), elevata efficienza (65%) con velocità di scarico utili dell’ordine di
30000 [m/s] e potenze impiegate comprese tra 200 e 4000 [W]. Questi vantaggi sono in
una certa misura ridotti da una bassa densità di spinta, complessità del sistema della
sorgente di ioni, del sistema di griglie acceleratrici, voltaggi elevati che si traducono in
una penalizzazione in termini di peso del sistema di generazione di potenza (10
[kg/kW]). Da un punto di vista applicativo solo alcuni tipi di propulsore hanno
interesse. La loro distinzione risiede nel differente sistema di produzione di ioni. Si
hanno così i propulsori a bombardamento elettronico in cui ioni positivi sono ottenuti
dal bombardamento di un gas propellente, come Xenon o Mercurio, da parte di elettroni
emessi per effetto termoionico da catodi incandescenti (fig. 1.7); tali ioni sono
successivamente accelerati da un campo di forza elettrostatico generando la spinta; le
velocità di scarico che si raggiungono sono dell’ordine di 30000÷45000 [m/s].
Fig. 1.7: disegno schematico di un propulsore a ioni.
Altri sistemi sono i propulsori a ioni a radiofrequenza (RF) in cui gli ioni sono creati in
una camera di scarica isolante, generalmente quarzo o allumina, attraverso l’eccitazione
con radiofrequenze di elettroni liberi nel propellente gassoso utilizzato. Solitamente
vengono utilizzati gas nobili e pesanti come lo Xenon o il Kripton. La bobina di





induzione circonda la camera di scarica, e non essendo necessari catodi nella camera di
scarica, il propulsore ha una vita maggiore di quelli a bombardamento elettronico,
tuttavia hanno lo svantaggio della complessità dei moduli RF nel sistema di potenza.
Questi tipi di propulsori hanno una efficienza alta, dell’ordine del 60%, con impulsi
specifici di 3000÷4000 [s].
Molte complessità date dalla sorgente di ioni, dai sistemi di griglie per focalizzare il
fascio, e complessità di altri sottosistemi, possono essere superate se sono richiesti dei
livelli di spinta molto piccoli. I propulsori ad emissione di campo FEEP (Field Emission
Electric Propulsion, fig. 1.8) sono particolarmente adatti a questi scopi. Nei FEEP,
piccole quantità di propellente liquido sono portate, per capillarità, verso regioni dove
un intenso campo elettrico strappa gli ioni dalla superficie del liquido, secondo un
meccanismo detto dei coni di Taylor, e quindi li accelera fino ad ottenere velocità di
scarico di 100000 [m/s] con voltaggi di 10 [kV] ed efficienze decisamente alte,
prossime al 100%. Il rapporto tra la spinta e la potenza per questo tipo di propulsore è di
circa 16 [µN/W].
Fig. 1.8: disegno schematico di un propulsore elettrico ad effetto di campo.





1.5 La propulsione elettromagnetica
La terza categoria di propulsori elettrici si basa sulla interazione di una corrente elettrica
che scorre nel flusso di propellente conduttore, con un campo magnetico che occupa la
stessa regione. Questa interazione, come mostrato dall’equazione (1.6), produce una
forza di massa che accelera il propellente fino a velocità di scarico considerevolmente
più alte di un propulsore elttrotermico. Anche le densità di spinta ottenibili sono
decisamente più alte di un propulsore elettrostatico ma la fenomenologia fisica che
viene chiamata in causa in questi sistemi accelerativi è notevolmente più complessa e
analiticamente meno trattabile. L’essenza di un propulsore elettromagnetico è
schematizzata dalla fig. 1.9 dove un fluido elettricamente conduttore, generalmente un
gas fortemente ionizzabile, è soggetto ad un campo elettrico E e ad un campo magnetico
B. Campo magnetico e campo elettrico sono perpendicolari tra loro e perpendicolari al
vettore velocità del fluido u. La densità di corrente j direzionata dal campo elettrico
interagisce con il campo magnetico B e produce una forza di massa, data dal secondo
termine del secondo membro della (1.6), che accelera il fluido lungo il canale.
Il processo può essere alternativamente rappresentato da un punto di vista particellare
considerando le traiettorie medie degli elettroni che, mentre tentano di seguire il campo
elettrico, vengono ruotati verso valle del canale dal campo magnetico. In seguito a
collisioni e/o microcampi polarizzati gli elettroni trasmettendo la loro quantità di moto
alle particelle pesanti nella corrente che così vengono accelerate. E’ importante notare
che in entrambe le rappresentazioni, il fluido di lavoro, sebbene altamente ionizzato, è
macroscopicamente neutro, quindi non ha vincoli dovuti a limitazioni della carica
spaziale come nel caso degli acceleratori elettrostatici. A differenza dei sistemi
elettrotermici ed elettrostatici, che offrono solo poche configurazioni, gli acceleratori
elettromagnetici presentano una miriade di possibilità di implementazioni. I campi
applicati e le correnti interne possono essere stazionari, pulsati, o alternati su un
intervallo di frequenze; il campo B può essere applicato esternamente e/o indotto dalle
correnti che scorrono nel plasma; si possono usare una grande varietà di propellenti,
includendo liquidi e solidi, inoltre si può variare la geometria degli elettrodi, la forma
del canale, i mezzi di iniezione, i sistemi di ionizzazione e i modi di rilascio della
potenza elettrica. Fin dagli anni ‘50 sono state studiate e sperimentate una grande





quantità di configurazioni ottenute permutando i concetti della propulsione
elettromagnetica ma solo alcuni di questi hanno mostrato i requisiti di efficienza,
prestazioni, affidabilità e compatibilità con altri sistemi da indurre la continuazione
degli studi. I propulsori più avanzati di questa categoria sono:
• Propulsori magnetoplasmadinamici (MPD) senza campo magnetico applicato (fig.
1.9): il propellente fluisce nella regione compresa tra gli elettrodi e viene ionizzato dalla
scarica di corrente presente tra anodo e catodo; l’interazione tra la corrente che
attraversa il fluido ed il campo magnetico autoindotto dalla corrente stessa produce una
forza di massa che accelera il fluido fornendo la spinta; una ulteriore distinzione si ha in
base al funzionamento stazionario o pulsato; l’impulso specifico raggiunge i 2000÷8000
[s].
Fig. 1.9: disegno schematico di un propulsore magnetoplasmadinamico (MPD).
• Propulsori MPD con campo magnetico applicato (fig. 1.10), si differenziano dai
precedenti per un avvolgimento esterno e coassiale alla camera del propulsore che
introduce un campo magnetico esterno per aumentare la corrente circonferenziale di
Hall e incrementare così la spinta.





Fig. 1.10: foto di un propulsore magnetoplasmadinamico HPT (Hybrid Plasma Thruster).
• Propulsori Hall Effect Thruster (HET) (fig. 1.11): il propellente viene ionizzato da una
forte corrente circonferenziale di elettroni generata dall'interazione di un campo
elettrico longitudinale ed un campo magnetico radiale prodotto da una bobina esterna al
propulsore; i valori dell'impulso specifico sono dell'ordine di 2000÷3500 [s].
Fig. 1.11: disegno schematico di un propulsore ad effetto Hall.










2. Obiettivi dello studio
2.1 Introduzione
Nonostante sia più di un trentennio che si fa ricerca e sviluppo, coinvolgendo campagne
di prove sperimentali di molte permutazioni di geometrie e condizioni operative, ad
oggi i propulsori MPD non sono utilizzati in modo operativo sui veicoli spaziali. La
causa principale è la bassa efficienza, soprattutto per i propulsori MPD convenzionali
operanti a bassi livelli di potenza, dovuta al surriscaldamento dell’anodo prodotto dalla
forte caduta di potenziale, che in quella regione si verifica, e ad una intollerabile
erosione del catodo. In condizioni operative un tradizionale motore MPD a campo
autoindotto o con campo applicato produce vicino l’anodo una caduta di potenziale che
tipicamente fa perdere dal 50 al 70% della potenza fornita al propulsore.
Recenti studi realizzati in Russia e a Princeton hanno mostrato che l’efficienza può
essere aumentata utilizzando come propellente metalli alcalini, come ad esempio il litio,
e catodi cavi a singolo o più canali. Il litio ha un potenziale di ionizzazione basso quindi
riduce la potenza da fornire al propulsore; inoltre, rivestendo gli elettrodi, produce un
benefico effetto protettivo per quel che riguarda l’erosione. Questa versione di
propulsore MPD è chiamata Lithium Lorenz Force Accelerator (Li-LFA) ed ha
dimostrato assenza di erosione per oltre 500 ore di funzionamento con una spinta
stazionaria di 12.5 [N], 4000 [s] di impulso specifico e un’efficienza del 48% a 200
[kW].
Come detto le ricerche sono state in questi ultimi trenta anni prevalentemente di tipo
empirico, quindi si sono potute analizzare solo alcune geometrie di propulsori e solo
alcune condizioni operative. Si capisce quindi la necessità di un’alternativa razionale da
utilizzare come strumento preventivo per una stima delle prestazioni prima ancora che il
propulsore venga costruito e quindi testato in camera di prova.
Sfortunatamente la semplice descrizione del meccanismo accelerativo data nel
paragrafo §1.2 dall’equazione (1.5) nasconde la complessità insita nel processo
accelerativo elettromagnetico che include fenomeni interdipendenti quali gasdinamica
comprimibile, fisica dei gas ionizzati, teoria dell’elettromagnetismo, elettrodinamica





delle particelle cariche e interazione del plasma con superfici solide di varia natura. La
complessità è tale che una descrizione realistica del flusso tramite un approccio
analitico risulta intrattabile. Questa incapacità è il maggiore ostacolo alla comprensione
dei meccanismi fisici tramite cui l’energia elettrica viene suddivisa tra i vari processi di
trasformazione tra cui quello accelerativo.
La potenza elettrica immessa nel plasma viene spesa in vari modi di cui due soli,
potenza cinetica elettrotermica e potenza cinetica elettromagnetica, sono utili per la
propulsione. Capire e quantificare questi numerosi processi è essenziale per migliorare
l’efficienza di questi propulsori. Dato che questo è difficile tramite un approccio
esclusivamente empirico o analitico, la simulazione numerica viene a rivestire un ruolo
decisamente importante nella ricerca e progettazione dei propulsori al plasma.
Oltre all’importanza che le simulazioni numeriche rivestono nel comprendere gli effetti
del campo magnetico sul plasma e i processi di trasformazione dell’energia, esse
possono avere un ruolo significativo anche nel guidare le ricerche sulla modellazione
termica, sulla caratterizzazione del plasma vicino al catodo per capirne l’erosione, sulla
scelta del propellente, sul controllo delle turbolenze, sullo studio dell’interazione e della
contaminazione del veicolo spaziale e su molti altri problemi inerenti la progettazione e
l’ottimizzazione.
Questa tesi focalizza lo studio sui propulsori magnetoplasmadinamici (MPD) e in
particolare sul propulsore a campo magnetico applicato realizzato presso il
Centrospazio. Gli schemi utilizzati sono sviluppati per poter essere adattati in modo
semplice allo studio più generale di propulsori MPD. Il codice deve consentire di
descrivere correttamente il comportamento del plasma all’interno del propulsore e avere
una versatilità che permetta di simulare il comportamento del plasma in seguito all’uso
di campi magnetici esterni aggiuntivi.
Lo scopo principale di questo lavoro è quello di implementare un codice "ibrido",
denominato PIC-FES, poiché gli ioni all’interno del motore vengono descritti come
macroparticelle, mentre gli elettroni come un fluido; infatti “PIC” significa: “Particle In
Cell”, mentre “FES” significa: “Fluid Electron Simulation”. Una volta testato il nuovo
codice, esso dovrà essere ottimizzato per minimizzare i tempi di calcolo, dal momento
che lo scopo di una simulazione di questo tipo è quello di fornire dei risultati attendibili
in tempi di calcolo sufficientemente contenuti.





2.2 Organizzazione della tesi
Nel capitolo 3, per prima cosa, si spiega brevemente cosa sia un plasma, quali siano i
parametri che lo caratterizzano e quali condizioni debba soddisfare; successivamente
vengono analizzati: il moto di una particella sotto l’effetto di campi elettrici e magnetici,
l’effetto Hall e l’accelerazione di un plasma in un campo elettromagnetico; in seguito si
riportano i set di equazioni per i modelli a due fluidi e ad un solo fluido (modello
MHD). Nell’ultimo paragrafo del capitolo 3 viene illustrato brevemente il modello
utilizzato per la valutazione della sezione d’urto e della frequenza collisionale nel caso
di collisioni coulombiane.
Nel capitolo 4 vengono riportati gli approcci generalmente adottati per descrivere il
comportamento di un plasma in modo da disporre di un quadro generale, utile per
scegliere, nei capitoli successivi, gli schemi analitici e numerici alla base del codice che
si intende sviluppare.
Nel capitolo 5 vengono trattati brevemente lo schema di funzionamento del propulsore
MPD standard, le caratteristiche del propulsore HPT a campo magnetico applicato e il
propulsore HPT modificato appositamente per fare prove sperimentali sul motore in
presenza di avvolgimenti per la generazione di campi magnetici aggiuntivi.
Nel capitolo 6, vengono illustrate le peculiarità del codice PIC, all’interno del quale
viene implementato un algoritmo per descrivere le collisioni, che costituiscono il
meccanismo accelerativo fondamentale nei propulsori MPD e, quindi, l’elemento di
maggior correlazione tra i due codici.
Nel capitolo 7 viene sviluppato il modello fisico matematico che descrive l’evoluzione
del fluido elettronico nel caso collisionale. In seguito a ipotesi semplificative si giunge a
un sistema di equazioni di bilancio di massa, quantità di moto ed energia, che verrà
risolto con opportune tecniche numeriche, qui brevemente descritte. Nell’ultima parte
del capitolo 7 vengono analizzate le condizioni iniziali e le condizioni al bordo del
problema, sia per “superfici aperte”, sia per “pareti solide”, (dielettriche o cariche).
Nel capitolo 8 viene testato il codice completo su una camera di forma opportunamente
semplificata, in modo da valutare più facilmente la validità degli algoritmi implementati
e le modifiche necessarie per rendere il codice ibrido più efficiente.





Nel capitolo 9 vengono effettuate e commentate le prove del codice finale e viene
effettuata la validazione del codice.
Infine nel capitolo 10 si riassumono i risultati del lavoro svolto, sottolineando gli
sviluppi che possono essere apportati al codice per renderlo più versatile, preciso ed
efficiente.





3. Elementi di fisica dei plasmi
3.1 Gas ionizzati e plasmi
3.1.1 Introduzione
In un qualsiasi gas a temperatura diversa dallo zero assoluto è presente un certo numero
di particelle cariche, che, però, hanno un’influenza fondamentale sulle proprietà del gas
soltanto se le relative concentrazioni sono tali per cui la carica spaziale da esse creata ne
limita il moto. Tale limitazione diventa sempre più importante man mano che la
concentrazione aumenta, finchè, a concentrazioni sufficientemente elevate, l’interazione
tra particelle cariche positive e negative ha come risultato il mantenimento della
neutralità macroscopica entro un volume confrontabile col volume del gas; infatti,
qualunque violazione della neutralità del gas induce un forte campo elettrico che la
ristabilisce. Un gas ionizzato a tali concentrazioni viene detto plasma. Questa
denominazione è  stata proposta nel 1923 dal fisico americano Langmuir.
Il modo più naturale per ottenere un plasma consiste nel riscaldare un gas a temperature
tali per cui l’energia media delle particelle sia confrontabile con l’energia di
ionizzazione degli atomi e delle molecole. Il rapporto tra la concentrazione di ioni e
quella di neutri è piccolo a temperature molto inferiori a quella di ionizzazione, ma
cresce con la temperatura, perciò, quando l’energia media delle particelle è prossima
all’energia di ionizzazione, il gas si trasforma in un plasma completamente ionizzato.
Il plasma si può quindi definire come un gas, macroscopicamente quasi neutro,
costituito da particelle cariche e neutre, che esibisce un “comportamento collettivo”. Per
“comportamento collettivo” si intende un insieme di moti che dipendono non solo dalle
condizioni locali, ma anche dallo stato del plasma in regioni lontane: infatti, quando le
cariche si muovono, possono generare concentrazioni locali di carica positiva o
negativa, che determinano la nascita di campi elettrici; il moto delle particelle cariche,
inoltre, genera correnti e, quindi, campi magnetici, che, a loro volta, influenzano il moto
di altre cariche in zone remote.





Dato che il plasma può essere ottenuto riscaldando della materia allo stato gassoso
(terzo stato), esso viene considerato il quarto stato della materia. Lo stato di un plasma
è determinato dalla sua composizione, dalla concentrazione delle componenti e dalla
temperatura.
In fisica dei plasmi è conveniente esprimere la temperatura in unità energetiche, cioè
moltiplicando il suo valore, espresso in gradi Kelvin, per la costante di Boltzmann ed
esprimendo la grandezza ottenuta in “elettron volt” (eV). Si definisce 1 [eV] l’energia
acquistata da una particella con carica elementare q in seguito all’applicazione di una
differenza di potenziale di 1 [V];  da tale definizione si ricava che: 1 [eV] = 11.600 [K].
Il legame tra energia media del moto termico delle particelle (Eav)  e temperatura del
plasma è dato dalla relazione:
valida per qualunque gas in equilibrio termodinamico. In un plasma in equilibrio
termodinamico la temperatura determina non solo l’energia media, ma anche la
distribuzione di velocità delle particelle, ipotizzata di tipo Maxwelliano. Tuttavia è
molto frequente il caso di plasma non in equilibrio, ma, in alcuni casi, si ha il cosiddetto
equilibrio parziale, in cui la distribuzione di velocità di particelle cariche e neutre è
Maxwelliana, ma le temperature che determinano tale distribuzione sono diverse per
elettroni e particelle pesanti, quindi si avranno contemporaneamente una temperatura Te
e una temperatura Ti. Tuttavia, nel caso generale di un plasma non in equilibrio la
distribuzione di velocità delle particelle cariche può non essere Maxwelliana, perciò, per
poter parlare ancora di temperatura, bisogna definirla la come misura dell’energia media
del moto disordinato delle particelle, in accordo con la (3.1).
Fig. 3.1: esempio di funzione di distribuzione Maxwelliana.









3.1.2 Quasi neutralità del plasma
La caratteristica fondamentale del plasma è la sua quasi-neutralità macroscopica
sostenuta dalla reciproca compensazione della carica spaziale degli ioni e degli elettroni.
Tuttavia, tale compensazione ha luogo soltanto in volumi abbastanza grandi ed in
intervalli di tempo sufficientemente lunghi, ecco perché il plasma è un mezzo quasi
neutro. Le dimensioni entro cui la compensazione di carica di volume può anche non
avvenire sono detti: distanza caratteristica e tempo caratteristico di separazione di
carica. Per determinare la distanza caratteristica si può ragionare in questo modo: per
semplicità supponiamo che la violazione della neutralità sia dovuta allo spostamento di
uno strato piano di elettroni, che determina la formazione di strati di cariche positive e
negative, (fig. 3.2 in alto). Dal momento che la dimensione verticale del plasma in fig.
3.2 è supposta infinita, il campo elettrico tra i due strati di cariche è equivalente a quello
di un condensatore piano e, quindi, vale:
                                                            E = 4πσ = 4πneex                                             (3.2)
dove  “σ” è la densità superficiale di carica, “e” è la carica elementare dell’elettrone,
“ne” è la densità numerica di elettroni e “x” è lo spostamento dello strato. La differenza
di potenziale totale φ vale:
                                                            φ  ≈ E l = 4πneexl ,                                           (3.3)
dove “l” è lo spostamento dello strato. La violazione della neutralità causata dallo
spostamento di uno strato di elettroni può durare soltanto nel caso in cui l’altezza della
barriera di potenziale del campo generato dalle cariche di volume sia minore
dell’energia del moto disordinato di elettroni e ioni: eφ < KBTe, KBTi. In caso contrario
il moto delle particelle sotto l’azione del campo elettrico porta rapidamente al ristabilirsi
della neutralità. Ponendo x ≈ l ed utilizzando la (3.3), si ottiene:












dove T è la minore tra Te e Ti. La quantità a secondo membro è detta: raggio di Debye e
rappresenta la distanza caratteristica massima di separazione delle cariche nel plasma.
Fig. 3.2: in alto è schematizzata la situazione in cui uno strato piano di ioni ed uno di elettroni sono
sfalsati di una lunghezza x, al centro è rappresentata la distribuzione del campo elettrico in funzione della
direzione x, in basso è rappresentata la distribuzione del potenziale elettrico in funzione della direzione x.
Quindi, nel sistema c.g.s., si ha:
mentre, nel sistema m.k.s., si ha:













Se le temperature Te e Ti sono notevolmente differenti si possono introdurre due diversi
raggi di Debye, uno per gli elettroni e uno per gli ioni; in tal caso la distanza
caratteristica di separazione delle cariche è uguale al minore dei due raggi.
Si consideri ora il moto degli elettroni dopo la violazione della neutralità: nella regione
occupata dallo strato elettronico sugli elettroni agisce una forza di attrazione da parte
degli ioni, perciò l’equazione di moto (nel sistema c.g.s.) ha la forma:
Essa descrive un moto armonico con frequenza (nel sistema c.g.s.):
o (nel sistema m.k.s.):
Lo strato elettronico viene attratto da quello ionico, ma per inerzia va oltre e, quindi,
viene nuovamente attratto e così via; le oscillazioni qui non si smorzano perché non
sono presi in considerazione né il moto termico né la dissipazione. Queste oscillazioni
sono dette oscillazioni del plasma o oscillazioni di Langmuir, perciò la frequenza
espressa dalla (3.8) (o dalla (3.9)) è detta: frequenza del plasma. Le oscillazioni del
plasma determinano il meccanismo di restaurazione della quasi-neutralità; su un numero
sufficientemente grande di periodi di oscillazione il plasma si può considerare neutro,
quindi, il tempo caratteristico di separazione delle cariche è (nel sistema c.g.s.):















































 o (nel sistema m.k.s.):
Il legame tra questa quantità e la distanza caratteristica è: tD = λDe/vTe, dove vTe =
(KBTe/me)
1/2 è la velocità termica degli elettroni.
Nel caso di violazioni della neutralità sotto l’azione di campi elettrici esterni, la
polarizzazione del plasma causata da questi ultimi porta ad una loro schermatura. La
distanza caratteristica di tale schermatura, anche in questo caso, è uguale al raggio di
Debye, purchè l’energia potenziale del campo esterno sia minore dell’energia legata al
moto disordinato delle particelle cariche; tuttavia, in molti casi, anche quando viene
superato questo limite, la lunghezza caratteristica della violazione della quasi-neutralità
è ancora dell’ordine di λD.
3.1.3 Criteri per l’identificazione di un plasma
Il plasma è un mezzo quasi neutro, perciò si può assumere: ne ≅ ni ≅ n, dove n è la
densità comune, detta densità del plasma; tuttavia non è così neutro da far scomparire le
forze elettromagnetiche. Affinchè  un gas ionizzato sia un plasma, bisogna che sia
abbastanza denso da rendere λD << L, dove L è una dimensione caratteristica
macroscopica del gas considerato. Inoltre, se nella regione considerata ci sono
pochissime particelle, la schermatura di Debye non è un concetto statisticamente valido,
perciò, detto ND il numero di particelle in una “sfera di Debye”, si ha:
quindi il “comportamento collettivo” implica che sia: ND >> 1. Infine, data la frequenza
di oscillazione del plasma ωP e definito τ come il tempo medio tra le collisioni coi
neutri, in un plasma si ha: ωP τ > 1. Riassumendo, le tre condizioni che un plasma deve
soddisfare sono:
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• λD << L,
• ND >> 1,
• ωP τ > 1;
esse in sostanza determinano la concentrazione minima di particelle cariche affinchè un
gas possa chiamarsi plasma.
3.2 Moto di una particella carica sotto l'effetto di campi
elettrici e magnetici uniformi
3.2.1 Caso di campo elettrico assente (solo campo magnetico)
In presenza del solo campo magnetico ( B ≠ 0 , E = 0 ) l'equazione di moto per una
particella di carica q e massa m è la seguente:
Sia B diretto lungo l'asse z, assunto perpendicolare al foglio. Da questa equazione
discende che la particella si muove nel piano (x,y) descrivendo una circonferenza,
mentre lungo z la sua velocità rimane inalterata e pari a vz0. Dunque il moto risultante,
nel piano ortogonale al campo magnetico, è quello illustrato in fig. 3.3:
Fig. 3.3: moto di una particella carica in un campo magnetico uniforme; se consideriamo anche il moto
lungo l'asse perpendicolare al foglio, (caso 3-D), la traiettoria ha forma elicoidale.











Il raggio della circonferenza descritta dalla particella nel piano perpendicolare al vettore
campo magnetico prende il nome di raggio di Larmor e vale:
con v⊥ = (vx
2 + vy
2)1/2, componente della velocità della particella perpendicolare a B. Si
deve osservare che il raggio di Larmor è direttamente proporzionale alla massa della
particella e quindi quello degli ioni risulta molto maggiore rispetto a quello degli
elettroni. Il centro della circonferenza descritta dalle particelle prende il nome di centro
guida; in questo caso, essendo presente il solo campo magnetico, il centro guida della
particella è fisso nel piano (x,y). La frequenza con cui la particella compie il suo moto
rotatorio intorno al centro guida prende invece il nome di frequenza di ciclotrone, ωc:
Il senso di rotazione della particella è tale da far sì che il campo magnetico generato
dalla rotazione stessa si opponga a quello applicato dall'esterno. Dunque ioni ed
elettroni ruoteranno in senso diverso (come si nota in fig. 3.3) in quanto hanno carica di
segno opposto.
3.2.2 Caso con campo elettrico
Se, oltre al campo magnetico B, aggiungiamo anche un campo elettrico E, l'equazione
di moto per una particella di carica q e massa m diviene la seguente:
Ammettiamo per semplicità che i due campi E e B siano uniformi e mutuamente
perpendicolari (si assume B perpendicolare al foglio e diretto lungo z ed E giacente nel
piano (x,y)). La particella, partendo da ferma, seguirà un moto come quello che è
illustrato in fig.3.4:
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Fig. 3.4: moto di una particella carica in presenza di campo elettrico e campo magnetico tra loro
perpendicolari.
Nel piano (x,y) stavolta avremo la sovrapposizione di due moti:
1) il moto rotatorio di Larmor, già visto nel caso di campo elettrico assente;
2) un moto di deriva del centro guida, dato che il centro della circonferenza di Larmor
non rimane fisso nel piano (x,y) come nel caso precedente.
Il centro-guida deriva perpendicolarmente sia al campo elettrico, sia al campo
magnetico e la sua velocità di deriva nel piano ortogonale al campo magnetico vale:
Se ci poniamo nel caso generale di campo elettrico e campo magnetico non
perpendicolari tra loro avremo sempre una deriva dei centri guida in direzione
ortogonale a quella di E e di B. In particolare la velocità vcg⊥ sarà definita come:
Ioni ed elettroni derivano nella stessa direzione, in quanto la direzione di vcg⊥ non è
legata al segno della carica della particella. È ovvio che gli ioni, avendo un raggio di
Larmor più grande, deriveranno descrivendo un minor numero di cicli, come si può
vedere in fig. 3.4. Lungo l'asse z la presenza di una componente del campo elettrico Ez
determinerà invece un moto uniformemente accelerato della particella (vedi fig. 3.5).
(3.17)                                               .  
B
E
   vcg =⊥
(3.18)                                              .  
B











Fig. 3.5: moto di una particella carica in presenza di campo elettrico e campo magnetico orientati
arbitrariamente
3.3 L'effetto Hall
Quando si considera un plasma invece di una singola particella bisogna considerare
nuovo fattore: la collisionalità tra le particelle. In un plasma non collisionale (dove cioè
gli urti tra le particelle sono talmente rari da essere ritenuti trascurabili) ioni ed elettroni
si comporteranno come visto nel precedente paragrafo: sotto l'effetto di un campo
elettrico ed uno magnetico essi deriveranno in direzione perpendicolare ad entrambi. Un
plasma collisionale invece non può essere trattato semplicemente come un insieme di
particelle singole. È necessario tenere conto degli urti tra le particelle attraverso la loro
frequenza di collisione ν (il suo inverso, τ, è l’intervallo di tempo medio tra una
collisione e l'altra).
Un importante effetto che deriva dalla presenza delle collisioni è il cosiddetto effetto
Hall. Definiamo come prima cosa il parametro di Hall, β (o: “Ω”), pari al rapporto tra la
frequenza di ciclotrone e la frequenza di collisione:
Il parametro di Hall è ovviamente diverso per ioni ed elettroni, visto che diverse sono le
loro frequenze di ciclotrone. Il valore di β ci dice a quanti urti è sottoposta una particella
nel tempo che impiega per compiere una circonferenza di Larmor. Un parametro di Hall









elevato implica un plasma poco collisionale. In questo caso ogni particella riesce a
compiere diversi moti rotatori di Larmor prima di urtare un'altra particella (ωc >> ν). Al
contrario, un parametro di Hall molto piccolo implica un plasma fortemente
collisionale: in tal caso una particella ne urta un'altra molto prima di avere compiuto una
circonferenza di Larmor (ωc << ν).
Supponiamo che ad ogni urto la particella urtata si fermi e ricominci da quel punto un
nuovo moto alla Larmor sotto l'effetto di E e di B. In un piano ortogonale al campo
magnetico le traiettorie di ioni ed elettroni presenteranno l'andamento descritto in fig.
3.6:
Fig. 3.6: effetto delle collisioni sul moto degli ioni e degli elettroni
La velocità di deriva dei centri-guida di ioni ed elettroni avrà in questo caso anche una
componente parallela al campo elettrico. La nascita di questa componente è dovuta alla
presenza delle collisioni nel plasma. Osservando la fig. 3.6 si possono fare alcune
importanti considerazioni:
• Poiché ioni ed elettroni ruotano in senso opposto, la presenza di collisioni fa
derivare i primi verso l'alto e i secondi verso il basso.
• Avendo gli ioni una massa maggiore la loro frequenza di ciclotrone è più piccola e
quindi è minore il loro valore di β. La conseguenza è che gli ioni tendono a derivare
maggiormente in senso parallelo al campo elettrico.
Alla luce di queste due considerazioni si osserva che la corrente elettrica che nasce ha
due componenti: una diretta convenzionalmente come il campo elettrico, l'altra diretta
perpendicolarmente sia al campo elettrico che al campo magnetico. Questa seconda
componente prende il nome di corrente di Hall. In generale si può concludere che, nel





piano ortogonale al campo magnetico, ioni ed elettroni deriveranno in direzione
perpendicolare al campo elettrico nel caso di plasma non collisionale (β >> 1), mentre
deriveranno in direzione quasi parallela al campo elettrico in caso di plasma
estremamente collisionale (β << 1 e corrente di Hall praticamente nulla).
3.4 Accelerazione di un plasma in un campo
elettromagnetico
Dalla teoria cinetica è noto che il comportamento di ogni specie di particelle presente in
un plasma è governato dall'equazione di Boltzmann. I primi tre momenti di velocità di
questa equazione forniscono le tre equazioni fondamentali di conservazione della massa
(momento di ordine zero), della quantità di moto (momento di ordine uno) e dell'energia
(momento di ordine due) per una data specie di particelle. Poiché in questa sezione si
vuol comprendere quali siano i possibili meccanismi per accelerare un plasma immerso
in un campo elettromagnetico, l'unica equazione d'interesse sarà quella di conservazione
della quantità di moto. Scrivendola per una generica specie j, otteniamo:
A primo membro compare la variazione di quantità di moto della particella, mentre a
secondo membro compaiono gli effetti della forza di Lorentz, delle collisioni con
particelle di tipo diverso e della pressione, che è legata a collisioni con particelle dello
stesso tipo.
Analizzando un plasma completamente ionizzato, in cui la componente non isotropa del
tensore di pressione risulti trascurabile, si hanno alcune semplificazioni:
1- Sono presenti due sole specie, ioni ed elettroni, con densità quasi uguali: ne ≅ ni = n;
2- Il gradiente del tensore di pressione, in assenza della parte anisotropa, diviene
semplicemente ∇pj;
3- Il termine Pcoll relativo allo scambio di quantità di moto dovuta alla collisione tra le
due specie diventa:




















       dove νie è la frequenza di collisione tra ioni ed elettroni;
4- La densità di corrente elettrica j (ovvero: corrente per unità di superficie) viene
definita da:
5- me è  così piccolo che si possono trascurare gli effetti inerziali per gli elettroni.
Le equazioni di conservazione della quantità di moto in questo caso particolare sono:
• per gli ioni:
• per gli elettroni:
dove si è introdotta la conducibilità elettrica del plasma, σ, definita come:
Si introduce adesso il seguente vettore:
che rappresenta il campo elettrico visto in un sistema di riferimento che si muove con
velocità ui. Sfruttando questa definizione si può scrivere la (3.23) nella forma:
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La (3.27) ci dice che gli ioni possono essere accelerati tramite tre diversi meccanismi:
1) dal campo E*  definito dall'equazione (3.26);
2) dal gradiente di pressione ∇pi e cioè da collisioni con altri ioni;
3) dalle collisioni con gli elettroni, il cui effetto è espresso dal termine (ne/σ ) j .
Avremo diversi tipi di propulsori elettrici a seconda di quale di questi tre meccanismi di
accelerazione appena elencati risulti predominante. Nei propulsori di tipo MPD il
meccanismo accelerativo predominante è quello delle collisioni degli ioni con gli
elettroni.
Se invece sommiamo direttamente le equazioni (3.23) e (3.24) otteniamo la seguente:
La (3.28) ci mostra come l'accelerazione degli ioni sia imputabile, in ogni caso, al
gradiente di pressione nel plasma oppure alla forza di Lorentz.
3.5 Collisioni nel plasma
3.5.1 Introduzione
Quando le particelle sono tra loro vicine, possono interagire in vari modi; se, dopo tali
interazioni, è avvenuto qualche cambiamento rilevabile nelle particelle considerate, si
dice che è ha avuto luogo una collisione.
Se le energie interne e le identità delle particelle soggette a collisione rimangono
invariate, le collisioni sono dette elastiche: in questo caso il moto delle particelle
cambia direzione, ma il momento totale iniziale e l’energia cinetica si conservano.
Tutti gli altri tipi di collisione sono detti: non elastici.














Discutendo le collisioni tra due corpi, è utile introdurre la nozione di: field particle e
test particle: la prima è particella che genera il campo, mentre la seconda è la quella
che, muovendosi verso la prima, consente di valutare le interazioni tra le due.
Si consideri un fronte di particelle test incidenti su una singola “particella di campo”,
come indicato in fig. 3.7.
Fig. 3.7: definizione della sezione d’urto.
Se n1 è la densità numerica delle particelle test nel fronte e u è la loro velocità relativa
rispetto alla particella di campo, una misura dell’intensità del fronte è il flusso di
particelle:  Γ1 = n1 u.
La sezione d’urto totale Q12 tra la particella test e la particella di campo si definisce
come segue:
quindi Q12 ha le dimensioni di un’area.
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Si può interpretare la sezione d’urto totale come l’area efficace di bloccaggio della
particella di campo rispetto al fronte di particelle test. Q12 è funzione soltanto delle
specie delle due particelle coinvolte e della velocità u, perciò non c’è distinzione tra i
tipi di collisione che possono verificarsi. Q12, infatti, è la somma della sezione d’urto
per collisioni elastiche “(e)” e di tutte le sezioni d’urto per collisioni anelastiche “(ne)”:
La sezione d’urto legata ad un particolare tipo di interazione è definita analogamente
alla (3.29), con la differenza che, nel numeratore, si specifica il tipo di interazione a
considerato. Se la velocità u è sufficientemente piccola, la sezione d’urto totale coincide
praticamente con quella legata a collisioni elastiche, mentre, se u è grande abbastanza
da produrre collisioni anelastiche, si osserva che il secondo termine della (3.30) è più o
meno dello stesso ordine di Q(e).
3.5.3 Velocità di reazione, frequenza di collisione e cammino libero medio
Per applicare il concetto di sezione d’urto alla descrizione di interazioni tra particelle in
un gas o in una plasma, bisogna assumere che questo sia sufficientemente rarefatto in
modo che la durata di una collisione sia molto minore del tempo tra due collisioni
consecutive. Se si considera una particella nel gas come la particella di campo, le altre si
possono considerare un insieme di fronti di particelle test di intensità dΓ1 e con densità
numerica dn1, quindi il numero totale di particelle test che collidono in qualunque modo
con una particella di campo nell’unità di tempo è: (n1 u Q12). Se la densità numerica di
particelle di campo è n2, la velocità totale di reazione è:
                                                           R12 = n1 n2 u Q12 .                                           (3.31)
Se nella (3.31) si considera la sezione d’urto relativa ad un particolare tipo di
interazione, invece di quella totale, si avrà la velocità di reazione relativa a quel
processo atomico “(p)”:
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La (3.32) in genere si usa per ottenere il tempo caratteristico di rilassamento di un
processo (p):
Quando il tempo di rilassamento è lungo rispetto al tempo che una particella trascorre in
una data regione, si dice che il flusso è congelato in quella regione; quando invece τ(p) è
molto minore del tempo caratteristico del flusso, si dice che il fluido è in equilibrio.
Il rateo a cui una singola particella test collide con tutte le particelle di campo in una
data regione è chiamato: frequenza totale di collisione (con queste particelle di campo):
La frequenza collisionale per un dato processo (p) è definita come segue:
Se sono presenti specie differenti di particelle di campo, la frequenza collisionale totale
della particella test con tutte le particelle di campo è:
dove la sommatoria è estesa a tutte le specie di particelle di campo presenti; la
frequenza collisionale, nel caso di particolari processi atomici, si definisce in maniera
analoga alla (3.36).
Il tempo tra due particolari eventi di collisione consecutivi è detto intervallo di
collisione ed è uguale al reciproco della corrispondente frequenza collisionale, perciò il
cammino libero medio attraversato da una particella test tra due collisioni consecutive è
uguale al prodotto tra la velocità ed il tempo di collisione:
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In questo caso, però, non si può parlare di cammino libero medio per un particolare
processo atomico in termini semplici come quelli usati per definire la corrispondente
frequenza collisionale.
3.5.4 Collisioni tra particelle cariche
In molti casi le proprietà di trasporto sono dominate da collisioni elastiche con grandi
angoli di deviazione, perciò, in questo lavoro, si focalizza l’attenzione sulla frequenza di
collisione legata al trasferimento di quantità di moto.
Riferendosi alla fig. 3.8, la sezione d’urto differenziale per l’angolo solido dΩ =
sinχdχdφ è definita come segue:
Fig. 3.8: angoli necessari per definire una sezione d’urto differenziale.
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Si definisce la sezione d’urto per il trasferimento di quantità di moto, indicato
coll’apice “(1)”:
dove χ è detto angolo di deviazione, vedi fig. 3.9.
Fig. 3.9: angolo di deviazione χ.
La descrizione di collisioni elastiche tra particelle cariche contiene alcune
semplificazioni così come nuovi problemi. Da un lato l’interazione tra due particelle
cariche è descritta dal potenziale di Coulomb, perciò si ottiene un’espressione rigorosa
della sezione d’urto differenziale:
dove:
in cui “e” e “Ze” indicano la dimensione delle cariche nelle due particelle, m12 è la
massa ridotta, definita in (7.7), e b0 è il parametro d’impatto per deviazioni χ di 90°,
(vedi fig. 3.10).
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Fig. 3.10: parametro d’impatto per una deviazione χ di 90°.
Il parametro d’impatto è la minima distanza tra la particella di campo e la traiettoria non
deflessa della particella test. Il problema nasce dal fatto che la sezione d’urto definita in
(3.39) tende a diventare infinita, se si usa la (3.40) e χ → 0, cosa che si può interpretare
constatando che il potenziale di Coulomb decresce così lentamente con la distanza che
tutte le particelle test interagiscono significativamente con la particella di campo, a
prescindere dalla distanza. In base a questo ragionamento, l’area efficace di bloccaggio
della particella di campo rispetto al fronte di particelle test sarebbe effettivamente
infinita, ma, in realtà, si è trascurato il fatto che in un plasma la presenza di altre
particelle cariche modifichi la natura dell’interazione tra due particelle qualsiasi, quando
la loro distanza diventa grande. Infatti, per distanze superiori alla lunghezza di Debye
(λD), le cariche vengono schermate (vedi paragrafo §3.1.2), perciò il comportamento
collettivo del plasma rende finita la sezione d’urto per il trasferimento di quantità di
moto.





Utilizzando l’approssimazione di Chapman-Enskog secondo cui, partendo da dati
sperimentali che descrivono la sezione d’urto in funzione dell’energia relativa tra le
specie, si ottiene la sezione d’urto media in funzione della sola temperatura della specie
incidente:
perciò la frequenza collisionale media è:
dove:
Nel caso di particelle cariche, il valore mediato sull’energia della sezione d’urto si può
scrivere come segue:
dove:
Poiché Λ = [(9 / Z) ND] e ND >> 1 (per le ipotesi fatte nel paragrafo §3.1.3), si ha:
Λ >> 1. Se si assume la condizione più restrittiva: ln(Λ) >> 1, si può scrivere
un’espressione approssimata della (3.45) applicata a particelle cariche:
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da cui si ricava la frequenza collisionale per il trasferimento di quantità di moto tra
elettroni e ioni:
valida per Z = 1. A causa del ruolo dominante degli elettroni nella dinamica dei processi
di schermatura, quando la temperatura degli elettroni e delle particelle pesanti
differiscono, al posto di T bisogna inserire Te.
































4. Panoramica sulla modellistica
4.1 Introduzione
La simulazione numerica della dinamica del plasma, e in particolare dell’espansione di
un plasma in un ugello magnetico, è generalmente affrontata utilizzando uno dei
seguenti approcci o una loro combinazione: modello particellare, soluzione numerica
delle equazioni della teoria cinetica (Vla-sov/Fokker-Planck), modello a due fluidi e
modello ad un solo fluido o magnetoidrodinamico (MHD). In questo capitolo si riporta
una panoramica delle equazioni e delle ipotesi che governano i tre modelli descrivendo
in sintesi le applicazioni e i risultati che, al momento in cui si scrive, si possono trovare
in letteratura, relativamente all’applicazione degli approcci particellare, cinetico e
magnetoidrodinamico al problema relativo alla descrizione del flusso di plasma in un
ugello magnetico e al suo distacco dalle linee di campo.
4.2 Modello particellare
L’approccio di tipo particellare consiste nello studiare il moto di ciascuna particella
carica in presenza di un dato campo elettrico e di uno di induzione magnetica. Il
modello che ne deriva simula la traiettoria delle particelle che sono presenti nel fascio di
plasma. L’equazione del moto per una particella carica q, soggetta all’azione della forza
di Lorentz generata dal campo elettrico E e dal campo di induzione magnetica B, può
essere scritta nella seguente forma non relativistica
in cui fcoll è la forza a cui viene ad essere soggetta in seguito all’urto con particelle di
specie diverse. Noto il campo magnetico, il campo elettrico e le condizioni iniziali, è
possibile integrare l’equazione precedente per un gran numero di particelle
determinandone così la posizione, la velocità e quindi la traiettoria.













Il modello finora utilizzato si basa su tre ipotesi fondamentali:
• Plasma quasi neutro ad eccezione di alcune zone ristrette localizzate nelle regioni
della guaina.
•  Assenza di collisioni.
• Campo elettrico, campo magnetico, densità del plasma e densità di corrente nel
plasma in condizioni stazionarie.
L’ulteriore ipotesi di simmetria cilindrica consente di trattare le grandezze, campo
magnetico e campo elettrico, densità del plasma e densità di corrente, esclusivamente
dipendenti dalle coordinate radiale ed assiale. Il campo magnetico è dato dalla somma
del campo magnetostatico B0 prodotto dall’avvolgimento che genera l’ugello
magnetico, più il campo magnetico Bp indotto dalle correnti nel plasma. Nell’ipotesi in
cui l’unico campo elettrico presente nell’ugello sia quello generato dal fenomeno di
diffusione delle particelle nel plasma, cioè il campo elettrico ambipolare si ha:
                                                       B(r,z) = B0(r,z)  + Bp(r,z),                                     (4.2)
                                                              E(r,z) = Ep(r,z).                                              (4.3)
Il problema magnetostatico è risolvibile considerando il caso stazionario delle equazioni
di Maxwell; si può scrivere:
                                                              ∇ × B0 = µ0 j0 ,                                              (4.4)
                                                                B0 = ∇ × A0 .                                               (4.5)
Nell’ipotesi di simmetria cilindrica e permeabilità magnetica µ0 costante, il vettore
potenziale magnetico A0 ha esclusivamente la componente tangenziale così come il
vettore j0 che rappresenta la densità di corrente nelle spire dell’avvolgimento. In
coordinate cilindriche la (4.4), in cui si sostituisce B0 con l’espressione (4.5) diviene:
dove Φ(r,z) = r A0Φ(r,z) è il flusso magnetico e A0Φ(r,z) è la componente tangenziale del
vettore potenziale magnetico. Dalla precedente equazione differenziale è possibile
























ricavare il flusso magnetico, quindi calcolare il vettore potenziale magnetico ed infine il
campo magnetico B0.
Il calcolo del campo magnetico indotto richiede la valutazione preventiva delle correnti
nel plasma; successivamente si può procedere in modo del tutto analogo a quanto fatto
per la valutazione del campo magnetostatico. Nell’ipotesi di plasma freddo e assenza di
forze viscose, neutralità elettrica macroscopica, forze gravitazionali trascurabili e
condizioni stazionarie, l’equazione di bilancio di quantità di moto del plasma,
considerato come un unico fluido, diventa:
                                                         ρm (u•∇) u = jp× B0 ,                                           (4.7)
dove ρm è la densità di massa del plasma, dato dalla somma della densità di massa
ionica più la densità di massa elettronica. Qualunque moto di elettroni relativamente agli
ioni nelle direzioni radiale ed assiale produce una separazione di carica, ne segue che, in
base all’ipotesi di macroscopica neutralità del plasma, il moto relativo degli ioni e degli
elettroni è consentito esclusivamente nella direzione tangenziale. Allora la velocità
macroscopica e la traiettoria dei due tipi di particelle deve rimanere sostanzialmente
uguale, e la corrente che si genera nel plasma ha la sola componente tangenziale.
L’ipotesi di assialsimmetria e la (4.7) consentono di esprimere la densità corrente nel
plasma nella forma:
Il campo elettrico ambipolare viene calcolato ricorrendo al potenziale elettrico e
ricordando che deve valere la relazione: E = -∇Φ; il potenziale elettrico è calcolato
risolvendo l’equazione di Poisson:
dove la densità numerica elettronica è valutata tramite la relazione di Boltzmann:
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che mette in relazione la densità ne con la temperatura elettronica Te e il potenziale del
plasma Φ; n0 è la densità numerica elettronica in una regione dove l’energia potenziale
associata al campo elettrico ambipolare è nulla. L’ipotesi di quasi neutralità del plasma
comporta una semplificazione dell’equazione (4.9):
da cui:
Se è nota la densità degli ioni e la temperatura degli elettroni è possibile calcolare il
potenziale elettrostatico e quindi il campo elettrico ambipolare Ep. Un metodo molto
utilizzato consiste nell’assumere la temperatura elettronica costante, mentre la densità
ionica viene calcolata come valore medio su di un volume di dimensioni piccole, ma
finite e su di un periodo di ciclotrone.
Fig. 4.1: in alto: linee di campo magnetico e traiettoria dello ione test nel propulsore VASIMR. Al centro:
Energia assiale, ortogonale e totale dello ione test. In basso: momento magnetico dello ione test. Si
osserva che il distacco dello ione dalle linee di campo si ha in seguito all’incremento del raggio di
Larmor.
































Si ottiene così un modello chiuso per la descrizione del flusso di plasma all’interno
dell’ugello magnetico.
L’applicazione numerica del modello fin qui descritto ha consentito agli autori di
dimostrare il distacco del plasma dalle linee di campo magnetico di un propulsore
VASIMR. In Figura 4.1 si osserva che l’energia degli ioni in direzione assiale Wz, tende
ad un valore costante spostandosi sempre più a valle del propulsore. Questo significa
che il moto degli ioni tende ad essere influenzato sempre meno dal campo magnetico
all’aumentare della coordinata assiale z. Un’ulteriore indicazione del distacco è fornita
dall’andamento del momento magnetico µ = (W⊥ / B
2)B che tende a crescere
allontanandosi dal propulsore.
Gli elettroni, come si può osservare dalla figura, sono completamente magnetizzati
risultando, nelle loro traiettorie, completamente attaccati alle linee di campo magnetico.
Fig. 4.2: linee di campo magnetico e traiettoria dell’elettrone test. Si osserva una precisa sovrapposizione
della traiettoria con le linee di campo.





4.3 Modellazione del plasma tramite teoria cinetica
Un plasma è un sistema che contiene un grande numero di particelle interagenti, per
questo motivo può essere modellato in modo accurato tramite la teoria cinetica che
utilizza un approccio di tipo statistico. Il plasma è descritto dalle funzioni di
distribuzione fj nello spazio fisico (x, y, z), nello spazio della velocità (ux, uy, uz) e in
quello del tempo (t). L’evoluzione del plasma è così modellata dall’equazione di
Boltzmann scritta per ciascuna specie presente, in particolare, per un plasma
completamente ionizzato in cui sono presenti solo ioni ed elettroni, l’equazione ha sette
dimensioni ed ha la forma seguente:
Il termine che tiene conto delle collisioni può essere modellato in modo molto semplice
utilizzando l’approssimazione di Krook oppure tramite espressioni più elaborate come
l’integrale collisionale di Boltzmann o il termine collisionale di Fokker-Planck. Tutte le
informazioni fisiche interessanti che descrivono il sistema sono contenute nella
funzione di distribuzione. Dalla conoscenza di fj possono essere dedotti i valori medi
delle varie quantità fisiche che interessano per descrivere il comportamento
macroscopico del plasma; ad esempio: la densità di carica e la densità di corrente sono
ricavabili rispettivamente dai momenti di velocità di ordine 0 e di ordine 1 della
funzione di distribuzione:
L’equazione di Boltzmann può essere semplificata osservando che una parte
significativa degli effetti delle interazioni tra le particelle è inclusa nella forza di
Lorentz, si può allora trascurare il termine collisionale, ottenendo così la formulazione
di Vlasov che, con le equazioni di Maxwell, va a costituire un sistema di equazioni auto-
consistente:
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Il campo magnetostatico può essere determinato tramite le relazioni stazionarie di
Maxwell, utilizzando il metodo illustrato nel paragrafo 4.2, mentre il campo
elettrostatico può essere ipotizzato assente, qualora si studi il plasma con la sola
presenza del campo magnetico e in assenza di elettrodi.
4.4 Modello a due fluidi
Questo modello deriva direttamente dall’equazione di Boltzmann (4.13); quello che si
ottiene è un set di equazioni macroscopiche di trasporto per ciascuna specie j.
Prendendo i momenti dell’equazione di Boltzmann, ottenuti moltiplicando l’equazione
di Boltzmann per le variabili macroscopiche di interesse, e mediando nello spazio della
velocità, si ottengono le equazioni di continuità di massa, quantità di moto ed energia,
che governano il comportamento degli elettroni e degli ioni.
Le equazioni che si ottengono nel caso più generale sono riassunte dal seguente sistema,
valido per le specie j = i,e:
( ) ( ) (4.17)                                   , ud t,fq Σt,ρ
u    
3
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Con Aj e Sj sono stati indicati rispettivamente il trasferimento di quantità di moto dovuto
alle collisioni elastiche e il rateo di produzione o perdita, per unità di volume, delle
particelle in seguito a collisioni anelastiche, ρmj indica la densità di massa, Mj indica il
rateo di variazione della densità di energia in seguito alle collisioni e qj indica il flusso
di calore associato all’energia dovuta al moto casuale o energia termica delle particelle.
Il sistema costituito dalle (4.23), (4.24) e (4.25) presenta un numero di equazioni
inferiore al numero delle incognite; è quindi necessario introdurre delle semplificazioni
per eliminare alcune delle variabili indipendenti.
4.4.1 Modello del plasma freddo
Un modo per semplificare il sistema consiste nel trascurare gli effetti dovuti al moto
termico delle particelle e la forza dovuta alla divergenza del tensore di pressione.
Rimangono le sole equazioni di conservazione della massa e della quantità di moto cioè
4 equazioni e 4 incognite (nj, uj), sia per gli ioni che per gli elettroni; il sistema è
risolubile nel momento in cui siano definiti i due termini che descrivono le collisioni nel
plasma.













































4.4.2 Modello del plasma caldo
In questo modello l’approssimazione consiste nel trascurare il flusso di calore
(approssimazione adiabatica). In seguito a questa ipotesi segue che il plasma è non
viscoso e il tensore degli sforzi diviene semplicemente un termine scalare di pressione:
Noto il campo elettrico e il campo magnetico il sistema presenta cinque incognite (nj, uj,
pj) e cinque equazioni per ogni specie di particella presente nel plasma (elettroni e ioni)
risultando così un sistema chiuso.
Per completare il modello è necessario conoscere il campo elettrico E e il campo
magnetico B. Nel caso dell’ugello magnetico si ha che il campo magnetico è uguale alla
somma del campo magnetostatico più il campo indotto dalle correnti nel plasma.
Nell’ipotesi in cui l’unico campo elettrico presente nell’ugello sia quello generato dal
fenomeno di diffusione delle particelle, cioè il campo elettrico ambipolare, si ha:
                                                      B(r,z) = B0(r,z)  + Bp(r,z),                                    (4.29)
                                                             E(r,z) = Ep(r,z).                                             (4.30)
Il campo magnetostatico può essere determinato tramite le relazioni stazionarie di
Maxwell, utilizzando il metodo illustrato nel paragrafo 4.2; per determinare il campo
magnetico prodotto dalle correnti nel plasma e il campo elettrico ambipolare si
introducono: il potenziale vettore Ap e il potenziale scalare Φp, in funzione dei quali si
possono  risolvere le equazioni di Maxwell; noti questi due potenziali, si ricavano Bp e
Ep.














































In letteratura esiste un modello a due fluidi ancora più semplice, che, sebbene molto
approssimato, è utile per una prima analisi del comportamento del plasma. Il sistema di
equazioni fluide per le specie j = i, e, è costituito da:
• equazione di continuità:
in cui si è trascurato il termine Sj;
• equazione di moto:
in cui si considerano solo le collisioni di tipo elastico e si è trascurata la forza
gravitazionale; si può inoltre trascurare la parte non isotropa del tensore di pressione,
perciò il gradiente di tale tensore diviene semplicemente: ∇pj, dove pj = Cj njγ, che è
l’equazione dell’energia in condizioni adiabatiche, (vedi paragrafo 4.5);
• equazioni di Maxwell per il campo elettromagnetico:
in cui:
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Nel plasma il campo elettrico E viene in genere determinato dall’equazione di moto,
mentre l’equazione di Poisson viene usata a posteriori per trovare la distribuzione
volumetrica di carica: questo accade dal momento che, a seguito del moto delle
particelle, il campo elettrico si adatta in modo da preservare la neutralità. La
distribuzione di carica ha un’importanza secondaria, poiché essa si aggiusta
automaticamente in modo da verificare l’equazione di Poisson.
Alla luce di queste considerazioni si può assumere ni = ne e ∇•E ≠ 0 allo stesso tempo:
questa viene detta “approssimazione di plasma” (plasma approximation) ed è valida
solo per applicazioni a bassa frequenza. Per onde elettroniche ad alta frequenza, ad
esempio, in cui le cariche possono separarsi, tale approssimazione non è più accettabile
ed il campo elettrico deve essere determinato in base alle equazioni di Maxwell.
4.5 Equazioni a singolo fluido
Quando il plasma è completamente ionizzato, si possono combinare le equazioni fluide
per ioni ed elettroni in un sistema di equazioni descrivente un singolo fluido; questo, a
basse frequenze (ω << ωci), dà luogo allo studio della cosiddetta magnetoidrodinamica.
Il plasma in questo caso si comporta come un fluido conduttore, con un opportuno
valore di densità di carica ρ e di conducibilità σ, infatti, a basse frequenze, il ruolo degli
elettroni è principalmente quello di schermare per garantire la quasi-neutralità del
mezzo.
Per derivare le equazioni a singolo fluido si fanno le seguenti semplificazioni:
• me è così piccola che si trascurano gli effetti inerziali,
• mi/me →0,
• ni ≅ ne: quasi-neutralità del plasma, perciò, nelle equazioni di Maxwell si possono
trascurare i contributi dovuti alle correnti di spostamento:  ε0 ∂E/∂t →0 a bassa
frequenza,
• (u•∇)u si può trascurare, poiché è quadratico in u e, quindi, piccolo.
In base a tali semplificazioni si definiscono:





Le equazioni di moto per ioni ed elettroni si ottengono dalla (4.27) inserendo, al posto
di “j”, il pedice “i” o il pedice “e”; sommandole membro a membro ed utilizzando le
semplificazioni appena descritte, si ottiene l’equazione di moto per il singolo fluido:
Combinando opportunamente le equazioni di moto per ioni ed elettroni, si ottiene anche
la legge di Ohm generalizzata, necessaria per descrivere il moto a singolo fluido:
in cui η è la resistività del plasma, ovvero il reciproco della conducibilità elettrica:
η = 1/σ. In situazioni lentamente variabili nel tempo, (approssimazione di bassa
frequenza), la (4.41) diventa:
perciò, sapendo che:
si ha:
in cui il secondo termine a secondo membro può essere trascurato nel caso di basse
temperature ioniche o quando la velocità del plasma è elevata ed il campo magnetico è
intenso.
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L’equazione di conservazione dell’energia, in un sistema interessato da trasformazioni
adiabatiche, si può scrivere:
dove C è una costante e γ è il rapporto tra i calori specifici; γ = (N+2) / N, dove N è il
numero dei gradi di libertà; in 3-D si ha N = 3, perciò γ = 5/3.
Aggiungendo le equazioni di conservazione della carica e della massa e le equazioni di
Maxwell, si ottiene il set completo di equazioni a singolo fluido:
 Si possono fare alcune considerazioni conclusive sul modello MHD:
• sebbene il plasma sia macroscopicamente neutro, si ha comunque un campo elettrico
non nullo che contribuisce all’accelerazione le particelle;
• l’accelerazione del plasma avviene in seguito all’azione della pressione magnetica
esercitata dall’ugello e dalla conversione del moto termico in moto utile delle
particelle cariche;
• gli elettroni tendono ad avere una temperatura più elevata degli ioni; inoltre gli
elettroni hanno una elevata conducibilità termica a causa della loro piccola massa.
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Con l'eccezione del motore a ioni (ove le particelle cariche positivamente vengono
separate dalle altre e accelerate a parte) tutti i propulsori elettrici descritti nel capitolo 1
lavorano con un fluido allo stato di plasma. Quello che distingue un tipo di propulsore
da un altro è il meccanismo di generazione della spinta: nei propulsori
magnetoplasmadinamici (MPD) l'accelerazione del plasma avviene prevalentemente
tramite la forza di Lorentz, quindi tramite l'interazione di una corrente elettrica j con un
campo magnetico B. Infatti, se il plasma ha una conducibilità σ, una velocità
macroscopica u ed è soggetto ad un campo elettrico E, si avrà una densità di corrente j
= σ (E + u × B) che, interagendo con il campo elettrico e con il campo magnetico,
produce una densità di forza di massa f = j × B, che accelera il plasma.
Fig. 5.1: rappresentazione in sezione di un propulsore MPD.





Come mostrato in Figura 5.1 il propulsore magnetoplasmadinamico (MPD) è
caratterizzato da una geometria coassiale costituita da un catodo centrale, un anodo
anulare e un isolante posto fra i due elettrodi. Il propellente gassoso è introdotto nella
zona a monte del canale e quindi ionizzato attraverso il passaggio attraverso l’intenso
arco elettrico prodotto dagli elettrodi. Se la corrente d’arco è abbastanza alta, il campo
magnetico indotto in direzione circonferenziale è sufficiente ad esercitare forze di massa
in direzione assiale e radiale sul flusso di propellente accelerandolo direttamente verso
valle e comprimendolo verso l’asse di simmetria sotto forma di un plasma molto caldo.
La successiva espansione del plasma lungo la direzione assiale di accelerazione genera
la velocità di scarico utile alla produzione della spinta.
I motori MPD si dividono in due grandi categorie:
1) a campo magnetico autoindotto,
2) a campo magnetico applicato dall'esterno (Bext).
La geometria del sistema rimane la stessa, ma nei motori a campo applicato la presenza
di Bext genera altri contributi alla spinta, rendendola maggiore rispetto al caso di solo
campo autoindotto.
5.2 MPD a campo magnetico autoindotto
5.2.1 Rappresentazione Magnetogasdinamica
Nella rappresentazione del gas come un continuo, varie componenti della interazione
magnetogasdinamica possono essere proposti. Con riferimento alla fig. 5.2 possiamo
identificare un’accelerazione assiale dovuta all’interazione di una corrente radiale con il
campo magnetico autoindotto azimutale; ci si riferisce solitamente a questo come il
“blowing” elettromagnetico, che è l’accelerazione scalare a cui ci riferisce solitamente
quando si trattano gli acceleratori scalari, i più semplici dispositivi di accelerazione
elettromagnetica; si può inoltre identificare una forza elettromagnetica che causa il
restringimento del plasma vicino all’asse, noto come “pumping”, dovuto all’interazione
di una corrente assiale con il campo magnetico autoindotto azimutale. Se si pensa di
introdurre anche un campo magnetico esterno con componenti assiale e radiale, questo





può generare fenomeni di rotazione delle particelle in direzione azimutale. Infine se si
considerano gli effetti di conduttività tensoriale, possono sorgere varie correnti di Hall.
Per poter fare una trattazione analitica al momento consideriamo solamente gli effetti di
“pumping” e “blowing” riservandoci di valutare gli altri effetti per vie alternative.
Più precisamente: tra i due elettrodi viene applicata una adeguata differenza di
potenziale tale da far scoccare una scarica elettrica. Si instaura così una corrente j, in
direzione prevalentemente radiale, che entra nel catodo e, scorrendo, genera un campo
magnetico autoindotto avente direzione azimutale, Bθ. Poichè  j è costituita da una
componente assiale jz e da una componente radiale jr, la forza di Lorentz F presenterà
anch'essa due componenti:
1) Fz = jr Bθ, diretta in senso assiale e responsabile diretta della accelerazione degli ioni
verso l'uscita del condotto. Si parla in questo caso di effetto di "blowing" (vedi fig.
5.2).
2) Fr = - jz Bθ, diretta in senso radiale e tale da spingere gli ioni verso l'asse centrale del
propulsore. Si parla in questo caso di effetto di "pumping" (vedi fig. 5.2) e il
contributo alla spinta viene dato semplicemente dal conseguente aumento della
pressione (gasdinamica) nella zona di fronte all'estremità del catodo.
Fig. 5.2: schema degli effetti di "pumping" e "blowing" in un propulsore MPD a campo magnetico
autoindotto.





Il meccanismo di blowing può essere valutato considerando la sola componente radiale
della corrente d’arco nell’ipotesi in cui sia uniformemente distribuita sia nella direzione
assiale che in quella circonferenziale e nel caso in cui gli elettrodi siano due cilindri di
lunghezza infinita, coassiali e con raggio rc per il catodo e ra per l’anodo, vedi fig. 5.3
(a). Dall’equazione di Maxwell si può valutare il campo magnetico indotto dal moto
delle cariche in funzione della corrente, che risulta puramente azimutale, lineare in
direzione assiale z e inversamente proporzionale al raggio r:
in cui si utilizzano le notazioni di fig. 5.3 (a), perciò z0 è la lunghezza assiale del catodo,
che coincide con la lunghezza della camera. La corrente I si può calcolare con la
seguente formula:
in cui jr è la densità di corrente radiale. La spinta Fz nella direzione assiale è data
dall’integrale esteso al volume cilindrico della camera del motore della densità di spinta:
perciò, nel caso di fig. 5.3 (a), si ha:
ma, se il catodo ha una geometria di estremità ben definita, come nel caso di fig. 5.3 (b),
gli estremi di integrazione cambiano, inoltre è necessaria una supposizione sulla
distribuzione della corrente: se si suppone variabile sulla superficie del catodo come 1/r
si ha:
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se, invece, si suppone costante su questa superficie e corrispondentemente variabile
sulla superficie dell’anodo come 1/z si ha:
Nelle relazioni (5.4), (5.5) e (5.6) “I” rappresenta la corrente totale d’arco.
Fig. 5.3: modello ideale per l’analisi di un acceleratore MPD: (a) corrente radiale uniforme, (b) corrente
radiale con catodo conico.
Il contributo del meccanismo di pumping può essere illustrato utilizzando un altro
modello idealizzato, in cui la corrente d’arco entra con flusso uniforme dalla superficie
di base di un catodo cilindrico, come in fig. 5.4 (c).






























Fig. 5.4: modello ideale per l’analisi di un acceleratore MPD: (c) corrente assiale uniforme, (d) modello
ibrido.
All’equilibrio la densità di forza radiale deve essere bilanciata dalla pressione del
plasma pext; l’integrale, sulla superficie di base del catodo, della differenza di pressione
produce un incremento alla spinta:
La spinta complessiva può essere ora calcolata semplicemente sommando il contributo
dei due effetti considerati separatamente:
dove K è una costante che dipende dalla forma dell'estremità del catodo, ad esempio: K
= 0.75 per un catodo con estremità conica come quello in fig. 5.4 (d).
L’equazione (5.8) è indipendente dalla traiettoria specifica che la corrente d’arco
percorre per andare dall’anodo al catodo, per questo motivo è una relazione adatta per
una valutazione di prima approssimazione della spinta anche per il caso di strutture
complesse delle linee di corrente d’arco come si osservano nei motori MPD reali.
Ovviamente, per geometrie differenti da quella di un anodo ed un catodo con raggi
( )( ) (5.7)                             . 
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costanti la relazione (5.8) non è più esatta, ma in generale per qualsiasi propulsore MPD
a campo autoindotto si può affermare che:
                                                                   T = b I2 ,                                                    (5.9)
cioè: la spinta complessiva è proporzionale al quadrato della corrente che scorre
complessivamente nel propulsore. La legge della spinta mostra anche che
l’accelerazione elettromagnetica non dipende dalla portata di massa o dalle dimensioni
assiali, ma dipende debolmente dalle dimensioni radiali di scala.
La potenza P effettivamente assorbita dal propulsore è il rapporto tra la potenza di uscita
Pexhaust ed il rendimento η del propulsore, in cui:
perciò:
La differenza di potenziale applicata agli elettrodi sarà allora:
In definitiva, in un propulsore MPD ideale, si hanno le seguenti relazioni di
proporzionalità:
                                                                           F ≈ I2 ,                                           (5.13)
                                                                           V ≈ I3 ,                                          (5.14)
                                                                           P ≈ I4 .                                           (5.15)
Queste dipendenze di F, V e P dalla corrente sono esatte solo nel caso di un MPD
ideale, perché in realtà esistono diversi problemi, come l’incompletezza della

































ionizzazione e la nascita di fenomeni di instabilità, che impediscono alle caratteristiche
del propulsore di seguire esattamente l'andamento indicato dalle tre precedenti relazioni.
5.2.2 Descrizione Particellare
Un secondo modello che si può proporre per studiare le prestazioni di un MPD è il
modello particellare, in quanto in certe circostanze la bassa pressione a cui si usano
questi motori, ci suggerisce che le orbite delle particelle diventino comparabili con le
dimensioni della camera. Consideriamo ora una situazione opposta a quella del
continuo, ovvero un insieme di particelle non collisionali che vengono accelerate fuori
dal motore, si assume che le uniche collisioni siano quelle che generano gli ioni
all’anodo; una volta formati essi vengono direttamente accelerati senza altre collisioni
verso l’asse e ruotati esternamente dal campo magnetico, dove incontrano un fascio di
elettroni assiale; da questo punto di vista si può considerare l’MPD come un
acceleratore elettrostatico.
Fig. 5.5: modello non collisionale di MPD.
Questo modello è in grado di fornire alcune correlazioni fra le proprietà del motore che
differiscono dal caso continuo e, perciò, possono essere utilizzate per testarne la





validità. Poiché la corrente radiale è dovuta agli ioni, questa sarà limitata dalla portata
disponibile:
dove mi è la massa dello ione. Inoltre gli ioni devono essere in grado di ruotare la loro
traiettoria da radiale ad assiale quindi il loro raggio di Larmor deve essere inferiore alla
distanza tra l’anodo e l’asse del propulsore.
La velocità di scarico sarà inoltre limitata in questo modello equivalentemente ai
propulsori elettrostatici a:
L’essenziale differenza dal modello illustrato nel paragrafo §5.2.1 è il legame fra la
velocità e la portata, che prima non era visibile. La validità di un modello particellare
non collisionale è evidentemente bassa per le situazioni di interesse propulsivo (sono
richieste possibilmente alte spinte e quindi portate grandi); rimangono comunque validi
indizi su certi aspetti del comportamento del propulsore. Attraverso questo schema è
infatti possibile spiegare la possibilità che ha il catodo di sostenere alti livelli di corrente
senza fondersi, infatti l’ipotesi è che il forte campo magnetico vicino al catodo defletta
gli ioni rallentandone il bombardamento; questo ci si aspetta che avverrà in zone dove il
parametro di Hall è molto elevato e dove il raggio di ciclotrone degli ioni è piccolo
rispetto alle dimensioni del catodo; entrambe le richieste sono più facilmente rispettate a
regimi dove la teoria collisionale non è più utilizzabile. Una descrizione delle orbite
comprendente le collisioni può in qualche modo riempire i vuoti fra una disciplina e
l’altra .

























5.2.3 Descrizione Collisionale Euristica
Sfortunatamente l’introduzione delle collisioni nella teoria delle orbite rende il
problema difficilmente risolvibile per via analitica. Rimane comunque possibile
valutare i percorsi qualitativi della corrente e prevedere la densità di spinta attraverso
l’analisi dei parametri di Hall per gli ioni e per gli elettroni e dei rispettivi raggi di
ciclotrone nella regione del getto e all’interno della camera. Tralasciando i metodi
utilizzati per determinare i parametri citati, è possibile determinare le traiettorie medie
di elettroni e ioni, come riportato in fig. 5.6.
Fig. 5.6: moto di ioni ed elettroni in un propulsore MPD.
Si può notare un grande valore per il parametro di Hall per gli elettroni nel vertice del
catodo che costringe gli elettroni emessi dalla superficie del catodo a mantenere un
moto di migrazione assiale finché raggiunta una posizione sufficientemente a valle dove
il parametro di Hall è diminuito di intensità, è permesso lo sviluppo di una migrazione
collisionale radiale; solamente dopo quel punto gli elettroni possono migrare indietro
verso l’anodo. Poiché non esiste una corrente radiale elettronica, la corrente radiale
ionica diventa importante in prossimità degli elettrodi. In questa visione il meccanismo
dominante della spinta segue dall’analisi dei percorsi delle particelle. Nella regione





esterna del getto si trova una zona dominata dalle collisioni in cui una conduttività
scalare domina fornendo una forza di massa j x B. La diminuzione del campo
magnetico indotto in questa regione comunque preclude un grosso contributo alla spinta
totale data da questo meccanismo. In posizione intermedia (sia radiale, che assiale) si
osserva un regime di corrente scalare ionica e di Hall elettronica, che fornisce una
componente radiale alla spinta associata con l’accelerazione diretta degli ioni a causa
del campo elettrico. All’interno del getto che fuoriesce dal catodo c’è una regione nella
quale sia gli ioni che gli elettroni sperimentano una migrazione forzata dal campo
magnetico, che contribuisce a una spinta assiale determinata dalla portata che scorre nel
getto.
5.3 Il propulsore MPD a campo magnetico applicato
Quando un campo magnetico generato dall’esterno viene sovrapposto al canale
accelerativo di un propulsore MPD la situazione cambia notevolmente. La frazione di
spinta generata all’interno del canale è piuttosto piccola e le azioni di Lorentz
producono un effetto di invorticamento del plasma. Il forte campo magnetico assiale
ostacola il flusso degli elettroni verso l’anodo costringendoli a seguire traiettorie che si
allungano a valle dell’uscita del motore (vedi fig. 5.7).
Fig. 5.7: schema di un MPD con campo magnetico applicato.





Nei propulsori di questo tipo il campo magnetico autoindotto è spesso dello stesso
ordine di grandezza del campo magnetico applicato generato dall’avvolgimento di cui è
munito il motore. Tipici valori del parametro di Hall per questi motori sono dell’ordine
di 3-5 e si può pensare che abbiano un comportamento intermedio tra i propulsori MPD
a campo autoindotto e i propulsori ad effetto Hall. È lecito quindi aspettarsi per questi
propulsori delle efficienze operative maggiori e minore sensibilità alle instabilità e
all’erosione del catodo rispetto agli analoghi a campo autoindotto.
In sintesi la presenza di un campo magnetico applicato Bext ha effetti sia sulla spinta
prodotta, sia sulla stabilità di funzionamento del motore. Per quanto riguarda la spinta,
vengono introdotti due nuovi contributi:
1. La componente assiale Bz del campo magnetico applicato interagisce con la corrente
di scarica diretta radialmente, generando una forza di Lorentz in senso azimutale; il
risultato è la nascita di una corrente elettrica azimutale jθ che, a sua volta,
interagisce con la componente assiale del campo magnetico applicato, generando
una forza di Lorentz diretta radialmente verso il centro del propulsore (tale dunque
da accrescere l'effetto di "pumping").
2. La componente radiale Br del campo magnetico applicato interagisce con la corrente
azimutale jθ, generando una forza che accelera il plasma in direzione assiale
(incrementando l'effetto di "blowing").
Nel complesso la spinta prodotta da un motore con campo magnetico applicato sarà
perciò composta da:
• FB autoindotto : spinta generata dalle interazioni tra la corrente e il campo magnetico
autoindotto,
• FB applicato : spinta generata dalle interazioni tra la corrente e il campo magnetico
applicato,
• Fgasdinamica : spinta ottenuta espandendo il plasma nel condotto di uscita, come in un
ugello,
cioè:
                                           F = FB autoindotto + FB applicato + Fgasdinamica .                      (5.18)





Fig. 5.8: moto di ioni ed elettroni in un propulsore MPD con campo magnetico applicato.
Alternativamente, si può tentare di tenere conto dell’effetto che il campo magnetico ha
sul comportamento delle particelle ioni ed elettroni all’interno del motore con la tecnica
utilizzata nel paragrafo 5.2.3, per tenere conto delle collisioni nella teoria orbitale.
Partendo da una rappresentazione empirica delle linee di campo magnetico, si
costruisce ancora la mappa dei parametri di Hall e dei raggi di ciclotrone sulla regione
di interesse. Attraverso queste supposizioni le traiettorie degli ioni e degli elettroni
possono essere tracciate. Con riferimento alla fig. (5.8) che mostra una situazione di
campo magnetico assiale predominante rispetto al campo magnetico indotto, vediamo
che, ad esempio, un elettrone emesso dal catodo si trova in una situazione con un grande
parametro di Hall, ma ora la sua migrazione dettata dalla deriva E x B è in direzione
azimutale. Inoltre poiché il campo elettrico e magnetico non sono ortogonali, esisterà
una componente del moto lungo le linee di B. Perciò le traiettorie degli elettroni in
questa zona sono delle spirali intorno all’asse z, che partono dal catodo e sono confinate
nelle superfici di cui le linee di campo magnetico sono un elemento. Questo tipo di
moto continua finché gli elettroni arrivati a valle in una zona con Ω minore possono
attraversare le linee di campo magnetico e andare verso l’anodo. Quando si avvicinano





all’anodo però rientrano in una zona ad alti Ω e sono quindi costretti a traiettorie
spiraleggianti, come vicino al catodo. In questo calcolo i raggi di ciclotrone degli ioni in
prossimità di anodo e catodo sono più piccoli dello spazio fra gli elettrodi, perciò si
avranno traiettorie a spirale simili a quelle degli elettroni. Ma nuovamente, quando
raggiungono zone a più bassi valori del parametro di Hall, gli ioni attraversano le linee
di campo magnetico, soltanto che questi, per la loro maggiore inerzia rispetto agli
elettroni, continuano a dirigersi verso la zona esterna del propulsore. Poiché la direzione
azimutale della migrazione dovuta a E x B è la stessa per ioni e elettroni questo modello
non prevede corrente di Hall, ma solamente un moto vorticoso intorno a catodo e anodo.
5.4 Funzionamento di un propulsore MPD reale
Le espressioni (5.13), (5.14) e (5.15) mostrano il legame tra T, V e P e la corrente di
scarica in un propulsore MPD ideale. In pratica questi andamenti risultano verificati
solo in un intervallo piuttosto ristretto del campo di funzionamento di un MPD: per
correnti elettriche troppo elevate o troppo basse la situazione si discosta notevolmente
da quella prevista. Considerando in particolare l'andamento della differenza di
potenziale V al variare della corrente applicata I, idealmente V ≈ I3,
invece l'andamento rilevato empiricamente è quello rappresentato in fig. 5.9.
Si osserva che al di sotto di un certo valore della corrente, dipendente anche dal flusso
di massa scelto, l'andamento di V al variare di I è di tipo lineare e non cubico. Superato
questo valore di I l'andamento del potenziale inizia ad essere quello ideale, ma,
aumentando ancora la corrente, si entra quasi subito in un'altra zona di funzionamento
del motore in cui: V ≈ I. I fenomeni che determinano questi scostamenti rispetto
all'andamento previsto per V sono tra loro molto diversi: per bassi valori della corrente I
il problema riguarda il processo di ionizzazione del propellente, per elevati valori della
corrente I il problema è legato alla nascita ("onset") di instabilità nella scarica elettrica
stessa.





Fig. 5.9: curve V-I per propulsori MPD reali.
5.5 Meccanismo di ionizzazione di Alfven
La ionizzazione del propellente avviene attraverso processi di diversa natura nell’istante
in cui il propellente stesso viene immesso in camera di scarica. Si possono avere
fenomeni di ionizzazione:
• Per urti tra particelle dotate di elevata energia cinetica, durante i quali parte
dell’energia in gioco può essere spesa per la ionizzazione di una o entrambe le
particelle.
• Per azione di un campo elettrico di intensità sufficiente a strappare, per effetto
elettrostatico, un elettrone da una particella neutra, ionizzandola.
Altri meccanismi, quali la ionizzazione per trasmissione di energia elettromagnetica
sotto forma di fotoni o le interazioni di tipo chimico, vengono ritenuti trascurabili nel
caso della propulsione MPD.
Una delle ipotesi più accreditate circa il meccanismo di ionizzazione è quella degli
elettroni sovratermici di Alfvèn, secondo cui detto meccanismo subisce una brusca





accelerazione quando la velocità relativa del flusso delle particelle pre-ionizzate rispetto
alla parte neutra del gas, raggiunge il valore critico uac, definito come segue:
dove M e Ei sono rispettivamente la massa atomica e l’energia di prima ionizzazione del
propellente. Fino a quando non si raggiunge questa velocità, la ionizzazione è debole ed
il propulsore non si comporta in maniera ideale, presentando una crescita lineare della
differenza di potenziale all'aumentare della corrente. Una volta raggiunta e superata la
velocità critica, la ionizzazione prende campo rapidamente, il gas che attraversa la
scarica di corrente può essere considerato totalmente ionizzato e il comportamento del
propulsore diviene quello ideale, per cui la dipendenza tra potenziale e corrente è del
tipo: V ≈ I3. La velocità critica di Alfvèn uac per l’Argon (uno dei propellenti più
utilizzati per le sue caratteristiche di elevata massa atomica e basso potenziale di
ionizzazione) vale 8.7 [m/s].
Quello che avviene al raggiungimento della velocità critica può essere riassunto così: in
un flusso di gas che scorre perpendicolarmente ad un campo magnetico e che attraversa
una scarica elettrica si formano continuamente degli ioni; se la ionizzazione avviene in
un tempo minore rispetto a quello della rotazione ciclotronica indotta dal campo
magnetico, questi ioni appena formati risultano fermi rispetto a quelli formatisi in
precedenza, che stanno sopraggiungendo insieme al flusso di gas. Se la velocità del
flusso è pari a uac gli ioni sopraggiungenti e quelli di nuova generazione, come
conseguenza del loro moto relativo, generano dei campi elettrici locali fluttuanti tali da
permettere un trasferimento di energia agli elettroni. A causa delle accelerazioni
impartite da tali campi elettrici, si vengono a creare degli elettroni iperenergetici (o
sovratermici: "suprathermal electrons"), che sono in grado di scatenare il processo di
ionizzazione. Si può immaginare che un certo numero di particelle cariche siano create
in prossimità delle condizioni critiche in un processo di ionizzazione iniziale di non
forte intensità. In determinate condizioni il flusso ionico o elettronico, innescando una
instabilità detta two stream instability, accelera gli elettroni liberi facendo loro
raggiungere livelli energetici molto elevati. In un propulsore MPD il campo magnetico
azimutale autoindotto, il gas neutro iniettato in camera e gli ioni generati dagli urti tra









particelle, creano le condizioni per il verificarsi di questo fenomeno. Le condizioni
indicate per l’instaurarsi dell’instabilità sono necessarie ma non sufficienti: occorre che
la densità di energia degli elettroni sovratermici e degli ioni sia superiore a certi valori
di soglia e che la velocità relativa dell’urto ione-neutro sia all’incirca doppia di uac.
Questi urti provocano anche la ridistribuzione della quantità di moto, limitando così la
velocità di scarico a valori inferiori a uac finché la completa ionizzazione non è stata
raggiunta. Solo allora il flusso esce dal propulsore con una velocità pari a uac. Una volta
raggiunta questa situazione, ogni incremento di potenza erogato al propulsore si traduce
in un incremento, non solo della velocità di scarico, ma anche dei fenomeni di
instabilità. Alla condizione di piena ionizzazione corrisponde un valore ben preciso
della corrente di scarica, la corrente di piena ionizzazione Ici (critical ionization
current), che costituisce uno dei parametri di funzionamento fondamentali del
propulsore. Dall’analisi teorica del fenomeno della velocità critica di ionizzazione
deriva la seguente relazione:
in cui ra e rc sono i raggi effettivi di attacco della scarica sull’anodo e sul catodo.
Un importante parametro adimensionale di scala che si trova in numerosi contesti
sperimentali e teorici, che include l’effetto di erosione del catodo, la caduta di
potenziale all’anodo, i fenomeni di instabilità del plasma e i livelli di turbolenza, è il
numero di scala di accelerazione elettromagnetica ξ, definito come rapporto tra la
corrente I e la corrente di piena ionizzazione Ici:  ξ = (I / Ici).
Con regimi di funzionamento caratterizzati da elevati valori di ξ si ottengono impulsi
specifici significativi accompagnati da fenomeni di malfunzionamento dovuti alle
instabilità del plasma. In queste condizioni il propulsore presenta un’usura elevata con
conseguente riduzione della vita operativa accompagnata da una sensibile riduzione
dell’efficienza propulsiva causata dalla natura dissipativa dei fenomeni di instabilità. I
dati sperimentali reperibili in letteratura indicano che le condizioni nominali operative








































di un propulsore MPD vengono raggiunte per valori di ξ = 1, mentre condizioni
operative stabili e con bassa erosione del catodo sono limitate da valori di ξ < 2.
5.6 Nascita dell’instabilità della scarica elettrica
Per un funzionamento ideale del motore si dovrebbe operare a correnti superiori a quella
di piena ionizzazione. Tuttavia, per correnti elevate, nasce il problema della stabilità
della scarica elettrica che si instaura all'interno del propulsore: essa, infatti, provoca una
notevole riduzione della spinta e una forte erosione degli elettrodi, causando un rapido
deterioramento del propulsore stesso.
Sin dal 1971 Oberth e Jahn hanno osservato, in relazione ad alti valori della corrente di
scarica, il verificarsi di una rarefazione del propellente nella zona anodica del
propulsore MPD. Questa situazione causa un innalzamento della resistività del plasma,
provocando fenomeni di instabilità. In corrispondenza della regione anodica si realizza
una caduta di potenziale dell’ordine di qualche decina di Volt e conseguentemente una
dissipazione per effetto Joule di una considerevole frazione della potenza totale
introdotta.
Il parametro chiave nell'analisi della stabilità del funzionamento di un MPD è il
rapporto tra il quadrato della corrente applicata e il flusso di massa che scorre nel
condotto. Dalle numerose prove sperimentali eseguite, si è osservato che esiste un
valore limite di questo parametro oltre il quale il motore inizia a manifestare dei
problemi di funzionamento legati a fenomeni di instabilità. E’ ipotizzabile che un
parametro di riferimento più corretto debba tenere conto anche di altri fattori, come
geometria del propulsore e massa atomica del propellente; in ogni caso l'analisi del
fenomeno di instabilità della scarica elettrica (noto come: fenomeno di "onset") è molto
complessa e ben lontana dall'essere conclusa.
Durante gli ultimi anni la ricerca ha proposto varie soluzioni per cercare di eliminare
questi problemi, in particolare si è cercato di contrastare la rarefazione di propellente
all’anodo. Nel 1995 Tikhonov ed Obukhov hanno proposto l’introduzione di propellente
già ionizzato nella regione anodica tramite una camera anulare di pre-ionizzazione
disposta esternamente alla camera di accelerazione. Nel 1996 è stata avviata un’attività





di collaborazione tra il Research Institute of Applied Mechanics and Electrodynamics
(RIAME) del Moscow Aviation Institute (MAI) con lo scopo di implementare un
propulsore con camera di pre-ionizzazione, denominato Hybrid Plasma Thruster (HPT).
5.7 Il propulsore HPT modificato
Nel 1998 è stato realizzato presso il Centrospazio un prototipo, schematizzato in fig.
5.10, sulla base dell’esperienza svolta in precedenza dal RIAME-MAI. Elementi
caratteristici del propulsore, oltre alla camera di pre-ionizzazione, sono l’anodo,
composto da una serie di lamelle di rame profilate in modo da seguire le linee di campo
magnetico applicato e collegate ad un elemento cilindrico in lega d’alluminio, ed il
catodo centrale scelto nella configurazione cava ed in rame anch’esso, attraverso cui il
propellente raggiunge la camera di accelerazione. Gli otto catodi periferici, anche loro
cavi, forniscono il propellente alla camera di pre-ionizzazione. I catodi sono montati su
strutture porta-catodo in lega di alluminio e sono collegati a valvole solenoidali tramite
l’interposizione di un materiale isolante.





Fig. 5.10: sezione del propulsore HPT realizzato presso il Centrospazio.
Nella fig. 5.11 è mostrata una sezione longitudinale del propulsore HPT con le
modifiche apportate per renderlo adatto a studi sperimentali sul controllo della
turbolenza tramite campi magnetici applicati. Come si può osservare dal confronto con
la fig. 5.10, la modifica più importante è stata quella relativa alla camera di
accelerazione che, oltre ad avere una geometria semplificata, è realizzata in un materiale
plastico isolante denominato Delrin. Inoltra l’anodo del propulsore è conformato ad
anello circolare posto sulla bocca del propulsore. Tali modifiche si sono rese necessarie
dal momento che si è voluto evitare il più possibile interferenze da parte di elementi
ferromagnetici con il campo magnetico aggiuntivo prodotto da bobine poste tra la
camera e l’avvolgimento del propulsore.





Fig. 5.11: sezione del propulsore HPT modificato e in fase di realizzazione presso il Centrospazio.
Questa geometria modificata risulta molto utile anche da un punto di vista
dell’implementazione di un codice numerico per la simulazione del getto di plasma.
Infatti, la presenza di un solo catodo e l’assenza di una struttura complessa dell’anodo,
come quella di fig. 5.10, in cui gli elettrodi sono conformati come le linee di campo
magnetico, facilita la definizione del dominio computazionale e la gestione numerica
della griglia utilizzata per la sua discretizzazione.










6. Il codice PIC
6.1 Introduzione
Le complesse interazioni presenti in un propulsore MPD a campo magnetico applicato
richiedono una simulazione dei fenomeni che va oltre gli schemi che si possono trovare
in letteratura e discussi nel capitolo 4. Spesso i codici per la simulazione del plasma
sono basati sul modello magnetoidrodinamico (MHD, paragrafo §4.5) che è derivato da
una serie di ipotesi molto forti che ne limitano l’applicabilità, in particolare nei casi in
cui gli effetti fisici di Hall non sono trascurabili come nei motori MPD, in cui il
parametro di Hall oscilla tra i valori 3 e 5. Un codice tipo MHD, denominato MACH2, è
stato largamente utilizzato per modellare vari tipi di esperimenti da laboratorio sui
plasmi.
Un altro possibile modo di procedere può essere quello di modellare il plasma tramite la
teoria cinetica adottando l’equazione di Boltzmann con il termine collisionale dato dal
suo integrale collisionale o dal termine collisionale di Fokker-Planck (paragrafo §4.3).
Un approccio di questo tipo prevede la soluzione dell’equazione di Boltzmann per ogni
specie presente nel plasma e necessita la trattazione di sette variabili dimensionali (tre
componenti di velocità, tre di spazio e il tempo). Per questo motivo la simulazione del
plasma tramite l’equazione di Boltzmann è generalmente utilizzata in un ambito molto
limitato di applicazioni. Inoltre le condizioni al contorno sono difficilmente
implementabili in una simulazione che adotta un approccio tramite la teoria cinetica,
pertanto si è pensato di non seguire questa strada.
Rimane la possibilità di adottare uno schema a due fluidi oppure uno di tipo particellare.
I codici che studiano la dinamica del getto di plasma tramite schemi particellari tipo PIC
(Particle In Cell) hanno dimostrato nel tempo di essere più efficienti di codici di tipo a
due fluidi, magnetoidrodinamico (MHD) o solutori che descrivono il plasma tramite la
teoria cinetica. Gli schemi PIC consentono infatti di modellare configurazioni
complesse senza introdurre delle ipotesi a priori. Tuttavia, da un punto di vista
computazionale, sono molto più dispendiosi degli altri modelli, ma la potenza di calcolo
che oggi è disponibile su un normale PC consente di limitare notevolmente questo





problema, rendendo lo schema PIC uno strumento di calcolo molto interessante e
attraente.
Al Centrospazio è utilizzato e sviluppato il codice PICPlus (PIC Plume Simulator) per
la simulazione del getto di un propulsore SPT-100. PICPlus è un potente strumento di
calcolo e simulazione che consente di predire l’interazione tra il getto in uscita dal
propulsore e le superfici del veicolo spaziale. Le caratteristiche del getto sono definite
dagli effetti combinati della dinamica delle particelle cariche, che costituiscono il getto
rarefatto, e il campo magnetico applicato al propulsore. La possibilità di adattare il
codice PICPlus, facendo opportune modifiche, al propulsore MPD sia con campo
magnetico applicato, sia con campo magnetico autoindotto, ne suggerisce l’uso per
descrivere la dinamica del getto di plasma. Alla fine, tuttavia, la scelta ricade su un
modello ibrido: il comportamento degli ioni positivi presenti nel plasma, responsabili
della prestazione effettiva del motore, viene descritto tramite un approccio di tipo
particellare, mentre il moto degli elettroni viene invece descritto tramite un approccio
continuo di tipo fluidodinamico. Gli elettroni infatti, data l’elevata mobilità, sono
soggetti ad un numero di urti maggiore rispetto agli ioni e questo suggerisce una
trattazione continua. Un altro vantaggio di una trattazione fluidodinamica degli elettroni
consiste nel fatto di poter utilizzare passi per l’integrazione nel tempo leggermente più
grandi; gli elettroni, infatti, hanno velocità almeno un ordine di grandezza più grandi di
quelle degli ioni, per cui, con uno schema PIC, si dovrebbero utilizzare passi per
l’avanzamento nel tempo estremamente piccoli, rendendo praticamente inutilizzabile la
simulazione.
6.2 Il codice PIC-FES
Il codice PIC-FES (PIC-Fluid Electron Simulation) che viene sviluppato e testato
nell’ambito di questa tesi può essere classificato nella categoria dei metodi Hybrid-PIC
2D-3V. Pur assumendo una assialsimmetria e bidimensionalità (2-D) del problema,
vengono mantenute tutte le componenti di velocità e quindi di quantità di moto delle
particelle (3V). Questa particolarità si rende necessaria dal momento che si voglia
modellare correttamente gli urti tra le particelle in generale e in particolare, per quanto





riguarda il propulsore oggetto di questo studio, per poter modellare le correnti in
direzione azimutale che interagendo con il campo magnetico applicato producono forze
elettromagnetiche che confinano radialmente il plasma.
Il codice PICPlus consente di predire l’evoluzione del getto in uscita dal propulsore, ma
non considera tutti quei fenomeni che avvengono al suo interno, perciò sono necessarie
alcune modifiche per rendere questo codice adatto a simulare il plasma iniettato dal
catodo cavo del propulsore e le complesse interazioni tra i fenomeni fisici presenti nella
sua camera, come l’interazione del plasma con il campo elettrico generato dagli
elettrodi e le interazioni con le pareti solide isolanti.
Il codice PIC di cui si dispone all’inizio del lavoro differisce dal codice PICPlus nei
seguenti punti:
• utilizzo di una nuova routine per la generazione della griglia computazionale,
• utilizzo di una sola specie ionica,
• utilizzo di una routine modificata per l’iniezione degli ioni,
• utilizzo di nuove routine per il calcolo dei campi magnetici,
• utilizzo di condizioni al contorno sul potenziale modificate,
• utilizzo di un solutore dei campi potenziale ed elettrico modificato,
• utilizzo di nuove routine per la modellazione degli elettrodi e delle pareti
dielettriche,
• utilizzo di nuove routine per la descrizione della dinamica degli elettroni,
• rimozione della routine per il trattamento delle collisioni.
L’algoritmo alla base della simulazione PIC-FES del flusso di plasma in un propulsore
MPD è strutturato in base allo schema di calcolo tipico di un approccio PIC: dopo aver
scelto la geometria del problema, il dominio è diviso in un numero discreto di punti che
vanno a costituire la griglia computazionale (definizione del problema). Gli ioni e gli
elettroni vengono inizializzati nella zona del contorno da cui vengono iniettati, vengono
poste le condizioni al contorno iniziali e vengono calcolati i campi magnetostatici
(inizializzazione del problema). Ad ogni passo temporale della simulazione PIC-FES
del flusso di plasma in un propulsore MPD vengono calcolati i campi e fatte avanzare le
particelle, ioni ed elettroni: inizialmente lo schema utilizzato è quello sintetizzato dal
diagramma di flusso riportato in fig. 6.1 e illustrato di seguito:





• Iniezione: Si iniettano un certo numero di ioni e di elettroni dal catodo cavo;
• Scatter-step: La carica degli ioni viene trasferita dalla posizione effettivamente
occupata ai nodi della griglia computazionale utilizzando opportune “funzioni
peso”;
• Calcolo del campo elettrico: L’equazione di Poisson viene risolta sui nodi della
griglia computazionale, quindi viene calcolato il campo elettrico sugli stessi nodi;
• Gather-step: Si associa alle particelle il campo elettrico calcolato sui nodi della
griglia tramite interpolazione utilizzando uno schema del tipo: “punto di griglia più
vicino”;
• Avanzamento degli ioni: Gli ioni vengono fatti avanzare nel tempo tramite un
solutore di equazioni ODE detto: “Leap-Frog”;
• Valutazione delle particelle uscenti: Le particelle che hanno oltrepassato i limiti
del dominio computazionale vengono semplicemente rimosse dalla simulazione,
mentre le particelle che hanno oltrepassato le pareti solide del propulsore, da una
parte vengono rimosse dalla simulazione, ma dall’altra viene trattenuto il loro
effetto sulla condizione al contorno, in particolare quello sul flusso di particelle alla
parete;
• Avanzamento elettroni: Gli elettroni, che sono rimasti fermi durante
l’avanzamento degli ioni, vengono fatti avanzare dello stesso passo temporale di cui
sono avanzati gli ioni, ma con passo di integrazione opportuno, stabilito dalle
tecniche di integrazione adottate per la soluzione delle equazioni fluide, (capitolo 7);
• Aggiornamento delle condizioni al contorno: Vengono calcolate le correnti nel
plasma e, quindi, le nuove condizioni al contorno sull’anodo e sulle pareti isolanti;
• Valutazione della temperatura degli ioni;
• Calcolo della spinta generata.





Fig. 6.1: diagramma di flusso del processo di simulazione PIC-FES.





I passi dell’algoritmo illustrato vengono iterati fino a quando la distribuzione di una
variabile non converge. È da notare che i metodi PIC tendono ad avere una convergenza
con piccole fluttuazioni numeriche nell’intorno di un valore medio, pertanto la
convergenza non è intesa come controllo istantaneo della variabile, ma piuttosto come
valore medio della variabile su un certo numero di iterazioni. Ad esempio, come
consigliato da Fife, la convergenza della soluzione degli ioni può considerarsi
soddisfatta quando le fluttuazioni raggiungono una frequenza e un’ampiezza regolare.
Un altro criterio di convergenza consiste nel mediare una variabile di interesse su una
scala temporale sufficientemente lunga, in modo che le iterazioni vengano arrestate
quando il valore medio si attesta su un valore più o meno costante. Il tempo minimo
necessario per questo tipo di convergenza è ipotizzato pari a quello impiegato dalle
particelle pesanti per attraversare l’intero dominio computazionale.
Si osserva che il codice PIC-FES, facendo uso dei metodi di calcolo di tipo PIC,
dovrebbe avere caratteristiche di convergenza tipiche di questi ultimi, ma, purtroppo,
contenendo anche algoritmi di calcolo di tipo FES, per la soluzione accurata del flusso
elettronico, non è possibile predire se per un determinato problema, con assegnate
condizioni iniziali e al contorno, convergerà ad una soluzione stazionaria. Normalmente
una condizione sufficiente per la convergenza è l’utilizzo di un passo temporale per gli
ioni sufficientemente piccolo, in modo che, in un passo di integrazione, la particella
pesante più veloce non percorra uno spazio maggiore di una maglia della griglia.
Nonostante tutto possono nascere varie forme di instabilità, non solo per i più complessi
fenomeni fisici, ma anche in seguito a semplici fenomeni diffusivi e convettivi delle
particelle o a causa dell’inconsistenza di condizioni iniziali e/o condizioni al contorno.
Altre forme di instabilità possono nascere per motivi numerici e spesso sono
difficilmente distinguibili da instabilità di natura fisica.
Tuttavia, un’attenta analisi del codice (vedi paragrafo §8.2) induce ad apportare alcune
modifiche allo schema appena illustrato (vedi paragrafo §8.3). Ciononostante, nei
paragrafi che seguono viene spiegato nel dettaglio il funzionamento del modello PIC-
FES sintetizzato in fig. 6.1, poiché, sebbene necessiti di qualche correzione, costituisce
una buona base di partenza per la simulazione ibrida del flusso di plasma.





6.3 Definizione del dominio computazionale
La geometria del dominio computazionale dovrebbe riprodurre fedelmente la geometria
reale della camera del propulsore e dell’ambiente esterno dove si pensa di simulare lo
sparo del propulsore: spazio vuoto o spazio all’interno di una camera di prova. La
costruzione di una griglia spaziale è una operazione comune a molti modelli
computazionali perché rappresenta lo strumento per discretizzare equazioni che sono
definite su un dominio continuo.
Esistono due principali categorie di griglie: griglie non strutturate che sono tipicamente
associate a metodi agli elementi finiti e griglie strutturate che sono invece tipicamente
usate per metodi alle differenze finite. I modelli a particelle non hanno associata nessun
tipo specifico di griglia, pertanto nel caso in esame si ha completa libertà di scelta;
talvolta si ricorre a tipologie miste in modo da sfruttare i pregi di entrambe le categorie.
Una fedele riproduzione della geometria della camera del propulsore, soprattutto per
simulare le pareti e gli elettrodi, necessita di celle di forma opportuna che solo le griglie
non strutturate possono soddisfare; in tal caso infatti le celle possono assumere qualsiasi
forma e dimensione e possono essere adattate al meglio alle irregolarità del contorno del
sistema fisico. Tuttavia una discretizzazione non strutturata richiede l’utilizzo di metodi
agli elementi finiti mentre gli schemi utilizzati dalle due operazioni base del PICPlus
(soluzione dell’equazione di Poisson e Leap-Frog per l’avanzamento degli ioni) sono
alle differenze finite. Perciò in PIC-FES viene utilizzata, per la trattazione particellare
degli ioni, una griglia strutturata e adattativa in modo da tenere in considerazione la non
uniformità della densità ionica sul dominio computazionale. Con questo approccio la
geometria del propulsore non può essere modellata in modo estremamente preciso è
necessario accettare una descrizione dei contorni leggermente semplificata.
Partendo dalle fig. 5.10 e 5.11, due possibili configurazioni della geometria sono
mostrate in fig. 6.2 e 6.3, ma la scelta è stata fatta principalmente per rendere più
facilmente trattabili: le condizioni al contorno, la gestione della griglia e le complesse
tecniche numeriche usate per la risoluzione delle equazioni fluide, in modo da evitare
complicazioni formali introdotte da geometrie complicate.
Per questi motivi la geometria è stata ridotta da quella reale troncoconica a una “fittizia”
cilindrica, mostrata in fig. 6.5 con la linea tratteggiata: si ritiene infatti che la zona





modificata del catodo e la forma troncoconica non procurino variazioni significative alla
simulazione, almeno in questa prima fase di sviluppo.
Fig. 6.2: configurazione geometrica n. 1.
Fig. 6.3: configurazione geometrica n. 2.
L’ipotesi di assialsimmetria consente di includere nella simulazione solo metà della
sezione trasversale, partendo dall’asse di simmetria (superficie #1).
Le dimensioni della camera troncoconica rappresentata in fig. 6.3 sono molto simili a
quelle di una camera reale, perciò è necessario conoscerle per definire opportunamente
diametro di base e lunghezza della camera cilindrica “fittizia”. La camera di fig. 6.3 è
rappresentata in modo schematico in fig. 6.4; quest’ultima è limitata: dall’asse di
simmetria (superficie #1), dal catodo cavo di diametro pari a 20 mm che sfocia





direttamente nella camera del motore invece di protendere all’interno di essa per un a
certa lunghezza (superficie #2), dalla superficie di fondo circolare di diametro 80 mm e
di materiale isolante (superficie #3), dall’involucro isolante esterno della camera del
motore con forma troncoconica e diametro delle basi pari a 80 mm e 171.2 mm e
lunghezza 168 mm (superficie #4), dall’anodo, anch’esso troncoconico, con diametro
delle basi pari a 171.2 mm e 176.4 mm e lunghezza 10 mm (superficie #5).
Fig. 6.4: rappresentazione schematica della configurazione geometrica n.2.
Fig. 6.5: la linea tratteggiata è rappresentata la geometria “fittizia” del propulsore utilizzata nella prima
fase di sviluppo del codice PIC-FES. Le linee più spesse rappresentano le pareti reali del propulsore.





Considerando invece il dominio di fig. 6.6, il diametro esterno del catodo (superficie
#2) è rimasto invariato e pari a 20.0 mm, mentre quello della camera del motore è stato
portato per tutta la sua lunghezza ad un diametro di 176.6 mm. Per semplificare la
routine di generazione della griglia e la conseguente implementazione delle operazioni
da eseguire sui nodi del dominio, il catodo non si protende all’interno della camera,
come avviene nel motore reale, ma si ipotizza che il flusso di particelle sfoci nella
camera da un orifizio nella zona inferiore della parete di fondo (superficie #3). Per gli
stessi motivi l’anodo ha forma cilindrica (superficie #5), con diametro uguale a quello
della camera e lunghezza pari a 10 mm. La lunghezza complessiva del motore è di 178
mm e le pareti della camera (superfici #3 e #4) sono in materiale isolante.
Fig. 6.6: schema del dominio computazionale.
Ai fini di una simulazione numerica, il dominio esterno al motore deve essere
comunque ristretto nelle dimensioni in modo da poter cogliere gli aspetti significativi
dei fenomeni fisici che avvengono e, allo stesso tempo, utilizzare dei tempi di calcolo
contenuti. Alla luce di queste considerazioni, in questa prima fase di sviluppo il dominio
è interrotto, in direzione assiale, a una distanza dalla bocca del propulsore pari al doppio
della lunghezza della camera, mentre, in direzione radiale, è interrotto a una distanza
dall’asse pari a tre volte il raggio di camera, dal momento che, oltre tali distanze, il
plasma  ritorna ad essere praticamente un gas neutro (le proporzioni delle superfici #6,





#7, #8 di fig. 6.6 sono solo indicative). Il codice consente comunque di modificare in
modo immediato queste dimensioni a seconda delle esigenze.
Per quanto riguarda le dimensioni delle maglie, sarebbe opportuno scegliere base ed
altezza delle celle dell’ordine di grandezza della lunghezza di Debye locale, in modo da
simulare correttamente i fenomeni che si svolgono in piccola scala, come, ad esempio,
quelli inerenti alle guaine, che si formano in prossimità delle pareti solide. Tuttavia, nel
caso del propulsore MPD oggetto dello studio, in cui la densità numerica alla bocca del
catodo è dell’ordine di 1021  [# / m3], e la temperatura iniziale è di 3 [eV], la lunghezza
di Debye è circa 0.3 [µm], quindi è necessario aumentare la dimensione delle maglie di
qualche ordine di grandezza, per non avere una griglia eccessivamente fitta e, quindi,
dispendiosa in termini di tempi di calcolo. Il codice consente comunque di modificare in
modo immediato la dimensione delle maglie, in modo che, accettando tempi di calcolo
più lunghi, si possa utilizzare una griglia più fitta e, quindi, confrontare i risultati
ottenuti in questo modo con i precedenti.
Fig. 6.7: questa è la griglia da utilizzare nel codice finale per simulare il flusso di plasma in un propulsore
MPD: essa rappresenta un compromesso accettabile tra la capacità di cogliere fenomeni di piccola scala e
tempi di calcolo sufficientemente contenuti.





Tuttavia, per effettuare i primi test del codice completo, occorrono ulteriori
semplificazioni, perciò in questo lavoro:
 si sceglie la geometria di fig. 5.3 (a), in cui si hanno due elettrodi cilindrici
concentrici che si estendono per tutta la camera,
 le dimensioni sono: raggio del catodo = 0.01 [m], raggio dell’anodo = 0.06 [m],
lunghezza camera = 0.15 [m], (vedi fig. 6.8).
Soltanto nel momento in cui i risultati delle prime simulazioni vengono ritenuti
soddisfacenti, si può utilizzare una camera di forma leggermente più complessa, come
quella schematizzata in fig. 6.6 e 6.7. Per maggiori spiegazioni sulla forma della camera
e sul test del codice completo si rimanda al cap. 9.
Fig. 6.8: griglia utilizzata per i primi test.
6.4 Inizializzazione del problema
Prima dell’inizio del ciclo iterativo devono essere effettuate alcune operazioni
preliminari:
 si calcola il campo magnetico applicato prodotto dall’avvolgimento montato sul
motore,
 vengono definite le condizioni al contorno sul potenziale, sia sugli elettrodi, sia
sulle pareti isolanti, sia sulle “pareti aperte”,
 si stabilisce il numero di ioni da iniettare ad ogni iterazione,





 si stabiliscono le condizioni di iniezione.
Il campo magnetico generato dall’avvolgimento è costante nel tempo, pertanto viene
calcolato una volta per tutte prima dell’inizio del ciclo iterativo. La trattazione
dettagliata su come vengano modellate le pareti isolanti e gli elettrodi è riportata nel
paragrafo 6.4.2.
6.4.1 Calcolo del campo magnetostatico
In generale il campo magnetico indotto dalle correnti nel plasma di un propulsore MPD
non è trascurabile tanto che è alla base del meccanismo accelerativo negli schemi di
propulsore a campo magnetico autoindotto. È necessario quindi che il campo magnetico
venga aggiornato ad ogni ciclo di avanzamento nel tempo del codice. Come riportato
nel paragrafo §4.2, il campo magnetico complessivo può essere decomposto nella
somma di un campo magnetostatico B0, generato dagli avvolgimenti presenti attorno al
motore, più un campo Bp indotto dalle correnti nel plasma; allora il campo complessivo
è dato dalla relazione:
                                                      B(r,z) = B0(r,z)  + Bp(r,z),                                      (6.1)
In questo paragrafo si discute il modello adottato per il calcolo del campo
magnetostatico B0 generato dall’avvolgimento posto intorno al propulsore. Nel codice
viene inizialmente implementata una procedura sviluppata dal Consorzio RFX di
Padova, che modella l’avvolgimento costituente l’elettromagnete tramite una
sovrapposizione di spire disposte lungo la dimensione longitudinale della bobina.
L’algoritmo base è, quindi, quello del calcolo del campo di una spira, per cui si usa la
formula di Biot Savart:
dove l’elemento di corrente dI che scorre in un filamento contribuisce al campo
magnetico dB ortogonale al piano individuato da dI e dal vettore posizione r; θ è













l’angolo formato da dI con r. (Per semplicità si toglie il pedice “0” ed il campo
magnetostatico ora è solo “B”).
Fig. 6.9: filamento percorso dalla corrente elettrica di intensità i.
Per ottenere il campo magnetico prodotto dalla spira in ogni punto dello spazio è
necessario integrare la (6.2) lungo tutta la sua lunghezza. Le formule che si ottengono,
con riferimento alla Figura 6.10, sono
dove:
                                                  α = r / a,    β = z / a,   γ = z / r,
e K(k) è la funzione integrale ellittica completa del primo tipo, mentre E(k) è la
funzione integrale ellittica completa del secondo tipo. B0 = µ0i/2a è il campo magnetico
al centro della spira e µ0 è la permeabilità magnetica costante del vuoto.
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Fig. 6.10: rappresentazione schematica di una spira e del campo magnetico in un punto dello spazio posto
a distanza r dal suo centro. La coordinata x di figura corrisponde alla coordinata assiale z correntemente
utilizzata.
6.4.2 Condizioni al contorno sul potenziale
La soluzione dell’equazione di Poisson, inizialmente implementata nel codice, richiede
la definizione delle condizioni al contorno sul potenziale, che vengono ora brevemente
riassunte per il caso in cui si scelga la geometria rappresentata in fig. 6.6 e fig. 6.7,
mentre, per il caso di fig. 6.8, si rimanda al paragrafo §7.4.
 Superfici di Flusso Libero
Si assume che il dominio computazionale sia sufficientemente grande per cui non vi
sono gradienti in direzione normale delle proprietà del flusso alle pareti aperte; allora la
condizione al contorno sul potenziale richiede che:
sulle superfici aperte verticali, o, più in generale:
se le superfici aperte non sono parallele agli assi.

















 Asse di Simmetria
La condizione di asse di simmetria impone gradienti nulli nella direzione radiale; allora
la condizione al contorno è:
 Pareti isolanti
Si fa l’ipotesi di gradiente nullo del potenziale alla parete:
sulle pareti isolanti verticali, mentre:
sulle pareti isolanti orizzontali.
Dovendo considerare gli effetti delle guaine che si formano in prossimità delle pareti, la
correlazione tra: potenziale sulle pareti isolanti, potenziale del plasma in prossimità
delle pareti e flusso di elettroni alla parete (Γe) si può esprimere attraverso la seguente
relazione (vedi paragrafo §7.4):
in cui:
e ηsheath è un coefficiente che tiene conto delle eventuali perdite anomale dovute a
collisioni del plasma nella guaina, dato che il modello di guaina adottato è non
collisionale.


















































Nel caso si scelga la geometria rappresentata in fig. 6.6, si fa l’ipotesi che tutta la
superficie del catodo rimanga ad un valore di potenziale uguale a quello del plasma
iniettato, che, in condizioni stazionare, ha un valore costante, ad esempio: 20V;
 Anodo
Dovendo considerare gli effetti delle guaine che si formano in prossimità delle pareti, la
correlazione tra: potenziale sulle pareti dell’anodo, potenziale del plasma in prossimità
delle pareti e flusso di ioni alla parete (Γi) si può esprimere attraverso la seguente
relazione (vedi paragrafo §7.4):
in cui: Icatodo è la corrente totale al catodo e Sanodo è la superficie dell’anodo, mentre
ηsheath e A sono stati definiti durante l’analisi delle pareti isolanti.
6.4.3 Iniezione degli ioni
Simulare l’intera quantità di particelle fisiche che sono coinvolte nei fenomeni presenti
nel plasma è chiaramente impossibile, dato che, ad esempio, la densità numerica alla
bocca del catodo è di circa 1021 ioni / m3. Per ovviare a questo inconveniente si
introduce il concetto di macroparticella, cioè un insieme di particelle che, rispetto ai
fenomeni collettivi, come generazione di campo elettrico e magnetico, si comporta
come una nuvola di particelle, ma che, rispetto al moto e alle collisioni, si comporta
come una singola maxi-particella. In altre parole le particelle simulate sono una parte
statisticamente significativa delle particelle fisiche e sono trattate in base al loro effetto
d’insieme. Dato che soltanto il comportamento degli ioni positivi, responsabili della
prestazione effettiva del motore, viene descritto tramite un approccio di tipo particellare,
(6.6)                                                .ΦΦ plasmacatodo  parete =






































le macroparticelle sono in realtà dei macroioni. Un macroione, quindi,  rappresenta un
numero Ns costante di ioni, con carica e massa definite come segue:
                                                              Qi  = Ns qi ,                                                    (6.8)
                                                             Mi  = Ns mi .                                                    (6.9)
Ad ogni passo temporale dal catodo vengono iniettate un certo numero di
macroparticelle nel dominio computazionale, mentre un certo numero di
macroparticelle vengono escluse dalla simulazione perché escono dai confini del
dominio o perché finiscono sulle pareti isolanti del propulsore; si crea così un flusso
continuo nel tempo, che rappresenta il getto di plasma.
Il numero ∆N di macroparticelle iniettate ad ogni passo temporale è:
dove il fattore “2” a denominatore è dovuto al fatto che, per l’ipotesi di simmetria
cilindrica,  si considera metà propulsore. Nell’analisi svolta la portata in massa non
varia nel tempo, perciò, scegliendo un passo temporale costante per l’avanzamento degli
ioni, segue che anche il numero di macroparticelle iniettate ad ogni iterazione è
costante; ∆N viene fissato al momento dell’inizializzazione del codice.
L’evoluzione del getto di plasma dipende non solo dal numero di particelle iniettate, ma
anche dalle condizioni di iniezione. Non avendo dati precisi sulle funzioni di
distribuzione ci si affida a dati sperimentali, secondo cui la densità ionica è
praticamente uniforme sulla bocca del catodo, mentre la velocità degli ioni ha una
distribuzione approssimativamente parabolica. Tuttavia, essendo nella prima fase di
sviluppo del codice, si decide di semplificare al massimo le condizioni di iniezione,
perciò i macroioni vengono distribuiti uniformemente e con velocità costante sui nodi
della griglia in corrispondenza della superficie di iniezione.













Si sceglie una velocità di iniezione pari a 5000 m/s, che, quindi, è maggiore della
velocità del suono gasdinamica dell’Argon, valutabile dalla relazione:
in cui γ = 5 / 3 e Ti = 3eV, all’iniezione.
6.5 Deposizione della carica sulla griglia: Scatter Step
La prima fase di un algoritmo di tipo PIC consiste nel generare le matrici della densità
di carica ionica ed elettronica necessarie per i solutori numerici. Dato che le equazioni
sono risolte in modo discreto, è necessario conoscere la densità di carica sui nodi della
griglia computazionale. Gli elettroni sono trattati in modo fluidodinamico e la carica a
loro associata è già distribuita sui nodi di griglia, (vedi capitolo 7). Gli ioni invece,
avendo una descrizione particellare, e quindi discreta, sono liberi di occupare una
qualunque posizione all’interno del dominio, posizione che non necessariamente
coinciderà con i punti di griglia. È necessario allora interpolare opportunamente sui nodi
la carica ad essi associata. Il metodo più semplice che può essere pensato per risolvere il
problema è quello di assegnare alla carica dell’i-esima particella la posizione del nodo
più vicino, secondo il metodo “NGP” (Nearest Grid Point). Sfortunatamente questo
metodo tende a produrre fluttuazioni numeriche nella distribuzione di carica che si
ottiene a causa dell’entrare e uscire delle particelle da differenti celle. Per questo motivo
la tecnica che maggiormente viene utilizzata per distribuire la carica delle particelle sui
nodi della griglia è quello di utilizzare una “funzione peso” dipendente dalle aree
individuate da una particella in una specifica cella, (schema “BW”: Bilinear Weighting).
Tramite lo schema “BW” la carica è pesata sui nodi con il seguente criterio: si tracciano
due segmenti, uno in direzione “r”, l’altro in direzione “z”, passanti per il punto
considerato, in modo da individuare quattro aree all’interno della cella in cui si trova il
macroione. La “funzione peso” in un nodo di questa cella è uguale al rapporto tra l’area
opposta al nodo, rispetto al punto considerato, e l’area totale della cella. In formule si
può scrivere:
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                                                               Qj,k = Qi fj,k ,                                               (6.12)
dove: Qj,k è la frazione della carica Qi disposta nella cella (j, k), mentre fj,k è la
“funzione peso” relativa alla cella (j, k), definita in modo da tenere conto della
variazione del volume di cella con la coordinata radiale r. È da notare che un metodo di
distribuzione della carica di questo tipo assegna la carica ai punti di griglia nell’intorno,
introducendo nella simulazione particelle di dimensione finita anziché puntuali, perciò
le singolarità associate ad interazioni elettrostatiche Coulombiane tra particelle puntuali
sono implicitamente rimosse.
6.6 Solutore di Poisson e calcolo del campo elettrico
Il metodo utilizzato originariamente nel codice PIC-PLUS per calcolare il potenziale
elettrostatico Φ indotto dalla distribuzione spaziale di carica e dagli elettrodi consiste
nel risolvere numericamente l’equazione di Poisson:
L’equazione di Poisson è risolta ad ogni passo temporale, perciò il metodo PIC è
consistente. Tuttavia ciò non implica che questo metodo sia anche numericamente
efficiente; infatti il metodo PIC diviene effettivamente potente quando si individuano
degli schemi efficienti e veloci per la soluzione alle differenze finite dell’equazione
(6.13). Escludendo le procedure necessarie per l’integrazione numerica delle equazioni
che descrivono il fluido elettronico, la fase di calcolo del campo potenziale è una tra le
più dispendiose da un punto di vista computazionale. Lo schema adottato in PIC-FES è
quello che viene utilizzato in PICPlus e consiste in un metodo SOR (Successive Point
Over Relaxation), punti della griglia spazzati nell’ordine pari-dispari (Checkerboard
Ordering) e accelerazione di Chebyschev, che modifica il fattore di rilassamento ad ogni
ciclo, riducendo il rallentamento iniziale apportato dal metodo SOR a rilassamento
fisso.
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Il campo elettrico è calcolato direttamente dalla definizione del potenziale elettrostatico
che in coordinate cilindriche, nelle direzioni radiale r e assiale z, si scrive:
Tramite una discretizzazione alle differenze finite, utilizzando le condizioni al contorno
sul potenziale e i valori calcolati dalla soluzione numerica dell’equazione di Poisson, si
ottiene il campo elettrico nei nodi della griglia computazionale.
Questo metodo, tuttavia, a causa della quasi-neutralità del plasma, non è
sufficientemente accurato, poiché la dimensione delle celle della griglia è molto
maggiore della lunghezza di Debye. Per questo motivo, nel codice finale, il campo
elettrico viene calcolato con un metodo che non si basi sulla separazione di carica tra
una cella e l’altra, in modo che possa fornire un risultato corretto a prescindere dalla
dimensione delle celle della griglia (vedi capitolo 8).
6.7 Interpolazione dei campi: Gather Step
Noto il valore del campo elettrico nei nodi della griglia computazionale, esso va
calcolato nel generico punto (r,z) occupato dagli ioni all’interno delle celle. È
necessario allora procedere in modo inverso a quanto fatto nella fase Scatter, per
associare alle posizioni effettivamente occupate da ciascuno ione il campo elettrico che
compete loro, in base a uno schema del tutto analogo al BW.
6.8 Avanzamento degli ioni
La fase di avanzamento degli ioni ricorre ad una formulazione matematica molto
semplice. Gli ioni si muovono grazie alla forza di Lorentz e alle collisioni, per cui la
loro posizione e velocità è descritta completamente dalla (4.1):















e può essere risolto con una qualsiasi tecnica di integrazione per sistemi di equazioni
differenziali ordinarie (Ordinary Differential Equations, ODE), tuttavia il metodo
Leap-Frog, implementato in PICPlus, unisce semplicità e efficienza nella simulazione
delle particelle.
Il funzionamento del metodo può essere così riassunto: il vettore posizione x e il vettore
velocità u sono sfalsati di un tempo ∆t / 2; lo schema Leap-Frog calcola la velocità al
tempo t + ∆t / 2 utilizzando la velocità al tempo t - ∆t / 2 e le forze al tempo t, quindi
calcola la posizione al tempo t + ∆t utilizzando la posizione al tempo t e la velocità al
tempo t + ∆t / 2 (vedi fig. 6.11).
Fig. 6.11: schema dell’algoritmo Leap-Frog.
Si definiscono:
 vj+ : j-esima componente del vettore velocità degli ioni al tempo (t + ∆t / 2),
 vj- : j-esima componente del vettore velocità degli ioni al tempo (t - ∆t / 2),













 ( acoll )j = [( Fcoll )j / mi] : j-esima componente del vettore accelerazione collisionale
degli ioni, dove ( Fcoll )j = mei υei,CL (ue - ui)j , in cui mei è la massa ridotta definita
nella (7.7), υei,CL è la frequenza collisionale classica definita nella (3.48), (ui)j è la
j-esima componente del vettore velocità degli ioni al tempo (t - ∆t / 2), perciò
coincide con vj- ;
 ∆t = ∆tioni.
In base allo schema di fig. 6.11, le equazioni del moto degli ioni si possono scrivere in
funzione delle velocità al tempo (t + ∆t / 2) e (t - ∆t / 2):
questo è un sistema lineare 3x3, in cui le incognite sono le vj+ , per cui si può scrivere in
forma matriciale:
Si pone:











































































































































































































































































Note le velocità, si calcolano le posizioni al tempo t + ∆t, utilizzando la posizione al
tempo t e la velocità al tempo t + ∆t / 2:
in cui si è utilizzata la notazione estesa per indicare le velocità
Bisogna osservare che le relazioni (6.20) e (6.21) sono valide per un singolo ione,
mentre per quanto riguarda un macroione, bisogna valutare il sistema (6.17):
• nella forza di Lorentz relativa ad una singola particella compare il rapporto tra
carica e massa (e / mi), che equivale a quello di una macroparticella, poiché, grazie
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alle relazioni (6.8) e (6.9), si ha: Qi  = (Ns qi), Mi  = (Ns mi) e, quindi,
(e / mi) = (Qi / Mi);
• nelle tre componenti di acoll relative ad una singola particella, compare il fattore
moltiplicativo (υei,CL / mi), perciò, ipotizzando che la frequenza collisionale di un
macroione sia uguale a Ns volte quella del singolo ione, e utilizzando la relazione
(6.9), l’accelerazione collisionale di una singola particella è uguale a quella della
macroparticella.
Quindi, grazie a questa ipotesi, si possono estendere le relazioni (6.20) e (6.21) anche al
caso di macroparticelle.
L’algoritmo appena illustrato, per iniziare il calcolo, ha bisogno della posizione e della
velocità iniziali delle particelle; per poter inizialmente calcolare la velocità al tempo
∆t / 2, è necessario conoscere anche la posizione delle particelle a tale istante. Quindi,
date le condizioni delle particelle al tempo t = 0, la posizione dopo metà passo
temporale viene calcolata con le formule:
La stabilità del metodo è sufficientemente garantita per passi temporali tali per cui il
prodotto tra ∆t e la più alta frequenza tipica del sistema (frequenza di ciclotrone degli
ioni) sia minore di 2. Nel caso del gas Argon, propellente utilizzato nel motore, la
frequenza di ciclotrone degli ioni Ar+ è:
dove il modulo del campo magnetico considerato è quello massimo che si ha sull’asse
di simmetria del propulsore, pari a circa 0.05 [T], se si considera solo il campo
magnetico indotto dal moto delle cariche. Allora per la stabilità è sufficiente utilizzare
un passo temporale minore di 10-7 [s].
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6.9 Valutazione dei flussi alle pareti solide
Dal momento che si devono stabilire la condizione al contorno per il potenziale su di
una parete solida isolante o di materiale conduttore bagnata da una corrente di plasma,
ci si imbatte nel problema fondamentale della trattazione della guaina di plasma che
sperimentalmente si osserva formarsi a ridosso della parete. Le ipotesi e gli schemi di
calcolo implementati in PIC-FES per quanto riguarda le guaine sono discussi nel
capitolo 7, per cui in questo paragrafo si riporta brevemente soltanto la tecnica adottata
per il calcolo dei flussi di ioni alle pareti solide, necessari per la valutazione delle
condizioni al contorno. La definizione generale di flusso di ioni è data dalla relazione:
dove ni è la densità numerica ionica, ui è la velocità con cui gli ioni attraversano la
generica parete e S è la superfici della parete. Gli ioni dalla simulazione sono noti in
termini di macroparticelle e la loro posizione è in un punto generico del dominio che
non coinciderà in generale ad alcun preciso nodo della griglia computazionale.
L’algoritmo seguito per valutare la (6.25) è riassunto dal diagramma di flusso di fig.
6.13. Dopo aver individuato i macroioni che al generico passo temporale ∆t sono usciti
dalle pareti solide, se ne memorizza la posizione e la velocità. Si procede quindi al
calcolo delle coordinate di impatto rimp e zimp che, con riferimento alla fig. 6.12, viene
eseguito facendo semplicemente l’intersezione della linea rappresentativa della parete
con la linea rappresentativa della traiettoria della macroparticella nell’ipotesi che questa
passi dalla posizione “uno” alla “due” in modo rettilineo. La velocità d’impatto si
calcola immediatamente dalle relazioni:
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Il passo successivo è quello di individuare la cella in cui si ipotizza essere avvenuto
l’impatto. Questa operazione si esegue semplicemente confrontando le coordinate
d’impatto con le coordinate dei nodi delle celle. A questo punto si è in grado di
calcolare il flusso di ioni che attraversa ciascun bordo di cella coincidente con la parete
solida.
Fig. 6.12: disegno schematico di una particella che urta la parete solida: z1, z2, r1 e r2 sono le coordinate
dalla posizione della particella al tempo t e al tempo t+ ∆t dopo che ha oltrepassato la parete solida.
L’ultima procedura da eseguire - dato che le operazioni sulle varie grandezze è
affrontato sui nodi o, come nel caso del trattamento degli elettroni, sulle superfici di
volumi di controllo centrati sui nodi - è quella di trasferire il valore dei flussi dalle
superfici di bordo cella ai nodi circostanti. La procedura seguita assegna a ciascun nodo
il valore medio calcolato considerando il contributo delle due celle successive aventi in
comune il nodo in esame e ipotizzando che il flusso sia concentrato nel centro della
superficie di bordo cella.














Fig. 6.13: diagramma di flusso dell’algoritmo per la valutazione dei flussi di ioni alle pareti solide.





6.10 Avanzamento degli elettroni
Come detto nel paragrafo §6.2, è conveniente descrivere gli elettroni come una specie
continua ovvero come un fluido. Con un approccio di questo tipo si trascura il fatto che
gli elettroni siano in realtà particelle e si assume che possano essere descritti da poche
grandezze macroscopiche. Condizioni sufficienti per l’applicabilità di una tale
descrizione sono le seguenti:
 specie elettronica altamente collisionale,
 cammino libero medio per le collisioni tra le particelle molto minore delle
lunghezze caratteristiche dei cambiamenti macroscopici,
 frequenza collisionale molto minore dei tempi caratteristici delle variazioni
macroscopiche.
In certi casi, anche quando questi criteri non sono soddisfatti, un modello continuo
fornisce comunque una descrizione sufficientemente accurata. Nel cap. 7 vengono
dapprima ricavate le equazioni di conservazione di massa, quantità di moto ed energia
del fluido elettronico; successivamente vengono discussi gli schemi numerici necessari
per la loro integrazione; nel cap. 8, infine, viene discusso il modello semplificato che
viene adottato nel codice finale.
6.11 Calcolo del campo magnetico indotto
Una volta risolte le equazioni per entrambe le specie, si possono calcolare le correnti
presenti nel plasma e, quindi, anche il campo magnetico indotto dal moto delle cariche.
Il calcolo è eseguito nei nodi di griglia “P” e, nella prima fase di sviluppo del codice, si
utilizza la formula di Biot-Savart per circuiti non filiformi:
dove j(Q,t) è la densità di corrente nel punto Q al tempo t, V è il volume dove la
corrente è diversa da zero e rQP è il vettore posizione del nodo P rispetto al punto Q.
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La relazione (6.29) fornisce una dipendenza lineare tra la densità di corrente e il campo
magnetico da essa generato, perciò il calcolo dell’integrale può essere eseguito una sola
volta ad inizio simulazione, utilizzando una densità di corrente unitaria. Dato che la
formula (6.29) è discretizzata in corrispondenza delle celle della griglia computazionale,
il risultato è una matrice Gk,l che mette in relazione la k-esima componente del campo
magnetico nel punto P e la l-esima componente della densità di corrente unitaria nel
punto Q, funzione della sola geometria. Il campo magnetico risultante ad ogni passo
temporale si ottiene sovrapponendo i campi generati in quell’istante dalle densità di
corrente effettive in ciascun elemento della griglia:
                                                              Bk = Gk,l jl .                                                   (6.30)
La matrice Gkl cambia solo quando si modifica la geometria del propulsore o della
griglia computazionale, altrimenti l’unica operazione che deve essere fatta durante
l’esecuzione del codice è una moltiplicazione tra matrici.
Si osserva sperimentalmente che le componenti radiale ed assiale del campo magnetico
applicato sono molto maggiori di quelle del campo indotto dalle correnti nel plasma,
mentre la componente tangenziale del campo autoindotto è molto maggiore rispetto a
quella del campo applicato; perciò, nella prima fase di sviluppo del codice, si fa
riferimento al seguente schema:
6.12 Aggiornamento delle condizioni al contorno
A questo punto si aggiornano le condizioni al contorno: le relazioni utilizzate per
calcolare il potenziale sugli elettrodi e sulle pareti isolanti sono riportate nel paragrafo
§6.4.2 ed illustrate in dettaglio nel capitolo 7.







































6.13 Calcolo della temperatura ionica
La distribuzione della temperatura ionica viene valutata tramite la relazione:
 da cui:
in cui vi è la velocità termica, cioè la differenza tra la velocità istantanea della particella
e la sua velocità media: vi = (ui – umedia).
Uscendo dal propulsore la temperatura diminuisce e questo può essere interpretato come
uno scambio di energia termica a favore dell’energia cinetica del getto.
6.14 Spinta
Nel caso si scelga la geometria rappresentata in fig. 6.6, la spinta è calcolata con la
seguente relazione:
dove l’integrale è esteso alla superficie delimitante il dominio di fig. 6.6. Tuttavia,
poiché la geometria scelta nel seguente lavoro è particolarmente semplice, (vedi fig. 5.3
(a)), per calcolare la spinta si utilizza la formula (5.4).
In ogni caso si otterrà un valore da considerare solo indicativo della correttezza delle
procedure implementate, in quanto il codice fin qui testato presenta numerose ipotesi
semplificative, che rendono il risultato difficilmente confrontabile con dati sperimentali
o con calcoli teorici.

















( ) (6.34)                                              dρuT
S      
z∫ •= Su










7. Il codice FES
7.1 Modello fluidodinamico degli elettroni
7.1.1 Introduzione
Ciascuna singola specie presente nel plasma può essere descritta da un insieme di
equazioni di conservazione che sono simili nella struttura alle equazioni generali di
conservazione di Navier-Stokes con l’aggiunta di alcuni termini che descrivono le
interazioni tra le specie presenti. In questo paragrafo vengono ricavate le equazioni che
governano la conservazione della massa, della quantità di moto e dell’energia per la
specie elettronica.
7.1.2 Ipotesi semplificative
Per ridurre la complessità del problema è necessario introdurre alcune ipotesi
semplificative:
• Plasma con una sola specie ionica (Ar+),
• Si trascura la presenza degli atomi neutri,
• Si trascura l’accelerazione gravitazionale,
• Fluido non viscoso e funzione di distribuzione per gli elettroni di tipo Maxwelliano,
perciò:
• Si considerano solo le collisioni tra gli elettroni e gli ioni,
• Flussi di calore trascurabili.
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7.1.3 Equazione di bilancio di massa
In una formulazione a due fluidi l’equazione di bilancio di massa per gli elettroni può
essere scritta come:
dove ρme = mene e ue sono rispettivamente la densità di massa e la velocità del fluido
elettronico, dne / dt rappresenta il rateo di perdita e creazione di elettroni. Quest’ultimo
processo può essere valutato tramite il modello di ionizzazione-ricombinazione di
Hinnov-Hirshberg: nell’ipotesi in cui gli elettroni siano prodotti principalmente da
reazioni a tre corpi del tipo: e + Ar+ + e → Ar+ + e, e valga l’ipotesi di quasi neutralità,
il modello è descritto dalla relazione:
dove i termini R ed S esprimono relazioni empiriche in funzione della temperatura
elettronica (Te) e dell’energia di prima ionizzazione degli atomi costituenti il gas in
esame (Ei). Nel caso dell’Argon, l’energia di prima ionizzazione è:
L’ipotesi di assenza di neutri porta a trascurare il termine di creazione di elettroni dato
dalla ionizzazione; rimane il fenomeno di ricombinazione che, come si può osservare
sperimentalmente, riduce il plasma a gas completamente neutro ad una distanza di 2-3
diametri dalla bocca del propulsore.
La relazione di Hinnov-Hirshberg è in buon accordo con i dati sperimentali solo per
temperature minori di 0.25 eV (≅ 3000 k), mentre, per temperature fino a 1 eV, la
relazione fornisce ratei di ricombinazione in eccesso rispetto ai dati sperimentali di circa
un ordine di grandezza. Poiché nella maggior parte del dominio computazionale ci si
aspettano temperature superiori a 0.25 eV e, in alcune zone, temperature maggiori di 1
eV, la formula (7.3) può essere utilizzata solo in prima approssimazione, perciò il
fenomeno di ricombinazione viene trascurato nella prima fase di sviluppo del codice e
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l’equazione (7.2), che descrive la conservazione della massa del fluido elettronico,
diviene:
7.1.4 Equazione di bilancio di quantità di moto
La relazione che descrive la conservazione della quantità di moto è analoga
all’equazione di quantità di moto di Navier-Stokes con l’aggiunta di forze esterne di
massa agenti sul fluido elettronico. Trascurando l’accelerazione gravitazionale si può
scrivere:
L’ipotesi di fluido non viscoso comporta l’assenza delle azioni di attrito e la presenza
del solo termine di pressione. Facendo l’ulteriore ipotesi di distribuzione isotropa delle
velocità termiche degli elettroni, quindi di fluido elettronico in stato di equilibrio
termico con funzione di distribuzione di tipo Maxwelliano, il tensore degli sforzi può
essere scritto secondo la (7.1).
Il termine di interazione Pcoll,e rappresenta il rateo medio di momento per unità di
volume perso in seguito alle collisioni elastiche degli elettroni con le altre specie di
particelle. Gli urti tra particelle della stessa specie non danno luogo a variazioni di
momento perché il momento di ciascuna coppia di elettroni interagenti si conserva e
conseguentemente la corrente totale che trasportano. Rimangono gli urti degli elettroni
con gli ioni e i neutri; questi ultimi sono ipotizzati assenti pertanto l’unico tipo di
interazione elastica che rimane è quella tra elettroni e ioni. Per trattare rigorosamente il
termine collisionale bisognerebbe utilizzare un approccio tramite la teoria cinetica,
tuttavia si può ottenere un risultato soddisfacente anche utilizzando la seguente
relazione:
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in cui si valuta il rateo medio di perdita di momento per unità di volume, considerando
esclusivamente gli urti tra elettroni e ioni. υei,CL è la frequenza collisionale classica
media degli elettroni con gli ioni, mentre mei è la massa ridotta, la cui espressione è data
dalla relazione:
Utilizzando l’espressione della conducibilità elettrica (3.25) il termine collisionale può
essere scritto anche nella seguente forma:
dove σeff è la conducibilità elettrica effettiva, che tiene conto dei fenomeni di trasporto
anomalo. L’equazione di bilancio di quantità di moto (7.5), utilizzando una
formulazione integrale, può essere scritta come segue:
7.1.5 Equazione di bilancio dell’energia
L’equazione generale di bilancio energetico per il fluido elettronico si scrive:
dove ρme eT  è l’energia totale interna per unità di volume, che è la somma dell’energia
interna degli elettroni più l’energia cinetica associata al loro moto d’insieme, cioè al
moto di deriva:
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in cui: “e” è l’energia interna (o “termica”) per unità di massa, che, nell’ipotesi di
funzione di distribuzione Maxwelliana, si scrive:
 e vmedia è la velocità di deriva media degli elettroni. Tuttavia spesso l’energia cinetica
associata al moto d’insieme degli elettroni è piccola rispetto all’energia termica media,
per cui, in tali casi, l’energia totale degli elettroni può essere considerata coincidente
con la loro energia interna, perciò, nell’ipotesi di funzione di distribuzione
Maxwelliana, si scrive:
La scelta della (7.11) o della (7.13) viene discussa nel dettaglio nel capitolo 8.
j•E è il rateo di incremento dell’energia termica degli elettroni per unità di volume
dovuta al campo elettrico; El è il rateo di perdita di energia dovuto alle collisioni
elastiche degli elettroni con le particelle pesanti; dN / dt è il rateo di perdita di energia
dovuto alle collisioni non elastiche ed è costituito da perdite dovute a irraggiamento e
perdite dovute alla ionizzazione di atomi neutri:
La ionizzazione in questo modello viene trascurata, pertanto rimangono le perdite per
irraggiamento: tale tipo di perdite è importante in molti tipi di plasma, ma, per un
plasma in un MPD, le perdite per irraggiamento sono poco significative, pertanto in
questo lavoro verranno trascurate. Ne segue che il contributo delle collisioni non
elastiche nell’equazione dell’energia è nullo, cioè si ha: dN / dt = 0.
































(7.14)                                             . EnRN ie
•••
+=





I trasferimenti di energia tra gli elettroni e le particelle pesanti sono rappresentati dalla
relazione seguente:
Considerando gli urti elettrone-ione (r = i) e facendo l’ipotesi, in genere verificata, di
temperatura elettronica molto maggiore di quella ionica, si ha:
Facendo uso delle (7.11)-(7.16), l’equazione dell’energia scritta con una formulazione
integrale diviene:
7.1.6 Fenomeni di trasporto anomalo
È noto che la corrente può produrre delle microinstabilità nel plasma che, tramite
microturbolenze indotte, sostanzialmente aumenta le perdite e riduce l’efficienza del
propulsore. La presenza di queste microinstabilità è stata stabilita sperimentalmente nel
plasma di un propulsore MPD sia ad alti che a bassi livelli di potenza, perciò Choueiri
ha sviluppato un modello per stimare i fenomeni anomali di trasporto e di
surriscaldamento in termini di parametri macroscopici. Queste formulazioni, oltre alle
frequenze classiche di collisione tra le particelle, comprendono ulteriori termini di
trasferimento di momento e di energia tra le particelle e le onde che si generano nel
plasma in seguito alle microturbolenze. La frequenza collisionale anomala che ne risulta
è importante ogni qual volta il rapporto tra  velocità di deriva degli elettroni e velocità
termica degli ioni è maggiore di 1.5; al di sopra di questo valore di soglia, le
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misurazioni hanno rilevato che il rapporto tra la frequenza di collisione anomala e la
frequenza di collisione classica che dipende dal parametro classico di Hall degli
elettroni, definito in (3.19), e dal rapporto tra la temperatura degli ioni e quella degli
elettroni. Una relazione polinomiale che fornisce questa dipendenza è stata derivata
dallo stesso Choueiri:
La conducibilità elettrica effettiva da utilizzare, che introduce un effetto di resistività
anomala nell’equazione di quantità di moto e in quella dell’energia, è pertanto:
Data la complessità del modello, ci si limita a tenere conto della resistività anomala
tramite l’introduzione di un unico parametro ξ, che varia tra 0 ed 1, regolando così la
conducibilità effettiva in modo da avvicinarsi alle condizioni sperimentali. Un possibile
sviluppo successivo del codice potrà prevedere l’utilizzo della relazione (7.18). La
conducibilità elettrica effettiva è quindi:
Nella prima fase di sviluppo del codice si pone: ξ = 1.
( ) (7.18)                      . β107.89β101.58101.23
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Il nucleo del modello è costituito dall’insieme delle equazioni che governano il
comportamento fluidodinamico degli elettroni. Le corrispondenti leggi di
conservazione, date dalle equazioni (7.4), (7.9), e (7.17), possono essere riassunte con
una formulazione differenziale e poste in forma vettoriale:
7.2 Soluzione numerica del modello
7.2.1 Introduzione
Il sistema di equazioni di bilancio (7.21) può essere messo nella forma:
in cui la parte a sinistra dell’uguale richiede la valutazione delle derivate delle variabili
(parte convettiva del sistema di equazioni), mentre l’altra, a destra dell’uguale, richiede
la sola valutazione algebrica della funzione S(U) (parte sorgente del sistema di
equazioni). L’equazione (7.22) è detta non omogenea, mentre, ponendo S(U) = 0, si
ottiene la formulazione omogenea del sistema di equazioni di conservazione. I due
problemi, convettivo e sorgente, presentano problemi diversi per la loro soluzione, per
tale motivo vengono risolti separatamente tramite tecniche numeriche opportune.
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7.2.2 Metodo ai volumi finiti
L’aspetto fondamentale di una soluzione numerica di un PDE, rispetto ad una soluzione
analitica, è che la prima è definita su un dominio discreto.
Per quanto riguarda la discretizzazione, esistono principalmente 3 approcci:
 Metodo alle differenze finite (FD): il punto di partenza è l’equazione di
conservazione in forma differenziale; il dominio della soluzione è schematizzato
con una griglia, ad ogni nodo della quale, l’equazione differenziale è approssimata
sostituendo le derivate parziali con rapporti incrementali espressi in termini dei
valori nodali delle funzioni. Il risultato è un’equazione algebrica per ogni nodo della
griglia, in cui l’incognita è il valore della variabile in quel nodo.
 Metodo ai volumi finiti (FV): il punto di partenza di questo metodo è l’uso di
equazioni di conservazione in forma integrale; il dominio della soluzione è
suddiviso in un numero finito di volumi di controllo (CVs) e le equazioni di
conservazione sono applicate ad ogni CV. Al centro di ogni CV giace un nodo
computazionale in cui sono calcolate le variabili: si usa l’interpolazione per
esprimere i valori delle variabili sulla superficie del CV in funzione del valore
nodale (nel centro del CV). Il risultato è un’equazione algebrica per ogni CV, in cui
compare un certo numero di valori relativi ai nodi posti nelle vicinanze.
 Metodo agli elementi finiti (FE): questo metodo è simile a quello ai volumi finiti:
il dominio della soluzione è suddiviso in un numero finito di volumi discreti (o
elementi finiti), in genere triangoli o quadrilateri in 2-D, parallelepipedi in 3-D. La
differenza col metodo FV è che nel metodo FE le funzioni sono moltiplicate per una
funzione peso prima di essere integrate nell’intero dominio. Le equazioni da
risolvere sono ricavate imponendo che la derivata dell’integrale rispetto ad ogni
valore nodale sia uguale a zero: questo comporta di scegliere la migliore soluzione
all’interno di un set di funzioni permesse (quella col minimo residuo). Il risultato è
un sistema di equazioni algebriche non lineari.





L’approccio che mostra meno svantaggi e che probabilmente rende più semplice la
scrittura delle condizioni al contorno è quello ai volumi finiti (FV). Il dominio reale è
diviso in piccoli volumi di controllo Ωi, i cui centri sono individuati dai vettori
posizione ci. All’interno di ciascun volume la soluzione U(x,t) è approssimata da una
costante Ui(t), che rappresenta il valore medio sulla cella Ωi, piuttosto che il valore di U
nel punto ci; in formule si può scrivere:
dove Ωi è il volume della cella Ωi. Data una distribuzione iniziale U(x,0) ed
utilizzando la definizione data dall’equazione (7.23), la variazione nel tempo di U
all’interno del volume di controllo può essere calcolata facendo la somma dei flussi che
attraversano le superfici che lo delimitano,
dove Γij indica la superficie di confine tra le celle Ωi e Ωj.
Una volta scelto il tipo di metodo da utilizzare per discretizzare il dominio, bisogna
definire i volumi di controllo per quanto riguarda: forma, dimensione e posizione;
bisogna infine verificare che la griglia scelta per il codice FES sia compatibile con
quella scelta nel paragrafo §6.3 per il codice PIC.
Si procede come segue: per prima cosa si sceglie un sistema di coordinate cilindriche,
poi si suddivide il dominio in volumi cilindrici, concentrici e strutturati, separati da
linee con r, θ e z costanti. Utilizzando l’ipotesi di assialsimmetria, i volumi di controllo,
nel piano r-z, sono dei semplici rettangoli (fig. 6.7 e 6.8). Le variabili raccolte nel
vettore U possono essere associate ai vertici delle celle, oppure nel centro delle celle.
Nel primo caso le variabili coincidono con il contorno e possono essere definite come
condizioni al contorno per la singola cella. Nel secondo caso, le facce delle celle
saranno allineate con le pareti e i flussi delle variabili saranno specificati come
condizioni al contorno. Scegliendo di risolvere il problema con una formulazione
conservativa, è preferibile scegliere lo schema centrato, poiché specificare i flussi alle




























pareti è maggiormente compatibile con le equazioni di conservazione, oltre che
fisicamente più comprensibile.
Il codice per la soluzione fluidodinamica degli elettroni deve lavorare insieme al codice
PIC, ma quest’ultimo utilizza una griglia che non consente di costruire intorno a ciascun
nodo un volume di controllo, mantenendo uno schema a nodo centrato anche sui bordi
del dominio. Per ovviare a questo problema, si considera la metà di volume che rimane
al di fuori dal dominio come appartenente ad esso (vedi fig. 7.1). In fig. 7.1 si nota
anche che le linee spesse rappresentano i confini delle celle utilizzate nel codice PIC,
mentre le linee sottili e quelle tratteggiate rappresentano i confini delle celle utilizzate
nel codice FES, quindi i nodi delle celle utilizzate nel primo schema corrispondono ai
centri delle celle utilizzate nel secondo schema. In questo modo i punti del dominio in
cui si calcolano le variabili (i nodi nel PIC, i centri nel FES) sono gli stessi per i due
codici, perciò le due griglie utilizzate sono perfettamente compatibili.
Fig. 7.1: completamento dei volumi sul bordo del dominio.






La soluzione numerica che contiene delle discontinuità come onde d’urto o rarefazioni
pone dei forti vincoli sul tipo di formulazione matematica delle equazioni di bilancio e
sugli schemi numerici da adottare per risolvere il problema. Si possono fare varie scelte
sulle variabili da utilizzare, ma nel caso in cui siano presenti discontinuità, come, ad
esempio, onde d’urto, la formulazione da scegliere è quella con variabili conservative.
Qualunque altra formulazione basata su altre variabili, diverse da quelle conservative,
produce intensità, velocità e posizione degli urti errate, e di conseguenza soluzioni non
fisiche. Tra i metodi conservativi viene utilizzato quello di tipo “upwind”. Si consideri
un’equazione di conservazione scalare in una dimensione scritta in forma differenziale:
Dove f (u) è la funzione flusso. Un metodo conservativo per l’equazione scalare (7.25) è
un metodo numerico nella forma:
dove:
con lL , lR due interi non negativi. Il flusso numerico locale f i+1/2 è una approssimazione
del flusso fisico f(u) in (7.25). Un caratteristica fondamentale dei flussi numerici è che
soddisfano la condizione di consistenza secondo cui, se tutti gli argomenti in (7.27)
sono uguali ad esempio a υ, il flusso numerico è identico al flusso fisico valutato per
u = υ. A Godunov si deve la prima estensione a sistemi di leggi di conservazione non
lineari degli schemi upwind. Il metodo conservativo del primo ordine di Godunov è
riassunto dall’equazione (7.26). I flussi numerici sulle superfici di confine tra le celle
sono valutati risolvendo il problema di Riemann locale. Una ipotesi fondamentale del
metodo è che ad un dato passo temporale “n” i dati abbiano una distribuzione all’interno
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delle celle costante, data dalla relazione (7.23). I dati al passo “n” possono essere visti
come due stati costanti tra due celle consecutive, separati da una discontinuità sulla
superficie di interfaccia x i+1/2. Allora si può definire localmente un problema di
Riemann:
che può essere risolto analiticamente oppure numericamente.
Una caratteristica che distingue uno schema numerico di tipo upwind è che la
discretizzazione delle equazioni sulla griglia è eseguita in accordo con la direzione di
propagazione delle informazioni sulla griglia stessa. In questo modo i fenomeni fisici
modellati dalle equazioni sono incorporati negli schemi di discretizzazione.
Sostanzialmente ci sono due tipi di approccio per identificare le direzioni di
propagazione delle informazioni: uno è l’approccio di Godunov di cui si è fatto cenno
sopra, l’altro è conosciuto col nome di Flux Vector Splitting (FVS). L’identificazione
delle direzioni di propagazione delle informazioni negli schemi FVS è ottenuto con
minori difficoltà rispetto al metodo di Godunov e gli schemi che si possono costruire
sono spesso più semplici e più efficienti. Tali motivazioni rendono molto attraenti i
metodi FVS, che, perciò, vengono utilizzati in questo lavoro.
7.2.4 Equazioni iperboliche (parta convettiva)
La parte convettiva delle equazioni di conservazione (equazioni (7.22) senza il termine
sorgente) costituisce un sistema di equazioni con carattere iperbolico. Considerando il
problema in una dimensione:
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dove A(U) = (∂H / ∂U) è la matrice Jacobiana. Due sono le proprietà importanti del
sistema (7.31):
1. la proprietà di omogeneità:
che è alla base dello schema numerico FVS che verrà utilizzato;
2. la proprietà di invarianza rotazionale, che consente di utilizzare lo schema FVS
anche nel caso di dominio con bordi non allineati con gli assi cartesiani.
7.2.5 Discretizzazione spaziale
La soluzione numerica dell’insieme di equazioni iperboliche è basata sulla tecnica FVS
(Flux Vector Splitting), che è largamente utilizzata nella fluidodinamica
computazionale. Ci sono due importanti aspetti da tenere in considerazione quando si
sceglie uno schema di discretizzazione:   
 Stimare i flussi numerici attraverso le superfici di confine tra le celle, tenendo conto
della propagazione delle informazioni che saranno a velocità diversa e in differenti
direzioni.
 Ottenere soluzioni che colgano le discontinuità possibilmente con accuratezza e
senza produrre oscillazioni nella soluzione.
Quando si costruisce uno schema per geometrie cartesiane è sufficiente considerare i
flussi in ciascuna delle direzioni separatamente. Per geometrie generiche lo schema si
modifica semplicemente, grazie alla proprietà di invarianza rotazionale, tramite l’uso di
matrici di rotazione. Allora, senza perdere in generalità, lo schema può essere spiegato
utilizzando l’equazione (7.22) in una dimensione, ovvero la (7.30):
( ) (7.31)                                             0,zt =+ UUAU
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dove U è il vettore delle variabili conservative, e Hz è l’approssimazione dei flussi nella
direzione z. Il flusso reale, grazie alla proprietà di omogeneità (7.32), può essere diviso
in due contributi:
dove:
Dato che il sistema di equazioni è iperbolico, si avranno linee caratteristiche reali
(autovalori reali) con un importante significato fisico, in quanto tutte le informazioni
propagano lungo di esse. Inoltre gli autovettori della matrice A sono ortogonali e la
matrice Jacobiana può essere diagonalizzata come segue:
dove Λ è la matrice diagonale formata dagli autovalori di A, e K è la matrice le cui
colonne sono gli autovettori destri di A. Le matrici A+ = K Λ+ K-1 e A- = K Λ- K-1 si
ottengono allora operando una opportuna divisione della matrice Λ in: Λ = Λ+ + Λ- ,
dove Λ+ contiene sulla propria diagonale gli autovalori positivi o nulli di A , mentre Λ-
contiene sulla propria diagonale gli autovalori negativi o nulli di A. La stima dei flussi
approssimati è allora data dalla relazione:
Utilizzando la (7.34), l’equazione (7.35) può essere riscritta come:
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Definendo: ∆H j+1/2 = H j+1 – H j , ∆U j+1/2 = U j+1 – U j  e | A | = A+ – A-,  la (7.39) può
essere scritta con una notazione compatta:
Analogamente a quanto mostrato sopra si possono trovare le relazioni per la direzione
radiale r. La valutazione della matrice Jacobiana, dei suoi autovalori e autovettori
destri, è riportata in appendice.
Si osserva che lo schema adottato è del primo ordine. Per aumentare l’accuratezza e
ridurre eventuali oscillazioni nella soluzione, si potrebbero includere nel termine (7.40)
elementi che consentano di ridurre le diffusioni numeriche dove non sono richieste. Una
alternativa alla (7.40) per risolvere la formulazione conservativa delle equazioni di
bilancio, è quella di usare una viscosità artificiale o numerica, ma, dato che questa
tende ad uniformare artificialmente la soluzione, tale schema non viene utilizzato in
questo lavoro.
7.2.6 Discretizzazione temporale
Nel calcolo di un flusso non stazionario si deve considerare una quarta coordinata: il
tempo. Come nel caso della discretizzazione spaziale si deve considerare una “griglia”
per il tempo. L’utilizzo di un approccio del tipo FVS consente di risolvere la (7.33)
tramite un schema esplicito conservativo. Il più semplice può essere il metodo di Eulero
esplicito che si scrive:


















































dove i flussi alle superfici di separazione tra le celle sono calcolati con la relazione
(7.37). La discretizzazione spaziale ∆z è scelta sulla base del compromesso tra
accuratezza desiderata e tempi di calcolo sufficientemente contenuti, che è funzione
dalla potenza della macchina su cui viene fatto girare il codice; a questo punto rimane
da scegliere la dimensione del passo temporale più conveniente per l’avanzamento degli
elettroni. La scelta della dimensione del passo temporale nella formula conservativa
(7.41) è vincolata alla condizione di stabilità dello schema adottato. Per lo schema
conservativo adottato, la scelta del ∆t più opportuno dipende dal numero di Courant che
è definito come:
Il numero di Courant o numero CFL è una quantità adimensionale e può essere
interpretata come il rapporto tra due velocità: la velocità di propagazione delle onde di
informazione ( a ) e la “velocità della griglia” (∆z / ∆t) , definita dalla discretizzazione
del dominio. La condizione per la stabilità del metodo consiste nell’imporre che la più
veloce onda di propagazione dell’informazione non percorra più di una maglia di griglia
in un solo passo temporale ∆t, cioè: CFL deve essere minore di 1. Per problemi non
lineari, come quello che stiamo trattando, ad ogni ∆t corrispondono più velocità delle
onde di propagazione delle informazioni, quindi più numeri CFL. Un punto di cruciale
importanza per la stabilità del metodo è pertanto stabilire l’entità della massima velocità
d’onda attraverso tutto il dominio. Dato che gli autovalori della matrice Jacobiana A(U)
rappresentano fisicamente la velocità con cui propagano le informazioni, un modo per
valutare ∆t può essere quello di stimare l’autovalore massimo sull’intero dominio e,
quindi, calcolare il passo temporale con la seguente relazione:
dove è il coefficiente di Courant compreso tra 0 ed 1.
Può succedere tuttavia che numericamente la (7.43) introduca instabilità di ampiezza
elevata fin dall’inizio del calcolo, per cui lo schema non risulta efficace. Un pratico

















approccio, tipico di problemi multidimensionali, è quello di valutare la velocità
massima dell’onda tramite la relazione:
perciò:
Questo schema richiede la conoscenza della velocità locale del fluido uj
n e del suono aj
n;
con questo metodo il ∆t calcolato è spesso sovrastimato, nel senso che la (7.44)
sottostima SnMAX e il passo temporale risulta troppo grande per poter controllare le
instabilità. Quindi, anche in questo caso si possono avere problemi di instabilità,
soprattutto all’inizio del calcolo. In questo lavoro sono state implementate entrambe le
formule, sia la (7.43) sia la (7.45), cercando di adottare di volta in volta valori del
coefficiente CFL tali da ridurre il più possibile le fluttuazioni nella soluzione numerica.
7.2.7 Termine sorgente
In letteratura esistono sostanzialmente due approcci per risolvere problemi non lineari
con leggi di conservazione iperboliche e termini sorgenti. Il primo è quello di preservare
l’accoppiamento tra termini convettivi e sorgenti dato dalle equazioni, l’altro consiste
nel dividere per ogni passo temporale ∆t il problema convettivo da quello sorgente.
L’aspetto più attraente di questo secondo tipo di approccio risiede nel fatto che è
possibile utilizzare gli schemi numerici migliori per ciascun sottoproblema. Come visto
nei paragrafi precedenti, per risolvere il problema omogeneo si utilizza uno schema
FVS; mentre, per risolvere il problema dei termini sorgenti si adotta, uno schema
numerico per problemi ODE. Con riferimento alla (7.22) in una dimensione si ha:
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e lo schema diviene:
La condizione iniziale per il problema convettivo (7.47) è la condizione iniziale
dell’intero problema (7.46). La soluzione di (7.47) dopo un passo temporale ∆t è
utilizzata come valore iniziale per il problema (7.48), che tiene conto del termine
sorgente S(U) ed è risolto per un uguale tempo ∆t. La soluzione di (7.48) è
un’approssimazione della soluzione dell’intero problema al tempo: t n+1 = t n + ∆t.
7.2.8 Solutore ODE
Il comportamento di un sistema di equazioni differenziali ordinarie è determinato
principalmente dal comportamento degli autovalori della matrice Jacobiana, che, per il
problema (7.48), è definita come: A(U) = (∂S / ∂U). La stabilità della soluzione U(t) è
caratterizzata dagli autovalori della matrice A(U); in particolare, se la parte reale di ogni
autovalore è negativa, la soluzione è asintoticamente stabile.
Un’altra importante caratteristica che un sistema ODE può avere è quella di essere
“Stiff”. Un sistema non lineare della forma (7.48) è Stiff se: Re(λi) < 0 ∀i e
λmax = maxi | Re(λi) | >> λmin = mini | Re(λi) |, dove Re(λi) è la parte reale
dell’autovalore complesso λi. Il grado di “stiffness” è valutabile dal rapporto:
Rstiff = λmax / λmin ; valori modesti di Rstiff , ad esempio 20, sono sufficienti a creare seri
problemi numerici per la soluzione delle (7.48). Nel caso di problema stiff il passo
temporale che consente di integrare le equazioni con una accettabile stabilità può essere
talmente piccolo che il metodo diviene praticamente inutilizzabile. In tali casi è
conveniente utilizzare metodi adatti alla soluzione di sistemi ODE con elevato grado di
stiffness. Stabilire il grado di stiffness di un problema quale quello in esame è
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sicuramente complicato. Un tentativo viene riportato in appendice in cui si mostra, in
modo approssimato, che il rapporto di “stiffness” per il problema ODE relativo al
sistema di equazioni di bilancio (7.21) è sufficientemente elevato da consigliare la scelta
di un solutore adatto a problemi di questo tipo (Rstiff ≅ 184).
Il metodo di Gear è estremamente efficiente nella soluzione di problemi Stiff e consente
di far avanzare nel tempo la soluzione di sistemi ODE con Rstiff maggiori di 10
6, perciò,
per risolvere il problema sorgente, è stata opportunamente adattata una routine Fortran,
denominata IVPAG, che implementa il metodo di Gear.
7.3 Applicazione delle equazioni di bilancio
La forma conservativa (7.21) delle equazioni di bilancio per gli elettroni descrive
l’evoluzione di cinque variabili: la densità di massa del fluido elettronico (u1 = ρme), tre
componenti di quantità di moto (u2 = ρme uer, u3 = ρme ueθ, u4 = ρme uez) e l’energia totale
interna per unità di volume (u5 = ρme eT). In seguito all’ipotesi di assialsimmetria le
componenti del campo elettrico e del campo magnetico hanno le sole componenti
radiale e assiale, mentre, dato che si considerano le componenti tangenziale di velocità,
l’equazione di quantità di moto in direzione tangenziale non può essere trascurata.
Espandendo la formulazione vettoriale-tensoriale (7.21) in coordinate cilindriche, si
ottiene:





dove il terzo e quarto termine a secondo membro rappresentano il termine sorgente e:
Il sistema di equazioni (7.49) è risolto ad ogni passo temporale degli ioni su tutto il
dominio computazionale per un dato insieme di condizioni al contorno e condizioni
iniziali, descritte rispettivamente nei paragrafi §7.4 e §7.5. Le condizioni al bordo
descritte sono relative a tutti i principali tipi di parete che si possono incontrare nella
simulazione numerica del plasma in una camera cilindrica; tra queste si utilizzano


































































































































































































































































7.4 Condizioni al contorno
7.4.1 Proprietà delle pareti aperte
Superfici di Flusso Libero
Si ipotizza che il dominio computazionale sia sufficientemente grande per cui non vi
sono gradienti in direzione normale delle proprietà del flusso elettronico alle pareti
aperte.
Asse di Simmetria
Sull’asse di simmetria non ci sono flussi e gradienti radiali, inoltre le componenti di
quantità di moto in direzione radiale e tangenziale sono nulle.
Superficie di Iniezione
Sulla superficie di iniezione si assegna un flusso di elettroni tale da garantire la
neutralità macroscopica del plasma, cioè: ne = ni. La temperatura elettronica all’iniezione
è posta uguale a quella ionica e pari a Te = 3 [eV]    (Te ≅ 34800 [K]).
7.4.2 Proprietà delle pareti solide
Il problema fondamentale delle condizioni al contorno su di una parete, sia dielettrica
che di materiale conduttore, è la trattazione della guaina di plasma che
sperimentalmente si osserva formarsi a ridosso di essa. I modi di procedere sono
sostanzialmente due:
1 il primo consiste nel fare un modello di guaina separato dal modello degli elettroni,
da risolvere su un opportuno dominio, che dovrebbe essere interfacciato col dominio
degli elettroni attraverso opportune condizioni al contorno. La spaziatura della parte
di griglia che rappresenta la guaina dovrebbe essere molto piccola, dato che lo
spessore di guaina è dell’ordine della lunghezza di Debye. Se la lunghezza di Debye





è piccola come nel caso in esame (vedi paragrafo §6.3), questo può portare
all’inconsistenza del modello o a problemi di tipo numerico.
2 L’altro modo di procedere è quello di far coincidere i bordi corrispondenti alle pareti
con il plasma, e considerare la guaina solo in termini dei suoi effetti: alterazione del
potenziale e perdite.
In questo lavoro viene seguito il secondo tipo di approccio.
Pareti Isolanti
Le pareti isolanti del propulsore assorbono energia dagli elettroni presenti nella camera.
Per quantificare queste perdite, un modo può essere quello di porre la corrente totale
alla parete dielettrica uguale a zero e semplicemente uguagliare il flusso di elettroni col
flusso di ioni ( Γe = Γi ). In questo modo la parete rappresenta il luogo ove gli elettroni e
gli ioni si ricombinano (terzo corpo). Più correttamente si deve dire che gli elettroni che
hanno energia sufficiente per raggiungere la parete possono, impattando su di essa,
provocare l’emissione secondaria di altri elettroni. Anche il bombardamento ionico
della parete provoca l’emissione secondaria di elettroni, ma questo effetto è più piccolo
rispetto al primo ed è pertanto trascurato. Indicando con δe l’emissione secondaria di
elettroni, il bilancio dei flussi alla parete diviene,
dove Γe rappresenta il flusso di elettroni che provengono dall’esterno della guaina
ovvero, per l’ipotesi fatta, che escono dalle superfici isolanti e 0 ≤ δe ≤ 0.983, limitato
superiormente per questioni di stabilità elettrodinamica della guaina. Rimane da
stabilire la condizione al contorno da adottare per il potenziale e come valutare i flussi
di perdita di quantità di moto e di energia del fluido elettronico alla parete. Dato che le
superfici isolanti si fanno coincidere con il passaggio guaina-preguaina, si fa l’ipotesi di
gradiente nullo del potenziale alla parete, assumendo così che l’andamento del
potenziale nel plasma arrivi con pendenza nulla all’interfaccia guaina-preguaina (fig.
7.2). Nella risoluzione dell’equazione di Poisson (§6.6) o della (8.10) si pone allora:
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I flussi di quantità di moto e di energia che vengono persi alle pareti dielettriche
possono essere valutati in base a quanto segue: il flusso di massa elettronica alla parete,
nell’ipotesi di velocità media di fascio nulla in direzione normale ad essa, è dato dalla
relazione:
con:
e vTH : velocità di soglia al di sotto della quale gli elettroni non riescono ad attraversare
la guaina e a raggiungere la parete. Il valore della velocità di soglia si ricava
uguagliando la (7.51) con la (7.53), si ottiene:
Fig. 7.2: rappresentazione schematica della variazione del potenziale elettrico in prossimità delle superfici
isolanti.













































Tutti gli elettroni con velocità maggiore della velocità di soglia vTH raggiungono la
parete dando luogo a perdite di quantità di moto e di energia oltre che di massa. Le
espressioni dei flussi di quantità do moto e di energia possono essere espresse in forma
compatta in funzione della velocità vTH :
Elettrodi
In formule la condizione al contorno sul flusso di elettroni al catodo è:
dove Icatodo è l’intensità di corrente al catodo, Scatodo è la superficie del catodo.
Per entrambi gli elettrodi si devono stabilire due tipi di condizione al contorno: una è
relativa al calcolo del potenziale elettrostatico (nel caso si debba risolvere l’equazione
di Poisson o la (8.10)), l’altra è relativa ai flussi di massa elettronica, quantità di moto
ed energia. Analogamente a quanto fatto per le pareti isolanti (§7.4.2) si fa coincidere la
superficie di separazione preguaina-guaina con la superficie dell’anodo. In questo modo
si evita di trattare la guaina che si forma a ridosso degli elettrodi e i nodi della griglia
posti sulla loro superficie appartengono al plasma piuttosto che a un bordo solido (così
come avviene sulle superfici isolanti). Il potenziale in corrispondenza di un elettrodo è
perciò un potenziale di plasma opportunamente modificato per tenere in considerazione
la guaina e la caduta di potenziale che questa genera.
Si sviluppano ora soltanto i calcoli necessari per determinare il potenziale elettrostatico
in prossimità dell’anodo, poiché quelli relativi al catodo sono del tutto analoghi. Il
potenziale nei nodi che rappresentano la posizione dell’anodo viene valutato sulla base
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della condizione secondo cui la corrente che scorre nel circuito di alimentazione del
propulsore è uguale alla corrente che scorre tra gli elettrodi.
In formule si scrive:
Sostituendo in (7.57) l’espressione (7.53) del flusso di elettroni e ricavando Icatodo si
ottiene:
valida nel caso di velocità media di fascio nulla in direzione ortogonale alla parete.
La velocità di soglia vTH può essere calcolata facendo un bilancio energetico: le
particelle attraversano la guaina e raggiungono la parete dell’anodo se la loro energia
cinetica è maggiore o uguale alla differenza di energia potenziale tra la parete anodica e
il plasma al bordo della guaina. Si ha allora:
da cui si ricava:
con ηsheath si sono indicate eventuali perdite anomale dovute alle collisioni nel plasma
della guaina, il modello di guaina adottato è infatti non collisionale. Tale parametro, in
assenza di dati sperimentali, viene posto uguale ad 1. Il potenziale di parete dell’anodo
ha un valore, ad esempio, di 100V, mentre quello di plasma sul bordo della guaina in
corrispondenza della superficie anodica si valuta combinando le relazioni (7.58) e
(7.60); si ottiene così:
( ) (7.57)                              ,I S e ΓΓI catodoanodoeianodo −=−=
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Rimangono da stabilire l’entità dei flussi di massa, quantità di moto ed energia alla
parete anodica. A differenza delle pareti isolanti, il flusso di massa elettronica non sarà
uguale semplicemente al flusso di massa ionica. Infatti, nel caso dell’anodo, oltre a una
parte di elettroni che si ricombina con gli ioni, si avrà una parte di elettroni che uscendo
dall’anodo va a costituire la corrente che scorre nel circuito di alimentazione del
propulsore. Utilizzando una formulazione compatta si avrà allora:
7.5 Condizioni iniziali
Le condizioni iniziali vengono applicate alla prima chiamata della routine che risolve le
equazioni di governo del fluido elettronico. E’ necessario prescrivere una distribuzione
spaziale iniziale delle quantità considerate. Il codice viene avviato dando, su tutto il
dominio computazione, una distribuzione di densità numerica di elettroni uguale a
quella ionica generata al primo passo del codice PIC. A tale densità si associa una
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7.6 Schema di Calcolo
Assegnato un insieme di condizioni iniziali e al contorno, le equazioni di governo (7.49)
vengono risolte tramite l’uso delle tecniche numeriche descritte nel paragrafo §7.2. Il
diagramma di flusso riportato in fig. 7.3 illustra l’intero processo di simulazione degli
elettroni. I dati in ingresso, calcolati nel ciclo generale PIC-FES, sono: il passo
temporale degli ioni, il flusso di ioni alle pareti, il potenziale del plasma. Se siamo
all’inizio della simulazione è necessario chiamare la routine che assegna le condizioni
iniziali, altrimenti si passa direttamente alla valutazione delle condizioni al contorno.
Dopo aver stimato il passo temporale, si passa al calcolo dei flussi convettivi attraverso
le superfici delle celle. È ora possibile integrare il sistema omogeneo delle equazioni di
conservazione e successivamente valutare le variabili relative al sistema completo. Il
ciclo prosegue fino a quando gli elettroni non sono avanzati dello stesso passo
temporale degli ioni. A questo punto i dati ottenuti dal codice FES vengono inseriti nel
ciclo generale PIC consentendo l’avanzamento della simulazione.





Fig. 7.3: diagramma di flusso del processo di avanzamento degli elettroni (FES).










8. Il Codice Ibrido
8.1 Introduzione
La simulazione numerica del flusso di plasma all’interno di un propulsore MPD
comporta l’uso di algoritmi molto complessi a prescindere dallo schema adottato,
aggiungendo alle notevoli difficoltà di comprensione dei fenomeni fisici,
• problemi di consistenza dei modelli,
• problemi di tipo numerico, (instabilità e fluttuazioni numeriche delle grandezze),
• problemi pratici, (tempi  di calcolo eccessivi).
I problemi si moltiplicano nel caso di uno schema ibrido come il PIC-FES, poiché i
codici PIC e FES utilizzano schemi di calcolo molto diversi l’uno dall’altro, rendendo
l’opera di correlazione un compito assai arduo.
In base a tali considerazioni è necessario testare inizialmente il codice sulla camera di
forma semplificata rappresentata in fig. 6.8, partendo dalle situazioni più semplici
possibile per arrivare solo successivamente a quelle complesse. In questo modo si può
verificare la validità o meno delle approssimazioni e degli schemi adottati per i singoli
aspetti della simulazione; in questo capitolo l’attenzione viene rivolta principalmente
alla verifica dei seguenti punti:
 calcolo del campo elettromagnetico
 risoluzione delle equazioni fluide per gli elettroni,
 condizioni iniziali,
 campo magnetico applicato.





8.2 Considerazioni sul codice completo
Da un’analisi attenta del codice illustrato nei capitoli 6 e 7 si possono fare alcune
considerazioni:
1) Un codice che utilizza l’equazione di Poisson per il calcolo del campo elettrico si
propone di determinare quei campi elettrici che nascono per separazione di carica in un
punto della griglia, perciò si potrebbe rivelare utile per descrivere situazioni di non
neutralità, in cui si abbia una separazione di carica macroscopica e, quindi, un campo
elettrico enorme, oppure per descrivere sistemi macroscopicamente neutri, ma
attraverso l’utilizzo di griglie molto fini. Infatti il plasma è un sistema
macroscopicamente neutro e perciò l’applicazione di questa equazione deve essere fatta
su scala microscopica, per cui la dimensione delle celle dovrebbe essere dell’ordine
della lunghezza di Debye.
Come detto, una separazione di carica macroscopica implicherebbe un campo elettrico
enorme e, quindi, un’energia potenziale associata alle forze Coulombiane molto
maggiore dell’energia di agitazione termica delle particelle. Per esempio: se avessimo
un plasma con una densità di 1021 [# / m3], (densità tipica a cui lavora un MPD),
prendendo una sfera di raggio 1 [mm] (dimensione tipica di una cella di griglia) e
supponendo che la densità elettronica differisca dell’1% rispetto alla densità ionica, il
potenziale all’interno di questa sfera sarebbe φ = 6⋅103  [V].  Poiché 1 [eV] = 1.6⋅10-19
[J], per equilibrare questa energia sarebbero necessari 6⋅103 [eV] di temperatura, ovvero
qualche milione di gradi Kelvin, mentre la temperatura che si misura all’interno di un
MPD è inferiore ai 3 [eV].
Questo significa che, per misurare variazioni di densità di carica all’interno di un
motore MPD, sarebbe necessario utilizzare griglie molto fini, con celle di dimensioni
inferiori al micron, aumentando i tempi di calcolo in modo insostenibile, perciò è
necessario calcolare il campo elettrico con un metodo che non sia legato alla
separazione di carica e, quindi, che non dipenda dalla dimensione delle celle di griglia.
2) Un altro aspetto da considerare riguarda la soluzione numerica della parte fluida,
ovvero la soluzione del sistema (7.49): sebbene si usi uno dei metodi più stabili ed





efficaci, cioè il metodo FVS per la parte omogenea, e la routine IVPAG di Fortran per il
termine sorgente, (vedi §7.2), dopo un certo numero di iterazioni si hanno in ogni caso
problemi di fluttuazione delle grandezze calcolate ed una conseguente instabilità della
soluzione, che portano ad un arresto forzato.
Dal momento che tali equazioni descrivono i numerosi fenomeni che interessano gli
elettroni all’interno del plasma, fare delle semplificazioni significa ovviamente perdere
alcune informazioni, ma, in caso contrario, si va incontro a problemi numerici che
rischiano di rendere incomprensibili i risultati ottenuti.
3) Il terzo punto da tenere in considerazione è che non si può effettuare una simulazione
partendo dal vuoto, ma è necessario postulare la presenza di una certa quantità di
plasma all’interno del dominio computazionale. Ovviamente anche per il plasma
presente inizialmente nel dominio deve essere verificata la neutralità macroscopica, per
cui le densità di ioni ed elettroni devono essere uguali.
4) Infine, per quanto riguarda il calcolo del campo magnetico applicato, si ritiene
necessario sostituire la routine sviluppata dal consorzio RFX di Padova con una nuova,
che abbia le seguenti caratteristiche:
 deve essere facilmente adattabile alle dimensioni della camera, (nel caso si
decida di modificarle),
 deve richiere un tempo di calcolo molto inferiore rispetto alla precedente,
 deve fornire risultati altrettanto precisi.
Sulla base di questi quattro punti sono state fatte alcune modifiche rispetto agli schemi
illustrati nei capitoli 6 e 7, con lo scopo di migliorare la stabilità e l’efficienza del
codice, ma senza modificarne l’impostazione di fondo.
Nei prossimi paragrafi vengono illustate in dettaglio tali modifiche.





8.3 Modifiche al codice PIC-FES
8.3.1 Calcolo del campo Elettromagnetico con l’algoritmo di predizione-correzione
Per calcolare il campo elettromagnetico in un mezzo quasi-neutro, come il plasma, è
opportuno implementare un algoritmo che risolva le equazioni di Maxwell insieme alla
legge di Ohm; così facendo, la soluzione non dipende dalla dimensione delle celle della
griglia, perché il metodo non si basa sulla separazione di carica tra una cella e l’altra.
Questo consente perciò di scegliere maglie abbastanza grandi e di ridurre
conseguentemente i tempi di calcolo.
Si sceglie di utilizzare un algoritmo di predizione-correzione, il cui funzionamento può
essere così riassunto:
1 - all’istante n∆t si assume che E n e B n siano noti,
2 - gli ioni sono mossi dallo schema Leapfrog illustato nel paragrafo §6.8 per ottenere la
posizione x n e la velocità v n+1/2, determinando la densità numerica ni 
n+1/2 e la densità di
corrente Ji 
n+1/2,
3 - gli elettroni sono mossi dallo schema descritto nel paragrafo §8.3.2, per cui si
determina la densità di corrente Je 
n+1/2e, quindi, J 
n+1/2,
4 - B n è fatto avanzare verso B n+1/2 grazie alla seconda equazione di Maxwell:
B 
n+1/2 = B n – ∆t / 2 ∇ × E n ,
E 
n viene fatto avanzare grazie alla la legge di Ohm generalizzata, perciò la relazione
funzionale è la seguente:
E 
n+1/2 = f (B n+1/2, J n+1/2, ni 
n+1/2),
5 - E e B sono predetti al passo temporale n+1:
Ep 
n+1 = 2E n+1/2 – E n,






n+1 = B n+1/2 – ∆t / 2 ∇ × Ep n+1,
6 - utilizzando i campi predetti, le particelle sono fatte avanzare di un passo temporale
per determinare la densità numerica nip 
n+3/2 e la densità di corrente Jp 
n+3/2,
7 - E p e B p sono calcolate al passo temporale n+3/2 usando le formule del passo 4:
Bp 
n+3/2 = Bp 
n+1 – ∆t / 2 ∇ × Ep n+1,
Ep 





8 - E n+1 e B n+1 sono determinati da:
E 
n+1 = (E n+1/2 + Ep 
n+3/2) / 2,
B 
n+1 = B 
n+1/2 – ∆t / 2 ∇ × E n+1.
Per rendere il codice più efficiente e preciso il metodo di predizione-correzione appena
illustrato viene leggermente modificato, poiché si impone che la componente azimutale
di B n sia data dalla seguente equazione:
in cui I rappresenta la corrente totale che fluisce nel plasma all’istante n⋅∆t, cioè quella
che scorre in quel momento tra anodo e catodo, mentre z0 è la lunghezza assiale del
catodo, che coincide con la lunghezza della camera. La corrente I si può calcolare con la
seguente formula:
in cui rc rappresenta il raggio del catodo, mentre jr è la densità di corrente radiale, (si
utilizzano le notazioni di fig. 5.3 (a)); il valore di jr da utilizzare nella formula (8.2) è la
media lungo z0 tra i valori della densità di corrente radiale in r = rc , se si considera una
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superficie cilindrica di lunghezza z0 e raggio rc . Infatti, dalla definizione di densità di
corrente, si ha:
in cui l’ultimo membro è legato al caso  considerato; per cui, discretizzando:
dove δScil è l’area cilindrica elementare di base 2πrc e altezza δz, mentre la sommatoria
è estesa a tutte le celle della griglia di raggio rc. Sapendo che le superfici cilindriche
elementari sono tutte uguali, poiché sono calcolate col δz medio nel dominio, si ha
infine:
dove nz1 è il numero di celle in direzione assiale; per cui la corrente totale è uguale al
prodotto della densità di corrente radiale media (jr media) per la superficie cilindrica
attraversata da tale corrente (2πrc⋅z0).
Con la modifica appena illustrata il “passo 8” del metodo appena descritto viene
utilizzato solo per calcolare le componenti radiale ed assiale del campo magnetico
all’istante (n+1)⋅∆t, mentre per quella tangenziale l’ultimo passo viene saltato, perciò si
riparte dal “passo 1”, in cui si usa l’equazione (8.1), dove adesso la corrente totale I è
quella calcolata all’istante (n+1)⋅∆t.
L’imposizione ad ogni iterazione della “forma” della componente tangenziale del
campo magnetico, la più importante tra quelle indotte dal moto delle cariche, consente
di ridurre notevolmente i problemi numerici relativi al calcolo del campo
elettromagnetico e, quindi, rende la simulazione più vicina ad un caso reale.
Bisogna infine osservare che il campo elettromagnetico calcolato con le equazioni di
Maxwell e con la legge di Ohm tiene conto sia del moto delle cariche, sia delle
condizioni al bordo sugli elettrodi. Questo significa che, ad ogni iterazione, bisogna
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verificare che il campo elettrico calcolato col metodo di predizione-correzione sia tale
da verificare la condizione al bordo data dall’equazione:
dove gli estremi di integrazione sono i raggi di anodo e catodo, mentre i termini a
secondo membro sono, rispettivamente, il potenziale dell’anodo e quello del catodo.
Si riporta la legge di Ohm generalizzata:
per poter imporre la condizione al bordo, la (8.7) è risolta nel seguente modo: si usa la
definizione di potenziale:
e si calcola la divergenza del primo e del secondo membro della (8.7), per cui si ottiene:
cioè:
dove F(r,z) è una funzione nota, poiché le derivate rispetto alle coordinate r e z,
necessarie per calcolare la divergenza del termine dentro la parentesi quadra nella (8.9),
sono calcolate grazie alle formule riportate nel paragrafo §8.3.2.
Alla (8.10) bisogna aggiungere la condizione al bordo:
dove ∆V0 è il valore numerico della differenza di potenziale tra gli elettrodi, fissato ad
ogni iterazione.
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Il sistema dato dalla (8.10)  e dalla (8.11) può essere risolto con un metodo alle
differenze finite: indicando con ϕi,j l’approssimazione di Φ(r,z), con -fi,j
l’approssimazione della funzione -F(r,z) e con vi,j l’approssimazione del potenziale sugli
elettrodi, si ha:
dove:
si deve perciò risolvere un sistema di (nr1*nz1) equazioni lineari.
In alternativa, per risolvere il sistema (8.10) con la condizione al bordo (8.11), si può
utilizzare il metodo SOR (Successive Point Over Relaxation), con accelerazione di
Chebyschev, che modifica il fattore di rilassamento ad ogni ciclo, riducendo il
rallentamento iniziale apportato dal metodo SOR a rilassamento fisso. Quest’ultimo
metodo è più rapido di quello alle differenze finite ed è sufficientemente accurato, per
cui si decide di utilizzarlo nel nostro lavoro.
Una volta noto il potenziale elettrostatico, si ottiene il campo elettrico per derivazione.
A causa della modifica della procedura per il calcolo del campo elettromagnetico, lo
schema generale del codice è leggermente diverso da quello riportato in fig. 6.1, poiché
il campo elettromagnetico viene calcolato utilizzando le equazioni di Maxwell e la legge
di Ohm, quindi bisogna prima conoscere densità di carica e correnti nel plasma.
Lo schema del codice PIC-FES, (o meglio, del “codice ibrido”) si può riassumere nel
diagramma di flusso riportato in fig. 8.1; ovviamente, nel caso di propulsore MPD a
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- Portata in massa
- Passo temporale
Inizializzazione:
- Calcolo del campo magnetostatico
- Inizializzazione delle condizioni al bordo
- Riempimento del dominio con plasma
neutro
- Inizializzazione delle correnti
Deposizione della carica ionica













Calcolo delle correnti e delle densità:
Identificazione degli ioni che
escono dal dominio:
- dalle pareti aperte
- dalle pareti solide
Conteggio degli ioni rimasti nel
dominio:
(Outflow checking)
Calcolo del flusso ionico sulle
pareti solide





8.3.2 Modello semplificato degli elettroni
I modi più comuni per semplificare le equazioni fluide sono due: il modello a plasma
freddo e quello a plasma caldo, descritti nel paragrafo §4.4. La nostra scelta ricade sul
secondo modello, in cui si approssima l’equazione dell’energia ipotizzando
trasformazioni adiabatiche, e, quindi, trascurando il flusso di calore; così facendo si
considera un plasma non viscoso e perciò i termini fuori dalla diagonale del tensore
degli sforzi sono tutti nulli, mentre quelli sulla diagonale si riducono alla pressione
scalare. Se si trascura la variazione di energia dovuta alle collisioni, l’equazione (7.17)
diventa:
perciò il sistema (7.49) si riduce al sistema descritto nel paragrafo §4.4.3:
Se si desidera includere il fenomeno della ricombinazione, che avviene prevalentemente
all’uscita del motore, l’equazione di conservazione della massa diviene:
in cui Se è il rateo di produzione o perdita, per unità di volume, di elettroni in seguito a
collisioni anelastiche, mentre dne / dt è definito nel paragrafo §7.1.3.
Il sistema (8.15) può essere risolto agevolmente in questo modo:
 nota la posizione occupata dagli ioni in un dato istante, si ricava la densità numerica
ionica, ma, sapendo che il plasma è un mezzo quasi-neutro, si ha che: ne = ni,
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 poiché si ha: pe = ne KB Te, note la temperatura e la densità iniziale, si ricava la
pressione elettronica iniziale e, quindi, si conosce il valore della costante
nell’equazione (8.14),
 rimane da risolvere l’equazione di moto: il metodo più semplice è quello di
utilizzare uno schema alle differenze finite, in cui l’accelerazione è il rapporto fra la
differenza di velocità tra due istanti successivi e il tempo che intercorre tra essi. Si
deve perciò risolvere un sistema lineare 3x3 del tutto analogo al sistema (6.17), ma
con l’aggiunta del gradiente di pressione; le incognite sono le tre componenti di
velocità al tempo (t + ∆t/2), mentre quelle al tempo (t - ∆t/2) sono note
dall’iterazione precedente. In questo caso non si può trascurare il termine inerziale
per gli elettroni, come spesso avviene nelle simulazioni numeriche, perché esso è
fondamentale per la risoluzione del sistema.
Analogamente a quanto fatto per gli ioni, si definiscono le seguenti quantità, che, però,
per gli elettroni sono definite cella x cella, mentre per gli ioni erano definite punto per
punto:
• vj+ : j-esima componente del vettore velocità degli elettroni al tempo (t + ∆t / 2),
• vj- : j-esima componente del vettore velocità degli elettroni al tempo (t - ∆t / 2),
• ( acoll )j = [( Fcoll )j / me] : j-esima componente del vettore accelerazione collisionale
degli elettroni, dove ( Fcoll )j = ( Pei )j / ne = mei υei,CL (ui – ue)j , in cui mei è la massa
ridotta definita nella (7.7), υei,CL è la frequenza collisionale classica definita nella
(3.48), mentre (ue)j è la j-esima componente del vettore velocità degli elettroni al
tempo (t - ∆t / 2), perciò coincide con vj- ;
• ∆t = ∆telettroni,
perciò il sistema da risolvere si può scrivere come segue:
( ) ( )
( ) ( )
( ) ( )




































































































































































dove (acp) è l’accelerazione che tiene conto del contributo collisionale (pedice “c”) e di
quello di pressione (pedice “p”).
Il sistema (8.18) si risolve con il metodo di Kramer, trovando:
(8.20)
( ) ( )
( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
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La stabilità del metodo è sufficientemente garantita per passi temporali tali per cui il
prodotto tra ∆telet e la più alta frequenza tipica del sistema (frequenza di ciclotrone degli
elettroni) sia minore di 2. La frequenza di ciclotrone degli elettroni è:
dove il modulo del campo magnetico considerato è quello massimo che si ha sull’asse
di simmetria del propulsore, pari a circa 0.05 [T], se si considera solo il campo
magnetico indotto dal moto delle cariche. Allora per la stabilità è sufficiente utilizzare
un passo temporale minore di 5⋅10-11[s].
Per calcolare le componenti del gradiente di pressione, cioè le derivate rispetto alle
direzioni “r” e “z”, (quella rispetto a “θ” è identicamente nulla), si adotta una
formulazione a tre punti centrata, con accuratezza del secondo ordine; di seguito si
riportano le formule per le derivate parziali di una generica grandezza A:
Per quanto riguarda i bordi del dominio, invece, si usano, a seconda delle necessità,
formule “forward” o “backward”:
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Le formule (8.22) ÷ (8.27) vengono utilizzate anche per calcolare la divergenza del
termine dentro la parentesi quadra nella (8.9).
Poiché questo procedimento di discretizzazione delle derivate può introdurre
perturbazioni che, ovviamente, si ripercuotono sul calcolo delle velocità elettroniche e,
quindi, sul calcolo delle correnti nel plasma, si decide di omogeneizzare i valori delle
derivate sostituendo al valore calcolato nella generica cella (j,k), il valore medio tra
quelli delle 8 celle circostanti  e quello della cella stessa: per la generica grandezza A:
Ovviamente, se la generica cella (j,k) si trova sulle pareti del dominio, la media viene
fatta solo tra 6 celle, poiché le restanti 3 si troverebbero oltre la parete e, quindi, fuori
dal dominio; se, infine, la cella (j,k) si trova in uno spigolo, la media viene fatta solo su
4 celle.
Il modello semplificato degli elettroni, sebbene molto approssimato, si rivela molto più
stabile ed efficiente del solutore numerico descritto nel paragrafo §7.2, inoltre è più
semplice da implementare e richiede un costo computazionale contenuto, perciò si
rivela adatto per il lavoro che si intende svolgere in questa tesi. Tuttavia, per un’analisi
approfondita dei risultati ottenuti, si rimanda al capitolo 9.

































8.3.3 Distribuzione iniziale di plasma
Come specificato nel paragrafo §8.2, il dominio non può essere inizialmente vuoto,
perciò si ipotizza di avere inizialmente un plasma macroscopicamente neutro con
densità uniforme: in pratica, prima di avviare la simulazione, si dispone in ogni cella un
reticolo di “(m x n)” macroioni equidistanti, e poi si impone la neutralità macroscopica
per definire la densità elettronica.
Per esempio, nella zona compresa tra gli elettrodi, ponendo:
• m = 1, n = 2, cioè: 2 macroioni per ogni cella, disposti lungo l’asse z,
• 9⋅1010 ioni in ogni macroparticella, (o macroione),
• camera rettangolare con base = 0.15 [m] e altezza = 0.05 [m],
• griglia composta da 25x81 celle,
si ha: ne = ni ≅ 4.05⋅1018 [# / m3].
Si stabilisce infine che la temperatura iniziale sia ovunque di 300 [K] e che la velocità di
deriva delle particelle sia inizialmente nulla, (è dunque permesso solo il moto termico,
perciò il plasma è macroscopicamente fermo).
8.3.4 Calcolo del campo magnetico applicato
La nuova routine per il calcolo del campo magnetico applicato  prevede l’utilizzo della
formula di Biot-Savart per circuiti non filiformi, scritta in forma differenziale:
in cui: ∆r = (r - r’), dove r è il vettore posizione del punto in cui si calcola il campo
magnetico elementare, r’ è il vettore posizione del punto in cui passa la corrente con
densità j, dV’ è l’elemento di volume percorso da corrente con densità j.
Discretizzando l’equazione (8.29), si calcola il campo magnetico indotto nel dominio
dalla corrente costante che passa attraverso un avvolgimento posto attorno alla camera
del propulsore, poiché si divide ciascuna spira dell’avvolgimento in un numero finito di
parti e, per ciascuna di queste, si calcola il campo generato in ogni cella del dominio.
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Prima di avviare la simulazione si possono modificare numerosi parametri:
 lunghezza dell’avvolgimento,
 posizionamento dell’avvolgimento rispetto alla camera,
 numero di spire,
 dimensione delle spire
 intensità di corrente all’interno dell’avvolgimento,
 numero di parti in cui dividere ogni spira durante il calcolo.
La routine, in questo modo, risulta molto flessibile, anche perché è possibile
ridimensionare automaticamente l’avvolgimento in base alle dimensioni di camera;
inoltre il tempo di calcolo è notevolmente inferiore a quello della routine sviluppata dal
consorzio RFX di Padova, specialmente nel caso si consideri una camera molto grande.
I risultati, in compenso, sono ugualmente precisi.
Se, ad esempio, si considera la camera di fig. 5.3 (a) in cui: raggio del catodo = 0.01
[m], raggio dell’anodo = 0.06 [m], lunghezza della camera in direzione assiale = 0.15
[m], avvolgimento di lunghezza = 0.125 [m], (posto nella zona centrale della camera
stessa, costituito da 100 spire di raggio r = 0.07 [m], percorse da 1000 [A] di corrente);
si ha:
Fig. 8.2: campo magnetico radiale (Br) applicato.





Fig. 8.3: campo magnetico assiale (Bz) applicato.
Fig. 8.4: modulo del campo magnetico applicato.





8.4 Equazioni fondamentali del Codice Ibrido




 equazioni di Maxwell (in cui si trascura la corrente di spostamento):
 legge di Ohm generalizzata:
in cui u e j sono definiti dalle relazioni (4.39) e (4.40).
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L’algoritmo di calcolo per la simulazione del motore MPD è stato implementato in
linguaggio FORTRAN. Il codice completo come già detto in precedenza si compone di
due blocchi fondamentali:
•  PIC: che consiste nell’avanzamento delle particelle pesanti attraverso l’integrazione
delle equazioni del moto.
•  FES: che consiste nello studiare il comportamento degli elettroni attraverso la
soluzione delle equazioni fluide, con l’approssimazione di plasma caldo.
I due blocchi vengono correlati nel calcolo del campo elettromagnetico, poiché i dati in
ingresso dell’algoritmo di predizione-correzione (densità numeriche, correnti e
velocità), si ricavano appunto dalla soluzione dei due sotto-codici.
Si analizzano di seguito i risultati delle simulazioni, inoltre si evidenziano i parametri
che possono essere modificati e che controllano il processo.
9.2 Parametri della simulazione
La simulazione del flusso di plasma dipende da un limitato numero di parametri da
fissare prima dell’avvio, che caratterizzano sia la precisione, sia le condizioni fisiche in
cui si opera. Inoltre è possibile valutare i valori delle variabili di interesse durante la
simulazione, infatti essi vengono salvati al termine di ogni passo temporale e perciò resi
disponibili per l’analisi nello stesso tempo in cui il codice sta funzionando. La
possibilità di aumentare la precisione è consentita dall’aumento del numero di celle che
costituiscono la griglia e dalla diminuzione del passo di integrazione.
Il criterio di arresto è stimato in base al calcolo della differenza pesata fra la
valutazione precedente e successiva di una variabile e fissando il valore voluto per
questa differenza; in particolare si sceglie di terminare la simulazione nel momento in





cui la portata in massa uscente dal dominio sia uguale a quella entrante, cioè quando si
raggiungano condizioni stazionarie.
Utilizzando la camera con elettrodi cilindrici descritta nel paragrafo §5.2 e riportata in
fig. 9.1, si scelgono i seguenti parametri di simulazione:
• dimensione del dominio: lunghezza della camera = 0.15 [m], (coincidente con la
lunghezza degli elettrodi),
• raggio del catodo = 0.01 [m],
• raggio dell’anodo = 0.06 [m],
• griglia costituita da 25x81 celle,
• passo temporale per gli ioni: 1.5⋅10−9 [s],
• passo temporale per gli elettroni: 5⋅10−11 [s],
• peso di una macroparticella: 9⋅1010 ioni,
• criterio di arresto: errore minore di 10−3.
Fig. 9.1: disegno schematico di un canale MPD cilindrico.
Invece, la possibilità di variare le condizioni fisiche in cui si opera dipende dal fatto di
poter scegliere: potenziale di anodo e catodo, portata in massa, temperatura e densità
iniziale delle specie nel plasma, velocità di iniezione delle particelle. Si può infine
scegliere se applicare o meno un campo magnetico esterno, definito attraverso i
parametri illustrati nel paragrafo §8.3.4.





I risultati riportati di seguito sono stati ottenuti con le seguenti grandezze:
• differenza di potenziale iniziale tra gli elettrodi: 100 [V],
• portata in massa: 0.2 [g/s],
• temperatura del plasma all’ingresso del canale pari a 3.0 [eV], (Ti = Te),
• temperatura iniziale del canale pari a 300 [K],
• densità numerica ionica iniziale: ni ≅ 4.05⋅1018 [# / m3], (vedi paragrafo §8.3.3),
• densità numerica elettronica iniziale pari a quella ionica, per la neutralità del plasma,
• velocità di iniezione del plasma di 5000 [m/s].
Per semplicità si fissa lo zero del potenziale in corrispondenza del potenziale del catodo,
perciò si ha: ΦANODO = 100 [V], ΦCATODO = 0 [V].
Il campo magnetico applicato generato da un avvolgimento di spire poste attorno alla
camera del propulsore viene trascurato, in modo da osservare con maggior facilità il
contributo accelerativo dato dal prodotto jxB.
L’anodo costituisce la parete superiore, mentre il catodo quella inferiore, come si può
osservare dalla fig. 9.1, perciò si ha un campo elettrico nel vuoto di intensità costante:
Er = - 2000 [V/m].





9.3 Risultati della simulazione
Si riportano i grafici più significativi relativi alla simulazione del flusso di plasma in un
canale MPD.
Fig. 9.2: numero di macroparticelle nel dominio in funzione del numero di iterazioni del codice.
Con un passo temporale ionico di 1.5⋅10−9 [s], l’equilibrio in termini di massa, ovvero il
rapporto fra massa in ingresso e massa in uscita dal campo di simulazione, risulta essere
uguale a 1 dopo circa 6000 passi temporali, vedi fig. 9.2.
Si può osservare come il numero delle macroparticelle all’interno del campo di
simulazione sia intorno a 135000, quando si raggiungono le condizioni stazionarie. Se
si volesse aumentare il numero dei nodi della griglia e contemporaneamente ridurre il
peso delle macroparticelle, diventerebbe impossibile fare una simulazione in tempi
brevi, infatti la durata di una simulazione col passo temporale scelto è intorno alle 6 ore





con un Pentium IV Dual Core, dotato di 2 processori da 2.40 GHz e con 2 GB di
memoria RAM, ma questo tempo aumenta in maniera esponenziale con il numero di
celle e col peso dei macroioni. Questo problema potrebbe essere in parte risolto
attraverso l’introduzione di macroparticelle dal peso variabile, in quanto le densità
risultano molto diverse in un fenomeno di espansione nel vuoto (in questo caso: “quasi
vuoto”, poiché la densità di fondo è dell’ordine di 4.05⋅1018 [# / m3]); infatti si ha un
numero maggiore di particelle in prossimità del catodo e un numero leggermente
inferiore in prossimità dell’anodo.
Quando la simulazione ha inizio, il campo elettrico è solamente quello statico dovuto
alla differenza di potenziale tra gli elettrodi.
Spostandosi verso valle, a causa della forma particolarmente semplice della camera, la
densità ionica all’interno della camera è abbastanza uniforme in direzione radiale, ma
tende a diminuire in direzione assiale con l’aumentare della viz, come si vede
chiaramente in fig. 9.3.
Fig. 9.3: densità numerica ionica: ni. Per la quasi neutralità del plasma si ha: ni = ne.





La velocità assiale, come previsto, aumenta spostandosi verso valle, a causa dell’effetto
accelerativo dovuto all’interazione del campo magnetico azimutale con la velocità
radiale delle particelle (vedi fig. 9.4); la velocità radiale ionica, invece, risulta
assolutamente trascurabile.
Fig. 9.4: velocità assiale ionica: viz.
Gli ioni, quindi, percorrono una traiettoria praticamente rettilinea, se si escludono le
fluttuazioni numeriche riscontrabili principalmente nella zona iniziale: questo
andamento conferma le previsioni teoriche, poiché il contributo accelerativo dato dal
prodotto jxB è prevalente assiale, se si utilizza questa semplice geometria, perciò il
codice simula correttamente il comportamento degli ioni.





Il dato più significativo per gli elettroni, invece, riguarda la densità di corrente radiale
elettronica, che praticamente coincide con la densità di corrente radiale totale, poiché
gli ioni si spostano prevalentemente in direzione assiale.
L’andamento di jr è riportato in fig. 9.5:
Fig. 9.5: densità di corrente radiale.
e può essere spiegato utilizzando l’equazione (8.34), in cui si trascura il termine tra
parentesi a secondo membro, perciò si ottiene:
ovvero:
in cui σ0 rappresenta la conduttività elettrica. Se si considera la componente radiale di j
e si trascura la componente assiale del campo magnetico, si ottiene:
(9.1)                                               ,  η jBuE =×+
( ) (9.2)                                             ,. σ0 BuEj ×+=





Sappiamo che il prodotto tra velocità assiale e campo magnetico azimutale è elevato sia
all’ingresso sia all’uscita del canale, poiché all’ingresso Bθ è molto intenso, mentre
all’uscita la velocità assiale è molto elevata. Dato che le variazioni del campo elettrico
radiale sono molto più limitate rispetto a quelle del prodotto “u⋅B”, ci si  aspetta che il
modulo della densità di corrente sia massimo all’ingresso e all’uscita del canale e
minimo nella zona centrale; quindi la corrente ha un andamento decrescente
all’ingresso, quasi costante nella zona centrale e crescente vicino all’uscita.
Ovviamente, considerando il canale rappresentato in fig. 9.1, la corrente radiale ha
segno negativo, poiché è diretta verso la superficie inferiore.
Utilizzando l’equazione semplificata dell’energia (8.14) e la relazione (7.1), si ricavano
i grafici di temperatura e pressione elettronica: si osserva che la temperatura varia in
maniera abbastanza regolare tra l’ingresso della camera, dove vale 3 [eV] e l’uscita,
dove vale circa 1 [eV], cioè circa 11600 [K]. Tuttavia, in prossimità delle pareti degli
elettrodi, la temperatura è più elevata rispetto alla zona centrale, probabilmente a causa
della presenza delle guaine, (vedi fig. 9.6).
Fig. 9.6: temperatura elettronica.
( ) (9.3)                                           . BuEσj θzr0r −=





La pressione elettronica, invece, varia da un massimo di circa 55 [Pa] nella zona di
iniezione, ad un minimo intorno ai 15 [Pa] nella zona d’uscita, (vedi fig. 9.7).
Fig. 9.7: pressione elettronica.
Il calcolo del campo magnetico indotto dal moto delle cariche mostra che le componenti
radiale ed assiale sono trascurabili, come avviene effettivamente nella realtà, mentre la
componente azimutale risulta dominante ed ha l’andamento riportato in fig. 9.8: Bθ
varia linearmente con z in direzione assiale e come 1/r in direzione radiale, in accordo
con l’equazione (8.1).





Fig. 9.8: componente tangenziale del campo magnetico indotto.
Il campo elettrico all’interno del canale deve verificare le equazioni di Maxwell, la
legge di Ohm generalizzata e le condizioni al bordo sugli elettrodi (vedi paragrafo
§8.3.2), perciò, nel nostro caso, la componente assiale è trascurabile, mentre quella
radiale non differisce molto dal valore iniziale calcolato nel “vuoto”, ma oscilla
leggermente attorno a tale valore; tuttavia l’andamento in prossimità delle pareti degli
elettrodi è molto irregolare, a causa di fluttuazioni numeriche delle grandezze.
Purtroppo questo tipo di problema affligge tutte le simulazioni numeriche e può solo
essere limitato, scegliendo in maniera oculata il solutore numerico più adatto e
implementando correttamente le condizioni al contorno, ma non può essere del tutto
eliminato, specialmente quando si utilizzano metodi tanto complessi come quelli
necessari per la soluzione del campo elettromagnetico. Per questo motivo i risultati
ottenuti devono essere sempre interpretati e valutati con attenzione.





Per validare il codice non bisogna valutare soltanto l’andamento qualitativo delle
grandezze fisiche di interesse, ma  si deve anche calcolare il valore numerico delle
stesse e confrontarlo coi valori reali: solo nel momento in cui i dati della simulazione
risultino sufficientemente vicini a quelli ottenuti dalle prove di laboratorio, si può
ritenere attendibile il codice.
Nel caso della simulazione numerica del flusso di plasma all’interno di un canale MPD,
i valori numerici di interesse sono quelli relativi alla corrente totale e alla spinta nel
caso stazionario; questi, data la semplice forma della camera, si possono calcolare
molto semplicemente come segue:
• per la corrente totale circolante in camera si utilizza la formula (8.2), ottenendo: I ≅
5000 [A], diretta verso il catodo,
• per la spinta totale del propulsore, si utilizza la seguente formula:
che, con il valore di corrente appena calcolato e con le dimensioni di anodo e catodo
fissate nel paragrafo §9.2, fornisce: Fz ≅ 4.5 [N].
I valori trovati sono perfettamente in linea coi risultati ottenuti dalle prove di
laboratorio, ma nell’analizzare questi dati bisogna usare molta cautela, poiché nel
modello fisico utilizzato per la simulazione sono state introdotte numerose ipotesi
semplificative, come spiegato nei capitoli precedenti.
Tuttavia fare delle forti semplificazioni è necessario, poiché il comportamento del
plasma nella zona compresa fra gli elettrodi è molto complesso e, quindi, anche la
simulazione numerica del flusso in questa regione è molto difficile. Infatti il problema
maggiore incontrato durante il lavoro ha riguardato non tanto l’implementazione delle
condizioni al contorno o la scelta dei parametri fondamentali, ma più che altro la
definizione di un modello corretto:
 sia dal punto di vista fisico, in modo da descrivere adeguatamente un fenomeno
complesso come l’evoluzione del plasma nel motore, (cioè, un modello consistente),























 sia dal punto di vista computazionale, in modo da non creare problemi di tipo
numerico, dato che in un codice ibrido la correlazione tra la parte fluida e quella
particellare costituisce da sola un problema non banale.
Nello sviluppo del codice ibrido si è quindi cercato di trovare un giusto compromesso
tra queste due esigenze spesso contrastanti.






Il lavoro svolto nell’ambito della tesi ha avuto come principale obiettivo la realizzazione
di tecniche di analisi numerica per la dinamica dei plasmi. In particolare lo studio si è
concentrato sulla realizzazione di strumenti per il calcolo delle caratteristiche di un
motore MPD con campo magnetico indotto. Lo sviluppo del modello è stato preceduto
da una ricerca in letteratura riguardo alle tecniche di simulazione di plasmi, sia da
laboratorio che spaziali. La propulsione elettrica, infatti, coglie aspetti sia di una che
dell’altra disciplina, combina cioè caratteristiche tipiche dei plasmi da laboratorio, come
il confinamento fra pareti e contatto con elettrodi, con caratteristiche tipiche dei plasmi
spaziali, come l’alta rarefazione, che spesso rende problematico l’utilizzo della
fluidodinamica nella descrizione di questi fenomeni. Le molteplici scale temporali
coinvolte nella dinamica dei plasmi e la difficoltà riscontrata con altre tecniche di
simulazione nel predire il comportamento di questi motori, ha suggerito di tentare un
altro approccio rispetto a quelli tradizionali. Il codice ibrido realizzato a questo scopo,
unisce tecniche di analisi particellare a metodi fluidodinamici per lo studio della
dinamica dei plasmi. Il motivo può essere ricercato nelle differenti caratteristiche di ioni
ed elettroni quali la massa molto minore e le frequenze molto più alte che caratterizzano
il moto degli elettroni. L’utilizzo di un metodo particellare anche per gli elettroni
costringe ad abbassare il passo di integrazione di alcuni ordini di grandezza e perciò
allunga i tempi di calcolo considerevolmente. Comunque l’interesse che il moto degli
elettroni ha nel campo propulsivo è dovuto soprattutto alla generazione dei campi
elettromagnetici, in particolare alla generazione di campi magnetici molto elevati che
causano l’effetto accelerativo nei confronti degli ioni. Lo studio della dinamica degli
elettroni è perciò volta principalmente alla determinazione di correnti e di campi.
I risultati ottenuti nella simulazione effettuata all’interno di un canale MPD sono
abbastanza soddisfacenti, poiché sono state riprodotte con successo le caratteristiche
principali del getto evidenziate anche sperimentalmente, le traiettorie degli ioni sono
risultate simili a quelle che si aspettava ed i valori numerici delle grandezze calcolate
sono compatibili coi dati sperimentali.
E’ necessario valutare se diverse condizioni iniziali e al contorno possono cambiare le
caratteristiche del getto, inoltre bisogna capire se sia opportuno utilizzare un modello





che richieda la neutralità macroscopica, oppure un modello che non la impone, in modo
da indagare i fenomeni microscopici. Dal punto di vista numerico sarebbe necessario
valutare l’impatto che un modo diverso di calcolare le derivate o diverse distribuzioni di
densità iniziale di plasma possono avere sulla soluzione finale.
Tuttavia il problema maggiore incontrato durante il lavoro ha riguardato non tanto
l’implementazione delle condizioni al contorno o la scelta dei parametri fondamentali,
ma più che altro la definizione di un modello corretto: sia dal punto di vista fisico, in
modo da descrivere adeguatamente un fenomeno complesso come l’evoluzione del
plasma nel motore, (cioè, un modello consistente), sia dal punto di vista
computazionale, in modo da non creare problemi di tipo numerico, dato che in un
codice ibrido la correlazione tra la parte fluida e quella particellare costituisce da sola un
problema non banale.
Gli ulteriori sviluppi che possono essere portati ai codici riguardano due aspetti:
 Modello fisico,
 Metodi numerici.
Il modello fisico è apparso soddisfacente per modellare il getto di plasma all’interno del
canale: l’equazione dell’energia, sebbene sia stata semplificata attraverso le ipotesi di
fluido non viscoso, di flusso di calore nullo e termine collisionale trascurabile, è in
questo caso appropriata, poiché, se si stabilisce una densità di fondo, l’ipotesi di
espansione adiabatica diventa accettabile. In futuro, per simulare il flusso di plasma
all’interno del canale, si può tentare di utilizzare un’equazione dell’energia più
completa, eventualmente non trascurando il termine relativo al flusso di calore o le
collisioni.
L’analisi delle condizioni al contorno deve essere effettuata in maniera più
approfondita, considerando anche la possibilità di introdurre la non neutralità per
l’analisi dei campi elettromagnetici. L’introduzione del meccanismo di formazione di
ioni ed elettroni all’interno della camera può portare a una simulazione più adeguata dei
fenomeni fisici che avvengono nel propulsore; una notevole importanza potrebbe avere
in particolare la formazione di ioni in prossimità dell’anodo.
L’effetto della viscosità nei propulsori al plasma è ancora un problema aperto, anche se
è noto che dipende dalla geometria complessiva. La viscosità tende a complicare la





fisica della scarica e a ad alterare la distribuzione della stessa nell’interno del canale.
Come conseguenza si ha una ridistribuzione delle dissipazioni che influenzano il
coefficiente di viscosità. In letteratura si possono trovare lavori in cui si dimostra che le
dissipazioni viscose sono probabilmente un effetto del secondo ordine, tuttavia non
sono state ancora quantificate sperimentalmente. Tuttavia l’aggiunta degli effetti della
viscosità al momento non sembra rilevante.
Invece è necessario introdurre un modello che descriva il comportamento dei neutri, in
quanto anche queste particelle, se non vengono nuovamente ionizzate, vanno a
contribuire alla spinta mediante la quantità di moto che hanno al momento della loro
formazione. È chiaro che, una volta introdotto un modello che descrive la dinamica
degli atomi neutri, sarà necessario modellare anche le collisioni che questi sperimentano
con elettroni e ioni. Un ulteriore affinamento del modello fisico può essere quello di
introdurre altre specie ioniche oltre a quella di atomo semplicemente ionizzato e, quindi,
degli schemi per modellare le collisioni tra queste e le altre specie presenti nel plasma.
L’inserimento dei neutri e, in particolare, delle collisioni tra questi e gli elettroni può
portare a risultati più consistenti attraverso un rallentamento nel flusso degli elettroni.
Per quanto riguarda i metodi numerici, bisogna prima di tutto implementare un
algoritmo di tipo FVS che si combini in maniera adeguata col codice PIC, senza
provocare instabilità di tipo numerico e, quindi, l’arresto forzato del sistema;
successivamente questo codice dovrà essere ottimizzato per migliorare l’accuratezza
della soluzione anche in presenza di discontinuità, come onde d’urto o rarefazioni. In
questa fase si dovrà fare particolare attenzione a trovare un giusto compromesso tra
accuratezza della soluzione e tempi di calcolo sufficientemente contenuti.
Nell’immediato futuro si potranno apportare miglioramenti alle routine per la
generazione della griglia computazionale, andando a descrivere in modo più dettagliato
la geometria della canale accelerativo.





In sintesi l’analisi del modello numerico porta a fare varie considerazioni:
 le condizioni iniziali “ottime” per avviare la simulazione devono ancora essere
trovate,
 bisogna valutare se è necessario ipotizzare la presenza di una distribuzione di
particelle iniziali nel campo, oppure è sufficiente stabilire una densità di fondo per
la soluzione dell’equazione dell’energia,
 deve essere anche valutato l’effetto di un diverso modo di calcolare le derivate,
ovvero se centrate, oppure backward o forward,
 deve essere valutato l’impatto che ha sulla simulazione l’utilizzo di particelle di
peso diverso e l’impiego di diversi passi temporali,
 bisogna valutare se utilizzare metodi più raffinati per il calcolo delle correnti
elettroniche, poiché, se da un lato sono più accurati di quelli utilizzati in questo
lavoro, dall’altro sono molto più instabili e possono provocare l’arresto forzato del
sistema.
Infine una soluzione per risolvere alcuni dei problemi di instabilità numerica e di durata
della simulazione, riguarda la variazione del peso delle macroparticelle durante la
simulazione; il metodo che ne tiene conto prende il nome di PIC adattativo. La
simulazione di un’espansione comporta spesso problemi di densità: il numero delle
macroparticelle risulta molto grande in alcune zone e troppo piccolo in altre. Il risultato
è che la durata della simulazione cresce notevolmente senza però portare ad una
maggiore precisione ed inoltre nelle zone a bassa densità si creano fenomeni di
instabilità, dovuti all’esiguo numero di macroparticelle all’interno delle celle, che
possono causare risultati inattendibili. Con un metodo PIC adattativo è possibile
superare questi problemi, poiché le macroparticelle, quando raggiungono regioni della
simulazione a bassa densità, vengono scomposte in macroparticelle di peso minore,
conservando posizione, massa e quantità di moto.
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Si riportano i valori delle più comuni costanti fisiche utilizzate durante il lavoro.












Si riportano le più comuni relazioni vettoriali, utili per una migliore comprensione dei
passaggi riportati nei capitoli precedenti.
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Equazioni fondamentali in coordinate cilindriche
Poiché la geometria del problema impone un’implementazione delle equazioni in
coordinate cilindriche, si riportano le relazioni che sono state utilizzate in questo
sistema di riferimento.
• Componenti del gradiente:
• Divergenza:
• Componenti del rotore:
( )
( )

































































































• Legge di Ohm generalizzata:
• Legge di Faraday:






























































































































































































Risoluzione del sistema (7.49) in un caso semplice:
Si propone una soluzione algebrica per l’intero set di equazioni (7.49), nel caso in cui
valgano le seguenti approssimazioni:
• plasma non collisionale,
• campo magnetico indotto dalle correnti nel plasma trascurabile,
• componente azimutale della velocità degli elettroni trascurabile,
Grazie a queste semplificazioni, il termine sorgente S(U) del sistema (7.49) si può
scrivere in componenti come segue:
dove si utilizzano le variabili ui introdotte nel paragrafo §7.3.
Se si ipotizza infine che sia S1 = costante = c1, si può risolvere la prima equazione del
sistema, integrandola tra gli istanti t e t0: u1(t) = [u10 + c1⋅(t - t0)], perciò u1(t) si può
inserire nella seconda equazione del sistema:
che diventa un’equazione differenziale non lineare ordinaria del primo ordine, in cui
l’unica incognita è u2(t). Note u2(t) e u1(t), si inseriscono nella quarta equazione del
sistema:
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che diventa un’equazione differenziale lineare ordinaria del primo ordine, in cui l’unica
incognita è u4(t). Note u4(t) e u2(t), si inseriscono nella terza equazione del sistema:
che diventa una semplice equazione algebrica, in cui l’unica incognita è u3(t). A questo
punto si sostituiscono le funzioni u1(t), u2(t) e u4(t) nella quinta equazione del sistema:
che diventa un’equazione differenziale lineare ordinaria del primo ordine, in cui l’unica
incognita è u5(t).
In definitiva il metodo proposto conduce ad un sistema con:
 due equazioni algebriche,
 due equazioni differenziali lineari ordinarie del primo ordine,
 un’equazione differenziale non lineare ordinaria del primo ordine.
Questo metodo, però, conduce a calcoli ancora troppo complessi, mentre l’obiettivo che
ci prefiggiamo è quello di ottenere le soluzioni più semplici possibile che riescano a
descrivere l’essenza del fenomeno fisico. Un possibile sviluppo del codice sarà quello di
ottenere soluzioni più generali del sistema (A.1).
Per semplificare al massimo il problema, si fa l’ipotesi che nel sistema (A.1) il raggio r
sia sufficientemente grande da poter trascurare i termini moltiplicati per (1 / r).
Ovviamente questa ipotesi è esatta nel caso di camera a forma di parallelepipedo,
mentre, nel caso di camera cilindrica, essa è tanto migliore quanto più ci si allontana
dall’asse; tuttavia, per uno studio di prima approssimazione dei fenomeni, si suppone
che sia (1 / r) = 0 anche in una camera cilindrica.












































Il sistema (A.1) diventa allora:
Le soluzioni del sistema (A.6), integrato tra gli istanti t e t0, sono immediate (si trascura
il campo magnetico esterno applicato):
in cui le quantità barrate rappresentano le condizioni iniziali del termine sorgente,
ovvero le soluzioni del sistema omogeneo associato al problema (7.49), che può essere
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