Abstract-We consider cooperative data multicast in a wireless network with the objective to maximize the network lifetime. We present the maximum lifetime accumulative broadcast (MLAB) algorithm that specifies the nodes' order of transmission and transmit power levels. We prove that the solution found by MLAB is optimal but not necessarily unique. The power levels found by the algorithm ensure that the lifetimes of the active relays are the same, causing them to fail simultaneously. For the same battery levels at all the nodes, the optimum transmit powers become the same.
I. INTRODUCTION
W E CONSIDER the problem of energy-efficient multicasting in a wireless network. In the multicast problem, a message from a source node is to be delivered efficiently to a set of destination nodes. When the set of destination nodes includes all the network nodes (except the source), the multicast problem reduces to the broadcast problem. When there is only one destination node, multicast reduces to unicast and the problem becomes that of routing to one destination node. Prior work on this subject has been focused on the minimum-energy broadcast problem with the objective of minimizing the total transmitted power in the network. This problem was shown in [2] - [4] be NP-complete. Several heuristics for constructing energy-efficient broadcast trees have been proposed; see [2] , [3] , [5] - [8] , and references therein. However, broadcasting data through an energy-efficient tree drains the batteries at the nodes unevenly causing higher drain relays to fail first. A performance objective that addresses this issue is network lifetime, which is defined to be the time duration until the first node battery is fully drained [9] . Finding a broadcast tree that maximizes network lifetime was considered in [10] - [13] . The problem of maximizing the network lifetime during a multicast was addressed in [14] . In [15] , it was shown that the use of directional antennas can improve both the energy-efficiency and the lifetime of the network as compared with the omnidirectional case. Because the energies of the nodes in a tree are drained unevenly, the optimal tree changes in time and, therefore, the authors [11] , [13] , [14] distinguished between the static and dynamic maximum lifetime problem. In a static problem, a single tree is used throughout the broadcast session, whereas the dynamic problem allows a sequence of trees to be used. Since the latter approach balances the traffic more evenly over time, it generally performs better. For the static problem, an algorithm was proposed that finds the optimum tree [11] . For the special case of identical initial battery energy at the nodes, the optimum tree was shown to be the minimum spanning tree. In a dynamic problem, a series of trees were used that were periodically updated [11] or used with assigned duty cycles [13] .
Wireless formulations of the above broadcast problems assume that a node can benefit from a transmission only if the received power is above a threshold required for reliable communication. This is a pessimistic assumption. A node for which the received power is below the required threshold, but above the receiver noise floor, can collect energy from the unreliable reception of the transmitted information.
Moreover, it was observed in the relay channel [16] that utilizing unreliable overheard information is essential to achieving capacity. This idea is particularly suited for the multicast problem, where a node has multiple opportunities to receive a message as the message is forwarded through the network. We borrow this idea and reexamine the multicast problem under the assumption that nodes accumulate the energy of unreliable receptions. We refer to this particular cooperative strategy as accumulative multicast and in the special case of broadcast, as accumulative broadcast [1] . The minimum energy accumulative broadcast problem was formulated and addressed in [1] , [17] , and [18] . The problem was shown to be NP-complete. An energy-efficient heuristic was proposed that demonstrated the improvement of accumulative broadcast over the conventional broadcast. Under a different physical model, 0733 -8716/$20.00 © 2005 IEEE this problem was independently considered in [19] and again shown to be NP-complete. Furthermore, the same idea, for a packet level system model with the additional constraint of a power threshold for signal acquisition, was recently proposed under the name hitch-hiking [20] .
In this paper, we address the problem of maximizing the network lifetime by employing the accumulative multicast. As in the conventional broadcast problem, we impose a reliable forwarding constraint that a node can forward a message only after reliably decoding that message.
We show that the maximum lifetime multicast problem has a simple optimal solution and propose the maximum lifetime accumulative broadcast (MLAB) algorithm that finds it. The solution specifies the order of transmissions and transmit power levels at the nodes. The power levels given by the solution ensure that the lifetimes of relay nodes are the same and, thus, their batteries die simultaneously. As shown later, this is due to the accumulative multicast that naturally allows for load balancing. Assigning the powers such that all the nodes fail at the same time has its equivalent in the problem of maximizing network lifetime during routing. In that problem, the network lifetime is maximized when the data is sent over multiple routes all with the same minimum lifetime [21] . Moreover, the simplicity of the solution allows us to formulate a distributed MLAB algorithm for the accumulative broadcast that uses local information at the nodes and is thus better suited for networks with large number of nodes.
The paper is organized as follows. In the next section, we give the network model and in Section III, we formulate the problem. In Section IV, we present the MLAB algorithm that finds the optimal solution and in Section V, we show the benefit of accumulative broadcast to the network lifetime compared with the conventional broadcast. In Section VI, we present the distributed MLAB algorithm. Proofs of all theorems are given in the Appendix.
II. SYSTEM MODEL
We consider a wireless network of nodes such that from each transmitting node to each receiving node , there exists an additive white Gaussian noise (AWGN) channel of bandwidth characterized by a frequency nonselective link gain . We further assume large enough bandwidth resources to enable each transmission to occur in an orthogonal channel, thus causing no interference to other transmissions. Each node has both transmitter and receiver capable of operating over all channels.
A receiver node is said to be in the transmission range of transmitter if the received power at is above a threshold that ensures the capacity of the channel from to is above the code rate of node . We assume that each node can use different power levels, which will determine its transmission range. The nodes beyond the transmission range will receive an unreliable copy of a transmitted signal. Those nodes can exploit the fact that a message is sent through multiple hops on its way to other nodes. Repeated transmissions act as a repetition code for all nodes beyond the transmission range.
After a certain message has been transmitted from a source, labeled node 1, sequence of retransmissions at appropriate power levels will ensure that eventually every destination node has reliably decoded the message. Henceforth, we focus on the multicast of a single message and say that a node is reliable once it has reliably decoded that message. Under the reliable forwarding constraint, a node is permitted to retransmit (forward) only after reliably decoding the message. During the multicast, the message is repeatedly transmitted until the set of destination nodes becomes reliable.
The constraint of reliable forwarding imposes an ordering on the network nodes. In particular, a node will decode a message from the transmissions of a specific set of transmitting nodes that became reliable prior to node . Starting with node 1, the source, as the first reliable node, a solution to the cooperative multicast problem will be characterized by a reliability schedule, which specifies the order in which the nodes become reliable. Since the multicast stops after the message has been delivered to destination nodes, a reliability schedule will not necessarily contain all the network nodes. In general, a multicast reliability schedule is an ordered subsequence of the list of nodes of length ,
, that starts with node 1, and contains all destination nodes and a subset a network nodes that relay the message. In the broadcast case, a reliability schedule is simply a permutation of that always starts with the source node . For a given reliability schedule, we refer to the th node in the schedule as simply node . After each node transmits with average power , the rate in bits per second that can be achieved at node is [22] bits/s (1) where is the one-sided power spectral density of the additive white Gaussian receiver noise.
Let the required data rate be given by
From (1) and (2), achieving implies that the total received power at node has to be above the threshold , that is
After the data has been successfully delivered to the destination nodes, all those nodes are reliable and the feasibility constraint (3) is satisfied at every destination node . When communicating at rate , the required signal energy per bit is Joules/bit. This energy can be collected at a node during one transmission interval from a transmission of a single node with power , as commonly assumed in wireless broadcasting problems [2] , [3] , [5] , [11] - [14] . However, using the accumulative strategy, the required energy is collected from prior transmissions.
III. PROBLEM FORMULATION
A lifetime of a node transmitting with power is given by , where is initial battery energy at node . The network lifetime is the time until the first node failure (4) where is a vector of transmitted node powers. The problem is to maximize the network lifetime under the constraints that all destination nodes become reliable. For the multicast problem, broadcasting until the subset of destination nodes becomes reliable will solve the problem.
In the conventional multicast problem, the multicast tree uniquely determines the transmission levels; a relay that is the parent of a group of siblings in the multicast tree transmits with the power needed to reliably reach the most disadvantaged sibling in the group. Hence, the arcs in the multicast tree uniquely determine the power levels for each transmission.
In the accumulative multicast, however, there is no clear parent-child relationship between nodes because nodes collect energy from the transmissions of many nodes. Furthermore, the optimum solution may require that a relay transmits with a power level different from the level precisely needed to reach a group of nodes reliably; the nodes may collect the rest of the needed energy from the future transmissions of other nodes. In fact, the optimum solution often favors such situations because all nodes beyond the range of a certain transmission are collecting energy while they are unreliable; the more such nodes, the more efficiently the transmitted energy is being used.
The differences from the conventional multicast problem dictate a new approach. The optimum solution must specify the reliability schedule, as well as the transmit power level at each node. Given a schedule, we can formulate a linear program (LP) that will find the optimum solution for that schedule. Such a solution will identify those nodes that should transmit and their transmission power levels. A schedule is an ordered subsequence of nodes from a network of nodes (5) with . We say that the length of the subsequence in (5) is . Let (6) denote the set of nodes in a schedule and let denote the set of all variable-length ordered subsequences of . It follows that the family of all possible schedules is (7) Given a schedule , we define a gain matrix to have , th element otherwise (8) for , . When a node does not participate in the retransmission of the message, reliable reception by that node is unnecessary and that node can be omitted from the problem formulation. Thus, channel gains corresponding to any node that is not in schedule are not included in . We can define the problem of maximizing the network lifetime for schedule in terms of the vector of transmitted powers as (9) subject to (9a)
The inequality (9a) contains constraints as in (3), requiring that the accumulated received power at all nodes in schedule (except the source) is above the threshold . It should be apparent that power in corresponds to the transmit power of node in the schedule . Alternatively, we can define the problem in terms of normalized node powers that account for different battery capacities at the nodes; the lifetime at every node in terms of the normalized power is as if all the batteries were the same:
. In terms of normalized node powers, Problem (9) can be defined as subject to (10) where each column of the normalized gain matrix is obtained from the corresponding column of matrix as . For any schedule , we can formulate Problem (10) as a LP in terms of transmit power levels , (11) subject to (11a) (11b)
If , then there exists a power vector such that (11a) and (11b) are satisfied. It follows that for any , . Thus, for any power , we say that power is feasible for schedule . Over all possible schedules, the optimum power is (12) Equation (12) is a formal statement of the problem from which finding the best schedule corresponding to is not apparent. We will see that the power , may, in fact, be the solution to (11) for a set of schedules . In the rest of the paper, we will consider only normalized powers and we, therefore, drop the overline notation; will denote the ordinary gain matrix, will denote the gain matrix permuted for schedule , and the power vector will be simply , with representing either the power of node or node , as appropriate for the context.
Rather than identifying , we employ a simple procedure that for any power determines a collection of schedules for which power is feasible. In particular, to distribute a message, we let each node retransmit with power as soon as possible, namely, as soon as it becomes reliable. We refer to such a distribution as the distribution. During the distribution, the message will be resent in a sequence of retransmission stages from sets of nodes with power , where in each stage , a set that became reliable during stage , transmits and makes reliable. Let and denote the reliable nodes and unreliable nodes at the start of stage .
is the set of unreliable destination nodes at the start of stage . Then, and . The set is given by (13) Note that if power is too small, the distribution can stall at stage with and , the empty set. In this case, fails to distribute the message to all destination nodes. When at a stage , the distribution terminates successfully. We will say that distribution is a feasible multicast if it terminates successfully.
The partial node ordering, , specifies the sequence in which nodes became reliable during the distribution. In particular, any schedule that is consistent with this partial ordering is a feasible schedule for power . Nodes that become reliable during the same stage of can be scheduled in an arbitrary order among themselves since these nodes do not contribute to each other's received power. The following theorem verifies that in terms of maximizing the network lifetime, it is sufficient to consider only schedules consistent with the distribution. Theorem 1: If is a feasible power for a schedule , then the distribution is a feasible multicast. In particular, Theorem 1 implies that for optimum power , the distribution is feasible. We next present the MLAB algorithm, that determines the optimum power . Once the power is given, broadcasting with will maximize the network lifetime.
IV. MLAB ALGORITHM
We label node 1 as the source and 2 as its closest neighbor (more precisely, the node with the highest link gain to the source). The MLAB algorithm finds the optimum power through a series of distributions, starting with the smallest possible candidate broadcast power, . Whether stalls or terminates successfully, we define as the terminating stage. When , the distribution will terminate in stages. When the distribution stalls at stage , we determine the minimum power increase for which will not stall at stage , in the following way. The increase in broadcast power needed to make a node reliable must satisfy (14) Fig. 1 . MLAB algorithm.
We choose . We then increase to and restart the MLAB algorithm. The algorithm stops when an distribution terminates successfully. The pseudocode of the algorithm is given in Fig. 1 . The MLAB algorithm ends after at most restarts. There exists a set of feasible schedules that are consistent with the partial ordering given by the distribution. The normalized transmit power at all nodes in is . Note that the last transmitting set could in fact, transmit with power less than if it is enough for the last set of unreliable destination nodes, , to become reliable. Thus, choosing the power level at all nodes to be is not necessarily a unique solution. While this will not change the network lifetime, the latter solution will reduce the total transmit power in the network. Next, we show that the power found by MLAB is in fact the optimum power, that is, . Theorem 2: The MLAB algorithm finds the optimum power such that the distribution maximizes the network lifetime.
Finally, we note that the full restarts of the MLAB algorithm are used primarily to simplify the proof of Theorem 2. In fact, when MLAB stalls, it is sufficient for the reliable nodes to offer incremental retransmissions at power . This observation will be the basis of distributed algorithm proposed in Section VI.
V. PERFORMANCE
We now evaluate the benefit of accumulative broadcast to the network lifetime and compare it to the conventional network broadcast that discards overheard data in a network. In particular, networks with randomly positioned nodes in a 10 10 square region were generated. The transmitted power was attenuated with distance as for different values of propagation exponent . The received power threshold was chosen to be . Results were based on the performance of 100 randomly chosen networks. Fig. 2 shows the power for different values of propagation exponent in networks with different node densities. The observed power decrease is due to shorter hops between nodes in denser networks. For equal battery capacities at the nodes, the corresponding network lifetime is shown in Fig. 3 .
Figs. 4 and 5 show the benefit of accumulative broadcast as compared with conventional broadcast in terms of network lifetime. For conventional broadcast, the authors in [11] and [12] proposed two algorithms, MSNL and MST, that maximize the static network lifetime, as well as WMSTSW, a greedy algorithm that increases the dynamic lifetime. We compare the performance of these algorithms for three different battery energy distribution as given in [11] and [12] , to the network lifetime found by the MLAB algorithm. We first assume that all the nodes have identical batteries. Then, we consider two different node battery scenarios in which the initial battery energies at the nodes are independent uniform (0,1000) or uniform (500,1000) random variables. Several other algorithms to increase the dynamic network lifetime were evaluated in [12] with similar performance to WMSTSW. As expected, we see that solution found by MLAB considerably increases network lifetime. Typically, MLAB increased the network lifetime by a factor of 2 or more. The reason is twofold. First, because the broadcast uses the energy of overheard information enabling for more radiated energy to be captured. Second, because the accumulative broadcast enables MLAB to distribute the load more evenly among the nodes than does the dynamic load balancing in conventional broadcast. 
VI. DISTRIBUTED MLAB ALGORITHM
We next describe a distributed MLAB algorithm for accumulative broadcast that determines broadcast power locally at each node. Nodes are assumed to have no knowledge of link gains (distances) to other nodes at the beginning of the algorithm. The distributed algorithm will be run at the beginning of a broadcast session during the broadcast of the first message. Let denote the broadcast power determined by the distributed MLAB. Once the power is determined, data will be broadcasted through distribution. In a static network where the same power is used throughout a long broadcast session, the initial overhead to determine will be small compared with the amount of broadcast data.
The distributed implementation of MLAB algorithm has to resolve the following.
1) When should a reliable node decide to increase the broadcast power?
2) How much should a reliable node increase the broadcast power? When the distribution stalls, determining the necessary power increase , requires global knowledge of network gains, and cannot be computed locally at a node. In the distributed MLAB algorithm, the broadcast power will be increased in steps of size , for some small fixed power . Further, during the initial broadcast phase while the algorithm is run to determine , we let be the transmit power of every transmission. A reliable node intending to transmit with power for some will instead repeatedly transmit for times, each time with power . A transmission from a node with power will be overheard by a number of nodes that define a -neighborhood of node . Nodes will belong to if they can detect the presence of a signal sent at node , although their received power may not be sufficient for reliable decoding.
Overhearing a broadcast from a node will enable node to determine the link gain and identify node as its reliable neighbor. During the algorithm, node will keep track of its set of reliable neighbors,
. From the number of repeated transmissions at node , node will also be able to determine the current transmit power at node . Because the transmit power will not necessarily be the same at all nodes all the time, node will keep track of transmit power for every , where is a number of repeated broadcasts by node . In addition, once reliable, node will keep track of its unreliable neighbors . An unreliable node will send control messages to identify itself. As node becomes reliable, it will broadcast with maximum power among its reliable neighbors in While reliable, whenever it overhears a transmission that increases the power , node will repeat the broadcast to meet it. In that way, the current maximum transmit power in the network will propagate until all reliable nodes have transmitted with that power. A reliable node that overhears no transmissions for time and has unreliable neighbors, will decide to increase its transmit power. At the end of the algorithm, power will determine the broadcast power . A detailed description of the algorithm is given in pseudocode in Fig. 6 .
Constraining the power of each transmission to defines -neighborhoods and allows nodes to determine the link gains within their -neighborhoods. Therefore, power defines the network topology and has to be high enough to guarantee network connectivity [23] . In the distributed MLAB algorithm, it is sufficient that under power , the network is connected in the overheard sense. That is, in the underlying graph, a link between two nodes exists if they can overhear each other. During MLAB, we assume that the network is connected under power .
This assumption is not essential for the algorithm and can be relaxed by letting MLAB algorithm rely on preexisting network topology. Different distributed algorithms for determining network topology have been proposed (see [24] and [25] ) and typically employ short HELLO control packets exchanged at the nodes. Given the power and rate of control packets, HELLO packets define one-hop neighborhood for node as all nodes that can reliably receive a packet sent at node . A version of the distributed MLAB algorithm can then be run on the top of the topology defined by neighborhoods instead of . Note that decreasing the rate reduces the power necessary for network connectivity by reducing the receiver power threshold needed for reliable communication. Connectivity in overheard sense, required for -neighborhoods, reduces this threshold to its minimum value necessary to acquire a signal or decode a packet header and thus reduces necessary power for connectivity. Therefore, it may be reasonable to assume that under power , the network is connected. The next theorem shows that the algorithm is correct and finishes in finite time.
Theorem 3: The distributed MLAB algorithm makes every network node reliable in finite time.
The running time and performance of the algorithm are dependent on value of parameters and . In fact, we have the following theorem.
Theorem 4: For large enough , , power found by the distributed MLAB is within of the optimum solution; that is, . Thus, by choosing smaller , solution found by the distributed MLAB approaches the optimum, at the expense of longer running time due to the larger and smaller step size . When the distributed MLAB does not rely on a preexisting topology, there is a lower bound on to guarantee network connectivity. At the other extreme, for large enough to guarantee full connectivity (every node can overhear every transmission), can be chosen to be 0. The optimal tuning of the algorithm parameters has yet to be determined.
VII. CONCLUSION
In this paper, we addressed the cooperative multicast network lifetime problem and proposed the MLAB algorithm that finds an optimum solution. The constant power levels found by the algorithm ensure that the lifetimes of the active relays are the same, causing them to fail simultaneously. Furthermore, the MLAB algorithm solves both the cooperative broadcast and cooperative unicast problem that are useful for many applications. In sensor networks, for example, the unicast problem arises in any scenario where the data collected at the sensors is gathered by a central station.
The solution found by MLAB is static since it stays constant throughout the multicast session. In conventional broadcast, the constraint that a node is made reliable by the transmission of a single relay, causes the relay with the most disadvantaged child to drain its battery fastest. Consequentially, the optimality of a spanning tree that maximizes the network lifetime for a given initial battery levels is temporary and dynamic tree updates [12] , [13] are needed for load balancing. In a cooperative multicast using the distribution, all relays will be draining their batteries evenly; however, a set of leaf nodes will never transmit and will have full batteries even when the relay nodes die. A significant question is whether the undepleted batteries of these leaf nodes can be exploited by a dynamic multicast strategy.
After multiple uses of the distribution, reexamination of the maximum lifetime problem (12) , as expressed in terms of normalized powers, will show for each nonrelay node that the outgoing normalized link gains have increased by the ratio of the full battery energy of node to the depleted battery of node 1. Although one can show that reconfiguring the multicast distribution to maximize the residual network lifetime results in the very same distribution, it would be mistake to conclude that policy is an optimal dynamic policy. In fact, similar to the conventional broadcast, a dynamic strategy with time varying powers can extend the network lifetime. For example, in the four node network shown in Fig. 7 , the source node 1 wishes to send messages to the destination node 4. With initial battery powers and required received power , the ASAP solution use transmissions by nodes 1, 2, and 3, each with power . The lifetime of each node is . On the other hand, alternating between schedule with power vector and schedule with power vector results in a system which has average transmit power of 1/2 for each node and resulting network lifetime 2. In this case, dynamic switching between schedules, corresponding to routing packets along multiple routes, yields a network lifetime larger than that of the ASAP distribution, the optimal static policy. A general solution for the optimal dynamic cooperative multicast remains an open problem at this time.
In this paper, the cooperative multicast was proposed for the AWGN channel with constant link gains. However, the cooperation between the nodes in the fading channel offers the additional benefit as a form of diversity [26] - [28] . It would also be interesting to consider the implications of time varying channels to the accumulative multicast problems.
APPENDIX

Proof: Theorem 1
The proof is by induction on , where is the index to a sequence of stages during the distribution. We prove by induction that at the start of stage , nodes . In case that the number of stages is , we define for all . The idea is that makes nodes reliable at least as soon as the schedule . Case is obvious since for any . Next, we assume that . This implies (15) where follows from the feasibility of power for schedule , because under schedule , node is made reliable by transmissions of . We conclude that and since , it follows that . Thus, , implying the distribution makes all the nodes in a schedule and, thus, all destination nodes, reliable.
Proof: Theorem 2
Suppose the last restart of the MLAB algorithm occurs when the power is and the distribution stalls at stage . This implies (16) In this case, we restart MLAB with broadcast power , where and satisfies (17) This implies (18) Since this is the last restart of MLAB, the distribution is a feasible multicast. It follows that since is the optimal broadcast power. To show that requires the following lemma.
Lemma 1: For any power , the distribution stalls at stage with . Lemma 1 implies that if , then the distribution will stall, which is a contradiction of Theorem 1. Thus, at the final restart of the MLAB algorithm, the power is . 
Proof: Theorem 3
In a network that is connected under power , there is a path from the source node to every other node in the network. Consider a path from node 1 to some node . We relabel the nodes such that the path is given by . For any reliable node such that is unreliable, it holds that . By distributed MLAB, node will increase its transmit power whenever it overhears no transmissions for , until is reliable. Thus, eventually, all the nodes on the path will be reliable. This holds for any path for any node .
We next find an upper bound on , time it takes for a node to make all of its neighbors reliable. An upper bound on the number of transmissions needed at a node to make node reliable, neglecting the energy node may have collected from transmission from other nodes is . In the worst case, node will wait for between any two consecutive broadcasts. Thus
Since , it follows that and, therefore, is finite for every node . Since there is only a finite number of nodes, all nodes will be made reliable in finite time.
Proof: Theorem 4
To prove Theorem 4, we next upper bound the time it takes for maximum transmit power , to propagate through the network.
Lemma 2: Let be the duration of a single transmission and let . Then, .
Proof: Lemma 2
The time it takes for one node to transmit with is upper bounded by , the case when the node never previously transmitted. Since the node may have to wait for NACKs for additional time , the total time at a node is upper bounded by . Since the propagation cannot take more than hops, the total time is upper bounded by . To prove Theorem 4, we first observe that power is lower bounded by : before the power is reached, there are always nodes that are unreliable and the distributed MLAB does not stop at the reliable nodes. The power is reached for and no further increase in power is necessary. By Lemma 2, will propagate in less than time. If , no node will increase before all reliable nodes transmitted with . However, at that point, all network nodes will be reliable and distributed MLAB will stop at all nodes with .
