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SMOOTHING AND STRICHARTZ ESTIMATES FOR DEGENERATE
SCHRO¨DINGER-TYPE EQUATIONS
SERENA FEDERICO AND MICHAEL RUZHANSKY
Abstract. In this paper we focus on the validity of some fundamental estimates for
time-degenerate Schro¨dinger-type operators. On one hand we derive global homogeneous
smoothing estimates for operators of any order by means of suitable comparison princi-
ples (that we shall obtain here). On the other hand, we prove weighted Strichartz-type
estimates for time-degenerate Scrho¨dinger operators and apply them to the local well-
posedness of the semilinear Cauchy problem. Most of our results apply to nondegenerate
operators as well, recovering, in these cases, the well-known standard results.
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1. Introduction
In what follows we shall discuss the global homogeneous smoothing effect for some
time-degenerate Schro¨dinger-type operators. Moreover, for the same class of operators,
we shall derive some weighted Strichartz estimates which will be employed to prove local
well-posedness results for the associated semilinear Cauchy problem.
We are interested in operators of the form
(1) Lb,a = ∂t − iB(t)a(D),
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where a(D) is a Fourier multiplier of order m with symbol denoted by a(ξ), B ∈ C(R)
and b = b(t) =
∫ t
0 B(s)ds. As usual, here a(D)f = F−1(a(ξ)Ff), where F and F−1 are
the Fourier and inverse Fourier transforms, respectively. We are interested in the case
when B is such that B(0) = 0, that is the time-degenerate case, but some of our results
will be applicable to more general situations, that is, for instance, when B is vanishing at
finitely many points and, also, when B vanishes at infinitely many points. However, also
the case when B is not vanishing is covered by our results, and, in the particular, when
B(t) = 1, that is when b(t) = t, one can recover classical results for constant coefficients
Schro¨dinger equations. The reason for the notation Lb,a is dictated by the fact that by
using Fourier analysis one immediately has that the solution at time t of the homogeneous
Cauchy problem
(2)
{ Lb,au = 0,
u(s, x) = us(x),
is of the form
u(t, x) = ei(b(t)−b(s))a(D)us(x) :=
∫ t
s
eixξ+i(b(t)−b(s))a(ξ)ûs(ξ)dξ,
where ûs stands for the (space-)Fourier transform of us.
The problems we address in this paper have been intensively studied in the nondegen-
erate setting. The homogeneous smoothing effect, which describes a gain of smoothness of
the homogeneous solution of the IVP with respect to the smoothness of the initial data,
and the inhomogeneous smoothing effect, describing a gain of smoothness of the solution
of the inhomogeneous IVP with respect to the regularity of the inhomogeneous data, have
been shown for general dispersive equations. The smoothing effect for the Korteweg-de
Vries equation was first shown by Kato in [16], while, for Schro¨dinger equations, the homo-
geneous smoothing effect was simultaneously established by Sjolin [32] and Vega [38]. The
homogeneous smoothing effect for general dispersive equations was proved by Constantin
and Saut in [7], and, later, improved and generalized by Kenig, Ponce and Vega in [18],
where also the inhomogeneous smoothing effect for Schro¨dinger equations was shown, and
also by Ben-Artzi and Klainerman in [1]. Other global smoothing estimates were also de-
rived by Chihara [5], Kato and Yajima [17], Linares and Ponce [24], Sugimoto [36], Walther
[40, 39] and many others.
The results mentioned above deal with constant coefficients operators. In the variable
coefficients case the results obtained so far mainly concern with the nondegenerate setting.
The smoothing effect for generalized and ultrahyperbolic variable coefficients Schro¨dinger
operators was proved by Kenig et al. in [20] and [21] respectively. In these papers the
local smoothing property was also employed to prove local well-posedness results for the
associated nonlinear Cauchy problem. Important contributions are due to Doi (see [9]),
who also proved local smoothing results in the general manifold setting. For variable
coefficients nondegenerate Schro¨dinger operators smoothing results were recently proved
by Marzuola, Metcalfe and Tataru in [26] (see also reference therein).
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In the context of degenerate operators, few results have been obtained about the smooth-
ing effect. Staffilani and the first author derived in [13] the local smoothing effect for time-
degenerate Schro¨dinger operators of the form considered here, and used them to obtain
the local well-posedness of the associated nonlinear IVP. It is also worth to mention that
degenerate operators of the form considered in [13] were previously analized by Cicognani
and Reissig in [6], who studied the local well-posedness of the linear (homogeneous) IVP
both in Sobolev and Gevrey spaces.
On the other side, that is on the side of Strichartz-type estimates, there is a lot of
literature about these estimates for constant and variable coefficients partial differential
operators. These estimates, as opposite as the smoothing ones, show a gain of integrability
instead of a gain of smoothness of the solution of the IVP. The starting point in this
direction was the original paper by Strichartz [35], later on extended by Ginibre and Velo
in [14]. The resolution of the endpoint case, instead, is due to Keel and Tao [22]. After
that, many results have been obtained, once again concerning the nondegenerate cases,
both in the Euclidean and in the manifold setting. We will only mention some of them
here. For instance, in the variable coefficients case in the Euclidean setting, one has results
in [34, 28, 26, 27, 11, 12] (see also references therein), whereas, in the manifold setting, one
has results in [3, 4, 29, 15] (see also references therein).
Our first goal here is to investigate the homogeneous global smoothing effect of the
family of operators
{eib(t)a(D)}t∈R
which corresponds to the one-parameter family of unitary operators giving the solution
of (2) in the case s = 0. Notice that, depending on the properties of the function b, we
have that the family of unitary operators described above is a group or a semigroup. The
presence of the function B in (1) makes the operator degenerate when the function vanishes
at some point of the time domain. However, nondegenerate cases are covered by our results
as well. Note also that, in the case b(t) = t, one has classical smoothing results for the
solutions of the Cauchy problem for general dispersive equations of the form (1), while, in
the case b(t) = tα, α > 0, and m = 2, some weighted local smoothing estimates have been
derived in [13]. We remark that, with respect to the homogeneous smoothing effect proved
in [13] where a finite time domain is considered, here the homogeneous smoothing effect
holds globally in time.
We stress that weighted smoothing estimates hold for non dispersive equations as well,
and that, our class, covers such cases too. For non dispersive equations non standard
smoothing results were obtained by Sugimoto and the second author in [31], where it was
conjectured that, given an operator of the form L = ∂t + ia(t,Dx), an invariant estimate
of the form
(3) ‖〈x〉−s|∇xa(t,Dx)|1/2ei
∫ t
0
a(s,Dx)dsϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rn),
holds. In fact, following this idea, they proved a weighted homogeneous smoothing effect
for time dependent equations of the form (1) with B(t) > 0. The smoothing result we
prove here extends the latter to the more general degenerate setting, also supporting the
above conjecture. Estimates of the form (3) were called universal estimates in [31].
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The homogeneous smoothing effect for Lb,|Dx|m can be derived from the standard case
after application of Lemma 2.1. In fact, the strength of the Lemma 2.1 is to reduce
the possibly degenerate case Lb,|Dx|m to the nondegenerate case Lt,|Dx|m. However, we
obtain the homogeneous smoothing effect for Lb,|Dx|m as a consequence of the validity of
comparison principles between operators of the general form Lb,a.
Comparison principles for operators in our class are the subject of Section 2. In par-
ticular, Section 2 will be devoted to a suitable refinement of the comparison principles
introduced by Sugimoto and the second author in [30] (more abstract spectral comparison
principles have been derived in [2]).
In Section 3 we will then show the application of the tools developed in Section 2
to the derivation of smoothing estimates for the operators Lb,a with a(D) = |Dx|m or
a(D) = Dxj |Dx′ |m−1. We will show that the result can be derived by comparison with the
standard case. The global homogeneous smoothing effect, which is given by means of a
weight related to the function b, is contained in Theorem 3.1 of Section 3. In Section 3 we
also state in Theorem 3.3 the natural extension to the degenerate setting of the classical
homogeneous smoothing effect for Schro¨dinger operators (m = 2). In addition, once again
by comparison with the classical case, we derive global weighted smoothing estimates for
operators of the form Lb,|Dx|m equivalent to those obtained by Chihara in [5], by Sugimoto
in [36] and by Walter in [40] for operators of the form Lt,|Dx|m.
Weighted Strichartz-type estimates for time-degenerate Schro¨dinger operators Lb,∆ are
studied in Section 4. We first derive global weighted Strichartz estimates with the standard
range of admissible exponents (q, p). Then we obtain (different) local Strichartz estimates
in the nonendpoint case.
Finally, in Section 5, we employ the local in time Strichartz estimates of Section 4
to prove the local well-posedness of the semilinear IVP with a nonlinearity of the form
N = N(B,u) = |B||u|p−1u. We will conclude Section 5 by giving some examples of
operators to which our smoothing and local well-posedness results apply.
Notations. In what follows, to simplify the notation, we shall write b′(t) in place of B(t)
in (1), and, sometimes, we will write equation (1) in the form
Lb,a = ∂t − ib′(t)a(D),
where b ∈ C1(R) will be, according to the previous definition, such that b(0) = 0. Moreover
we shall write limt→∞ b(t) =∞ when either limt→±∞ b(t) = ±∞ or limt→±∞ b(t) = ∓∞.
2. Comparison principles
In this section we shall derive comparison principles for time-degenerate equations. In
particular, we shall make use of the key result proved in [30] to obtain a weighted version
of comparison principles suitable to our case.
Given two partial differential operators a(D) and a˜(D) (not necessarily elliptic and
eventually a = a˜) with symbols a(ξ) and a˜(ξ) respectively, and two functions b, f ∈ C1(R)
vanishing at 0 (possibly b = f), we shall denote by Lb,a, and Lf,a˜ the operators
Lb,a = ∂t − ib′(t)a(D) and Lf,a˜ = ∂t − if ′(t)a˜(D).
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Then we consider the initial value problems (IVP){ Lb,au = 0,
u(0, x) = ϕ(x),
and { Lf,a˜v = 0,
v(0, x) = ϕ(x),
where t ∈ R and x ∈ Rn, whose solution operators are, respectively, given by
(4) Wb,a(t)u0(x) = e
ib(t)a(D)ϕ(x) :=
∫
Rn
eib(t)a(ξ)+ix·ξ ϕ̂(ξ)dξ,
and
(5) Wf,a˜(t)v0(x) = e
if(t)a˜(D)ϕ(x) :=
∫
Rn
eif(t)a˜(ξ)+ix·ξϕ̂(ξ)dξ.
Our goal is to be able to compare smoothing estimates for Lb,a and Lf,a˜, so that, by
suitably choosing f and a˜, we can derive the smoothing effect for Lb,a from that of Lf,a˜.
In order to obtain comparison principles for time-degenerate equations of the form con-
sidered above, we will need the following lemma.
Lemma 2.1. Let n, p ≥ 1, and let b ∈ C1(R) be such that b(0) = 0. Let also a ∈ C1(Rn)
and σ ∈ C0(Rn) be two symbols, with a(D) := Op(a)(D) and σ(D) := Op(σ)(D) the
corresponding operators. Then we have that
(i) If b is strictly monotone then, for all u0 ∈ L2x(Rn),
‖|b′(t)|1/pσ(Dx)eib(t)a(D)u0‖Lpt (R) ≤ ‖σ(Dx)e
ita(D)u0‖Lpt (R),
where equality holds if b also satisfies limt→∞ b(t) =∞.
(ii) If b′ is such that ♯{t ∈ R; b′(t) = 0} = k ≥ 1, then, for all u0 ∈ L2x(Rn),
‖|b′(t)|1/pσ(Dx)eib(t)a(D)u0‖Lpt (R) ≤ C(k)‖σ(Dx)e
ita(D)u0‖Lpt (R)
with C(k) = (k + 1)1/p.
(iii) If b′ is such that there exists an increasing sequence of positive times {tk}k∈N and a
decreasing sequence of negative times {t′k}k∈N such that b′(tk) = b′(t′k) = 0, and we set
t0 = t
′
0 = 0, with b
′ possibly vanishing at 0 as well, then, for any function c ∈ C(R) such
that
∑∞
k=0 sup[tk,tk+1) |c(t)|,
∑∞
k=0 sup(t′k+1,t
′
k]
|c(t)| ≤ C <∞, we have, for all u0 ∈ L2x(Rn),
‖|c(t)b′(t)|1/pσ(Dx)eib(t)a(D)u0‖Lpt (R) ≤ (2C)
1/p‖σ(Dx)eita(D)u0‖Lpt (R).
Proof of (i). By using the change of variables s = b(t) and denoting by A the set A :=
b−1(R), we have
‖|b′(t)|1/pσ(Dx)eib(t)a(Dx)u0‖pLpt (R) =
∫
R
|b′(t)| |σ(Dx)eib(t)a(Dx)u0|pdt
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=
∫
A
|b′(b−1(s))|
b′(b−1(s))
|σ(Dx)eisa(Dx)u0|pds
≤
∫
R
|σ(Dx)eisa(Dx)u0|pds = ‖σ(Dx)eita(Dx)u0‖pLpt ,
where we used that b is strictly monotone. Note that, if b satisfies limt→∞ b(t) = ∞, that
is, A = (∓∞,±∞) when b if strictly increasing or strictly decreasing respectively, then we
have an equality. 
Proof of (ii). In this case we proceed by splitting the time domain into regions where the
change of variables in time is allowed. Then, denoting by I0 = (−∞, t1], Ik = [tk,+∞) and
by Ij = [tj , tj+1] for j = 1, ..., k − 1, we have
‖|b′(t)|1/pσ(Dx)eib(t)a(Dx)u0‖pLpt (R) =
k∑
j=0
∫
Ij
|b′(t)||σ(Dx)eib(t)a(Dx)u0|pdt
=
s=b(t)
k∑
j=0
∫
I′j
|b′(b−1(s))|
b′(b−1(s))
|σ(Dx)eisa(Dx)u0|pds
≤ (k + 1)
∫
R
|σ(Dx)eisa(Dx)u0|pds = (k + 1)‖σ(Dx)eita(Dx)u0‖pLpt ,
which gives (ii). 
Proof of (iii). We shall adopt here the following notations: Ij = [tj , tj+1), I
′
j = (t
′
j+1, t
′
j ]
will be positive and negative time intervals respectively, cj := supIj |c|, and c′j := supI′j |c|.
By using the properties of the function c we have
‖|c(t)b′(t)|1/pσ(Dx)eib(t)a(D)u0‖pLpt (R)
=
∞∑
j=0
∫
Ij
|c(t)b′(t)||σ(Dx)eib(t)a(Dx)u0|pdt+
∞∑
j=0
∫
I′j
|c(t)b′(t)||σ(Dx)eib(t)a(Dx)u0|pdt
≤
∞∑
j=0
cj
∫
Ij
|b′(t)||σ(Dx)eib(t)a(Dx)u0|pdt+
∞∑
j=0
c′j
∫
I′j
|b′(t)||σ(Dx)eib(t)a(Dx)u0|pdt
≤
b(t)=s
∞∑
j=0
cj‖σ(Dx)eisa(Dx)u0‖pLps +
∞∑
j=0
c′j‖σ(Dx)eisa(Dx)u0‖pLps
≤ 2C‖σ(Dx)eisa(Dx)u0‖pLpt ,
which gives (iii). 
We now state, in this setting, the theorem from which a series of comparison principles
will be derived. This theorem is the suitable generalization of Theorem 2.1 in [30] in our
setting.
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Theorem 2.2. Let b ∈ C1(R) be such that b(0) = 0 and a ∈ C1(Rn) such that, for
almost all ξ′ = (ξ2, ..., ξn) ∈ Rn−1, a(ξ1, ξ′) is strictly monotone in ξ1 on the support of a
measurable function σ on Rn. Then, for all x1 ∈ R and with x′ = (x2, ..., xn), we have that
(i) if b is strictly monotone then
‖σ(Dx)|b′(t)|1/2eib(t)a(ξ)ϕ(x1, x′)‖L2(Rt×Rn−1x′ ) ≤ (2π)
−n
∫
Rn
|ϕ̂(ξ)|2 |σ(ξ)|
2
|∂ξ1a(ξ)|
dξ.
Moreover, if b is strictly monotone and limt→∞ b(t) =∞, we have
‖σ(Dx)|b′(t)|1/2eib(t)a(ξ)ϕ(x1, x′)‖L2(Rt×Rn−1x′ ) = (2π)
−n
∫
Rn
|ϕ̂(ξ)|2 |σ(ξ)|
2
|∂ξ1a(ξ)|
dξ;
(ii) If b′ is such that ♯{t ∈ R; b′(t) = 0} = k ≥ 1, then
‖σ(Dx)|b′(t)|1/2eib(t)a(ξ)ϕ(x1, x′)‖L2(Rt×Rn−1x′ ) ≤
√
(k + 1)(2π)−n
∫
Rn
|ϕ̂(ξ)|2 |σ(ξ)|
2
|∂ξ1a(ξ)|
dξ;
(iii) If b′ is such that there exists an increasing sequence of positive times {tk}k∈N and a
decresing sequence of negative times {t′k}k∈N such that b′(tk) = b′(t′k) = 0, and we set
t0 = t
′
0 = 0, with b
′ possibly vanishing at 0 as well, then, for any function c ∈ C(R) such
that
∑∞
k=0 sup[tk,tk+1) |c(t)|,
∑∞
k=0 sup(t′k+1,t
′
k]
|c(t)| ≤ C <∞, we have
‖σ(Dx)|c(t)b′(t)|1/2eib(t)a(ξ)ϕ(x1, x′)‖L2(Rt×Rn−1x′ ) ≤
√
2C(2π)−n
∫
Rn
|ϕ̂(ξ)|2 |σ(ξ)|
2
|∂ξ1a(ξ)|
dξ.
Proof. The proof follows by Lemma 2.1 and by application of Theorem 2.1 in [30] giving
the desired inequalities in the case b(t) = t. 
In the sequel we shall make comparisons between the operators Lb,a and Lf,a˜, where, in
particular, f satisfies the following assumption (H):
(H) A function f ∈ C1(R) is said to satisfy condition (H) if
- f(0) = 0;
- f is strictly monotone;
- limt→∞ f(t) =∞.
Corollary 2.3. Let b ∈ C1(R) be such that b(0) = 0 and let a, a˜ ∈ C1(Rn) be real-valued
functions such that, for almost all ξ′ = (ξ2, ..., ξn) ∈ Rn we have that a(ξ1, ξ′), a˜(ξ1, ξ′) are
strictly monotone in ξ1 on the support of a measurable function χ on R
n. Let σ, τ ∈ C0(Rn)
be such that, for some A > 0
(6)
|σ(ξ)|
|∂ξ1a(ξ)|1/2
≤ A |τ(ξ)||∂ξ1 a˜(ξ)|1/2
,
for all ξ ∈ suppχ such that ∂ξ1a 6= 0 and ∂ξ1 a˜ 6= 0. Then, for all f ∈ C1(R) satisfying
condition (H), we have
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(i) if b satisfies (i) or (ii) of Lemma 2.1, then
‖|b′(t)|1/2χ(Dx)σ(Dx)eib(t)a(Dx)ϕ(x1, x′)‖L2(Rt×Rn−1x′ )
≤ CA‖|f ′(t)|1/2χ(Dx)τ(Dx)eif(t)a˜(Dx)ϕ(x˜1, x′)‖L2(Rt×Rn−1x′ ),
where C = 1 or C =
√
k + 1 if b satisfies (i) or (ii) of Lemma 2.1, respectively. Conse-
quently, for any measurable function ω on R, we have
(7) ‖|b′(t)|1/2ω(x1)χ(Dx)σ(Dx)eib(t)a(Dx)ϕ(x)‖L2(Rt×Rnx )
≤ CA‖|f ′(t)|1/2ω(x1)χ(Dx)τ(Dx)eif(t)a′(Dx)ϕ(x)‖L2(Rt×Rnx).
Finally, if (6) holds with equality and if b satisfies (H), then we get equalities in the previous
relations.
(ii) if b and c satisfy (iii) of Lemma 2.1, then
‖|c(t)b′(t)|1/2χ(Dx)σ(Dx)eib(t)a(Dx)ϕ(x1, x′)‖L2(Rt×Rn−1x′ )
≤ CA‖|f ′(t)|1/2χ(Dx˜1,x′)τ(Dx)eif(t)a
′(Dx)ϕ(x˜1, x
′)‖L2(Rt×Rn−1x′ ),
where C depends on the properties of b and c. Consequently, for any measurable function
ω on R, we have
(8) ‖|c(t)b′(t)|1/2ω(x1)χ(Dx)σ(Dx)eib(t)a(Dx)ϕ(x)‖L2(Rt×Rnx)
≤ CA‖|f ′(t)|1/2ω(x1)χ(Dx)τ(Dx)eif(t)a′(Dx)ϕ(x)‖L2(Rt×Rnx).
Conversely, if χ ∈ C0(Rn), ω 6= 0 on a set of positive measure, b satisfies condition (H)
and one of the estimates in (i) is satisfied for all ϕ, for some x1, x˜1 ∈ R, then (6) holds.
Proof. Applying Theorem 2.2 first, then using (6) and finally the equality given by point
(i) of Theorem 2.2 (holding when (H) is satisfied) the proof follows. 
From the previous corollary we immediately obtain the following results for n = 1 and
n = 2.
Corollary 2.4. Let b ∈ C1(R) be such that b(0) = 0 and let a, a˜ ∈ C1(R) be real-valued
functions strictly monotone on the support of a measurable function χ on R. Let σ, τ ∈
C0(R) be such that there exist A > 0 such that
(9)
|σ(ξ)|
|∂ξa(ξ)|1/2
≤ A |τ(ξ)||∂ξa˜(ξ)|1/2
,
for all ξ ∈ suppχ such that ∂ξa 6= 0 and ∂ξa˜ 6= 0. Then, for all f ∈ C1(R) satisfying
condition (H), we have
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(i) Let n = 1. If b satisfies hypothesis (i) or (ii) of Lemma 2.1, then
‖|b′(t)|1/2χ(Dx)σ(Dx)eib(t)a(Dx)ϕ(x)‖L2(Rt)
≤ CA‖|f ′(t)|1/2χ(Dx)τ(Dx)eif(t)a′(Dx)ϕ(x˜)‖L2(Rt),
where C = 1 or C =
√
k + 1 if b satisfies (i) or (ii) of Lemma 2.1, respectively. Conse-
quently, for any n ≥ 1 and for any measurable function ω on Rn, we have
(10) ‖|b′(t)|1/2ω(x)χ(Dj)σ(Dj)eib(t)a(Dj )ϕ(x)‖L2(Rt×Rnx)
≤ CA‖|f ′(t)|1/2ω(x)χ(Dj)τ(Dj)eif(t)a′(Dj)ϕ(x)‖L2(Rt×Rnx).
Finally, if (9) holds with equality and if b satisfies (H), then we get equalities in the previous
relations.
(ii) Let n = 1. If b and c satisfy hypothesis (iii) of Lemma 2.1, then
‖|c(t)b′(t)|1/2χ(Dx)σ(Dx)eib(t)a(Dx)ϕ(x)‖L2(Rt)
≤ CA‖|f ′(t)|1/2χ(Dx)τ(Dx)eif(t)a′(Dx)ϕ(x˜)‖L2(Rt),
where C depends on the properties of b and c. Consequently, for any n ≥ 1 and for any
measurable function ω on Rn, we have
(11) ‖|c(t)b′(t)|1/2ω(x)χ(Dj)σ(Dj)eib(t)a(Dj )ϕ(x)‖L2(Rt×Rnx )
≤ CA‖|f ′(t)|1/2ω(x)χ(Dj) τ(Dj)eif(t)a′(Dj)ϕ(x)‖L2(Rt×Rnx).
Conversely, if χ ∈ C0(R) and ω 6= 0 on a set of positive measure, b satisfies condition
(H), and one of the estimates in (i) is satisfied for all ϕ and the norms are finite, then
inequality (9) holds.
Corollary 2.5. Let b ∈ C1(R) be such that b(0) = 0 and let a, a˜ ∈ C1(R2) be real-
valued functions strictly monotone on the support of a measurable function χ on R2. Let
σ, τ ∈ C0(R2) be such that, for some A > 0, we have
(12)
|σ(ξ)|
|∂ξ1a(ξ)|1/2
≤ A |τ(ξ)||∂ξ1 a˜(ξ)|1/2
, ξ ∈ R2,
for all ξ ∈ suppχ such that ∂ξ1a 6= 0 and ∂ξ1 a˜ 6= 0. Then, for all f ∈ C1(R) satisfying
condition (H), we have
(i) Let n = 2. If b satisfies hypothesis (i) or (ii) of Lemma 2.1, then
‖|b′(t)|1/2χ(Dx1 ,Dx2)σ(Dx1 ,Dx2)eib(t)a(Dx1 ,Dx2)ϕ(x)‖L2(Rt×Rx2 )
≤ CA‖|f ′(t)|1/2χ(Dx1 ,Dx2)τ(Dx1 ,Dx2)eif(t)a
′(Dx1 ,Dx2)ϕ(x˜1, x2)‖L2(Rt×Rx2),
where C = 1 or C =
√
k + 1 if b satisfies (i) or (ii) of Lemma 2.1, respectively. Conse-
quently, for any n ≥ 1 and for any measurable function ω on Rn−1, we have
‖|b′(t)|1/2ω(xˇk)χ(Dj ,Dk)σ(Dj ,Dk)eib(t)a(Dj ,Dk)ϕ(x)‖L2(Rt×Rnx )
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≤ CA‖|f ′(t)|1/2ω(xˇk)χ(Dj ,Dk)τ(Dj ,Dk)eif(t)a′(Dj ,Dk)ϕ(x)‖L2(Rt×Rnx ),
where xˇk = (x1, ..., xk−1, xk+1, ..., xn). Finally, if (12) holds with equality and if b satisfies
(H), then we get equalities in the previous relations.
(ii) Let n = 2. If b and c satisfy hypothesis (iii) of Lemma 2.1, then
‖|c(t)b′(t)|1/2χ(Dx1 ,Dx2)σ(Dx1 ,Dx2)eib(t)a(Dx1 ,Dx2)ϕ(x)‖L2(Rt×Rx2)
≤ CA‖|f ′(t)|1/2χ(Dx1 ,Dx2)τ(Dx1 ,Dx2)eif(t)a
′(Dx1 ,Dx2)ϕ(x˜1, x2)‖L2(Rt×Rx2),
where C depends on the properties of b and c. Consequently, for any n ≥ 1 and for any
measurable function ω ∈ Rn, we have
‖|c(t)b′(t)|1/2ω(xˇk)χ(Dj ,Dk)σ(Dj ,Dk)eib(t)a(Dj ,Dk)ϕ(x)‖L2(Rt×Rnx)
≤ CA‖|f ′(t)|1/2ω(xˇk)χ(Dj ,Dk)τ(Dj ,Dk)eif(t)a′(Dj ,Dk)ϕ(x)‖L2(Rt×Rnx ),
where xˇk = (x1, ..., xk−1, xk+1, ..., xn).
Conversely, if χ ∈ C0(R2), ω 6= 0 on a set of Rn−1 with positive measure, b satisfies
condition (H) and one of the estimates in (i) is satisfied for all ϕ, then inequality (12)
holds.
Remark 2.6. Notice that, by virtue of the previous results, one can also compare time-
degenerate operators with different degeneracies (i.e. Lb,a and Lf,a˜), provided that b and
f satisfy suitable conditions. This will therefore allow comparisons between the standard
Schro¨dinger operator Lt,∆ and time-degenerate Schro¨dinger operators of the form Lb,∆.
The radially symmetric case. In the radially symmetric case comparison principles
similar to the previous ones can be obtained. Below we derive the suitable generalization
to our case of the comparison principle holding in the nondegenerate radially symmetric
case proved in [30] .
Theorem 2.7. Let a, a˜ ∈ C1(R+) be real-valued strictly monotone on the support of a
measurable function χ on R+, and let b, f ∈ C1(R) vanish at 0, with f satisfying condition
(H). Let also σ, τ ∈ C0(R+) be such that
(13)
|σ(ρ)|
| ddρa(ρ)|1/2
≤ A |τ(ξ)|| ddρ a˜(ρ)|1/2
,
for all ρ ∈ suppχ where ddρa(ρ) 6= 0 and ddρ a˜(ρ) 6= 0. Then we have
(i) If b satisfies hypothesis (i) or (ii) of Lemma 2.1 then
(14) ‖χ(|Dx|)|b′(t)|1/2σ(|Dx|))eib(t)a(|Dx |)ϕ(x)‖L2(Rt×Rnx)
≤ CA‖χ(|Dx|)|f ′(t)|1/2τ(|Dx|))eif(t)a˜(|Dx|)ϕ(x)‖L2(Rt×Rnx),
where C = 1 or C =
√
(k + 1) if b satisfies (i) or (ii) of Lemma 2.1 respectively.
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Moreover, for any measurable function ω on Rn, we have
(15) ‖ω(x)χ(|Dx|)|b′(t)|1/2σ(|Dx|))eib(t)a(|Dx |)ϕ(x)‖L2(Rt×Rnx )
≤ CA‖ω(x)χ(|Dx|)|f ′(t)|1/2τ(|Dx|))eif(t)a˜(|Dx|)ϕ(x)‖L2(Rt×Rnx),
where C is the constant in (14). Finally, if (13) holds with equality and if b satisfies (H),
then we get equalities in the previous relations.
(ii) If b and c satisfy hypothesis (iii) of Lemma 2.1 then
‖χ(|Dx|)|c(t)b′(t)|1/2σ(|Dx|))eib(t)a(|Dx |)ϕ(x)‖L2(Rt×Rnx )
≤ C ′A‖χ(|Dx|)|f ′(t)|1/2τ(|Dx|))eif(t)a˜(|Dx|)ϕ(x)‖L2(Rt×Rnx ),
where C ′ depends on b and c.
Moreover, for any measurable function ω on Rn, we have
‖ω(x)χ(|Dx|)|c(t)b′(t)|1/2σ(|Dx|))eib(t)a(|Dx |)ϕ(x)‖L2(Rt×Rnx)
≤ C ′A‖ω(x)χ(|Dx|)|f ′(t)|1/2τ(|Dx|))eif(t)a˜(|Dx|)ϕ(x)‖L2(Rt×Rnx),
where C ′ is the same constant as above.
Conversely, if χ ∈ C0(R+), ω 6= 0 on a set of Rn with positive measure, b satisfies
condition (H) and (14) (for some x, x˜) or (15) is satisfied for any ϕ and the norms are
finite, then inequality (13) holds.
Proof. The proof follows by Lemma 2.1 and Theorem 2.5 in [30]. The converse part holds
only if b satisfies (H), since, in this case,
‖χ(|Dx|)|b′(t)|1/2σ(|Dx|))eib(t)a(|Dx |)ϕ(x)‖L2(Rt×Rnx)
= ‖χ(|Dx|)σ(|Dx|))eita(|Dx |)ϕ(x)‖L2(Rt×Rnx),
and the result follows again from Theorem 2.5 in [30]. 
3. Application of comparison principles to smoothing estimates
In this section we will will show how to use comparison principles to obtain smoothing
estimates for Lb,a provided that it is comparable to an operator Lf,a˜, with Lf,a˜ satisfying
smoothing estimates.
In addition, if the operators Lb,a and Lf,a˜ are equivalent in some sense, that is, if
conditions of the form (6) hold in both directions, then we have an equivalence between
the compared quantities, and one has that one operator satisfies a smoothing estimates if
and only if the other one satisfies the suitable corresponding smoothing estimate. In this
case, as we shall see below, in order to obtain equivalent norms we will need to restrict
ourselves to the case when b, f ∈ C1(R) and are such that they satisfy condition (H), since,
otherwise, the equivalence given by (6) would not be enough to get the equivalence of the
associated weighted norms.
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Here we shall specify the analysis to the case a(D) = |Dx|m and a˜(D) = |Dx|l, with |Dx|
the Fourier multiplier with symbol |ξ|, to show first that weighted smoothing estimates can
be derived by comparison, and, afterwards, that smoothing estimates are all equivalent, or,
more precisely, that weighted smoothing estimates for different operators can be derived
by equivalence.
We start by showing, by comparison, some smoothing estimates in the cases n = 1 and
n = 2 (n is the space-dimension). When n = 1 we consider Lb,|Dx|m and Lf,|Dx|l , with
l,m > 0, and we set a(ξ) = |ξ|m and a˜(ξ) = |ξ|l. We then consider σ(ξ) = |ξ|m−12 and
τ(ξ) = |ξ| l−12 and have that (6) is satisfied, since
|σ(ξ)|
| ddξa(ξ)|1/2
=
√
l
m
|τ(ξ)|
| ddξ a˜(ξ)|1/2
.
When n = 2 we can make similar choices for the quantities above, and have, again, that
(6) is satisfied.
It is important to observe that we are allowed to consider f = t and l = 1. This choice,
in combination with the estimate ‖eit|Dx|ϕ‖L2t = ‖ϕ‖L2x , gives the following theorem about
the homogeneous smoothing effect for time-degenerate Schro¨dinger-type operators.
Theorem 3.1. Let m > 0, and let b ∈ C1(R) be such that it vanishes at 0. Then, for all
x ∈ R and for all ϕ ∈ L2(Rn), we have
(i) If n = 1 and b satisfies (i) or (ii) of Lemma 2.1, we have
sup
x
‖|b′(t)|1/2|Dx|
m−1
2 eib(t)|Dx|
m
ϕ‖L2(Rt) ≤ C‖ϕ‖L2(Rx),
and, if n = 2,
sup
x1
‖|b′(t)|1/2|Dx2 |
m−1
2 eib(t)Dx1 |Dx2 |
m−1
ϕ‖L2(Rx2×Rt) ≤ C‖ϕ‖L2(R2x).
(ii) If n = 1 and b and c satisfy (iii) of Lemma 2.1, we have
sup
x
‖|c(t)b′(t)|1/2|Dx|
m−1
2 eib(t)|Dx |
m
ϕ‖L2(Rt) ≤ C‖ϕ‖L2(Rx),
and, if n = 2,
sup
x1
‖|c(t)b′(t)|1/2|Dx2 |
m−1
2 eib(t)Dx1 |Dx2 |
m−1
ϕ‖L2(Rx2×Rt) ≤ C‖ϕ‖L2(R2x).
Proof. The proof follows by application of comparison principles. As regards point (i) when
n = 1, denoting by χ± := χR± , we have that
sup
x
‖|b′(t)|1/2|Dx|
m−1
2 eib(t)|Dx|
m
ϕ‖L2t (R)
= sup
x
‖(χ+(Dx) + χ−(Dx))|b′(t)|1/2|Dx|
m−1
2 eib(t)|Dx|
m
ϕ‖L2t (R)
≤ sup
x
‖|b′(t)|1/2χ+(Dx)|Dx|
m−1
2 eib(t)|Dx|
m
ϕ‖L2t (R)
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+sup
x
‖|b′(t)|1/2χ+(Dx)|Dx|
m−1
2 eib(t)|Dx |
m
u0‖L2t (R).
Now, by point (i) of Corollary 2.4 with f(t) = t, a˜(Dx) = |Dx| and τ(ξ) = 1, together with
the estimate ‖eit|Dx|ϕ‖L2t = ‖ϕ‖L2x , we get
sup
x
‖|b′(t)|1/2σ±(Dx)|Dx|
m−1
2 eib(t)|Dx|
m
ϕ‖L2t (R) ≤ C‖ϕ‖L2x(R,
which proves point (i) when n = 1.
As regards point (i) when n = 2, it follows by application by point (i) of Corollary 2.5
with f = t, a˜(ξ) = ξ1 and τ(ξ) = 1. In fact, denoting by χ± = χRx2± , we have
‖(χ+(Dx2)+χ−(Dx2))|b′(t)|1/2|Dx2 |
m−1
2 eib(t)Dx1 |Dx2 |
m−1
ϕ‖L2(Rx2×Rt) ≤ C‖e
t|Dx1 |ϕ‖L2(Rx2×Rt)
= C‖ϕ‖L2x ,
which gives the result.
The proof of point (ii) reads exactly the same, the only difference is that we use point
(ii) of Corollary 2.4 and point (ii) of Corollary 2.5 when n = 1 and n = 2 respectively. 
Observe that Theorem 3.1 applied to the case b(t) = t gives the standard results proved
by Linares and Ponce in [24].
Remark 3.2. Note that when n = 1, by (i) of Corollary 2.4, if f and b satisfy (H), then,
for all ϕ such that either supp ϕ̂ ⊂ [0,+∞) or supp ϕ̂ ⊂ (−∞, 0] (i.e. a(ξ) and a˜(ξ) are
strictly monotone on supp ϕ̂), we have
‖|Dx|
m−1
2 |b′(t)|1/2eib(t)|Dx |mϕ‖L2t (R) =
√
l
m
‖|Dx|
l−1
2 |f ′(t)|1/2eif(t)|Dx|lϕ‖L2t (R), ∀x ∈ R,
where, of course, the case f = b is possible.
In the case n = 2, under the same hypotheses on the functions b and f (possibly b = f)
as before, we can apply point (i) of Corollary 2.5 and get, for all ϕ such that either
π2(supp ϕ̂) ⊂ [0,+∞) or π2(supp ϕ̂) ⊂ (−∞, 0] (where π2 is the canonical projection on
Rξ2),
‖|Dx2 |
m−1
2 |b′(t)|1/2eib(t)Dx1 |Dx2 |m−1ϕ‖L2(Rx2×Rt)
= ‖|Dx2 |
l−1
2 |f ′(t)|1/2eif(t)Dx1 |Dx2 |
l−1
2 ϕ‖L2(Rx2×Rt),
for all x ∈ R2 and for all ϕ (for which the previous norms are well defined), where, again,
the case f = b is possible.
These properties show that, if the two operators are equivalent in some sense, that is
if the weighted norms are equivalent, then one operator satisfies a smoothing estimate
if and only if the other one satisfies the suitable corresponding smoothing estimate. An
equivalence relation between the norms is established by the properties of the functions b
and f and by relation (6). In particular, due to the previous identities, we can say that
the weighted norms associated with Lb,|Dx|m and Lf,|Dx|l are equivalent if (6) holds with
equality and if both b and f satisfy condition (H).
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Point (i) of Theorem 3.1 applied to the case n = 1, m = 2, gives the natural extension of
the standard homogeneous smoothing effect holding for Schro¨dinger operators. By using
comparison principles we can also obtain the following multidimensonal version.
Theorem 3.3. Let n ≥ 1 and b ∈ C1(R) be such that it vanishes at 0. Then, for all
x ∈ Rn and for all ϕ ∈ L2(Rn),
(i) If b satisfies (i) or (ii) of Lemma 2.1, we have
sup
xj
‖|b′(t)|1/2|Dxj |
1
2 eib(t)∆xϕ‖L2(Rx′×Rt) ≤ C‖ϕ‖L2(Rx),
where x′ = (x1, ..., xj−1, xj+1, ..., xn).
(ii) If b and c satisfy (iii) of Lemma 2.1, we have
sup
xj
‖|c(t)b′(t)|1/2|Dxj |
1
2 eib(t)∆xϕ‖L2(Rx′×Rt) ≤ C‖ϕ‖L2(Rx),
where x′ = (x1, ..., xj−1, xj+1, ..., xn).
Proof. The proof follows by application of the procedure used in Theorem 3.1. 
We shall now derive other smoothing type estimates by using results obtained by Sugi-
moto in [36] and by Walter in [40] combined with the comparison principles obtained above.
In particular it was proved by Sugimoto in [36] that, given n ≥ 2 and 1− n/2 < β < 1/2,
for all ϕ ∈ L2(Rn) we have
(16) ‖|x|β−1|Dx|βeit|Dx|2ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx ).
Notice that the previous result is a consequence of the result by Kato and Yajima in [17]
showing that, for all ϕ ∈ L2(Rn)
(17) ‖|x|β−1|Dx|βeit|Dx|2ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx), 1/2 − ε ≤ β < 1/2,
with 0 < ε < 1/2. To see this it is enough to observe that, by Theorem B∗ in [33],
‖|x|β−1|Dx|βeit|Dx|2ϕ‖L2(Rt×Rnx) ≤ ‖|x|(1/2−ε)−1|Dx|1/2−εeit|Dx|
2
ϕ‖L2(Rt×Rnx)
≤
(17)
C‖ϕ‖L2(Rnx ).
As mentioned before, we will also make use of a result by Walther (Theorem 4.1 in [40])
in which he shows that, for n,m > 1, and for all ϕ ∈ L2(Rn) such that suppϕ̂ ⊂ {ξ ∈ Rn :
|ξ| ≤ 1}, the following estimate holds
(18) ‖〈x〉−m/2eit|Dx|mϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx ).
We can then prove the following theorem.
Theorem 3.4. Let n ≥ 2 and let b, f ∈ C1(R) be such that they satisfy condition (H).
Then, for all ϕ ∈ L2(Rn), we have
(19) ‖|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx |2ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx ),
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for 1− n/2 < β < 1/2, and
(20) ‖|x|α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx ),
for (m− n)/2 < α < (m− 1)/2.
Moreover (16), (20), (19), (18) and (17) (with ε > 0 sufficiently small) are equivalent.
Finally, for m > 0 and for any α, β > 0, we have, for all ϕ ∈ L2(Rn) such that suppϕ̂ ⊂
{ξ ∈ Rn : |ξ| ≤ 1},
(21) ‖|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx|2ϕ‖L2(Rt×Rnx) =√
m
2
‖|x|β−1|f ′(t)|1/2|Dx|m/2+β−1eif(t)|Dx |mϕ‖L2(Rt×Rnx),
and, for all ϕ ∈ L2(Rn),
(22) ‖〈x〉α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx )
≤ ‖|x|α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx )
≤ sup
λ>0
‖〈x〉α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕλ‖L2(Rt×Rnx ),
where ϕλ(x) = λ
n/2ϕ(λx) and α ≤ m/2 in the last estimate. The previous norms are finite
for suitable α and β (that is, as in (19),(20)) and the operators |x|α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|m
and 〈x〉α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx |m have the same norms as mapping from L2(Rnx) to
L2(Rt × Rnx).
Proof. Recall that, by Lemma 2.1, if b ∈ C1(R) is such that it satisfies (H), then
(23) ‖|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx|2ϕ‖L2(Rt×Rnx ) = ‖|x|β−1|Dx|βeit|Dx|
2
ϕ‖L2(Rt×Rnx),
therefore, by Theorem 1.1 in [36] (i.e. (16)), we also have, for n ≥ 2, 1 − n/2 < β < 1/2
and ϕ ∈ L2(Rn),
‖|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx |2ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx ),
which gives (19) and the equivalence of (16) and (19).
In particular, by point (i) in Theorem 2.7, with b satisfying (H), m > 0, and ϕ ∈ L2(Rn)
such that suppϕ̂ ⊂ {ξ ∈ Rn : |ξ| ≤ 1}, we have
‖|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx |2ϕ‖L2(Rt×Rnx)
=
√
m
2
‖|x|β−1|f ′(t)|1/2|Dx|m/2+β−1eif(t)|Dx|mϕ‖L2(Rt×Rnx )
=
(α=m/2+β−1)
√
m
2
‖|x|α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx )
(where f = b is allowed) which gives (21). Similarly, by Corollary 2.4, for all ϕ ∈ L2(Rn)
(whose Fourier transform does not necessarily have compact support), we have
‖|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx |2ϕ‖L2(Rt×Rnx)
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=
(
‖χR+(Dx)|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx |
2
ϕ‖2L2(Rt×Rnx)
+ ‖χR−(Dx)|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx |
2
ϕ‖2L2(R2t×Rnx)
)1/2
≤ C
√
m
2
‖|x|α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx )
which implies, by (19),
‖|x|α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx ),
for (m − n)/2 < α < (m − 1)/2, which gives (20) and the equivalence of (20) and (19),
and, as a consequence, that of (20) and (16).
The equivalence of (19) and (20) with (17) is derived from the equivalence of (17) and
(16). The latter equivalence is immediate, since, as previously observed, (17) implies (16)
while the opposite is trivial.
As regards the equivalence with (18), on one hand we have that (18) is implied by (20)
(with α = 0) together with property (23) and the trivial inequality 〈x〉−m/2 ≤ |x|−m/2. On
the other hand, (18) implies (20). In fact, given χ ∈ C∞0 ([0, 1)) such that χ(ρ) = 1 for
ρ ≤ 1/2, we have, by comparison,
‖〈x〉α−m/2χ(|Dx|)|f ′(t)|1/2|Dx|αeif(t)|Dx |mϕ‖L2(Rt×Rnx) ≤√
µ
m
‖〈x〉α−m/2χ(|Dx|)|f ′(t)|1/2|Dx|α+(µ−m)/2eif(t)|Dx |µϕ‖L2(Rt×Rnx)
=
(m−2α=µ)
√
µ
m
‖〈x〉−µ/2χ(|Dx|)|f ′(t)|1/2|Dx|αeif(t)|Dx |µϕ‖L2(Rt×Rnx)
=
√
µ
m
‖〈x〉−µ/2χ(|Dx|)|Dx|αeit|Dx|µϕ‖L2(Rt×Rnx),
which, by (18), gives
‖〈x〉α−m/2χ(|Dx|)|f ′(t)|1/2|Dx|αeif(t)|Dx |mϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rn).
Finally from the latter we get (20), since
‖|x|α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx )
= lim
λ→0+
‖λα−m/2〈x/λ〉α−m/2χ(λ|Dx|)|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx )
≤ sup
λ>0
‖〈x〉α−m/2χ(|Dx|)|f ′(t)|1/2|Dx|αeif(t)|Dx |mϕλ‖L2(Rt×Rnx ) ≤ C sup
λ>0
‖ϕλ‖L2(Rn),
with ϕλ(x) = λ
n/2ϕ(λx), which gives, in particular, inequality (20) (since ‖ϕλ‖L2(Rn) =
‖ϕ‖L2(Rn)). Finally, from the previous inequality, we also obtain (22), that is,
‖|x|α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕ‖L2(Rt×Rnx )
≤ sup
λ>0
‖〈x〉α−m/2|f ′(t)|1/2|Dx|αeif(t)|Dx|mϕλ‖L2(Rt×Rnx ),
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which concludes the proof. 
Notice that all these results coincide with the classical ones when f(t) = b(t) = t (see
[18, 24, 30, 17, 40]). From the previous result we derive the following corollaries.
Corollary 3.5. Let n ≥ 1,m > 0, s > 1/2 and b ∈ C1(R) be such that it satisfies (H).
Then, for all ϕ ∈ L2(Rn),
‖〈xn〉−s|b′(t)|1/2|Dn|(m−1)/2eib(t)|Dn|mϕ‖L2(Rt×Rnx) ≤ ‖ϕ‖L2(Rn).
Let n ≥ 2,m > 0, s > 1/2 and b ∈ C1(R) be such that it satisfies (H). Then, for all
ϕ ∈ L2(Rn)
‖〈x1〉−s|b′(t)|1/2|Dn|(m−1)/2eib(t)D1|Dn|m−1ϕ‖L2(Rt×Rnx) ≤ ‖ϕ‖L2(Rn).
Corollary 3.6. Let m > 0, (m− n+1)/2 < α < (m− 1)/2 and b ∈ C1(R) be such that it
satisfies (H). Then, for all ϕ ∈ L2(Rn),
‖|x|α−m/2|b′(t)|1/2|Dn|(m−1)/2eib(t)(|D1 |m−|D′|m)ϕ‖L2(Rt×Rnx ) ≤ ‖ϕ‖L2(Rn),
where D′ = (D2, ...,Dn).
When b does not satisfy condition (H) we can get, by comparison, the same smoothing
estimates. However, it is important to stress that we do not have equivalences in this case
(i.e. when b does not satisfy condition (H)).
Corollary 3.7. Let n ≥ 2 and let b, f ∈ C1(R) be such that they vanish at 0, with f
satisfying condition (H). Then, for all ϕ ∈ L2(Rn) we have
(i) If b satisfies hypothesis (i) or (ii) of Lemma 2.1 then
‖|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx |2ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx ),
for 1− n/2 < β < 1/2, and
‖|x|α−m/2|b′(t)|1/2|Dx|αeib(t)|Dx |mϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rnx),
for (m− n)/2 < α < (m− 1)/2. Finally, for m > 0 and for any α, β > 0, we have
‖|x|β−1|b′(t)|1/2|Dx|βeib(t)|Dx |2ϕ‖L2(Rt×Rnx)
≤ C‖|x|β−1|f ′(t)|1/2|Dx|m/2+β−1eif(t)|Dx|mϕ‖L2(Rt×Rnx ).
(ii) If b and c satisfy hypothesis (iii) of Lemma 2.1 then
‖|x|β−1|c(t)b′(t)|1/2|Dx|βeib(t)|Dx|2ϕ‖L2(Rt×Rnx ) ≤ C‖ϕ‖L2(Rnx ),
for 1− n/2 < β < 1/2, and
‖|x|α−m/2|c(t)b′(t)|1/2|Dx|αeib(t)|Dx|mϕ‖L2(Rt×Rnx ) ≤ C‖ϕ‖L2(Rnx ),
for (m− n)/2 < α < (m− 1)/2. Finally, for m > 0 and for any α, β > 0, we have
‖|x|β−1|c(t)b′(t)|1/2|Dx|βeib(t)|Dx|2ϕ‖L2(Rt×Rnx )
≤ C‖|x|β−1|f ′(t)|1/2|Dx|m/2+β−1eif(t)|Dx|mϕ‖L2(Rt×Rnx ).
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Corollary 3.8. Let b ∈ C1(R) be vanishing at 0. Then, for all ϕ ∈ L2(Rn), we have the
following properties.
(i) Let n ≥ 1,m > 0 and s > 1/2. If b satisfies hypothesis (i) or (ii) of Lemma 2.1 then
‖〈xn〉−s|b′(t)|1/2|Dn|(m−1)/2eib(t)|Dn|mϕ‖L2(Rt×Rnx ) ≤ C‖ϕ‖L2(Rn).
Moreover, if n ≥ 2,m > 0 and s > 1/2, then
‖〈x1〉−s|b′(t)|1/2|Dn|(m−1)/2eib(t)D1|Dn|m−1ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rn).
(ii) Let n ≥ 1,m > 0 and s > 1/2. If b and c satisfy hypothesis (iii) of Lemma 2.1 then
‖〈xn〉−s|c(t)b′(t)|1/2|Dn|(m−1)/2eib(t)|Dn|mϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rn).
Moreover, if n ≥ 2,m > 0 and s > 1/2, then
‖〈x1〉−s|c(t)b′(t)|1/2|Dn|(m−1)/2eib(t)D1|Dn|m−1ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rn).
Corollary 3.9. Let m > 0, (m−n+1)/2 < α < (m−1)/2 and let b ∈ C1(R) be vanishing
at 0. Then, for all ϕ ∈ L2(Rn), we have the following properties
(i) If b satisfies hypothesis (i) or (ii) of Lemma 2.1 then
‖|x|α−m/2|b′(t)|1/2|Dn|(m−1)/2eib(t)(|D1|m−|D′|m)ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rn),
where D′ = (D2, ...,Dn).
(ii) If b and c satisfy hypothesis (iii) of Lemma 2.1 then
‖|x|α−m/2|c(t)b′(t)|1/2|Dn|(m−1)/2eib(t)(|D1|m−|D′|m)ϕ‖L2(Rt×Rnx) ≤ C‖ϕ‖L2(Rn),
where D′ = (D2, ...,Dn).
4. Weighted Strichartz estimate
In this section we shall prove that weighted Strichartz estimates hold for operators of
the form Lb,∆ when b is vanishing at 0 and satisfies the conditions considered before. The
results will follow by using the well known results holding for classical Schro¨dinger operators
Lt,∆.
Notations. For brevity we shall denote LqtL
p
x := L
q
t (R;L
p
x(Rn)), and, sometimes, if not
confusing, we shall use the same notation LqtL
p
x := L
q
t ([0, T ];L
p
x(Rn)) when considering a
fixed time interval. Similarly for the mixed spaces LpxL
q
t := L
p
x(Rn;L
q
t (R)) and L
p
xL
q
t :=
Lpx(Rn;L
q
t ([0, T ])). Finally we shall denote p
′ the conjugate exponent of p.
Definition 4.1 (Admissible pairs). Given n ≥ 1 we shall call a pair of exponents (q, p)
admissible if 2 ≤ q, p ≤ ∞, and
2
q
+
n
p
=
n
2
, with (q, p, n) 6= (2,∞, 2).
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Theorem 4.2 (Global weighted Strichartz estimates). Let b ∈ C1(R) be vanishing at 0.
Then, for any (q, p),(q˜, p˜) admissible pairs such that 2 < q, q˜, p, p˜ < ∞, the following
estimates hold
(i) if b satisfies hypothesis (i) or (ii) of Lemma 2.1, then we have
the weighted homogeneous Strichartz estimate
(24) ‖|b′(t)|1/qeib(t)∆ϕ‖LqtLpx ≤ C(n, q, p)‖ϕ‖L2x(Rn),
the dual weighted homogeneous Strichartz estimate
(25) ‖
∫
R
|b′(s)|1/q˜e−ib(s)∆g(s)ds‖L2x ≤ C(n, q˜, p˜)‖g‖Lq˜′t Lp˜′x ,
and the weighted inhomogeneous Strichartz estimate
(26) ‖|b′(t)|1/q
∫
R
|b′(s)|1/q˜ei(b(t)−b(s))∆g(s)ds‖LqtLpx ≤ C(n, q, p, q˜, p˜)‖g‖Lq˜′t Lp˜′x .
(ii) if b and c satisfy hypothesis (iii) of Lemma 2.1, then we have
the weighted homogeneous Strichartz estimate
(27) ‖|c(t)b′(t)|1/qeib(t)∆ϕ‖LqtLpx ≤ C(n, q, p)‖ϕ‖L2x(Rn),
the dual weighted homogeneous Strichartz estimate
(28) ‖
∫
R
|c(s)b′(s)|1/q˜e−ib(s)∆g(s)‖L2x ≤ C(n, q, p, q˜, p˜)‖g‖Lq˜′t Lp˜′x ,
and the weighted inhomogeneous Strichartz estimate
(29) ‖|c(t)b′(t)|1/q
∫
R
|c(s)b′(s)|1/q˜ei(b(t)−b(s))∆g(s)ds‖LqtLpx ≤ C(n, q, p, q˜, p˜)‖g‖Lq˜′t Lp˜′x .
Proof. The proof is a combination of standard results and duality arguments. We first
recall that, by Lemma 2.1, we have
‖b′(t)1/qeib(t)∆ϕ‖LqtLpx = ‖b
′(t)1/q‖eib(t)∆ϕ‖Lpx‖Lqt ≤ C‖e
it∆ϕ‖LqtLpx ,
where C depends on the properties of b (see Lemma 2.1). Therefore we immediately get
(24) from the standard case, that is,
‖b′(t)1/qeib(t)∆ϕ‖LqtLpx ≤ C‖e
it∆ϕ‖LqtLpx ≤ C(n, q, p)‖ϕ‖L2x(Rn),
where the last inequality corresponds to the classical homogeneous Strichartz estimate.
Note that the application of the classical homogeneous Strichartz estimate, in particular,
gives us the standard range for the admissible pairs.
As regards (25), it follows by duality and by (24) applied on the admissible pair (q˜, p˜).
Moreover, one can actually see (by duality) that (25) and (24) are equivalent.
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As regards (26) it is given by duality, Ho¨lder’s inequality and (25). In fact, given
ψ ∈ Lq′t Lp
′
x we have∫
Rt
∫
Rnx
b′(t)1/q
(∫
R
b′(s)1/q˜ei(b(t)−b(s))∆g(s)ds
)
ψ(t, x)dx dt
=
∫
Rnx
(∫
R
b′(s)1/q˜e−ib(s)∆g(s, x)ds
)(∫
Rt
b′(t)1/qe−ib(t)∆ψ(t, x)dt
)
dx
≤ ‖
∫
R
b′(s)1/q˜e−ib(s)∆g(s, x)ds‖L2x‖
∫
Rt
b′(t)1/qe−ib(t)∆ψ(t, x)dt‖L2x
≤ C(n, q, p, q˜, p˜)‖g‖
Lq˜
′
t L
p˜′‖ψ‖Lq′t Lp′x ,
which gives (26) (by duality). Moreover, one has, once again, equivalence between (26) and
(25). The other cases covered by (27), (28) and (29) follow by using the same procedure. 
The advantage of the weighted Strichartz estimates above is that one can recover the
standard range for the admissible exponents. Moreover, since the estimates are all equiv-
alent, and since the endpoint case is solved in the standard Schro¨dinger case (see [22]),
which, in particular, immediately gives (24) and its generalizations, we can conclude that
the estimates in Theorem 4.2 hold true in the endpoint case (q, p, n) = (2, 2nn−2 , n) as well.
We then have the following theorem.
Theorem 4.3 (Endpoint weighted Strichartz estimates). Let b ∈ C1(R) be such that it
satisfies hypothesis (i), (ii), or (iii) of Lemma 2.1. Then, if b satisfies hypothesis (i) or (ii)
of Lemma 2.1, we have that (24), (25) and (26) are still satisfied for (q, p, n) = (2, 2nn−2 , n)
and/or (q˜, p˜, n) = (2, 2nn−2 , n), with n ≥ 3. If b satisfies hypothesis (iii) of Lemma 2.1 we
have that (27), (28) and (29) are still satisfied for (q, p, n) = (2, 2nn−2 , n) and/or (q˜, p˜, n) =
(2, 2nn−2 , n), with n ≥ 3.
However, in order to use Strichartz-type estimates to prove the local well-posedness of
the related semilinear Cauchy problem, we must be able to localize in time. In this sense
the following estimates will be used.
Theorem 4.4 (Local weighted Strichartz estimates). Let b ∈ C1([0, T ]) be strictly mono-
tone and vanishing at 0. Then, on denoting by LqtL
p
x := Lq([0, T ];Lp(Rn)), we have that
for any (q, p) admissible pair such that 2 < q, p <∞, the following estimates hold
(30) ‖|b′(t)|1/qeib(t)∆ϕ‖LqtLpx ≤ C(n, q, p)‖ϕ‖L2x(Rn),
(31) ‖eib(t)∆ϕ‖L∞t L2x ≤ ‖ϕ‖L2x(Rn),
(32) ‖|b′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖LqtLpx ≤ C(n, q, p)‖|b
′|1/q′g‖
Lq
′
t L
p′
x
,
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and
(33) ‖
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖L∞t L2x ≤ C(n, q, p)‖|b′|1/q
′
g‖
Lq
′
t L
p′
x
.
Proof. Estimate (31) trivially follows by the unitarity of eib(t)∆, whereas estimate (30)
follows by change of variables. In fact we have
‖|b′(t)|1/qeib(t)∆ϕ‖LqtLpx ≤ ‖e
it∆ϕ‖Lqt ([0,T˜ ];Lpx) .n,q,p ‖ϕ‖L2x ,
where in the last inequality we applied the standard homogeneous Strichartz estimate
(notice that the first inequality is an equality if b is strictly monotone).
As regards estimate (32), by using the change of variables t′ = b(t) and s′ = b(s), we
have
‖|b′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖LqtLpx ≤ ‖
∫ b(t)
0
ei(t
′−s′)∆g˜(s′)ds′‖Lq
t′
([0,T˜ ];Lpx)
= ‖
∫ b(T )
0
ei(t
′−s′)∆χ(s′)g˜(s′)ds′‖Lq
t′
([0,T˜ ];Lpx)
where g˜ = g ◦ b−1, T˜ = b(T ) and χ = 1[0,b(t)]. We then analyze the last quantity and, by
using the properties of the Schro¨dinger group eit∆, we have
‖
∫ b(T )
0
ei(t
′−s′)∆χ(s′)g˜(s′)ds′‖Lq
t′
([0,T˜ ];Lpx)
≤ ‖
∫ b(T )
0
‖ei(t′−s′)∆χ(s)g˜(s′)‖Lpxds′‖Lq
t′
([0,T˜ ])
≤ ‖
∫ b(T )
0
1
|t′ − s′|n(1/2−1/p) ‖χ(s
′)g˜(s′)‖
Lp
′
x
ds′‖Lq
t′
([0,T˜ ])
≤
H-L-S
C(n, q, p)‖g˜‖
Lq
′
t′
([0,T˜ ];Lp
′
x )
≤
t=b−1(t′)
C(n, q, p)‖|b′|1/q′g‖
Lq
′
t L
p′
x
,
where H-L-S stands for the application of the Hardy-Littlewood-Sobolev inequality, and
we get (32).
We are now left with the proof of (33). We first consider the L2x-norm and have
‖
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖2L2x = ‖
∫ t
0
|b′(s)|e−ib(s))∆g(s)ds‖2L2x
=
∫
Rn
(∫ t
0
|b′(s)|e−ib(s)∆g(s)ds
)(∫ t
0
|b′(s′)|e−ib(s′)∆g(s′)ds′
)
dx
=
∫ t
0
∫
Rn
|b′(s)|1/q′g(s)
(
|b′(s)|1/q
∫ t
0
|b′(s′)|ei(b(s)−b(s′))∆g(s′)ds′
)
dxds
≤
∫ t
0
‖|b′(s)|1/q′g(s)‖
Lp
′
x
‖|b′(s)|1/q
∫ t
0
|b′(s′)|ei(b(s)−b(s′))∆g(s′)ds′‖Lpxds
≤
(t<T )
‖|b′|1/q′g‖
Lq
′
s L
p′
x
‖|b′(s)|1/q
∫ t
0
|b′(s′)|ei(b(s)−b(s′))∆g(s′)ds′‖LqsLpx
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≤
by (32)
C(n, q, p)‖|b′|1/q′g‖2
Lq
′
t L
p′
x
,
which, in particular, gives (33). 
We can also prove the previous result in a more general case, that is, when b is not
strictly monotone and has a finite number of critical points in the time interval [0, T ] (i.e.
b satisfies hypothesis of point (ii) in Lemma 2.1).
Theorem 4.5. Let b ∈ C1([0, T ]) be vanishing at 0 and such that ♯{t ∈ [0, T ]; b′(t) =
0} = k ≥ 1. Then, on denoting by LqtLpx := Lq([0, T ];Lp(Rn)), we have that for any (q, p)
admissible pair such that 2 < q, p <∞, the following estimates hold
(34) ‖|b′(t)|1/qeib(t)∆ϕ‖LqtLpx ≤ C(n, q, p, k)‖ϕ‖L2x(Rn),
(35) ‖eib(t)∆ϕ‖L∞t L2x ≤ ‖ϕ‖L2x(Rn),
(36) ‖|b′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖LqtLpx ≤ C(n, q, p, k)‖|b
′|1/q′g‖
Lq
′
t L
p′
x
,
and
(37) ‖
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖L∞t L2x ≤ C(n, q, p, k)‖|b′|1/q
′
g‖
Lq
′
t L
p′
x
.
Proof. The proof uses the same arguments used in the proof of Theorem 4.4. Estimate
(35) is immediate. As regards (34), we consider 0 = T0 ≤ T1 < T2 < ... < Tk ≤ Tk+1 = T
such that b′(Tj) = 0 for j = 1, ...k, so that b is strictly monotone on [Tj, Tj+1], and we have
‖|b′(t)|1/qeib(t)∆ϕ‖LqtLpx =
 k∑
j=0
‖|b′(t)|1/qeib(t)∆ϕ‖q
Lq([Tj ,Tj+1];L
p
x)
1/q
≤
k∑
j=0
‖|b′(t)|1/qeib(t)∆ϕ‖Lq([Tj ,Tj+1];Lpx)
≤
b(t)=t′
k∑
j=0
‖eit∆ϕ‖Lq([T˜j ,T˜j+1];Lpx)
≤ (k + 1)C(n, q, p)‖ϕ‖L2x ,
which proves the estimate. We now prove (36) combining the previous procedure and the
arguments in Theorem 4.4. By splitting the time interval again, we have
‖|b′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖LqtLpx
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≤
k∑
j=0
‖|b′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖Lqt ([Tj ,Tj+1];Lpx),
where, by the same procedure used in the proof of (32), each therm satisfies
‖|b′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆g(s)ds‖Lqt ([Tj ,Tj+1];Lpx)
. ‖|b′|1/q′g‖
Lq
′
t ([Tj ,Tj+1];L
p′
x )
. ‖|b′|1/q′g‖
Lq
′
t L
p′
x
,
and we can conclude
‖|b′(t)|1/qeib(t)∆ϕ‖LqtLpx ≤ (k + 1)C(n, q, p)‖|b
′|1/q′g‖
Lq
′
t L
p′
x
.
Finally, estimate (37) follows by the same arguments used in the proof of (33). 
5. Local well-posedness of the semilinear Cauchy problem
We can now apply the previous results to obtain the local well-posedness of the semilinear
Cauchy problem
(38)
{
∂tu+ ib
′(t)∆u = µ|b′(t)||u|p−1u,
u(0, x) = u0(x),
where b ∈ C1([0,+∞)) vanishes at 0 and is either strictly monotone or has a finite number
of critical points in any finite time interval [0, T ], for any T <∞.
Theorem 5.1. Let 1 < p < 4n + 1 and b ∈ C1([0,+∞)) be vanishing at 0 and it is either
strictly monotone or such that ♯{t ∈ [0, T˜ ]; b′(t) = 0} is finite for any T˜ <∞. Then for all
u0 ∈ L2(Rn) there exists T = T (‖u0‖2, n, µ, p) > 0 such that there exists a unique solution
u of the IVP (38) in the time interval [0, T ] with
u ∈ C([0, T ];L2(Rn))
⋂
Lqt ([0, T ];L
p+1
x (R
n))
and q = 4(p+1)n(p−1) . Moreover the map u0 7→ u(·, t), locally defined from L2(Rn) to C([0, T );L2(Rn)),
is continuous.
Proof of Theorem 5.1. We shall prove the result by using the standard fixed point argu-
ment. We consider the space
XT := {u ∈ C([0, T ];L2(Rn)
⋂
Lqt ([0, T ];L
p+1
x (R
n)); ‖u‖XT <∞}
where
‖u‖XT := ‖u‖L∞t L2x + ‖|b′(t)|1/qu‖LqtLp+1x ,
and LqtL
p
x := Lq([0, T ];L
p
x(Rn)), and prove that the map
Φ(u) := eib(t)∆u0 + µ
∫ t
0
|b′(s)|ei(b(t)−b(s))∆|u|p−1u ds
is a contraction.
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Let q = 4(p+1)n(p−1) so that (q, p + 1) is an admissible pair. Then, by Theorem 4.4 and
Theorem 4.5 (depending on the properties of b = b(t)), we have
‖|b′(t)|1/qΦ(u)‖LqtLp+1x ≤ C‖u0‖L2x + |µ|‖|b
′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆ |u|p−1u ds‖LqtLp+1x
≤ C‖u0‖L2x + C|µ|‖|b′(t)|1/q
′‖u‖p
Lp+1x
‖
Lq
′
t
= C‖u0‖L2x +C|µ|
{∫ T
0
|b′(t)|‖u‖pq′
Lp+1x
dt
}1/q′
≤ C‖u0‖L2x + C|µ|T 1−n(p−1)/4
{∫ T
0
|b′(t)|
q
pq′ ‖u‖q
Lp+1x
dt
}p/q
= C‖u0‖L2x + C|µ|T 1−n(p−1)/4
{∫ T
0
|b′(t)|(1+
q
pq′
−1)‖u‖q
Lp+1x
dt
}p/q
≤ C‖u0‖L2x + C|µ|T 1−n(p−1)/4
(
sup
[0,T ]
|b′(t)|(
q
pq′
−1)· p
q
)
‖|b′(t)|1/qu‖p
LqtL
p+1
x
≤ C‖u0‖L2x + C(T )|µ|‖u‖
p
XT
,
where 1−n(p−1)/4 > 0 and qpq′ > 1 and C(T ) := T 1−n(p−1)/4
(
sup[0,T ] |b′(t)|
q
pq′
−1
)
ց 0 as
T ց 0. Note also that, once again by Theorem 4.4 or Theorem 4.5 and by the computation
above we have
‖Φ(u)‖L∞t L2x ≤
by (35),(37)
‖u0‖L2x + C|µ|‖|b′|1/q
′ |u|p‖
Lq
′
t L
(p+1)/p
x
,
≤ C‖u0‖L2x + C(T )|µ|‖u‖
p
XT
,
where C(T ) is the same constant given before. Putting the two estimates together we
finally have that
‖Φ(u)‖XT ≤ C‖u0‖L2 + 2C(T )|µ|‖u‖pXT ,
with C = C(n, q, p, k) and k denoting the number of critical points of b (see (34)). There-
fore, given B(R) ⊂ XT a ball of radius R in XT , with R = R(‖u0‖L2x), we get, for T
sufficiently small, that Φ sends B(R) into itself.
Now we prove that Φ is a contraction. Given u, v solution of (38) with initial data u0,
and u, v ∈ B(R), we have
‖Φ(u)− Φ(v)‖XT = |µ|‖|b′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆(u|u|p−1 − v|v|p−1)ds‖L∞t L2x
+|µ|‖|b′(t)|1/q
∫ t
0
|b′(s)|ei(b(t)−b(s))∆(u|u|p−1 − v|v|p−1)ds‖
LqtL
p+1
x
= |µ|(I + II).
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For the term II we have
II ≤ C‖|b′|1/q′(|u|p−1 + |v|p−1)(u− v)‖
Lq
′
t L
(p+1)/p
x
≤ C
{∫ T
0
|b′(t)|(‖u‖p−1
Lp+1x
+ ‖v‖p−1
Lp+1x
)q
′‖u− v‖q′
Lp+1x
dt
}1/q′
≤ C
{∫ T
0
(
|b′(t)|(1−q′/q)1/q′(‖u‖p−1
Lp+1x
+ ‖v‖p−1
Lp+1x
)
)q′ (
|b′(t)|1/q‖u− v‖Lp+1x
)q′
dt
}1/q′
≤ C
(∫ T
0
(
|b′(t)|(1−q′/q)1/q′(‖u‖p−1
Lp+1x
+ ‖v‖p−1
Lp+1x
)
)q/q−2
dt
)(q−2)/q
×
(∫ T
0
|b′(t)|1/q‖u− v‖q
Lp+1x
dt
)1/q
≤ C
{(∫ T
0
(
|b′(t)|(1/q′−1/q)1/(p−1)‖u‖Lp+1x
)q(p−1)/(q−2)
dt
)(q−2)/q
+
(∫ T
0
(
|b′(t)|(1/q′−1/q)1/(p−1)‖v‖Lp+1x
)q(p−1)/(q−2)
dt
)(q−2)/q}
‖|b′|1/q(u− v)‖LqtLp+1x .
Since (p − 1)/(q − 2) < 1, by Holder’s inequality we have(∫ T
0
(
|b′(t)|(1/q′−1/q)1/(p−1)‖u‖Lp+1x
)q(p−1)/(q−2))(q−2)/q
≤ Tα
(∫ T
0
(
|b′(t)|(1/q′−1/q)1/(p−1)‖u‖Lp+1x
)q)(p−1)/q
≤ Tα
(∫ T
0
|b′(t)|(q−2)/(p−1)‖u‖q
Lp+1x
)(p−1)/q
≤ Tα sup
[0,T ]
|b′|(q−2)/(p−1)−1
(∫ T
0
|b′(t)|‖u‖q
Lp+1x
)(p−1)/q
= C(T )‖|b′|1/qu‖p−1
LqtL
p+1
x
≤ C(T )‖u‖p−1XT ,
where C(T ) := Tα sup[0,T ] |b′|(q−2)/(p−1)−1 ց 0 as T ց 0, and α =
(
p−1
q−(p+1)
)−1
> 0.
Repeating the previous estimate for the term containing the ‖v‖Lp+1x we finally have
II ≤ C(T )(‖u‖p−1XT + ‖v‖
p−1
XT
)‖u− v‖XT .
By the previous computations it follows that the quantity I can be estimated exactly as
the quantity II, so we get
‖Φ(u)− Φ(v)‖XT ≤ C(T )|µ|(‖u‖p−1XT + ‖v‖
p−1
XT
)‖u− v‖XT
≤ 2C(T )|µ|Rp−1‖u− v‖XT ,
26 S. FEDERICO AND M. RUZHANSKY
where, recall, R = R(‖u0‖L2x). Finally, eventually by choosing T smaller than before, we
get that Φ is a contraction, so we have existence and uniqueness of the solution in XT .
To see that the solution depends continuously from the initial data, we consider u and
v solutions of (38) with initial data u0 and v0 respectively. Then
u(t)− v(t) = eib(t)∆(u0 − v0) + µ
∫ t
0
|b′(s)|ei(b(t)−b(s))∆(u|u|p−1 − v|v|p−1)ds,
where, recall, u ∈ BR1 with R1 = R1(‖u0‖L2) = c1‖u0‖L2x , and v ∈ BR2 with R2 =
R2(‖v0‖L2) = c2‖v0‖L2x (with suitable constants c1 and c2). Since, by the arguments
above,
‖|b′|1/q(u− v)‖
LqtL
p+1
x
≤ C‖u0 − v0‖L2x + C|µ|‖|b′|1/q
′
(|u|p−1 + |v|p−1)(u− v)‖
Lq
′
t L
(p+1)/p
x
≤ C‖u0 − v0‖L2x + C(T )|µ|(‖u‖
p−1
XT
+ ‖v‖p−1XT )‖|b′|1/q(u− v)‖LqtLp+1x ,
≤ C‖u0 − v0‖L2x + C(T )|µ|(‖u0‖L2x + ‖v0‖L2x)p−1‖|b′|1/q(u− v)‖LqtLp+1x ,
we have(
1− C(T )|µ|(‖u0‖L2x + ‖v0‖L2x)p−1
) ‖|b′|1/q(u− v)‖LqtLp+1x ≤ C‖u0 − v0‖L2x .
Then, if ‖u0 − v0‖L2x is small enough, we get
1− C(T )|µ|(‖u0‖L2x + ‖v0‖L2x)p−1 ≥ 1− C(T )|µ|‖u0 − v0‖
p−1
L2x
≥ c0 > 0
which gives
‖|b′|1/q(u− v)‖LqtLp+1x ≤ c‖u0 − v0‖L2x ,
where c > 0 is a new suitable constant. Finally, since
‖u− v‖L∞t L2x ≤ C‖u0 − v0‖L2x + C(T )|µ|‖|b′|1/q
′
(|u|p−1 + |v|p−1)(u− v)‖
Lq
′
t L
(p+1)/p
x
by the previous computations we have
‖u− v‖L∞t L2x ≤ C˜‖u0 − v0‖L2x ,
which concludes the proof. 
Remark 5.2. The previous result shows that, if either the initial data or the time T is
small enough, then we have local well-posedness of the IVP (38) even in presence of a
function b′ vanishing at a finite number of times in [0, T ]. In particular, if b′ vanishes at
more that one point and we consider a very small initial data, then the solution very likely
exists in a time interval [0, T ] containing more than one degenerate point. Conversely, if
b′ vanishes at more than one point and T is very small, then the picture may coincide
with the one we observe when b is strictly monotone, since we may cross no more than one
time-degeneracy.
Let us now show a few examples of operators that fall in our case.
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Example 5.3. The most natural example we can give is the one generalizing the standard
Schro¨dinger operator, that is, when b(t) = tα+1/(α+ 1) with α ≥ 0. In fact, for α = 0, we
recover exactly the classical case. For any α ≥ 0, b is strictly monotone on each finite time
interval [0, T ], therefore the IVP (38) associated with the operator
Lb,∆ = L tα+1
α+1
,∆
= ∂t + it
α∆,
is locally solvable by means of Theorem 5.1.
It is worth to mention that operators of this form have been analyzed by Cicognani and
Reissig in [6] who proved the local well posedness of the associated linear Cauchy problem
both in Sobolev and Gevrey spaces. Moreover, the first author and Gigliola Staffilani
proved in [13] the local smoothing effect for operators of this form (also applicable to
more general b(t)) and proved the local well-posedness of the associated nonlinear Cauchy
problem both with polynomial and with derivative nonlinearities.
Example 5.4. An other example that falls in the case when b is strictly monotone in
[0, T ], for any 0 < T < ∞, is when b(t) = et − t − 1. Once again we have that the IVP
(38), with
Lb,∆ = Let−t−1,∆ = ∂t + i(et − 1)∆,
is locally solvable. Note also that the operator is degenerate at t = 0.
Example 5.5. In this example we consider b(t) = sin(t). This function satisfies our
hypotheses since it vanishes at 0 and ♯{t ∈ [0, T ]; b′(t) = 0} = k ≥ 1 for any 0 < T < ∞.
Then the IVP (38) for the operator
Lb,∆ = Lsin(t),∆ := ∂tu+ i cos(t)∆
is locally solvable by Theorem 5.1. Similarly, one can consider other trigonometric func-
tions, as, for instance, b(t) = cos(t)− 1, b(t) = sin(t) cos(t) and more complicated ones.
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