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Crossing Symmetry in Elliptic Solutions of
the Yang-Baxter Equation and a New
L-operator for Belavin’s Solution
Koji HASEGAWA,Mathematical Institute, Tohoku University
Abstract
Investigated are some algebraic structures in elliptic solutions of the
Yang-Baxter equations. We prove the crossing symmetry in Belavin’s
model as well as in the $A_{n-1}^{(1)}$ face model, and we construct a new family
of L-operators for Belavin’s R-matrix as an application.
1 Introduction
Recently many progresses have been made in the theory of two dimensional
solvable statistical lattice models. Among them we will investigate here some
algebraic structures in elliptic solutions of the Yang-Baxter equations (YBE).
Namely, we show the crossing symmetry in Belavin’s model [Be] as well as
in Jimbo et al.’s $A_{n-1}^{(1)}$ face model [JKMO], and we construct a new family of
L-operators for Belavin’s model as an application.
In [BS] Bazhanov and Stroganov showed that the chiral Potts model, which
is a solution of the YBE or the star-triangle relation whose spectral parameter
lies in a high genus algebraic curve [AMPTY] [BPA], is a “descendant” of the
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6-vertex model which is nothing but the R-matrix associated to $U_{q}(sl_{n})\wedge$ . That
is, they derived the chiral Potts model as the intertwiner of cyclic L-operators,
or equivalently, the intertwiner of two-fold tensor of cyclic representations of
$U_{q}(sl_{n})\wedge$ . Motivated by their result, in our previous paper [HY] we have shown
that Kashiwara-Miwa’s elliptic solution (the so-called broken $Z_{N}$ symmetric
solution) [KM] is a descendant of Baxter’s 8-vertex model [Bax] in the above
sense : Take Sklyanin’s cyclic L-operator for the 8-vertex model and we get
Kashiwara-Miwa’s model as the intertwiner for the L-operators. Along with
this derivation, in [H] we further succeeded in relating the crossing symmetry
of Kashiwara-Miwa’s model with a certain duality property of the L-operators.
To generalize this story for the n-state elliptic model of Belavin, one imme-
diately needs a cyclic L-operator for the model and its construction is one of
our motivation here. We are inspired by an idea in Bazhanov et al. [BKMS].
They considered the $U_{q}(sl_{n})\wedge$ generalization of [BS] by means of “intertwining
vectors” or “factorized L-operators [IK]”. Here intertwining vectors are origi-
nally appeared in [Bax73] to introduce face models via vertex models. Hence
by definition they relate a vertex model and a certain face model, and using
this relationship [BKMS] observed that a simple combination of intertwining
vectors provides an L-operator. Intertwining vectors between Belavin’s model
and the $A_{n-1}^{(1)}$ face model are given in [JMO] and they are, so to speak, “out-
going” intertwining vectors. What we need more to construct L-operators are
their “dual” or the “incoming” intertwining vectors and our method to con-
struct them is as follows: we first observe the crossing symmetry of the models,
which is nothing but the incoming/outgoing duality (sections 3 and 4), and
then we obtain the incoming intertwining vectors by fusing $[C][JKMO]$ the
original intertwining vectors (section 5). The resulting L-operators (section
6) act on $C^{n}\otimes$ ($space$ of functions on the weight space $h^{*}$ of $sl_{n}$ ), and letting
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the deformation parameter $q=e^{\hslash}$ of Belavin’s model to be a root of unity
there arise invariant subspaces and we can get the desired cyclic L-operators.
In addition to this cyclic one we can also find out other invariant subspaces so
that we can generalize the analogue of Sklyanin’s series of L-operators [S] for
Baxter’s 8-vertex model to the Belavin model.
As is well known, up to a certain transformation the trigonometric limit
of Belavin’s model gives the $R$ matrix of $U_{q}(sl_{n})\wedge$ in the vector representation
[J]. In this sence what we have observed here can be regarded as a part of the
theory of “elliptic” version of quantum groups [KRS] [KS], which we hope to
discuss elsewhere.
2 Review
Belavin’s vertex model [Be].
For $n>1$ let $C^{n}=\oplus_{k=1}^{n}Ce^{k}$ and let $g,$ $h\in GL(C^{n})$ to be $ge^{k}$ $:=$
$e^{k} \exp\frac{2\pi ik}{n},$ $he^{k}$ $:=e^{k+1}$ so that $gh=hg \exp\frac{2\pi i}{n}$ . Let $\hslash,$ $\tau\in C,$ $\hslash\neq 0,$ ${\rm Im}\tau>0$ .
Belavin’s R-matrix is characterized as the unique solution of the following five
conditions.
$\bullet$ $R(u)$ is a holomorphic End$(C^{n}\otimes C^{n})$ -valued function in $u$ ,
$\bullet$ $R(u)=(x\otimes x)R(u)(x\otimes x)^{-1}$ for $x=g,$ $h$ , (1)
$\bullet$ $R(u+1)=(g\otimes 1)^{-1}R(u)(g\otimes 1)\cross(-1)$ ,
$\bullet$ $R(u+ \tau)=(h\otimes 1)R(u)(h\otimes 1)^{-1}\cross(-\exp 2\pi i(u+\frac{\hslash}{n}+\frac{\tau}{2}))^{-1}$,
$\bullet R(0)=P$ : $x\otimes y\daggerarrow y\otimes x$ .
We also have the following formula for $R(u)$ [RT]:
$R(u)e^{i} \otimes e^{j}=\sum_{i,j’}e^{i’}\otimes e^{j’}R(u)_{i}^{ij_{j’}}$ ,
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$R(u)_{i}^{ij_{j’}}= \delta_{i+j,i’+j’modn}\frac{\theta^{(i’-j’)}(u+\hslash)\Pi_{k=0}^{n-1}\theta^{(k)}(u)}{\theta^{(i’-i)}(\hslash)\theta^{i-j’}(u)\Pi_{k=1}^{n-1}\theta^{(k)}(0)}$.
Here $\theta_{m,l}(u, \tau)$ $:= \Sigma_{\mu\in m+lZ}\exp 2\pi i(\mu u+\frac{\mu^{2}}{2l}\tau)$ and $\theta^{(j)}(u)$ $:= \theta_{\frac{1}{2}-n\angle_{1}},(u+\frac{1}{2}, n\tau)$ .
Then the YBE of the vertex type
$R^{23}(u_{2}-u_{3})R^{13}(u_{1}-u_{3})R^{12}(u_{1}-u_{2})=R^{12}(u_{1}-u_{2})R^{13}(u_{1}-u_{3})R^{23}(u_{2}-u_{3})$
(2)
holds, where $V_{i}$ are copies of $C^{n}$ and $R^{ij}$ acts on i-th space and j-th space.
For the latter purpose we will reformulate this solution as follows. For each
$u\in C$ let $V(\square _{u})$ be the copy of $C^{n}$ and write the R-matrix $R(u-v)$ acting
on $V(\coprod_{u})\otimes V(\coprod_{v})$ as $R(\square _{u},\coprod_{v})$ . We also put $ffi^{\vee}u\square v$ $:=P\# u\square v$ where $P$ is
the permutation $V(\square _{u})\otimes V(\square _{U})arrow V(\square _{U})\otimes V(\square _{u})$ . Then the YBE (2) reads
as follows,
$(P^{\vee}\mathbb{P}w_{\otimes 1)(1\otimes)(\otimes 1)}\vee\# uw\vee uv$
$=$ $(1\otimes\check{R}^{\Pi_{u}\square }v)(1\otimes\check{R}^{\square _{u},\coprod_{w}})(\vee\# v,[]_{w}\otimes 1)$ (3)
: V$(\coprod_{u})\otimes V(\square _{v})\otimes V(\coprod_{w})arrow V(\coprod_{w})\otimes V(\square _{v})\otimes V(\coprod_{u})$.
$(\mathfrak{o}_{2C^{O_{or}}}=\check{R}^{OO})$
Remark. The notation $\square$ stands for the Young diagram consisting of one
box. If we consider the ‘algebra of L-operators’ for Belavin’s R-matrix then
the notation $\square _{u}$ can be justified as its “vector representation with the spectral
parameter $u’$ .
$A_{n-1}^{(1)}$ face model [JMO].
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Let $\epsilon_{i}(i=1, \cdots, n)$ be the orthonomal basis of an $n$ dimensional vector space
with the inner product $(, )$ and put $h^{*}$ $:=C$-Span of $\{\epsilon_{i}-\epsilon_{i+1}(i=1, \cdots, n-1)\}$
so that we can identify $h^{*}$ and the weight space of the complex Lie algebra $sl_{n}$
in a usual way. Let $:C^{n}arrow h^{*}$ be the orthogonal projection. Then the Boltz-
mann weight of the $A_{n-1}^{(1)}$ face model corresponding to the vector representation
$\square$ is given by the following.
$\check{W}\{\begin{array}{llll} \lambda+\overline{\epsilon_{i}} \lambda u \lambda +2\overline{\epsilon}_{i} \lambda+\overline{\epsilon_{i}} \end{array}\}$ $;= \frac{h(u+\hslash)}{h(\hslash)}$ ,
$\check{W}\{\begin{array}{lll} \lambda+\overline{\epsilon_{i}} \lambda u \lambda+\overline{\epsilon}_{i}+\epsilon_{j}^{-} \lambda+\overline{\epsilon_{i}} \end{array}\}$ $;= \frac{h(-u+\hslash\lambda_{ij})}{h(\hslash\lambda_{ij})}$
$\check{W}\{\begin{array}{lll} \lambda+\overline{\epsilon}_{i} \lambda u \lambda+\overline{\epsilon}_{i}+\epsilon_{j}^{-} \lambda+\epsilon_{j}^{-} \end{array}\}$ $;= \frac{h(u)}{h(\hslash)}\frac{h(\hslash+\hslash\lambda_{ij})}{h(\hslash\lambda_{ij})}$
and for the other configulation of $\lambda,$ $\mu,$ $\mu’$ and $\nu$
$\check{W}\{\begin{array}{lll} \mu \lambda u \nu \mu \end{array}\}$ $:=0$ ,
where $h(u)$ $:=\theta_{1/2,1}(u+1/2, \tau)$ and
$\lambda_{ij}$ $:=(\lambda+\rho,\overline{\epsilon_{i}}-\epsilon_{j}^{-})$
$\rho$ is the half sum of positive roots.
To formulate this weight as a linear operator or a ‘face operator (an elementary
transfer matrix)’, the following vector space is in order.
$\mathcal{P}_{\lambda\square }^{\mu}$ $:\cong\{C0$ $otherwise^{i}\mu=\lambda+\overline{\epsilon.}$
for some $i$ ,
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We denote by $e_{\lambda}^{\mu}$ the basis of the one dimensional space $\mathcal{P}_{\lambda\square }^{\mu}$ when $\mu=\lambda+\overline{\epsilon_{i}}$
for some $i$ , and otherwise we set $e_{\lambda}^{\mu}=0$ . For each $u\in C$ we consider the copy
$\mathcal{P}_{\lambda\square _{u}}^{\mu}$ of $\mathcal{P}_{\lambda\square }^{\mu}$ and define
$P_{\lambda\coprod_{u_{1}}\cdots\coprod_{u_{k}}}^{\nu}$
$:= \sum_{\mu_{1},\cdots,\mu_{k-1}}\mathcal{P}_{\lambda\coprod_{u_{1}}}^{\mu_{1}}\otimes \mathcal{P}_{\mu_{1^{2}}\square _{u_{2}}}^{\mu}\otimes\cdots\otimes \mathcal{P}_{\mu\coprod_{u_{k-1}}}^{\nu_{k-1}}$
,
$\mathcal{P}_{\square _{u_{1}}\cdots\Pi_{u_{k}}}$ $:=\oplus_{\lambda},{}_{\nu}P_{\lambda\coprod_{u_{1}}\cdots\coprod_{u_{k}}}^{\nu}$ .
$\ovalbox{\tt\small REJECT}$
$\{\lambda=_{\iota}\vdash\omega^{\iota}w\iota^{\iota}arrow_{(41l}’arrow_{\neg}\nu_{=\in_{\wedge}^{\mu}\in}\rangle_{1’}^{z_{\overline{\backslash }\vdash^{k}}}\}_{C- S\rho a\sim}$
$G_{\lambda^{1\wedge}O^{\bigwedge_{\iota\vee}}}=_{)}\wp^{\nu_{R_{1}-\cdot\cdot O_{t(k}}}$
$\ovalbox{\tt\small REJECT}$
These are the space of “addmissible paths” in [JKMO]. For $e_{\lambda}^{\mu}\in \mathcal{P}_{\lambda\square _{u}}^{\mu}$ and
$e_{\mu}^{\nu}\in \mathcal{P}^{\nu}\varpi_{v}$ we put





thereby define the face operator
$V\check{W}^{\coprod_{u}\square _{v}}$ : $\mathcal{P}_{\square _{u}\coprod_{v}}arrow \mathcal{P}_{\coprod_{v}\coprod_{u}}$ , $\mathcal{P}_{\lambda\square _{u}\square _{v}}^{\nu}arrow \mathcal{P}_{\lambda\coprod_{v}\square _{u}}^{\nu}$ .
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With these definitions the YBE of face type reads as follows: as operators
$\mathcal{P}_{m_{u}\square _{v}\square _{w}}^{\lambda}arrow \mathcal{P}_{\nu\square _{w}\square _{v}\square _{u}}^{\lambda}$ we have
$(1\otimes\check{W}^{\square _{u}\square }\mathfrak{n})(\dagger\check{W}^{\square _{u}\square }w\otimes 1)(1\otimes\check{W}^{\coprod_{v}\square }w)$
$=$ $(\check{W}^{\coprod_{v},\coprod_{w}}\otimes 1)(1\otimes\check{W}^{\coprod_{u},\square _{w}})(\check{W}^{\coprod_{u}O_{v}}\otimes 1)$. (4)
Intertwining vectors [JMO]. Put
$(\phi_{\lambda\Pi_{u}}^{\mu})_{j}$ $;=\{\theta^{(j)}(u-n\hslash_{0}(\lambda+\rho, \epsilon_{k}^{-}.))$ $otherwise^{-}\mu-\lambda=\epsilon_{k}$
for some $k$ ,
and define the linear map









Then they “intertwine” Belavin’s vertex model and the $A_{n-1}^{(1)}$ face model,
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namely
$ffi^{\vee}u, \square _{n}\phi_{\mu\coprod_{u}}^{\lambda}\otimes\phi_{\nu\coprod_{v}}^{\mu}=\sum_{\mu’}\phi_{\mu\coprod_{v}}^{\lambda}\otimes\phi_{\nu\coprod_{u}}^{\mu’}\check{W}\{\begin{array}{lll} \mu \lambda u-v \nu \mu \end{array}\}$ . (5)
$( \zeta^{\sim})--\sum_{/,\vdash}$
This formula is very remarkable because of its similarity between the mon-
odoromy property of the n-point function in the q-conformal field theory [FR].
The quantity $\{(\emptyset_{\varpi_{u}}^{\lambda})_{j}\}_{j=1}^{n}$ regarded as an n-vector is called the intertwining
vector.
3 Crossing symmetry in the vertex models
Fusion procedure[C]. Let
$\check{R}^{\coprod_{u_{1}}\otimes\square _{u_{2}}\otimes\cdots\otimes[]_{u_{l}},[)_{v}}$ $:=(\check{R}v)^{1.2}(\check{R}^{\square _{u_{2}}}v)^{2,3}\cdots(u_{l}v)^{l,l+1}\vee$,
$\check{R}^{\coprod_{u_{1}}\otimes\cdots\otimes\coprod_{u_{k}},\coprod_{v_{1}}\otimes\cdots M_{v_{l}}}$
$;=$
$(P^{\vee}P^{u_{1^{\otimes\cdots\otimes\coprod_{u_{k}},\coprod_{v_{l}}}}})^{k\cdots k+l-1;k+l}\cdots(\check{R}^{\coprod_{u_{1}}\otimes\cdots\otimes\square _{u_{k}}\square }v_{2})^{2\cdots k+1;k+2}(\check{R}^{\square _{u_{1}}\otimes\cdots\Phi_{u_{k}}\square }v_{1})^{1\cdots k;k+1}$ .
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$D_{4_{1}}-\cdot\cdot\square _{h\sim}$ $O_{\omega_{\iota}}-$ $O_{\mathcal{N}_{A}}$
$R\vee D_{t4}\mathfrak{g}\cdot-|3_{\mathfrak{u}_{W\cdot/}}O_{N_{1}}\otimes-\cdot\cdot\emptyset D_{v_{l}}=$
For $k=1,$ $\cdots,$ $n$ let 1k be the Young diagram of vertical $k$ boxes (1 $=\square$
; in this paper we will treat these special diagrams for simplicity.). Then the
fusion operator by Cherednik associated with 1k is given by
$\pi_{1^{k}}$ : $V(\coprod_{u})\otimes\cdots\otimes V(\square _{u+(k-1)h})arrow V(\square _{u+(k-1)h})\otimes\cdots\otimes V(\coprod_{u})$





where the spectral parameters are specialized as
$(u_{1}, \cdots, u_{k})=(u, u+\hslash, \cdots, u+(k-1)\hslash)$ (7)
so that the rank of the operator $\pi$ degenerates. By virtue of the YBE (4) the
factors in (6) can be arranged in various ways by ‘braid manipulation’ and
this is the key remark in deriving the formula in what follows. We denote the
image of $\pi_{1^{k}}$ in $V(\coprod_{u+(k-1)\hslash})\otimes\cdots\otimes V(\square _{u})$ as $V(1_{u}^{k})$ and then it turns out that
$V(1_{u}^{k})=\wedge^{k}(C^{n})$ for the generic value of $\hslash$ . Put
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$\check{R}^{K,L}$
$:=\check{R}^{\square _{u+(k-1)\hslash}\otimes\cdots\otimes\coprod_{u}\mathfrak{Q}_{+(l-1)\hslash}\otimes\cdots\otimes\square _{v}}|_{V(K)\otimes V(L)}$ ,
where
$K=1_{u}^{k}$ , $L=1_{v}^{l}$
are shorthand notation. Then the YBE for $k^{u}\vee\square v(4)$ guarantees that this
‘fused’ operator preserves the image of $\pi’ s$
$\check{R}^{K,L}$ : V$(K)\otimes V(L)arrow V(L)\otimes V(K)$ ,
as well as they enjoy the YBE:
$(\check{R}^{L,M}\otimes 1)(1\otimes\check{R}^{K,M})(\check{R}^{K,L}\otimes 1)=(1\otimes\check{R}^{K,L})(\check{R}^{K,M}\otimes 1)(1\otimes\check{R}^{L,M})$ (8)
$(K=1_{u}^{k}, L=1_{v}^{l}, M=1_{w}^{m})$ .
(9)
$=$
Crossing symmetry. Let us denote the special diagram 1n as top and put
$(1_{w}^{rn})^{*}:=1_{w+m\hslash}^{n-m}$ (9)
Then since $\pi_{top}=\check{R}^{K,K^{*}}(\pi_{K}\otimes\pi_{K}*)$ for each $K=1_{u}^{k}$ , we can define a pairing
$<,$ $>:V(K)\otimes V(K^{*})arrow V(top_{u})arrow C$
as the composition of $\check{R}^{K,K^{*}}$ and the identification map $|top_{u}>\mapsto 1$ , where
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For generic $\hslash$ this pairing turns out to be non-degenarate so that we can
and do identify $V(K)^{*}$ and $V(K^{*})$ , where $V(K)^{*}$ stands for the dual space
of $V(K)$ . Fix $K=1_{u}^{k}$ and $L=1_{v}^{l}$ . We take a basis $\{e^{I}\}_{I}$ in $V(K)$ and its
dual basis (with respect to $<,$ $>$ ) $\{e_{*}^{I}\}_{I}$ in $V(K^{*})$ , and do the same for L. We
define the matrix elements of $\check{R}$ by
$\check{R}^{K,L}e^{I}\otimes e^{J}=\sum_{I,J’}e^{J’}\otimes e^{I’}(\check{R}^{K,L})_{J}^{IJ_{I’}}$
$(e^{I}\in V(K), e^{J}\in V(L))$ ,
$\check{R}^{K,L^{*}}e^{I}\otimes e_{*}^{J}=\sum_{I,J’}e_{*}^{J’}\otimes e^{I’}(\check{R}^{K,L^{*}})_{J}^{IJ_{I’}}$
$(e^{I}\in V(K), e_{*}^{J}\in V(L^{*}))$
etc.
Proposition 1 Let $K=1_{u}^{k},$ $L=1_{v}^{l}$ and $top=1^{n}$ . Then under the notation
(9) we have the following.
1. There is a scalar $f(K, L)$ which is nonzero for generic $u,$ $v$ such that
$\check{R}^{L,K}\check{R}^{K,L}=f(K, L)\cdot id$ . (10)
2. We have
$\check{R}^{K,top_{v}}=g(K,top_{v})\cdot P$ , $\check{R}^{top_{u},L}=g(top_{u}, L)\cdot P$
where $P$ is the permutation and $g(K,top_{v})g(top_{u}, L)$ are scalars which
are nonzero for generic $\prime n,$ $v$ .
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3. The crossing symmetry holds:
$(\check{R}^{K,L})_{J}^{IJ_{I’}}$ $=$ $(\check{R}^{L,K^{*}})_{IJ’}^{JI},$ . $\frac{f(K,L)}{g(L,top_{u})}$ (11)
$=$ $( \check{R}^{L,K^{*}})_{IJ’}^{JI’}\cdot\frac{g(top_{u},L)}{f(L,K^{*})}$ . (12)
$\circ\langle(\downarrow 0)$
$)$ $($
Proof. 1) follows from the first inversion formula $ffi^{\vee}v\square u\vee ffiu’\square _{v}=$ scalar
for the original Belavin’s R-matrix. To show 2), note that the operator $\pi_{K}$
commutes with the k-fold tensor product representation of the Heisenberg
group $<g,$ $h>(2)$ . Since $\dim V(top_{u})=1$ , the representation restricted on
$V(top_{u})$ is only by scalar multiplication. Together with the characterization (2)
of $Rp_{u}\Pi_{n}$ this implies that $(1\otimes x)\check{R}^{K,top_{v}}(x^{-1}\otimes 1)=\check{R}^{K,top_{v}}$ for any $x\in GL(n)$ ,
as desired. The fact that $g(K,top_{v})\neq 0$ in generic follows from the explicit
calculation. To prove 3), we use 1) and an elementary braid manipulation to
get
$\check{R}^{L,\ell op_{u}}(1\otimes\pi_{top_{u}})(\check{R}^{K,L}\otimes 1)=\pi_{top_{u}}(1\otimes\check{R}^{L,K^{*}})\cdot f(K, L)$ .
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Remark. For $K=1_{u}^{k}$ write $K^{*’}$ $:=1_{u+(k-n)h}^{n-k}$ . We can also define a pairing
by using $\check{R}^{K^{*}K}’,$ ,
$<,$ $>’:V(K^{*’})\otimes V(K)arrow V(top_{u+(k-n)\hslash})arrow C$ (14)




4 Crossing symmetry in the face models
As in the vertex case we can similarly derive the crossing symmetry for face
models. Put
$\check{W}^{\coprod_{u_{1}}\coprod_{u_{2}}\cdots\coprod_{u_{l}}O_{n}}$ $:=(\check{W}^{\coprod_{u_{1}}\square }v)^{1,2}(\check{W}^{\square _{u_{2}}O_{v}})^{2,3}\cdots(\check{W}^{\coprod_{u_{l}}\square }v)^{l,l+1}$ ,
$\check{W}^{\square _{u_{1}}\cdots\coprod_{w_{k}}\square \cdots\square _{n}}v_{1l}$ : $=$ $(\check{W}^{\coprod_{u_{1}}\cdots\square _{w_{k}}\coprod_{v_{l}}})^{k\cdots k+l-1;k+l}\cdots$
$(\check{W}^{\square _{u_{1}}\cdots\coprod_{u_{k}},\square _{v_{2}}})^{2\cdots k+1;k+2}(\check{W}^{\coprod_{u_{1}}\cdots\coprod_{u_{k}}o_{v_{1}}})^{1\cdots k;k+1}$ ,
where the superscripts denote the components they act on. The fusion operator
for the face model [JKMO] associated with 1k is given by
$\Pi_{1^{k}}$
$:=(\check{W}^{\square _{u_{1}},\square _{u_{2}}})^{k-1;k}\cdots(\check{W}^{\coprod_{u_{1}}\coprod_{u_{2}}\cdots\square _{u_{k-2}}O_{u_{k-1}}})^{2\cdots k-1;k}(T^{j}\check{W}^{\square _{u_{1}}\coprod_{u_{2}}\cdots\square _{u_{k-1}}\square }u_{k})^{1\cdots k-1;k}$
: $\mathcal{P}_{\square _{u}\cdots\square _{u+(k-1)\hslash}}arrow \mathcal{P}_{\square _{u+(k-1)\hslash}\cdots\square _{u}}$
where the spectral parameters are specialized as before (7) : $(u_{1}, \cdots, u_{k})=$
$(u, \cdots, u+(k-1)\hslash)$ .
$TT_{1^{k}}$
$=$
We denote the image of $\Pi_{1^{k}}$ in $\mathcal{P}_{\square _{u+(k-1)\hslash}\cdots\square _{u}}$ (resp. $\mathcal{P}_{\lambda\square _{u+(k-1)\hslash}\cdots\Pi_{u}}^{\nu}$ ) as $\mathcal{P}_{1_{u}^{k}}$
(resp. $\mathcal{P}_{\lambda 1_{u}^{k}}^{\nu}$ ), or $\mathcal{P}_{K}$ (resp. $\mathcal{P}_{\lambda K}^{\nu}$ ) with the shorthand in the previous section
$K=1_{u}^{k}$ . We also write $\mathcal{P}_{\lambda KL}^{\nu}$ $:=\oplus_{\mu}\mathcal{P}_{\lambda K}^{\mu}\otimes \mathcal{P}_{\mu L}^{\nu},$ $\mathcal{P}_{KL}$ $:=\oplus_{\lambda\nu}\mathcal{P}_{\lambda KL}^{\nu}$ . It turns
out that for $K=1_{u}^{k}$ and generic value of $\hslash$ the dimension of the space $\mathcal{P}_{\lambda K}^{\nu}$ is
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given by
$\dim \mathcal{P}_{\lambda K}^{\nu}=|\{(j_{1}, \cdots,j_{k});1\leq j_{1}<\cdots<j_{k}\leq n, \epsilon_{j_{1}}^{-}+\cdots+\epsilon_{j_{k}}^{-}=\nu-\lambda\}|$ ,
which is equal to the multiplicity of the weight $\nu-\lambda$ of the $GL(C^{n})$-module
$\wedge^{k}(C^{n})$ . In particular, for $top=1^{n}$ we have $\dim \mathcal{P}_{\lambda top_{u}}^{\nu}=\delta_{\lambda,\nu}$ .
The fused weight for $K=1_{u}^{k},$ $L=1_{v}^{l}$ is defined by
$\check{W}^{K,Ln_{+(k-1)\hslash}\cdots\square _{u}\square _{v+(l-1)\hslash}\cdots\square _{v}}$$:=\check{W}|_{p_{KL}}$ : $\mathcal{P}_{KL}arrow \mathcal{P}_{LK}$ ,
and they satisfy
$(\check{W}^{L,M}\otimes 1)(1\otimes\check{W}^{K,M})(\check{W}^{K,L}\otimes 1)$
$=$ $(1\otimes\check{W}^{K,L})(\check{W}^{K,M}\otimes 1)(1\otimes\check{W}^{L,M})$ . (15)
$\ovalbox{\tt\small REJECT}^{LE}C$
$=$
Fix a base $|top_{\lambda,u}>\in \mathcal{P}_{\lambda top_{u}}^{\lambda}$ for each $\lambda$ and $u$ . We can define the pairing
$<,$ $>:(\mathcal{P}_{K})^{*}\otimes \mathcal{P}_{K*}arrow \mathcal{P}_{top_{u}}arrow C$
as the composition of $\check{W}^{K,K^{*}}$ and the identification map $|top_{\lambda,u}>arrow\rangle$ $1$ . Suppose
$\mathcal{P}_{\lambda K}^{\mu}\neq 0$ . Then for generic $\hslash$ this pairing is non-degenarate between $(\mathcal{P}_{\lambda K}^{\mu})^{*}$
and $\mathcal{P}_{\mu K*}^{\lambda}$ so that we can identify these spaces with each other. Take basis
$\{e_{\lambda a}^{\mu}\}_{a}$ of $\mathcal{P}_{\lambda K}^{\mu}$ and its dual basis (with respect to $<,$ $>$ ) $\{e_{\mu a}^{*\lambda}\}_{a}$ of $\mathcal{P}_{\mu K^{*}}^{\lambda}$ and
define the matrix element of $\check{W}$ as follows.
$\check{W}^{K,L}(e_{\lambda a}^{\mu}\otimes e_{\mu b}^{\nu})=\sum_{b’\mu’a’}e_{\lambda b}^{\mu’},$
$\otimes e_{\mu a’}^{\nu}\cdot\check{W}^{K,L}\{\begin{array}{lll}a \mu b\lambda \nu b \mu a\end{array}\}$
97
$(e_{\lambda a}^{\mu}\in \mathcal{P}_{\lambda K}^{\mu}, e_{\mu b}^{\nu}\in \mathcal{P}_{\mu L}^{\nu}.)$
$\}A$
Proposition 2 Let $K,$ $L$ are as in Propositon 1 and let $f(K, L)$ be the scalar
therein (10).
1. We have
$\check{W}^{L,K}\check{W}^{K,L}=f(K, L)\cdot id$ .
2. For each $\lambda$ and $\mu$ there exists a scalar $G_{\lambda}^{\mu}(K, top_{v})$ (resp. $G_{\lambda}^{\mu}(top_{u},$ $L)$ )
which is non zero for generic $u,$ $v$ and satisfies that
$\check{W}^{K,top_{v}}(b\otimes|top_{\mu,v}>)=|top_{\lambda,v}>\otimes b\cdot G_{\lambda}^{\mu}(K, top_{v})$ for any $b\in P_{\lambda K}^{\mu}$
(resp. $\check{W}^{L}(|top_{\lambda,u}>\otimes b)=(b\otimes|top_{\mu,u}>)\cdot G_{\lambda}^{\mu}(top_{u}, L)$ for any
$b\in \mathcal{P}_{\lambda top_{u},L}^{\mu})$ .
3. The crossing symmetry:
$\check{W}^{K,L}\{\begin{array}{lll}a \mu b\lambda \nu b \mu a\end{array}\}$ $=$ $\check{W}^{L,K^{*}}\{\begin{array}{lll}b \nu a’\mu \mu’a \lambda b’\end{array}\} \cdot\frac{f(K,L)}{G_{\lambda}^{\mu}’(L,top_{u})}$ (16)
$=$ $\check{W}^{L,K^{*}}\{\begin{array}{lll}b \nu a’\mu \mu’a \lambda b’\end{array}\} \cdot\frac{G_{\lambda}^{\mu’}(top_{u},L)}{f(L,K^{*})}$ (17)
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Proof. Proof of 1) is similar to the vertex case. 2) is trivial when $k=1$
because the space $\mathcal{P}_{\lambda\square _{u}}^{\mu}$ is at most one dimensional, and then the general case
follows. The fact that $G_{\lambda}^{\mu}(K, top_{v})\neq 0$ in generic follows from calculation. To
prove 3), as in the vertex case we use 1) and an elementary braid manipulation
to get
$\check{W}^{L,top_{u}}(1\otimes\Pi_{top_{u}})(\check{W}^{K,L}\otimes 1)=\Pi_{top_{u}}(1\otimes\check{W}^{L,K^{*}})\cdot f(K,L)$ .
$K$ $\llcorner$ $c^{r}$
CX











Remark. As in the vertex case we can define a non-degenerate pairing
$<,$ $>’:\mathcal{P}_{K*}’\otimes \mathcal{P}_{K}arrow \mathcal{P}_{top_{u+(k-n)\hslash}}arrow C$
by using $\check{W}^{K^{*}K}’,$ , where $K^{*’}$ is the same as before (14).
5 The incoming intertwining vectors
Fusion of the intertwining vector. Let $K=1_{u}^{k},$ $L=1_{v}^{l}$ , $top=1^{n}$ as before. Let




: $\mathcal{P}_{\lambda\coprod_{u_{1}}\coprod_{u_{2}}\cdots\coprod_{u_{k}}}^{\nu}=\oplus_{\mu_{1},\mu_{2}\cdots,\mu_{k-1}}\mathcal{P}_{\lambda}^{\mu_{\coprod_{u_{1}}^{1}}}\otimes \mathcal{P}_{\mu_{1}\square _{u_{2}}}^{\mu_{2}}\otimes\cdots\otimes \mathcal{P}_{\mu\coprod_{u_{k}}}^{\nu_{k-1}}$
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$arrow V(\coprod_{u_{1}})\otimes V(\square _{u_{2}})\otimes\cdots\otimes V(\square _{w_{k}})$ ,
then from the intertwining property (5) we have
$\pi_{1^{k}}\phi_{\lambda\square _{u}\square _{u+\hslash}\cdots\coprod_{u+(k-1)\hslash}}^{\nu}=\phi_{\lambda L_{+(k-1)\hslash}\cdots\square _{u+\hslash}\coprod_{u}}^{\nu}\Pi_{1^{k}}$ .
$=$
This implies that the image of the restriction $\phi_{\lambda K}^{\nu}$ $:=\phi_{\lambda\Pi_{u+(k-1)\hslash}\cdots\square _{u+\hslash}\square _{u}}^{\nu}|_{\mathcal{P}_{xK}^{\nu}}$
lies in $V(K)$ :
$\phi_{\lambda K}^{\nu}$ : $\mathcal{P}_{\lambda K}^{\nu}arrow V(K)$ . (19)
Generalizing the intertwining property of the original intertwining vector (5),
these ‘fused intertwining vectors’ intertwine the fused R-matrix and the fused
face operators: Let
$pr_{\lambda\mu 0}^{L,K_{\nu}}$ $:\oplus_{\mu’}\mathcal{P}_{\lambda L}^{\mu’}\otimes \mathcal{P}_{\mu K}^{\nu}arrow \mathcal{P}_{\lambda L}^{\mu 0}\otimes \mathcal{P}_{\mu 0K}^{\nu}$
denotes the projection and put
$\check{W}^{K,L}\{\begin{array}{lll} \mu \lambda \nu \mu \end{array}\}$ $:=pr_{\lambda\mu}^{L,K_{\nu}}\cdot\check{W}^{K,L}|_{P_{\lambda}^{u_{K}}\otimes P_{\mu}^{\nu_{L}}}$ : $\mathcal{P}_{\lambda K}^{\mu}\otimes \mathcal{P}_{\mu L}^{\nu}arrow \mathcal{P}_{\lambda L}^{\mu’}\otimes \mathcal{P}_{\mu K}^{\nu}$ .
Then it is easy to see that
$\check{R}^{K,L}\phi_{\lambda K}^{\mu}\otimes\phi_{\mu L}^{\nu}=\sum_{\mu’}\phi_{\lambda L}^{\mu’}\otimes\phi_{\mu K}^{\nu}\check{W}^{K,L}\{\begin{array}{lll} \mu \lambda \nu \mu \end{array}\}$ , (20)
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where the both hand sides are the operators $\mathcal{P}_{\lambda K}^{\mu}\otimes \mathcal{P}_{\mu L}^{\nu}arrow V(L)\otimes V(K)$ .
The incoming intertwining vectors. While the fused intertwining vectors
(19) may be called outgoing intertwining vectors because the space $V(K)$ ap-
pears there as the output of these quantities. In contrast with this, what we
would like to call ‘incoming’ intertwining vectors are the quantities
$\phi_{\lambda}^{\mu L}$ : $V(L)arrow \mathcal{P}_{\lambda}^{\mu L}$
that satisfy
$\phi_{\lambda}^{\mu L}\otimes\phi_{\mu}^{\nu K}\check{R}^{K,L}=\sum_{\mu’}\check{W}^{K,L}\{\begin{array}{lll} \mu’ \lambda \nu \mu \end{array}\} \phi_{\lambda}^{\mu’K}\otimes\phi_{\mu}^{\nu L}$ , (21)
$= \sum$
$V’$
and now we are in the position to construct them.
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First we substitute $k$ by $n-k$ and $l$ by $n-l$ in (20),
$\check{R}^{K^{*},L^{*}}\phi_{\nu K^{\wedge}}^{\mu}\otimes\phi_{\mu L*}^{\lambda}=\sum_{\mu’}\phi_{\nu L}^{\mu’}$. $\otimes\phi_{\mu K*}^{\lambda}\check{W}^{K^{*},L^{*}}\{\begin{array}{lll} \mu \nu \lambda \mu \end{array}\}$
and take the matrix elements: write
$\phi_{\lambda K}^{\nu}(e_{\lambda a}^{\nu})=\sum_{I}e^{I}(\phi_{\lambda K}^{\nu})_{I,a}\in V(K)$,
then we have
$\sum_{IJ}(\check{R}^{K^{*},L^{*}})_{J}^{IJ_{I’}}(\phi_{\nu K^{r}}^{\mu})_{Ia}(\phi_{\mu L*}^{\lambda})_{Jb}$
$= \sum_{\mu a’b’}(\phi_{\nu L^{*}}^{\mu’})_{J’b’}(\phi_{\mu K^{*}}^{\lambda})_{I’a’}\check{W}^{K^{*}L^{*}}\{\begin{array}{lll}a \mu b\nu \lambda b \mu a\end{array}\}$ .
We use the crossing symmetries (13), (18) in Corollaries 2, 4 to get:
$\sum_{IJ}(\check{R}^{K,L})_{J’I^{J’}}^{I}\frac{g(L,top_{u})g(K^{*},top_{v})}{f(K,L)f(L,K^{*})}$ . $(\phi_{\nu K^{\wedge}}^{\mu})_{Ia}(\phi_{\mu L*}^{\lambda})_{Jb}$
$= \sum_{\mu a’b’}(\phi_{\nu L^{s}}^{\mu’})_{J’b’}(\phi_{\mu K*}^{\lambda})_{I’a’}\check{W}^{K,L}\{\begin{array}{lll}a’ \mu’ b’\lambda \nu b \mu a\end{array}\}$ . $\frac{G_{\lambda}^{\mu}(L,top_{u})G_{\mu’}^{\lambda}(K^{*},top_{v})}{f(K,L)f(L,K^{*})}$
(22)
We need the following.
Lemma 1 $Let<\phi_{\mu top_{v}}^{\mu}>\in C$ be the coefficient in the formula
$\phi_{\mu top_{v}}^{\mu}e_{\mu top_{v}}^{\mu}=e_{top_{v}}<\phi_{\mu top_{v}}^{\mu}>$ ,
where $e_{\mu top_{v}}^{\mu}\in \mathcal{P}_{\mu top_{v}}^{\mu}$ (resp. $e_{top_{v}}\in V(top_{v})$ ) denotes a fixed basis of the one
dimensional space. Then we have the formula
$\frac{G_{\lambda}^{\mu}(K,top_{v})}{g(K,top_{v})}=\frac{<\phi_{\mu top_{v}}^{\mu}>}{<\phi_{\lambda top_{v}}^{\lambda}>}$ . (23)
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Proof. Recall the formula (20) for $l=n$ ,
$\check{R}^{K,top_{v}}\phi_{\lambda K}^{\mu}\otimes\phi_{\mu top_{v}}^{\mu}=\sum_{\mu’}\phi_{\lambda top_{v}}^{4’}\otimes\phi_{\mu K}^{\mu}\check{W}^{Ktop_{v}}\{\begin{array}{lll} \mu \lambda \mu \mu \end{array}\}$ .
Since $\dim P_{\lambda top_{u}}^{\mu}=\delta_{\lambda\mu}$ , the summand in the right hand side is zero unless
$\mu’=\lambda$ . Then the lemma follows if we take the matrix elements of the both
hand sides with using Proposition 2(2). $\square$
Applying (23) to (22) we have:
$\sum_{IJ}(\check{R}^{K,L})_{J’I^{J’}}^{I}\cdot(\phi_{\nu K*}^{\mu})_{Ia}(\phi_{\mu L*}^{\lambda})_{Jb}$
$=$ $\sum_{\mu a’b’}(\phi_{\nu}^{\mu’}\iota*)_{J’b’}(\phi_{\mu K*}^{\lambda})_{I’a’}\check{W}^{K,L}\{\begin{array}{lll}a’ \mu’ b’\lambda \nu b \mu a\end{array}\}$ . $\frac{G_{\lambda}^{\mu}(L,top_{u})G_{\mu’}^{\lambda}(K^{*},top_{v})}{g(L,top_{u})g(K^{*},top_{v})}$
$=$ $\sum_{\mu a’b^{l}}(\phi_{\nu L*}^{\mu’})_{J’b’}(\phi_{\mu K*}^{\lambda})_{I’a’}\check{W}^{K,L}\{\begin{array}{lll}a^{/} \mu^{/} b’\lambda \nu b \mu a\end{array}\}$ . $\frac{<\phi_{\mu top_{u}}^{\mu}><\phi_{\lambda top_{v}}^{\lambda}>}{<\phi_{\lambda top_{u}}^{\lambda}><\phi_{\mu top_{v}}^{\mu’}>}$
Deviding the both hand sides by $<\phi_{\mu top_{u}}^{\mu}><\phi_{\lambda top_{v}}^{\lambda}>we$ get
$\sum_{IJ}(\check{R}^{K,L})_{J’I^{j’}}^{I}\frac{(\phi_{\nu K^{*}}^{\mu})_{Ia}(\phi_{\mu L*}^{\lambda})_{Jb}}{<\phi_{\mu top_{u}}^{\mu}><\phi_{\lambda top_{v}}^{\lambda}>}=\sum_{\mu a’b’}\frac{(\phi_{\nu L^{r}}^{\mu’})_{J’b’}(\phi_{\mu K^{\wedge}}^{\lambda})_{I’a’}}{<\phi_{\mu top_{v}}^{\mu’}><\phi_{\lambda top_{u}}^{\lambda}>}\check{W}^{K,L}\{\begin{array}{lll}a’ \mu’ b’\lambda \nu b \mu a\end{array}\}$ .
Thus we obtained the desired incoming intertwining vectors (21):
Theorem 1 For each $\lambda,$ $\nu$ and $K=1_{u}^{k}$ define the operator
$\phi_{\lambda}^{\nu K}$ : $V(K)arrow \mathcal{P}_{\lambda K}^{\nu}$
$by$
$\phi_{\lambda}^{\nu K}(e^{I})$
$:= \sum_{a}e_{\lambda a}^{\nu}\frac{(\phi_{\nu K^{*}}^{\lambda})_{Ia}}{<\phi_{\lambda top_{u}}^{\lambda}>}$
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for each basis element $e^{I}\in V(K)$ , where $K^{*}$ $:=1_{u+k\hslash}^{n-k}(9)$ .
$T$
$[\langle \mathfrak{e}_{\lambda\alpha}^{*\nu}|4_{\lambda^{)}}^{\downarrow K}|e^{\iota}>$
$=\langle\in\#T|\phi_{\nu}^{x_{k^{r1e_{\nu a\rangle/\langle}^{X}}}}4_{\wedge b}^{\lambda}>$ $-]$
Then they satisfy
$\phi_{\lambda}^{\mu L}\otimes\phi_{\mu}^{\nu K}\check{R}^{K,L}=\sum_{\mu’}\check{W}^{K,L}\{\begin{array}{lll} \mu^{/} \lambda \nu \mu \end{array}\} \phi_{\lambda}^{\mu’K}\otimes\phi_{\mu}^{\nu L}$ ,
where the both hand sides are the opemtors $V(K)\otimes V(L)arrow \mathcal{P}_{\lambda L}^{\mu}\otimes \mathcal{P}_{\mu K}^{\nu}$ .
$\square$
By the construction incoming vectors and outgoing ones satisfy the follow-
ing duality relations [BKMS].
$\sum_{\lambda}\phi_{\lambda K}^{\mu}\phi_{\lambda}^{\mu K}=id_{V(K)}$ : $V(K)arrow \mathcal{P}_{K}arrow V(K)$ ,







We define the vector space
V: $=\Pi_{\mu\in h^{s}}C\delta^{\mu}$ (24)
with $\delta^{\mu}$ , the “delta function supported at $\mu\in h^{*}’$ , as its basis.
Theorem 2 For each $\lambda,$ $\mu\in h^{*}$ put
$\check{L}(K)_{\lambda}^{\mu}$ $:=\phi_{\lambda K}^{\mu}\phi_{\lambda}^{\mu K}$ : $V(K)arrow \mathcal{P}_{\lambda K}^{\mu}arrow V(K)$
for $K=1_{u}^{k}$ and $defin\dot{e}$ the operator








where $K=1_{u}^{k},$ $L=1_{v}^{l}$ and both hand sides are operators
$V(K)\otimes V(L)\otimes \mathcal{V}arrow \mathcal{V}\otimes V(L)\otimes V(K)$ .
In particular, putting $k=l=1$ the operator $\check{L}(\coprod_{v})$ gives an L-operator for
Belavin’s R-matrix $ffi^{\vee}u\square v$
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$L(C)_{\wedge}\vee r_{=}$
Proof. Remark that for each $\lambda,\check{L}(K)_{\mu}^{\lambda}=0$ for all but finite $\mu$ , which imply
that the operator $\check{L}(K)$ is well-defined.
Then by the intertwining properties (20) (21) we have the following for
each $\lambda$ and $\nu$ ,
$\sum_{\mu}\check{L}(L)_{\lambda}^{\mu}\otimes\check{L}(K)_{\mu}^{\nu}\check{R}^{K,L}$
$=$
$\sum_{\mu}(\phi_{\lambda L}^{\mu}\phi_{\lambda}^{\mu L})\otimes(\phi_{\mu K}^{\nu}\phi_{\mu}^{\nu K})\check{R}^{K,L}$
$=$
$\sum_{\mu}(\phi_{\lambda L}^{\mu}\otimes\phi_{\mu K}^{\nu})(\phi_{\lambda}^{\mu L}\otimes\phi_{\mu}^{\nu K})\check{R}^{K,L}$
$=$ $\sum_{\mu}\phi_{\lambda L}^{\mu}\otimes\phi_{\mu K}^{\nu}\sum_{\mu’}l\dagger^{\gamma KL}\vee\{\begin{array}{lll} \mu’ \lambda \nu \mu \end{array}\} \phi_{\lambda}^{\mu’K}\otimes\phi_{\mu}^{\nu L}$
$=$
$\check{R}^{K,L}\sum_{\mu’}(\phi_{\lambda K}^{\mu’}\otimes\phi_{\mu L}^{\nu})(\phi_{\lambda}^{\mu’K}\otimes\phi_{\mu}^{\nu L})$
$=$




This identity of operators $V(K)\otimes V(L)arrow V(L)\otimes V(K)$ implies the assertion.
$\square$
$=$
Remark. Recall the definition $V(1_{u}^{k}):=\pi_{1^{k}}(V(\square _{u})\otimes\cdots\otimes V(\coprod_{u+k\hslash}))$ ,where
$V(\coprod_{u})$ is just a copy of $C^{n}$ (section 3). This implies $V(1_{u+x}^{k})\cong V(1_{u}^{k})$ . Simi-
larly $\mathcal{P}_{\lambda 1_{u+x}^{k}}^{\mu}\cong \mathcal{P}_{\lambda 1_{u}^{k}}^{\mu}$ . So identify these spaces and denote them as $V(1^{k})$ $\mathcal{P}_{\lambda 1^{k}}^{\mu}$
respectively. Then we have the operator
$\check{L}(1_{u+x}^{k}, 1_{u}^{k})_{\lambda}^{\mu}$ : $=$ $\phi_{\lambda 1_{u+x}^{k}}^{\mu}\phi_{\lambda}^{\mu 1_{u}^{k}}$
$V(1^{k})\cong V(1_{u}^{k})arrow \mathcal{P}_{\lambda 1_{u}^{k}}^{\mu}\cong \mathcal{P}_{\lambda 1_{u+x}^{k}}^{\mu}arrow V(1_{u+x}^{k})\cong V(1^{k})$
and we can define $\check{L}(1_{u+x}^{k}, 1_{u}^{k})$ by $\check{L}(1_{u+x}^{k}, 1_{u}^{k})(v\otimes\delta^{\mu})$ $:=\Sigma_{\lambda}\delta^{\lambda}\otimes\check{L}(1_{u+x}^{k}, 1_{u}^{k})_{\lambda}^{\mu}(v)$
Adapting the above identification of spaces we can say that the operators
$\check{R}^{1_{u}^{k},1_{v}^{l}}$ and $\check{W}^{1_{u}^{k},1_{v}^{l}}$ depends only on their deference $u-v$ . Then we apply the
above proof and get
$(\check{L}(L_{+x}, L)\otimes 1)(1\otimes\check{L}(K_{+x}, K))(\check{R}^{K,L}\otimes 1)$
$=$ $(1\otimes\check{R}^{K,L})(1\otimes\check{L}(K_{+x}, K))(\check{L}(L_{+x}, L)\otimes 1)$,
where $K=1_{u}^{k},$ $K_{+x}=1_{u+x}^{k},$ $L=1_{v}^{l},$ $L_{+x}=1_{v+x}^{l}$ .
The $L$ operator given in this section defines a representation of the algebra
of L-operators [KS] on V (24). This is rather a large space but contains some
series of sub/quotient representations. First, we can restrict (the contragradi-
ent of) this representation to the space of quasi doubly periodic meromorphic
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functions on the weight space $h^{*}$ . This can be considered as a generalization
of series a) in Sklyanin’s work [S]. Second, letting $\hslash$ to be a rational num-
ber we get a “cyclic” representations from this, which generalize the series
b) in [S], and suggest the generalization of the Kashiwara-Miwa’s solution of
the star-triangle equation. We hope to discuss these important aspects of our
L-operator elsewhere.
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