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Applications of randomness such as private key generation and public randomness beacons require
small blocks of certified random bits on demand. Device-independent quantum random number
generators can produce such random bits, but existing quantum-proof protocols and loophole-free
implementations suffer from high latency, requiring many hours to produce any random bits. We
demonstrate device-independent quantum randomness generation from a loophole-free Bell test
with a more efficient quantum-proof protocol, obtaining multiple blocks of 512 bits with an average
experiment time of less than 5 min per block and with certified error bounded by 2−64 ≈ 5.42×10−20.
A fundamental feature of quantum mechanics is that
measurements of a quantum system can have random
outcomes even when the system is in a definite, pure
state. By definition, pure states are completely uncor-
related with every other physical system, which implies
that the measurement outcomes are intrinsically unpre-
dictable by anyone outside the measured quantum sys-
tem’s laboratory. The unpredictability of quantum mea-
surements is exploited by conventional quantum random
number generators (QRNGs) [1] for obtaining random
bits whose distribution is ideally uniform and indepen-
dent of other systems. The use of such QRNGs requires
trust in the underlying quantum devices [2]. A higher
level of security is attained by device-independent quan-
tum random number generators (DIQRNGs) [3, 4] based
on loophole-free Bell tests, where the randomness pro-
duced can be certified even with untrusted quantum de-
vices that may have been manufactured by dishonest par-
ties. The security of a DIQRNG relies on the physical
security of the laboratory to prevent unwanted informa-
tion leakage, and on the trust in the classical systems
that record and process the outputs of quantum devices
for randomness generation.
Since the idea of DIQRNGs was introduced in Col-
beck’s thesis [3], many theoretical DIQRNG protocols
have been developed—for a review see [5]. These pro-
tocols generally exploit quantum non-locality to certify
entropy but differ in device requirements, Bell-test con-
figurations, randomness rates, finite-data efficiencies, and
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the security levels achieved. We can classify protocols by
whether they are secure in the presence of classical or
quantum side information, in other words, by whether
they are classical- or quantum-proof.
The first experimental DIQRNG protocol was given
and implemented by Pironio et al. [6] with a detection-
loophole-free Bell test using entangled ions separated by
about 1 m. They certified 42 bits of classical-proof en-
tropy with error bounded by 0.01, where, informally, the
error can be thought of as the pre-experiment probabil-
ity that the protocol output does not satisfy the certi-
fied claim. This required about one month of experi-
ment time. To improve this result required the advent
of loophole-free Bell tests and much more efficient pro-
tocols. Such a protocol and experimental implementa-
tion with an optical loophole-free Bell test was given by
Bierhorst et al. [7] and obtained 1024 classical-proof ran-
dom bits with error 10−12 in 10 min. There have been
three demonstrations of quantum-proof DIQRNGs, all
with photons. The first two were subject to the local-
ity and freedom-of-choice loopholes [8]. They obtained
4.6 × 107 random bits with error 10−5 in 111 h [9], and
6.2 × 105 random bits with error 10−10 in 43 min [10],
respectively. The third was loophole-free and obtained
6.2× 107 random bits with error 10−5 in 96 h [11].
The quantum-proof experiments described above
aimed for good asymptotic rates. To approach the
asymptotic rate requires a very large number of trials
to certify a large amount of entropy. However, many
if not most applications of certified randomness require
only short blocks of fresh randomness. To address these
applications, we consider instead a standardized request
for 512 random bits with error 2−64 ≈ 5.42× 10−20 and
with minimum delay, or latency, between the request
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FIG. 1: A conceptual diagram of the CHSH Bell test.
and delivery of bits satisfying the request. In this work,
we consider only the contribution of experiment time to
latency. The previous quantum-proof DIQRNG imple-
mented with a loophole-free Bell test [11] would have
required at least 24.1 h of experiment time to satisfy the
standardized request (see Sect. D of the Appendix).
In this letter, we reduce the latency required to pro-
duce 512 device-independent and quantum-proof random
bits with error 2−64 by orders of magnitude. For this
purpose, we give a quantum-proof protocol based on
quantum probability estimation in the companion pa-
per (CP) [12] and here implement it with a loophole-free
Bell test. Unlike other demonstrations of quantum-proof
DIQRNGs, we conservatively account for adversarial bias
in the setting choices, and we show repeated fulfillment
of the standardized request. We obtained five successive
blocks of 512 random bits with error 2−64 and with an
average experiment time of less than 5 min per block.
Overview of theory. We give a high-level description of
the features of our protocol. For formal definitions and
technical details, see the CP [12]. Our protocol is based
on repeated trials of a loophole-free CHSH Bell test [13],
consisting of a source and two measurement stations A
and B (see Fig. 1). In each trial, the source attempts to
distribute an entangled pair of photons to the stations,
the protocol randomly chooses binary measurement set-
tings X and Y for the stations, the corresponding mea-
surements are performed, and the binary outcomes A and
B are recorded. We call Z = XY and C = AB the input
and output of the trial, respectively.
An end-to-end randomness generation protocol starts
with a request for k random bits with error . The user
then chooses a positive quantity σ (the entropy thresh-
old for success) and positive errors σ, x (the entropy
error and the extractor error, respectively) whose sum
is no more than . In order to satisfy the request, the
entropy threshold σ should be at least dk + 4 log2(k) +
4 log2(2/
2
x) + 6e according to Trevisan’s extractor [14]
based on the implementation of Mauerer, Portmann and
Scholz [15] that we refer to as the TMPS extractor (see
Sect. B of the Appendix). The user also needs to decide
the maximum number n of Bell-test trials to run. For
simplicity, we temporarily assume that a fixed number n
of trials will be executed, but in the implementation as
described in a later section we exploit the ability to stop
early.
After fixing the parameters defined in the previous
paragraph, a sequence of n Bell-test trials are executed,
and the inputs and outputs are recorded as Z = (Zi)
n
i=1
and C = (Ci)
n
i=1, where Zi and Ci are the input and out-
put of the i’th trial. Let E denote the “environment” of
the experiment, including any quantum side information
that could be possessed by an adversary. The entropy of
the outputs C is quantified by the quantum σ-smooth
conditional min-entropy of C given ZE [16]. We refer to
this quantity as the output entropy. The user can esti-
mate the output entropy as described in the next section
and check whether that estimate is at least σ. If not, the
protocol fails and a binary register P is set to P = 0;
otherwise, the protocol succeeds and P = 1.
When the protocol succeeds, we apply the TMPS ex-
tractor [15] to extract k random bits with error . The
TMPS extractor is a classical algorithm that is applied to
the outputs C as well as a random seed S, and produces
a register R. The final state of the protocol then consists
of the registers RSZPE. In the CP [12], we prove that
the protocol is sound in the following sense: The state of
RSZPE is within  in terms of the purified distance [17] of
an ideal state, where an ideal state is classical on RSZP
and satisfies that conditional on the success event P = 1,
RS is uniformly random and independent of ZE. For
the protocol to be useful, it is necessary that the proba-
bility of success is not small. With properly configured
quantum devices, it is possible to make this probability
exponentially close to 1 as a function of the number of
trials executed, a property referred to as completeness.
Soundness and completeness imply formal security of the
protocol.
Estimating entropy. In the CP [12], we develop the ap-
proach of certifying entropy by “quantum estimation fac-
tors” (QEFs), a general technique that encompasses pre-
vious certification techniques against quantum side infor-
mation [18, 19]. A QEF with a positive power β for a
sequence of n trials is a nonnegative function T of random
variables CZ that satisfies certain constraints involving
β (see Sect. A of the Appendix for the case of n = 1).
Informally, one main result in the CP [12] is that if at
the conclusion of the experiment the variable log(T )/β
takes a value at least h for some h > 0, then the output
entropy must be at least h − log(2/2σ)/β. Hence, for
estimating entropy it suffices to construct QEFs.
We refer to the set of all possible states of CZ and
E that can occur at the end of an experiment as the
“model” for the experiment. In practice, the model for a
sequence of trials is constructed as a chain of models for
each individual trial. QEFs then satisfy a chaining prop-
erty: If Fi(CiZi) is a QEF with power β for the i’th trial,
then the product
∏n
i=1 Fi(CiZi) is a QEF with power β
for the sequence of n trials. In the current work, we use
this property and always take the same QEF for each
executed trial. The CP [12] contains general techniques
for constructing models and trial-wise QEFs.
Experiment. Our setup, which is similar to that re-
ported in Refs. [7, 20], relies on polarization-entangled
photons generated through the process of spontaneous
parametric downconversion. A 775-nm-wavelength pi-
3cosecond Ti:Sapphire laser operating at a 79.3 MHz repe-
tition rate pumps a 20-mm-long periodically-poled potas-
sium titanyl phosphate crystal, cut for type-II phase-
matching, to produce degenerate photons at 1550 nm
in a Mach-Zehnder interferometer with a per-pulse prob-
ability of 0.0045. Tuning the polarization of the pump
allows us to create the non-maximally entangled state
|ψ〉 = 0.967 |HH〉 + 0.254 |V V 〉 at the output of the
beamsplitter. The photons are then distributed via opti-
cal fiber to Alice and Bob, whose labs are separated by
194.8±1.0 m (this is slightly further than in Refs. [7, 20],
see Fig. 2). At each lab, a fast QRNG with parity-bit
randomness extraction [21] is used to randomly switch
a Pockels cell-based polarization analyzer. The same
two QRNGs were used in Ref. [20]. Here, we have in-
corporated a more robust circuit to capture the latest
bit out of each QRNG with higher fidelity. To deter-
mine the time at which a QRNG starts, we make the
same assumptions about the memory of the QRNG as in
Ref. [20]. Alice’s polarization measurement angles, rela-
tive to a vertical polarizer, are a = 4.1◦ and a′ = 25.5◦,
and Bob’s are b = −a and b′ = −a′. These measure-
ment angles, along with the non-maximally entangled
state prepared, are chosen based on numerical simula-
tions of our setup to achieve an optimal Bell violation.
The photons are then detected in each lab using super-
conducting nanowire single-photon detectors, whose sig-
nals are recorded using time-tagging devices. The detec-
tors used by Alice and Bob have efficiencies greater than
90% [22]. The total system efficiencies for Alice and Bob
are 76.2 ± 0.3% and 75.8 ± 0.3%, allowing the detection
loophole to be closed.
To time the events in the experiment, a portion of the
pump laser running at the 79.3 MHz repetition rate is
sent to a fast photodiode. A circuit divides the frequency
of this signal by 800, and sends the signal to Alice and
Bob, who each use it as a clock to determine the start
of a trial and to time the operation of their QRNGs and
Pockels cells. This leads to a trial rate of approximately
100 kHz, which is limited by the maximum switching
speed of the Pockels cell drivers. Because photon pairs
have a chance of being produced every 12.6 ns, we can
increase the photon-detection probability by looking for
events in 11 successive pulses in every trial (the Pock-
els cells remain on for several hundred nanoseconds so in
principle over 80 successive pulses can be considered in a
trial). To avoid ringing effects when the Pockels cell first
turns on, we look at pulses 3 through 13 (determined be-
fore running the protocol based on the calibration data).
With this configuration, Bob completes his measurement
of the 11 pulses 222.3± 3.8 ns before information about
Alice’s setting choice travelling at the speed of light could
arrive at his station. Similarly, Alice completes her mea-
surement 315.5 ± 3.8 ns before information about Bob’s
setting choice could arrive at her location. Thus the lo-
cality loophole is closed.
The protocol assumes that Alice’s and Bob’s setting
choices are made with random bits whose deviation from
FIG. 2: Locations of Alice (A), Bob (B), and the source (S).
Faint grey lines indicate the paths that the entangled pho-
tons take from the source to Alice and Bob through fiber
optic cables. Alice’s and Bob’s time-tagging units are located
194.8±1.0 m away from one another. The light-green quarter
circles are the 2D projections of the expanding light spheres
containing the earliest available information about the ran-
dom bits used for Alice’s and Bob’s setting choices at the
trial. When Bob finishes his measurement, the radius of the
light sphere corresponding to the start of Alice’s QRNG has
expanded to 127.3± 0.5 m, after which it takes an additional
222.3 ± 3.8 ns before the light sphere will intersect Bob’s lo-
cation. Similarly, when Alice completes her measurement,
the light sphere corresponding to the start of Bob’s QRNG
has only reached a radius of 98.3 ± 0.5 m, and it will take
315.5 ± 3.8 ns more to arrive at Alice’s station. In this way,
the actions of Alice and Bob are spacelike separated.
uniform is bounded. That is, knowing all events in the
past light cone, one should not be able to predict the
next choice with a probability better than 0.5 + b. We
call b the (maximum) adversarial bias. In particular, the
protocol assumes that the quantum devices used cannot
have more prior knowledge of the random setting choices
than the adversarial bias for each trial. We make the
assumption that the adversarial and trial-dependent bias
of Alice’s and Bob’s QRNGs is bounded by b ≤ 1 ×
10−3. This assumption is supported in two ways: first
by a quantum statistical model of the QRNGs, validated
by measurements of the QRNG internal operation [21],
and second by the observation that the frequencies of
the output bits deviate from 0.5 by less than 6×10−5 on
average in a run of 21 min of trials.
Protocol implementation. The goal is to obtain k = 512
random bits with error  = 2−64. At each trial, the set-
ting choices X and Y are nominally uniformly random,
generated by the QRNGs at each station. To account for
adversarial bias in the QRNGs, we assume that each of X
and Y has a two-outcome distribution with probabilities
in the interval [0.5−1×10−3, 0.5+1×10−3]. The joint dis-
tribution of X and Y can be arbitrary as long as it lies in
4the convex envelope of joint distributions of two indepen-
dent binary variables where each variable’s distribution
satisfies the above bias assumption. Here we describe one
instance of the protocol. We heuristically split the final
error between the entropy error and the extractor error
according to σ = 0.8 × 2−64 and x = 0.2 × 2−64. To
extract k = 512 random bits with the TMPS extractor,
it suffices to set the entropy threshold to be σ = 1089.
The first stage of the protocol is calibration based on
the results preceding the first trial to be used for the
protocol. As a result of this calibration, we determine a
good trial-wise QEF and its power β, and fix the maxi-
mum number of trials n that can be used in the protocol.
See Sect. C of the Appendix for details.
Before proceeding to the next stage, we inspect the
parameters obtained for issues. If issues are found, we
can either recalibrate the experiment or wait for the ex-
periment to restabilize and redo the first stage without
declaring failure, but at the cost of additional time. For
this experiment, we decided ahead of time to aim for
five instances of the protocol, which succeeded without
requiring a delay for recalibration or stabilization.
The second stage consists of acquiring up to n trials.
After each trial i, we update the running log2-QEF value
Li =
∑i
j=1 log2(F (cjzj)), where cj and zj are the actual
values of variables Cj and Zj observed at the j’th trial.
According to our theory, the output entropy estimated
after the i’th trial is at least
(
Li−log2(2/2σ)
)
/β. One ad-
vantage of QEFs [12] is that we can stop the experiment
early as soon as the running entropy estimate surpasses
the threshold σ, that is,
(
Li − log2(2/2σ)
)
/β ≥ σ. If we
fail to satisfy this condition after n trials, the protocol
fails. Let nact be the actual number of trials executed.
The third and final stage consists of applying the
TMPS extractor to the trial outputs. The extractor in-
put is exactly m = 2n bits long and consists of the trial
outputs padded with zeros to 2n bits if nact < n. The
amount of seed required by the extractor is determined
by m, k and the extractor error x = − σ as instructed
in Sect. B of the Appendix.
Results. Ideally, the protocol would be applied concur-
rently with the acquisition of the experimental trials. In
this case, the trials were performed three months before
the protocol was fully implemented. About 89 min of ex-
perimental results were recorded. The results were stored
in 1 min blocks containing approximately 6 × 106 trials
each. The first 21 min were unblinded for testing the pro-
tocol, and the rest were kept in blind storage until the
protocol was fully implemented and ready to be used.
From the first 21 min we determined that a reliable
calibration requires at least 10 min of results preceding
to the first trial to be used. For the protocol, we loaded
the data and divided each 1 min block into 60 subblocks
of approximately 1 × 105 trials each. The protocol was
then designed to use integer multiples of these subblocks.
As mentioned, we decided ahead of time to run five in-
stances of the protocol. The first instance of the protocol
started producing randomness at the 22nd 1 min block.
TABLE I: Characteristics of the five protocol instances. The
number of subblocks is approximately the number of seconds
of experiment time required. The instance-independent pa-
rameters are σ = 1089, σ = 0.8 × 2−64 ≈ 4.34 × 10−20,
and x = 0.2 × 2−64 ≈ 1.08 × 10−20. The number of seed
bits provided to the extractor is 796322, of which 398161 bits
were used in each instance. The entropy rate is estimated by
Lnact/(βnact), where nact is the actual number of trials exe-
cuted in an instance, Lnact is the running log2-QEF value at
the end of an instance, and β is the power associated with the
trial-wise QEF determined at the calibration stage. The trial
rate in the experiment was approximately 100 kHz. Subblock
indices start at 0.
Instance First n/107 nact/10
7 Number Entropy
sub- of sub- rate/10−4
block blocks
1 600 5.25 2.32 233 6.07
2 833 4.74 3.76 379 3.78
3 1212 5.92 2.85 287 5.47
4 1499 6.20 2.83 285 5.53
5 1784 5.49 2.72 274 5.20
Each instance started at the first not-yet-used subblock
and used the previous 600 subblocks for calibration, then
processed subblocks until the running entropy estimate
surpassed the threshold σ. In each instance, this hap-
pened well before the maximum number of trials n de-
termined at the calibration stage was reached, leading to
success of the instance. We then applied the extractor to
the zero-padded trial outputs. The results are summa-
rized in Tab. I.
Discussion. The results from running our protocol in
Tab. I show that the experiment time required to ful-
fill the request for 512 quantum-proof random bits with
error 2−64 is less than 5 min on average, demonstrat-
ing a dramatic improvement over other quantum-proof
protocols and previous experiments. The only experi-
mentally accessible alternative quantum-proof protocol
is entropy accumulation [19]. This protocol requires a
“min-tradeoff function.” With the min-tradeoff function
given in the reference and for the distribution of trial
results CZ observed in our experiment, satisfying the re-
quest would have required at least 6.108 × 1010 trials,
corresponding to 169.7 h of experiment time. For com-
parison, the DIQRNG demonstration [11] with entropy
accumulation [19] would have required at least 24.1 h of
experiment time for the same task. The experiment of
Ref. [11] had a trial rate of 200 kHz, about twice as high
as ours. See Sect. D of the Appendix for the details.
A good way to compare the quality of the trials is by
the statistical strength, which is the minimum Kullback-
Leibler divergence of the experimental distribution of
trial results CZ from the local realistic distributions in a
Bell test [23, 24]. As explained in Ref. [25], the minimum
number of trials required to produce any randomness is
in many cases inversely proportional to the statistical
5strength. For our experiment, the statistical strength
is estimated to be 5.92 × 10−6, while for Ref. [11] it is
9.81 × 10−6. Thus, the rate and quality of the trials in
Ref. [11] does not explain the much higher latency.
In conclusion, we demonstrated five sequential in-
stances of the DIQRNG protocol. For joint (or com-
posable) security of the five instances, it suffices that the
quantum devices do not retain memory of what happened
during the previous instances. Without this assumption,
the joint security of the five instances can be compro-
mised as explained in Ref. [26]. In our implementation
such problems are mitigated by the limited ability of the
quantum devices to leak information about previous in-
stances of the protocol and by the definition of soundness
in terms of the purified distance rather than the conven-
tional trace distance, but the issues arising in chaining
protocols like ours need further investigation.
We have emphasized the importance of latency. To
produce a fixed block of random bits, latency is sim-
ply the time it takes for the protocol to fulfill the re-
quest. Above, we have neglected the classical computing
time required for calibration and extraction since this
can be made relatively small by using faster and more
parallel computers. For the current implementation the
time costs for extraction and calibration are detailed in
Sects. B and C of the Appendix. It is plausible that
one may be able to configure the devices and protocol
so that after an initial setup time, random bits are pro-
duced continuously at close to the asymptotic rate. We
refer to this as a streaming protocol. The implementa-
tion of a streaming protocol will need adjustments to the
definition of soundness and the error certificates. It is an
open problem to determine suitable adjustments. For a
streaming protocol, one can still ask how fresh the bits
produced are, namely what are the oldest trials whose
outputs influenced the bits. The latency is then deter-
mined by the age of these trials. Although random bits
are available on demand, it is still desirable that the bits
are as fresh as possible.
The latency of our protocol instances is still longer
than desirable. For example, the NIST public random-
ness beacon is set up to produce 512 fresh bits every
minute [27]. The latency for our setup is limited by the
rate at which we can implement random setting choices,
which in turn is limited by the Pockels cells. Since the
source produces pulses at a rate of 79.3 MHz and we can
use 10 successive laser pulses as a single trial without
reducing the statistical strength per trial, if the Pockels
cell limitation can be overcome, the latency could be re-
duced by a factor of about 80 with the current entangled
photon-pair source.
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7Appendix
A. Theory background
We consider a quantum device which has an input Z and an output C at each trial. For the CHSH Bell-test
configuration, the input consists of the random setting choices X and Y of Alice and Bob, while the output consists
of the corresponding outcomes A and B of both parties. That is, Z = XY and C = AB. The device has an internal
quantum state that is subsumed by the model below but does not appear explicitly. We therefore focus on the visible,
classical variables Z and C referred to as the trial results. The possible value that a classical variable takes is denoted
by the corresponding little-case letter. There is an external quantum system E carrying quantum side information.
We would like to certify randomness with respect to E and conditional on Z. For this, we need to know the correlation
between the results and the quantum system E. After each trial of the experiment, the joint state of the results and
E is a classical-quantum state
ρCZE =
∑
cz
|cz〉 〈cz| ⊗ ρE(cz), (1)
where ρE(cz) is the sub-normalized state of E given trial results cz. The trace tr
(
ρE(cz)
)
is the probability of observing
the results cz at a trial. In general, we consider the set of classical-quantum states that can occur. We refer to this
set as the “model” C for the trial results CZ and the side information in E.
We characterize the unpredictability of the output c given the system E and the input z by the sandwiched Re´nyi
powers, denoted by R1+β
(
ρE(cz)
∣∣ρE(z)) where β > 0 is a free parameter and ρE(z) = ∑c ρE(cz) (see our companion
paper (CP) [12] for the explicit expression). Our method relies on a nonnegative function F : cz 7→ F (cz), called the
“quantum estimation factor” (QEF). A QEF with power β satisfies the inequality∑
cz
F (cz)R1+β
(
ρE(cz)
∣∣ρE(z)) ≤ 1 (2)
at all states ρCZE in the model C. The above inequality is called the QEF inequality. The concept of a QEF generalizes1
techniques for certifying randomness against quantum side information used in previous works [18, 19].
We remark that when the quantum system E has the minimum dimension of one, the states ρE(cz) and ρE(z) specify
the probabilities µE(cz) and µE(z) of observing the results cz and z according to a distribution µE. The model C then
captures classical side information and specifies a set of probability distributions of CZ given E. In this case, the
QEF inequality (2) simplifies to ∑
cz
µE(cz)F (cz)µE(c|z)β ≤ 1. (3)
If a nonnegative function F : cz 7→ F (cz) satisfies this inequality at all probability distributions in the model C, then
F is a “probability estimation factor” (PEF) with power β as studied in Refs. [25, 28].
Let D be the quantum system of the device. The relevant model for CZE is induced by a family of input-dependent
positive-operator valued measures (POVMs) of D with an input Z that is “free” in the sense that Z is independent
of other classical variables and the quantum systems D,E. Before a trial, the joint of the quantum systems D and E
is described by a state ρDE which may depend on the previous trial results. Let PD,Z(C) be a family of Z-dependent
POVMs of D with outcome C. The specific family PD,Z(C) of POVMs may depend on the previous trial results.
However, each POVM PD,Z(C) in PD,Z(C) should be consistent with the behavior of the quantum device at the trial.
In the CHSH Bell-test configuration, Z = XY , C = AB, and the quantum system D can be decomposed into two
subsystems D1 and D2 held by Alice and Bob respectively. Hence, the POVM PD,Z(C) has a tensor-product structure
over the two subsystems D1 and D2. Furthermore, in a Bell test the non-signaling conditions [29, 30] are satisfied, so
the output of a local party is independent of the input of another local party. Therefore, for an arbitrary input z = xy
and output c = ab the POVM element is of the form PD1,x(a)⊗ PD2,y(b) where PD1,x(A) and PD1,y(B) are POVMs.
Given any input z, the joint state ρCE|z of the output C and the system E is induced by performing a measurement
1 The role of QEFs is similar to the role of the weighting terms in a weighted (1 + )-randomness function in Ref. [18], and is also similar
to the role of the registers DiDi in Ref. [19].
8PD,z(C) on the initial state ρDE. That is, for each z
ρCE|z =
∑
c
|c〉 〈c| ⊗ trD
(
ρDE (PD,z(c)⊗ 1E)
)
, (4)
where trD is the partial trace over the system D and 1E is the identity operator on the system E. The set of induced
states ρCE|z satisfying the above physical constraints is denoted by M(PD,z(C);E). Let D(Z) be a set of probability
distributions of Z at a trial. The specific set D(Z) may depend on the previous trial results. If the input Z is a free
choice with distribution ν(Z) ∈ D(Z) and for each z the state ρCE|z is in M(PD,z(C);E), then the final state of the
trial results CZ and the quantum system E is given by
ρCZE =
∑
z
ν(z) |z〉 〈z| ⊗ ρCE|z. (5)
We define the model C governing each trial in this work as the set of states of the above form with an appropriate set
D(Z) of input distributions with Z = XY as specified in the following paragraph.
At each trial of our experiment, X and Y are selected by QRNGs. The distributions of X and Y are each close to
uniform. Specifically, they satisfy |ν(x)− 1/2| ≤ b and |ν(y)− 1/2| ≤ b for all x, y = 0, 1. We call b the (maximum)
adversarial bias of the input random bits. For the model C, we allow an arbitrary joint distribution ν(XY ) as long as it
lies in the convex envelope of joint distributions of two independent binary variables where each variable’s distribution
satisfies the above bias constraints. It follows that the possible distributions of XY form a convex polytope with 4
extreme points. At these extreme points, the probability distributions are given by (p2, pq, pq, q2), (pq, q2, p2, pq),
(pq, p2, q2, pq), and (q2, pq, pq, p2) with p = 1/2+b and q = 1−p, where a distribution ν(XY ) is expressed as a vector(
ν(X = 0, Y = 0), ν(X = 1, Y = 0), ν(X = 0, Y = 1), ν(X = 1, Y = 1)
)
. We denote these four extremal distributions
by νk, k = 1, 2, 3, 4. We note that this convex polytope includes an open neighborhood of joint distributions at the
uniform distribution, including correlated ones. In view of the construction of the model C, every state ρCZE ∈ C
can be written as a convex combination ρCZE =
∑4
k=1 λkρ
(k)
CZE, where λk ≥ 0,
∑
k λk = 1, and the states ρ
(k)
CZE can
be expressed by Eq. (5) with ν(z) replaced by νk(z). By the joint convexity of sandwiched Re´nyi powers (Prop. 3 of
Ref. [31]), for all cz we have
R1+β
(
ρE(cz)
∣∣ρE(z)) ≤∑
k
λkR1+β
(
ρ
(k)
E (cz)
∣∣ρ(k)E (z)). (6)
Considering that a QEF satisfies F (cz) ≥ 0 for all cz, we obtain∑
cz
F (cz)R1+β
(
ρE(cz)
∣∣ρE(z))
≤
∑
cz
F (cz)
∑
k
λkR1+β
(
ρ
(k)
E (cz)
∣∣ρ(k)E (z))
=
∑
k
λk
∑
cz
F (cz)R1+β
(
ρ
(k)
E (cz)
∣∣ρ(k)E (z))
≤
∑
i
λi = 1. (7)
That is, the QEF inequality for F (CZ) at ρCZE is implied by the set of QEF inequalities at ρ
(k)
CZE, k = 1, 2, 3, 4.
For each fixed input distribution ν(Z), the set (or model) of states of the form in Eq. (5) is denoted by ν(Z) n
M(PD,Z(C);E). This model admits a computationally accessible characterization, see Thm. 8.1 of the CP [12]. Based
on this characterization, in Sect. 8.2 of the CP [12] we presented an effective algorithm to compute a tight upper
bound fmax on the sum
∑
cz F
′(cz)R1+β
(
ρE(cz)
∣∣ρE(z)) for all states ρCZE in the model ν(Z) nM(PD,Z(C);E) and
for an arbitrary non-negative function F ′ : cz 7→ F ′(cz). From the definition of QEFs, one can see that the function
F : cz 7→ F ′(cz)/fmax is a QEF for the model ν(Z) nM(PD,Z(C);E). For our current situation where the convex
set D(Z) has four extremal distributions νk, k = 1, 2, 3, 4, we can first apply the algorithm in Sect. 8.2 of the CP [12]
to compute a tight upper bound fmax,k on the sum
∑
cz F
′(cz)R1+β
(
ρE(cz)
∣∣ρE(z)) for all states ρCZE in the model
νk(Z) nM(PD,Z(C);E). Then, according to Eq. (7) the function F : cz 7→ F ′(cz)/fmax with fmax = maxk fmax,k
is a QEF for the model C which by construction is given as the convex closure of all the states in the models
νk(Z)nM(PD,Z(C);E), k = 1, 2, 3, 4.
9B. Quantum-proof strong extractor
Let C, S and R be random variables with the number of possible values denoted by |C|, |S| and |R|, respectively.
Define m = log2(|C|), d = log2(|S|) and k = log2(|R|). When C, S and R are bit strings, m, d and k are their
respective length. In the context of an extractor, C is its input, R is its output, and S is the seed, which has a
uniform probability distribution and is independent of all other classical variables or quantum systems. An extractor
is specified by a function E : (C, S) 7→ R. Before running the extractor, the joint state of C, S and E is described as
ρCE ⊗ τS , where ρCE =
∑
c |c〉〈c| ⊗ ρE(c) and τS is a fully mixed state of dimension 2d. After running the extractor,
the joint state of R, S and E is described as ρRSE =
∑
rs |rs〉〈rs| ⊗ ρE(rs).
The function E is called a quantum-proof strong extractor with parameters (m, d, k, σ, x) if for every classical-
quantum state ρCE with quantum conditional min-entropy H∞(C|E) ≥ σ, the joint distribution of the extractor
output R = E(C, S) and the seed S is close to uniform and independent of E where the purified distance between ρRSE
and τRS ⊗ ρE is less than or equal to x. Here τRS is a fully mixed state of dimension 2d+k and ρE is the marginal
state of E according to ρCE.
The above definition of quantum-proof strong extractors differs from others such as that in Ref. [15] by requiring
small purified distance instead of small trace distance. The definitions of both the purified and trace distances between
two quantum states are given in Sect. 3.2 of Ref. [32]. The purified distance can be extended to the previously traced-
out quantum systems such as that of the quantum devices used in the protocol. This extendibility helps to analyze the
composability of protocols involving the same quantum devices, see Sect. 5.1 of the CP [12] for detailed discussions.
We also remark that as the purified distance is an upper bound of the trace distance (see Prop. 3.3, Pg. 50 of Ref. [32]),
the above definition of quantum-proof strong extractors implies the definition in Ref. [15].
To make the extractor work properly, the parameters (m, d, k, σ, x) need to satisfy a set of constraints, called
extractor constraints. The extractor constraints always include that 1 ≤ σ ≤ m, d ≥ 0, k ≤ σ, and 0 < x ≤ 1. A
specific strong extractor with reasonably low seed requirements is Trevisan’s strong extractor [14], which is proved
to be quantum-proof in Ref. [33]. Here we use Trevisan’s strong extractor based on the implementation of Mauerer,
Portmann and Scholz [15] that we refer to as the TMPS extractor ETMPS. To run the TMPS extractor, additional
extractor constraints are
k + 4 log2(k) ≤ σ − 6 + 4 log2(δx),
d ≤ w2 max
(
2, 1 +
⌈
log2(k − e)− log2(w − e)
log2(e)− log2(e− 1)
⌉)
, (8)
where δx is the desired upper bound on the trace distance between ρRSE and τRS ⊗ ρE, w is the smallest prime larger
than 2dlog2(4mk2/δ2x)e, and e is the base of the natural logarithm. To ensure that the purified distance is at most
x, we set δx = 
2
x/2 according to the relation between the purified and trace distances as stated in Prop. 3.3, Pg. 50
of Ref. [32]. We remark that the first extractor constraint in Eq. (8) is according to the 1-bit extractor based on
polynomial hashing, which is directly from Ref. [15], while the second extractor constraint is according to the block-
weak design presented in Ref. [15] after considering the improved construction of a basic weak design of Ref. [34]. In
our numerical implementation of the TMPS extractor, the extraction of 512 random bits with error 2−64 took about
20 seconds on a personal computer for each instance of the protocol.
C. Calibration details
Our goal is to obtain k = 512 random bits with error  = 2−64 with the least number of trials. To achieve this goal,
we set the smoothness error to be σ = 0.8 ≈ 4.34 × 10−20 and the extractor error to be x = 0.2 ≈ 1.08 × 10−20.
The splitting ratio 0.8/0.2 in these identities was not optimized; instead it was chosen heuristically. To satisfy the
constraints of the TMPS extractor (see Eq. (8) of Sect. B), the amount of quantum σ-smooth conditional min-entropy
to be certified is σ = 1089 bits. Therefore, before each instance of the protocol we aim to minimize the expected
number of trials required to certify the desired amount of quantum smooth entropy.
For this, we first determine an input-conditional distribution ν(C|Z) by maximum likelihood using the calibration
data and assuming independent and identically distributed (i.i.d.) calibration trials. We enforce the requirement that
the distribution ν(C|Z) with C = AB and Z = XY satisfy non-signaling conditions [29] and Tsirelson’s bounds [35].
To obtain ν(C|Z), we need to solve a convex-optimization problem (see Eq. (163) of Ref. [28]).
Second, we determine a good QEF and its power β. For this, we assume the trial results in the data to be analyzed
are i.i.d. with the input-conditional distribution ν(C|Z) found above and with the uniform input distribution, that
is, p(z) = 1/4 for each z = xy. We denote the distribution of each trial’s results by ν(CZ). Given a QEF F (CZ) with
power β and a target probability distribution ν(CZ) at each trial, according to our theory the amount of quantum
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σ-smooth conditional min-entropy certified after n trials is expected to be nEν log2(F (CZ))/β− log2(2/2σ)/β, where
E is the expectation functional. Therefore, the expected number of trials required to certify σ = 1089 bits of quantum
σ-smooth conditional min-entropy is given by
nexp =
βσ + log2(2/
2
σ)
Eν
(
log2(F (CZ))
) . (9)
In principle, we can choose the QEF and its power such that the number nexp is minimized. However, such an
algorithm has not yet been well developed. Instead, we determine a good QEF in the following way. We replace
the QEF F (CZ) with a PEF F ′(CZ) with the same power β in the expression of nexp, and we minimize nexp over
the PEFs and the power β. The PEF F ′(CZ) is constructed for the classical model for a trial which includes all
distributions satisfying non-signaling conditions [29], Tsirelson’s bounds [35], and the specified adversarial bias b
with free setting choices. The optimization over such PEFs and the power β is effectively solvable, see Sect. VIII of
Ref. [28]. Once we obtain the optimal PEF F ′(CZ) and its power β, according to the method discussed in Sect. A
we can find the scaling factor fmax such that the function F : cz 7→ F ′(cz)/fmax is a valid QEF even considering the
adversarial bias in the setting choices. We found that fmax is indistinguishable from 1 at high precision. Thus, the
obtained QEF performs as well as the optimal PEF used.
We remark that the above use of the i.i.d. assumption is only for determining a good QEF, while in our analysis
of experimental data the i.i.d. assumption is not invoked. To ensure the probability of success is high even if the
experimental distribution of trial results CZ drifts slowly with time, we conservatively set the maximum number of
trials that can be used in the protocol to n = 2nexp, where nexp is the expected number of trials required with the
optimal PEF found.
In our numerical implementation, the time cost for finding the maximally likely input-conditional distribution
ν(C|Z) and the optimal PEF F ′(CZ) with its power β at each instance of the protocol was about two seconds on a
personal computer, which is negligible. However, it took time to determine a tight upper bound on fmax in order to
ensure that the performance of the resulted QEF is as close as possible to that of the PEF used. We implemented the
algorithm presented in Sect. 8.2 of the CP [12] with parallel computation in Matlab. According to the algorithm, the
least upper bound and the greatest lower bound on fmax are iteratively updated. At each iteration, we first need to
divide a 2-dimensional searching region into t subregions and perform a computation for each subregion independently.
Then the bounds on fmax could be updated according to the algorithm. This division and computation step can be
implemented in parallel. The parameter t is free and reflects the tradeoff between the time cost and the computational
resource cost. In our implementation, we used 81 parallel workers and so we set t = 81. At each instance of the
protocol, the certification that fmax ∈ [1, 1 + 4× 10−8] at the numerical precision of 2−52 ≈ 2.22× 10−16 with Matlab
took about 39 min. We also verified the obtained bounds on fmax with Mathematica at the precision of 10
−32. This
verification consumed about 4.5 min on a personal computer for each instance.
D. Performance of entropy accumulation
Entropy accumulation [19] is another experimentally accessible protocol for certifying smooth conditional min-
entropy with respect to quantum side information. The implementation of entropy accumulation requires a “min-
tradeoff function” fmin. We studied the performance of entropy accumulation with the class of min-tradeoff functions
in Ref. [19]. Given the expected violation (Iˆ−2) > 0 of the CHSH Bell inequality [13], a lower bound κ on the success
probability of the entropy accumulation protocol, and the smoothness error σ, the expected number of i.i.d. trials
with the uniform input distribution required to certify σ bits of quantum smooth conditional min-entropy according
to entropy accumulation is denoted by nEAT,σ. The explicit expression for nEAT,σ is given in Eq. (S34) of our previous
work [25]. For convenience and completeness, we restate the result as follows:
nEAT,σ = min
3/4≤pt≤(2+
√
2)/4
nEAT,σ(pt), (10)
where nEAT,σ(pt) is defined by
g(p) =
{
1− h
(
1
2 +
1
2
√
16p(p− 1) + 3
)
p ∈ [3/4, (2 +√2)/4]
1 p ∈ [(2 +√2)/4, 1] ,
fmin (pt, p) =
{
g (p) p ≤ pt
d
dpg(p)
∣∣
pt
p+
(
g(pt)− ddpg(p)
∣∣
pt
pt
)
p > pt ,
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v(pt, , κ) = 2
(
log2 9 +
d
dp
g(p)
∣∣
pt
)√
1− 2 log2(κ) ,
nEAT,σ(pt) =
(v(pt, σ, κ) +√v(pt, σ, κ)2 + 4σfmin (pt, Iˆ/8 + 1/2)
2fmin
(
pt, Iˆ/8 + 1/2
) )2 ,
where h(x) = −x log2(x)− (1− x) log2(1− x) is the binary entropy function.
We estimate the number of trials required by entropy accumulation when σ = 1089 and σ = 0.8 × 2−64 ≈
4.34×10−20. We observe that the smaller the value of κ, the larger the value of nEAT,σ becomes when other parameters
are fixed. So, we optimistically set κ = 1 in the entropy accumulation protocol. From the first 21 min unblinded data
for testing our protocol we estimate the CHSH violation (Iˆ − 2) = 1.142 × 10−3. Then nEAT,σ=1089 = 6.108 × 1010,
which would have taken 169.7 h of experiment time with the trial rate of 100 kHz used in the current work. For
the DIQRNG implemented with a loophole-free Bell test of Ref. [11], from Table VI therein we estimate the CHSH
violation (Iˆ − 2) = 2.141× 10−3. So, nEAT,σ=1089 = 1.737× 1010, which would have taken 24.1 h of experiment time
with the trial rate of 200 kHz used in Ref. [11].
