Many problems in processor scheduling, deamortization, and buffer management can be modeled as single-and multi-processor cup games.
INTRODUCTION
A cup game [1, 12, 15, 17, 18, 27, 33, 34 ] is a multi-round game in which there there are n cups, each initially empty, and two players. In each round, the filler distributes water to cups subject to some constraints, and then the emptier removes water from the cups subject to other constraints. For example, the filler may be constrained to add a total of at most one unit of water per round, while the emptier may be constrained to remove water from at most one cup.
The high-water mark after a given round is the maximum amount of water in any cup. The emptier's goal is to minimize the high-water mark and the filler acts as an adversary. In a cup game where the emptier uses a randomized strategy, the filler is oblivious; that is, the filler does not know the random choices made by the emptier (and thus does not know the state of the cups).
In this paper, we focus on two cup games that naturally arise in the study of processor scheduling [1, 18, 27] . These games (and their relaxations) have also appeared in a variety of other applications, ranging from deamortization [3, 4, 17-19, 24, 25, 32] , to buffer management in network switches [5, 21, 23, 33] , to quality of service in real-time scheduling [1, 8, 27] .
The single-processor cup game. Consider n threads, where some amount of work arrives per round among the threads and the scheduler picks one thread to execute. The total volume of work that arrives per step is 1−ε, where ε is called the resource-augmentation parameter, and the total work scheduled is 1. Rephrasing the problem as a cup game, at each step the filler may distribute up to 1−ε of water among all of the cups, and the emptier may select a cup and remove up to 1 units of water from it. In this context, the high-water mark is often referred to as the backlog.
The single-processor cup game and its variants have been studied extensively [1, 8, 17, 18, 29] . Notably, if the emptier follows the greedy algorithm and always removes water from the fullest cup, then the backlog does not exceed O(log n) [1] . In fact, this remains true even when ε = 0. It is further known that no matter the value of ε, no deterministic algorithm can do better, even by an additive constant (see the variant of the lower bound presented in [12] and [18] ). 1 Our single-processor results. We show that the performance of the greedy emptying algorithm for the single-processor cup game can be exponentially improved with a small amount of randomization: After each step, and for any k ≥ Ω(log(1/ε)), the emptier achieves backlog at most O(k) with probability at least 1 − O(2 −2 k ), and thus the backlog does not exceed O(log log n) with high probability in n (i.e., probability 1 − 1/poly(n)) as long as ε ≥ Ω(1/polylog n). Moreover, we show that these bounds are optimal, meaning that no algorithm can obtain the same probabilistic bounds for asymptotically smaller backlogs.
The algorithm, which we call the smoothed greedy algorithm, works as follows: The emptier begins the game by artificially adding to each cup j a random quantity r j ∈ [0, 1]. 2 The emptier follows the deterministic greedy algorithm, except with a small but critical modification: If the fullest cup contains less than one unit of water, then the emptier does not remove any water at all.
This simple algorithm gives a smoothed-analysis explanation for why real-world systems should be expected to exhibit good behavior when following greedy strategies. Indeed, randomly perturbing the start-state of the cups is enough to give the deterministic algorithm the guarantees of the (optimal) randomized algorithm. In this sense, our randomized algorithm can be interpreted as a smoothed analysis of the standard greedy algorithm.
The small amount of resource augmentation used by the smoothed greedy algorithm makes it robust to the setting in which cups begin in a bad initial starting state. In particular, we show that if b units of water are maliciously placed into cups at the beginning of the game, then for steps t > b ε , the b units of water have no affect on the guarantees given by the algorithm.
The multi-processor cup game. The version of the same scheduling question with p > 1 processors has proved to be much harder to analyze [1, 8, 27, 29] . The corresponding cup problem can be stated as follows. In each step of the multi-processor cup game, the filler distributes (1 − ε)p units of water among the cups with at most 1 − δ units of water in any given cup, where δ ≥ 0, and the emptier picks p cups and removes a unit of water from each.
Note that if the filler is allowed to distribute water to cups arbitrarily, then the backlog is unbounded: the filler places more than one unit of water in cup 1 at each step, while the emptier can only remove a single unit from that cup. We include the restriction that δ ≥ 0 to exclude infeasible instances of the multi-processor cup game.
The difficulty of analyzing the multi-processor cup game stems from the restriction that the emptier remove at most one unit of 1 The fact that the bounds are unaffected by the choice of ε has led past authors to implicitly either take ε to be zero [1, 8, 29] or to be very large [12, 17, 18] . Combining the lower bound for the latter case with the upper bound for the former, one obtains the result for all ε with no additional work. 2 Many of our algorithms assume the ability to select random real thresholds in the range [0, 1). In [10] we describe how to use low-precision thresholds in order to achieve the same guarantees, thereby reducing the number of random bits to Θ(log n) per threshold.
water from each cup. This models the serial nature of each thread in the scheduling problem: distinct processors cannot make progress on the same thread simultaneously, even if that thread has a vastly greater backlog of work than its peers. As noted by Liu [29] and by later authors [8, 27] , this adds a "surprising amount of difficulty" to the scheduling problem. Providing provable backlog guarantees for the multi-processor cup game has been a long-standing open problem [1, 8, 27, 29] . Our multi-processor results. We prove that the greedy Emptyfrom-Fullest-Cups algorithm for the multi-processor cup game achieves a backlog of O(ε −1 log n) for any 0 < ε < 1 and δ ≥ 1 poly(n) . When ε is constant, we show that this is provably optimal up to constant factors.
Turning to randomized algorithms, we encounter an unexpected phenomenon: There exists a constant c > 0 such that if 1/2 ≥ ε ≥ p −1/3 , and 2 −cε 2 p < δ < 1, then there exists an algorithm that guarantees after each step a backlog of at most 3 with probability at least 1 − 2 −Ω(ε 2 p) .
We further extend the guarantees of our randomized algorithm to bound the probability of larger backlogs. Namely, if δ ≥ 1 poly(p) , then after each step our algorithm achieves backlog O(k/ε) with probability at least 1 − O e −e k . Additionally, in the case where ε is constant, we prove lower bounds establishing that our probabilistic guarantees give optimal bounds, up to constant factors in the backlog k and in p.
As in the single-processor case, we show that the smoothed greedy algorithm is robust in the sense that if it starts in a bad initial state, it quickly recovers to a low backlog. In particular, suppose b units of water are maliciously placed into cups at the beginning of the game. Then the above guarantees for the multi-processor smoothed greedy algorithm hold after any step t ≥ 2b/δ , except with an additional failure probability of 2 −Ω(t 1/6 ) . A relaxed game for deamortization: the cup-emptying game. Cups games have been extensively used to analyze deamortization schemes of [3, 4, 17-19, 24, 25, 32] . In this setting, a relaxation of the single-processor cup game, which we call the cup-emptying game, is often used. In the cup-emptying game, the emptier is permitted to remove all of the water from a cup at each step, rather than just a single unit.
As in the single-processor cup game, a greedy emptier-who always empties from the fullest cup-can keep the backlog to O(log n) [17] . Using a more sophisticated randomized algorithm, the emptier can maintain the backlog at O(log log n) with high probability in n after any given round of the game [18] . Relationship with our results. Deitz et al. [18] pose finding a simpler algorithm as an open problem. Since the cup-emptying game is a relaxation of the single-processor cup game, our randomized algorithm provides a resolution to this open problem. Our algorithm additionally improves on the prior work by offering probability bounds of any backlog k, rather than applying only to k = log log n.
The cup-emptying game offers more power to the emptier than do the scheduling games. Consider, for example, the "multiprocessor" version of the cup-emptying game, in which the filler places p units of water among cups and then the emptier flushes the water from p cups. A solution to the "multi-processor" version follows trivially from the solution to the "single-processor" version, since the emptier can simply simulate the water poured by the filler as appearing in chunks of size one over the course of p steps, and then perform the corresponding p cup flushes (some of which may be to the same cup as each other). In contrast, the standard techniques for analyzing the single-processor cup game do not seem to generalize to the multi-processor case, and indeed the latter has remained open until now.
Other related work. Adler et al. [1] , who proved the O(log n) bound on the backlog in the single-processor cup game, also considered a relaxation of the multi-processor cup game in which the p units of water removed by the emptier need not be from distinct cups, establishing a tight bound of Θ(log n) backlog for this problem (without the use of clairvoyance or resource augmentation). As noted by [8] , however, this relaxed version of the problem can be reduced to the single-processor version of the same question, and is thus primarily interesting from the perspective of lower bounds rather than upper bounds.
Litman and Moran-Schein [27] proved a formal separation between the relaxed version and the non-relaxed versions, establishing that a deadline-based algorithm (which is completely clairvoyant) does provably worse in the multi-processor setting when it is not permitted to run the same thread on multiple processors concurrently. Litman and Moran-Schein [27] also showed that if the emptier in the multi-processor cup game is semi-clairvoyant, with knowledge of when the next 1 + 1/δ units of water arrive in each cup, then a simple deadline-based algorithm achieves backlog O(1+1/δ ). Providing provable guarantees for a fully non-clairvoyant emptier has, until now, remained open [1, 8, 27, 29] .
In the context of packet-switching, Bar-Noy et al. [6] considered a variant of the single-processor cup game in which the filler is unconstrained as to how much water can be placed in the cups at each step, but must always place water in integer amounts. Rather than providing absolute bounds on backlog, which would be impossible, they show that the greedy algorithm achieves an O(log n) competitive ratio. Moreover, they show that no online algorithm, including randomized algorithms, can do better. Several of the same results were also discovered concurrently by Fleischer and Koga [20] . Subsequent work has considered weaker adversaries [16] .
Extensive work has also focused on variants of the cup games in which the arrival rates are fixed [7-9, 22, 26, 28, 31] . That is, each cup j receives the same amount c j at each step t. Baruah et al. [8] present a polynomial-time algorithm (per step of the game) that the emptier can follow in order to guarantee a maximum backlog of O(1) in the single-processor cup game with fixed rates.
Some papers have explored variants of the multi-processor cup game in which the cups form the nodes of a graph, and the constraints on the emptier are a function of the graph structure [12] [13] [14] [15] . This setting models multiprocessor scheduling with conflicts between tasks [14, 15] and some problems in sensor radio networks [12] .
Recently, cup-emptying games have been used to model memoryaccess heuristics in databases [11] . Here, whenever the emptier removes the water from a cup, the water is then redistributed according to some fixed probability distribution. The emptier's goal is ensure that the expected amount of water in the cup being emptied is large.
A SMOOTHED ALGORITHM FOR THE SINGLE-PROCESSOR CUP GAME
In the deterministic greedy algorithm for the single-processor cup game, the emptier removes water from the fullest cup at each step. It was proved by Adler et al. [1] that the greedy algorithm achieves backlog O(log n) at all times, independently of ε ≤ 1/2, and the lower bound [12, 18] shows that no deterministic algorithm can do better, regardless of the choice of ε.
In this section, we show that randomization allows us to play this deterministic greedy game on a smaller effective set of cups, thus achieving an exponentially lower backlog.
Smoothed greedy algorithm. At the start of the game, the emptier selects random starting states r 1 , . . . , r n ∈ [0, 1), and places r j water in each cup j. (This can, of course, be simulated rather than actually performed.) We refer to the randomization of the starting states as the smoothing. The emptier follows the deterministic greedy algorithm of emptying from the fullest cup with a small but critical modification: if the fullest cup contains less than one unit of water, then the emptier does not remove any water at all.
This modification ensures that the actions of the emptier do not affect the fractional amount of water (i.e., the amount of water modulo 1) in each cup, a property that plays a critical role in the analysis.
The smoothing, which is only performed once at the start, results in stronger bounds on the backlog, as follows: Theorem 1. For all ε ≤ 1/2, t ∈ N, and k ≥ 3 log 1 ε , the probability that the smoothed greedy algorithm has backlog at least k after step t is (1/2) 2 Ω(k ) .
Corollary 1.
For ε = Ω(1/polylog(n)) and every step t, the backlog is O(log log n) at step t with high probability in n.
As we will see, the smoothed greedy algorithm also maintains the bound of the deterministic greedy algorithm, deterministically guaranteeing that the backlog never exceeds O(log n).
In order to prove Theorem 1, we define a cup game where the number of cups can change dynamically: arbitrarily many new empty cups may be added by the filler at the beginning of each step, and empty cups are removed at the end of a step. We call this the dynamic single-processor cup game and prove: Lemma 1. Suppose the emptier follows the greedy algorithm in the dynamic single-processor cup game, and let n t be the number of cups present after the t-th step in the game. Then, for any ε, the fullest cup after the t-th step contains O(log n t ) water.
Proof. To analyze the dynamic cup game G, we consider instead the dynamic cup game G ′ occurring on the cups in G containing more than one unit of water. The fill of each cup in G ′ is one smaller than the fill of the corresponding cup in G. We wish to show that the backlog after the t-th step in game G ′ is at most O(log n t ), the number of cups in G. The key insight is that, whenever a cup is removed from G, the game G ′ must contain no cups (since no cups in G can contain more than one unit of water). Thus we can think of the game G ′ as restarting whenever the game G has a cup removed. On the other hand, if we consider a sequence of steps t 1 + 1, . . . , t 2 in which G ′ initially contains no cups, and in which the number of cups in G gradually increases from n t 1 to n t 2 , then G ′ never contains more than n t 2 cups during that sequence. Thus G ′ has backlog trivially bounded by O(log n t 2 ) after step t 2 using the standard bound for the greedy algorithm on n t 2 cups. □
The smoothed greedy algorithm can be viewed as playing an instance of the dynamic single-processor cup game on the active cups, where we define a cup to be active if the cup contains more than one unit of water, and inactive otherwise. In the dynamic game, each active cup is taken to contain one fewer units of water than the cup actually contains, and the inactive cups are considered to be empty and removed from the game. A cup is added to the dynamic game when the filler makes it active. Bounding the number of active cups by 2 k will then yield a backlog of O(k).
The difficulty in bounding the number of active cups directly is that there may be a series of time steps during which the emptier removes water primarily from cups containing more than two units of water, thereby failing to make those active cups inactive, but during which the filler manages to increase the number of active cups significantly.
Rather than bounding the number of active cups directly, we instead bound a different quantity, which we call the integer fill. Define f j (t) to be the amount of water in cup j after step t. The integer fill after step t is n j=1 ⌊ f j (t)⌋, that is, the number of integer thresholds crossed within the cups. The integer fill upper bounds the number of active cups, since each active cup contributes at least 1 to the integer fill.
The integer fill is more tractable to bound than the number of active cups because, at each step, the emptier reduces the integer fill by one, unless the integer fill is already zero. This property ensures that, in order for the integer fill to exceed 2 k after a step t, the following must be true: There must be some ℓ > 0 so that in the ℓ steps leading up to t (inclusive), at least 2 k + ℓ integer thresholds were crossed by the filler 3 . We call any ℓ satisfying the latter property a 2 k -backlog witness.
To bound the probability that there exists a backlog witness ℓ > 0, we first bound the probability that any fixed cup crosses an integer threshold during a given step. Define c j (t) to be the amount of water inserted into cup j by the filler during a step t. Recall that in the smoothed greedy algorithm, the emptier always removes water in integer quantities. Thus, the amount of water modulo 1 in a cup j after step t is
regardless of the actions of the emptier. From Eq. 1 we see that, although the random quantity r j of water is inserted into the cup j only once at the start of the game, it continues to randomize the amount of water modulo 1 at each step t. This yields the following lemma:
Lemma 1. The probability that cup j crosses an integer threshold in step t is exactly c j (t), the amount of water placed into the cup. Moreover when one cup crosses thresholds is independent of when other cups do.
Proof. By Eq. 1, an integer threshold is crossed in cup j if and only if r j + t i=1 c j (i) (mod 1) ∈ [0, c j (t)). Since the quantity on the left side is uniformly distributed in [0, 1), the probability of a threshold crossing is exactly c j (t).
□ By Lemma 1, the expected number of thresholds crossed during any given step t is j c j (t) ≤ 1 − ε.
Integer-threshold crossings are not independent between steps, however. For example, if the filler places 1/2 a unit of water in cup j during a step, and then another 1/2 a unit of water in cup j during the next step, then exactly one of the two steps will cross an integer threshold in cup j.
Nonetheless, we can analyze t consecutive steps together and express the number of integer thresholds crossed as a sum of independent indicator random variables. Define x = x − ⌊x⌋ to be the fractional part of x for any non-negative real number x. If u j water is placed in cup j during the t steps, then the cup contributes ⌊u j ⌋ indicator random variables that are deterministically set to 1, and one indicator random variable whose value is 1 with probability u j . This is captured formally in Lemma 2.
Lemma 2. Consider a sequence of t consecutive steps in the cup game in which the emptier follows the smoothed greedy algorithm. Then the number of integer thresholds crossed during the t steps can be expressed as a sum of independent zero-one random variables with total mean at most (1 − ε)t.
Proof. Let ℓ, ℓ + 1, . . . , ℓ + t − 1 be the indices of the steps being considered. For any cup j, let a j denote the total amount of water placed in the cup by the filler prior to the ℓ-th step, and let b j denote the amount of the water placed in the cup during steps ℓ, . . . , ℓ+t −1. That is, a j = s <ℓ c j (ℓ) and b j = ℓ ≤s <ℓ+t c j (ℓ). Since r j units of water are poured into each cup j at the beginning of the game, the total amount of water placed in the cup prior to step ℓ is r j + a j , and the total amount of water placed in the cup prior to step ℓ + t is r j + a j + b j . The emptier only ever removes integer amounts from a cup, meaning that the number of integer thresholds crossed in the steps ℓ, . . . , ℓ + t − 1 is independent of which steps the emptier targeted cup j in. Indeed, the precise number of integer thresholds crossed in cup j is given by
The first ⌊b j ⌋ units of water poured into the cup during the steps ℓ, ℓ + 1, . . . , ℓ + t − 1 will cross ⌊b j ⌋ integer thresholds in total. The final b j units of water poured will cross an integer threshold if and only if
This, in turn, occurs if and only if r j + a j ∈ [1 − b j , 1). Because r j + a j is uniformly random (based on r j ), the probability of an extra threshold crossing is a j . Therefore, the number of integer thresholds crossed in cup j can be written as a sum of indicator variables
where each X i takes value 1 with probability one, and where Y is an indicator variable taking value 1 with probability a j , depending on r j . Noting that the r j 's are independent between cups completes the proof. □ Applying Lemma 2, we can bound the probability that there exists a backlog witness ℓ > 0.
Lemma 3. For any m ≥ 1/ε 3 , the probability that the integer fill after step t is m or greater is at most 2 −Ω(m 1/3 ) .
Proof. Let
When ℓ ≤ m, the probability that S ℓ ≥ ℓ + m is exponentially small in m:
where the final inequality uses a Chernoff bound. By a union bound, the probability that any ℓ ≤ m is a m-backlog witness is at most
On the other hand, when ℓ > m, the probability that S ℓ ≥ ℓ + m is exponentially small in ε 2 ℓ:
where the second to final inequality uses a Chernoff bound. Summing over all ℓ > m yields a geometric series. Specifically,
Assuming m ≥ 1/ε 3 , this becomes e −Ω(m 1/3 ) .
Combining the cases of m ≤ ℓ and m > ℓ, the probability that there exists a m-witness is at most e −Ω(m) +e −Ω(m 1/3 ) ≤ e −Ω(m −1/3 ) , as desired. □
Putting the pieces together, we can complete the proof of Theorem 1.
Proof of Theorem 1. Consider k such that 3 log 1 ε ≤ k, meaning that 1/ε 3 ≤ 2 k . By Lemma 3, with probability at least 1 − e −Ω(2 k /3 ) , the integer fill after step i is at most 2 k . Since the integer fill is at least as large as the number of active cups, it follows that there are at most 2 k active cups. Applying Lemma 1 to the active cups, we get that the backlog is at most O(k), as desired. □
DETERMINISTIC RESULTS FOR THE MULTI-PROCESSOR CUP GAME
Recall that the multi-processor cup game works as follows. At each step the filler is allowed to distribute up to (1 − ε)p units of water among the cups, placing up to 1 − δ units in any individual cup; and then the emptier is permitted to remove up to one unit of water from each of up to p distinct cups. As in the single-processor cup game, the emptier's goal is to minimize backlog. In this section we analyze the (deterministic) greedy algorithm for the multi-processor cup game, in which the emptier's strategy is to simply always remove (up to) one unit of water from the p fullest cups. We show the following: Theorem 2. For ε ∈ (0, 1) and δ ≥ 1 poly(n) , the greedy algorithm achieves maximum backlog O( 1 ε log n) on a multi-processor cup game with n cups.
To introduce the approach for proving Theorem 2, we begin by revisiting the single-processor cup-emptying game [18] .
Revisiting the Cup-Emptying Game
Recall that in each step of the cup-emptying game, the filler distributes one unit of water among the cups, and then the emptier removes all of the water from some cup. A result that has found numerous applications in deamortization is that, if the emptier follows the greedy algorithm, then the backlog is O(log n) [3, 4, 17-19, 24, 25, 32] . In this subsection, we present a new proof of the result. In additional to bringing new intuition to the problem, our proof also has the property that it can easily be adapted to work even if the emptier does not remove from the fullest cup at each step but instead removes from a cup whose fill is within O(1) of the maximum.
Recall that f j (t) denotes the amount of water in cup j after step t. The key insight in the proof is to examine the potential function,
We will show that ϕ(t) does not exceed O(n) by proving that at the end of each step t, either ϕ(t) < ϕ(t − 1), or no cup contains more than 2 units of water (and thus ϕ(t) ≤ O(n)). The bound on ϕ(t) prevents any single cup from ever having fill greater than O(log n).
To simplify the proof, we actually use a slightly different potential function,
Using this potential function, the proof proceeds as follows. Consider a given step i. Let ℓ be the fill of the fullest cup after the filler takes their turn. Assume that ℓ ≥ 2; otherwise no cup contains more than 2 units of water, in which case ϕ(t) = O(n). The water added to the cups increases the potential by at most 1.1 ⌈ℓ ⌉ over ϕ(t − 1). On the other hand, the emptier removes during step t at least 2 units of water from the fullest cup, thereby decreasing the potential by at least
Thus the potential after step t satisfies ϕ(t) ≤ ϕ(t − 1).
Since either ϕ(t) = O(n) or ϕ(t) ≤ ϕ(t − 1) for each t > 0, and since ϕ(0) is trivially 0, the potential ϕ(t) = O(n) for all t ≥ 0. This, in turn, implies that f j (t) ≤ O(log n) for all cups j and steps t.
Proving Theorem 2
The proof of Theorem 2 generalizes the ideas from the previous section.
Proof of Theorem 2. Define the potential function,
We prove that ϕ(t) ≤ O(poly(n)) for all t. This, in turn, bounds each f t (j) to be at most O(log 1+ε poly(n)) = O( 1 ε log n). For a given step t, we consider two cases separately: Case 1: The emptier removes a full unit of water from each of p cups during step t. In this case, we break the emptying in step t into three substeps, beginning after the filler has taken their turn: (1) The emptier identifies the p fullest cups D = {d 1 , . . . , d p }; (2) The emptier removes from each of the cups d i any water that was poured into it during step t; (3) The emptier removes additional water so that a total of one unit has been removed from each of the cups d 1 , . . . , d p . Note that the assumption of Case 1 guarantee that substep (3) is well defined.
Let h denote the fill of the emptiest cup in the set {d 1 , . . . , d p } at substep (1). Let ℓ be amount of water that the filler places in cups outside of D, which thus remain in the system after substep (2). The total contribution of the ℓ units of water to the potential can be at most ℓ(1 + ε) ⌈h ⌉ .
The amount of water removed in substep (2) is at most p · (1 − ε) − ℓ = p − (ℓ + εp). Thus at least ℓ + εp further units of water are removed during substep (3). The removal of water that occurs in substep (3) decreases the potential by at least
Thus the potential ϕ(t) at the end of step t satisfies ϕ(t) ≤ ϕ(t −1). Case 2: At no point during step t do p or more cups contain one or more units of water. Call the cups that contain more than one unit of water at the end of the step the heavy hitters. Any water placed in non-heavy hitters during step t can increase the potential by at most 2n in total. On the other hand, any water that is placed in a heavy hitter during step t is then immediately removed by the emptier. Additionally, the emptier removes from each heavy hitter at least δ units of water that were present at the beginning of the step. If the fullest heavy hitter has fill ℓ at the beginning of the step, then this removal will reduce the potential by at least
Recall that δ ≥ 1 poly(n) . Thus there exists a constant c such that if ℓ ≥ c log 1+ε n, then the δ -unit removal of water will decrease the potential by at least 2n. This forces ϕ(t) < ϕ(t − 1).
If, on the other hand, ℓ ≤ c log 1+ε n, then the total potential ϕ(t) at the end of step t can be at most
(1 + ε) ⌈x ⌉ dx ≤ poly(n).
In both Case (1) and Case (2), at the end of each step t, the total potential ϕ(t) is either bounded by poly(n), or satisfies ϕ(t) ≤ ϕ(t − 1). It follows that the potential ϕ(t) is always bounded by poly(n), thereby completing the proof. □ 4 A RANDOMIZED ALGORITHM FOR THE MULTI-PROCESSOR CUP GAME.
In this section, we present a randomized algorithm for the multiprocessor cup game. Our algorithm achieves constant backlog with probability at least 1 − 2 −Ω(ε 2 p) . In particular, when ε is constant, this brings the probability of super-constant backlog down to exponentially small in p. In contrast, in the single-processor case, no bounds on constant backlog can be achieved with better than constant probability. The main result of this section is:
There exists a constant c > 0 such that if 1/2 ≥ ε ≥ p −1/3 and 2 −cε 2 p < δ < 1, then there exists an algorithm for the multi-processor cup game that guarantees, after each step, a backlog of at most 3 with probability at least 1 − 2 −Ω(ε 2 p) .
In the rest of the section, we motivate and define the algorithm used in Theorem 3 and give an overview of the algorithm's analysis; the full proof appears in [10] .
For algebraic convenience, we consider a slight modification to the role that δ and ε play: specifically, at each step the filler distributes (1 − ε)p units of water among the cups, placing no more than one unit in any cup (rather than 1 − δ ); and the emptier then selects up to p + 1 (rather than p) distinct cups and removes up to 1 + 2δ from each (rather than 1). We call the multi-processor cup game with these modified resource-augmentation parameters the renormalized multi-processor cup game. Although the renormalized multi-processor cup game is not simply a rescaling of the multi-processor cup game, theorems about the renormalized multiprocessor cup game can nonetheless be reinterpreted as theorems about the multi-processor cup game; this is explained in detail in the extended paper [10] .
The power of many players. We begin by presenting intuition for why having a large number of players might enable a backlog of O(1). Consider a game in which, at each step, the filler distributes (1 − ε)p units of water, placing no more than one unit in any cup; and the emptier then selects p cups to remove one unit of water from. (Notice that, for now, δ = 0.) Suppose the emptier follows the smoothed greedy algorithm. Since the number of integer thresholds crossed within each step of the smoothed greedy algorithm is a sum of independent 0-1 variables, whose total mean is (1 − ε)p, the probability of more than p thresholds being crossed in a single step is at most e −ε 2 p/6 by Chernoff bounds. Moreover, if a given t has the property that each step 1, 2, . . . , t has individually crossed p or fewer integer thresholds, then the emptier is able to maintain an integer fill of 0 at the end of each of the steps. By a union bound over the steps 1, . . . , t, it follows that, with probability at least 1 − 2 −Ω(ε 2 p) , the backlog after each of the first 2 Ω(ε 2 p) steps is at most 1.
The difficulty of unbounded game lengths. Analyzing the smoothed greedy algorithm becomes more difficult when we consider games of longer length. When the filler crosses more than p integer thresholds during a given step, we call the threshold crossings after the first p surplus crossings. Surplus crossings force the emptier to try to catch up on later steps. However, a cup that is not fixed at step t because of surplus crossings might have another threshold crossing at step t + 1; since the emptier can undo at most one threshold crossing per cup per step, the emptier is then unable to fully catch up during step t + 1. More generally, even when the integer fill of the system is large, if it is distributed over fewer than p distinct cups, then the emptier is not be able to reduce the integer fill by a full p, which limits the emptier's ability to catch up on undoing past surplus crossings.
Mitigating surplus crossings with resource augmentation.
Giving the emptier part of its final resource augmentation, so that they can remove 1 + δ units of water from each cup (rather than the 1 + 2δ augmentation that will be used later in the section), helps the emptier catch up in the face of surplus crossings.
This augmentation also removes an important property of the algorithm, however, which is that the emptier's emptying decisions should not affect the fractional amount of water within each cup (i.e., the amount of water modulo 1).
To handle this issue, we redefine the notion of an integer threshold as follows: if the total amount of water placed into cup j by the filler in the first t steps is denoted by a j (t), then cup j crosses an integer threshold in step t if and only if ⌊r j + a j (t)⌋ > ⌊r j + a j (t − 1)⌋. For each cup j, maintain a counter w j denoting the number of integer thresholds currently crossed. The counter w j is incremented whenever an integer threshold is crossed and is reduced to max(w j − (1 + δ ), 0) whenever water is removed from the cup. Given the new definition of integer thresholds, the new emptying algorithm removes water from the p cups with largest counters w j , removing min(w j , 1 + δ ) units of water from each. (This differs from Section 2, in which we ignore cups with less than 1 unit of water.)
The updated definition of integer thresholds allows for the emptier to make progress 1 + δ at reducing the number of integer thresholds in a given cup on a given step. Additionally, for simplicity of bookkeeping, the emptier is permitted to remove water from up to p + 1 cups at each step, rather than p. The ability to remove from a (p + 1)-st cup, along with the δ resource augmentation, together ensure that if there are surplus integer thresholds to catch up on during a given step (i.e., some counter w j is non-zero at the beginning of the step), the emptier makes at least δ progress towards catching up (i.e., the sum of the counters is at least δ smaller at the end of the step than at the start).
A new goal: bounding the surplus crossings. Call ℓ > 0 a backlog witness if the number of surplus crossings in steps t − ℓ + 1, . . . , t is greater than δ ℓ/2. The key to analyzing the algorithm after step t is to show that, with probability 1 − 2 −Ω(ε 2 p) , no ℓ > 0 are backlog witnesses. In particular, the emptier's algorithm is designed to make progress roughly δ at each step towards undoing any damage caused by past surplus crossings; if no ℓ > 0 are backlog witnesses, then we are guaranteed that after step t the emptier has successfully handled all surplus thresholds from the past (i.e., the sum of the counters w j is 0 at the end of step t).
Whereas threshold crossings are independent between cups, surplus crossings require that at least p + 1 cups all have thresholds crossed simultaneously. The lack of independence makes proving a concentration inequality potentially difficult. This prompts us to make one further modification to the algorithm.
Modifying the algorithm to make far-away crossings within a cup independent. Consider the following (re)definition of threshold crossings. Define uniformly random thresholds r j (i) ∈ [i, i + 1) for each cup j and each i ∈ 0, 1, 2, . . ., and then say that cup j crosses a threshold at step t whenever a j (t − 1) < r j (i) ≤ a j (t)
for some i. This definition of threshold crossings adds independence between successive threshold crossings in a given cup but has one major issue: the filler could cause a single cup j to cross two thresholds in the same step; this increases the counter w j by 2, which causes the emptier to fall behind because they are only able to decrease the counter by 1 + δ .
To resolve this issue, our actual algorithm uses a different layout of thresholds in which no two thresholds are within less than one of each other, while still maintaining independence between far-away thresholds. We assume w.l.o.g. that 1/δ ∈ N. Set the threshold r j (0) to be null in each cup j (i.e., nonexistent). For every m ∈ N such that m ≡ 1 mod (1 + 1/δ ), select a random value s j (m) ∈ [0, 1), and set
We say that cup j crosses a threshold at step t whenever there is some non-null r j (i) for which a j (t − 1) < r j (i) ≤ a j (t).
The assignment of thresholds ensures that each step crosses at most one threshold in each cup, while also limiting to at most 1/δ the number of successive threshold crossings (in a given cup) that depend on the same random bits (i.e., on a given s j (i)). The gaps that are inserted every 1/δ thresholds mean that only 1/δ thresholds are crossed for every 1/δ + 1 units of water poured into each cup. This discrepancy can be handled by giving the emptier a small amount of additional resource augmentation, allowing them to remove 1 + 2δ units of water from each cup, rather than just 1 + δ .
The final algorithm works as follows: for every cup j, the algorithm maintains a threshold counter w j , initially set to 0, which is incremented by 1 + δ every time the cup crosses a threshold. The counter is reduced by the emptier (but never below 0) as follows: whenever the emptier empties from a cup j, they set w j = max(w j − (1 + 2δ ), 0). When selecting which cups to empty from, the emptier selects arbitrarily from cups j for which w j ≥ 1 + 2δ , and, if there are fewer than p + 1 such cups, chooses the remaining cups (for which w j < 1 + 2δ ) by maximum w j .
Analyzing the algorithm. Recall that, in order to prove that the emptier keeps up with the filler and maintains a constant backlog, our goal is to bound the probability of there existing a backlog witness ℓ > 0 by 2 −Ω(ε 2 p) .
Let 0 < д < 1 be a sufficiently small constant. The case of ℓ ≤ 2 дε 2 p is easily handled as a special case. In particular, by a union bound over the 2 дε 2 p steps leading up to step t, none of them have any surplus crossings (with probability at least 2 дε 2 p 2 −Ω(ε 2 p) = 2 −Ω(ε 2 p) ) and thus no ℓ ≤ 2 дε 2 p is a backlog witness.
The difficulty in analyzing the algorithm is therefore to bound the probability of any ℓ > 2 дε 2 p being a backlog witness. Define T t to be the number of surplus thresholds crossed during a step t. We complete the proof by demonstrating strong concentration bounds on the number t m=t −ℓ+1 T m of surplus crossings within a sequence of ℓ steps. Specifically, we wish to show that, with probability 1 − 2 −Ω(ε 2 p) , we have t m=t −ℓ+1 T m ≤ δ ℓ/2 for all ℓ > 2 дε 2 p , thereby prohibiting any ℓ > 2 дε 2 p from being a backlog witness.
To prove a concentration bound, we use McDiarmid's inequality (i.e., Azuma's inequality applied to Doob Martingales) [2, 30] . McDiarmid's inequality says that if a random variable Y can be expressed as a function F (X 1 , . . . , X k ) of independent random variables X 1 , . . . X k , and if each X j 's value can affect F (X 1 , . . . , X k ) by at most some bounded amount c, then a Chernoff-style concentration bound holds for Y :
Define a threshold collection with random value s j (i) to be the set of thresholds r j (i) whose random offset modulo 1 is determined by s j (i). Define the hitting capacity of a threshold collection H in a cup j to be the expected number of threshold in H to be crossed during steps t − ℓ + 1, . . . , t. (Note that the hitting capacity is a function only of how much water the filler places into cup j at each step, and not a function of the emptier's behavior.)
A first attempt at applying McDiarmid's inequality might go as follows. Define Y = t m=t −ℓ+1 T m to be the number of surplus crossings in the ℓ steps leading up to and including t. Notice that Y can be written as a function F of the random values s j (i) of each of the threshold collections with non-zero hitting capacities. As a loose bound, there are at most n +ℓp threshold collections with nonzero hitting capacities, since in order for a cup j to have h > 1 such threshold collections, at least (h − 1) units of water must have been poured into the cup during the steps t − ℓ + 1, . . . , t (that way the water could cross the threshold-less gap between the collections). Moreover, the random value of each threshold collection can affect the number of surplus crossings Y addititively by at most 1/δ , since the random value s j (i) controls when at most 1/δ different threshold crossings occur. Thus, we can apply McDiarmid's inequality with c = 1/δ and k = n + ℓp.
Since E[Y ] is small relative to δ ℓ/2, we wish to apply McDiarmid's inequality with R ≈ δ ℓ/2. In order for McDiarmid's inequality to be useful, we need for R 2 c 2 k to be large. Expanding the quantity gives,
If n is large relative to ℓ 2 , then we run into a problem, which is that the number k of random variables to which we are applying McDiarmid's inequality is too large for McDiarmid's inequality to be useful. If, on the other hand, n is small (say, n ≤ ℓp), then
is assumed by Theorem 3 to be sufficiently small in 2 O (ε 2 p) .) Thus if we assume that n ≤ ℓp, then McDiarmid's inequality bounds the probability of ℓ being a backlog witness by 2 −Ω( √ ℓ) for each ℓ > 2 дε 2 p ; this probability is small enough that a union bound over all ℓ ≥ 2 дε 2 p completes the proof of the theorem.
To handle the case of ℓp ≪ n, we modify our application of McDiarmid's inequality in order to reduce the number of random variables k to O(ℓp), without significantly increasing c. Specifically, we express Y as a function of random variables X 1 , . . . , X pℓ+1 where each X s corresponds with the random values s j (i) of some set of threshold collections, rather than with just a single random value. That is, we partition the threshold collections into components Q 1 , . . . , Q pℓ+1 , and then define for each component Q s a random variable X s that contains the random values of the threshold collections in the component Q s . The key is to design the partition Q 1 , . . . , Q pℓ+1 so that McDiarmid's inequality can subsequently be applied. This is accomplished by assigning threshold collections that are likely to have substantial effect on Y to their own components, and then grouping together large sets of threshold collections that are not expected to have substantial effect on Y into other components. Formally, this is accomplished by assigning threshold collections with hitting capacity 1 or greater to their own partition components, and then grouping together threshold components with hitting capacities less than 1 so that the sum of the hitting capacities within each partition component is between 1 and 2. We show that with high probability in ℓp, no individual X s has substantial effect on the outcome of Y (i.e., an additive effect of more than O(δ −1 + log(ℓp))), allowing us to obtain the desired concentration bound via McDiarmid's inequality. The full argument appears in the extended paper [10] .
Bounding the probability of super-constant backlog. We conclude the section by extending the algorithm analysis to the probability of arbitrary backlogs occurring. In the algorithm described above, it there are multiple cups containing super-constant amounts of water (i.e., cups for which w j ≥ 1 + 2δ ), the emptier may select which of them to empty out of arbitrarily. We define the multiprocessor smoothed greedy algorithm to be the strategy in which, when deciding between cups of equal priority, the emptier always chooses the fullest cups.
poly(p) , and 2 −cε 2 p < δ < 1, the multi-processor smoothed greedy algorithm on n cups for the (renormalized) multi-processor cup game has the following guarantee: for any value k ≥ log p and for any step t, the backlog is O(k/ε) after step t with probability at
The analysis combines ideas from each of the previous sections. We consider a dynamic version of the multi-processor cup game being played on the cups containing 4 + δ or more units of water. The number of cups involved in the game at the end of a step t is upper bounded by the number of surplus thresholds that have been crossed in the past without being subsequently accounted for by the emptier. Concentration bounds for the number of cups in the dynamic game can thus be proven using extensions of the ideas used to prove Theorem 3. Combining this with an analysis of the deterministic greedy algorithm for the dynamic multi-processor cup game, we obtain the desired bound on backlog.
LOWER BOUNDS
In this section we discuss strategies that the filler can follow in order to maximize backlog, regardless of the algorithm followed by the emptier. When ε is a positive constant, the resulting bounds establish that the algorithms for the emptier given in the preceding sections are optimal up to constant-factor changes in the backlog and in p.
Consider a cup-emptying game on n cups in which at each step, the filler is allowed to distribute p/2 units of water among the cups, and then the emptier is allowed to select p cups and remove all of the water from each of them. We call this the universal emptying game on p processors and n cups. Lower bounds for the universal emptying game easily port to lower bounds for the single-processor cup game and the multi-processor cup game (played with arbitrary ε for the single-processor variant, and with arbitrary ε ≤ 1/2 and δ for the multi-processor variant).
We begin with a lower bound for the universal emptying game when the filler is an adaptive adversary.
Theorem 5. Consider the universal emptying game on p processors and n cups, where n is a multiple of p. There is an adaptive strategy for the filler that accomplishes a backlog of Θ log n p after step n p − 1.
Proof. The strategy that the filler follows is a simple variant on the strategy used by past authors in the single-processor cup game [12, 18] . At the beginning of each step t, the emptier has so far removed water from (up to) p(t − 1) cups. The filler ignores these cups, and distributes p/2 units of water among the n −p(t − 1) cups that have never had water removed from them. This continues until the end of the n p -th step, at which point every cup has been emptied.
After the t-th step, there are n − pt cups each containing
water. It follows that at the end of step n p − 1 some cup has fill at least
□ Theorem 5 implies that our backlog upper bound of O 1 ε log n (given by Theorem 2) for the multi-processor cup game is optimal (up to constant factors in the backlog) when ε ≤ 1/2 is a positive constant and n ≥ p 2 . This is captured formally in the following corollary.
Corollary 2. For n ≥ p 2 , any deterministic emptying strategy for the multi-processor cup game played on n cups must have worst-case backlog at least Ω(log n).
Next, we generalize Theorem 5 to the case where the filler is an oblivious adversary, meaning the filler is unable to see which cups the emptier has removed water from. Theorem 6. Consider the universal emptying game on p processors and n cups. For any k such that 2p ≤ k ≤ n and such that k is a multiple of p, there is an oblivious strategy for the filler that accomplishes a backlog of Θ log k p after step k p − 1 with probability at least
Proof. In order to achieve a backlog of Θ log k p , the filler considers only the cups 1, . . . , k and attempts to follow the same construction as presented in the proof of Theorem 5. The caveat is that the filler must now guess during each step which p (or fewer) cups the emptier selected in the previous step. Since the filler is concerned only about the first k cups, it suffices for the filler to guess after each step t a p-element subset S t ⊆ [k] such that during the t-th step, S t contains the cups in [k] out of which the emptier emptied. The number of options for each S t is k p . Thus the filler can successfully simulate the adaptive lower-bound construction on k cups with probability at least
□ Applying Theorem 6 with the appropriate choices of parameters yields two interesting corollaries. Corollary 3 implies that Theorems 1 and 4, which upper bound the backlog of the smoothed greedy algorithm and the multi-processor smoothed greedy algorithm, are optimal (up to constant factors in the backlog and p) when ε ≤ 1/2 is a positive constant.
Corollary 3. Consider the p-processor multi-processor cup game on n cups with ε ≤ 1/2. For any k satisfying log p ≤ k ≤ log n, there is an oblivious pouring strategy that guarantees after after some step a backlog of at least Ω(k) with probability at least 2 −2 k .
Corollary 4 ensures that Theorem 3, which ensures in the multiprocessor cup game a backlog of three or smaller with probability at least 1 − e −Ω(ε 2 p) , is optimal (up to constant factors in p) when ε ≤ 1/2 is a positive constant. This is captured formally in the following corollary.
Corollary 4. Consider the p-processor multi-processor cup game with ε ≤ 1/2. For any constant c, there is an oblivious pouring strategy that guarantees after at some step a backlog of at least c with probability at least 2 −O (p) .
RECOVERY FROM BAD STARTING STATES
We now revisit the single-processor cup game and the multiprocessor cup game when the starting state of the cups is nonempty. In particular, suppose that b units of water have already been dispersed among the cups arbitrarily before the game begins. Theorems 7 and 8 establish that in both games the system can quickly recover from such a starting state.
Theorem 7.
Consider the single-processor cup game beginning from a starting state in which b units of water have already been dispersed arbitrarily among the cups. Suppose ε ≤ 1/2 and consider some value k ≥ 0 such that 3 log 1 ε ≤ k. Then for t > b ε , the probability that the smoothed greedy algorithm has backlog k or greater after step t is at most (1/2) 2 Ω(k ) .
Theorem 8. Consider the (renormalized) multi-processor cup game beginning from a starting state in which b units of water have already been dispersed arbitrarily among cups. Set each counter w j (0) in the multi-processor smoothed greedy algorithm initially to be the number of thresholds crossed by the b units of water in each cup j.
There exists a constant c > 0 such that if 1/2 ≥ ε ≥ p −1/3 and 2 −cε 2 p < δ < 1, then the following holds. The multi-processor smoothed greedy algorithm guarantees after any given step t satisfying t ≥ δ −8 p 2 and t ≥ 2b/δ , that
• The backlog is three or less with probability at least
−Ω(ε 2 p) − e −Ω(t 1/6 ) .
• Assuming that δ ≥ 1/poly(p), then for any k ≥ log p, the backlog is O(k/ε) with probability at least
− e −Ω(t 1/6 ) .
The proofs of Theorems 7 and 8 rely on simple extensions of the ideas used to prove Theorems 1, 3, and 4. In each case, the resource augmentation given to the emptier allows for them eventually to compensate for the initial bad starting state. The full proofs of Theorems 7 and 8 are deferred to the full version of the paper [10] .
