Abstract: The Navier-Stokes-Fourier system is a well established model for describing the motion of viscous compressible heat-conducting fluids. We study the existence of time-periodic weak solutions and improve the result from [3] in the following sense: we extend the class of pressure functions (i.e. consider lower exponent γ) and include also the effect of radiation on the boundary.
Introduction
We consider the following system of partial differential equations for three unknowns: the fluid density ̺, the velocity field u, and the absolute temperature ϑ; the succeeding identities represent the balance of mass, the balance of linear momentum, the balance of entropy and the conservation of the total energy, respectively.
∂̺ ∂t
+ div(̺u) = 0,
∂(̺u) ∂t + div(̺u ⊗ u) + ∇p(̺, ϑ) = div S(ϑ, ∇u) + ̺f ,
∂ ̺s(̺, ϑ) ∂t + div ̺s(̺, ϑ)u + div q(ϑ, ∇ϑ) ϑ = σ,
d dt
In order to close the system, we have to specify the so-called constitutive relations. The viscous stress S is assumed to satisfy the Stokes law for Newtonian fluid
where the shear viscosity coefficient µ(ϑ) is a globally Lipschitz function satisfying 0 < µ(1 + ϑ) ≤ µ(ϑ) and the bulk viscosity coefficient η(ϑ) is a continuous function satisfying 0 ≤ η(ϑ) ≤ η(1 + ϑ). The heat flux q satisfies Fourier's law q(ϑ, ∇ϑ) = −κ(ϑ)∇ϑ, with the heat conductivity coefficient κ(ϑ), 0 < κ(1 + ϑ 3 ) ≤ κ(ϑ) ≤ κ(1 + ϑ 3 ). The thermodynamical quantities: the pressure p, the specific entropy s, and the specific internal energy e are specified so that they satisfy the Gibbs relation ϑDs(̺, ϑ) = De(̺, ϑ) + p(̺, ϑ)D(1/̺).
For the purpose of avoiding additional technicalities we assume 1
e(̺, ϑ)
where γ, and c v are positive constants. The possible values of γ will be specified later. Last, but not least σ represents the entropy production rate σ = 1 ϑ S(ϑ, ∇u) : ∇u + q(ϑ,∇ϑ) ϑ · ∇ϑ , whose non-negativity has to be assumed due to The Second Law of Thermodynamics.
The fluid is contained in a smooth bounded domain Ω, we assume the following boundary conditions
where 0 < Θ 0 ≤ Θ 0 (x) ∈ L 1 (∂Ω) 2 represents the temperature of the boundary, and for the heat conductivity coefficient d(x, ϑ) we will consider two different cases:
d dependent on ϑ satisfying
d independent of ϑ satisfying
Let us note that according to The Second Law of Thermodynamics, the existence of nontrivial time periodic flow within the energetically closed system is impossible. Hence a condition similar to (11) which admits a heat flux through boundary is actually necessary to have the opportunity to get nontrivial solution to our problem. The fluid is driven by a time-periodic external force f ∈ L ∞ (R 1 × Ω, R 3 ), f (t + L, ·) = f (t, ·), ∀t ∈ R.
As in the case of the incompressible Navier-Stokes equations [6] , the existence of classical solutions to the system under consideration is far from being obvious. Therefore, we will concern only weak solutions, id est infinite families of integral identities rather than the point-wise satisfaction of equations (1)-(4). The Navier-Stokes-Fourier system enjoys in this context substantial interest of mathematicians; the evolutionary as well as the steady case were studied with various boundary conditions and constitutive relations, see e.g. [2, 4, 5, 8] . Recently, the existence of the time-periodic solutions was proved in [3] . However, only the case γ = 5 3 has been treated there, without the radiation on the boundary. 3 The structure of the article is as follows. Firstly, we will introduce the concept of the weak solution and present our main result. Secondly, we will 2 We could also allow the function Θ0(x, t) to be dependent on time in a time-periodic way, but we omit it.
3 See also [1] for γ > 1 in the 2D case.
show the a-priori estimates for the solutions on purely heuristic level, which is motivation for our definition of weak solutions, and at the same time it is the core of the technical part of the proof, to which the rest of the paper is devoted. We will introduce the approximation scheme, show the existence of approximative solutions and then pass to the limit. Finally, the a-priori bounds in the case without radiation on the boundary allowing one to treat more pressure dependences than in [3] , will be presented in the Appendix.
Definition of the solution
As we search for the time-periodic solutions with period L, we will consider all quantities defined on the time interval
with the periodicity condition
We call a triple {̺, u, ϑ} a time-periodic variational entropy solution to the Navier-Stokes-Fourier system, if the following holds true 4
the renormalized equation of continuity is satisfied for all b ∈ C 1 [0, ∞), and any ψ ∈ C ∞ (S 1 × Ω)
the momentum equation is satisfied in the sense of distributions, id est for all ϕ ∈ C ∞ (S 1 × Ω, R 3 ) with ϕ = 0 at ∂Ω
4 Note we are not able to exclude possible vacuum areas.
the specific entropy satisfies for all ψ ∈ C ∞ (S 1 × Ω)
where the production of entropy σ is represented by a non-negative measure
and the balance of total energy, for all ψ ∈ C ∞ (S 1 )
In what follows, we use abridged notation for the norms; more specifi-
2 Main result and a-priori bounds
Main results

Theorem 1.
Let Ω ⊂ R 3 be a bounded domain with a C 2+ν boundary. Assume that the above mentioned hypotheses are all satisfied with γ > 23 15 , and d satisfying (13).
Then for any M 0 > 0 there exists at least one variational entropy timeperiodic solution to the Navier-Stokes-Fourier system such that
Theorem 2. Let Ω ⊂ R 3 be a bounded domain with a C 2+ν boundary. Assume that the above mentioned hypotheses are all satisfied with γ > 8 5 , and d satisfying (12).
We will present here only the proof of Theorem 1, since the proof of the second one simply copies [3] , except the a-priori bounds given in Appendix. , thus in both cases we deal with more general pressure laws than the known result [3] , and further, in the model with radiation on the boundary we are only Remark concerning the models. The heat flux q satisfies Fourier's law q(ϑ, ∇ϑ) = −κ(ϑ)∇ϑ, with the heat conductivity coefficient κ(ϑ), 0 < κ(1 + ϑ 3 ) ≤ κ(ϑ) ≤ κ(1+ϑ 3 ) taking into account Stefan-Boltzmann-type radiation, therefore it is natural to take analogous condition also on the boundary. From purely mathematical point of view, the advantage of this choice is that we are be able to deduce better time integrability of the temperature on the boundary (ϑ ∈ L 4 (S 1 × ∂Ω)), and consequently also inside the domain due to the Poincaré inequality. On the other hand we will have to identify the limit for the additional nonlinearity in this model.
Remark. Note
A-priori bounds in the case of radiation on the boundary
Before the technical part of the proof we will present formal a-priori estimates, in order to explain the main ideas of the paper.
Energy estimates
Our first observation is that the conservation of mass (1) yields
Further, we can put ψ ≡ 1 in the entropy balance equation to get
Hence, using the form of d, S, and the Korn inequality (see e.g.
Integrating the total energy balance over the whole time period, we deduce that
id est,
Estimating the right-hand side of (29) by means of (30) we get
where we have used the fact that by virtue of the Poincaré inequality
we get
.
If we denote the total energy by E(t) = Ω 1 2 ̺ |u| 2 + ̺e(̺, ϑ) dx, we get from its balance, with the usage of the structural properties of the internal energy and (30) that for all t 1 , t 2 ∈ S 1
From (27) and (34) we can bound the kinetic energy 
The first term on the right-hand side will be left as it is. The last term will be estimated using (33) as follows
which can be absorbed to the left-hand side by means of Young's inequality, since 
thus using the estimates above
Pressure estimates
It remains to deduce suitable estimates of density, which will be done by testing the momentum equation by 6
where a > 1 will be specified later, and B ∼ div −1 is the Bogovskii operator (see e.g. [4]). We assume γ(a − 1) ≤ 1; due to the properties of the Bogovskii operator it follows that Φ ∈ L ∞ S 1 ; W 1 γ(a−1) (Ω) , and
, so we obtain 6 We use notation
The terms on the left-hand side of the inequality have sign and give the desired estimate of ̺ aγ , if the right-hand side will be estimated. We will present only the most difficult and restrictive terms. We start with the convective term, since it determines the possible values of a and consequently also of γ.
where we have used an analogy of the estimate (34) with aγ instead of γ, the properties of the Bogovskii operator; p satisfies
, and we would like to interpolate as follows
therefore we need p ∈ (1, γ), which leads to the first constraint on the possible values of a, namely a < 5γ−3 3γ ; if this condition is satisfied we get
. Thus, using (27)
The first term can be immediately push to the left-hand side, while for the second one, we need
which leads to the quadratic inequality for the quantity A := aγ
Denoting A = aγ, we have
2 , so we have to ensure that
, which means (44)
since we consider only a > 1. Therefore we need
which yields again the restriction
Conversely, we are able to choose for each γ satisfying (46), a > 1 such that we can bound the convective term, namely 7 1 < a < min 5γ − 3 3γ
For the term with ∂Φ ∂t , we will use the renormalized equation of continuity with b(̺) = ̺ γ(a−1) ; we obtain two terms, one could be estimated similarly as above, the other as follows (note that
with the same p as above. The right-hand side can be estimated again in the same way as in (42).
While estimating the terms with the temperature, we will exploit inequality (33), which stems from presence of the radiation on the boundary. Similarly, as in (39) and (40)
where the powers of the energy are less than one. Finally
The first quantity is less than the second one for γ > 39 25
Thus, we get
with some β < 1. This estimate can be plugged into (41) in order to get the bound sup
Moreover, due to the obtained estimates we can derive higher integrability of the temperature on the boundary. Namely, from (29) and (49) we have
and we can interpolate
·2·(
Now, we are ready to start the proof of our main theorem in the case of the radiation on the boundary.
Approximation
Approximation scheme
Following [3] , we will approximate the original problem introducing five parameters, namely N ∈ N representing the dimension of the finite dimensional space for the velocity field, τ > 0, and ζ > 0 8 introduced in order to get an information about the time integrability of the velocity, and temperature, respectively, even in the possible vacuum zones, ε > 0 representing the parabolic regularization of the continuity equation, and last, but not least δ > 0 regularizing the pressure and heat flux in order to get higher integrability of the density and the temperature. Moreover, Γ and B denote sufficiently large positive numbers. We will search for ̺ ≥ 0, ̺ ∈ C ∞ S 1 ; W 2,p (Ω) , u N in some finite dimensional space, and ϑ > 0 such that ln ϑ, ϑ ∈ W 2,p (S 1 × Ω) for any p < ∞. Hence, we replace the original system by the following approximative version. We add artificial diffusion and mass production into the continuity equation, and add a boundary condition in order to conserve the mass, denoting m =
We modify the pressure and consider the Galerkin approximation in the momentum equation. For this purpose we introduce a finite-dimensional subspaces of (Ω), such that all its elements belong to W 2,p (Ω) for any p < ∞.
We transform the regularized internal energy equation, which we see as an equation for the temperature, by means of the so called Kirchhoff transform
9 For example cos
, and sin πkx L for k odd, or even, respectively.
Note that, since the integrand of the integral is measurable and greater than δ, Φ is continuous, increasing, and one-to-one with Φ −1 Lipschitz continuous, in particular having a linear growth. We get
Since we have in our definition of the solution the entropy equation instead of the energy equation we will present now also its approximative version. It could be derived by dividing (56) by temperature ϑ with usage of (53)
Existence of approximate solutions for fixed parameters
The main aim of this subsection is to show the following existence result.
Lemma 1.
For an arbitrary fixed set of parameters N ∈ N, τ , ζ, ε, δ > 0 such that ε ≪ δ, there exists at least one solution to the approximate scheme, id est
, and ϑ > 0, ln ϑ, ϑ ∈ W 2,p (S 1 × Ω), such that (53), (54), and (56) hold.
The main idea of the proof is similar to the proof presented in [3] ; we repeat the main steps for the sake of clarity. First of all, we observe that as soon as we have the velocity field, we are able to recover the density, namely
Moreover,
The proof is standard and it is based on application of a version of the Schauder fixed point theorem formulated below. Note (59) is a direct consequence of (58) integrated over Ω and the uniqueness argument for ordinary differential equations.
We have
Schauder fixed point theorem. Let X be a Banach space, and T a continuous and compact mapping T : X → X, such that the possible fixed points x = λT x, 0 ≤ λ ≤ 1 are bounded in X. Then T possesses a fixed point.
We will apply this theorem on the mapping
which is defined as a solving operator to the following system (T (ũ N , lnθ) = T (u N , ln ϑ)):
where ̺ is defined as a solution to (58) from Proposition 1, Φ is as above.
We have intorduced the notationẽ = e(̺,θ).
Considering the momentum equation, it is easy to show the existence of solution to the corresponding system of linear algebraic equations, using Korn's inequality and Brower fixed point theorem.
The second part of the solving operator T is defined through the energy equation,
Proof of Proposition 3. The crucial point in the proof is that instead of searching directly for ϑ, we solve the system for ln ϑ, and then set ϑ := e ln ϑ , which immediately implies ϑ > 0. More precisely, we solve the elliptic prob-
and then define ln ϑ = Φ −1 (Z), which is well-defined thanks to (55) and the note below it.
To summarize, T is a compact continuous operator from Lin
Thus, it remains to prove the boundedness of the possible fixed points
. Formula (63) is nothing but
where ̺ satisfies (53), and Φ is given by (55). Using u N as a test function in (64) with help of integration by parts yields
Using (53) multiplied on λ 
Integrating the energy equation (65) over S 1 × Ω we obtain with usage of the boundary condition
Further, we get renormalized version of the continuity equation by multliplying (53) by β β−1 ̺ β−1 after some obvious manipulations
In order to get the total energy balance, we sum up (67), (68) and (69) with β = 2, Γ multiplied by δλ. This reads
The last two integrals on the right-hand side can be pushed to the left-hand side by means of Young's inequality obtaining
By similar arguments which lead from (56) to (57) we can obtain from (65) the following entropy identity
which can be integrated over S 1 × Ω yielding
In order to estimate the last term on the right-hand side, we will use the continuity equation (53). Hence the last integral transforms into
and by virtue of Gibbs' relation (6) we recognize the terms with the negative sign
Due to ∂p(̺,ϑ) ∂̺ = γ̺ γ−1 + ϑ > 0, we can put the first term to the lefthand side, while the other one can be estimated using Young's inequality as follows:
provided Γ ≥ 2γ. We will choose ε ≪ δ so that C(δ)ε < δ 2 , so both terms can be pushed to the left-hand side. Other terms coming from (74) can be treated similarly as in [10] , so we get with C independent of the approximative parameters
If we sum up the energy inequality (71), and the entropy inequality (77) we get
The first three terms on the right-hand side can be treated using their coun-terparts on the left-hand side, while the last one can be estimated as follows
Finally,
We proved above Proposition 4. Any solution to (63) (u N , ϑ) satisfies:
where the constant on the right-hand side is independent of τ, N, ζ and ̺ is given by Proposition 1 as ̺ = ̺(u N ).
Recalling that the solution to our problem fulfills (63) with λ = 1, inequality (82) holds for our solution with λ = 1. Now, we will perform the limit passage as τ → 0 + . From (82) we have
and from (53)
with some q ∈ (1, 2). Moreover, since the velocity belongs to a finitedimensional space, it is obviously relatively compact. We can also test the energy equation by Φ(ln ϑ) and ∂ t Φ(ln ϑ), in order to get some additional information depending on ζ
Further, we have Φ ′ (ln ϑ)ϑ −1 ≥ K > 0, which yields using the structure of
To summarize, we have the strong and pointwise convergence of the temperature, and we can easily pass to the limit as τ → 0 + , to get at least one solution in the class (53), (54), (56), (57) with τ = 0. Moreover, we have (82) with τ = 0 and λ = 1, and the following bound
with C independent of N , ζ, δ, and ε.
Limit N → ∞
Next we want to pass to infinity with the dimension of the Galerkin approximation of the velocity. This arguments are very similar to the corresponding counterpart in [3] for γ = 5 3 and d independent of the temperature. We can proceed mutatis mutandis as in the above mentioned paper and we therefore skip the detailed considerations here. Recall only that the procedure is based on separate limit passages for N t and N x to infinity (the dimension in time and space, respectively) and on switching from the approximative internal energy balance to the approximative entropy equality (between these two limit passages) which changes immediately after the second limit passage into the (approximative) entropy inequality.
Hence, following [3] we can show Proposition 5. There exists at least one approximate solution (̺, u, ϑ) in the class
for all ψ ∈ C ∞ (S 1 × Ω)
and for all ψ ∈ C ∞ (S 1 )
Moreover, we have for ψ ∈ C ∞ (S 1 ) non-negative
and
4.3 Better regularity of the pressure for ε > 0
In order to pass to the limit with ε → 0+, we have to establish better estimates of the density. Introducing the modified energy
we now want to show that
Recalling (93) and (94) we obtain by already used mean value argument that
Due to the structure of E, we are able to push the last two terms on the right-hand side of (4.3) to its left-hand side. Thus, it remains to estimate the first integral, especially the terms with powers of density ̺. For this purpose, we use a specific test function for the momentum equation (89) 11 ,
Recall that B stands for the Bogovskii operator (∼ div
In order to estimate the right-hand side we proceed quite similarly as in the heuristic approach. The details can also be found in [3] . We can prove sup
with C in particular independent of ε.
Limit
The limit passage for ε → 0 + uses almost the same arguments as the forthcoming limit for δ → 0 + , and except the absence of the strong convergence of the initial densities, and the nonlinear boundary condition for the temperature also the same as in [4, Section 3.6]. Therefore, we skip it here, and present only the result of this limit. We obtain for any δ, ζ > 0 a solution (̺ δ , u δ , ϑ δ ) satisfying the continuity equation in the renormalized sense
, and any ψ ∈ C ∞ (S 1 × Ω). The momentum equation (89) is satisfied with ε = 0, id est for all ϕ ∈ C ∞ 0 (S 1 × Ω; R 3 ) we have
The entropy inequality has the form (ψ ∈ C ∞ (S 1 × Ω), ψ ≥ 0)
and the total energy balance (ψ ∈ C ∞ (S 1 ))
To simplify our further considerations, let us introduce a positive Radon measure σ δ (slightly different from σ introduced in Proposition 5) satisfying for all ψ ∈ C ∞ (S 1 × Ω)
then formula (101) reads (ψ ≥ 0)
Now, we are able to to set ζ = δ and perform the last limit passage.
Limit δ → 0+
The limit passage for δ → 0 is the crucial step in our considerations. First of all, we need to derive estimates independent of the approximative parameter δ. This will be done in the same manner as in the heuristic approach in Section 2.1; the only additional estimates which we need, are those dependent on δ. Combining (101) and (102) we get
Further, we can deduce for the (modified) total energy
Following closely Section 2.1.2 we finally obtain the estimates of the form
with a > 1 (see (47)), provided d satisfies (12), and C independent of the approximation parameters. From these estimates we obtain the quadruple (̺, u, ϑ, σ) such that
Additionally, we can deduce that
Here and in what follows we denote the weak limit in L 1 (S 1 × Ω) of a sequence g(̺ δ , u δ , ϑ δ ) by the symbol g(̺, u, ϑ). The main difficulty will be to show for certain nonlinear g's that g(̺, u, ϑ) = g(̺, u, ϑ). Therefore, we need some tools from the theory of compensated compactness developed by Tartar [11] and Murat [9] , namely the following form of celebrated Div-Curl lemma (see also [4] ).
4.5.1 Strong convergence of temperature
Suppose further that div V δ is precompact in W −1,r (R 4 , R), and that curl V δ is precompact in W −1,r (R 4 , R 16 ) for some r ∈ (1, ∞). 12 Then
and using that also f (z) = z 3 is monotone we obtain that
from where we can conclude that
Concerning the nonlinear boundary term d(x, ϑ)ϑ, we have compactness according to the key estimate (51)
Hence, due to the standard interpolation argument we can conclude the strong convergence in L p (S 1 × ∂Ω) for all p < 13 3 . The last step is to show the pointwise convergence of densities in order to identify the limit in the pressure. For this purpose we will use nowadays "classical" arguments exploited by Lions [7] and Feireisl [2] including the effective viscous flux identity, commutator lemma for Riesz operators, oscillations defect measure or the limit renormalized continuity equation. Although we use simply the same arguments as in [3] , we present this part here to make the limit passage in this section as self-contained as possible.
Effective viscous flux identity
In order to get the weak compactness identity for effective viscous flux, we subtract two identities. The first one is the limit momentum equation
The second one is obtained by testing the momentum equation (100) by ϕ = ψ∇∆ −1 [T k (̺ δ )χ Ω ], and then taking the limit as δ → 0; in both cases ψ ∈ C ∞ c (S 1 × Ω) is an arbitrary cutoff function. Denoting by
the "double" Riesz transform, we obtain
Now, we will need two commutators lemma, see e.g. [4, Section 10.17].
, and w ∈ W 1,q (R 3 ), where r ∈ (1, 3), p ∈ (1, ∞),
,
denotes the Sobolev-Slobodetskii space. From Lemma 3, and convergences (108) we obtain
hence combining it with (111)
According to Lemma 4, the vector fields
satisfy the hypotheses of Lemma 2, hence we obtain
From (113), (115), and (116) we finally get the famous effective viscous flux identity
. (117) 4.5.3 Oscillations defect measure and limit renormalized continuity equation
We introduce so called oscillations defect measure (see e.g. [4, Section 3.7.5])
where we have used that f (z) = z γ is convex, and T k (z) concave. The righthand side of the resulted inequality can be estimated by means of (117) to get
Having (118) in hands it is straightforward to get that the limit renormalized continuity equation holds, if we use the following lemma from [4].
Lemma 5. Let Ω ⊂ R 3 be open, and assume that we have a family of solutions (̺ δ , u δ ) to renormalized continuity equation (99) such that for some r > 1
Suppose further that for
Then the limit functions (̺, u) solve the renormalized continuity equation
This result can be extended by means of Lebesgue dominated convergence theorem up to b ∈ C 1 [0, ∞) with suitable growths. Particularly,
Putting (117) and (122) together we get
yielding the desired conclusion
This completes the proof of the case with radiation on the boundary.
Appendix -a-priori bounds in the case without radiation on the boundary
We will consider only γ ∈ ( 8 5 , 2); the cases γ ≥ 2 could be dealt exactly in the same spirit as in [3] .
First we again obtain from the conservation of mass that
Further, we set ψ ≡ 1 in the entropy balance equation in order to get
where we have used the structural properties of S and q together with Korn's inequality. Thus,
By integrating the total energy balance over the whole time period, we deduce that
hence according to properties of d and Θ 0
which together with (125) by virtue of the Poincaré inequality yields
Our further considerations will show the boundedness of the density ̺ in L aγ (S 1 ×Ω), with a = 5γ−3 3γ , therefore we interpolate as follows (
Thus,
Denoting the total energy by E(t) = Ω 1 2 ̺ |u| 2 + ̺e(̺, ϑ) dx, we get from its balance, with the usage of the structural properties of the internal energy, and combining (126) and (129) that for all t 1 , t 2 ∈ S 1 E(t 1 ) − E(t 2 ) ≤ C 1 +
From (123) and (124) we can bound the kinetic energy
) ≤ ε sup The first term on the right-hand side will be left as it is. The last term will be estimated as follows
which gives us using estimates (128) and (129)
) sup 
Further, from (130)
≤C sup
so we get by means of Young's inequality .
In order to finish the estimates, we have to ensure that the power of the last term on the right-hand side is less than aγ, id est 4aγ 6(aγ − 1) < aγ,
which gives us the restriction aγ > The terms on the left-hand side of the inequality have a positive sign and give the desired estimate of ̺ aγ , if the right-hand side will be estimated. We present here only the most difficult and restrictive terms.
Using similar arguments as those between (133) and (137) we obtain since (138), we are able to push this term to the left-hand side via Young's inequality. Further,
) ≤ C sup ; we obtain two terms, one could be estimated similarly as above, the other as follows 15 
E(t)
β for some β < 1. This estimate could be plugged into (41) in order to get the desired bound sup
The rest of the proof could be done in the same manner as in [3] , and we omit it here.
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