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Práce se zabývá úpravou obrazu pro technologie 2D obličejů. Popisuje metody zpracování obrazu, 
které jsou použity v dále navržených metodách. Tyto metody eliminují nehomogenní osvětlení a stíny 
v obličeji. Dále navrhuje detektor obličejové oblasti, která je použita jako vstup pro metody eliminace 
stínů. 
Abstract
This work deals with image enhacements technology for 2D faces.. Describes methods of image 
processing, which are used in the proposed methods. These methods eliminate inhomogeneous 
lighting and shadows in the face. It also suggests the detector face, which is used as input for the 
method to eliminate shadows.
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1 Úvod
Zpracování obrazu lidského obličeje se v posledních letech těší stále větší pozornosti v oblasti 
výzkumu  biometrických  systémů.  Biometrie  je  oblast  zabývající  se  metodami  rozpoznávání 
fyzikálních  charakteristik  živé  osoby.  Biometrické  metody  vycházejí  z  přesvědčení,  že  určité 
fyzikální  charakteristiky  jsou  pro  každého  živého  člověka  jednoznačné  a  neměnné.  Biometrické 
systémy pak mají obecně za úkol danou osobu jednoznačně identifikovat, určit její totožnost nebo 
verifikovat, ověřit její totožnost.
Rozpoznávání  osoby  podle  obrazu  obličeje  má  oproti  ostatním  biometrickým  metodám 
obrovskou  výhodu  v  tom,  že  je  pro  člověka  naprosto  přirozené  a  nevyžaduje  žádnou  speciální 
spolupráci s identifikovanou osobou. Jistě i z psychologického hlediska je pro uživatele přijatelnější 
odevzdat fotografii  svého obličeje než např. otisk prstu nebo dokonce vzorek DNA. V některých 
situacích je také nežádoucí, aby snímaná osoba o existenci biometrického zařízení věděla. Avšak v 
případech, kdy osoba spolupracuje (nachází se ve vhodné vzdálenosti, dívá se přímo do snímacího 
zařízení a tváří se neutrálně), bývá dosahováno lepších výsledků.
Výsledky  procesu  rozpoznávání  jsou  velmi  často  závislé  na  nejrůznějších  ovlivňujících 
faktorech, jako např. způsob osvětlení, natočení obličeje ve scéně, zakrytí některých částí obličeje, 
neuniformním pozadí a v neposlední řadě výraz obličeje rozpoznávané osoby. Protože ne vždy je 
možné zcela zajistit jednotné podmínky snímání, je vhodné hledat možnosti, jak upravit vstupní obraz 
tak, aby se výchylky eliminovaly. Pro tyto úpravy jsou často s výhodou využívány metody zpracování 
obrazu a počítačového vidění.
Tato práce se zaměřuje na metody eliminující vliv osvětlení při snímání tváře. Důležité je 
především vyrovnání stínů. Stíny ve tváři totiž znemožňují vyhledat některé klíčové znaky obličeje, 
jakými jsou oči, ústa nebo obočí. K předzpracování vstupního obrazu však také patří např. odstranění 
šumu či zarovnání objektu na požadovanou pozici a velikost.
V první části jsou popisovány obecně technologie zabývající se 2D snímky obličeje a jejich 
využití. Důraz byl kladen zejména na detekci obličeje a byly diskutovány kategorie možných řešení, 
které se v praxi používají. Tento problém byl totiž řešen v rámci návrhu a implementace aplikace 
eliminující stíny.
Zmíněny jsou dále technologie předzpracování vstupního obrazu obecně. Jedná se o běžnou 
fázi v aplikacích počítačového vidění. Obraz musí být připraven pro analýzu binarizací, detekcí hran 
a podobně. Zpravidla následuje fáze segmentace, to znamená vymezení předmětu zájmu od okolí, a 
analýza, která zjistí potřebné informace. Ty bývají použity v procesu rozhodování.
Druhá část práce pak popisuje návrh aplikace eliminující stín v obličeji a její implementaci. 
Navrženy  byly  tři  postupy  rekonstrukce  informace  ze  zastíněných  částí  obličeje:  vyrovnání  jasu 
pomocí kompenzační šablony, vyrovnání pomocí potlačeného negativu a nakonec přímé vyrovnání 
jasu. Tyto metody byly testovány pomocí dvou aplikací umožňující identifikaci osoby podle obličeje. 
K testům byly použity snímky ze dvou databází. První databází je databáze FERET [11]. Jedná se o 
celosvětově  využívanou  databázi  pro  testování  systémů zabývajících  se  technologií  2D obličejů. 
Druhou skupinou byly snímky vytvořené v rámci mé bakalářské práce, zejména snímky obličejů se 
stínem v obličeji.
Tyto  metody  zpracovávají  vždy  lokálně  pouze  oblast  obličeje,  proto  vyžadují  na  vstupu 
přesnou polohu této oblasti. Z tohoto důvodu byl navržen a implementován detektor obličeje. Použit 
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byl přístup, který pracuje s reprezentací barvy kůže v YCbCr barevném transformovaném prostoru. 
Kandidátské oblasti jsou pak ještě prověřovány pomocí geometrie očí. Připouští se možnost více tváří 
v jednom snímku. Každý obličej je pak zpracováván samostatně. Detektor byl následně testována na 
snímcích s homogenním i nehomogenním pozadím.
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2 Biometrické systémy
Biometrie  se  zabývá  metodami  pro  autentizaci  založenými  na  rozpoznávání  jedinečných 
biologických charakteristik živé osoby.  Tato autentizace je založena na tvrzení, že některé biologické 
charakteristiky jsou pro každého člověka jedinečné a neměnné. 
Biometrické systémy jsou zařízení,  která získají  vzorek biometrické veličiny a na základě 
porovnání jeho vlastní řeší, zda se jedná či nejedná o danou osobu. V této souvislosti můžeme rozlišit 
dvě základní úlohy:
• Identifikace – Systém určuje identitu osoby z osob uložených v databázi. Výsledkem může 
být také neshoda s žádnou osobou. Příkladem využití  identifikace je např. kriminalistická 
databáze otisků prstů.
• Verifikace – Uživatel nejdříve zadá svou identitu. Systém poté potvrdí, zda souhlasí. Toto se 
využívá pro přístupové systémy.
Mezi výhody, které přináší biometrie, patří např. zvýšení bezpečnosti, znemožnění ztráty či 
zkopírování přístupového klíče, eliminace pokusů o popření identity a zvyšení pohodlí. Nevýhodami 
jsou pak pouze skóre porovnání jako výsledek, možnost napadení nebo to že, vlastnost nelze změnit 
při  vyzrazení.  Cílem  je,  aby  biometrické  systémy  byly  snadno  použitelné  a  pohodlné,  vysoce 
bezpečné  a  zkoumaná  vlastnost  byla  co  nejvíce  variabilní  pro  velký  počet  osob.  Je  nutné,  aby 
naměřené vlastnosti jedné osoby si byly co možná nejvíce podobné a aby vlastnosti různých osob 
byly co nejrůznější (vnitrotřídní a mezitřídní variabilita).
Biometrické vlastnosti se v současnosti používají ve třech sférách. První oblastí je využití ve 
forenzních vědách, např. pro identifikaci mrtvol, ověření rodičovství. Dále se biometrie využívá ve 
vládní  sféře.  Biometrické  systémy  se  používají  v  občanských  průkazech,  pasech  nebo  třeba  při 
kontrolách na letištích. Poslední možností je i nasazení v komerčním sektoru. Zde je možnost použití 
u přístupu k bankomatům, mobilním zařízením a podobně.
2.1 Používané biometrické vlastnosti
Biometrické vlastnosti  můžeme rozdělit  do dvou skupin.  První  skupinou jsou anatomické 
vlastnosti. Jako příklad můžeme uvést otisk prstu, obraz obličeje, geometrie ruky, obraz duhovky, 
termogram obličeje, obraz sítnice oka nebo DNA. Druhou skupinou jsou vlastnosti dynamické, tzv. 
vlastnosti  chování.  Tyto vlastnosti  jsou snímány při  různých činnostech uživatele.  Takto můžeme 
snímat např. lidský hlas, dynamiku podpisu či stisku kláves nebo chůze. Porovnávat takto získané 
vzorky je složitější než u fyzických vlastností, která jsou statická. Pro zvýšení bezpečnosti se tyto 
přístupy často kombinují. Možnou kombinací je např. porovnání písma a snímání dynamiky při psaní. 
Další možností je také sledovat obraz obličeje a dynamiku pohybu rtů a podobně. 
Srovnáme-li  biometrické vlastnosti  z  hlediska spolehlivosti,  na prvním místě  jistě vyvstane 
DNA. Ta má však i mnoho nevýhod. Tuto metodu nelze používat opakovaně, vždy vyžaduje odebrání 
vzorku. Navíc zpracování neprobíhá v reálném čase, ale v řádu hodin. Ze struktury DNA lze navíc 
získat mnoho citlivých informací.
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Na dalších místech můžeme uvést  otisky prstů,  duhovku nebo sítnici.  To jsou technologie, 
které se dají velmi dobře využít, zároveň jsou také velmi spolehlivé a bezpečné. Otisky prvků jsou v 
současnosti  nejpoužívanější  biometrickou  vlastností.  Všechny  tyto  systémy  vyžadují  spolupráci 
uživatele. Vzhledem k tomu, že otisky prstů bývají spojovány s kriminalistickou činností, mohou u 
mnoha uživatelů vyvolat značnou nedůvěru a neochotu poskytnout svoje vzorky.
Rozpoznávání podle obličeje sice vykazuje nižší spolehlivost než např. u otisků prstů, zato 
však klade na uživatele minimální nároky. Snímání pomocí kamery či fotoaparátu považují uživatelé 
za přirozené a zcela bezpečné. Zde je proto velký potenciál pro ještě větší rozšíření biometrických 
systémů využívajících tuto technologii.
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3 2D technologie obličeje
Přestože je rozpoznání obličeje pro lidský mozek triviálním úkolem, pro počítačové systémy 
není  automatické  rozpoznávání  obličeje  jednoduchá  záležitost.  Existuje  sice  mnoho  jiných 
spolehlivějších  metod  pro  identifikaci  osob  (např.  porovnávání  otisků  prstů,  snímání  sítnice), 
výhodou této metody zůstává její bezkontaktnost s identifikovanou osobou i to, že v mnoha případech 
nevyžaduje spolupráci  s  uživatelem. Navíc takováto zařízení  nepovažují  uživatelé za riziková a i 
snímací zařízení pro aplikace rozpoznávání obličejů nejsou finančně náročná. V mnoha případech 
postačí běžný fotoaparát či např. webová kamera.
Aplikace rozpoznávání lidských obličejů můžeme rozdělit, stejně jako u jiných biometrických 
systémů, do dvou skupin. První z nich je verifikace osoby. V tomto případě ověřujeme totožnost, za 
kterou se  daná osoba vydává.  Toto je  například případ vstupních systémů.  Jindy je  nutné osobu 
identifikovat, tedy určit, zda se daná osoba v databázi nachází a jaká je její totožnost. To se využívá 
například při hledání osob na místech velké koncentrace lidí.  
Jiná úloha, která s rozpoznáváním obličejů souvisí, je určování výrazu tváře. Ta je však již 
vzdálenější  oboru  biometrických  systémů.  V  komerční  sféře  se  detekce  (ne  však  rozpoznávání) 
obličejů často používá u fotoaparátů pro nalezení objektu zaostření.
3.1 Obecný princip rozpoznávání obličejů
Prvním úkolem při  rozpoznávání lidských obličejů je vyhledání  obličeje nebo obličejů ve 
scéně. Vlastní rozpoznávání obličeje je založeno na srovnání klíčových vlastností obrazu sejmutého 
kamerou  nebo  fotoaparátem  s  charakteristikami  obrazu  uloženými  v  databázi.  K  jednoznačné 
identifikaci většinou slouží tvar obličeje a poloha opticky významných míst ve tváři (oči, nos, ústa, 
obočí). Obraz pak často nebývá uložen jako matice jasových hodnot, ale většinou je diskriminován 
nějakou funkcí, která snižuje redundanci dat a naopak zvyšuje bezpečnost biometrického systému. 
Tato funkce je závislá na použité metodě rozpoznávání. Tyto metody bývají nejčastěji založeny na 
technikách numerického modelování -  Fourierův popis, kruhové harmonické expanze, autoregresivní 
modely a momentové invariance, které využívají globálních obrazových informací.
Technologie  rozpoznávání  obličeje  můžeme  rozdělit  do  několika  skupin.  Jsou  to  2D 
technologie,  3D  technologie  nebo  termogram  obličeje.  Jiným  možným  pohledem  na  danou 
problematiku může být dělení na strukturální a holistický přístup. Strukturální přístup je metoda, při 
které  se  vyhledávají  dominantní  části  obličeje,  změří  se  antropologické  veličiny,  normalizují  se 
vzhledem k rušivým vlivům a následně se porovnávají s databází pomocí klasifikačních algoritmů. U 
holistického přístupu dochází k porovnávání pomocí globálních reprezentací obličeje a následnému 
statistickému vyhodnocování.
Obecný  proces  při  automatickém rozpoznávání  obličejů  můžeme  rozdělit  do  tří  kroků  – 
detekce  obličeje,  detekce  jednotlivých  částí  obličeje  a  vlastní  rozpoznávání.   
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3.2 Faktory ovlivňující rozpoznávání obličejů
Lidský obličej je trojrozměrný objekt osvětlený z různých úhlů několika světelnými zdroji, 
obklopený různými objekty a vzory na pozadí, neustále se pohybující a měnící.  Proto při procesu 
rozpoznávání obličejů existují faktory, které ovlivňují kvalitu a použitelnost snímku pro rozpoznávání 
obličejů. Můžeme je rozdělit do dvou skupin. První skupinou jsou faktory – vlastnosti samotného 
snímaného objektu (lidské tváře).  Do druhé skupiny můžeme zařadit   chyby způsobené vlastním 
snímáním. 
3.2.1 Vlastnosti snímaného objektu
Důležitou kategorií ovlivňujících faktorů jsou morfologické změny obličeje - emoční výrazy (úsměv, 
hněv,  údiv,  ..),  mimika  obličeje.  Tyto  změny ovlivňují  polohu význačných bodů v  obličeji  (oči, 
koutky úst), které se používají při následném procesu rozpoznávání. 
Určitou roli hraje i stárnutí nebo zranění či nemoci vyvolávající změny v obličeji. 
V neposlední  řadě jsou důležitá  i  různá „přestrojení“  -  čepice  či  vousy,  zakrývající  části 
obličeje nebo make-up měnící např. barvu pokožky nebo zakrývající vrásky. 
3.2.2 Faktory při snímání obličeje
Mezi faktory, které komplikují zejména automatizovaný proces rozpoznávání lidských tváří, 
patří proměnlivost kvalitativních vlastností obrazu vznikající při vlastním snímání - rozostření, šum, 
špatná expozice, nedostatek kontrastu, zkreslení nebo nízké rozlišení obrazu. 
Dalším důležitým faktorem může být různé osvětlení – čelní nebo boční, různé barvy světla a 
následné vytváření  stínů v obličeji  či  různé zabarvení  lidské pokožky.  Vznik stínů může být  pro 
detekci obličeje velký problém, protože některé části obličeje mohou být tak tmavé, že je znemožněna 
jejich detekce obličeje.
Dále sledujeme geometrické umístnění osoby v obraze - její umístění ve snímku, natočení 
(úhel snímání) či přiblížení vůči kameře ve scéně. Nežádoucí jsou např. snímky z profilu, snímky, na 
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Obr. 1: Faktory ovlivňující rozpoznávání obličeje
kterých je obličej zachycen jen částečně či snímky, na které se obličej nevejde celý. Většina systémů 
pracuje totiž s čelními snímky.
3.2.3 Faktor „stín v obličeji“
V rámci experimentů prováděných v rámci mé bakalářské [17] práce jsem zjistila, že velkým 
problémem jak při detekci obličeje, tak i při identifikaci může být nerovnoměrné osvětlení a stíny ve 
tváři. Testované aplikace, zde dosahovaly mnohem horších výsledků, než např. u změněných výrazů 
v obličeji (viz Tabulka 1).  V mnoha případech se nepodařilo ani nalézt obličejovou oblast ve scéně. 
Informace v tmavých částech obličeje je málo čitelná a obličej tak ztrácí svou základní geometrii. 
Eliminace tohoto faktoru je proto hlavním tématem této práce.
3.3 Detekce obličeje v obraze
Detekce hranice hlavy bývá zpravidla prvním krokem v systémech rozpoznávání lidských 
obličejů,  slouží  k  vymezení  těch  objektů  v  obraze,  které  vykazují  rysy  lidského  obličeje,  a  
k  vyloučení  nepotřebných objektů  ve  scéně,  tedy  oddělení  obličejových oblastí  od  pozadí.  Je  to 
důležitá  fáze  předzpracování  celého  automatického  systému  pro  rozpoznávání  obličeje.  Taková 
extrakce  je  nutná,  protože  většina  algoritmů pro  rozpoznávání  obličeje  předpokládá,  že  umístění 
obličeje v obraze je známé.
Někdy při této fázi dochází zároveň k nalezení klíčových bodů v obraze (oči, ústa). Ty se 
kromě toho používají  k ověření,  zda se jedná opravdu o obličej.  Některé metody detekují  obličej 
právě  na  základě  jejich  nalezení  ve  snímku.  Dále  bývají  využívány  při  samotném  procesu 
rozpoznávání obličeje.
Tímto tématem se také podrobně zabývám proto, že mnou navrhované metody pro eliminaci 
stínů očekávají  jako vstup právě nalezenou obličejovou oblast.  Bude tedy nutné jako první  krok 
vytvořit detektor obličeje v obraze.
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Tabulka 1: Míra úspěšnosti rozpoznání obličeje v závislosti na různých faktorech.
Úsm ěv Otevřená ústa Zam račení Stín
Správně rozpoz náno: 39 (95,1% )33 (80,5% )40 (97,6% )24 (58,5% )28 (68,3% )25 (61,0% )25 (61,0% )0 (0% )
Prům ěrná shoda se v zorem0,79 0,67 0,85 0,62 0,77 0,62 0,72 0
Ženy 22 (95,7% )21 (91,3% )23 (100% )14 (60,9% )16 (69,6% )14 (60,9% )13 (56,5% )0 (0% )
M už i 17 (94,4% )12 (66,7% )17 (94,4% )10 (55,6% )12 (66,7% )11 (61,1% )12 (66,7% )0 (0% )
Nerozpoznáno: 2 (4,9% ) 8 (19,5% ) 1 (2,4% ) 17 (41,5% )13 (31,7% )16 (39,0% )5 (12,2% ) 24 (58,5% )
Ženy 1 (4,3% ) 2 (8,7% ) 0 (0% ) 9 (39,1% ) 7 (30,4% ) 9 (39,1% ) 3 (13,0% ) 10 (43,5% )
M už i 1 (5,6% ) 6 (33,3% ) 1 (5,6% ) 8 (44,4% ) 6 (33,3% ) 7 (38,9% ) 2 (11,1% ) 14 (77,8% )
Ztotožnění s jinou osobou:0 (0% ) 12 (29,3% )2 (4,9% ) 8 (19,5% ) 0 (0% ) 7 (17,1% ) 1 (2,4% ) 0 (0% )
Ženy 0 (0% ) 11 (47,8% ) 2 (8,7% ) 7 (30,4% ) 0 (0% ) 7 (30,4% ) 1 (4,3% ) 0 (0% )
M už i 0 (0% ) 1 (5,6% ) 0 (0% ) 1 (5,6% ) 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% )
Nenalezení tváře v obraze:0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 11 (26,8% )17 (41,5% )
Ženy 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 7 (30,4% ) 13 (56,5% )
M už i 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 0 (0% ) 4 (22,2% ) 4 (22,2% )
VeriLook Faint V eriLook Faint V eriLook Faint VeriLook Faint
Obrázek číslo 2 ukazuje příklad vyhledávání obličejových ploch ve snímku. Takových oblastí 
se může ve scéně nacházet hned několik. Tváře ve scéně mohou být také různě otočeny, osvětleny 
nebo částečně překryty jiným objektem, to proces vyhledávání značně komplikuje. Další komplikací 
také může být nehomogenní pozadí. Každý z detektorů si umí více či méně s těmito komplikacemi 
poradit a je jistě snahou, aby metody byly vůči těmto rušivým jevům co nejvíce invariantní.
Konvenční  metody  pro  detekci  obličeje  můžeme  rozdělit  do  čtyř  hlavních  tříd:  metody 
založené na znalostech,  přístupy invariantní na rysech,  porovnávání  šablon a metody založené na 
vzhledu. Přehled těchto metod je uveden v tabulce číslo 1. Podrobnější popis následuje v kapitolách 
3.3.1 až 3.3.4
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Obr. 2: Nalezení obličejových ploch ve snímku.
Kategorizace metod detekce obličeje v jednoduchém obrazu
Znalostní metody
Hierarchické metody na bázi pravidel 
Vertikální a horizontální profily
Přístupy s invariancí rysů 
Rysy tváře 
Detekce na bázi textury 
Detekce barvy kůže 
Několikanásobné rysy
Srovnávání šablon 
Předdefinované šablony tváře 
Deformovatelné šablony 
Metody založené na vzhledu 







Tabulka 2: Kategorizace metod detekce obličeje v jednoduchém obraze , převzato: [1] 
3.3.1 Znalostní metody
Znalostní  metody pracují  na  principu  vyhledávání  obličeje  pomocí  předem definovaných 
pravidel,  která  popisují  lidskou tvář.  Pravidla  většinou obsahují  vztahy mezi  jednotlivými  částmi 
obličeje, proto tato metoda často vyžaduje velmi precizní lokalizaci a popis právě těchto příznaků. 
Příkladem pravidla použitého ve znalostních metodách může být následující tvrzení: „Základ tváře je 
tvořen objektem tvaru elipsy, v jeho horní polovině se nachází oči, pod nimi nos a pod ním ústa.“ 
Vztah mezi těmito rysy je pak vyjádřen v rozmezí vzdáleností.
Problém této metody je transformace lidských znalostí  do formy pravidel.  Musí existovat 
přiměřená tolerance,  aby nebyly zavrhovány některé druhy tváří,  ale zároveň aby nebyly za tvář 
označovány i neobličejové objekty. Vzdálenosti proto bývají zadávány relativně a vybraní kandidáti 
prochází dále ověřovacím procesem, aby nedocházelo k falešným detekcím.
Dalším problémem degradujícím výsledky je natočení kamery vůči obličeji. Metoda je proto 
prakticky použitelná jen u obličejů s čelním pohledem.
Jako příklad metody fungující  na  těchto zákonitostech můžeme uvést  např.  hierarchickou 
„rule-based“ metodu (Yang a Huang), která nejdříve na základě obecnějších pravidel prověří každé 
místo obrazu postupným skenováním v nízkém rozlišení, a takto vybrané možné „kandidáty“ dále 
zkoumá pomocí přesnějších pravidel a korelací. V druhé úrovni se již pracuje ve větším rozlišení, kde 
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se provádí lokální ekvalizace histogramu.  Ve třetí úrovni se přistupuje k detekci hran. Zde se provádí 
již konkrétní pravidla popisující oči a ústa.
3.3.2 Přístupy s invariancí rysů
Přístupy s invariancí rysů hledají takové příznaky, které jsou přítomny i tehdy, když se mění 
póza,  úhel  pohledu  nebo  osvětlení.  Tento  přístup  vychází  z  předpokladu,  že  člověk  je  schopný 
rozeznat tvář bez ohledu na natočení, a proto musí tyto invariantní rysy existovat. Těmito rysy mohou 
být buď obličejové příznaky (např. oči, nos nebo vlasy), obličejová textura či barva obličeje. Většina 
z metod pracujících na takových principech využívá pro detekci obličejových rysů hranové detektory 
a následně ověřuje vztahy mezi těmito rysy. Problémem těchto algoritmů může být špatná extrakce 
rysů vlivem špatného osvětlení nebo šum, pak je tato metoda dále nepoužitelná.
Mezi  nejdůležitější  metody patří  metoda  založená  na rysech  tváře,  textuře  a  barvě  tváře. 
Použitelné jsou i techniky pracující pomocí histogramů obrázků, pravděpodobnostních funkcí nebo 
fuzzy modelů. To je výhodné z hlediska vyhledávání obličejů při různých úhlech pohledu či jejich 
částečném překrytí. Nevýhodu však může být neinvariance vůči různému osvětlení.
Metody s přístupy s invariancí  rysů bývají  snadné na implementaci  a dosahují  kvalitních 
výsledků.
Rysy tváře
Jednou skupinou jsou metody využívající  pouze rysy tváře.  První  metoda se používá pro 
detekci  tváře  v  nehomogenním  prostředí.  Po  vytvoření  hranové  mapy  (např.  pomocí  Cannyho 
detektoru) vyhledává v obraze eliptické útvary. 
V jiné variantě je použito místo detekce hran detekce kruhů a proužků. Model se pak skládá z 
kruhů reprezentujících oči, lícní kosti a nos a z proužků zastupujících obočí a rty. Detekce pruhů se 
provádí na základě Laplacova obrazu s nízkým rozlišením. K zakódovaní  prostorových vztahů v 
obličeji se používají dva trojúhelníky.
Pro  černobílé  snímky  se  obličejové  oblasti  mohou  vyhledávat  pomocí  výrazných  oblastí 
intenzit, které se získávají skenováním a morfologickými operacemi. Souvislost těchto oblastí je pak 
hodnocena např. pomocí klasifikátorů.
Z  dalších  využívaných  technik  můžeme  například  jmenovat  extrakce  rysů  pomocí 
Gaussiánových filtrů a rozhodování pomocí Bayesiánských sítí.
Textury
K oddělení tváře od ostatních objektů se také využívá její odlišné struktury. Tvář tedy může 
být popsána tzv. obličejovou texturou. Ta je počítána ze statistických příznaků menších častí obrazu o 
rozměrech 16 x16 pixelů. Vyhledávají  se tři typy: kůže, vlasy a jiné. Výhodou je úspěšnost i při 




Jiné metody patřící do skupiny metod s invariancí rysů se zabývají vlastnostmi kůže, a to 
především její barvou. Barva kůže může mít sice nespočet odstínů, nicméně bylo dokázáno, že pro 
samotné rozpoznávání  je důležitější  intenzita barvy kůže než samotná barva. Pro tento přístup se 
předpokládá barevný snímek.
Ke klasifikaci bývají použity různé barevné modely jako RGB, HSV a CIE. Velmi často se 
však používá model YCbCr, kde je barevná reprezentace v podprostoru velmi podobná pro většinu 
obličejů. YCbCr je barevný prostor, kde již nejsou zastoupeny barvy jako u RGB, červená, zelená, 
modrá, ale Y představuje světelnost a Cb a Cr představují chromizační signály. Ignorováním jasové 
složky je dosažena invariance vůči různým světelným podmínkám. Lze tak dosáhnout velmi malých 
clusterů snadno popsatelných jedním Gaussovským rozložením.
Nalezené pixely správné barvy je nutno ohraničit,  spojit  do odpovídajících celků tak, aby 
tvořily přibližně tvar elipsy. Vzhledem k tomu, že takovýmto útvarům mohou odpovídat i např. části 
nohy, je nutné aplikovat ještě další pravidla pro vyloučení falešných poplachů. Zkoumá se velikost 
elipsy, poměr poloos a natočení elipsy.
3.3.3 Srovnání šablon
Srovnávání šablon funguje na základě hledání korelace obrazu s předem danými šablonami 
celého obličeje, či jeho částmi. Tyto šablony jsou postupně aplikovány přes všechny pixely, což je 
poměrně  náročné.  Při  porovnávání  se  nezávisle  počítá  míra  korelace  všech  částí  šablony  a 
odpovídající  části  vstupního obrázku.  Přítomnost  či  nepřítomnost  obličeje  je  tedy posuzována na 
základě velikosti jednotlivých korelací. Pro tuto metodu je nutné mít předem připraveny a uloženy 
šablony, jejichž příprava může být  pracná a časově náročná.  Další  nevýhodou je obtížná detekce 
obličejů  různé  velikosti  při  různém  natočení.  Výhodou  však  zůstává  jednoduchá  implementace 
metody.
 Předdefinované šablony
Základem  této  metody  je  myšlenka  nalezení  průměrné  reprezentace  tváře.  Tato  metoda 
vyžaduje  provedení  následujících  kroků:  segmentace  barvy  kůže,  generování  šablony,  srovnání  s 
šablonou.
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Obr. 3: Obličejové a neobličejové textury
V první části jsou hledány pixely obrazu odpovídající barvě kůže. Používají se stejné principy 
a barevné modely jako v metodách s invariancí znaků. Po nalezení takto barevné masky dochází ještě 
k morfologickým operacím pro redukci pozadí apod. V další části je generována šablona „průměrné 
tváře“.  Ta  je  však  počítána  nikoli  z  jedné  tváře,  ale  z  mnoha  vzorků.  Srovnání  s  šablonou  je 
používáno až ve finální  fázi  pro samotnou detekci  tváře v obraze.  Pro vyhodnocení  se používají 
metriky podobné cross-korelaci.
Tato metoda je vhodná pouze pro tváře z předního pohledu.
Deformovatelné šablony
Metoda deformovatelné šablony se snaží přizpůsobovat předdefinované šablony podle tváře v 
obrázku. Tuto adaptaci provádí iterativně a snaží se tak odstranit  omezení pouze na čelní pohled. 
Deformace šablony probíhá působením vnitřních a vnějších sil. Vnitřní síly ovlivňují hladkost křivky. 
Vnější (obrazové) síly tvarují konturu směrem k hranám objektu.
Touto metodou lze popsat celkový obrys obličeje i jeho lokální rysy, porovnávání pak probíhá 
na základě  funkce energie  odpovídajících  si  hran,  vrcholů  a  prohlubní.  Při  porovnávání  se  mění 
parametry šablon tak, aby se dosáhlo výsledné energie nižší, než je hraniční hodnota. Takto nalezená 
oblast je pak prohlášena za obličejovou plochu.
3.3.4 Metody založené na vzhledu
Poslední  skupinou  jsou  metody  založené  na  vzhledu.  V první  fázi  jsou  modely  obličeje 
získávány z trénovacích množin, které obsahují různé vzory tváří, a to učením. V druhé fázi probíhá 
vlastní rozpoznávání na základě srovnávání částí obrazu s tímto modelem. 
Obecně  jsou  tyto  techniky  založené  na  metodách  statistické  analýzy  a  strojového  učení. 
Naučené charakteristiky bývají uloženy ve formě distribučních modelů nebo funkcí (často ve formě 
pravděpodobnostních modelů). Na obrázek nebo vektor rysů se pak díváme jako na proměnnou, u níž 
na základě klasifikátorů určujeme, zda patří nebo nepatří do třídy tváří. Jinou možností je hledání tzv. 
diskriminantů, což jsou funkce, které rozdělují objekty na třídu obličejů a třídu objektů, které nejsou 
obličejem.
Všechny metody této skupiny jsou sice náročnější, protože vyžadují manuální spolupráci při 
učení. Ta spočívá v manuální signifikaci trénovacích dat. Výhodou je však jejich velká výkonnost a 
dosažení dobrých výsledků.
Metoda Eigenfaces
První metodou, kterou můžeme zařadit do této skupiny, je metoda Eigenfaces. Používají se 
vektory,  které  nejlépe  popisují  distribuci  obrázků tváří  v  celém prostoru  obrázků,  a  nazývají  se 
prostor  obrázků  tváří  (face  space).  Omezí  tak  počet  dimenzí,  které  jsou  nutné  pro  popis 
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Obr. 4: Šablona "průměrné tváře"
charakteristických  vektorů.  Tento  princip  vychází  z  metody  učení  bez  učitele  PCA  –  Principal 
Component Analysis.
Obličeje se zakódují do několika snímků s různou intenzitou. Po váhování se obrázky spojí do 
jednoho výsledného snímku, který se následně využívá pro další rozpoznávání. Pomocí metody PCA 
lze stanovit, které snímky jsou pro popis důležité, a brát v potaz pouze tyto. 
Neuronové sítě
Druhou  metodou  jsou  pak  neuronové  sítě,  které  jsou  obecně  úspěšně  používány  pro 
rozpoznávání libovolných objektů či vzorů v obraze. Tato metoda je tedy univerzální a využívá se 
nejen pro detekci obličejů.  Tato metoda byla inspirována skutečnou biologickou nervovou soustavou, 
která dokáže zpracovávat informace.
Výsledkem klasifikace neuronovými sítěmi je dvoutřídní rozhodování,  zda obraz patří  nebo 
nepatří do třídy obličejů. Neuronové sítě dokáží postihnout velkou množinu i odlišných vzorů.
Při použití této metody je důležitá pečlivá fáze učení, při které je nutné vybrat vhodné vzory, a 
to ve správném množství. Při špatně volbě může docházet k tzv. přetrénování, které vede k horším 
výsledkům.
Skryté Markovovy modely
Jako poslední metodu této skupiny můžeme uvést tzv. skryté Markovovy modely (HMM – 
Hidden Markov  Model),  které  předpokládají,  že  vzory  mohou  být  definovány jako  parametrické 
náhodné procesy, jejichž parametry mohou být přesně popsány. Model je pak formován ze skrytých 
stavů  a  následně  učen  pro  pravděpodobnosti  přechodu  mezi  třídami.
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Obr. 5: Metoda Eigenfaces
3.4 Identifikace jednotlivých částí obličeje
Identifikace jednotlivých částí obličeje se používá pro strukturální metody v metodách měření 
částí obličeje, ale i v holistických metodách pro určení referenčního bodu v obraze. 
Prvním  krokem  je  detekce  hranice  obličeje.  Ten  můžeme  charakterizovat  jako  proces 
zpracování ohraničeného prostoru v obraze definovaného jako objekt třídy obličej (hlava). Využívá 
prostoru nalezeného při detekci obličeje v obraze a jen nalézá přesnou hranici. Často bývá využíváno 
různých hranových detektorů. Po jejich aplikaci je možné vyhledat elipsu, kterou je možno definovat 
parametricky, pomocí Houghovy transformace či metody RANSAC (Random Sample Consensus).
Obrysy očí  jsou určovány pomocí poměrného umístění vzhledem k hranicím hlavy. Oči mají 
obecně stabilní strukturu a tvar skládající se z duhovky a víčka. Tento fakt nabízí možnost jejich 
modelování  pomocí  pevného  vzoru  (šablony),  podobně  jako  u  modelu  hlavy.  To  se  provádí 
skenováním. Pomocí rastru obličeje se provede prohledávací fáze v celém obrazu.
Ústa mají velmi proměnnou formu, která určuje emoční vyjádření jednotlivce. Proto je pro 
vygenerování modelu úst zpravidla použit deformační model s hierarchickým adaptivním algoritmem 
či  vyhledávání  např.  pomocí  vlastností,  jakou  je  barva  či  textura.  Běžné  detektory  hran  nejsou 
schopny nalézt hrany pohyblivých útvarů, jakými jsou např. ústa. Deformační modely jsou pro takové 
úlohy  vhodné,  protože  mohou  být  specifikovány  nastavením parametrů  z  apriorní  znalosti  tvaru 
objektu.  Globální  informace  lokálních  hran  může  být  uspořádána  do  globálního  vjemu,  který 
spolehlivě určí umístění obrysu.
3.5 Rozpoznávání charakteristických vlastností a 
proces identifikace
Rozpoznávání obličeje zahrnuje úlohy jak identifikace, tak verifikace.  Jedná se tedy o proces 
porovnávání rysů na základě databází a metrik pro zjišťování podobnosti. Obrazy obličejů jsou často 
reprezentovány jako vektory rysů v určitém prostoru (tzn. obraz může být reprezentován jako bod ve 
vícerozměrném prostoru).
První skupinou jsou algoritmy založené na normalizaci a měření biometrických veličin. Jsou 
to  metody využívající rysy, které detekují geometrické vlastnosti obličeje (hraniční body očí a úst, 
poloha nosu, hraniční body obočí apod.). Při rozpoznávání obličejů se pak jako příznakové vektory 
používají vzdálenosti a úhly mezi body daného rysu, tyto vlastnosti se nazývají antropologické rysy. 
Výkonnost  těchto  metod  je  závislá  na  přesnosti  algoritmu  lokalizujícího  rysy.  Nelze  však 
jednoznačně určit, při jakém množství porovnávaných rysů dosahuje algoritmus nejlepších výsledků. 
Nelze ani jednoznačně říci, které rysy jsou nejvíce důležité. Výhodou této metody je použitelnost i u 
obrazů s velmi malým rozlišením (např. 8×6 pixelů).
Novější metody vznikající v devadesátých letech jsou založeny na vzhledu a patří do skupiny 
holistických metod. Pro stanovení globálních reprezentací obličeje se využívají buď momenty ob-
razové funkce nebo častěji Bavorovův filtr a wavelety ke zkoumání okolí množiny vybraných bodů 
obličeje a normalizaci globálních reprezentací vůči rušivým vlivům.
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3.5.1 Proces identifikace
Proces identifikace se provádí porovnáním se vzorem známých fotografií. První možností jsou 
statistické  metody pravděpodobnosti  za  použití  klasifikačních  algoritmů.  Jiným přístupem je  vy-
hodnocování významných reprezentací zkoumaného obrazu pro přiřazení nebo setřídění množiny fo-
tografií známých osob. Nalezené záznamy v databázi bývají řazeny v pořadí od záznamu s  největší 
pravděpodobnosti shody k nejmenší. Tyto algoritmy projektují obraz do podprostoru a hledají nej-
bližší vzor.
Jako výsledek procesu je pak určena jedna vyhovující osoba nebo skupina více osob, u kterých 
se udávají  pravděpodobnostní shody. Pokud žádáme jasnou odpověď o identitě osoby, je nutné v 
systému nastavit rozhodovací práh. To může vést k různým úskalím a vzniku chyb. Nastavíme-li práh 
příliš nízko, zajistíme, že daná osoba bude rozpoznána, snadno však může dojít k falešné záměně s 
cizí osobou. Při nastavení prahu na vysoké skóre sice zamezíme chybným shodám s cizí osobou, 
často však ani osoba uložená v systému nemusí být rozpoznána. 
3.6 Hodnocení úspěšnosti systémů a kategorizace 
chyb
Reálné biometrické systémy pracují s určitou chybovostí. Tu můžeme vyjádřit pomocí křivek 
udávajících  pravděpodobnost  chyby.  Hodnocení  chyby  biometrického  systému  je  důležité  nejen 
proto, abychom zjistili  kvalitu biometrického systému, ale i  proto, abychom byli  schopni správně 
nastavit  rozhodovací  práh.  To také záleží  na tom, co od systému očekáváme. Pokud biometrický 
systém hlídá nějaký zabezpečený vstup, bude velmi nežádoucí, aby prošel nezaregistrovaný uživatel. 
Spíše je přípustné nerozpoznat oprávněného uživatele a nutnost proces identifikace opakovat. Naopak 
například pro docházkový systém s velkým počtem procházejících osob je vhodná větší benevolence 
a snížení nutnosti opakovaného procesu přihlášení.
Chyby biometrických systémů můžeme rozdělit do několika skupin:
1. Míra chybného přijetí FAR (False Acceptance Rate): Křivka FAR udává míru chybného 
přijetí, tedy pravděpodobnost, že systém klasifikuje dva odlišené biometrické vzory jako 
shodné a tím selže při odmítnutí možného útočníka.
FAR= Počet schodných porovnání rozdílných vzorů
Celkový počet porovnání rozdílných vzorů
2. Míra chybného odmítnutí FRR (False Rejection Rate): Křivka FRR je pravděpodobnost, 
že daný systém klasifikuje chybně dva snímky stejné osoby jako odlišné a tím selže při 
přijetí správného uživatele.
FRR= Počet porovnání vzorů osoby Avesoucí k neshodě
Celkový počet porovnání vzorů osoby A
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3. Míra  chybné  shody  FMR  (False  Match  Rate):  Tato  křivka  udává  podíl  chybně 
akceptovaných osob. Na rozdíl  od FAR se však neberou v potaz i pokusy, které byly 
neúspěšné ještě před samotným porovnáním (např.  nebyla nalezena obličejová oblast, 
selhalo snímací zařízení ap.).
4. Míra  chybné  neshody  FNMR  (False  Non-Match  Rate):  FNMR  udává  podíl  chybně 
neakceptovaných  osob.   Od  FRR se  liší  tím,  že  nebere  v  potaz  pokusy,  které  byly 
neúspěšné ještě před vlastním porovnáním.
Jako možnost,  jak nastavit  práh pro určení,  při  jakém skóre uživatele přijmout či  nikoliv, 
může být použita míra vyrovnání chyby (EER). Ta je definována podmínkou: FMR(T)=FNMR(T), T 
je práh. FMR i FNMR jsou závislé na hodnotě prahu T. Tuto závislost můžeme vyjádřit pomocí ROC 
křivky (Receiver Operating System), která udává výkonnost systému.
3.7 Testovací databáze
Výkonnost systémů je vhodné testovat na standardním setu vstupních dat. Takovými jsou v 
případě obličejových systémů databáze obličejových snímků. Tyto databáze obsahují buď černobílé 
nebo barevné snímky, další možností jsou i videozáznamy.
Podle  skupiny  úloh,  kterou  chceme u  algoritmu testovat,  můžeme databáze  rozdělit  do  tří 
skupin:
• Databáze pro rozpoznávání obličejů (3.7.1)
• Databáze pro detekci obličejů (3.7.2)
• Databáze pro určení výrazu obličeje: Tato oblast leží mimo téma této práce. Jako zástupce lze 
však uvést např. CMU – Fecial Expression Databse
3.7.1 Databáze pro rozpoznávání obličejů
Tyto databáze mají za úkol posloužit pro testování  systémů, které se snaží osobu na snímku 
identifikovat. Často se zaměřují na specifické podmínky, které mohou být pro algoritmus kritické – 
např. různé osvětlení, výrazy tváře, zakrytí části obličeje (kapitola 3.2.2). Obsahují tedy referenční 
snímek dané osoby, další snímky jsou pak pořízeny ve specifických podmínkách.
Pro testování svého algoritmu jsem použila také databáze z této kategorie. První z nich byla 
databáze vytvořená v rámci mé  bakalářské práce (konkrétně referenční snímky a snímky obličejů 
zakrytých z části stínem). Druhou databází byla databáze FERET.
AR
Tato databáze [15] byla vznikla v roce 1998 v Computer Vision Center (CVC) v Barceloně. V 
současné době obsahuje  více  než 4000 barevných snímků 126 osob (70 mužů,  56 žen).  Snímky 
zachycují čelní pohled obličeje s různými výrazy tváře, osvětlením a zakrytím (sluneční brýle, šála). 
Fotografie byly nasnímány opakovaně ve dvou sezeních v intervalu čtrnácti dní. Databáze je volně 
přístupná a lze ji zdarma použít pro vědecké a studijní účely. 
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BANCA
Banca multi-modal databse [14] byla vytvořena jako součást evropského projektu BANCA, 
který  má  za  cíl  vyvíjet  a  implementovat  bezpečností  systém  s  lepšími  metodami  identifikace, 
autentizace a schémat kontrolovaného přístupu přes Internet. Za úkol má testovat režimy přístupu s 
použitím různých zařízení – vysoká a nízká kvalita kamery, mikrofonu. Databáze obsahuje nahrávky 
52 osob (26 mužů a 26 žen).
FERET
FERET (The Face Recognittion Technology) [11] je databáze snímků, která vznikla na George 
Maron University v USA. Vedením projektu sbírání snímků byl pověřen Dr. Harry Welchsler z této 
university. Tato databáze je defacto považována za standard pro hodnocení systémů rozpoznávání 
obličejů. Kolekce obrázků vznikla mezi prosincem 1993 a srpnem 1996. Tato původní verze obsahuje 
snímky s rozlišením 256 x 384 pixelů ve stupních šedi (8 bitů). V roce 2003 byla vydána 24bitová 
barevná verze těchto obrázků s rozlišením 512 x 768 pixelů. 
K této databázi je možno získat přístup. Po zaslání žádosti lze stáhnout a použít pro nekomerční 
studijní či vědecké účely. Tuto databázi jsem také použila pro testování navržené aplikace.
Korean
KFDB (Korean Face Database) obsahuje velké množství snímků lidí korejské národnosti. Ti 
byli snímáni pomocí sedmi kamer z různých úhlů v jeden časový okamžik. Pro každou osobu byla 
vytvořená série obsahující různé výrazy tváře, snímky s různým osvětlením a snímky s čelenkou (bez 
vlasů) a brýlemi.
Yale Face Databse
Databáze tváří YALE [13] obsahuje 165 černobílých obrázků 15 lidí ve formátu GIF. Jedná se 
o 11 snímků každé osoby s různými výrazy tváře nebo umístěním ve snímku.
Verze  Yale  Face  Database  B  byla  vytvořena  pro  systematické  testování  metod  pro 
rozpoznávání tváří při velkých změnách osvětlení a pózy. Osoby byly fotografovány 64 krát uvnitř 
geodetické koule počítačem řízeným snímačem. Pro 64 osob bylo vytvořeny snímky v 64 různých 
světelných podmínkách v 9 směrech. Společně s databází jsou i distribuovány údaje o umístění očí a 
středu úst.
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Obr. 6: Ukázka snímků jedné osoby v databázi FERET
3.7.2 Databáze pro detekci obličejů
Databáze pro detekci obličejů si kladou za cíl otestovat systémy z hlediska nalezení obličeje v 
obraze.  Tento krok často předchází vlastnímu rozpoznání tváře. Detekce obličeje je ztížená zejména 
v situacích, kdy uživatel nějakým způsobem nespolupracuje - nestojí na správné pozici před kamerou 
nebo se do ní přímo nedívá. Často totiž ani nechceme, aby dotyčný věděl, že je snímán.
Jako zástupce těchto databází můžeme jmenovat  CMU – Frontal Face a CMU – Profile Face. 
První z nich obsahuje snímky z čelního pohledu. Takováto detekce bývá obecněji jednodušší a takto 
většinou pracují přístupová zařízení. Databáze obsahuje 180 snímků rozdělených do čtyř sad. Druhá 
databáze obsahuje  snímky vhodné  pro  test  detekce  natočených obličejů  a  obsahuje  celkem 208 
obrázků se 441 obličeji.
19
4 Metody zpracování obrazu
Metody zpracování obrazu a počítačového vidění můžeme rozdělit do několika skupin, které 
většinou na  sebe  postupně  časově  navazují.  Prvním krokem bývá  snímání  a  digitalizace  obrazu, 
následuje předzpracování obrazu, dále pak segmentace, nakonec popis obrazu a klasifikace. 
4.1 Snímání a digitalizace obrazu
Snímání  obrazu  můžeme  charakterizovat  jako  převod  fyzikální  veličiny,  konkrétně 
dopadajícího  světla,  na  elektrický  signál.  Tento  signál  je  spojitý  a  v  další  fázi  je  nutná  jeho 
diskretizace. V současné době se pro snímání obrazové informace používají  nejčastěji  CCD nebo 
CMOS čipy. 
Obě technologie využívají fyzikálního jevu známého jako fotoefekt.. Tento jev spočívá v tom, 
že částice světla foton při nárazu do atomu dokáže přemístit některý z jeho elektronů ze základního 
do tzv. excitovaného stavu. Takto uvolněné elektrony vytváří v polovodiči elektrický náboj, který je 
později měřen, a je tak zjištěno množství dopadajícího světla.
Dalším krokem je převedení spojitého signálu na diskrétní – digitální, tedy proces digitalizace. 
Principem je převod dvojrozměrné spojité  funkce f(i,j),  kde i  a  j  jsou souřadnice  v prostoru,  na 
ekvivalentní matici MxN bodů kvantováním hodnot do K úrovní. Při vzorkování je nutné dodržet 
vzorkovací  teorém,  který  říká,  že  nejmenší  detail  v  obraze  musí  být  minimálně  dvojnásobkem 
vzorkovací periody. Nutné je tak zvolit správné rozlišení. Pokud zvolíme nízké rozlišení, dochází ke 
ztrátě informace, při vysokém rozlišení roste výpočetní i paměťová  náročnost.
Informaci  získanou  snímáním  a  následnou  diskretizací  je  nutno  vhodným  způsobem 
reprezentovat a uložit. První možností je uložit snímek přesně tak, jak byl nasnímán, tudíž bez dalšího 
zpracování. To umožňuje formát RAW. Pokud ukládáme snímek např. ve formátu JPG, dochází ke 
komprimaci snímku a možnosti ztráty části informace.
4.2 Předzpracování obrazu
Protože obraz získaný snímáním může vykazovat  chyby vzniklé  způsobem snímání  nebo 
nevhodnými  podmínkami,  je  vhodné  obraz  před  dalším  zpracováním  upravit.  Pokud  je  znám 
charakter zkreslení,  může být tato chyba odstraněna pomocí korekcí.  V mnoha případech přesnou 
chybu neznáme, avšak existuje velké množství metod, které usnadňují další analýzu snímku nebo jen 
vylepší obraz pro další pozorování člověkem.
Metody  předzpracování  obrazu  můžeme  rozdělit  do  tří  kategorií:  jasové  transformace, 
geometrické transformace, filtrace a ostření. Mnoho z nich je použito jako dílčí kroky v metodách 
odstraňující nerovnoměrné osvětlení obličeje.
4.2.1 Jasové transformace 
Jasovou  charakteristiku  obrazu  můžeme  vyjádřit  pomocí  histogramu  jasů.  Ten  vyjadřuje 
četnost bodů s daným jasem. Histogram může být absolutní: 
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H  p =∑
i , j
h i , j , p
h i , j , p=1 pro f i , j = p
0 pro f i , j ≠p
Pokud  vydělíme  každou  hodnotu  celkovým  počtem  pixelů,  dostaneme  relativní  neboli 
normalizovaný histogram. 
Podle tvaru histogramu můžeme určit některé vlastnosti snímku. Na obrázku č. 7 jsou ukázány 
některé typické křivky pro různé vlastnosti obrazu.
• Růžová křivka – malý kontrast
• Modrá křivka – není využito celého rozsahu jasů
• Červená křivka – bimodální histogram
• Zelená křivka – multimodální histogram
Histogram  je  také  možné  použít  pro  segmentaci  obrazu.  Nalezení  lokálního  minima 
bimodálního histogramu znamená nalezení  segmentačního  prahu.  V určitých podmínkách tak  lze 
oddělit  objekt  od  pozadí,  zejména  pokud  je  pozadí  jednobarevné  a  konstantně  osvětlené.  U 
multimodálního histogramu lze takto nastavit i více prahů.
Roztažení histogramu
V ideálním případě by měl histogram pokrývat všechny úrovně jasu. Ne vždy je toto splněno 
(viz modrá křivka předchozího obrázku).  V tomto případě lze provést   roztažení  histogramu, viz 
následující obrázek. To zvětší rozsah barev, čímž je se od sebe oddálí barvy jednotlivých objektů. 
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Obr.č.6: Charakteristické tvary histogramu
Jsou tak od sebe lépe rozeznatelné, a to jak při pozorování člověkem, tak i při dalším automatickém 
zpracování.
Předpokládáme-li, že původní obraz obsahuje hodnoty jasu od aL do aH můžeme transponovat 
obraz tak, aby meze ležely mezi hodnotami bL a bH. A to podle následujícího vztahu:
I x , y =[ I 0x , y −aL ]⋅[ b H−bLa H−aL ]bL
I0 je původní hodnota, I je nově získaná hodnota.
Obr.č.7:  Aplikace  roztažení  histogramu  –  vlevo  původní  obrázek  s  histogramem,  jehož  
nenulové hodnoty leží v úzkém pásmu, vpravo obrázek po transformaci,  jeho histogram zabírá celý  
rozsah hodnot.
Ekvalizace histogramu
Ekvalizace  histogramu  je  funkce  měnící  rozložení  intenzit  v  obraze  tak,  aby  se  v  něm 
vyskytovaly intenzity s přibližně stejnou četností. Ekvalizace umožňuje v obraze s celkově vysokým 
kontrastem zvýraznit špatně rozpoznatelné detaily s nízkým kontrastem. Vypočítá se jako: 







,kde Hp je původní histogram, He je výsledný histogram a qk a q0 jsou nové požadované meze, 
M.N jsou meze obrázku.
Bodové jasové transformace
Pokud jasovou funkci obrázku násobíme předem definovanou funkcí nezávislé na poloze v 
obraze,  ale  pouze  na  jasové  hodnotě,  můžeme  dosáhnout  dalších  zajímavých  efektů.  Lze  tak 
dosáhnout  např.  zvýšení  či  snížení  kontrastu,  vytvoření  negativu,  zvýšení  či  snížení  jasu.  Pokud 
zvolíme skokovou funkci, dosáhneme prahování. Formálně můžeme tyto transformace zapsat:
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g i , j = fnc f i , j  ,
kde f(i,j) je původní jasová funkce a g(i,j) transformovaná jasová funkce.
4.2.2 Geometrické transformace
Geometrické transformace se používají pro zvětšování, posouvání, otáčení nebo zkosení 2D 
obrázků,  stejně  jako  pro  odstraňování  geometrického  zkreslení.  Transformace  probíhá  ve  dvou 
krocích. Prvním krokem je transformace souřadnic bodů. Počítá se nová poloha každého bodu ve 
spojitých souřadnicích (reálná čísla). Druhým krokem je aproximace jasové funkce z neceločíselných 
pozic na hodnotu jasu v celočíselných pozicích.
4.2.3 Filtrace
Tyto metody patří  do skupiny lokálních operací  obrazu.  Často se  jedná o různé varianty 
konvoluce. Diskrétní konvoluci definuje vztah:
g i , j = ∑
m, n=0
∑ f i−m , i−n⋅hm , n ,
kde h je konvoluční maska. Konvoluční maska představuje matici hodnot, které se konvoluhují 
s bodem a jeho okolím.
Odstranění šumu
Pro vyhlazení snímku s cílem potlačení šumu se používá průměrování. Tato metoda je velice 
jednoduchá,  nevýhodou  však  je,  že  dochází  k  rozostření  hran.  Míra  rozmazání  roste  s  velikostí 
konvoluční masky.
Další možností odstranění šumu je obraz filtrovat Gaussianovým filtrem. Jedná se o filtr, jehož 
konvoluční jádro je definováno vztahem vyjadřujícím 2D gaussovské rozložení. 





 Tato metoda však může vést k rozostření obrazu (obrázek č. 8).
Další metodou pro potlačení šumu je výběr mediánu z okolí bodu. To řeší problém vychýlení 
jedné nebo více hodnot, tato metoda však není lineární a porušuje tenké čáry a rohy. Velmi dobře 
však funguje na obrázky s šumem typu „pepř a sůl“.
    Obr.8: Aplikace Gaussianova filtru na obrázek s šumem.
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Morfologické operace
Základními morfologickými operacemi jsou dilatace, eroze, otevření a uzavření. I tyto operace 
bývají  realizovány  pomocí  konvolučního  jádra.  Většina  morfologických  operací  je  založena  na 
jednoduchých operacích kontrakce a expanze. Operátory dilatace a eroze spočívají v interakci objektu 
A se strukturujícím elementem B (konvoluční matice). Dilatace „rozšiřuje“ objekty v obraze, eroze je 
naopak „zmenšuje“.
Dilatace je definována vztahem:
C=A dil B={x∈R2:∃a∈A ,existsb elementB , x=ab}
Erozi definujeme
C=A erd B={x∈R2:∀ b∈B , xb=A}
4.3 Analýza obrazu
Dále následují stěžejní fáze většiny aplikací zpracování obrazu a počítačového vidění. Pokud 
tyto fáze aplikujeme na technologie 2D obličeje, můžeme jejich důkladnější popis nalézt v kapitole 3. 
Zde uvedu jen stručný popis odpovídající obecně úlohám zpracování obrazu.
Segmentace je jedním z nejtěžších kroků. Jejím úkolem je nalézt objekty zájmu v obraze (v 
našem případě nalezení obličeje). Rozdělí obraz do částí odpovídající jednotlivým objektům a pozadí. 
Objekty jsou rozlišovány na základě určitých vlastností. Často se provádí analýza hranice objektu 
nebo třeba jen spojitá barevnost určité oblasti, stejná textura ap.
Jako příklad velmi často užívané metody segmentace můžeme uvést prahování. V této metodě 
rozděluje obrazové body do dvou či více skupin podle počtu prahů. Pokud hodnota jasu spadá mezi 
určité prahy – do určitého pásma, jsou zařazeny do patřičné třídy, např. přiřazením určité hodnoty 
jasu. 
Objekty nalezené v předchozí segmentaci je nutné popsat pro další vyhodnocování. Existují 
dva základní principy popisu. První je založen na kvantitativním přístupu, tedy popisu objektu na 
základě  souboru  číselných  charakteristik.  Těmi  mohou být  např.  velikost  objektu,  průměrný  jas, 
momenty apod.  Druhým přístupem je  popis  kvalitativní,  který řeší  vztahy mezi  objekty či  jejich 
tvarové  vlastnosti.  Ve  většině  případů  je  popis  objektu  vstupní  informací  pro  rozpoznávání 
(klasifikaci) objektů. 
Posledním krokem bývá klasifikace. Ve většině případů se jedná o zařazení objektu do předem 
známých tříd. U technologie obličejů mohou být třídami konkrétní osoby uložené v databázi systému. 
V případě detekce obličeje, rozlišujeme pouze dvě třídy – obličej, ostatní oblasti. 
Metody klasifikace se dělí do dvou skupin. První skupina, příznakové metody, je založena na 
principu využití příznaků. Tyto příznaky tvoří n-dimenzionální prostor, ve kterém se nachází clustery, 
reprezentující jednotlivé třídy. Pokud chce určit, do jaké třídy objekt patří, musíme jeho vlastnosti 
vyjádřit jako bod v tomto prostoru a následně příslušnost k nějaké třídě. Hranice mezi clustery jsou 
definovány diskriminační funkcí.  Učení vlastního klasifikátoru zde může být s učitelem i bez učitele. 
24
Strukturální  rozpoznávání,  druhá  skupina,  využívá  jako  vstup  kvalitativní  popis  objektů. 
Objekty  jsou  zde  popsány  primitivy.  Dále  je  definována  abeceda,  jazyk  popisu  a  gramatiky 
jednotlivých tříd, pomocí nichž jsou objekty popisovány.
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5 Celkový  návrh  a  implementace 
aplikace
Aplikace pro odstranění stínů z obličeje byla vyvinuta a testována pro operační systém Linux 
v programovacím jazyce C. Využívá knihovny OpenCV verze 2.0, která je vhodná pro vytváření 
aplikací pro zpracování obrazu.
Jedná se o konzolovou aplikaci. Jako parametry se volí název souboru pro otevření i uložení, 
dále  je  možné zvolit  číslo  či  kombinaci  čísel  metod,  které  se  mají  na  vstupní  snímek aplikovat. 
Výsledný snímek je dán kombinací zvolených metod. Každá metoda je aplikována se stejnou váhou. 
V případě volby je  možné výsledný snímek zobrazit.  K tomu bylo využito  možnosti  generování 
uživatelského rozhraní knihovnou OpenCV.
5.1 Knihovna OpenCV
Knihovna OpenCV je otevřená knihovna, volně použitelná pro nekomerční účely. Jedná se o 
knihovnu navrženou pro manipulaci s obrazem. Umožňuje vytvářet aplikace zaměřené především na 
počítačové vidění a zpracování obrazu v reálném čase. Původně byla vytvářena společností Intel.
Knihovnu je možné využít z prostředí jazyků C, C++ (umožňuje vytvářet uživatelské rozhraní 
SWIG), Python a Octave.
Knihovna OpneCV obsahuje několik modulů, které jsem využila ve své aplikaci. Modul cv.h 
obsahuje právě funkce pro počítačové vidění a zpracování obrazu. Tyto funkce můžeme rozdělit do 
několika  kategorií:  filtrování  obrazu,  geometrické  transformace,  různé  obrazové  transformace, 
histogramy,  detekce  příznaků,  analýza  pohybu,  strukturální  analýza  a  popis  tvarů,  dělení  roviny, 
detekce objektů, kalibrace kamery a 3D rekonstrukce.
Modul  cxcore.h  implementuje  jádro  funkcionality.  Obsahuje  definici  základních  struktur, 
jakými jsou obrázek, bod, skalár, dále pak operace s poli, managment paměti, vykreslovací funkce a 
funkce pro práci s prostory příznakových vektorů.
Posledním modulem je highgui.h. Umožňuje vytvářet uživatelské rozhraní na vysoké úrovni, 
dále pak vstup a výstup obrázků a videa.
5.2 Návrh aplikace
Aplikace se skládá ze dvou základních částí. První z nich je detektor obličeje, připouští se 
více  obličejových  oblastí  v  jednom  snímku.  Ve  vstupním  snímku  je  nutné  nalézt  množinu 
obličejových oblastí, z nichž každá je aproximována elipsou.  Oblasti jsou dále ověřovány na základě 
detekce očí a jejich geometrie (podrobnější popis je uveden v kapitole 7).
V druhé fázi jsou na jednotlivé detekované oblasti aplikovány metody pro eliminaci stínů. 
Pokud je zvoleno více metod, dochází ke kombinaci výsledných snímků. Změny se projevují pouze v 
místech detekovaného obličeje. Implementované metody jsou popsány v kapitole 6. Celkové schéma 
je zachyceno na obrázku číslo 9.
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Obr. 9: Celkové schéma aplikace
V celkovém schématu je patrné, že aplikace metod eliminace stínů a jejich kombinace tvoří 
samostatný celek. Proto byly funkce implementující tyto metody, jejich kombinaci a zpětný převod 
na barevný snímek, umístěny do samostatného zdrojového souboru function.h. Toto řešení umožňuje 
využít metody v kombinaci s libovolným detektorem obličejů.
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6 Návrh  a  implementace  metod 
eliminujících osvětlení obličeje
Stíny a nerovnoměrné osvětlení obličeje může být způsobeno zdroji světla,  které osvětlují 
obličej  z  různých  úhlů  nebo  různou  barvou  světla.  Na  obličeji  pak  vytvářejí  stíny  způsobené 
plasticitou samotného obličeje nebo jinými předměty ve scéně. Některé části obličeje tak můžou být 
osvětleny nedostatečně nebo naopak příliš.  Pokud dojde k extrémům v obou směrech,  může být 
obrazová informace zcela ztracena.  V takovém případě je rekonstrukce velmi obtížná nebo zcela 
nemožná.
V této kapitole budou popsány návrhy metod pro eliminaci stínů v obličeji.  Tyto metody 
pracují již s předem nalezenou obličejovou oblastí. Těmto metodám by měl tedy předcházet detektor 
obličeje pracující na principech uvedených v kapitole 3.3. Pro mnou navrženou aplikaci jsem zvolila 
detektor, jehož implementaci popisuji v kapitole 6.
Nejdříve však uvádím pro porovnání jiné, již navržené metody odstraňování stínů, a to nejen v 
obličeji.
6.1 Existující metody
V  této  kapitole  jsou  uvedeny  příklady  metod  řešící  eliminaci  stínů  a  nehomogenního 
osvětlení.  Kromě  metod  předzpracování  obrazu,  pracujících  většinou  globálně  s  histogramem 
(kapitola 4.2), existují metody zabývající se eliminací stínů. Tyto metody vycházejí z lokální situace 
v obraze. Jsou většinou konstruovány pro specifickou situaci a specifické podmínky.
6.1.1 Eliminace pohybujících se stínů na vozovce
Používá  se  při  detekci  pohybu  na  vozovce,  stíny  totiž  mohou  vyvolat  falešnou  detekci 
pohybu. Tato metoda [5] vychází z přesvědčení, že barva vozovky se v místě stínu nemění, mění se 
pouze její jas. Hodnotu jasu lze získat z barevného RGB modelu pomocí kolorimetrické rovnice: 
Y=0.299⋅R0.587⋅G0.114⋅B
Jasová  změna  vyvolává  jinou  odezvu  pro  každou  barevnou  složku,  jak  je  vidět  z  výše 
uvedeného  vztah  nelineárně.  Tato  odezva  je  následně  kompenzována.  Dalším faktorem měnícím 
odezvu je barva světelného zdroje. Kromě změny jasu tedy algoritmus také připouští jistou barevnou 
změnu. Tuto metodu lze ovšem pouze použít pro video. Provádí totiž porovnání jednotlivých snímků, 
na jejichž základě vyhodnocuje případnou přítomnost stínů.
6.1.2 Odstranění nehomogenního osvětlení
Tato  metoda  byla  použita  v  práci  Rozpoznávání  gest  ve  videosekvencích  [6].  Pomocí 
Laplacova operátoru jsou nalezeny důležité rysy v obličeji. Laplacův operátor slouží k odhadu druhé 
derivace v daném bodě.  Protože se používá k detekci hran,  bude mít v oblasti  obličejových rysů 
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největší odezvu. Po použití morfologických operací vznikne mapa důležitých obličejových rysů. Na 
základě této mapy se k originálnímu obrázku přičítá 1. Gáborova vlnka.
Tato metoda velice dobře odstraňuje nehomogenní osvětlení, nedokáže však eliminovat ostré 
stíny. Výhodou je nepotlačování obrazové informace v oblasti obličejových rysů.
6.2 Návrh metod
Metody pracují s obrázky ve stupních šedi. To umožňuje provádět výpočet pouze pro jednu 
kanálovou složku. Pokud je však původní snímek barevný,  je převeden do modelu YCbCr. Pro další 
výpočet se pracuje pouze s jasovou složkou Y. Následně může být transformace zpětně aplikována i 
na původní barevný obrázek.
Protože  metody  pracují  se  statistickými  údaji  oblasti  tváře,  očekávají  jako  vstup  kromě 
originálního obrázku také pole obsahující masku obličejové oblasti. Pro zjednodušení výpočtu jsou na 
vstup předávány také extrémní souřadnice obličejové oblasti. Transformace pak bude probíhat pouze 
na vymaskovaných pixelech snímku.
6.2.1 Kompenzační šablona
První metoda využívá tzv. kompenzační šablony. V první fázi je spočítán průměrný jas v 
jednotlivých  kvadrantech  obrázku.  Na  základě  zjištěných  hodnot  je  generována  vhodná  šablona. 
Šablony  jsou  také  rozděleny  na  kvadranty,  kde  tmavé  a  světlé  části  se  v  přechodech  vzájemně 
interpolují. Světlému kvadrantu obrázku by měla odpovídat tmavá část šablony a opačně. O tom, zda 
se jedná o světlou či tmavou část, je rozhodnuto porovnáním průměrného jasu s nastaveným prahem. 
Velikost šablony je přesně upravena tak, aby odpovídala zpracovávané oblasti. K tomu je použita 
kubická interpolace.
V  druhém  kroku  je  kompenzační  šablona  zprůměrována  s  původním  obrázkem  v  jasové 
reprezentaci. Je tak zachován původní rozsah hodnot. Upravený černobílý obrázek je zpětně převeden 
na RGB reprezentaci.
V aplikace je tato metoda označena pod číslem 1. Ukázka kompenzační šablony je uvedena na 
obrázku 10.
Obr. č. 10: Kompenzační šablona
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Výsledky této metody jsou ukázány na obr. č. 11. Tato metoda světlé části sice prosvětlí (zvýší 
jas), ale obrazová informace se zde ztrácí. Nedochází ke zvýšení kontrastu. Tato metoda není vhodná 
pro samostatné použití.
Obr. č. 11: Výsledky metody kompenzační šablony, vrchní řada originál
6.2.2 Vyrovnání pomocí negativu
V  metodě  vyrovnání  pomocí  negativu  je  nejdříve  vytvořen  negativ  obrázku.  Negativ  je 
definován vztahem:
I nx , y =I max−I  x , y
In je hodnota nová jasu pixelu v negativu, Imax je maximální hodnota rozsahu (255), I hodnota 
jasu ve výchozím obrázku.
Tento negativ je „utlumen“ - každý pixel negativu je vynásoben konstantou menší než 1. 
Pokud bychom totiž sečetli přímo negativ s originálem, dostali bychom pouze bílý obrázek, což plyne 






kde  Iavr je průměrná hodnota jasu v snímku, Imax je maximální hodnota rozsahu jasu. 
Výhodou negativu je,  že na rozdíl  od kompenzační  šablony přesněji  definuje oblasti  nutné 
vyrovnat. Ukázka aplikace potlačeného negativu je znázorněna na obr. 12.  Negativ je na původní 
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obrázek aplikován pouze v oblasti obličeje, a to zprůměrováním s původním černobílým snímkem. I v 
této metodě je posledním krokem převedení snímku zpět na barevnou reprezentaci.
Obr.  12: Aplikace negativu: zleva originální  černobílý snímek,  potlačený negativ,  výsledný  
černobílý snímek.
Výsledkem aplikace metody (obr.  č.  13) je lepší  získání obrazové informace v zastíněných 
částech obličeje než u předchozí  metody.  Velmi dobře se zvýrazní  důležité obličejové části  (oči, 
ústa).  Obsahuje  ovšem  mnoho  šumu.  Další  nevýhodou  je  degradace  informace  ve  světlé  části 
obrázku. To by bylo možno vyřešit tak, že by se metoda aplikovala pouze na pixely v zastíněné části 
obličeje. Jinou možností by bylo dynamické potlačení negativu v různých částech obličeje.
V aplikaci je tato metoda označena číslem 2.
Obr. č. 13: Výsledky metody vyrovnání pomocí negativu, vrchní řada originál 
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6.2.3 Přímé vyrovnávání jasu
Třetí  metoda pracuje na principu přímého vyrovnávání  jasu.  Jako jediná se snaží  alespoň 
částečně rekonstruovat informaci i z příliš světlých oblastí, nejen těch tmavých. Obrázek je prahován 
do tří skupin oblastí podle jasu. Každá oblast je pak vyrovnávána přičtením určité konstantní hodnoty 
(kladné  či  záporné)   zvolené  právě  pro  každou  oblast  jinak.  Tyto  konstanty  byly  zjištěny 
experimentálně.
Pro rozsah jasových hodnot 0 až 255 byla v implementované metodě čtyři jasová pásma. 
I new={ I  x , y−50 if I  x , y 150I x , y −20 if I  x , y120∧I  x , y150I  x , y if I  x , y70∧I x , y 120
I  x , y 20 if I  x , y 70
Výhodu metody je, že se příliš neztrácí obrazová informace. Jsou však patrné dosti výrazné 
přechody  mezi  pásmy,  vzniklé  prahováním.  Tato  metoda  by  pravděpodobně  vykazovala  lepších 
výsledků, pokud by bylo použito více jasových pásem. 
Ukázka aplikace metody je uvedena na obrázku číslo 14.
Obr. č. 14: Výsledky metody přímé vyrovnání jasu, vrchní řada originál 
6.2.4 Průměrování výsledků jednotlivých metod
Vzhledem k tomu, že každá metoda má svá pozitiva v jiné charakteristice, rozhodla jsem se 
dále  testovat  snímky  vzniklé  průměrováním  výsledných  obrázků  všech  metod,  a  to  v  různých 
kombinacích. Aplikace umožňuje vybrat samostatné použití či libovolnou kombinací všech tří metod. 
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Průměrování je prováděno pro každý pixel zvlášť se stejnou váhou. Vzhledem k tomu, že se 
jedná  o  barevné  snímky  v  RGB  reprezentaci,  průměruje  se  každá  barevná  složka  zvlášť.  Pro 
minimalizaci šumu je na výsledný obrázek aplikován Gaussianův filtr.  
Výsledek vzniklý kombinací všech tří metod  ukazuje obrázek 15.
Obr. č. 15: Výsledky průměrování metod, vrchní řada originál 
6.2.5 Zpětný převod do RGB prostoru
Metody pracují pouze s jasovou složkou (černobílá reprezentace snímku). Pokud ale známe 
původní  barvený snímek,  původní  černobílý snímek a nový černobílý snímek,  můžeme odvodit  i 
novou barevnou reprezentaci snímku. Tento převod je velmi jednoduchý. Pro každý pixel zjistíme 
rozdíl obou černobílých snímků. O tento rozdíl pak korigujeme i barevné obrázky. Nutné je ovšem 
upravit všechny složky zvlášť, tedy červený, zelený i modrý kanál zvlášť.
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7 Implementace detektoru obličeje v 
obraze 
Pro  implementaci  detektoru  obličeje  v  obraze  jsem se  rozhodla  postupovat  podle  metod 
publikovaných  v  článku  Face  Detection  in  Color  Face  [8].  Zde  popsaný  algoritmus  pracuje  s 
barevnými snímky a hledá obličejovou oblast pomocí nelineární transformace do YCbCr prostoru. 
Takto  nalezená  oblast  je  dále  prověřována  srovnáním s  mapou očí.  Nalezené  oči  mají  v  oblasti 
obličeje určitou polohu. Na základě toho, zda jsou v kandidátní oblasti oči přítomny a jaká je jejich 
geometrie, je nalezená oblast potvrzena nebo vyloučena jako obličej. Oblast je aproximována elipsou.
Každá  obličejová  oblast  je  dále  zpracovávána  samostatně.  Jsou  na  ni  aplikovány  zvolené 
kombinace metod.
7.1 Detekce kůže v obraze
Prvním  krokem  při  detekci  kůže  je  světelná  kompenzace.  Podle  [8]  je  vhodné  provést 
normalizaci pomocí vyvážení bílé. V dalším kroku je pro každý pixel zvýšen jas o 5%. Vzhledem k 
tomu, že v případě úpravy stínů v obličeji se jas pro jednotlivé části obličeje velmi liší, provádí se toto 
navýšení jasu pouze u pixelů, jejichž hodnota jasu je menší než polovina rozsahu hodnot jasu. Tím 
dochází k vyrovnání takto lišících se hodnot. Navýšení o 5% je zachováno, a to pro všechny složky 
YCbCr barevného prostoru.
Model barvy kůže je reprezentován shlukem v barevném prostoru. Ukazuje se, že nejlépe lze 
model reprezentovat v RG prostoru (červená a zelená složka). Proto je vhodné pracovat se snímkem v 
YCbCr reprezentaci. Zde je snímek reprezentován třemi kanály. Kanál Y reprezentuje jasovou složku. 
Kanály Cr a Cb jsou chromatické. První z nich udává  rozdíl mezi červenou složkou a jasem, druhá 
pak mezi modrou složkou a jasem. V tomto modelu lze tedy velmi jednoduše oddělit jasovou složku 
od barevné informace.
Článek [8] ukazuje, že  složky barvy kůže jsou závislé na osvětlení. Pokud je brán v potaz 
pouze samotný Cr-Cb prostor, je ve výsledku vyvoláno mnoho falešných poplachů (označeno mnoho 
oblastí, které nejsou kůží).  Tento prostor je proto nelineárně transformován do nového prostoru tak, 
aby byl cluster reprezentující kůži nezávislý na osvětlení. To je velmi výhodné pro tuto aplikaci, která 
předpokládá práci se snímky s nevyrovnaným osvětlením.
Obr. 16: Ukázka nalezení mapy kůže (originální obrázek z databáze FERET).
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7.1.1 Nelineární transformace barevného prostoru a model 
barvy kůže
Prostor YCbCr může být reprezentován jako funkce jasu (Y):  Cb(Y) a  Cr(Y).  Barevné 
složky  transformujeme  do  prostoru  Cb'(Y)  a   Cr'(Y)  podle  následujícího  vztahu: 
C ' i={C iY − C i Y ⋅ W CiW Ci Y   C iKh if YK l ∨ K hYC iY  if Y ∈[K l , K h] i∈{r , b}
Model  kůže  je  specifikován  středem  (označený  jako  CbY  a  C r Y  ),   rozptylem 
clusteru ( W CbY  a W Cr Y  ) a výše uvedeným barevným modelem. Střed můžeme definovat:
CbY ={108K l−Y ⋅118−108K l−Y min if YK l108Y−K h⋅118−108Y max−K h if K hY
C r Y ={154K l−Y ⋅154−144K l−Y min if YK l154Y−Kh⋅154−144Y max−K h if K hY
Rozptyl clusteru definujeme pomocí vztahu:
W Ci Y ={ WLCiY−Y min⋅W Ci−WLCiK l−Y min if YK lWH CiY max−Y ⋅W Ci−WH CiY max−K h if K hY i∈{b , r}
Konstanty použité ve výše uvedených vztazích mají hodnotu: W Cb=46.97 , WLCb=23 ,
WH Cb=14 , W Cr=38.76 , WLCr=20 , WH Cr=10 ,  K l=125 a  K h=188  a byly 
odvozeny  na  základě  trénování  vzorků  kůže  získané  z  databáze  HHI  snímků  (Heinrich-Hertz-
Institute).
Cluster reprezentující model kůže v Cb'Cr' odpovídá eliptickému tvaru, jak je vidět na obr. 17. 










Souřadnice x a y v transformovaném prostoru získáme:
[ xy]=[ cos  sin−sin −cos ][Cb '−c xCr '−c y] ,
 kde  c x=109.38 , c y=152.02 , =2.53 rad ,  ec x=1.60 ,  ec y=2.41 ,
a=25.39 , b=14.03 . Tyto parametry popisují elipsu reprezentující cluster v Cb'Cr' barevného 
prostoru.
Pokud zkoumáme, zda barva pixelu patří do třídy kůže, testujeme, zda po dosazení do této 
parametrické rovnice elipsy je hodnota menší nebo rovna 1. Pokud je výsledná hodnota vetší, spadá 
mimo třídu barvy kůže. 
Obr. 17: Barevný prostor Cb'Cr' s vyznačenou eliptickou oblastí reprezentující kůži.
7.1.1 Nalezení kandidátů tváře
Jako  první  krok  je  nutné  nalézt  ve  vstupním  obraze  kandidáty  tváře,  které  jsou  nadále 
ověřovány. Pokud jsou potvrzeny jako tvář, je na nich dále aplikována kompenzace osvětlení, pro 
každou tvář zvlášť.
U každého pixelu je tedy podle metody popsané v kapitole 6.1.1 klasifikováno, zda patří do 
třídy kůže či nikoliv. Tak vznikne tzv. mapa kůže. Takto vzniklá mapa kůže je dále zpracovávána. V 
prvním kroku jsou aplikovány morfologické operace – dilatace a eroze.  Tím dochází  k eliminaci 
osamocených pixelů a naopak k uzavření drobných děr.
Nyní  je  třeba  nalézt  spojité  oblasti.  Knihovna  OpenCV  nabízí  možnost  použití  funkce 
FindContours. Ta umožňuje nalézt kontury uzavřených oblastí v binárním obraze. Vzhledem k tomu, 
že pixely vstupního obrázku jsou klasifikovány binárně (patří/nepatří do třídy kůže), je mapa kůže 
binárním obrazem a lze na ni proto aplikovat tuto funkci. Výstupem jsou seznamy bodů tvořících 
jednotlivé kontury. Každou konturu se můžeme pokusit  aproximovat  elipsou, která charakterizuje 
tvar obličeje z čelního pohledu.  Podmínkou je,  aby kontura obsahovala minimální  počet  bodů,  v 
opačném případě je okamžitě vyloučena z množiny možných kandidátů. Obsahuje-li však dostatečný 
počet pixelů, aproximujeme ji elipsou využitím další funkce knihovny OpenCV fitEllipse. Pro každou 
kandidátskou oblast je vždy vytvořena binární mapa. Ta je využita při ověřování přítomnosti očí v 
oblasti, a tím potvrzeno či vyvráceno, zda se jedná skutečně o obličejovou oblast (kapitola 6.2).
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Obr.18: Nalezení kandidátů tváře: a) Obrázek nahoře: mapa kůže b) Obrázek uprostřed: 
oblasti aproximované elipsou c) Obrázek dole: potvrzené obličejové oblasti 
7.2 Detekce očí
Pro detekci očí byl využit algoritmus uvedený v [8].  Podobně jako u detekce kůže se vytváří 
tzv. mapa očí. Mapa očí je tvořena kombinací dvou složek:  EyeMapC a EyeMapL. Těmito pojmy je 
označena  v  prvním  případě  mapa  pracující  s  chromizačními  složkami,  v  druhém  případě  mapa 
vycházející z jasové složky.  Ve výsledné mapě vzniknou kandidátské oblasti očí. Geometrie těchto 
oblastí je porovnávána s geometrií kandidátské oblasti tváře.
7.2.1 Mapa očí
Tvorba mapy očí pracující s chromizačními složkami  vychází z předpokladu, že v oblasti očí 




{Cb2 Cr2Cb /Cr }
Hodnoty Cb2 , Cr2  i Cb /Cr  jsou normalizovány v rozsahu hodnot 0 až 255. Cr
udává  negovanou složku Cr,  a  pokud je  maximální  rozsah hodnot  255,  pak Cr získáme jako  
255 – Cr.
Mapa vycházející  ze složky jasu je konstruována na základě následujícího předpokladu: oči 
jsou tvořeny tmavými pixely, okolo pak pixely světlejšími. K odhalení tohoto přechod mezi tmavými 
a světlými oblastmi je možné použít morfologické operace dilatace a eroze.
EyeMapL=
Y x , y dil g  x , y
Y x , y erd g x , y 1
Výsledná  mapa  je  dána  součtem  obou  dílčích  map,  normalizována  metodou  ekvalizace 
histogramu a následně binarizována pomocí funkce prahování. 
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Obr. 19: Ukázka nalezení mapy očí
7.2.2 Geometrie očí
Mapa očí je nadále zpracovávána tak, aby bylo možné zjistit geometrii kandidátů oblastí očí a 
tu porovnat  v rámci geometrie tváře.  Pokud jsou splněny určité podmínky,  můžeme prohlásit,  že 
testovaná oblast kůže je skutečně tváří.
V binarizované mapě očí tedy můžeme hledat souvislé oblasti pomocí kontur (obdobně jako u 
mapy kůže).  Zajímá nás zejména střed této oblasti.  Pro porovnávání  dále potřebujeme znát  střed 
obličejové oblasti, její výšku a šířku. Pro každé dvě oblasti provedeme vzájemné srovnání, pokud 
splní následující podmínky, můžeme je prohlásit za oblasti očí a oblast kůže za tvář.
Podmínky pro testování geometrie očí:
1. Střed oblasti A leží nalevo od svislé osy obličeje, střed oblasti B napravo.
2. Střed oblasti A i B leží ve stejné výšce. V praxi neleží oči ve stejné výšce, to je dáno chybou 
lokalizace oblasti, ale i  natočením hlavy. Jako vhodná tolerance se ukázalo 20% z celkové 
výšky obličeje.
3. Střed obou oblastí leží v horní polovině obličejové oblasti, ne však u horního okraje oblasti.
Obr. 20: Nalezené oči pomocí výše uvedených pravidel 
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8 Experimentální výsledky
Výsledky aplikace navržených algoritmů byly ověřovány pomocí aplikací pro rozpoznávání 
osob podle tváře. Jako testovací snímky jsem použila snímky z barevné databáze FERET, zejména 
pro ověření funkčnosti  detektoru obličejové části.  Dále jsem použila snímky se stínem v obličeji, 
vytvořené v rámci mé bakalářské práce. Na nich byla ověřována míra zlepšení detekce obličeje i 
rozpoznávání osob po aplikaci metod eliminující stíny v obličeji.
8.1 Aplikace použité pro testování rozpoznávání 
osob podle tváře
Aplikace VeriLook i Faint jsou nástroje pro rozpoznávání osob podle snímků obličejů na 
základě manuálního zadání tohoto snímku do programu. Nejdříve je nutné zadat do databáze 
referenční snímky, v druhé fázi je možné testovat úspěšnost při rozpoznávání dalších snímků.
Oba nástroje umí ve snímku identifikovat i větší počet osob, pokud se ve scéně nachází. 
Demoverze aplikací, které jsem použila, jsou volně dostupné ke stažení na internetu.
8.1.1 Nástroj VeriLook
Nástroj VeriLook 3.1 Algorithm Demo  [9] je založen na počítačové VeriLook technologii 
pro  rozpoznávání  tváří  a  je  určen  pro  biometrické  systémy.  Technologie  VeriLook  umožňuje 
využívání knihoven pro rychlý vývoj aplikací určených pro rozpoznávání lidských tváří. Může být 
použit pro více kamer, webových kamer nebo databází jak pro operační systém MS Windows, tak i 
pro  operační  systém  Linux.  Nástroj  VeriLook  umožňuje  současné  vícenásobné  identifikace  a 
rozpoznání více tváří v obraze. Obsahuje rozhraní pro vstup obrazu z webové kamery nebo umožňuje 
načíst snímek ze souboru, tuto variantu jsem využila pro svou práci.
Referenční  snímky se  nejprve vkládají  do  databáze.  Pro  tento účel  jsem použila  snímky s 
neutrálními výrazy a konstantním osvětlením. 
8.1.2 Nástroj Faint
Program  Faint  -   The  Face  Annotation  Interface  [10] je  Java  framework  pro  detekci  a 
identifikaci tváří založený na spojení různých modulů a filtrů. Obsahuje uživatelské rozhraní v Javě, 
OpenCV (knihovna pro analýzu obrazu) detekci přes JNI (Java Native Interface), integraci webové 
služby Betaface.com a filtr barvy pleti.
Na začátku práce je nutné vybrat adresář s fotografiemi referenční databáze, je potřeba program 
tyto  snímky  „naučit“.  Pro  každou  takovou  fotografii  je  proto  nutno  použít  funkci  „Run  Face 
Detection“. 
Vlastní  rozpoznávání  pak  probíhá  obdobně,  nejprve  je  rozpoznávána  obličejová  oblast  v 
obraze. Místo ukládání tohoto vzoru do databáze však použijeme funkci „Recogniton“. Výsledky se 
objeví v tabulce, která udává míru shody testovaného snímku s jednotlivými vzory v databázi.
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8.2 Zhodnocení funkcionality detektoru obličeje
Funkcionalitu detektoru obličejové části  jsem testovala jednak na snímcích s konstantním 
pozadím (jednobarevným). K tomuto účelu jsem použila databázi FERET. Tato databáze obsahuje 
snímky jednak z čelního pohledu, které by měl být schopen detektor bez problému rozeznat, dále pak 
snímky s různým natočením obličeje, které byly také testovány.
Další skupina testů byla provedena na náhodných snímcích s nekonstantním pozadím s různým 
počtem obličejů ve snímku. U těchto můžeme očekávat slabší výsledky.
8.2.1 Detekce snímků s homogenním pozadím
V tomto  testu  bylo  testováno  celkem 30 snímků,  jednalo  se  o  10  osob ve  třech  úhlech 
pohledu. Všechny snímky pochází z databáze FERET [11]. Výsledky jsou uvedeny tabulce číslo 3.
Čelní pohled Mírné natočení Profil
Správná detekce 9 6 4
Nepřesná detekce 1 4 3
Nenalezeno 0 0 3
Falešný poplach 0 2 1
Tabulka  3:  Úspěšnost  detekce  obličeje  implementovaným  detektorem  u  snímků  databáze  
FERET, a to z čelního pohledu, v mírném natočení a z profilu.
Pro čelní pohled není s detekcí větší problém, pouze v jednom případě byl obličej lokalizován 
nepřesně.  U  mírného  natočení  byla  obličejová  oblast  nalezena  také  vždy,  v  6  případech  byla 
lokalizována  přesně,  ve  zbylých  případech  nepřesně.  U  bočního  pohledu  byl  obličej  přesně 
lokalizován jen ve čtyřech případech, u třech snímků nebyl nalezen vůbec. To není nijak překvapivé 
vzhledem ke konstrukci detektoru. Ten kontroluje obličejové kandidáty pomocí detekce očí, které 
mimo jiné porovnává se svislou osou procházející středem obličeje. Tato podmínka přesně odpovídá 
čelnímu pohledu.
8.2.2 Detekce snímků s nehomogenním pozadím
Detektor obličejů byl také testován na snímcích s nehomogenním pozadím. V těchto snímcích 
se nacházelo většinou více obličejů, a to nejen z čelních pohledů. 
Kvůli nehomogennímu pozadí bylo zaznamenáno mnoho falešných poplachů, které byly někdy 
spojovány s pravými obličeji v jednu oblast. Nicméně i zde se dařilo nalézt obličejové oblasti, ovšem 
v mnohem menší míře než u snímků s konstantním pozadím. U menších kandidátních oblastí se také 
vyskytly problémy s nalezením očí. 
Tento nedostatek by mohl být motivací pro další vylepšení obličejového detektoru. Vzhledem k 
tomu, že navržené metody vyžadují  jako vstupní informaci pouze polohu obličeje,  je také možné 
detektor zcela vyměnit. Aplikace se tak stává zcela modulární.
Ukázka detekce obličejů na snímku s nehomogenním pozadím je vidět na obrázku 21.
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Obr. 21: Detekce obličejů na snímku se nehomogenním pozadím
8.3 Úspěšnost rozpoznávání po aplikaci metod
Na 41 snímků obličejů částečně zakrytých stínem byly postupně aplikovány navržené metody 
pro eliminaci stínů, a to samostatně i ve vzájemných kombinacích. Jako referenční snímky uložené 
pro  porovnání  v  databázi  jsou  použity  snímky  s  neutrálním  výrazem,  konstantním  osvětlením  a 
homogenním pozadím.
8.3.1 Hodnocení dat
Vzhledem k tomu, že každá z výše uvedených testovacích aplikací produkuje jiné ohodnocení 
při identifikaci obličeje, a tudíž není možné výsledky vzájemně porovnávat, budou data hodnocena 
odděleně, vždy v rámci výsledků dané aplikace.
Aplikace Verilook udává, zda byla daná osoba v databázi nalezena. Musí mít tedy nastaven 
vnitřní rozhodovací práh. U každé rozpoznané osoby udává míru shody se vzorem. Další možností je, 
že obličej byl sice ve snímku lokalizován, nicméně nepodařilo se nalézt shodu s žádným snímkem v 
databázi.  Posledním případem je nenalezení obličeje ve snímku.
Aplikace  Faint  nerozhoduje  o  přijetí  testované osoby.  Udává  pouze míru shody s  každým 
snímkem v databázi. Skóre vyjadřuje v rozsahu hodnot 0 až 100, na rozdíl od aplikace Verilook, která 
míru shody hodnotí v rozmezí 0 až 1. Vzhledem k tomu, že udává míru shody právě se všemi snímky, 
je irelevantní udávat počet ztotožnění s jinou osobou. Dalším hodnoceným údajem je procentuální 
neúspěšnost nalezení obličeje ve snímku.
8.3.2 Aplikace metod samostatně
Nejdříve  byly  metody  aplikovány  samostatně.  Výsledky  pro  aplikaci  Verilook  jsou 
zaznamenány tabulce 4, pro aplikaci Faint v tabulce 5.
U první z těchto dvou aplikací můžeme vidět zlepšení pouze při  použití  metody vyrovnání 
negativem,  a  to  značné.  Počet  správně  identifikovaných  osob  se  zvýšil  z  60%  na  80%,  počet 
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nenalezených obličejových oblastí klesl z 27% na  pouhých 5%. Využití této metody pro aplikaci  
Verilook by bylo velmi výhodné.
Po aplikaci ostatních metod byly výsledky rozpoznávání i detekce srovnatelné nebo dokonce 
horší než u originálních snímků.






Přímé  vyrovnání 
(3)
Správně rozpoznáno 60.98% 46.34% 80.49% 58.54%
Průměrná shoda se vzorem 0.7159 0.7278 0.7320 0.7284%
Ztotožnění s jinou osobou 2.43% 2.42% 0.00% 0.00%
Tvář nenalezena 26.83% 34.15% 4.88% 21.95%
Tabulka 4: Výsledky identifikace osob aplikací Verilook. Testovány byly snímky se stínem v  
obličeji před a po aplikaci metod (samostatně). 
Výsledky pro testy aplikací Faint ukazují zlepšení průměrné shody se vzorem po použití všech 
tří metod.  Počet nenalezených obličejů však klesl jen u metody vyrovnávání negativem a u metody 
přímého vyrovnání, u prvně jmenované dokonce z 44% na 5%. Tento postup se opět ukázal jako 
nejvýhodnější pro použití. Metoda totiž zvýrazňuje obličejové rysy, jakými jsou oči, ústa, nos, které 
jsou  při  procesu  identifikace  velmi  důležité.  Textura  kůže,  kterou  sice  metoda  mírně  degraduje, 
nebývá při procesech identifikace tolik důležitou. 








Průměrná shoda se vzorem 1.6957 18.63 12.38 11.32
Tvář nenalezena 43.90% 53.69% 4.88% 17.07%
Tabulka  5:  Výsledky  identifikace  osob  aplikací  Faint.  Testovány  byly  snímky  se  stínem v  
obličeji před a po aplikaci metod (samostatně). 
8.3.3 Aplikace kombinací metod
 Výsledky  testů  kombinací  metod  aplikací  Verilook  jsou  uvedeny  v  tabulce  číslo  6. 
Kombinace metod 1 (kompenzační šablona) a 2 (vyrovnání negativem) vede k rapidnímu poklesu 
neúspěšnosti detekce tváře zhruba na polovinu. Počet správných rozpoznání ani průměrnou shodu se 
vzorem ovšem nezvyšuje. Obdobně je tomu i pro kombinaci metod 1 a 3 (přímé vyrovnání). Míra 
správného rozpoznání zde dokonce poklesla.
Výhodné  se  tedy zdá využití  kombinace metod 2 a 3  nebo kombinace 1,  2  a  3.  V těchto 
případech se  zvýšil  počet  správně identifikovaných metod a  zároveň se  výrazně snížilo  procento 
nedetekovaných tváří.





metod 1 a 2
Kombinace 
metod 1 a 3
Kombinace 
metod 2 a 3
Kombinace 
metod 1, 2 a 3
Správně rozpoznáno 60.98% 60.98% 53.66% 68.29% 68.29%
Průměrná shoda se vzorem 0.7159 0.7332 0.7345 0.7282 0.7426
Ztotožnění s jinou osobou 2.43% 2.43% 0.00% 0.00% 0.00
Tvář nenalezena 26.83% 12.20% 24.39% 17.07% 14.63%
Tabulka 6: Výsledky identifikace osob aplikací Verilook. Testovány byly snímky se stínem v  
obličeji před a po aplikaci kombinaci metod. 
Testy provedené aplikací Faint (tabulka 7) naznačují, že by bylo pro tento systém vhodné požít 
kombinace metod 1 a 2 nebo 2 a 3. V těchto případech velmi viditelně klesl počet nedetekovaných 
tváří, a to z téměř 44% na pouhých 10%. Průměrná shoda se vzorem vrostla asi desetkrát. Kombinace 





metod 1 a 2
Kombinace 
metod 1 a 3
Kombinace 
metod 2 a 3
Kombinace 
metod 1, 2 a 3
Průměrná shoda se vzorem 1.6957 16.30 20.04 16.43 17.91
Tvář nenalezena 43.90% 9.76% 41.46% 9.76% 14.63%
Tabulka  7:  Výsledky  identifikace  osob  aplikací  Faint.  Testovány  byly  snímky  se  stínem v  
obličeji před a po kombinaci aplikaci metod . 
Obecně lze říci, že nejlepších výsledků bylo dosaženo po aplikaci metody potlačeného negativu 
a jejích kombinací. Je však patrné, že každý systém využívá jiné metody a odlišné obličejové metriky. 
Cestou by tedy jistě bylo nalezení vhodné kombinace pro každý jednotlivý systém tak, aby dosahoval 
co nejlepších výsledků.
8.3.4 Aplikace metod na snímky bez stínů
Nastává otázka, co se stane, pokud budou metody aplikovány na snímky, které neobsahují 
stíny. V takovém případě by mohl být snímek spíše degradován.
Ukázky aplikace metod na snímky z databáze FERET, které neobsahují stín, jsou uvedeny na 
obrázku číslo 22 (jedná se o aplikaci  všech tří  metod zároveň).  Zde nebyla kvalita  obličejových 
snímků  příliš  změněna.  Pro  ověření  byl  proveden  jednoduchý  test  za  použití  výše  uvedených 
testovacích aplikací. Jako referenční snímky byly zadány původní fotografie.  Poté byla zkoumána 
míra shody upravených snímků se snímkem originálním. Alikace Verilook udala shodu se vzorem u 
všech snímků 1.0 (skóre je udáváno v rozmezí 0 až 1). Aplikace Faint udává průměrnou shodu 61 
(skóre je udáváno v rozmezí 0 až 100).  Záleželo by tedy na nastavení rozhodovacího prahu, zda by 
tato skutečnost hrála nějakou roli při přijetí osob či ne.
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Obr.22: Ukázka aplikace eliminace stínů na snímky bez stínů, vlevo vždy originální snímek,  
vpravo snímek po aplikaci eliminace stínů.
U jisté množiny snímků však může dojít k většímu poškození. V tomto případě by byl možný 
následující scénář: systém se pokusí nalézt a identifikovat obličej v neupraveném snímku. Pokud by 
byl v tomto kroku neúspěšný, byly by na snímek aplikovány metody pro eliminaci stínů. Systém by 
se znovu pokusil o identifikaci.
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9 Závěr
Tato  práce  se  zabývá  metodami  úprav  obrazu  pro  aplikace  rozpoznávání  2D  obličejů, 
konkrétně eliminací nerovnoměrného osvětlení a odstraněním stínů. V první části je stručný popis 
pojmu biometrie a biometrické systémy. Navazuje část zabývající se technologiemi rozpoznávání 2D 
obličejů. Důraz byl kladen zejména na detekci obličeje v obraze, protože navržené metody úpravy 
obrazu očekávají jako vstup pouze obličejovou část. Proto bylo nutné implementovat jako první krok 
detektor obličejové oblasti.
V  další  části  jsem se  zaměřila  na  metody zpracování  obrazu,  které  jsou  pak  využívány v 
navržených metodách.  Jsou  zde  popsány jednotlivé  části  procesu  zpracování  obrazu  z  důrazem  
na část předzpracování obrazu.
V další části se již zabývám metodami úpravy obrazu pro eliminaci stínů a nehomogenního 
osvětlení. Uvedla jsem zde jako příklad již implementované metody, které však ne zcela odpovídají 
požadované  situaci.  Dále  popisuji  navržené  metody spolu  s  demonstračními  ukázkami  výsledků. 
Navrženými metodami jsou eliminace pomocí kompenzační šablony, která má za úkol vyrovnávat 
světlé  a  tmavé  oblasti,  dále  metoda  využívající  negativ  obrázku  a  nakonec  metoda  přímého 
vyrovnání,  která  upravuje  jednotlivá  pásma  úrovně  jasu.  U každé  metody  jsou  uvedeny  návrhy 
zlepšení pro další práci.
Následuje popis implementace detektoru obličejových oblastí v obraze, které jsou vstupem pro 
výše uvedené metody. Zvolena byla varianta, která detekuje lidskou kůži v transformovaném YCbCr 
prostoru. To, zda nalezená oblast je skutečně obličejem, je prověřováno pomocí detekce očí a jejich 
geometrických vlastností vůči nalezené oblasti. Detektor byl testován na snímcích s homogenním i 
nehomogenním pozadím.  Pro homogenní  pozadí  dosahuje  dobrých výsledků,  zejména při  čelním 
pohledu.  U snímků s  nehomogenním pozadím je  detekováno příliš  mnoho falešných poplachů a 
oblasti byly často slévány dohromady.
Pro ověření výsledků eliminace stínů jsem provedla testy pomocí dvou aplikací pro identifikaci 
osob podle obličeje.  Testovány byly metody jednotlivě i  ve vzájemné kombinaci.  Ukázalo se,  že 
kromě  samostatného  použití  metody  kompenzační  šablony,  testované  varianty  zlepšují  proces 
identifikace. Bylo-li v původních snímcích nenalezeno 27% obličejů u aplikace Verilook a 43% u 
aplikace Faint, umožňují tyto metody snížit chybovost až na 5%.
Co  se  týče  identifikace  osob,  u  obou  aplikací  bylo  patrné  zlepšení.  Nelze  však  porovnat 
vzájemně  výsledky  obou  aplikací,  protože  každá  aplikace  hodnotí  míru  shody  se  vzorem  jinak. 
Podrobné informace o testech jsou uvedeny v kapitole 8.2.
V obou případech se nejlépe osvědčila metoda vyrovnání pomocí negativu a její kombinace s 
dalšími metodami. Tato metoda totiž zvýrazňuje důležité obličejové rysy, jakými jsou oči, ústa, obočí 
a podobně, zatímco druhé dvě metody se spíše zaměřují na prosvětlení tmavých částí (zvýšení jasu). 
Metoda  sice  poškozuje  obličejovou  texturu  a  ve  snímku  můžeme  pozorovat  šum,  což  nepůsobí 
nejlépe při pozorování lidským okem, ale ukazuje se, že pro systémy rozpoznávání to nehraje příliš 
velkou roli. 
Pokud  bychom  hodnotili,  který  výsledek  je  nejlepší  z  pohledu  vnímání  lidským  okem, 
pravděpodobně by byla nejlepší kombinace všech tří metod. Kombinace metod totiž zajišťuje jistou 
stochastičnost a eliminaci šumu.
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Další možnosti vývoje jsou zejména ve vylepšení detektoru obličejové oblasti, a to tak, aby byl 
schopen lépe detekovat obličeje na nehomogenním pozadí. Vhodná by byla také lepší aproximace 
obličejové části eliptickým tvarem. Použití knihovní funkce OpenCV nedává ideální výsledky. Tato 
část aplikace je však na metodách eliminace stínů zcela nezávislá, a proto ji lze snadno nahradit.
Prostor pro další práci také poskytují samotné metody eliminace stínů. Např. v metodě přímého 
vyrovnání je použito několika konstant tvořících hranice mezi jasovými pásmy. Tyto konstanty byly 
stanoveny spíše  empiricky.  Dalším testováním by zřejmě bylo možné odhalit,  jak tyto konstanty 
nastavit, např. dynamicky podle parametrů aktuálního snímku.
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Seznam příloh
Příloha 1. Manuál aplikace.
Příloha  2.  DVD s  textem technické  zprávy,  zdrojovými  kódy  aplikace  pro  kompenzaci  stínů  a  
aplikacemi použitými pro testování.
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Příloha 1: Manuál aplikace
Popis
Shadow je aplikace pro odstranění stínů z obličeje.  Nalezne obličejovou oblast v barevném 
snímku a kompenzuje stín ve tváři. Jedná se o konzolovou aplikaci. Aplikace byla vytvořená pro OS 
Linux a používá knihovnu OopenCV 2.0. 
K dispozici jsou tři funkce:
function1: Funkce provádí odstranění stínů pomocí kompenzační šablony.
function2: Funkce počítá kompenzaci stínů pomocí negativu. 
function3: Funkce počítá kompenzaci stínů pomocí vícepásmového trahování. 
Všechny funkce je možné vzájemně kombinovat.
Použití
./shadow jmeno_vstupniho_spuboru jmeno_vystupniho_souboru kod_funkci (-v) 
jmeno_vstupniho_spuboru: název vstupního barevný snímek s obličejem
jmeno_vystupniho_souboru: název výstupního snímku
kod_funkci: kombinace, které mají být aplikovány – mohou být kombinovány, např.: 
2 nebo 13 nobo 123 
-v: volitelný parametr, povoluje zobrazení náhledu výsledného snímku
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