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Introduction
Does economic theory help one make more accurate forecasts than those based on atheoretical econometric models? Should one forecast with models derived from first principles or focus on econometric methods which deliver accurate forecasts in practice but do not "tell a story"?
Perhaps adopt hybrid approaches that combine elements of both? These are fundamental questions that have inspired some prominent debates in the profession and have affected the practice of forecasting in both academic and policy circles for many years. An early example is the discussion in the 1980s surrounding the collapse of the Cowles commission theoretical models that were popular at the time, which was partly motivated by the inability of these models to forecast the stagflation of the late seventies. After a period in which the profession focussed on reduced-form models in forecasting, a recent trend in the literature has been a return to theoretical models such as the large-scale estimated Dynamic Stochastic General Equilibrium (DSGE) models (e.g. Smets and Wouters, 2007) which have now become part of the suite of forecasting models at many central banks and policy institutions around the world. Partly in response to the inability of this first-generation estimated DSGE models to predict the 2007 crisis, one can observe a tendency in the literature towards increasingly richer and larger models which account for features that were ignored by the earlier models, such as financial frictions and a foreign sector. This trend could raise a concern that history might be repeating itself, and, at the very least, makes this a good time to look back and attempt to take stock of what we have learned about whether our knowledge about economic theory makes us better forecasters than a computer churning data or a monkey flipping a coin.
For understandable reasons, this being a vast and controversial topic, the review will be far from comprehensive and it will have a strong focus on econometric methodology. I will also discuss some empirical findings but my statements should be viewed as a summary of a few key contributions, rather than a serious meta-analysis of the literature.
There are some natural questions that will arise in the reader at this point. What do you mean with "theory"? Which type of forecasting are you talking about? Surely there are many ways to incorporate theory into forecasting? 2 First, a rigorous discussion of which type of economic theory one should expect to be useful for forecasting is, on the one hand, challenged by the fact that often what we call "theory" is in fact based on empirically observed facts. For instance, the introduction of "frictions" or "rigidities" into economic models could at least in part be ascribed to the need for the model to replicate the persistence observed in time series data. Since a correct specification of the dynamics of a variable is tantamount to accurate forecasting, any mechanism that generates persistence has the potential to improve the forecasting properties of the model, regardless of the plausibility of its theoretical foundations. On the other hand, there are modeling choices that have nothing to do with empirical fit, but are just convenient mathematical representations that facilitate closed-form solutions to the model. For example, it is not pre-ordained that there should be a level, slope and curvature factor in the term structure of interest rates, let alone that we should work with affine factor dynamics. In this paper, I will instead use the term "theory" rather loosely and discuss a broad range of examples, from the use of simple national accounting identities to estimation of full-fledged DSGE models. Intermediate examples include imposing spatial restrictions when forecasting variables that are aggregated over regions; using partial equilibrium restrictions such as Taylor rules for inflation, Purchasing Power Parity restrictions for exchange rates and Euler equations; cointegrating restrictions and no-arbitrage restrictions in dynamic term structure models.
Second, I will restrict attention to the problem of forecasting key macroeconomic and financial variables such as measures of real activity, inflation, interest rates and exchange rates using historical data at medium and low frequencies (monthly, quarterly, annually). I will not consider financial forecasting using high-frequency data.
Third, I will discuss various ways to incorporate theory into forecasting. They include letting theory guide the choice of predictors in the context of univariate models; imposing theoretical restrictions on reduced-form models; using prior distributions based on a theoretical model; combining theoretical and reduced-form models; forecasting with estimated DSGE models.
I will structure the review as a series of lessons drawn from the literature, discuss a few questions which I believe would benefit from further investigation, and conclude by suggesting some new directions in which economic theory might benefit forecasting. The lessons from the 3 literature fall into three main themes.
The first theme concerns the importance of using the appropriate econometric methodology when assessing the usefulness of economic theory for forecasting. One perhaps obvious lesson here is that forecasting is a decision problem and therefore any discussion about the usefulness of economic theory should take into account the uses to which the forecast is made and what the forecaster's loss function is. For example, it would be interesting to understand whether one of the touted advantages of forecasting with DSGE models, their ability to "tell a story", can be formalized within a decision-theoretic framework. A second lesson is that theoretical restrictions do not have to be correct in order to be useful for forecasting, or, conversely, that even valid restrictions may not deliver forecast accuracy improvements. The correct tool for assessing the usefulness of economic restrictions is thus one that moves away from hypothesis testing and towards a framework that can capture these tradeoffs. One key technical device for accomplishing this is the use of an asymptotic framework with non-vanishing estimation uncertainty, which has been a central theme of some of my research contributions. Finally, the notion of usefulness is perhaps best expressed in relative terms: compared to what is theory useful? This relative focus makes the conclusion sensitive to a number of user-defined choices: the choice of the benchmark, the size of the model; the choice of the evaluation sample (because the relative performance might be time-varying); whether and how to pre-filter the data (because it might differentially affect the theoretical and the benchmark model). This points to the importance of conducting sensitivity analysis when answering the question.
The second set of lessons is that some popular examples of theory-based forecasting have not proven successful, at least not incontrovertibly. They include the use of theory-driven variable selection in univariate forecasting and multivariate forecasting based on estimated DSGE models such as Smets and Wouters (2007) . With regards to the latter, the picture that emerges from the literature is that DSGE models are generally outperformed by simple econometric models and by survey forecasts, particularly when one takes into account the methodological issues highlighted above and performs some sensitivity analysis. One possible reason for this finding is that a forecast based on Smets and Wouters' (2007) model embeds a number of restrictions and assumptions which can potentially affect its accuracy, such as restrictions on the 4 cross sectional dependence among the variables, restrictions on the dynamics, shrinkage implicitly imposed through the choice of priors and treatment of possible trends and cointegrating relationships. More research is needed to understand the relative contribution of each of these restrictions to the forecast performance of DSGE models.
The third set of lessons considers what the literature has shown to be useful in forecasting and asks two questions: does economic theory have anything to do with it? Can this inform future theoretical modelling efforts?
We first argue that different forces might be at play at short and long forecast horizons. At short horizons, what has proven useful is the ability to extract information from "big data" in a way that avoids the curse of dimensionality. This includes the use of factor models, Bayesian shrinkage, model combination, and survey expectations, which could be viewed as a summary measure of the information available to survey participants at the time of forecasting. At long forecast horizons, there is some evidence that what can help is a careful modelling of trends as well as the imposition of cointegrating restrictions. Save for cointegration, which could be viewed as a type of theory-based restriction based on the notion of long-run equilibrium, none of the other features seem to be grounded in economic theory. These findings have on the other hand already started to affect theoretical modelling efforts, and a number of "hybrid" DSGE models have appeared in the literature which incorporate external information such as factors extracted from large datasets or survey forecasts. Save for the criticism about the dubious "structural" foundations or such approaches, this merging of economic theory and econometric practice might be a useful direction in which to take these models. At the very least, it would be useful to assess the empirical performance of these hybrid methods in a systematic way.
We then suggest that it might be useful to separate what economic theory implies for the cross-sectional dependence among variables from what it says about their dynamics. Although the literature has shown that theory might suggest useful restrictions that affect the crosssectional dependence (such as the use of accounting identities, or, more in general, spatial or sectoral disaggregation, possibly disciplined by spatial dependence restrictions), the jury is still out on whether economic theory has anything more useful to say about the dynamic behavior of variables than reduced-form modelling approaches. This is not to say that it shouldn't. In fact, the final suggestion of the paper is that economic theory might help in the fight against one of the biggest enemy of forecasting: structural instability. I suggest that this battle might be fought on two fronts. The first involves a serious investigation of the propagation mechanism embedded in the current generation of general equilibrium models. This echoes the call in a series of recent papers by Faust (2012a, b) for an assessment of the plausibility of these propagation mechanisms for reality, to which I would add an investigation of their stability over time. The second front is to use economic theory as a guide in finding structural relationships that are, by their very definition, stable over time. These could be simple parameter restrictions or moment restrictions involving future observables -such as Euler equations. The review ends by discussing how Bayesian methods and exponential tilting can be used to incorporate these two classes of restrictions into forecasting models and thus be helpful tools for any forecaster interested in finding a more optimistic answer to the question in the first line of this introduction than the one that emerges from the rest of the article.
Lesson 1. Econometric methodology matters
This section highlights the importance of utilizing the appropriate econometric methodology when assessing the usefulness of economic theory for forecasting.
The decision problem and the choice of loss function
The first lesson from the literature is the perhaps obvious point that forecasting is a decision problem and therefore the usefulness of economic theory depends on the underlying preferences and the constraints of the decision maker. The typical framework for forecast evaluation, for example, considers a variable of interest Y tCh and the h step-ahead forecast based on the information available at time t, f t ; and evaluates the accuracy of f t by the expected loss E L.Y tCh ; f t / . Granger and Machina (2006) show that decision-based loss functions should obey certain properties and that the commonly used quadratic loss has restrictive and unrealistic implications 6 for the underlying decision problem. In spite of this, the forecasting literature has for the largest part continued to focus on the quadratic loss.
In Carriero and Giacomini (2011) , we show that the choice of loss function matters when investigating the usefulness of no-arbitrage restrictions for forecasting the term structure of interest rates. We measure the usefulness of the theoretical restrictions as the optimal weight in a combination of the forecast subject to theoretical restrictions f R t and the unrestricted forecast f U t and construct an out-of-sample test of the null hypothesis that the restrictions are not useful. Optimality is defined with respect to a general loss function. Our empirical results show that the choice of a standard quadratic loss leads to the conclusion that the theoretical restrictions are no more useful than atheoretical restrictions which similarly reduce the dimensionality of the system, such as the random walk assumption. The no-arbitrage restrictions are instead useful when one considers an economically meaningful loss which is related to the profit realized by investing in a bond portfolio with weights based on the theoretical model. One take-home lesson is that assessing the usefulness of parameter restrictions in large-dimensional systems (such as no-arbitrage term structure models) using a quadratic loss may put too much emphasis on the variance reduction accomplished by imposing any type of restriction, and it raises the question of whether economic theory offers a superior opportunity for dimension reduction than other popular methods that are not necessarily based on theory.
The choice of an appropriate loss function is less straightforward when moving away from portfolio allocation decisions and considering for example the decision problem of a forecaster at a central bank. One issue to consider in this context is that typically central banks use the same model for both policy analysis and forecasting, which introduces a trade-off between the model's forecasting performance and its theoretical coherence (Pagan, 2003) . This trade-off is echoed in the literature investigating the forecasting performance of DSGE models, which are often praised for their ability to "tell a story" (Edge, Kiley and Laforte, 2008) , in spite of being in most instances outperformed by survey forecasts (Del Negro and Schorfheide, 2012) or econometric models (Gurkaynak, Kısacıkoglu and Rossi, 2013) . A natural question to ask is: can this trade-off be formalized in a decision-theoretic context? I am not aware of any contribution in the literature that has attempted to do so. Without such a formalization one is thus left with several open questions, and two in particular merit further discussion. The first question is whether a better understanding can be gained about the nature of the "story" that central bankers want to hear, and whether parts of it can be told without resorting to full-fledged DSGE models. For example, it might be possible to tell a story behind a forecast using simple partial-equilibrium restrictions (e.g., the Phillips curve) or disaggregation arguments (e.g., when a forecast of an aggregate variable can be justified by particular developments in a region or sector of the economy). If the "story" is the transmission mechanism specified by a DSGE model, reality. An answer to Faust's call would undoubtedly also increase our understanding of the usefulness of DSGE models for forecasting.
Relative vs. absolute evaluation
The likely misspecification of any theoretical model means that absolute evaluation of forecast performance (e.g., assessing the optimality of the forecast for a given loss function) is not likely to be informative and that the question would be best answered by using relative evaluation methods which compare the performance of a theory-based forecast to that of a benchmark.
Naturally, the choice of benchmark will greatly affect the conclusions of the exercise. Consider for example the case of a linearized DSGE model, which, under general conditions (see, e.g.,
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the review by Giacomini (2013)), can be represented as a state-space model:
Here (1) and e indicate an estimator of subject to the DSGE restrictions. If the forecasting performance is evaluated using a quadratic loss, the accuracy of a forecast will depend on the accuracy of the estimator on which it depends and it is possible that in finite samples the bias-variance tradeoff is such that a benchmark forecast based on an alternative restricted estimator b could yield more accurate forecasts than those based on e ; even if the model (1) were correctly specified. Comparing the accuracy of the restricted estimator e to that of an unrestricted estimator of will also be sensitive to the dimension of relative to the sample size; as in large-dimensional systems it is possible that any kind of "shrinkage" will result in superior forecasting ability, regardless of its theoretical foundations (as we show in Carriero and Giacomini (2011) for the case of no-arbitrage affine term structure models).
The right evaluation framework
From the perspective of a forecaster interested in using economic theory for real-time forecasting, the right question to ask is not whether the theoretical restrictions are valid, but, rather, whether imposing them can result in accurate forecasts, for a particular loss function. Moreover, if we buy the arguments in the previous section, the question is best framed as a relative, rather than absolute evaluation problem. This means that hypothesis testing, whether in-sample The key difference between the testing framework of Giacomini and White (2006) and that of West (1996) and Clark and McCracken (2001) is that in the former the estimation uncertainty contained in the forecasts is preserved asymptotically, whereas in the latter the estimation uncertainty disappears as the sample size grows. In practical terms, this means that the hypothesis considered by Giacomini and White (2006) is formulated in terms of in-sample parameter estimates, whereas the hypothesis of West (1996) 
where the dependence of the parameters on the in-sample size m is made explicit.
The goal is to compare the performance of the two forecasts by testing the hypothesis that they yield the same out-of-sample loss in expectation. This is typically carried out separately for each component of Y t : For a quadratic loss, for example, one would test the hypothesis (typically with truncation lag h 1/: The key assumption that we introduce to preserve the parameter estimation uncertainty asymptotically is that the in-sample size m is finite, which is compatible with a rolling window scheme but rules out the adoption of a recursive scheme.
The need for sensitivity analysis
The discussion in the previous sections makes it clear that there are a number of arbitrary choices that one needs to make when assessing the usefulness of theoretical restrictions for forecasting. Take as an example the state-space model in equation (1) 
Lesson 2. What doesn't work
This section argues that there isn't sufficient evidence in the literature about the usefulness of two types of theory-based forecasts: those based on estimated DSGE models such as the popular Smets and Wouters (2007) and those based on univariate models with theory-driven variable selection.
DSGE models
The number of arbitrary choices one makes in the econometric methodology when assessing 
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The empirical literature thus paints a somewhat negative picture about the usefulness of DSGE models as forecasting tools, particularly given their poor performance in recent years.
Moreover, even in the only case in which the DSGE model outperforms survey and econometric models -forecasting output growth at long horizons -it is possible that the finding is sensitive to the choice of benchmark. Regarding the comparison with surveys, it is unsurprising that a model outperforms surveys at long horizons, as it is well known that survey forecasts tend to be accurate for short horizons forecasting but do poorly at long horizons (Deschamps and Ioannidis (2013) 
Hybrid DSGE models
Partly in response to the disappointing empirical performance of DSGE models in recent years, a small literature has emerged that tries to adopt more flexible, "semi-structural" approaches to 
Theory-driven variable selection
At the opposite end of the spectrum from DSGE models, one could consider simple, univariate In the context of exchange rates forecasting, it has been known at least since Meese and Rogoff (1983) that the random walk is a hard to beat benchmark, and Rossi (2013) offers a recent survey of the literature and seeks to answer the question: "does anything forecast exchange rates and, if so, which variables?". Her conclusions are that the random walk is still a powerful benchmark and that whether models based on economic theory beat the random walk depends on the forecast horizon, sample period, and forecast evaluation method. A general consensus that seems to have emerged is that monetary and PPP fundamentals have no predictive ability, whereas Taylor rules and net foreign assets models have some forecasting ability at short horizons, but the relationships are characterized by widespread instabilities. One of the referees of this paper makes the interesting point that the fact that it is difficult to beat the random walk is perhaps less surprising once we take into account the variability in exchange rates vis-à-vis interest rate spreads and suggests that perhaps we should view the good performance of the random walk model as a triumph for efficient markets theory rather than a failure of theory.
Lesson 3. What works
We now turn the attention to what the literature has shown to be successful at forecasting. The goal is to understand if, on the one hand, economic theory has anything to do with it, and if, on the other hand, the insights gained can be used to inform new theoretical modelling efforts.
Separating short-term and long-term forecasting
The literature has show that what works at short horizon forecasting does not necessarily help forecast at long horizons. The conclusion usually differ for different variables (e.g., real vs. Regarding whether these empirical insights could guide new theoretical developments, there is already some evidence that the literature has started moving in this direction. For example, Boivin and Giannoni (2006) propose estimating DSGE models in a way that exploits the information contained in factors extracted from large dimensional datasets. They show that exploiting this information is important for accurate estimation, in particular with regards to the measurement of inflation.
Survey forecasts
There is by now ample evidence that survey forecasts or market-based expectations (such as those implied by the prices of traded futures contracts) are among the most accurate predictors of key macroeconomic variables. For inflation, Faust and Wright (2012) show that surveys are a hard to beat benchmark at both short and long forecast horizons. For interest rates, Chun (2008) and Altavilla, Giacomini and Ragusa (2013) (2012)) is also consistent with the conjecture that survey participants don't necessarily have a deeper knowledge than a hypothetical econometrician of the interrelationships and dynamic forces that drive the economy, but they are simply better at processing information in real-time.
An important concern that should be borne in mind when comparing survey forecasts to model-based forecasts is that the point in time when surveys are conducted often doesn't precisely line up with the timing of the information used in model-generated forecasts, in part because surveys often are conducted during the month whereas models restrict information sets to information available at the end of a particular month. Unless high frequency information is used in the model forecasts, it is difficult to compare them with surveys given the difference in 
Separating cross-sectional dependence from dynamics
When it comes to understanding the usefulness of theoretical restrictions for forecasting, it might be helpful to separate the discussion between what theory implies for the cross-sectional dependence among variables and what it says about their dynamic behavior. This is something that is challenging to accomplish in the context of DSGE models, which imply restrictions for both. Save for the case of trends and cointegrating relationships discussed in previous sections, there is also scant evidence that economic theory offers insights about the dynamics of a time series that can be usefully exploited for forecasting. In this section we focus instead on the implications that economic theory has for cross-sectional dependence among variables and discuss two simple forms of theoretical restrictions which have proven somewhat useful: the use of accounting identities (or, more generally, cross-sectional disaggregation) and the imposition of spatial restrictions.
Accounting identities and disaggregation
In a somewhat loose sense, the use of national accounting identities and spatial or sectoral disaggregation could be interpreted as a simple way to exploit theoretical restrictions when forecasting aggregate variables, as it can allow one to capture developments in certain regions or sectors of the economy that affect the forecast of the aggregate variable of interest. The question of whether disaggregation results in improved forecasting ability has been well investigated in the literature. Although the evidence is mixed, the conclusion is that it can. D'Agostino and Bermingham (2014) find disaggregation to be useful for prices in both the US and the Euro area, and Hendry and Hubrich (2006) reach a similar conclusion for the US. Perevalov and Meier (2010) find some improvements from disaggregation when forecasting U.S. GDP.
Carson, Cenesizoglu and Parker (2011) forecast air travel demand using disaggregated airportspecific data and find benefits from disaggregation as well as from imposing some restrictions on the heterogeneity across airports. could also be viewed in this light. Unfortunately, these models are liable to the same comments and criticisms that we discussed in Section 3.1, and in addition they still lack the comprehensive assessment of their empirical performance that is available for Smets and Wouters' (2007) model, so it is difficult to say if they represent a useful addition to the forecaster's toolkit at this point in time.
Spatial restrictions
When forecasting variables that are aggregated over regions, a further use of theory is the imposition of spatial restrictions which limit the amount of spatial dependence in the system. In terms of the usefulness of spatial restrictions for theoretical modelling, I am not aware of existing attempts to do so, but it shouldn't be difficult to embed these kinds of restrictions into a DSGE model estimated by Bayesian methods, by choosing appropriate priors.
Future directions
After the somewhat negative picture painted by the previous sections, I would like to discuss some open questions and possible research directions in which economic theory might have something more promising to say about forecasting.
One way to summarize lessons 2 and 3 is that successful forecasting relies on efficient information extraction from a large cross-section of variables and on accurately modelling the dynamic behavior of the series of interest. Economic theory might help in disciplining the cross-sectional dependence, but it's unclear that the restrictions imposed by the current generation of DSGE models are able to capture the dynamic behavior of macroeconomic variables as well as atheoretical econometric models. What seems particularly important for forecasting purposes is to be able to identify the contribution to the dynamics of a model of the internal propagation mechanism as opposed to the (persistent) exogenous shocks, since the two sources of persistence could have very different forecasting implications. A comparison of alternative mechanisms, types of frictions, number and type of shocks would also be useful, echoing the previously discussed call by Faust (2012a,b) for a serious assessment of the empirical plausibility of the transmission mechanisms embedded in current theoretical models.
Another key lesson that has emerged from the forecasting literature and a running theme of this survey is that structural instabilities are pervasive in economic time series and the forecasting performance of models is itself time-varying, which implies that even forecasting methods with a good historical track record are not guaranteed to perform well in different time periods.
Finding forecasting methods that are robust to instabilities is one of the main challenges in the forecasting literature at the moment, and not one that has been successfully resolved yet (see the review by Rossi, forthcoming). This is an area in which economic theory may provide some useful insights. One possible approach would be to evaluate the internal propagation mechanism of a general equilibrium model not only in terms of its empirical plausibility, but also in terms of its stability over time.
Another approach would be to take a step back from general equilibrium models and look for simpler structural relationships that are grounded in economic theory and which, by their very definition, should be stable over time. We focus next on two general classes of such relationships: those that can be captured by imposing parameter restrictions on existing models, and those that come in the form of moment conditions that involve future observables. Several examples of theoretical restrictions that we considered in the paper can be viewed as part of the first class, including accounting restrictions, Taylor rules and PPP. One example of the second class is restrictions implied by inter-temporal optimization assumptions, such as expectational Euler equations which restrict the joint density of future consumption and real interest rates, conditional on current observables. The next section discusses two leading approaches to formulating forecasts that are compatible with these two types of theoretical restrictions. 
Exponential tilting
We conclude this review by considering economic restrictions that can be expressed as moment conditions involving future observables, for example Euler equations. The econometric challenge in deriving forecasts that satisfy this type of restrictions is that moment conditions do not directly provide a conditional density that can be used for forecasting. In all but the simples cases, these conditions cannot easily be converted into parameter restrictions that are amenable to a Bayesian analysis. In Giacomini and Ragusa (2014) we consider a way to over- The method works as follows.
Let f t;h . / be a h-step-ahead density forecast for the vector of interest Y tCh made at time t and implied by a base model and consider the problem of incorporating into the forecast a set of k theory-based moment conditions:
The parameter 0 could be calibrated or estimated using in-sample data, in which case one would substitute 0 with the in-sample estimate b t in the procedure described below. The tilting procedure yields a new density forecast e f t;h which is the (unique) density that, out of all the densities that satisfy the moment conditions, is the closest to f t;h according to the Kullback- In the paper, we apply the method to base forecasts from a Bayesian VAR model for 22
variables including real consumption (C t ), real returns on the Fama-French portfolio R t and real GDP (see Giacomini and Ragusa, 2014 , for data description), and incorporate the Euler condition [ Figure 1 about here]
The application is just an illustration of the opportunities that the method offers for investigating the effects of imposing theoretical restrictions on an existing forecast. The advantages of the method are that it offers flexibility in choosing the base models and the number of theoretical moment conditions, it allows to impose moment conditions that only involve a subset of the variables of interest (as will typically be the case) and capture their effect on all the variables in the base model and it allows one to incorporate nonlinear restrictions in a straightforward manner.
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Conclusion
This article presents a selective review of the literature in an attempt to understand whether and how economic theory can help in forecasting. The literature can be grouped into three main lessons.
The first lesson is that the econometric methodology used in answering the question matters and one should conduct a serious sensitivity analysis to assess the impact of the many arbitrary choices that typically underlie the analysis.
The second lesson is that two types of theory-based forecasting that have not been proven successful are theory-guided variable selection in univariate models and forecasting using estimated DSGE models such as the popular model by Smets and Wouters (2007) . Both approaches are generally outperformed by simple reduced-form models and by survey forecasts. Even for the case in which the DSGE model seems to produce accurate forecasts (for output growth at long horizons), it is unclear how much of the result could be driven by the model's implicit assumptions about trends and cointegrating relationships. As a response to the often-heard argument that favours DSGE models because of their story-telling ability, we suggest that the argument lacks a formal decision-theoretic underpinning which for example would make it difficult to select among competing stories characterized by similar empirical performance.
The third lesson is that there are some methods that deliver accurate forecasts at short horizons, but they are not generally grounded in economic theory. I am referring in particular to the use of survey-based forecasts or methods that extract information from large datasets while controlling the dimension of the system such as factor models, Bayesian shrinkage or model combination. At long forecast horizons, instead, there is some evidence that simple theorybased cointegrating restrictions can help. Another conclusion is that economic theory seems to have more to say about the cross-sectional dependence among variables (for example, via the use of accounting identities, disaggregation and spatial dependence restrictions) than about their dynamic behavior.
The article concludes on an optimistic note by suggesting that economic theory might be a useful guide in finding forecasting methods that are robust to structural instability, a prob-27 lem that is widespread in economic data and that impairs the forecasting ability of atheoretical models.
