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Coadjoint orbits of the group UT (7, K)
M.V. Ignatev, A.N. Panov
∗
0. Introdution
Orbits of the oadjoint ation play an important role in harmoni analysis, theory
of dynami systems, nonommutative geometry. A.A. Kirillov's orbit method
allows to redue the lassiation problem of unitary representations of nilpotent
Lie groups to the lassiation of oadjoint orbits [1, 2℄. This makes possible
to solve the problems of representation theory in geometri terms of the orbit
spae. But it turns out that the lassiation of oadjoint orbits is a diult
problem itself. In partiular the lassiation problem of oadjoint orbits of the
unitriangular group UT(n,K) for an arbitrary n is far from its solution [1, 3,
4℄. The lassiation of regular orbits (i.e, orbits of maximum dimension) was
ahieved in the pioneering paper on the orbit method [2℄. The lassiation of
oadjoint orbits for n ≤ 6 is known [1, 6.3.3℄.
Number of oadjoint orbits of given dimension over the nite eld Fq is po-
lynomial in q. In [3, 4℄ a orrespondene between these polynomials and Euler-
Bernoulli q-polynomials is onjetured; this onjeture was heked by omputer
for n ≤ 11. Authors of the paper [8℄ made omputer program nding oadjoint
orbits over the nite eld (for their investigations in ompletely integrable Toda
latties).
Every oadjoint orbit in the spae ut∗(n,K) is ontained in some orbit of left-
right ation of UT(n,K) × UT(n,K). In [5, 6, 7℄ the lassiation of orbits of
left-right ation is presented and orrespondent representations are studied.
In this paper we onsider the ase n ≤ 7 and subregular orbits of an arbitrary
dimension. The paper onsists of three setions. The rst setion ontains the
lassiation of oadjoint orbits of the unitriangular group for n ≤ 7 over an
arbitrary eld K of zero harateristi (Theorem 1.9). The desription of orbits is
given in terms of admissible subsets; it's onvenient to represent them as diagrams.
In the next Theorem 1.10 we solve the lassiation problem of oadjoint orbits
∗
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for n ≤ 7 in terms of anonial forms. For any anonial form the polarization is
onstruted. This allows to lassify unitary irreduible representations of the real
unitriangular groups and absolutely maximal primitive ideals of the respetive
universal enveloping algebras (Theorem 1.12 and Corollaries). Note that this
diagram method doesn't work for the unitriangular group of an arbitrary size.
Authors have onstruted ounterexamples to Theorems 1.3 and 1.10 for n = 9.
At the end of the rst setion we prove that the number of orbits of Borel subgroup
T(n,K) in ut∗(n,K) is innite if n > 5 (Theorem 1.15).
As usual, we identify the symmetri algebra S(g) with the algebra K[g∗] of
regular funtions on g∗. Coadjoint orbits of the group UT(n,K) are losed,
beause orbits of a regular ation of a nilpotent group on an ane variety are
losed ([10, 11.2.4℄). Let I(Ω) be the ideal of funtions that equal zero on the orbit
Ω in S(g). This ideal is an absolutely maximal ideal (AMP-ideal) with respet to
the natural Poisson braket in S(g). The map Ω 7→ I(Ω) establishes the bijetion
between the set of oadjoint orbits and the set of AMP-ideals. In 2 we desribe
the set of generators of an arbitrary AMP-ideal for n ≤ 7 (Theorem 2.2). This
allows to represent an orbit as a set of solutions of polynomial equations. It turns
out that one an present the system of generators as a system of some polynomials
of the form P − c, where P is a oeient of a minor of the harateristi matrix
Φ(τ), c ∈ K. Authors believe that the last proposition (see Corollary 2.4) is true
for all oadjoint orbits of the unitriangular group of an arbitrary dimension.
The desription of regular orbits is given in terms of minors of the matrix Φ ( [2℄
and Theorem 3.1). In 3 of the paper (Theorem 3.3) we present the lassiation
of subregular orbits (i.e., orbits of dimension dimΩreg.− 2). The solution is given
in terms of the oeients of minors of the harateristi matrix.
1. Admissible diagrams and anonial forms of orbits
LetK be a eld of zero harateristi. The unitriangular group UT(n,K) onsists
of the matries 

1 0 . . . 0
a21 1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
an,1 an,2 . . . 1

 ,
where aij ∈ K. The Lie algebra g := ut(n,K) of the group G := UT(n,K)
onsists of lower-triangular matries with zeroes on the diagonal. Let ∆+ := ∆+n
be the system of positive roots of gl(n,K). All positive roots are αji(h) = xj−xi,
where j < i and h = diag(x1, . . . , xn).
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For arbitrary pair i > j denote by yij the matrix from g with 1 in the (i, j)-
th entry and zeros elsewhere. The matrix yij is an eigenvetor for adh with
eigenvalue −αji. We say that the pair (i, j) orresponds to the positive root αji.
For a positive root ξ = αji we also denote by yξ the matrix yij.
Matries {yij, i > j} form a basis of the Lie algebra g. By Φ we denote the
following formal matrix:
Φ =


0 0 . . . 0
y21 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
yn1 yn2 . . . 0

 .
Let α > β be the lexiographi order on ∆+. I.e., if pairs (i, j) and (s, t)
orrespond to the roots α and β resp., then α > β means that j < t or j = t,
i > s. In other words, α > β if the entry (i, j) of the n× n-matrix lies at the left
of (s, t) or in the same olumn, but lower, than (s, t).
There exists the Killing form (x, y) = Tr xy on the Lie algebra gl(n,K). The
Killing form is non-degenerate over a eld of zero harateristi. This allows to
identify g∗ with the subspae of upper-triangular matries with zeroes on the
main diagonal. We also identify symmetri algebra S(g) with algebra K[g∗] of
polynomials on g∗. There exists the natural Poisson braket on S(g) dened by
the formula {x, y} = [x, y] for all x, y ∈ g.
Denition 1.1.
1. An ideal I in S(g) is a Poisson ideal if {I, S(g)} ⊂ I.
2. We say that an ideal I is an absolutely maximal Poisson ideal (AMP-ideal) if
the ideal I ⊗K K ′ is a maximal Poisson ideal in S(g ⊗K K ′) for any extension
K ′/K of the ground eld.
One an see that an ideal I is Poisson if and only if it's G-invariant. The map
I 7→ Ann I establishes the bijetion between the set of all AMP-ideals of S(g)
and the set of oadjoint orbits in g∗.
Denition 1.2.
1. We say that A ⊂ ∆+ is an additive subset if α + β ∈ A whenever α, β ∈ A
and α+ β ∈ ∆+.
2. Let M ⊂ A. If α ∈ A, β ∈M and α+ β ∈ ∆+ imply α+ β ∈M , then we say
that M is a normal subset of A.
If A is an additive subset of ∆+ and M is a normal subset of A, then gA :=
span{yγ : γ ∈ A} is a subalgebra and m := span{yγ : γ ∈ M} is an ideal of gA.
For an arbitrary ξ in an additive subset A ⊂ ∆+ onsider
C(ξ, A) = {γ ∈ A : ξ >A γ}.
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The subset C(ξ, A) splits into the union C(ξ, A) = C+(ξ, A)⊔C−(ξ, A), where
C+(ξ, A) (resp. C−(ξ, A)) onsists of γ ∈ C(ξ, A) suh that γ > ξ − γ (resp.
γ < ξ − γ).
Denote by A(ξ) the subset A \ C(ξ, A). One an see that A(ξ) ia also an
additive subset.
Denition 1.3. The subset S = {ξ1 > . . . > ξk} ⊂ ∆+ is alled admissible if it's
onstruted by the following rule. The rst element ξ1 is an arbitrary element of
A1 := ∆
+
. Let A2 := A1(ξ1). The seond element ξ2 is an arbitrary element of
A2. The next element ξ3 is an arbitrary element of A3 := A2(ξ2) et.
Let A := A(S) := Ak+1 and M := M(S) := A \ S. Note that M is a normal
subset of A.
One an split the subset S into the union of two subsets S⊗⊔S. By denition,
ξi ∈ S⊗, if Ai 6= Ai+1 (i.e., C(ξi, Ai) 6= ∅), and ξi ∈ S✷, if Ai = Ai+1 (i.e.,
C(ξi, Ai) = ∅).
To eah admissible subset S = {ξ1 > . . . > ξk} we assign the diagram D(S)
whih is said to be admissible. The diagram D(S) is the n× n-matrix. Its (i, j)-
entries are empty for all i ≤ j; if i > j, then (i, j)-th entry is lled by one of the
symbols ⊗, , •, ±. In order to onstrut the admissible diagram D(S), onsider
the empty n × n-matrix D. Let (i1, j1), i1 > j1, orresponds to the rst root ξ1
in S. If i1 − j1 > 1 (resp. i1 − j1 = 1), then put the symbol ⊗ (resp. the symbol
) into the (i1, j1)-th entry of D. Put the symbol • into the entries (a, b), b < j1,
and (a, j1), a > i1. Put also the symbol + into all entries (a, j1), 1 < a < i1,
lying in the j1-th olumn, and the symbol − into all entries (i1, a), j1 < a < i1,
lying in the i1-th row.
Suppose that the entry (i2, j2), i2 > j2, orresponds to the next positive root
ξ2 in S. Put the symbol • into all empty entries (a, b), b < j2, and (a, j2), a > i2.
If there are empty pairs of entries (i2, a) and (a, j2), where j2 < a < i2, in the
"lower-triangle" part of our matrix (i.e., among the entries with i > j), then
put the symbol ⊗ into the entry (i2, j2) and the symbol − (resp. +) into the
entry (i2, a) (resp. (a, j2)). If there are no empty pairs of entries in the "lower-
triangular" part of onsidering matrix, then ll the entry (i2, j2) by the symbol .
Note that if one of the entries (i2, a), (a, j2) is already lled on the previous step,
then we don't t the other. Then we apply this proedure to the roots ξ3, . . . , ξk
in S. If, after all, there are an empty entries in the "lower-triangular" part, then
put the symbol • into them. As result, we have the admissible diagram D(S).
Note that entries of D(S), that orresponds to the roots in M(S), S⊗, S, are
lled by the symbols •, ⊗,  respetively. Reall that A(S) =M(S) ⊔ S⊗ ⊔ S.
Example. To the admissible subset S = {α13, α25, α35, α34} of the system of
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positive roots for n = 5 we assign the diagram
+
⊗ −
• + 
• ⊗  −
The onstrution of the diagram splits into four steps:
+
⊗ −
•
•
=⇒
+
⊗ −
• +
• ⊗ −
=⇒
+
⊗ −
• +
• ⊗  −
=⇒
+
⊗ −
• + 
• ⊗  −
Here M(S) = {α15, α14} and A(S) = {α15, α14} ⊔ S. Note that the subsets
{α13, α25, α35}, {α13, α25, α34} and {α13, α25} are also admissible. Corresponding
diagrams are
+
⊗ −
• + •
• ⊗  −
+
⊗ −
• + 
• ⊗ • −
+
⊗ −
• + •
• ⊗ • −
These diagrams have ommon S⊗-part and dierent S-parts.
One an see that if the subsets S = S⊗ ⊔ S✷ and S
′ = S⊗ ⊔ S
′
 are admissible
then the subset S⊗ ⊔ (S✷ ∪ S ′✷) is also admissible.
Denition 1.4. An admissible subset S is alled maximal if its subset S✷ is
maximal.
It's onvenient to onstrut maximal admissible subsets for the unitriangular
Lie algebra of given dimension by the following "sequene rule". The rst maximal
admissible subset is the so-alled regular subset Sreg. Its rst root ξ1 is the
maximal root of A1 := ∆
+
, the next root ξ2 is the maximal root in A2 := A1(ξ1)
et. (see the diagrams (n,0,1) for n = 3, 4, 5, 6, 7 above). Suppose that the
maximal admissible subset S = {ξ1 > . . . > ξp > . . . > ξk}, where ξp is the
minimal root in S⊗, is already onstruted. Then the next maximal admissible
subset S ′ = {ξ′1 > . . . > ξ
′
p > . . . > ξ
′
m} is onstruted as follows. The roots ξ
′
i
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oinside with the roots ξi for 1 ≤ i ≤ p − 1, the root ξ
′
p is the maximal root of
{η ∈ Ap : ξp > η}, and the root ξ′i is the maximal root of Ai for all i > p.
This proedure allows to list all maximal admissible diagrams. Here we list all
maximal admissible diagrams for n = 3, 4, 5. Diagrams for n = 6, 7 are listed at
the end of the paper (we omit empty ells in those diagrams). The number of the
diagram onsists of three numbers (n, k,m), where n is the dimension of matrix,
k is the number of symbols • in the rst olumn and m is the serial number of
the diagram in the set (n, k). Every set (n, k) ends by the symboli diagram
(n, k, ⋆), whih orresponds to the set of the diagrams: one an delete the rst
row and the rst olumn and replae the (n− 1)× (n− 1)-blok by an arbitrary
(n− 1)× (n− 1)-diagram.
+
⊗ −
(3, 0, 1)

• 
(3, 1, 1)
+
+ 
⊗ − −
(4, 0, 1)
+
⊗ −
•  
(4, 1, 1)

• *
• * *
(4, 2, ⋆)
+
+ +
+ ⊗ −
⊗ − − −
(5, 0, 1)
+
+ 
+ • 
⊗ − − −
(5, 0, 2)
+
+ +
⊗ − −
• ⊗ − 
(5, 1, 1)
+
+ 
⊗ − −
• •  
(5, 1, 2)
+
⊗ −
• + 
• ⊗  −
(5, 2, 1)
+
⊗ −
•  +
• • ⊗ −
(5, 2, 2)
+
⊗ −
•  
• • • 
(5, 2, 3)

• *
• * *
• * * *
(5, 3, ⋆)
Denition 1.5. Consider the set Sn, whih onsists of all pairs (S, c), where
S is a maximal admissible subset of ∆+ := ∆+n , and c is a map S → K suh that
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c(ξ) 6= 0 for ξ ∈ S⊗. Any pair (S, c) is alled maximal admissible, and the set Sn
is alled the set of maximal admissible pairs.
Let the extension c : A(S)→ K of c be given by c(γ) = 0 for γ ∈M(S).
Denition 1.6. Let (S, c) be a maximal admissible pair. We say that fS,c ∈ g∗
is a anonial form if the following ondition hold:
fS,c(yγ) =
{
c(γ), åñëè γ ∈ A(S),
0, åñëè γ ∈ ∆+ \A(S).
Note that the restrition of fS,c to gA(S) is a harater of gA(S).
The unitriangular Lie algebras form the sequene
g = ut(n,K) ⊃ ut(n− 1, K) ⊃ . . . ⊃ ut(2, K),
where ut(t, K) onsists of matries from ut(n,K) with zeroes in the rst n − t
olumns. Systems of positive roots of the Lie algebras {gl(t, K)}2≤t≤n also form
the sequene ∆+n ⊃ ∆
+
n−1 ⊃ . . . ⊃ ∆
+
2 .
Denote ∆(n) = ∅ and ∆(t) = ∆+n−t+1 \∆
+
n−t. One an see that γ ∈ ∆
(t)
, if yγ
lies in the t-th olumn of the matrix Φ. The system of positive roots splits into
the union
∆+ = ∆(1) ⊔∆(2) ⊔ . . . ⊔∆(n−1).
We also put A(t) := ∆(t)∩A,M (t) := ∆(t)∩M S(t) := ∆(t)∩S, S
(t)
⊗ := ∆
(t)∩S⊗,
S
(t)
 := ∆
(t) ∩ S.
Let m(1) = 1. We denote
m(t) = max{j | ξj ∈ S
(1) ⊔ . . . ⊔ S(t−1)}+ 1,
Bt = ∆
+
n−t+1 ∩ Am(t).
Note that A(t) = Bt ∩ ∆(t). Subsets {Bt} are additive, they form the sequene
∆+ = B1 ⊃ B2 ⊃ . . . ⊃ Bn−1 ⊃ Bn = ∅.
To eah admissible subset S of ∆+ we assign the sequene of the diagrams
{Dt(S)}1≤t≤n onstruted as follows. The diagram D1(S) (of dimension n ×
n) oinides with D(S). One an onstrut the diagram Dt(S) of dimension
(n− t+ 1)× (n− t+ 1) by the following rule:
1) delete the rst t− 1 rows and t− 1 olumns,
2) omit the symbols (more preisely, the symbol {−}) orresponding to the
weights, whih don't ontain in Bt.
Example. D(S) = (5, 2, 1).
7
D1 =
+
⊗ −
• + 
• ⊗  −
D2 =
+ 
⊗  −
D3 =


D4 =
The subsets B1, B2, B3, B4 onsist of the roots orresponding to all non-empty
entries of the diagrams D1, D2, D3, D4 resp.
Denote by gt the subalgebra of ut(n− t + 1, K) generated by {yγ : γ ∈ Bt}.
These subalgebras form the sequene
g = g1 ⊃ . . . ⊃ gt ⊃ gt+1 ⊃ . . . ⊃ gn = {0}.
Let It be the ideal of S(gt) generated by yγ − c(γ), γ ∈ A(t). It's easy to hek
that It is a Poisson ideal of S(gt).
Denote by Am the Poisson algebraK[p1, . . . , pm; q1, . . . , qm], where {pi, qi} = 1
and {pi, qj} = 0 for i 6= j. Let A0 = K.
A Poisson algebra C is alled a tensor produt of a Poisson algebras B1 and B2
if C = B1 ⊗ B2 and {B1,B2} = 0.
Lemma 1.7. Let n ≤ 7. For any t there exists the Poisson inlusion
θt : S(gt+1)→ S(gt)/It (1.1)
suh that the Poisson algebra S(gt)/It splits into the tensor produt of two Poisson
subalgebras
S(gt)/It = A⊗ θtS(gt+1), (1.2)
where the Poisson subalgebra A is isomorphi to Akt for a ertain kt.
Proof. Using the list of maximal admissible diagrams for n ≤ 7, we onlude
that there are only three ases of lling of a t-olumn: 1) the t-th olumn ontains
one symbol ⊗ and the symbols  are situated below then the symbol ⊗ (or don't
appear in this olumn); 2) the t-th olumn ontains one symbol ⊗ and one of
the symbols  is situated above then ⊗; 3) the t-th olumn doesn't ontain the
symbol ⊗.
Case 1. The t-th olumn ontains one symbol ⊗ and the symbols  are situated
below then the symbol ⊗ (or don't appear in this olumn). Then S
(t)
⊗ onsists of
the one root; denote this root by ξ.
Consider the subsets C+ := C+(ξ, Bt) = {γ1 > . . . > γk} and C− :=
C−(ξ, Bt) = {γ
′
1 < . . . < γ
′
k}, where ξ = γi + γ
′
i for 1 ≤ i ≤ m. The sub-
set A(t) is the union
A(t) = {ξ} ⊔M (t) ⊔ S
(t)
 ⊔ C+.
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The subset Bt+1 has the form Bt+1 = Bt \ (A(t) ⊔ C−).
Take the maximal element γ1 ∈ C+ and the minimal element γ ′1 ∈ C− (reall
that γ1 + γ
′
1 = ξ).
Let B′t := Bt \ {γ
′
1}. The subset B
′
t is additive. Indeed, if γ
′
1 = η + η
′
, where
η, η′ ∈ A, η > η′, then γ1 + η ∈ C+. This ontradits the hoie of γ1.
By g′t denote the subalgebra generated by yη, η ∈ B
′
t. The elements p =
yγ′1, q = yγ1y
−1
ξ satisfy the ondition {p, q} = 1 and generate the subalgebra
isomorphi to A1.
We laim that {q, a} ≡ 0 mod It for an arbitrary a ∈ S(g
′
t). Indeed, for an
arbitrary η ∈ B′t the root γ1 + η is ontained in A
(t)
. Sine η 6= γ ′1, we onlude
that γ1 + η 6= ξ. Sine γ1 is a maximal element of C+, we have γ1 + η /∈ C+. A
root ξi from S an't be equal to a sum of two roots from the orrespondent Ai,
so γ1 + η /∈ S. Hene, γ1+ η ∈M (t) and so [yγ1, yη] = 0 mod It for an arbitrary
η ∈ B′t. We onlude that {q, a} = 0 mod It for all a ∈ S(g
′
t).
By denition, put
a˜ =
∞∑
s=0
(−1)s
s!
adsp(a)q
s = a− adp(a)q +
1
2
ad2p(a)q
2 − . . . , (1.3)
where a ∈ S(g′t) and adp(a) = {p, a} .
It's easy to hek diretly that {p, a˜} = {q, a˜} = 0 mod It and {a˜, b˜} =
{˜a, b} mod It ([10℄,4.7.5). The map a 7→ a˜ an be extended to the morphism
of Poisson algebras θ′ : S(g′t) → S(gt)/It. Denote by I
′
t the ideal of S(gt) gener-
ated by It and yγ1. The ideal I
′
t oinides with the kernel of θ
′
. Extend θ′ to the
monomorphism
θ′ : S(g′t)/I
′
t → S(gt)/It.
The Poisson algebra S(gt)/It splits into the tensor produt A1 ⊗ Imθ′.
Then, for an arbitrary 1 < m ≤ k we onsider the additive subset B
(m)
t =
Bt \ {γ ′1, . . . γ
′
m}. By g
(m)
t denote the subalgebra generated by yη, η ∈ B
(m)
t , and
by I
(m)
t denote the ideal generated by I
(m−1)
t and yγm. As in the ase m = 1, one
an onstrut the monomorphism
θ(m) : S(g
(m)
t )/I
(m)
t → S(gt)/It.
The Poisson algebra S(gt)/It splits into the tensor produt Am ⊗ Imθ
(m)
. For
m = k we have
S(g
(k)
t )/I
(k)
t = S(gt+1) and S(gt)/It = Ak ⊗ Imθ
(k).
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Case 2. There are only two diagrams Dt(S) suh than one of their t-th olumns
ontains one symbol ⊗ and one of the symbols  is situated above then ⊗:

+
⊗ −
D4(7, 3, 4)
+
 
⊗ −
D4(7, 3, 8)
For these diagrams we onstrut the required inlusion diretly. Here g is
the Lie subalgebra generated by yη orresponding to the non-empty entries of
diagrams.
1) D4(7, 3, 4). The ideal I is generated by the elements y41 − c1, y21 − c2, where
c1 6= 0. The fator algebra S(g)/I oinides with the algebra A1 generated by
p = y43y
−1
41 and q = y31.
2)D4(7, 3, 8). The ideal I is generated by the elements y41−c1, y31−c2 with c1 6= 0.
The fator algebra S(g)/I has the form A1⊗K[y˜32], where y˜32 = y32− c
−1
1 y42y31
and A1 is generated by p = y42y
−1
41 and q = y21.
Case 3. The t-th olumn doesn't ontain the symbol ⊗. Then A(t) =M (t)⊔S
(t)
 .
The natural inlusion gt+1 → gt an be extended to the isomorphism S(gt+1) →
S(gt)/It. ✷
Let gt, It, pi, qi be as in Lemma 1.7. Denote
Xt := Ann It ⊂ g
∗
t ,
Xt,0 := {f ∈ Xt : pi(f) = qi(f) = 0 äëÿ 1 ≤ i ≤ kt}.
Let θt∗ be the map Xt → g∗t+1 indued by the inlusion θt (see (1.1)). Sine It is
a Poisson ideal, then Xt is a Poisson submanifold and θt∗ is a Poisson map.
Corollary 1.8. We laim that
1) the map ω 7→ θ−1t∗ (ω) is a bijetion between the set of all sympleti leaves of
g∗t+1 and the set of all sympleti leaves of Xt;
2) the restrition
ρt := θt∗|Xt,0
is a bijetion between Xt,0 and g
∗
t+1; this restrition oinides with the restrition
of the natural projetion gt → gt+1 to Xt,0.
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Proof. An arbitrary Poisson ideal of the tensor produt Ak ⊗ B has the form
Ak⊗J , where J is a ertain Poisson ideal of B. So, the rst part of the orollary
follows from (1.2).
To prove the seond one, we note that for an arbitrary a ∈ S(gt+1) and f ∈ Xt,0
we have a˜(f) = a(f). Indeed, it follows from (1.3), that
a˜(f) =
∞∑
s=0
(−1)s
s!
adsp(a)(f)q
s(f) = a(f). ✷
To a maximal admissible pair (S, c) we assign the AMP-ideal IS,c of S(g),
whih is onstruted by indution on the number of olumn 1 ≤ t ≤ n− 1:
I(1) ⊂ I(2) ⊂ . . . ⊂ I(n−1) =: IS,c.
By denition, the ideal I(1) oinides with I1. Aording to Lemma 1.7,
S(g)/I1 ∼= Ak1 ⊗ θ1(S(g2)). Suppose that the ideal I
(t)
suh that
S(g)/I(t) = Ak ⊗ θ(S(gt+1)), (1.4)
where k = k1 + . . .+ kt and θ = θ1 . . . θt, is already onstruted. Then the ideal
I(t+1) ontains I(t) and is generated modulo I(t) by θ(It+1).
So,
S(g)/I(t+1) = Ak ⊗ θ(S(gt+1)/I
(t+1)) = Ak ⊗ θ
(
Akt+1 ⊗ θt+1(S(gt+1))
)
= Ak+kt+1 ⊗ θθt+1(S(gt+2)).
Denote by IS,c the ideal I(n−1). Sine gn = 0, then
S(g)/IS,c = Ak1+...+kn−1. (1.5)
Let ΩS,c = Ann IS,c. It follows from (1.5) that the ideal IS,c is a AMP-ideal,
so IS,c oinides with the dening ideal I(ΩS,c) of the orbit (this ideal onsists
of all elements of S(g) suh that their restritions to the orbit ΩS,c are equal to
zero).
Theorem 1.9. Let n ≤ 7 and g = ut(n,K).
1) The map (S, c) 7→ IS,c is a bijetion between the set Sn of all maximal admis-
sible pairs and the set of all AMP-ideals of S(g).
2) The map (S, c) 7→ ΩS,c is a bijetion between the set Sn of all maximal admis-
sible pairs and the set of all oadjoint orbits of the group UT(n,K).
3) dim(Ωf) is equal to the number of symbols ± in the diagram D(S).
Proof. Part 3) follows from (1.5). Part 2) is a orollary of 1). Let's prove the
rst part of the theorem.
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Let I be an AMP-ideal of S(g). If I ontains all elements yn1, . . . , y21 of the
rst olumn of the matrix Φ, then denote by I(1) the ideal 〈yn1, . . . , y21〉 and
onsider the seond olumn.
If I ontains yn1, . . . , yi+1,1 and doesn't ontain yi1, then the ideal I
(1)
0 gener-
ated by 〈yn1, . . . , yi+1,1〉 is a prime Poisson ideal of S(g). The element yi1 is a
Casimir element modulo I
(1)
0 . Hene, the ideal I ontains a ertain element of
the form yi1− c, c ∈ K. Consequently, I ontains the ideal I(1) generated by I
(1)
0
and yi1 − c. Denote by ξ1 the positive root that orresponds to the entry (i, 1).
Aording to Lemma 1.7, S(g)/I(1) = Ak ⊗ θ1S(g2). Consider the elements
θ(yn2), . . . , θ1(y32)
(they orrespond to the basi vetors from the seond olumn of the matrix Φ).
In the same way as for the rst olumn, we an onstrut S = {ξ1, . . .} and
c : S → K, starting from the ideal I. ✷
Theorem 1.10. Let n ≤ 7 and let (S, c) be a maximal admissible pair. The
anonial linear form fS,c is ontained in the orbit ΩS,c.
Proof. Let {gt} be the sequene of subalgebras orresponding to S as above.
Corollary 1.8(1) allows to onstrut the set of oadjoint orbits (or, equivalently,
sympleti leaves) Ωt ∈ g
∗
t (of the oadjoint ation of the groups Exp(gt) resp.)
suh that for an arbitrary t the orbit Ωt is ontained in Xt and Ωt = θ
−1
t∗ (Ωt+1).
It learly follows from Corollary 1.8(2) that the orbit ΩS,c ontains the element
ρ−11 ◦ · · · ◦ ρ
−1
n−1(0); this element oinides with fS,c. ✷
Corollary 1.11. The ideal IS,c is generated by the elements Qη − Qη(fS,c)
with η ∈ A(S) and Qη(fS,c) = c(η). Here an arbitrary element Qη has the
form yη + R>η, where R>η is a ertain element of the subalgebra generated by
{yγ, γ > η}, and R>η(fS,c) = 0.
Proof. The ideal I(t) is generated modulo I(t−1) by the elements θt−1(yη)− c(η),
η ∈ A(t). It follows from (1.3) that there exists the element Qη = yη + R>η of
S(g) (where R>η is as above) that oinides with θt−1(yη). Finally,
Qη(fS,c) = (yη + R>η)(fS,c) = yη(fS,c) = c(η).✷
Let G be a Lie algebra and f ∈ G∗. A subalgebra p is alled a polarization of f ,
if p is a maximal isotropi subspae with respet to the skew-symmetri bilinear
form f([x, y]) on G.
Theorem 1.12. Let n ≤ 7 and S be a maximal admissible subset. Let pS be the
linear subspae spanned by the basi vetors {yη} suh that the root η orresponds
to the symbols +, ⊗,  or • in the diagram D(S) (i.e., not to the symbol −). If
S doesn't orrespond to the diagram (7,3,8), then pS is a polarization of all linear
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forms fS,c. To onstrut the polarization p(7,3,8), one should replae y54 by y75.
Proof is by diret enumeration of all diagrams of dimension ≤ 7. ✷
The lassiation of oadjoint orbits and onstrution of polarizations allow to
lassify all unitary irreduible representations [1℄ and all primitive ideals of the
universal enveloping algebra [10℄.
Corollary 1.13. An arbitrary unitary irreduible representation of the group
UT(n,R) with n ≤ 7 is indued from a ertain one-dimensional representation
eif ln, f = fS,c, of the subgroup PS = exp(pS). The maximal admissible pair
(S, c) is uniquely determined by the representation. ✷
Corollary 1.14. An arbitrary absolutely primitive ideal of U(ut(n,K)) with
n ≤ 7 is indued from a ertain ideal of U(pS) Ker f |pS , where f = fS,c. The
maximal admissible pair (S, c) is uniquely determined by the ideal. ✷
Let T(n,K) be the Borel subgroup of GL(n,K). The adjoint ation of the group
T(n,K) maps the Lie algebra of unitriangular matries g := ut(n,K) to itself.
This denes the ation of the group T(n,K) on g∗.
Theorem 1.15. The number of T(n,K)-orbits in g∗ is nite for n ≤ 5 and
innite for n > 5.
Proof. The group T(n,K) maps a given orbit ΩS,c to a ertain orbit ΩS,c′, whih
orresponds to the same maximal admissible subset S and the other admissible
map c′.
One an see that for n ≤ 5 an arbitrary set ΩS of oadjoint orbits {ΩS,c} (with
xed S and arbitrary admissible map c : S → K) is a T(n,K)-orbit. So, for
n ≤ 5 the number of T(n,K)-orbits in g∗ if nite.
Then, onsider the diagram (6,3,4) for n = 6:
+
⊗ −
• + 
• ⊗  −
• • •  
This diagram orresponds to the maximal admissible subset S (it onsists of
six elements). Codimension of ΩS,c in ΩS is equal to six. But odimension of
arbitrary oadjoint UT(n,K)-orbit in the orrespondent T(n,K)-orbit is less or
equal to ve. Hene, the number of T(n,K)-orbits is innite.
For arbitrary n one an onstrut an example of innite set of T(n,K)-orbits,
using the diagram of the following form: its last six rows and six olumns form the
diagram (6,3,4) and all other entries of this diagram are lled by the symbol •.
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Note that an orbit from the set (6,3,4) has the following dening equations
(the the next setion):
y61 = y51 = y41 = y62 = y63 = 0, y31 = c1 6= 0, y52 = c2 6= 0,∣∣∣∣ y42 y43y52 y53
∣∣∣∣ = c3, y53y31 + y52y21 = c4, y64 = c5, y65 = c6. ✷
2. Absolutely maximal Poisson ideals
In this setion we'll present the system of dening equations of arbitrary oadjoint
orbit for n ≤ 7. Consider the so-alled harateristi matrix for the formal matrix
Φ (see 1):
Φ(τ) = τΦ + E =


1 0 . . . 0
τy21 1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
τyn1 τyn2 . . . 1

 .
Reall that we identify S(g) with the algebra of polynomials on g∗ (we also
identify g∗ with the spae of all upper-triangular matries with zeroes on the main
diagonal).
Every minor of the (formal) harateristi matrix Φ(τ) is a polynomial on τ
with the oeients in the symmetri algebra S(g) = K[g∗]. Values of these oef-
ients on an element F ∈ g∗ oinides with the oeients of the orrespondent
minor of the usual harateristi matrix τF + E.
Aording to Theorem 1.9, to an arbitrary admissible pair (S, c) one an assign
the AMP-ideal IS,c and the orbit ΩS,c = Ann IS,c. Dimension of the orrespondent
orbit is equal to the number of the symbols ± in the diagram. The ideal IS,c
oinides with I(ΩS,c). To eah root η ∈ A(S) one an assign the generator of
the ideal IS,c. In terms of the diagram D(S), to eah symbol , ⊗, • one an
assign the generator of IS,c. In this setion we'll show that there are oeients
of minors of the harateristi matrix Φ(τ), whih generate the ideal IS,c.
Let S⊗ = {β1 > . . . > βk⊗}, where k⊗ = |S⊗|. Denote η = εj − εi ∈ A(S).
The (i, j)-th entry of the diagram D(S) (i > j) is lled by one of the symbols ,
⊗, •. To the root η assign the permutation
wη := sβ1 · · · sβtsη, where β1 > · · · > βt > η > βt+1 > · · · > βk⊗.
Consider the set of the olumns Λ := Λj = {1, . . . , j} and the set of the rows
wη(Λ) = ord{wη(1), . . . , wη(j)}.
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The minor MΛwηΛ(τ) of the matrix Φ(t) is polynomial on τ :
MΛwηΛ(τ) = Pq,ητ
q + . . . Pd,ητ
d, q < . . . < d,
where degree q (resp. d) of the least (resp. the leading) term is equal to
q = |Λ \ wηΛ| = |wηΛ \ Λ|,
d = ♯{1 ≤ m ≤ j | im > m}.
Let φ1, . . . , φn−1 be fundamental weights.
Lemma 2.1. Let n ≤ 7. We laim that for an arbitrary η = εj − εi ∈ A(S) the
weight (1− wη)φj an be uniquely represented as a sum η +
∑
β, where β runs
over a ertain subset H(S, η) ⊂ {β1, . . . , βt} ⊂ S⊗.
Proof is by diret enumeration of all diagrams for n ≤ 7. ✷
Denote h = h(S, η) := |H(S, η)| + 1. Note that h is uniquely determined by η
and S.
Theorem 2.2. Let n ≤ 7. An AMP-ideal IS,c of S(g) is generated by the ele-
ments Ph,η − P
0
h,η ∈ K, ãäå P
0
h,η = Ph,η(fS,c).
Proof. One an prove this theorem for every maximal admissible subset S. For
example, onsider the subset (7,2,7):
+
+ +
+ ⊗ −
⊗ − − −
• • +  
• • ⊗   −
The additive subset A(S) has the from A(S) = S⊗ ⊔ S ⊔M(S), where
S⊗ = {α15, α24, α37}, S = {α46, α47, α56, α57}, M(S) = {α16, α17, α26, α27}.
Let I be the ideal generated by the elements Ph,η − P 0h,η with η ∈ A(S). To
prove that I = IS,c, it's enough to hek that
1) I is a Poisson ideal,
2) I(fS,c) = 0,
3) the ideal I is generated by the elements yη+T>η− c, where η ∈ A(S) and T>η
is ontained in the subalgebra generated by {yγ, γ > η}.
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Indeed, 1), 2) imply I ⊂ IS,c. By 3) the algebra S(g)/I is isomorphi to the
algebra of polynomials K[yη : η ∈ ∆+ \ A(S)]. Therefore the ideal I is prime
and DimI = |∆+ \A(S)| = dimΩS,c. We onlude I = IS,c.
Let us show that I really satises 1), 2) and 3). Denote Pij = Ph,η, where
η = αji. By denition, the ideal I is generated by Pij −P 0ij where P
0
ij = Pij(fS,c)
and (i, j) runs over pairs whih are lled by symbols ⊗, •,  in the diagram.
We onsider the lexiographial order on the set on monomials of yij suh that
yα > yη if α < η. Here we list the polynomials Pij starting from the leading term:
P71 = y71, P61 = y61, P51 = y51, P51 = y51, P72 =
∣∣∣∣ y51 y52y71 y72
∣∣∣∣ ,
P62 =
∣∣∣∣ y51 y52y61 y62
∣∣∣∣ , P42 =
∣∣∣∣ y41 y42y51 y52
∣∣∣∣ , P73 =
∣∣∣∣∣∣
y41 y42 y43
y51 y52 y53
y71 y72 y73
∣∣∣∣∣∣
P74 = y74
∣∣∣∣ y41 y42y51 y52
∣∣∣∣+ y73
∣∣∣∣ y31 y32y51 y52
∣∣∣∣ = y74P42 + . . . ,
P64 =
∣∣∣∣ y41 y42y51 y52
∣∣∣∣ ·
∣∣∣∣ y63 y64y73 y74
∣∣∣∣ = −y64y73P42 + . . .
P75 = y75y51 + y74y41 + y73y31 = y75y51 + . . . ,
P65 =
∣∣∣∣ y63 y65y73 y75
∣∣∣∣ y51 +
∣∣∣∣ y63 y64y73 y74
∣∣∣∣ y41 = −y65y73y51 + . . . .
The ideal I ontains the Poisson ideal I(1) generated by the elements y71, y61,
y51 − y
0
51. The elements P62, P72 are Casimir elements modulo I
(1)
. Extend the
ideal I(1) to the ideal J := 〈I(1), P72, P62〉.
One an diretly hek that the above polynomials P42, P73, P74, P64, P75, P65
are Casimir elements in the fator algebra modulo J . Therefore the ideal I is a
Poisson ideal; this proves 1). The proof of 2) is obvious.
Choose the new system of generators in I that onsists of y71, y61, y51 − y
0
51,
y73− y073, Qij −Q
0
ij where (i, j) ranges over (7, 4), (6, 4), (7, 5), (6, 5) and where
Qij is dened similar to Pij hanging y51, y73, P42 by y
0
51, y
0
73, P
0
42. This proves 3).
✷
Corollary 2.3. An orbit ΩS,c has the dening equations Ph,η = const(η), where
η ranges over positive roots that orrespond to the symbols •, ⊗ and  in the
diagram D(S). ✷
Corollary 2.4. A oadjoint orbit for n ≤ 7 has dening equations of the form
P − c, where P is a ertain oeient of a minor of the harateristi matrix and
c ∈ K. ✷
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3. Subregular orbits
In this setion we'll desribe all subregular orbits of the unitriangular group (The-
orem 3.3). Denote n0 =
[
n
2
]
, n⊗ =
[
n−1
2
]
, N = n(n−1)2 . Note that n = n0+n⊗+1.
At rst, we'll reall the desription of regular orbits. One an see that the
minors
Pj :=M
1,...,j
n−j+1,...,n, 1 ≤ j ≤ n0 (3.1),
(top indies are numbers of olumns, bottom indies are numbers of rows) of the
matrix Φ are Casimir elements of S(g).
Theorem 3.1 [2℄. The dening ideal Ωreg of a regular orbit Ωreg is generated by
the elements P1 − c1, . . . , Pn0 − cn0, where cj ∈ K (and cj 6= 0 for 1 ≤ j ≤ n⊗).
We'll reall a proof of this theorem and show that regular orbits orrespond to
regular maximal admissible subsets (see 1). Note that |Sreg| = n0 and |Sreg,⊗| =
n⊗.
Now we dene the polynomials Z1, . . . , Zn⊗, whih are needed for the sequel.
Consider the set of the minors
Pj(τ) :=M
1,...,j
n−j+1,...,n(τ), 1 ≤ j ≤ n− 1,
of the harateristi matrix Φ(τ). For 1 ≤ j ≤ n0 the polynomial Pj(τ) is equal
to Pjτ
j
, where Pj is the orrespondent minor of Φ.
For j > n0 the least term of the polynomial Pj(τ) equals Pjτ
n−j
. Denote
by Zn−j the oeient of τ
n−j+1
in the polynomial Pj(τ), j > n0. Note that
1 ≤ n − j < n − n0 = n⊗ + 1, beause n0 < j ≤ n − 1. In partiular Z1 =
yn,n−1yn−1,1+ . . .+ yn,2y2,1 is the oeient of τ
2
in the polynomial M1,...,n−12,...,n (τ).
The following Proposition 3.2 is needed for the sequel. Consider the deompo-
sition of the spae X := g∗ to the subsets X = X0 ⊔X1 ⊔ . . . ⊔Xn−1, where
Xi = {f ∈ X| f(yn1) = . . . = f(yn−i+1,1) = 0, f(yn−i,1) 6= 0}.
Denote di = max{dimΩ| Ω ⊂ Xi}. We say that an orbit is i-regular, if Ω ⊂ Xi
and dimΩ = di.
A maximal admissible subset S = {ξ1 > . . . > ξk} is alled i-regular (denote
it by S(Xi)) if ξ1 = α1,n−i and an arbitrary element ξt, 2 ≤ t ≤ k, is maximal
element of the orrespondent At (see Denition 1.3). Note that entries of the
diagram D(Xi) orresponding to S(Xi), whih are lled by the symbols •, are
exatly (n, 1), . . . , (n− i+ 1, 1).
Proposition 3.2. We have
di =
{
N − (n0 + 2i), if i ≤ n⊗,
N − (n0 + 2n⊗), if i > n⊗.
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Proof. To eah S(Xi) we'll assign the dense in Xi set of orbits {ΩS(Xi),c} of
equal dimension. On the other hand, the set of orbits of maximum dimension is
open [11, 2.6℄. Hene, di = dimΩS(Xi),c.
This set of orbits {ΩS(Xi),c} will be onstruted dierently in dierent ases 1)
and 2).
Case 1. i ≤ n⊗. See diagrams D(X2) for n = 7 and n = 8.
+
+ +
+ + +
⊗ − − −
• + ⊗ − 
• ⊗ − −  −
+
+ +
+ + +
+ + + 
⊗ − − − −
• + ⊗ − − 
• ⊗ − − −  −
Columns of D(Xi) satisfy onditions from the ases 1) or 3) from the proof of
Lemma 1.7. This allows to onstrut the ideal IS(Xi),c by methods of Theorem
1.9. The dimension of the orbit ΩS(Xi),c is equal to the number of the symbols
± in the diagrams. All orbits from this set have equal dimension, whih equals
N − |S(Xi)| = N − (n0 + 2i). This onludes the proof in the st ase.
Note that one an nd the ideal IS(Xi),c using methods of 2. Indeed, let
{ξ1 > . . . > ξn0} be the rst n0 roots of S(Xi) (i.e. the weights orresponding to
the symbols ⊗ in the odd ase and the weights orresponding to the symbols ⊗
with the weight αn0,n0+1 in the even ase).
To eah weight 1 ≤ j ≤ n0 assign the row number m(j) suh that ξi = αi,m(i).
Consider the system of the minors Q1, . . . , Qn0, where
Qj = M
1,...,j
m(1),...,m(j).
We also onsider the ideal J generated by yn1, . . . , yn−i+1,1. It's easy to hek
that the polynomials Q1, . . . , Qn0, Z1, . . . , Zi are Casimir elements modulo J .
The ideal IS(Xi),c is generated by J and the elements of the form P − c, where
P = Qj, 1 ≤ j ≤ n0, or P = Zj, 1 ≤ j ≤ i.
Case 2. i > n⊗. See diagrams D(X4) for n = 7 and n = 8:
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+⊗ −
• + +
• + + 
• + ⊗ − −
• ⊗  − − −
+
+ +
⊗ − −
• + + +
• + + ⊗ −
• + ⊗  − −
• ⊗ −  − − −
Columns of D(Xi) also satisfy onditions from the ases 1) or 3) from the proof
of Lemma 1.7, so we an onstrut the ideal IS(Xi),c by methods of Theorem 1.9.
The dimension of ΩS(Xi),c equals the number of the symbols ± in the diagrams.
All orbits from this set have equal dimension, whih is equal to N − |S(Xi)| =
N − (n0 + 2n⊗). This onludes the proof in the seond ase.
Note that one an nd the generators of IS(Xi),c as in the rst ase: the ideal
IS(Xi),c is generated by J and the elements of the form P − c, where P = Qj,
1 ≤ j ≤ n⊗ + 1, or P = Zj, 1 ≤ j ≤ n− i− 2. ✷
Remark. We've just shown that an orbit ΩS(Xi),c is i-regular. But if i > 1, then
an i-regular orbit doesn't have the form ΩS(Xi),c in general.
Proof of Theorem 3.1. We an apply methods of Theorem 1.9 to regular
diagrams (i.e., diagrams D(Sreg)); i.e., we an onstrut the set of orbits {ΩSreg,c}
of dimension N −n0, starting from Sreg. Sine this set is dense in g
∗
, we onlude
that the maximum dimension of an orbit is equal to N − n0. The ideal I(Sreg) is
generated by Pj − cj, 1 ≤ j ≤ n0.
So, it's enough to hek that an arbitrary regular orbit oinides with one of
the orbits onstruted by a regular diagram. Let Ω be a regular orbit. It follows
from Proposition 3.2 that Ω ⊂ X0. Sine yn1 are Casimir elements of S(g), that
I(Ω) ontains a ertain element yn1 − c with c 6= 0. Let I(1) = 〈yn1 − c〉. Using
Lemma 1.7, we obtain
S(g)/I(1) = An−2 ⊗ S(ut(n− 2, K)).
There exists the sympleti leaf (orbit) ω in ut∗(n− 2, K), orresponding to the
sympleti leaf (orbit) Ω in g∗. Sine the orbit Ω is regular, then the orbit ω is
regular in ut∗(n− 2, K). To onlude the proof, it remains to apply indution on
n. ✷
Let's now desribe subregular orbits. For n = 3 and n = 4 they are desribed
by the diagrams:
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• 
(3, 1, 1)
+
⊗ −
•  
(4, 1, 1)

• +
• ⊗ −
(4, 2, 1)
One an hek that for n = 5, 6, 7 diagrams orresponding to subregular orbits
are: (5,0,2), (5,1,1) for n = 5; (6,0,2), (6,0,3), (6,1,1) for n = 6; (7,0,2), (7,0,3),
(7,1,1) for n = 7.
For an arbitrary 1 ≤ j ≤ n⊗ onsider the minors
P ′j =M
1,...,j
n−j,n−j+2,...,n P
′′
j =M
1,...,j−1,j+1
n−j+1,...,n
of the matrix Φ, whih border the minor Pj−1 from (3.1). For even n onsider
also the minor P ′n0 =M
1,2,...,n0−1
n0,n0+3,n0+4,...,n
.
Reall that the restrition of a minor Pj (from (3.1)) to an arbitrary orbit is
onstant, beause these minors are Casimir elements.
Theorem 3.3. Let Ωsreg be a subregular orbit.
1) If Pn⊗(Ωsreg) 6= 0, then there are the number 1 ≤ j0 < n⊗ and the numbers
{c1, . . . , cj0−1, c
′, c′′, cj0+2, . . . , cn0−1} ⊂ K
∗, {cn0, c} ⊂ K
(with cn0 6= 0 for odd n) suh that the ideal I(Ωsreg) is generated by the elements
Pi − ci, where i = 1, . . . , j0 − 1, j0 + 2, . . . , n0,
P ′j0 − c
′, P ′′j0 − c
′′, Pj0 , Zj0 − c.
2) If Pn⊗(Ωsreg) = 0 and n is odd, then there are the numbers
{c1, . . . , cn⊗−1} ⊂ K
∗, {c′, c′′} ⊂ K
suh that the ideal I(Ωsreg) is generated by the elements
Pi − ci, where i = 1, . . . , n⊗ − 1,
P ′n⊗ − c
′, P ′′n⊗ − c
′′, Pn⊗.
3) If Pn⊗(Ωsreg) = 0 and n is even, then there are the numbers
{c1, . . . , cn⊗−1, c
′} ⊂ K∗, {c′′, c} ⊂ K
suh that the ideal I(Ωsreg) is generated by the elements
Pi − ci, where i = 1, . . . , n⊗ − 1,
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and the elements of the form a) or b), where
a) P ′n⊗ − c
′, P ′′n⊗ − c
′′, Pn⊗, Zn⊗ − c, è
b) Pn⊗, P
′
n⊗
, P ′n0 − c
′′, P ′′n⊗ − c
′.
Proof. The proof for n ≤ 4 is by diret alulations. Let Ωsreg. be a subregular
orbit in ut(n,K) for n > 4. It follows from Proposition 3.2 that there are two
ases for n > 4: Ωsreg ⊂ X0 or Ωsreg ⊂ X1.
Cases 1. Ωsreg ⊂ X1.
The ideal I(Ωsreg) ontains the ideal J generated by yn1. The elements Pi,
3 ≤ i ≤ n0, and yn−1,1, yn2, Z1 are Casimir elements modulo J . There are
{c, c′1, c
′′
1, c3 . . . , cn0} ⊂ K suh that the restritions to Ωsreg of all funtions from
the ideal I generated by J , Pi − ci, 3 ≤ i ≤ n0 and yn−1,1 − c′, yn2 − c′′, Z1 − c
with c′ 6= 0, are equal to zero. Hene, I ⊂ I(Ωsreg).
Consider the Poisson ideal I0 = 〈yn,1, yn−1,1 − c
′, Z1 − c〉. Easy to see that
I0 ⊂ I ⊂ I(Ωsreg). Aording to Lemma 1.7,
S(g)/I0 = An−3 ⊗ S(g2),
where the Lie algebra g2 is isomorphi to ut(n− 2, K). Both of ideals I, I(Ωsreg)
are generated modulo I0 by a regular AMP-ideal of S(g2). Thus, I = I(Ωsreg).
Case 2. Ωsreg ⊂ X0.
Suppose that P1(Ωsreg) 6= 0, . . . , Pj0−1(Ωsreg) 6= 0 and Pj0(Ωsreg) = 0. The
proof is similar to the rst ase (one should replae yn1, yn−1,1, yn2 by Pj0, P
′
j0
,
P ′′j0). ✷
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List of maximal admissible diagrams for n = 6
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List of maximal admissible diagrams for n = 7
23
24
25
Referenes
[1℄ Kirillov A.A.. Letures on the orbit method. Novosibirsk: Nauhnaya kniga
(IDMI), 2002.
[2℄ Kirillov A.A. Unitary representations of nilpotent Lie groups // Uspekhi
matem. nauk. 1962. V.17. P. 57-110.
[3℄ Kirillov A.A. Variations on the Triangular Theme // Amer. Math. So.
Trans.(2). 1995. V.169. P. 43-72.
[4℄ Kirillov A.A., Melnikov A. On a Remarkable Sequenes of Polinomials // in
Colletion SMF Seminaires et Congres, Algebre non ommutative, groupes
quantiques et invariants, J.Alev, G.Cauhon(editeurs). 1995. 2. P. 35-42.
[5℄ Andre Carlos A.M. Basi Charaters of the Unitriangular Group // Journal
of Algebra. 1995. V. 175. P.287-319.
[6℄ Andre Carlos A.M. Basi Sums of Coadjoint Orbits of the Unitriangular
Group // Journal of Algebra. 1995. V. 176. P.959-1000.
[7℄ Andre Carlos A.M. The Basi Charater Table of the Unitriangular Group
// Journal of Algebra. 2001. V. 241. P.437-471.
[8℄ Gekhtman M.I. Shapiro M.Z. Nonommutative and ommutative Integra-
bility of Generi Toda Flows in Simple Lie Algebras // Comm. on Pure and
Applied Math. 1999. V.L11, P.0053-0084.
[9℄ Bourbaki N. Lie groups and Lie algebras. Chapters 4,5,6. Mosow: Mir, 1972
26
[10℄ Dixmier J. Universal enveloping algebras. Mosow: Mir, 1978.
[11℄ Kraft H. Geometri methods in invariant theory. IO NFMI, 2000.
Mikhail V. Ignatev
Samara State University, Department of algebra and geometry,
443011, ul. Akad. Pavlova, 1, Samara, Russia
mihail_ignatevmail.ru
Alexander N. Panov
Samara State University, Department of algebra and geometry,
443011, ul. Akad. Pavlova, 1, Samara, Russia
apanovlist.ru
27
