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Abstract. Process Algebras, PAs, are formalisms able to capture the
behaviour of a computing system by, for example, giving the labelled
transition system, LTS, where states are nodes and where all possible
evolutions of the system are arcs; The drawing of the complete LTS is
a NP-complete task, so that, the reaching of a particular ‘desired’ state
is a problem which deserves some heuristic for improving the amount of
resources to be carried out. In this line, Artificial Intelligence by means
of Genetic Algorithms (GA’s), provides metaheuristic techniques that
have obtained good results in problems in which exhaustive techniques
fail due to the size of the search space, as it is the exploration of a LTS.
In this paper, we try to avoid this problem, so only unfolding the most
promising (for the task of reaching a ‘goal’ state) branches within the
LTS.
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1 Introduction
Artificial intelligence, AI, can be seen as the intelligence of machines and the
branch of computer science that aims to create it. AI studies and designs intel-
ligent agents, i.e., systems that perceive its environment and take actions that
maximize its chances of success.
These agents can be categorized into several kinds according to the type of
problems to solve or according to the strategies to follow. One of the typical
problems to work in, is searching for a particular state among a lot of them.
Genetic Algorithms, GAs [5,4], are strategies to be followed in order to solve AI
problems, specially when the knowledge of the environment is not strong enough
to easily guide the searching process. In fact, although they have been widely
used to solve problems in the fields of combinatorial and numerical optimization,
it is very rare to find them used dealing with the problem of improving the
computational cost of analyzing via Process Algebras [10].
ROSA is a Markovian process algebra “functionally” close to PNAL [2].
Markovian time is added by means of the inclusion of actions whose duration is
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modelled by Exponentially distributed random variables of parameters λ ∈ R+−
{0} and immediate actions, whose duration can be modelled by Exp[∞]. There
are some other differences between ROSA and PNAL as the order when solving
the non-deterministic choices against the probabilistic ones or the inclusion of
non-determinism when cooperating some type of actions.
ROSA [8] does not impose any syntactical restrictions on the components
of a parallel operator, and thus, the specification labour becomes easier than in
some other models.
The usefulness of ROSA, as well as of so many PAs is out of any doubt,
but as exposed, the computational cost of the unfolding of the whole LTS is
unbroachable from a practical perspective, so that we propose a way to only
unfold the more promising states among the reachable (through a single tran-
sition) set of states from a given one. This, of course, would mean a saving on
the computational cost of producing the LTS by the operational semantics of
ROSA, in this sense we entitled this paper Looking for a Cheaper ROSA.
This paper is structured as follows: next 2 sections provide rough descriptions
of the Markovian process Algebra ROSA and of a generic Genetic Algorithm,
respectively. Then a topology structure over the set of ROSA processes is de-
fined and that promising function which is claimed to make ROSA a “cheaper
formalism” is finally presented.
2 The Markovian Process Algebra ROSA
Let Δ = {a, b, c, . . .} be an ordered finite set of action types.
Let Id = {X, Y, Z, . . .} be a finite set of variables of process.
We will denote by the latest letters of the latin alphabet r, s, t, . . . probabilities.
We will denote by greek letters α, β, γ, . . . time parameters for actions.
Terms of ROSA are defined by the following BNF expression:
P ::= 0 | X | a.P | 〈a, λ〉.P | P ⊕ P | P + P | P ⊕r P | P ||AP | recX : P
where λ ∈ R+ − {0}, A ⊆ Δ, a ∈ Δ, X ∈ Id, . is concatenation, ⊕ , + and
⊕r are internal, external and probabilistic choices, r ∈ [0, 1], || is parallel, rec
stands for recursion and P is a process of ROSA.
The Algebra induced by this expression makes up the set of ROSA processes.
A detailed description of the operational semantics and the performance eval-
uation algorithm of ROSA can be found in [9], where with the aim of making
ROSA a more usable formalism, some steps have been done in the line of fully
automatize its analyzing skills.
3 A Basic Genetic Algorithm
Although there are different types of GA’s, they all share the following three
processes: selection, reproduction and evaluation. The algorithm repeats these
processes cyclically until a stop condition is reached. In [7], the authors have
developed a first approximation to the problem we are dealing with, including:
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– A generic description of a basic GA
– A formal definition of the reproduction operators
– A ROSA specification of the referred GA
– A complete performance study of this GA
In this paper we are concerned with the proper definition of the evaluation (of
population in GAs) process. So that, we propose a metric on the states space, to
be taken as basis for the selection (of the more promising individuals to conform
the new population in GAs) process and therefore preventing to generate all
branches of the LTS of ROSA.
4 Towards a Cheaper ROSA
Our main goal is to improve ROSA to be able to solve problems in a cheaper
way, even automatically as in the line followed by [9]. In order to do this, our
next step towards a Genetic Process Algebra is to define a function that, given a
final state, associates to each state/process a measure of how promising is such
state as being path to reach the final one. This function will be named promising
function, p-f (we hope that the definition of the definitive fitness function could
take this as basis).
We adopt the Means-End policy which tries to minimize the distance between
the present state and the final one. In order to do that, following the reference
[11], given P and Q a pair of ROSA processes, our metric takes as basis the






– l(P ) is the length of the process P and is defined inductively over the syn-
tactic structure of ROSA processes, as follows
l : {ROSA procs.} −→ N
0 	→ 0
X 	→ 1
a.P 	→ 2 + l(P )
〈a, λ〉.P 	→ 2 + l(P )
P ⊕ Q 	→ l(P ) + 1 + l(Q)
P + Q 	→ l(P ) + 1 + l(Q)
P ⊕r Q 	→ l(P ) + 1 + l(Q)
P ||AQ 	→ l(P ) + 1 + l(Q)
recX : P 	→ 2 + l(P )
(P ) 	→ 2 + l(P )
– n = max{l(P ), l(Q)}
– P 
 Q is the longest common initial part of processes P and Q
Theorem 1. The function d so defined is a metric.
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Proof. “d is a metric over {ROSA processes} ⇔ d holds (1)∧ (2)∧ (3)” where:
1. ∀P, Q ∈ {ROSA processes}.d(P, Q) = 0 ⇔ P = Q
2. ∀P, Q ∈ {ROSA processes}.d(P, Q) = d(Q, P )
3. ∀P, Q, T ∈ {ROSA processes}.d(P, Q) ≤ d(P, T ) + d(T, Q)
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– m = max{l(P ), l(T )}
– o = max{l(T ), l(Q)}
– n = max{l(P ), l(Q)}
where either one can be less than the other two (A), or all the same (B)
A : Let’s assume n < (m = o)
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The case where m < (n = o) or equivalently o < (m = n), has a very similar
proof.
B : The proof is also valid here
Once it has been checked, some considerations must be made mainly over the
property (1) ∀P, Q ∈ {ROSA processes}.d(P, Q) = 0 ⇔ P = Q.
Since both P and Q are just ROSA-syntactical expressions denoting pro-
cesses, some distinctions on these syntactical expressions can affect processes
with the same meaning, i.e., two syntactical-different processes not always rep-
resent two different processes in terms of their behaviours, let us see some
examples:
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Example 1. Let P and Q be a pair of ROSA processes, we need that processes
P ⊕ Q and Q ⊕ P have distance 0, because in whatever interpretation of the
semantics of processes, they should be equivalent. The same could be said about
the processes P + Q and Q + P , so this commutative property should be
preserved. Moreover, the weighted commutative property of ⊕r should be also
fulfilled, thus P ⊕r Q, has to be equivalent to Q ⊕1−r P , or more precisely the
distance between them must be 0 in a correct definition of distance. 
Example 2. Furthermore, the definition of distance should also respect the as-
sociativity of the processes so that, given P , Q and R three ROSA processes
we want that d((P ⊕ Q) ⊕ R, P ⊕ (Q ⊕ R)) = 0. In this line the associativity
of + and the weighted associativity of ⊕r has to be preserved. 
Example 3. Also, there are some cases in which distributive property must be
satisfied. For instance, let us take P , Q and R as ROSA processes, then we
want that d((P ⊕ Q) + R, (P + R) ⊕ (Q + R)) = 0.
Distributive is a difficult property to be studied and guaranteed, thus, we will
follow the results presented in [2], and the corresponding distributive laws. 
Example 4. Finally, we want that derivative operators could be removed, and
then, the equivalent expression without them should have distance 0 with the
previous one. For instance we want that d(a.0||∅b.0, a.b.0 + b.a.0) = 0. 
In fact, we want that in an appropriate semantics, two equivalent processes
would have distance 0 between them. The main objective of this paper is not
the study of a theoretical semantics, such as denotational or axiomatic seman-
tics. Of course, with the basis of our operational semantics, we could define a
notion of bisimulation ([1,3]), and take this equivalence as the basis. But this is
a considerable amount of effort, and this work have been already done. In fact,
in [2] a Proof System is defined, and it is demonstrated the equivalence of
a denotational semantics and a set of axioms and inference rules, in the sense
that this system is sound and complete. That is, if two processes have the same
denotational semantics, then, it can be proved by using the proof system that
they are equivalent, and on the contrary, if the equivalence may be proved in
the proof system, then, the processes have the same denotational semantics.
In order to solve all the cases shown in the above examples we need to intro-
duce normal forms for ROSA processes.
Normal Forms
In the line of [2], we can define normal forms in a very natural way. They consist
in a generalized probabilistic choice at the top, followed by a generalized inter-
nal choice between a set of states, which is followed by a generalized prefixed
external choice between the actions (timed and immediate) in this set, whose
continuations are also in normal form.
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Definition 1. (Normal forms)
– Process 0 is in normal form.
– If Ai is a convex set of sets of Δ×(0, +∞)∪{∞} and for every a ∈ Type(Aj)








〈a, λAj 〉.nf(PAj ,a)
is a normal form.
Notice that immediate action a is denoted in normal form as 〈a,∞〉 and ⊗i[qi], i ∈
{1, . . . , n} represents the n-extension of ⊕r in this way:
– P ⊕r Q will be represented by [r]P ⊗ [1 − r]Q
– P ⊕r (Q⊕s T ) will be represented by [r]P ⊗ [(1− r)∗s]Q⊗ [(1− r)∗ (1−s)]T
As usual, normal forms are unique modulo associativity and commutativity.
Nevertheless we need to impose more restrictions in order to have one and only
one normal form for every process, i.e., we want that two processes such as a+ b
and b + a have the same normal form, for instance, a + b.
We need then to impose some restrictions related to the order in which actions,
sets and probabilities appear in the normal form. These restrictions are the
following:
– At external choice level, actions must appear in alphabetical order.
– At internal choice level, sets must appear in the induced lexicographic order.
– At probabilistic level, probabilities must appear in decreasing order. If two
would have the same probability then the lexicographic order of their already
ordered internal choice level processes will determinate.
Let us see an example. The longest common initial part of the following two
processes is 0:
((〈d, 1〉.0 + 〈a, 2〉.0) ⊕ (〈b, 1〉.0 + 〈a, 3〉.0)) ⊕0.3 (〈f,∞〉.0 ⊕ 〈e, 1〉.0)
(〈e, 1〉.0 ⊕ 〈f,∞〉.0) ⊕0.7 ((〈a, 3〉.0 + 〈b, 1〉.0) ⊕ (〈d, 1〉.0 + 〈a, 2〉.0))
Nevertheless both processes share the same ordered normal form:
[0.7]〈e, 1〉.0 ⊕ 〈f,∞〉.0 ⊗ [0.3]〈a, 3〉.0 + 〈b, 1〉.0 ⊕ 〈a, 2〉.0 + 〈d, 1〉.0
so their distance must be 0.
Notation: The ordered normal form of process P will be denoted by ‖P‖
We assume as equal ROSA processes, every pair of them which have the
same corresponding ordered normal forms:
∀P, Q ∈ {ROSA processes}.P = Q ⇔ ‖P‖ = ‖Q‖
It is a sound assumption since in [2] an equivalent proof of the soundness of
the pure functional behaviour of ROSA can be found, and in [6] a complete
Proof System for Timed Observations is presented.
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In this section we will omit the treatment of recursion, because it implies an
important mathematical apparatus so requiring a considerable amount of space,
and the result does not justify this effort. This is due to the fact that for defining
correctly a normal form for infinite processes, we need a power domain, as well
as an order relation, so that, an infinite process would be the limit of a chain of
ascending finite processes, each of them, an approximation of this limit. In order
to guarantee the existence of this limit, we need both to introduce a fixed point
theory, and to proof that every operator is continuous.
Since we think that this considerable work is not interesting in our study,
we leave for a future work the completion of this operator, and we address the
interested reader to the paper [2], where it is defined the semantics for infinite
processes in a similar syntax to ROSA. Thus, from now on, operator recX : P
is not considered.
Once the notion of ordered normal form is defined it is time to provide the
metric which solve all the problems previously stated.
Definition 2. Given a pair of ROSA processes P and Q the distance between







– l(‖P‖) is the length of the process ‖P‖ and is defined inductively over the
syntactic structure of ordered normal forms of ROSA processes, as follows
l : ‖{ROSA procs.}‖ −→ N
0 	→ 0
a.P 	→ 2 + l(P )
〈a, λ〉.P 	→ 2 + l(P )
+a∈Aj Pa 	→ m − 1 +
∑
a∈Aj l(Pa)(m = |Aj |)⊕
Aj∈Ai Pj 	→ k − 1 +
∑
Aj∈Ai l(Pj)(k = |Ai|)⊗
i∈{1...n}[qi]Pi 	→ 2n− 1 +
∑
i∈{1...n} l(Pi)
(P ) 	→ 2 + l(P )
– N = max{l(‖P‖), l(‖Q‖)}
Promising Function, p − f , gives higher values to the more promising states to
be followed for reaching SF :
p− f : {ROSA procs.} −→ (0, 1]
P 	→ 1 − D(P, SF )
Finally, our proposal is, given an initial state S0 and a final one SF , to apply
all the rules of the operational semantics of ROSA to S0 so generating a set of
processes, and only follow on, with the state of this set that maximizes p − f
(associated to SF ). Therefore, the computational cost of the LTS, is moved from
exponential to polynomial, so making it cheaper.
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5 Conclusions and Future Work
In this paper we have provided the set of ROSA processes with a metric struc-
ture which allows to define a promising function p − f for the sake of (compu-
tationally) improving the searching for ’a goal node’ by means of this heuristic.
This promising function establishes the first step towards a Genetic Process Al-
gebra definition, since a slight variation of it, could be a fitness function.
Our future work in this line is also concerned with the translation of the
former operational semantics rules of ROSA to those rules which capture the
same behaviour but over the domain of Ordered Normal Form processes.
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