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Abstract
This thesis presents the development and application of algorithms for the anal-
ysis of pig carcasses. Focus is on the simulation and quality estimation of meat
products produced in a Danish slaughterhouse. Computed Tomography scans of
pig carcasses provide the data used in the application. Image analysis is applied
in order to imitate some of the cutting processes found in a slaughterhouse but
also to give a quantitative measure of the composition of each carcass.
The basis of the algorithms is non-linear image registration. This method finds
the anatomical correspondence between a reference carcass and a template car-
cass. By iteratively comparing the transformed template with the reference a
resulting dense deformation field is found. Propagating a set of landmarks from
the reference coordinate system onto the template enables the simulation of
slaughtering processes.
Non-invasively estimating the quality of the slaughtering products provides a
very valuable tool for use in the slaughterhouse in the future.
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Resume´
Denne afhandling beskriver udviklingen og anvendelsen af algoritmer til analyse
af svineslagtekroppe. Der fokuseres specielt p˚a simulering og kvalitetsbestem-
melse af kød produkter produceret p˚a et dansk slagteri. Computer Tomografi
skanning af slagtekroppe udgør data brugt i applikationen. Billedanalyse er an-
vendt for at efterligne udskæringsprocessen, men ogs˚a til at give et kvantitativt
ma˚l for sammensætningen af de enkelte slagtekroppe.
Algoritmerne er baseret p˚a ikke-lineær billedregistrering. Denne metode finder
anatomisk korrespondance mellem en reference slagtekrop og en test slagtekrop.
Ved iterativt at sammenligne den transformerede test slagtekrop med referencen
findes et resulterende deformationsfelt. Ved at transmittere en række referen-
cepunkter fra reference slagtekroppen til test slagtekroppe muliggøres simulerin-
gen af slagteprocessen.
Ikke-invasiv estimering af kvaliteten af slagteprodukter udgør et meget værdi-
fuldt værktøj til brug i slagterierne i fremtiden.
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Part I
The Virtual Slaughterhouse
Chapter 1
Introduction
The topic of this thesis is, as the title indicates, about slaughterhouses and the
slaughtering of pigs. More specifically simulating the process on a computer
thus creating a ”Virtual Slaughterhouse”. A slaughterhouse today is very in-
dustrialized and automated. Thousands of pigs are processed each day. The
individual carcasses can be cut into a variety of different products. Choosing
the right mixture of products for a given carcass is the key to success. How-
ever, this decision depends not only on the composition of the carcass but also
on the incoming orders from the customers of the slaughterhouse. Being liv-
ing creatures the pigs are very different anatomically and thus the input into
a slaughterhouse is very inhomogeneous. Knowledge of the individual pig is
crucial in order to maximize profits and at the same time maintain the level of
quality demanded by the customers. The Virtual Slaughterhouse is a tool for
providing this knowledge and the means are Computed Tomography scans of
the pig carcasses and subsequence image processing.
Computed Tomography(CT) provides an in-vivo view of each carcass, yielding
a very detailed level of information about virtually all anatomical regions of the
carcass. Complete knowledge of the anatomy provides the means to the potential
optimal decision of the use of the individual carcasses. However, the CT data
needs to be related to the actual processing of the carcass in the slaughterhouse.
Thus, there is need for the Virtual Slaughterhouse.
Slaughtering a pig virtually means cutting a carcass into many products without
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it even seeing a knife. Coupling each of these virtual products with a measure
of its quality provides the means of choosing the optimal way to process the
carcass. The task is to create algorithms capable of mimicking the set of cuts
and apply them on a population of carcasses. This is the topic of this thesis.
Image registration is the foundation of the algorithms created in this thesis. It
is a well-known discipline used widely in medical imaging and as a consequence
many of the algorithms and methods used in the Virtual Slaughterhouse are
borrowed from the medical imaging community and literature. However in this
thesis the purpose of the application of image registration is remarkably differ-
ent. A series of virtual cuts are defined in a so-called references carcass. Image
registration enables the propagation of these cuts onto a population of pigs thus
enabling the subsequent quality measure.
1.1 Thesis Objective
As in any real life application of mathematics and computer science knowledge
of the problem domain is required. This work is no exception and it is reflected
in the thesis.
The purpose of this thesis is two-fold. It is a theoretical overview of the math-
ematical disciplines involved in performing image registration. The aim is to
provide a more or less self contained guide on the practical implementation of
parametric image registration. On the other hand it gives is an overview of some
of the concepts and practices involved in the slaughtering of pigs.
Ultimately it is the goal to describe the Virtual Slaughterhouse for the automatic
evaluation of the quality of cuts of meat.
1.2 Thesis Overview
The thesis is divided into four parts.
Part I is the introductory part. It provides the background needed to better un-
derstand the problem domain in which the thesis is placed. Chapter 2 describes
the Danish meat industry with emphasis on the pig slaughtering industry and
it describes Virtual Slaughterhouse. A review of the kind of data and the data
acquisition is described in chapter 3.
Part II is a theoretical description of the image registration algorithms used.
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It provides the theoretical background and practical implementation issues in-
volved in parametric image registration. Chapter 4 introduces image registra-
tion and provides an overview of the literature. In chapter 5 the concept of
images and image transformation is explained. Chapter 6 contains the bulk of
the part and describes image registration as a large scale optimization problem.
It revolves around the Gauss-Newton algorithm and contains the solution to
practical implementation issues such as dealing with the very large matrices.
Part III describes the actual application of the algorithms on carcass data.
Chapter 7 is a self-contained description of the algorithms implementing the
automatic quality grading using virtual cuts. It is a demonstration of the power
in applying the use of CT scans and image analysis on a practical problem such
as estimating the quality of certain cuts of meat.
Part IV is a collection of published contributions written during the project.
They cover different aspects of the concepts found in the thesis. Chapter 8
describes an experiment demonstration the robustness of using the CT as a
quantitative measuring tool. The results show that CT offers a robust measure-
ment technology with a very small sensitivity to the different settings of the
scanning protocol. Chapter 9 describes the creation of a linear model of the
relation between voxels and the full weight of the half carcass. This knowledge
enables the determination of the lean meat percentage. The lean meat percent-
age is a measure of the quality of the meat in a carcass and used to predict the
quality of individual cuts. Chapter 10 describes the creation of an alternative
parametric image registration algorithm than that described in part two.
Finally appendix A contains a view of two of the demonstration programs pro-
duced during the project.
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CT in the Meat Industry
The topics of this thesis are connected to the meat industry. More specifically
the pig slaughtering industry. The Danish slaughterhouses are undergoing a
change with the use of advanced technology in the slaughtering process. In
recent years the use of Computed Tomography(CT) as modeling and measuring
tool in connection with the slaughtering of pigs has been investigated. This
project is denoted The Virtual Slaughterhouse. The name covers the building of
computerized mathematical models of many aspects of the processes going on in
a slaughterhouse. Using these models a pig carcass can be virtually slaughtered
on a computer before it even sees a knife and the results can be evaluated. Thus
providing some of the building blocks of a decision support system to be used
in the slaughterhouses.
2.1 The Danish Meat Industry
The Danish meat industry is one of the largest and most important industries
in the country, with the pig industry being by far the largest part. The annual
export of pig meat is roughly 30 billion DKK, around 4.0 billion EUR, and
represents about 5 pct. of the total annual export [114]. As such the story of
the pig industry is for the most part a story of success. However in recent years,
especially 2007 a year with increasing price on feed, the profits have decreased.
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Figure 2.1: Examples of automation in a Danish slaughterhouse. Carcasses hanging
on bars in the equalization room(top left). Top right and lower left images depicts
before and after a split into three parts. The lower right image depicts a slaughter
robot splitting the middle part into loin and belly. Images are courtesy of Danish Meat
Association.
Competition in the industry is hard. The entrance of competitors from low wage
countries on export markets with a strong Danish presence further increases the
pressure. In 2005 a Danish slaughterhouse worker had an average hourly wage of
218 DKK, while the average hourly wage of a German slaughterhouse worker was
98 DKK [65]. This mismatch, and other added expenses due to a strict Danish
legislation on health and safety issues, makes the production of pig meat very
expensive in a Danish slaughterhouse. One solution already implemented in
the slaughterhouses is an increased automation of some of the labor intensive
processes. Figure 2.1 shows some of the automated tasks. As a means to ensure
the slaughterhouses continued survival in Denmark there is an increased interest
on the maximization of the profit of each individual carcass [75]. This thesis is
part of this effort and focusses on the optimal choice of end products for which
the carcass is used.
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Figure 2.2: Graphical rendering of the product flow in a slaughterhouse. The pigs
enter in section A which is the killing zone, where they are stunned, killed by sticking
and debled. They continue onto the slaughterline in section B where the carcass is
split in halves and intestines, heart etc. are removed. Section C is the cutting line in
which the carcasses are cut into products.
2.1.1 From Pig to Product
To set the stage for the rest of the thesis this section contains a description
of the journey a carcass undertakes from the kill to the end product. It is an
adaptation of a description of the overall product flow in Danish slaughterhouses
found in [75] but is included here for completeness.
Figure 2.2 depicts the product flow in a slaughterhouse. Three sections com-
prise the slaughterhouse. Section A is the killing zone. Section B contains the
slaughtering lines, and section C the cutting lines. The process commences in
section A, where the pigs are stunned, killed by sticking and debled. To remove
the hairs the carcasses are scalded in a hot water bath, de-haired, and singed.
The singing has an added effect on the tenderness of the rind. The carcasses
then continue into section B which is the slaughtering line.
On the slaughtering line the carcasses are cut open and the intestines, heart,
liver, kidney etc. are removed and inspected for disease and abnormalities. A
slaughtering robot splits the carcass in halves by cutting along the spine, but
leaves the two halves still connected by the jawbone. The carcasses are then
cleaned and weighed. The fat layer thicknesses in the fore end, middle and ham
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part of the carcass are measured and the lean meat percentage is estimated for
the total carcass. These parameters enters the classification algorithms for the
subsequent sorting of the carcass. At a modern slaughterhouse there is four
slaughtering lines with a rate of 350 pigs per hour constituting a total of 1, 400
pigs per hour in total.
After slaughtering the carcasses enter an equalization room with the purpose of
lowering the carcass temperature over a period of at least 16 hours. It is also
here that the carcasses are sorted. Due to logistical reasons a carcass is placed
on a bar containing similar pigs. A bar consist of roughly 80 carcasses. The
upper left image in figure 2.1 shows carcases hanging from bars. The actual bar
a pig is assigned to is based on a forecast of how the pig is to be used in the
subsequent cutting. The sorting is primarily based on the valuable middle part
and the ham. The task for the planners in the slaughterhouse is to decide the
optimal use of the carcasses placed on a bar considering their classification but
also the incoming orders.
After cooling the carcasses enter section C in which initially the head and ten-
derloin are cut of. Each half of the carcass is split into three parts. The front
end, the middle and the leg(ham) part. Being the most valuable the middle
and ham can undergo further sorting based on weight. All parts are then cut
based on their sorting group and at the end of the cutting line the products are
placed on stands containing 20 items. The stands are placed in a holding area
awaiting further cutting into specific products which are packed and shipped to
customers.
In this process knowledge of the individual pigs is important. Today the slaugh-
terhouses obtain this information in the classification system. The estimation
of the lean meat percentage and subsequent classification is based on sparse
samples of the depth of the fat layer in the carcass. This measure estimates
with high probability the composition of the entire carcass, however complete
knowledge is not attained. Basing a classification system on CT-scans of each
carcass would give almost complete information of the composition of the pig.
This could yield a classification with an even higher probability. But even more
importantly it could provide the data for a wider range of measurements than
just the depth of the fat layer. One example is direct feedback to the farmer
of the state of his pigs. A more differentiated payment scheme could even be
devised awarding pigs with certain qualities. A computerized simulation of the
different cuts on each carcass as described later in this thesis is another example.
The result could be a more elaborate sorting scheme fully optimizing the use
of each carcass. As it is today the utilization of this knowledge is somewhat
hindered by the logistics surrounding the equalization room. However increas-
ing the knowledge of the pigs can further the existing sorting process and thus
optimize the carcass use.
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2.2 Pig Carcass Classification - The Lean Meat
Percentage
Classification of pigs has been in use, in some form other, in the Danish slaugh-
terhouses since the 1930s and is used to objectively determine the composition
of the carcass. Since the 1970s the lean meat percentage has been the classifying
parameter. Lean meat is defined as the percentage of the total carcass weight
constituted by the lean meat. The Danish method was adopted by the EU and
since 1989 it has been mandatory to classify with an EU approved method [96].
The Danish Pig Classification Authority inspect the slaughterhouses each week
to ensure that classification is done consistently in all slaughterhouses. This
makes sure that the settlement to the farmer is consistent regardless of the
choice of slaughterhouse.
Classification and classification equipment is governed by the EU through the
Management Committee for Pig Meat [28]. The lean meat percentage can be es-
timated using various types measuring equipment and all classifying equipment
has to be approved by the committee. Common for all measuring equipment
is the calibration towards the lean meat content determined by a dissection.
Dissection is a process of discerning all meat in a carcass from the rest. Thus a
manual lean meat percentage can be obtained. In the EU a common reference
method was developed in 1995 [134]. However it is shown that there are regional
differences when using this method [92, 97].
Consequently investigations in the use of 3D imaging technology as a method to
obtain the lean mean content of a carcass has been undertaken in recent years.
Most notably is the EUPIGCLASS project [38] in which the use of CT and MRI
was investigated.
This leads to the proposal of using CT as a reference method. Here a classifi-
cation into fat, meat or bone of the individual voxels in the carcass volume is
done using a pixel classification method. Models for predicting the weight of
the various tissue types using CT is developed and thus the lean meat percent-
age can be determined. The method and an experiment is described in [131]
and in chapter 9 of this thesis. This enables the prediction of weight and lean
meat percentage in subsections of a scanned carcass as well and an application
utilizing this is described in [130] and in chapter 7.
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2.3 Previous Work and Applications
Several studies with regards to the use of CT and MRI to determine the com-
position of meat, fat and bone in carcasses has been performed. Some of the
earliest studies include Skjervold et al. [112] and Allen and Vangen [3]. A sur-
vey of the estimation of the composition of pig carcasses using digital imaging
techniques including CT is found in Szabo et al. [119]. In [88, 89] Monziols et
al. predicts the lean meat content in MRI images of carcasses. Furthermore
investigation regarding the partial volume effect is also carried out. Another
study is performed in the EUPIGCLASS project [38].
In [132] Vestergaard et al. uses mathematical morphology on CT scans on salt
dried hams to estimate the salt content.
Related to this field is research using image analysis on 3D images of sheep and
lambs. In [68, 76] Kongsro investigates the use of CT and spectral methods to
determine the lean meat content of lamb carcasses. Stanford et al. [115] reviews
the use of CT and MRI amongst others to determine the composition of lamb
carcasses. In [91] Navajas et al. uses segmentation to calculate muscle volume.
2.4 The Virtual Slaughterhouse
At its heart The Virtual Slaughterhouse is a collection of algorithms and soft-
ware which is developed during the last 3 − 4 years. Several applications have
been researched ranging from the statistical modeling of femoral bones, through
virtual dissection to virtual cuts. Listed in this section are some of the research
topics investigated in the Virtual Slaughterhouse.
In [130](chapter 7) Vester-Christensen et al. investigates the use of image reg-
istration as a tool for measuring the quality of virtual cuts. Image registration
provides the means to propagate a set of cuts defined in an atlas onto a popula-
tion of carcasses and estimate the yield of the different cuts. In [83] Lyckegaard
uses image registration to infer statistics of a specific of cut of the middle part
of the carcass. In [56] Hansen segments individual muscles in the middle part
using level sets. Furthermore investigation of the quality of a specific cut using
heuristics is also done.
In [35–37] Erbou et al. researches statistical modeling of the shape of femoral
bones. This provides a tool for the builders of slaughter robots. The statistical
model provides knowledge of the distribution of the dimensions of the femoral
bone which is useful in the determination of tolerances needed when building a
robot. In [57] Hansen et al. performs surface registration of the femoral bones
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as a means to build the shape model.
In [50] Grønlund utilizes some of the software produced to manually segment
muscles and model the lean meat percentage.
In [71–75] Kjærsgaard investigates the economic effects of the optimization of
the carcasses under the current logistical limitations in the slaughterhouses. He
finds that a profit increase is obtainable and worth pursuing but the amount is
hindered by the current logistical situation concerning the equalization room.
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Chapter 3
Imaging
The image data produced in The Virtual Slaughterhouse stems from a wide
variety of experiments conducted. Ranging from live pigs over half pig carcasses
to chickens and cows. In addition to the imaging data usually other types of data
are also recorded. A very large experiment described below and in chapter 9
involved manually dissecting 50 half carcasses into fat, meat and bone tissue. In
[66] is described an experiment in which fat, water, protein and collagen content
is measured in samples of meat. Furthermore a subjective human grading is
often linked to the scanned volume, e.g. a visual grading of the quality of
certain products, enabling the development of models to automate this.
3.1 Half Carcasses
The main data set used in this thesis consist of scans of 299 half pig carcasses.
The experiment is a part of a large calibration trial conducted in the spring of
2008. See chapter 9 for a more thorough description of the trial and experiment.
The pigs in the set are chosen to be representative of the Danish pig population
when ready for slaughter with respect to age, weight and fatness. The weight
ranges from approximately 60 kg to about 100 kg and they are slaughtered at
an approximate age of six months.
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A half pig carcass is the product of the pig carcass being split along the spine.
In most Danish slaughterhouses this is an automated process in which a robot
uses a saw to perform the split. Figure 3.1 depicts a back splitting robot.
After the splitting the head and toes are cut off and the carcass is cooled. The
day after slaughtering the left side of the carcass is ready for scanning. A half
carcass ready for scan is shown in figure 3.2.
Finally the carcass placed on the skin side and scanned in the CT-scanner, see
figure 3.3.
3.2 Computed Tomography 101
The imaging modality used to produce the data is Computed Tomography. The
technology originates from Sir Godfrey Hounsfield in 1972 and is widely used
both as a medical examination tool but also in the industry as a inspection
tool [67, 70]. A CT-scanner produces a series of two dimensional cross sections
of an object. It functions by transmitting X-rays from a source while rotating it
around the object and recording the transmitted radiation with detectors placed
in a surrounding gantry. Every slice consists of a grid of voxels. The voxels
have been crossed by numerous X-rays during the scan and the attenuation
of the corresponding tissue can be reconstructed from the detector readings.
Figure 3.4 illustrates this principle. Each voxel is assigned a relative value of
the average attenuation of the enclosed tissue compared to the attenuation of
water. The scanner is calibrated prior to scanning using a so-called phantom
setting the scale such the value 0 corresponds to the attenuation of water and
−1000 to that of air. Performing this calibration enables comparison of voxel
values across subjects which is very important when using the scanner as a
quantitative measuring tool.
A histogram over the voxel values of a half pig carcass is seen in figure 3.5. A
more in-depth discussion of Hounsfield values for tissues found in pig carcasses
is found in chapter 9.
3.3 Image Data
The carcasses are scanned using a refurbished GE HiSpeed CT/i single-slice
scanner capable of isotropic voxels. An average prepared half carcass is around
130 cm in length which would yield a 512× 512× 1300 volume using [1× 1× 1]
mm voxels. However, time, monetary concerns and computer processing power
constrains the volumes size. The voxel dimensions are lowered to 1 × 1 × 10
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Figure 3.1: A back-splitting robot seen from the front. Courtesy of Danish Meat
Association.
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Figure 3.2: A half carcass prepared and ready for scanning. Courtesy of Danish
Meat Association.
Figure 3.3: A carcass wrapped in low density plastic about to be scanned. Courtesy
of Danish Meat Association.
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Figure 3.4: The principle of Computed Tomography.
−150 −100 −50 0 50 100 150
Hounsfield Units [HU]
Figure 3.5: Histogram of voxels values in a typical pig, clamped in the range
[−150; 150]. The left peak corresponds to fat, the right peak to meat. Bone is found
as the tail in the right side of the histogram.
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Figure 3.6: An axial slice of the carcass volume located in the middle part.
mm resulting in a reduction in the number of slices needed to cover the whole
carcass. This, however, results in a reduction in the resolution in the sagittal
and coronal planes. Figure 3.6 shows a slice obtained in the middle part of the
carcass, while figure 3.7 depicts a montage of every second slice in the carcass
volume.
Other useful visualizations of the volume data borrows from medical imaging.
Being a 3D volume two other views of a location in the carcass is needed to obtain
complete visual coverage. Figure 3.8 depicts the midsagittal and midcoronal
planes of a carcass. Notice the jagged edges due to the reduced resolution. Other
visualizations tries to capture the 3D nature of the data. Figure 3.9 shows a
simple method visualizing orthogonal slice planes. The volume effect is obtained
by arranging the axial, sagittal and coronal views in a three dimensional space.
3.3 Image Data 21
Figure 3.7: A montage view of every second slice in a CT volume of a carcass.
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Figure 3.8: Sagittal and coronal views of a carcass.
Figure 3.9: Volumetric visualization of a half carcass using orthogonal slice planes.
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Figure 3.10: X-Ray view of a carcass with landmarks overlain.
3.4 Anatomical Landmarks
To navigate in the CT volume and later to compare the registration accuracy a
set of anatomical landmarks is defined. The landmarks are placed in locations
that are easily identified and repeatable across the population of pigs in the data
set. However to utilize the landmarks in the applications described later, the
landmarks are also placed at reference points in the carcass which are used by
the butcher or slaughter robot when cutting the carcass into products. Figure
3.10 depicts an X-Ray view of a carcass with the landmarks overlain. A total
of 37 landmarks is used. In figure 3.11 a 3D surface rendering of the ribs and
scapula is shown with the landmarks overlain.
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Figure 3.11: Annotation scheme for the twelve most posterior ribs and the scapula.
Part II
Algorithms for Image
Registration
Chapter 4
Introduction
The task of image registration can be phrased as the following [53]:
Given a so-called reference image R and a so-called template image
T , find a reasonable geometrical transformation such that a trans-
formed version of the template image becomes similar to the refer-
ence image.
This definition also lists the disciplines involved in image registration and inci-
dently they are the topics of the chapters in this part of the thesis,
• Image transformation. Change to the geometry of the image.
• Similarity. Measure the goodness of the registration.
• Optimization. Control the transformations to maximize similarity.
• Regularization. Allow only reasonable transformations.
Each of the items listed is a research area in its own right, and as such there
exist a number of different algorithms and methods for each discipline.
In the course of this Ph.d. project a framework for 2D and 3D parametric image
registration has been created. It is manifested in an implementation in Matlab
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capable of registration of large volumes. The following chapters are not by any
means a comprehensive tutorial on image registration, but rather an overview
of the algorithms and concepts utilized in this framework.
4.1 Algorithms and Applications
4.1.1 Registration Algorithms
Image registration is a very active research area. Especially in the field of
medical imaging but also in a variety of other applications. The applications
and subsequent problems to solve in this thesis are very similar to problems
found in medical imaging. Luckily this leaves a host of prior research in medical
imaging to lean upon. Consequently most literature found in this overview
stems from the medical imaging community.
Several methods and applications of image registration have been published.
Books covering the topic of image registration are amongst others; Gothasby [49],
Modersitzki [87] and Hajnal et al. [55]. Thorough surveys of the many algorithms
and applications can be found by Zitova and Flusser [137], by Pluim et al. [100],
by Maintz and Viergever [86], by Lester and Arridge [81] and by Brown [18].
Basically the task is to find the optimal dense field transforming a template
image into a reference image. Several approaches exist.
A group of algorithms solves the problem using a variational approach. Two
parts are involved. One part models of the deformation of the underlying tissue
regularizing the deformations. The other part is a measure quantifying the
similarity of the images. These parts forms the basis of a system of non-linear
partial differential equations(PDE). In 1981 Broit [17] based his solution on the
linear theory of elasticity modeling the tissue as an elastic material and since
other works [6, 15, 22, 40, 45, 87] has followed a similar approach.
Spearheaded by Christensen [22] was an approach where the image was regarded
as a viscous fluid. The advantage over the elastic approach is that the fluid has
no ”memory” and as such can model larger deformations. Amongst others,
algorithms have been made by Bro-Nielsen and Gramkow [16] and by Henn and
Witsch [62].
Another approach using diffusion as a regularizer is proposed in Fischer and
Modersitzki [41]. An adaptation of this work is found in [42].
Solving the regularized problem without forming the PDE’s is found in the
works of Haber and Modersitzki [53, 54]. A similar method is found in the
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algorithm by Hellier et al [60] however the similarity measure and regularizer is
formulated using robust statistics. The Demons algorithm by Thirion [122] [123]
is modeling the deformations via a diffusion process based on optical flow and
Gaussian smoothing of the deformation field. Recently the Demons algorithm
has been adapted and modernized in the work of Vercauteren et al. [126].
In the above mentioned algorithms no parameters are involved in the description
of the deformation field. However a host of algorithms parameterizing this field
exist.
A very popular algorithm is based on Free Form Deformations and is described in
Rueckert et al [108, 111] and is based on the parametrization of the deformation
field using B-splines. A similar method also using B-splines is found in the
thesis by Kybic [77]. In the works by Ashburner [4, 5] basis functions based
on the discrete cosine transform is used. Cootes et al. [32] ensures that the
transformation is diffeomorphic by constraining basis functions based on a cosine
kernel.
Several software packages are available for image registration. Among them are
the popular AIR package [135], the tools NA-MIC [99], and the SPM package [5].
4.1.2 Applications
Image registration is used in a wide variety of applications. Most similar to the
applications found in this thesis are those based on atlases.
In the works of Cootes et al. [30, 32] and Twining et al. [127] image registration
is used to simultaneously build an atlas and automatically find the optimal
landmark annotation. A groupwise cost function based on Minimum Description
Length [33] is used for simultaneous registration.
In a similar approach [117] Studholme uses a groupwise mutual information cost
function to simultaneously register a population of brains for spatial normaliza-
tion.
In [12] Blezek et al. uses a technique named atlas stratification. Here they try
to infer from the image data whether one or multiple atlases is needed to best
describe the population.
In [94] Olafsdottir uses image registration to study craniofacial anomalies. Sta-
tistical deformation models are built and statistics on the craniofacial abnor-
malities of Crouzon Mice are inferred.
Atlases have many applications but the most similar to the application in this
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thesis is atlas based segmentation [10, 102, 104, 105]. Here the anatomical re-
gions in the atlas is labeled. This labeling is then propagated onto the templates
segmenting one or several structures.
Chapter 5
Images and Image
Transformation
5.1 Images
By nature of the acquisition method digital images are discrete, but with the
help of an interpolation scheme they can be viewed as being continuous. Inter-
polation enables the evaluation of the image function anywhere in the domain.
A wide variety of interpolation schemes exist [121].
Solving the problem of image registration is however done using discrete enti-
ties. Thus a discretization of the continuous image is needed. This is done by
sampling the image on a grid of points. For a D−dimensional image of size
n1 × . . .× nD voxels, the ith grid point is defined as,
xi = (x
1
i , . . . , x
D
i )
⊤. (5.1)
A grid is thus a collection of grid points and is here defined as a vector. A 3D
grid of size n1 × n2 × n3 is a vector of size 3N × 1 with N = n1n2n3. In this
work a grid has a certain lexicographical order. Grouping the ordinates x1i , x
2
i
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and x3i of all the grid points into three auxiliary vectors,
x1 =
(
x11 . . . x
1
N
)⊤
(5.2)
x2 =
(
x21 . . . x
2
N
)⊤
x3 =
(
x31 . . . x
3
N
)⊤
,
the 3D grid X is defined as,
X =
[
x1⊤ x2⊤ x3⊤
]⊤
. (5.3)
Sampling an image on a discrete grid is also a task for the interpolation scheme.
A sample from a continuous image T at the grid point xi is written as,
T (xi) = T (xi) . (5.4)
A discrete image is denoted,
T (X) = T (X) (5.5)
where X indicates samples on an entire grid.
In the literature the dominating interpolation method is linear interpolation.
The force of linear interpolation is its ease and resulting speed of computation
requiring only eight samples in 3D. However it is only C0 continuous and is as
such not differentiable. Another widely used scheme is based on cubic B-splines
and is C2 continuous, but significantly more computationally demanding. See
[120] for a discussion of the merits of B-spline interpolation in image registration.
When working with images it is important to use physical coordinates. For-
tunately data obtained from medical imaging devices, such as a CT-scanner
contain information about the size of voxels, the orientation of the patient and
so on. The relation between a 3D physical coordinate xi and a voxel coordinate
xˆi is simply,
xi =

h1 0 00 h2 0
0 0 h3




xˆ1i
xˆ2i
xˆ3i

 , (5.6)
where the origo and orientation of the physical image is coincident with the
voxel image. h1,h2 and h3 are the physical dimensions of a voxel. Thus the grid
coordinates are given in metric units.
Figure 5.1 depicts a slice of a CT volume. The top image is the result of the
continuous image being sampled with a fine grid and thus with a small voxel
size. In the bottom image the grid is much coarser.
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Figure 5.1: Images with different voxel dimensions.
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5.2 Image Transformations
In order to make two different images similar one or both has to change. This is
the task of image transformation. It involves transforming the underlying grid
points by some function,
yi = φ (xi) , (5.7)
and the transformed image is then obtained by evaluating the continuous image
T with a transformed grid Y ,
T (Y ) = T (Y ), (5.8)
using an interpolation scheme.
The transformation can also be seen as a sum of an identity part and a defor-
mation part,
y1i = x
1
i + u
1(xi) (5.9)
y2i = x
2
i + u
2(xi)
y3i = x
3
i + u
3(xi),
where ud(xi) is the displacement of a grid point xi in the dth dimension. Thus
for each grid point there is a corresponding displacement vector,
ui =
(
u1(xi) u
2(xi) u
3(xi)
)⊤
. (5.10)
All the displacement vectors of the entire grid form a field. In the literature this
field is known as the deformation field or the displacement field. Using the same
lexicographical ordering rules as for a grid X indicated in equation 5.2 and 7.1
the displacement vector can be stacked in a vector U . Thus the transformed
grid can also be written as,
Y = X +U . (5.11)
Figure 5.2 shows an example of an image transformation. The bottom left image
shows the image T (X) before transformation. The top left plot show the grid
X with the displacement vectors overlain. The bottom right figure depicts the
transformed image T (Y ) produced by interpolating the left image using the
resulting grid Y shown in the top right figure.
It is possible to parameterize the transformation in equation 5.9 using linear
5.2 Image Transformations 35
Figure 5.2: Example of an image transformation turning a square into a circle. The
top left figure depicts the grid X overlaid with the displacement vectors. Top left is
the resulting grid Y . In the bottom row is shown the image before T (X) (left) and
after T (Y ) (right) the transformation.
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combinations of basis functions. The expression then becomes,
y1i = x
1
i +
m∑
j
bj(xi)w
1
j (5.12)
y2i = x
2
i +
m∑
j
bj(xi)w
2
j
y3i = x
3
i +
m∑
j
bj(xi)w
3
j ,
where wdj is the weight of the jth basis function in the dth dimension. A vast
amount of possible basis function exist and are used in the literature [5, 29, 108].
Encoding the basis function evaluations in a matrix Q with the element at the
ith row in the jth column being qij = bj(xi) enables simplification of the above
expression. Considering the entire gridX the transformation can be written as,
Y = X + I3 ⊗Qw, (5.13)
where I3 is a unit matrix of rank 3 and w is a vector of the parameters as in,
w =
(
w1⊤ w2⊤ w3⊤
)⊤
, (5.14)
and
w1 =
(
w11 . . . w
1
m
)⊤
(5.15)
w2 =
(
w21 . . . w
2
m
)⊤
w3 =
(
w31 . . . w
3
m
)⊤
.
In general we want the deformation field to be smooth. If the application is sim-
ply to make the images as similar as possible the regularity of the resulting grid
is of no concern. Figure 5.3 depicts such a situation. A rectangle is transformed
completely into a circle. However the resulting grid shows a large amount of fold
over. In this case the grid is degenerate and the inverse transformation cannot
be recovered. Statistics on the deformations would be useless and registration
based segmentation would not be possible. A measure often used in the liter-
ature [53, 61] to determine if fold-over has occurred is the determinant of the
Jacobian of the displacement vectors.
5.3 Affine Transformations
In many image registration applications it is desirable to remove effects from the
image acquisition process. For instance in an experiment calculating statistics
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Figure 5.3: A transformation of a rectangle. Top left is the starting rectangle with
the grid x overlain. Top right is the resulting circle sampled using the grid y. The
bottom figure depicts the resulting grid y.
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on the shape of objects effects such as how the object is placed in the scanner
should not be a factor. To remedy this the images are preregistered using
linear transformations. The most flexible linear transformation is the affine
transformation, which can model rotation, translation, scaling and shearing.
For a 3D grid it is written as,

y
1
i
y2i
y3i

 =

a1 a2 a3 a4a5 a6 a7 a8
a9 a10 a11 a12




x1i
x2i
x3i
1

 (5.16)
or expressed using basis functions,
y1i = x
d
i +
4∑
j=1
w1j qj (xi) (5.17)
y2i = x
d
i +
4∑
j=1
w2j qj (xi)
y3i = x
d
i +
4∑
j=1
w3j qj (xi) ,
where wdj is the jth coefficient for the corresponding basis function qj in the dth
dimension. The very simple basis functions are,
q1 (xi) = x
1
i , q2 (xi) = x
2
i , q3 (xi) = x
3
i , q4 (xi) = 1. (5.18)
Considering the entire grid and putting in matrix notation this yields,
Y = X +

Q 0 00 Q 0
0 0 Q

w = X + I3 ⊗Qw, (5.19)
Y is the transformed grid, Q is a N×4 matrix of basis function evaluations and
w is a 12 × 1 vector of coefficients. Figure 5.4 shows an example off an affine
transformation.
5.4 B-Spline Transformations
A type of transformation capable of modeling non-linear deformations is based
on B-splines. B-splines are widely used as a basis in image registration [77, 108].
B-splines has very nice properties such as minimal support for a given order of
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Figure 5.4: Affine transformation of a square. The left figure depicts the square
and the grid before transformation, while the middle figure shows the square with the
transformed grid. The right figure shows the square sampled using the transformed
grid.
approximation, and they are maximally continuous [121, 128]. Thus a cubic B-
spline is C2 continuous and are non-zero only in four neighboring knot intervals.
Using a non-recursive definition [121] the following 1D cubic B-splines basis
functions can be derived,
bj(xi) =


(2 + xi)
3 for −2 ≤ xi < −1
−(3xi + 6)x
2
i + 4 for −1 ≤ xi < 0
(3xi − 6)x
2
i + 4 for 0 ≤ xi < 1
(2− xi)
3 for 1 ≤ xi < 2
0 otherwise
(5.20)
The basis for a cubic B-spline with equidistantly placed knots is simply shifted
copies of the ’mother’ function in equation 5.20. Figure 5.5 depicts the basis
functions of a cubic B-spline using free boundary conditions.
B-splines are separable and so it is easy to extend the basis functions to 3D.
The transformation is written as
y1i = x
1
i +
m1∑
j=1
m2∑
k=1
m3∑
l=1
bj(x
1
i )bk(x
2
i )bl(x
3
i )w
1
jkl (5.21)
y2i = x
2
i +
m1∑
j=1
m2∑
k=1
m3∑
l=1
bj(x
1
i )bk(x
2
i )bl(x
3
i )w
2
jkl
y3i = x
3
i +
m1∑
j=1
m2∑
k=1
m3∑
l=1
bj(x
1
i )bk(x
2
i )bl(x
3
i )w
3
jkl,
where m1,m2 and m3 are the number of equidistantly placed knots for the
splines. In matrix notation using the tensor product property,
Y = X + I3 ⊗Qw = X + I3 ⊗Q
3 ⊗Q2 ⊗Q1w, (5.22)
40 Images and Image Transformation
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
3.5
4
Figure 5.5: The basis functions of a uniform cubic B-spline are just shifted copies of
the same ’mother’-function.
where Qd is a nd × md matrix with rows consisting of the evaluation of the
spline function, w is a m1m2m3 × 1 vector of parameters Figure 5.2 depicts a
B-spline based transformation.
Chapter 6
Image Registration - a Large
Scale Optimization Problem
6.1 Similarity Measurements
Succeeding in making images similar requires a quantitative measure of the
goodness of the registration. It also involves an algorithm to control the image
transformations such that similarity is maximized. In this thesis an optimiza-
tion approach is chosen. Using parametric transformations it naturally becomes
an optimization of the similarity with regards to the parameters. Using opti-
mization community lingo the similarity measure is often called a cost function
or an objective function.
Similarity is usually determined by comparing values of corresponding voxels. A
host of different similarity measures exist. One of the most dominant, especially
in the medical imaging community, is Mutual Information [44, 85, 133] which
is suited for comparison of multi-modality images [118] or when contrast agents
are applied. Another often used measure is based on the normalized cross-
correlation coefficient [26, 80].
In this thesis the focus is on images acquired using a CT-scanner. The scanner
is calibrated with a phantom as part of the preparation. This means that X-ray
attenuation of corresponding tissue types are directly comparable across scans.
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A similarity measure suited for this situation is the sum-of-squared-differences
(SSD) measure. It assumes that the differences in value of corresponding vox-
els are independently, identically normally distributed. SSD measures the Eu-
clidean distance between grey values of corresponding voxels in a reference image
R and a template image T ,
D(Y ) =
h
2
∑
i
(T (yi)−R(xi))
2
(6.1)
=
h
2
‖T (Y )−R(X)‖2L2,
with h = h1h2h3 being the product of the voxel dimensions. Maximizing image
similarity thus requires a minimization of SSD. Since the minimization is driven
by parametric image transformations, equation 6.1 is phrased as a function of
w,
D(w) =
h
2
‖T (w)−R‖2, (6.2)
where the subscript L2 indicating the Euclidean norm is left out and R = R(X).
A key benefit of minimizing SSD is that it is a least-squares problem. Solving
least-square problems is part of a vast amount of data fitting and modeling
applications and several tried and tested algorithms exist [93].
6.1.1 Non-Linear Least-Squares
When minimizing equation 6.2 it would be preferable to find the value of w
for which the measure has the lowest value possible. In other words to find
a global minimizer. In most image registration problems this is however not
feasible. Thus, we have to settle for a local minimizer, defined by Nocedal and
Wright [93] as the value w∗ for which D(w∗) ≤ D(w) for w belonging to some
neighborhood of w∗. In other words w∗ is at the bottom of a valley in the cost
function landscape. To determine that a point w∗ is a minimizer of equation
6.2 we need information of the function in the neighborhood. A way to obtain
this information is by Taylor expanding D,
D(w + s) = D(w) + s⊤∇D(w) +
1
2
s⊤∇2D(w)s+O(‖s‖)3, (6.3)
where ∇D is the gradient and ∇2D is the Hessian matrix.
Finding the minimizer is often done by an iterative algorithm. From a starting
point the parameters w are updated with a vector sk pointing in the direction
of lower values of the function D,
wk+1 = wk + sk, (6.4)
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and stops when certain criteria are met. To determine the update sk two dom-
inating schemes exist, namely line search and trust region methods. The algo-
rithms in this thesis use the line search strategy and so it is described below.
Trust region methods are by no means inferior but for the sake of compactness
they are left out. An extensive introduction can be found in [93].
The benefit of SSD being a least-squares problem comes in the composition of
the gradient and Hessian. For ease of presentation equation 6.2 can also be
phrased in terms of the vector of residuals r = T (w)−R,
D(w) =
h
2
(T (w)−R)⊤(T (w)−R) =
h
2
r⊤r. (6.5)
Thus the gradient is,
∇D(w) = h∇r⊤r = hJ(w)⊤r, (6.6)
where J(w) is the Jacobian which is the matrix of first partial derivatives of the
residuals,
J(w) =


∂r1
∂w1
· · · ∂r1
∂wm
...
. . .
∂rn
∂w1
· · · ∂rn
∂wm

 . (6.7)
The corresponding Hessian is,
∇2D(w) = h∇r⊤∇r + h∇2rr = hJ(w)⊤J(w) + h∇2rr. (6.8)
Because the first part is by far the most dominating most algorithms skip the
evaluation of the second derivatives. Furthermore, in image registration prob-
lems it is generally not recommended to evaluate the second derivatives of im-
ages [87]. When the Jacobian is evaluated it can be seen that the first part of
the Hessian J(w)⊤J(w) comes for ”free”.
6.2 The Gauss-Newton Method
A local minimizer has the lowest local value of D(w) and so the line search
strategy is simply a matter of going downhill in the cost function landscape.
Two problems exists. The first is finding a descent direction sk, and the second
is to determine the size α of the step to take.
An obvious path would be to go in the direction of fastest decay of the cost
function or more accurately in the direction of steepest descent as in −∇D.
44 Image Registration - a Large Scale Optimization Problem
However as stated in any textbook on optimization this will be extremely slow
on all but the simplest problems. In general a descent direction is defined as,
s⊤k∇D(wk) < 0. (6.9)
i.e. a direction with an angle in the open interval ] − π/2, pi/2[ to −∇D. A
much better choice would be to include information from the Hessian and so we
end up with the Newton direction,
sk = −∇
2D(wk)
−1∇D(wk), (6.10)
assuming that the second derivative exists and is positive definite.
Utilizing the benefits of least-squares problems equation 6.10 leads to a very
simple iterative algorithm namely the Gauss-Newton method. It revolves around
solving the linear system also known as the normal equations [93],
J⊤k Jksk = −J
⊤
k (T (w)−R) , (6.11)
where Jk is the Jacobian J(wk).
As seen the Gauss-Newton algorithm only involves calculating the residuals and
the Jacobian. For parametric image registration the Jacobian is,
J(w) =
∂ (T (Y )−R)
∂w
, (6.12)
which by using the chain-rule is found to be,
Jk =∇TQ =
[
∇T 1 ∇T 2 ∇T 3
]
I3 ⊗Q3 ⊗Q2 ⊗Q1, (6.13)
where each∇T d is a diagonal matrix containing the partial derivatives ∂T (yi)/∂x
d
of the image T .
The listing in algorithm 6.1 sketches the Gauss-Newton algorithm for image
registration. To stop the algorithm certain criteria can be set. These criteria
should prevent the algorithm from running when no progress is made. Often
used are; the decrease in cost function D(wk−1)−D(wk) < ǫD, the size of the
Jacobian ‖Jk‖ < ǫJ , the difference in parameters ‖sk−1 − sk‖ < ǫs or of course
the number of iterations k > kmax.
6.3 Step Length
For a minimizer w∗ two conditions exist. A first order condition on the gradient,
∇D(w∗) = 0, (6.14)
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Algorithm 6.1 Gauss-Newton algorithm
1: Set starting guess w = w0
2: while NOT STOP do
3: Transform the grid Y = X +Qw.
4: Compute T (Y ) and ∇T (Y ).
5: Get sk by solving the linear system in equation 6.11.
6: Calculate step length α using algorithm 6.2 or 6.3.
7: Update wk+1 = wk + α∆wk
8: end while
requiring the minimizer to be at a stationary point. A second order condition
on the Hessian ∇2D,
∇2D(w∗) must be positive semidefinite, (6.15)
requiring the function to be convex at the position of the minimizer.
Choosing the right step length parameter α is an important task and has impact
on the convergence rate of the optimization algorithm. It is basically a one
dimensional problem, namely minimizing,
φ(α) = D(w + αsk) (6.16)
with respect to α. However solving the problem exactly can be computationally
very costly and unnecessary if we relax on the quality of the minimization. Two
conditions known as the Wolfe conditions exist and it can be shown that steps
satisfying these yield acceptable convergence rates [93].
The first Wolfe condition guarantees sufficient decrease in the cost function,
φ(α) ≤ φ(0) + c1φ
′(0)α (6.17)
where c1 ∈ (0, 1). This ensures a decrease of the cost function at least a factor
c1 more than the one predicted by the slope of the cost function at the starting
point. A simple method is listed in algorithm 6.2 in which α meets the criteria
set by equation 6.17. It backtracks from a starting value until a stopping criteria
is enforces. Of course the initial value for αˆ, τ , c1 and the number of line search
iterations can be set by the user. The backtracking algorithm also makes sure
that the step taken is not too short. It backtracks from steps that are too long
until an acceptable αˆ is found. The optimal value of α is within an the interval
(αl/τ, αl) where αl is the last value rejected.
The second Wolfe condition is important in algorithms where steps of lengths
larger than 1 are required. The second Wolfe condition is stated below,
|φ′(α)| ≤ c2|φ
′(0)|, (6.18)
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Algorithm 6.2 Backtracking line search algorithm
1: Set αˆ = 1, τ = 12 , c1 = 10
−6 and LSmax = 10
2: for l ≤ LSmax do
3: if D(wk + αˆlsk) > D(wk) + c1αˆl∇D(w)
⊤sk then
4: αˆl+1 = ταˆl.
5: else
6: α = αˆl and stop
7: end if
8: end for
where c2 ∈ (c1, 1). This is a condition on the size of the gradient at a prospective
location. Only locations where the size of the gradient is a factor smaller than
at the start location are accepted. This ensures that the steps have a certain
minimal length. Line search algorithms implementing both Wolfe conditions
are more elaborate than simple backtracking. Most algorithms are performing
a soft line search. The basic idea is to find an interval [αlo, αhi] in which a
step length satisfying the Wolfe conditions is known to be located. Then reduce
that interval until an appropriate step length satisfying both Wolfe conditions
is found.
A line search algorithm [43, 93] satisfying both Wolfe conditions is listed in
algorithm 6.3. It utilizes the knowledge that an interval [αlo, αhi] is sure to
contain a viable step length if either of three conditions is satisfied,
• αi violates the sufficient decrease conditions.
• φ(αi) ≥ φ(αi−1).
• φ(αi)
′ ≥ 0.
If such an interval is found the optimal value of α is determined. It is done
by fitting a model function and finding the minimizer of it. Here a quadratic
function of the form,
φˆ(α) = a3(α− αlo)
2 + a2(α− αlo) + a1, (6.19)
is fitted using only information from the interval endpoints. Since φˆ(αlo) =
φ(αlo), φˆ
′(αlo) = φ
′(αlo) and φˆ(αhi) = φ(αhi), it can be shown that,
a1 = φ(αlo) (6.20)
a2 = φ
′(αlo)
a3 =
φ(αhi)− φ(αlo)− (αhi − αlo)φ
′(αlo)
(αhi − αlo)2
,
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and thus the minimizer is,
α = αlo −
φ′(αlo)
2a3
. (6.21)
If the quadratic is concave the midpoint between αlo and αhi is chosen. No-
tice however if the starting value of α is acceptable the algorithm terminate
immediately.
Algorithm 6.3 Line search algorithm satisfying both Wolfe conditions
1: Set k = 0, α0 = 0, τ = 2, c1 = 10
−6, c2 = 0.9 and LSmax = 10
2: while k < LSmax do
3: if φ(α)k > φ(0) + c1φ
′(0)α then
4: α = reduce(αk−1, αk) and stop
5: end if
6: if |φ′(α)k| ≤ −c2φ
′(0) then
7: α = αk and stop
8: end if
9: if φ′(α)k ≥ 0 then
10: α = reduce(αk, αk−1) and stop
11: end if
12: αk+1 = ταk
13: k = k + 1
14: end while
6.4 Solving the Linear Problem
As seen above all algorithm for least-square optimization revolves around solving
a linear system of equation. An extensive number of algorithms for solving
this problem directly exist. However solving 3D or even 2D image registration
problems the size of the matrices and vectors involved prohibits the use of direct
solvers. For instance a registration problem involving a 512× 512× 140 image
with 200× 200× 100 basis functions, the image will contain 36, 700, 160 voxels,
the matrix Q will have the size 110, 100, 480 × 12, 000, 000 and the vector w
will have 12, 000, 000 elements. Even the sparsity of Q will not make solving
this problem directly possible. The sections below presents tricks to make the
solution attainable using properties of the basis functions and iterative schemes
for solving the linear systems.
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Algorithm 6.4 Reduce subfunction
1: Call by α = reduce(αlo, αhi)
2: loop
3: D = αhi − αlo
4: a3 = (φ(αhi)− φ(αlo)−Dφ
′(αlo))/D
2
5: if a3 > 0 then
6: α = αlo − φ
′(αlo)/2a3
7: else
8: α = (αlo + αhi)/2
9: end if
10: if φα ≤ φ(0) + c1α ∗ φ
′(0) (and) |φ′α| ≤ −c2φ
′(0) then
11: αhi = α and stop
12: return α
13: end if
14: if φ(α) < φ(0) + c1αφ
′(0) then
15: αlo = α
16: else
17: αhi = α
18: end if
19: end loop
6.4.1 The Kronecker Product
The transformations based on separable basis functions can be represented as a
Kronecker product. Repeated below is equation 5.22,
Y = X + I3 ⊗Qw = X + I3 ⊗Q3 ⊗Q2 ⊗Q1w, (6.22)
which is not only applicable for B-spline basis functions but any separable kernel.
The Kronecker product has some nice properties enabling the evaluation of the
transformation Y .
The iterative schemes described all revolves around matrix-vector products, thus
the most important property is [129],
Q2 ⊗Q1w = vec(Q1WQ
⊤
2 ), (6.23)
where vec is an operator turning a matrix into a vector. Thus, w = vec(W )
which denotes that w is a nm × 1 vector obtained by stacking the columns of
W . The reverse isW = reshape(w, n,m) splitting the vectorw intom columns
of W .
In 3D the property also holds however it is more involved to calculate. As in the
2D case each matrix Qd must operate on the corresponding dth dimension [19].
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A method for calculating the product is depicted in algorithm 6.5. The algo-
rithm operates with a 3D dimensional tensor W which is made by reshaping
a vector Wi,j,k = wi+m1j+m2k. Furthermore two operations has to be defined.
First an operation analogous to matrix transpose, a cyclic rearrangement so the
last dimension becomes the first, i.e. Rm1×m2×m3 → Rm3×m1×m2 . Secondly
a multiply operation similar to matrix-matrix multiplication but operating on
each submatrix along the third dimension of the tensor. This enables the mul-
Algorithm 6.5 3D Tensor-Vector Product: v = Q3 ⊗Q2 ⊗Q1w
Require: Q1 ∈ R
n1×m1 , Q2 ∈ R
n2×m2 and Q3 ∈ R
n3×m1 , w ∈ Rm1m2m3×1
Ensure: v ∈ Rn1n2n3×1
1: W = reshape(w,m1,m2,m3)
2: for d = 3 downto 1 do
3: W = transpose(W )
4: W = multiply(Qd,W )
5: end for
6: return v = vec(W )
tiplication of a matrix formed by Kronecker product with a vector without
calculating the Kronecker product explicitly.
6.4.2 Conjugated Gradients for Least Squares
The core of the Gauss-Newton algorithm is solving the normal equations in
equation 6.11. As indicated in the previous section the size of the problem
prohibits the explicit formation of the matrices involved and thus an iterative
scheme is needed for solving the system. Iterative methods for solving linear
problems is an active research area with dozens of algorithms [9, 110]. However,
in this thesis the focus is on the conjugate gradients (CG) method [63] which is
capable of solving symmetric positive definite systems.
To simplify the equations in the following equation 6.11 is rewritten as,
J⊤Js = −J⊤b, (6.24)
where J = Jk, s = sk and b = T (Y )−R(X). The conjugate gradient method
solves the linear problem by minimizing an augmented version of the linear
problem,
φ(s) =
1
2
s⊤J⊤Js + (J⊤b)⊤s, (6.25)
which has the relation ri = ∇φ(si) = J
⊤Jsi + J
⊤b to equation 6.24. The CG
algorithm solves the problem by generating a series of conjugate search direc-
tions pi and converges to the solution by repeatedly solving a 1D minimization
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problem along each search direction to gain the next iterate. The solution of
the quadratic in equation 10.3 along the direction pi is given by,
αi = −
r⊤i pi
p⊤i J
⊤Jpi
, (6.26)
yielding updates similar to a line search method,
si+1 = si + αipi. (6.27)
Multiplying equation 6.27 with J⊤J and adding J⊤b on both sides yields,
ri+1 = ri + αiJ
⊤Jpi. (6.28)
The next conjugate search directions pi+1 is generated using only the previous
direction pi,
pi+1 = −ri + βipi, (6.29)
where the scaler βk can be shown to be [93],
βi =
r⊤i+1J
⊤Jpi
p⊤i J
⊤Jpi
. (6.30)
Equation 6.29 and the following properties of conjugate directions,
r⊤i pj = 0 for j = 0, 1, . . . , i− 1 (6.31)
r⊤i rj = 0 for j = 0, 1, . . . , i− 1,
simplifies equations 6.26 and 6.30 to,
αi =
r⊤i ri
p⊤i J
⊤Jpi
, (6.32)
βi =
r⊤i+1ri+1
r⊤i ri
(6.33)
The condition number of the matrix J⊤J is the square of the condition number
of J and this has an impact on the convergence rate of CG [9]. Fortunately the
products involving J⊤J can be split in two parts. First the residuals can be
phrased as,
ri = J
⊤(Jxi + b) = J
⊤zi, (6.34)
which leads to the residual update,
zi+1 = zi + αiJpi (6.35)
ri+1 = J
⊤zi+1.
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Introducing a auxiliary vector qi = Jpi equation 6.32 simplifies to
αi =
r⊤i ri
q⊤i qi
(6.36)
Now we have assembled the building block of the conjugated gradients algo-
rithm. A listing can be found in algorithm 6.6.
Algorithm 6.6 CG for Least-squares: J⊤Jx = J⊤b
1: while NOT STOP do
2: Set x0 = 0, z0 = Jx0 − b , r0 = J
⊤z0, p0 = −z0
3: qi = Jpi
4: αi =
r⊤i ri
q⊤
i
qi
5: xi+1 = xi + αipi
6: zi+1 = zi + αiqi
7: ri+1 = J
⊤zi+1
8: βi =
r⊤i+1ri+1
r⊤
i
ri
9: pi+1 = −ri + βipi
10: end while
6.5 Regularization
Image registration by simply minimizing equation 6.2 is not usable in practise.
There is two reasons for this. One is that the problem is very ill-posed in
that the solution is very dependent on the noise in the image data [87]. The
second reason is there is nothing in the optimization that ensures the optimal
transformation is reasonable [53], e.g. if the deformation field is folded. The
remedy of this is to use regularizing which act both as a smoother reducing
the ill-posedness of the problem but also ensuring the right properties of the
resulting transformation.
6.5.1 Implicit Regularization
Image registration based on transformations parameterized using basis functions
contains an implicit regularization. The transformations allowed are restricted
to the space spanned by the parameters. An example is the affine transformation
discussed earlier where only shearing, rotation and translation are allowed.
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Figure 6.1: Two stages of an image registration. The first column depicts the refer-
ence(top) and the template. The next columns depict the registration results with a
high number and low number of basis functions respectively. The top row is the refer-
ence image overlain the transformation grid. The bottom row is the sampled version
of the template image.
In the non-linear case the amount of regularization is determined by the number
of basis-functions used. Figure 6.1 shows two stages of an image registration
with two levels of basis functions. As seen in figure 6.1 the grid parameterized
by a high number of functions is much more irregular than that of figure 6.1
with a lower number.
However the number of basis functions also determines the size of structures that
can be registered. Many basis functions might be needed in order to capture fine
structures. To overcome this while still maintaining smooth fields a coarse-to-
fine approach is used [30, 111, 136]. Here the registration is done by composing
a set of transformations with an increasing number of basis functions.
6.5.2 Explicit Regularization
Regularization can also be achieved by adding a penalty term S in 6.2,
D(w) =
h
2
‖T (w)−R‖2 + λS(w). (6.37)
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The exact form of the regularizing term depends on the application. One of the
most widely used regularizers is Tikhonov Regularization [125]. The formulation
of the cost function in equation 6.37 is then,
D(w) =
h
2
‖T (w)−R‖2 + λ‖Bw‖2. (6.38)
Typical choices of the matrix B are the first or second derivative operator,
Other types of regularizers tries to induce physical properties into the smooth-
ness requirements of the resulting displacement field. A group of such regular-
izers are elastic [17], fluid [15, 16, 22, 45], diffusion [41, 53] and many more [87].
Others regularize on the bending energy [13], or add volume preserving con-
straints [54, 103].
In this work a regularizer based on the diffusion equation is used and thus the
regularizing term is [87],
S(U) = ‖∇U‖2, (6.39)
and since U = Qw this can be phrased as in equation 6.38 in terms on the
parameters,
S(w) = ‖∇Qw‖2, (6.40)
where ∇Q is plays the part of the regularizing matrix B from equation 6.38.
The value of the regularization parameter λ can be estimated by plotting an
L-curve[58], using generalized cross-validation or by visual inspection [53].
6.5.3 Solving the Augmented Problem
As seen from equation 6.37 the regularizer is an added term to the cost function.
(
J⊤k Jk + λB
⊤B
)
sk = −
(
Jk + λB
⊤B
)⊤
(T (Y )−R (X)) , (6.41)
where the augmented Jacobian is,
Jλk = Jk + λB
⊤B. (6.42)
In the case of the diffusion regularizer from equation 6.40, the matrix ∇Q is
defined as [5, 87],
∇Q =
(
∇Q⊤3 ∇Q3
)
⊗
(
Q⊤2 Q2
)
⊗
(
Q⊤1 Q1
)
(6.43)
+
(
Q⊤3 Q3
)
⊗
(
∇Q⊤2 ∇Q2
)
⊗
(
Q⊤1 Q1
)
+
(
Q⊤3 Q3
)
⊗
(
Q⊤2 Q2
)
⊗
(
∇Q⊤1 ∇Q1
)
,
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Figure 6.2: Reference and resulting grid y and resulting T (y)using a diffusion regu-
larizer for the same problem as in figure 6.1.
where ∇Qd indicates the matrix of first derivatives of the basis functions in the
dth dimension. This augmented problem is also quite large but using Kronecker
products makes the use of algorithm 6.6 applicable. Figure 6.2 depicts a reg-
istration of the same squares as in figure 6.1 but using a diffusion regularizer.
6.6 Parametric Image Registration Algorithm
As explained above image registration involves similarity measure, interpolation,
image transformation, optimization, and regularization. Now all the pieces of
an image registration algorithm are present.
As any optimization problem registration is prone to converge to a local minima.
To overcome this a multi-resolution, or pyramid, approach is used [1, 107].
Figure 6.3 depicts an image pyramid obtained by successively downsampling the
original image. This is a widely used method in image processing and is adopted
in many image registration algorithms found in the literature [32, 53, 111, 136].
Basically it is a coarse to fine approach, using a series of downsampled versions of
the reference and template. Registration is done on the coarse level propagating
the result onto the level above. This has several benefits such as regularization,
reduces the number of local minima, provides a good starting guess for the
optimization on the next level and reduces computing time.
The algorithm for non-linear registration presented in this thesis consist of
two steps; a preregistration step using affine transformations and a non-linear
step using the B-spline basis function method. Both uses the multi-resolution
method. Listing 6.7 sketches an algorithm for multi-resolution image registra-
tion. The propagation step in line 5 of algorithm 6.7 differs between the affine
step and the non-linear step. Due to the use of physical coordinates the param-
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Figure 6.3: The image pyramid is made by downsampling the image number of times.
The image can form a pyramid, hence the name.
Algorithm 6.7 Multilevel registration algorithm
1: Initialize w0,
2: for l = lmin to lmax do
3: Rl ← R and Tl ← T transfer images to level l
4: wl ← solve equation 6.2 or equation 6.37 using algorithm 6.1
5: wl+1 ← wl propagate parameters to next level
6: end for
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eters in the affine algorithm map directly to the next level, thus wk+1 = wk.
However in the non-linear algorithm this is not the case.
The non-linear algorithm utilizes an hierarchical approach [79, 111, 136], similar
to the multi-resolution method. Here the algorithm starts out using a coarse
set of B-spline basic functions on the first level, and refines when a new level is
reached and so on. For example an initial configuration of 10 × 10 × 10 basis
functions might be refined to a 20 × 20 × 20, ending up with 100 × 100 × 100
on the finest level. Thus there is no direct mapping of parameters from level to
level. However an approximate solution can be found. The starting deformation
grid Ul+1 = Ql+1wl+1 on a finer level should be more or less equal to the
resulting grid Ul = Qlw on a lower level. However the lower level grid must be
prolongated so it has similar size as the fine level. This is done by resampling
the basis functions corresponding to Ql and obtaining Q
⋆
l . Thus the new set of
parameters wl+1 can be found by minimizing ‖Q
⋆
lwl −Ql+1wl+1‖
2 which has
the least squares solution
wl+1 =
(
Q⊤l+1Ql+1
)−1
Ql+1Q
⋆
l+1wl (6.44)
An algorithm is listed in algorithm 6.8 mapping the parameters by using the
least squares approach.
Algorithm 6.8 Propagation of basis-function parameters
1: obtain a finer grid Xl+1
2: obtain the coarser Q⋆l using Xl+1
3: obtain the finer Ql+1 using Xl+1
4: wl+1 ←
(
Q⊤l+1Ql+1
)−1
Ql+1Q
⋆
l+1wl
6.7 Evaluation of Image Registration
The usefulness of an image registration between two subject is not given by
the final value of the similarity metric. A number of other factors should be
quantified in order to evaluate the performance [52, 86]. However validation of
an image registration is difficult since the ground truth rarely is available. Often
the validation is done by measuring the Euclidean distance between anatomical
landmarks placed by experts. Recently a project named ”Non-Rigid Image
Registration Evaluation Project (NIREP)” [23] has been launched. The goal of
the project is to develop a standard set of metrics to asses the performance of
registration algorithms.
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The performance of an registration algorithm must also reflect the application.
In the case of mapping landmarks from a reference onto a template the Eu-
clidean distance of landmark is applicable. Basically, the metric is a sum over
L Euclidean distances,
Dlm =
1
L
L∑
i=1
‖φ(xri)− xti‖ =
1
L
L∑
i=1
‖xri + u(xri)− xti‖, (6.45)
where in u(xr) is the displacement in xr and is found by linearly interpolating
the resulting displacement field U . See section 5.2. Another measure suited for
registration applications involving atlases is the Intensity Variance Metric [23].
The underlying idea is that when a series of images is registered to the same
reference the average of the transformed images should be sharp. Sharpness
can be measured by computing the variance of the transformed images. The
variance image is computed as,
Iiv =
1
L
L∑
1
(Ti(yi)−A(x))
2, (6.46)
where L is the number of transformed images and A = 1
L
∑L
i=1 Ti(yi) is the
average image.
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Part III
Applications
Chapter 7
Virtual Jointing of Pig
Carcasses using Image
Registration
Martin Vester-Christensen and Lars Bager Christensen and Marchen Hviid and
Eli V. Olsen and Rasmus Larsen
Abstract
In the Danish pig slaughtering industry optimizing the use of each pig is
of major importance. A large number of different cuts of each carcass
is possible. Not all cuts are suited for each carcass due to their obvious
anatomical difference. Optimal use is achieved by sorting the carcasses
into groups. During the slaughtering process a set of measurements of lean
meat percentage and weight is made on each carcass. These measurements
form the parameters used in the sorting. Thus lowering the anatomical
variation within each group substantially. It is important to know the rela-
tion between the quality of a cut, in this case the yield, and the measured
parameters in order to optimize the use of the carcasses. This calibration
is done by manually cutting carcasses and estimating quality of the indi-
vidual cuts. This is very labor intensive and as such only a limited number
of carcasses is used.
In this paper a method for predicting the yield of two different products
is proposed. The anatomical relation of each carcass and a reference is
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established using image registration of Computed Tomography(CT) scans
of the carcasses. Using this relation a series of virtual cuts defined by
anatomical landmarks can be propagated onto each carcass. The yields of
these virtual cuts are calculated and related to the lean meat percentage
and the carcass weight.
7.1 Introduction
The pig industry is one of the largest and most important industries in the
Danish economy with an export value of approximately 28 billion DKK [113]. As
a consequence of increasing competition from slaughterhouses in countries with
lower wages, optimization of all aspects of the slaughtering process is needed.
The inhomogeneous nature of the pigs with obvious differences in weight, size,
etc. makes optimal use difficult. The slaughterhouses tries to remedy this by
sorting the carcasses into groups of similar properties. All carcasses in a group
is then cut into the same product. The sorting criteria and the sorting accuracy
has substantial influence on the economy of the slaughterhouses [75].
The carcasses can be used in a variety of different end-products. However yield,
costs and prices determine the suitability of a carcass being cut as a particu-
lar product. Yield of a product is defined as the fraction of meat versus the
combined weight of meat and fat in the product.
In order to ensure optimal use of the carcasses, it is important to have knowledge
of how well the carcasses fits a given cut. The slaughterhouses uses mathematical
models to predict the quality of particular cuts. These models are calibrated by
manually cutting a set of pigs into a given product. The quality, e.g. yield, of
the cuts is then measured. This process is very labor intensive which constrains
the number of carcasses used in the calibration. Furthermore a carcass can only
be cut once, and thus its compatibility with other cuts cannot be established.
Recently research in the use of Computed Tomography(CT) as a tool in the
Danish slaughterhouses has been undertaken. This paper is a preliminary study
in the use of CT as a tool for predicting the quality of specific uses of a pig
carcass in the Danish slaughterhouses.
Image registration is used to obtain an anatomical mapping between a reference
carcass and a set of template carcasses. To the reference is coupled a set of
anatomical landmarks. The use of these landmarks is two-fold; firstly they
are used a measure of registration accuracy and secondly a set of virtual cuts is
defined relatively to the landmarks. The anatomical mapping obtained from the
image registration is used to propagate the virtual cuts onto the set of carcasses.
This enables the evaluation of the virtual cuts in all carcasses without the use
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of elaborate feature extraction schemes.
Two cuts of the middle part of the carcass are evaluated. A loin product which
is produced by cutting very close to the muscle longissimus dorsi. Furthermore
an 18cm back product which is produced by making a cut parallel with the rind
at a distance of 18cm from the rind edge. Simple models for the prediction of
the yield in the loin and the 18cm back product are created. The parameters
of the models are the total weight and the lean meat percentage. Two param-
eters actually used in the slaughterhouses today. The method is evaluated by
predicting the yield of 57 carcasses.
7.1.1 Previous work
Earlier work using image analysis to virtually cut pig carcasses is found in [56].
Hansen uses a slice by slice approach to virtually cut the 18cm back with good
results. Features are extracted by searching radially from a predefined location
in the slice.
In this work the cuts are made on a 3D carcass volume using image registration
and the propagation of landmarks as the cutting algorithm. Consequently much
of the previous work is to be found in the image registration literature. By far
the most dominating field is medical image registration.
Image registration is a very active research area. Especially in the field of
medical imaging but also in a variety of other applications. Several methods
and applications have been published. Books covering the topic are found in
Modersitzki [87] and Hajnal et al. [55]. Thorough surveys of the many algorithms
and applications can be found by Zitova and Flusser [137], by Pluim et al. [100],
by Maintz and Viergever [86], and by Brown [18]. Basically the task is to find
the optimal dense field transforming a template image into a reference image.
Several approaches exist. One type is algorithms using parameterizations of
this transformation field using basis functions [4, 77, 108]. Another uses non-
parametric algorithms often based on solving fluid or elastic partial differential
equations [22, 87]. Several software packages are available and among them are
the popular AIR package [135], the tools NA-MIC [99], the SPM package [5]
Atlas construction is also an active area of research. Most predominately is brain
atlases [14, 20, 69, 124] but also other applications [94] exist. The application
of atlases most similar to the application in this paper is atlas based segmenta-
tion [102, 104, 105]. Here the atlas comes with an annotation segmenting one
or several structures in the brain or other object.
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Figure 7.1: A half carcass prepared and ready for scanning. Courtesy of Danish
Meat Association.
7.2 The Data
The data used are 57 left sides of half pig carcasses scanned using a CT scanner.
A half pig carcass is the product of the pig carcass being split along the spine.
In most Danish slaughterhouses this is an automated process in which a robot
uses a saw to perform the split. After the splitting the head and toes are cut off
and the carcass is cooled. The day after slaughtering the left side of the carcass
is ready for scanning. A half carcass ready for scan is shown in figure 7.1.
The pigs in the set is chosen to be representative of the Danish pig population
ready for slaughter with respect to age, weight and fatness. The experiment is a
part of large calibration trial conducted in the spring of 2008. See [131](chapter
9) for a more thorough description of the trial and experiment. The full carcass
weight ranges from approximately 60 kg to about 100 kg and they are slaugh-
tered at an approximate age of six months. Figure 7.2 and figure 7.3 depicts
the ranges of the weight and lean meat percentage of the data used.
The carcasses are scanned using a refurbished GE HiSpeed CT/i single-slice
scanner capable of isotropic voxels. The voxel dimensions are 1 × 1 × 10 mm.
An average prepared half carcass is around 130 cm in length which yields a
volume of 512× 512× 130 voxels.
7.3 Image Registration
Image registration is the task of finding a reasonable transformation such that
a transformed version of a template image T becomes similar to a reference
image R [53]. Transformation is described using linear and non-linear models
and the transforming images is done using interpolation schemes. The optimal
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Figure 7.2: Distribution of weight in the data set.
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Figure 7.3: Distribution of lean meat percentage in the data set.
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transformation is described using some kind of similarity measure and finding
it is the task of optimization. Adding a regularization term in the optimization
ensures that the transformation is smooth.
7.3.1 Linear and Non-Linear Transformation Models
In this paper an image is seen as a continuous function defined on some domain.
Sampling the continuous image on a grid of points enables the discretization
needed. The sampling is done using an interpolation scheme. Many exist but
in this paper a B-spline based scheme is used [120].
A grid is defined as a collection of grid points xi = (x
1
i , . . . , x
D
i )
⊤ for a D-
dimensional image. A 3D grid X of size n1 × n2 × n3 is defined as,
X =
[
x1⊤ x2⊤ x3⊤
]⊤
, (7.1)
where x1 =
(
x11 . . . x
1
N
)⊤
, x2 =
(
x21 . . . x
2
N
)⊤
and x3 =
(
x31 . . . x
3
N
)⊤
, with
N = n1n2n3.
An image is transformed by transforming the underlying grid and then resam-
pling the image. The transformation can be seen as a sum of an identity part
and a deformation part,
y1i = x
1
i + u
1(xi) (7.2)
y2i = x
2
i + u
2(xi)
y3i = x
3
i + u
3(xi),
where ud(xi) is the displacement of a grid point xi in the dth dimension.. Thus
for each grid point there is a corresponding displacement vector comprising a
vector field.
In image registration the images are usually preregistered using linear transfor-
mations. In an atlas application it is desirable to remove effects from the image
acquisition process from the model. The most flexible linear transformation is
the affine transformation, which can model rotation, translation, scaling and
shearing. The transformation of the entire grid X can be written as,
Y = X + I3 ⊗Qw, (7.3)
where I3 is a unit matrix of rank 3. The qijth element of Q is the evaluation
of the jth basis function at the ith position. w is a vector of the parameters
for the corresponding basis functions. For the linear transformation the very
simple basis functions are,
q1 (xi) = x
1
i , q2 (xi) = x
2
i , q3 (xi) = x
3
i , q4 (xi) = 1. (7.4)
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A type of transformation capable of modeling non-linear deformations is based
on cubic B-splines [108]. As above the transformation can be written as a sum
of basis functions,
ydi = x
d
i +
p1∑
j=1
p2∑
k=1
p3∑
l=1
bj(x
1
i )bk(x
2
i )bl(x
3
i )w
d
jkl , (7.5)
where p1,p2 and p3 are the number of equidistantly placed knots for the splines.
Using the tensor product property of B-splines equation 7.5 can be written in
similar fashion as equation 7.3,
Y = X + I3 ⊗Q3 ⊗Q2 ⊗Q1w. (7.6)
Using a non-recursive definition [121] the following 1D cubic B-splines basis
functions can be derived,
bj(xi) =


(2 + xi)
3 for −2 ≤ xi < −1
−(3xi + 6)x
2
i + 4 for −1 ≤ xi < 0
(3xi − 6)x
2
i + 4 for 0 ≤ xi < 1
(2− xi)
3 for 1 ≤ xi < 2
0 otherwise
(7.7)
7.3.2 Similarity and Optimization
The data in this paper consist of CT-scan of pig carcasses, and as such the
registration is between two intra-modal images. A similarity measure suited for
this situation is the sum-of-squared-differences (SSD) measure. It measures the
Euclidean distance between grey values of corresponding voxels,
D(w) =
h
2
‖T (w)−R‖2, (7.8)
where h = h1h2h3 is the product of the voxel dimensions. A good choice for
optimization of SSD-problems is the Gauss-Newton algorithm. The basic idea
is iteratively updating the parameters wk+1 = wk + sk by solving the linear
system also known as the normal equations [93],
J⊤k Jksk = −J
⊤
k (T (Y )−R (X)) , (7.9)
where Jk is the Jacobian J(wk). Thus it only involves calculating the residuals
and the Jacobian. In this parametric case the Jacobian can be written as,
Jk =∇TQ =
[
∇T 1 ∇T 2 ∇T 3
]
I3 ⊗Q3 ⊗Q2 ⊗Q1, (7.10)
where each∇T d is a diagonal matrix containing the partial derivatives ∂T (yi)/∂x
d
of the image T .
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Image registration problems can become very large systems. For instance a
non-linear registration problem involving a 512 × 512 × 140 image with 200 ×
200× 100 basis functions, the image will contain 36, 700, 160 voxels, the matrix
Q will have the size 110, 100, 480 × 12, 000, 000 and the vector w will have
12, 000, 000 elements. Even the sparsity of Q will not make solving this problem
directly possible. However using properties of Kronecker products enables the
calculation of the product Qw without explicitly forming Q [19, 98]. This
enables the use of conjugate gradient type algorithms in which only matrix-
vector products are needed [39, 90, 93].
7.3.3 Regularization
Regularization is introduced in order to successfully solve the linear system in
equation 7.9 and to ensure that the transformation field y is smooth. It is done
by augmenting the similarity measure in 7.8 with a regularizer term,
D(w) =
h
2
‖T (w)−R‖2 + λS(w)., (7.11)
where B is a matrix operator implementing the regularization scheme of choice
operating on the displacement field u.
In this paper a diffusion type regularizer is used [4, 41]. Thus the regularizing
term is,
S(w) = ‖∇Qw‖2. (7.12)
7.4 Atlas Construction
The construction of the atlas is very simple. To obtain maximal contrast and to
ease the placement of landmarks a representative of the 57 carcasses is chosen
to be the atlas. This might introduce a bias towards the atlas carcass, however
in this application no statistical inference is made making this less important.
A more elaborate procedure follows the algorithm presented in [51] and [109].
Here all subjects is registered to one chosen subject. The average of all registered
subjects is then made the new atlas and the subjects are registered to this. This
continues until the atlas stops changing. To remove the bias the atlas is then
transformed with the average of the inverse of all transformations.
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Figure 7.4: A top-down view of the landmarks placed on the virtual carcass.
7.5 Virtual Jointing
In this section the virtual cuts mimicking actual cuts in the Danish slaughter-
houses are defined. A diagram of a pork skeleton is depicted in figure 7.5. Many
actual cuts made by a butcher or a robot are relative to some reference points
located on the skeleton of the carcass and likewise for the virtual cuts.
Several landmarks have been placed in the atlas and an overview of the land-
marks in use can be found in figure 7.4. The landmarks are placed as follows,
• 5 around the scapula used to define the fore-end of the carcass.
• 2 around the ilium used to define the start of the legs part of the carcass.
• 12 where the twelve most posterior ribs join the thoracic vertebrae.
• 12 at the left most part of the twelve ribs counted from the posterior end
to the anterior.
• 12 at the tip of the twelve most posterior ribs.
• 1 at the tip of the neural spine in the same slice as where the most posterior
rib join the thoracic vertebrae. Denoted the P2 point.
• 1 at the bottom of the loin in the same slice as the P2 point.
• 5 along the rind of the carcass.
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Figure 7.5: A diagram of a pig skeleton [2].
Image registration is used to propagate the landmarks from the atlas onto each
target carcass. By linearly interpolating the resulting transformations Y the
target location of each landmark can be found.
7.5.1 Splitting into Three
Two sets of cuts are simulated. Common for both sets it the splitting of the
carcass into three parts; a front-end, a middle and a leg part.
The fore-end is defined to be from the anterior end of the carcass to the most
posterior point on the scapula. The middle is defined to be from the scapula to
the middle of the ilium. Finally the legs part of the carcass is from the middle of
the ilium to the most posterior end of the carcass. All cuts are made as planes
perpendicular to the sagittal plane simulating a straight cut from top to bottom
through the carcass.
Figure 7.6 depicts the splitting planes. However when the split is performed on
the slaughterline, the spine of the carcass is straightened out. Notice in figure
7.6 that the spine is not straight when the carcass is scanned. To remedy this
the splitting plane between the middle and the leg part is defined by a normal
vector with the direction from the ilium to the P2 point as normal. The splitting
plane separating the head part from the rest of the carcass lies in the axial plane.
Figure 7.7 depicts the resulting parts of three carcasses after a split into three.
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 P2
Scapula
Ilium
Figure 7.6: A carcass with the landmarks and planes used for splitting the carcass in
three parts. The red dot denotes the ilium, the yellow the P2 point and the green the
posterior end of the scapula. The green line indicates the splitting plane separating
the head part from the rest of the carcass. The red line denotes the splitting plane
separating the leg part from the carcass.
7.5.2 Splitting into Loin and Belly
The second split is where the two product sets differ. In the first product the
middle is cut into a loin part and a belly part. Figure 7.8 shows the loin and
belly product. As with the first split the spine of the carcass is straight when the
cut is performed. However more or less all carcasses have a curved spine when
scanned. To overcome this the cut is made from two planes. When cutting the
robot or butcher uses a set of guide points. Here the points are defined relative
to the landmarks.
The first point is placed on the most anterior of the annotated ribs. Figure 7.9
depicts the location of the guide point Xr. The location is defined as 4cm from
the landmark Lm1 at the spine along the vector V which points along the rib
towards the landmark Lm2 at the middle of the rib.
Figure 7.9 describes the location of the second guide point Xp. It is positioned
at the most posterior rib, 8cm from the start of the rib at landmark Lm1.
The posterior guide point Xi is located 2cm from the landmark defining the
leftmost point of the ilium, see figure 7.11.
The guide points span two planes used for the virtual cuts. Figure 7.12 depicts
the two planes as lines very the planes cut the midsagittal plane.
The split in the anterior part of the carcass relative to Xs is defined by the
plane L1 colored in red in the figure, while the green line indicates the plane L2
defining the split in the anterior part.
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Figure 7.7: The resulting parts after a split into three for three different carcasses.
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Figure 7.8: Actual loin(top) and belly product.
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Figure 7.9: The most anterior guide point Xr. It is defined to be 4cm from the
landmark Lm1 along the vector V in the direction of the landmark Lm2. The red line
L1 indicates the intersection between the plane L1 and the axial plane containing the
guide point Xr.
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Figure 7.10: The middle guide point Xs. It is defined to be 8cm from the landmark
Lm1 along the vector V in the direction of the landmark Lm3. The red line L1 indicates
the intersection between the plane L1 and the axial plane containing the guide point
Xs.
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Figure 7.11: The posterior guide pointXi. It is defined to be 2cm from the landmark
Lm2 along the vector V which has the direction from Lm1 to Lm2. The green line L2
indicates the intersection between the plane L2 and the axial plane containing the
guide point Xi.
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Figure 7.12: The two splitting planes defining the loin part.
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On the slaughterline the cuts are made to be perpendicular to the skin of the
carcass, thus the cuts are not perpendicular to the sagittal plane. To simulate
this the planes are at an angle to the midsagittal plane.
Each plane is defined by a point and a normal vector. A natural point to choose
for both planes is the middle guide pointXs. The normal vector of the plane L1
is perpendicular to the vector from Xr to Xs, with an angle to the midsagittal
plane given by from the vector V seen in figure 7.10.
The normal vector of the plane L2 is perpendicular to the vector from Xs to
Xi, and the rotation stems from the same vector V as in L1.
When the two planes are defined the virtual cuts can be executed by investigat-
ing the sign of the inner product between the normal vectors and the coordinate
vectors of each voxel. A result of a virtual cut can be seen in figure 7.13 in
which three equidistant axial slices of the two products is displayed.
7.5.3 Splitting into Back and Belly
The second product consist of a 18cm back and a belly part. Here the 18cm
back is defined as the loin and the part of the belly 18cm from the rind. The
five landmarks along the rind is used, and the guide points is just the landmark
translated 18cm in the axial plane. The cut is defined by four planes given by
the five guide points. The cut is made perpendicular to the sagittal plane so
no rotation is needed. Figure 7.14 depicts the rind points, guide points and
intersections with the planes and the midsagittal plane. Like above the cut is
evaluated by investigating the sign of the inner product between the normal
vectors and the coordinate vectors of each voxel. In figure 7.15 the examples
of a virtual 18cm back and belly which three equidistant axial slices of the two
products is displayed.
7.6 Yield Prediction Models
The models used to predict the yield of a product are simple linear models [59]
of the form,
gi = β1vi + β2pi + β3, (7.13)
where gi is the yield, vi is the weight of the half carcass, pi is the lean meat
percentage. β1, β2 and β3 are the corresponding parameters. The basis of these
models is the ability to estimate the weight of the meat, fat and bone in the cut,
and to estimate the lean meat percentage in the whole carcass. The weight and
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Figure 7.13: The resulting loin(left) and belly parts.
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Figure 7.14: Cutting planes defining the 18cm back and belly product.
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Figure 7.15: The resulting back(left) and belly parts.
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the lean meat percentage is estimated from the CT volume data using linear
model based on a pixel classification algorithm described in [131](see chapter
9).
7.7 Results
All 57 carcasses are registered to an atlas chosen as a carcass representative of the
population. Each carcass volume is resampled to a volume size of 512×256×192
voxels. For the non-linear part of the registration the basis functions are placed
20, 10 and 5mm apart for the coarse to fine level respectively. Six different
registrations are performed on each of the 24 carcasses correspond to six levels of
the regularizing parameter λ. The values are λi =
[
10−2, 10−1, 100, 101, 102, 103
]
for i = 1 . . . 6.
7.7.1 Choice of Regularization Parameter
In order to determine the optimal value for the regularization parameter two
quantitative measures are used.
One quantitative measure is based on landmarks. 24 carcasses was selected and
annotated using nine of the landmarks described in the scheme described in
section 7.5. The landmarks are the five around the scapula, the two around the
ilium, the P2 point and the loin point. The landmarks are used to evaluate the
registration accuracy by measuring the Euclidean distance between the auto-
matically placed and its corresponding manually placed. Basically, the metric
is a sum over 24 Euclidean distances in carcass j,
Dlmj =
1
9
9∑
i=1
‖φ(xri)− xti‖
2 =
1
9
9∑
i=1
‖xri + u(xri)− xt‖
2, (7.14)
where xti is the manually placed landmark i, xri is the corresponding prop-
agated landmark. u(xr) is the displacement in xr and is found by linearly
interpolating the resulting displacement field U = Y − X. As a score for a
particular value of the regularization parameter is the average landmark error,
Dlmλ =
1
24
2∑
i=1
4Dlmj , (7.15)
The left plot in figure 7.16 depicts a the mean and standard deviation of the
Euclidean distances.
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Figure 7.16: Landmark errors(left) and intensity variance values for six levels of the
regularization parameter λ. The x denotes the mean and the whiskers denotes the
range of one standard deviation.
The second quantitative measure is denoted The Intensity Variance Metric [23].
When a series of images is registered to the same reference the transformed im-
ages should be similar. Thus the average of all the transformed image should be
sharp. Sharpness can be measured by computing the variance of the transformed
images. The variance image is computed as,
Iivj =
i = 1
L
L∑
1
(Ti(Yi)−A(X))
2, (7.16)
where L is the number of transformed images and A = 1
L
∑L
i=1 Ti(Yi) is the
average image. As a score for a particular value of the regularization parameter
is the average intensity variance,
Iivλ =
1
24
24∑
i=1
Iivj , (7.17)
The right plot in figure 7.16 shows the distribution of intensity variances across
six levels of regularization.
Table 7.1 recaps the values of figure 7.16. Here it can be seen that the value of
the regularization parameter should be either λ = 1 or λ = 10 with the latter as
the chosen one. Figure 7.17 depicts the midaxial, midsagittal, and midcoronal
slices of the atlas with a rendering of the deformation field overlayed.
With this choice of the regularization parameter the remainder of the 57 car-
casses are registered to the atlas. The registration including both the affine
and non-linear step took on average of 168 minutes per carcass using a Matlab
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λ 0.01 0.1 1 10 100 1000
Dlmλ [mm] 12.8 12.1 7.0 6.3 17.7 16.4
Iivλ 2.2 2.1 2.1 2.2 2.7 5.8
Table 7.1: The average landmark and intensity variance for six levels of regularization.
β1 β2 β3
Loin 0.0005 [−0.0005 0.0016] 0.0131 [0.0119 0.0142] −0.1423 [−0.2332 − 0.0514]
Back −0.0002 [−0.0013 0.0008] 0.0148 [0.0137 0.0159] −0.2828 [−0.3716 − 0.1939]
Table 7.2: Parameters of the yield prediction models for the loin and 18cm back
products.
implementation on a 64bit PC with 4 dual core AMD 1.8GHz processors, and
32GB RAM.
7.7.2 Virtual Cuts
After registration of each of the 57 carcasses the virtual cuts are performed.
Each carcass is cut into three parts; a front end, a middle end and the legs.
The middle is then cut into a loin and belly product and a 18cm back and belly
product. The cuts are made as described in section 7.5. A qualitative estimation
of the cuts are made by visual inspection of the results. Examples of the virtual
cuts can be seen in section 7.9.1
7.7.3 Yield Prediction Models
The main goal of this study is to predict the yield of the loin and the 18cm
back product using virtual cuts. Yield is defined as the fraction of meat in the
product. This is calculated as the weight of the meat divided by the weight of
the product. The weight of the bones in the product is not included. A model
as described in equation 7.13 is fitted to the calculated yield of the loin and
back. The results are seen in table 7.2. The total carcass weight is found to
be not significant and is subsequently left out. Histograms of the weight and
lean meat percentages used as input are depicted in figures 7.2 and 7.3. Table
7.3 shows the parameters for an reduced model containing only the lean meat
percentage as predictor. The model has an explained variance of R2 = 0.90 and
R2 = 0.93 of loin and 18cm back yield respectively. Figure 7.18 shows the fit of
the models to the data.
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Figure 7.17: The atlas pig with deformation fields. Top row depicts the midaxial
plane, middle row the midsagittal plane, and the bottom the coronal plane.
β2 β3 R
2
Loin 0.0130 [0.0119 0.0141] −0.1169 [−0.1924 − 0.0413] 0.90
Back 0.0148 [0.0137 0.0159] −0.2929 [−0.3661− 0.2196] 0.93
Table 7.3: Parameters of the yield prediction models for the loin and 18cm back
products using only the lean meat as predictor.
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Figure 7.18: The left plot depicts yield of the loin(top) and the 18cm back vs. the
lean meat percentage. The right plot depicts the residuals when predicting the yield.
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7.8 Discussion and Conclusion
This paper present a preliminary study in the use of CT as a tool for the pre-
diction of yield in cuts of a pig carcass. The errors of the virtual cuts made on
the carcasses depend on a number of factors. One important cause of error is of
course the registration accuracy. This is measured using the landmarks with a
mean Euclidean distance in the training set. This best result is reported to be
Dlm = 6.3mm which is acceptable bearing in mind that the voxel dimension is
1×1×10. Furthermore considering the voxel dimensions the placing of the land-
marks is very error prone. A measure of the uncertainty of the landmarks is not
obtained but by using multiple experts to annotate and following [11, 95] this
is clearly possible and should be done in further studies. The effect of misalign-
ment due to registration inaccuracy and landmark errors on the yield estimate
should also be investigated. Other more elaborate methods of landmark locat-
ing schemes, such as feature detection methods or segmentation based methods,
could also have been chosen. However, the choice of image registration has two
distinct advantages. One is the ability to process a whole batch of carcasses once
the registration has been performed, and the other is that the set of landmarks
or segmentation can be altered in the atlas without the need for a new set of
registrations. This enables the implementation of other cuts rather quickly.
In this preliminary study the cuts defined are not real-life cuts but rather an
adaptation. In further studies the actual definitions of the various cuts must be
implemented, however such knowledge is considered proprietary by the slaugh-
terhouses and not suitable for publication.
The prediction models based solely on the lean meat percentage show acceptable
results. However a comparison with actual cuts made by a trained butcher or
robot is needed in order to access the validity of the results.
All in all the study shows potential for the use of CT and image registration
as means for the automatic non-invasive prediction of yield in commercial cuts
of pig carcasses. It is possible to calibrate the sorting models presently used in
the slaughterhouses with a much larger quantity of carcasses than it is today.
But also the search of other predictors such as fat layer thickness etc. is much
more feasible using this method. However, ultimately the success of this method
depends on how accurately real-life cuts can be modeled.
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Figure 7.19: The top two rows depicts three slices of the loin and belly. The bottom
row depicts three slices of the 18cm back and belly.
7.9 Appendix
7.9.1 Images of Virtual Cuts
This section displays images of the virtual cuts from the test set. They are
examples of images used in the qualitative evaluation of the cuts.
Figures 7.19 to 7.22 depicts the cuts of the loin and 18cm back products in four
carcasses. The first row is the loin and the second row the corresponding belly
product. Third row is the 18cm back and fourth the corresponding belly. Three
slices is shown. The images in the first column is from the middle of the anterior
part of the product, the second column is the middle slice and the third is from
the posterior part of the product.
Figure 7.23 depicts the same carcasses split into the three main parts.
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Figure 7.20: The top two rows depicts three slices of the loin and belly. The bottom
row depicts three slices of the 18cm back and belly.
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Figure 7.21: The top two rows depicts three slices of the loin and belly. The bottom
row depicts three slices of the 18cm back and belly.
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Figure 7.22: The top two rows depicts three slices of the loin and belly. The bottom
row depicts three slices of the 18cm back and belly.
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Figure 7.23: Three carcasses split into three parts.
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Part IV
Contributions
Chapter 8
Robustness of weight and
meat content in pigs
determined by CT
L.B. Christensen, M. Vester-Christensen, C. Borggaard and E.V. Olsen
Abstract
An increasing number of European countries are exploring the applica-
tion of computer tomography (CT) as objective reference technology for
determination of lean meat percentage (LMP) in domestic animals. One
important requirement for a reference is the reproducibility or quantitative
performance. 23 carcasses are CT scanned twice using different settings.
The first setting was equal for all carcasses (140 kV, 140 mA, helical, stan-
dard reconstruction) whereas for the second scanning either photon current,
reconstruction algorithm, or physical position of carcass was changed. The
weight determination was based on a volumetric method using specific con-
stants for lean meat, fat and bone tissue thus leaving any difference to be a
volume issue. The lean meat content was a simple calculation based on the
tissue weights. Our results on weight determination showed that the soft
reconstruction algorithm overestimated the weight of the carcass by 0.3%
compared to the standard reconstruction. The reduction of photon current
down to 80 mA or repositioning of the carcass showed no significant influ-
ence on the weight. When calculating LMP no of the introduced changes
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in CT protocol introduced significant effect on the estimate of LMP , thus
leaving CT as a very robust reference method for determination of LMP
in pigs.
8.1 Introduction
Estimation of the lean meat percentage (LMP ) is a central part of determina-
tion the value of a pig carcass. It is important to the farmer as he is paid by
carcass weight and LMP , it is important to the abattoir as the final production
yield is influenced by the LMP and an important sorting procedure based on
LMP is often employed to optimize the yield. As carcass payment is under
EU-regulation objectivity and transparency of the reference for the estimation
process is of major importance. Today the reference is based on a manually dis-
section of commercially important parts of the carcass and thereby the reference
is influenced by operator skills and cutting tradition [38]. One way of coping
with this problem is to apply a virtual dissection to the carcasses using a full-
body CT scanning and a software tool to estimate the LMPCT of the individual
carcass. Two different strategies to determine the LMPCT has been proposed:
A spectral calibration where the distribution of all voxel densities measured on
the Hounsfield scale is calibrated to the result of a manual dissection process
using multivariate models. This procedure includes the cutting tradition in the
calibration [38]. One other strategy is based on contextual volume grading of
all voxels into three different tissue classes: fat, meat or bone [84] The latter
has the important advantage of not being influenced by cut-ting tradition nor
operator skills. Therefore we apply this strategy.
8.2 Material and Methods
23 pig carcasses was CT scanned twice using two different settings of the CT
scanner (GE HiSpeed CT/i) The carcasses were 24 hours PM, prepared for
a manual dissection according to EU recommendation, i.e. cutting the head
and the feet and removing eventually internal fat and spine cord remains. The
scanning was performed twice in a chilled laboratory temporarily attached to
the cooling room of the abattoir. One first scanning protocol was used for all
carcasses and one second protocol was changed with respect to one of three
different scanning parameters according to table 1. The constant protocol pa-
rameters are: 140kV volt-age, 0.9×0.9×10mm voxel size, 0.7 mm spot size and
10 mm between slice centers. The scanned tomograms were analyzed with a
contextual based Markov Random Fields type of algorithm called Owen-Hjort-
Mohn [84]. The algorithm estimates the volume of lean meat, fat and bone
8.3 Results and Discussions 95
Parameter First Second
Protocol No. 1 2 2 2 2 2 2
Reconstruction Std Soft Detail Std Std Std Std
X-ray current[mA] 140 140 140 140 140 80 100
Position 1 1 1 2 1 1 1
Axial/Helix[A/H] H H H H A H H
Table 8.1: An overview of the applied scanning protocols. First protocol (No. 1) is
arbitrarily used as reference.
tissue in the scanned volumes, i.e. the half carcasses. The three tissue volumes
are then multiplied with specific tissue densities to give an estimated carcass
weight (WCT ). The estimated weight is compared to a scale weight (WS) mea-
sured just before scanning and the three tissue densities are found by a linear
procedure based on posterior probabilities for each tissue type given a specific
voxel [84]. From the tissue weights the LMPCT is estimated for all scanning
protocols and the difference is tested for significance together with the difference
in estimated carcass weight (WCT ).
The two different scanning sessions are made without changing the position of
the carcass, the procedure is controlled completely from an adjacent control
room outside the scanning area. However, the scanning in 2. position (No. 4)
is made after taking the carcass to the chilling room of the abattoir and back
to the scanner laboratory.
8.3 Results and Discussions
The first scanning protocol (No. 1) used equally for all carcasses is used as
reference and the second (No. 2 − 7) is then tested for difference with respect
to estimated carcass weight WCT and LMPCT .
8.3.1 Weight differences
Recently [24] the potential of weight estimation has been revealed based on a
small test sample and spectral calibration. In the present study we have replaced
the spectral calibration with a volume grading and the specific density estima-
tion. We have tested the sensitivity to more scanning parameters ac-cording to
table 8.1 above. In figure 8.1 a plot of the estimated weights, calculated with
scanning protocols No. 2 − 7, are shown with the first protocol (No. 1) as
reference.
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Figure 8.1: Estimated carcass weight using different scanning protocols. Protocol 1
is used as reference.
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Protocol difference Soft Detail 2.position Axial 80 mA 100 mA
Protocol No. 2 3 4 5 6 7
Difference [kg] 0.041 0.007 0.001 −0.18 −0.009 −0.017
Difference [%] 0.11 0.02 0.00 −0.48 −0.03 −0.05
Significance p 0.0000 0.0570 0.9761 0.0000 0.0209 0.0955
Significance level *** NS NS *** * NS
Table 8.2: Weight estimation.
Protocol difference Soft Detail 2.position Axial 80 mA 100 mA
Protocol No. 2 3 4 5 6 7
Difference [LMPCT %] −0.02 0.03 −0.10 0.17 −0.05 0.04
Significance p 0.3108 0.1285 0.2620 0.0074 0.1990 0.2943
Significance level NS NS NS ** NS NS
Table 8.3: LMPCT estimation.
The average difference between weight estimates from the first protocol to the
second protocol is calculated and tested using a standard t-test. The results
show a significant difference in weight estimate of less than 0.5% irrespective of
which of the seven different scanning protocols that is applied to the scanning
procedure. This is of the same level as estimated for the used scale.
8.3.2 LMPCT estimation
The sensitivity of the LMPCT estimation to the scanning protocol is evaluated
and the results shown in figure 8.2. The correlation seems even better than
the performance for the weight estimation. Again the difference between the
LMPCT estimated with the different scanning protocols of table 1 is evaluated
and tested for significant difference using a standard t-test. The results listed in
table 8.3 show that LMPCT estimation only has a slight dependence (∗∗) of the
changes in scanning protocol applied in this experiment. The most significant
difference is the change of Helix to Axial scanning where a difference (p = 0.0074)
is found.
8.4 Conclusion
From this experiment it may be deduced that CT is capable of measuring carcass
weight and estimate the lean meat content in a quite robust and objective way.
The highest sensitivity of scanning protocol is found in weight estimation where
a relative error of less than 0.5% of changing a Helix scanning to an Axial
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Figure 8.2: Estimated LMPCT using different scanning protocols. Protocol 1 is used
as reference.
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scanning protocol. Minor sensitivity (but still significant) is found by change of
reconstruction algorithm from a standard to a soft and no significance influence
in repositioning the carcass, reduction of photon current from 140 mA to 100
mA or reconstruction with a high contrast detailed algorithm. Determination
of the lean meat content, expressed as LMPCT , is demonstrated to be even less
sensitive to the imposed changes in scanning protocol. For estimation of this
very important parameter the experiment reveals that CT may be expected to
have only a slight dependence to changing the scanning from Helix to Axial.
The remaining changes in reconstruction, positioning and applied x-ray current
result in not significant changes in the LMPCT determination. This concludes
that CT offers a robust measurement technology with a very small sensitivity
to the different settings of the scanning protocol.
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Chapter 9
Virtual Dissection of Pig
Carcasses
Martin Vester-Christensen, Søren G. H. Erbou, Mads F. Hansen, Eli V. Olsen,
Lars B. Christensen, Marchen Hviid, Bjarne K. Ersbøll and Rasmus Larsen
Abstract
This paper proposes the use of computed tomography (CT) as a reference
method for estimating the lean meat percentage (LMP) of pig carcasses.
The current reference is manual dissection which has a limited accuracy
due to variability between butchers. A contextual Bayesian classification
scheme is applied to classify volume elements of full body CT-scans of pig
carcasses into three tissue types. A linear model describes the relation
between voxels and the full weight of the half carcass, which can be deter-
mined more accurately than that of the lean meat content. 299 half pig
carcasses were weighed and CT-scanned. The explained variance of the
model was R2 = 0.9994 with a root mean squared error of prediction of
83.6g. Applying this method as a reference will ensure a more robust cali-
bration of sensors for measuring the LMP, which is less prone to variation
induced by manual intervention.
9.1 Introduction
Throughout the European Union (EU) the lean meat percentage (LMP) is used
for classifying pig carcasses and is defined as the ratio of weighed lean meat
versus the weight of the pig carcass. Measuring the LMP is typically done using
ultrasound or optical sensors which are calibrated towards a common manual
dissection method of half pig carcasses, cf. Commission of the European Com-
munities (EC) [27] and Walstra and Merkus [134]. The accuracy and precision
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of these calibrations are limited by that of the dissection method. Only highly
trained butchers are involved in such a dissection. Even so there is still a signifi-
cant difference between butchers as reported by Nissen et al. [92]. The maximum
difference in estimated LMP between 8 butchers is found to be 1.96 LMP units
and the jointing of the carcasses is found to be a critical point in the EU dissec-
tion method. Furthermore variation between countries were also found. Olsen
et al. [97] report that in general variations between butchers is more important
than variations between copies of the same type of instrument, when calibrating
instruments to manual dissection.
X-ray computed tomography (CT), cf. Cho et al. [21], is a non-invasive tech-
nique that measures the radio-density of a material, i.e. the relative attenuation
of X-rays through the material and is measured in the Hounsfield scale. The
scale is calibrated such that air is at −1000 Hounsfield Units (HU) and water
at 0HU, making HU-values comparable across scanners and settings. Fat tissue
is usually around −60HU, meat tissue around +60HU and bone tissue above
∼ 150HU. The CT-volume consists of discrete volume elements (voxels) and are
not necessarily isotropic. Voxels might also consist of more than one class of
tissue. The latter is denoted partial volume effects (PVE) and results in over-
lapping probability density functions (pdf) of the different tissues. Figure 9.1
shows a typical histogram in the fat/meat range for a CT scanned pig carcass.
The left peak represents fat and the right peak represents meat. Bone is above
the range shown.
The fixed Hounsfield scale of CT is a major reason for using CT instead of mag-
netic resonance imaging (MRI) because it is comparable across scanners. Ap-
plying different settings, or protocols, in a specific CT-scanner has been shown
by Christensen et al. [23] to give quite robust results w.r.t. LMP. Based on 23
pig carcasses and using 7 different protocols they find a maximum difference of
0.27 LMP units and a maximum difference in the estimated carcass weight of
0.22kg.
Typically a simple threshold in the CT histogram is used to distinguish fat,
meat and bone tissue, but this will often result in errors caused by noise in the
reconstruction, artifacts and PVE.
Several attempts have been made on calibration of CT scans of pigs carcasses to
predict the lean meat content of manual dissections. Glasbey and Robinson [46]
derive and compare estimators of tissue volumes in CT images taking mixed pix-
els, or PVE, of fat and meat into account. A moment-based estimator performs
best in both a simulation study and in a particular application where tissue
composition of sheep is estimated. The improvement in precision is reported to
be minor compared to Cavalieri sampling, cf. Roberts et al. [101].
Dobrowolski et al. [34] and Romva´ri et al. [106] use thresholds in the histogram
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Figure 9.1: Histogram of a CT-volume of a pig carcass. The ordinate is scaled to
show the distribution of fat (left) and meat voxels (right).
of CT and Collewet et al. [25] of MRI scans to segment meat voxels. In these
studies partial least-squares regression (PLSR) of histogram values is applied to
model the dissected lean meat content. Table 9.1 summarizes their results along
with those of Johansen et al. [68]. R2 is the explained variance and RMSEP/C
are the root mean squared errors of prediction/calibration. Johansen et al. [68]
apply thresholds to the histogram of 15 anatomically chosen slices of 120 CT-
scanned carcasses of lamb to segment fat and meat tissue. A multidimensional
PLS model is applied on the histogram values of fat and meat to predict the
corresponding weights in a manual dissection. The RMSEP of the meat content
is reported to be 772g before and 561g after bias correction, with an R2 = 0.96.
Common for the above mentioned methods is that they only take into account
the histogram value of the voxel to be classified and not any of the neighboring
voxels.
Lyckegaard et al. [84] apply a multivariate Bayesian 2D contextual classifica-
tion scheme to each slice as described by Larsen [78]. Certain combinations of
neighboring voxels are taken into account modeled in a Bayesian scheme with
priors obtained from thresholds in the histogram. Linear regression is used to
estimate the parameters of a model mapping the volume of fat, meat and bone
to the total weight of the carcass, with an R2 = 0.991 and a RMSEP= 584g.
This paper presents an experiment consisting of 299 pig carcasses, which are
weighed and CT-scanned. Applying methods from image processing along with
a contextual classification scheme the CT-volume is classified into several types
of tissue. A linear model determines the mapping from voxels to the full weight
of the half carcass, which is then used for estimating the CT-based LMP.
104 Virtual Dissection of Pig Carcasses
Paper [34] [25] [106]
Modality CT (full, 150 sl.) MRI (full) CT (full)
Vox/spac. [mm] −/− [0.77, 1.02, 8]/10 [∼ 1,∼ 1, 10]/10
Comment 1/2 pig carc. 1/2 pig carc. 1/2 pig carc.
Amount 60 120 60
R2 0.990 − 0.992
RMSEP/C [g] 270/− 465/400 −/232
Bias [g] 16 − −
Paper [68] [84]
Modality CT (15 anat. sl.) CT (full)
Vox/spac. [mm] [0.78, 0.78, 3]/var. [1, 1, 10]/10
Comment Lamb carc. 1/2 pig carc.
Amount 120 57
R2 0.961 0.991
RMSEP/C [g] 772/− 584/554
Bias [g] 530 −
Table 9.1: Previous work. Papers [34], [25], [106] and [68] apply PLS-methods on
histograms for meat pixels, modeling the lean meat weight obtained from dissection.
[84] apply a contextual Bayesian classifier and linear regression for predicting the full
weight of half carcasses. R2 is the explained variance, RMSEP/C are the rms errors
of prediction/calibration, with the corresponding bias reported in some cases.
9.2 Materials and Methods
9.2.1 Data
299 carcasses representing the Danish pig population with respect to weight
(warm slaughter weight) and fatness (fat depth between the 2nd and 3rd hind-
most thoratic vertebra) were selected. Half of which were gilts and the rest cas-
trates. The pigs were slaughtered at a commercial Danish abattoir and cooled.
The day after slaughtering the left side of the carcasses were prepared for dis-
section. The preparation was done according to Walstra and Merkus [134], but
the head except the cheek and toes were cut off before scanning. All half car-
casses were weighed on a DIGI DS160 industrial scale with an accuracy of 20g.
Subsequently they were scanned with a GE HiSpeed CT/i single-slice scanner.
In the following the term carcass weight denotes the weight of the scanned left
side of the carcass. The scanning protocol parameters were: 140kV voltage,
0.9 × 0.9× 10mm voxel size, 0.7mm spot size and 10mm between slice centers,
yielding 299 CT-volumes of pig carcasses with corresponding weight. Figure 9.2
shows a left side of a carcass prepared and ready for scanning.
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Figure 9.2: Left side of a carcass prepared and ready for scanning.
9.2.2 Full Dissection
Of the 299 carcasses scanned, a subsample of 29 carcasses with 13 gilts and 16
castrates were selected. The subsample was selected representing the distribu-
tion of weight and fatness. After scanning a full dissection was made on the
same carcass to calculate the lean meat content. The LMP is defined as the ra-
tio of the meat and the total weight of the carcass exclusive head and toes. Full
dissection is not standardized yet. In this trial the meat fraction consists of all
muscles including tendons, fascia and periosts. Periosts appear by e.g. extrac-
tion of ribs, femur bone in ham and front part. Tendons from certain muscles
stretch around the bones as e.g. Biceps brachii and other muscles in the front
part and ham. These tendons are not left entirely on the muscles, but are cut
off where they touch the bone. The fat fraction consists of subcutaneous and
inter-muscular fat including skin and glands, veins and loose membrane tissue.
Loose membrane tissue is defined as all membrane tissue which can be lifted
between two fingers and can be cut without damaging the underlying muscle.
The bone fraction consists of all bones including cartilage. No bones are scraped
to remove periosts or remains of tendon.
9.2.3 Tissue Classification
For identifying meat voxels, the tissue from CT is traditionally classified by
applying thresholds in the histogram. This method introduces errors due to PVE
as mentioned earlier. In the current work a multivariate Bayesian 2D contextual
classification scheme is applied to each slice, cf. Larsen [78]. Background voxels
are removed and tissue voxels are classified into three classes; fat, meat and bone.
The classifier takes certain configurations of neighboring voxels into account as
well as the prior probability as described in Lyckegaard et al. [84]. All fat,
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meat and bone tissue irrespective of their anatomical position are regarded as
belonging to the same corresponding class. As a postprocessing step the bones
are morphologically closed such that marrow will be part of the bone class. In
CT skin voxels are more similar to meat. When comparing the LMP obtained by
CT to that obtained by manual dissection the skin is segmented separately and
considered as fat such that the LMP can be computed according to Commission
of the European Communities (EC) [27]. Segmentation of the skin is done using
mathematical morphology, cf. Gonzalez and Woods [48].
9.2.4 Density Estimation
Estimating the weight of a carcass requires an approximation of the densities
ρ of the tissue types in every voxel. The carcass weight is modeled as a linear
combination of the weights of the tissue classes. Labeling of a particular voxel
is done by choosing the class with maximum a posteriori (MAP) probability,
see Larsen [78]. The MAP model applied for a single carcass with three tissue
classes is,
wi = ρfnfv + ρmnmv + ρbnbv + ǫi, (9.1)
where v is the voxel volume, nf , nm and nb are the number of voxels classified
as fat, meat and bone respectively. wi is the measured i
th carcass weight and
ǫi ∈ N(0, σi). Including all carcasses and using linear regression the density
approximations can be obtained.
Due to PVE a single voxel might consist of more than one type of tissue. How-
ever, in the model in eq. (9.1) each voxel is labeled as either fat, meat or
bone. Including PVE in the model can be done using the value of the posterior
probability of each class. Thus all voxels have a weighted contribution from all
classes.
Figure 9.3 illustrates the issues with PVE. The figure depicts a slice in the
shoulder part of the carcass where voxels with a posterior probability above
0.5 and below 1 of belonging to the meat class are yellow, indicating that they
contain something else than meat. These are primarily located where the meat
interfaces with fat. Integrating PVE in the carcass weight model yields,
wi = ρf
∑n
i=1 p(cf |xi)v + ρm
∑n
i=1 p(cm|xi)v
+ ρb
∑n
i=1 p(cb|xi)v + ǫi,
(9.2)
where n is the total number of voxels. p(cf |xi), p(cm|xi) and p(cb|xi) are the
posterior probabilities of voxel xi belonging to the fat, meat or bone class re-
spectively, and ǫi ∈ N(0, σi). Both the MAP and the PVE model are applied
with and without an additional constant term c, for comparison.
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Figure 9.3: Partial volume effects shown in a CT-slice from the shoulder part of half
a pig carcass. Yellow denotes voxels with a probability above 0.5 and below 1.0 of
belonging to the meat class.
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Figure 9.4: The resulting LMP estimated by CT, 299 carcasses (left), and by manual
dissection, 29 carcasses (right), sorted by LMP.
To avoid the effect of outliers the linear regression problem is solved using an
iteratively re-weighted least squares algorithm presented in Holland and Welsch
[64]. Leave-one-out cross-validation is performed and the root mean squared
error of the residuals of prediction (RMSEP) is reported as well as the bias and
explained variance (R2).
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Tissue Type Fat Meat Bone
Res. mean±std [%] 2.49 ±0.55 −3.07 ±0.57 0.58 ±0.33
Res. mean±std [g] 968 ±181 −1227 ±210 227 ±130
Table 9.2: Mean and standard deviations of the residuals obtained by comparing CT
dissection with manual dissection.
9.3 Results and Discussion
9.3.1 Comparison with manual dissection
Figure 9.4 shows the range of LMP for both CT (left) and manual dissection
(right) and is approximately [55, 75] units. The half carcass weight range is
seen in figure 9.6 to be approximately [31, 49]kg. Data used in both dissection
methods cover the variation in LMP of the Danish pig population. Table 9.2
and figure 9.5 compare the estimated tissue content from the manually dissected
carcasses with the corresponding estimate from the CT dissection. On average
CT scanning identifies 1227g more meat, 968g less fat and 225g less bone in a
carcass than manual dissection. It is expected that tissues like tendons, fascia,
periosts and cartilage, which consist of protein, will be considered as meat in
a CT scan. From the description of the three main groups of tissue, meat,
fat and bone obtained with manual dissection, it is seen that only a part of
all protein-containing tissues is defined as meat. It seems reasonable that the
limitations of manual separation together with the definition of meat cause the
main contribution to the differences between LMP determined with CT and
manual dissection. Furthermore table 9.2 indicates a larger standard deviation
when compared to the mean value of the residuals of the bone class than for the
meat and fat classes.
9.3.2 Modeling total weight
Applying both models described in section 9.2.4 reveal similar results. Figure 9.6
shows a plot of the correlation between estimated carcass weight and measured
carcass weight using the MAP model, cf. eq. (9.1). The estimated parameters
and correlation results for the MAP model and the PVE model, with and with-
out constant terms c, are reported in table 9.3. In all regressions the robust
algorithm detects 5 outliers, which are identified as errors in the data acquisi-
tion. These are subsequently removed in the calculation of the parameters and
the correlation results as well.
Table 9.3 shows that the four models perform equally well with large correlations
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Figure 9.5: LMP estimated by manual dissection versus CT estimated LMP using
the MAP model.
Model R2 RMSEP [g] Bias [g]
MAP 0.9994 83.6 2.6
PVE 0.9994 79.0 2.3
MAP+c 0.9994 79.1 1.8
PVE+c 0.9994 75.5 1.7
Table 9.3: Predictive performance of the two models, with and without a constant
term c, using leave-one-out cross-validation.
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Figure 9.6: Estimated weight using the MAP model versus measured weight.
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Figure 9.7: Estimated parameters and their corresponding 95% confidence intervals
for the two models, with and without a constant term c.
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Model ρf [CI] ρm [CI] ρb [CI] c [CI]
MAP 0.997 [0.992 1.003] 1.117 [1.111 0.124] 1.433 [1.368 1.497]
PVE 0.994 [0.988 0.999] 1.114 [1.107 1.120] 1.516 [1.448 1.583]
MAP+c 0.991 [0.985 0.997] 1.111 [1.104 1.118] 1.368 [1.298 1.438] 0.367 [0.230 0.505]
PVE+c 0.988 [0.982 0.994] 1.109 [1.102 1.116] 1.448 [1.372 1.524] 0.319 [0.185 0.454]
Table 9.4: The resulting parameters for the MAP and PVE models excluding and
including a constant term c. 95% confidence intervals are shown in brackets.
to the measured weight. Applying a one way analysis of variance (ANOVA) on
the weight estimates from all models reveals no significant difference between
them. Including a constant term would make the definition of the LMP ambigu-
ous, since it does not belong to a specific tissue class. Subsequently the simple
MAP model without a constant term is preferable. Modeling PVE has no effect
on the quality of the predicted weight. In a randomly chosen carcass only 1.6%
of all the voxels classified as meat have a fat probability above 0.1. Thus the
influence of PVE is very limited with regards to the total weight. Table 9.4 and
figure 9.7 show that the values of the parameters of fat and meat are not sig-
nificantly different when comparing the PVE and MAP models contrary to the
bone parameter. A voxel containing both bone and soft tissue will tend to be
classified by the MAP model as bone. A voxel in the PVE model contributes to
all tissue types. This results in more bone voxels using MAP than using PVE.
All in all the results obtained are very encouraging when compared to table 9.1.
The simple MAP based model has an explained variance of R2 = 0.9994, a bias
of 2.6g and RMSEP=83.6g estimated using leave-one-out cross-validation.
For all models the three tissue types are assumed to have the same properties
regardless of their anatomical position. Thus the parameters ρf , ρm, and ρb
can be viewed as the average density of all fat, meat and bone in the half
carcass. Previous work (Romva´ri et al. [106]) reports the importance of modeling
different tissue properties, and they do this by manually separating the CT-
volume into three carcass parts. This is prone to operator dependent errors.
In the present study it is argued that using average tissue properties yields a
more robust estimate of the carcass weight due to operator independency. It
should be noted though, that the parameters might not have a strict physical
interpretation as densities of the specific tissue classes.
Even though there is a clear definition of which of the three tissue fractions the
tendons and glands etc. belong to, the specific butcher makes the final decision.
Nissen et al. [92] report considerable variation between butchers and separation
of muscles and especially small muscles are very dependent on the butcher. The
contribution from the butchers affects mainly the precision of dissection and
less the average result. Two main sources of error are present when calibrating
online instruments to LMP. One is the error or variation, which expresses the
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imperfect relation between the reference LMP and the online measurements,
including the accuracy of the online measurements, and the other one is the
accuracy of the dependent variable i.e. the reference LMP.
LMP based on CT is a very promising candidate for an instrumental reference
for pig carcass classification. Previous investigations have shown very high re-
peatability. However, before CT LMP can be used as a global reference, it
has to be documented that the results can be reproduced independently of CT
instruments, time and pig population. The method described in this paper is
based on a specific scanning protocol and reconstruction algorithm. Although
the method seems robust to these factors a thorough documentation will be
necessary. Especially the choice of slice thickness, resolution and reconstruction
algorithm has to be general and available on all types and makes of CT scanners.
A possible tool to ensure the reproducibility over time, including a possible bias
correction, could be calibration using phantoms that mimic different types of
carcasses with known values of LMP. How such phantoms should be designed is
an area of future research.
Replacing the manually determined LMP with CT based LMP will improve the
calibration problem significantly, even though the lack of a perfect relationship
is an important issue. Disregarding the fixed costs related to the purchase
of a CT scanner and installing it in a trailer, the lower costs using CT is a
considerable advantage compared to manual dissection. If only the maintenance
of the scanner is taken into account alongside the salary of the operators, a CT
based LMP costs less than half that of a manual dissection.
9.4 Conclusions
Previous work shows CT-based methods as robust compared to manual dissec-
tion, and as such constitute a suitable reference. This work presents a robust
and accurate calibration reference, where variation due to manual intervention
is minimized. Given a model of the carcass weight, the LMP can be estimated
based on the classification of the volume elements (voxels) in the CT volume.
Using this more accurate method as a reference will make the calibration pro-
cedures of other LMP sensors much more standardized and accurate.
Contextual models based on segmentation of the carcass into three classes is
validated on a large data set of 299 half pig carcasses. Incorporating the influence
of partial volume effects is found not to be significantly better than a maximum-
a-posteriori model. All models correlate very well with the full weight of the half
carcasses, with the simple maximum-a-posteriori based model being the model
of choice. The model has an explained variance of R2 = 0.9994, a bias of 2.6g
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and a root-mean-squared error of prediction of RMSEP=83.6g. These results
are very encouraging compared to previous work, for which reason the method
is suggested as a new reference for calibration of sensors used for pig carcass
grading.
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Chapter 10
Accelerated 3D Image
Registration
Martin Vester-Christensen, Søren G. Erbou, Sune Darkner and Rasmus
Larsen
Abstract
Image registration is an important task in most medical imaging appli-
cations. Numerous algorithms have been proposed and some are widely
used. However, due to the vast amount of data collected by eg. a com-
puted tomography (CT) scanner, most registration algorithms are very slow
and memory consuming. This is a huge problem especially in atlas build-
ing, where potentially hundreds of registrations are performed. This paper
describes an approach for accelerated image registration. A grid-based
warp function proposed by Cootes and Twining, parameterized by the dis-
placement of the grid-nodes, is used. Using a coarse-to-fine approach, the
composition of small diffeomorphic warps, results in a final diffeomorphic
warp. Normally the registration is done using a standard gradient-based
optimizer, but to obtain a fast algorithm the optimization is formulated
in the inverse compositional framework proposed by Baker and Matthews.
By switching the roles of the target and the input volume, the Jacobian
and the Hessian can be pre-calculated resulting in a very efficient optimiza-
tion algorithm. By exploiting the local nature of the grid-based warp, the
storage requirements of the Jacobian and the Hessian can be minimized.
Furthermore, it is shown that additional constraints on the registration,
such as the location of markers, are easily embedded in the optimization.
The method is applied on volumes built from CT-scans of pig-carcasses, and
results show a two-fold increase in speed using the inverse compositional
approach versus the traditional gradient-based method.
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10.1 Introduction
Registration of images is an important an actively researched area of medical
imaging. It is the task of transforming the geometry of two or more images
such that their corresponding regions are aligned. The need may arise from
comparison of images from different imaging modalities, from images obtained
at different times, from different patients, or from comparison with a patient
atlas. Registration is needed in a wide variety of medical applications, eg. for
diagnostic purposes, for pre-surgery planning or for treatment estimation. The
medical imaging hardware of today produce images of high resolution, and as
a consequence a huge amount of data need processing in order to solve the
registration problem. The requirements on the processing hardware are very
high in terms of storage capability, CPU speed, and maybe most importantly
in memory capacity.
A range of different registration algorithms have been produced in the recent
years. The algorithm described in this paper, belongs to the class of parameter-
ized methods. Hence the registration can be described by a set of parameters.
Existing methods includes Rueckert [108] et al. using B-splines on a grid to
define the warp-field, Cootes [30] et al uses bounded diffeomorphisms, warp-
ing pixels inside a unit sphere based on the displacement of the sphere center.
An example of the non-parametric approach is found in Christensen [22] et al.
which solve partial differential equations for fluid motions to align images.
This paper presents the acceleration of an image registration algorithm [31] by
Cootes et al.. An inverse compositional [7] optimization scheme, proposed by
Baker and Matthews, is used. It is a Gauss-Newton approach, but in which
the Jacobian and the estimated Hessian can be precomputed. However, to
be tractable memory wise, this requires exploitation of the properties of the
registration algorithm. An additional benefit of the Gauss-Newton approach is
the ease of which addition of soft constraints on the registration can be added.
Comparison is made with optimization using the Lucas-Kanade scheme.
The paper consist of the following. First the registration algorithm is described.
In 10.2.1 the image registration algorithm is described, followed by outlining of
the Lucas-Kanade algorithm, in 10.2.2, and the inverse compositional optimiza-
tion algorithm, in 10.2.3. Addition of soft constraints is described in 10.2.4.
Section 10.3 describes the results obtained by comparing the two optimization
schemes.
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10.2 Methods
The image registration algorithm utilized in this paper is proposed by Cootes [31]
et al. which builds on the algorithms presented by Rueckert [109] et al. The im-
age registration is performed by composing a series of grid-based diffeomorphic
warps which ensures the resulting warp being diffeomorphic.
10.2.1 Grid-Based Diffeomorphisms
A grid-based warp is represented by a grid of nodes1, see figure 10.1. The trans-
formation W of a pixel x = (x, y, z) is found by interpolating the displacement
d of its surrounding grid nodes. In 3D the interpolating scheme is as below,
W(x;α) = k(x− i)k(y − j)k(z − l)di,j,l (10.1)
+ k(i+ 1− x)k(y − j)k(z − l)di+1,j,l
+ k(x− i)k(j + 1− y)k(z − l)di,j+1,l
+ k(i+ 1− x)k(j + 1− y)k(z − l)di+1,j+1,l
+ k(x− i)k(y − j)k(l + 1− z)di,j,l+1
+ k(i+ 1− x)k(y − j)k(l + 1− z)di+1,j,l+1
+ k(x− i)k(j + 1− y)k(l + 1− z)di,j+1,l+1
+ k(i+ 1− x)k(j + 1− y)k(l + 1− z)di+1,j+1,l+1,
where k() denotes a suitable kernel function which is non-zero only for i ≤ x <
i + 1, j ≤ y < j + 1 and l ≤ z < l + 1. The warp is parameterized with the
components of the displacement vectors d. Thus, with a 3×3×3 grid in 3D, the
warp consist of 81 parameters. The kernel is chosen as k(r) = 12 (1 + cos(πr))
which gives a smooth and invertible mapping [31] given that − 1
π
< r < 1
π
.
Using the interpolating scheme the warp is regularized by the coarseness of
the grid. Thus, a pixel cannot move outside the bounding box provided by the
surrounding grid nodes. However, to represent a complex transformation several
simple warps can be composed,
W(x;p) =W(x; δ1) ◦W(x; δ2) . . .W(x; δn−1) ◦W(x; δn), (10.2)
where W(x; δ1) ◦W(x; δ2) = W(W(x; δ2); δ1) denotes the composition of two
warps. The warps are applied in a fine to coarse manner.
1The following is an elaboration on the paper [31] by Cootes et al, but is included here for
completeness.
118 Accelerated 3D Image Registration
(a) Before.
(b) After.
Figure 10.1: The displacement of a pixel is governed by the displacement of its
surrounding grid nodes [116].
10.2 Methods 119
10.2.2 Image Registration using the Lucas-Kanade Algo-
rithm
The goal of the image registration algorithm is to align a target and a input im-
age such that the difference is minimized. This is quantified by the minimization
of the sum of squared residuals,
F(p) =
∑
x
[T (x)− I(W(x;p))]2, (10.3)
where I is the input image and T is the target image. This can be minimized
using a Gauss-Newton optimization scheme [82],
F (p) =
1
2
∑
x
[T (x)− I(W(x;p+∆p))]
2
, (10.4)
which by Taylor expansion and solving for ∆p gives,
∆p = H−1
∑
x
[
∇I(W(x;p))
∂W(x;p)
∂p
]⊤
E(x), (10.5)
where H is the Gauss-Newton approximation to the Hessian,
H =
∑
x
[
∇I(W(x;p))
∂W(x;p)
∂p
]⊤ [
∇I(W(x;p))
∂W(x;p)
∂p
]
, (10.6)
and the error is,
E(x) = T (x)− I(W(x;p)). (10.7)
The warp parameters p are updated using,
p← p+∆p. (10.8)
The Jacobian is found to be,
J =
∑
x
[
∇I(W(x;p))
∂W(x;p)
∂p
]
, (10.9)
where ∇I(W(x;p)) is the image gradient of the input image sampled at the
points W(x;p), and ∂W(x;p)
∂p
is the derivative of the warp function with respect
to the parameters.
This optimization scheme requires computation of the Jacobian J and the in-
verse Hessian H−1 at each iteration. For large volumes and large grids, this is
very computationally demanding. However, the Hessian is symmetric and very
sparse thus enabling the utilization of fast schemes for solving large sparse linear
equations [47].
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10.2.3 Inverse Compositional Image Registration
To overcome the drawbacks of the Gauss-Newton scheme of calculating the
Jacobian and the Hessian in each iteration, Baker and Matthews [7] recently
proposed the Inverse Compositional Algorithm, in which the Jacobian and the
Hessian can be precomputed. As the name implies the algorithm consists of two
innovations. The compositional part refers to the updating of the parameters
and the inverse part indicates that the image and the target switches roles. The
cost function in 10.4 is changed to,
Fic(p) =
1
2
∑
x
[T (W(x; ∆p)) − I(W(x;p))]
2
. (10.10)
Solving for ∆p gives,
∆p = −H−1ic
∑
x
[
∇T (x)
∂W(x;0)
∂p
]⊤
E(x). (10.11)
The update to the warp is,
W(x;p) =W(x;p) ◦W(x; ∆p)−1, (10.12)
In equation 10.10 it can be seen that the incremental warp W(x; ∆p) applies
only to the target T , and thus the Taylor expansion is around p = 0, yielding
the Jacobian
Jic =
∑
x
[
∇T (W(x;0))
∂W(x;0)
∂p
]
. (10.13)
and thus the Hessian Hic is,
Hic =
∑
x
[
∇T (x)
∂W(x;0)
∂p
]⊤ [
∇T (x)
∂W(x;0)
∂p
]
. (10.14)
The Jacobian is independent of p and ∇T (x) is the image gradient of the target,
thus enabling precomputation of the Jacobian and the Hessian.
Baker and Matthews [7] proves that the update ∆p calculated using the inverse
compositional algorithm is equivalent, to a first order approximation, to the
update calculated using the Lucas-Kanade algorithm.
10.2.4 Adding Constraints
Baker et al. [8] describe how to incorporate prior information on the warp pa-
rameters. This could for instance be landmark or volume constraints formulated
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as an additional term in the expression to be minimized, i.e. as weighted soft
constraints to equation 10.3,
1
2
∑
x
[T (x)− I(W(x;p))]2 + α
K∑
i=1
C2i (p). (10.15)
K is the number of constraints, Ci is a vector of functions containing the prior on
the parameters for the ith constraint and α is a weight controlling the emphasis
on the prior term. In the inverse compositional framework this corresponds to
equation 10.10,
1
2
∑
x
[T (W(x; ∆p)− I(W(x;p))]2 + α
K∑
i=1
C2i (p+
∂p′
∂∆p
∆p). (10.16)
Approximating this with a first order Taylor expansion gives the following up-
date equations for the gradient ∆p and the Hessian,
∆p = −H−1ic,Ci
[∑
x
[
∇T (x)
∂W(x;0)
∂p
]⊤
E(x) (10.17)
+ αGr
K∑
i=1
[
∂Ci
∂p
∂p′
∂∆p
]T
Ci(p)
]
Hic,Ci = Hic + αHe
K∑
i=1
[
∂Ci
∂p
∂p′
∂∆p
]T [
∂Ci
∂p
∂p′
∂∆p
]
. (10.18)
The computational cost of adding priors is that the Hessian is not constant
anymore. The costs is O(nN + n2K + n3) compared to O(nN + n2) without
priors. As long as the number of constraints and the number of parameters are
smaller than the number of pixels/voxels (K << N and n << N), this cost is
negligible. In order to make the prior terms robust to the number of constraints,
the α weights are chosen relative to the L2-norm of the term without priors,
αGr = αRel
∥∥∥∑x
[
∇T (x)∂W(x;0)
∂p
]T
E(x)
∥∥∥
L2∥∥∥∑Ki=1
[
∂Ci
∂p
∂p′
∂∆p
]T
Ci(p)
∥∥∥
L2
(10.19)
αHe = αRel
∥∥∥Hic
∥∥∥
L2∥∥∥∑Ki=1
[
∂Ci
∂p
∂p′
∂∆p
]T [
∂Ci
∂p
∂p′
∂∆p
] ∥∥∥
L2
, (10.20)
where αRel >= 0 is the relative weighting between the two terms. αRel = 0
corresponds to the inverse compositional without the prior term.
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10.2.5 Fast Grid-Based Image Registration
The inverse compositional scheme described above requires the computation
the Jacobian from equation 10.13 and subsequently the Hessian from equation
10.14. To take full advantage of the inverse compositional method, they must
be precalculated and stored. However, the storage requirement of the Jacobian
can be very large. In a naive implementation using a simple 3 × 3 × 3 grid,
space is needed for 81 · N floating point numbers with N being the number of
pixels in the image and potentially very large. So great care must be taken in
the implementation in order to exploit the speed gain provided by the inverse
compositional framework.
10.2.5.1 Calculating the Jacobian and the Hessian
The Jacobian consist of the gradient ∇T (x) =
[
∂T
∂x
∂T
∂y
∂T
∂z
]
of the target
image and the derivative of the warp ∂W
∂p
. ∇T (x) can be found using a simple
finite difference method or more elaborate methods using B -splines or similar
interpolating methods. The warp derivatives are very simple to calculate. As
mentioned, the parameters of the warp are simply the 3 ·mnp ordinates of the
displacements of the nodes,
p =
[
dx1,1,1 d
y
1,1,1 d
z
1,1,1 d
x
2,1,1 d
y
2,1,1 d
z
2,1,1 . . . d
x
m,n,p d
y
m,n,p d
z
m,n,p
]
, (10.21)
for a m× n× p grid. This and equation 10.1 yields
∂W
∂dxi,j,l
=
∂W
∂dyi,j,l
=
∂W
∂dzi,j,l
, (10.22)
meaning that the derivatives corresponding to the x, y, z components of one dis-
placement vector are equal. Each pixel x contributes to eight partial derivatives
only, corresponding to the eight surrounding grid nodes, cf. figure 10.2 for a 2D
example. Thus, for N pixels, an N×8 floating point value representation of ∂W
∂p
is possible using a simple lookup method. However, since the kernel function
k() only operates on the distance from a contributing pixel x to a node, an even
sparser representation of only Nreg × 8 is possible. Nreg is the number of pixels
surrounded by 8 neighboring grid nodes. For increasing grid sizes the space
requirement goes down.
Another property of ∂W
∂p
is seen from,
k(i+ 1− x) = 1− k(x− i), (10.23)
which holds for y and z as well. For a neighborhood of grid nodes, the derivative
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Figure 10.2: The derivative of the warp with respect to the node in the lower left
corner. It is non-zero only in the region bounded by the neighboring nodes.
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at x = (x, y, z) wrt. the parameters of the warp has the form,
∂W
∂pi,j,l
= k(x− i)k(y − j)k(z − l)
∂W
∂pi+1,j,l
= (1− k(x − i))k(y − j)k(z − l)
...
∂W
∂pi+1,j+1,l+1
= (1− k(x − i))(1− k(y − j))(1 − k(z − l)) (10.24)
Thus, to evaluate the derivative contribution for a single pixel x, only three
kernel function evaluations, k(x − i), k(y − j) and k(z − l) are needed. The
derivatives can then be found using simple multiplications and subtractions.
Finally the Jacobian is calculated as in equation 10.13, which means multiplying
the warp derivatives with the image gradients. However, the Jacobian with the
sparse representation mentioned above has a size of N ×24 floating point values
which requires a large amount of memory. Subsequently a compromise has to
be made, and in this work the image gradients and the warp derivatives are
stored separately, yielding space requirement for N × 3 plus Nreg × 8 numbers.
This means the multiplication of the gradients and the derivatives must be
performed each time the Jacobian is needed, yet precalculation of the Hessian
is still possible.
The Hessian is calculated as in equation 10.14. The sparseness of the Jacobian
is transferred into the Hessian. Figure 10.3 depicts the sparseness of the Hessian
for three grid sizes. Solving equation 10.11 requires the inversion of the Hes-
sian matrix. This usually destroys the sparseness and is very computationally
demanding. Furthermore, the Hessian can be very ill-conditioned, but making
use of iterative methods [47] for solving sparse linear equations, the inversion of
the Hessian can be avoided.
10.2.5.2 The Image Registration Algorithm
To estimate the transformation of the input image I into the target image T
minimization of equation 10.10 with respect to p is required. This is done by
first applying a coarse grid, eg. 3× 3× 3, and iteratively solving equation 10.11
until convergence. Subsequently a finer grid, eg. 5 × 5 × 5, is applied, and
so forth. This enables the estimation of small local transformations while still
being diffeomorphic [31]. A multilevel approach, using downsampled versions of
the images, is adopted to avoid local minima. Consequently, for each grid size,
optimization is done in a coarse-to-fine manner as well, starting the optimization
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Figure 10.3: Plot of non-zero elements in Hessian matrices, for grid sizes of 3×3×3,
5× 5× 5 and 9× 9× 9 .
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on a finer downsampling level with the parameters estimated on a coarser level.
See figure 10.4. At each iteration equation 10.12 must be used to update the
parameters. In this work the parameters of W(x;∆p) is estimated with the
first order approximation [8] −∆p. Thus the parameter update from equation
10.12 has the form,
p← p−∆p. (10.25)
When the optimization for one grid size converges, a finer grid is applied, ie.
a 3 × 3 × 3 is replaced with a 5 × 5 × 5. Composition of warps of difference
grid sizes is done in a simple manner. Figure 10.5 depicts the scheme. The grid
nodes of the higher level warp are transformed with the lower level warp. Thus,
the parameters from the lower level are transported into the higher level warp.
10.3 Results
10.3.1 3D Non-Rigid Registration
5 CT-volumes of the hind part of porcine carcasses are cross-registered to com-
pare the inverse compositional algorithm with the Lucas-Kanade algorithm. The
volumes are approximately 512x512x170 voxels of size [0.67,0.67,2] mm. After
rigid registration the two algorithms for non-rigid registration are applied and
the speed and accuracy are compared. Due to time considerations the 20 regis-
trations are done with images downsampled to 116 ,
1
8 and
1
4 of the original image
size for grids of size [3,5,7,9] per dimension. Figure 10.6 shows three slice planes
of a volume and their corresponding error images after a typical registration.
The main errors are along the border of the volume due to the large difference
in value between background and volume.
Rows 1 and 2 in table 10.1 show the mean value and standard deviation of the
number of iterations used before convergence, the final registration error and
the time consumption for the two algorithms. Row 3 shows the mean improve-
ment when using the IC algorithm and row 4 shows a paired T-test of significant
differences in the mean values. There are highly significant improvements (de-
noted by 1) in both speed and number of iterations. The mean final registration
error of the two methods are not significantly different. In this simple test
it therefore shows that the inverse compositional algorithm is as accurate as
the Lucas-Kanade algorithm, as expected, but is twice as fast for registration
of CT-volumes. The results are obtained using a Dell Latitude 810D, with a
2.0Ghz CPU and 2 gb of ram. The implementation of the Lucas-Kanade al-
gorithm utilizes the same sparseness properties as the implementation of the
inverse compositional algorithm. Thus, the algorithms perform similar memory
wise. The speed increase of the inverse compositional algorithm is due to the
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(a) Coarser level.
(b) Finer level.
Figure 10.4: Plot of the warpfield estimated on a coarse image level and the corre-
sponding field in a finer level.
Table 10.1: Comparison between the Lucas-Kanade algorithm and the inverse com-
positional algorithm based on 20 registrations.
Iterations Final Error Speed [sec.]
Lucas-Kanade (mean±std.) 160± 29 (7.6± 4.1) · 1011 436± 128
Inverse Compositional (mean±std.) 140± 15 (7.5± 4.0) · 1011 222 ± 45
Mean improvement with IC (%) 13 2 49
Paired T-test for difference in mean,
1=mean values are sign. diff. 1 (p < 0.006) 0 1 (p < 10−3)
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(a) Resulting 3× 3 grid.
(b) New 5× 5 grid
(c) Transformed 5× 5 grid
Figure 10.5: Composition of grids of different sizes.
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Figure 10.6: (a)-(c): CT-volume of a porcine carcass. (d)-(f): Error images.
precomputation of the Hessian and the target image gradient. In the paper [31]
by Cootes et al. the optimization is done by a simple gradient descent scheme.
The gradient is computed by displacement of each of the grid nodes in turn.
Early experiments have shown this approach to be very slow, so no compari-
son is made. However, no space is required for precomputation, and as such it
performs well memory wise.
10.3.2 Adding Constraints
If some prior knowledge is at hand before registration or if there is a need for
guiding the registration, adding constraints in the optimization scheme should
be considered. As an example 58 landmark constraints are applied in a 2D
affine warp of image I in figure 10.7(a) to image T in figure 10.7(b). The warp
W(x,p) of a pixel x is defined by 6 parameters in vector p
W(x,p) =
(
1 + p1 p3 p5
p2 1 + p4 p6
) xy
1

 . (10.26)
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The first order term in the linearization of the additive update is
∂p′
∂∆p
= −


1 + p1 p3 0 0 0 0
p2 1 + p4 0 0 0 0
0 0 1 + p1 p3 0 0
0 0 p2 1 + p4 0 0
0 0 0 0 1 + p1 p3
0 0 0 0 p2 1 + p4


. (10.27)
The error function of the prior part is defined as
Ci = (LmT,i −W(LmI,i;p)), (10.28)
where LmT,i is the i
th landmark in the target image T and LmI,i is the i
th
landmark in the input image I. The Jacobian of Ci then is
∂Ci
∂p
= −
(
LmI,i,x 0 LmI,i,y 0 1 0
0 LmI,i,x 0 LmI,i,y 0 1
)
, (10.29)
where LmI,i,x and LmI,i,y are the x- and y-coordinates, respectively, of the i
th
landmark in I.
Figure 10.7(c) shows the L2-norm of the intensity and prior error as αRel is
increased. αRel=0 corresponds to no constraints and αRel=1 corresponds to the
intensity and the constraints being weighted equally. The constraints improve
the registration as long as the intensity error is decreasing, i.e. for α-values
approximately between 0.8 and 1.6. The prior error will off course decrease
with increasing α-value. How much weight to put on the constraints depends
on the application but for this example weighting intensity and prior more or less
equal gives the best result. Figures 10.8(a)-10.8(c) show the difference between
the input image I and the target image T warped into the coordinate frame
of I, for αRel=0,1 and 2. The improvement in registration without constraints
compared to the registration with the intensity and constraints weighted equally
is obvious, especially in the area around the jaw.
Applying similar constraints as described in section 10.2.4 to the nonrigid case
or in 3D is straightforward, all you need to do is to define Ci and compute the
Jacobian and ∂p′/∂∆p.
10.4 Conclusion
This paper has presented an algorithm for registration of 3D images. Regis-
tration is done using grid-based warps in a coarse-to-fine manner, enabling the
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(a) Input image I.
(b) Target image T.
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(c) Intensity and prior errors vs. αRel.
Figure 10.7: 2D affine registration of 2 images with increasing weight on landmark
constraints.
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(a) I(x) − T (W(x;p)−1), αRel=0.
(b) I(x)− T (W(x;p)−1), αRel=1.
(c) I(x)− T (W(x;p)−1), αRel=2.
Figure 10.8: 2D affine registration of 2 images with increasing weight on landmark
constraints.
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registration of even fine structures in the images while still being diffeomorphic.
Using the inverse compositional framework for optimization, the algorithm per-
forms very fast. Exploitation of the sparseness of the grid-based warps and the
properties of the interpolating kernel, enables the precomputation of the Hes-
sian and the target image gradient. The algorithm has a two-fold increase in
speed compared to a Lucas-Kanade based algorithm.
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Appendix A
Demos
This appendix contain examples of two demo-tools produced during the course
of the project. Both where implemented in order to demonstrate the concepts
behind the Virtual Slaughterhouse to employees in the Danish slaughterhouse
industry.
A.1 OinkExplorer
Live demonstration of the concept of virtual cuts. A tool for interactive place-
ment of a cutting plane. Real time estimated of the weight of each product is
displayed while the plane is moved.
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Figure A.1: Demo application: OinkExplorer. Demonstrating interactive placement
of a cutting plane.
A.2 OinkDemo 137
Figure A.2: Demo application: OinkDemo. Cuts a middle part into of a carcass into
ribs, 18cm back and belly.
A.2 OinkDemo
Demonstration of automatic cutting of a middle part of a carcass into ribs, 18cm
back and belly. Fat, meat and bone content is displayed.
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