Sequence Modelling with Deep Learning for Visual Content Generation and Understanding by Yang, Zongxin
 
 
Sequence Modelling with Deep 
Learning for Visual Content 
Generation and Understanding 
by Zongxin Yang 
 
Thesis submitted in fulfilment of the requirements for  
the degree of  
 
Doctor of Philosophy 
 
under the supervision of Prof. Yi Yang 
University of Technology Sydney 




CERTIFICATE OF ORIGINAL AUTHORSHIP
I, Zongxin Yang declare that this thesis, is submitted in fulfilment of therequirements for the award of Doctor of Philosophy, in the Faculty ofEngineering and Information Technology at the University of Technology
Sydney.
This thesis is wholly my own work unless otherwise referenced or acknowl-
edged. In addition, I certify that all information sources and literature used
are indicated in the thesis.
This document has not been submitted for qualifications at any other aca-
demic institution.
This research is supported by the Australian Government Research Training
Program.
Signature:
Date: 16th Jul, 2021
iii
Production Note:
Signature removed prior to publication.

ABSTRACT
Although convolutional neural networks have proven to be effective and stablein image feature learning, sequence modelling is still critical for learning spa-tial and temporal context information. In an image scenario, different semantic
structures can be regarded as a sequence arranged along the horizontal (or vertical)
direction. Moreover, in a video scenario, temporal sequence modelling is necessary for
understanding inter-frame relationships, such as object movement and occlusion. This
thesis explores more effective spatial or temporal sequence modelling for image or video
scenario understanding. For the former, an encoder-decoder framework is proposed to
split an input scenario into a sequence of spatial features and reconstruct the input. By
modelling spatial sequence information, the framework can even predict new scenes with
very large scales in length while keeping a consistent style regarding the given input.
For video understanding, the thesis processes temporal sequences in a recurrent manner
(i.e., frame by frame), which is more memory-efficient. In addition, the thesis proposes
to implicitly impose the feature embedding of each target and relative background to
be contrastive throughout the temporal sequence, promoting the results of downstream
tasks accordingly. Besides, a novel transformation module is designed to model channel
relationships for improving intra-frame representation ability. To validate proposed
approaches and components, extensive experiments are conducted on image outpainting,
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