For an insurance company with reserve modeled by the spectrally negative Lévy process, we study the optimal impulse dividend maximizing the expected accumulated net dividend payment subtracted by the accumulated cost of injecting capital. In this setting, the beneficiary of the dividends injects capital to ensure a non-negative risk process so that the insurer never goes bankrupt. The optimal impulse dividend and capital injection strategy together with its value function are obtained.
Introduction
For an insurance company with the option to pay out dividends from its surplus to the beneficiary up to the discrete time of ruin, De Finetti (1957) proved that to maximize the expected total amount of discounted dividends till ruin the optimal way of paying out dividends is to adopt a barrier strategy, i.e., the excess of the net surplus above some non-negative level is paid out as dividend to shareholders. In the literature, the dividend optimization problem is formulated as the impulse control problem when dividend is imposed with a fixed transaction cost. In recent years, much progress in the optimal impulse dividend (OID) has been made for various surplus processes.
In the classical Cramér-Lundberg (CL) risk model, Bai and Guo (2010) studied an OID problem with transaction cost and tax for dividends, and for claims of the exponential distribution the OID strategy reduces the reserve to one level u 1 ∈ [0, u 2 ) whenever it is above or equal to the level u 2 , called (u 1 , u 2 ) strategy. For the dual classical CL risk model, Zhou and Yiu (2014) also considered an OID problem with fixed/proportional transaction cost of the dividends and derived the OID strategy via a quasi-variational inequality argument. Bai and Paulsen (2010) studied the OID problem with transaction cost for a class of general diffusion risk processes and derived the (u 1 , u 2 ) OID strategy. In the setting of spectrally negative Lévy (SNL) risk process, Loeffen (2009b) considered the problem under the condition that the Lévy measure has a completely monotone density, and for the spectrally positive Lévy (SPL) risk process with constant transaction cost of dividends, Bayraktar (2014) proved that the (u 1 , u 2 ) strategy is the OID one too. For more on impulse dividend control problems, we refer readers to Hernández In the literature there are also research on the dividend optimization in risk models with capital injection being imposed a fixed transaction cost, and the corresponding optimization becomes an impulse control problem. In the setting of the dual classical CL risk model, Yao et al. (2011) studied a dividend payments and capital injections control problem and found that the optimal dividend and capital injection (ODCI) strategy, which maximizes the expected present value of the dividends subtracted by the discounted cost of capital injections, pays out dividends according to a barrier strategy and injects capitals to bring the reserve up to a critical level whenever it falls below 0. Under the drifted diffusion risk model, Peng et al. (2012) investigated the optimal dividend problem of an insurance company, which controls risk exposure by reinsurance and by issuing new equity to protect from bankruptcy. The corresponding ODCI strategy also pays dividends by a barrier strategy and injects capital to bring reserve up to a critical level whenever it falls below 0. In the setting of SPL risk process with the dividend rate restricted, considered an ODCI problem and found that the optimal way of paying dividends is the threshold strategy. For more on dividend optimization in risk models with capital injection being imposed with proportional or fixed transaction cost we refer readers to Zhu (2017) The majority of the dividend optimizations are formulated as non-impulse stochastic control problems. For SNL risk processes with the expected present value of dividends until ruin (the expected present value of the dividends subtracted by the discounted costs of capital injections) as its value function, Avram et al. (2007) identified the condition under which the barrier dividend strategy (resp, the barrier dividend strategy together with capital injection strategy that reflects the reserve process at 0) is optimal among all admissible strategies. Non-impulse dividend optimization for the SNL risk process can also be found in Loeffen (2008 Loeffen ( , 2009a , Loeffen and Renaud (2010) , Kyprianou and Palmowski (2007) , Renaud and Zhou (2007) , Kyprianou Motivated by Avram et al. (2007) and Loeffen (2009b) , this paper studies a general OID problem through maximizing the expected accumulated discounted net dividend payment subtracted by the accumulated discounted cost of injecting capital in the setup of the SNL risk process. The novelty lies as follows: (i) compared with the existing OID results under diffusion or general Lévy setup, the present model brings in the capital injection in an optimal way reflecting the corresponding risk process at 0, and (ii) compared with the existing OID results concerning capital injection, this model studies the Lévy setup, a more general driven process. In this paper the discussion follows the standard treatment of Hamilton-Jacobi-Bellman (HJB) inequality in control theory. We first find the optimal one among all (z 1 , z 2 ) impulse dividend and capital injection (IDCI) strategies, and then we prove that it is optimal among all IDCI strategies via a verification argument. To facilitate the standard HJB framework, we employ some more subtle approaches within each step, for example, the novel technique to derive Proposition 3.3, and the mollifying argument to prove the modified verification lemma (Lemma 4.1).
The remaining of this paper rolls out as follows: Section 2 comprises some preliminaries concerning the SNL process and the mathematical setup of the dividend optimization problem. In Section 3 we represent the value function of a (z 1 , z 2 ) IDCI strategy using the scale function associated with the SNL process, and this facilitates us to characterize the optimal one among all (z 1 , z 2 ) IDCI strategies, which will be further proved to be the optimal among all admissible IDCI strategies. In Section 4 we first prove that a solution to the HJB inequalities coincides with the optimal value function via a verification lemma, then the solution to the HJB inequality is constructed, and the optimal strategy is found to be a (z 1 , z 2 ) IDCI strategy under which the risk process is reflected at 0. Also, in Section 5 we illustrate the optimal IDCI strategy by using one numerical example.
Formulation of the dividend optimization problem
Let X = {X(t) : t ≥ 0} with probability law {P x : x ∈ [0, ∞)} and natural filtration F = {F t : t ≥ 0} be a SNL process, which is not a pure increasing linear drift or the negative of a subordinator.
Denote the running supremumX(t) := sup{X(s) : s ∈ [0, t]} for t ≥ 0. Assume that in the case of no control (neither dividend is deducted nor capital is injected), the risk process evolves as X(t) for t ≥ 0. An impulse dividend strategy, denoted by D = {D(t) : t ≥ 0}, is a one-dimensional, nondecreasing, left-continuous, F-adapted and pure jump process started at 0, i.e., D(0) = 0 and D(t) defines the cumulative dividend that the company has paid out until time t ≥ 0. In order that the insurance company will not go bankrupt, the beneficiary of the dividend is required to inject capital into the insurance company to ensure the risk process nonnegative. A capital injection strategy, denoted by R = {R(t) : t ≥ 0}, is a one-dimensional, nondecreasing, càdlàg, F-adapted process started at 0, i.e., R(0) = 0 and R(t) defines the cumulative capital that the beneficiary has been injected until time t ≥ 0. The combined pair (D, R) is called an IDCI strategy. More explicitly, an impulse dividend strategy D is characterized by
where τ D n and η D n are the n-th time and amount of dividend lump sum payment, respectively. With dividends deducted according to D and capital injected according to R, the controlled aggregate reserve process is then given by
For a strategy (D, R) ∈ D, the set of all admissible dividend and capital injection strategies, denote the value function
where c > 0 is the transaction cost for each lump sum dividend payment and φ > 1 is the cost of per unit capital injected. The goal is to find the value function of an optimal strategy (D * , R * )
Intuitively speaking, because of φ > 0 and q > 0, it would be better if the capital is injected as late as possible, and no more capital injection is made than just enough to keep the corresponding risk process nonnegative.
The Laplace exponent of X is
where ν is the Lévy measure with (0,∞) (1 ∧ x 2 )ν(dx) < ∞. Alternatively,
where B(t) is the standard Brownian motion, N (ds, dx) is an independent Poisson random measure on [0, ∞) × (0, ∞) with intensity measure dsν(dx) andN (ds, dx) = N (ds, dx) − dsν(dx) denotes the compensated random measure.
It is known that ψ(θ) < ∞ for θ ∈ [0, ∞) in which case it is strictly convex and infinitely differentiable. As in Bertoin (1996) , the q-scale function of X, for each q ≥ 0,
is the unique strictly increasing and continuous function with Laplace transform
where Φ(q) is the largest solution of the equation ψ(θ) = q. Further let W (q) (x) = 0 for x < 0 and write W for the 0-scale function W (0) . For any x ∈ R and ϑ ≥ 0, there exists the well known exponential change of measure for a SNL process
Furthermore, under the probability measure P ϑ x , X remains a SNL process and we denote by W Note that we do not impose the safety loading condition ψ (0+) ≥ 0. Instead, ψ (0+) > −∞ is assumed throughout the paper.
3 The (z 1 , z 2 ) type dividend and capital injection strategy
For the Lévy process X, denote the reflected process at infimum (or at 0)
Let T + a := inf{t ≥ 0 : Y (t) > a} and τ + a := inf{t ≥ 0 : U (t) > a} be the up-crossing times of level a ≥ x of the processes Y and U in (2.1), respectively. By convention inf ∅ = ∞. Denote further
Then, for x ∈ [0, b] and q ≥ 0, it follows from Pistorius (2004) that
(3.1) Proposition 3.1 is useful in finding the optimal IDCI strategy and its associated value function.
Proposition 3.1. The function V * (x) is continuous and nondecreasing over [0, ∞). In particular,
Proof: By definition, any admissible IDCI strategy associated with the initial reserve x ≥ 0 also serves as an admissible IDCI strategy associated with the initial reserve y ≥ x. Then it follows
For any ε > 0 and y > x, one can find an admissible IDCI strategy (D ε y , R ε y ) such that
where R ε y (t) ≥ − inf 0≤s≤t X(s) − D ε y (s) ∧ 0 because the latter is the minimum amount of capital injection needed to keep the reserve (applying dividend strategy D ε y ) being nonnegative. Define the admissible IDCI strategȳ
where θ is the time-shift operator. Then, D ε x ,R ε x is indeed an admissible IDCI strategy associated with the initial reserve x. Denote
Due to (3.2) and (3.1) it holds that
where we have used in the first equality of (3.3) a similar argument as (4.8) in Avram et al. (2007) .
By setting ε ↓ 0 and then y ↓ x (x ↑ y, respectively) in the above we reach continuity of V * (x).
For any ε > 0 and y ≥ x ≥ 0, denote (D ε x , R ε x ) an admissible IDCI strategy associated with the initial reserve
where τ 
According to (D ε y , R ε y ) we have
, one important type of IDCI strategy: a lump sum dividend payment is made to bring the reserve level down to the level z 1 once the reserve goes above the level z 2 , while no dividend payment is made whenever the reserve level is below z 2 , and the capital injection process R z 2 z 1 (t) = − inf 0≤s≤t X(s) − D z 2 z 1 (s) ∧ 0 reflects the risk process at 0. In Proposition 3.2 we express V z 2 z 1 , the value function of the (z 1 , z 2 ) strategy, in terms of scale functions.
and, for x ∈ [z 2 , ∞),
5)
Proof: The expected discounted total lump sum dividend payment
Particularly, setting x = z 1 in the above we have f (
Hence, it holds that
Let g(x) be the expected discounted total capital injection. For x < z 2 ,
where a similar argument as (4.8) in Avram et al. (2007) is used. Particularly, setting x = z 1 in the above we solve
and thus (3.4 ) and (3.5) follow from (3.6), (3.8) and (3.9) immediately.
for all x ∈ [0, z 2 ]. Proposition 3.3 serves as a characterization of the optimal one among all (z 1 , z 2 ) IDCI strategies.
Therefore, it holds that 
On the other hand, since, as z → ∞,
and thus there existsz
In combination with (3.13) and (3.14), we have
, for all z 2 ≥z 0 ∨z 0 .
Owing to (3.12) , it holds that
Thus, there exists z 0 ∈ (z 0 ∨z 0 , ∞) such that
As a result, we conclude that, all global maximum
Since ξ(z 1 , z 2 ) is continuous in the bounded and closed region
For IDCI strategies (z 1 , z 2 ) and (z 1 , z 2 ) with z 2 − z 1 = z 2 − z 1 = c and z 2 > z 2 , it is clear that
where, τ + x∨z 2 +i(z 2 −z 1 ) and τ + x∨z 2 +i(z 2 −z 1 ) are the corresponding first up-crossing times of the risk processes after adopting strategies (z 1 , z 2 ) and (z 1 , z 2 ), respectively. Hence, by definition one can
which, by (3.8), can be rewritten as, for x ∈ [0, , then it holds that ∂ ∂z 2 ξ(z 1 , z 2 ) = 0. That is (3.11).
By L'Hopital's rule,
.
In view of z 2 ≥ z 1 + c and non-decreasing property of W (q) and Z (q) , we have lim
In combination with Cauchy's mean value theorem It is interesting to see that this expression is independent of z 1 , while it is not the case for IDCI strategy (z 1 , z 2 ) / ∈ M (cf., (3.4) and (3.5)).
Proposition 3.4. For (z 1 , z 2 ) ∈ M, the value function of the (z 1 , z 2 ) IDCI strategy is
Given (z 1 , z 2 ) ∈ M, one can verify
is continuous on [0, ∞). If the scale function is differentiable, then one can also verify that
is continuous on [0, z 2 ) and (z 2 , ∞). However, [V z 2 z 1 (x)] is not evidently continuous at z 2 . In fact, twice differentiability at z 2 is not guaranteed even if continuous differentiability is imposed on W (q) .
Furthermore, if the scale function is only assumed to be piece-wise continuously differentiable (as in Lemma 4.1 and Theorem 4.2), then [V z 2 z 1 (x)] is also piecewise well-defined and piecewise continuous.
is continuous and nondecreasing on [0, ∞), and 
In combination with these arguments we reach [V z 2 z 1 (x)] ≤ φ for x ∈ [0, z 2 ]. Also, it holds that
In particular,
Note that V z 2 z 1 (x) is continuous and nondecreasing over [0, ∞). The nondecreasing property of V z 2 z 1 gives rise to (3.18) for 0 ≤ y, x < ∞ such that y + c > x. By (3.15), (z 1 , z 2 ) ∈ M, (3.10) and (3.11) we have
Therefore, by (3.19) one can obtain that, for 0 ≤ y ≤ x ≤ z 2 such that y + c ≤ x,
Characterization of the optimal IDCI strategy
As remarked in Section 3, even if continuously differentiability is imposed on W (q) , twice differentiability of V z 2 z 1 at z 2 is still absent in general, let alone the continuity of [V z 2 z 1 ] at z 2 . Furthermore, if we relax conditions and only assume that W (q) is piece-wise continuously differentiable, then
is also piecewise well-defined and piece-wise continuous over [0, ∞). In order to verify the optimality of a particular IDCI strategy (z 1 , z 2 ) ∈ M which produces a value function that lacks twice differentiability at finitely many points, we need a modified verification lemma.
and a nonnegative integer m. Suppose that V (D * ,R * ) (x) is continuous and non-decreasing in x, and
Proof: To avoid tedious reduplicate arguments, we only prove the case m = 1. For simplicity, write i.e., both U (t−) and U (t) are restricted to the bounded closed set 1 ∞) ) is any function satisfying condition (4.1).
Because of f (x) /
∈ C 2 (0, ∞), Itô's formula can not be applied directly on f (x). To circumvent this difficulty let us construct the following sequence of twice continuously differentiable functions, ∞) ). By the Lagrange's MVT we should have
) and x ∈ d + 1 N , N , and almost surely
which is (4.7).
From (4.4) it is seen that f n (x) inherits continuity and non-decreasing property from f (x). By is an (F t )-martingale with zero mean. Indeed, the integrand of the above stochastic integration is bounded from below and above owing to (4.3) and
where we have used f (x) ∈ C(0, ∞) and the second equality in (4.4) . Similarly, the integration
is also an (F t )-martingale with zero mean.
Taking expectation on both sides of (4.14) and recalling that (A − q)f n (x) ≤ 0 for all n > 
and hence by assumption we reach
Since the reverse of the above inequality is trivial, we conclude with the desired equality.
By Lemma 4.1, absence of twice continuously differentiability of the function V D * R * (x) at finitely many points will not affect the optimality verification arguments for the candidate optimal dividend and capital injection strategy (D * , R * ). Suppose that the scale function W (q) is piece-wise continuously differentiable on (0, ∞). Let (z 1 , z 2 ) ∈ M, then the (z 1 , z 2 ) strategy is the optimal one among all admissible IDCI strategies.
Proof: Given (z 1 , z 2 ) ∈ M, we claim that
where 
Since z 2 ≥ 0 holds trivially, we need only to prove that z 2 ≥ a 0 for the case of φH(0) > 1.
When φH(0) > 1, by the second identity in (4.17) and the decreasing property of H, 1−φZ (q) (x) qW (q) (x) is increasing (decreasing) over [0, a 0 ) ((a 0 , ∞)), and attains its global maximum at a 0 . In fact, when
qW (q) (a 0 ) we should have z 2 = a 0 ; when 1−φZ (q) (z 2 ) qW (q) (z 2 ) < 1−φZ (q) (a 0 ) qW (q) (a 0 ) we should have z 2 > a 0 , otherwise we have z 2 ∈ (z 1 , a 0 ) and hence
which contradicts the fact that ξ attains its global maximum at (z 1 , z 2 ). Thus (4.17) holds true. With Proposition 3.5, we need only to prove AV z 2
is the set of points where twice continuously differentiability is absent for W (q) (·).
Given x ∈ (0, z 2 ), without loss of generality we may assume x ∈ (d i , d i+1 ) ∩ (0, z 2 ) for some
with τ − d i and τ + d i+1 ∧z 2 defined via (4.18). By the strong Markov property of the process X, we have
which implies that the right hand side of the above display is a martingale. Here, we have used the fact that no dividends are paid out and no capital is injected during the time interval [0, r ∧ τ ); i.e.
The martingale property of the process e −q(r∧τ ) V z 2 z 1 (U (r ∧ τ )) r≥0 implies
Taking expectation on both sides of the above display after localization, we have
where {T m,n ; m, n ≥ 1} is the sequence of localizing stoping times defined in Lemma 4.1. Divided by E x [r ∧ τ ∧ T m,n ] on both sides and then setting r ↓ 0 in the above, we get (4.19) for x ∈ (0, z 2 ) \ {d 1 , · · · , d m }. For a more detailed proof of (4.19), we can also turn to Proposition 2.1 of Højgaard and Taksar (1999) . Letting x ↓ 0, we get (4. 19 ) for x = 0 if d i = 0 for all 1 ≤ i ≤ m.
Then, we reach (4.19) for x ∈ [0, z 2 ) \ {d 1 , · · · , d m }. Thus, it suffices to further prove Using much similar arguments as used in proving (4.19) we can get
Meanwhile, by the continuity of the function AV z 2
for z ∈ [0, z 2 ),
That is, h(z) is nondecreasing with respect to z. Hence, it holds that Now, as per Lemma 4.1, the (z 1 , z 2 ) strategy is optimal among all admissible IDCI ones.
A numerical example
To illustrate the findings in previous sections we provide some numerical results in this section.
Assume that the driving process follows
a Brownian motion with drift, where µ ∈ R, σ > 0, and {B(t)} is the standard Brownian motion.
As per Kyprianou et al. (2013) , the q-scale function for the above Brownian motion is
and w = µ σ 2 . Let α = w + δ and β = w − δ. By definition we have
Hence, for 0 < c ≤ z 1 + c < z 2 < ∞, it holds that
where ζ(z 1 , z 2 ) = α(e −βz 2 − e −βz 1 ) − β(e −αz 2 − e −αz 1 ). Differentiating both sides of (5.1) with respect to z 1 we get
Differentiating both sides of (5.1) with respect to z 2 we get
α(e −βz 2 −1)−β(e −αz 2 −1) > 0, excluding the possibility for the global maximizer of ξ to lie on the line z 1 = 0. Since it is proved (cf., Proposition 3.3) that the global maximizer of ξ can not be attained on the line z 2 = z 1 + c, we claim that the ξ is maximized at an interior point of the set {(z 1 , z 2 ) : z 1 , z 2 ∈ [0, z 0 ], z 1 + c ≤ z 2 } for some bounded z 0 > 0 (see the arguments right below (3.15)). Thus, if (z 1 , z 2 ) is the global maximizer of ξ, then (5.1), (5.3) and (5.5) should hold simultaneously. Combining (5.3) and (5.5) yields
which is equivalent to
Similarly, combining (5.1) and (5.3) yields
which is further simplified as
Now, we are ready to present the numerical results. First, we set µ = 1, σ = 0.36, q = 0.05, c = 0.1 and φ = 0.05. Numerically (5.6) and (5.7) are uniquely solved by (z 1 , z 2 ) = (0.02682, 2.12950), a maximizer of ξ. According to the previous argument, it must be the global maximizer of ξ. In fact, by routine calculus we can verify that, at (z 1 , z 2 ) = (0.02682, 2.12950),
ζ(z 1 , z 2 ) < 0, ∂ 2 ξ(z 1 , z 2 ) ∂z 1 ∂z 2 = ∂ 2 ξ(z 1 , z 2 ) ∂z 2 ∂z 1 = 0, and hence ∂ 2 ξ(z 1 ,z 2 ) ∂z 2 1 ∂ 2 ξ(z 1 ,z 2 ) ∂z 2 2 − ∂ 2 ξ(z 1 ,z 2 ) ∂z 1 ∂z 2 ∂ 2 ξ(z 1 ,z 2 ) ∂z 2 ∂z 1 > 0, verifying that (z 1 , z 2 ) = (0.02682, 2.12950) is the global maximizer of ξ. This is also confirmed in Figure 1(a) . Also, as is seen in Figure 1 With the optimal (z 1 , z 2 ) = (0.02682, 2.12950) strategy, we can plot its associated value function It is observed in Figure 2 (a) that the segment in blue (i.e. x ≤ 2.1295) shapes similar to a straight line even though its underline function is actually a combination of exponential functions.
(a) Curve of V z 2 z 1 (x) (b) Optimal lump sum dividend amount w.r.t. c Figure 2 : Function V z 2 z 1 (x) and optimal dividends
Next, let us examine the parameter sensitivity concerned with c and φ, both playing a critical role in our model. To avoid repetitiveness, we omit the checking arguments of the maximizers of ξ. Also, for ease of comparison, we set µ = 1, σ = 0.36 and q = 0.05 thereafter. For φ = 1.05,
in Table 1 of the maximizer of ξ for c = 0.01, 0.02, . . . , 0.20, z 1 is seen to have a slow but steady downward trend when c increases while z 2 has a solid upward trend instead. Further, in Figure   2 (b), the individual dividend amount z 2 −z 1 and the net individual dividend amountz 2 −z 1 −c both display a solid increasing trend when the transaction cost c increases. This is reasonable because the better way of paying dividends is to pay out more each time with a higher dividend threshold when transaction cost increases. For c = 0.1, Table 2 lists the maximizer ξ for φ = 1.01, 1.02, . . . , 1.20. It is seen that both z 1 and z 2 have steady upward trends when φ increases. However, z 2 − z 1 and z 2 − z 1 − c in this case almost keep constant no matter how φ changes. As is seen in Figure 3 , when the cost of capital injection goes up, it is more beneficial to have a higher dividend threshold, which partially reduces the chance of needing capital injection. Also, the increasing trend of z 1 upon φ lowers the negative impact of dividends on the solvency of the insurer, helping the company to reduce the need of additional capital as well. On the other hand, the amount of money paid out in each dividend does not depend on φ, but on the value of c which has been observed in the previous case.
