The ability to process speech signals under challenging listening environments is critical 45 for speech perception. Great efforts have been made to reveal the underlying single unit 46 encoding mechanism. However, big variability is usually discovered in single-unit responses, 47 and the population coding mechanism is yet to be revealed. In this study, we are aimed to study 48 how a population of neurons encodes behaviorally relevant signals subjective to change in 49 intensity and signal-noise-ratio (SNR). We recorded single-unit activity from the primary 50 auditory cortex of awake common marmoset monkeys (Callithrix jacchus) while delivering 51 conspecific vocalizations degraded by two different background noises: broadband white noise 52 (WGN) and vocalization babble (Babble). By pooling all single units together, the pseudo-53 population analysis showed the population neural responses track intra-and inter-trajectory angle 54 evolutions track vocalization identity and intensity/SNR, respectively. The ability of the 55 trajectory to track the vocalizations attribute was degraded to a different degree by different 56 noises. Discrimination of neural populations evaluated by neural response classifiers revealed 57 that a finer optimal temporal resolution and longer time scale of temporal dynamics were needed 58 for vocalizations in noise than vocalizations at multiple different intensities. The ability of 59 population responses to discriminate between different vocalizations were mostly retained above 60 the detection threshold. 61
Introduction [700/650 words] 73
Due to the inherent noise in the activity of individual neurons, multiple presentations of 74 an identical sensory stimulus do not yield exactly the same spike trains. By computing the 75 spiking rate averaged across trials to get rid of the response noisiness, researchers have generally 76 expected to estimate the true firing rate driven by a stimulus. Large amounts of single-unit 77 analysis have been conducted in this fashion. In studying neural responses to auditory stimuli, 78 much insight has been gained from analyzing coding properties of individual neurons and at a 79 population level that averaged across individual cells, based upon the simplistic rate-coding 80 hypothesis (Aitkin et al. 1986; Barbour 2011; Bendor and Wang 2005; Imig et al. 1990; Woolley 81 et al. 2006 ). However, the information represented by the ensemble of individual neurons has 82 typically been overlooked. This seems to be a minor concern for studies investigating relatively 83 simple acoustic stimuli, such as pure tones, but there is study showing that even stationary 84 acoustic stimuli induce dynamic responses on a population level. For more complicated acoustic 85 signals with rich temporal-spectral structures, for instance, marmoset vocalizations (Gehr et al. 86 2000; Nagarajan et al. 2002) , an analytical method for inspecting the response properties among 87 populations is needed. 88
In contrast to single-unit coding, population coding hypothesizes that the stimulus 89 information is encoded in the brain by a large population of neurons via distributed firing rate 90 patterns (McIlwain 2001) . Over the past two decades, multiple population analyses have 91 emerged to reveal the neural encoding and decoding properties at the population level, such as 92 population variability analysis and spatiotemporal coding analysis (Churchland et al. 2010) . 93
More importantly, to study the dynamics of population variability in response to vocalizations at 94 multiple intensifies and SNR, this paper further asks whether acoustic features of vocalizations 95 modulate the population variability of the ongoing neural activities. 96 Neocortical neurons generate time-varying firing patterns with particular temporal 97 structures. In the sensory areas, even presentation of a temporally unstructured stimulus, such as 98 a stationary odor or pure tone, is likely to induce a complex temporal pattern of spiking (Bartho 99 et al. 2009; Stopfer et al. 2003) . By unifying the temporally-structured responses of individual 100 neurons, we can visualize the complex spatiotemporal patterns at the population level. The 101 spatiotemporal patterns of the population responses vary with the stimulus when a particular 102 feature of the stimulus is slightly changed, such as intensity (Stopfer et al. 2003) . Such 103 visualization analysis has revealed the dynamics of responses to relative simple stimuli, however, 104 little is known about the spatiotemporal patterns of complex vocalization stimuli. Here, by 105 varying intensities and SNR levels, the alteration of spatiotemporal patterns of population neural 106 responses to five marmoset conspecific vocalizations was studied and the hypothesis that the 107 population responses are not just a linear scaling of their amplitude was tested. 108
Neurometric analysis is a useful tool for linking neural activity with perception to 109 identify the underlying neural substrate that generates the sensory perception and behaviors of 110 interest (Walker et al., 2008) . Individual neurons vary widely in their ability to discriminate 111 complex acoustic stimuli (Narayan et al. 2006; Schneider and Woolley 2010; Wang et al. 2007) . 112 However, the degree to which a population of neurons can recognize different types of 113 vocalizations at multiple intensities and SNR levels is not well known. Would distributed firing 114 rate patterns across a whole population of recorded cells optimize the performance of the 115 stimulus discrimination task, or is there a subpopulation of neurons that yields the best 116 performance? With respect to the dynamics along the time course, does a population of neurons 117 have a constant discriminability, or are the neural responses at certain time epochs better than at 118 others? These questions were investigated by building population response decoding models that 119 are sensitive to temporal discharge patterns. Using this decoding tool, we further inferred the 120 perception intensity threshold of vocalizations and the detection threshold of vocalizations 121 masked with WGN/Babble noise. 122
In summary, in this paper, by pooling the activities of individual neurons in response to 123 vocalizations at multiple intensities and SNR levels, we analyzed population responses from 124 three aspects: population response variability with respect to time, the spatiotemporal structures 125 of population responses, and the ability of population responses to identify stimuli under 126 different experimental conditions. 127 128 University in St. Louis Animal Studies Committee. 133
The experimental materials and procedures were similar to those reported previously 134 Ni et al. 2016 ). Adult common marmoset monkeys (Callithrix jacchus) were 135 used as subjects. Subjects were trained to sit upright in a custom, minimally restraining primate 136 chair inside a double walled sound-attenuation booth (IAC 120a-3, Bronx, NY) while their heads 137 were fixed in place by head posts for the same length of duration as that would be for physiology 138 recording. After they became used to this setup, a custom head cap for recording was surgically 139 affixed to the skull of each subject, and temporalis muscle was removed during surgery. The 140 location of the vasculature running within the lateral sulcus was marked on the skull. According 141 to the landmark, microcraniotomies (<1 mm diameter) were drilled through the skull with a 142 custom drill directly over auditory cortex. The location of A1 was identified anatomically based 143 upon lateral sulcus and bregma landmarks and confirmed with physiological mapping (Stephan 144 et al. 2012) . Before experiments, the animals were allowed to take sufficient time to recover 145 following the surgery. 146 A single high-impedance tungsten-epoxy 125 µm electrode (~5 MΩ @ 1 kHz, FHC, 147 Bowdoin, ME) was advanced perpendicularly to the cortical surface within the 148 microcraniotomies. Microelectrode signals were amplified using an AC differential amplifier 149 (AM systems 1800, Sequim, WA) with the differential lead attached to a grounding screw. 150
Single-unit action potentials were sorted online using manual template-based spike-sorting 151 hardware and software (Alpha Omega, Nazareth, Israel). When a template match occurred, the 152 spike-sorting hardware relayed a TTL pulse to DSP system (TDTRX6, Alachua FL) that 153 temporally aligned recorded spike times (2.5 µs accuracy) with stimulus delivery. The recording 154 locations within the head cap were varied daily, covering all the areas of interest. 155
Acoustic stimulation 156
Two types of noises, white Gaussian noise (WGN) and 4-vocalization babble noise 157 (Babble), were mixed with five natural marmoset conspecific-vocalizations from distinct 158 acoustic classes (Trill-Phee, Peep-Trill, Trill-Twitter, Tsik-String and Peep-String) to generate 159 noisy vocalizations at eight different signal-to-noise ratios (SNR; -15 dB SPL to 20 dB SPL with 160 5dB SPL interval, plus pure noise and clean vocalization). Spectral power was normalized at 161 each SNR level. The five calls were selected to represent most of the acoustic features of a set of 162 twenty calls. In order to distinguish the onset responses induced by the components of noise and 163 vocalization in the synthesized stimuli, two 250 ms intervals of pure noise were concatenated to 164 both ends of each noisy vocalization. Babble noise was created by shuffling superimposed 50 165 ms-long pieces of four vocalizations, which were different from the five test vocalizations. Both 166 WGN and babble were synthesized with duration equivalent to the longest vocalization, the Trill-167
Phee. For the other four vocalizations, WGN and babble noise were truncated to the same length 168 as each vocalization. 169
Experimental procedure 170
Single-unit activities in auditory cortex were recorded from two alert adult marmoset 171 monkeys while they were passively listening to the playback of natural and synthesized 172 conspecific vocalizations. Auditory neurons were detected based upon their responses evoked by 173 pure tones and vocalizations. Once an auditory neuron was isolated, its characteristic frequency 174 was estimated by using random spectrum stimuli (Barbour and Wang 2003) and/or pure tones.
Next, its rate level functions of five vocalizations were measured with attenuations from 30dB to 176 90dB with 20dB step in random order with 10 repetitions. The attenuation evoking strong 177 responses to most of the vocalizations was selected to deliver noisy vocalizations. Degraded 178 versions' of five vocalizations were also randomly displayed with repetitions between 5 and 10. 179
Analysis 180
The dataset is the recorded single-unit responses to five vocalizations (Trillphee, 181
Peeptrill, Trilltwitter, Tsikstring, and Peepstring) at four intensities (from 15 dB SPL to 75 dB 182 SPL, in 20 dB SPL steps). In total, N = 326 single units were included in the analysis. 183
For each unit of both datasets, a peristimulus time histogram (PSTH) for each response 184 trial was calculated by binning spike trains into rate vectors with a 50 ms window in 10 ms steps. 185
The following data analyses are based upon this preprocessing, unless otherwise stated. All data 186 analyses were conducted in MATLAB R2014a (The MathWorks Inc, Natick, MA). Because 187 most of the neurons in our dataset were recorded sequentially one at a time, we created pseudo-188 populations to substitute for simultaneous recordings. Creating these pseudo-populations 189 potentially ignores the correlation between individual neurons that exists in a simultaneously 190 recorded neuronal population, and may change the estimates of the absolute level of 191 performance. The majority of conclusions drawn in this study, however, would most likely not 192 be altered by the sequential recording, because previous studies show that similar conclusions are 193 obtained by simultaneously recorded neurons and sequentially recorded neurons (Aggelopoulos 194 (2)
Similarly, we also calculated the angle evolution of population response vectors 228 corresponding to stimulus relative to response vector , which in turn corresponds to stimulus 229 across time, , as displayed in (3). 
Results 284
In this study we investigated the alternation of neural population activities evoked by two 285 types of noise, WGN and Babble, in response to marmoset conspecific vocalizations. We 286 recorded the responses of 326 marmoset A1 single-units to five vocalizations degraded by WGN 287 and marmoset Babble, and units were selected for further analysis according to the response 288 criterion for each vocalization. Power spectra of vocalizations and noises are shown in Figure  289 1A. Spectrograms of vocalization Trillphee at all the tested SNR levels under two noise 290 conditions we studied are also displayed in Figure 1B . For each vocalization, we only included 291 responsive neurons to that particular vocalization in the analysis. To measure the degree of 292 degradation that noise contributed to the neural representation of vocalizations, we calculated the 293 amount of vocalization encoded by each unit as a function of SNR. 294 The temporal waveform of each vocalization is displayed above each power spectrum. 299 (B) Example spectrogram of vocalization Trillphee in noise at 10 different SNR levels, including 300 pure noise and pure vocalization. The first column is Trillphee with WGN as background noise, 301 and the second column is with Babble as background noise. The temporal waveform of WGN 302
and Babble are shown below each column. 303
Population coding trajectory for clean vocalizations in 3D response space 304
An intuitive understanding of population neural responses can be obtained by visualizing 305 their spatiotemporal structure. A powerful tool to achieve this is to project the high-dimensional 306 response vectors onto a lower dimensional space, in which enough variance in the high-307 dimensional dataset is captured by three principal components (i.e., virtual neurons). 308
For each vocalization at multiple intensities, population responses were reduced to the 309 same 3D space, and the resulting response trajectories are displayed in 
Intra-trajectory angle evolution encodes stimulus identity 319
How does the population hyperplane change in response to a decrease in intensity? Here 320 we consider the hyperplane at 75 dB SPL as the reference hyperplane. If neuronal populations 321 linearly scaled their responses' amplitudes, we would expect to see the response hyperplane 322 shrink without changing its position in 3D space. Alternatively, the hyperplane could change in a 323 way that only rotates its position relative to the reference hyperplane. As a matter of fact, the 324 hyperplane seems to both resize and rotate. It is worth noting that the more the intensity 325 decreases, the further the hyperplane deviates from the reference, in a consistent direction. 326
To quantify the response hyperplane and the changed induced by intensity, we calculated 327 the angle between response vectors in two ways. First, we quantitatively described the 328 spatiotemporal structure of a hyperplane by computing the angle between the first response 329 vector on the hyperplane and the remaining response vectors over time in Figure 3 . Clearly, 330 across vocalizations and intensities (except for 15 dB SPL), the angle fluctuated between 0 and 331 60 degrees at the pre-stimulus stage. To process the upcoming stimulus, an acute increase in the 332 angle immediately followed the stimulus onset and further evolved during the stimulus 333 presentation. As the end of the stimulus presentations approached, the angles acutely declined 334 back to the pre-stimulus level. Therefore, the angles of response vectors during the stimulus 335 presentations occupied a distinctively different range from the pre/post presentation. Comparing 336 the angles over time across different intensities, we noticed that at measured intensities above 15 337 dB SPL, the angles over time were very similar without the scaling shown in the spiking rate and 338 response variability. This similarity indicates that population responses may represent a 339 vocalization identity in an intensity-invariant manner by encoding the information in the angle 340 evolution of a trajectory. 341 
Inter-trajectory angle evolution encodes stimulus intensity 346
Next, we quantified the influence of intensity on the deviation of response trajectories by 347 computing the angles between response trajectories of decreasing intensities relative to the 348 reference trajectory at 75 dB SPL over time, as shown in To summarize, population responses to the same vocalization largely retain their intrinsic 359 structures within trajectories in 3D space at multiple intensities. By contrast, the relationship 360 between hyperplanes at different intensities is more complicated than just an equal angle shift. 
Inter-trajectory angle evolution encodes stimulus SNR 381
Rotation angles of each trajectory are quantified in Figure 6 . Trajectories start with a pre-382 stimulus portion fluctuating below 60 degrees, greatly increase rotation angles to over 150 383 degrees following the stimulus onset, and further evolve during stimulus presentation, with 384 particular structures associated with each vocalization. Trajectories at 20 dB SNR share a 385 majority of features with those of clean vocalizations, and trajectories at -10 dB SNR are more 386 noise-like. Again, angle evolution within trajectories of pure vocalizations and pure noise are 387 more separated from each other in the WGN condition than in the Babble condition. 388
Figure 6: Intra-trajectory angle evolutions in 3D response space for noisy vocalization 390 391
To quantify the distance between trajectories, we computed the rotation angles of 392 trajectories of vocalizations at multiple SNRs levels relative to the trajectories of pure 393 vocalizations, with the results shown in Figure 7 . Two big peaks indicate the onset and offset 394 responses induced by the two 250-ms noise segments. Time courses between these two peaks 395
show that trajectories at 20 dB SNR have the smallest angular difference from that of pure 396 vocalizations, below 30 degrees. Trajectories of -10 dB SNR and pure noise are further away. 397 
Influence of temporal resolution and temporal integration window on population neural 402 discrimination 403
In previous analyses, we studied the variability and spatiotemporal structures of 404 population responses to vocalizations at multiple intensities. Population responses averaged over 405 five to ten trials exhibited rich temporal dynamics in terms of rotation angles. Marmoset 406 vocalizations have features spanning a wide range of time scales (Agamaite et al. 2015) . Here, 407
we further ask how the trial-by-trial population response discrimination between vocalizations at 408 multiple intensities depends on the temporal resolution. How does the discrimination evolve over 409 time? And how does the number of neurons in the population affect the discrimination? 410
We quantified the discriminability of population spike trains by building predictive 411 models to decode vocalization types based upon a series of different temporal resolutions, which 412 were used to bin spike trains into response vectors (spike trains of all vocalizations were 413 truncated to the length of the shortest vocalization). As shown in Figure 8 , the discrimination 414 accuracy reaches an optimal level at ~ 10 ms, and degrades substantially with widened temporal 415 resolutions. The minimum temporal resolution we tested here is 5 ms, and performance at that 416 level also shows a decreasing trend. 417
Figure 8: Discriminability of population spike trains in response to vocalizations at a 420 variety of temporal resolutions 421 422
To describe the discrimination dynamics over time, we built predictive models with both 423 a single time bin and with increasing numbers of time bins, and obtained the results in Figure 9 . 424 Performance of predictive models based upon spontaneous activities is displayed in Figure 9A , 425 along with that of models based upon stimulus-driven activities, as a control. Discrimination 426 with a single time bin begins at the chance level, gradually increases following the onset of 427 vocalizations, and achieves a steady state within 200 ms after stimulus onset. Discrimination 428 with increasing lengths of spike trains is shown in Figure 9B , demonstrating a similar but 429 slightly different trend. It also begins at the chance level, and steadily increases at a relatively 430 fast speed within the first 100 ms after the onset of vocalizations. Later, it enters an oscillating 431 and slowly increasing mode for about 300 ms, and finally reaches a plateau not long before the 432 whole spike train is concluded. 433 a particular stimulus is to be mistakenly classified as another label. It shows that neural responses 454 to the same vocalization but at different intensities above 15 dB SPL are less likely to be 455 classified as other vocalization types. The matrix demonstrates that the vocalization type is 456 relatively more robustly encoded than the intensity. At 15 dB SPL, misclassified labels seem to 457 be equally distributed among different vocalizations, which makes sense given that the 458 vocalizations are hardly audible at that level. 459 We further studied the evolution of population discrimination over time by building 500 predictive models using a single time bin and increased numbers of time bins, as shown in 501 Figure 13 . Discrimination based upon a single bin begins at the chance level in Figure 13A , 502 stabilizes at 0.1 for 250 ms of noise preceding the vocalization, and steadily increases following 503 the onset of vocalization in the auditory scene (Figure 1 ). Babble has a rather low performance 504 based upon single bin response, even below the chance level as shown in Figure 13B 
Optimal sub-population of neurons with the best discriminative ability 518
In a previous report, we showed that responses of individual neurons to noisy 519 vocalizations can be categorized into four different groups: robust, balanced, insensitive, and 520 brittle ). Here, we investigate the discrimination of subpopulations of neurons by 521 using pure vocalization, 20 dB SNR and pure noise collectively to train the classifiers. Two 522 subpopulations of neurons are shown in Figure 14 : the robust group of neurons and population 523 of neurons excluding the brittle group. In Figure 14A 
Noise enhances detection threshold 533
Performances of classifiers heavily depend on the quality of the training dataset. In the 534 machine learning field, it is well known that adding an extra small amount of noise to the 535 training dataset can improve the classifiers' generalization and obtain better performance 536 (Bishop 1995) . Here, we explored the generalization of neural response classifiers by using 537 different training datasets. 538
For each vocalization, we built separate binary SVM classifiers by using different 539 numbers of time bins, ranging from a single time bin to all the time bins available to that 540 vocalization. Given a trial of population response, the task of the classifiers was to predict 541 whether the response was induced by pure noise or not. The performances of classifiers were 542 averaged over different numbers of time bins. Two groups of training datasets were studied. The 543 first group includes only neural responses to pure noise (labeled as noise) and pure vocalization 544 vocalizations under different conditions, which is probably a common feature shared by 583 population responses to acoustic stimuli regardless of the complexity of stimuli. In addition, we 584 also implemented the same angle evolution analysis using raw population PSTH (data not 585 shown), and revealed a much weaker relationship between the angle evolution and vocalization 586 temporal envelope. This finding indicates that the information of vocalizations is well encoded in 587 a subset of neurons, as the reduced population responses are actually representations of partial 588 covariance in the whole population. 589 yielded slightly lower detection thresholds than the whole population, thus a better 613 discrimination performance. This result indicates that the brittle group of neurons contributes as 614 a neural distractor for noisy vocalization discrimination, and that information about vocalization 615 is better encoded by a subpopulation of neurons instead. We also built classifiers to demonstrate 616 that we can generalize the discrimination over lower SNR levels by using neural responses 617 contaminated by a little acoustic noise as training samples. While we are not saying that the brain 618 actually decodes vocalization information in the same way that our classifiers do, the results are 619 consistent with a previous psychoacoustic study that demonstrated that introducing weak noises 620 in perception improved the detection thresholds of target signals (Zeng et al. 2000) . 621
In summary, we investigated our data with population analytic techniques and revealed 622 population response dynamics that cannot be fully evaluated by single-unit analysis alone. 623 (dashed lines). Background noises were truncated to have the same duration as each vocalization. 628
Figures Captions 625
The temporal waveform of each vocalization is displayed above each power spectrum. 629 (B) Example spectrogram of vocalization Trillphee in noise at 10 different SNR levels, including 630 pure noise and pure vocalization. The first column is Trillphee with WGN as background noise, 631 and the second column is with Babble as background noise. The temporal waveform of WGN 632
and Babble are shown below each column. 633 
