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We propose an improved approach to carry out the imaginary time evolution of infinite projected
entangled-pair states (iPEPS), especially for systems with criticality. A cyclic optimal truncation
is introduced to update the tensors along a closed loop, aiming to remove the redundant internal
correlations. We demonstrate the algorithm by considering an elaborate evolution based on simple
update on a small plaquette. This scheme can also be applied to a full update strategy. We
demonstrate their performances on simulating the ground states of the spin-1/2 anti-ferromagnetic
Heisenberg model and the transverse field Ising model on a square lattice.
I. INTRODUCTION
Tensor-network states (TNS) and the related meth-
ods have provided a versatile toolbox for studying the
classical and quantum many-body systems1–6. Some
of the most prevailing TNS, such as matrix prod-
uct states (MPS)7–10, projected entangled-pair states
(PEPS)11–16 and multi-scale entanglement renormaliza-
tion ansatz (MERA)17–20, are recently utilized to cap-
ture the entanglement features of states21–24. For
numerical applications, these TNS serve as the basis
for variational approaches and real (imaginary) time
evolutions8,10–14,24–28.
Most tensor network (TN) algorithms are in general
dealing with the tradeoff between accuracy and efficiency.
To find the approximate ground state of a local Hamil-
tonian, the simple update (SU), based on infinite time-
evolving block decimation (iTEBD), counts the envi-
ronment by effective weights from Schmidt decomposi-
tions. Such a strategy is optimal for the canonicalized
TNS8 and can be applied approximately to PEPS as
well. Near criticality, however, the growth of trunca-
tion errors may defeat the efficiency, especially in two
(or higher) dimensional gapless systems. The full up-
date (FU), on the other hand, constitutes an accurate
but time-consuming strategy by taking the full environ-
ment into account in each iteration13,14,28. The insight is
to capture the long-range correlations through a brute-
force calculation. Several moderate algorithms have also
been proposed, such as cluster update29 and fast FU30.
To implement and further improve these schemes, there
are two main ingredients to be concerned: (i) the cal-
culation of the effective environment, and (ii) an opti-
mal local truncation. By formulating the environment
as TN contractions, methods such as coarse-graining3,31,
boundary MPS (BMPS)13 and corner transfer matrix
(CTM)14 provide feasible calculations with large com-
putational costs. Further progresses include recycling
the environment during TN updating30,32 and the re-
cent proposed nested TN formalism33. For the second
issue, the singular value decomposition (SVD) provides
optimal truncations for the canonicalized MPS and tree-
TNS. However, such a canonical form may not exist in
PEPS or MERA since these TN contain closed loops. Re-
cent works have also shed new light on possible canoni-
calization of PEPS34,35, though investigations of manip-
ulating infinite PEPS (iPEPS) are still needed. As for
the truncation of a local bond, there are some prominent
candidates besides the variational MPS method1,21, such
as full-environment optimal truncations36 and graph-
independent local truncations37, based on the bond en-
vironment and the environment spectrum, respectively.
As the widely-adopted SU scheme may oversimplify
the information about environments which surround the
two updating sites, leading to states with inadequate ac-
curacy near criticality. It is of fundamental interest to
address the limitation and to search for algorithms that
boost the accuracy without costing large efforts. Inspired
by our previous study on loop tensor network renormal-
ization (Loop-TNR)38, here we present a simple proposal
to improve the SU algorithm. A loop structure and a
loop truncation scheme are introduced to rearrange and
remove redundant correlations. We consider an elabo-
rate simulation by evolving the state on a loop structure
in each iteration. Such a loop update (LU) approach
can yield more accurate results in comparison with the
traditional SU and is computationally cheaper than FU.
To make simulations in the thermodynamic limit, the
spacial translational invariance is considered as in the
iPEPS algorithms. The concept of LU provides a direct
improvement for other TN algorithms including the FU
scheme. Their performances are tested by simulating the
ground states of the spin-1/2 anti-ferromagnetic Heisen-
berg model and the transverse-field Ising model on a 2D
square lattice.
This paper is organized as follows. In Sec. II, we intro-
duce the main idea of the loop update algorithm based on
the implementation of SU. The performances are tested
by simulating the gapless models in Sec. III. A summary
is presented in Sec. IV.
II. LOOP UPDATE ALGORITHM
We start by considering an iPEPS as the variational
ansatz of a local Hamiltonian on a square lattice. Gen-
eralizations to other lattices are straightforward. The
iPEPS is interpreted as a unit cell of 2×2 tensors Γi[mi]
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2FIG. 1. (a) Schematic representation of the TNS for the
square lattice system. The lattice is divided into two parts
formed by the darker and lighter shaded plaquettes. (b) The
two plaquettes in (a), with the same local tensors but in dif-
ferent orders. The physical indices and the weight matrices
λα(β) are not shown explicitly.
(i = 1, 2, 3, 4), which is periodically repeated. Here mi
denote the physical indices in Hilbert space of dimension
d. We assume that the iPEPS wave function is given by
A〈m1,m2,m3,m4|Ψ〉 = tTr
∏
α,β,i
λαλβΓ
A
i [mi] (1)
where α ∈ {u, r, d, l} and β ∈ {u¯, r¯, d¯, l¯} represent the
links shown in Fig. 1(b). λα(β) are diagonal weight ma-
trices attached to such links. The four tensors ΓAi are
located at the corners of a square plaquette labeled by
A [the darker gray square in Fig. 1(a,b)]. Here the mul-
tiplications indicate tensor contractions of virtual bonds
within the plaquette, and the tensor trace is carried out
for the square cluster. The Hamiltonian can be decom-
posed as H =
∑
h[A] + h[B], where h[A(B)] involves all
local operators acting on the A (B)-plaquette. We have
the Suzuki-Trotter expansion e−iHdt ' e−ihAdte−ihBdt +
O(dt2) in real time evolutions. The ground state search-
ing scheme is achieved by replacing idt with an imagi-
nary time step δτ . We recall that for iTEBD algorithm8,
the evolution operator is applied as a local gate which
bridges two neighboring sites. Instead, here hA (hB) de-
scribes a 4-site system in the A(B)-loop. We express
U(hA(B)) = e−ih
A(B)dt as a set of matrix product oper-
ators (MPO) U
A(B)
i (i = 1, 2, 3, 4) with virtual dimen-
sion χmpo, as shown in Fig. 2(b). Thus the algorithm is
achieved by alternatively applying those MPOs to ΓAi and
ΓBi . Note that the A and B blocks consist of the same
tensors with different orders, and they act as an effec-
tive environment for each other. The cyclic structure in
A(B) is analogous to the loop construction in optimizing
the tensor network renormalization (TNR)38. The aim
is to rearrange local entanglement according to the effi-
cient MPS algorithms, leading to an improved accuracy
for systems with criticality.
We demonstrate the related algorithm in the SU strat-
egy. The first step is to evolve the state obtained from
the previous iteration. Focusing on the local A-loop, the
evolved state is expressed as U(hA)|Ψ〉. We define the
tensor cluster by
FA[λ˜α, Γ˜Ai=1−4] =
∏
α,i
λ˜αΓ˜
A
i [mi], (2)
where λ˜α∈{u,r,d,l} = λα ⊗ I are the enlarged weight ma-
trices combined with λα and identity matrices. The local
tensors are given by
Γ˜Ai [mi] =
∏
β
λ2β
∑
m′i
UAi [mi,m
′
i]Γ
A
i [m
′
i]. (3)
We have involved two weight matrices λβ on branches
emitting outwards of the A-plaquette, as in the SU for
both iTEBD8 and iPEPS12. Thus, such matrices need
to be returned at the end of each iteration by applying
λ−1β . Eq. 2 also implies an MPS with periodic boundary
condition. The dimension of the virtual bonds is Dχmpo
with D as a preset threshold for iPEPS. Each physical
leg and two open branches are combined to give a bond
dimension D2d as shown in Fig. 2(c).
The main task is to perform an accurate truncation
through entanglement filtering and preserve the quasi-
canonical form simultaneously. There are several op-
tions to achieve this goal: (i) As in the well-established
variational methods for MPS1,21, the truncated tensors
can be obtained by minimizing the cost function which
corresponds to the distance between two MPSs. The
computational cost scales as O(D6χ6mpo). (ii) A quasi-
canonical form is obtained through successive SVD pro-
cesses and a final truncation39, though, the burden of
computing is heavy [∝ O(D7χ7mpod2)]. (iii) The typical
canonicalization procedure40, which is designed for MPS
under non-unitary evolutions, prefers the translation in-
variant condition instead of the cyclic case. However,
this method requires a lower computational cost which
scales as O(D5χ3mpod). (iv) The full environment trun-
cation (FET)36, an optimal candidate for TN with closed
loops, is based on the choice of local gauge freedom. In
this method, two isometries µ and ν are determined ac-
cording to λ˜α ∼ µλ′αν† with λ′α of dimension D. The
so-called bond environment for bond-α (α ∈ {u, r, d, l})
is counted in variational techniques. The leading compu-
tational cost is the same as that in (i).
Here, a pre-optimization is carried out by perform-
ing the canonicalization in (iii) and the form of Eq.
2 is retained. This can be significantly accurate since
the dimension of each virtual bond is preserved. Se-
quentially, we adopt the last option as the truncation
scheme. The Schmidt weight matrix and two isometries
for a particular bond are initialized by λ˜α
SVD
= µλ′αν
†.
They are variationally updated by maximizing the fi-
delity F = 〈f |i〉〈i|f〉/(〈f |f〉〈i|i〉), here |i〉 and |f〉 are the
initial and final state diagrammatically illustrated in Fig.
2(a) and (e), respectively. µ and ν then serve as projec-
tors which reduce the bond dimension from Dχmpo to D.
We arrive at FA[λ′α,Γ′i] with Γ′i = ν†Γ˜iµ, as illustrated
3FIG. 2. Schematic diagram of cyclic optimal truncations
in the updating algorithm. (a-c) Equivalent representation
of the loop configuration with enlarged bond dimensions
(Dχmpo). The MPO formula of the evolution operator is ap-
plied to the A-loop. The skew legs in (b,c) are open legs in
(a). The weight matrices λ˜α and λβ reside in virtual bonds
and open legs, respectively. Typical bond dimensions are la-
beled. (c-e) The cyclic operation of the FET, where the weight
matrices λ′α and the projectors µ and ν are variationally up-
dated. (f) The B-loop is obtained by rearranging the order
of the renewed local tensors in (e).
in Fig. 2(e). To accomplish one iteration, the above
procedures are carried out for the B-plaquette which is
constructed by tensor switching [Fig. 2(e)→(f)].
In addition, our algorithm is also applicable to the FU
strategy. The effective environment for plaquette A(B) is
obtained through the well-known approximate methods
such as BMPS13 and CTM14,28,41. In each evolution step,
the main cost of calculating the environment is O(D6χ3)
with χ > D2 the two-layer truncated bond dimension.
The resulting environment is also necessary for the cal-
culations of physical expectations and correlations.
III. HEISENBERG MODEL AND TRANSVERSE
FIELD ISING MODEL
We benchmark the proposed LU algorithm in typi-
cal models. First, we consider a gapless spin-1/2 anti-
ferromagnetic Heisenberg model on a square lattice: H =∑
〈i,j〉 hij , with hij = Si · Sj and Si = (σxi , σyi , σzi )/2.
Such a model generates the starting point to understand
various complex magnetic structures in solids. The quan-
tum Monte Carlo (QMC) gives the ground state energy
per bond E0 = −0.334719 [−0.669437(5) per site] and
the staggered magnetization M0 = 0.30703 for a 16× 16
system42.
In this model, the local MPO of the evolution operator
can be constructed from the local gate e−δτhij that con-
FIG. 3. Simulation results of the Heisenberg model. (a) The
relative error ∆E = (E0 − E)/E0 versus the dimension D of
the virtual bond. (b) The corresponding values of the stag-
gered magnetization. The iPEPSs are obtained using loop
update and simple update. Dashed lines are a guide to the
eye. Inset: the cycle entropy Scycle of the iPEPSs from both
algorithms.
nects two neighboring spins39. The sequence of applying
the gate has a negligible influence on the final results.
Another option is to simply approximate Ui by
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U(δτ) =
 I −δτS
x −δτSy −δτSz
Sx 0 0 0
Sy 0 0 0
Sz 0 0 0
 , (4)
which is accurate to O(δτ) under periodic boundary con-
ditions. One needs to start the iteration with a small
time step δτ and gradually reduce δτ until convergence.
The two constructions of MPO, both with χMPO = 4, are
equivalent as long as the final δτ is small enough (e.g.,
to ∼ 10−5).
In Fig. 3, we demonstrate the performance of the LU,
compared with SU where the truncations are performed
with SVD. As expected, in Fig. 3(a), the accuracy is con-
trolled by the dimension D of the virtual bonds. We get
ELU ' −0.334377 and ESU ' −0.334247 with D = 6,
which agree with the QMC estimations within 0.102%
and 0.141%, respectively. Note that the relative error
∆E can be reduced efficiently through imaginary time
evolutions. A smaller ∆E appears for the LU algo-
rithm that contains cyclic optimization. As shown in
Fig. 3(b), the staggered magnetization is also reduced in
LU. We emphasize that the insight of LU is to remove re-
dundant information through optimal truncations along
closed loops. Specifically, we introduce the cycle entropy
Scycle
36 as a measure of the internal correlations in those
loops. The cycle entropies are calculated with the TNS
from both algorithms. For D = 2 and 3, we get the
decrement from SU to LU: Scycle = 0.0124→ 0.0105 and
0.0256 → 0.0235. The amount of reduction grows with
bond dimension D as shown in the inset of Fig. 3(b).
We achieve a reduced Scycle in LU since the FET is de-
signed to remove irrelevant internal correlations. This is
4FIG. 4. The magnetization mz as a function of the transverse
field h, with dashed lines a guide to the eye. Insets: log plots
of mz versus |h− hc| for the FLU simulations with the envi-
ronments calculated from the BMPS and the CTM methods
for D = 2 and 3. The results are compared with linear fits.
The estimated critical fields and critical exponents are labeled
in insets.
in the same spirit of removing short-range entanglement
in Loop-TNR23,38.
As another example, we consider the transverse-field
Ising model H = −∑〈i,j〉 σzi σzj − h∑i σxi on a square
lattice. The MPO with χMPO = 2 can be expressed by
U(h, δτ) =
[
I+ hδτσx δτσz
σz 0
]
, (5)
which is again accurate to O(δτ). We simulate the
ground states with different values of h. The magneti-
zation mz = |〈σz〉| is calculated as the order parameter.
From QMC estimates, the phase transition occurs at the
critical field hQMCc ' 3.044, and the critical exponent for
mz is given by β
QMC ' 0.32744. The results of mz ver-
sus h are exhibited in Fig. 4. Here, the LU and SU with
D = 3 are compared with the full loop-update (FLU)
which takes the effective environment into account when
applying LU. Under off-critical conditions, we get close
results in all these simulations. For h = 2.6, the differ-
ences of mz are less than 10
−2 and the energy offsets are
less than 10−3. Approaching hc, the deviations increase
since the major long-range correlation starts to play an
important role. Compared with SU, partial improvement
appears in LU, which indicates the effectiveness of the
cyclic optimal truncations.
In the FU simulations for models that are away
from quantum critical points, the BMPS and CTM
approaches are nearly equivalent in determining the
two-site environments. Here we implement the FLU with
these methods which generate the effective environments
for the plaquettes of Fig. 1(b). The magnetizations with
FLU for D = 2 and 3 are shown in Fig. 4, demonstrating
a better-characterized quantum phase transition. The
values of the critical fields hc and the critical exponents
are illustrated in log plots, see insets of Fig. 4. Our
estimations compared with the traditional FU results
are given by:
hD=2c β
D=2 hD=3c β
D=3
FU with BMPS13: 3.10 0.346 3.06 0.332
FU with CTM14: 3.08 0.333 3.04 0.328
FLU with BMPS: 3.091 0.332 3.058 0.328
FLU with CTM: 3.084 0.330 3.054 0.327
According to the QMC results, the above comparisons
indicate a significant improvement of FLU in quantifying
critical exponents, especially for D = 2. For near-critical
systems, methods with CTM are believed to be more
suitable for simulations with inadequate bond dimensions
D, as in the case of FU14. We arrive at very similar
results in the FLU with both environment calculation
methods. Improved results are obtained in approaches
with LU, which is a consequence of the cyclic truncations
in loop-updating procedures.
Note that LU prevails over the 2× 2 cluster update29.
This concept can be further extended to cluster up-
date with a larger cluster size. As iPEPS is well suited
to express the ground state ansatz of a local Hamilto-
nian, these iPEPS approaches show prominent abilities
to study quantum phase transitions and critical phenom-
ena even with a small bond dimension.
There are further constructive operations that are ap-
plicable to these algorithms. In each iteration of LU,
the effective environments (i.e., the local weight matri-
ces) are obtained from the cyclic truncations in the pre-
vious update. The BMPS and CTM environments can
be recycled in a similar manner, and thus the fast full
update and gauge fixing scheme in Ref. 30 may be favor-
able to the efficiency. In addition, both BMPS and CTM
are dealing with tensor contractions of a two-layer TN.
This can be converted to single-layer tensor contractions
by implementing the nested TN method33, which is in-
structive in reducing the computational cost and memory
consumption.
IV. SUMMARY
We have proposed the LU algorithm of an iPEPS based
on the cyclic FET that makes an optimal truncation. The
benefits of such loop optimization are to remove redun-
dant internal correlations and to provide more accurate
results for critical systems. The LU is further upgraded
by considering the full environment, which constitutes
the FLU scheme. We demonstrate their performances
with the spin-1/2 anti-ferromagnetic Heisenberg model
and the transverse-field Ising model on a square lattice.
The comparisons of these results indicate that the pre-
sented LU and FLU are the improved versions of SU and
FU. Integrating 1D algorithms with 2D algorithms con-
stitutes an important step to improve the performance of
5simulations. For future works, the LU scheme can be gen-
eralized to improve other TN simulations, including the
real-time evolution, TNR in 3D, and finite-temperature
evaluations.
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