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Resumo
Nesta dissertação estudamos e aplicamos algumas técnicas de estabilização de soluções 
para equações diferenciais parciais de evolução. São desenvolvidos essencialmente três 
métodos para o estudo do comportamento assintótico das soluções, conhecidos como 
Método de Multiplicadores, Método de Nakao e Método de Liapunov. São apresentados e 
resolvidos, no sentido da estabilização, exemplos de aplicações usando esses métodos.
A bstract
In this dissertation, we study and apply some techniques of stabilization of solutions for 
evolution partial differential equations. Three methods are essentially developed to the 
study of asymptotic behavior, known as Multipliers Method, Nakao’s Method and Liapu­
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0  principal objetivo do nosso trabalho é estudar alguns métodos e técnicas de es­
tabilização de soluções para equações diferenciais parciais de evolução, isto é, equações 
diferenciais parciais que também envolvem o tempo como variável independente.
Cada modelo tem associado um funcional de energia E(t). Entendemos como estabi­
lização o decaimento para zero ou o comportamento assintótico, no tempo, dessa energia 
que poderia ser em alguma taxa (por exemplo, algébrica ou exponencial) ou, ainda, o 
decaimento da norma uniforme da solução, isto é, queremos estudar problemas em que
Para que sejam válidas este tipo de análise, é necessário garantir primeiro a existência 
de solução global do problema. Em geral isto não é possível, por exemplo, considere o 
problema de Cauchy
lim E(t) = 0  ou em algumas situações lim sup|ií(x, í)| =  0
u" -  u3 = 0
(1)
u(0) =  a, u'( 0) = b
A energia total do sistema (1) é obtida multiplicando-se (1) por ut■ Isto é
uttut -  u3ut = 0
Equivalentemente
d ti2 u4
dt ~2 ~ T
1
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Agora, definindo-se E — E(t) por E(t) = u2 — é fácil ver que E(t) é constante para 
todo í onde u — u(t) esteja definida. De fato
d E _ 2 dL 
dt dt
2 41ui u = 0 => E{t) = constante
Além disso
R(0) =  u? (0) -  -
2 2
Assim ui =  E(Q) +  y  (£(0) > 0) ou seja ut =  y  E{0) +  y- > 0. Portanto como b > 0 
temos uma equação diferencial ordinária na forma separável ^  =  y E (  0) + y  • 
Integrando obtemos que
rv,{t) \ .,41-2  ruW dsr t  ru(t)  .4  “ 2 
= I d s=  E(0) +  — ds =
J0 Ju{0) L ^ J Ja y / m «44- —I o
Agora quando t —> T  =  Ja°° ^  --- 4 * então u(í) -> ooe  portanto o problema (1) não 
possuí solução global.
Este exemplo ilustra o fato que nem todas as equações possuem solução global.
Um exemplo relativamente simples em que uma equação diferencial parcial não possuí 
solução global pode ser visto em [21], capítulo 1, seção 2. Trata-se de uma equação da 
onda não linear do tipo
utt — Au — up, p ^  2, p 6 N
O estudo dá estabilização, de soluções exige a existência de soluções globais. Deste 
modo, consideraremos neste trabalho apenas problemas que possuem solução global. Na­
turalmente, nosso objetivo principal não é o estudo ou a demonstração de existência de 
soluções globais para os problemas que abordaremos nesta dissertação. A esse respeito, 
durante o trabalho, apenas daremos rápidas indicações e/ou referências bibliográficas de 
como a existência global é obtida.
INTRODUÇÃO 3
Neste trabalho estudamos essencialmente três métodos, que são aplicados para o estudo 
de estabilização de equações diferenciais de evolução. Os métodos que estudamos são os 
de Multiplicadores, Nakao e Liapunov. Existem vários outros métodos para estudar o 
mesmo tipo de problema que não serão considerados aqui. Por exemplo, ver trabalho de 
A. Haraux [4], Além dessa referência e das referências citadas nas introduções de cada 
capítulo deste trabalho, também mencionamos os trabalhos de T. Cazenave - A. Haraux 
[2], K. Liu [11] e B. Y. Zhang [27] que se referem ao estudo de propriedades assintóticas 
das soluções de modelos de evolução.
Este trabalho está organizado através de três capítulos e um apêndice.
O primeiro capítulo aborda o Método de Multiplicadores para estudar estabilização 
da energia local para a equação da onda com potencial tempo-dependente. Um adequado 
multiplicador é utilizado. Aplicando um outro multiplicador se obtem também a limitação 
da energia.
O segundo capítulo descreve o Método de Nakao. Estudamos em detalhes o Lema 
de Nakao aplicando-o para obter dois Teoremas Abstratos de estabilização da energia 
para duas equações de evolução não lineares abstratas de primeira e segunda ordem, com 
certas hipóteses nos operadores que as definem. Apresentamos duas aplicações do Teorema 
Abstrato, para uma EDO e outra para uma EDP não linear.
O terceiro e último capítulo descreve o Método de Liapunov que consiste em perturbar 
adequadamente o funcional de energia do sistema para obter um outro funcional, chamado 
de Funcional de Liapunov através do qual se obtem a estabilização da energia. A idéia 
original provém de EDO’s e um exemplo sobre isso é mostrado no capítulo. Também 
apresentamos um exemplo para uma EDP.
Outros exemplos, aplicações e generalizações dos métodos são mencionados nas intro­
duções dos capítulos um e dois e nas observações finais do capítulo três.
No apêndice, no final desta dissertação, apresentamos resultados básicos tais como as 
desigualdades de Holder e Poincaré e algumas imersões em Espaços de Sobolev.
Capítulo 1
M étodo de M ultiplicadores
1.1 Introdução
Neste capítulo, baseado em [14], usaremos o método de multiplicadores para mostrar 
estabilização em uma equação de ondas definida em um domínio não limitado. O mo­
delo que consideramos pode ser dissipativo ou não. No caso não dissipativo a energia é 
conservada em todo tempo. Naturalmente que nesse caso a energia não decai, permanece 
constante. Então o que se faz nesse tipo de problema é estudar a estabilização da energia 
local, isto é, a energia concentrada em uma parte do domínio. Mesmo quando a energia 
não é conservada (podem acontecer situações em que a energia cresça) existem casos em 
que somente se consegue provar estabilização da energia local.
A idéia básica do método de multiplicadores é usar uma função M, denominada de 
multiplicador, que atua nas soluções da equação diferencial, de tal modo que ao multi­
plicar a equação diferencial por essa função M  se obtenha uma identidade adequada. O 
uso de multiplicadores para mostrar comportamento assintótico de soluções de equações 
diferenciais parciais de evolução iniciou-se essencialmente nos trabalhos de H. Poincaré, 
A. Noether, J. Hadamard e mais recentemente com W. Strauss, C.Morawetz, J. Ralston 
entre outros (Ver por exemplo [9], [16], [17] e [25]).
Os multiplicadores são aqueles associados com alguma transformação sob a qual a 
equação é invariante. Por exemplo, o grupo das translações {T(e) } e^ 0
4
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T(e)
u(x, í) i— > u(x., t + e)
produz o multiplicador Qjf, que é o gerador infinitesimal de {T(e)}e>0.
O multiplicador dado pelo gerador infinitesimal das dilatações
x  i— > Àx
isto é, tranformações do tipo
T( A)
u(x, í ) i u ( A x ,  Aí) 
onde A = 1 +  e, e > 0, é dado por
ÔZLM(u)  =  tut +  x • Vu =  tut + r —ar
onde f f  =  f  • Vu é a derivada radial de u e r =  ||x||.
Nesta seção usaremos o multiplicador
M(u) =  (r2 + t2)ut +  2ríur + (n — 1 )tu
para mostrar estabilização da energia local para a equação da onda com potencial tempo- 
dependente.
Também é muito usado para a equação da onda o multiplicador (Ver [16] e [17])
tut + rur + (n — l)u
Esse multiplicador também se aplica para estudar estabilização do sistema de ondas 
elásticas (Ver [3] e [5]).
Mais recentemente multiplicadores localizados tem sido utilizados para estudar com­
portamento da energia, em especial para equação da onda, quando a dissipação é localizada
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em apenas uma parte do domínio. Por exemplo, o multiplicador
M(u) =  ut +  H(x) ■ Vu + p(x)u
onde H(x) é um campo de classe C l e g(x) uma função escalar que são efetivas apenas em 
certa parte do domínio com por exemplo uma vizinhança de parte da fronteira do domínio 
(Ver [12], [19], [26] e suas referências).
Para um estudo mais detalhado do Método de Multiplicadores podem ser vistos os 
trabalhos de W. Strauss ([25]) e V. Komornik ([7] e [8]).
Consideremos então a seguinte equação da onda
(1.1) Du +  ç(x, t)u = 0 em l n x l
(n ^  3) com dados iniciais C'o°(Mn) em t=0.
Vamos assumir que a função
q =  ç(x, t), q : Rn x IR t-> R
é suficientemente regular de tal modo que a solução u =  it(x, í) : 1 " x K n  M, esteja na 
classe C2(Rn x R).
Nota: A existência de uma única solução global de (1.1) com dados iniciais u(x, 0) = 
i í o (x ) ,  ut(x, 0) =  'Ui(x) em C'o°(Rn ) para n ^  3 pode ser provado pelo método standard 
de ponto fixo. Ver [20].
P roposição  1.1. (Velocidade Finita de Propagação) Seja u(x, í) a solução de (1.1) com 
dados iniciais uq e iti em Cq° (Rn). Então
u{x,t) = 0 se ||x|| > |i| + R
onde R  é o raio de uma bola centrada na origem e que contém os suportes de uo e u\. 
Essa propriedade é bem conhecida e a demonstração é standard e pode ser vista em
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[20].
Vamos agora obter o funcional de energia associada à equação (1.1). Multiplicando a 
equação (1.1) por ut temos:
(1.2) (Ou +  q(x, t)u) ut = (utt — Au +  qu) ut = uuut — A uut +  quut =  0 
Utilizando as relações abaixo facilmente verificáveis
a) UfUtt —
b) —utAu dt — div(íiíVu)
c) quut = Qi qu2 Qtu2
em (1.2) obtemos
(1.3) d_dt (u2t + ||Vu ||2 +  qu2) — div(tííVu) =
Qtu
Integrando a expressão (1.3) na variável x em todo o Rn obtemos
(.1.4) f  ~ ( u 2 + ||V u ||2 + qu2) dx -  [  div(iitVu) dx =  ^ í  qtu2 dxdt J^n 2 J^n 1 J^n
Agora, observe que
/ div(uiVu) dx — div(uíVu) d x =  (ujVu) ■ rj ds = 0 
jRn Jn Jdn
onde fi -  { x £  Kn/|]x|| ^  \t\ + R},  devido a propriedade de velocidade finita de propa­
gação, onde R  > 0 é o raio da bola que contém o suporte dos dados iniciais de u, isto é 
suppiií(-,0), suppii(-,0) Ç {x S IR^/llxll ^  i?} e do teorema da divergência. Assim
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Chamando E(t) =   ^f Rn (u2 +  ||Vu ||2 +  qu2) dx e integrando a expressão (1.5) de 0 a 
t obtemos
E(t) -  E(0) =  f  ±E(Ç)  < % = [ * £ [  l  K 2 +  || V u ||2 +  qu2) dx dÇ 
J0 “Ç J0 “S ./R" *
= 1 í í qt(x,0 u2{x, 0  dx dÇ 
z 7o VRn
Portanto
(1.6) E(t) = ^ [  f  qt(x,Ç)u2(x,Ç) dx d£ + E{0)
 ^ 7o 7Rn
Observações
• E(t) é denominada a energia total, ou simplesmente a energia do sistema.
• Se <7 =  g(x) é independente de t, então é imediato da expressão (1.6) que E(t) = 
E( 0) =  cte para todo í s R .
• Se q = qi^jt) e <7í(x, í) ^  0, para todo í G IR, então de (1.5) podemos concluir que 
E(t) é não crescente.
• Definimos a energia local do sistema como
Er(í)  =  ^ f  (u2 + ||Vu ||2 + qu2) dx para R  > 0 
2 7||x||^A
1.2 Identidades Fundam entais
A seguir, usando multiplicadores, mostraremos algumas identidades que serão utéis 
para o estudo do comportamento assintótico da energia local Eji(t) para t assumindo 
valores grandes. Observar que os dados iniciais no tempo t — 0 pertencentem a Co°(Mn ), 
n ^  3 , isto é, os dados iniciais são de suporte compacto.
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Lema 1.1. Seja M (u )  = (r2 + 12) ut -f 2rtur -f (n — l ) íu ,  então












utt -  Au
(Norma de x)
(Derivada radial de u) 
(Dalembertiano de u)
=  J  (uí +  llV ull2 + ^ 2)
(r2 +  í 2) e(u) +  2rturut +  (n — l)tuut — —^—~^-u2
=  2í  (e(u) — u2) x  — M (u )V u
■ — u 2 tq +  rtqT + r2 + t2-Qt
Demonstração.
M(u)  (Du +  qu) — ((r +  í2) U( +  2rtuT + (n — 1 )tu) (u« — Au + qu) =
(r2 +  í 2) ututt -  (r2 +  í 2) u jA u  +  (r2 +  í 2) quut
+ 2  r turutt —2rturAu +2rtquur
4 5 6
+ (n  — 1)íuuíí — (n — l) íu A u  + (n  — l) íç u 2




( r 2+ í 2) | |V u | |2
2
Usando as identidades
(1) (r2 + t2) ututt =
(2) -  (r2 +  t2) ut A u  = ^
(3) (r2 +  í2) quut = f t (r2 + í2)
(4) 2rturu tt =  -§i [2r íu rut] +  div [ - í u 2x] -  2rurut +  ntu2
(5) —2rturA u  — div [í||V u ||2x  — 2rfurAu] — (n — 2) í | |V u ||2
+ div [— (r2 + í 2) UfVu] + 2rurut — £j| Vu|]
— tqu2 — (r2+^)?tu2
CAPÍTULO 1. MÉTODO DE MULTIPLICADORES 10
(6) 2rtquur = div [ígu2x] — ntqu2 — rtqTv?
(7) (n — 1 )tuutt = §i {n — l)tuut — in~ ^ u — (n — 1 )tu2
(8) — (n — l ) tuAu — div [—(n — l)íuVu] +  (n — l)í|| Vu||
(9) (n — 1 )tqu2 =  (n — 1 )tqu
Agora, somando as relações de 1 a 9 acimas e agrupando os termos, obtemos o resultado 
desejado.
Nota: Para calcular as relações de 1 a 9 usamos
• V(u2) =  V(u u) — u Vu +  Vu u =  2u Vu
• V (^ )  = V f o ' 3* ....... =
• V (r2 +  t2) = V (z2 +  x\  + . . .  +  x \  + í2) =  2 (xi, X2, • • • , Xn) =  2x
• V (x • Vu) ■ Vu =  ||Vu ||2 +  |  (||Vu||2)r
□
Lem a 1.2. Podemos reescrever a identidade (1.7) como
(1.8) dhM  (u ) [Dit +  qu] = —  + div G +  gC/t
Onde
M x , ( )  _  / ( x , 0  +  +  < "  -  ‘H f  + *2> [ ( n  _  2 W  +  2 r u „ r
G (x,í) =  F(x, t) -  ^  [(r2 +  t2) u2} x




(n — 1) (r2 + t2) u2
4 r 2
(n — 1) (r2 +  í2) u 
4r2 • div x +  V
(n — 1) (r2 +  í2) u2 
4r2
-  !) (r2 +  ,2) „2 +  ( ü z i i







{v [(r2 + <2) ( £ ) ] ' * }
-2 + í2) I  V (u2) + u2 V (  1
(n — 1) í n (r2 +  í2) u2 (r2 + í2) 2 (r2 +  í2) u2
-  -------- - > —y----------L— -L ----------2u Vu • x — v '
4 1 7”2 7~2
x + ^ V ( r 2 + í2) -x 
2 u2x • x H---- r-xrz
( n - l )  f  n ( r 2 + t 2) u 2 | 2 (r2 +  í2) u ^x ^  |  |
4 1 r 2
+
(n -  1) í 2 (r2 +  í2) u2 /  ||x ||2
+ 2u
(n — 1) í  n (r2 +  í2) u2 2 (r2 + t2) l iMr
r
( n  -  1 )  ( r 2  +  í 2 )  r  2  2 ,  ( n -  l ) u 2
= -------- ----------- -  \nu +  2riLUr -  2u2] +  -^--- - L -4 r l 2
(n -  1) (r2 +  t2) , 2 r, 1 (n -  l ) ^ 2 
= -------- 4^2--------  “  2)u +  2ru^ ]  + ----- 2-----
2 (r2 +  t2) u2 2 
v ' — +  2-u2
Portanto
(n — l)u 2 (n — 1) (r2 +  í2)
4r2 [(n — 2)u2 +  2 ruur] — div
(n — 1) (r2 +  í2) u
4 r 2
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Utilizando a identidade anterior obtemos





(n — 1 )u2 (n — l)u 21
dt } f +  2
2 2
(n -  1 )u2 (n -  1) (r2 +  t2)
+ 4  r 2
+ div F +  g




(n -  1) (r 2 +  t2) u
div
4  r 2






— div 4 r2 dt 
+ div G +  g
[(r2 +  t2)
+ div F +  g
I  +  div F  + g 
u“ I x +  div F +  g
□
1.3 E stim ativas de Energia
Usando as identidades da seção anterior, mostraremos agora algumas estimativas de 
energia.
Lem a 1.3. Seja h(x.,t) como no lema (1.2) e suponhamos que q ^  0. Então
a) h(x.,t) ^  0, para todo x e para todo t.
b) /i(x, t) ^  £e(u) +  fc-IlL
Demonstração.
P rova da  p a rte  a)
Observar que
div ( £ x )  +  3- ^
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(r2 +  í2)
/i(x, t) =  -----------{u2 +  II V u ||2 +  qu2) + 2 rturut +z
(n — 1) (r2 + t2)
+ (n  — 1 )tuut H---------- — ^ u 2 ^ruur]
(r2 +  í2)
=  -— -— -  (u2 +  ||Vu ||2 +  qu2) +  2rturut -i- (n — 1 )tuut +
(n2 — 3n +  2) (r2 +  í2) u2 (n — 1) (r2 +  t2) uur 
+ + Yr
(r2 + 12)
= -— -— - (u2 +  ||Vu ||2 +  qu2) + 2rturut +  (n — 1 )tuut +
(n — l )2 (r2 +  t2) u2 (n — l)(n  — 3) (r2 +  í2) u2 (n — 1) (r2 +  t2) uuT 
+  : gp2 + +  2r
( r 2+ t 2) u 2Somando e subtraindo -— 2 r e rearranjando os termos, resulta que
h(x,t) =
(r2 + t2) u2 (n — 1) (r2 +  í2) imr ^  (n — l )2 (r2 +  í2) u2 ^  (r2 + í2) ití
2 2 r
+ 2  rtuTut +  (n — l) tuut +
2 (r2 +  *2'ç u --------- —-
8r 2
( - +- t2)-||VU|P +
+
to
( r 2 +  í 2 ) [_





( r 2 + í 2) 
+  - ----- =----- L
2
+
r" xuj: +  (n — l) rn 2imr +
8 r 2
(n +  l ) 2r n_3u2 x 2 --------^ ----------- K r Luf +
-r 2 u n — 1r 2 rtut +





n —1 ( f l  — 1 )  n — 3r 2 ur -\-------— r 2 u ) +
n — 1 ( n  — 1 )  n - 3
r  2 ur +
+ ^ [ l | v » í l W - u?] +
n=i 12 rtut > +
(n — l)(n  — 3) (r2 +  í2) u2
+
8 r 2
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Fazendo
a =  ^ rn21 uj  =  -  • V 2 u j =  -  • |r  2 Vu + u V 2 ^
n— 1 / X  _  \  (n — 1) n —5 X  ( n — 1) n=3= r“  í -  ■ VuJ + ---------  '
/ ü d  \ nrJ.b =  2 uj — r 2
x __---------r 2 — ■ x =  r  2 u -i------—
2 r  2
e do fato que (r +  í)2(a +  ò)2 +  (r -  t)2(a -  b)2 = 2 (a2 +  ò2) (r2 +  í2) +  8aòrí obtemos 
da expressão anterior para /i(x, t) que
(1.9) h(x,t) = (r + t)'r^pTl 1
2 + ( r - í )22 uj + (r 2
+ [IIVulI2 +  ?«2 -  «?] +
.(rV u ) r _ (rV u ) t. 




Como ur =  -  ■ Vu, pela desigualdade de Cauchy-Schwarz resulta que
• Vu
Isso diz que u2 =  |ur |2 ^  ||Vu||2. Com isso e do fato que cada parcela quadrática é 
positiva, concluímos de (1.9) que h(x.,t) ^  0 uma vez que n ^  3.
P rova da  p a r te  b)
Se 0 ^  ||x|| =  r ^  | ,  segue da equação (1.9) que
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+2
{t2 [(rn;1“)r + (rVu)]2 + J [(rVu)r " (r";lu) J2} +




n ~  1 \  2 /  n - 1 \  2 /  n —1 \  /  n - 1 \




riirv 112 , 2 21 , (n l)(n 3 )t2U2 [||Vtí|| +qu - U r\ +  --------- — 2----------
-T 216 rn 1 
*2 
gr n -l 
+2
8 r 2
4 [ | |V r f  +  ^ - u ? ]  +  ( ü ^ .
3u2 +  r n 1u2 4- (n -  l ) rn 2uur +  r n 1u2  ^ +
+ rin-7 112 2 2i (n -  l)(n  -  3)í2u2 -  [l|Vu|| + qu -  u2] + K-----------------------
l \ 2 í2u2 t2u2 (n — l) t2uur t2u2 í2||Vu||2 
~ )  ~8r2' 8 8r +  “ 8“  +  2 +
+
t2qu2 t2u2 (n — l)(n  — 3)t2u2 
~ 2  2~ + r8r2
í2||Vii||2 ^  t2qu2 t2u2 (n — l) í2
=  - e ( i i )  + (n -  l) í2
uu.\T (n — l)u2 (n — Z)u21
^ ^ 2  y 2
uuT (5 n — 13)u2 
r 4r2
Portanto
(1.10) i t \ í2 , N (w — l) í2 /i(x ,í) 5? — e(u) + -----------




U2 (  u2
= ^ i " ' x  + v { 2 ^
nu 1 9 , 9 / 1
x = ^  + ã 3 V(“ > 'x + “ V l 2 H





(n -  2)u2 
2r2
Agora, substituindo-se a equação (1.11) na equação (1.10),- chegamos que
( 1 .12)
e n ^ 3 . □
1.4 Estabilização
O principal objetivo deste capítulo é o seguinte resultado de estabilização para a 
equação (1.1).
T eorem a 1.1. Seja u uma solução da equação (1.1) com dados iniciais C'o°(Mn) em t  = 0. 
Suponhamos que para r > 0 e t ^  0 q = q(x,t) satisfaz
onde C é uma constante que depende da dimensão n e dos dados iniciais em t =  0.
Demonstração.
Integrando a equação (1.8) em M" temos
c) (2 + r)q +  rqr ^  0 para todo r > 0, t ^  0
Então, para qualquer T  > 0 temos:
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Assim
y- í  h(x.,t) dx = — í div G(x, t) dx — í g(x,t) dx 
dt JRn JM" JRn
=  /J R"
(r2 I ^  '
2íç +  rtqT H------ ------çft
pelo fato que
/ div G(x, t) dx —
J R"
= f  div /  (—u2 +  ||V x ||2 + qu2) íx — M(u)Vu — -^--zr [{r2 +  t2)u2] x \  dx
J\\x\\^t+R I ^  )
= f  G(x, t) ■ rj dS =  0
yii*ii=t+Â
devido ao Teorema da Divergência e Velocidade Finita de Propagação, onde R  > 0 é o 
raio do suporte dos dados iniciais e 77 é 0 vetor normal da superfície.
Usando agora as hipótese b) e c) do teorema temos
d_
dt t) dx =  / u
(r2 + t2)
2tq +  rtqT -\------ ------qt
2 tq + rtqr +
2
(r2 + t2) f  2rtq
IJ R’
« /Jw
=  /  íu2 [(2 -f r )<7 +  rgr] dx ^  0 
J Rn
dx
r 2 + 12 dx
Portanto
í t í  k{X' ai Jftn
Integrando essa desigualdade d e f  =  0 a í  =  T temos, pelo Teorema Fundamental do 
Cálculo,
í  -jT [  /i(x, £)dxd£ =  í  h(-x,T) dx — f  /i(x, 0) dx ^  0 
7 o dÇ Jjjn ./R" 7]gn
Logo
(1.13) /  /i(x,T) dx ^  /  /i(x, 0) dx = cte 
Vr« Vr"
O lado direito da equação (1.13) é uma constante que depende somente dos dados
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iniciais e da dimensão n.
Pelo lema (1.3) item (a), sabemos que h(x,t) ^  0 para todo x e í ,  com isso segue da 
equação (1.13) que
I  h(x, T) dx ^  cte 
J IMI f^
Segue da parte (b) do lema (1.3) e da estimativa acima que
cte ^  /  h(x,T)  dx
T 2 f  .. (n — 1)T2 f  í f  u2 \  3(n —3)it2]^  /  e(u(x,T)) dx H------- ------  /  div ( —-~x ) H-------— 5----- dx4  JI M K f  8  - / l l x l i ^ f  L V 2 r  J 4r2 J
T 2 _ (n -  1)T2 /• u2 2x T 2 ^  — E t H------- ------  / —õx ■ —  dS ^  —t E t4 7 8 7 ||x ||= f2 r2 T  4 T
pelo Teorema da Divergência e do fato que a normal sobre a bola ||x|| =  ^  vale 
Portanto
onde C é uma constante que depende apenas dos dados iniciais e da dimensão do problema. 
Ainda, pelo teorema do divergente temos
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Segue portanto que
T-¥ OO í u 2 ( x , T )  dS ^l|x||=f
Isto é
lim [  u2(x,T) dS  =  0 
'r- >oo7||x||=f
Isso conclui a prova do Teorema (1.1). □
1.5 Lim itação da Energia
Nesta seção veremos que os multiplicadores podem ser também utilizados para mostrar 
a limitação da energia total i?oo(f) no caso em que ela não é conservada, podendo até ser 
crescente.
Para isso tomaremos certas hipóteses sobre g(x, t). Usaremos o multiplicador
onde p =  /o(||x||) é uma adequada função C°° que depende apenas do raio r — ||x||. 
Temos o seguinte
Lem a 1.4. Seja n ) 3  e M p{u) = Ut +  pur + ^^p-pu, então
Mp(u) [Du +  qu] = ^  +  div F + g
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Onde
r =
- • V ur
e(u) = i  (uf +  || V n ||2 + qu2)
/ (x ,í )  =  e(u) + fmt (^r  + ^~2~ u
F (x,t) = | : ( | |V u | |2 - n 2) x - M p(U)Vu + ^ = ^ ( p ' - ^ )
g(x,t) = p'e(u) +  ( ^ - p ' )  (||Vu||2 - u 2) +
+ (n — 1 )(n — 3) /p4r2
(n ~ 1) /  
4r ~ 2 ~ P q -  2
2 Mu u x H— -— x 2 r
PQr
Demonstração.
Mp(u) [du + gu] =  Mp(u)utt — Mp(u)Au  +  Mp{u)qu =
(n — 1) \  . /  (n — 1) iít +  pur H-----—— pu ) utt -  Mp(u)Au +  I Ut +  puT -----—— pu J qu2r 2 r
(n — l)puutj ti ir / \ a (n — l)pquututt +  /3uritit H-------- ----------- Mn{u) A u  +  quut + pquur H-------- --------' - ' 2r
Somando as identidades seguintes 
(1) ututt =
(2) pUrUtt =  [pUr^í] +  div [£  (||Vu ||2 -  W?) x] +  ^  '(li? -  ||Vli||2)
/o-i (n-l)/)UMít _  Ô
W  2r _  dt 





+  div ín ^  (p' -  £) u2x -  Mp(u)Vu  +  f  (||Vu||2)4r2 r 
,"„2
+ (p' -  e) u? +  +  t - f f i - 3) (£ - /> ')  «2 -
(5) guut = -  Síj-
(6) =  div [ * i x ]  +  (£ -  / )  ^  -  M i  -  £MÎ
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com a expressão 7 e agrupando os termos, obtemos o resultado desejado. . □
Teorem a 1.2. (Limitação da energia). Seja q : Mra+1 »-*• M satisfazendo as hipóteses
1) q ^  0
2 ) qt + eqT ^ ^  para algum 0 < e < 1, onde cn = (n~1Hn~3)
Seja u uma solução de Ou +  <?(x,t)u =  0 em l f  x l  com dados iniciais Co°(Mn ) em 
t — 0. Então a energia total E ^ i t )  =  f Rn e(u) dx é limitada para todo tempo t ^  0.
Demonstração. Usando a relação
div — (n — 1 )pui 4 r 2
(n — l)(n  — 2)pu2 (n — l)puur (n — l)n 2Vp - x
4r2 2r
(n — l)(n — 3) +  ( n -  l )2 pu
4 r 2
(n — l)puur (n — l)u2Vp • x
2 r 4r2
cnpu (n — 1) pu (n — l)puur (n — l)u Vp • x
8r 2 271 4r2
e fazendo p constante e igual a e, isto é, p =  e para todo x 6 M", podemos reescrever /  no 
lema (1.4) como
(1.14) f  (x, í) =  (1 -  e)e(u) +  £C”U + div — (n — l)eu2
+e e(u) +




2 r + 8r 2 + I ur +
(n — l)u 
2 r
Agora, observe que o último termo entre colchetes da equação (1.14) é não negativo.








2 ' 7 '
2
+2
( 2  {n ~  1 )uuT (n — 1 )2u2+
• Vu
r 4r2
2 (n — l)u«r (n — l)2u2




+ 2 r + 8 r 2
(n — 1)íx\ u? 
±  +  2r  ) Ui +  Y
,9 .«_ ..9 ui (n — l)uur (n — l ) 2u2 , /  (n — l)u '
I • l|Vtí||2 + y  + 27 +  8 ^  + 2^~~ , Uí
liv l^l2 1 , 
2 2
2r  ' 8r 2 
qu2 (n — 1 )uur (n — l) 2u2
2 r + 8r 2
(n —l)u'
 ^ -^-----2r----  ^Ut
, . ( n  — l ) i m r ( n  — l ) 2 u 2 , /  ( n  — l ) u '  e(u) +  ----- ^ ^ ---- ±  ( Ur +  v n J Ut2 r 8r 2 2r
pois pela hipótese 1 do teorema <7 ^  0.
Integrando (1.14) em todo o Rn (para n > 3 e T > 0) temos
í  f ( x , T ) d x  =
JRn
(1 -  e) I e(u(x, T)) dx + ecn f
JRn J IR’
u2(x, T) dx+  div
JRn
(n — 1 )eu2
íJw e(u) +
(n — l)uur (n — l)2u2o,2
2r + 8r2
4r2
+ I ur +
dx+





— (n — l)eu2 
4r2 dx = 
(■n -  l)e u dx = —(n — l)e u
Idfl
x ) ■ 77 dS = 0
onde ü  =  {x € En /||x || < |T| + i?}, devido a propriedade finita de propagação, onde 
R  > 0 é 0 raio da bola que contém o suporte dos dados iniciais de u. Portanto
(1.16) í /(x ,T )  dx = (1 — e) í e(u(x,T)) dx +  ecn í
J  R" J Rn J R’
u2(x,T) dx+
(n — 1 )uur (n — l)2u2 t f  (n — l)u
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Cada termo na expressão (1.16) é não negativo, assim concluimos que
(1.17) f  f ( x , T ) d x ^ { l - e ) í  e{u(x,T)) dx = (1 -  e)Eoo(T)
J R" J R™
Observamos que também podemos escrever /(x , T) no lema (1.4) como
(1.18) f ( x , t )  = (1 + e)e(u) eCnfT + div (n — l)ew2 4 r 2
— e . . (n — 1 )uur (n — 1 )2u2 (  (n — l)u e(«) + ----- ST— ~ +  -— 7T5------- ( ur +  ■ n_ I ut2 r 8 r 2 2r
De forma análoga como foi feito em (1.15), o último termo na expressão (1.18) é menor 
ou igual a zero. Assim, integrando-se em todo o Mn a expressão (1.18) no tempo t =  0, 
temos
(1.19) í  /(x , 0) dx =  (1 +  e) f  e(u(x,0)) dx -  ecn í
JR" Vr"
- £ /m r-
tt2(x, 0) dx
R » r
. . (n — l)tiur (n — l)2u2 (  (n — l ) u \
«(“ ) +  ------- K  + -L -  ut dx ^  (1 + e)Eoo(0)
í=0
Agora usando o lema (1.4), integrando em Mn e usando o Teorema da Divergência e 
Velocidade Finita de Propagação, temos para n > 3 que
(1.20) 0 =  -77 /" / (x, t) dx + f  g ( x , t ) d x ^ ^ - í  f ( x , t ) d xÚt J^n J^n Ut ,/Rn
pois g{x,t) ^  0 devido a nossa hipótese 2 em q e do fato que p = e.
No caso n — 3 observar que
I  divF(x, t) dx = 2e7ru2(0,
J Rn t)
devido ao fato que
/J R' div
e w2(x, í) x 
2 r 2 r dx = 2enu2(0 , t )
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Nesse caso (n =  3) se obtem que
(1.21) 0 =  í  f ( x , t ) d x  + 2eTru2(0, t )+  f  g(x,t) dx ^  f  f ( x , t ) d xat Jfòn >----- v----- ' JRn at Jjjn
^0
Integrando as expressões (1.20) e (1.21) de í  =  0 a í =  T  e usando a expressão (1.17) 
junto com a expressão (1.19) obtemos para n ^  3
0 ^  í 4 : í /(x , t) dxdy 
J0 JRn
= f  f ( x ,T )  dx — f  f ( x , 0 ) d x  
JRn JKn
^  ( 1 -  e)E00(T) - ( l  + e)Eoo(0)
Portanto
E oo(T) ^  |[ ^ y ^ o o (0 )  
para qualquer T  > 0, donde fica provado a limitação da Energia Total. □
Capítulo 2
M étodo de Nakao
2.1 Introdução
Nesta seção, seguindo [18], provaremos um importante lema devido a Mitsuhiro Nakao 
e que é muito usado para mostrar a estabilização para zero da energia de problemas 
associados com equações diferenciais parciais de evolução. Trata-se de mostrar que se 
uma função t G [0,oo), não negativa, atende certa desigualdade de diferenças então 
o comportamento assintótico dessa função quando t —> oo pode ser descrito com taxas de 
decaimento uniforme.
Como uma aplicação do resultado de Nakao mostraremos alguns teoremas abstratos so­
bre estabilização para zero da energia de certos sistemas de evolução não lineares abstratos 
definidos por certos operadores com hipóteses adequadas.
Aplicaremos esses resultados abstratos para certas equações diferenciais concretas. 
Em muitas situações quando se estuda a estabilização da energia E(t) associada a 
EDP’s se usa o Lema de Nakao mostrando que E(t) satisfaz uma desigualdade de dife­
renças. Por exemplo, se mostrar que E(t) é decrescente e existe uma constante C > 0, tal 
que
sup E(t) ^  C(E(t +  1) — E(t)) para todo t ^  0 
. [t ,t + i]
então aplicando o Lema de Nakao se obtem que
25
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E(t) ^  Ce wtE(0) quando t —> oo
onde C e w  são constantes positivas e independentes de t.
Mais recentemente alguns autores (Ver [7], [12] e [26]) tem usado outros tipos de Lemas 
para estabilização de energia para zero associada a EDP’s. Por exemplo se a energia E(t) 
satisfaz
sendo /3 uma constante positiva.
2.2 Lem a de Nakao
O seguinte teorema é conhecido como o Lema de Nakao.
Teorem a 2.1. Seja 4>(t) uma função não negativa em [0, oo),ie, </> : [0, oo) [0, o o ) 
satisfazendo
E a+1(t) dt ^  cteE(s)
para todo 0 ^  s < oo, então
E(t) ^  cte e se a = 0, t > 0 
E(t) ^  ctet~%, se a  > 0, t > 0
(2, 1) sup 4>{s)1+a ^  Co(l +  t)r (<j)(t) -  4>{t + 1)) +  g{t)
a € [ í, t + l]
onde Co é uma constante positiva e g(t) é uma função não negativa e limitada. Então
i. Se a  > 0, r  =  1 e lim (log(l + t))1+a g(t) = 0 então
í —> oo
<p(t) ^  Cl (log(l +  t)) <* , t > 0
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ii. Se a  > 0, 0 ^  r  < 1 e lim í^1 r^ 1+«)g(í) =  0 então
«5 C2t ~ ^ 1 , t >  0
iii. Se a  = 0, r — 1 e g(t) ^  cte t~6~l para algum 0 > 0, então
(p(t) ^  Cs(l + t)~B com # '=  min , i > 0
iv. Se a  =  0, 0 ^  r < 1 e g(t) ^  cte t~eÀ  (co+0(i-r)(í+1) ] com Q > i então
4>{t) ^  C4e[-<co+il)(i-r)tl"r] , t > 0




ip(t) = 4>(t) +  v (log(l +  t))“ °
onde v é uma constante positiva que será determinada posteriormente.
Agora, se a > 0, ò > 0 e /? > 0 então é claro que (a + b)& ^  213(a& + b&). Assim, 
tomando a =  4>{t), b = v (log(l +  í))- “ e/3 =  l +  a  temos
ip(t)1+a ^  ( 4>(t) + i/(log(l + t))
< 21+a ( 4>{t)l+a + u1+a (log(l +
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sup (f>{s)1+a +  sup ul+a  (log(l +  s)) « 
se [t,í+ i] s6 [t,t+ i]
- V  (log(l +  í))- “ +  V (log(2 +  t ) ) ~ °  + g ( t )  +  v l+a  (log(l +  í ) )- ^ }
=  21+Q | c 0(l +  t )  [tp(t) -  ip{t +  1)] +  Co(l +  t )  v  (log(2 +  t))~a — v  (log(l +  t ) )  
+ g { t )  + u l+a  (log(l +  |
^  cte |(1  +  t) [ip(t) -  ip{t +  1)] +  (1 +  í) v (log(2 +  í))- “ -  v (log(l + í))- “ 
+g{t) + ul+a (log(l + í ) ) -1^ }
Portanto
(2.2) sup ip{s)1+a ^  cte {(1 +  t) [ip(t) -  i]){t + 1)] + h(t )}
se[t,£+1]
onde
h ( t )  =  (1 +  t )  [i/ (log(2 +  t ) )  « - i / ( lo g ( l + t ) )  « + g { t )  + u 1+a (log(l +  *)) ^
Mostraremos agora que li  (t) ^  0 se t é suficientemente grande. 
Inicialmente reescrevemos I\ (t) como
h  (t) = v (log(l +  t)) “ { (1 +  t) log(l +  t)
/ log(t + 2) 
\log(t +  1)
+
+ -  (log(l + Í))1+“ g(t) + Va u
Agora, observamos que
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' log(t+2) « 1 _  (  log(t+2)—log(t+ l) , ^  <* i ^  1 / ' lo g (t+ 2 )-Io g (H -l)N\ 
vlog (t+ l) )  \  log (t+ l) +  L J  ^  2a  \  log (t+ l) )
para t grande. De fato, chamando
x(t) = log(t +  2) -  log(< +  1) log(í + 1)
(é claro que lim x( t) =  0), vamos analisar a função
t - ¥  OO
Esta função apresenta um único ponto crítico que é um mínimo global em x = 2 1+<* — 1.
a
Além disso 0 =  /(O) > / ( 2 1+a — 1). Então, desde que lim f (x )  = 0  temos que f (x )  ^  0
x—>0+
para x  pertencente a uma vizinhança à direita de 0. Logo, para x  próximo de zero temos 
que f (x )  ^  0, ie , quando t é muito grande temos
( log (t+ 2)\ ~ ã  _  1 _  / log(t+2)—log(t+ l) , i \ _ “ _  i < _ x  / ' log(t+2)—Iog(t+ l) \
\ l o g ( t + l ) J  L ~ \  log (t+ l) 1 ^  2a  V log (t+ l) )
Segue que
(2.3) I x(t) ^  i/(log(í +  1)) - 1- (1è r log (ítt) + ï (log<‘+ 1))1+i 9<í)+^
para t grande.
Aplicando a regra de L’Hôpital temos
lim
t - > o o
(1 +  t) log




t+xJ = h m ( í ± l ] = 1
t —► OO y  t  “ f~ 1
Chamando
7]{t) =  - ^ 2~  log ( ^ f )  + ^(iog(í +  i) )1+“ g{t) + va
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temos éntão pela hipótese (i) do Teorema (2.1) sobre g{t) que
lim ri(t) =  lim
t —>00 t —>00 2a
Escolhendo v < (2a) a de modo que
lim r](t) = —- — I- va < 0 í-> oo 2a
temos pela definição de limite que existe T\ > 0 tal que rj(t) < 0 para todo t > T\. 
Voltando a expressão (2.3) temos que se í > T\ e v < (2a)~a
~ 2 a ^  lQg ( ?  +  l )  + “ (loS(í +  1))1+“ 5W + ^Q
= Z/(log(í +  l)) 1 « T](t) < 0
Voltando agora à expressão (2.2), se t  >  T \  e v  < (2a) a então concluimos que
(2.4) sup Ip(s)1+a ^  cte(l + t) [ip(t) — ip(t +  1)] 
ae[t,t+i]
Fazendo a mudança de variável ip(s) a = u>(s) e aplicando o Teorema Fundamental 
do Cálculo temos
-  e m  +  1 ) ] - Q| I z l  =  £  ±  m t )  +  (1 -  e m t  +  i ) ] - Q d e
— f  - a  [9if>(t) + (1 -  e)ip(t +  1)] “ 1 (^(t) -  %!)(t +  1)) de 
J 0
=  — a(ip(t) — ip(t + 1)) f  [eip{t) + (1 — 6)ip(t +  l)]_a_1 de
J 0
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Daí e da estimativa (2.4) temos para t > Ti que
«1
+ 1) ^  — a(ip(t) -  ip(t +  1)) J  ^c te^+ ï(l +  i ) “+ï {ip{t) -  ip(t + 1))“+! +
+(1 — 0)cte“+! (1 + t) “+1 {ip{t) — ip(t + 1)) “+1 
=  —acte_1(l +  í)-1 f  dd
J o
=  —acte_1(l + í)_1
- a - 1
de
Agora observamos que
1 +  Ti < t < 2 +  Ti
2 +  Ti < t < 3 +  Ti
uj(t — 1) — uj(t) ^  —acte l t 1
u(t — 2) — u>(t — 1) ^  —acte_1(í — 1)_1
n +  T i < í < n  +  l + Ti => ui(t — n) — w(í — n +  1) ^  —acte 1 (í — n + 1) 1 
Somando tudo, obtemos para t tal que n + Ti < t < n + l  +  Ti, com n natural que
71 —  1. . . . a  '-ê—î 1 a f n 1 dx a( ( _ „ ) _ „ (  _  =  _ [ l o g ( f - n  +  l ) -  log (J
Logo
a(2.5) w(í) ^  w(í — n) -1----- [logí — log(í — n +  1)1 para todo n + Ti < t < n  + \ + T \cte
Portanto, de (2.5) temos
oj(t) ^  inf cuis) + —  lo g í----— log(Ti +  2) (t >  Ti)
se [T i ,T i+ i]  cte cte
que produz imediatamente (usando a definição de ip)
(2.6) ^  ip{t) = (uj{t)) » < <j ^ n f  ^ ( s )  +  ^  logí -  ^  log(Ti +  2)
para todo t >  T\.
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Agora, para t ^  Tx +  2 segue de (2.1) que
(2.7) (f>{t) ^  max {g(t), C} para C =  [Co (3 + T\) + l]õ
De fato, para t € [0, T\ +  2] temos dois casos
• Se <f>(t) ^  g(t) então <j>(t) ^  g (t) ^  max {</(£), C}
• Se (j>(t) ^  g(t) então de (2.1) temos (r  = 1)
<j>{t)l+a < sup <£(s)1+“ ^  C0(l +  í) [0(í) -  <t>(t + 1)] +  g{t) ^  C0(l + t)4>{t) +  </>(í)
s e [ í , t+ 1]
Assim </>(í)Q ^  Co(l +  f) + 1 ^  Co(3 + Ti) +  1 e portanto (t ^ T \ )
< [C7o(3 +  Ti) + 1]“ =  C ^  max{#(í),C}
Agora, as estimativas (2.6) e (2.7) implicam prontamente em (i), pois de (2.6) temos 
que para t > T\ + 2 > T\
4>{t) < ------------------------------ ------------------------------r < --------- ---------r
/x  oc , Oi , _  „ A “ fctelogfl +  í)l“
« ( “ í , +ii‘j(5) +  ^ l0S Í“ 5 i l0 6 (r i+ 2 )J
e de (2.7) temos para t ^  Ti +  2 que 0(f) ^  max {<?(í), C} =  / f  (constante), desde que g{t) 
é limitada. Donde, tomando C\ = K  (log(l + T i))«  temos
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Prova de ii.
Fazendo
então, como em (2.2) temos
lj)(t) =  (j) (t) + ut oc
V>(Í)1+Q = (P(t)1+a + í/1+Qr (1_r)(1+«)
Daí, usando (2.1)
sup ip(s)1+a ^  21+a 
sG [í,í+ l]
< 21+Q
sup 0(s)1+Q +  sup U1+as ^  r)(1+a)
s e [ t ,í+ i]  s e [ í , í+ i ]
{C0(l +  t)r [<P{t) -  4>(t + 1)] +  g(t) + ul+ar ^ - r^ +^)
Agora, somando ±ut  </ e ±u{t  +  1) V  temos
sup ^ ( s ) 1+Q ^  21+a |C o (l +  t)r {${t) + vt~^r^j -  v r 1^  -  {(f){t + 1) + 
+v(t  +  1)  ^ +  u{t +  1) Õ~ j +  g{£) +  i/1+Qí _(1_rK1 + ã)
=  21+a { c 0(l +  t y  [rp(t) -  i/,(t +  1)] +  Co(l +  t y  +
+v{t +  l ) -1^  + g{t) + í/1+Qr-(1~rK1+£ ) |
=  21+“ {C o (i +  t y  m )  -  fj,(t + 1)] +  I 2(t)}
onde
h ( t )  =  v t - ^  { c 0 ( i  +  t y
t +  1
- 1
Agora,
t +  1
para t grande. De fato, definindo
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temos que f ( t )  apresenta um único ponto crítico, o qual é um mínimo global em 
t =  — ^ -----e desde aue
2 a + l - r - l
f ( ----o-“------ 1 < 0 e l im /( í)  =  0
\ 2 « + l - r  — 1 /  t~> 0O
então f ( t )  < 0  para todo t > — .2<* + l-r _1
Usando a hipótese em g(t), isto é,
lim t ^ r)(1+^ g ( t )  =  0 t—yoo
e a desigualdade
válida para t grande, então
h{t)  ^  J/í" i ? ^ = r { c 'o ( ( 7  +  i ) í ) r + ^ - 1í - ^ ? ( í )  +  ^qí- ( 1
=  u t - l^ r +r~ l | - C 0(1 +  +  ^ 1í (1_r)(l+“ )ff(í) +  ^Q} < o
para t grande, bastando escolher u suficientemente pequeno.
Assim existe T2 > 0 tal que se í > T2
(i
2a % - 1
sup ip{s)l+a ^  21+QC'o(l +  t)r [tp(t) -  ip(t +  1)] 
s£ [£ ,í-fl] .
Como na prova de (i), fazendo a mudança de variável ip(s)~a =  o j ( s )  temos
71 —  1  -
u>(t — n) — uj(t) ^ ——  V  ------—
c t e ^ ( í - * ) r
r>n- 1 dx
- - Ícte Jo (t -  x)T
para qualquer n positivo, o que prova (ii) analogamente como na prova de (i). 
Provas de (iii) e (iv)
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As provas de (iii) e (iv) são semelhantes e portanto faremos apenas a prova de (iv). 
Da hipótese (2.1) sobre 4> pode ser mostrado que
?i(i +  1 )<  c„((,° + l ) ' >+ i 0(1)+3<í)
e consequentemente, usando indução sobre n podemos ver que
T T  C o ( t + l - i Y  ±. . A Í  Co(t + 1  — i ) r  .
<t>(t+ 1) < n  C o ( t+ 1 -T)^ M ^  - n ) + 5  n  c o f t + i - i y + i 5“  ~ 3)2=0 7 = 0 2=0 
N-— ...  ^
h
Agora, fixamos um inteiro n tal que n ^  t < n + 1. Podemos assumir que sup 4>{s) > 0.
sG[0,l]
Então pode ser verificado que
log(/i) ^  - ^ 2  ■ ---- ■ +  sup log </>(s)
^  Co(í +  1 -  l)r + 1 sg[0,l]
f n 1 
<  -  /  ^  1------Í7T 7  dx +  SUP loS ^J 0 Co(t + l —x) + 1  s€[0,l]
Assim
h  <: Cse ^o+iKi-r) C1+Í)1_r] 
De modo análogo também pode ser verificado que
n— 1
I2 ^  5 2  e Co(t+1_I)r+1 dxg{t — j)
j=o
C6e[ (Co+i1)(i-r)(1+É)1 T]
A prova agora está completa. □
2.3 Equações de Evolução N ão Lineares A bstratas
Seja H  um espaço de Hilbert e V, W  espaços de Banach com V C W  C H. Assumimos 
que V é denso em W  e H  e as imersões naturais de V  em W  e de W  em H  são contínuas.
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Identificando H  com o seu dual (denotado por H*) temos que
V C W C H  = H * C  W* C V*
Vamos considerar as equações de evolução não lineares para u : [0, oo) V
(a) u"(t) + B(t)u'(t) +  A(t)u(t) =  f( t)
(b) B(t)u'(t) 4- A(t)u(t) =  f( t)
onde A(t) é a derivada de Préchet de um funcional F^t) • V  K, isto é,
A(t) e  £(V,£(V,R)) = C (V ,V )
e B  é um operador limitado de W  em W*. Esquematicamente temos:
u : R+ ^  V  C V*
^A(t) : V  >-> R
A(t) : V  i-> V* = £(V, R) 
B{t) : w 4  r c r
onde.R+ =  [0, oo). Assim, na equação (a) temos
u 6 V  =* v! G V => u" € V  Cl /*
u € V  =► «' É F . C f  ^  B u ' e W * c V *  
u e v  => Au e v *  
Portanto u"(t) +  B(t)u'(t) + A(t)u(t) = f( t)  faz sentido se f ( t ) € V*.
As conclusões são análogas para a equação (b).
A dualidade de V* e V é denotada por < • ,•>  e significa que se /  6 V* e u € V  
então f(u) = < f , u > v, v . Do mesmo modo, se u G V  então A(t)u 6 V*, portanto 
denotamos A(t)u(t) aplicado em u(t) como <A{t)u(t),u{t)>v, v . Note que ambas as 
expressões < f ,u>  e <A(t)u(t),u(t)> são elementos de M ou C.
Faremos agora as seguintes hipóteses
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Ai- A(t) e -Fa(í) satisfazem as condições
ko(l+ t )~ a \\u\\y ^  k i F ^ i u )  ^  <A(t )u ,u>  para u G V
onde ko, k \ ,a ,p  são constantes tais que ko, k\ > 0, a  ^  0 e p > 1.
A 2. Para cada u G V, ^ ( t )  é diferenciável em t e
0 < ~ ^ t FA(t){u) < P(*)*U(t)(«) 
para alguma função p(t) decrescente satisfazendo lim p(t) = 0. Por simplicidade escreve-
t—>00
remos FA,{t)(u) para f tFA[t){u).
A 3. B{t) satisfaz
k2{l +  t)~e°\\u\\T^ 2 ^  <B(t)u,u>
\\B{t)u\\W' ^  h  (1 + t) +  (1 +t)  ®2|M|w
onde k2,k3 > 0; r ,00 ^  0; &i,&2 são constantes.
r +2
A 4 .  /  G Lj^ 1 [M+ ; W *] onde r é  a constante na hipótese A3.
Definição de solução de (a): Uma função u : K+ ^  V  é dita ser uma solução da 
equação (a) se
u G C(M+;F)
u' G C(R+- , H ) f ] ^ c2 (^+-,W) 
u" G L ^ O R + s-n  
e a equação (a) é válida em V* quase sempre em t G [0,00).
Definição de solução de (b): Uma função u : R+ i-> V  é dita ser uma solução da 
equação (b) se
u G C (R+; V) e v! G L[+ 2 (R+; W)
e a equação (b) é válida em V* quase sempre em t G [0,00).
Seja u(t) uma solução de (a). ”Multiplicando”* a equação (a) por u'(t) temos
(2.8) <u"(t),u'(t) > +  < B(t)u'(t),u'(t) > +  < A(t)u(t),u'(t)> =  <
Agora, v! G V  C H  que é um espaço de Hilbert e portanto possuí produto interno. 
Assim llu'11  ^ =  (u' , v!)h e
 ^ II 'Il2 _   ^(„< „7\___  ^ „.u
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^ l l^ l lH = -fá(u 1U )H = 2 < u >u >
Logo
Agora, se F é um funcional
F  : R x V \-ï M
(t, x) F(í, x)




então se xq =  xq (t) pela regra da cadeia temos
d r , .. dF dt dF dx o dF dF , .- [ ? ( ( , * „ ) ]  =  +  ^ ( t , x „ ) x 0 (í)
Tomando x 0 =  u(í), i^ í.zo ) =  ^4(í)M*))> §£ =  4(i), f f ^ o )  =  A(t)u(t) e
*N o sen tid o  da dualidade
Tfc(t,xo) =  FA'(t)(u(t)) temos
j t [-PU(í)(«(*))] =  F A > ( t ) { u ( t ) )  + <A(t)u(t),u’(t)>
Isto é
(2.10) <A(t)u(t),u'(t)> = j t [ *U (t)(u(í))] -  FA,[t){u{t))
E quações de E nergia  P ara  E quação (a)
Substituindo (2.9) e (2.10) na expressão (2.8) e integrando de t\ a t2 obtemos
(2.11) i | |u'(t2)\\2H + £  <B(t)u'(t),u'(t)> dt + FA{t2)(u{t2)) -  £  FA,[t){u{t)) dt
= \\\u'{ti)\\H + FA(ti){u(ti)) + £  dt
Agora, ” multiplicando” t a equação (a) por u(t) (u(t) 6 V  C H) temos
(2.12) <u"(t),u(t) > +  < B(t)u'(t),u(t) > +  < A(t)u(t),u(t)> =  <f(t) ,u(t)>
Mas
^(u '{ t) ,u{ t ) )H =  <u"{t),u{t) > +{u'{t),u'{t))H
Portanto
(2.13) <u"(t),u(t)> = ^{u '( t) ,u ( t) )H -  (u'(t),u'{t))H 
= j t (uf(t),u(t))H- \ \u 'm 2H
N o v a m e n te  no sen tid o  da dualidade
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Substituindo (2.13) na expressão (2.12) e integrando de t\ a t2 ficamos com
rte rti
(2.14) / <A(t)u(t), u(t) > d t=  (< f( t ) :u(t )> — <B(t)u'( t) ,u(t)>) dt
Jti Jti
+ Í  \\u'{t)\\2H dt +(u'(ti),u{ti))H -  (u'(t2),u(t2)) 
Ju
E quações de E nergia Para E quação (b)
Analogamente, se u(t) é uma solução de (b), seguindo os mesmos passos anteriores 
encontramos
(2.15) FA{t2)(u(t2)) -  [  FA,{t){u(t))dt+ [  <B(t)u'( t) ,u '( t)> dt
J t i  J t i
= FA(ti)(u{h)) + f  < f( t) ,u '( t)>  dt
Jti
e
/•Í2 r t i
(2.16) / <A(t)u(t),u(t) > dt = / (< f( t ) ,u ( t )>  — <B(t)u ' ( t ) ,u ( t )>)dt  
Jti Jti
2.4 Teorem as de Estabilização A bstratos
Para mostrar resultados de estabilização para as equações (a) e (b) precisamos de 
diversas estimativas sobre as soluções.
Seja u(t) uma solução da equação (a) satisfazendo ambas as expressões (2.11) e (2.14). 
Integrando A3 , de t a t + 1, com u'(t) no lugar de u, temos
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Aplicando nessa estimativa a identidade (2.11) e a hipótese A2, isto é,
0 < (“ (*))
temos a seguinte desigualdade
fí+i/t 1 (l + a) - 90! ! « ' ^ ) ! ^ 2 ds <
+ -^4.(í)("“(*)) -  2 +. 1)II«- -  PA{t+i)W{t +  1)) +
r t + 1 r t + 1




W ) )  =  ^ IK ( í )IIh + í?a(í)W í ))
é a energia para o sistema (a).
Agora como
I < f { s ) , u ' ( s )  > I ^  ||/(s)||vH K (s)||w
onde
||/(a ) ||w  = sup |< / ( s ) , « > |
| |u | |w ^ l
temos
/ í + 1  / * í + l( l + s ) - 0o||ii'(s)||^ 2ds <  E{u{t))-E{u(t+1))+J ||/(s)|Sv^-11^(5)IIVKCÍ-5
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Ainda, aplicando a desigualdade de Hõlder
/*£+1
J  ll/(s)||vHK(s)llw da =
/í*f" 1 0 Q(1 +  a ) - ^ f ( l  +  s)r+2 ||/(s ) ||íH I« /(*)llw' ds 
= J t+1 [(l  +  s ) ^ | | / ( s ) | | w ]  [(l +  s r ^ H u ^ l l w
\  r±i aHolder (i + 5)r+2 ll/(s)lk* N I2 ^2  \  r+ 2  /  r t+ 1r+1 ds 1
ds
(1 + s) ’■+2||u'(s)||w'
r + 2  \  r+2
ds
í + l  fl„ r+ 2  \  r+ 2  /  f t + l
r +  1(1 +  3)^+1 | | / ( 3 ) | |^ d S (l +  3) - eo||U'(3) |r + 2 ds
r+2
(^ ~ +  2) ^ r+2 Z' /’í+1
(H-s)-*>||ii' ( a ) | | # 2 ds
1
r +  2
Aplicando a desigualdade de Young ab ^  ^ap + ^bq válida se ^  +   ^ =  l , p > l ,  para 
os termos a e 6 acima, obtemos para p =  e <7 =  r +  2
/ r + 2 J Vr + 2





J  (1 +  S)- + 1 | | / ( S)||
1 f t + l
- k 2 J  (l +  s) - * lu '( a ) | |# 2 ds
Portanto, a expressão (2.17) fica
/*£+1
h j  (1 +  » ) _#1||u '(s)||'^2 iis < E(u(t))  - £ ( u ( i  +  l ) ) +
r +  l \  (  2 ^ '* , A.2-á T ^ '+1(1+ í ) ^^||/ ( s ) | | | ? * + | ^ ' +1(l + s )-»»||„'(s)K+2(ií,
r +  2 / V?" +  2
Donde concluímos que
(2.18)
hr ^ +1/• í+ l r í + l  80 r±2J  (1 +  s)_0o||n, (s) | | ^ 2 ds < £(u(í)) -  E(u(t  +  1)) +  C (1 + s)r+i \ \ f ( s ) \ \ ^  ds
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onde C  é uma constante que depende de r e k2. Segue que
(2.19)
p t~\-1
*2 J  (1 +  5) - 00||n'(5)|rv+ 2 ds ^  k2D(t )T+2
onde
D(t) = 2_
h /í+ l  e0 r + 2(1 +  s)r+i ||/ ( s ) d s r +2
Consequentemente, aplicando o Teorema do Valor Médio para integrais, segue da ex­
pressão (2.19), que existe um í* G [t,t +  j] tal que
i; 4(i + s r e°\\u'(s)\\r+2 ds = (1 + t l r do\ \ u \ h w + 2\  ^  D{t )r+2
Logo
(2 .20 )
Desde que t ^  t\ ^  t +  segue que 1 +  íi ^  |  +  í ^ 4  +  4í =  4 ( l+ í ) .  
Logo, a expressão (2.20) fica
(2 .21)
1 0Q 1+ftf) #Q
\u'(h)\\w ^  4?+5(l +h)r+ 2D{t) ^ 4^+2 ( l+ t ) r+ 2D(t)
Analogamente, existe um t2 6 [t + | , í  +  l] tal que
(2 .22 )
l+0n
|u/(Í2)||w ^  4>-+2(1 + t2) r+2D(t) ^  4 r+2 (1 +  t ) r+2D(t)
Segue da expressão (2.14) com t\ e t2 das expressões (2.21) e (2.22), respectivamente,
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que
rti
/ <A (s)u(s),u(s) > ds ^
Jtx
<  <A(s)u(s),u(s) > ds
<  l , / 1 i<-f(s)iu(s)>~<íB(s)u'(s),u(s)>) ds +
+ í  \\u'(s)\\2H ds + -  (u'(t2),u(t2))H
Jti
rti rt2
^  / |<_B(s)ti'(s),íi(s):>| ds +  / |< /(s),it(s )> | d s +
Jil
+  í  \ \u '(s)\ \ ids+ j : m u ) M t ô ) H\
J t 1 i = l




/ ||n '(s)||^ ds +  5 3 |(u'(íi),tí(íi))ff|
C l___________ ' -i= 1
// / / /
Pela hipótese A3 temos
=  í  ||5 (s)u '(s)||v ^ * ||u(s)||vk ds +  í  | | / ( s ) | | v H H s )IIvk ds 
J t i  J t i
(1 +  s)~01|K (s ) | | ^ 1 +  (1 + s) -02||u'(s)||vk ||u(s)||w +  ||/( s ) |k - lk (s ) ||iv }
^  cte 1 +  s) ^ llu^s ) ! ! ^ 1 +  (1 + s) 02||u'(s)||w  +  I|/(s)||vk*| ds sup ||u(s)||w
J se[t,t+i]
No que segue usamos o fato da imersão de W  em H  ser contínua, as desigualdades de 
Hõlder e Cauchy-Schwarz e a expressão (2.19) para obter que
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I I  =  [  H t t ' i a i l l f f d a
J t  i
rt+ 1
^  cte J  ||u '(s ) ||^ d s
/t+1 2»0 „ Mn(1 +  s) ’■+2||u/(s)||w (l +  s ) r+2 ds
a^ 1 2for+2 , 2 ( ^ )  \  +^2 /  2£o_r±2(1 +  s)“ ^ - 2 ||u '(a)||^  2 > ds) U  {l + s)r+2 r ds \2 r
aí4*l \  r4*2 /  f t + 1  2en \  r + 2(1 +  s)_É'°||u,(s) | | ^ 2 ds) I J  (l +  s ) r  ds)r2 /  ft+l 20n \  t*+2
< cte [£>(í)r+2] r+2 í / (1 + í +  1)^  ds J
O 2fln
^  cte D(t) (2 +  í ) ’-+2
o 2flo
^  cte -D(í) (1 + t )  r+2
2
i= 2





^  £ 11^ ) 11*  sup lM s)Htf
j= l  s£ [t,t+ l]
^ cte (iK(íi)lljy + ||it'(Í2)||iv) sup ||u(s)||h
se [ t,t+ i]
Daí, pelas expressões (2.21) e (2.22) temos que
i=2
I I ,  -  Y ,
1—1
^  cte (||tt'(íi)||i^ + lk '(Í2)||w) sup |K s)||tf
5€[í,t+l]
( 1+0O 90 l + d g  O q  \4 ^  (1 +  í) r+2 D(í) +  4 r+2 (1 +  í) r+2 J)(t) SUp ||u(s)||.ff
'  se[ í,t+ i]
=  cte(l + {)*+* D (t) sup \\u{s)\\H
se [ t,t+ i]
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Segue das estimativas I, I I  e I I I  que
/ <A(s)u(s), u(s) > ds ^
Jti
Lf Í 2  cte /' í i (i + + (i + s)-02||u'(5) |k  + ll/(5 )lk*
V I V I I
ds sup |]ti(s)||iy
s e [ t ,t + 1]
I V
+cteD(t)2(l +  t ) r+2 + cte(l + t ) r+2D(t) sup ||u(s)||i/
í € [ t , í + l ]
V I I I
Precisamos estimar cada uma dessas integrais. Para isso observamos que
u(S)ii^ =  ( i + S)a ( i + 5) - QM S)rv,w
Pela hipótese Ai temos que (1 +  t) “ |M |y ^  (t)(u) e Pe a^ imersão contínua de
V C W  temos ||u(s)||w ^  cte||u(s)||y. Resulta
ll^(s)||^ ^  cte(l +  s)Q(l + s) “ ||u(s)||^ ^  cte(l +  s)aFA(s){u(s)) ^  cte(l +  s)aE{u(s))
onde as constantes acima não são necessariarmente as mesmas.
Segue que
(2.23) I V  = sup ||«(s)||vv ^  cte(l + í)p sup E(u(s))
sG[í,í-f-l]
Precisamos estimar
V = 5)11 w”1 ds[ 2(i + s r d'\\u'(
Jt i
r t + 1
^  (1 +t)~ ei Jt II«'(
a í t+1 0 <r+1)
=  <!+*)■ y  ( i + s ) “" ' « ( i +
c 1
1 r + 1
O t + l  \  r + 2  /  f t + 1 \  r  + 2
(r+1  ^dS ' ‘ ' /1 -1- o\ llr+2 ,
/  f t + 1
< (i +  í ) - ei ( y  (i +  5)e°(r 1) dsj  Q  (i + s ) - t'°l|u '(s ) l ^ d s
< (1 +  í)-ô lcte(l +  í)0o^ í^  D(t)r+1
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Portanto




V I  =  [ \ l  +  s ) - e*\\u'{s)\\w ds
Jtl
f t + l
^  J  (l +  a) -* ||u '(S)||w dS
/í+1 Q Q{ l + s ) ^ { l  + s)-r+2 \\U'(S)\\w ds
/ f t+1 \  r + 2 /  f t+1 g
^  ( i + t y e2[ J t ( i + 5)0oi k ( S)iiu 2 ^ J  [ J t (i + s ) ^ d s
^  (1 +  t )~ e2 [D{t)r+2] ^  [cte(l +  í ) &
= cte(l + t)~d2+:^ D { t )
r +  l 
r+ 2
Isto é
(2.25) V I  = í \ l  +  s ) ~ 02||w' ( s ) | | vk ds ^  cte(l + t)~B2+& D { t )
Ju
Ainda
V I I  =  Í 2 | |/(s ) |k *  ds 
>tl
r*t+l
f  ll/(s)ilw*-l ds
r t  2
/  II/(í 
Jti 
f t+ 1 
/  ll/(s
r +  l ~
/ * + !  r+ 1  \  r + 2  /  / * í + l  \  r+ 2\ \ f ( s ) \ \ ^ d s j  r +2 dS
Portanto obtemos que
r  +  l
/ £ + l  /  / * í + l  r  +  l  ^  r + 2||/(s)||iv* ds ^  ô(í) onde á(í) = ||/ ( s ) ||^ .2 ds
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Usando a imersão contínua de W  em H e  a expressão (2.23) temos que
V I I I  = cte(l +  t ) r+2D{t) sup ||u(s)||h
se [ t,t+ i]
en
cte(l + t ) r+2D(t) sup ||u(s)||w 
se[í,í+i]
^  cte(l + ^ ^ ^ ( ^ ( l  + t) p sup E(u(s))p
5G[í,í4- 1]
Isto é
(2.27) V I I I  = cte(l + t ) ^ D ( t )  sup ||ii(s)||ff ^  cte(l +  t ) v+2 + pD(t) sup E(u(s ))t>
sÇ[í,£H-l] 5Ç[í ,í +1]
Finalmente, usando as expressões (2.23), (2.24), (2.25), (2.26) e (2.27) concluímos que
(2.28)
£  2 <A (s)u(s),u(s) > ds ^  cte j  (1 + t)-fll+fl°í^5 i I>(í)r+1 +  (1 +  t)~62+^ D { t )
#0 l a  1 26n _ 1
+S(t) +  (1 + t ) r+2D(t) (1 + t)p sup E(u(s))p +  (l + t ) r+2D(t) >
J se[t,t+i] J
Aplicando o Teorema do valor médio para integrais, existe t* G [ti,t2] tal que 
f t2 E(u(s)) ds = E(u(t*)) (t2 -  h )  Z E{UP ]
Ju '---- ----- ' 2
onde íi e t2 aparecem em (2.21) e (2.22). 
Logo
r t2 r Í2 i h / í s i i i 2 r t2
(2.29) E {u ( t* ) ) ^ 2  E{u{s))ds = 2 /  J i - U M  da + 2 /  FA{s){u{s)) ds
Jti  Jti * Jti
Agora, pela imersão contínua de W  em H, isto é IHI# ^  cte||it||w, para u G W,  e pela 
hipótese Ai, isto é FA^ ( u ) ^  ^  < A(t)u,u> , a expressão (2.29) fica
rti 2 /‘í2
(2.30) E(u(t*)) < cte / ||u '(s)||^  ds + — / <A(s)u(s), u{s) > ds
J u  Jti
" V  ...... h 1 ■v—
I X  X
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Usando a expressão (2.19) e a desigualdade de Hõlder temos
I X  = \\y ds/  V o o u
J t l
/’í+ 1 Mo
^  J  (l +  s ) ^ ( l  +  s)
(/-í+1 r ,  r±2 \  í+2 /  f t+ l  r .. I±2 \  í+2£  [(1 +  *)'+’] r ds) U  [(l +  s ) - +2 ||U'(S) ||^ ]  2 dsj
ft+l 2Sn \  r+2 (
J  (1 +  5) r d s j (1 +  s)_0o||u/(s) | | ^ 2 ds
20 0 r.
^ ( l K ( s ) | |2w ds
-  \  ^  /  /*<+! 
 j
r+2 /  /•<+! 2r+2
v2
Usando a expressão (2.28) temos
2 r t2X  = — / <í4(s)ií(s), u(s) > ds 
«1 Ví!
{ (1 +  í ) - tfl+fl°íS5I£)(í)r+1 +  (1 +  t) -02 + r+2 £>(í)
0Q "1 Q 1 20n _
+5(í) +  (1 +  t )T+2D(t) (l + í)p sup E(u(s))p +  (1 + t ) r+2D(t)
J se[ t , t+ i]
Somando I X  e X  obtemos a seguinte estimativa de (2.30)
(2.31)
{E(u{t*)) ^  cte < (1 +  t ) ^ D ( t ) 2 + (1 +  t ) - ei+eoS$&D(t)r+1 + (1 +  t y ^ + ^ D i t )
+ô(t) + (l + t )T+2D(t) (l +  í)p sup E(u(s))p 
J se[t,í+i]
Sejam agora t\ e números arbitrários tais que t ^  t\ ^  ^  t + 1. Por (2.11) temos
(2.32)
E{u{t2)) = E(u{ti)) +  í  [ -  < B{s)u'{s),u'(s) > + F A/(s)(íx(s)) +  <f(s) ,u(s)>] ds
Jti
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Fazendo íi =  t* em (2.32) temos
E(u{t2)) ^  E(u(t*)) + J ' 2 [<B(s)ul(s),u'(s) > + \ F a , { s) ( u ( s ) ) \  + | < f(s ) ,u '(S) > |] ds
pt-\-1
^  E(u(t*)) + J  [<JB(Sy ( S),n /(S) > + |F /1,(s)(U(s))| +  | < / ( 5) ,U'(S) > |]  ds 
Portanto 
(2.33) sup E(u(s)) ^  E(u(t*))+
s6[t*,t+1]
/*í*f 1
J  [<B(s)u'(s),u'(s) >  + \ f A ' ( s ) ( u { s ) ) \  + | < f{s),u'(s)  > I] ds 
Analogamente, fazendo t2 — t* em (2.32) temos
E(u(h))  = E { u { t * ) ) - f  [ -< B (s )u ' ( s ) ,u ' ( s )> + F A,{s)(u(S)) + <f(s),u'(s)>] ds
Ju
^  E(u(t*))+ í  [<B{s)u'(s) ,u'(s)>+\FA,(s){u(s))\ + \< f( s ) ,u ' { s )> \]  ds 
Jti
+ 1
^  E(u(t*)) + J ' [<B(s)u{s),u '(s)>+\FAi(s){u(s))\ + \ < f { s ) , u ,(s)>\] d
Portanto
(2.34) sup E(u(s)) < E(u(t*))+
se[t,t*]
r t + 1
J t [<B(s)u'{s),u'{s)>+\FA>{s){u(s))\ + \<f{s),u'{s)>\]ds 
Segue de (2.33) e (2.34) que
/’í-fl
(2.35) sup E(u(s)) ^  E(u(t*)) + / <.B(s)u'(s),u'(s) > ds 
se í t ,t+ i l  Jt
X I
rt-f-1
+ y l-F/t'(s)M s)) |d s  +  ^  I <f(s ) ,u '( s )  > \ds
—V > —
X I I  X I I I
Vamos agora estimar X I , X I I  e X I I I .
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Usando a hipótese A3 temos
ft+i/ <B (s)u '(s),u '(s) > ds
r t -\-1
^  J  ||^(s)lt/(s)||iv  ||lt'(â)||v^
^  f +1 [fc3(l +  5 )-0MK(s)|rv+1 + /C3(l +  s ) - 02||K,(S) |k ]  |K ( s ) |k d S
/*i+1 r t -\-1
= fa (1 + s)~01 ||u '(s) | | ^ 2 ds + k3 / (1 +  s)- 02||u '(s)||^  ds
/í+l /*í+liKí^llvv-2 +  cte(  ^+  i ) ~ 02 /  llu ,(s)llw ^s
/•t+1
^  cte(l +  t)~01 J  (l + s)0o(l + s ) -eo||u '(5)|rv+2 ds
/í+l 26n 2 Br\(l +  s ) ^ ( l  +  s ) " ^ | | t i ,(s ) ||^ d s  /•í+l
^  cte(l + t ) - fll+flay  (1 + s ) - 0o||k/(s) | | ^ 2 ds
a , 2fl0 /**+! 20o 
+  cte(l + t ) - 02+^  J  (l +  s)-H Ã ||u '(a)||^da 
^  cte(l +  t)~dl+e2D{t)r+2 + cte(l +  t)~02+^ D ( t f
Usando a hipótese A2 temos (lembrando que p é positiva e decrescente)
ft+i/ I FA,{s)(u(s))\ds
/•í + l
< /  P(s)-FU(s)(«(«))I di 
/•í+l
. .■< p{t) J  FA{s)(u(s)) ds
^  pit) sup Fa{s)(u(s))
s e [ t , t+ 1]
^  p(t) sup E(u(s)) 
s£[f ,£+1]
Novamente, fazendo uso da desigualdade de Holder, temos
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/ t+i | < /(s ) ,u '( s )  > \ds
rt-\~ 1
^  J  | | / ( s ) | | w H K ( s ) l k  ^ s
/£H~1 g ^(1 +  s ) ^ ( l  + « r ^ | | u ' ( s ) M / ( s ) | |w . ds
Br, /*<+! On
^  cte(l +  í ) ?* y  (l +  s ) - ^ |K ( a ) | |w ||/(« ) ||w d a
í+i
(1 +  s) r+21|u (s I w
r + 2  \  r + 2  /  f t + 1
ds / t 1  r  +  111/(3)11t f . a ds
r±i
r  +  2
9p /  /'í+1
^  cte(l +  í ) r+2( j  
^  cte(l + í) ':+2d(í)D(í)
(l +  s ) - ^ |h / ( s ^ |r+2IVF
r+2 \  r + 2
ds ) <5(f)
Portanto usando as estimativas acima, (2.35) fica
(2.36) sup E(u(s)) s$ E(u(t*)) + cte {(1 + t ) - 9l+9°D(t)r+2+
s€[í,£+l]
(1 + 1) - 6>2 + D (í)2 + J(í)(1 + í)^ -D (í)} + /o (í)  sup E(u{a))
s€[£,£+l]
Usando (2.31) em (2.36) temos
r o(1 — p(t)) sup E(u(s)) ^  cte < (1 + t ) r+2D(t) + 
s€[ t , í+ l]  l
-02 +
(i + t y ei+eoi^ D ( t y +l
+ {l + t)-°2+^ D { t )  + ô(t) + ( l + t ) ^ D { t )  (1 +  í)F sup £ (ti(s))í
J se [ t,t+ i]
+ (1  +  t ) - ei+e°D{t)r+2 +  (1 + í)_02+^ L > (í )2 +  <S(i)(l + í ) ^ D ( í ) }
Pela hipótese que lim p(t) =  0, então existe T > 0 tal
<—► oo
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para todo t ^  T, onde
Q(t) = (1 +  t ) ^ D { t ) 2 +  (1 +  t ) - d' +6oD{t)r+2 + (1 +  t y &2+^ D ( t ) 2 +  5(t)(l +  t ) & D ( t )
R(t) = (1 +  t ) - 01+e° ^  D{t)r+l + (1 +  t y e2+^ D ( t )  + S(t) +  (1 + (1 + 1)
Desde que p > 1, aplicando a desigualdade de Young temos







para t~^T .  
Ou seja
sup E(u(s)) ^  cte Q(t) + R(t) p- 
se [ í,t+ i]  L
(2.37) sup E{u{s)) ^  c te{ (l + t ) ^ D { t ) 2 +  (1 + t)~9l+e°D(t)r+2
sE[t,t+l]
+(1 + t)~d2+^ D { t ) 2 + í( í)(l +  t ) & D ( t )
+ (1  +  t)p- (1 + 1)—6i+Ô oÍI±I2r +  2 D(t) r + l
P
+(1 + t y d2+^ D ( t )  +  â(t) + (1 +  t ) ^ D ( t ) ]  P_1
para t  ^  t.
Assumiremos que a função f( t)  tem um comportamento tal que
(2.38) 6(t) ^  cte(l +  t )—Ao
onde Àq é alguma constante satisfazendo a seguinte condição
(2.39) Ao ^  max r + 2 ■di + do,
^ a(r 4- 1)0 g2 + e0>- - e i  +  g 0 , - L T . > + 0O 
2 p p
É fácil verificar que E{u{t)) é limitada em (0, oo). De fato, se E(u{t)) ^  E(u(t 4- 1))
01 O.
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para t ^ T ,  então E(u(t)) é limitada. Agora, se E(u(t)) < E(u(t + 1)) para algum t ^  T 
então para esse t  temos




cteJt (1 + 5)r+1 |l/(s)llív* ds
r± 2
^  cte(l +  t) ’•+15{t) r+1
Segue que para o referido valor de t vale
(2.40) D(t) ^  cte(l +  t) (>-+i)(r+2) S(t) r+1
As constantes que aparecem nas estimativas acima não são necessariarmente as mes­
mas.
Substituindo (2.40) em (2.37) temos
sup E(u{s)) ^  c te { ( l+  í ) ^ ( 1+^ ) j ( í ) ^  +  (1 + í ) _01+0o(1+^t)(5(í)?+t 
se [ t , t+ i]  ^
(2.41)
+  (1 +  í ) - 02 + ^ ( 1+F T l)á ( í)4 í +  (1 +  í ) ^ ( 1+rh)<5(í)(1+7Tl) 
+ (1  + t ) f *  {l + t ) - ei+B°ô{t) + (1 +  í)_02+^ ( 1+^ t ) (í(í)í:t t  
+ S(t) +  (1 + í ) ^ 2(1 + ^ ) í ( í ) ^ I  P_1|
Substituindo agora (2.38) em (2.41) temos
sup E(u(s)) < c t e í í l  + í )^1^ 1 + (l +  í ) ( - A° -0lí^ i+00)?t±l + 1
s€ [í,í+ l]
+ (i + í ) ( - Ao" ÍI±^ 2+0o) ^ í  +  (1 + ^(-*<»+$2) 3?
+  ( 1  +  í ) ( _ A o + l _ 0 1 + 0 ° )  A  +  ( 1  +  í ) ( - Ao+ £ÍIr l i - ( r + 2 ) 0 2 + 0o )  < p - l f ( r  +  l j  
+  ( 1  + í ) ( - A o + t ) ^ t  + ( 1  +  í ) ( - A°  +  ^ í :r Ü + 0 0 )  ( p - l f ( r  +  l)
^  M  =  cte < 00
por causa da escolha de Aq em (2.39). Logo, se í > T temos E(u(t)) ^  M, com M
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independente de t.
Agora integrando a hipótese em A3 de 0 a t e usando a fórmula da energia e a hipótese 
A2, resulta que
p t + L  r t + l
/ (1 +  ds ^  / <Bu'(s),u'(s)  > ds
J 0 J 0
rt-\-1
^  E(u(0)) — E(u(t)) + cte / < f ( s ) ,u ( s ) >  ds
J 0
^  £(«(0)) -  E(u(t)) +  ^  j \  1 +  s ) _00||ií '( s ) ||^ 2 ds
+ cte [ t+\ í + s ^ m s ) 0 d s  
J 0
pela desigualdade de Holder. 
Daí resulta que
E(u(t)) ^  £J(u(0)) +  cte f  (1 + s)^ ||/(s ) ||v i/*  ds
J 0
para qualquer t > 0. 
Assim




para t ^  T  +  1.
Concluimos portanto que a energia é limitada, isto é
(2.42) E{u{t)) ^  C6 < 00
para qualquer t > 0, onde Cô é uma constante dependendo de E(u(0)), M, /  e T. No 
que segue Ci (i = 7 ,8, . . . )  denota constantes dependendo de E(u(0)) e outras constantes 
conhecidas.
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De (2.37), obtemos para t ^  T
sup E(u(s)) ^  cte {(1 +  t ) ^ D ( t ) 2 +  (1 +  t)~h+e° D{t)r+2 +  (1 +  t)~62+^ D { t ) 2
:T+ ^
+ (1  +  t ) &  [(1 +  í ) H 1+0oí^ ) ^ D ( í ) (r+1)^  + (1 +  t)(~02+^ ) ^ D ( t ) A
+ (1  +  i ) r+2 p~1D(t)p- + í( í)( l +  t ) r+2D(t) + ^(í) ? - 1 (1 +  f)p-1
Tomando
20o /i 20o a  P  (  n Qo(r  +  1) Ti =  max  ^ —d\ +  0Q, —02 H-----~~x>----- r  H------- r  ( — 01 +r + 2 ’ r  +  2 ’p — 1 p — 1 r +  2
“  + _ E ^ f _ < )2  +  j L V - ^  +p — 1 p - 1  \  r  +  2 / ’p —1 (p — l)(r +  2)
pQ o
Resulta que
(2.43) sup E{u(s)) ^  cte \ (1 +  t)Tl 
se[t,t+i] {<
(r+i)p
£>(í)2 + D{t) r+2 + D(t)~a=^~ + D ( t ) &
+ <5(í)(l + tfr+ÍDit) +  (1 +  f ) ^  (5(í)p^l |
Seja
Segue que
T2 = mm {’■íír)
p — 1 p — 1
Como £>(í) é limitado (pois E(u(t)) é limitado conforme (2.42) e pela hipótese (2.38)) 
sobre ô(t) resulta que (2.43) torna-se
sup E(u(s)) < cte j ( l  +  t)n D{t)T2 +  <5(í)(l + ^ ^ D ^ )  +  (1 + í ) ? - 1 S(t)p-* |
se [ í,í+ i]  L J
Agora, usando o fato que ab ^  a2 +  x> chegamos à expressão (Novamente usando que
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D(t) é limitado e que 72 ^ r+ 2 >
2gn 2
sup E(u(s)) ^  cte { (1 +  t)T'D{t)T* +  ô(t)2 +  (1 +  í ) ^ 2£>^ ... +  (1 +  t ) ^ ô ( t ) ^
S£[í,£+1]
(2.44) ^  C7 { (l +  í)ri£>(í)T2 + í ( í )2 +  (1 + í) A ,S ( í ) m }
Da definição de -D(í) dada em (2.18) e de (2.44), finalmente obtemos
r + 2  f  ri (r+2)  'l
(2.45) sup E(u(s)) T2 ^  C8 < (1 +  t) r2 [E(u{t)) -  E(u(t  +  1))] +  g0{t) >
se[í,£+i] l  J
onde
&n 1 T1 (r+2)  r + 2  o (r+2)  g (r + 2 )  p(r+2)
(2.46) go(t) = (1 +  í ) r+1 r2 ô(t)r+i+5(t)  r2 +  (1 + 1) (p-1^  6(t)
Assim a desigualdade da diferença concernente a energia da solução u(t) da equação
(a) tem sido derivada. De um modo similar, também se pode obter para uma solução u(t) 
da equação (b) que
(2.47)
r± 2 f  r í (r +  2) 'l
sup FA{s)(u{s)) T2 ^  Cg s (1 + í) r2 [FA(t){u(t)) -  FA{t+1)(u{t + 1))] +g 0{t)  ^
sG[í,£+l] l J
onde
_ / ___ f  2<90 n n , 200 «  , P f  n , ^ ( r  +  l ) ^
Ti — m ax ï  — —õ) —0i +  00) —02 H-----—r ,  ----- r  H— — 7 ( —01 H-------—7;— ) >^r +  2 r  + 2 p — 1 p — 1 \  r  +  2 /
0}“  + - A 7 f - e 2+p — 1 p — 1 \  r +  2
Aplicando os resultados na seção 3.1 para as desigualdades acima obtemos os seguintes 
teoremas sobre a estabilização da energia para as equações (a) e (b).
T eorem a 2.2. Suponhamos que as hipóteses A 1-A4 são satisfeitas. Seja u(t) uma solução 
de (a) satisfazendo (2.11) e (2.14). Temos que
CAPÍTULO 2. MÉTODO DE NAKAO 58
i. Se — 1 > 0, Tl =  1 e Jim (logí) 1+r+2_T2 go(t) =  0 então
t—>oo
E { u { t ) ) ^ C w {\og{l + t))
ii. Se — 1 > 0, 0 ^  Tl^ +2') < 1 e lim í(* T2 ) (1_l_T’+2_,'2) ^0(í) = 0 entãoT2 T2 í—>00
_zzziiíl±31 
E(u(t))  < C n (l +  i) ^+2- ^
iii. Se — 1 =  0, T l = 1  ^'.e ri =  1J e go(í) ^  cte(l + f)  ^ 1 (77 > 0) então
E(u{t)) ^  Ci2( l +  t)~n' r\ =  m i n j ^ r / j
iv. Se — 1 =  0, 0 ^  ri < 1 e 3o(í) ^  ctee_^+1^ r para algum r' < t\, então
t1- Ti
E{u(t)) ^  Ci3e (Cg+Dd-i)
T eorem a 2.3. Suponhamos que as hipóteses A 1-A4 são satisfeitas. Seja u(t) uma solução 
de (b) satisfazendo (2.15) e (2.16). Então resultados análogos ao do Teorema (2.2) valem 
com Ti e E(u(t)) trocados por t[ e FA(t)(u {t))> respectivamente.
OBSERVAÇÃO: A condição (2.38) é automaticamente satisfeita se lim go(t) =  0.
t—>00
Corolário 2 .1 . Suponhamos que A 1-A4 são válidas com p — 2, 9o =  9\ =  92 e a  — 0. 
Seja u(t) uma solução de (a) satisfazendo (2.11) e (2.14). Então t i  =  r2 = 2 e
i. Se r > 0, 9o =  1 e lim (logí)1+ ^gi(í) = 0 onde g\(t) =  (1 + í)0°(r'+1)<5(í)^ +T entãoí-> 00
£ (u ( í)K C Í 0(log(l +  í))"'
ii. Se r > 0, 0 < 90 < 1 e Um = 0 então
E(u(t)) ^ c ' n (i + ty
t—> 00
v-2Í1=M
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iii. Se r =  0, do =  1 e gi(t) < cte(l +  t) n 1 (77 > 0) então
E(u(t)) ^  C[2(1 +  í)_7? para algum r\ > 0
iv. Se r  =  0, 0 ^  é?o < 1 e gi(í) < ctee_(1+í^ 9 (9 < 6q), então
E(u(t)) < C[3e~Cl4tl~S°
2.5 A lguns Exem plos e A plicações
Nesta seção apresentamos dois exemplos de aplicações do método de Nakao. O primeiro 
será sobre uma equação diferencial ordinária. O segundo exemplo, mais complexo, será 
sobre uma equação diferencial parcial não linear conhecida como a equação generalizada 
de Euler-Poisson-Darboux.
2.5.1 E xem p lo  1
Consideramos a equação diferencial ordinária
(2.48) x"(t) + (t + l ) - 9Q(x'( t) )+(3(x( t) )= f( t)  ( t>  0)
Suponhamos que g e @ são contínuas em M e satisfazendo as seguintes condições
i-1  fco|s|p ^  k\ Jq (3(Ç) dÇ ^  (3{s)s (para algum p ^  2)
ii-1  k2\s\r+2 ^  g(s)s ^  k3(l + |s|r ) |s |2 e
iii- 1 f( t )  é contínua em [0, 00] e lim |/( í) | =  0
t—> 00
OBSERVAÇÃO: Sabemos da teoria de equações diferenciais ordinárias que as condições 
impostas sobre as funções que aparecem na equação (2.48) implicam que 0 problema de 
valor inical associado é globalmente bem posto.
Para aplicar os resultados de Nakao neste exemplo se deve tomar os espaços V, W  e 
H  como
V = W  = H  = H* = W* = V* = m
CAPÍTULO 2. MÉTODO DE NAKAO 60
Os operadores A  e B  devem ser
A(-) =/?(•) e £(•) =  (* +  1 )-V -)
O funcional -Fa(í) deve ser tomado como
Fa(í)(x) = í P{s) ds 
J o
As dualidades são dadas por
<A(t)x(t), x ( t ) > v v  =  P{x{t))x(t)
<A(t)x(t),x'(t)>v*v — P(x(t))x' (t)
<B(t)x(t),x(t)>w*w = (t + l ) ~ 6 Q(x(t))x(t)
<B(t)x(t),x'(t)>w*w — (t + 1)~ 6 Q{x(t))x'(t)
<f{t) ,x{t)>v *v =  f(t)x(t)
Então, todas as hipóteses A1-A4 são satisfeitas com a  =  0, p(t) = 0 , 9o = 9\ =  O2 =  9. 
De fato:
Verificação de Ai
Da hipótese i-1 temos para x € R que
k0\x\p ^  ki [  /?(£) d£ ^  (3{x)x isto é
J 0
k0\x\p ^  kiFA^ ( x )  ^  <A(t)x(t), x(t)>
Verificação de A 2
Desde que o operador A  não depende de t, temos que j^FA^ { x )  =  0 e portanto A2 é 
imediato (com p(t) = 0), isto é
0 < - j t FA{t)[x) p{t)Fm {x) = 0 (p = 0)
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Verificação de A 3
Ia parte: Por ii-1 temos para i ê I
&2|:r|r+2(l +  t )~ 9 < q ( x ) x ( 1 +  t)~e =  <B(t)x, x> 
Portanto (tomando 9q = 9) para x E M =  W
k2(í + t)~e°\\x\\w2 ^  <B(t)x,x>
2- parte: Também por ii-1 temos para i 6 i ,  x ^  0, que
iiB(t)*ii =  \(i + t r eQ(x)\ = ( i + t r e\Q(x)\ = (i + t r el- ^ ^
^  (i +  t ) - e kã{1 + . la[|r)la:l2- =  fc3(i + 1) ~ 9 ( 1 +  |a |r )|g|
Portanto para x  E IR =  W  temos (com 9\ = O2 = 9) que
\\B(t)x\\w * O s  [(1 +  IIícII^ 1 +  (1 + í)_fl2II®llw 
Verificação de A 4
Por iii-1, desde que /  é contínua em [0, 00], é imediato que
m  e L,^ 1 ([0, 00); R) =  L^ 1 (i?+; W )
As equações (2.11) e (2.14) são naturalmente satisfeitas com as soluções usuais de
(2.48).
Neste exemplo ri, t 2 e go(t) que aparecem no teorema (2.2) são dados por (usando que 
90 = 9i = 02 =  0 e a  — 0)
í 29 „ „ „ 29 1 29 
n  =  ^ { — r - e + S’ - e + 7 T 2 S  = 7 T 2
T2 =  min 12, - í — 1 =  —^ -r (pois p  > 2)
l P -  1 J P ~  1
8  , 2 0 ( p - l )  . r + 2  2 ( r  +  2 ) ( p - l )
5 0 ( í )  =  ( l + í ) ^ T  +  - 7 - í ( í ) r + l  + J ( Í )  P  + í ( í ) r  +  2
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Assim, por exemplo, se (p — l)(r  +  2) > p, 2(p — 1)0 < p e
lim í ( 1_2Í£^ £) ( 1+(p-1)^+2)-p)í7o(í) =  0 
t—*oo
então podemos aplicar o item (ii) do teorema (2.2) para concluir que a solução x(t) de
(2.48) satisfaz
l-\x>(t)\* + kQ\x{t)\v < l- \x '{t )\2 + k l m d ^  = E{x{t))
r p-2p>-i)g i
^  cte(l + 1) líp-Dír+zj-pJ
2.5 .2  E xem p lo  2
Consideramos a equação diferencial parcial generalizada de Euler-Poisson-Darboux
I t t  -  Au +  (1 +  t)~ep (x, +  P(x, u) = f{x,  t) em Q, x [0, °o)
(2.49)
u(x,0) =  u0{x), ut (x,Q) — ui(x), u\gn = 0
onde Q é um domínio limitado aberto em IR" de classe C 1 e dQ é sua fronteira. As 
funções p(x, s) e f3(x, s) são mensuráveis em Í2 x (—oo, oo) e contínuas em s para cada x, 
satisfazendo as seguintes condições
i-2 p(x, 0) =  0
ii-2 k0\si -  s2\r+2 < [p(x,si) -  /o(x,52)](si -  s2) < fci(l + |si| +  |s2|)r |si -  s2|2
com kçj e k\ constantes positivas.
iii-2 &2|s|7?+2 ^  f3(x,s)s ^  &3 |s |7?+2
onde &2 e ^3 são constantes positivas e a, r também são constantes satisfazendo
0 ^  T], r < oo se n =  1,2
<
0 ^  r), r < ^T2 se n > 3s.
iv-2 f ( t )  € L20C ([0, oo); L2(S1)) e («0,1*0 S H ^ ü )  x L2(ft)
Hipótese: Suponhamos que /  é tal que E(u(t)) é limitada. Por exemplo, /  =  0.
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OBSERVAÇÃO: (Existência e unicidade da solução) O problema (2.49) admite uma única 
solução tal que (Veja [10] e [24]).
u(t) e C ( R + -,H^(ü))
u'(t) 6 C (K+ ;L2(ft)) f|L [0+c2 (M +;I/+2(Í2))
Para obter a estabilização da energia para o problema (2.49) aplicando o método de 
Nakao, definimos os espaços
V =  H%(Sl) V* = H - ^ í í )
W =  Lr+2(íí) W* =  L^+r(fi)
H  = L2(ft) H* = L2(fi)
Os operadores A  e B  que aparecem na equação abstrata (a) da seção anterior devem 
ser tomados como
A{-) = —A(-) +  P(x, •) e B{-) =  (1 +  t)~ep(x, •)
O funcional Fm  deve ser
F A ( t ) { u )  =  l ;  [  ||Vu||2 dx +  [  [  /3(x,s)dsdx
* Jn JnJo
As dualidades são dadas por
< A ( t ) u ,u > v v  — < — Au + /3 (x ,u ) ,u> vv  =  / \\Vu\\2 dx + / /3(x,u)udx
J n  J n
<A(t)u,u'>v*v  =  /  V u - 'V u 'd x +  / P(x, u)u’ dx 
J n  Jn
<B(t)u,u>w*w  =  /  {t + l)~ep(x,u)udx  
Jn
<B(t)u,u'~>ww = {t+ l)~9p{x,u)u'dx
Jn
< f ( t ) , u ( t ) > v v  =  f u d x  
Jn
OBSERVAÇÃO: Aqui u' =  .
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Vamos verificar agora que a equação (2.49) atende as hipóteses A1-A4 da seção anterior 
com a  =  0, p(t) — 0 e p = 2. Para fazer isso, vamos usar as imersões de Sobolev 
mencionados no capítulo 1, seção 1.4.
• Se ra =  1, então pelo Teorema 1 da seção 1.4 (Espaços de Sobolev), temos que se 
Q Ç M então existe uma constante c tal que
IMIl°°(H) ^  c||u||M/i,p(íí) para todo p ^  1
Queremos aplica-la para a equação (2.49) com p = 2 e u € Hq(Q).
Assim
IWlL°°(n) ^  ^  cte a  IIV.II2 ^ ) 2 , u e H ^ ( Q )
pela desigualdade de Poincaré.
Segue que
V + 2
j  |u(x )|J?+2 dx ^  cte||u ||^i2nj ^  cte yj ||Vu ||2 d x j  , u € Bq(Q)
• Se n =  2, então pelo Teorema 2 da seção 1.4, temos que H 1(Q) <—>■ L9(Q) para todo 
q € [2, 00), isto é
IMIl«(íí). < ctelMItfifn), u e H 1{ü)
Aplicando isso para u € H q(Q.) resulta pela desigualdade de Poincaré que (tomando 
q = r) + 2)
í  \u{x)\^+2 dx ^  cte ( f  ||Vu ||2 dx
Ja. \ J  n /
n±l
2
Se n ^  3, também pelo Teorema 2 da seção 1.4, temos H l (Çl) L9(Í2) para todo 
q e  Logo
IMIl«(íí) ^  cte|M |Hi(í7)> u g H 1^ )
Daí pela hipótese sobre 77 ^0 < 77 < ^ 2) resulta que
/ \ 1 /  i 
( /  \u{x)\v+2 d x j  ^  cte ( J  (||V u ||2 +  |u|2) dx j
Novamente, para u € Hq(ÇI), aplicando a desigualdade de Poincaré obtemos que
J  |u(:r)|’?+2 dx ^  cte ^ J  ||Vu||2 dx^
Assim, concluímos que para todo n ^  1 temos
(2.50) IMlZt+2(f2) =  J \U(X)\V+2 dx ^  cte (^J  ||Vií||2 dx
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7 + 2 
2
Agora estamos prontos para a verificação de A1-A4.
Verificação de Ai
1- p a rte : De iii-2 conclui-se que fi(x, s) ds ^  0. Assim, para u £ Hq(Q) vale que
cte||Vu||22(n) = cte J  ||Vu ||2 dx
= ct eFA{t)(u)í | | V u | | 2 dx + í í (3(x,s)dsdxJn Jn J 0
Portanto existe ko > 0 tal que
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2- p a rte : Também usando iii-2
\  Í  ||Vu ||2 dx +  f  1 Jn Jn
\  í  ||Vw||2 dx + í  1 Jn Jn
i / n liv»||
FA(t)(u ) =  \  Í ||Vn ||2 dx + f  [  (3{x,s)dsdx 
L Jn Jn Jo
pu{ x)
/  \P(x,s)\ds 
J 0
ru{ x)








Agora, para u € H q(Q) temos, pela estimativa (2.50), que
F A { t ) ( u )  <  ^ l |V u | | 2 2{n) +  ^ c t e | | V < + 2n )
=  ^IIV uIIl2(0) + cte||Vu||^2{n) ||Vw||2 dx
^llV ullL2(n) + cte||Vu||22(n) (2E{u{t)))% (E(u{t)) limitada ) 
cte||Vu||22(n)
llVulli2(n) + L  P(x, u)u dx = cte < Au, ii>
pois P(x, s)s ^  0.
Portanto existe k\ > 0 tal que
k\FA^ ( u )  ^  <A(t)u,u  > para u € V
Verificação de A 2
Idem verificação Ai no exemplo 1.
Verificação de A 3
1- p a rte : Para u £ V  =  Hq(ÇI) temos, pela imersão de Sobolev, que u € Lr+2(Q), 
desde que 0 < r ^  5^ .
Agora da hipótese sobre p (fazendo S2 = 0 e si =  s em ii-2 e usando também i-2)
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Daí, tomando-se 9o = 9 temos
(l +  í ) - 5o||n||[t+22(sl) =  (1 +  f)"* f \ u \ r+2dx
J Çl
^  ( l + í ) _e f  7 -p(x,u)u dx
Jn ko
(1 + t) 8 \---- ------ p(x,u),u




Assim a 1- parte de A3 é satisfeita com k2 = ko.
2- pa rte : Note que para u,v £ W  = Lr+2(Í2) temos pela definição de B  que
< B u , v ~>wmw / B u - v d x  = (1 + t) ep (x ,u ) -v d x
J n Jn
^  (1 + t ) ~ 0 f  \p(x,u)\\v\ dx ^  (1 + t)~e f  /ci(l +  |u|r )|ií||i>| dx
Jn J n
= cte(l +  í) -0 /  |u||v| dx +cte(l +  t)~e
Jn Jn
u|r+1M dx
X I V X V
pois por ii-2, |p(a:,s)s| ^  cte(|s| +  l) r |s |.
Aplicando duas vezes a desigualdade de Hõlder em X I V ,  resulta
=  /JnX I V  = I MM dx < I
€
1
r +  2l í l ^ + í  d x ' ]  í  I \v\r+2 dx n  /  \ J n
a \  r + l\u\r+2 dx)  11^ 11^ +2(0)
pois Í7 é limitado.
Também aplicando a desigualdade de Hõlder em X V  temos
/Jn L w + U x ) r"  U „ v \T+2 dx
1
r+ 2
< c te | |u | |^ 2(n)||u||Lr+2({í)
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Portanto
<< Bu, v >>w*w | ^  cte(l +  t) IMlLr+2(n) "t" ll l^lLr+2(f2) ll l^lLr+2(n)
para todo u,v  G Lr+2(íí). 
Isto é
\\Bu\\w * ^  cte(l +  t)~ MlLr+2(n) +  IIuIIl^ +2(íí) , para todo u £ W  = Lr+2(Cl)
Isso completa a verificação de A3, com #1 =  #2 =  #•
Verificação de A4
Como /  € L2oc (M+ ,L2(0)) então aplicando Hõlder temos
I í \ f ( x , t ) \ ^  dxdt ^  cte(Cl, K) (  í  í  \ f(x, t) \2 dxdt
J k  J n  \ J k  J n
para todo K  compacto de M+ .
r + 2
Assim /  € L^ 1 (R+ , W*) e isso verifica A4.
r-f 2 
2 ( r  +  l )
<  OO
As equações (2.11) e (2.14) são naturalmente satisfeitas com as soluções usuais de
(2.49).
Neste caso t\,. e go(t) no teorema (2.2) tornam-se
29 » r + 2 ,0n  = — — , p =  r2 =  2 e go(t) = (1 +  í)r+i á(í)r+i +  ô{t)r+2 
r + 2
Assim, a conclusão do Corolário (2.1) aplica-se a esta equação e se obtem a estabilização 
da energia com hipótese sobre / .
OBSERVAÇÃO: Por exemplo, se /  =  0 na equação (2.49) então go(t) = 0. Nesse 
caso, s e r  =  O e O < 0 < l  resulta do Teorema (2.2) (iv) que a energia decai para zero 
exp onencialmente.
Capítulo 3
M étodo via Funcionais de 
Liapunov
A idéia deste método é oriunda das equações diferenciais ordinárias, 
construção de um Funcional adequado, chamado de Funcional de Liapunov. 
Para ilustrar isso, vamos considerar dois exemplos.
3.1 E xem plo 1
Consideramos o seguinte problema de valor de contorno de EDO’s
{u"(t) + u(t) + f{u(t)) + u'(t) =  0 t > 0 u(0) = a, u'(0) = b a, b € K
com as seguintes hipóteses
i. / e C ^ R )
ii. s f(s)  — 2F(s) ^  0, para todo s ^  0 onde F(s) = Jq f(Ç) dÇ ^  0 
Multiplicando-se a equação em (3.1) por ut obtemos
uttut +  uut + utf  (u) +  u\ = 0
Consiste na
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Definindo-se a energia por E(t) = u2 + u2 +  2F(u) temos então
(3.2)
dE
dt = - 2 u2t ^  0
concluimos portanto de (3.2) que E(t) é uma função decrescente. 
Seja
(3.3) H(t) = uut
Para 0 < e < 1 definimos o seguinte funcional de Liapunov
(3.4) Ge(t) = E(t) + eH{t)
Usando (3.3) e (3.4), bem como a hipótese (ii) sobre / ,  obtem-se do fato que 0 < e < 1
que
d „  dE dH
j t GÁt) -  n ; + c ~dt
= —2 u2 + eu2 + euutt
= (e -  2)u 2 + eu(- u  - u t — f{u ) ) 
<-€ «tt
^  —eu2 — eu2 — euut — euf(u)
<C —eu2 — eu2 — euut — 2 eF(u)
= —e(u2 + u2 +  2F(u) + uut )
E (t ) H (t )
Logo, resolvendo-se a inequação diferencial
(3.5) - G e{t) ^  -eG e(t)
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obtemos de (3.5)
(3.6) Ge(t) ^  Ge(0)e~et
A  idéia aqui é mostrar que existem constantes positivas C\ e C2 tais que
(3.7) C\E(t) ^  Ge(t) ^  C2E(t) para todo t > 0
Veremos que podemos tomar C\ =  5 e C2 — 2.
De fato, da definição de E(t) e sendo 0 < e < 1 temos
/  2 2 \
Ge(t) =  E(t) + euut ^  E{t) - e  ^ y  +  y j  =  £7(í) -  | ( u 2 + u?)
=  ( l  -  I )  (u2 + ul) + 2F(u) +  «?) +  2F(«) >
pois -F(s) ^  0 pela hipótese (ii).
Por outro lado temos
Ge(t) =
já  que 0 < e < 1.
Portanto (3.7) de fato é verdadeiro.
Combinando as expressões (3.6) e (3.7) chegamos à
(3.8) 7;E{t) ^  Ge(t) ^  G£(0)e-6í ^  2E(0)e~et para todo t ^  0 z
Concluimos de (3.8) que
/,,2 ,,2\
E(t) + eH(t) = E(t) + euut ^  E(t) +  e í —  +  y j
m  + e ( y  + y  + ^ y ^ )  = < 2£7(0
£?(í) ^  4£7(0)e ÊÍ para todo t ^  0
CAPÍTULO 3. MÉTODO VIA FUNCIONAIS DE LIAPUNOV 72
Agora
(3.9) u2 ^  u2 + u 2 + 2F(u) =  E{t) ^  4£(0)e~£í
e
u\  < u\ + u2 + 2F(u) = E(t) < 4E(0)e~£t
Segue de (3.9) que
(3.10) |n(í)| < 2 V ^ ( Õ ) \ / ^  e \ut {t)| < 2 v ^ ( Õ ) ^ F ^
Portanto, de (3.10) temos a estabilização da solução do problema (3.1).
Essa idéia tem sido imitada para equações diferenciais parciais e dependendo de uma 
boa escolha do Funcional de Liapunov Ge(t) associado, funciona bem quando o sistema 
tiver efeitos dissipativos.
Para ilustrar isso vamos analisar o segundo exemplo.
3.2 E xem plo 2
Consideramos a seguinte equação da onda não linear com um termo dissipativo
(3.11)
Utt — Uxx +  »Tl2« + + U3 =  0 U = u(x, í), l £ l ,  tE  
u(x, 0) =  íp{x)\ ut {x, 0) =ip{x)
onde ip e ip são funções que podem ser tomadas, por exemplo, na classe Cq°, sendo ”a”uma 
constante tal que 0 < a < 2m.
A dissipação é representada pelo termo aut.
Multiplicando (3.11) por Ut e integrando em M na variável x, obtemos
/ :  (•(3.12) I J uttut —uxxut +m uut + aut +  u ut ] dx = 0
Integrando por partes o termo I e lembrando a propriedade finita de propagação, isto é,
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u = 0 para |x| grande e t fixo, obtemos
/ OO
v-xxUt dx = — lim ut{x, t)ux(x,t) +  lim ut(x, t)ux(x,t)
m(X> x —>oo x —> —OO
r  r°° d
+  /  u t x u x d x  =  I —  
J  — OO J —OO
r.  . 21
d x
Substituindo-se (3.13) em (3.12) obtemos
r  (<l






2 21 m u
+ dt
41
) d x = ~ L
au2 dx




m  = f_
OO /  4 '
+  u% +  m 2u 2 +  —  ] d x  
oo v 2
dE n r
—r -  =  —2 a
d t  J _ t
ou seja, a energia E(t ) é uma função decrescente do tempo. 
Seja F  =  F(t) o Funcional de Liapunov definido por
(3.16) /OO uut dx■00
No caso de equações diferenciais ordinárias, o Funcional de Liapunov tomado foi 
G€(t) =  E(t) +euut- Aqui como a solução também depende da variável espacial e queremos 
o Funcional F(t) dependendo somente de t, então toma-se f x uut em vez de uut - 
Agora, usando (3.11) e (3.15) temos
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Integrando por partes a expressão II e lembrando que u =  0 quando \x\ é grande, obtemos 
(3.18)
/OO roo  roouuxx dx = lim u(x,t)ux(x,t) — lim u(x, t)ux(x, t) — / u2 dx =  — /  u i d x  ■ oo x ^ ° °  z - > - o o  V - o o  7 - oo




r 50 /  9 9 9 9 UA\  , a í 0 0 , n—a [ uí  4- uf +  m u 4- — dx — — / u dx — a
7-ao v 2 /  2 y_c
a r 00
— — / u4 dx ^  —aF(t)
2  7 - 0 0
uut dx
/oo uuí dx■OO






Agora vamos calcular a razão
m m m





< ( J m 2u2 dx íJ — C Ut
Usando a desigualdade elementar \[A\[B  ^  j  4- y  para A, B  > 0, temos





a a dx a
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Logo
E(t) E(t)
Isto é, (usando a hipótese que 2m  — a > 0)
F(t) ^  n--------F(t), para todo t > 02 m — a
Usando (3.20) obtemos finalmente
onde a constante C é dada por C =  > 0. Desse modo está provado o decaimento
exponencial da energia para zero, isto é
t—>oo
lim E(t) =  0
em uma taxa exponencial.
3.3 O bservações Finais
O mesmo resultado é obtido se o problema (3.11) é considerado em dimensão espacial 
mais alta.
Neste caso, a equação em (3.11) seria
com A n =  ■ sendo o operador de Laplace. Nesse caso o funcional de energia E(t)
utt — Anit + m 2u + aut +  n3 =  0
seria
e o Funcional de Liapunov F(t) pode ser tomado como
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Naturalmente o mesmo tipo de técnica pode ser usada para um problema de valor 
inicial e de fronteira sobre uma região limitada do R.", em vez do próprio Rn , sofrendo um 
efeito dissipativo.
Em [15] os autores usando o Funcional de Liapunov
Ge(t) =  E(t) +  e J ^UtQ — ~2 +  ut{—A )~ 10 Sj  dx +  ^ J (uut + Vii ■ Vut) dx
mostram decaimento exponencial da energia E(t) para o sistema de Von Kármán sob 
efeitos térmicos
uu + A 2u - Auu +  A 9 = [ii, v]
A 2u = — [ii, ii] em Í2 x M+
9t - A 9 -  An* = 0
com condições de Dirichet homogêneas sobre a fronteira de Í2 (aberto limitado regular de 
R2) e dados iniciais (u o , u \ , 9 o ) em H q ( Q )  x  H q (£1) x  L 2 ( Q ) .
Nosso objetivo não é esgotar os tipos de problemas que podem ter estabilização provada 
mediante um adequado Funcional de Liapunov, mas queremos dizer que até problemas com 
dissipação na fronteira e problemas acoplados por exemplo em termoelasticidade (ver [22] 
e [23] ) também podem ser atacados via esse método.
Apêndice A
Resultados Básicos
Neste apêndice apresentamos conceitos e resultados que foram utilizados ao longo dos 
capítulos anteriores. Omitimos as demonstrações por se tratarem de resultados conhecidos.
A .l  A nálise Real
T eorem a F undam ental do C álculo
Seja /  contínua em [a,b]. Então
Seja g uma primitiva de / ,  isto é, f(x)  — g'{x) para x  € [a, 6], então
í f(s)  ds =  g{b) -g (a )
J  a
T eorem a do Valor M éd io  para Integrais
Dada uma função contínua /  : [a, b] C R >-> M, existe £ G (a, 6) tal que
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A .2 Cálculo Vetorial
V etor E u clid ian o n-d im ensional e N orm a
Seja Mn o Espaço Euclidiano n dimensional.
Para x =  (x i , x 2, . . .  , x n) £ l "  a norma de x, denotada por ||x||, é definida como
P ro d u to  in terno e D esigu aldade de C auchy-Schw arz
Dados dois vetores x e y € Mn , denotamos o produto interno de x por y como
A desigualdade de Cauchy-Schwarz afirma que para quaisquer x e y € Mn temos 
|x • y| ^  ||x||||y|| com a igualdade valendo se e somente se x é um múltiplo escalar de y, 
ou um deles é o vetor nulo.
Função E scalar e C am po V etorial
Uma função /  cujo domínio é um subconjunto fi C Mn e com imagem contida em 
M, isto é, f  : fl C W1 R, é dita uma função escalar. Por outro lado a aplicação 
F : Q C Kn i-> R" que associa a cada ponto x no seu domínio fi um vetor F(x), é 
denominada um campo vetorial.
D erivada R adial, G radiente, D ivergen te e Laplaciano
Se /  : Í2 C h  K é diferenciável, então o gradiente de / ,  denotado por V / é 
definido como o vetor de Rn dado por V /  =  • • •, •
A derivada radial de / ,  denotada por f r , é dada por f T -  * ■ V /, onde r = ||x||.
Se F(x) = ( / i (x) , . . . ,  / n(x)) é um campo vetorial C 1, definimos o divergente de F(x),
n
Naturalmente que se pode escrever a norma de x como
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íl Aí
denotado por d ivF  como divF  =  V • F = onde V é o operador definido como
i=i dXi
V = (-9-  -2- - O ^5X1 1 0X2 ’ ’ ’ ’ ’ dxn ) '
n
^  Aii,CZ7 f\ — X7 . X7 f  — ___
dxl
71 ^  q2 j
O Laplaciano é definido como div(V/) =  V • V / =  ^  e é denotado por A /.
»=1
Identid ades ú teis
Se / ,  g são funções escalares de classe C 1, c uma constante real e F e G são campos 
vetoriais também de classe C 1, então as seguintes relações podem ser facilmente provadas.
!• V (/ +  ff) =  V / + V 5
2. V (c/) =  cV / 
3- V(fg)  = f V g  +  SV /
4. div(F + G) =  div F  +  div G
5. d iv(/F) =  /  d ivF  +  F - V /
A .3 A nálise Funcional e Espaços L p
A  D erivada de Fréchet
Sejam (E, || • U#) e (F , || • ||^) espaços vetoriais normados e A  aberto de E.
A aplicação f  : A  C (E, || • H#) i-» (F , || ■ \\f ) é dita diferenciável em um ponto a G A 
se e somente se existe uma aplicação linear e contínua Ta : E  F  que satisfaz a seguinte 
condição:
lim \\f(a + h ) - f ( a ) - T ah\\F = Q
O operador Ta quando existe é único e é chamado a derivada de Fréchet de /  no ponto 
a. Também denota-se Ta por f (a ) .
A aplicação /  é dita ser diferenciável em A  se é diferenciável em cada ponto de A. 
Neste caso a derivada de Fréchet de /  é o operador / '  : A  C E  h* £(E, F) onde
£(E, F) = {L : E  F  /L  é linear e contínuo}
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Im ersão C ontínua
Dizemos que o espaço normado X  está imerso continuamente no espaço normado Y  
quando
(i) X  é um sub espaço vetorial de Y  e
(ii) O operador identidade I  : X  Y definido por I(x) =  x é contínuo.
Desde que I  é linear, (ii) é equivalente a existência de uma constante M  tal que 
||/(z)||k  = IMIy < M||a:||x, x € X.
E spaço L p {Çl)
Seja Í2 Ç Mn aberto.
Para 1 ^  p < oo define-se
Lp(ü) =  ^ / : í 2 i - » ] K / / é  mensurável e J \f(x)\p dx < oo
Para p = oo define-se
L°°(ü) =  { / : f i i - > K / / é  mensurável e existe constante C com |/(x )| ^  C q.s. em íí} 
onde K  =  R ou 1K =  C.
N orm a e propriedades no espaço L p (Çl)
As normas em Lp(Cl) e L°°(Çl) são, respectivamente
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Propriedades dos espaços Lp(fl)
• Os espaços Lp(ü), 1 ^  p < oo são espaços de Banach.
• Se Co°(f2) =  { / : Cl Ç Rn >-> K /  /  é de classe C°°, spp(/) compacto de 0} então 
C'o°(f2) é denso em LP(Í2), 1 ^  p < oo.
D esigu aldad e de H õlder e D esigu aldade de Y oung
D esigualdade de H õlder
Seja /  G LP(Q) e g G L q(Vl) com 1 °° e p +  g =  1 (•?= 1 se p = oo e
q =  oo se p = 1). Então f g  G L1(Í2) e
D esigualdade de Young
S e a ^ O e ò ^ O e l < p ,  q < oo com jj + ^ =  1 então ab ^  ^ap +  ^ò9.
D esigualdade de C auchy-Schwarz p a ra  funções L2(íl)
Sejam f :  Q ^ K e g : C t \ - ^ K  duas funções de quadrado integrável, então
I(/,éO l2 |=  [  f{x)g{x)dx  < í \ f ( x )\2 dx í  \g(x)\2 dx = 
Jci Lvn J Ua
A lgu n s espaços de funções m ais com um en te u tilizados
Para V  e W  espaços vetoriais normados, M+ =  (0, oo) e 1 ^  p < oo tem-se
a) C  (K+ ; V) = { / : [0, oo) i-> V /  f  é contínua}
b) £foc (R+,VF) =  { /  : [0, oo) W / ( fK ||/(í)|lv^cíí)p < oo,para cada compacto K  C M+ |
c) L l ([0 ,T],LP(Q)) =  { / : M x f i 4  K/ f f  ( fn |/ ( í ,x ) |p dx)" dt < oo}
d) L 2 ([0,T],LP(ü)) =  { /  : [0,T] x fi ^  K / / 0T ( fn |/(í,x)p> dx) 5 dt < oo}
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A .4 Espaços de Sobolev
D erivad a Fraca ou G eneralizada
Dada /  € Lp(Çl), Çl aberto do K", diz-se que gi (E LP(VL) é a derivada fraca (ou 
generalizada) de /  em relação a componente Xi da variável independente x, se
Podemos então ter derivadas fracas de ordens mais altas. 
Em geral para a = ( a i , . . . ,  an) € M1
com \a\ — a\ + ■ ■ ■ an.
OBSERVAÇÃO: Podemos então calcular Divergente e Gradiente no sentido fraco.
O E spaço W m'p{Q)
Representa-se por W m’p{VL) o espaço vetorial de todas as funções u de Lp(fí) tais que 
para todo |a| ^  m, D au pertence a I /(fi) , sendo D au a derivada de u no sentido fraco 
ou generalizado. Resumidamente
para toda <p £ Cq°(í}). 
Notação: gi =
W m’p{n) =  { h é  Lp(ü) /Dau € LP{Ü), |a | ^  m}
N orm a em  W m’p{Q)
Para cada u € W m'p{ü) (1 ^  p < oo) tem-se que
u\ \m,p  — I ll-^>Q'u llL P (n )
|a|^m
y  /  \Dau\p dx
|a|^m
P
define uma norma sobre Wm,p(í2).
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OBSERVAÇÕES
. .  (W m'p(CL), I! • ||m>p) é um espaço de Banach, o qual é chamado de Espaço de Sobolev.
• Quando p — 2, W m'2(ü) torna-se um espaço de Hilbert com produto interno dado 
por
(ti, v) = Y ,  (Dau, Dav)L2{Q) U, v e  w m'2(n)
|a|^m
• Denota-se W m'2(Q) por H m(ÇÍ).
O E spaço W™'p(fl)
Definimos o espaço W™'p(Çl) como sendo o fecho de Cq°(Q) em W m,p(Q).
Quando p =  2, escreve-se H’q1(ÍÍ) em lugar de W™’p(Çl).
OBSERVAÇÕES
• Se W™'p(Cl) =  VFm,p(íí) então a medida de Rn \  Q, ê zero.
• Vale que W0m,p(Mn) =  Wm-P(Rn)
O E spaço W ~m,9(Q)
Suponha l ^ p < o o e ç > l t a l  que jjj +  ^ =  1. Representa-se por W ~ m’g(Çl) o dual 
topológico de W0m’p(fi).
0  dual topológico de Hq1^ )  representa-se por H~rn(ü).
D esigu aldade de P oincaré
Suponhamos que fí é um aberto limitado do Mn . Então existe uma constante C(depen­
dendo de íí e de p) tal que
IMIlp(íí) ^  C7|| Vií.||£,p(q) para toda u G W01,p(fi) com 1 < p < oo
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OBSERVAÇÕES
• A demonstração é bem conhecida e pode ser vista em [1].
• Em particular, a expressão || Vu||LP(n) é uma norma em W01,p(f2), equivalente a norma
IMIw^Cn)-
• Em H q(Q) a expressão Vu ■ Vu d x  é um produto escalar que induz a norma 
||Vu||L2(n) equivalente a norma |M|tfi(n)- Note que
• Para um estudo introdutório à teoria de espaços de Sobolev e aplicações consultar, 
por exemplo, [1], [6] e [13].
T eorem a da D ivergên cia  e Fórm ula de G reen
Valem as seguintes fórmulas
normal exterior unitária.
Im ersões de Sob o lev  
Teorema 1




onde fl é um aberto limitado do Mn com fronteira de classe C l e T){x) denota a
IMIl°°(íí) ^  C IM Iw ^n)) Para tQdo u G W 1,P(Í2) e 1 < p ^  oo
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isto é jy 1,p(Q) c  L°°(íí) com imersão contínua, para todo 1 < p ^  oo.
T eorem a 2
Seja Q, C M" com Cl aberto de classe C 1 limitado. Para 1 ^  p ^  n temos
• Se 1 ^  p < n  então W^ 1,p(0) «-)• Lq(Çl), onde |  ^ ^
• Se p =  n então W l,p{Q) > L9(íí) para todo g € [p, +oo). 
onde ” "—)■ ” significa imerso continuamente.
C orolário  A .l. Usando interpolação de espaços Lv tem-se que se 1 ^  p < n então 
VF1,J5(íl) Lr(Çl) para todo r G [p, q], onde ^
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