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a b s t r a c t
The max-bisection problem is an NP-hard combinatorial optimization problem. In this
paper, a new Lagrangian net algorithm is proposed to solve max-bisection problems. First,
we relax the bisection constraints to the objective function by introducing the penalty
function method. Second, a bisection solution is calculated by a discrete Hopfield neural
network (DHNN). The increasing penalty factor can help the DHNN to escape from the
local minimum and to get a satisfying bisection. The convergence analysis of the proposed
algorithm is also presented. Finally, numerical results of large-scale G-set problems show
that the proposed method can find a better optimal solutions.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Assume an undirected graph G = (V , E), where V = {1, . . . , n} is the node set of G and E is the edge set of G. We denote
an edge between nodes i and j by (i, j). LetW = (wij)n×n be a given symmetric weight matrix such thatwij > 0 if (i, j) ∈ E
or wij = 0 if (i, j) ∉ E. Assume that G has an even number of nodes. The max-bisection problem is to partition V into two
sets S and V \ S, of equal cardinality, so that−
(i,j)∈E, i∈S, j∈V\S
wij (1.1)
is maximized. This problem also can be formulated by assigning each node a binary variable xj:
max
1
4
wij(1− xixj)
s.t. eT x = 0
x2j = 1, j = 1, . . . , n,
(1.2)
where e ∈ Rn is the column vector of all ones, and superscript T is the transpose operator. Note that xj is either 1 or−1, so
we can choose either S = {j | xj = 1} or S = {j | xj = −1}. The constraint eT x = 0 ensures that |S| = |V \ S|.
Themax-bisection problem is anNP-hard problem [1], and it hasmany applications. There is no approximation algorithm
with a performance ratio > 1617 unless P = NP [2]. Polynomial-time approximation schemes are known to exist for this
problem over dense graphs [3] and over planar graphs [4].
Extending the Goemans–Williamson approach [5] to max-bisection, Frieze and Jerrum [6] gave a randomized 0.651
approximation algorithm for the maximum weight bisection problem. Ye [7] improved the performance ratio to 0.699
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by combining the Frieze and Jerrum approach with some notation arguments applied to the optimum solution of the
semidefinite relaxation. Halperin and Zwich [8] further improved the approximation ratio to 0.7016 by strengthening to
semidefinite programming (SDP) relaxation with triangle inequalities. Their algorithm is based on using the semidefinite
programming relaxation of the max-bisection problem:
max
1
4
wij(1− xixj)
s.t. eeT · X = 0
Diag(X) = e
X ≽ 0.
(1.3)
Here, the unknown X ∈ Rn×n is a symmetric matrix, Diag(X) is the vector in Rn consisting of the diagonal elements.
Furthermore, the matrix inner product C · X = trace(CX), and X ≽ 0 means that X is positive semidefinite. Obviously,
problem (1.3) is a relaxation of problem (1.2), since for any feasible solution x of problem (1.2), X = xxT is feasible for
problem (1.3).
On the other hand, the idea of using neural networks to solve NP-hard problems originated from Hopfield and Tank [9]
in 1985. Since then, the Hopfield neural network has been themost used neural network for solving optimization problems.
There are two books about neural networks and optimization [10,11], and a concise review of neural networks for
combinatorial optimization has been given in [12]. Some recent efforts on this topic can also be found [13,14].
In this paper, we propose a new algorithm for solving max-bisection problems using the discrete Hopfield network
and penalty function method. This algorithm consists of two stages: first, we change the max-bisection problem into
subproblems that are combinatorial optimization problems with 1 and -1 constraints by relaxing the partition constraints
to the objective function. Second, using a discrete Hopfield network (DHNN), the subproblems are proved to be convergent.
A better solution is given by repeating the penalty factor and the calculation of subproblems. It is proved that the solution of
the max-bisection problem using our algorithm satisfies the partition constraint when the penalty factor is sufficient large.
Some SDP relaxationmethods formax-bisection problems need a greedy strategy to get a solution that satisfies the partition
constraint. This is one of the advantages of our algorithm. Furthermore, a better optimal solution can be achieved by using
the penalty function method, which can help the DHNN to escape from the local minimum.
The rest of this paper is organized as follows. In Section 2, we introduce the new algorithm for solving max-bisection
problems. In Section 3, we present the main results of this paper. Numerical experiments and comparisons on testing
problems are reported in Section 4. Finally, we conclude the paper with some remarks in Section 5.
2. Description of the algorithm using a DHNN
Let L = 14 (Diag(We) − W ). The max-bisection problem (1.2) is converted to an equivalent discrete nonlinear
programming problem
max xT Lx
s.t. eT x = 0
x ∈ {−1, 1}n.
(2.1)
It is obvious that problem (2.1) is equivalent to the following problem:
min xT (−L)x
s.t. eT x = 0
x ∈ {−1, 1}n.
(2.2)
Using the Lagrangian multiplier penalty function method, we relax the constraint eT x = 0 to the objective function, and
then we have
min xT (−L)x+ σ xT eeT x
s.t. x ∈ {−1, 1}n, (2.3)
where σ > 0 is the penalty factor. As long as σ is large enough, problem (2.3) is equivalent to problem (2.1).
Suppose that Q = −L+ σ eeT . We can get the following problem, which is equivalent to problem (2.3):
min xTQx
s.t. x ∈ {−1, 1}n. (2.4)
For given σ , problem (2.4) can be solved by using a discrete DHNN. Since x ∈ {−1, 1}n, it has no effect on the optimal
solution if we change the diagonal elements of Q into zero. It also can prove that the discrete DHNN for solving problem
(2.4) is E-convergent.
Based on the analysis above, the steps of the new Lagrangian net algorithm (NLNA) for solving max-bisection problem
(2.1) can be described as follows.
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Algorithm 1 (New Lagrangian Net Algorithm (NLNA)).
Step 1. Given the termination criterion C1, choose an initial penalty factor σ = σ0, and set the constant K > 0.
Step 2. Assume a termination criterion C2 and a one by one mappingM : {1, 2, . . . , n} −→ {1, 2, . . . , n}. Let
Qii = 0, i = 1, 2, . . . , n.
Step 3. Select a initial point x(0) (where x(0)may be infeasible). Let i(0) = 1 and t = 0.
Step 4. Set i(t) = M(i(t − 1)) ∈ {1, 2, . . . , n}.
Step 5. For k = 1, . . . , n,
xk(t) =

sign(Qkx(t − 1)) k = i(t − 1),
xk(t − 1) k ≠ i(t − 1),
where Qk, k = 1, . . . , n are the rows of Q .
Step 6. If the termination condition C2 is not satisfied, then let t = t + 1 and go to step 4; else go to step 7,
Step 7. If the termination condition C1 is satisfied, then stop; else let σ = Kσ , and go to step 2.
Note that the termination criteria C1 and C2 have a variety of options; specifically, criterion C1 is to ensure the feasibility
of solutions, and criterion C2 is to ensure optimality for given parameters.
3. Analysis for the new Lagrangian net algorithm
In this section, some basic properties of the new Lagrangian net algorithm are presented for the solution of the converted
continuation max-bisection problem (2.4). Some basic convergence properties of the algorithm are discussed based on the
following theorem.
Similar to [15], the E-convergence theorem is given by Theorem 3.1.
Theorem 3.1. Given the energy function E(t) = xTQx, if Qii ≤ 0, then, the DHNN solving the problem (2.4) is E-convergent for
given σ .
Proof. Let xt = x(t) and xt+1 = x(t + 1) be network states in step t and t + 1, respectively, and xt+1 ≠ xt . Since the DHNN
is running in the asynchronous mode, we can suppose that xt+1 = xt +1x, with1xk = −2xtk and1xi = 0, i ≠ k.
Suppose that the energy function is E(t) = xTQx. We have
1E(t) = E(xt+1)− E(xt)
= −(xt +1x)TQ (xt +1x)+ (xt)TQxt
= 2xtk(Qkkxtk −
n−
i=1
Qkixti ). (3.1)
Next we prove that1E(t) ≤ 0. First, we suppose that xtk = 1; then xt+1k = −1. According to step 5 we have
∑n
i=1 Qkix
t
i ≥ 0;
then, if Qkk ≤ 0, we have 1E(t) ≤ 0. Next, we suppose that xtk = −1; then xt+1k = −xtk = 1. Then
∑n
i=1 Qkix
t
i ≥ 0, and if
Qkk ≤ 0 we have1E(t) ≤ 0. 
Next, the new Lagrangian net algorithm solving the problem (2.4) is also E-convergent. Clearly, problem (2.4) is equal to
the following problem:
min xT Q¯ x+
n−
i=1
Qii
s.t. x ∈ {−1, 1}n,
(3.2)
where Q¯ = Q − diag(diag(Q )); that is, Q¯ij = Qij for i ≠ j and Q¯ii = 0 for i = 1, . . . , n.
It is well known that problem (3.2) has the same optimal solution as the following problem:
min xT Q¯ x
s.t. x ∈ {−1, 1}n. (3.3)
This problem satisfies the condition of Theorem 3.1. For given σ , the diagonal element of Q¯ is 0, so we can use a DHNN to
solve problem (3.3), since it is better than changing the diagonal element of Q¯ to>0 [1].
On the other hand, a very useful conclusion is presented by the next theorem, i.e. the solution satisfies the bisection
condition as long as σ is large enough.
Lemma 3.2. Suppose that v∗ and v∗∗ are the optimal solutions of problem (2.1) and problem (2.4), respectively; then v∗∗ <
v∗ ≤ 0.
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Proof. Since the matrix L is semidefinite, this conclusion can be easily proved. 
Theorem 3.3. Suppose that x∗ is the optimal solution of problem (2.4). If σ > 14‖L‖, then x∗ is a feasible solution of (2.4); that
is, eT x∗ = 0.
Proof. From Lemma 3.2, we know that v∗∗ < v∗ ≤ 0. That is,
(x∗)T (−L)x∗ + σ(x∗)T eeT x∗ < 0.
We get
σ(x∗)T eeT x∗ < (x∗)T Lx∗,
and
(x∗)T eeT x∗ <
1
σ
(x∗)T Lx∗ <
1
4
n‖L‖ < 4.
Then eT x∗ < 2, which implies that eT x∗ = 0. 
Theorem 3.3 shows that we can get the bisection solution if σ is large enough. In contrast to using the semidefinite
relaxation algorithm to solve the max-bisection problem, the bisection solution can be obtained without using a greedy
method.
4. Numerical experiments
In this section, the validation of the proposed new Lagrangian net algorithm will be demonstrated with some max-
bisection problems. The numerical calculations were conducted on a Lenovo PC (2.36 GHz, 1.96 GB of RAM) using Matlab
7.4. The initial point is randomly generated.
First, the numerical experiments and comparisons are made on some test max-bisection problems available in
literatures.
Problem 1. A graph from Rendle and Wolkowicz [16].
Problem 2. A graph from Cullum et al. [17].
Problem 3. A path containing 20 nodes and 19 edges.
Problem 4. A six-star graph (see Table 4.1).
Table 4.1
A six-star graph problem.
Node Connections to
1 2, 5, 6
2 3, 6
3 4, 6
4 5, 6
5 6
Problem 5. A graph from Barnes and Hoffman [18].
The results obtained by the proposed algorithm are presented and compared with those obtained with Ye’s
approximation method; his method also generates an approximate solution of max-bisection problems with performance
ratio 0.699. The software package SDPPack [19] is employed to solve the SDP relaxation of max-bisection problems, and
it offers an upper bound for the optimal value of the problem. Furthermore, we also compare results obtained by the new
Lagrangian net algorithm with those obtained with the feasible direction algorithm without line search [20].
There is a difference in use of the 0.699 approximate algorithm in that the greedy strategy is used for achieving the
bisection solution. As long as σ > 14‖L‖, x∗ is the bisection solution. Let△ = | |S| − |V \ S| |, and then△ = 0.
The comparisons shown in Table 4.2 are fromuse of the proposed algorithm in this paper, the feasible direction algorithm
without line search (FDA) [20], Ye’s approximate algorithm [7], and SDPPack. SDPMB in Table 4.2 means the upper bound
given by (SDP) relaxation solving with SDPPack, and f ∗ and CPU mean the function value and CPU time of these four
algorithms. In Table 4.2, ρ is the ratio between the (MB4) function values and the Ye’s 0.699 function values.
For problems 1–5, △ = 0. This indicates that the proposed new Lagrangian net algorithm directly obtains the optimal
solutions for these problem inwhich the greedy strategy is not used. On the other hand, it takes less CPU time in comparison
with the proposednewLagrangian net algorithm in this paper, the 0.699 approximation algorithm, and the feasible direction
algorithm without line search (FDA).
Next, the testing problems are selected from the graph generator, rudy, created by Rinadi. The problem from the G-set
is the standard test set for graph optimization [21]. In Table 4.3, we present the numerical results for some graphs whose
size equals 800. From Table 4.3 we observe that the bisection optimal solution is achieved. The next graphs demonstrate the
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Table 4.2
Comparisons for small max-bisection problems.
Problem SDPMB 0.699 FDA NLNA ρ
f ∗ CPU △ f ∗ CPU △ f ∗ CPU △
Problem 1 39.8 38 0.500 2 38 0.02 1 38 0.000 0 1.0
Problem 2 38.8 38 0.219 1 38 0.03 2 38 0.031 0 1.0
Problem 3 20 20 0.156 2 19 0.03 1 18 0.031 0 0.9
Problem 4 7.37 7 0.063 2 7 0.01 1 7 0.000 0 1.0
Problem 5 43.39 41 0.172 2 41 0.01 2 41 0.000 0 1.0
Table 4.3
Numerical results for max-bisection (size = 800).
Problem Size f ∗ CPU △ Problem Size f ∗ CPU △
G1 800 11490 26.67 0 G2 800 11505 26.34 0
G3 800 11511 26.34 0 G4 800 11554 26.45 0
G5 800 11521 26.17 0 G6 800 2037 26.5 0
G7 800 1889 26.41 0 G8 800 1873 26.33 0
G9 800 1907 26.17 0 G10 800 1875 26.36 0
G11 800 560 3.81 0 G12 800 546 3.80 0
G13 800 572 3.80 0 G14 800 3023 8.42 0
G15 800 2996 8.41 0 G16 800 2994 8.42 0
G17 800 2997 8.39 0 G18 800 909 8.44 0
G19 800 823 8.41 0 G20 800 865 8.38 0
G21 800 849 8.38 0
Table 4.4
Numerical results formax-bisection (size=1000).
Problem Size f ∗ CPU △
G43 1000 6580 18.41 0
G44 1000 6548 18.39 0
G45 1000 6513 18.39 0
G46 1000 6538 18.39 0
G47 1000 6529 18.41 0
G51 1000 3773 12.70 0
G52 1000 3788 12.73 0
G53 1000 3784 12.72 0
G54 1000 3789 12.75 0
0 0.5 1 1.5 2
-2
-1
0
1
2
3
4
sigma
de
lta
0 0.5 1 1.5 2
-12
-10
-8
-6
-4
-2
0
2
4
6
sigma
de
lta
(a) G1. (b) G12.
Fig. 1. The convergence curve of△ in problems G1 and G12.
bisection solution of the proposed new Lagrangian net algorithm on G1 and G12. Let y = eT x. We will see that y converges
to zero in Fig. 1 with σ sufficient large.
Finally, we use a large-scale G-set problem to test the effectiveness of the proposed new Lagrangian net algorithm.
Numerical results are listed in Tables 4.4–4.6. The problem size in Table 4.4 is 1000, the problem size in Table 4.5 is 2000,
and the problem size in Table 4.6 is greater than 2000. For large-scale problems we also can get a bisection optimal solution
in acceptable time.
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Table 4.5
Numerical results for max-bisection (size= 2000).
Problem Size f ∗ CPU △ Problem Size f ∗ CPU △
G22 2000 13105 68.97 0 G23 2000 13120 68.83 0
G24 2000 13115 68.81 0 G25 2000 13125 68.89 0
G26 2000 13160 68.70 0 G27 2000 3109 68.59 0
G28 2000 3063 69.75 0 G29 2000 3179 69.67 0
G30 2000 3139 69.81 0 G31 2000 3092 69.75 0
G32 2000 1382 20.26 0 G33 2000 1344 20.42 0
G34 2000 1350 20.25 0 G35 2000 7548 47.06 0
G36 2000 7530 46.89 0 G37 2000 7541 47.05 0
G38 2000 7537 47.08 0 G39 2000 2255 48.13 0
G40 2000 2189 48. 0 G41 2000 2234 48.03 0
G42 2000 2290 48.13 0
Table 4.6
Numerical results for large-size max-bisection
(size>2000).
Problem Size f ∗ CPU △
G58 5000 18931 322.45 0
G59 5000 5578 313.09 0
G65 8000 5418 348.86 0
G66 9000 6194 469.23 0
G67 10000 6782 615.14 0
5. Conclusion
In this paper, a new Lagrangian net algorithm has been proposed for max-bisection problems by combining a DHNN
and the penalty function method to avoid the local minimum. The bisection solution can be attained as long as the penalty
factor can be adjusted. The new Lagrangian net algorithm is much better than other relaxation methods. Furthermore, it
is proved with numerical examples that the new Lagrangian net algorithm is very easy to implement and can get a better
optimal solution with less computational time. It is expected that our algorithm can provide a newway to solve some other
combinatorial optimization problems.
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