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Clean isotropic quantum Hall fluids in the continuum possess a host of symmetry-protected quan-
tized invariants, such as the Hall conductivity, shift and Hall viscosity, and fractional quantum
numbers of quasiparticles. Here we develop topological field theories using discrete crystalline gauge
fields to fully characterize quantized invariants of (2+1)D Abelian topological orders in the presence
of symmetry group G = U(1)×Gspace, where Gspace consists of orientation-preserving space group
symmetries on the lattice. Discrete rotational and translational symmetry fractionalization is char-
acterized by a discrete spin vector, a discrete torsion vector which has no analog in the continuum
or in the absence of lattice rotation symmetry, and an area vector, which also has no analog in the
continuum. In particular, we find a type of crystal momentum fractionalization that is only non-
trivial for 2, 3, and 4-fold rotation symmetry. The quantized topological response theory includes a
discrete version of the shift which binds fractional charge to disclinations and corners, rotationally
symmetric fractional charge polarization, constraints on charge filling and their discrete angular
momentum counterparts, momentum bound to dislocations and units of area, and all of their duals.
Introduction. One of the most striking discoveries
in physics is the quantized Hall conductivity of inte-
ger and fractional quantum Hall (FQH) systems [1, 2].
The quantized Hall conductivity [3], which requires U(1)
charge conservation to define, is however only one of
many symmetry-protected topological invariants. In the
continuum, clean isotropic quantum Hall systems pos-
sess additional symmetry-protected invariants, such as a
quantized Hall viscosity [4–9], the shift and fractional or-
bital spin of quasiparticles [10], and which correspond
to quantized responses to deformations of the spatial
geometry[8, 10–13]. In this paper we generalize this un-
derstanding to the case of (2+1)D Abelian topological
phases with discrete orientation-preserving space group
symmetries of the lattice. We develop a theory of discrete
“crystalline gauge fields,” which include gauge fields as-
sociated with translation and rotation symmetries, and
then we develop an effective topological field theory to
study the possible symmetry fractionalization patterns
and fractionally quantized responses to lattice defects
and magnetic fluxes.
Crystalline gauge fields are discrete analogs of the
frame fields and spin connection used for continuum ge-
ometry and arise in the theory of elasticity [14], although
previous treatments have not fully taken into account the
non-trivial structure of the space groups involved. Crys-
talline gauge theory has recently also been described ab-
stractly in terms of fiber bundles [15].
Recently a powerful algebraic theory using G-crossed
braided tensor categories has been developed to compre-
hensively characterize and classify (2+1)D topologically
ordered phases of matter with symmetry [16]. In the case
of Abelian topological orders with symmetries whose ac-
tion does not permute distinct quasiparticle types, an
alternate approach using topological effective actions,
which we develop here, is significantly simpler and yields
insight into the physical response.
Crystalline gauge fields. We consider a (2+1)D space-
time manifold M = Σ2 × R, where Σ2 is the space
on which the clean lattice system is defined. We fix
an arbitrary triangulation of M and we define on the
links a gauge field valued in the symmetry group G =
U(1) × Gspace. Gspace = Z2 o ZM contains translation
symmetry and a discrete M -fold rotation symmetry for
M = 1, 2, 3, 4, 6. Physical results will be independent of
triangulation. We define a U(1) gauge field Aij on the
link ij of the triangulation, with the link directed towards
j (with Aij = −Aji and Aij ∼ Aij + 2pi). Next, we de-
fine the crystalline gauge field Bij = (~Rij , Cij). Here,
~RTij = (Xij , Yij) = ((Rij)x, (Rij)y) ∈ 2piZ2 is an integer
gauge field corresponding to Z2 translations. The field
C corresponds to point group rotations, where we take
Cij ∈ 2piM Z, with Cij ∼ Cij + 2pi. Group multiplication
is given by (~R1, C1)(~R2, C2) = (~R1 +U(C1)~R2, C1 +C2),
where we use addition in place of multiplication when
the group is Abelian. U(C1) is the 2× 2 rotation matrix
corresponding to C1. Formally
1
2piB is a lift of an element
of Gspace to Z2 o 1MZ, while A is a lift from U(1) to R.
The gauge freedom in ~R corresponds to the freedom to
relabel lattice coordinates. It arises from the well-known
ambiguity in elasticity theory that the displacement vec-
tor is only meaningful up to an integer lattice vector [14].
The gauge freedom in C corresponds to the freedom in
locally orienting the x and y axes at every point in space
and time. For example, if for M = 4 we have Cij = pi/2
on some link ij, this means the local coordinate axes at
i and j will be rotated relative to each other by an an-
gle pi/2. Under a gauge transformation which places the
gauge variable (~ri, hi) at the vertex i, we have:
Bij → (~ri, hi)−1Bij(~rj , hj)
= (U(−hi)(~Rij + U(Cij)~rj − ~ri),−hi + Cij + hj) (1)
The underlying lattice of the physical system specifies
the gauge invariant quantities of the crystalline gauge
ar
X
iv
:2
00
5.
10
26
5v
1 
 [c
on
d-
ma
t.s
tr-
el]
  2
0 M
ay
 20
20
2M (1− U ( 2pi
M
)
)−1(a, b)T Gauge invariants mod 1 KM
2 1
2
(a, b)T 1
2
{(0, 0), (1, 0), (0, 1), (1, 1)} Z22
3 1
3
(2a+ b, b− a)T {(0, 0), (1/3, 1/3), (2/3, 2/3)} Z3
4 1
2
(a+ b, b− a)T {(0, 0), (1/2, 1/2)} Z2
6 (a− b, a)T (0, 0) Z1
TABLE I. Gauge invariant, locally well-defined part of
the Burgers vectors for different rotation point groups, with
1
2pi
∮
~R(0) = (a, b)T ∈ Z2. We use a lattice basis where
U(2pi/M) takes xˆ→ yˆ for M 6= 2.
field. Flux of C corresponds to disclinations:
∮
γ
C gives
the total angle of disclinations within the cycle γ. If
C vanishes everywhere, then
∮
γ
~R gives the total Burg-
ers vector of dislocations contained in γ. If space is a
torus and C vanishes everywhere, then
∮
x
X,
∮
y
Y give
the lengths of the torus in the x and y directions, while∮
y
X gives the shear in the x direction upon traversing
the y cycle, and similarly for
∮
x
Y .
When C is non-zero, one needs to take into account
the local change of coordinate frame along γ. We
can define a Burgers vector
∮
γ
~R(0), where ~R(0)k,k+1 =
U(C01 + C12 + · · ·+ Ck−1,k)~Rk,k+1 for some arbitrary
choice of origin 0 and path from 0 to k. The extra C
factors play a role analogous to the covariant derivative
allowing parallel transport of ~R on the lattice. Under
a gauge transformation,
∮
γ
~R(0) → U(h0)
∮
γ
~R(0), cor-
responding to the fact that the Burgers vector rotates
under rotation of the local coordinate system at the ori-
gin 0. To compare Burgers vectors in different regions, it
is thus important that a common origin 0 is chosen.
(~R,C) thus play a role similar to the frame field and
spin connection used in continuum geometry (see Ap-
pendix A); it is useful to distinguish them because (~R,C)
have discrete gauge transformations, which plays a cru-
cial role in the classification of topological terms. Note
that we do not consider the continuous elastic response
of the crystal due to stresses and strains, which does not
receive any topological, quantized contributions [17, 18].
Symmetry fluxes. The U(1) gauge flux dA[012] =
A01 +A12−A02 defined on a 2-simplex [012] of the trian-
gulation is gauge-invariant, with dA ∼ dA + 2pi [19]. C
behaves mathematically like a discrete version of A; the
flux
∫
D
dC for any region D is gauge-invariant and gives
the total angle of disclinations within D.
Naively one may think that d ~R(0) should be the gauge-
invariant physical quantity corresponding to the disloca-
tion density. However d ~R(0) depends on a choice of ori-
gin together with a choice of local coordinate frame at
that origin. Therefore d ~R(0) is both non-local in gen-
eral and also not gauge invariant. The local quantity
~R differs from ~R(0) at each link by a rotation, implying
that ~Rij = ~R(0)ij + (1 − U(2pi/M))~Γij where 12pi~Γij ∈ Z2
(see Appendix B 1 c). Here U( 2piM ) is the generator of
the 2pi/M rotations (see Appendix B 1 a). This further
implies that d~R = d ~R(0) + (1 − U(2pi/M))d~Γ. Under
gauge transformations, we can show that both terms
on the right-hand side change by quantities of the form
(1− U(2pi/M))d~Γ′, where 12pi~Γ′ ∈ Z2. It follows that the
fractional part of 12pi (1− U( 2piM ))−1d~R is gauge invariant
(see Appendix B 1 c). This motivates us to define the
local quantity ~ R = (1− U( 2piM ))−1 ~R.
The possible holonomies thus fall into different classes
based on 12pi
∮
∂D
~ R mod 1. To understand this physically,
note that to each region D we can assign a local Burgers
vector with the choice of origin 0 ∈ D. Without picking
a common origin, the Burgers vector for a region con-
taining two subregions D and D′ is thus ambiguous up
to separate local rotations of the coordinate axes for the
origins 0 ∈ D and 0′ ∈ D′. The part of the Burgers vector
that is gauge invariant and can be defined locally defines
a finite group grading on Burgers vectors (see Appendix
B 1 d for further explanation), where we denote KM as
the finite group. The results for various M are given in
Table I. Another way of understanding KM is to consider
distinct ZM rotationally symmetric polarization configu-
rations on a space with boundary (see Appendix B 1 d).
We can also construct a flux AXY , which is quadratic
in ~R and corresponds to an area element. We define
AXY [ijk] =
1
4pi
~Rij × (U(Cij)~Rjk), where × is the cross
product of vectors. When C vanishes, this gives the
usual area element as expected, and it is easy to ver-
ify that on a torus T 2 whose side lengths are Lx and Ly,
1
2pi
∫
T 2
AXY = LxLy. The factor U(Cij) keeps track of
the relative orientation of the coordinate axes at i and
j when C 6= 0. In the absence of dislocations, AXY
is gauge-invariant up to a boundary term, so that AXY
integrated over a closed surface is gauge invariant. To
obtain a well-defined area on spaces with boundary, we
require the translation gauge transformations to reduce
from Z2 to the subgroup of translations preserved by the
boundary. Dislocations can be treated as punctures with
non-trivial holonomy, which reduces to the case of a man-
ifold with boundary (see Appendix B 2).
Effective actions. The topological effective La-
grangian is L = − 14piaI ∪KIJdaJ + Lfrac + LSPT , with
Lfrac = 1
2pi
aI ∪ (qIdA+ sIdC + ~tI · d~ R+mIAXY )
LSPT = k1
2pi
A ∪ dA+ k2
2pi
A ∪ dC + k3
2pi
C ∪ dC + 1
2pi
A ∪ (~k4 · d~ R) + 1
2pi
C ∪ (~k5 · d~ R) +
(
k6
2pi
A+
k7
2pi
C
)
∪AXY . (2)
3We have used the cup product from cohomology: (A ∪
dA)[ijkl] = AijdA[jkl] for a 3-simplex [ijkl].
The non-degenerate D × D symmetric integer ma-
trix K, which couples the dynamical U(1) gauge field
aI , characterizes the intrinsic topological order [20] [21].
Topologically distinct quasiparticles correspond to inte-
ger vectors ~l ∼ ~l + K~Λ, where ~l, ~Λ ∈ ZD. The quasipar-
ticles form an Abelian group A = Zn1 × · · · ×ZnD under
fusion, where the ni are the diagonal entries in the Smith
normal form of K.
Lfrac, which contains the coupling between the back-
ground gauge fields and the aI , specifies symmetry frac-
tionalization, i.e. how the anyons carry fractional sym-
metry quantum numbers. Mathematically this is classi-
fied by the second group cohomology H2(G,A) [16, 22]
[23]. The terms in LSPT correspond to Dijkgraaf-Witten
(DW) terms, classified by H3(G,U(1)) [24]. Physi-
cally the DW terms can be understood in terms of
stacking symmetry-protected topological (SPT) states
[16, 25]. The terms we have written above are complete
for bosonic systems; for fermionic systems, there can be
additional terms, e.g. related to group supercohomology
[26, 27], which we leave for future work. While we have
defined our topological field theory using the framework
of discrete gauge theory, we can equivalently use integral,
real-valued differential forms as discussed in Appendix A.
Note that the above action is only uniquely defined
when the gauge fields are flat: daI , dA, dC, d Ri ∈ 2piZ.
When the gauge fields are not flat, the action is not in-
variant under the shift of a, A, or C by 2pi on a sin-
gle 1-simplex. More generally, for non-flat gauge fields,
one can add additional terms to the action which de-
pend on the field strength and which are not uniquely
specified [28]. Non-trivial fluxes of a, A, C, and ~ R can
be included by treating them as punctures in the spatial
manifold around which the gauge fields have non-trivial
holonomy, such that the gauge fields remain flat. The
above also implies the action is invariant under changes
of lift aij → aij + 2pi as long as ~q,~s,~t, ~m are integer vec-
tors.
The charge vector ~q assigns fractional electric charge
~qTK−1~l to the anyon ~l. Alternatively, this term induces
an anyon ~q under insertion of 2pi flux. Two charge vectors
~q, ~q′ describe the same anyon if ~q′ = ~q + K~Λ for some
~Λ ∈ ZD. Therefore the group of inequivalent choices
for ~q is A. Note that for a fixed state, this equivalence is
realized in the effective action by relabelling ~a→ ~a−~ΛA.
Shifting ~q thus also changes the values of k1, k2, k4 and
k6, which depend on A. The full equivalence relation is
(~q; k1, k2, k4,i, k6) ∼ (~q +K~Λ; k1 − ~q · ~Λ− ~ΛTK~Λ/2, k2 −
~s · ~Λ, k4,i − ~ti · ~Λ, k6 − ~m · ~Λ).
The coupling ~s is a discrete version of the spin vec-
tor [10]. This term induces an anyon ~s under the in-
sertion (fusion) of M elementary disclinations. A quasi-
particle ~l transported around M elementary disclinations
thus picks up a braiding phase ei2pi~sK
−1~l. Alternatively,
this term associates fractional orbital angular momen-
tum ~sTK−1~l to the quasiparticle ~l. Note that taking
~s = M~Λ for ~Λ ∈ ZD is trivial, since it would simply
bind an anyon ~Λ to an elementary disclination, which
can always be done by adjusting the local energetics at
disclinations. The non-trivial case cannot be captured
simply by associating an anyon to an elementary discli-
nation. Therefore we have two equivalence relations:
(~s, {ki}) ∼ (~s + K~Λ, {k′i}) (by relabelling a → a − ~ΛC),
and (~s, k3) ∼ (~s+M~Λ′, k3). The choices of ~s inequivalent
under both relations constitute the group A/MA. For
A = Zn1 × · · · ×ZnD , A/MA = Z(n1,M)× · · · ×Z(nD,M),
where (n,M) = gcd(n,M). Note that the theory predicts
the angular momentum of an anyon ~l modulo M~ΛTK−1~l.
The integer vector ~tI = (tx,I , ty,I)
T , which we refer
to as the discrete torsion vector, does not have an ana-
log in the continuum because torsion is not quantized
in continuum geometry. Furthermore this term is non-
trivial only in the presence of rotational symmetry, with
1 < M < 6 (see Appendix B 1 d). This term associates
a fractional (linear) momentum (1 − U(2pi/M))−1~p, for
pi = ~t
T
i K
−1~l to the anyon ~l, which is well-defined mod-
ulo the equivalence on ~t (~tI ∼ ~tI + (1 − U(2pi/M))Z2,
~ti ∼ ~ti + KZD, for i = x, y). We emphasize that this
“crystal momentum fractionalization,” which is only non-
trivial for M = 2, 3, 4, is fundamentally distinct from the
more familiar notion usually discussed in the context of
quantum spin liquids (see e.g. [22, 29]). The latter case is
associated with non-commutativity of the translation op-
erator restricted to a given anyon and arises from the ex-
istence of an anyon per unit cell (discussed below), which
can be non-trivial even in the case M = 1. Furthermore,
~t associates an anyon (~tx,~ty)·(a, b) to a region with Burg-
ers vector (1− U(2pi/M)) · (a, b). Note that an anyon is
attached only for Burgers vectors in the trivial class in
KM ; therefore this term cannot arise solely from attach-
ing an anyon to the elementary dislocations. The latter
would be topologically trivial as it could arise by adjust-
ing the local energetics of a dislocation. It follows that
the topologically distinct values of (~tx,~ty) correspond to
the greatest common subgroup of KM and A, which is
denoted as KM ⊗A (see Appendix D for a definition).
Finally, ~m ∈ ZD, which we refer to as the area vector,
also has no analog in the continuum. This associates an
anyon ~m per unit cell, as has been discussed algebraically
in previous work [30, 31] and gives rise to certain notions
of “crystal momentum fractionalization” discussed previ-
ously [22, 29]. This means that if a quasiparticle~l is taken
around a region S containing Num(S) unit cells, the wave
function acquires a braiding phase e2pii
~lTK−1 ~mNum(S).
Classification. The four generalized charge vectors
~q,~s,~t, ~m described above can all be included indepen-
dently in the action, as longG = U(1)×Gspace. Therefore
the group classification of the generalized charge vectors
is A×(A/MA)×(KM ⊗A)×A = H2(G,A). For M = 1
the correct classification is produced by taking K1 to be
trivial. When the magnetic flux per unit cell is not an
integer, the group structure becomes a non-trivial central
4extension of Gspace by U(1) due to the magnetic transla-
tion algebra. This case is left for future work.
The full classification of the allowed SPT terms is given
by H3(G,U(1)) = Z2 × Z3M ×K2M , as we discuss in Ap-
pendix D. However not all of these choices give topo-
logically distinct phases of matter [16, 32] as some of
them can be trivialized by field redefinitions. The par-
ticular redundancies that appear depends sensitively on
the choice of K-matrix and the generalized charge vectors
[32] (see Appendix C for examples). For example, we find
that the 1/2 Laughlin topological order on a square lat-
tice (M = 4) posseses 2304 distinct symmetry-enriched
topological states when the integer part of the charge fill-
ing per unit area (k6) and the Hall conductivity (k1) are
fixed.
Response Theory. Upon integrating out the a fields,
we obtain an effective response theory:
Leff = σH
2
A ∪ dA+ σHS
2
A ∪ dC + `s
4pi
C ∪ dC +
~ˇPc
2pi
· (A ∪ d~R) +
~ˇPs
2pi
· (C ∪ d~R) + 1
2pi
(νcA+ νsC) ∪AXY
+
piij
4pi
Ri ∪ dRj +
~Π
2pi
· ~R ∪AXY + α
4pi
AXY ∪ d−1AXY (3)
The first term gives the Hall conductivity, σH = (2k1 +
~qTK−1~q)/2pi. The second and third terms are discrete
analogs of the known continuum geometric response of
FQH states [4, 5, 8–13, 33]. The third term corresponds
to a fractional angular momentum `s/M for `s = (2k3 +
~sTK−1~s), attached to the elementary 2pi/M disclination.
The remaining terms in Leff are intrinsic to the lattice
and have no analog in continuum FQH states.
The second term gives a discrete analog of the shift
[10] S, where σHS = (k2 + ~qTK−1~s)/pi. In particular,
this term implies that lattice corners and disclinations
carry fractional U(1) charge. Both an elementary 2pi/M
disclination and a corner of angle 2pi/M carry a fractional
U(1) charge of piσHS/M . For example, if M = 4 and the
system is defined at the surface of a 3D cube, there are
effectively 8 disclinations, each one carrying a fractional
charge piσHS/4; if the system is defined on a square, each
corner also has a fractional charge piσHS/4. This term
therefore implies the system is a fractional “higher order”
topological state [34–36]. Note that the response theory
only predicts the fractional charge, angular momentum,
and linear momentum of the dislocations and disclina-
tions up to those of the elementary anyons, as anyons
can always be bound to these defects by adjusting the
local energetics.
The term with Pˇc,j =
∑2
i=1(k4;i + ~q
TK−1~ti)(1 −
U(2pi/M))−1ij is quantized due to the rotational symme-
try of the lattice, and only well-defined modulo Z. This
associates a charge ~ˇPc · ~b to a dislocation with Burgers
vector ~b (with the caveat discussed above), and a mo-
mentum 2pi(Pˇc,1, Pˇc,2) to a 2pi instanton (i.e. to 2pi flux
spread uniformly throughout the system). It associates
a fractional charge per unit length ~ˇPc · eˆ to a boundary
along the direction eˆ. This corresponds to a fractional
polarization ~Pc = ~ˇPc × zˆ. If the dislocation described
by ~b is connected to an edge of the system, the holon-
omy at the edge is changed by the amount −~b. Hence
there must be a compensating fractional charge at the
edge. In this sense, this term also describes a fractional
higher order topological phase. Note that without ro-
tational symmetry, the polarization is a non-quantized
topological response [37].
The term with ~ˇPs is the rotational analog of ~ˇPc, where
Pˇs,j =
∑2
i=1(k5;i + ~s
TK−1~ti)(1 − U(2pi/M))−1ij . It asso-
ciates a fractionally quantized angular momentum ~ˇPs ·~b
to a dislocation with Burgers vector ~b. It is not clear
whether the analog of attaching momentum to the 2pi
instanton makes sense in this context.
The term with piij , where piij =
∑2
i′,j′=1(1 −
U(2pi/M))−1ii′ ~t
T
i′K
−1(1 − U(2pi/M))−1jj′~tj′ , associates a
fractionally quantized momentum of ki =
∑
j piijbj to a
dislocation with Burgers vector bj . This is analogous to
a “torsional Hall viscosity” as has been discussed for con-
tinuum Dirac theories [38, 39], although there the corre-
sponding term is not quantized and is sensitive to the ul-
traviolet cutoff; the non-trivial quantization only occurs
for lattice systems with rotational symmetry, 1 < M < 6.
The term ~R ∪ AXY associates a momentum of Πj =∑
i
~tTi K
−1 ~m(1 − U(2pi/M)−1ij per unit area of the sys-
tem. It arises from the fact that there is an anyon ~m
per unit cell, which in turn carries a momentum as spec-
ified by the coupling ~t. Remarkably, this implies that
the ground state may carry momentum, depending on
the area of the system; only for certain commensurate
areas is the ground state momentum trivial. Further,
this term is also only non-trivial when the system has
rotational symmetry, M > 1.
The term proportional to A ∪ AXY corresponds to a
charge of νc = k6 + ~q
TK−1 ~m per unit area. This gives a
generalized Lieb-Schulz-Mattis constraint [30] which im-
poses constraints on ~q, K, and ~m in terms of the filling νc.
Likewise, the term proportional to C ∪AXY associates a
fractional angular momentum of νs = (k7 +~s
TK−1 ~m) to
each unit area.
5Finally, the term formally written as AXY ∪ d−1AXY ,
with α = ~mTK−1 ~m, corresponds to AXY ∪c, where dc =
AXY . This term arises from the fact that an anyon is
associated with each unit cell. However it is not clear
how or whether this term can be physically measured as
a quantized geometric response.
Discussion. The techniques of this paper can be
directly applied to continuum systems with symmetry
U(1) × E2, where E2 is the two-dimensional Euclidean
group. It can be explicitly shown that C and ~R then cor-
respond to the spin connection ω and the coframe fields
ea, respectively (see Appendix A for further details).
We note that the topological field theory itself does
possess a continuous space-time symmetry corresponding
to diffeomorphism invariance. In fact, for chiral topolog-
ical phases, a gravitational CS term, proportional to the
chiral central charge c−, for the full spin connection ω is
also required. Mathematically we may consider ω to be
separate from C and ~R. However to be physically mean-
ingful, the space-time manifold M should split into space
and time separately, and ω must reduce to C appropri-
ately (see Appendix A). This will then contribute an ad-
ditional angular momentum to disclinations proportional
to c−.
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6Appendix A: Crystalline gauge theory: continuum
approach and relation to elasticity theory
In this section we discuss three aspects of crystalline
gauge theory. The first is that our method of defining
discrete crystalline gauge fields on simplices and using
simplicial calculus to evaluate the action was a practical
choice to make direct the relation with the group coho-
mology classifications of symmetry-enriched topological
states (SETs) [16]. However we expect that the same
results can also be obtained by working with real-valued
differential forms.
The second aspect is that the discrete translation and
rotation gauge fields defined in this work are directly re-
lated to the frame field and the spin connection that arise
in continuum geometry and are known to be closely re-
lated to elasticity theory.
Finally, we provide some background on the origin of
crystalline gauge fields in terms of the gauge theory of
elasticity as discussed in Ref. 14.
1. Crystalline gauge fields as differential forms
In order to construct actions from discrete gauge fields,
it was convenient to work in terms of simplicial cohomol-
ogy and simplicial calculus (see Appendix A of Ref [28]
for a review). There, our translation gauge fields could
be viewed as Z2-valued 1-cochains defined on the triangu-
lated space-time manifold M ; that is, X,Y ∈ C1(M,Z).
Similarly, the rotation gauge field can be viewed as a ZM
valued 1-cochain, C ∈ C1(M,ZM ) (strictly speaking, in
the main text C corresponded to a lift of the ZM gauge
field to 2piM Z. The action is then invariant under changes
of lift, e.g. shifting Cij → Cij + 2pi for a single 1-simplex
ij).
We can consider instead a formulation where we take
the gauge fields to be real-valued differential 1-forms. We
thus can define
aI , A,X, Y, C ∈ Ω1(M,R), (A1)
where Ωk(M,R) denotes the space of real-valued differen-
tial k-forms. aI , A, X, Y , and C are the internal, U(1),
translation, and rotation gauge fields, respectively, now
defined as differential 1-forms.
The discreteness of the gauge fields enters through con-
straints on the holonomies of these gauge fields. Given a
cycle γ, we require∮
γ
~R ∈ 2piZ2,
∮
γ
C ∈ 2pi
M
Z, (A2)
with the equivalence∮
γ
C ∼
∮
γ
C + 2pi,
∮
γ
A ∼
∮
γ
A+ 2pi∮
γ
aI ∼
∮
γ
aI + 2pi (A3)
Dislocations and disclinations must therefore correspond
to singular sources of flux for X, Y , C. Differential forms
which are required to integrate to discrete values along
cycles are referred to as integral differential forms.
The gauge transformations are also real-valued. In par-
ticular large gauge transformations for aI , A and C must
be quantized in units of 2pi.
We then write the effective action using the wedge
product:
L = − 1
4pi
KIJa
I ∧ daJ + Lfrac + LSPT
Lfrac = 1
2pi
aI ∧ (qIdA+ sIdC + ~tI · d~ R+mIAXY )
LSPT = k1
2pi
A ∧ dA+ k2
2pi
A ∧ dC + k3
2pi
C ∧ dC + 1
2pi
A ∧ (~k4 · d~ R) + 1
2pi
C ∧ (~k5 · d~ R) +
(
k6
2pi
A+
k7
2pi
C
)
∧AXY (A4)
Here AXY is the continuum analog of the area element
we defined in the simplicial formulation. For example,
when C = 0, AXY =
1
4pi (X ∧ Y − Y ∧ X). Note that
the terms in L aside from those involving AXY and d~ R
are standard. To ensure that the terms involving d~ R
are invariant under large gauge transformations of aI , A,
and C, we require 12pi
∫
W
d~ R ∈ Z2 over any closed 2-cycle
W . When W is the space, for example, this physically
corresponds to the fact that the total Burgers vector of
the whole closed space is trivial.
While we do not pursue a formal proof here, we ex-
pect that the effective action defined using this contin-
uum formulation yields identical physical results as com-
pared with the lattice gauge theory formulation used in
the main text.
Given a triangulation of the space-time manifold M ,
we can understand the relation between the discrete
formulation and the continuum formulation as follows.
Given a link (1-simplex) ij with vertices i and j, the dis-
crete gauge fields, Aij , Cij , Xij and Yij are taken to be
the integral from i to j along the 1-simplex ij of their
7continuum counterparts. Note that only those contin-
uum gauge field configurations can be used that give rise
to the appropriate discrete values of C, X, and Y . Since
the only gauge invariant quantities for ~R and C are asso-
ciated with disclinations and dislocations, we expect that
such gauge configurations can always be found.
We can see how to specify the action of C on ~R by
noting that in the continuum setting, ~R and C corre-
spond exactly to the continuum coframe fields e and spin
connection ω. In the following section we discuss this
correspondence in more detail.
2. Gauge fields for continuous spacetime
symmetries: frame field and spin connection
The Euclidean group E2 = R2 o SO(2) is a semidi-
rect product of the group of continuous rotations in 2D,
SO(2) = U(1) and the group of continuous translations,
R2. In this case we can consider background gauge fields
associated with the continuous translation and rotation
symmetries.
The translation gauge fields in the continuum setting
now correspond to the 1-form coframe fields eaµ, a = x, y
associated with the space Σ2. For physically realistic
space-time manifolds of the form M = Σ2 × R, where
Σ2 is space, we choose ex, ey to be of the form eai dx
i =
eaxdx+e
a
ydy. There is also a fixed time-component of the
coframe field, et = dt. Below we will assume the space
Σ2 can be curved, but time is separate, as is appropriate
for directly describing a condensed matter system. That
is, the metric tensor g = gijdx
idxj + gttdt
2.
The coframe fields diagonalize the metric tensor
gij = e
a
i e
b
jδab, (A5)
where δij (the Kronecker delta) is the flat space metric.
In the linearized approximation where eai = δ
a
i + e˜
a
i , we
have
gij = δij + e˜
i
j + e˜
j
i , (A6)
where δai = δai is the Kronecker delta.
A translation gauge transformation can be identified
as an infinitesimal diffeomorphism:
xi → f i(x) = xi + i(x), (A7)
under which
eai → ∂if jeaj = (δji + ∂ij)eaj
= (δji + ∂i
j)(δaj + e˜
a
j ) = δ
a
i + e˜
a
i + ∂i
a + · · ·
= eai + ∂i
a + · · · , (A8)
where the · · · indicate the subleading term which we ig-
nore in the linearized approximation. We see therefore
that in the linearized approximation, the gauge transfor-
mations of eai are the continuous analog of the discrete
translation gauge transformations ~Rij → ~Rij + ~rj − ~ri
on the lattice. Note that as in the discrete case, the
continuous translation gauge transformations should pre-
serve the gauge-invariant holonomies associated with ea.
In particular, the gauge transformations therefore corre-
spond to diffeomorphisms that preserve the lengths along
non-contractible cycles.
Physically, the continuous translation gauge fields eai
correspond to the plastic distortion tensor discussed in
Ref. 14. The full strain tensor u is the sum of the elastic
strain tensor uel and the plastic strain tensor up: u =
uel+up. The gauge-invariant combination is uel = u−up
[14].
In addition to the translation gauge transformations,
there are also rotation gauge transformations. These cor-
respond to locally rotating the coordinate axes by an
element of SO(2), at every point. The gauge field as-
sociated with these gauge transformations is the spin
connection, which is a 1-form gauge field ω that corre-
sponds to the continuous spatial rotation symmetry. The
spin connection specifies how the frame fields at nearby
points are rotated relative to each other. In terms of the
full 3D space-time spin connection ωaµ;b, the spin con-
nection associated with spatial rotations corresponds to
ωxµ;y. In this language, we can explicitly write the cor-
respondence between the continuum and discrete gauge
fields as ~R ∼ (ex, ey) and C ∼ ω. We emphasize that
when the continuous E2 symmetry is broken down to a
discrete space group symmetry, there is no distinction
between (~R,C) and (~e, ω). The gauge-invariant proper-
ties associated to (~R,C) can equally be calculated using
ea, ω.
To further clarify the correspondence between the dis-
crete translation and rotation gauge fields and the contin-
uum coframe fields and spin connection, we calculate the
contribution of ω to the covariant derivative of ea using
our discrete formulation with certain limiting arguments.
At a point ~r + δ~r, the coframe field (written here using
the translation gauge field notation of the main text) is
Rj(~r + δ~r) ≈ Rj(~r) + ∂iRj · δri. (A9)
As stated in the main text, the vector ~R(~r) parallel trans-
ported to ~r + δ~r is U(C~r,~r+δ~r)~R(~r), where we have cho-
sen ~r as the origin. In the continuum, we can write
U(C~r,~r+δ~r = θ) as a rotation matrix e
iθσy (this would
not be appropriate on a lattice, where we need to use
GL(2,Z) matrices in a lattice basis, but it is not a
problem in the continuum). The total rotation applied
between ~r′ and ~r′ + d~r′ is written in terms of ω as
e
−i
~r+δ~r∫
~r
~ω(~r′)·d~r′σy
. Here we have written the spin con-
nection as a vector with components ωµ. This represen-
tation of C shows that it directly corresponds to ω in the
continuum.
8To first order in δ~r, we can approximate
U(C~r,~r+δ~r) = e
−i
~r+δ~r∫
~r
~ω(~r′)·d~r′σy
(A10)
≈ 1− iσy~ω(~r) · δ~r (A11)
The covariant derivative of ~R in the direction xi can then
be written as
DiRj(~r) = lim
xi→0
1
xi
(Rj(~r + x
i)− (U(C~r,~r+xi)~R(~r))j)
(A12)
= lim
xi→0
1
xi
(∂iRjx
i + ωi(~r)x
i × (iσyR)j) (A13)
= ∂iRj + ωi(~r)jkRk (A14)
This is precisely the formula for the covariant derivative
D of ea in terms of ω, which is written in the usual no-
tation as
T a ≡ Dea = dea + abωeb = dea + ωab ∧ eb (A15)
Here ωab is the full spin connection. We have proved this
formula using the fact that ωab = −ωba is anti-symmetric,
so that ω11 = ω
2
2 = 0 and ω
2
1 = −ω12 = ω.
T a is the torsion 2-form, which characterizes how the
frame field is rotated along the path traced by a curve in
spacetime. The torsion as defined above can be directly
related to the dislocation density, i.e. to the holonomy
of translation gauge fields after accounting for parallel
transport, similar to the quantity d ~R used in our work.
Furthermore, the flux associated to rotational symme-
try alone (dC in the lattice formulation, or dω in the
continuum) gives the curvature of the manifold, which
is directly related to the disclination density. Therefore
couplings involving dC or dω are essentially coupling the
system to curvature. Given that torsion is not quan-
tized in the continuum, there cannot be any quantized
topological terms formed by coupling anyons or symme-
try charges to the torsion (although nonquantized terms
which are topological in the sense of being independent
of changes in the underlying metric are well-known).
The classification of SET phases with U(1)× E2 sym-
metry is identical to the classification for U(1) × U(1)
symmetry (this can be proved, for example, by comput-
ing the relevant cohomology groups). So while the trans-
lation group R2 has associated gauge fields X and Y , the
Lagrangian does not have any contribution from X and
Y ; the only relevant terms for Euclidean group symme-
try fractionalization and for the associated SPT states
are given by sI2pia
I ∧ dω and k2piω ∧ dω respectively.
3. Connection to gauge theories of elasticity
The discrete translation gauge field ~R that we use has
previously been discussed in elasticity theory [14]. Here
we provide a brief review of how the discrete crystalline
gauge fields arise in elasticity theory, following Ch. 9 of
Ref. [14].
In elasticity theory, the basic variables are the displace-
ments ui(~r) of a particle on a lattice whose mean position
is ~r, along each direction i. The elastic energy is a func-
tion of the strain tensor components ∂iuj and to lowest
order has the form
E =
1
2
∑
~r
λijkl∂iuj∂kul, (A16)
where the operator ∂ is now interpreted as a discrete
gradient. The corresponding classical partition function
is given by
Z =
∏
~r,i
 ∞∫
−∞
dui(~r)
a
 e−βE (A17)
Demanding that the energy is invariant under rigid ro-
tations leads to the conditions λijkl = λklij = λjikl
among the elastic moduli [17]. This is the most general
translation-invariant Lagrangian that can be written at
lowest order in derivatives of ui.
At low temperatures and in a classical theory, the dis-
placements ui(~r) are generally much smaller than the lat-
tice spacing a. However, it is possible for thermal or
quantum fluctuations to result in particles exchanging
their positions over long times. Indeed, the diffusion of
particles within the lattice means that it is appropriate
to think of ui as being defined only up to a lattice con-
stant; therefore, our partition function must be invariant
under a transformation
ui(~r)→ ui(~r) + aNi(~r), (A18)
where a is the lattice spacing and Ni is an integer vector
field defined at the discrete positions ~r. The transforma-
tion (A18) is a gauge transformation which reflects the
physical reality that the coordinates can be relabelled up
to integers. To ensure gauge invariance under this trans-
formation, we introduce new integer-valued gauge fields
1
2piRij ∈ Z and replace
∂iuj(~r)→ ∂iuj(~r)− a
2pi
Rij(~r). (A19)
(Here i, j ∈ {x, y} and Rij(~r) is a function defined on
a lattice; this notation should not be confused with the
notation ~Rij in a simplicial formulation, where ij is a 1-
simplex on a triangulation.) The partition function then
includes a sum over all possible values of Rij :
Z =
∑
{Rij(~r)}
∏
~r,i
 ∞∫
−∞
dui(~r)
a
 e−βE˜ , (A20)
E˜ =
1
2
∑
~r
(
λijkl(∂iuj − a
2pi
Rij)(∂kul − a
2pi
Rkl)
)
(A21)
9The change of variables and subsequent sum over Rij
encode the fact that the quantities ∂iuj can change by
any integer values at every lattice point, and that the
different particle configurations are all treated equally.
As originally desired, Z is now invariant under the gauge
transformation
ui(~r)→ ui(~r) + aNi(~r) (A22)
Rij(~r)→ Rij(~r) + 2pi∂iNj(~r) (A23)
The Rij are precisely the discrete translation gauge
fields suitably defined on a lattice: Rxi = Xi, Ryi = Yi.
Integrating out the displacements ui will result in a pure
gauge theory in terms of the gauge fields Rij .
To further understand the fields Rij , we next look at
how this gauge theory treats dislocations. A lattice dis-
location corresponds to a missing or extra line of atoms
such that the number of nearest neighbours at the dis-
location point changes. The fields Rij allow for such
configurations, which are deviations from an ideal lat-
tice configuration. These configurations would not be in-
cluded in the partition function if we restricted ourselves
to a change of variable ui(~r) → ui(~r) + aNi(~r), as this
transformation amounts to a relabelling of coordinates
but keeps the particles in an ideal lattice configuration.
Another way to say this is that the integral
∮
γ
∂iNjdl
i,
where d~l is the infinitesimal line element along the loop γ,
will always be zero and cannot represent a dislocation. A
dislocation Burgers vector is obtained from the holonomy
1
2pi
∮
γ
~R. The symmetrized quantity 12 (Rij + Rji) is the
discontinuous part of the symmetrized strain tensor. A
similar procedure can be followed for a continuous elastic
medium, where the analog of 12piRij is referred to as the
plastic strain tensor u
(p)
ij and is directly related to the
coframe field used in differential geometry, as discussed
in Sec. A 2.
We can also introduce disclinations in elasticity the-
ory via a rotation symmetry gauge field. Disclinations,
the fluxes of this rotation symmetry field, are related to
the antisymmetric component of the strain tensor, which
does not enter the action at the usual quadratic order.
These effects can be included by adding higher derivative
terms to the usual Lagrangian. Conventional elasticity
theory does not, however, include translation as well as
rotation symmetry via a nonabelian gauge field, as we
have done. Instead, it makes certain approximations that
allow rotations to be incorporated without dealing with
the full space group symmetry. This does not affect the
calculations greatly for thermodynamic purposes, but in
dealing with topological properties we saw that the non-
abelian gauge field led to a situation where only certain
properties of dislocations are gauge-invariant. This fea-
ture cannot be reproduced by an approximate calcula-
tion.
Appendix B: Symmetry fluxes
In this Appendix we provide additional discussion re-
garding the symmetry fluxes d~ R and AXY , which are
associated with dislocations and the area, respectively.
1. Classifying dislocations with rotation symmetry
a. 2D Point group rotation matrices
An important role in the main text was played by the
2×2 rotation matrix U(2pi/M), associated with the gen-
erator of point group rotations. Due to the presence of
a lattice, there is a natural basis in which point group
rotation matrices U(2pi/M) can be defined. We define
the x and y axes to be the lattice vectors, such that for
M -fold point group rotations, the x and y axes subtend
an angle 2pi/M . For M = 2, U(2pi/M) = −1, where 1
here denotes the 2 × 2 identity matrix. For M = 3, 4, 6
an elementary 2pi/M rotation can always be defined to
take x → y. In turn, the existence of a lattice ensures
the rotated position of y can be expressed as a linear
combination of the original x and y. The result for
U(2pi/M) is given in Table II, along with the matrices
(1− U(2pi/M))−1 that also arise frequently.
In our calculations we have assumed that the lengths
Lx, Ly are defined along these possibly nonorthogonal
axes. Moreover, integrals
∫
f(x, y)dxdy should be carried
out with x and y defined by this lattice-specific coordi-
nate system. The advantage of using these coordinates
is that we always work with integer vectors and matri-
ces, so the coefficients of the theory are always integers
or fractions of integers.
M 2 3 4 6
U
(
2pi
M
) (−1 0
0 −1
) (
0 1
−1 −1
) (
0 1
−1 0
) (
0 1
−1 1
)
(
1− U ( 2pi
M
))−1 1
2
(
1 0
0 1
)
1
3
(
2 1
−1 1
)
1
2
(
1 1
−1 1
) (
1 −1
1 0
)
TABLE II. Elementary rotation matrices U(2pi/M) for differ-
ent M .
b. Dislocations are described by ~R(0)
Consider the product B01B12 . . . Bn−1,n, where Bij ∈
Gspace. The part of this corresponding to translations is
given by∫
~R(0) :=
n∑
k=0
U(C01 +C12 + · · ·+Ck−1,k)Rk,k+1 (B1)
This is the definition of ~R(0). In the special case of a
closed loop in a flat configuration,
∮
C
~R(0) = 0. In gen-
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eral the value of this integral around a closed loop γ de-
fines the total Burgers vector for any dislocations located
inside γ. The value of this Burgers vector is well-defined
up to an overall rotation. Under a gauge transformation,
we have
∮
γ
~R(0) =
n∑
k=0
U(C01 + C12 + · · ·+ Ck−1,k)Rk,k+1 (B2)
→
n∑
k=0
(U(−h0 + C01 + h1 − · · · − hk−1 + Ck−1,k + hk))× U(−hk)(Rk,k+1 + U(Ck,k+1)~rk+1 − ~rk) (B3)
=
n∑
k=0
U(−h0 + C01 + C12 · · ·+ Ck−1,k)(Rk,k+1 + U(Ck,k+1)~rk+1 − ~rk) (B4)
=
n∑
k=0
U(−h0 + C01 + C12 · · ·+ Ck−1,k)Rk,k+1 (B5)
= U(−h0)
∮
γ
~R(0) (B6)
The contributions from the ~ri cancel as a telescoping sum
(we have used U(C1)U(C2) = U(C1 + C2) in the second
and third lines). Therefore the integral is invariant un-
der the ~r-dependent part of the gauge transformation
(i.e. the translation gauge transformations), but can be
rotated depending on the orientation of the coordinate
axes at the origin 0. Note that in the above calculation
we picked the curve γ such that the origin 0 was con-
tained in γ, however this is not essential.
~R(0) therefore captures our physical intuition regard-
ing dislocations. However, we cannot use ~R(0) directly
in the action because it is not local. Moreover, in the
presence of a disclination, the value of ~R(0)ij depends on
the precise path chosen between the origin and i, and
is therefore ambiguous upto a rotation by the disclina-
tion angle. The solution is to instead use the ~R fields
themselves, which are local. But there is considerable
ambiguity in ~R under gauge transformations. This fact
is of crucial importance.
c. Gauge transformations of d~R
From the definition of ~R(0) we have that
~Rij = ~R(0)ij + (1− U(C0→i))~Rij . (B7)
Here we have defined C0→i =
∫
γ
C for a path γ from
the origin 0 to the point i. The last term is of the form
(1−U ( 2pikM ))~Rij . Let C0→i = 2pik0,iM . Using the fact that
1−Uk = (1−U)(1 +U + · · ·+Uk−1), we conclude that
~Rij = ~R(0)ij + (1− U(2pi/M))(1 + U(2pi/M) + · · ·+ U (k0,i−1)(2pi/M))~Rij (B8)
:= ~R(0)ij + (1− U(2pi/M))~Γij (B9)
The last line defines the vector field ~Γ in terms of ~R, with
1
2pi
~Γ ∈ Z2.
A general gauge transformation sends ~Rij →
U(−hi)(~Rij +U(Cij)~rj −~ri). But the above relation will
still hold with ~Γ replaced by some ~Γ′ where 12pi~Γ
′ ∈ Z2.
Now under gauge transformations, assume that the co-
ordinate axes at the origin are rotated by the angle
2pim/M . Then d~R transforms as
d~R = d ~R(0) + (1− U(2pi/M))d~Γ (B10)
→ U(2pim/M)d ~R(0) + (1− U(2pi/M))d~Γ′ (B11)
= d ~R(0) + (1− U(2pi/M))(d~Λ + d~Γ′) (B12)
where ~Λ = (1+U(2pi/M)+ · · ·+Um−1(2pi/M)) ~R(0), and
also satisfies 12pi
~Λ ∈ Z2.
Therefore gauge transformations preserve the value of
11
d~R only up to terms of the form (1− U ( 2piM ))d~Γ.
To summarize, the correct definition of a Burgers vec-
tor, given by ~R(0), is nonlocal due to the choice of origin
0, and so we are forced to use the field ~R instead in the ef-
fective action. d~R is not gauge-invariant: it is determined
only up to terms of the form (1−U ( 2piM ))d~Γ. However, d~R
and d ~R(0) are equivalent up to such terms. Therefore the
fractional part of (1−U ( 2piM ))−1d~R is (i) local, (ii) gauge-
invariant, and (iii) equal to the physically meaningful
quantity 12pi (1 − U
(
2pi
M
)
)−1d ~R(0) mod 1. This quantity
therefore captures the local, gauge-invariant part of a
Burgers vector.
The distinct values taken by 12pid R =
1
2pi (1 −
U
(
2pi
M
)
)−1d ~R(0) (modulo 1) are classified by the group
KM . In the following section we provide some intuitive
and physical ways to understand the group KM .
d. Understanding the group KM
There are a number of ways to understand KM more
intuitively and physically. Let us consider the most direct
way following the mathematical derivation above. Let us
first consider the case M = 2, and start by considering a
small region with a locally defined Burgers vector (a, b)
(see Fig. 1). Under a local rotation of the space, this
Burgers vector transforms to (a, b) → (−a,−b). Thus
the Burgers vector (1, 0) ∼ (−1, 0) and (0, 1) ∼ (0,−1).
Now consider two regions, each with a locally defined
Burgers vector (a, b) and (a′, b′). The combined Burgers
vector thus would be (a + a′, b + b′). Upon a pi rota-
tion of the second region however, (a′, b′) → (−a′,−b′),
so (a + a′, b + b′) → (a − a′, b − b′). Therefore, when
considering the Burgers vector of a large region contain-
ing Burgers vectors in smaller regions, (2, 0) ∼ (0, 0) and
similarly (0, 2) ∼ (0, 0). We see that the Burgers vectors
form the group Z2×Z2, due to the fact that the Burgers
vector of a region, when including these local rotations,
is only partially well-defined. An equivalent analysis for
M = 3, 4, 6 gives the groups Z3, Z2, and the trivial group
(see Fig. 1). In general, dislocations whose Burgers vec-
tors are of the form (1 − U(2pi/M))~b are equivalent to
zero. If we have two neighbouring dislocations with ~b
and −~b, the total Burgers vector associated to a loop
containing the dislocations is zero. However a local rota-
tion of −~b by the angle 2pi/M will give a net holonomy
equal to ~b−U(2pi/M)~b around the same loop. These val-
ues of Burgers vectors are therefore considered to be in
the trivial equivalence class. This is what we mean by the
statement that rotation gauge symmetry induces a finite
group grading on Burgers vectors. They are thus classi-
fied by elements of Z2 modulo (1− U(2pi/M))Z2, which
can be taken as the mathematical definition of KM .
We can also understand the group KM by consider-
ing a system with fractional charge per unit length along
its boundary given by ~P · nˆ, where ~P is the polarization
vector and nˆ is the normal to the boundary. An integer
value of ~P corresponds to placing an integer charge per
unit length on the boundary, which can always be done
locally. This is shown pictorially in Fig. 2, where we
assign fractional charge per unit length to each bound-
ary segment under one choice of coordinate axes. For
example, if we consider a system with M = 4, the charge
per unit length on the boundaries normal to xˆ, yˆ,−xˆ,−yˆ
are (q1, q2,−q1,−q2) respectively. Now we can perform
rotations of the axes by 2pi/M , which will relabel the
charge on each segment since the normal vectors ~n get
redefined. In this case, the coordinate axes are rotated by
an angle pi/2, and the charges on the same boundary seg-
ments will now be labelled as (−q2, q1, q2,−q1) (see Fig.
2). However, the fractional charge on each edge should
be the same from either calculation. Therefore we must
have (q1, q2,−q1,−q2) = (−q2, q1, q2,−q1) mod 1. We
can see that the only solutions are (q1, q2) = (0, 0) or
(1/2, 1/2). Therefore the group of distinct assignments
of charge at the boundary is K4 ∼= Z2. One can work out
the other cases similarly.
We note that in the first example, the KM classifica-
tion arose from general properties of the dislocations that
do not depend on a particular Lagrangian, while in the
second, it was based on a physical response related to the
term
~ˇP
2piA ∪ dR in the Lagrangian.
Finally, we look at the case with M = 1, correspond-
ing to the absence of rotation symmetry. We cannot di-
rectly apply the previous reasoning in this case to ob-
tain a useful classification. In a system without rota-
tion symmetry, the Burgers vector of any dislocation is
well-defined: the value of dR is gauge-invariant. Since
there is no gauge transformation relating them, there is
no grading of Burgers vectors. In the example of bound-
ary charge, one can now have any assignment of frac-
tional charges per unit length on the boundary of such a
system. In either case, the group classifying inequivalent
dislocations or fractional boundary charge configurations
is not a finite group. However, if we define K1 so that it
classifies the quantized fractional charges per unit length
that can be assigned to a boundary, the group is trivial.
The quantization was a direct result of discrete rotation
symmetry, which is broken when M = 1.
2. Area flux AXY
Here we study the behavior of the area flux AXY under
a gauge transformation and discuss its properties in the
presence of dislocations and boundaries.
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~
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FIG. 1. Visual representation of how the groups KM classify dislocation Burgers vectors. (a) For M = 2, the vectors (a, b) and
(−a,−b) are in the same equivalence class. Moreover, the sum of two neighbouring Burgers vectors can be viewed as either
(a, b)+(a′, b′) or (a, b)−(a′, b′); this gives the relations (0, 0) ∼ (2, 0) ∼ (0, 2), which reduce the classification to a group Z2×Z2.
(b) For M = 3, we see that (3, 0) ∼ (1+U(2pi/3)+U(4pi/3))(1, 0)T = (0, 0); in general (2a+b, b−a) ∼ (0, 0), so the classification
is given by K3 ∼= Z3. (c) For M = 6, we can combine the M = 2 and M = 3 results to show that (0, 0) ∼ (2, 0) ∼ (3, 0); thus
(0, 0) ∼ (1, 0), and similarly (0, 0) ∼ (0, 1). Therefore every Burgers vector can be trivialized. Similar reasoning applied to the
M = 4 case gives K4 ∼= Z2.
Recall that the value of AXY on a 2-simplex [ijk] is
AXY [ijk] =
1
4pi
~Rij × U(Cij)~Rjk (B13)
=
1
4pi
U(C0→i)~Rij × U(C0→i)U(Cij)~Rjk
(B14)
=
1
4pi
~R(0)ij × ~R(0)jk (B15)
where × refers to the cross product: ~v×~u = vxuy−vyux.
The second line uses the fact that the cross product is
invariant under an equal rotation of both arguments; the
symbol C0→i refers to the sum of C’s on any path from
the origin 0 to the point i. The last line uses the definition
of ~R(0). Note that the cross product of two ~R(0) fields
taken in this manner is thus local even though a single
such field is not. Since AXY is independent of the choice
of origin 0, we drop this superscript and simply write
AXY =
1
4pi
~Rij × ~Rjk, (B16)
with the understanding that ~Rij is defined with respect
to an arbitrary choice of origin 0.
Under a gauge transformation, this equality implies
that
4piAXY [ijk] = ~Rij × ~Rjk (B17)
→ ( ~Rij + d~˜rij)× ( ~Rjk + d~˜rjk) (B18)
Here we have defined ~˜ri = U(C0→i)~ri (for the same
arbitrary choice of origin 0 used to define R). The dif-
ference δAXY can be written as
4piδAXY [ijk] = ( ~Rij)× d~˜rjk + d~˜rij × ( ~Rjk + d~˜rjk)
(B19)
Defining
fij = ~Rij × ~˜rj + ~˜ri × ( ~Rij + d~˜rij), (B20)
we see that δAXY is a coboundary whenever d ~R = 0:
4piδAXY [ijk] = df [ijk] (B21)
Therefore when AXY is integrated over the entire man-
ifold, this property implies that a gauge transformation
13
𝑞1
𝑞2
−𝑞1 − 𝑞2
𝑞2
−𝑞1
−𝑞2
−𝑞2
𝑞1
𝑞2
−𝑞1 𝑞2 𝑞1
𝑞2
𝑞1
−𝑞1 − 𝑞2
𝑞2
−𝑞2
𝑞1−𝑞1
𝑞1
𝑞2
−𝑞1
−𝑞2 𝑞1
𝑞2
𝑞2 − 𝑞1
−𝑞1
−𝑞2
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−𝑞1
−𝑞2
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FIG. 2. The KM classification of rotationally symmetric configurations of boundary charge for (a) M = 2, (b) M = 3, (c)
M = 4, and (d) M = 6. We choose our coordinate axes to be normal to the boundaries, and place a charge per unit length equal
to (q1, q2)
T~n on the boundary with normal vector ~n. Thus in (b), for M = 3 we have the arrangement A = (q1, q2,−q1 − q2)
as we proceed anticlockwise around the boundary segments. Now under a 2pi/3 rotation of axes, the charge per unit length at
the same three segments gets redefined as A′ = (−q1− q2, q1, q2). Since the fractional charge per unit length on each boundary
segment remains the same if we only rotate the coordinate axes, we should have A = A′ mod 1. This implies that q1 = q2 and
3q1 ∈ Z; the three distinct choices of q1 now determine the group K3. We can follow similar reasoning in (a),(c) and (d).
will only contribute boundary terms to the integral (as-
suming ~R is flat). Therefore 12pi
∫
Σ2
AXY over a closed
2-manifold Σ2 is gauge-invariant, which we physically in-
terpret as the area of the space Σ2. Note that since the
cross-product gives the area of a parallelogram, the inte-
gration over the whole space covers the manifold twice,
such that AXY is quantized to be an integer multiple of
2pi when integrated over a 2-cycle.
Although we have defined a gauge-invariant area only
for closed manifolds, we can also define a gauge-invariant
area for manifolds with boundary by restricting the gauge
transformations on the boundary. Specifically, we require
that the quantity f defined above must vanish for every
boundary 1-simplex. For this to occur, it is sufficient that
the boundary fields ~Rij and the boundary gauge trans-
formation variables ~˜rj be parallel to each other. This
requirement can also be viewed as a consequence of the
fact that a boundary can be chosen to break exactly one
of the two Z translation symmetries, so that the ~R field
essentially reduces to a Z gauge field on the boundary.
For example, suppose the space is a square formed by
the region 0 ≤ x, y ≤ a with origin (0,0). For simplicity
let C = 0 everywhere on the boundary except on links
associated with the corners, which have C = pi/2. Let
the fields ~Rij on the y = 0 line have zero y-component.
Now as we meet the corner (a, 0), we meet a 1-simplex
with C = pi/2. The above condition on ~R now means
that on the x = a line, ~R has zero x-component. In fact,
one component of ~R is always constrained to vanish on
the boundary.
The discussion above has so far required that ~R be flat.
In particular, when ~R is flat, ~Rij × ~Rjk = ~Rjk × ~Rki, so
the definition of AXY does not depend on the ordering
of the vertices. But if we assume that the simplex [ijk]
contains a dislocation, this equality no longer holds. we
instead have ~R(0)ij + ~R(0)jk + ~R(0)ki = ~b(0) (where we have
reinstituted the explicit dependence on the origin 0), so
~R(0)ij × ~R(0)jk − ~R(0)jk × ~R(0)ki = ~b(0) × ~R(0)jk 6= 0 (B22)
This means that the area of a simplex with nonvanishing
holonomy of ~R is not well defined. This is physically ex-
pected: on a lattice with a dislocation, the number of unit
cells within a region containing a dislocation cannot be
obtained purely from the dimensions of the boundary. In
fact, the number of unit cells in a small region containing
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a dislocation is not well-defined. Moreover, as the dislo-
cation moves, additional unit cells are added or removed.
Therefore extensive observables such as the total charge
or angular momentum will no longer be gauge-invariant.
However, intensive quantities such as the filling or an-
gular momentum per unit cell will still be well-defined,
because they are a ratio of two extensive quantities com-
puted with the same triangulation.
A well-defined area can be defined for a given fixed
configuration of dislocations by cutting out the regions
containing the dislocations. Then the system is viewed
as a manifold with boundary, and a gauge-invariant area
can be defined as discussed above by restricting the gauge
transformations on the boundary. Effectively this ap-
proach treats the dislocation a hole in the simplicial
formulation. In principle we can consider alternatively
treating it as a puncture (for example, a sphere S2 with
a puncture would correspond to the plane R2), but then
we cannot describe the open set near the puncture in
terms of a finite triangulation.
Appendix C: Classification of SETs and reduction of
H3(G,U(1))
The effective action contains two classes of terms:
Lfrac and LSPT . As was discussed in the main
text, Lfrac specifies the symmetry fractionalization class
through the choice of the generalized charge vectors,
which corresponds to the classification H2(G,A). LSPT
contains additional terms depending only on the back-
ground gauge fields, and is classified by H3(G,U(1)).
The choice of H3(G,U(1)), which corresponds to chang-
ing the coefficients ki in LSPT , can be understood as
stacking (2+1)D SPT states. Physically, the effect of
changing the action by a choice of H3(G,U(1)) is to
change the braiding and fusion properties of the sym-
metry defects [16].
Depending on the choice of symmetry fractionaliza-
tion class and the precise topological order involved,
it is possible that changing the action by a non-trivial
choice of H3(G,U(1)) does not yield a distinct phase
of matter. Therefore, keeping the symmetry fraction-
alization choice fixed, the true classification of distinct
symmetry-enriched topological states (SETs) is reduced
from H3(G,U(1)) to a smaller group. In the G-crossed
braided tensor category formulation [16], this reduction
corresponds to cases where changing the algebraic the-
ory of defects by an element of H3(G,U(1)) can be com-
pletely accounted for by a relabeling of the symmetry
defects.
We can also see this reduction from H3(G,U(1)) in the
context of our topological effective action. In this con-
text, we see that field redefinitions can be made to absorb
the effect of changing the couplings in LSPT by certain
amounts. Since this analysis is heavily dependent on the
precise topological order (precise choice of K matrix) in-
volved, here we will focus on some simple examples.
To illustrate the main idea, let us begin by considering
the case where G = ZM , with the symmetry fractional-
ization class specified by the spin vector ~s, and the as-
sociated defect class given by k. The ZM gauge field C
couples to a as follows:
L = − 1
4pi
KIJa
I ∪ daJ + sI
2pi
aI ∪ dC + k
2pi
C ∪ dC (C1)
In this case, there are naively M distinct choices of k,
k = 0, · · · ,M−1, corresponding toH3(ZM , U(1)) = ZM .
First, we note that the choice of couplings (~s, k) has the
following redundancies:
(~s+M~Λ, k) ∼ (~s, k) ∼ (~s, k +M) (C2)
Thie first equivalence is because M
~Λ
2pi · ~a ∪ dC is trivial,
as explained in the main text. The second equivalence
follows from H3(ZM , U(1)) = ZM .
Next, observe that we can rewrite the Lagrangian as
L = − 1
4pi
KIJ(a
I + uIC) ∪ d(aJ + uJC) + sI +KIJuJ
2pi
(aI + uIC) ∪ dC + 2k − ~u
TK~u− 2~s · ~u
4pi
C ∪ dC, (C3)
where ~u ∈ ZD. Since aI is dynamical, the shift aI →
aI + uIC can be trivially absorbed by redefining the in-
tegration variables. Note that aI + uIC still obeys the
flux quantization condition since dC integrates to 2piZ
over any 2-cycle.
Therefore, we have the additional equivalence
(~s, k) ∼ (~s+K~u, k − ~u
TK~u
2
− ~sT~u). (C4)
Combining the equivalences in (C4) and (C2), we see that
whenever K~u = M~Λ , we get
(~s, k) ∼ (~s, k − ~u
TKu
2
− ~sT~u). (C5)
For a fixed choice of ~s, this corresponds in general to a
reduction of H3(ZM , U(1).
Now we can work out some specific examples. Consider
the 1/N Laughlin state with N even, for which K = N ,
and take M = 2. Since s ∼ s+M , there are two possible
spin vector classes, given by s odd or s even. Suppose we
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N Generalized charge vectors Relabelled SPT parameters (k′3, k
′
5,i, k
′
7)
4N ′ (s mod 4,~t,m mod N) (k3 + N2 − s, k5,i − ti, k7 −m)
4N ′ + 2 (s mod 2,~t,m mod N) (k3 − 2s, k5,i − 2ti, k7 − 2m)
TABLE III. The effect of relabellings on the SET classification demonstrated for the 1/N Laughlin state with p4 wallpaper
group symmetry. The spin and area vectors s and m are now integers, while the torsion vector ~ti is valued in Z2 (the symmetry
fractionalization class is specified by s mod 4, (tx + ty) mod 2 and m mod N). Now the fields can be relabelled in a manner
that leaves the generalized charge vectors unchanged but changes the SPT parameters (k3, k5, k7) to (k
′
3, k
′
5, k
′
7) (shown in
the last column). Therefore stacking the SPT given by their difference will leave the SET invariant. Note that the precise
coefficients of this stacked SPT are different for different charge vectors and for different values of N .
choose u = 1 and Λ = N/2. Then we have
(s, k) ∼ (s, (k −N/2− s) mod 2) (C6)
For s = 1, then this relabelling will take k → (k −
1 − N/2) mod 2. Hence, if N is a multiple of 4, the
SET classes corresponding to (s, k) = (1, 0) and (1, 1)
are the same, while the two classes (s, k) = (0, 0) and
(1, 1) are distinct. The above result was previously also
obtained using the edge physics of Chern-Simons theories
in Ref [32]; here we have reproduced their result with the
field theory in the bulk. One can use similar reasoning to
obtain the SET classification for general K-matrix states,
including Table III.
Consider another example with the 1/N Laughlin state
and p4 = Z2oZ4 space group symmetry. We will use the
notation of Eq.(2) (main text). In this case, the analog
of Eq.(C2) is
(~s, k3, ~k5, k7) ∼ (~s+M~Λ, k3, ~k5, k7) ∼ (~s, k3 +M, ~k5, k7)
∼ (~s, k3, ~k5 + (1− U(pi/2))~n, k7) ∼ (~s, k3, ~k5, k7 +M)
(C7)
where the additional relations all arise from the group
structure of H3(p4, U(1)). On the other hand, the rela-
belling aI → aI +uIC (which is again a physically trivial
operation) leads to the following relation:
(~s, k3, ~k5, k7)
∼ (~s+K~u, k − ~u
TKu
2
− ~sT~u, k5,i − ~uT~ti, k7 − ~uT ~m)
(C8)
Thus for K~u = M~Λ, we can shift ~s + K~u to its original
value as in the previous example, obtaining
(~s, k3, ~k5, k7)
∼ (~s, k − ~u
TKu
2
− ~sT~u, k5,i − ~uT~ti, k7 − ~uT ~m) (C9)
For the Laughlin state we have M = 4, K = N , and s, u
are integers with Nu = 4Λ. The above relation becomes
(~s, k3, ~k5, k7)
∼ (~s, k − u
2N
2
− su, k5,i − uti, k7 −mu) (C10)
With N a multiple of 4, we can without loss of generality
take u = 1; when N is of the form 4N ′+ 2 we can choose
u = 2. The corresponding SET equivalences are given in
Table III. Note that in our examples, it is crucial that C is
discrete, so that we can add trivial terms such as
Ms′I
2pi a
I∪
dC and change the values of ~s without affecting the value
of k. This is not possible for continuous symmetry gauge
fields: a term proportional to aI ∪ dA cannot be trivial.
This means that there is no chain of equivalences relating
different elements of H3(U(1), U(1)) while keeping the
charge vector ~q fixed. This is consistent with the fact that
the different U(1) SETs with the same charge vector all
have different Hall conductivities, and are thus physically
distinct states of matter.
In our final example, we will count the number of dis-
tinct SETs associated to the 1/2 Laughlin state with
U(1)×Gspace symmetry. We will only present the results,
which can be derived exactly as shown above. Now the
parameters q, s, tx, ty,m can correspond to the identity
particle I or to the semion which we will call S (I corre-
sponds to an even value of the parameters q, s, tx, ty,m
while S corresponds to an odd value). The parameters
k1, k4 and k6, which are not associated to rotation sym-
metry, will not be affected by relabellings and will al-
ways contribute a factor of Z × KM × Z to the overall
SET classification; we assume they are also fixed. The
remaining SPT parameters kj for j = 2, 3, 5, 7 are clas-
sified by ZM × ZM × KM × ZM . The final equivalence
relation among them, for fixed q, s,~t,m, is
(k2, k3, k5,i, k7) = (k2−qu, k3−u2−su, k5,i−uti, k7−um).
(C11)
where 2u = Mλ for λ ∈ Z.
1. For M = 2, there are 2 ways to choose each
of q, s, tx, ty,m. We have 2
5 SETs whenever
q = ti = m = I and s = S (there are no non-
trivial relabellings in this case). Otherwise each
relabelling relates exactly 2 states and we get 24
SETs. Therefore there are 31 × 24 + 25 = 528
SETs obtained by varying over all distinct choices
of charge vectors and k2, k3, k5, k7.
2. For M = 3 there are 2 choices each for q and
m, but all possible choices for s and ~t are trivial.
There are no relabellings, so we get 34 = 81
16
distinct SETs for each symmetry fractionalization
class, and 4× 81 = 324 SETs in total.
3. For M = 4, there are 2 choices each for q, s,m
and tx + ty, giving 16 choices of charge vectors
in total. We have 2 × 43 = 128 SETs whenever
q = s = m = I (there are no relabellings);
otherwise we have 43 = 64 SETs. This gives
2× 128 + 14× 64 = 1152 SETs in total.
4. For M = 6, there are 2 choices each for q, s,m,
while ~t is anyway trivial. We have 63 = 216 SETs
whenever q = M = I ans s = S (there are no re-
labellings); otherwise we have 63/2 = 108 SETs.
This gives 1 × 216 + 7 × 108 = 972 SETs in total.
The reduction by a factor of 2 in these examples
is because we are working with the 1/2 Laughlin
state. In general the result can be much more com-
plicated.
We reiterate that in the above counting, we vary over all
inequivalent choices of charge vectors and k2, k3, k5, k7.
The freedom in choosing k4 gives an extra factor of |KM |,
while k1 and k6 each have a Z worth of choices that be-
come fixed when the charge filling per unit area and the
Hall conductivity are fixed. After accounting for the vari-
ation of
Appendix D: Topological terms and group
cohomology
The correspondence between the topological effec-
tive action and the group cohomology formulation runs
deeper than giving the same overall classification. There
is a one-to-one correspondence between topological terms
in the action involving flat background G gauge fields and
cocycles in group cohomology. In this section we will ex-
plain this relationship through concrete calculations.
Let us first summarize the relationship between
H3(G,U(1)) and the topological terms in LSPT , which
correspond to topological effective actions for (2+1)D
SPT states. See Ref. 24 and 25 for a more detailed
discussion. For an overview of simplicial calculus, see
Ref. 28.
1. A topological Lagrangian for an SPT involving
flat G gauge fields (defined on 1-simplices) can
be integrated over a 3-simplex of a triangulation,
which gives an action S associated to a single
3-simplex. The resulting eiS , which depends on
the values of the flat gauge field defined on the
1-simplices, is thus a 3-cochain of G valued in
U(1), i.e. an element of C3(G,U(1)).
2. In fact eiS is a 3-cocycle of G valued in U(1), i.e.
an element of Z3(G,U(1)). The 3-cocycle condi-
tion arises by demanding that the theory be inde-
pendent of the triangulation.
3. Gauge transformations applied to the G gauge
fields on a triangulation change the value of eiS
by an amount ei
∫
df , which corresponds to a 3-
coboundary of G valued in U(1), or an element of
B3(G,U(1)).
Therefore we see that gauge-inequivalent topological ac-
tions for flat G gauge fields fall into equivalence classes
determined by the quotient H3(G,U(1)) := Z3(G,U(1))B3(G,U(1)) .
It has been shown that this fully characterizes topolog-
ical gauge theories for gauge group G [24], and also be-
lieved to fully characterize (2+1)D SPTs [25, 42]. It is
also known to classify the fusion and braiding properties
of symmetry defects in (2+1)D SETs once the symmetry
fractionalization class has been fixed [16].
Let us now summarize the relationship between
H2(G,A) and Lfrac. Consider the coupling of flat G
gauge fields to flat internal gauge fields describing the
Abelian topological order (we assume that the symmetry
does not permute anyons):
1. Consider a single internal U(1) gauge field a. Con-
sider a topological term which is an integer multi-
ple of 12pia∪B, where B ∈ 2piZ is obtained in terms
of the G gauge field and is defined on 2-simplices.
Note that B ∈ 2piZ in order for this term to be
invariant under large gauge transformations of a.
2. This action can be thought of as an action for
U(1)×G symmetry. Demanding retriangulation in-
variance implies that 12pia∪B must be a 3-cocycle:
1
2pid(a ∪B) = 12pi (da ∪B + a ∪ dB) ∈ 2piZ. Since a
is flat, da ∈ 2piZ, so we find dB = 0.
A G gauge transformation which takes B → B+dΓ,
where 12piΓ ∈ Z, changes the Lagrangian by a 2-
coboundary of G with Z coefficients. Therefore
the gauge inequivalent actions fall into equivalence
classes determined by the quotient H2(G,Z) :=
Z2(G,Z)
B2(G,Z) .
When there are D independent internal gauge
fields, the coefficient changes from Z to ZD.
3. The K-matrix coupling ensures that if B is of the
form K~Λ where 12pi
~Λ is an integer vector, the the-
ory is trivial. This is because the anyon associ-
ated to the “symmetry flux” B is trivial. Therefore
the correct coefficients which classify physically dis-
tinct couplings of the K-matrix theory to the back-
ground G gauge field are ZD/KZD ∼= A. This is
in fact the definition of A, the group of anyons.
Therefore the classification of such actions is given
by H2(G,A).
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In what follows we describe in more detail the precise
relation between the topological terms in the effective ac-
tion and the group cohomology cocycles for the symmetry
group discussed in this paper, G = U(1)×Gspace.
1. Cocycles for G = U(1) and G = ZM
G = U(1): In this case we have
Lfrac = 1
2pi
qIa
I ∪ dA (D1)
LSPT = k
2pi
A ∪ dA (D2)
where qI , k ∈ Z. Here ~q is the charge vector. Define
a flat, real-valued gauge field A such that A12 = a and
A23 = b. Formally A is the lift of a U(1) gauge field to
R. A corresponding element of U(1) = R/2piZ is written
as [a] = a mod 2pi; therefore a = [a] + 2pina for some
na ∈ Z. Now for the 3-simplex [0123], Lfrac becomes
qI
2pi
aI01dA123 =
qI
2pi
aI01([a] + [b]− [a+ b] + dn(a, b)) (D3)
where dn(a, b) = na + nb − na+b. The quantity qI2pi ([a] +
[b]− [a+b]+dn(a, b)) defines an anyon, i.e. an element in
A, and thus can be viewed as an A-valued 2-cocycle, i.e.
an element of Z2(U(1),A). The quantity qI2pidn(a, b) is an
A-valued 2-coboundary, i.e. an element of B2(U(1),A).
In general, coboundaries correspond to changes of lift.
Inequivalent choices of ~q determine inequivalent classes
in the cohomology group H2(U(1),A) ∼= A.
A similar analysis can be made for the SPT term k2piA∪
dA. In this case, choose a 3-simplex [0123] with A01 =
a,A12 = b, A23 = c (the other values are fixed by the
flatness of A). Again, A is formally a lift from U(1) to
R. Then we have
k
2pi
A ∪ dA[0123] = k
2pi
A01 × dA123
=
k
2pi
([a] + na)([b] + [c]− [b+ c] + dn(b, c)) (D4)
When evaluated modulo 2pi, the rhs is a 3-cocycle which
represents a cohomology class in H3(U(1), U(1)) ∼= Z
identified by k; the terms which explicitly depend on n
arise by choosing alternative lifts. For each choice of
charge vector ~q, it is possible to add a Z worth of SPT
states. This means that for each symmetry fractional-
ization class, one can obtain a set of topological phases
related to each other by stacking G-SPT states, given by
elements of H3(G,U(1)).
G = ZM : Effective SPT actions for G = ZM have been
related to ZM group cocycles in previous work [43]. The
action for G = ZM is
Lfrac = s
I
2pi
aI ∪ dC (D5)
LSPT = k
2pi
C ∪ dC (D6)
Define a flat gauge field C ∈ 2piM Z such that C12 =
2pia/M and C23 = 2pib/M where a, b are integers. For-
mally C is a lift from ZM to 2piM Z. A corresponding ele-
ment of ZM is written as 2pi[a]MM =
2pia
M mod 2pi, where
we define [a]M = a mod M ; therefore a = [a]M + Mna
for some na ∈ Z. Now Lfrac becomes
sI
2pi
aI01dC123
=
sI
M
aI01([a]M + [b]M − [a+ b]M +Mdn(a, b)) (D7)
The quantity sIM ([a]M+[b]M−[a+b]M+Mdn(a, b)) is a 2-
cocycle in the group Z2(ZM ,A). The quantity sIdn(a, b),
which is the difference between two different choices of
lifts, is a 2-coboundary in the group B2(ZM ,A). Note
that the most general coboundary relation implies that
shifting sI by a multiple of M corresponds to changing
the lift; therefore sI + MΛI for ΛI ∈ Z is equivalent
to sI . With these conditions we see that the equivalence
classes of ~s are in bijection with cohomology classes [w] ∈
H2(ZM ,A). When A = Zn1 × · · · × Znr , we simply have
H2(ZM ,A) = Z(M,n1) × · · · × Z(M,nr) = A/MA (MA is
defined as {Ma|a ∈ A}).
Next we analyze LSPT . The Lagrangian integrated on
a 3-simplex with C01 = a,C12 = b, C23 = c gives
k
2pi
C ∪ dC[0123]
=
2pik
M2
([a]M +Mna)([b]M + [c]M − [b+ c]M +Mdn(b, c))
(D8)
Taken modulo 2pi, this function is a 3-cocycle in
Z3(ZM , U(1)). Choosing k to be a multiple of M re-
sults in a 3-coboundary; therefore the classification is
H3(ZM , U(1)) ∼= ZM . Since the 3-cocycles of ZM and
U(1) have a similar form, the resulting SPT terms, which
are of the form A ∪ dA and C ∪ dC, also have the same
Chern-Simons structure.
2. Cocycles for H2(Gspace,Z)
The part of the action with terms from the group
Gspace is
Lfrac = sI
2pi
aI ∪ dC + ~tI
2pi
aI ∪ d~ R+ mI
2pi
aI ∪AXY (D9)
LSPT = k3
2pi
C ∪ dC +
~k5
2pi
C ∪ d~ R+ k7
2pi
C ∪AXY (D10)
Since the group cocycles for Gspace are less common than
those of U(1) or ZM , we will first derive them abstractly
and then discuss their relationship to the gauge fields ~R
and C. A space group Gspace can always be written as
a group extension of a point group H by the group of
translations Z2, with some action θ : H → Aut(Z2), as
summarized by the short exact sequence
1→ Z2 → Gspace → H → 1 (D11)
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When H is a rotation point group, the above extension is
always a semidirect product, in which case it is possible to
use the Kunneth formula to derive the group cohomology
of G. The Kunneth formula for a semidirect product
extension is
Hn(Gspace, A) =
n∏
k=0
Hkθk(H,Hn−k(Z2, A)) (D12)
Here A is an arbitrary abelian group. The action θk is not
on Z2 itself, but on the cohomology group Hn−k(Z2, A);
it is induced by the action θ of H on Z2, and will be
discussed further below. Let us first study symmetry
fractionalization. It is easiest to use Z coefficients and
then shift to A coefficients. The Kunneth formula gives
H2(Gspace,Z) = H2θ2(ZM ,H0(Z2,Z))
×H1θ1(ZM ,H1(Z2,Z))×H0θ0(ZM ,H2(Z2,Z)) (D13)
= H2θ2(ZM ,Z)×H1θ1(ZM ,Z× Z)×H0θ0(ZM ,Z) (D14)
The first line is the Kunneth formula. In the sec-
ond line, we substituted the known cohomology groups
Hk(Z2,Z) = Z(2k). The three terms are further discussed
individually. Note that all 2-cocycles must satisfy the
condition
f2(g1, g2) + f2(g1g2, g3) = f2(g2, g3) + f2(g1, g2g3)
(D15)
where, if gi = (~ri, hi), then g1g2 = (~r1+U(h1)~r2, h1+h2).
In what follows, we assume that the translation gauge
field ~R is valued in 2piZ, while the Z2 group elements ~ri
are assumed to be integer-valued. Cocycles of Gspace of
degree d are denoted fd.
a. H2θ2(ZM ,H0(Z2,Z))
The cocycles in the coefficient group H0(Z2,Z) in the
first term of Eq. (D13) are constant functions valued
in Z. The ZM rotations, which act on Z2, therefore do
not change the value of these functions, so that θ2 is
the trivial action. The first term is thus isomorphic to
H2(ZM ,Z), and the associated cocycle representatives
of Gspace are f2(g1, g2) =
s
M ([h1]M + [h2]M − [h1 +h2]M )
with s ∈ ZM as discussed previously. The corresponding
field-theoretic element is s2pidC.
b. H1θ1(ZM ,H1(Z2,Z))
Now we consider the second term of (D13). The co-
efficient module H1(Z2,Z) has cocycle representatives of
the form p~t, where p~t(~r) = ~t · ~r for some ~t ∈ Z2. Un-
der a rotation U(h), p~t gets transformed as ~t · U(h)~r =
(U(−h)~t) · ~r = pU(−h)~t(~r). This means that the induced
action on the coefficients is equivalent to the rotation
action θ1 = θ on Z2.
The first observation is that the group H1θ1(ZM ,Z2)
classifies functions f1 taking elements h of ZM to vectors
in Z2. We have H1θ(ZM ,Z2) ∼= Z
2
(I−U( 2piM ))Z2
∼= KM , using
standard results on the cohomology of cyclic groups (see
for eg. Ref [25]). A representative cocycle f1 of this
group has the form
f1(h) =
1− U(h)
1− U( 2piM )
f1(2pi/M), (D16)
where f1(2pi/M) = ~t for some ~t ∈ Z2, and the U matrices
act on ~t by rotation.
Next we consider the more detailed decomposition
H1θ1(ZM ,H1(Z2,Z)). A cocycle of this group maps an el-
ement h ∈ ZM to a cohomology class [pf1(h)] ∈ H1(Z2,Z)
whose representatives are functions pf1(h).
The desired 2-cocycle of Gspace is completely deter-
mined in terms of pf1(h) as follows:
f2(g1, g2) = pf1(h1)(~r2) (D17)
=
(
1− U(h1)
1− U( 2piM )
~t
)
· ~r2 (D18)
This function, whose parameter is ~t, satisfies the 2-
cocycle condition for Gspace. Values of ~t which are of
the form ~t = (1 − U(2pi/M))~t′ are trivial, as the re-
sulting cocycles are actually 2-coboundaries db of Gspace,
where b(g) = ~t′ · ~r. It is easy to motivate this func-
tion by looking at a 2-simplex [012]. If 12pi
~R01 = ~r1,
C01 = h1 and
1
2pi
~R12 = ~r2, then from flatness of (~R,C)
we have 12pi
~R02 = ~r1 + U(h1)~r2. Therefore
1
2pid
~R[012] =
~r1 + ~r2 − (~r1 +U(h1)~r2) = (1−U(h1))~r2. Since U(h1) is
a power of U
(
2pi
M
)
, this function is always a multiple of
(1−U ( 2piM )). Therefore, f2(g1, g2) = ~t · 1−U(h1)1−U( 2piM )~r2 is inte-
ger valued for all ~t ∈ Z2. However, it cannot be generated
on a 2-simplex by a 2-coboundary df(g1, g2) (the only
function that would give df is f(g) = ~t · (1−U ( 2piM ))−1~r,
which is not integer-valued, unless ~t has the trivial form).
The field theory element giving this value is
~t
2pi · d~ R =
~t
2pi · (1− U
(
2pi
M
)
)−1d~R.
c. H0θ0(ZM ,H2(Z2,Z))
Finally, we study the third term of (D13). The co-
efficient module H2(Z2,Z) has representatives wm for
m ∈ Z, satisfying wm(~r1, ~r2) − wm(~r2, ~r1) = m~r1 × ~r2.
Although the rotation action changes the form of wm,
the above cross product (and hence the value of m) is ro-
tationally invariant, and in this sense θ0 is trivial. Now
the group H0θ0(ZM ,Z) classifies functions f0 taking each
h ∈ ZM to some fixed integer f0(h) = m ∈ Z. There-
fore a cocycle in the group H0θ0(ZM ,H2(Z2,Z)) should
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take h to the cohomology class [wf0(h)] whose represen-
tatives wf0(h) are such that wf0(h)(~r1, ~r2)−wf0(h)(~r2, ~r1)
is rotationally invariant.
It can be verified that the following function is a 2-
cocycle of Gspace with these properties:
f2(g1, g2) = wf0(h1)(~r1, U(h1)~r2) = mr1,x(U(h1)~r2)y
(D19)
In this case we have wf0(h1)(~r1, U(h1)~r2) −
wf0(h1)(U(h1)~r2, ~r1) = m~r1 × U(h1)~r2. The cross
product is invariant under rotations and is a measure of
area. If operations 2 and 1 are performed successively,
the rotation h1 changes the relative orientation of axes
used to measure the two translations. The vector ~r2 is
therefore rotated by U(h1) so as to meaningfully take a
cross product with ~r1.
Consider the quantity w′f0(h1)(~r1, U(h1)~r2) =
m
2 ~r1 ×
U(h1)~r2. Although it is not an integer-valued cocy-
cle, it satisfies the 2-cocycle condition with 12Z coeffi-
cients (hence it can be used to obtain a topologically
invariant action on 3-simplices). This function satis-
fies w′f0(h1)(~r1, U(h1)~r2) − w′f0(h1)(U(h1)~r2, ~r1) = m~r1 ×
U(h1)~r2, i.e. it has the same gauge-invariant property as
f2(g1, g2); moreover, it is already rotationally invariant.
We use this 12Z-valued cocycle in the field theory because
it is closely related to the integer-valued space group co-
cycles, and is furthermore an intuitive measure of area.
The corresponding field theory object is m2piAXY , where
AXY [012] =
1
4pi (
~R01) × U(C01)~R12. The gauge transfor-
mation behaviour of AXY and its physical relationship
to the area element were discussed in Appendix B 2.
d. Classification
The classification H2(Gspace,Z) is therefore ZM ×
KM × Z. To obtain cocycles classifying symmetry frac-
tionalization, we use the Universal Coefficient Theorem
to write H2(Gspace,A) = H2(Gspace,Z) ⊗ A (the usual
formula has a second term, which vanishes for our exam-
ples). The ⊗ (tensor product) symbol defines the ten-
sor product G ⊗ H of abelian groups G and H. The
group G ⊗ H should be understood as the set of pairs
g ⊗ h where g ∈ G, h ∈ H, where ⊗ is a bilinear oper-
ation. Therefore g ⊗ h is trivial if either g or h is triv-
ial. For example if ng = 1G (the identity element of G),
n(g ⊗ h) = (ng) ⊗ h = 1G⊗H ; and this argument runs
similarly for h. The group G ⊗H is completely defined
by the following properties:
G⊗H ∼= H ⊗G (D20)
(
∏
i
Gi)⊗ (
∏
j
Hj) ∼=
∏
i,j
(Gi ⊗Hj) (D21)
G⊗ Z ∼= G (D22)
Zm ⊗ Zn ∼= Zd, d = gcd(m,n) (D23)
When G = H2(Gspace,Z) and H = A, the elements of
H2(Gspace,Z) ⊗ A are therefore composites of symme-
try fluxes from H2(Gspace,Z) and anyons from A. The
formal effect of the ⊗ symbol is to replace the Z coef-
ficients by A coefficients. This means that s, ti,m are
replaced by ~s,~ti, ~m in ZD. Moreover, if these parameters
take the form K~Λ, they are trivial. With this change,
the above cocycles all become cocycle respresentatives
for H2(Gspace,A) = (A/MA) × (KM ⊗ A) × A. (Note
that ZM ⊗A = A/MA.) Effective actions corresponding
to these cocycles are recovered by taking a cup product of
the vector aI of internal gauge fields with the field theory
term corresponding to a representative of H2(G,A).
3. Cocycles for H3(Gspace, U(1))
With our knowledge of H2(Gspace,Z), it is easy to un-
derstand the group H3(Gspace, U(1)). We can derive its
cocycle representatives in the following direct way. The
Gspace charges are classified by H1(Gspace, U(1)) ∼= ZM
(corresponding to the charges of C), whose generator is
represented by the cocycle f1(h) = 2pi[h]M/M mod 2pi.
The associated field theory element is just C. The
fluxes are classified by the group H2(Gspace,Z). There-
fore SPT cocycles, which associate symmetry flux to
an elementary symmetry charge, are all of the form
ν(g1, g2, g3) =
2pi[h1]
M β(g2, g3) mod 2pi, where [β] ∈
H2(Gspace,Z). These functions satisfy the 3-cocycle con-
dition for H3(Gspace, U(1)), and correspond to taking the
cup product of a cocycle in H1(ZM , U(1)) with another
from H2(Gspace,Z). Regarding the SPT classification,
consider the three subgroups S1, S2, S3 of H2(Gspace,Z)
written previously. From the definition of the tensor
product, the classification of SPT terms obtained by as-
sociating an elementary ZM charge to a flux represented
by a cocycle of Si is ZM ⊗Si. The full SPT classification
is therefore
∏3
i=1 ZM ⊗Si = (ZM ⊗ZM )× (ZM ⊗KM )×
(ZM ⊗ Z) = ZM ×KM × ZM . This is the same as Kun-
neth formula result: H3(Gspace, U(1)) = H3(ZM , U(1))×
H2θ(ZM , U(1) × U(1)) × H1(ZM ,H2(Z2, U(1))) = Z2M ×
KM . Therefore the flux-charge construction accounts for
all the group cohomology SPTs.
The cocycles for mixed SPTs of U(1) and Gspace sym-
metry are obtained by a cup product of a 1-cocycle of
H1(U(1), U(1)) (generated by f1(a) = [a] mod 2pi) and
a 2-cocycle ofH2(Gspace,Z). Finally, the fullH3(Gspace×
U(1), U(1)) classification can also be obtained from the
Kunneth formula: it equals Z2 × Z3M ×K2M In this case,
the possible charges are classified by the group Z× ZM ,
corresponding to those of A and C. These charges couple
to fluxes, i.e. representatives of the group H2(Gspace,Z),
to give the full SPT action for the group Gspace × U(1).
