Supplementary Methods
phase transition of DPPC lipids), using a Nosé-Hoover thermostat (12, 13) . All bonds to hydrogen atoms were maintained using the SHAKE algorithm (14) . Electrostatic interactions were computed using Particle Mesh Ewald (15) , with grid spacing of 1 Å and 6 th order B-spline for mesh interpolation. Non-bonded pair lists were updated every 20 steps with a cutoff distance of 15 Å and a real space cutoff distance of 12 Å was used with energy switch (switching distance of 10 Å). Anton software version 2.7.2 from D. E. Shaw Research was used for production runs of all systems, using the purpose-built Anton supercomputer (16) . These simulations were carried out using tetragonal periodic boundary conditions in the NVT ensemble at 323 K, a 2 fs time step with non-bonded long-range interactions computed every 6 fs using the RESPA multiple time step algorithm (17) . The Nose-Hoover algorithm (12, 13) was used for temperature coupling, whereas the Gaussian split Ewald (GSE) method (18) was used for handling long-range electrostatic interactions with Gaussian RMS width parameters σ and σ s used for Ewald splitting and charge spreading, with the grid size and spreading radius optimized for each simulation using Guesser scripts for an initial structure. For Lennard-Jones (LJ) interactions, a 12.72 Å cutoff was used, optimized by Anton simulation scripts for these systems. A long-range LJ correction (beyond cutoff) was also used as default in the Anton software. A detailed description of the simulation methodology employed in this study can be found at http://www.deshawresearch.com/downloads/download_desmond.cgi/Desmond_Users_Guide-0.5.3.pdf.
Modified LJ parameters were used to describe the interactions between the ions Na + and K + and carbonyl oxygens of residues 175-178 to reproduce their correct free energies of solvation in Nmethylacetamide (19) (20) (21) . While this correction is important to ensure correct solvation free energies in narrow protein pores, such as found in K + channels, they are expected to have only small influence on ion energetics in the wider Na v Ab SF, due to reduced coordination by backbone carbonyl oxygen atoms. Standard CHARMM ion LJ interactions were otherwise used, leading to hydration free energies of -103.1 ± 0.1 kcal/mol for Na + and -82.5 ± 0.1 kcal/mol for K + , differing by -20.6 ± 0.2 kcal/mol. We note that modified ion LJ parameters exist (-18.6 kcal/mol; in better agreement with experiment (22)), differing by 2 kcal/mol. These parameters will also influence interactions with protein, and thus need not necessarily change the free energies of binding to the same extent. Mixed solutions of ions were simulated in two stages, due to the closed gate, to allow ions to occupy all sites. We simulated with 2 different initial occupancy states: Na IN -K HFS /K IN -Na HFS and Na INCa HFS /Ca IN -Na HFS , for different lengths of time (0.5 to 0.9 µs) for both PS 0 and PS 1 , resulting in 8 simulations of similar weight, combined to produce 4 simulations of 1.1 to 1.4 µs (see Table S1 ).
Analysis

Ion occupation, distributions and free energy surfaces:
To calculate channel ion occupation (Fig.S1 ), we computed the mean and standard deviation of the number of ions within the limits of the pore defined by: xy-radial position ≤ 10Å, and z-axial position between -15 and +12.5 Å; where z is defined relative to the center of mass (COM) of the backbone of the filter (atoms N, C, O and C α of residues 175 to 178). Each free energy surface ( Fig.2&3 and Fig.S3&6 ), or potential of mean force (PMF), was calculated from unbiased simulation as
where is the unbiased probability distribution as a function of reaction coordinates R i , being axial or radial positions of one or more ions, and C is a constant. Errors on the free energy maps were estimated as the RMS between maps built from first and second halves of the sampled trajectory. The free energy barrier between two states was defined by the maximum along the path of lowest free energy connecting the states. To determine the path of lowest energy, the space between two states was divided into slabs of 0.2 Å along x and y. The local minima were identified for each of these slabs. The pathway was then constructed by joining the closest minimum in the next slab.
The 2D PMFs for Na + permeation for the PS 1 protonation state, not described in the main text, are shown in Fig.S6 . In the presence of 2 ions for the simulation of PS 1 (Fig.S6a) Hydrogen bonding in the SF: Fig.S2 shows the H-bonding changes observed during simulation with protonation states PS 2A and PS 2B . In PS 2A , protonated E177 of adjacent monomers A and B form stable H-bonds with unprotonated E177 (C) during the second half of the simulation (t > 400 ns; measured as the distance between carboxylic acid H and carboxylate O atoms), effectively blocking the access of the lower part of SF to Na + ions. In PS 2B , protonated residue E177(C) forms a stable H-bond with adjacent unprotonated residue E177(D) throughout the whole simulation. Additionally, H-bond E177-S178 of monomer B becomes very stable during the second part of the simulation (t > 350 ns; shown in the lower panel of Fig.S2 ). These two Hbonds create a partially blocked SF, with no Glu side chain left free to create a stable site for Na + ions, and is unlikely to conduct. CA-CB-CG-CD and CB-CG-CD-OE1 respectively) during the simulations of PS 0 and PS 1 . According to these distributions, the filter of PS 0 is more stable and the side chain of residues E177 less mobile than in PS 1 , maintaining H-bonds with S178 and presenting few isomerizations. In contrast, the four E177 side chains display additional orientations for χ 1 and χ 2 , and a significantly higher mobility of the carboxyl group (χ 3 ) in the PS 1 simulation. Fig.S4c compares the distribution of side chain dihedrals as a function of ion occupancy in PS 0 . Fig.S5 shows changes in conformations for PS 0 and PS 1 simulations, involving discrete changes in H-bonding within the SF as described in Fig.S4 .
Competitive binding in the SF:
Fig.S7 compares time series of the position along the z-axis of ions in the SF (-15≤ z ≤15 and r ≤ 10) for PS 0 and PS 1 in pure NaCl (a) and in mixed solutions of NaCl/KCl (b) and NaCl/CaCl 2 (c). Free energy profiles were calculated separately for simulations 1 and 2 for each species (Na + , K + and Ca 2+ ), and for each protonation state PS 0 (Fig.4) and PS 1 (Fig.S8 ). Fig.S9 shows the convergence of these PMFs by cumulative block data analysis. For each curve in Fig.S9 , the simulation time analyzed was 0.2, 0.4, 0.6, 0.8 and 1.0 of the total simulation time (listed in Table S1 ). Ion coordination numbers (Fig.S10) were calculated as the number of water or protein oxygen atoms within 3.2 Å of Na + and Ca 2+ ions, and within 3.6 Å for K + , determined from the position of the first minima in the respective radial distribution functions for those ions in bulk electrolyte, and were then averaged over trajectory frames where an ion existed in a particular site of interest. An ion was considered as occupying a site if its position along the z-axis was within 1.5 Å of the center of the site (z Na + =3.0, -1.0, 
Protein structural changes and fluctuations:
Protein structure was analyzed via root mean square deviation (RMSD) in structure and represented as state maps of the pore domain (PD) and SF. The state maps (Fig.5) represent the RMSD between all pairs of conformations obtained during the simulations after alignment of the part of the protein considered: backbone of residues 175 to 178 for the SF and backbone of residues 130 to 220 for the PD.
A measure of fluctuation in dihedral angles φψ is defined at any time t for each residue as ∆ =
, with ! and ! being average values of the dihedral angles during the simulation for each residue. Fig.S11a shows the value of that deviation for residues 196 to 208 of a single monomer during simulations of PS 0 and PS 1 . In PS 0 , residues V196, F198 and P200 appear more flexible, because of the helix-breaking behavior of the proline, which destabilizes the V196-P200 portion of S6. I202 is also slightly shifted from ideal values. PS 1 is the representation of a more extreme case, and while it displays the same characteristics than PS 0 at the beginning of the simulation, it soon shows some drastic deviations not only around V196-P200 block, but also at the level of F203, where the bending of helix S6 happens. . It shows that the presence of the additional side chain H-bond perturbs the α-helix forming H-bond: its length and angle are slightly shifted toward less favorable values compared to the reference, which would affect the stability of the helix at that level. Movie S3 illustrates S6 bending around F203 in the PS 1 simulation. SF structural changes during the PS 1 simulation are associated with a bend of helix S6, as shown in Fig.S13 . Residues I202 and V205 change their orientation and press on the base of helix P1 via residues V173 and M174 (Fig.S13b&c) , while a tilt of helix P2 (calculated as the angle between the vector formed by C α atoms of residues 181 to 183 and 188 to 190 and the xy plane) is correlated with the degree of bending of S6 in the same monomer. These two effects contribute to the dislocation of a subunit of the SF (see main text).
Gate asymmetry was measured as the difference between the distances separating the COM of the Cα of residues 215 to 218 on pairs of opposite monomers. Fig.S14 represents the distribution of the asymmetry of the permeation gate for all protonation compared to the asymmetry exhibits by the X-ray structure of the proposed inactivated state (pdb 4ekw) (23) . It shows that the asymmetry displayed in the X-ray structure is within the fluctuations observed during all our simulations, asserting the potential significance of those fluctuations for Na v Ab.
Phe203 Isomerizations and fenestration size:
During all simulations, the tails of some of the lipids were seen entering the cavity fenestrations for extended periods of times, supporting the role of those openings as binding sites or pathways toward the cavity for hydrophobic drugs.
The radius of the fenestration was measured using CAVER 3.0 (24). The starting point for the identification of portals was placed in the hydrophobic cavity, defined as the COM of residues 203 and 204 of all four monomers, and a spherical probe with a minimum radius of 1 Å was use to explore the opening. The system was limited to the pore domain (residues 130 to 221) and the structures were aligned using the backbone of the PD as reference. Analysis was repeated every 20 frames in PS 0 and PS 1 , with the fenestration size corresponding to the radius at the bottleneck for each frame (Fig.S15a) . The size of the opening is modulated by the bending of helix S6 but is mostly linked to the isomerizations of dihedral angle χ 2 (CA-CG-CD-CG1) of residue F203, even in the absence of bending (Fig.6 ). Angle χ 2 was chosen rather than χ 1 as the former offers a better sampling of the orientations of the phenyl group and its position relative to the opening.
The placement of a phenytoin molecule in the opening (Fig.S15c) was realized manually, with the purpose of comparing sizes of the opening and the molecule only. A comparison of the radius of a benzene molecule (2.47 Å, based on Pauling atomic radii and bond lengths (25) ) and the distributions of the fenestration radius demonstrates that an aromatic ring will fit within the natural variations of the size of the opening. The fenestration is larger than an aromatic ring 9.5 and 12.5% (PS 0 and PS 1 respectively) of the time, corresponding to around 1.2-1.3 standard deviations, or just 0.7-0.8 k B T in energy, assuming an elastic model. Thus, the fluctuations would potentially allow the passage of drugs such as benzocaine, lidocaine or phenytoin into the pore. Further studies will be required to quantify drug binding and pathways.
Supplementary Tables
Simulations in NaCl (150 mM Time (µs) 0.5, 0.6 0.7, 0.6 0.5, 0.9 0.5, 0.5 Table S1 : Ion concentrations and simulation times for each Anton simulation involving different protonation states (defined in the main text), in pure Na + and mixed ionic solutions. Where two independent simulations were carried out, their times are comma-separated. Figure S1 : Occupancy of the SF by Na + ions. Number of Na + ions in the filter during the simulations of protonation states PS 0 (solid light blue) and PS 1 (dashed dark blue) (top). Average number of ions in the filter for each protonation state of the EEEE ring (bottom). For PS 1 , the two panels show the PMFs before (1/2) and after (2/2) significant change of conformation in the SF (t~1µs). For PS 2A and PS 2B , the two panels show the PMFs before (1/2) and after (2/2) the stabilization of a network of H-bonds that causes the SF to transition into nonconductive conformations (transitions at t~400 and 350 ns respectively), as described in the main text. 
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