Abstract
Introduction
The computational grid [9] has recently evolved into a powerful paradigm for the utilization of distributed computational resources. Projects such as Globus [8] , Legion [IO, 111, NetSolve [4] , Condor [7, 161, Ninf [12, 141 and Everyware [ 171 are but a few of the many projects that attempt to harness the power of the computational grid, By definition, the computational grid encompasses resources that span a wide geographical (and network) distance. As such, the issue of data locality plays an important role in enhancing the performance of distributed applications running on the grid. ' This material is based upon work supported by the National Science Foundation under grants ACI-9876895. EIA-98 18334 and EIA-99750 IS. Locality has always been an important element in reducing data access overhead, whether at the processor level or in a distributed setting. While it is generally accepted that staging data near where it is consumed (caching) improves general application performance, the nature of such an improvement depends on the type of the application and on its ability to effectively use the available data.
Parameter sweep (or farming) aplications is a class of applications with attractive scalability properties, which renders it suitable for grid implementation. These embarrassingly parallel applications divide a (potentially huge) parameter space into regions. A worker application is then assigned the task of searching one such region for points that match the search criteria set by the application. A subclass of such applications are data independent paranieter sweeps, where the input data set is shared between all workers. The structural properties of this sub-class suggest the use of compute-side data staging to reduce input data fetching communication delay. The resulting reduction in overhead should increase application throughput (expressed in terms of the number of regions searched per unit time).
In this paper, we study the staging behavior of wide-area data-independent parameter sweep applications. We base our computing model on NetSolve [4] , and our staging using the IBP storage system [ 131. We first derive an analytical model for predicting performance in such systems, and then run experiments in a wide-area setting to determine how well the model fares in a real implementation. Finally, we show results of a simulation of these systems so that a wider class of parameters can be analyzed.
From this work, we conclude that in these applications, staging improves throughput by reducing the purely sequential portion of the overall application through the overlapping of the data transfer signal of a task with the initiating control signal of subsequent tasks. This increases job initiaition rate and application parallelism. Our analytical model shows that this improvement could be adversely affected by the computational servers' sharing of bandwidth to the staging point, which increases data transfer time upto the point where the addition of more compute servers can lead to deterioration in application performance. 
Applications
We focus on parameter sweep, or "farming," applications, which have been the focus of much initial work on grid computing [ 1,2,5,6, 1.51. As described above, these are parallel applications where little or no communication is performed between sub tasks in a larger computational
process. An example is MCell, a microphysiology application that uses 3-D Monte-Carlo simulation to study molecular bio-chemical interactions within living cells [6] . In fact, almost all Monte-Carlo simulations belong to this class of applications.
The applications that we study have the following characteristics:
Large input data set. The input data set is large relative to any control parameters that determine the manner in which the data set is processed.
Large number of tasks. The number of tasks is large and is not usually known in advance. The application sweeps through a (possibly infinite) parameter space defined through the control parameters. Task throughput is the paramount measure of overall application performance.
0 Task independence. Each task is completely defined through its control data set and the global input data set. No dependencies exist between tasks in the parameter sweep application.
We adopt the computing model supported by NetSolve [4] . This is a brokered RPC model, sometimes termed the "client-agent-server" model. A client submits problems to computational servers through an intermediate agent, which acts as a resource broker and performance monitor for all computational servers that are registered with this agent. The client running the application queries the agent for a list of servers capable of solving the problem at hand. The client then proceeds to submit instances of the parameter sweep application to servers in that list until no servers are left unused. The client then proceeds to monitor completion of tasks on active servers, submitting more tasks to the server(s) that complete their tasks.
The introduction of staging into this environment leads to the differentiation of the control and data streams within the application. Without staging, the client marshals all inputs to the computational problem to the server whenever an instance of the problem is instantiated. With staging, the input data is prepositioned on a storage server, perhaps near the computational servers, and a pointer to the data is sent to the servers on task instantiation. The servers retrieve the data from the storage after their tasks are instantiated. This separates the path of the control data from that of the (larger) input data as seen in Figure 1 , We assume that network storage exists for staging, such as the storage provided by the Internet Backplane Protocol (IBP) [ 2 ] .
To analyze the effect staging has on the throughput in a parameter sweep application, we make the following assumptions:
0 Pure execution time of individual tasks on computational servers is constant. Moreover, each server executes one task at a time.
0 Tasks are introduced into the computational environment one at a time. The reasoning behind this assumption is twofold. The simultaneous introduction of tasks from the client side to multiple computational servers imposes heavy demands on bandwidth for problems involving large data sets. Such usage of available bandwidth may not be acceptable to many organizations. The second reason is that in some environments (e.g. Netsolve), the introduction of a problem instance into the environment alters the configuration in such a way as to affect the decisions involved in assigning future instances to servers. While devising a scheme for the simultaneous scheduling of multiple problem instances is feasible, it is beyond the scope of this research.
0 The output data size is negligible. It follows that no TI T, -T, --significant time elapses between a task terminating on a server and the client's recognition of this event and the launch of another instance on the same server.
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(a) No cache
In analyzing the throughput of parameter sweep applica--T j : Task forking time. This is the time to select a computational server and start a process on it. It includes network latencies and protocol overhead, but not the time to transmit input data.
tions, we define the following variables:
-Tt: Input data transmission time.
-T,: Task computational time, once the input has been -T : A sufficiently large time interval used to measure -P : Total number of identical computational servers.
-P,: Effective number of computational servers.
-N : Number of completed tasks in T seconds.
received.
throughput.
With no staging, tasks are started as depicted in TaskslFinished task
TaskslFinished task
A new task initiated after completion of the first task does not increase the number of simultaneously active And assuming P, ' < P , then
servers. By starting this new task on the same server where the recently terminated task was assigned, we get the scenario depicted in Figure 2 . It should be noted that this choice is possible because of the assumption that all servers are identical, which makes it immaterial which server gets
From equations 1 and 2 T; = T j and Tf = T,. However Tl will differ from Ti, depending on the location of the staging point. As depicted in Figure 2 (b), a task need not wait for its input before starting, but rather, begins fetching its inputs from the staging
For sufficiently large T , T -T, >> Ti. Then
Equation 4 shows that the improvement we see from the use of staging does not depend on transmission time (Ti) up to the point of link saturation.
The staging performance modeled above assumes the number of available servers exceeds the maximum number of effective servers that a client can use, and that the slowdown of input transfer caused by link saturation is negligible. The improvement in performance is due to the reduction in transmission time and the enhanced parallelism achieved through overlapping task instantiation and data transmission. To isolate the effect of staging, let P < min ( P,, Pi) . In this scenario, we find that
For a server side staging point, we have Tl << TJ + T,. In the vast majority of scientific farming applications, the computational time T, dominates data transmission time Tt . This is in contrast to web caching applications, where the opposite is generally true. Hence, it can be seen from the above model that as the number of computational servers available decreases from that number needed to keep the staging pipeline full, the throughput gain advantage through staging diminishes and eventually vanishes with sufficiently long running tasks andlor few servers.
Sharing of bandwidth to staging point
In the model described above, the transmission time Tl was assumed to be independent of the number of simultaneous connections between the staging point and the computational servers. This assumption, in effect, indicates the availability of separate and independent connections between the staging host and the computational servers. For most real situations, the staging server has only one communication link that is shared among all connections to the computational servers. This means that as more simultanous connections are made to the staging server, the time to transfer the staged data on each connection is affected.
This causes the effective bandwidth BW, between the staging server and the computational servers to be different from the nominal bandwidth BW of the connecting link. In what follows, we derive a formula for the upper bound of BW,.
We maintain the assumptions that the total number of available computational servers is large enough to keep the client from being idle between tasks.
Consider Fig.3 , which shows task instantiating using a staging server. Let S be the size of the data file that is staged bound by the formula real network and scrver loading conditions (computational servers running in work stealing mode). We devcloped a simple synthetic algorithm that allows us to control the running time of computational tasks through input parameters. Multiple instances of this algorithm were spawned on a network of computational servers from a remote client.
The testing environment
Note that the approximation in equation 10 can be used for all values of 71, subject to the error constraints detined in equation I 1. Solving equation IO for n, we get equation 12 shows that the effective bandwidth connecting the computational servers to the staging point decreases exponentially as the staged data size increases relative to the maximum amount of data that can be transmitted from the staging server in time interval T f . If n is not limited by the number of available servers, Si!, could decrease to the point where virtually no progress is made in the farming application as all instantiated tasks try to simultaneously retrieve their common input data set. We explore this effect further through simulations in section 6.
Experimental Results
In this section, we present the results of running a wide area distributed farming application. The goal of this part is to test the validity of the model developed in section 3 under
The experiments using the synthetic algorithm were performed using the following experimental setup: 0 Client: The client is a SUN ULTRA-2 machine running at Princeton University. [3] . This machine is housed at the University of Tennessee. The farming interface [5] in NetSolve was used to launch tasks and assign them to computational servers. However, this interface was instrumented to allow for better control over the maximum number of hosts that can be simultaneously used by a client, and to add various tracing and performance measurement code.
Results
In this section, we present results from two experiments. In both experiments, The duration of each task is set to be a function of the input data size n. These functions are of the form n y , and in our tests, we vary y from 0.6 to 1.1. In the first experiment, the number of computational servers ( P ) is fixed at 35 In the second experiment, P is six. The goal of these experiments is to test the validity of the models developed in section 3 as well as the simulator code described later. All runs were conducted for a period T of 3 hours. Input data size for these experiment is 832 KB. Tables 1 and  2 summarize the results of these experiments.
As the last two columns of each table indicate, the model does a very good task of predicting actual behavior both with and without staging. And as is demonstrated most clearly in Table 1 , the most notable improvement due to staging is the increase in P, -roughly a factor of two in Table 1 , and over a factor of three in Table 2 . However, when there are not enough processors for P, processors to be kept busy, as in the last two rows of Table 1 and the last  four rows of Table 2 , the reduced transmission time due to the input being near the servers has little effect.
Below we make a few more comments from the experiments:
0 Forking time T f : The average forking time increases as the number of computational servers used increases.
The increase stems from the need for the client to negotiate with the NetSolve agent and servers to select a suitable server for every new task. As a result, the average starting time tends to increase as the number of available servers increases due to the dynamic server selection process. In all staging experiments, Ti was considerably less than T f ; thus no bandwidth sharing effects were observed in the experiments we conducted. Finally, in Figure 4 , we plot the number of completed tasks for each test, both with and without staging. When P, < P , the reduced task forking time of the P = 6 tests show better performance. Additionally, when P, < P , staging again shows benefits because it increases P,. When P, reaches P , the benefits of staging are far less dramatic.
Simulation Results
In this section we report further results that we obtained through simulation. The simulator accepts the following parameters: 0 Probability distributions for T f , T,, remote bandwidth from the client to servers, and local bandwidth from servers to their staging points.
The input data size S , the number of servers P , and the application duration T . and 500. Application duration T is fixed at 24 hours. We used two settings for T f to simulate two different scenarios. In the first set of results shown in Fig. 5 , we use T f uniformly distributed in the interval [3, 7] . This setting simulates remote dynamic scheduling where significant overhead is used in selecting computational servers. In The results reported here will be necessarily different for other bandwidth values, but the model and general conclusions should remain valid. In Figure 5 , the results are shown for input data sizes of It can be seen that the precise boundaries between the three zones depend on the particular configuration of the problem solving environment (various bandwidth values and number of available servers) as well as properties of the problem itself, namely input data size. For instances in zones A and B, staging is beneficial in improving task throughput, while for zone C, such improvement is not observed.
In Figure 6 , simulation results are shown for a data size of 5 and 32 MB using 200 and 500 computational servers. In this scenario, the effects of bandwidth sharing can be observed for large input data sizes and small values of T f . It can be seen that for values of T, less than 5000 seconds, using 500 servers is actually yielding worse performance than the use of 200 computational servers. The increase in transfer time due to the increased number of simultaneous connections increases total task turnaround time to the point that nullifies the benefits gained from the extra computational servers. As T, increases beyond 5000 seconds, the percentage of time spent transferring data is reduced to the point that we start seeing gains from the use of the extra 300 servers (although the gains are modest in the shown results).
Conclusion
In this paper, we have studied the performance of wide area data independent farming applications. We develop a model for total task throughput with and without staging. The staging model accounts for sharing of bandwidth to the staging point among the computational servers. The models are validated using experiments and simulations. The models and simulation results suggest that any improvement in task throughput through staging is primary due to increased server utilization through reduction in individual task starting time through staging. The effect of bandwidth sharing among the computational servers is most profound for large values of the ratio S / ( T f B W ) , which could affect the decision to utilize more servers in the farming application.
