The Fast Beam Conditions Monitor, BCM1F, in the Compact Muon Solenoid, CMS, experiment was operated since 2008 and delivered invaluable information on the machine induced background in the inner part of the CMS detector supporting a safe operation of the inner tracker and high quality data. Due to the shortening of the time between two bunch crossings from 50 ns to 25 ns and higher expected luminosity at the Large Hadron Collider, LHC, in 2015, BCM1F needed an upgrade to higher bandwidth. In addition, BCM1F is used as an on-line luminometer operated independently of CMS.
Introduction
The fast beam conditions monitor, BCM1F [1] , delivers data about the machine induced background to the CMS and LHC control rooms, en-sures a safe operation of the inner tracking detectors, and contributed for high quality data taking.
The excellent time resolution of BCM1F of about 1 ns allows to discriminate between machine induced background particles and collision prod- In 2015, the energy of the LHC has be enhanced by a factor of almost 2 and, in addition, the time between two bunch crossings is reduced from 50 ns to 25 ns. Therefore, an upgrade of the beam condition monitors is required [2, 3] . To tackle the higher rates the sensors were subdivided in two pads being read-out individually.
Also a dedicated FE-ASIC with 7 ns peaking time and a signal width of 9 ns at half maximum was developed. The back-end electronics was redesigned and replaced by a dead-timeless histogramming unit with 6.25 ns binning and a 1.25 Gs/s real time digitizer is in development.
Again sampling ADCs are used for performance monitoring.
Layout of the Upgraded BCM1F
A sketch of a quarter of the BCM1F detector and the Pixel Luminosity Telescope, PLT, is shown in At the back-end side the signals are converted to electrical signals using an opto-receiver module.
They are distributed to discriminators with a double pulse resolution of 7 ns and to two independent digitizer systems in VME and Micro Telecommunications Computing Architecture, µTCA, standard.
The fast digitizer in µTCA standard with 1.25 Gs/s [6] will be used to replace the sampling ADC for performance monitoring, and when fully commissioned, for a more precise sampling of the time.
The discriminator output signals are fed in a look-up table to form coincidence between certain channels. They are also sent to a dead-time free histogramming unit [7] which maps the arrival time of the signals to a time interval of one LHC turn (89 µs). A binning of 6.25 ns is used.
Diamond Sensors
Single crystal scCVD diamond sensors, produced Prior to the measurements in the test-beam for each sensor the leakage current and the charge collection efficiency, CCE, were measured. The CCE is defined as
where Q M is the charge measured in the sensor and Q G the charge expected from the energy deposited by a particle crossing the sensor. Q M is obtained from the integral over the signal amplitude as a function of time multiplied by a calibration factor to convert ADC counts into charge.
Q G is calculated using the energy deposited by an electron from a 90 Sr source in the sensor and an energy of 17 eV to create an electron-hole pair in diamond [9] . This value, with a relative uncertainty of 16 %, is slightly larger in comparison to other measurements [10, 11] but consistent with the results presented here.
The thickness of each sensor is measured with a precision of 6 µm using a laser scanning microscope.
The CCE is measured using electrons from a 
V.
A larger leakage current of about 50 pA is observed in the two-pad sensor at 500 V as shown inFigure 4(a).
The CCE as a function of bias voltage is given in Figure 4 (b). It approaches 80 % above 200 V 1 .
FE-ASICS
A dedicated FE-ASIC has been developed in commercial 130 nm CMOS technology [12] . It includes a fast trans-impedance preamplifier with an active feedback, a shaper stage and a fully differential output buffer.
The design goals were linearity up to 10 fC input signal, a gain of 50 mV/fC with an equivalent noise of less than 1000 electrons, a quasi-Gaussian pulse shape with a full-width at half maximum of less than 10 ns and a short recovery time for input signals above the linear range.
These parameters were verified in laboratory measurements. The pulse shape for an injected charge corresponding to the signal of a minimum ionizing particle of about 3 fC is shown in Figure 5 (a). A peaking time of 7 ns, a width of 9 ns at Half Maximum, FWHM, and an equivalent noise of less than 400 electrons were measured. 
Test-Beam Results

Test-Beam Setup
The test-beam was performed at the DESY-II synchrotron with a secondary electron beam of The signal readout from the sensors is triggered by two scintillators located right before the first and two scintillators after the last telescope plane.
A schematic of the test-beam setup is shown in Figure 6 . telescope planes are fed to the VME computer, preprocessed and the files are saved on the telescope computer [15] . To synchronize the readout of the telescope and the VME ADC a CAEN v1495 module [16] , sending an unique event number to the telescope and the VME ADC readout, was used. Without the DUT, tracks were reconstructed to align the six telescope planes to each other. Fitting the distribution of the residuals with a Gaussian a value of 2 µm for the standard deviation of the track position was obtained.
Signal Shape, Spectra and Signal-to-Noise Ratio
A signal digitized with the VME sampling ADC is shown in Figure 8 .
The FWHM of the signal is below 10 ns and the The shape of the distribution is well described by a convolution of a Landau distribution with a Gaussian with a most probable value as expected from a minimum ionizing particle. These distributions are the same in shape for the one-pad sensor and for each pad of the two-pad sensor.
The ratio of the most probable value of the signal amplitude distribution and the noise, hereafter referred to as signal-to-noise, S/N, ratio, is measured as a function of the sensor voltage and shown in Figure 10 for the one pad sensor and in Figure 11 
Homogeneity of the Response and Edge Effects
Using the telescope data the trajectory of each triggered electron is reconstructed and the impact point on the sensor is calculated using the EUTelescope package [17] . The distribution of the impact position on the two-pad sensor is shown, as The CCE drops at the metallization edge due to a non-homogeneous electrical field at the border leading to distorted signals [10, 18] . A drop of the CCE near the metallization gap over a distance of about 200 µm, much larger than the gap size of 5 µm, is also observed. To understand the rela- A weighting potential is obtained if the readout electrode is set to unit potential and all other electrodes to zero potential [20] . The induced current and charge are expressed by: However, this is only true for a sensor with 100 % CCE when the charge carrier travels all the way.
In the case of a sensor with 80 % CCE the charge carrier does not drift the full path to the electrode, leading to a non-zero integral of the induced current for a charge carrier moving under the neighboring pad.
A simulation was performed using the Poisson Superfish software package [21, 22] . Superfish is a program calculating a static magnetic or electrical field by implementing a sensor geometry.
The weighting field and potential is obtained by feeding the simulation with the definition of the weighting field.
For the charge drift in the weighting field three cases are assumed:
• the charge starts drifting at a distance of 20 % of the sensor thickness to the top pad and reaches the lower pad.
• the charge starts drifting at the top pad and disappears at a distance 20 % of the sensor thickness to the bottom pad.
• the charge starts drifting at a distance of 10% of the sensor thickness to the top pad and disappeared at a distance of 10 % of the sensor thickness to the bottom pad.
In all three cases a charge collection efficiency of 80 % is predicted sufficiently far away from the gap. Near the gap, however, the predictions are different, as shown in Figure 14 . As can be seen, a moderate description of the measurement can be obtained assuming no charge drift in 20 % of the sensor thickness on the top or in 10 % of the sensor thickness on the top and 10 % on the bottom.
Summarizing, the signal size on the two-pad sensor starts to drop at a distance of 200 µm from a 5 µm gap due to 20 % of inefficient material that is at least partially located under the top electrode. the two pads, being qualitatively described by a simulation using the Superfish software package.
Conclusions
