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El monitoratge de les xarxes de dades és necessari per tal d’avaluar el seu 
rendiment i el grau de servei que ofereix. Aquest ajuda a conèixer l’estat dels 
dispositius (elements de commutació o encaminament) per entendre el seu 
funcionament, detectar anomalies, diagnosticar problemes i determinar-ne les 
causes. Tot i això, ofereix poc detall sobre el tràfic cursat per els equips. Per 
aquest motiu, també es important el monitoratge del tràfic, ja que indica l’ús 
que se li està donant a la infraestructura, quin tipus de tràfic s’hi cursa, qui el 
genera i a on va, i si els recursos actuals són suficients per a la demanda del 
tràfic. 
 
Tot i que existeixen eines per al monitoratge de la xarxa i del tràfic, actualment 
s’estan desenvolupant nous mecanismes per solucionar les deficiències de les 
eines existents quant a fiabilitat, càrrega computacional als equips o 
escalabilitat. 
 
L’objectiu d’aquest TFC és el disseny i desplegament d’un testbed de xarxa IP 
per poder avaluar eines de monitoratge de xarxa i mesures de tràfic. Per poder 
assolir aquest objectiu, es plantegen els requisits que hauria de complir 
l’escenari per a poder reproduir un entorn xarxa el més realista possible quant 
a topologia, nombre d’equips, protocols i encaminament. Es proposa un 
escenari que satisfà els requisits identificats i és, a la vegada, compatible amb 
l’equipament disponible. 
 
Un cop dissenyat, muntat i verificat el funcionament de la xarxa, s’enriqueix 
l’escenari amb eines de gestió, mesura i monitoratge, i es verifica el seu 
funcionament. 
 
Per finalitzar, es configura els equips de la xarxa per poder accedir-hi 
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Monitoring data networks is required to assess their performance and the level 
of service that they offer. Knowing the state of network devices (routing or 
switching equipment) allows to understand the performance of the network, 
detect anomalies, diagnose problems and determine their causes. Current 
network monitoring practices offer, however, very little information about the 
traffic; not much more than the volume of traffic exchanged through each 
interface. For this reason, network operators usually enable traffic 
measurement tools that allow them to discover the kind of traffic that is flowing, 
where it originates, where it is destined, and whether the current network 
resources suffice for the current traffic demand.  
 
Although there exist tools for monitoring traffic and network, new mechanisms 
are currently being developed in order to address the shortcomings of existing 
tools in terms of reliability, computational load and scalability. The evaluation of 
such tools requires a network setup as much realistic as possible.  
 
The goal of this project is the design and deployment of a testbed suitable for 
the evaluation of network monitoring tools and traffic measurement tools. To 
that end, the requirements that the testbed should meet to constitute a 
“realistic” scenario in terms of topology, number of computers, protocols and 
routing are discussed.  
 
Then, a network topology satisfying the requirements identified while being 
compatible with the equipment available, is proposed.  
 
Once designed, assembled and tested, the operations of the testbed 
management tools were added, measurement and monitoring, and to verify its 
operation.  
 
Finally, computers on network were configured to access it remotely and not 
have the need to be physically connected to the network. 
 






CAPÍTOL 1. DISSENY DEL TESTBED ............................................................. 8 
1.1.  Requisits del testbed ........................................................................................................ 8 
1.2.  Fases de disseny del testbed ........................................................................................... 8 
CAPÍTOL 2. TOPOLOGIA I ADAPTACIÓ A L’EQUIPAMENT ......................... 9 
2.1.  Topologia lògica desitjada ............................................................................................... 9 
2.2.  Equipament de la xarxa .................................................................................................. 10 
2.2.1  Router Cisco 1803 ................................................................................................ 11 
2.2.2  Router Cisco 1721 ................................................................................................ 12 
2.2.3.  Router Cisco 837 .................................................................................................. 13 
2.2.4.  Switch Cisco Catalyst 3560 .................................................................................. 14 
2.2.5.  Resum del material ............................................................................................... 14 
2.3.  Problemes per obtenir la topologia lògica desitjada ................................................... 14 
2.4.  Desplegament del equipament a la xarxa ..................................................................... 16 
2.5.  Topologia física ............................................................................................................... 17 
CAPÍTOL 3. PLANIFICACIÓ DE L’ADREÇAMENT I ENCAMINAMENT ....... 18 
3.1.  Pla d’adreçament ............................................................................................................. 18 
3.2.  Protocol OSPF ................................................................................................................. 19 
3.2.1.  Configuració OSPF ............................................................................................... 19 
3.3.  Protocol BGP ................................................................................................................... 20 
3.3.1.  Configuració BGP ................................................................................................. 20 
CAPÍTOL 4. GESTIÓ I MONITORATGE DE LA XARXA ................................ 24 
4.1.  Protocol SNMP ................................................................................................................. 24 
4.2.  Configuració SNMP a l’equipament de la xarxa ........................................................... 24 
4.3.  Configuració SNMP a l’equip de monitoratge .............................................................. 25 
CAPÍTOL 5. MONITORATGE DEL TRÀFIC .................................................... 27 
5.1.  Netflow .............................................................................................................................. 27 
5.1.1.  Beneficis de NetFlow ............................................................................................ 28 
5.1.2.  Flow (Flux de dades) ............................................................................................ 28 
5.1.3.  Administració de la memòria cau ......................................................................... 28 
Disseny, desplegament i configuració d’un testbed de xarxa amb eines de monitoratge   5 
5.1.4.  Versions de Netflow .............................................................................................. 29 
5.1.5.  Netflow versió 5 .................................................................................................... 29 
5.1.6.  Netflow versió 9 .................................................................................................... 31 
5.2.  Sampled NetFlow ............................................................................................................. 33 
5.3.  Configuració Netflow als routers ................................................................................... 33 
5.4.  Configuració Sampled Netflow als routers ................................................................... 35 
CAPÍTOL 6. RECOL·LECCIÓ, PROCESSAMENT I VISUALITZACIÓ DELS 
REGISTRES NETFLOW: NFSEN .................................................................... 37 
6.1.  Arquitectura Netflow Sensor .......................................................................................... 37 
6.1.1.  Captura i emmagatzemat  dels registres Netflow ................................................. 38 
6.1.2.  Processat dels arxius ........................................................................................... 40 
6.1.3.  Consulta i visualització del tràfic........................................................................... 42 
6.2.  Navegació web Nfsen ...................................................................................................... 43 
CAPÍTOL 7. SINCRONITZACIÓ DELS EQUIPS ............................................. 49 
CAPÍTOL 8. ACCÉS REMOT AL TESTBED ................................................... 51 
CAPÍTOL 9. AVALUACIÓ DEL TESTBED ...................................................... 52 
9.1.  Encaminament de la xarxa ............................................................................................. 52 
9.1.1.  Encaminament a nivell 2 ...................................................................................... 52 
9.1.2.  Encaminament a nivell 3 ...................................................................................... 52 
9.2.  Monitoratge dels equips ................................................................................................. 56 
9.2.1.  Consultes SNMP .................................................................................................. 56 
9.2.2.  Traps SNMP ......................................................................................................... 57 
9.3.  Monitoratge del tràfic ...................................................................................................... 59 
9.3.1.  Comptadors SNMP ............................................................................................... 59 
9.3.2.  Netflow .................................................................................................................. 60 
9.3.3.  NfSen .................................................................................................................... 62 
CAPÍTOL 10. CONCLUSIONS ........................................................................ 65 
BIBLIOGRAFIA ............................................................................................... 66 
ANNEXES ........................................................................................................ 67 
Annex I. Requisits NfSen .......................................................................................................... 67 
Annex II. Configuració i instal·lació NfSen ............................................................................. 69 
Annex III. Configuració del equip simulador de sistemes autònoms .................................. 74 
Annex IV. Actualització de les IOS als routers Cisco ............................................................ 77 
 
Disseny, desplegament i configuració d’un testbed de xarxa amb eines de monitoratge   6 
 
ACRÒNIMS 
La següent llista conté acrònims que apareixen sovint a la memòria d’aquest 
projecte. Per aquest motiu, a continuació se’n dóna el nom complert i, en 
alguns casos una breu definició. 
 
IEEE: Institute of Electrical and Electronics Engineers 
IETF: Internet Engineering Task Force 
 
PC: Personal Computer 
CPU: Central Processing Unit 
UTC: Coordinated Universal Time. Sistema de referència temporal. 
IOS: Internetwork Operating System. Nom del sistema operatiu de Cisco Systems. 
 
ISP: Internet Service Provider. Proveïdor d’accés a Internet. 
 
ARP: Address Resolution Protocol.Resolució d’adreces IP a adreces físiques. 
RARP: Reverse Address Resolution Protocol. Prortocol ARP invers. 
IP: Internet Protocol. Protocol a nivell de xarxa usat a internet. 
ICMP: Internet Control Message Protocol. Protocol de control del protocol IP. 
TCP:Transmission Control Protocol. Protocol de transport estàndard, fiable i orientat a 
connexió. 
UDP: User Datagram Protocol. Protocol de transport estàndard no fiable ni orientat a connexió. 
SCTP: Stream Control Transmission Protocol. Protocol de transport híbrid entre TCP i UDP. 
 
HTTP: Hypertext Transfer Protocol. Protocol usat a la web. 
PHP: Personal Home Processor. Llenguatge de programació interpretat per palicacions web. 
NTP: Network Time Protocol. Protocol de sincronització d’equips. 
SSH: Secure Shell. Aplicació d’accés remot a equips. 
 
AS: Autonomous System. La denominació que reben les xarxes que formen Internet des d’un 
ount de vista d’encaminament. 
IGP: Interior Gateway Protocol. Terme per referir-se a un protocol d’encaminament dinàmic 
utilitzat dins un AS. 
OSPF : Open Shortest Path First. Protocol d’encaminament IGP. 
RIP: Routing Information Protocol. Protocol d’encaminament IGP 
LSA: Link State Algorithm. Algoritme d’estat d’enllaç. 
LS: Link-state. Element de dades que descriu un element de xarxa en un LSA. 
ABR: Area Border Router. Router que interconnecta dues o mes àrees OSPF. 
EGP: Exterior Gateway Protocol. Terme per referir-se a un protocol d’encaminament exterior, 
utilitzat entre diferents AS. 
BGP: Border Gateway Protocol. És el protocol d’encaminament exterior usat a Internet. 
eBGP: external Border Gateway Protoc. Variant del BGP usada entre AS diferents. 
iBGP: internal Border Gateway Protocol. Variant del BGP usada en un mateix AS. 
ASBR: Autonomous System Border Routers. Router que interconnecta dos sistemes 
autònoms. 
 
VLAN . Virtual Local Area Network. Tècnica que permet emular xarxes lògiques sobre una 
mateixa xarxa física. 
SNMP: Simple Network Management Protocol. Protocol de gestió de xarxa estàndard. 
NMS: Network Management Sysytem. Entitat de supervisió en SNMP. 
MIB: Management Information Base. Conjunt d’objectes que es poden supervisar o consultar 
via SNMP. 
NfSen: Netflow Sensor. Software de monitorització basat en NetFlow. 
NAT: Network Address Translation. Tècnica de traducció d’adreces IP. 
FE: FastErthernet 
WIC: WAN interface Card 
ToS: Type of Service 
IPFIX: Internet Protocol Flow Information eXport. Protocol de transport de mesures IP. 
GPS: Global Positioning System 




Actualment existeix una gran demanda per conèixer la qualitat dels serveis de 
telecomunicacions. Es deu a la gran evolució experimentada pels serveis de 
telecomunicacions en els últims anys, en el que s’ha passat d’un model de 
servei centrat en telefonia, cap a nous i diferents models i arquitectures 
funcionals de provisió basades en xarxes multiservei. Això fa necessari un 
augment de l’ample de banda, del rendiment i oferir qualitat de servei. De la 
mateixa manera, per prestar un servei de forma ininterrompuda són 
fonamentals una bona gestió de la xarxa i el control de tràfic cursat per 
aquesta.  
 
El monitoratge de xarxes resulta fonamental per obtenir informació dels 
elements que intervenen en aquesta i permet realitzar un diagnòstic precís del 
seu funcionament, des de la detecció d’errors fins a la verificació dels 
mecanismes de seguretat i l’avaluació de les prestacions de la xarxa. 
 
No només és necessari el monitoratge dels elements que composa la xarxa 
sinó també el tràfic cursat per aquesta, ja que ajuda a conèixer la demanda, 
optimitzar els recursos i funcionament, oferir un alt grau de servei, oferir 
seguretat, detectar anomalies, tarifar i verificar acords de peering entre 
operadors. 
 
Una plataforma d’anàlisi i monitoratge del tràfic és una eina de gran utilitat per 
als operadors, ja que els permet estudiar les característiques del tràfic cursat 
per les seves xarxes, ajudant a conèixer l’ús que se li està donant a les seves 
infraestructures.  
  
Actualment s’estan desenvolupant noves tècniques de mesura del tràfic per tal 
de superar els inconvenients que les eines actuals presenten, com l’ elevat cost 
de procés, l’alt consum d’ample de banda i la falta d’escalabilitat. Per poder 
validar totes aquestes eines és necessari realitzar proves en un escenari amb 
equipament real per obtenir resultats el més realistes possibles.  
 
L’objectiu d’aquest TFC és el desplegament d’un escenari de xarxa IP per 
poder avaluar eines de monitoratge de xarxa i tràfic existents i de nova 
generació. Per poder assolir aquest objectiu s’ha dut a terme: 
  
 El disseny i muntatge d’una xarxa IP que permet reproduir a petita 
escala entorns realistes de xarxa, des de la topologia, a l’adreçament i 
protocols d’encaminament, entre d’altres. 
 
 L’estudi dels equips disponibles, per al muntatge de la xarxa i la seva 
adequació al escenari desitjat, incloent una descripció funcional dels 
mateixos, anàlisis de les seves prestacions i la seva configuració. 
 
 L’estudi d’una eina de monitoratge del tràfic, des del seu funcionament a 
nivell arquitectural fins a la seva configuració.  
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CAPÍTOL 1. DISSENY DEL TESTBED 
 
En aquest capítol es veuen els requisits que hauria de verificar el testbed per 
reproduir entorns de xarxa realistes i les fases del seu disseny. 
 
1.1. Requisits del testbed 
Per poder fer un estudi acurat de les eines de monitoratge s’ha de crear un 
escenari adequat a les següents necessitats: 
 
 Multicamí: Han d’existir múltiples camins físics i lògics per poder veure 
per on encaminaran el tràfic els components de la xarxa. 
 Múltiples protocols d’encaminament: Els equips han de suportar 
diferents protocols d’encaminament per veure el seu funcionament i com 
interactuen entre ells. 
 Escalabilitat: la xarxa ha d’estar dissenyada per a futures ampliacions 
sense la exigència de modificacions físiques o lògiques.  
 Gestió dels equips: conèixer l’estat del les interfícies dels equips, el 
seu adreçament i encaminament. 
 Anàlisi del tràfic: extreure informació referent al tràfic cursat per la 
xarxa. 
 Gestió remota: Monitoratge dels equips i del tràfic de la xarxa, sense la 
necessitat d’estar connectat físicament a la xarxa. 
 
1.2. Fases de disseny del testbed 
Per realitzar una xarxa testbed en funció de les necessitats comentades, s’ha 
dividit el disseny en les següents fases: 
  
 Disseny d’una topologia adient als requeriments comentats i, a la 
vegada, compatible amb l’equipament disponible. 
 Planificació de l’adreçament lògic, per identificar els dispositius a la 
xarxa. 
 Tria i configuració dels protocols d’encaminament, per a que els routers 
aprenguin xarxes, com arribar a elles i reaccionin a canvis a la topologia. 
 Tria i configuració dels protocols de gestió, per tenir gestió dels 
components de la xarxa. 
 Configuració d’una plataforma de gestió, per consultar l’estat dels 
components de la xarxa i controlar tràfic cursat. 
 Desplegament i configuració d’un sistema de mesura del tràfic, per a que 
els equips de la xarxa informin del tràfic cursat. 
 Sincronització dels equips. 
 Validació del testbed, per verificar els seu funcionament i les eines de 
monitoratge utilitzant un generador de tràfic, capturant informació 
enviada per els equips, visualitzant la informació enviada, etc.  
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CAPÍTOL 2. TOPOLOGIA I ADAPTACIÓ A 
L’EQUIPAMENT 
 
En aquest capítol es descriu la topologia lògica que s’utilitza en el testbed i com 
s’ha aconseguit utilitzant el equipament disponible. 
2.1. Topologia lògica desitjada 
Per dissenyar un escenari d’una xarxa IP que permeti reproduir un entorn 
realista es basa en una xarxa existent com és RedIRIS [I]. RedIRIS es la xarxa 
espanyola de recerca i educació creada per la interconnexió del recursos 
informàtics de les universitats i centres d’investigació. La figura 2.1 mostra la 




Fig. 2.1 Topologia lògica de la xarxa RedIris 
 
Tot i que la gran quantitat de routers que composen Rediris seria adequada, ja 
que permetria el monitoratge d’una diversitat d’equips amb diferents nombres 
d’interfícies, presenta dos inconvenients per la seva topologia radial. El primer 
és que hi ha poca diversitat de camins per a un mateix destí i es vol estudiar les 
trajectòries del tràfic. El segon és que la majoria del tràfic travessa el node 
NACIONAL. Per aquest motiu s’ha modificat la topologia per assolir els 
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Fig. 2.2 Topologia lògica del testbed  
 
Com es pot veure a la solució proposada, per resoldre el problema de la baixa 
diversitat de camins es modifica a una topologia més mallada. Per fer-ho, s’han 
posat més connexions entre el routers propers, i per reduir el nombre 
d’interfícies que disposava el router ‘NACIONAL’ s’han eliminat les connexions 
de llarga distància. Hi han quatre nous enllaços connectats a xarxes fora del 
àmbit des gestió. Aquets són per simular la topologia d’un Sistema autònom 
(AS), i així estudiar el protocol Border Gateway Protocol (BGP) [1], com es 
comentarà a l’apartat 0.3.3. També es pot observar que s’ha afegit el PC que 
ajudarà al monitoratge de la xarxa i el tràfic. Donat que el PC realitzarà 
consultes a tots els components de la xarxa, aquest s’ha ubicat al nucli. 
D’aquesta manera el tràfic de monitoratge passarà per el menor nombre 
d’equips possible, per estalviar una carrega innecessària a la xarxa i tenir el 
menor retard possible en les consultes.  
2.2. Equipament de la xarxa 
Un cop realitzat el disseny de la topologia lògica de la xarxa, s’examina el 
material disponible per poder muntar l’escenari del testbed i aquest és el 
següent: 
 
 11 routers Cisco model 1721 
 5 routers Cisco model 1803 
 4 routers Cisco model 837 
 2 targes WIC Ethernet (1ENET) 
 1 Switch Cisco model Catalyst  3560 
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Cada equipament de xarxa Cisco [A] du un sistema operatiu IOS (Internetwork 
Operating System). Depenent de la versió de la IOS que tingui l’equip, aquest 
tindrà unes funcionalitats o unes altres. Com s’explica a la secció 2.3 un dels 
problemes adreçats en el disseny i muntatge del testbed va ser que la majoria 
de les IOS no complien amb totes les funcionalitats desitjades. Per aquest 
motiu va caldre actualitzar-les. A continuació es descriuen les funcionalitats 
dels equips emprats, en concret, les que interessen configurar per obtenir 
l’escenari desitjat. 
2.2.1 Router Cisco 1803 
El router Cisco 1803 amb versió de IOS 12.2(4)XA suporta els dos protocols 
d’encaminament que s’utilitzen en el testbed, BGP i Open Shortest Path First 




Fig. 2.3 Router Cisco model 1803  
 
Té 9 ports físics FastErthernet dels quals 8 (FE1- FE8) formen part d’un switch. 
No es pot assignar adreçament lògic IP als ports del switch, però si crear 
interfícies Virtual Local Area Network (VLAN) amb adreçament IP i aquestes 
assignar-les als ports del switch que es cregui convenient.  
 
Per entendre millor el funcionament del router, a la figura 2.4 mostra 





Fig. 2.4 Esquema lògic i físic del model 1803 
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S’observa que hi ha una única adreça física per a tots els ports, quan aquest 
treballa a nivell de xarxa (IP), i que a cada port del switch se li pot assignar més 
d’una VLAN a cada port físic. 
 
VLAN[B] és un mètode per crear xarxes lògiques independents dins d’una 
mateixa xarxa física.  Amb aquest model de router es poden assignar fins a un 
màxim de 300 VLANs, i per poder diferenciar per quina xarxa va destinat el 
tràfic, aquest s’ha d’etiquetar utilitzant el protocol IEEE 802.1Q.  IEEE 802.1Q. 
és un protocol que modifica el valor del camp Ethertype de la capçalera 
Ethernet per etiquetar el paquet. Això permet que els equips de la xarxa 
sàpiguen quina es la xarxa virtual destí. 
  
A la figura 2.5 es mostra l’exemple de com dos switchs poden transmetre 
informació, entre ells, de dues xarxes diferents utilitzant el mateix enllaç, i de 





Fig. 2.5 Escenari d’exemple utilitzant 802.1Q i VLAN  
 
Si hi ha més d’una VLAN en un port del switch, aquest s’ha de configurar en 
mode trunk, com l’enllaç entre els switchs en el exemple de la figura 2.3. I si 
només hi ha una VLAN en el port, com els ports on van connectats els PCs als 
switchs, aquest s’ha de configurar en mode acces. Per defecte el switch del 
router només duu creada la VLAN1 i aquesta va associada a tots els ports del 
switch. Per aquest motiu si s’assigna un adreçament a la VLAN1 tots els ports 
del switch tindran el mateix adreçament IP i els ports estaran en mode acces.  
 
Sobre la interfície física FE0 es pot crear fins a 300 subinterfícies. Les 
subinterfícies són interfícies lògiques a les quals es pot assignar un adreçament 
IP. Són molt semblants a les interfícies VLAN ja que s’indica quina és l’etiqueta 
802.1Q per a cada una d’elles i totes utilitzen el mateix port físic FE0. La 
nomenclatura que utilitza Cisco per identificar la interfície és el nom de la 
interfícies física seguit d’un punt i un número entre 0 i 4294967295 per aquest 
model de router. Per exemple FastEthernet 0.1 .  
 
2.2.2 Router Cisco 1721 
El model 1721 amb IOS 12.3(11)YK1 suporta els dos protocols 
d’encaminament que s’utilitzen a la xarxa, OSPF i BGP. 
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Només disposa d’un port físic FastEthernet, però es pot ampliar el nombre de 





Fig. 2.6 Router Cisco model 1721  
 
Dintre del material disponible per crear l’escenari, hi ha dues targes WIC 
Ethernet ENET1 per aquest model de router, les quals aporten un port Ethernet 
més al equip. 
 
Amb la versió de IOS carregada es poden crear fins a 300 subinterfícies en el 
port FastEthernet 0, tal i com s’ha explicat en l’apartat anterior. 
 
2.2.3. Router Cisco 837 
El model de router Cisco 837 amb versió de IOS 12.2(11r)YV1 suporta els 2 
protocols que fem servir a la xarxa, OSPF i BGP. 
 
Aquest router disposa de quatre ports físics i dos interfícies lògiques Ethernet. 
Si es vol assignar adreçament es farà en les interfícies lògiques Ethernet 0 i 2. 
La interfície Ethernet 0 va associada als ports FastEthernet 1-3 i la Ethernet 2 




Fig. 2.7 Router Cisco model 837 
 
Si no es configura cap adreçament a les interfícies lògiques, els ports tenen 
una velocitat fins a 100Mbps. Si es configura adreçament, la velocitat serà fins 
a 10Mbps. El router no suporta el protocol 802.1Q, per aquest motiu no es 
poden crear subinterficies en els seu ports, i per tant, només hi hauran dues 
interfícies amb adreçament IP. Per entendre l’arquitectura i el funcionament del 
router, a la figura 2.8 es mostra un esquema de l’adreçament físic i lògic per a 
cada port. 
 




Fig. 2.8 Adreçament físic i lògic per port del model 837 
 
2.2.4. Switch Cisco Catalyst 3560 
El switch Cisco model Catalyst 3560 amb IOS 12.2(35)SE5 és un switch que 
permet encaminar trànsit gràcies al router que porta en el seu interior. També 
disposa de 24 ports FastEthernet i dos GigaBitEthernet que tampoc s’utilitzen. 
 
 
Fig. 2.8 Switch Cisco Catalyst 3560 
 
Permet l’encapsulació dels paquets utilitzant el protocol 802.1Q, per tant,  als 
ports del switch es podrà configurar més d’una VLAN. 
 
2.2.5. Resum del material 
Acte seguit es mostra una taula amb les funcionalitats destacables dels equips 
que composaran la xarxa del testbed. 
 
 















ports físics  
4 837 12.2(11r)YV5 Sí  Sí 2 no 4 
11 1721  12.2(7r)XM2 Sí  Sí 1 si 1 
2 1721+WIC 1ENET 12.3(11)YK1  Sí  Sí 2 si 2 
5 1803  12.3(8r)YH8 Sí  Sí 9 si 9 
1 Catalyst 3560  12.2(35)SE5 Sí Sí 1 si 26 
 
 
2.3. Problemes per obtenir la topologia lògica desitjada 
El principal problema per aconseguir la topologia lògica desitjada és el baix 
nombre d’interfícies amb adreçament IP que disposen els routers.  
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Taula 2.2  Nombre d’interfícies amb adreçament IP als routers 
Model router nombre de routers Nombre d’interfícies amb adreçament IP 
Cisco 1721 9 1 
Cisco 1721 + WIC 1ENET 2 2 
Cisco 1803 5 9 
Cisco 837 3 2 
 
Com s’observa a la taula 2.2 només hi ha 5 routers que permetin configurar 
més de 2 adreces IP a les seves interfícies, i com es veu a la taula 2.3, a la 
topologia desitjada hi ha 14 routers que necessiten més de 2 adreces. 
 
Taula 2.3. Nombre desitjat d’interfícies als routers amb adreçament IP 




GALÍCIA ASTÚRIES RIOJA VALÈNCIA C. I LLEÓ NACIONAL 
BALEARS CANTÀBRIA CATALUNYA   ANDALUSIA   
PAÍS BASC NAVARRA MADRID       
TENERIFE ARAGÓ         
C.LA MANXA  MÚRCIA         
  LAS PALMAS         
  EXTREMADURA         
  
La solució al problema es troba utilitzant una configuració anomenada router-
on-a-stick, un terme utilitzat per descriure com un router pot encaminar tràfic de 
dues o més xarxes utilitzant un únic enllaç físic. Aquesta configuració s’il·lustra 




Fig. 2.9 Configuració router-on-a-stick  
 
Com es veu a la figura només hi ha un enllaç entre el router i el Switch.  Sobre 
el port físic del router, connectat al enllaç, s’han de declarar tantes 
subinterfícies lògiques com xarxes virtuals declarades al switch. A l’escenari 
d’exemple hi ha dos subinterfícies configurades, FE 0/0.10 i FE 0/0.20, i dos 
xarxes virtuals, VLAN10 i VLAN20.  
 
El trànsit circula per l’enllaç cal identificar-lo, per saber a quina xarxa pertany, 
utilitzant l’etiqueta 802.1Q. Per fer-ho, s’indicarà a cada subinterfície del router i 
a cada port del switch l’etiqueta corresponent. Seguint amb l’exemple de la 
Figura 2.2, per la part del router, la subinterfície FE 0/0.10 tindrà l’etiqueta 10 i   
la subinterfície FE 0/0.20 la 20, per la part del switch el port FE 1/0/1 haurà de 
tenir els dos etiquetats.  
  
 PC1           PC2 
VLAN10 VLAN20 
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Tal i com es comenta en l’apartat 2.2.1 s’ha d’indicar al switch que per aquell 
enllaç passarà tràfic de més d’una VLAN, per tant, serà un enllaç en mode 
trunk.  
 
I per últim es configuren les VLANs a cada port del switch. La VLAN10 al port 
FE 1/0/3 i la VLAN20 al port FE 1/0/2. Aquest ports estaran en mode acces ja 
que només circularà trànsit corresponent a una xarxa.  
 
Un altre problema ha estat les versions de les IOS  carregades als routers, com 
s’ha comentat a l’apartat 2.2. S’han actualitzat les versions de les IOS dels 
equips 1721 i 837, ja que no tenien les funcionalitats desitjades. La IOS que 
tenia carregada el model 1721 no suportava la creació de subinterfícies. La del 
model 837 només tenia una interfície lògica, i no suportava el protocol 
d’encaminament OSPF. L’annex IV explica com actualitzar la IOS dels routers 
Cisco. 
2.4. Desplegament del equipament a la xarxa 
Un cop solucionat el problema amb el nombre d’interfícies amb adreçament IP, 
es distribueixen els equips per la xarxa en funció de les interfícies o 


































































































Fig. 2.10 Topologia lògica amb interfícies i model de routers  
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Com es pot veure hi ha un router addicional anomenat INTERNET que s’ha 
afegit per poder tenir accés a la xarxa des de l’exterior i gestionar-la 
remotament. Aquest aspecte es discuteix en el Capítol 7. 
 
2.5. Topologia física 
Per poder acabar d’entendre la solució proposada en l’apartat anterior, a la 
figura 2.5 s’observa la topologia física de la xarxa amb les VLANs per a cada 
enllaç. Els identificadors de cada VLAN són els números superposats a cada 
enllaç. Els enllaços sense numerar no cursen tràfic etiquetat amb 802.1Q i 






Fig. 2.5 Topologia física del la xarxa 
 
La majoria dels routers van connectats al switch, utilitzant la configuració 
router-on-a-stick per intentar estalviar el màxim cablejat possible. Però el 
routers Cisco model 837 no permeten encapsular la informació sobre les seves 
interfícies. Per aquest motiu, es connecten directament a un port on no va 
encapsulada la informació, com és el cas de TENERIFE, BALEARS I PAIS 
BASC.  
 
Si es compara la xarxa lògica de la Fig. 2.4 amb la física Fig 2.5, s’observa que 
les xarxes externes connectades als routers CANTÀBRIA, CATALUNYA, 
VALÈNCIA i CASTELLA I LLEÓ  són simulades per un PC que té 4 interfícies 
Ethernet. La configuració d’aquest equip es pot consultar en l’Annex II. 
Configuració i instal·lació NfSen 
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CAPÍTOL 3. PLANIFICACIÓ DE L’ADREÇAMENT I 
ENCAMINAMENT 
 
Un cop dissenyada la xarxa a nivell físic, el pas següent és assignar 
adreçament lògic als equips perquè es puguin comunicar entre ells. 
3.1. Pla d’adreçament 
El pla d’adreçament de la xarxa està basat en un adreçament privat de classe A 
[3] (10.0.0.0/8). El format és 10.0.X.Y, on X serà el identificador de xarxa i Y el 
identificador de l’equip, excepte al router INTERNET que té un adreçament 
públic. Totes les xarxes tenen màscara /24. No s’ha tingut en compte el número 
d’equips per a cada xarxa, sinó per una fàcil identificació visual per 
l’administrador. 
 







































































































Fig. 3.1 Topologia lògica amb adreçament IP del la xarxa  
 
En el testbed s’utilitza el tercer octet de l’adreçament per identificar la VLAN 
associada aquella xarxa. Per exemple, la xarxa 10.0.5.0 el seu identificador de  
VLAN és la 5. 
 
Un cop configurades les adreces a les interfícies i subinterfícies dels routers, 
aquets coneixen les xarxes a les que estan connectades a ells directament i els 
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equips que la formen, però no tenen coneixement de les altres xarxes ni de 
com arribar a elles.  
 
Una possible solució a aquest problema, seria configurar manualment a tots els 
equips rutes de com arribar a cada xarxa, però això implicaria una configuració 
molt costosa i poc útil, ja que si hi ha canvis de topologia a la xarxa, els equips 
no se’n adonarien. Una solució alternativa i més realista és utilitzar protocols 
d’encaminament dinàmic, que descobreixen els camins òptims i s’adapten 
dinàmicament a canvis a la topologia.  
 
Hi ha dos classes de protocols d’encaminament. Per una banda estan els 
Interior Gateway Protocol (IGP), que fa referència a tots els protocols utilitzats 
dins un mateix Sistema Autònom (AS), i els Exterior  Gateway Protocol (EGP), 
que s’utilitzen per connectar AS. Un AS és un conjunt de xarxes IP que tenen 
una política de rutes pròpia i independent, i realitza la seva pròpia gestió del 
tràfic que flueix entre ell i els demes sistemes autònoms. 
 
En el testbed s’utilitza el protocol OSPF com a IGP, i BGP com a EGP. S’ha 
triat OSPF per que permet l’encaminament de dades per diversos camins 
(multicami), és molt escalable ja que permet fins a 20000 rutes i utilitza 
balanceig de càrrega quan hi ha vàries rutes, del mateix cost, cap a un mateix 
destí. S’utilitza BGP, ja que es tracta del protocol més utilitzat per a xarxes amb 
intenció de configurar un EGP, i actualment la totalitat dels ISP (Internet 
Service Provider) intercanvien les seves taules de rutes a través del protocol 
BGP.  
 
3.2. Protocol OSPF 
L’OSPF (Open Shortest Path Firts) és un protocol d’encaminament dinàmic 
interior (IGP). Utilitza l’algorisme de Dijkstra per calcular la ruta més curta 
possible. Utilitza el cost com la seva mesura de mètrica. 
 
Un sistema autònom que utilitzi OSPF estarà dividit en una o mes àrees. Una 
àrea es un conjunt de xarxes i equips. Cada àrea te assignat un número i, com 
a mínim, un router anomenat area border router (ABR), aquest pertany a varies 
àrees i anuncia cap a fora del àrea les xarxes que hi han a dintre i viceversa. 
Cada sistema autònom té un Autonomous System Border Routers (ASBR), que 
permet encaminar paquets fora del seu AS, cap a altres xarxes connectades al 
AS. 
 
3.2.1. Configuració OSPF  
El protocol OSPF[C] l’utilitzaran tots els routers del testbed per publicar i 
conèixer les xarxes que hi han dins del sistema autònom. Per tant, tots l’hauran 
de tenir configurat.  
 
En la configuració, el primer que s’ha d’indicar és el identificador intern de 
procés. Aquest serà un número entre 1 i 65535. Desprès cal identificar l’equip 
dins de l’àrea OSPF. El identificador és un IP configurada en una de les 
interfícies del router. Si no es configura l’ identificador, el router assignarà la IP 
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més alta configurada en les interfícies. Per últim, cal indicar les interfícies on es 
vol executar OSPF i, al mateix temps, la area que pertanyen. Tot seguit es 






















Només es defineix una àrea per a tota la xarxa, per simplicitat, i s’ha triat 
qualsevol IP, configurada en el router, per identificar-lo ja que serà única en tot 
l’AS. 
 
3.3. Protocol BGP 
BGP (Border Gateway Protocol) és el protocol d’encaminament exterior (EGP) 
utilitzat a Internet. BGP intercanvia informació d’encaminament entre sistemes 
autònoms. Aquest intercanvi d’informació ho fan els routers frontera de cada 
AS. Cada AS tindrà sessions internes iBGP, comunicació entre els routers que 
tenen configurat BGP dins d’un AS, i sessions externes eBGP,  comunicació 
entre els routers frontera de diferents ASes. Les sessions BGP s’estableixen 
formant una connexió TCP (Transmission Control Protocol [4]) utilitzant el port 
179. BGP pren decisions d’encaminament utilitzant polítiques de xarxa, o regles 
que utilitzen diferents atributs de rutes BGP.  
 
3.3.1. Configuració BGP 
Aquesta configuració[C] no la portaran tots els routers de la xarxa, només els 
routers frontera en el AS. En el testbed, els routers frontera seran 
CATALUNYA, VALÈNCIA, CASTELLA I LLEÓ i CANTÀBRIA, com es pot veure 
a la Fig. 3.2. 
 
#### -- Indicar el número de procés intern 
## router OSPF ‘número’ 
Nacional (config)# router OSPF 1 
 
#### -- Indicar l’identificador OSPF del router 
## router-id ‘IP d’una de les interfícies’ 
Nacional (config)# router-id 10.0.12.2 
 
#### -- Configuració de les interfícies i la seva àrea 
## network ‘direcció IP’ ‘Wildcard’ area ‘area-id’ 
Nacional (config-router)#network 10.0.12.0 0.0.0.255 area 0 
 
 
####Configuració final router NACIONAL 
router ospf 1 
router-id 10.0.12.2 
network 10.0.12.0 0.0.0.255 area 0 
network 10.0.13.0 0.0.0.255 area 0 
network 10.0.14.0 0.0.0.255 area 0 
network 10.0.18.0 0.0.0.255 area 0 
network 10.0.19.0 0.0.0.255 area 0 
network 10.0.20.0 0.0.0.255 area 0 
network 10.0.21.0 0.0.0.255 area 0 
Disseny, desplegament i configuració d’un testbed de xarxa amb eines de monitoratge   21 
 
 
Fig. 3.2 Interconnexió dels Sistemes Autònoms  
 
A l’escenari s’han creat 5 Sistemes Autònoms, el 6500 correspon a la xarxa 
principal on estan tots els routers, i del 65001 al 65004 s’ha simulat xarxes 
externes amb un PC com s’ha comentat anteriorment. Per començar a 
configurar BGP en un router, s’ha d’indicar un número de procés de BGP. 
Aquest pot anar del 1 fins a 65535. En el testbed s’utilitza  del 65000 en 
endavant, ja que les altres numeracions estan reservades. El número de procés 
també serà el número de AS. 
 
Primer és configura la part eBGP en els routers frontera del AS. Consisteix en 
indicar quina es la IP del router frontera del AS que es vol establir una connexió 
i el seu número de AS.  Aquesta IP, ha de ser la de la interfície connectada al 
enllaç entre routers frontera. En el testbed s’ha de realitzar una configuració 
especial, ja que els ASes 65001-4 són simulats per un únic equip (PC). Com 
s’ha comentat en l’apartat 0.3.3, BGP utilitza TCP per establir la connexió amb 
el port 179. Aquesta connexió l’ha d’iniciar el PC; si ho fan els routers, el PC 
només podrà atendre una connexió, ja que tots iniciaran la sessió contra el 
mateix port, el 179. Per forçar que la connexió la iniciï el PC, s’indica als routers 
que estiguin en mode passiu per a les sessions BGP, i mai iniciaran ells la 
sessió, i esperaran a que ho faci el veí eBGP, en aquest cas, el PC. A 
continuació es pot veure la configuració eBGP d’uns dels routers de la xarxa.  
 
#### -- Número de procés intern i AS 
## router bgp ‘número de procés BGP’  
VALENCIA(config)# router BGP 65000 
 
#### -- Configuració eBGP 
## neighbor ‘IP interfície del router veí AS’  remote-as ‘número del procés BGP 
remot’ 
VALENCIA(config-router)# neighbor 10.0.16.3 remote-as 65003 
 
#### -- Configuració eBGP en mode passiu 
## neighbor ‘IP interfície del router veí AS’ transport connection-mode passive 
VALENCIA(config)# neighbor 10.0.16.3 transport connection-mode passive 
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El procés BGP d’un router s’identifica amb la IP d’una interfície del router. 
Abans d’iniciar la configuració iBGP, s’haurà de crear una interfície de loopback 
a cada router. Aquesta és una interfície virtual, i s’utilitzarà la IP configurada en 
aquesta interfície per identificar el procés BGP. Això assegura que no es 
perdran les sessions iBGP per un problema físic, ja que si s’utilitza la IP d’una 
interfície física o lògica i l’enllaç cau, es perdrà la sessió. Com que la interfície 
de loopback és lògica, mai caurà per un problema físic. Aquesta pràctica és 
habitual en les configuracions del routers per donar robustesa al protocol intern 
BGP. 
 
A les IPs de les loopback que utilitza BGP en el testbed, el primer octet sempre 
és 200, el tercer coincideix amb una les VLANs del router i l’últim sempre és 1, 
per obtenir una fàcil identificació per l’administrador. La màscara és una /32 ja 
que només s’utilitza una IP. 
  
En la configuració del iBGP, s’ha d’indicar quins són els veïns BGP dins el seu 
AS. També es modificarà la interfície amb la qual s’estableixen les relacions de 
veïns BGP per la de loopback, per si cau la interfície física no perdre la sessió 
BGP, ja que pot ser que és pugui arribar al mateix destí per un altre camí.    
 
Tot seguit es mostra la configuració iBGP d’uns dels routers de la xarxa i com 

























El routers que tenen configurat BGP i OSPF, routers frontera, ja poden veure 
totes les xarxes, però els routers que només tenen configurat OSPF no veuen 
les xarxes que estan fora del seu AS. Es vol configurar per a que els tots els 
routers puguin veure les xarxes externes. Per tant s’ha d’indicar als routers 
#### -- Configuració interfície de loopback 
## interface loopback ‘número interfície’ 
Nacional (config)# interface loopback 1 
## ip address ‘ IP’ ‘mascara’ 
Nacional (config-if)# ip address 10.0.12.2 255.255.255.0 
 
#### -- Identificador BGP 
## bgp router-id ‘ip loopback’ 
VALENCIA(config)# bgp router-id 200.0.16.1 
#### -- Configuració iBGP 
## neighbor ‘IP de la interfície del router del veí’  remote-as ‘número del procés 
BGP intern’ 
VALENCIA(config-router)# neighbor 200.0.22.1 remote-as 65000 
 
## neighbor ‘IP de la loopback del veí’ update-source loopback ‘número interfície’ 
VALENCIA(config-router)# neighbor 200.0.22.1 update-source Loopback1 
 
###Configuració final router VALENCIA 
 router bgp 65000 
 bgp router-id 200.0.16.1 
 neighbor 10.0.16.3 remote-as 65003 
 neighbor 200.0.22.1 description XARXA EXTERNA 
 neighbor 10.0.16.3 transport connection-mode passive 
 neighbor 200.0.22.1 remote-as 65000 
 neighbor 200.0.22.1 description CATALUNYA 
 neighbor 200.0.22.1 update-source Loopback1 
 neighbor 200.0.33.1 remote-as 65000 
 neighbor 200.0.33.1 description CANTABRIA 
 neighbor 200.0.33.1 update-source Loopback1 
 neighbor 200.0.34.1 remote-as 65000 
 neighbor 200.0.34.1 description CASTELLA I LLEO 
 neighbor 200.0.34.1 update-source Loopback1
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frontera que publiquin les xarxes externes per OSPF. A continuació es mostra 














No és una bona pràctica la distribució de les xarxes externes a través d’OSPF, 
































#### -- Distribució de xarxes externes BGP per OSPF 
## redistribute bgp ‘número AS intern’ subnet 
VALENCIA(config)#router ospf 1 
VALENCIA(config-router)# redistribute bgp 65000 subnets 
 
####Configuració final OSPF 
router ospf 1 
 router-id 10.0.7.2 
 redistribute bgp 65000 subnets 
 network 10.0.7.0 0.0.0.255 area 0 
 network 10.0.9.0 0.0.0.255 area 0 
 network 10.0.14.0 0.0.0.255 area 0 
 network 10.0.15.0 0.0.0.255 area 0 
 network 10.0.16.0 0.0.0.255 area 0 
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CAPÍTOL 4. GESTIÓ I MONITORATGE DE LA XARXA 
 
Un cop muntat i configurat l’escenari del testbed, es vol realitzar el monitoratge 
dels equips que el composen. El monitoratge de la xarxa permet realitzar un 
diagnòstic del funcionament d’aquesta. Per fer-ho, s’utilitza un protocol 
d’administració de xarxa. En el testbed s’utilitza el Simple Network 
Management Protocol (SNMP [5]). 
4.1. Protocol SNMP 
SNMP[D] és un protocol que facilita l’intercanvi d’informació d’administració 
entre dispositius de xarxa. Les versions més utilitzades són SNMP versió 1 i 
versió 2. La versió 3 te molts canvis respecte a les altres, especialment en 
seguretat, però no ha estat massa acceptada en el mercat. 
 
Una xarxa administrada a través de SNMP consisteix en tres components: 
 
 Dispositius administrables: Node de xarxa que conté un agent SNMP. 
Recull i emmagatzema informació d’administració, la qual és posada a 
disposició dels NMS’s utilitzant SNMP. 
 Agents: Mòdul de software d’administració de xarxa que està en un 
equip administrable. Aquest té coneixement local de la informació 
d’administració (memòria lliure, número de paquets IP rebuts, rutes, ...) 
la qual es traduïda a un format compatible amb SNMP i organitzada en 
jerarquies. 
 NMS  (Network Management Sysytem): Executa aplicacions que supervisen 
i controlen els dispositius administrables.  
 
Els dispositius administrables accepten quatre comanes: lectura (per  
supervisar), escriptura (per modificar), notificació (per reportar esdeveniments) i 
operacions transversals (per determinar quines variables suporta cada 
dispositiu i per recollir seqüencialment informació en taules variables). 
 
La informació dels dispositius administrables esta organitzada utilitzant la 
jerarquia MIB (Management Information Base). SNMP utilitza el protocol UDP 
per enviar missatges entre administradors i agents.  Els ports que utilitza són el 
161 per SNMP i el 162 per SNMP-trap. 
4.2. Configuració SNMP a l’equipament de la xarxa 
SNMP utilitza les comunitats per definir la relació que hi ha entre el gestor 
SNMP i l’agent. Les comunitats tenen un nom (actua com a paraula clau per 
regular l’accés al agent que té el router), permisos sobre els equips (lectura o 
lectura i escriptura), i una llista per controlar-ne l’accés (indica quins permisos 
tenen cada equip en funció de la seva adreça IP). Un cop definides les 
comunitats, es poden crear registres de vista que s’utilitzen per delimitar el 
objectes de la MIB accessibles per un gestor SNMP. Hi ha dues vistes 
predefinides, una everything (avarca tota la MIB), i l’altre rescticted (inclou 
nomes els grups system, snmpStats i snmpParties). També és poden crear 
vistes en funció de les necessitats. A continuació es mostra un exemple de 
configuració d’un equip de la xarxa.  
















Quan un NMS consulta un equip, ha d’assenyalar una adreça IP del equip a la 
qual sàpiga arribar. Si s’utilitza una adreça d’una interfície i aquesta perd 
l’enllaç, no es podrà realitzar la consulta. Per aquest motiu, és crea una 
interfície de loopback, a tots els equips, per poder realitzar consultes  SNMP 
sense perdre la gestió. Es necessari, com a mínim, que hi hagi un interfície 
aixecada per poder realitzar la consulta. En el testbed, totes les adreces de les 
loopbacks, per la gestió SNMP, els tres primers octets són igual 172.0.0.X, i 
l’últim identifica l’equip i va de l’1 al 20. S’utilitza una màscara /32 ja que només 
es necessita una adreça IP. 
 
Un dels missatges que es poden enviar entre agents i gestors són els traps. Els 
traps són generats per els agents per reportar certes condicions i canvis d’estat 
a un procés d’administració. Hi ha una llista molt llarga de traps que es poden 
activar en els equips, però en els routers del testbed només s’activarà el trap 
que adverteix si les interfícies cauen o enllacen. S’han afegit dues línies a la 
configuració de caràcter informatiu, per a quan es realitzi una consulta es pugui 












4.3. Configuració SNMP a l’equip de monitoratge 
 
 
Per poder realitzar el monitoratge dels equips de la xarxa mitjançant SNMP, 
s’ha instal·lat, al PC de monitoratge del testbed, el software Net-Snmp. Aquest 
#### -- Llistes de control d’accés (Acces Control List - ACL) 
##La primera comana deixa accedir els paquets del equip amb IP 10.0.13.3, la segona no 
##deixarà passar la resta de paquets. 
## access-list ‘número ACL’ ‘tipus accés’ host ‘IP de la màquina’ 
VALENCIA(config)# access-list 10 permit host 10.0.13.3  
VALENCIA(config)# access-list 10 deny any log 
 
#### -- Declaració de les vistes de la MIB 
## Es crea una vista anomenada public per al objecte system. 
## snmp-server view ‘nom de la vista’ ‘nom del grup de la  MIB’ ‘incloure/excloure’  
VALENCIA(config)# snmp-server view public system included 
 
  
#### -- Declaració de les comunitats 
##La primera comana deixa veure el grup system de la MIB i és podrà accedir des de 
##qualsevol estació sempre que estigui a la comunitat oscarrobRO. La segona dona 
##permisos d’escriptura i lectura al equip amb IP 10.0.13.3, que en l’escenari es el PC 
##de monitoratge, i que pertany a la comunitat oscarrobRW 
## snmp-server community ‘nom de la comunitat’ ‘permisos’ ‘vistes’ 
VALENCIA(config)# snmp-server community oscarrobRO view public ro 
VALENCIA(config)# snmp-server community oscarrobRW rw 10 
#### -- Configuració dels traps 
## snmp-server enable traps snmp ‘classe de trap’ 
VALENCIA(config)# snmp-server enable traps snmp linkdown linkup 
 
#### -- Informació referent al equip i la xarxa (ACL) 
## snmp-server location ‘ubicació del equip’ 
VALENCIA(config)# snmp-server location VALENCIA 
## snmp-server contact ‘contacte adminitrador de la xarxa’  
VALENCIA(config)# snmp-server contact Administrador: oscar.rodriguez@upc.net 
 
####Configuració final 
access-list 10 permit 10.0.13.3 
access-list 10 deny   any log 
snmp-server view public system included 
snmp-server community oscarrobRO view public RO 
snmp-server community oscarrobRW RW 10 
snmp-server location VALENCIA 
snmp-server contact Administrador: oscar.rodriguez@upc.net 
snmp-server enable traps snmp linkdown linkup 
snmp-server host 10.0.13.3 oscarrobRO 
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és una suite de software per l’ús i implementació del protocol SNMP(v1,v2 i v3). 
La suite conté una biblioteca de client genèric, un conjunt d’aplicacions de línia 
de comanes, un agent SNMP, mòduls Perl i mòduls Python. 
 
Un cop instal·lada la suite Net-SNMP, s’ha de configurar l’arxiu anomenat 
smpd.conf per la gestió dels equips. La configuració és molt semblant a la d’un 
router. Primer s’han de crear les llistes de control d’accés, per definir qui tindrà 
accés de lectura i escriptura, relacionat amb l’administració, i qui només lectura. 
Com que cap altre equip ha de modificar res del PC de monitoratge, només és 
configurarà accés de lectura/escriptura al mateix equip. Per fer-ho, s’indica que 
la IP que es deixa accedir és la 127.0.0.1, que correspon a la loopback del PC. 
Després s’han de crear els grups amb els seus permisos i la versió de SNMP a 
utilitzar, és defineixen les vistes de la MIB i per últim s’assignaran els permisos 
que tindrà cada grup. Com en els routers, també es pot afegir comanes de 



























Un cop configurada la part de la gestió dels equips, es configurarà la recepció 
de traps. S’ha de modificar l’arxiu snmptrapd.conf que porta la suite Net-snmp. 
En aquest s’indicarà, principalment, per quina interfície arribaran els traps i on 
es guardaran el registres.  A continuació es mostra l’arxiu que s’ha utilitzat per 
el PC de monitoratge del testbed. 
#### -- Llistes de control d’accés (ACL) 
##Es dona accés de lectura/escriptura al mateix equip i de lectura a qualsevol equip 
##de la xarxa 10.0.13.0 
##com2sec ’Nom ACL’ ‘domini’ ‘clau-comunitat’  
com2sec local 127.0.0.1/32 oscarrobRW 
com2sec xarxa 10.0.13.0/24 oscarrobRO 
 
#### -- Definició del grups 
##Els equips de l’ACL local tenen permisos de lectura i escriptura, i els de  
##l’ACL xarxa de lectura. S’indiquen que es poden utilitzar les 3 versions d’SNMP. 
## group ‘permisos’ ‘Versió SNMP’ ‘Nom ACL’ 
group MyRWGroup v1 local 
group MyRWGroup v2c local 
group MyRWGroup usm local 
group MyROGroup v1 xarxa 
group MyROGroup v2c xarxa 
group MyROGroup usm xarxa 
 
#### -- Definició de les vistes 
##Indiquem que es vol veure tot 
##’nom’ ‘incloure/excloure’ ‘subbranca de la MIB’ ‘mascara’ 
view all  included  .1        80 
 
#### -- Assignació dels permisos als grupos 
##access‘grup’‘context’‘sec.model’‘sec.nivell’‘prefix’‘lectura’ ‘escriptura’ 
access MyROGroup ""       any       noauth    exact  all    none  none 
access MyRWGroup ""       any       noauth    exact  all    all   all 
 
#### -- Informació del equip i de la xarxa 
syslocation Servidor NfSend -- Proyecto Testbed xarxa IP  
syscontact Administrador Oscar Rodriguez R. (oscar.rodriguez@upc.net) 
##Defineix una llista d’adreces d’escolta per a traps. 
snmpTrapdAddr 10.0.13.3 
##On es genea el arxiu PID 
pidFile /var/run/snmptrapd.pid 
##Desactiva qualsevol control d’accés i accepta totes les notificacions  
disableAuthorization yes 
##On es guarden els registres de snmptrapd 
logOption f /var/log/snmptrapd.log 
##Dona format als registres guardats  
outputOption n 
##Escriu en format numèric el esdeveniments relacionats amb la mib-2 
printEventNumbers yes 
Disseny, desplegament i configuració d’un testbed de xarxa amb eines de monitoratge   27 
CAPÍTOL 5. MONITORATGE DEL TRÀFIC 
 
Entendre la composició del tràfic es interessant  per conèixer l’ús que se li està 
donant a les infraestructures. Les estadístiques (comptadors) SNMP de les 
interfícies són útils, però ofereixen poc detall sobre el tràfic, ja que només 
informen del volum que s’ha cursat. No informen sobre qui genera el tràfic, quin 
és el destí, protocol que utilitza, etc. Tota aquesta informació només la reporten 
solucions orientades a fluxos. Per aquest motiu, la manera més adient de 
realitzar el monitoratge és utilitzar una eina on els components de la xarxa 
reportin informació sobre el fluxos. Avui dia, l’eina i protocol més utilitzat per la 
mesura de fluxos és NetFlow. 
 
5.1. Netflow 
NetFlow és un protocol de xarxa desenvolupat per Cisco Systems al 1996 per 
córrer sobre Cisco IOS habilitant l’equip per a la recollida d’informació de tràfic 
IP. Altres venedors ofereixen funcions similars per als seus routers però amb 
noms diferents: Juniper Networks (Jflow o cflowd), 3Com/H3C (NetStream), 
Huawei Technology (NetStream) i Alcatel-Lucent (Cflowd). 
Els routers Cisco que tenen la característica NetFlow, poden generar registres 
NetFlow que contenen informació referent al tràfic cursat per el router. Aquest 
són exportats a un col·lector de dades NetFlow utilitzant principalment el 
protocol User Datagram Protocol (UDP[6]) o Stream Control Transport Protocol 
(SCTP[7]). Aquesta informació és emmagatzemada en el col·lector per a que el 
administrador faci consultes dels registres reportats per els routers. 
En la figura 5.1 es veu un esquema de xarxa per a NetFlow. Hi ha un router 
(R3) que te habilitat NetFlow, aquest envia registres NetFlow, amb informació 
del tràfic, cap a un col·lector de dades NetFlow. L’administrador de la xarxa 




Fig. 5.1 Arquitectura de NetFlow i entitats  
 
Disseny, desplegament i configuració d’un testbed de xarxa amb eines de monitoratge   28 
 
5.1.1. Beneficis de NetFlow 
Els principals beneficis de l’ús de NetFlow són: 
 Control de dades: Monitoratge de la xarxa en temps real. 
 Seguiment de les aplicacions: Saber a quin programa o servei va 
associat cada flux de dades i poder estudiar per veure si s’ha d’ampliar 
l’ample de banda de la xarxa o donar prioritat en vers un altre servei. 
 Seguiment dels usuaris: Veure quins recursos utilitza cada usuari per 
facilitar l’accés o resoldre problemes de seguretat. 
 Planificació de la xarxa: Serveix per ajudar a predir quines necessitats 
tindrà la xarxa i ajudar a maximitzar el rendiment, la capacitat i fiabilitat 
d’aquesta. 
 Anàlisis de seguretat: Identifica i classifica els atacs de denegació de 
servei (DdoS), virus i cucs. 
 Comptabilitat i facturació: Es pot veure la utilització dels recursos com 
BW, QoS, temps de connexió, etc. Aquestes utilitats ajuden als 
proveïdors de serveis amb la facturació dels seus productes. 
 Magatzem de dades: Es pot guardar la informació per fer estadístiques i 
estudis dels clients. 
5.1.2. Flow (Flux de dades) 
Cisco defineix un flux de dades com una seqüència unidireccional de paquets 
que tenen 7 elements en comú: 
1. Adreça IP origen 
2. Adreça IP destí 
3. Port origen per UDP, TCP o per altres protocols.  
4. Port destí per UDP, TCP o per altres protocols. 
5.   Protocol de capa 3 (Xarxa) – IP, ICMP, ARP, RARP, X.25, IPX... 
6. Interfície d’entrada  
7.  Tipus de servei (Byte ToS) 
Un cop diferenciats els fluxos de dades, aquests són processat a la memòria 
cau NetFlow del equip. 
 
5.1.3. Administració de la memòria cau 
NetFlow crea una entrada a la memòria cau que conte la informació de tots els 
fluxos actius. Aquesta informació s’exporta a un col·lector periòdicament, 
depenent dels temporitzadors i estat de la memòria. La quantitat de dades a 
exportar ha de ser l’1,5% del trànsit commutat per el router o switch. Té un 
conjunt d’algoritmes per detectar si un paquet és part d’un flux existent o ha de 
generar un nou flux d’entrada a la memòria i determinar l’antiguitat o venciment 
d’un flux. 
Les regles que segueix NetFlow per expirar un flux de la memòria són les 
següents: 
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 Inactivitat d’un flux durant un temps determinat per el temporitzador 
d’inactivitat, per defecte ve definit a 15 segons.  
 Temps d’activitat d’un flux superior a la que ve marcada en el 
temporitzador d’activitat, per defecte són 30 minuts. 
 Si la memòria cau està plena, elimina els fluxos mes antics. 
 Quan es finalitza (flag = FIN) o es reseteja (flag = RST) una connexió 
TCP.  
5.1.4. Versions de Netflow 
Des que es va crear NetFlow a l’any 1996 s’han creat 9 versions diferents per 
intentar millorar el anterior i adaptar-se a les necessitats del moment. 
 
Taula 5.1 Versions de NetFlow   
Versió Comentari 
v1 Primera implementació ara obsoleta i limitat a Ipv4 (sense màscara IP i números AS). 
V2 Versió de Cisco interna, mai s’ha publicat. 
V3 Versió de Cisco interna, mai s’ha publicat. 
V4 Versió de Cisco interna, mai s’ha publicat. 
V5 La versió més comuna i utilitzada, disponible en molts routers de diferents marques, però restringit als fluxos d’Ipv4. 
v6 Ja no s’admet per Cisco.  
V7 Igual que la versió 5 amb un camp del router d’origen. 
V8 Agregació de diversos fluxos però només per a la informació que ja està present en els registres de la versió 5. 
v9 Basat en plantilles. Generalment s’utilitza per informar sobre fluxos de dades com Ipv6, MPLS, o fins i tot Ipv4 amb nexthop BGP. 
 
Es detallarà la versió 5, que és la més comuna, i la versió 9 que està basada en 
plantilles i permet treballar amb Ipv6 entre d’altres. 
 
5.1.5. Netflow versió 5 
El datagrama de NetFlow a exportar es composa d’un encapçalament i una 
seqüència de registres de flux. La capçalera conté informació com el número 
de seqüència, quantitat de registres i sysUpTime (temps des de l’últim reinici). 
El registre conté informació sobre el flux com adreces IPs, ports i informació 
d’encaminament.  
A continuació es mostra el datagrama i la capçalera utilitzada per el format 
d’exportació NetFlow versió 5. 
 
Fig. 5.2 Datagrama NetFlow  
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Fig. 5.3 Capçalera NetFlow versió 5  
 
Acte seguit és pot veure una descripció dels camps de la capçalera i el format 
del registre NetFlow versió 5  
 
Taula 5.2 Descripció dels camps de la Capçalera NetFlow Versió 5 
Camp Descripció 
Versió Versió NetFlow exportada en aquest paquet 
Contador Numero de Registres de flux continguts en aquest paquet. 
System Uptime  Temps, en milisegons, que aquest dispositiu va ser iniciat  per primer cop. 
Segons UNIX Temps Universal coordinat (UTC)  
Nanosegons UNIX   Temps, en nanosegons, que aquest dispositiu va ser iniciat  per primer cop. 
FSN - Flow Sequence Number Numero de seqüència dels fluxos totals vistos  
Reservat Camp a zero 
Tipus de motor  Tipus de flux de commutació de motor: 0 per RP, 1 per VIP/LC.  
ID motor numero VIP o LC  per el flux de commutació del motor.  
 
Taula 5.3 Format del registres NetFlow versió 5  
Contingut Bytes Descripció 
srcaddr  0-3  Adreça IP origen 
dstaddr  4-7  Adreça IP destí 
nexthop  8-11  Adreça IP del següent router, el següent salt. 
Input  12-13  Interfície d’entrada SNMP ifIndex  
output  14-15  Interfície de sortida SNMP ifIndex 
dPkts  16-19  Paquets en el flux 
dOctets  20-23  Octets (bytes) en el flux 
first  24-27  SysUptime al inici del flux 
last  28-31  SysUptime en el moment en que l’últim paquet del flux es va rebre. 
Srcport  32-33  Número de port origen o el seu equivalent del protocol de capa 4 (TCP, UDP,...) 
dstport  34-35  Número de port destí o el seu equivalent del protocol de capa 4 (TCP, UDP,...) 
pad1  36  Sense utilitzar (Padding) 
tcp_flags  37  Acumulatius OR dels indicadors de TCP 
prot  38  Protocol de capa 4 (6=TCP, 17=UDP,...)  
tos  39  Byte de TOS (Tipus de Servei IP) 
src_as  40-41  Número del AS (Sistema Autònom) de la font 
dst_as  42-43  Número del AS (Sistema Autònom) del destí 
src_mask  44  Mascara de l’adreça origen 
dst_mask  45  Mascara de l’adreça destí 
pad2  46-47  Sense utilitzar (Padding) 
 
La versió 5 va ser una millora de la versions anteriors. Com a factor principal, 
afegeix la informació del sistema autònom per a BGP i números de seqüència 
de flux, perquè com funciona amb el protocol UDP, si es perd un paquet, el 
destí siguin conscient de la pèrdua. 
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5.1.6. Netflow versió 9 
La característica distintiva del format de NetFlow versió 9 és que està basat en 
plantilles [8]. Aquestes proporcionen un disseny extensible per al format del 
registre, una característica que hauria de permetre que les millores que 
s’apliquessin en el futur no afectessin al format de registre del flux. Aquesta 
versió és un estàndard a la IETF mitjançant el Grup de Treball IPFIX (Internet 
Protocol Flow Information eXport).   
Una plantilla descriu un format de registre de NetFlow i els atributs dels camps, 
com tipus o longitud, dins el registre. El router o switch assigna a cada plantilla 
un número de identificació, que és comunicat al col·lector NetFlow junt amb la 
descripció de la plantilla. 
A continuació es pot veure una llista de les plantilles a exportar amb els camps 
corresponent d’exportació. 
 
Taula 5.4 Plantilles a exportar amb NetFlow versió 9 
Numero de la plantilla d’exportació Camps d’exportació 
1 Ipv4  
8 Multiprotocol Label Switching (MPLS)  
21 Agregació de cau amb o sense subfluxos BGP 
3 BGP, BGP veí i multicast  
4 Optimitzer Edge Routing (OER) 
2 MAC i informació auxiliar  
11 Informació de mostreig a l’atzar, nom de les interfícies, opció de mostreig o opcions d’estat a exportat 
 
Els paquets de NetFlow versió 9, consisteixen en una capçalera i els registres 
de flux. El encapçalament del paquet identifica la versió i proporciona altres 
informacions com es veu a la figura 5.3. 
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Taula 5.5 Descripció dels camps de la Capçalera de NetFlow Versió 9 
Nom del camp  Descripció 
Versió La versió dels registres de NetFlow exportats en aquest paquet, per a la versió 9 aquest valor és 0x0009. 
Contador  Quantitat de registres de flux (tant de plantilla i dades) contingut dins d’aquest paquet. 
System Uptime  Temps en milisegons que aquest dispositiu va ser arrencat per primer cop. 
Segons UNIX   Segons des de 0000 Temps Universal coordinat (UTC) 1970 
Seqüència de paquet 
Comptador de seqüència incremental de tots els paquet exportats enviats des 
de aquest dispositiu. Aquest és un canvi de la versió 5 i 8 de la capçaleres 
NetFlow.  
ID origen 
La Font camp ID és un valor de 32 bits que s’utilitza per garantir la unicitat de 
cada flux exportat des d’un dispositiu en particular. El format d’aquest camp és 
específic de cada proveïdor . Per exemple, en una aplicació de Cisco, els dos 
primers bytes són reservats per a una futura expansió, i són sempre zero. El 
Byte 3 proporciona singularitat pel que fa al motor d’encaminament en el 
dispositiu d’exportació. El Byte 4 proporciona unicitat pel que fa a la targeta de 
línia. El recol·lector ha d’utilitzar la combinació de l’adreça IP d’origen i la font 
d’identificació de camp per vincular a un paquet d’entrada a l’exportació de 
NetFlow amb una instància única de NetFlow en un dispositiu en particular.  
 
Hi ha dos tipus de registres de flux: les plantilles de registre de flux i els 
registres de flux de dades. Les plantilles de registre de flux descriuen els camps 
que tindrà el registre de flux de dades. Cada registre de flux de dades conté els 
valors o les dades estadístiques de un o diferents fluxos amb el mateix 
identificador (ID) de plantilla. Quan el col·lector de NetFlow rep una plantilla de 
registre de flux, guarda la plantilla per a que els registres de flux de dades 
posteriors que coincideixin amb el ID i la adreça origen, siguin analitzats 
d’acord les definicions de la plantilla. Els registres de flux sempre seguiran el 
mateix ordre en els camps de dades tal i com està definit a les plantilles. 
En la figura 5.4  és mostra un paquet, una plantilla i un registre de flux de dades 
de la versió 9 de NetFlow. 
 
 
                       
 








Fig. 5.5 Paquet, plantilla i registre de flux de NetFlow versió 9 
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5.2. Sampled NetFlow 
Sampled NetFlow és un sistema de mostreig per a la recollida d’informació 
referent al trànsit. En una interfície, Sampled NetFlow permet recollir 
estadístiques de NetFlow per a un subconjunt d’entrades de trànsit. D’aquesta 
manera es redueix significativament la utilització de la CPU, ja que no s’ha 
d’analitzar tot el trànsit que arriba, es redueix el volum d’exportació, envia  una 
aproximació del tràfic cursat, i tot i així permet tenir una visió molt precisa de la 
majoria de les connexions  IP en el dispositiu. El mostreig es molt útil per a la 
planificació de la capacitat d’una xarxa, ja que no es necessari analitzar tots els 
fluxos per comprendre el comportament de la xarxa.  
 
Hi ha 3 tipus de mostreig utilitzat en les plataformes de Cisco: mostreig 
determinista, temps de mostreig i presa de mostres a l’atzar.  El mostreig 
determinista selecciona tots els paquets múltiples d’N (0, N, 2N...), amb N 
especificats per l’usuari. El mostreig al atzar, triarà al atzar a un dels paquets 
de N (qualsevol entre 0 i N-1), amb N especificat per l’usuari. El temps de 
mostreig seleccionarà un paquet per mostrejar cada N milisegons. 
 
En la figura 5.6 s’observa com funcionen el models aleatori i determinista de 
Sampled NetFlow. A la part superior, el model determinista tria el primer paquet 
de cada 5 paquets que passen per la interfície. En la part inferior el model 







Fig. 5.6 Model aleatori i determinista de Sampled NetFlow 
 
5.3. Configuració Netflow als routers 
El protocol NetFlow principalment es pot habilitar en routers i switchos Cisco, 
però existeixen altres venedors d’equipament de xarxa que també ho suporten 
com Alcatel, Juniper, Enterasys i Foundry. L’equipament del testbed és de la 
marca Cisco, i per tant, la configuració que es detallarà és per aquets equips. 
  
Per configurar NetFlow als equips, primer s’habilita l’emmagatzemen, a la 
memòria cau del router, del tràfic que travessa la interfície desitjada. Tot seguit 
s’indica al router la versió del protocol NetFlow que es fa servir. Desprès a on 
ha d’exportar la informació que te el router guardada a la memòria cau. I per 
últim, quina es la interfície d’origen, per informar al col·lector quina es la IP 
d’origen de les exportacions enviades per l’equip.  
 
Model determinista 
 Model aleatori 
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Acte seguit es pot observar les comanes de configuració de NetFlow en un 





Per verificar que s’ha configurat correctament el protocol NetFlow i que està 
funcionant, es pot executar la següent comanda. Aquesta mostra l’estat actual 
de la memòria cau NetFlow, un llistat dels fluxos que estan en memòria i un 





















Si es vol verificar tot el que fa referència a la exportació dels registres cap al 
col·lector, s’executarà la següent comana. 
#### -- Habilitar l’emmagatzemen a la memòria cau 
VALENCIA(config)#interface fastEthernet 0 
VALENCIA Router(config-if)#ip route-cache flow 
 
#### -- Versió de NetFlow a uilitzar  
##Per als routers que utilitzen BGP també s’indica que es vol exportar el número del 
##següent AS i l’AS origen. 
## ip flow-export version ‘versió NetFlow’ 
VALENCIA(config)# ip flow-export version 5 bgp-nexthop origin-as 
 
#### -- Col·lector NetFlow 
## S’indica a on s’han d’enviar els reports NetFlow 
## ip flow-export destination ‘ip col·lector’ ‘port escolta col·lector’ 
VALENCIA(config)# ip flow-export destination 147.83.118.30 9991 
 
#### -- Interfície d’origen NetFlow 





 ip route-cache flow 
ip flow-export source FastEthernet0 
ip flow-export version 5 origin-as bgp-nexthop 
ip flow-export destination 10.0.13.3 9910 
VALENCIA#show ip cache flow 
IP Flow Switching Cache, 278544 bytes 
  2 active, 4094 inactive, 28151 added 
  540192 ager polls, 0 flow alloc failures 
  Active flows timeout in 30 minutes 
  Inactive flows timeout in 15 seconds 
IP Sub Flow Cache, 25736 bytes 
  2 active, 1022 inactive, 28151 added, 28151 added to flow 
  0 alloc failures, 0 force free 
  1 chunk, 1 chunk added 
  last clearing of statistics never 
Protocol         Total    Flows   Packets Bytes  Packets Active(Sec) Idle(Sec) 
--------         Flows     /Sec     /Flow  /Pkt     /Sec     /Flow     /Flow 
TCP-Telnet          50      0.0        62    41      0.0      23.2      11.8 
TCP-BGP          21401      0.0         1    49      0.0       3.8      15.7 
TCP-other            2      0.0         2    60      0.0      10.4      15.5 
UDP-other            4      0.0         2   151      0.0       0.5      15.7 
ICMP              6692      0.0         1   104      0.0       0.0      15.9 
Total:           28149      0.0         1    56      0.1       3.0      15.7 
 
SrcIf         SrcIPaddress    DstIf         DstIPaddress    Pr SrcP DstP  Pkts 
Fa0.2         10.0.13.4       Local         10.0.16.1       06 EC02 0017    67 
Fa0.1         200.0.22.1      Local         200.0.16.1      06 00B3 46D6     2 




Amb aquesta configuració el router ja pot enviar les dades NetFlow al col·lector 
correctament per poder ser analitzades.  
 
Com s’indica en l’apartat 0.2.13.2.5.1.3, NetFlow té quatre regles que 
determinen el moment d’enviament dels registres NetFlow. Entre elles, hi han 
dues que depenen de temporitzadors, inactivitat i activitat d’un flux. Aquets 
temporitzadors es poden modificar si es creu convenient.  
 
El temporitzador d’inactivitat es aquell que s’activa quan el router detecta un 
flux i aquest s’atura, si sobrepassat el temps definit no ha detectat trànsit, la 
informació sobre aquest flux és enviada cap al col·lector i eliminada de la 
memòria cau, per defecte està definit a 15 segons. 
 
El temporitzador d’activitat es aquell que s’activa quan el router detecta un flux, 
si sobrepassat el temps definit segueix detectant trànsit, la informació sobre 
aquest flux es enviada cap al col·lector i es torna a crear una nova entrada a la 
memòria cau, per defecte ve definit a 30min.   
 
A continuació es mostra com modificar els valors dels temporitzadors.  
 
 
5.4. Configuració Sampled Netflow als routers 
Tal com s’ha comentat en l’apartat 6.1.5.2, hi han 3 tipus de mostreig utilitzat en 
les plataformes de Cisco: mostreig determinista, temps de mostreig i presa de 
mostres a l’atzar. Els models de routers que s’instal·len en l’escenari només 
suporten el mostreig per presa de mostres a l’atzar. 
 
Per activar-lo primer s’ha de indicar quina es la freqüència de presa de 
mostres, ha de ser com a mínim 1 o com a màxim 65535.  Per exemple si 
#### Temporitzador d’activitat 
## S’indica el temps que es guarda, a la memòria cau, la informació d’un flux actiu 
## ip flow-cache timeout active ‘temps en minuts’ 
MADRID(config)#ip flow-cache timeout active 25 
 
#### Temporitzador d’activitat 
## S’indica el temps que es guarda, a la memòria cau, la informació d’un flux inactiu 
## ip flow-cache timeout inactive ‘temps en segons’ 
MADRID(config)#ip flow-cache timeout inactive 10 
VALENCIA#show ip flow export 
Flow export v5 is enabled for main cache 
  Exporting flows to 10.0.13.3 (9910) 
  Exporting using source interface FastEthernet0 
  Version 5 flow records, origin-as 
  28163 flows exported in 16918 udp datagrams 
  0 flows failed due to lack of export packet 
  0 export packets were sent up to process level 
  0 export packets were dropped due to no fib 
  0 export packets were dropped due to adjacency issues 
  0 export packets were dropped due to fragmentation failures 
  0 export packets were dropped due to encapsulation fixup failures 
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posem 10, el router agafarà en mitja 1 mostra de cada 10 que passen. Desprès 
s’ha de dir a quina interfície es vol activar aquest mostreig. Atenció, si abans 
estava configurat el NetFlow normal, s’ha de desactivar a la interfície ja que si 
es configura el Sampled NetFlow directament aquest no causarà efecte i el 


































#### -- Configuració del mostreig aleatori 
## flow-sampler-map ‘nom del mostreig’ 
VALENCIA(config)# flow-sampler-map mostreig_testbed 
## mode random one-out-of ‘freqüència de mostreig’ 
VALENCIA Router(config-if)# mode random one-out-of 100 
 
#### -- Descativar NetFlow normal 
VALENCIA(config)# interface FastEthernet0 
VALENCIA(config-if)# no ip route-cache flow 
 
#### -- Activar mostreig a l’interfície 
VALENCIA(config-if)# flow-sampler-map mostreig_testbed 
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CAPÍTOL 6. RECOL·LECCIÓ, PROCESSAMENT I 
VISUALITZACIÓ DELS REGISTRES NETFLOW: NFSEN 
 
 
Com s’ha comentat en l’apartat 5.1 els routers envien registres NetFlow a un 
dispositiu per recol·lectar, emmagatzemar, consultar i visualitzar la informació 
enviada.  Aquest dispositiu ha de tenir instal·lat un software que li permeti 
realitzar totes aquestes tasques. Actualment, en el mercat, hi ha una amplia 
oferta de productes per analitzar el tràfic de la xarxa utilitzant NetFlow, en 
funció de les prestacions. En el testbed s’ha triat el software lliure Netflow 
Sensor (NfSen). NfSen és una suite que permet recollir, emmagatzemar, 
processar i visualitzar informació del registres Netflow enviats per els 
dispositius de xarxa. 
 
6.1. Arquitectura Netflow Sensor  
 
NfSen[I] és un front-end, part del software que interactua amb els usuaris al 
final del procés, que mitjançant un entorn web, l’usuari pot analitzar el tràfic 
cursat per els routers.   
 
La figura 6.1 mostra com l’usuari consulta informació referent al tràfic a traves 
del col·lector NfSen, i aquest obté la informació a partir dels registres Netflow 




















NfSen ha de realitzar un seguit de processos per a que els usuaris puguin 
visualitzar la informació referent al tràfic cursat per la xarxa. A la figura 5.1 és 

































Fig. 6.2 Tractament dels registres que arriben al col·lector 
 
 
En la part superior de la figura es mostra com els routers del testbed envien 
registres NetFlow cap al col·lector NfSen, aquest els captura i els guarda per a 
ser processats. Per la part inferior, l’usuari vol veure la informació enviada per 
els routers, per fer-ho, consulta la pàgina web allotjada al servidor Apache. 
Aquest mitjançant PHP i Perl mostra per pantalla informació del tràfic en forma 
de text i gràfiques. 
 
A continuació és detallen els processos que té NfSen, des de la captura dels 
registres fins a la visualització de les dades. 
 
6.1.1. Captura i emmagatzemat  dels registres Netflow 
nfcapd[II] es la eina que permet capturar els registres NetFlow provinents dels 
routers. És tracta d’un procés que ha d’estar sempre executat i que va escoltant 
per el port indicat. Aquest port serà diferent per cada dispositiu de la xarxa; per 
tant, hi haurà un port d’escolta per cada dispositiu que envií registres al 
col·lector. Per aquest port entren les dades dels registres NetFlow, i aquestes 
les guarda en arxius que es generen cada N minuts en un directori indicat per a 
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Consulta whois i enviament de correus 






  NfSenRegistres 
 NetFlow 
Apache 
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El format dels arxius generats segueixen el següent patró 
‘nfcapd.AAAAMMDDhhmm’ on A es l’any, M el mes, D el dia, h l’hora i m el minut en 
que s’ha generat l’arxiu. 
 
Aquestes dades després són processades per Nfdump, com es pot veure a la 





Fig. 6.3 Tractament dels registres que arriben al col·lector 
 
 
Nfcapd té moltes opcions per generar, guardar i tractar els arxius. Les més 
destacables són: 
 
Taula 6.1 Opcions destacables del dimoni nfcapd 
 
Etiqueta Descripció 
-D Executa el dimoni nfcapd en background 
-P Especifica el número del port a escoltar. Per defecte el port és 9995 
-t  Especifica el interval de temps en segons per generar els arxius. El valor per defecte és 300 (5 minuts). 
-w Sincronitza la generació d’arxius amb l’hora del sistema operatiu segons linterval definit (-t). Per exemple, si definim 5 minuts d’interval, aquest generarà l’arxiu als minuts 0,5,10,15... de cada hora. 
  -l Especifica el directori base per emmagatzemar els fitxers de sortida. 
-S 
Permet definir una jerarquia de subdirectoris que pengen del directori base especificat (-l).   Hi han 8 Opcions:    
0 default                    No hi ha jerarquia 
1 %Y/%m/%d           any/mes/dia 
2 %Y/%m/%d/%H    any/mes/dia/hora 
3 %Y/%W/%u          any/semana del any/dia de la setmana 
4 %Y/%W/%u/%H   any/semana del any/dia de la setmana/hora 
5 %Y/%j                   any/dia de l’any 
6 %Y/%j/%H            any/dia del any/hora 
7 %Y-%m-%d          any-mes-dia 
8 %Y-%m-%d/%H   any-mes-dia/hora 
 
 







# nfcapd -w -D -l /var/data/NetFlow/router_prova/ -p 9995 –t 240 
Arxius binaris 
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La comana anterior executa el procés en nfcapd en background (-D) i guarda 
els fluxos escoltats per el port 9995 (-p 9995) en el directori 
/var/data/NetFlow/router_prova/  (-l) en arxius que es generen cada 4 minuts (-t) i 
sincronitza amb el inici de cada minut amb el rellotge del sistema operatiu (-w). 
 
6.1.2. Processat dels arxius 
Un cop generats els arxius, aquets es poden consultar mitjançant l’eina 
Nfdump[II]. Els arxius que genera nfcapd són en format binari. Nfdump és una 
eina que permet veure per pantalla la informació recol·lectada per el router en 
format de text. A part també es pot definir un seguit de filtres i opcions per 




Fig. 6.4 Procés de tractament d’arxius per Nfdump 
 
Hi han 5 conceptes que s’han de tenir presents per tractar els arxius generats 
per el dimoni nfcapd: el nombre d’arxius que es volen visualitzar, el format, si 
es vol agregar fluxos en funció d’un o varis camps, filtres que es volen aplicar i 
estadístiques. 
 




Taula 6.2 Opcions per determinar el nombre d’arxius a tractar 
Etiqueta Descripció 
-r Un arxiu ( -r nom_del_arxiu) 
-R Una seqüència d’arxius (-R /directori/primer_arxiu:darrer_arxiu) 
-M Tots els arxius d’un directori o seqüència de directoris(-M /directori o –M /directori/primer_directori1:directori2:directoriN) 
 
 
El format de visualització determinarà els camps, de cada flux, que es vol 
presentar per pantalla. El format de la comana és ‘ –o “fmt:Etiquetes” ’ on 
Etiquetes són els camps que es volen mostrar per pantalla. A continuació es 
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Taula 6.3 Camps dels fluxos que es poden visualitzar 
Etiqueta Descripció  Etiqueta Descripció 
%ts Marca temporal del inici del flux  %das AS destí 
%te  Marca temporal del final del flux  %in  Número interfície d’entrada 
%td Duració  %out Número interfície de sortida 
%pr  Protocol  %pkt  Paquets 
%sa  Adreça IP origen  %byt Bytes 
%da  Adreça IP destí  %fl  Nombre de fluxos 
%sap Adreça IP origen:port  %tcp Banderes TCP 
%dap Adreça IP destí:port  %tos ToS (Tipus de servei) 
%sp Port origen  %bps bps – bits per segon 
%dp Port destí  %pps pps –paquets per segon 
%sas  AS origen  %bpp bpp – Bytes per paquet 
 
Amb l’etiqueta –A es pot agregar els fluxos segons la seva IP d’origen (-A 
srcip), la seva IP de destí (-A dstip), el seu port d’origen (-A SrcPort) o el seu 
port destí (-A dstport). 
 
El filtrat ajudarà a descartar tot allò que no es vol que surti per pantalla i 




Taula 6.4 Filtres Nfdump 
Etiquetes Descripció 
ipv4,ipv6 Versió del Protocol IP 
TCP, UDP, ICMP, GRE, ESP, AH, RSVP Tipus de protocol 
IP a.b.c.d IP 
SRC, DST Origen o Destí 
NET a.b.c.d  Xarxa 
PORT Port 
IF <número> Interfície 
IN, OUT Junt amb la etiqueta ‘IF’ indiquem si el tràfic és d’entrada o sortida per aquella interfície. 
Flags <bandera_tcp>  
Per indicar la bandera TCP que es vol filtrar on <bandera_tcp> pot ser: A 
(ACK), S (SYN), F (FIN), R (Reset), P (Push), U (Urgent), X ( Totes les 
banderes) 
tos  Tipus de servei 
packets <número> On  <número> és el nombre de paquets 
bytes  <número> On  <número> és el nombre de bytes 
pps  <número> On  <número> és el nombre de paquets per segon 
duration  <número> On  <número> és la duració en milisegons 
bps  <número> On  <número> és el nombre de bits per segon 
bpp  <número> On  <número> és el nombre de bites per paquet 
AS  <número> On  <número> és el número del AS 
=,<,> Per dir que un valor a de ser igual a un altre (=), menor (<) o major (>). 
 
Per entendre la nomenclatura dels filtre a continuació es pot veure un exemple. 
 
Srv_Monitoritzacio:/# nfdump -r /profiles-data/live/NACIONAL/nfcapd.201011032115    
'proto tcp and src ip 200.0.17.1 or proto ICMP and src ip 10.0.13.3' –A srcip 
 
Date flow start          Duration    Src IP Addr   Packets Bytes  bps  Bpp  Flows 
2002-03-14 20:26:50.074   254.704     200.0.17.1      10    495   15   49     5 
 
Summary: total flows: 5, total bytes: 495, total packets: 10,avg bps: 15, avg pps: 0, 
avg bpp: 49 
Time window: 2002-03-14 20:25:45 - 2002-03-14 20:31:04 
Total flows processed: 101, Blocks skipped: 0, Bytes read: 5280 
Sys: 0.004s flows/second: 20208.1    Wall: 0.000s flows/second: 528795.8 
Disseny, desplegament i configuració d’un testbed de xarxa amb eines de monitoratge   42 
 
La anterior comana mostrarà per pantalla tots els fluxos del router NACIONAL 
de l’arxiu nfcapd.201011032115 que utilitzen protocol TCP i IP origen 
200.0.17.1 o els fluxos que utilitzen el protocol ICMP amb IP origen 10.0.13.3 . 
Tot això agregat per la IP d’origen.  No s’ha indicat el format de presentació de 
la informació perquè si no la comana seria molt llarga, si no s’indica, utilitza per 
defecte el que es veu en el exemple anterior. En el resultat es pot veure que hi 
han 5 fluxos que compleixen amb aquesta condició.  
 
I per últim es veuran les estadístiques que es poden fer amb els fluxos.  El 
format és ‘ –n número –s etiqueta’ on número seran els N millors de la 
estadística que es vol veure, i etiqueta  és el tipus d’estadística que es veurà. A 
continuació es poden veure els tipus d’estadístiques que es poden realitzar. 
 
 
Taula 6.5 Tipus d’estadístiques 
 
Etiquetes Descripció 
record Estadística sobre els registres agregats de NetFlow
srcip Estadística sobre la IP origen 
dstip Estadística sobre la IP destí 
IP Estadística sobre IP origen o destí 
srcport Estadística sobre els ports origen 
dstport Estadística sobre els ports destí 
port Estadística sobre els ports origen i destí 
srcas Estadística sobre els AS origen 
dstas Estadística sobre els AS destí 
as Estadística sobre els AS origen i destí 
inif Estadística sobre les interfícies d’entrada 
outif Estadística sobre les interfícies de sortida 
if Estadística sobre les interfícies de sortida i entrada 
proto Estadística sobre els protocols 
 
6.1.3. Consulta i visualització del tràfic 
NfSen utilitza Hypertext Pre-processor (PHP) i Perl per consultar i visualitzar les 
dades que a processat Nfdump. PHP és un llenguatge de programació que, 
junt HyperText Markup Language (HTML), permet crear pagines web 
dinàmiques. Per poder consultar les pàgines web cal un servidor HTTP[9], i en 
el testbed s’ha configurat un servidor HTTP Apache en l’equip de monitoratge. 
L’annex III explica la configuració del servidor. 
 
El codi PHP va dintre del codi HTML d’una pàgina web. Quan un client visita la 
pàgina web que conte aquest codi, el servidor l’executa i el client només rep el 
resultat, per tant la seva execució només és en el servidor, a diferencia d’altres 
llenguatges que s’executen en el navegador. Pot ser executat a la majoria de 
Sistemes Operatius com Linux, en el cas del escenari, MAC OS, Windows, etc. 
NfSen requereix una versió PHP superior a la 4. Al servidor s’ha instal·lat la 
versió 4.2.  
 
Disseny, desplegament i configuració d’un testbed de xarxa amb eines de monitoratge   43 
Perl és un llenguatge de programació utilitzat per manipular textos, arxius i 
processos. Proporciona una forma fàcil i llegible per realitzar treballs que 
normalment es realitzarien en una consola de shell.  
 
NfSen necessita que estiguin instal·lats els mòduls Perl Mail::Header i 
Mail:Internet. Un mòdul Perl són parts de codis independents que es poden 
combinar amb altres programes. Aquets mòduls son trossets de codi 
dissenyats per ser reutilitzat per altres programadors que es vegin amb la 
mateixa necessitat. En aquest cas s’utilitzen els dos mòduls per enviar un mail 
a l’administrador de la xarxa, quan s’hagi produït una alerta amb els paràmetres 
indicats.  
  
Per poder generar gràfiques amb les dades del tràfic, NfSen utilitza  Round 
Robin Database (RDD tools). És un sistema que permet emmagatzemar i 
representar gràficament dades en intervals temporals. Guarda les dades en 
una base de dades que no creix en el temps. Una base de dades circular tindrà 
sempre la mateixa quantitat de dades, ja que funciona de manera que, quan 
porta emmagatzemat tota la extensió de la base de dades, simplement 
sobreescriu les dades antigues. És com un cercle en el que es van col·locant 
les dades. Si comencem posant dades per un punt, quan es dona tota la volta 
al cercle, s’arriba al inici del cercle, i es quan es comença a sobreescriure les 
dades que s’han recopilat al principi. Apart de tenir una base de dades que no 
creix, permet representar aquestes dades en forma de gràfiques temporals.  
 
6.2. Navegació web Nfsen 
NfSen te dues interfícies d’usuari, la interfície Web i la de línia de comanes. La 
mes utilitzada, mes còmode i intuïtiva és la interfície Web. Per poder accedir  al 
testbed s’ha de posar en un explorador web, la IP pública del router INTERNET 
seguit del nom de l’arxiu PHP, allotjat en l’equip de monitoratge,    
http://147.83.118.30/NfSen.php. 
 
La barra de navegació, situada a la part superior de la web, permet seleccionar 




Fig. 6.5 Procés de tractament d’arxius per Nfdump 
 
La vista per defecte és la de Home (casa). Aquesta mostra informació del tràfic 
mitjançant una representació gràfica. Utilitza tres tipus de gràfiques, segons el 
nombre de fluxos, paquets o bits. I aquestes son ordenades en funció de seva 
finestra temporal: un dia, una setmana, un mes o un any. 




Fig. 6.6 Visualització de la vista Home 
 
La següent vista és la de Graphs (gràfics), mostra exactament la mateixa 
informació que la vista anterior però utilitza un segona barra de navegació per 
separar els tipus de gràfiques.  
 
Si el mode seleccionat és un perfil continu, es va rebent registres dels equips 
en temps real, la pàgina s’actualitza automàticament cada 5 minuts per 
refrescar els gràfics. Si marquem en un dels gràfics, la vista canvia 
automàticament a la vista Details (detalls), per poder estudiar mes a fons la 
informació que conté el gràfic.  
 
Aquesta vista esta dividida en dos parts, una representa gràficament la 
informació del tràfic cursat per la xarxa, i l’altre permet processar-lo. La primera 
part esta formada per una gràfica principal i elements que permeten modificar 
el seu format en funció de les necessitats.  
 
L’eix vertical de la gràfica indica si els tràfic a estudiar esta representat per 
fluxos, paquets o bits. I si aquets corresponen a tot el tràfic cursat, o només 
amb protocol TCP, UDP, ICMP o altres. Com es pot apreciar a la figura 6.7, hi 
ha un seguit de gràfiques petites, al voltant de la principal, per modificar el valor 




Fig. 6.7 Representació gràfica, del tràfic cursat per els equips, a la vista Details 
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L’eix horitzontal correspon a la finestra temporal de la gràfica. Aquesta es pot 
modificar, amb un menú desplegable a la part inferior, per si es vol veure 12 
hores, un dia , dos dies, quatre dies, una setmana, un mes o un any. A la dreta 
d’aquest menú hi ha uns botons que permeten desplaçar-se en el temps en 
funció de la finestra temporal triada.  
 
La gràfica incorpora una llegenda que associa un color a cada equip que envia 
registres al col·lector.  Aquest color, representa a la gràfica, el tràfic cursat per 
l’equip. Aquests colors s’han d’indicar en l’arxiu de configuració NfSen.conf  
com es detalla a l’annex II. 
 
En la part inferior de la dreta es pot triar quina escala es vol per la gràfica, lineal 
o logarítmica, i el format del dibuix, en línies o blocs.  
   
Més a baix es pot veure una taula que mostra estadístiques del tràfic en funció 
del temps seleccionat. El temps es pot seleccionar de dues maneres, per  
instant de temps o per un rang de temps. Si es vol veure estadístiques del tràfic 
per un instant de temps, en el gràfic apareix un cursor, en l’eix temporal, que es 
pot desplaçar per triar l’instant desitjat. La durada ve definida per nfcapd, com 
s’ha vist a l’apartat 6.1.6.1.6.1.1, i NfSen ve definit a 5 minuts. Si el que es vol 
veure es un rang de temps, en l’eix temporal apareixen dos cursos, un indica el 





Fig. 6.8 Finestra temporal del tràfic a estudiar 
 
 
Les estadístiques que surten a la taula, estan dividides per fluxos, paquets o 
bits. I aquestes per els protocols TCP, UDP, ICMP, un altre que no sigui cap 





Fig. 6.9 Taula d’estadístiques del tràfic en l’instant o rang de temps indicat  
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A la part inferior de la taula, com es veu a la figura 6.9, és pot assenyalar si es 
vol que les estadístiques siguin en format d’una taxa o la suma dels fluxos, 
paquets i bits. 
  
Com s’observa a la figura, al costat dels noms dels equips hi ha un checkbox, si 
aquest està activat, el tràfic cursat per el router es mostrarà a la gràfica, si està 
desactivat no sortirà.  
 
La segona part de la vista detalls, serveix per processar la informació enviada 
pels equips. Aquesta permet realitzar totes les accions descrites en l’apartat  
6.1.6.1.6.1.2. Hi ha una interfície gràfica que permet triar el format, filtres, etc. 
Per a la visualització de la informació referent al tràfic. Aquesta estalvia escriure 





Fig. 6.10 Interfície gràfica per la tria d’opcions del processat del tràfic  
 
Un cop triades les opcions, pitjarem el botó process per llistar la informació en 
el format escollit. A part de veure informació del tràfic, també es pot obtenir 
informació de les IPs que intervenen en un flux. Al posar el ratolí a sobre 






Fig. 6.11  Llistat de la informació referent al tràfic i resolució d’una IP  
 
 
La informació que mostra, es el resultat de la consulta a cyberwhois.org amb la 
IP marcada. 
 
Una altre vista és Alerts (alertes), aquesta permet  executar accions basades 
en condicions específiques. Al crear una alerta se li ha d’assignar un nom, un 
estat (activat/desactivat), un filtre, una condició, Trigger i acció. 
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El filtre són els mateixos que utilitza Nfdump explicats en l’aparat 6.1.6.1.6.1.2. 
Les condicions poden estar basades en un sumari de tots el fluxos o en un flux 
en concret.  Aquestes estan definides per la suma o la taxa dels fluxos, paquets 
o bits cursats per els equips.  
 
El Trigger, gatell, indica quan es dispara una alerta dels equips filtrats amb les 
condicions indicades. És pot disparar cada cop que es compleixi una condició, 
quan es compleixi N vegades una condició o només un cop.  
L’acció només permet enviar un correu a una compte de correu electrònic, per 
informar de l’alerta, cada cop que el Trigger es dispari. 
A la figura 6.12 mostra els camps (nom, filtre, condició, trigger i acció) 




Fig. 6.12  Planatilla de configuració d’una alerta en NfSen 
 
La última vista són els Profiles (perfils), per definir un punt de vista específic 
sobre les dades de NetFlow. Un perfil es defineix pel seu nom, tipus i un o més 
filtres de perfil. El perfil ‘live’ sempre està disponible i s’utilitza per 
emmagatzemar les dades entrants NetFlow sense filtrar. Es pot utilitzar 
indistintament qualsevol perfil utilitzant el menú desplegable a la part superior 
dreta de la pàgina web. 
 
Un perfil pot ser de tipus història o continu. Un perfil  història comença i acaba 
en un moment determinat. Un perfil continu començar i s’actualitza 
contínuament sempre que hi hagin noves dades NetFlow. Les dades antigues 
expiraran al cap d’un temps determinat o quan arribin a la mida determinada en 
el perfil. A més, un perfil pot ser creat com un perfil d’ombra, el que significa 
que no hi ha dades de NetFlow a recollir, i per tant estalvia espai. A continuació 
es mostren els 4 tipus de perfils que es poden crear: 
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 Continu: Conté dades de NetFlow i està dedicat a l’expiració de valors. 
 Història: Conté dades de NetFlow i comença/acaba en un temps definit. 
 Continu/ombra: No conté dades de NetFlow i hereta les expiracions del 
perfil ‘live’. 
 Història/ombra: No conté dades de NetFlow i comença/acaba en un 
temps definit. 
 
Si es vol que sigui te tipus continu, no s’ha de posar res a la part de data final,  




Fig. 6.13  Indicar si el perfil és continu o història i si es en temps real o ombra 
 
Els filtres es poden aplicar a tots els dispositius per igual o individualment. Són 
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CAPÍTOL 7. SINCRONITZACIÓ DELS EQUIPS 
 
El protocol NetFlow utilitza marques temporals per indicar quan inicia i finalitza 
un flux. Per aquest motiu es necessari que tots els routers estiguin 
sincronitzats, per a que les marques temporals coincideixin. Per solucionar-ho 
s’utilitza Network Time Protocol (NTP[10]). És un protocol utilitzat per 
sincronitzar els rellotges dels equips a traves de la xarxa, utilitzant l’intercanviï 
de paquets de latència variable. NTP va ser originalment dissenyat, i segueix 
sent mantingut per Dave Mills, de la universitat de Delaware. 
 
NTP utilitza l’algoritme de Marzullo, inventat per Keith Marzullo, per seleccionar 
fonts de rellotge per l’estimació exacta del temps a partir d’un nombre de fonts, 
utilitzant la escala Coordinated Universal Time (UTC). El servei utilitza el port 
123 amb el protocol de transport UDP. NTP té un sistema jeràrquic d’estrats de 
rellotge, com és veu a continuació. 
 
 Estrat 0: Dispositius, como rellotges GPS o radio rellotges, que no estan 
connectats a xarxes, estan connectats a equips.  
 Estrat 1: Aquets es sincronitzen amb dispositius del estrat 0 i són 
anomenats com a servidors de temps. 
 Estrat 2: Els sistemes envien peticions NTP cap al servidor d’estrat 1, 
utilitzant l’algoritme de Marzullo, per trobar la millor mostra de dades. 
Comparteixen dades amb servidors del mateix estrat i actuen com a 
servidors per el estrat 3. 
 Estrat 3: Utilitzen funcions similars als estrat 2, però serveixen de 
servidors per els estrat 4. 





Fig. 7.1 Sistema jeràrquic d’estrats 
 
 
Quan mes lluny s’està del estrat 1, menys exactitud hi haurà al sincronitzar el 
servidor de servei NTP, però tenint en compte que les ordres són en 
milisegons, aquest desfasament és insignificant. 
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Els sistemes operatius Linux porten un fitxer de configuració /etc/ntp.conf per 
orientar al usuari com configurar el servei, el millor és fer un de nou. A 
continuació es mostra la configuració realitzada en el servidor de monitoratge 




En els routers es configura quin es el servidor NTP, per sincronitzar el seu 
rellotge, i és mira l’estat del servei NTP per veure si està sincronitzat amb el 
servidor. Acte seguit es mostra la comana de configuració d’un equip del 


















#Política per indicar que es permet la sincronització de les fonts, però sense deixar 
#que les fonts consultar (noquery), ni modificar el servei del sistema (nomodify) i 
#rebutjant missatges de registre (notrap). 
restrict default nomodify notrap noquery 
 
#Permetre tot l’accés a l’interfície de loopback. 
restrict 127.0.0.1 
 
#Permetre, a les xarxes indicades, sincronitzar amb el servidor, però sense 
#modificar la configuració del sistema, i no utilitzar aquets per el seu sincronisme. 
restrict 192.168.1.0 mask 255.255.255.0 nomodify notrap 
 
#Rellotge local no controlat. Aquest s’utillitza només de recolzament, per si cap de 
#les fonts reals estan disponibles.Aquest s’indica que és d’estrat 10. 
fudge   127.127.1.0 stratum 10 
server  127.127.1.0 
 
#Fitxer de variacions 
driftfile /var/lib/ntp/drift 
broadcastdelay  0.008 
 
#Llista de servidors de temps d’estrat 1 o 2. Es recomana tenir com a mínim 3. Més 




####Configuració del servidor NTP 
MADRID(config)#ntp server 10.0.13.3 
 
 
####Verificació del sincronisme amb el servidor NTP 
MADRID#show ntp status 
Clock is synchronized, stratum 7, reference is 10.0.13.3 
nominal freq is 250.0000 Hz, actual freq is 249.9949 Hz, precision is 2**18 
reference time is D083D3AE.844AC0EE (14:05:34.516 UTC Tue Nov 9 2010) 
clock offset is 2.4727 msec, root delay is 1.48 msec 
root dispersion is 961.23 msec, peer dispersion is 0.29 msec 
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CAPÍTOL 8. ACCÉS REMOT AL TESTBED 
 
Es vol accedir al equip de monitoratge del testbed remotament, per realitzar el 
monitoratge dels equips i el tràfic de la xarxa sense la necessitat d’estar 
connectats a ella. Per fer-ho, s’utilitza l’adreçament IP públic que té el router 
INTERNET, tal i com s’ha explicat al apartat 3.1. Un adreçament públic 
identifica un equip a la xarxa Internet.  
 
Per accedir al PC de monitoratge de la xarxa s’ha d’activar Network Address 
Translation (NAT[11]) al router INTERNET. NAT és un mecanisme utilitzat per 
els router IP per intercanviar paquets entre dos xarxes que tenen direccions 
incompatibles. La idea bàsica de NAT es traduir les IP privades de la xarxa en 
una IP pública per a que la xarxa pugui enviar paquets al exterior, i traduir 
desprès aquesta IP pública, de nou a la IP privada del equip que envia el 
paquet, per que el pugui rebre la resposta. 
 
Quan es configura el NAT per poder accedir des de l’exterior a una maquina de 
la xarxa interna, s’indica quina IP privada farà ús de la IP pública i per quin port. 
El port va vinculat a la aplicació que es vol accedir. En el cas del testbed, és vol 
accedir a la pagina web allotjada en el servidor, per veure la interfície gràfica 
del NfSen. També es vol tenir gestió d’aquest del equip de monitoratge, per 
realitzar consultes SNMP al equips. Les consultes a pagines web es fan 
mitjançant el protocol Hypertext Transfer Protocol (HTTP), aquest fa servir el 
port 80 per defecte.  Per la gestió del servidor s’utilitza el protocol Secure Shell 
(SSH[12]) Aquest permet manipular el PC mitjançant un intèrpret de comanes. 
SSH utilitza el port 22 per les seves connexions. 
 
 
Fig. 7.1 Esquema lògic de l’accés remot al PC de monitoratge 
 
A continuació es pot veure la configuració NAT al router INTERNET per poder 








#### Interfície interior 
## Indicar quina es la interfície que estàconnectada a la xarxa interna 
INTERNET(config)# interface Ethernet0 
INTERNET(config-if)# ip address 10.0.13.4 255.255.255.0 
INTERNET(config-if)# ip nat inside 
 
#### Interfície de sortida NAT 
##Indicar quina es la interfície que estàconnectada a Internet. 
INTERNET(config)# interface Ethernet2 
INTERNET(config-if)# ip address 147.83.118.30 255.255.255.0 
INTERNET(config-if)# ip nat outside 
 
#### Configuració NAT  
##Indica que és podrà accedir des de Internet a la IP privada 10.0.13.3 per  
##el port 22 i 80 mitjançant la ip pública 147.83.118.30 
INTERNET(config)#ip nat inside source static tcp 10.0.13.3 22 147.83.118.30 22 extendable 
INTERNET(config)#ip nat inside source static tcp 10.0.13.3 80 147.83.118.30 80 extendable 
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CAPÍTOL 9. AVALUACIÓ DEL TESTBED 
 
Un cop finalitzat el muntatge de la xarxa i instal·lades les eines de monitoratge, 
es realitzen proves per comprovar el seu funcionament. 
 
9.1. Encaminament de la xarxa 
En aquest apartat  es mostra l’encaminament dels dispositius de la xarxa tan a 
nivell 2, per adreces físiques, com a nivell 3, per adreces lògiques.  
 
9.1.1. Encaminament a nivell 2 
 
Com es veu en l’apartat 2.5, la majoria dels router van connectats al switch 
Catalyst 3560 utilitzant la configuració explicada en l’apartat 2.3. Els ports del 
switch on estan connectats els routers, excepte el port del router INTERNET, 
han d’estar configurats en mode trunk per deixar passar les dades de més 
d’una VLAN que correspon aquell enllaç.  En el cas del port on va connectat el 
router INTERNET ha d’estar en mode access perquè nomes passarà 
informació d’una VLAN. A continuació es mostra la configuració d’un dels ports 















9.1.2. Encaminament a nivell 3 
La manera més ràpida de saber si des de un router arribem a totes els equips i 
coneixem totes les xares és visualitzant la seva taula d’encaminament IP.   
 
La taula d’encaminament mostra el nombre de xarxes que es coneix, dintre 
d’aquestes xarxes quines IPs es veuen, si aquesta xarxa esta connectada 
directament o es va a traves d’un altre router, si es va a traves d’un altre router 
quin protocol d’encaminament utilitza, si utilitza protocol d’encaminament quina 
és la distància administrativa i mètrica, i per quina interfície i adreça de la 
mateixa xarxa aprendrà la ruta. 
 
####Configuració port en mode trunk
## s’indica el port a configurar 
Switch#interface FastEthernet0/1 
##Quin tipus d’encapsulació 
Switch#switchport trunk encapsulation dot1q 
##Les VLANs que hi ha en aquell enllaç 
Switch#switchport trunk allowed vlan 10,11,13,17 
##El mode del enllaç 
Switch#switchport mode trunk 
 
####Configuració port en mode access 
Switch#interface FastEthernet0/23 
Switch#switchport access vlan 13 
Switch#switchport mode access 
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Tot seguit s’observa una taula d’encaminament, reduïda, d’un del dispositius 





























La primera fila de la secció A mostra que el router VALENCIA coneix 1 xarxa 
amb màscara /32 i que las seva IP estarà en el següent rang 200.0.22.0 - 255. 
Just a sota indica que la adreça és la 200.0.22.1. Al principi d’aquesta línia surt 
una O, això vol dir que aquesta ruta l’ha après per OSPF. Al costat es veu E2, 
la E indica que la IP és d’una xarxa externa al sistema autònom. En aquest cas 
és una adreça de loopback, i aquestes les interpreta com a xarxes externes. El 
2 vol dir el tipus de adreça externa. Existeixen dos, els de tipus 1, que utilitza la 
mètrica d’OSPF explicada en l’apartat 3.2, o de tipus 2, és la que ve per defecte 
i utilitza un cost 20 si no és modifica. Al costat de la IP mostra la distància 
administrativa, 110, i el cost comentat, 20. La distància administrativa es la 
mesura utilitzada per els routers per seleccionar la millor ruta quan hi ha dos o 
més rutes per un mateix destí per a dos protocols d’encaminament. OSPF te 
una distància administrativa de 110. Per acabar, observem per quina adreça 
aprèn aquesta informació i quina es la interfície connectada a la xarxa 
d’aquesta IP. Totes les dades destinades a la xarxa apresa, les enviarà per 
aquesta interfície. 
 
En la Secció B, és el mateix cas que el anterior, però la única diferència es que 
aquesta loopback pertany al mateix router i per tant estarà connectada 
directament al router, com indica la C. 
 
 VALENCIA#show ip route 
 
     200.0.22.0/32 is subnetted, 1 subnets 
O E2    200.0.22.1 [110/20] via 10.0.15.2, 00:08:38, FastEthernet0.1 
     200.0.16.0/32 is subnetted, 1 subnets 
C       200.0.16.1 is directly connected, Loopback1 
     172.0.0.0/32 is subnetted, 20 subnets 
C       172.0.0.14 is directly connected, Loopback2 
O E2    172.0.0.15 [110/20] via 10.0.7.1, 00:08:38, FastEthernet0.3 
O E2    172.0.0.8 [110/20] via 10.0.15.2, 00:08:38, FastEthernet0.1 
                  [110/20] via 10.0.14.1, 00:08:38, FastEthernet0.2 
... 
     147.83.0.0/24 is subnetted, 1 subnets 
O E2    147.83.118.0 [110/20] via 10.0.14.1, 00:08:33, FastEthernet0.2 
     10.0.0.0/24 is subnetted, 34 subnets 
O       10.0.10.0 [110/3] via 10.0.14.1, 00:08:39, FastEthernet0.2 
                  [110/3] via 10.0.7.1, 00:08:39, FastEthernet0.3 
O       10.0.11.0 [110/2] via 10.0.7.1, 00:08:39, FastEthernet0.3 
O       10.0.8.0 [110/2] via 10.0.9.2, 00:08:39, FastEthernet0.4 
                 [110/2] via 10.0.7.1, 00:08:39, FastEthernet0.3 
C       10.0.9.0 is directly connected, FastEthernet0.4 
... 
   14.0.0.0/24 is subnetted, 1 subnets 
B       14.0.1.0 [20/0] via 10.0.16.3, 16:38:31 
   15.0.0.0/24 is subnetted, 1 subnets 




     
A 
      
B 
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La secció C mostra com aprèn 20 xarxes 172.0.0.0/32; no surten totes per 
reduir la taula. Aquestes són les adreces de les loopback configurades per a la 
gestió SNMP com es veu en l’apartat 4.2. Un tret destacable és que les dues 
ultimes línies indiquen que es pot anar a un mateix destí, 172.0.0.8, per dos 
camins diferents, 10.0.9.2 i 10.0.7.1, ja que tenia la mateixa distància 
administrativa i mètrica. 
 
En D es veu la IP pública del router INTERNET comentat en el capítol 8. 
 
La secció E mostra les 34 xarxes que té el sistema autònom. 
 
La següent secció F, es veu com aprèn, per eBGP, com anar a la xarxa 
14.0.1.0 que és d’un altre AS. La distància administrativa de BGP és 20 i no té 
mètrica, ja que només tindrà un camí per anar aquell destí. Les connexions 
eBGP són enllaços punt a punt. 
 
I per últim, la secció G, també aprèn com anar a una xarxa d’un altre AS, però 
en aquest cas ho fa a traves de OSPF. Hi ha un altre router, dins del mateix 
AS, que està connectat contra un altre AS. 
  
Una altre manera de veure si el router sap arribar a tots els equips i xarxes és 

























En aquest cas també s’ha resumit les dades que mostren al executar la 
comana. La primera part, Router Link State, mostra els 20 routers que hi ha a la 
area 0 amb el seu identificador OSPF que, com s’explica en l’apartat 
0.2.13.2.3.2.1, és una IP del router i es la mateixa que anuncia l’equip. La 
segona, Net Link States, presenta les 33 xarxes que hi ha a la area 0 i quina IP 
adverteix al router que executa la comana, en aquest cas NACIONAL. I la 
última, AS External Link States, totes les xarxes externes al sistema autònom 
on esta el router. 
NACIONAL#show ip ospf database 
 
            OSPF Router with ID (10.0.12.2) (Process ID 1) 
 
                Router Link States (Area 0) 
 
Link ID         ADV Router      Age         Seq#       Checksum Link count 
10.0.1.2        10.0.1.2        868         0x8000038F 0x0010F9 3 
10.0.30.2       10.0.30.2       415         0x80000399 0x00ED82 2 
... 
                Net Link States (Area 0) 
 
Link ID         ADV Router      Age         Seq#       Checksum 
10.0.1.2        10.0.1.2        1883        0x80000389 0x0098DE 
10.0.33.2       10.0.30.2       416         0x8000002B 0x007DE7 
... 
                AS External Link States 
 
Link ID         ADV Router      Age         Seq#       Checksum Tag 
12.0.1.0        10.0.15.2       1947        0x80000033 0x0055F8 65001 
14.0.1.0        10.0.7.2        153         0x80000032 0x004B0E 65003 
147.83.118.0    10.0.13.4       698         0x8000000D 0x008497 0 
172.0.0.19      10.0.1.2        1884        0x80000028 0x00A804 0 
172.0.0.20      10.0.13.4       698         0x8000000D 0x007444 0 
200.0.33.1      10.0.29.2       618         0x8000000D 0x00F48B 0 
200.0.34.1      10.0.17.2       1074        0x8000000D 0x003E4D 0 
... 
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Per veure el camí que segueixen les dades enviades d’un equip a un altre, 
s’utilitza la comana traceroute. Aquesta mostra els routers, salts,  per on 
passen les dades des de un origen, qui genera la comana, cap a un destí, 
adreça destí que s’indica. A continuació es mostren dos traceroute, un generat 













El traceroute que es genera al router MADRID te com a destí la IP 10.0.2.2, 
que correspon a una de les IP que te configurat el router MURCIA. El tràfic 
passa per les interfícies que tenen les adreces 10.0.11.2, 10.0.3.1 i 10.0.2.2. 
Aquestes corresponen al routers ANDALUCIA, LAS_PALMAS i MURCIA. 
 
L’altre, generat al PC de monitoratge, cursa el mateix camí, però amb un salt 
més, el router MADRID, ja que el PC de monitoratge està a la mateixa xarxa 
que aquest. En el PC de monitoratge es veuen els noms dels routers perquè 
s’ha configurat un arxiu, al equip, que resol el nom de les IPs. 
 
Per entendre millor el camí que segueixen les dades i veure que realment a 




Fig. 9.1 Camí de dades, entre dos orígens i un destí, sobre topologia lògica 
 
Hi ha un altre camí que podia haver triat amb la mateixa distància 
administrativa i mètrica. Aquest era anar per la interfície amb IP 10.0.8.2 del 
router de MURCIA en comptes de passar per la 10.0.3.1 del router de 




  1 10.0.11.2 4 msec 4 msec 0 msec 
  2 10.0.3.1 0 msec 0 msec 0 msec 
  3 10.0.2.2 4 msec *  0 msec 
 
 
SrvNetflow:/etc # traceroute 10.0.2.2 
traceroute to 10.0.2.2 (10.0.2.2), 30 hops max, 40 byte packets using UDP 
 1  MADRID (10.0.13.2)  0.857 ms   0.846 ms   0.896 ms 
 2  ANDALUCIA (10.0.11.2)  1.283 ms   1.428 ms   1.426 ms 
 3  LAS_PALMAS (10.0.3.1)  1.869 ms   1.694 ms   1.353 ms 
 4  MURCIA (10.0.2.2)  2.008 ms * * 





9.2. Monitoratge dels equips 
El monitoratge dels equips ens dona a conèixer l’estat d’aquest. Per entendre el 
seu funcionament, detectar anomalies, diagnosticar problemes i determinar les 
seves causes. Hi han dos maneres de conèixer l’estat del dispositius, una és 
executant aplicacions, des de un gestor, que supervisen i controlen els 
dispositius administrables, i l’altre, que els agents dels dispositius enviïn traps 
als gestors indicant un canvi d’estat. 
 
9.2.1. Consultes SNMP 
Com es comenta en l’apartat 4.3, s’ha instal·lat, al PC de monitoratge del 
testbed, el software Net-Snmp. Aquest és una suite de software per l’ús i 
implementació del protocol SNMP. La suite conté, entre altres, un conjunt 
d’aplicacions, per línia de comanes, per fer consultes als equips. Tot seguit es 
comenten les més destacables i es mostren un exemples executats al PC de 
monitoratge. 
 
Snmpget:Es vol veure una variable per el nom o el oid (identificador d’objecte).  
 
Snmpwalk:Es vol veure un grup de variables. 
 
Snmptable: Es vol veure un grup de variables tenen una estructura de taula. 
 
Snmpset: Per modificar el valor d’una variable  
 
En totes les comanes s’utilitza les etiquetes ‘-c’, per indicar el nom de la 
comunitat, i  ‘-v’, per indicar la versió SNMP a  utilitzar. També la IP de la 
intefície loopback i el nom de la variable.  
ANDALUCIA#show ip route 
... 
O       10.0.2.0 [110/2] via 10.0.8.2, 03:45:48, FastEthernet0.5 
                 [110/2] via 10.0.3.1, 03:45:48, FastEthernet0.1 
C       10.0.3.0 is directly connected, FastEthernet0.1 
O       10.0.1.0 [110/11] via 10.0.3.1, 03:45:48, FastEthernet0.1 
... 
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La primera comana mostra la variable SysUpTime, es el temps que porta 
aixecat el router. La segona, les interfícies que te el router i el número que les 
identifica. La tercera, mostra les adreces que te assignat el router pe cada 
interfície.  I la última, modifica la variable ‘contacte’ en el equip.  
9.2.2. Traps SNMP 
En l’apartat 4.3, es comenta que la suite Net-Snmp porta un arxiu per 
configurar la recepció del traps (snmptrapd.conf). En aquest, entre altres 
coses, s’indica l’arxiu on es guardaran tots els registres dels traps enviats per 
els dispositius al gestor, en el cas del testbed /var/log/snmptrapd.log.  
També es comenta, en l’apartat 4.3, que en el testbed només s’habilita la 
recepció de traps per a quan les interfícies, dels routers, enllacen o cauen. Per 
verificar la recepció de traps, es modifica l’estat d’una interfície d’un dels equips 
del escenari. Després es mira l’arxiu on es guarden els registres dels traps per 
veure si s’ha registrat el canvi.  
 
La interfície ha modificar l’estat té assignada la IP 10.0.30.1 i correspon al 
router NAVARRA. Al principi l’estat d’aquesta era enllaçat, i s’ha modificar per 
caigut. Per modificar l’estat es pot fer de dues maneres, una és desconnectant 
el cable que va al port del router, i l’altre es fer-ho a traves del intèrpret de 
comanes del router. Aquesta interfície estava enllaçada i s’ha fet caure amb el 
intèrpret de comanes. Al caure, l’equip envia un missatge trap, cap al PC de 
monitoratge, indicant el canvi que s’ha produït en aquella interfície.  
 
SrvNetflow:/ # snmpget -v 2c -c oscarrobRW 172.0.0.10 sysUpTime.0 
DISMAN-EVENT-MIB::sysUpTimeInstance = Timeticks: (189303099) 21 days, 21:50:30.99 
 
SrvNetflow:/ # snmpwalk -v 2c -c oscarrobRW 172.0.0.10 ifDescr 
IF-MIB::ifDescr.1 = STRING: FastEthernet0 
IF-MIB::ifDescr.2 = STRING: Null0 
IF-MIB::ifDescr.3 = STRING: FastEthernet0.1-802.1Q vLAN subif 
IF-MIB::ifDescr.4 = STRING: FastEthernet0.2-802.1Q vLAN subif 
IF-MIB::ifDescr.5 = STRING: FastEthernet0.3-802.1Q vLAN subif 
IF-MIB::ifDescr.6 = STRING: FastEthernet0.4-802.1Q vLAN subif 
IF-MIB::ifDescr.7 = STRING: FastEthernet0.5-802.1Q vLAN subif 
IF-MIB::ifDescr.8 = STRING: FastEthernet0.6-802.1Q vLAN subif 
IF-MIB::ifDescr.9 = STRING: FastEthernet0.7-802.1Q vLAN subif 
IF-MIB::ifDescr.10 = STRING: Loopback2 
 
SrvNetflow:/ # snmptable -v 2c -c oscarrobRW 172.0.0.10 ipaddrtable 
SNMP table: IP-MIB::ipAddrTable 
 
 ipAdEntAddr ipAdEntIfIndex  ipAdEntNetMask ipAdEntBcastAddr ipAdEntReasmMaxSize 
   10.0.12.2              3   255.255.255.0                1               18024 
   10.0.13.1              9   255.255.255.0                1               18024 
   10.0.14.1              4   255.255.255.0                1               18024 
   10.0.18.1              8   255.255.255.0                1               18024 
   10.0.19.1              7   255.255.255.0                1               18024 
   10.0.20.1              6   255.255.255.0                1               18024 
   10.0.21.1              5   255.255.255.0                1               18024 
  172.0.0.10             10 255.255.255.255                1               18024 
 
SrvNetflow:/#snmpset -v 2c -c oscarrobRW 172.0.0.18 sysContact.0="oscar@upc.net" 
SNMPv2-MIB::sysContact.0 = STRING: oscar@upc.net 
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Si observem la figura 2.5, on es mostra la xarxa a nivell físic, aquesta interfície 
del router de NAVARRA va connectada directament a una interfície del router 
PAÍS_BASC. Com estan connectades directament, al caure la interfície del 
router NAVARRA, també caurà la interfície del router PAÍS_VASC, i envia un 
trap indican el canvi. A la figura es veu l’enllaç que cau en l’escenari i per on 
envien els traps els routers cap al PC. 
 
  
Fig. 9.2 Enviament de traps al modificar l’estat d’una interfície 
 
 
Un cop canviat l’estat de la interfície, es veuen 4 noves entrades a l’arxiu de 







El primer registre correspon al router NAVARRA, si s’observa la figura 9.2, la IP 
que surt al principi del registre correspon a la IP configurada a la interfície per 
on s’envia el trap. Després indica que es un missatge que adverteix la caiguda 
d’un enllaç (Link Down Trap). Mostra el temps que porta enllaçat l’equip 
(uptime) i que l’estat de la interfície lògica VLAN1 ara es caigut (down).  
 
El registre número 2, es del mateix equip i indica que la interfície física 
FastEthernet1 ara està en estat administrativament caigut. Això és per fer saber 
que l’estat s’ha modificat administrativament per el intèrpret de comanes i no 
10.0.24.2: Link Down Trap (0) Uptime: 21 days, 0:01:06.84, 
.1.3.6.1.2.1.2.2.1.1.14 = INTEGER: 14, .1.3.6.1.2.1.2.2.1.2.14 = STRING: Vlan1, 
.1.3.6.1.2.1.2.2.1.3.14 = INTEGER: ethernetCsmacd(6), 
.1.3.6.1.4.1.9.2.2.1.1.20.14 = STRING: "down" 
 
10.0.24.2: Link Down Trap (0) Uptime: 21 days, 0:01:08.84, .1.3.6.1.2.1.2.2.1.1.5 
= INTEGER: 5, .1.3.6.1.2.1.2.2.1.2.5 = STRING: FastEthernet1, 
.1.3.6.1.2.1.2.2.1.3.5 = INTEGER: ethernetCsmacd(6), .1.3.6.1.4.1.9.2.2.1.1.20.5 
= STRING: "administratively down"  
 
10.0.33.2: Link Down Trap (0) Uptime: 21 days, 0:01:06.02, .1.3.6.1.2.1.2.2.1.1.5 
= INTEGER: 5, .1.3.6.1.2.1.2.2.1.2.5 = STRING: Ethernet0, .1.3.6.1.2.1.2.2.1.3.5 
= INTEGER: ethernetCsmacd(6), .1.3.6.1.4.1.9.2.2.1.1.20.5 = STRING: "down" 
 
10.0.33.2: Link Down Trap (0) Uptime: 21 days, 0:01:06.03, .1.3.6.1.2.1.2.2.1.1.1 
= INTEGER: 1, .1.3.6.1.2.1.2.2.1.2.1 = STRING: FastEthernet1, 
.1.3.6.1.2.1.2.2.1.3.1 = INTEGER: ethernetCsmacd(6), .1.3.6.1.4.1.9.2.2.1.1.20.1 
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per la connectivitat física. Si s’hagués desconnectat el cable del port del router, 
l’estat seria caigut en comptes de administrativament caigut. 
 
El registre 3 i 4 són del router PAÍS_BASC, com indica la IP al principi del 
registre, i informen de la caiguda de la interfície lògica Ethernet 0 i la física 
FastEthernet 1. 
 
Enaixecar, administrativament, la interfície tirada del router NAVARRA, es 
tornen a rebre 4 missatges informant de que les dos interfícies físiques i les dos 
lògiques estan aixecades de nou. Tot seguit es mostren els nous 4 missatges a 






9.3. Monitoratge del tràfic 
Tenir coneixement del tràfic cursat per la xarxa en ajuda a conèixer l’ús que se 
li està donant a la infraestructures. Els comptadors SNMP de les interfícies 
ofereixen poc detall sobre el tràfic, ja que només informen del volum que s’ha 
cursat. Les eines que reporten informació sobre el fluxos, aporten molta més 
informació, com qui genera el tràfic, quin és el destí, protocol que utilitza, etc.  
9.3.1. Comptadors SNMP 
Els comptadors, més destacables de les interfícies, que es poden consultar per 
SNMP són els que informen del número de paquets que han entrat i sortit, i els 
que informen del número de Bytes que han entrat i sortit d’una interfície.  
 
A continuació, es mostra la comana, i el resultat d’aquesta, per veure el 




10.0.24.2: Link Up Trap (0) Uptime: 21 days, 0:06:23.31, .1.3.6.1.2.1.2.2.1.1.14 
= INTEGER: 14, .1.3.6.1.2.1.2.2.1.2.14 = STRING: Vlan1, .1.3.6.1.2.1.2.2.1.3.14 = 
INTEGER: ethernetCsmacd(6), .1.3.6.1.4.1.9.2.2.1.1.20.14 = STRING: "up" 
 
10.0.24.2: Link Up Trap (0) Uptime: 21 days, 0:06:23.66, .1.3.6.1.2.1.2.2.1.1.5 = 
INTEGER: 5, .1.3.6.1.2.1.2.2.1.2.5 = STRING: FastEthernet1, 
.1.3.6.1.2.1.2.2.1.3.5 = INTEGER: ethernetCsmacd(6), .1.3.6.1.4.1.9.2.2.1.1.20.5 
= STRING: "up" 
 
10.0.33.2: Link Up Trap (0) Uptime: 21 days, 0:06:21.03, .1.3.6.1.2.1.2.2.1.1.1 = 
INTEGER: 1, .1.3.6.1.2.1.2.2.1.2.1 = STRING: FastEthernet1, 
.1.3.6.1.2.1.2.2.1.3.1 = INTEGER: ethernetCsmacd(6), .1.3.6.1.4.1.9.2.2.1.1.20.1 
= STRING: "up" 
 
10.0.33.2: Link Up Trap (0) Uptime: 21 days, 0:06:21.04, .1.3.6.1.2.1.2.2.1.1.5 = 
INTEGER: 5, .1.3.6.1.2.1.2.2.1.2.5 = STRING: Ethernet0, .1.3.6.1.2.1.2.2.1.3.5 = 






















































Com es pot observar a la primera comana, els identificadors del 4 al 9 
corresponen a subinterficies creades en el router. Per aquest motiu, la suma de 
tots els paquets que passen per aquestes subinterfícies ha de ser el mateix que 
els paquets que han passat per la interfície física FastEthernet0 amb 
identificador 1. 
9.3.2. Netflow 
Com es veu en l’apartat 0.2.15.3, per el intèrpret de comanes d’un router cisco 
es pot veure el fluxos actius en un router amb la següent comana. 
 
Aquesta informa per a cada flux per quina interfície entren les dades (SrcIF), 
quina es la IP origen (SrcIPaddress), la interfície per on surten les dades 
(DstIf),  la IP destí (DstIPaddress), el protocol (pr), el port origen (SrcP), port 
destí (DstP) i els paquets del flux (Pkts).  
 
NetFlow crea una entrada a la memòria cau que conte la informació de tots els 
fluxos actius. Aquesta informació s’exporta a un col·lector periòdicament, 
depenent dels temporitzadors i estat de la memòria com es veu en l’apartat 
0.2.13.2.5.1.3.  
 
SrvNetflow:/etc # snmpwalk -v 2c -c oscarrobRW 172.0.0.10 ifDescr 
IF-MIB::ifDescr.1 = STRING: FastEthernet0 
IF-MIB::ifDescr.2 = STRING: Null0 
IF-MIB::ifDescr.3 = STRING: FastEthernet0.1-802.1Q vLAN subif 
IF-MIB::ifDescr.4 = STRING: FastEthernet0.2-802.1Q vLAN subif 
IF-MIB::ifDescr.5 = STRING: FastEthernet0.3-802.1Q vLAN subif 
IF-MIB::ifDescr.6 = STRING: FastEthernet0.4-802.1Q vLAN subif 
IF-MIB::ifDescr.7 = STRING: FastEthernet0.5-802.1Q vLAN subif 
IF-MIB::ifDescr.8 = STRING: FastEthernet0.6-802.1Q vLAN subif 
IF-MIB::ifDescr.9 = STRING: FastEthernet0.7-802.1Q vLAN subif 
IF-MIB::ifDescr.10 = STRING: Loopback2 
SrvNetflow:/etc # snmpwalk -v 2c -c oscarrobRW 172.0.0.10 ifInUcastPkts 
IF-MIB::ifInUcastPkts.1 = Counter32: 33985018 
IF-MIB::ifInUcastPkts.2 = Counter32: 0 
IF-MIB::ifInUcastPkts.3 = Counter32: 233917 
IF-MIB::ifInUcastPkts.4 = Counter32: 2796305 
IF-MIB::ifInUcastPkts.5 = Counter32: 1087458 
IF-MIB::ifInUcastPkts.6 = Counter32: 2718206 
IF-MIB::ifInUcastPkts.7 = Counter32: 7927408 
IF-MIB::ifInUcastPkts.8 = Counter32: 1853584 
IF-MIB::ifInUcastPkts.9 = Counter32: 17368183 
IF-MIB::ifInUcastPkts.10 = Counter32: 0 
SrvNetflow:/etc # snmpwalk -v 2c -c oscarrobRW 172.0.0.10 ifOutUcastPkts 
IF-MIB::ifOutUcastPkts.1 = Counter32: 34301346 
IF-MIB::ifOutUcastPkts.2 = Counter32: 0 
IF-MIB::ifOutUcastPkts.3 = Counter32: 246225 
IF-MIB::ifOutUcastPkts.4 = Counter32: 2597481 
IF-MIB::ifOutUcastPkts.5 = Counter32: 840627 
IF-MIB::ifOutUcastPkts.6 = Counter32: 1335022 
IF-MIB::ifOutUcastPkts.7 = Counter32: 6516628 
IF-MIB::ifOutUcastPkts.8 = Counter32: 7327341 
IF-MIB::ifOutUcastPkts.9 = Counter32: 15247991 
IF-MIB::ifOutUcastPkts.10 = Counter32: 12
NACIONAL#show ip cache flow 
SrcIf         SrcIPaddress    DstIf         DstIPaddress    Pr SrcP DstP  Pkts 
Fa0.7         10.0.13.3       Fa0.2         10.0.16.2       01 0000 0800   637 
Fa0.7         10.0.13.3       Fa0.6         10.0.32.1       01 0000 0800    48K 
Fa0.7         10.0.13.3       Fa0.6         10.0.31.1       01 0000 0800   898 
Fa0.5         10.0.19.2       Fa0.7         10.0.13.3       11 D22A 26AD     1 
Fa0.7         10.0.13.3       Fa0.5         10.0.26.2       01 0000 0000  7919 
Fa0.7         10.0.13.3       Fa0.2         10.0.2.1        01 0000 0800  1152 
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Per veure quina informació exporten els registres enviats per els routers, es 
captura un paquet de registre Netflow utilitzen l’analitzador de protocols 
Wireshark. A la figura 9.3 es mostra una captura de la pantalla al utilitzar el 




Fig. 9.3 Captura d’un registre Netflow amb l’analitzador de protocols Wireshark 
 
Seguint la imatge de a dalt a baix, es comenta la informació mes destacable. 
Primer observem que la versió de Netflow utilitzada per el router, és la 5. El 
número de fluxos en el registre, són 6. El temps que porta aixecat el router 
(sysUpTime), aproximadament uns 17 dies. La data en que s’envia el registre. 
Desprès el número de  seqüència del registre, aquest equip ha enviat 98292 
registres. A continuació s’observa que el que es veurà ara és informació 
referent al primer flux dels 6 que van en el registre. Es mostra la IP origen del 
flux, la IP destí i quina es la IP del següent router per on passarà el flux. En 
aquest cas és la mateixa que la IP destí ja que el router que envia el registre 
(NACIONAL – IP 10.0.13.1) és l’últim per on passa el flux abans d’arribar al 
destí. Tot seguit es veu quin és el identificador de la interfícies per on entra el 
flux a l’equip, i per on surt.  
 
La consulta SNMP de l’apartat 6.1.6.1.9.3.1 es realitza al mateix equip que 
envia el registre, i mirant el identificador de la consulta es pot deduir que el 
tràfic entra per la subinterfície Fa0.2 i surt per la Fa0.7. El flux només te un 
paquet i aquest és de 76 Bytes. El port origen i destí és el 123, és el port que 
utilitza NTP. Això indica que el flux l’ha generat el router VALENCIA (10.0.14.2) 
contra el servidor NTP (10.0.13.3) per sincronitzar el seu rellotge. El protocol 
que utilitza NTP per transportar les paquets, i com es veu a la captura, és UDP 
(17). I per últim es veuen les màscares de les xarxes origen i destí. 
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9.3.3. NfSen 
Com es veu en el capítol 6, tots els registres, com el que s’ha analitzat en 
l’apartat anterior, s’envien al col·lector de registres NfSen. Aquest permet veure 
ràpidament l’estat del tràfic de la xarxa gràcies a les gràfiques de la interfície 
web. Per generar tràfic a la xarxa es crea un script al PC de monitoratge que 
genera tràfic ICMP (Internet Control Message Protocol[13]) per inundar la 
xarxa.  
 
Tot seguit es mostren i comenten tres gràfiques en funció dels fluxos, paquets o 
tràfic que cursen els routers de la xarxa. S’ha triat una finestra temporal de 12 
hores, la informació veu és per a tots els protocols i la representació gràfica és 




Fig. 9.4 Quantitat de fluxos per segon que cursen els routers del testbed 
 
La figura 9.4 mostra una gràfica dels fluxos que passen per els routers de la 
xarxa. A primer cop d’ull es pot veure que la majoria de fluxos els cursa el 
router NACIONAL. En la figura 3.1, on es veu la topologia de la xarxa,  
observem que aquest router està al centre de l’escenari i a la mateixa xarxa 
que el PC que genera el tràfic. Per aquest motiu, es normal que passin, per 
aquest equip, la gran part dels fluxos generats. La quantitat de fluxos que es 
generen en l’escenari va entre 1,7 i 2,6 fluxos per segon. I l’instant on hi ha 
hagut el pic mes alt de fluxos a estat al voltant de les 22 hores, però en general 




Fig. 9.5 Quantitat de paquets per segon que cursen els routers del testbed 
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A la figura 9.5 es veu la quantitat de paquets per segons que passen per els 
routers del escenari. Com s’ha vist a la gràfica anterior, la majoria de fluxos 
passen per router NACIONAL. Per tant, i tal i com es veu en aquesta gràfica, la 
majoria de paquets passen per aquest router. Aquesta gràfica es més irregular, 
no es genera un volum de paquets constant. A les 20h sembla que no circulin 
paquets, si que ho fan, però la escala es tant gran (de 0 a 7000 paquets per 
segon) i el volum tant baix que casi no s’aprecia en el gràfic. Com s’ha dit, la 
escala es lineal, i en aquesta figura es pot apreciar el gruix de cada línea. Com 
es comenta a l’apartat 6.1.6.1.6.1.1, a la plataforma NfSen, mitjançant nfcapd, 
es generen els arxius amb informació del tràfic cada 5 minuts. Aquest es el 
gruix de la línia en l’eix temporal. I la mitja de paquets per segon, es realitza en 
funció dels paquets que han passat per un dispositiu durant aquets interval de 
temps. Per exemple, de les 21:55h a les 22:00h s’han cursat 1700000 paquets 
en tots els routers del testbed, per tant, la mitja que sortirà a la gràfica en el 





Fig. 9.6 Quantitat de tràfic que cursen els routers del testbed 
 
La figura 9.6 mostra la quantitat de bits per segons que cursen els dispositius 
de la xarxa en forma de gràfica. El dibuix d’aquesta, és molt més semblant a la 
que es veu a la figura 9.5. La diferència més destacable és que just abans de 
les 20h hi ha un petit volum de bits, i si aquest instant es compara amb la 
gràfica anterior, es veu que el volum de paquets és considerable tenint en 
compte els paquets cursats durant les 12 hores. Això indica que la mida dels 
paquets, en aquell instant de temps, és més petita en comparació dels altres 
paquets cursats durant el interval de temps triat.  
 
El volum exacte de fluxos, paquets i bites cursat per un instant o rang de 
temps, com s’explica en l’apartat 6.1.6.2, es pot observar a la taula 
d’estadístiques. La figura 9.7 mostra aquesta taula per l’instant de temps a les 
22h. 
 




Fig. 9.7 Taula d’estadístiques de fluxos, paquets i tràfic cursat 
 
Per finalitzar, la plataforma NfSen també ens permet analitzar el contingut dels 
fluxos. Per fer-ho, NfSen utilitza Nfdump com s’explica en l’apartat 
6.1.6.1.6.1.2. En la figura 9.8 es pot veure el resultat de l’agregació per protocol 
de tots els fluxos cursat per els routers del testbed en el mateix instant de 
temps utilitzat en les gràfiques anteriors. 
 
Fig. 9.8 Informació dels fluxos cursats per els routers del testbed  
 
Els protocols utilitzats per aquest instant de temps són ICMP,TCP i UDP. Al fer 
l’agregació tria la informació d’un flux que compleix amb aquell protocol. En el 
cas del flux ICMP la seva durada ha estat de 5,5 segons, el flux és generat per 
el router TENERIFE (10.0.1.1) amb destí PAÍS_BASC (10.0.33.2). La 
informació de les tres últimes columnes (paquets,bytes i fluxos) és de tots els 
fluxos que utilitzen el protocol ICMP, en aquest cas. A sota, hi ha un sumari que 
fa referència a tots els fluxos. Es pot observar, entre altres, el nombre total de 
fluxos, paquets i Bytes que cursen els routers durant la finestra temporal 
indicada.  
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CAPÍTOL 10. CONCLUSIONS 
 
 
Els operadors de xarxa volen assegurar el bon funcionament de les seves 
infraestructures. Per fer-ho, obtenen informació dels equips de xarxa i mesuren 
el tràfic que cursen mitjançant eines de monitoratge de xarxa i mesura de tràfic. 
  
Actualment s’estan desenvolupant noves tècniques de monitoratge i mesura del 
tràfic per tal de superar els inconvenients que les eines actuals presenten. Per 
poder validar totes aquestes eines és necessari realitzar proves en un escenari 
amb equipament real per obtenir resultats el més realistes possibles.  
 
L’objectiu d’aquest TFC ha estat el disseny i desplegament d’un testbed de 
xarxa IP per poder avaluar eines de monitoratge de xarxa i mesures de tràfic. 
Per poder assolir aquest objectiu s’han plantejat els requisits que ha de complir 
l’escenari per poder reproduir un entorn realista. Desprès s’ha realitzat un 
estudi dels equips disponibles per muntar el testbed. En veure que els equips 
no permetien reproduir la topologia desitjada basada en la xarxa RedIris (degut 
al nombre reduït d’interfícies que suporten adreçament), s’ha plantejat una 
solució basada en VLANs (xarxes virtuals) i subinterfícies (configuració 
coneguda com router-on-a-stick) i s’ha dut a terme el muntatge de l’escenari. 
 
Un cop muntat i validat el testbed, s’incorporen a l’escenari eines de 
monitoratge, mesura i gestió. Per verificar el seu funcionament, s’han fet proves 
transmetent tràfic conegut a la xarxa per veure si les eines reportaven 
correctament el tràfic injectat. 
 
Per la part de gestió dels equips, s’ha vist que la quantitat de paquets i bytes 
que cursen les interfícies dels dispositius, coincideix amb el tràfic injectat a la 
xarxa. Pel que fa al monitoratge del tràfic, s’ha detectat un error al visualitzar, 
amb l’eina NfSen, la velocitat a la que cursa el tràfic un router de l’escenari.  
 
S’ha detectat un altre error al configurar Sampled Netflow en un dels equips de 
la xarxa. Com s’ha comentat, l’únic mostreig que es pot activar en els 
dispositius és el mostreig aleatori. Al visualitzar, amb l’NfSen, el nombre de 
fluxos reportat per l’equip, aquest no coincidia amb el nombre de fluxos del 
tràfic injectat. Possiblement es tracti d’una anomalia del software en la IOS del 
dispositiu. Aquest error, insalvable degut a que la IOS és un software propietari 
va causar que s’abandonés una activitat dins d’aquest TFC que consistia en 
l’estudi de la precisió del Sampled NetFlow en funció de la taxa de mostreig.  
 
Per tant, com a línies futures d’aquest projecte, fora bo esbrinar perquè es 
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ANNEXES 
 
Annex I. Requisits NfSen 
 
NfSen necessita altres aplicacions per poder tractar la informació enviada per 
els equips de la xarxa. Per aquest motiu, abans de realitzar la instal·lació s’ha 
de revisar que l’equip compleix els següents requisits: 
 
 
 Linux - NfSend funciona sobre el sistena operatiu LINUX. En el testbed 
s’ha instal·lat en una màquina la distribució de Linux OpenSuse 11.2. 
 
 PHP i Perl - NfSen està escrit en el llenguatge de programació  PHP i 
Perl. Aquest requereix que l’equip tingui instal·lada la versió de Perl 
5.6.0 i de PHP superior a la 4.1.  
 
 Moduls Perl - NfSen necessita tenir els mòduls Perl Correu::capçalera i 
Correu::Internet. Aquets els fa servir per poder enviar correus quan 
s’activa una alarma. 
 
 Eines RRD - Tots els gràfics que genera NfSen, a partir dels registres 
Netflow enviats per els routers, utilitza l’eina RDD (Round Robin 
Database). Es necessari tenir el mòdul Perl RDD per poder generar els 
gràfics. 
 
 Eines de Nfdump -- Les eines de nfdump son per recollir i processar les 
dades de Netflow. S’ha de tenir una versió superior a la 1.5.5. 
 
 
Per instal·lar les versions de Perl, PHP i els mòduls Perl s’ha utilitzat la 
aplicació per distribucions Linux Yast2. És una eina que permet, entre altres 
coses, la cerca i instal·lació de software per a sistemes operatius Linux. 
 





Desprès s’ha descomprimit i instal·lat amb les següent comandes: 
 
Descompressió: $ tar zxvf rrdtool-LATESTVERSION.tar.gz  
Instal·lació:       $ ./configure –prefix=/usr/local/rrdtool –disable-tcl  
        $ make  
        $ make install 
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Descompressió: $ tar zxvf nfdump-1.5.7.tar.gz  
 
Instal·lació:  $./configure –prefix=/home/oscarrob/oscar/nfdump         
enable- nfprofile –with-rrdpath=/usr/local/rrdtool/include  
                  
     $ make  
                    $ make install 
 
A continuació es mostra que indica cada etiqueta de la comana d’instal·lació. 
 
1. Indicar el directori on nfdump serà instal·lat. Si no es proporciona, per 
defecte serà en /usr/local. 
 
     --prefix=/home/oscarrob/oscar/nfdump 
 
2. Nfprofile, que ve dins del pack nfdump, és utilitzat per Nfsen. Per defecte 




3. Enllaç a la rrdpath normalment al directori on resideix rrd.h. Aquest 








Després de la instal·lació es revisa que s’han instal·lat els següents arxius: 
Nfdump, nfcapd, nfexpire, nftrack nfprofile al directori /usr/local/bin ja que seran 
necessaris per a la instal·lació de NfSend. 
 
Es totalment indispensable la instal·lació de Nfdump ja que es un conjunt 
d’eines que utilitza NfSen per capturar i processar les dades Netflow. 
 
Les aplicacions recollides dins el projecte de Nfdump són: 
 
nfcapd: Dimoni que captura les dades de netflow. 
nfdump: Aplicació per processar el conjunt de dades (arxius) netflow capturats. 
nfprofile: Filtra les dades netflow guardades en funció dels perfils definits. 
nfreplay: Llegeix les dades de netflow guardades en arxius per nfcapd i els 
reenvia a un altre equip. 
nfclean.pl: Script per esborrar dades antigues. 
ft2nfdump: Llegeix i converteix dades de flow-tools a nfdump. Flow-tools es un 
altre conjunt de eines per tractar dades netflow. 
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Annex II. Configuració i instal·lació NfSen 
 
Un cop verificat que l’equip compleix amb tots els requisits previs que requereix 





Descompressió: $ tar zxvf nfsen-1.3.2.tar.gz 
 
Un cop baixa i descomprimit el software NfSen s’ha de modificar l’arxiu de 
configuració en funció de les necessitats del usuari. Per entendre com s’ha de 



















Fig. I Distribuacció dels directoris per a la plataforma NfSen 
 
Tota la informació referent al tràfic, que envien el routers, es guarda en el 
directori PROFILEDATADIR i s’ha d’assegurar de tenir suficient espai al disc 
per aquest directori. 
S’ha de modificar el nom i fer una copia de seguretat de l’arxiu de configuració. 
Al descomprimir el software NfSen, es genera un arxiu de configuració a la 
ubicació /etc/nfsen-dist.conf. Aquest porta una plantilla de configuració 
per modificar els valor de les variables. L’arxiu de configuració ha de tenir el 
nom nfsen.conf. Si es fa una copia de l’arxiu actual amb aquest nom, s’està 
modificant el nom i realitzant una copia de seguretat a la vegada. 





Ara ja es pot modificar l’arxiu de configuració segons les nostres necessitats. 







#Qualsevol modul s'instal·la a BASEDIR per defecte, necessari per un disseny 
#predeterminat. 
$BASEDIR=”/usr/local/nfsen”    
# 
# On instal·la els arxius binaris que genera nfcapd. 
$BINDIR="${BASEDIR}/bin"; 
# 
# On instal·la els moduls Perl.  
LIBEXECDIR="${BASEDIR}/libexec"; 
# 
# On guarda els arxius de configuració 
$CONFDIR="${BASEDIR}/etc"; 
# 
# Directori de pagines html NfSen: 
# Tots els scripts php s’instal·laran aquí. 
$HTMLDIR=”${BASEDIR}/www/htdocs/nfsen”  
# 
# On instal·la tots el documents per la pàgina web 
$DOCDIR="${HTMLDIR}/doc"; 
# 
# Espai reservat per els arxius NfSend  
$VARDIR="${BASEDIR}/var"; 
# 
# Directori de les estadítiques dels perfils. On es guarda tota la informació 
RDD #DBs i les imatges dels perfils. 
$PROFILESTATDIR="${BASEDIR}/profiles"; 
# 
# On es guarda la informació del tràfic enviada per els equips de la xarxa. 
$PROFILEDATADIR="${BASEDIR}/profiles"; 
# 
# On s’han de guardar els plugins que tracten el registres netflow. 
$BACKEND_PLUGINDIR="${BASEDIR}/plugins"; 
# 
# On van tots els plugins per a la interfície gràfica del usuari (web). 
$FRONTEND_PLUGINDIR="${HTMLDIR}/plugins"; 
# 
# Ruta eines nfdump 
$PREFIX=”$/usr/local/bin”  
# 
# S’inicia la aplicació nfcapd amb l’uruari del sistema operatiu indicat.  
# Aquest pot ser el mateix que el del servidor web o un altre . L’usuari ha 
d’estar al grup web WWWGRUP, sinó no es podran escriure els arxius de dades.  
$USER=”nfsen”  
#  
# Tots els processos netflow es faran amb aquest usuari. 
$WWWUSER=”nfsen” 
$WWWGROUP = "www"; 
 
#Especifica la mida màxim dels registres enviats per el fluxos en Bytes. No 
s’ha #de posar una mida molt petita ja que pot descartar informació. 
$BUFFLEN = 200000; 
 
# cp nfsen-dist.conf nfsen.conf 
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#S’indica la estructura de les carpetes on es guarden els arxius amb 
informació #del tràfic cursat per la xarxa. On nfcapd guarde el arxiu binaris. 
# Opció =0  --->  sense estructura ni jerarquia, compatible amb versions 
#anteriors de NFsen 
# Opcio =1  ---> %Y/%m/%d    any/mes/dia  
# Opcio =2  ---> %Y/%m/%d/%H any/mes/dia/hora 
# Opcio =3 --->  %Y/%W/%u    any/setmana/dia de la setmana 
# Opcio =4 --->  %Y/%W/%u/%H any/setmana/dia de la setmana/hora 
# Opcio =5 --->  %Y/%j       any/dia de l'any 
# Opcio =6 --->  %Y/%j/%H   any/dia del any/hora 
# Opcio =7 --->  %Y-%m-%d    any-mes-dia 
# Opcio =8 --->  %Y-%m-%d/%H any-mes-dia/hora 
$SUBDIRLAYOUT = 1; 
 
# S’ndica amb un 1 si es vol comprimir amb ZIP la informació dels fluxos 
durant #la recollida i amb un 0 si no volem 
$ZIPcollected    = 0; 
# S’indica amb un 1 si es vol comprimir amb ZIP la informació dels fluxos per 
als #perfils i amb un 0 si no volem  
$ZIPprofiles     = 0; 
# Numero de perfils que es poden crear 
$PROFILERS = 2; 
# Si la carpeta PROFILEDATADIR s’omple el percentatge que s’indica, sortirà un 
missatge d’advertència. Per desactivar posarà 0. 
$DISKLIMIT = 98; 
 
# Nombre de filtres que es poden posar quan es genera un perfil 
$PROFILERS = 6; 
#En aquest apartat s’identifiquen i defineixen les fonts de dades netflow que 
#envien informació al col·lector. Primer s’indica el nom que se li vol 
assignar a #la font. Desprès el numero de port per on nfcapd rebrà els 
registres enviats per #aquesta font i generar els arxius binaris. A 
continuació es defineix el color #que es vol en les gràfiques, per a la 
interfície web NfSen, per aquesta font. #Cal indicar-ho amb la sintaxis que 
utilitza HTML. Aquesta utilitza tres números #hexadecimals que representen els 
tons vermells, blaus i grocs com es veu a la #següent etiqueta: #VVBBGG. Per 
assignar colors que no siguin molt semblants, #s’ha utilitzat la taula de 
colors que surt de la següent pàgina  
#http://html-color-codes.info/codigos-de-colores-hexadecimales/. Per últim el 
#tipus de #protocol que utilitzen el equips per l’enviament de registres, en 
#aquest cas Netflow. 
#S’han de definir tantes fonts com equips hi han en el testbed que envien 
dades #al col·lector. 
 
%sources = ( 
    'RIOJA'  => { 'port'    => '9901', 'col' => '#0000ff', 'type' => 'netflow' }, 
    'MURCIA'   => { 'port'    => '9902', 'col' => '#ffffcc', 'type' => 'netflow' }, 
    'MADRID'  => { 'port'    => '9903', 'col' => '#ff4500', 'type' => 'netflow' }, 
    'ARAGO'  => { 'port'    => '9904', 'col' => '#669999', 'type' => 'netflow' }, 
    'CANTABRIA' => { 'port'    => '9905', 'col' => '#ff9900', 'type' => 'netflow' }, 
    'PAIS_BASC' => { 'port'    => '9906', 'col' => '#006633', 'type' => 'netflow' }, 
    'NAVARRA'  => { 'port'    => '9907', 'col' => '#ffff00', 'type' => 'netflow' }, 
    'CATALUNYA' => { 'port'    => '9908', 'col' => '#00ff00', 'type' => 'netflow' }, 
Disseny, desplegament i configuració d’un testbed de xarxa amb eines de monitoratge   72 
 
    'BALEARS'    => { 'port'    => '9909', 'col' => '#ff00ff', 'type' => 'netflow' }, 
    'VALENCIA'   => { 'port'    => '9910', 'col' => '#ff9999', 'type' => 'netflow' }, 
    'LES_PALMES' => { 'port'    => '9911', 'col' => '#cccc33', 'type' => 'netflow' }, 
    'TENERIFE'   => { 'port'    => '9912', 'col' => '#993399', 'type' => 'netflow' }, 
    'EXTREMADURA'  => { 'port'    => '9913', 'col' => '#CCFF99', 'type' => 'netflow' }, 
    'ANDALUCIA'    => { 'port'    => '9914', 'col' => '#669900', 'type' => 'netflow' }, 
    'CASTELLA_LA_MANXA' => { 'port' => '9915','col' => '#6699ff', 'type' => 'netflow' }, 
    'NACIONAL'  => { 'port'    => '9916', 'col' => '#66ffff', 'type' => 'netflow' }, 
    'ASTURIES'  => { 'port'    => '9917', 'col' => '#FFCCFF', 'type' => 'netflow' }, 
    'GALICIA'   => { 'port'    => '9918', 'col' => '#000000', 'type' => 'netflow' }, 
    'CASTELLA_LLEO' => { 'port'    => '9919', 'col' => '#663333', 'type' => 'netflow' }, 
    'INTERNET'      => { 'port'    => '9920', 'col' => '#996633', 'type' => 'netflow' }, 
    'Cisco_3725'    => { 'port'    => '9921', 'col' => '#6666FF', 'type' => 'netflow' }, 
); 
 
#S’indica que quan expirin els arxius generats per nfcapd, que s’esborrin tots 
#aquells que superin el mida definit a low_water, normalment el valor és 90. 
$low_water = 90; 
 
# Mòdul d’alertes: envia un correu a una adreça de correu electrònic la alerta 
#que hi ha en aquest moments 
$MAIL_FROM   = 'orodriguez82@gmail.com'; 
# servidor SMTP  
$SMTP_SERVER = 'smtp.gamil.com'; 
# Aquí indiquem la informació que volem que ens arribi en el correu, es poden 
utilitzar variables del nom de la alterta i el temps. 
 $MAIL_BODY       = q{ 




Un cop finalitzada la configuració de l’arxiu nfsen.conf ja es pot realitzar la 
instal·lació. Aquesta es realitzarà en base la configuració indicada en l’arxiu. 
Per realitzar la instal·lació s’ha d’executar el script intall.pl indicant on esta 





La instal·lació crea la estructura d’arxius definida en el arxiu de configuració, 
copia els arxius PHP i HTML en el directori definit, crea el perfil live, prepara les 
bases de dades RDD per el perfil live i crea i configura els arxius de php. 
 
Abans de realitzar la configuració del servidor web, es crea la carpeta on van 
tots els documents per a la web (HTMLDIR). 
 




mkdir –p /usr/local/nfsen/www/htdocs/nfsen 
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Un cop realitzada la configuració i la instal·lació ja es pot iniciar el servei NfSen. 
Per fer-ho utilitzarem la següent comana a la carpeta on estigui el arxiu nfsen o 
indicant la ruta, 
 
 
Com es pot veure, al iniciar el servei mostra per pantalla el número pid de cada 
dimoni nfcapd per cada router.  
 
Si es vol parar el servei, en comptes de posar start es posa stop. I si per algun 
motiu s’ha modificat l’arxiu de configuració, per si per exemple afegim un nou 
equip a la xarxa, s’ha de posar reload. 
 
Per poder interactuar amb el programa NfSen gràficament s’ha de configurar un 
servidor web i crear un usuari que estigui en el grup de treball ’www’, per poder 
executar comanes externes des de la interfície gràfica. En el testbed s’utilitza el 
software Apache2 per crear el servidor web. Per realitzar la instal·lació del 
servidor web i la creació del usuari s’utilitza l’eina, ja comentada, Yast2.  
 
Desprès s’ha de configurar el servidor per poder veure els arxius PHP d’NfSen 
en local i remot. Per fer-ho, a la configuració del servidor web es crea un Host 
amb  IP 127.0.0.1, per el servei en local, i un altre amb IP 147.83.118.30. per 
l’accés remot utilitzant la IP pública. En  aquest Hosts s’ha d’indicar on estan 
els documents d’NfSen, en el cas del testbed usr/local/nfsen/www/htdocs/nfsen. 
 
Es recomanable que cada cop que s’encengui el PC  arranqui sol el servei 
apache2, per no fer-ho manualment cada cop i no oblidar-se d’activar el servei. 
De nou s’utilitza l’eina Yast2, i en l’apartat de serveis – nivells d’execució, es 














SrvNetflow:/ # /usr/local/nfsen/bin/nfsen start
Starting nfcapd: LES_PALMES[8425] CASTELLA_LA_MANXA[8428] ARAGO[8431] 
INTERNET[8434] NAVARRA[8437] PAIS_BASC[8440] GALICIA[8443] VALENCIA[8446] 
TENERIFE[8449] MADRID[8452] NACIONAL[8455] RIOJA[8458] CANTABRIA[8461] 
ANDALUCIA[8464] EXTREMADURA[8467] MURCIA[8470] Cisco_3725[8473] CATALUNYA[8476] 
CASTELLA_LLEO[8479] ASTURIES[8482] BALEARS[8485]. 
Starting nfsend. 
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En el escenari del testbed hi ha un PC que simula quatre sistemes autònoms 
diferents. Aquest equip disposa de quatre targes FastEthernet que van 
connectades als routers VALÈNCIA, CATALUNYA, CANTÀBRIA I 
CASTELLA_LLEÓ.  Per poder simular AS, el PC es configura com si cada 
interfície fos un router utilitzant el software zebra.  Zebra és un software que 
permet muntar router cisco sobre sistemes operatius Unix. Aquest disposa 
duna interfície de configuració basada en Cisco IOS, com els demes equips de 
la xarxa. 
 



























Com es veu en l’arxiu de configuració, s’ha configurat un adreçament a cada 
interfície corresponent a la xarxa que estan connectades. Però hi ha un 
problema, ja que cada cop que el PC es reinicia, es modifica l’adreçament 
assignat a les interfícies físiques. Això es perquè s’assigna el adreáment IP a la 
etiqueta lògica ethX, i aquesta s’assigna aleatòriament cada cop que inicia el 
sistema operatiu.  Per solucionar-ho, s’ha creat un script que apaga les 4 
intefícies, desprès assigna la etiqueta lògica a la interfície física utilitzant 
l’adreçament MAC. Un cop assignada la etiqueta es tornen a encendre les 4 
interfícies i s’assigna l’adreçament IP. A continuació es mostra el script que 





debug zebra rib 
! 
interface Loopback1 
 ip address 200.0.1.1/24 
 ipv6 nd suppress-ra 
! 
interface eth0 
Description Connexió contra CATALUNYA 
 ip address 10.0.22.3/24 
 ipv6 nd suppress-ra 
! 
interface eth1 
Description Connexió contra CASTTELLA_LLEÓ 
 ip address 10.0.34.3/24 
 ipv6 nd suppress-ra 
! 
interface eth2 
Description Connexió contra VALÈNCIA 
 ip address 10.0.16.3/24 
 ipv6 nd suppress-ra 
! 
interface eth3 
Description Connexió contra CANTÀBRIA 
 ip address 10.0.33.3/24 




ip route 0.0.0.0/0 10.0.34.1 
! 




Per utilitzar el protocol d’encaminament BGP i crear els diferents sistemes 
autònoms, s’utilitza el dimoni bgpd. Es crea un arxiu de configuració per cada 
interfície,  indicant el identificador i veí BGP. A part, també és configura, en el 
testbed, que cada AS publiqui una xarxa que no existeix (12.0.1.0/24 -
15.0.1.0/24). 
 




























ifconfig eth0 down 
ifconfig eth1 down 
ifconfig eth2 down 
ifconfig eth3 down 
 
ifconfig eth0 add 00:0e:0c:69:9d:ca 
ifconfig eth1 add 00:04:75:ff:74:2c 
ifconfig eth2 add 00:0e:0c:6e:dd:34 
ifconfig eth3 add 00:e0:7d:d2:06:9f 
 
ifconfig eth0 up 
ifconfig eth1 up 
ifconfig eth2 up 
ifconfig eth3 up 
 
ip addr add 10.0.16.3/24 dev eth2 
ip addr add 10.0.22.3/24 dev eth0 
ip addr add 10.0.34.3/24 dev eth1 






router bgp 65001 
 bgp router-id 10.0.22.3 
 network 12.0.1.0/24 









router bgp 65002 
 bgp router-id 10.0.33.3 
 network 13.0.1.0/24 
 neighbor 10.0.33.1 remote-as 65000 
! 
line vty 


























A l’hora d’executar el bgpd, cal indicar la ruta als arxius de configuració, la ruta 
on es vol que es generi el pid, el port que utilitzarà per establir la sessió amb el 
AS veí i un port per poder-nos connectar en local al servei i realitzar 
modificacions. Per facilitar-ho es crea un script que executa els 4 dimonis a la 



















router bgp 65003 
 bgp router-id 10.0.16.3 
 network 14.0.1.0/24 
 neighbor 10.0.16.1 remote-as 65000 










router bgp 65004 
 bgp router-id 10.0.34.3 
 network 15.0.1.0/24 





bgpd -d -f /etc/quagga/AS65001.conf -i /etc/quagga/AS65001.pid -p 65001 -P 
2001 
bgpd -d -f /etc/quagga/AS65002.conf -i /etc/quagga/AS65002.pid -p 65002 -P 
2002 
bgpd -d -f /etc/quagga/AS65003.conf -i /etc/quagga/AS65003.pid -p 65003  -P 
2003 
bgpd -d -f /etc/quagga/AS65004.conf -i /etc/quagga/AS65004.pid -p 65004 -P 
2004 
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Annex IV. Actualització de les IOS als routers Cisco 
 
Com es comenta en l’apartat 2.3, un dels problemes a l’hora de realitzar el 
muntatge de la xarxa ha estat que la majoria de routers 1721 i 837 no complien 
els requisits necessaris per obtenir el disseny de la xarxa desitjada. La IOS que 
tenien carregada alguns models 1721 no suportava la creació de subinterfícies. 
En el cas dels 837, només tenien una interfície lògica, i no suportava el protocol 
d’encaminament OSPF. Per solucionar-ho, s’han actualitzat les versions de les 
IOS d’aquest equips. 
 
Abans d’actualitzar, cal trobar una IOS que compleixi els requisit desitjats. En el 
testbed s’utilitzen IOS d’altres routers que si que compleixen els requisits. Per 
poder traspassar aquesta IOS a un altre router, primer s’ha de transferir a un 
PC utilitzant el protocol TFTP (Trivial File Transport Protocol). Aquest utilitza el 
protocol de transport UDP i el port 69. Al PC cal instal·lar un servidor TFTP per 
poder rebre i enviar les IOS als routers. El servidor utilitzat ha estat el software 
lliure tftp32 descarregat del següent  enllaç: http://tftpd32.jounin.net/ 
 
Un cop descarregat i instal·lat, aquest s’executa i cal indicar la carpeta on 
guardarà l’arxiu rebut (Current Directory), la IP de la interfície connectada al 
router (Server interfaces), la IP del router (Host), el port utilitzat (port), el nom 
que es vol posar al arxiu en local (Local File) i el nom del arxiu de la IOS que es 
vol rebre (Remote File). Tot seguit es mostra una imatge del servidor tftpd32 on 





Fig. II  Pantalla de configuració per al servidor tftpd32 
 
Un cop configurat el servidor cal connectar el PC al router, on esta la IOS que 
compleix els requisits desitjats, utilitzant un cable UTP pla. En la figura III es pot 
veure l’escenari que cal muntar per el traspàs de la IOS d’un router a un PC 
utilitzant el protocol TFTP. 
 




Fig. III  Connexió PC-router per al traspas de la IOS 
 
A la interfície del PC i router on està connectat l’enllaç, cal configurar una IP de 
la mateixa xarxa.  
 
Per finalitzar s’accedeix al router utilitzant el protocol Telnet 




El procés dura uns minuts, depenent del mida de la IOS. Un cop acabat, es 
mira a la carpeta indicada en el PC si està l’arxiu de la IOS. 
 
Per traspassar la IOS al router que es vol actualitzar, cal fer el procés a la 
inversa. Del escenari cal substituir l’equip per el que es vol actualitzar. Un cop 








##Primer cal veure el nom del arxiu IOS del equip 
NACIONAL#shou version 
... 
System image file is "flash:c1700-ipbase-mz.124-1c.bin" 
... 
 
##Copiar l’arxiu emmagatzemat a la memoria flash al servidor tftp 
## copy flash: ‘nom de del arxiu IOS’ tftp 
MADRID# copy flash: c1700-ipbase-mz.124-1c.bin tftp 
 
##S’ha d’introduïr la IP del PC 
Remote host []? 10.0.13.10 
 
## Mostra el nom del arxiu a copiar, si coeincideix amb el  
## que s’ha vist anteriorment, pitjem enter. 
Name of configuration file to write [c1700-ipbase-mz.124-1c.bin]?  
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##Copiar l’arxiu del servidor TFTP al router. 
MADRID#copy tftp: flash: 
 
##S’ha d’introduïr la IP del PC 
Remote host []? 10.0.13.10 
 
## Demanara si els vol esborra el arxiu que hi actualment, pitjem 
enter per dir si 
Erase flash memory?  
 
## I comença a copiar l’arxiu 
