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In the past few decades, research into electromagnetic properties of topological
quantum materials has been one of the most active research areas in the field of
condensed matter physics. Physicists have discovered a large class of materials, e.g.
Weyl semimetals, topological insulators, and topological superconductors that can
host a plethora of interesting topological properties. In addition to their theoretical
value as novel and exotic phases of quantum matter, topological quantum materials
provide a promising platform for an array of technological applications, particularly
as building blocks of topological quantum computers. Unfortunately, despite great
progress in the theoretical understanding of topological phases of matter, practical
problems have made it difficult to: (i) identify unambiguous examples of topological
quantum material and (ii) harness their potential for technological applications. The
overarching goal of this thesis is to understand such difficulties and to find ways to
overcome them by studying specific problems.
This thesis is divided into four independent parts, each of which is dedicated
to a particular problem: In the first part, we study chiral magnetic effect in Weyl
semimetals and discuss whether it can be used to probe topological properties of
Weyl semimetals in real experiments.
In the second part, we propose an experimental setup to realize a certain
type of topological excitation called Z3 parafermionic zero mode using a quantum
dot array structure from the 2/3 fractional quantum Hall state. Importantly, our
proposal does not rely on Andreev backscattering. We argue that this feature makes
our proposal suitable for experimental realization.
In the third part, we provide a quantitative analysis of supercurrent in super-
conductor/quantum Hall/superconductor junctions and show that by making criti-
cal assumptions about the interface, it is possible to obtain a quantitative agreement
between theory and the magnitude of the observed supercurrent.
In the fourth part, we study quantum anomalous Hall effect and flavor fer-
romagnetism in twisted bilayer graphene and argue that the one-magnon spectrum
can be used as a numerically accessible tool to study the stability of the quantum
anomalous Hall phase in twisted bilayer graphene.
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1.1 Introduction to topological quantum material
Topological phases can be roughly defined as distinct phases of matter (i.e. they
cannot be smoothly connected) that do not break any symmetries. The first theo-
retical example of topological matter dates back to the Su-Schrieffer-Heeger model
in the 1970s [2]. Later on, experimental discovery of the quantum Hall effect (QHE)
in 1980s provided the first and perhaps, even to this day, the most striking example
of experimentally realizable topological quantum phases [3]. Prior to the discovery
of “topological quantum matter” phases of matter were thought to be classified only
using patterns of symmetry and symmetry breaking known as the Landau paradigm.
However, topological phases are beyond the Landau theory as distinct topological
phases do not break any symmetries.
In the decades following the discovery of QHE, it was realized to topological
phases of matter offer fascinating technological applications. Specifically, their po-
tential application in building topological quantum computers has led to a surge of
renewed interest in topological quantum material. However, despite the fascinating
possibilities, harnessing their power to build realistic topological quantum bits has
proven to be extremely difficult. Furthermore, since the direct observation of topo-
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logical features is usually difficult, establishing the existence of a topological phase
has to rely on indirect experimental evidence, which in turn, demands research into
finding experimentally viable probes of topological phases. The goal of this thesis is
to understand these problems and to take steps towards solving them by studying
specific examples of topological quantum materials.
Recently, the class of theoretical models and experimental materials that host
a wide range of interesting topological phenomena has grown significantly. In the
following, we briefly review different major classes of topological quantum materials
with an emphasis on what is relevant for this thesis.
1.1.1 Symmetry-protected topological phases
Symmetry-protected topological (SPT) phases can be defined as gapped phases
of quantum matter that cannot be adiabatically deformed into a trivial product
state without breaking the symmetry or closing the bulk gap. SPTs are gapped
(insulating) in the bulk, while usually (if the boundary does not break the symmetry)
possessing robust gapless surface states.
Topological insulators (TI) and topological superconductors (TSC) are both
examples of SPT phases. A particularly intriguing feature of TSCs is that edge states
of one-dimensional TSCs or vortices of two-dimensional TSCs can host Majorana
zero modes, which are particle-like excitations with non-Abelian statistics [4]. Non-
Abelian statistics makes these systems particularly interesting due to their potential
application in building topological quantum computers [4]. Most of the promising
2
routes to realize TSCs rely on an architecture that uses a regular TI in proximity
to a normal superconductor (SC).
In chapter 3 we present a realistic experimental proposal to realize a gen-
eralization of MZMs (parafermionic zero modes) using a hybrid fractional QH-SC
structure. In chapter 4 we study SC/QH/SC Josephson junctions quantitatively.
Understanding the SC/QH interfaces is an important step towards realizing a large
class of exotic topological phases in a lab.
1.1.2 Topological order
Analogous to SPTs, topologically ordered phases can be defined as gapped phases
of quantum matter that cannot be adiabatically deformed into a trivial product
state without closing the bulk gap. However, note that topologically ordered phases
crucially do not rely on the symmetries protecting them. Topologically ordered
phases have a number of interesting properties that are absent in SPTs, including a
ground-state degeneracy that depends on the topology of the underlying manifold,
existence of charged fractional excitations in the bulk and non-local patterns of
entanglement.
Fractional quantum Hall (FQHE) states and the Z2 gauge theory (toric-code)
provide the best known examples of topologically ordered phases. At this time,
FQH states seem to be the only unambiguous example of a topologically ordered
phase that has been observed in nature.
As mentioned earlier, in chapter 3, we present a realistic proposal to realize
3
parafermionic zero modes that relies on crucial features of FQH states.
1.1.3 Topological semimetals
While most of the theory of the topological phase is only applicable to gapped phases,
it is still possible to see at least remnants of topology in gapless systems. The best
known example of topology in gapless systems is provided by Weyl semimetals.
Weyl semimetals are 3D material whose electronic dispersion exhibits point nodes
at the Fermi level, and the low-energy physics is effectively described by a Weyl
Hamiltonian. A striking feature of the Weyl semimetals is the existence of gapless
surface Fermi arcs which can be thought of as edges states of 2D gapped Chern
insulators that are present at a fixed value of momentum along a particular direction
and are therefore topological in nature.
A combination of intriguing topological properties and experimental accessi-
bility has led to a surge of interest in Weyl semimetals in the past decade.
In chapter 2, we study the chiral magnetic effect, which was originally proposed
as a signature of topology in Weyl semimetals and argue that in fact, it cannot serve
as a probe of topology in topological semimetals.
1.2 Organization of thesis
The rest of this thesis interpolates material from four papers by the author [5–8].
Each of the following chapters is meant to be rather self-contained and independent
from the rest of the thesis. Chapter 2 is based on [5] and is devoted to a detailed
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study of chiral magnetic effect in Weyl semimetals, in particular, we are interested in
the role of topology and disorder in chiral magnetic effect. Chapter 3 is based on [6]
and presents an original experimental proposal that realizes Z3 parafermionic zero
modes from a quantum dot array of 2/3 filled FQH states that is in proximity to a
superconductor. Chapter 4 is based on [7] and provides a detailed, quantitive study
of supercurrent in SC/QH/SC junctions and emphasizes the role of the chiral nature
of edges states in supercurrents that exist in the quantum Hall regime. Chapter
5 is based on [8], which provides a detailed study of quantum anomalous Hall
ferromagnetism in twisted bilayer graphene and argues in favor of using the one-
magnon spectrum as a probe of the stability of flavor ferromagnetism in nearly
flat-band systems. Chapter 6 provides a summary and conclusion.
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Chapter 2: Chiral Magnetic Effect in Weyl Semimetals
2.1 Introduction
Weyl semimetals, which are three-dimensional analogues of graphene, have gener-
ated a lot of interest in the past decade because of the combination of their peculiar
properties [9–13] and experimental accessibility [14–19]. Unlike graphene, the gap-
less nature of the Weyl points in the energy spectrum of a Weyl semimetal are
protected by topology through the presence of a non-zero Berry flux in momentum
space [12]. The non-zero Berry flux has certain unique characteristics such as chiral
Landau levels when subjected to a magnetic field [20, 21]. Electrons in the zero
energy Landau levels in a Weyl semimetal propagate either parallel or antiparallel
to the magnetic field and can form a closed loop only with the aid of Fermi arc
states on the surface of the Weyl semimetals [12]. Recently some evidence for such
Fermi arcs [22] and the chiral Landau levels [23] has become available. However,
the Landau-level trajectories of electrons by themselves do not form a macroscopic
response function that can be measured without direct reference to the single elec-
trons. On the other hand, the topological Berry flux in Weyl semimetals is also
predicted to give rise to a such a response through the so-called ”chiral anomaly”
in three dimensions known from quantum field theory [10, 24]. It has been shown
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that this chiral anomaly could be applicable to Weyl semi-metals in the solid state
systems in the form of the ”chiral magnetic effect” (CME) [25–33].
The CME, which is originally a prediction from the continuum field theory
of Weyl Fermions in three dimensions, has been the subject of some debate when
applied to solid state systems on a lattice. Lattice regularization itself is known
to limit Weyl points to exist in pairs so as to ensure the vanishing of the total
Berry flux in momentum space. Denoting the separation in energy of a pair of such





δk0B in response to the
application of a static magnetic field B. This is a rather unusual prediction since in
the solid state, with the exception of superconductors, the flow of a current always
requires an applied electric field. The subtle nature of the field theory prediction
was further substantiated by the demonstration of regularization schemes where
the CME would not occur in Weyl semimetals [30, 31]. Using different limits from
field theory, a variety of other conclusions were reached for the existence of the
CME, such as a critical momentum-space separation of the Weyl points [33], and
presence of a gap [32]. Semiclassical analysis [27, 28] of the magnetic field response
also concluded the CME to be absent in Weyl semimetals. Following this, direct
(numerical) linear response calculations of CME for specific lattice models [26, 29]
of Weyl semimetals, it is concluded that the CME can indeed occur as predicted
by field theory in the appropriate momentum and frequency limit. However, the
numerical confirmation of the CME by linear response studies of lattice models
does not address the counter-intuitive nature of the CME, i.e. how a current can
flow in response to just a magnetic field. In fact, Vazifeh and Franz [25] and later
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Yamamoto [34] have shown rigorously that the current in thermal equilibrium in
any solid state material must vanish in the absence of an electric field, which would
automatically constrain the CME to vanish.
A finite frequency analog of CME can be defined as the current flowing par-
allel to a time-dependent magnetic field j = σ(ω)B(ω), finite frequency CME can
be computed by considering the corresponding component of the linear response at
finite frequency. However, the finite-frequency analog of the CME is indistinguish-
able from a non-colinear response to the electric field induced by the time-dependent
magnetic field. As a result, so far studies of CME have been limited to the static
and homogeneous case of ω,q→ 0 (we discuss the order of limits in more detail in
Sec. 2.3.2) and an explicit calculation of finite frequency CME in Weyl semimetals
is lacking. While the focus of our work is the more counterintuitive case of the DC
limit of a magnetic field, we do find that the finite frequency response also bears
interesting signatures of the Berry curvature (as found in independent parallel work
in Refs. [35,36]).
In this chapter, we address these questions by studying the magnetic field
response of the current in metals in different situations. We start in Sec. 2.2 by
using a model Hamiltonian to demonstrate that an adiabatically increasing magnetic
field can generate a charge current along the direction of the magnetic field even
without any topological properties such as Weyl nodes in the dispersion. This
establishes that not only is a CME-like current response possible, it is not unique
to topological systems. In Sec. 2.3 we carefully re-examine the linear response
properties and distinguish two kinds of linear response namely - thermal equilibrium
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response and dynamical response in the DC limit. In Sec. 2.3.1, we review how the
equilibrium linear response must identically vanish. Furthermore, we show that
for finite wave-vector magnetic fields in periodic boundary condition systems the
DC limit of the dynamical response coincides with the equilibrium response and
therefore also vanishes. In Sec. 2.3.2 we explain the apparent discrepancy between
linear response and existing field-theory calculations, we also provide an explicit
expression for finite frequency CME in Weyl semimetals and show that it has a
universal nonzero limit at ω >> q. In Sec. 2.3.3, we resolve the apparent discrepancy
between the results of Sec. 2.2, which show a finite CME-like response, the linear
response calculations in this section that prove vanishing CME. We find here, that
the open boundaries in Sec. 2.2 lead to the DC limit of the dynamical response being
different from the vanishing equilibrium response and remaining finite. Finally
in Sec. 2.4, we show that while disorder might be used to make the notion of a
perturbative magnetic field better defined, it still leads to a vanishing CME response
due to scattering.
2.2 Chiral magnetic response of conventional systems at finiite B
field
In this section we present an example of a system which develops a DC current in
response to the application of a DC magnetic field B that is parallel to the direction
of the current. Therefore, in a sense we will see that the key surprising aspect of
the chiral magnetic response i.e. a current response to a magnetic field is not only
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possible, but is not unique to non-topological systems.
The model we study is described by the Hamiltonian
Ĥ(k) = k4 + αkFk
3
z − k4F (2.1)
which is parametrized by kF and α. In the isotropic limit α → 0, kF describes the
Fermi wave-vector of the system. The parameter α is key to breaking time-reversal
and inversion symmetries along the z-direction, which are symmetries that would
forbid a current response. We will choose this parameter to be small i.e. α 1, so
that the modification of the dispersion around the Fermi surface can be computed
perturbatively in α.
Applying a constant magnetic field along the z axis in Landau gauge changes
Ĥ to
Ĥ(kx − eBy,−i∂y, kz) = (2.2)
[(kx − eBy)2 − ∂2y + k2z ]2 + αkFk3z − k4F .
This has the same eigenstates as a two-dimensional electron gas in a magnetic field,
these eigenstates are well known [1].The spectrum for states in the bulk are given
by












z − k4F (2.3)
where ωc = eB is the cyclotron frequency. Since the vector potential Ax(y) = By is
not periodic in the y-drection, we will consider the system to to be open along the
y direction with width W and have periodic boundary conditions along the x and
z direction. For this system the bulk extends for a range of |kx| < W/2eB, beyond
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which the bulk states merge into chiral edge states. Assuming that the system to
be terminated in the y-drection by a potential V (y), which varies smoothly on the
scale of the magnetic length, the dispersion including both bulk and edge states is
given by
E(B, n, kx, kz) = [ωc(n+
1
2
) + k2z ]
2 + αkFk
3






The mean current carried by the system along the z-direction in steady state













is the group velocity of the electrons along the z-direction and
fn(kx, kz) is the occupation of the electronic states in the n
th Landau level at wave-
vector kx, kz. For simplicity, we consider a system starting at a finite uniform mag-
netic field B = B1. At such a finite magnetic field B, the Landau levels indexed by
n at any given momentum point (kx, kz) are separated in energy and adiabatically
increasing the magnetic field B from B = B1 to B = B2 preserves the initially
equilibrium occupation of the electronic levels which is given by
fn(kx, kz) = nF (E(B1, n, kx, kz)), (2.6)
where nF (E) is the Fermi function at some temperature T .
It should be noted that as the magnetic field is raised, the distribution no
longer remains an equilibrium distribution. In fact, the current can be shown to
















′) is the integrated Fermi function. Noting that this
function must approach a constant at the edge of the BZ where nF = 0, the current
density then vanishes as 〈jz〉 = −e
∑
n,kx
[ñF (E →∞)− ñF (E →∞)] = 0.
On the other hand, in the limit of a small but finite change in the magnetic
field, the current density aquires a finite expectation value that can be expanded to
lowest order in (B2 −B1) as







∂2E(B, n, kx, kz)
∂B∂kz
|B=B1
nF (E(B1, n, kx, kz)). (2.8)
Assuming the zero-temperature limit, the above integral can be restricted to be
between kz = kz,1 and kz = kz,2, which are the unperturbed Fermi points defined by







[∂BE(B, n, kx, kz2)− ∂BE(B, n, kx, kz1)]|B=B1 . (2.9)











(B2 −B1)(k2z2 − k2z1) (2.10)











k4F − V ( kxeB )
)1/2 − eB1(n+ 12)]3/2(
k4F − V ( kxeB )
)1/2 (2.11)
which is nonzero in general even though the original Hamiltonian has no Berry
curvature.
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2.3 Linear response in the clean systems
2.3.1 Vanishing of low-frequency linear response for periodic bound-
ary conditions
In apparent contradiction to the previous section, the dynamical linear response of
the current to a low-frequency magnetic field has been shown to vanish [25]. To
facilitate a direct comparison with our example, we review the argument in some
detail. The key ingredient in this argument is to consider the response function in
thermal equilibrium referred to as the equilibrium response, which is distinct from
the DC limit of the dynamical response in general. The DC limit of the dynamical
response is the real-frequency response with the frequency being finite but small.
The response of the current operator j(r) in thermal equilibrium to linear order












where the second term accounts for the intrinsic change of the current operator j due
to the application of the magnetic field. Here A(r) is the vector potential generated











and using it to expand equation (3.6) first order gives





















The first and the fourth terms evaluate to zero since 〈ĵa(r)〉0 = 0. For a translation-























Translational invariance suggests that the transformation to the Fourier do-
main would simplify the results. However, it turns out that periodic boundary
conditions restrict us from using a strictly uniform magnetic field, and we must
consider a magnetic field with a finite but small wave-vector q. At such a wave-
vector we can readily choose the Fourier transform of the vector potential A(r) to
be A(q) = i
q2
B × q. Using this, we can obtain the response of the lowest Fourier


















The second term vanishes in many of our examples and will be assumed to be zero
for simplicity in the remainder of this section. By relating the vector potential to
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Bc ≡ σchBc. (2.17)
Where (ΠRab)
ant is the anti symmetric part of Πab. Expanding the current operator in
terms of the creation operators ĉ†n,k for eigenstates |m,k〉 of the Bloch Hamiltonian















where Ĵa(k) are the single-particle current operators that are derived from the Bloch
Hamiltonian. The response function Πab in Eq. 2.16 can be expanded in the single-































performing the τ integral turns this expression to the form

























This expression is identical to the result obtained for the dynamical linear response
formalism in the limit ω → 0 or more precisely ω  q.
Following the arguments of Refs. [25, 34] it is easy to show that the result of
equation (3.6) and subsequently equation (2.20) has to vanish as ω → 0 i.e. as the
15
magnetic field is varied slowly compared to q. Therefore, we conclude that
Πantab (ω  q → 0) = 0. (2.21)
This result is in agreement with Ref [28] but in contrast to findings of Ref [26].
It should be noted that this result does not prohibit the usual diamagnetic response
since it only restricts the anti-symmetric part of Πab, whereas the diamagnetic re-
sponse is related to the diagonal part of the polarization tensor.
We remark that the validity Equation.(2.21) assumes the ability to analytically
continue the CME response to real frequency from an imaginary formalism in the
limit ω → 0 . This is guaranteed only if the perturbative response has a finite DC
(ω  q → 0) limit. This can break down, for example, in cases with a vanishing
group velocity vn,k in a band, in this case intra-band terms become divergent, and
as a result, the vanishing of the CME would not be guaranteed.
2.3.2 Comparison with field theory results for Weyl semimetals
One of the questions raised by the previous subsection is how to reconcile field
theory predictions of a nonzero chiral magnetic response with our vanishing results.
To investigate this we explicitly calculate equation (2.20) for a generic two-band
model and use the result to calculate σch defined in equation (2.17) (details of this

























(∇k〈n,k|)× [Ĥ(k)− εn(k)](∇k|n,k〉) (2.23)
and
Ωn,k = i(∇k〈n,k|)× (∇k|n,k〉) (2.24)
is the wave-packet orbital magnetization. Our result for σch is in agreement with
Ref. [28] but different from Refs. [26]. Using the periodicity of the lattice, the second
term in equation (2.22) can be partially integrated to look like the first term with
the opposite sign, therefore giving a vanishing σch as expected. However, if we work
within a low-energy effective hamiltonian description of the problem, as is usually
done in field theory calculations , a non-vanishing result might have been achieved.To
illustrate this point consider the simplest low energy effective Hamiltonian of a Weyl
semimetal, that is two linearly dispersing well fermions (i.e. Heff = ±vFσ.k), in this
case at each k is momentum space v+,k = −v+,k = vF k̂ and therefore the second

















where + here corresponds to the conduction band. For a general two-band Bloch
Hamiltonian H(k) = e(k) +r(k) ·σ (where σx,y,z are the Pauli matrices), the energy
eigenvalues are given by
ε± = e(k)± |r(k)| (2.27)
Substituting the eigenvalues and eigenvectors into Eq. 2.23, the orbital magnetic
moment is written as:
m±(k) = ±e|r(k)|Ω(±,k) (2.28)





















where we used the fact that the total Chern number of the entire Fermi surface is
zero to get from the first line to the second line. In the case of a two-node Weyl
semimetal, we have two Fermi surfaces with e2 − e1 = δk0 and opposite values of
uniform Berry curvature Ω(+,k); therefore, σeffch = (
e
2π
)2δk0 as expected from field
theory [32, 37]. This argument can be easily generalized to include an arbitrary
number of Weyl nodes. Note that even though we recovered the quantum field
theory result, it is not applicable to a real material since it doesn’t include the
second term in equation (2.22). This term in a periodic system forces the chiral
response σch = 0.
As has been pointed out, this situation can be partially circumvented by the
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chiral magnetic response at non-zero frequencies, where ω & q. While this limit can
produce non-vanishing results even in lattice systems, it is difficult to disentangle
the contribution of the electric field generated by the time-dependence of the mag-
netic field in this limit. The finite frequency generalization of the linear response
calculation is given by [1]

























To investigate behavior of σch as a function of frequency, we will numerically calcu-
late equation (2.30) for a simple two-band model of Weyl semimetal with two Weyl
nodes at zero temperature. In this calculation, the vanishing of the ω  q → 0
response comes to our aid, and we can use this fact to argue that the inter-band
terms must cancel in the ω → 0 limit of the intra-band (i.e. Fermi surface) terms.
Therefore, the finite-frequency response only Fermi surface properties contribute to
equation (2.30) and therefore no further knowledge of the microscopic details of the
Hamiltonian is necessary. Focusing on the intraband contribution to Eq. 2.30, we
obtain

























The results of this calculation are plotted in figure 2.1. It starts from zero at




σeffch at ω  q, however, that since E ∝ ωA and B ∝ qA in
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Figure 2.1: Frequency dependence of the Chiral Magnetic response σch(q, ω) in a
bulk Weyl semimetal in a two-band, two-nodes model. It vanishes in the DC (i.e.
ω → 0) limit as expected from the equilibrium theory. We chose the parameter
q = 0.0001
this limit E  B, and therefore nonzero σch in this limit is more of an electric field
effect rather than magnetic field one. It is worth mentioning that in the limiting
case of ω = q  1, we get σch = σeffch . We believe this feature is coincidental, since
this limit does not correspond to B 6= 0 and E = 0 as required in the DC chiral
magnetic effect.
Also note that the topology of a Weyl semimetal is not necessary to obtain a











Figure 2.2: Feynman diagrams contributing to the correlator Πa,b. Double lines
correspond to G(k̃) (i.e. dressed propagator) and the shaded boxes correspond to
two-particle irreducible diagrams [1]















all the steps from equation (2.25) to equation (2.29) go through here as well. Inter-
estingly e(k) and Ω(±,k) in Eq.(2.29) are independent of each other since the Berry
curvature only depends on eigenstates not eigenvalues. Therefore, as long as Berry
curvature is not zero everywhere on Fermi surface, we can choose e(k) arbitrarily
such that σch is non zero. Therefore, similar to the magneto-electric effect [39], topol-
ogy, which is defined by Fermi surface components with non-vanishing Berry flux
[21], is not necessary to a get nonzero σch. Similar finite-frequency CME resulting
from non-topological Berry curvature has been previously reported [35,36,38].
2.3.3 B-field response under open boundary conditions
The second issue raised by the vanishing DC limit of the dynamical response, which
has not been resolved earlier, is the apparent contradiction between equation (2.21)
and the example presented in Sec. 2.2. As we will show, the crux of this discrepancy
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lies in the fundamental difference in the description of the magnetic field for systems
with open and periodic boundary conditions.
Unlike in the case of periodic boundary conditions, where a magnetic field
must be applied with a finite wave-vector q, open systems can be subject to a
strictly uniform magnetic field as in experiments. A uniform magnetic field B in an
open system can be represented in the circular gauge by a vector potential A that
is given by A = 1
2
B × r. In this case, the magnetic field perturbation δB affects
the Hamiltonian as H → H −MzδB, where M̂b = 12
∫
dr(J(r)× r)b is the magnetic
moment operator. Using this insight from Sec. 2.3.1 and noting that
∫
dr′J(r′)·A(r′)
transforms to MzB in the present notation, the response of the equilibrium current








where j ≡ jz is the current operator in the z direction. Note that the j.A term
could have been written as MzδB in the previous section as well. However, we
find that the latter form is suited better for dealing with open boundary conditions,
where the wave vector q is no longer a good quantum number, whereas for periodic
boundaries using the former expression makes it easy to relate σch to the usual form
of the current current correlation in Equation(2.37) . Expanding in the quasiparticle-







































Separating the r 6= s and r = s contributions to the current response, δ〈j〉 =
δ〈j〉r 6=s + δ〈j〉r=s, the r 6= s contribution is written as






This term is equivalent to the DC limit of the finite-frequency linear response.
To compare this result to the dynamical linear response in Eq. 2.20, we notice that
kx,y are no longer good quantum numbers in the open boundary condition case, and
we can simply replace k → kz in the derivation in Sec. 2.3.1. Therefore, the open






εn − εm − ω
× 〈n|Ĵz|m〉〈m|M̂z|n〉. (2.37)
Now note that at any finite ω > 0, the m = n contribution to the above sum
vanishes, so that the DC (i.e. ω → 0) limit of this expression is identical to that in
Eq. 2.36.
In addition to the DC limit of the dynamic response, there is also a contribution




Jppmrr[f(εr)f(εp)(1− δpr) + δrpf(εr)], (2.38)
where we note that the p = r and p 6= r cases lead to different terms in the above
expression and f(εp) = 〈c†pcp〉 are Fermi functions. In contrast, the analogue of the
r = s term does not contribute to the finite-frequency response function. Finally,
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we note that the explicit response of the current 〈 δj
δB
〉 is identical in both real and
imaginary frequency cases. We have ignored this contribution for simplicity.
The r = s term in Eq. 2.38 can lead to a substantial difference between the
vanishing equilibrium response and the DC limit of the dynamical response. As
a result, while the equilibrium linear response is required to vanish based on the
argument in Sec. 2.3.1, the DC limit (i.e. ω → 0) of the dynamic response is not
necessarily vanishing as suggested by Sec. 2.2. This is consistent with the non-
vanishing CME obtained for certain open systems [40].
2.4 Chiral magnetic response in weakly disordered systems
The necessity of a finite but small wave-vector q for the magnetic field used in the
linear-response derivation in Sec. 2.3.1 leads to some subtle difficulties in the order
of limits. This is because that the vector potential scales as A ≈ B
q
, and therefore
it diverges as q→ 0, so that as q → 0, the range of B over which the perturbation
theory is valid shrinks to zero. This difficulty can be avoided by introducing another
length scale into the problem so that the response function becomes independent of
q at small enough q. One way to do this is to introduce the length 1
τ
given by the
inverse of the scattering rate; in this case the wave vector q just needs to be much
smaller than the mean free path q  1
τ
rather than going to zero q → 0. To address
this problem we will consider the problem of static CME in a disordered metal in
the last section.There we’ll show that equation (2.21) remains valid in the presence
of weak disorder.
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As mentioned in the introduction, disorder introduces a length scale 1
q
into the
the system , that can help make the perturbation theory valid when the magnetic
field is turned on. We introduce disorder into a lattice realization of a Weyl semi-






where r labels unit cells and a labels atoms inside the unit cell. For our calcula-
tions, we use a Gaussian white-noise disorder model for the functions ua(r) with a
correlation function 〈ua(r)ub(r′)〉 = νDδa,bδr−r′ , where νD characterizes the strength






where 〈ua(q)u∗b(q′)〉 = νDδa,bδq−q′ . Starting with this perturbation, the disorder
averaged Green function can be calculated within the Born approximation [1] as
G(k̃)−1 = ω − Ĥ(k)− Σ(ω) where
Σab(ω) = νDδab
∫
dqdωG(0)aa (q, ω) (2.41)
is the electron self-energy within the Born approximation and G(0) is the bare time-
ordered Green function (i.e. G(0)(q, ω) = [ω + isign(ω)η −H(k)]−1). Note that for
compactness we have introduced the notation k̃ := (k, ω).
To calculate the disorder averaged response σch, we use the Kubo formula as in
the clean case modified to include weak disorder. Following the standard diagram-
matic theory for disorder [1], we do this by calculating the Feynman diagrams shown
in Fig [2.2]. In these diagrams, the double lines correspond to disorder -averaged
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Green functions G(k̃), and the shaded boxed correspond to disorder scattering by
the fluctuations in the potential V . We can sum all of the contributing diagrams
into a renormalized current vertex, Γa (shown in the second line Fig [2.2]), so that
the response function is written as:











































We note that the validity of this approach requires being in the diffusive limit
(i.e. mean-free path  Fermi wave-length). We will avoid this regime by choosing
a finite chemical potential with a Fermi energy much greater than the disorder
scattering rate.
In principle, once Π is calculated using Eq. 2.42, one can substitute it back
into Eq. 2.17 to calculate the chiral magnetic response σch. We now argue that

















which in turn guarantees that in the limit, ω
q







−1(k̃) = ∂kaĤ(k) = Ĵa(k). (2.45)
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This implies that there are no vertex corrections, and we need to consider only the
bubble diagram (the first diagram in the first line of Fig. 2.2). With this approxi-
mation, Π in Eq. 2.42 when expanded to first order in q becomes:

















This has the form of a Hopf topological invariant [42] and vanishes since the
Green function G has no real frequency poles (shown in the appendix). Therefore,
using Eq. 2.17, we conclude that σch = 0 universally for all disordered physical
systems. This is consistent with the equilibrium results showing that the current
must vanish in a magnetic field in a lattice system [25,34].
On the other hand, for frequencies much larger than the scattering rate ω >>
1
τ
, we expect disorder not to play a role, and therefore finite-frequency chiral mag-
netic response σch should return to the clean-limit value in such a range. In this
case, we have to be careful to ensure that the wave-vector q is chosen to obey the
limit ω/q → 0.
To understand how σch crosses over from the vanishing DC value to the clean-
limit value, we numerically calculate Πy,z(qx̂, ω) for the model Hamiltonian of Weyl


























Figure 2.3: Frequency dependence of the Chiral Magnetic response σch(q, ω) in
a bulk Weyl semimetal. While σch reaches a value close to the clean limit of ≈
0.6σch,0 = 0.6t(e/2π)
2 for frequencies exceeding the disorder scattering rate 1
τ
=
0.05 ∝ νD, it vanishes in the DC (i.e. ω → 0) limit, as expected from the equilibrium
theory. For the calculation, we chose the parameter t = 0.15 and the wave-vector
q = 0.4
28
This model hosts four right handed Weyl Fermions located at high symmetry points
(0, 0, 0), (π, π, 0), (π, 0, π), (0, π, π) and four left handed ones at
(π, π, π), (0, 0, π), (0, π, 0), (π, 0, 0) . We use the same disorder realization as in equa-
tion (2.39) and use Eq. 2.42 to calculate Πy,z(qx̂, ω) so that we can calculate σch
using Eq. (2.45) (without taking the limits ω, q → 0). To reduce the numerical
complexity, we assume that ω/q is still small enough so that we can use Eq. (2.45).
Within this approximation, we then replace the self-energy by a uniform scatter-
ing rate Σ(ω) ≈ iτ−1 = i0.05. The resulting σch(ω) from our calculation, which
is plotted in Fig. 2.3, shows that σch vanishes in the DC limit and approaches
≈ 0.6σch,0 = 0.6t(e/2π)2, which is consistent with the clean limit for the chosen
q = 0.4.
2.5 Conclusion
In summary, we have shown that a CME-like response, i.e. one where a current flows
in response to a magnetic field, is in principle possible with or without Weyl nodes.
This appears to contradict previous claims of the vanishing of the low frequency
CME. We point out that the derivation of the vanishing CME is a consequence
of periodic boundary conditions of the system. A more realistic system with open
boundary conditions would not be subject to the same constraints and can have a
non-vanishing CME. We also studied the finite-frequency CME with periodic bound-
ary conditions and consistent with recent work, we found it to be non-vanishing in
general when there was a non-vanishing Berry curvature on the Fermi surface. This
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does not necessitate having a topological Berry flux as in the case of a Weyl node.
Finally, we studied how the perturbation theory in magnetic field might be more
stable in the presence of disorder. Using the standard diagrammatic treatment of
disorder within the Born approximation, we have found that in a realistic disor-
dered system, the chiral magnetic response is really a dynamical phenomenon and
vanishes in the DC limit. For frequencies in excess of the scattering rate, the clean-
limit predictions are recovered. Numerical evaluation of the associated integrals for
a specific lattice model show how the cross-over occurs as the frequency is increased
above the scattering rate.
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Chapter 3: Z3 parafermionic zero modes without Andreev backscat-
tering from the 2/3 fractional quantum Hall state
3.1 Introduction.
Theoretical understanding and experimental realization of non-Abelian anyons has
attracted considerable attention in the past few decades. In addition to being of
fundamental interest as a dramatic manifestation of a topological phase, non-Abelian
anyons also have potential applications as building blocks for topological quantum
computers [4]. Majorana zero modes (MZMs) [43–48] provide the simplest and
experimentally the most promising example of non-Abelian anyons. So far, most of
the effort in searching for non-Abelian anyons has focused on MZMs. Following a
series of theoretical proposals [49–52], suggestive experimental evidence of MZMs has
been observed in semiconductor/superconductor heterostructures [53–59]. Despite
their fascinating properties, MZMs are non-Abelian anyons of the Ising (Z2) type.
Universal quantum computation cannot be implemented using braiding of Z2 anyons
alone. Therefore, searching for a computationally richer set of anyons is called for.
Parafermionic zero modes (PZMs) [60–62] (also known as fractional Majorana
modes) provide an example of such computationally rich (still not universal) anyons.
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They can be thought of as Zn generalizations of MZMs. Similar to MZMs, Zn PZMs
are associated with n-fold degeneracy of the ground state that is robust to all local
perturbations. Due to fundamental restrictions set on possible topological phases
in strictly one-dimensional systems [63, 64], PZMs cannot exist in isolation in one
dimension. However, recently it was realized that boundaries of two-dimensional sys-
tems can circumvent these restrictions. It was explicitly shown that PZMs emerge at
the one-dimensional boundary of two counter-propagating fractional quantum Hall
(FQH) edges coupled with superconducting contacts [65–68]. These setups greatly
resemble one canonical proposal used to realize MZMs [69], with the role of topo-
logical insulator played by a pair of opposite-chirality FQH states. All of existing
proposals (involving superconductors) require two main ingredients; induced super-
conductivity via coupling FQH edge state to a superconductor and crossed Andreev
tunneling between two edges. The first requirement has already been achieved in
experiments [70–72]. However, the second requirement is likely to be difficult to
achieve experimentally due to disruption of FQHE states placed adjacent to a su-
perconductor. This is because strong coupling to the superconductor is likely to
change density in the surrounding 2D electron gas, pushing the FQHE away from
the superconductor. The amplitude of quasiparticle tunneling between edges would
then be reduced by the increased distance and the Fermi wave-vector in the inter-
vening superconducting region. Experimental evidence [72] also seems to suggest
that observable crossed Andreev tunneling amplitude is much too weak to generate
a coherent gap. In addition, disorder in the superconductor would likely randomize
the superconducting backscattering, which is likely to destabilize the topological
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phase as in the case of Majorana modes [73].
SC	   SC	  SC	  
2/3 FQH 
Figure 3.1: Top view of the system, comprised of a linear array of superconductors
coupled to loops of FQH edge states. Different loops are connected via quasiparticle
hopping.
In this chapter we propose a practical scheme to realize Z3 PZMs from the
spin-unpolarized 2/3 fractional quantum Hall state using superconducting contacts
without cross-Andreev tunneling, which can be realized in present experiments. Our
system is comprised of a linear array of FQH edge loops; each one of these loops
is coupled to a superconductor through proximity effect, and separate loops are
connected via quasiparticle tunneling. Superconductors are separated from FQH
bulk using a barrier. Different superconductors are connected using thin wires to
ensure they have the same superconducting phase. The strength of quasiparticle
tunneling can be controlled with a gate voltage. A top view of this setup is shown
in Fig. 3.1. We use a combination of analytical and numerical methods to study
this model and show that for realistic values of parameters, at relatively small chain
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lengths (order ten loops) this system can be tuned to a topological phase hosting
Z3 PZMs.
3.2 Model.
-We begin by studying a single loop coupled to a superconductor. Assuming SU(2)
symmetry, the effective Hamiltonian describing the charge part of the ν = 2/3 FQH













where L is the length of the loop, u is the mode velocity, mµ is the gate controlled
dimensionless chemical potential (as opposed to actual chemical potential µ = umµ
2L
)
and ϕ(x) is the chiral boson field that is defined in terms of the charge density
operator as ρ = 1
2π
∂xϕ(x). The ϕ(x) field obeys the usual commutation relation
[ϕ(x), ∂yϕ(y)] = 2iπνδ(x−y) [74,75]. Using this relation we can write the charge 2/3
spinless quasiparticle creation operator as eiϕ(x) and charge 2 Cooper pair creation
operator as e3iϕ(x). In Eq.(3.1), we have not in included the neutral mode, which
does not couple to the SC and is expected to be non-degenerate and gapped, will
be ignored in the rest of this work. Charge 1/3 excitations that involve the neutral
mode are also gapped out. The edge Hamiltonian Hedge can be diagonalized [76] by
























k are the kth momentum boson creation and annihilation operator for
k ∈ N, ϕ̂0 and n̂ are the zero mode phase and number operators, respectively, and
Kmax is the momentum cutoff.















kâk is the total momentum operator. When the dimensionless
chemical potential mµ is tuned by gate voltage to integer values, the spectrum is
invariant under changing n = m to n = −m + mµ. For odd mµ this translates
into a two-fold ground state degeneracy. This degeneracy survives the addition of
superconductivity and will play a crucial role later on.










L e3iϕ(x) + h.c (3.4)
describing the tunneling of Cooper pairs to and from the superconductor. Here
∆(x) corresponds to the position-dependent Cooper-pair tunneling amplitude, and
e−
2πixmµ
L is the phase factor taking into account the chemical potential mismatch





L and mode expanding ϕ(x) (as in Eq. (3.2)) allows us to write
the only nonzero matrix elements of Hsc:




× 〈n0 ± 3, {mk}|e±3iϕ(0)|n0, {nk}〉,
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where ∆E = E(n0 ± 3, {mk}) − E(n0, {nk}) is the energy difference between the
initial and the final state, and E = uπν
L
(n2 −mµn + 3P ) is the bare edge energy of
each state in accordance with Eq. (3.3). Equation (3.5) implies that the special case
of uniform superconductivity ∆(x) = ∆0 leads to the additional conserved quantity
Hedge, because [Hsc, Hedge] = 0. Though convenient, this symmetry is not generic
and is therefore not used in this chapter.
"/L


















Figure 3.2: Low-lying spectrum for “pseudo-point-like” superconductivity as a
function of ∆
L
. Here mµ = 1, Kmax = 4 and q is the fractional charge modulo
three, q = mod(n, 3). All red circles are two-fold degenerate; blue circles are non-
degenerate.
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The inclusion of Hsc reduces the conservation of fractional charge n to con-
servation of q = mod(n, 3), which only takes three values q = 0, 1, 2. Using this
restriction we can divide the system into three independent charge sectors with
q = 0, 1, 2. For integer mµ, the n = 3m to n = −3m + mµ symmetry of the non-
superconducting edge now translates into degeneracy of two of the charge sectors,
for example at mµ = 1 the two sectors q = 0, 1 will become degenerate.
Using Eq.(3.5) we can numerically calculate the spectrum of a single loop H =
Hedge + Hsc. We set mµ = 1 and assume a “pseudo-point-like” superconductivity
such that ∆(k) = ∆ for |k| 6 K, where, for simplicity, we have chosen K = Kmax
i.e. the momentum cutoff defined in Eq.(3.2) (note that K and Kmax did not have
to be equal). The low-lying part of the spectrum is plotted in Fig. 3.2. This plot
shows that the ground state is separated from the rest of the spectrum by a gap
for a finite range of ∆. However, the ground state degeneracy (between q = 0, 1)
remains two-fold with q = 2 split.
3.3 Effective Hamiltonian.
-In the absence of superconductivity and for odd values of the dimensionless chemical
potential (mµ = 2n−1), the ground-state energy of the system is twofold degenerate
and is separated from the excited states by a gap for a range of ∆. The two
ground states can be labeled by fractional charge q = 0, 1. Therefore, as long as we
choose ∆ in this range and restrict the ratio of hopping amplitude to the energy
gap t/∆E to be small, we can apply a Schrieffer-Wolff transformation to obtain an
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effective Hamiltonian defined in the Hilbert space spanned by ground states of single
loops [77]. This emergent Hilbert space has only two states per site (q = 0, 1) and
therefore can be thought of as a chain of spin 1/2 particles, where the states with
spin up/down correspond to the single loop ground states with q = 1, 0.
To calculate the low-energy effective Hamiltonian, we start with the Hamilto-





Note that eiϕi(x) is an anyonic operator and has nontrivial commutation relation








The advantage of these new field variables is that they commute trivially between
different sites [eiϕ̃i(x), eiϕ̃j(x
′)] ∝ δi,j, and therefore act strictly on the local loop





To second order in perturbation theory we can write the low-energy effective Hamil-
tonian as






where P is the single-loop ground-state projection operator defined as P =
∑
i(|q =
i〉〈q = i|), and H0 is the shifted single-loop Hamiltonian (shifting to set ground state
energy to zero).
Putting everything together we get (Details of this calculation can be found






iπ/3 − t2α1e−2iπ/3)σ+i σ−i+1 (3.11)








where σ’s are the usual Pauli matrices and α, β, γ, λ are parameters calculated in
the Appendix. Note that all terms in the Hamiltonian conserve fractional charge
(spin) modulo three and are also Z2 symmetric under σz → −σz. This Z2 symmetry
can be associated with the ϕ→ −ϕ+ 2πmµνx
L
symmetry of the original Hamiltonian





requires nonzero superconductivity, since without ∆, fractional charge (spin) has
to be conserved. As seen in Fig. 3.3, this term, which arises at second order in













10 -6.818 -6.696 -6.696 -6.149
40 -29.681 -29.677 -29.677 -29.384
100 -75.524 -75.524 -75.524 -75.267
Table 3.1: Numerical DMRG calculation results for “pseudo point-like” supercon-
ductivity(defined earlier) at t = 1, ∆/L = 0.046 and momentum cutoff Kmax = 4





i+1 term as a second-order process in perturbation theory. q
is the fractional charge modulo three. Two fractional charges are tunneled to the
middle site, one from each neighbor
3.4 Analysis.
-In the absence of the superconductivity (σz non-conserving terms), the conserva-
tion of σz ensures a gapless state with low-energy Luttinger liquid Hamiltonian





i+1 is represented as g cos(3θ), which converts the Luttinger liquid to a
Sine-Gordon model. For the correct choice of parameters the superconductivity in-
40
duced term g cos(3θ) becomes perturbatively relevant [78] and gaps out the system
into a topological phase with a Z3 parafermionic degeneracy, where each ground
state corresponds to the phase θ being locked at one of the three minima of the
cos(3θ) term [65–68]. To check whether this degeneracy occurs in our system (i.e.,
the Hamiltonian in Eq. (3.11)) with realistic values of the parameters, we numer-
ically study the Hamiltonian in Eq.(3.11) using the DMRG method [78]. DMRG
calculations were performed using the ITensor C++ library [79]. Sample results of
this calculation are shown in Table. 3.1. These results confirm the existence of a
three-fold degeneracy for reasonable parameters. The degeneracy is weakly split for
small chain lengths N ≈ 10 and is more pronounced at longer lengths, as expected
from a true topological degeneracy [80]. These results are expected to be insensitive
to temperature since the energy gap is of order of uπν/L, which for loop lengths of
order of several quasiparticle radii (Each quasiparticle radius is of order of several
magnetic lengths) would be of the order of the FQH gap, which is much larger than
the temperature at which the FQH state is observed.
We have repeated this calculation with Kmax = 3, 4, 5 (larger values are nu-
merically hard to simulate) and found that the results are qualitatively insensitive
to the exact value of Kmax. Moreover, for a realistic system Kmax can be approx-
imated as inverse of loop length in units of quasiparticle radius, which assuming
loops lengths of order of several quasiparticle radiuses, makes are our calculation to
fall within the correct physical regime.
In a realistic setting the value of mµ cannot be set exactly to an odd integer




i , where h is the
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energy offset between the two states caused by the chemical potential shift. In the
Luttinger liquid description, this term can be represented by adding a ∇φ term
to the the Sine-Gordon model. Phase diagram of such a Sine-Gordon model in an
external field is well studied [78] , basically showing that the gapped phase persists
as long as h is smaller than the energy gap calculated without the chemical potential
offset (in our case previously calculated using DMRG method).
For experimental purposes, it’s also important to discuss the role of disorder.
We emphasize that in principle all topological phases of matter are robust to local
perturbations that are small compared to the system gap size. However, to be con-
crete we consider the effect of random fluctuations in loop lengths; this effect is likely
to be significant in a real experiment. We have performed numerical calculations on
this system (with details in the Appendix), and found that our results are robust to
significant fluctuations in loops lengths at least of order of ∆L
L
≈ 0.3.
An alternative interesting limit is that of “true” point-like superconducting
contacts, that is ∆(k) = ∆ ∀k. This limit is particularly appealing, as in this case
analytical results may be obtained for large values of ∆. Following the formalism
developed in Ref. [81], we show (with details in the Appendix) that in the large ∆
limit the system is described by a set of decoupled harmonic oscillators, and that
in this limit all three fractional charge sectors become degenerate. Analogous to
the previous case (small ∆), as long as t/∆E is small, we can use Schrieffer-Wolff
transformation to find an effective Hamiltonian. The effective Hilbert space of each
site is three-dimensional (corresponding to three fractional charge sectors) and can
be thought of as a three state clock model, or equivalently, a 3-state Potts model.
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where A(x) = (
∏
i〈q = i|e−iϕ(x)|q = i+ 1〉)1/3 is a normalization factor. Within the
effective Hilbert space, these operators are the usual parafermionic operators, that
is α3j = 1 and αjαj′ = αj′αje
i 2π
3
sgn(j′−j). Using these variables and the Hamiltonians






In this form presence of the parafermionic edge zero modes (α1, α2N+1) is already
manifest [61]. Note that in contrast to Eq.(3.11), here the calculation has been
done to first order in t. Using the usual clock model variables [82] we can write the




(−Jσ†jσj+1 +H.c.) +O(t2/∆E) (3.14)






 , ω = e
2πi/3 (3.15)
is the “clock” operator. In the large but finite ∆ regime, the three-fold ground state
degeneracy of single loops is not exact. We can take this energy difference into
43
account by adding a term h(τj + τ
†
j ) to Eq.(3.14), where h is the energy difference
of charge sectors q = 0, 1 with the charge sector q = 2. Estimates for the value of h




(−Jσ†jσj+1 +H.c.) + h(τi + τ †i ) +O(t2/∆E) (3.16)
Note that σi is a non-local operator in the physical system of interest. This is
an important point as locality prevents the introduction of a Hamiltonian term
proportional to σi. With this constraint and for small values of h (h can be made
arbitrarily small by choosing large enough ∆), the Hamiltonian in Eq.(3.16) is known
to be in a topological phase with three-fold degeneracy [60].
We point out that in principle it is possible to extend our proposal (array
of quantum dots) to 1/3 bilayer quantum Hall systems without superconductivity,
where electron tunneling between quantum dots in different layers replaces the role
of superconductivity. In the small-tunneling limit, similar to the superconducting
case, the system is effectively described by a pair of “Ising spin chains”. To first
nonzero order in perturbation theory, the tunneling between the chains is described










j+1+H.c., where j, i are the site/layer index. The bosonized
form of this system is identical to the previously discussed superconducting system
in the small ∆ regime plus a decoupled gapless mode [83]. Equivalently in this case
when the interlayer tunneling becomes relevant, the system is tuned to a phase with
three-fold ground-state degeneracy. This scenario is similar to the idea of topological
“genons” [84].
Finally, we remark that the Luttinger liquid description of the quantum Hall
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edge might be inaccurate for loops that are only several quasiparticle radiuses in size.
However, the effective model in Eq.(3.10) also applies to a chain of superconducting
quantum dots in a FQH system that can be gate tuned to have an almost two fold
degeneracy between different fractional charges. In this sense, the Luttinger liquid
edges might be considered to be a model for quantum dots in an FQH system,
and we do not expect the details of the model of the edge to affect our conclusions
qualitatively
3.5 Conclusion.
- In this work we have considered a linear array of superconducting “quantum dot”-
like holes on a spin singlet 2/3 fractional quantum Hall sample and showed that
for both large and small values of induced superconductivity ∆, this system can
be tuned to a topological phase hosting Z3 PZMs. Unlike earlier proposals used to
realize PZMs, our approach does not rely on Andreev back-scattering between two
fractional quantum Hall edges. In addition, this system appears surprisingly robust
to disorder in a way similar to quantum-dot-based proposals for Majorana modes
discussed in Refs. [85, 86]. We believe this feature makes our proposal suitable for
realization in experiments using ingredients that have already been demonstrated.
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Chapter 4: Chiral supercurrent through a quantum Hall weak link
4.1 Introduction
Recently it has been recognized that proximity-induced coupling between an edge
state of a quantum Hall (QH) system and a superconductor (SC) provides a rich
playground to observe novel and exotic phenomena. In particular, these systems
were theoretically demonstrated to support Majorana and parafermionic zero modes [65–
68, 87]. Additionally, SC/QH/SC Josephson junctions can allow for a new type of
supercurrent carried by the chiral edge states [88–92]. This “chiral” supercurrent
is qualitatively distinct from the usual Josephson supercurrent in that it cannot be
mediated by a single edge alone, i.e., both right and left moving edges need to be
involved. Such chiral supercurrents obey an unusual current-phase relation with
the period 2φ0 = h/e, which is twice as large as the period of conventional Joseph-
son junctions [89]. Josephson currents in related systems have also been studied in
Refs. [93–98].
Interestingly, in the past few years several different experiments have succeeded
in creating a QH/SC interface [71,99–102]. In particular, Amet et al. [99] found con-
vincing evidence of chiral supercurrents carried by the quantum Hall edge states.
In the semiclassical limit, the chiral supercurrents are propagated by quasiparticles
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Figure 4.1: Top view of the system, comprised of a quantum Hall weak link attached
to a pair of s-wave superconductors with a phase difference φ. The edge velocity
vqh is renormalized to vsc along the superconducting contacts. Isc is the chiral
suppercurrent through the weak link.
bound in skipping orbits that are undergoing Andreev reflection at the SC interface.
Such quasiparticles are expected to be slow such that this supercurrent might be
too weak to be observed; however, a theoretical understanding of the magnitude of
the chiral supercurrent is lacking. Additionally, in apparent contradiction with the-
ory [89,103,104] (which suggests anomalous 2φ0 = h/e periodicity), the experiment
observed usual φ0 = h/2e periodicity for the current-phase relation, which would
arise from tunneling through a conventional (non-chiral) insulator.
In this chapter, we use an effective model to calculate the supercurrent carried
by chiral edge states of a spin-degenerate quantum Hall weak link in a geometry
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that is similar to the experiments of Ref. [99] (see Fig. 4.1). We find that the ob-
tained supercurrent, calculated for experimentally reasonable parameters, is quan-
titatively consistent with the measurement in Ref. [99]. In particular, we show that
proximity-induced edge velocity renormalization along the SC contacts and surface
transparency (which is constrained by normal state conductance) play a crucial role
in controlling the magnitude of the supercurrent. We then show that an ideal chiral
quantum Hall edge state, even when interactions are included to all orders in pertur-
bation theory, carries only chiral supercurrent, and claim that this can be used as a
sharp definition for “chiral” supercurrents. We are unable to explain the φ0 = h/2e
periodicity observed in the experiment.
4.2 Model
We work within the geometrical setup depicted in Fig. 4.1. We use x as a one-
dimensional coordinate for the QH boundary, which is in contact with the SC at
L < x < L + W and 2L + W < x < 2(L + W ). Note that x = 0 is identified with
x = 2(L + W ). Without the SCs, the continuum Hamiltonian describing the spin
degenerate chiral quantum Hall edge is given by HQH = −i~vqh
∫
dxΨ†(x)∂xΨ(x).
Here Ψ†(x) = (ψ†↓(x), ψ↑(x)) is a two component spinor, ψ
†
↓/↑(x) is the pseudo-spin
down/up Fermionic creation operator, and vqh is the QH edge velocity.
We now include the SCs and their couplings with the QH edge to HQH. The
full Hamiltonian describing the SC/QH/SC junction is Htot = HQH + HSC + Ht.
HSC is the BCS mean field Hamiltonian describing the SCs; we assume the SCs to
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be s-wave. Ht is the Hamiltonian describing normal electron hopping between the
SC and the QH edge along the superconducting interface. Note that we have not
included the QH bulk states in Htot since they are gapped.
Coupling with the SC induces a gap to the QH boundary spectrum at the
interface. In the experimentally relevant limit where the superconducting gap |∆0|
is much smaller than the cyclotron frequency ~ωc, this effect can be accounted for by
including a self-energy Σ(ω) to the QH edge [105]. Following the results of Ref. [105],
we can write the self-energy as:
Σ(ω) ≈ −λ ωτ0 + ∆0τx√
|∆0|2 − ω2
. (4.1)
Here τ is the Pauli matrix in the Ψ(x) spinor space (τ0 is the 2× 2 identity matrix)
and λ is a constant characterizing the SC/QH interface which increases as the cou-
pling (hopping) between the SC and QH becomes larger. λ is also related to the
broadening of edge state’s single particle spectral function caused by the coupling
to the SC.
The effective Hamiltonian of the QH edge proximate to the SC (HeffQH/SC) can
be defined by (ω − HQH − Σ(ω))−1 = (ω − HeffQH/SC)−1. In the low-energy limit,
ω  |∆0|, the self energy (Eq. (4.1)) can be expanded to first order in ω. The












The first term shows that the edge velocity vqh is strongly renormalized to vsc =
vqh/(1 + λ/|∆0|) in proximity to the SC. Within the semiclassical skipping orbit
picture, this velocity renormalization can be attributed to the time delay associated
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with Andreev reflection from the SC surface. In each period, a skipping electron
spends an additional time of order ~/∆0 in the SC, which changes the period from
Tqh = π/ωc to Tsc ≈ π(1/ωc + ~/∆0). The finite (imperfect) transparency of the
interface, |t|, can be considered as the probability of Andreev reflection and can be









We will use this semiclassical result to estimate the value of λ. Our subsequent
calculation shows that the velocity renormalization plays a crucial role in controlling
the magnitude of the chiral supercurrent.
The second term of Eq. (4.2) describes the typical proximity-induced super-
conductivity of a one-dimensional system. Note that the induced superconducting
order parameter is also renormalized from its bare value by a factor of 1/(1+|∆0|/λ).
However, λ  |∆0| in our parameter regime which is relevant to the experiment,
and the effect of ∆0 renomarlization is not significant as that of the velocity.
The final aspect to consider in our model is the phase difference between the
two SCs. The superconducting phase difference φ shown in Fig. 4.1 can be eliminated
by a gauge transformation that introduces a vector potential a(x) given by:
a(x) =

−φ/2L for 0 < x < L
φ/2L for L+W < x < 2L+W
0 L ≤ x ≤ L+W
. (4.4)
Combining HQH and H
eff
QH/SC with the vector potential a(x), we obtain the
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~v(x)(−iτ0∂x − a(x)τz) + ∆(x)τx
]
Ψ(x). (4.5)
Here v(x) and ∆(x) are the position-dependent edge velocity and superconducting
order parameter satisfying v(x) = vqh and ∆(x) = 0 for 0 < x < L and L +
W < x < 2L + W ; v(x) = vsc and ∆(x) = ∆ elsewhere, where ∆ is the induced
superconducting order parameter ∆ = λ
λ+|∆0|∆0.
4.3 Josephson supercurrent
The supercurrent in the SC/QH/SC junction is given by the phase derivative of the
free energy: Isc = −2e~ ∂F∂φ . By expanding the free energy in imaginary time and
accounting for our gauge choice (Eq. (4.4)), the expression for the supercurrent can





















Here G(x, x; iωm) is the single-particle Green’s function, ωm = (2m + 1)π/β is the
Fermonic Matsubara frequency, and β = 1/kBT is the inverse temperature. Note
that G(x, x; iωm) is singular for Hamiltonians which are first order in derivative
(such as Eq. (4.5)). We regularize this singularity as G(x, x; iωm) = limε→0[G(x +
ε, x; iωm) +G(x− ε, x; iωm)]/2; however, our results are independent of the regular-
ization scheme we choose.
To calculate the Green’s function, we solve the defining differential equation
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(iωm −H)G(x, x′; iωm) = δ(x−x′). Assuming 0 < x < L, integrating this equation
around the QH edge δ(x− x′) gives:
lim
ε→0+




G(x+ ε, x; iωm)
]
. (4.7)










where n is a three-component vector depending on the parameters of the system.
Integrating the differential equation through the delta function from x− ε to x+ ε




G(x+ ε, x; iωm)−G(x− ε, x; iωm)
]
= −i/~vqh. (4.9)
Eqs. (4.7), (4.9) give a complete solution for the Green’s function G(x, x; iωm) in our
regularization scheme. Together with the straightforward extention of G(x, x; iωm)
for L+W < x < 2L+W , we can calculate Isc using Eq. (4.6).
4.3.1 Chiral nature of supercurrent and its interaction robustness
The chiral nature of the supercurrent is clear in Eq. (4.6). To see this consider
the case where only one of the left/right going edges exist, i.e., the other edge is
either obstructed or equivalently its length goes to infinity. In this limit for ωm > 0,
M → 0 which in turn shows limε→0+ G(x− ε, x; iωm) = 0. Plugging this result back
into Eqs. (4.6), (4.9), together with the straightforward extention to ωm < 0, gives
vanishing supercurrent Isc = 0. Note that the crucial condition leading to this result
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Figure 4.2: Typical Feynman diagrams used to calculate backward-propagating
interacting Green’s fucntion, limε→0+ G(x − ε, x; iωm). The solid lines are bare
Fermionic propagators and the wiggly lines are propagators for the interaction.
Note that our Feynman rule only allows a single connected string of bare Fermionic
Green’s function: this ensures that every diagram contributing to the backward
propagating ‘interacting’ Green’s fucntion contains at least one backward propagat-
ing ‘bare’ Green’s fucntion, which leads to limε→0+ G(x− ε, x; iωm) = 0.
is G(x − ε, x; iωm) = 0, that is, absence of backward propagation in a chiral edge.
This property is the key feature distinguishing chiral and non-chiral supercurrents
(e.g. in quantum spin Hall edge states [106]).
One might wonder whether the introduction of interactions allows chiral quan-
tum Hall edge states to carry non-chiral or conventional supercurrents through
Cooper pair transport on the edge. Such a non-chiral supercurrent could potentially
explain the conventional supercurrent periodicity observed in the experiment [99].
However, a non-zero non-chiral supercurrent turns out to be impossible and as we
show below, a chiral quantum Hall edge state can only carry a chiral supercurrent.
To see this, we first note that Eq. (4.6) still holds in the presence of interactions
(since extra interaction terms are not flux dependent). The defining equation of
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the Green’s function will be modified to (iωm −H − Σ)G(x, x′; iωm) = δ(x − x′),
where Σ is the interaction-induced self-energy (not to be confused with the self-
energy in Eq. (4.1)). As long as Σ is finite, we can still integrate this equation
to re-obtain Eq. (4.9). It is then easy to see that in the absence of backwards
propagation, limε→0+ G(x− ε, x; iωm) = 0, supercurrent still vanishes, Isc = 0. The
limit limε→0+ G(x−ε, x; iωm) can be calculated using Feynman diagrams of the type
shown in Fig. 4.2. However, the presence of at least one backward-propagating bare
Fermionic Green’s function in each diagram forces all terms to vanish identically,
which in turn guarantees limε→0+ G(x− ε, x; iωm) = 0 and Isc = 0 to infinite order
in perturbation theory.
4.3.2 Explicit form of the supercurrent
We now return to the explicit calculation of Isc. Directly solving Eqs. (4.7), (4.9) to




























This equation gives the complete expression for the chiral supercurrent carried by
the chiral edge states for the geometry in Fig. 4.1, and is consistent with the result
of Ref. [88] in the limit of L  W . In the high-temperature limit, β~  (L/vqh +























The current-phase relation can be obtained by including an external flux through




−φ/2L+ φe/2L for 0 < x < L
φ/2L+ φe/2L for L+W < x < 2L+W
0 elsewhere
, (4.12)




; φ0 = h/2e, is the superconducting flux quantum.










































term is by far the largest term of the denominator in the expression above. More-
over, the m = 0,−1 terms in the Matsubara frequency dominate. We can then
approximate Isc as (after Taylor expanding the denominator),
Isc(φ, φe) ≈
(




4.5 Comparison with the experimental results
Using the experimental parameters of Ref. [99] (∆ = 1.2meV = 13.9K, W = 2.4µm,
L = 0.3µm, T = 40mK, B = 1T , cyclotron radius rc = 25nm, and surface trans-
parency |t| ≈ 0.7), we can estimate edge velocities semi-classically (see Eq. (4.3)) as
vqh ≈ 7.0×105m/s and vsc ≈ 3.9×104m/s. Substituting these values into Eq. (4.10)
gives the magnitude of the supercurrent Isc ≈ 0.9nA, which is remarkably close to
the experimental value of Isc = 0.5nA. One should note that the agreement is
reached in spite of the fact that Isc has exponential dependence on, and is thus
very sensitive to, the edge velocities (vqh and vsc). This demonstrates that quanti-
tative agreement in the chiral supercurrent can be attained by making reasonable
and critical assumptions about the SC/QH interface. Crucially, the exponential
form of Eq. (4.11) shows that the velocity renormalization and the surface trans-
parency along the SC/QH interface play the main role in controlling the magnitude
of supercurrent.
The supercurrent (Eq. (4.11)) depends exponentially on both the width of the
superconducting contact (W ) and the length of the QH sample (L). However, their
coefficient in the exponent is very different in magnitude since the edge velocity
renormalization (Eq. (4.3)) results in an order of magnitude difference between vqh
and vsc. Therefore, W plays a crucial role in controlling the value of Isc, varying
L does not significantly change its magnitude. This is consistent with Ref. [99],
where they observe such a tendency while measuring the supercurrents for devices
with different dimensions. Moreover, and perhaps counter-intuitively, we find that
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decreasing the surface transparency of the SC/QH interface |t| can lead to an increase
in the magnitude of Isc. Eq. (4.3) suggests that a smaller value of |t| leads to larger
vsc, which also results in a larger Isc; this agrees with the experiment in Ref. [99],
as they observe larger value of Isc in the p-doped devices. The p-doped regime
manifestly has lower surface transparency due to the pn junctions that are formed
close to the contacts.
Let us now discuss the periodicity of the current-phase relation. The critical
chiral supercurrent Isc dependence on the external flux φe can be approximated as
(from Eq. (4.14)),
Icsc(φe) ≡ maxφIsc(φ, φe) ≈ |Ich0 + Ich1 cosφe|, (4.15)
where, for the parameters we use, the φe independent term is Ich0 = 0.9×10−9A, and
the φe dependent term has Ich1 = 1.0× 10−11A. In apparent contradiction with the
experiment (which is φ0 = h/2e periodic), this expression suggests the supercurrent
has a 2φ0 = h/e periodicity. However, it is notable that in our parameter regime
(which is also that of Ref. [99]), the external flux dependence of Isc is strongly
suppressed in the sense that Ich1 is two orders of magnitude smaller than Ich0. Also
note that the Fraunhoffer pattern of the chiral supercurrents do not form nodes as
in conventional supercurrents [1].
Given the strongly suppressed oscillations from the chiral supercurrent, one
might wonder whether the experimentally observed period can be attributed to
residual non-chiral supercurrent propagating through the system. Such non-chiral
contributions can arise from, e.g., inhomogeneities in the confining potential near
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the edge. However, including such contributions (assuming they are smaller than
Ich0) does not change the periodicity. This chapter focuses on the magnitude of
the supercurrent. While we are able to show that the measured magnitude of the
critical current is consistent with our theory, the periodicity is still off by a factor
of two. This might still be taken as evidence against interpreting the experiment as
a chiral supercurrent. However, it is also possible that non-perturbative interaction
effects not accounted for in our model lead to a shorter-period modulation of the
critical current.
4.6 Discussion and conclusion
In this chapter we have studied the chiral supercurrent in a SC/QH/SC system for
various system parameters. We have found that the finite junction transparency
(consistent with normal state transport) and velocity renormalization along the SC
contacts are crucial to obtain the correct order of magnitude of the supercurrent. In
addition, we have found that in the high-temperature limit, β~ (L/vqh +W/vsc),
both the flux-averaged and flux-dependent (giving 2φ0 = h/e periodic Fraunhoffer






















We discussed the chiral nature of the supercurrent and showed that this “chiral
nature” can be used as a sharp definition for chiral supercurrents even in presence
of the electron-electron interactions.
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Chapter 5: Ferromagnetism and its stability from the one-magnon
spectrum in twisted bilayer graphene
5.1 Overview
Ferromagnetism is the most familiar form of magnetic order. Despite the long
history of ferromagnetism, most of our current understanding is based on simple
Hartree-Fock (mean-field) calculations [1]. These calculations are known to greatly
overestimate the ferromagnetic tendency of electronic systems. Several improve-
ments over the Hartree-Fock method have been proposed [107, 108]. Nonetheless,
the overall progress in this direction, has not led to a theory that provides reliable
diagnostics for which systems would be ferromagnetic.
A practical, useful guide is provided by the Hund’s rule, that predicts ferromag-
netic spin-polarization in partially filled degenerate sets of energy states (orbitals).
Specifically, the exchange term in the Coulomb interaction reduces the Coulomb
repulsion between electrons of similar spin, favoring spins to align with each other.
Interestingly, the same general principle appears to apply to quantum Hall ferro-
magnetism. In both of these cases, the degeneracy of the non-interacting energy
eigenstates seems essential to enhance the effect of the ferromagnetic exchange.
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While a faithful treatment of magnetism in electronic systems is complicated,
the limit of strong on-site Coulomb interaction U , the so-called Hubbard interac-
tion [109], has been demonstrated to lead to anti-ferromagnetic Neél order on an
energy-scale proportional to Heisenberg super-exchange [1]. The magnetic order has
been shown to flip to ferromagnetism in the limit of exactly one hole and infinite
onsite repulsion U [110,111]. These results were extended by Lieb to the half-filled
Hubbard model with an imbalance in the number of sub lattices [112], establishing
the possibility of itinerant ferromagnetism. These ideas of enhancement of mag-
netism by local interaction and of ferromagnetism by degeneracy of non-interacting
states were later shown to reinforce each other through the demonstration of fer-
romagnetism in half-filled lattice models with Hubbard interactions that have a
degenerate manifold of states in the form of a flat band [113–125]. The latter class
of results constitute what is usually called “flat band ferromagnetism”.
Despite the large variety of theoretical models demonstrating spontaneous fer-
romagnetism as well as competing magnetic and itinerant phases, physical realiza-
tions of such models are lacking. Recent experimental breakthroughs in the area
of multi-layer graphene both in the quantum Hall regime and without magnetic
fields provide hope for the realization of such systems. In the quantum Hall regime,
graphene provides the opportunity to break the flatness of a Landau level by intro-
ducing a lattice potential on the scale of a magnetic length that has been shown to
create a Hofstadter spectrum [126]. Based on arguments in the previous paragraphs,
one expects such a broadening of the Landau levels to compete with quantum Hall
ferromagnetism in an interesting way. The latter case of multi-layer graphene with-
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out a magnetic field is a more unexpected direction and appears to show evidence
of ferromagnetism. More specifically, large peaks in density of states associated
with nearly- flat bands and the concomitant appearance of correlated phenomena
have recently been observed in twisted bilayer, twisted double-bilayer, and ABC
trilayer graphene [127–141]. Some of these systems have also shown evidence for
ferromagnetism [132, 134–137, 140, 141] near the “flat-band” limit. Additionally,
the possibility of tuning these systems out of the “flat-band” regime suggests the
fascinating possibility of studying multiple phases and transitions between them is
insulating and itinerant magnetic systems.
In this chapter, we consider the particular example of twisted-bilayer graphene
(TBLG). We start by focusing on the so-called “chiral” limit of the realistic models
for TBLG, where the spectrum supports a band that is exactly flat [142–144]. We
work with a particular form of Hubbard interaction that we argue can emerge from
Thomas-Fermi screening of the Coulomb interaction. We then show that in this
limit and at filling fractions ±3/4, the saturated spin and valley polarized states
are ideal candidates for ground states of the system. By assuming a large enough
substrate (hBN) induced sub-lattice potential, the same argument can be shown to
hold for filling fractions ±1/4. The topology of the TBLG band structure guar-
antees that all the ferromagnetic states discussed above are also associated with
a quantized anomalous Hall response [145, 146]. We study the local stability of
the ferromagnetic phase around the chiral limit by studying the exactly calculated
spectrum of one-magnon excitations. The instability of the ferromagnetic state is
signaled by a negative magnon excitation energy. This approach allows us to de-
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form the results from the idealized chiral model (by increasing the bandwidth and/or
modified interactions) towards results for more realistic systems. We use the low
energy part of the exact one-magnon spectrum to predict the spin stiffness of the
Goldstone modes in the ferromagnetic phase as the realistic system is approached.
The effect of spin stiffness can be potentially determined from skyrmion-induced
transport phenomena.
5.2 Band structure of TBLG
TBLG corresponds to two layers of graphene stacked on top of each other with a
relative twist angle θ. For small twist angles θ, and within the leading harmonic
approximation, this system forms a periodic pattern called a Moiré pattern. In
this limit, the noninteracting physics can be well approximated by the Bistritzer
and Macdonald continuum model [147, 148]. Following the notation of Ref. [149],
the dimensionless single-valley (ζ = ±1 is the valley index) Bistritzer and Mac-
Donald Hamiltonian can be written in the layer (1, 2) and sub-lattice (A,B) basis
(A1, B1, A2, B2) as,
HζBM =




















Here, G’s are the reciprocal lattice vectors of the Moiré lattice, and K lζ ’s are the
location of monolayer Dirac points in the Brillouin zone. ∆l’s are the (hBN) induced
sub-lattice potentials. In monolayer graphene ∆ is known to be able to reach around
∆ ≈ 0.1− 0.2 (in the dimensionless units used here or, equivalently, 15− 30 meV)
[150–152].








a0 and v0, are respectively, the monolayer graphene’s lattice spacing and the Fermi
velocity. wAB and wAA are roughly, the hopping amplitudes in the AA and AB/BA
stacking regions respectively. In the realistic system α0 is expected to be around
α0 ≈ 0.586(1) and wAAwAB is expected to be around
wAA
wAB
≈ 0.8 [149]. Many interesting
features related to this non-interacting model has been extensively studied in the
past year [153–163].
5.3 Interaction model for TBLG
In this chapter, we mostly work with a simple yet reasonable model for interactions
in TBLG. The effect of more general interactions is discussed later.
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We start by considering the RPA screened Coulomb interaction V (q). The
exact V (q) has been found to be rather complicated [164]. An approximation for
the small-q behavior of V (q) can be obtained from simple Thomas-Fermi screening
arguments. A rough estimate for the Thomas-Fermi screening wave-vector qTF can
be obtained from the monolayer-graphene results of Ref. [165] (by using a renor-
malized Fermi velocity). This results suggest that GMoiré  qTF  Ggraphene. Since
qTF  Ggraphene, in this regime the interaction is independent of layer and sub-lattice
separation (these distances are much smaller than 1/qTF). Also the rotation angle
θ is small; therefore its effect on inter-particle distance can be dropped (interac-
tion becomes layer independent). Note that the low-energy states included in the
continuum model of Bistritzer and MacDonald are only the states close to Dirac
points |k − K| < O(1)GMoiré. Since GMoiré  qTF, in this regime V (q) is effec-
tively constant. Similarly, because qTF  Ggraphene, the inter-valley scattering terms
are strongly suppressed, and the valley index becomes an effective good quantum
number (approximate U(1)v symmetry). Putting everything together leads to the











σ,v,s,l,k+qcσ,v,s,l,k is the density wave operator. σ, v, s, l are the
spin, valley, sub-lattice, and layer indices, respectively. The term with all the indices
equal is dropped since it only renormalizes the chemical potential (which is irrelevant
at a fixed filling).
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5.4 Ferromagnetism in the perfectly flat band limit of TBLG
Let us now consider the effect of the interaction Eq. 5.5 on TBLG in the chiral limit
(α0 = 0.586 and α1 = 0 in Eq. (5.3)). In this limit, the flat-band wave-functions can
be taken to be sub-lattice polarized [142] so that the sub-lattice index s is a good
quantum number in addition to σ, v. We now have 8 degenerate flat bands that can
be labeled by spin, valley and sub-lattice indices σ, v, s.
Assuming the interaction parameter U is small compared to the band gap W ,





where P0 is the projection operator onto the flat bands and f refers to the collective
σ, v, s, l. This Hamiltonian (that we focus on here) differs from Eq.(5.5) by “intra-
flavor inter-layer” terms (l 6= l′ and f = f ′). Later, we will show numerically that
these terms do not have a significant effect on the ground state. The projected
density operators P0ρf,l(q)P0 in Ht commute with the kinetic energy term in the
flat-band limit, so that we can ignore the kinetic energy. A spin, valley and sub-
lattice polarized state corresponding to fully filling one of these bands labeled by





|0〉 is a null state (i.e. zero-energy eigenstate) of Ht. To see
this note that
P0ρf,l(q)P0|f = f0〉 =
∑
GMoiré
Λl(GMoiré)δf,f0δq,GMoiré|f = f0〉, (5.7)
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which implies that








Moiré)δf,f0δf ′,f0|f = f0〉 = 0. (5.8)
Note that the Hamiltonian in Ht in Eq. 5.6 is non-negative i.e. 〈Ht〉 ≥ 0. This







where nf,l(r) is the real-space density operator. The two parts of each product
term commute as they are associated with different values of f . They are also both
non-negative as they are projected non-negative operators.
Therefore, the null state |f = f0〉 is an exact ground state of Ht at filling
of −3/4 (one electron per unit cell) of the flat-band manifold. Since the chiral
limit Hamiltonian is particle-hole symmetric, the same results also hold for the
opposite filling fraction +3/4. That is, the fully polarized state is an exact ground
state at fillings ±3/4. By assuming large enough (substrate induced) sub-lattice
potential ∆t = ∆b > U , the same result can be easily generalized for filling fractions
±1/4. Note that the band structure properties of TBLG guarantees that all of the
ferromagnetic states discussed here are also associated with a quantized anomalous
Hall response [145, 146, 166]. Within our formalism, we cannot find a justification
for considering ferromagnetic states at ±1/2 or 0(charge-neutrality) fillings. In fact,
we believe it is likely that the true ground state of the model at these fillings is
not ferromagnetic. However, the mean-field studies of Refs. [167–170], find that the
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spin/valley polarized states are good ground state candidates even at ±1/2, 0 filling.
5.5 spin stiffness and the stability of ferromagnetism in TBLG.
We now turn to discussing the stability of this ferromagnetic state using the one-
magnon spectrum. This is a crucial step as it provides a non-trivial consistency
check and allows us to generalize the results of the idealized model (Eq. 5.6) to
more realistic systems. If the system is truly ferromagnetic, it is necessary but not
sufficient for the q = 0 state to have the minimum energy (since it is related to
the fully polarized state by a SU(2) rotation). This establishes the ferromagnetic
state as the local energy minimum. We note that even though in principle the
local stability of ferromagnetic state is not enough to guarantee global stability,
application of our method to a few known examples (in the appendix) suggests
that in practice the ferromagnetic region of the phase diagram can be identified
effectively. We can further use the one-magnon band spectrum of the system to
obtain useful information like spin stiffness.
A combination translation invariance and flavor conservation ensures that the
one-magnon (single-spin or valley flip) Hilbert space is small enough to be accessible
using exact diagonalization. We use the exactly calculated one-magnon spectrum to
study the stability of the ferromagnetic state. The exactly calculated band-structure
of the one-magnon excitations using the interaction V (Eq. 5.5) is shown in Fig.5.1.
The blue curve corresponds to the single-spin flip branch of excitations associated
with the SU(2)-breaking Goldstone mode. The red curve corresponds to the single-
67
valley flip branch of excitations associated with breaking of time-reversal symmetry.
Importantly, note that since time-reversal symmetry is discrete, the single-valley flip
excitations are gapped. As shown in Fig. 5.1 the ferromagnetic state is stable in
this case.








that were ignored in the analytic arguments based on Eq. 5.6 do not significantly
affect the ferromagnetism (we have checked that this term only causes small correc-
tions to the one-magnon spectrum). This term favors layer polarization. However,
even approximately layer polarized states do not exist in the flat band subspace
(layer polarization is largely fixed by the non-interacting flat-band wave functions).
Additionally, such terms constitute a combinatorially small fraction 1/28 of the total
terms of Eq.(5.5). Adding this term to Eq.(5.6) can be thought of as deviating the
ideal interaction form of Eq.(5.6) towards the more realistic interaction in Eq.(5.5).
We now deviate from the chiral limit and proceed to study the stability of the
ferromagnetic state as the realistic system is approached. For simplicity, here we
assume a substrate-induced sub-lattice potential ∆t = ∆b = 0.1 ≈ 18meV . This
assumption gaps one of the flat bands and helps with the computational complexity.
We numerically calculate the one-magnon (single spin-flip) spectrum as we approach
the realistic parameters wAA/wAB = 0.8 [149]. The instability of the ferromagnetic
state is identified by a sign-change of the spin stiffness, or more precisely by looking
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for one-magnon states whose energies are lower than the ferromagnetic state. Sam-
ple results are shown in Fig. 5.2. In Fig. 5.2 we have set U = 0.005 ≈ 1meV . As
shown in the figure, as the realistic parameters are approached, the ferromagnetic
state becomes unstable. To study this transition more carefully, we have plotted
the calculated value of spin stiffness ρs as a function of wAA/wAB for three differ-
ent values of U in Fig.5.3. ρs is extracted assuming E = ρs|k|2. Note that as the
instability is approached, the spectrum sometimes does not admit a good quadratic
fit. Still, the extracted value can be used to see the general trend. As shown in
Fig. 5.3, depending on the value of U , the realistic system can be either ferromag-
netic or not. That is, for large enough U , in the realistic parameter regime, the
ferromagnetic state is stable. Within the parameter regime used here, we estimate
the critical value of Uc to be around Uc ≈ 2meV .
Before ending this section, we emphasize that our formalism can be applied to
arbitrary interaction models, and that the model considered here only provides an
example that can be generalized to more complicated models in future work.
5.6 Discussion and Conclusion
In this chapter, we have shown that a simple variant of the ideas related to flat band
ferromagnetism can be used to study the in TBLG. In particular, we discussed ferro-
magnetism in the perfectly flat band “chiral” limit, and used the exactly calculated
one magnon spectrum to study the stability of the ferromagnetic state as the realis-
tic system is approached. The same one-magnon spectrum is also used to extract the
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spin stiffness of the ferromagnetic Goldstone modes. Note that our formalism can
be used to study ferromagnetism in other recently discovered ferromagnetic phases
in Moiré superlattices. In particular, the same exact method can be readily applied
to twisted double bilayer graphene, where an analogous chiral flat limit exists [144].
A particularly intriguing feature of the results presented here is that (as op-
posed to mean-field approach [167–169]) they manifestly predict ferromagnetism
only at odd filling fractions ±3/4, 1/4. Given that the experimentally observed
half-filled state seems to be spin-unpolarized [127–129], it would be interesting to
study the fate of the model presented here at half-filling and to see if it also hosts
a spin-unpolarized ground state.
The exactly calculated one-magnon spectrum studied here can be used to ex-
tract other interesting information about the ferromagnetic state. In particular, the
Chern insulating nature of the ferromagnetic states means that the spin stiffness can
be used to calculate the energy of charged skyrmions [171–176]. The skyrmion en-
ergy in combination with the Hartree-Fock particle-hole excitation energy can then
be used to determine whether skyrmions are the lowest lying charged excitations
(note that even in Landau levels, this is not always the case). These results can
be compared with experimentally measured charge gaps of Ref. [141]. We further
remark that the one-magnon spectrum can also be used to identify natural can-
didates for the neighboring magnetic phases. Specifically, when the ferromagnetic
state becomes unstable, that is when the minimum of the one-magnon spectrum has
finite momentum q0 6= 0, the location of this new minimum in the Brillouin zone
can be used to identify natural candidates for alternate types of magnetic order (e.g.
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anti-ferromagnetism) that might replace ferromagnetism in neighboring phases.
We finally mention that the formalism developed here provides an intuitive
picture of how ferromagnets are favored over competing Mott insulators in topo-
logically non-trivial bands. Traditionally, when short-range Hubbard interactions
are considered, Mott insulating states are as considered as candidate ground states.
The idea is to restrict the electrons to sharply localized non-overlapping Wannier
wave-functions to minimize the interaction energy. However, note that for non-
isolated or isolated and topologically non-trivial bands, Wannier wave-functions are
not even approximately localized. Therefore, in these cases (overlapping or topologi-
cally non-trivial band), Mott insulating states are not good ground-state candidates.
However, the ferromagnetic states discussed above are good candidates independent
of the (topological-)nature of the underlying band. In continuation of these ideas,
we mention here that the recent experimental finding of Ref. [137] in ABC trilayer
graphene, where the Chern number of the band can be electrically tuned, seems to
suggest that the topology of the underlying band might in fact play a role in favor-
ing ferromagnetism. Studying this case with the same formalism provides another









Figure 5.1: Lowest one-magnon band spectrum of the TBLG in the chiral limit.
Energies are measured with respect to the fully polarized state. The gapless blue
curve corresponds to the single-spin flip branch associated with the SU(2) breaking
Goldstone mode. The gapped red curve corresponds to the single-valley flip branch
associated with breaking the discrete time-reversal symmetry. Energies are in units
of 8πv0 sin(θ/2)
3a0
≈ 0.19eV. kx and ky are in units of 8π sin(θ/2)3a0 . We have used the
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Figure 5.2: Lowest one-magnon (single spin-flip) band spectrum of the TBLG as
the realistic system is approached. Energies are measured with respect to the fully
polarized state in the chiral limit. Energies are in units of 8πv0 sin(θ/2)
3a0
≈ 0.19eV.
Here ∆t = ∆b = 0.1 ≈ 18meV . kx and ky are in units of 8π sin(θ/2)3a0 .We have used the
interaction form V (Eq.(5.5)).
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Figure 5.3: spin stiffness associated with the one-magnon band spectrum of the
TBLG. A negative spin stiffness signals the instability of the ferromagnetic state.
We have used a fit tos the form E = ρs|k|2. We have used the interaction form V
(Eq.(5.5)).
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Chapter 6: Summary and Conclusion
Topological quantum materials provide a rich playground in which we can observe
a wide array of fascinating phenomena, e.g. quantized Hall conductance, zero bias
conductance peaks, and protected gapless edge modes. In the past few decades, it
has been realized that unique properties of topological quantum materials can poten-
tially have enormous technological applications, specifically, in topological quantum
computation. However, as discussed extensively throughout this thesis, in practice
identifying unambiguous signatures of topology and using them for real-world appli-
cations is extremely difficult. In this work, we tried to understand such difficulties
by studying a number of specific examples and to find ways to overcome these prob-
lems. In the following, we conclude by providing a brief summary of the findings of
each chapter.
In Chapter 1, we gave a short introduction to the major classes of topological
quantum materials and listed problems associated with real-world realizations and
applications of such material.
In Chapter 2, we studied the chiral magnetic effect in Weyl semimetals. In par-
ticular, we showed that despite common belief, a chiral magnetic effect like response,
that is a transient flow of a current parallel to an applied external magnetic field,
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is in principle possible with or without Weyl nodes. Furthermore, we showed that
finite-frequency CME can be non-vanishing in general when there is a non-vanishing
Berry curvature on the Fermi surface. However, existence of Berry monopoles are
not necessary. We demonstrated that our analysis holds even in presence of disorder.
In Chapter 3, we provided an experimental proposal to realize Z3 parafermionic
zero modes in a realistic experiment. We showed that a linear array of supercon-
ducting quantum-dot-like holes on top of a quantum spin singlet 2/3 fractional
quantum Hall states can be used to realize Z3 parafermions without using Andreev
back-scattering. We argued that the latter feature makes our proposal ideal for ex-
perimental realization, using only ingredients that have been already experimentally
obtained.
In Chapter 4, we studied the experimentally fascinating phenomenon of chiral
supercurrent through a quantum Hall weak link. We provided a detailed calculation
of supercurrent in SC/AH/SC junctions and found that the obtained supercurrent,
calculated for experimentally reasonable parameters, is quantitatively consistent
with existing experiments. We then showed that an ideal chiral quantum Hall edge
state, even when interactions are included to all orders in perturbation theory, only
carries chiral supercurrent, and claimed that this can be used as a sharp definition
for chiral supercurrents, even in presence of the interactions and disorder.
In Chapter 5, we turned our attention to the problem of the quantum anoma-
lous Hall effect and flavor ferromagnetism in twisted bilayer graphene. We demon-
strated that a generalization of the “flat band ferromagnetism” can be used to
study the quantum anomalous Hall effect in twisted bilayer graphene. We argued
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that the numerically calculable one-magnon spectrum can be used as a tool to study
the stability of the ferromagnetic state in this system, which provides a novel and
nontrivial improvement over the widely used mean-field approximations. The one-
magnon spectrum can be also used to extract experimentally relevant quantities like
the spin-stiffness of the ferromagnetic Goldstone modes and the energy of charged
topological skyrmions.
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Appendix A: Appendix to Chapter 2
A.1 Details of the clean linear response calculation
Here we explicitly show how to get from equations (2.17) and (2.20) to equation









































We now expand to first order in q and keep only the anti-symmetric part,
for simplicity we divide the expression to four terms each corresponding to the
expansion of :
1.the numerator of the first term.(Π1)
2.the denominator of the first term.(Π2)
3.the matrix element in the first term.(Π3)
4.the matrix element in the second term.(Π4)

















after shifting k to k− q
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Calculation of Π3 is rather complicated, and in order to get a closed form, we








(v+,k + v−,k)a(Ωn(k))a + (v+,k + v−,k)b(Ωn(k))b
]
(A.4)









































After partial integrating becomes Equation(2.22). Note that because of the assump-
tions made in calculating Π2 and Π3 this result is only valid for a two-band model.
A.2 Universal vanishing of the Hopf term
To prove that Equation (2.46) is really a topological invariant we consider the effect
of changing the Hamiltonian from Ĥ(k) to Ĥ(k)+δĥ. For small enough δĥ we have:
G−1(k̃)→ G−1(k̃) + δĥ (A.7)
G(k̃)→ G(k̃)−G(k̃)δĥG(k̃)
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From here on for simplicity we drop k̃ from our expressions. Applying the identities
above we find the change in Πa,b(q, ω) :





































































































where we have used cyclic properties of the trace, partial integrating and also the
fact that any symmetric term inside the trace vanishes since the total answer is an-
tisymmetric. Having established that Πa,b(q, ω) is a constant, we show that its zero.
Note that, if all Greens function’s have finite imaginary parts in their poles ( as they
do in the disordered case ) , then the momentum integral includes no singularities
and is therefore analytic. This means that we can continuously deform our Hamilto-
nian, into a constant and force Πa,b(q, ω) to vanish but since we already proved that
Πa,b(q, ω) is a constant under continuous deformations of the hamiltonian it follows
that Πa,b(q, ω) has to be zero everywhere ( as long as there are no real poles ). Note
that in the clean case this proof doesn’t go through since the Green function’s poles
are therefore real and the integrals are not analytic.
81
Appendix B: Appendix to Chapter 3
B.1 Effective spin model parameters
We start by calculating the first term in Eq.(10), we can graphically represent this
term as,
q=0-­‐>1	  q	  =	  1	  -­‐>	  0	  
Figure B.1: σ−i σ
+
i+1 term as a first order process in the perturbation theory. q is the
fractional charge modulo three.
Algebraically we can write,
α0 = 〈1|eiϕ̃(L/2)|0〉〈0|e−iϕ̃(0)|1〉e−iπ/3. (B.1)
The second term in Eq.(10) can be represented with four different diagrams corre-




q	  =	  0	  -­‐>	  
2-­‐>1	  
Figure B.2: σ+i σ
−
i+1 term as a second order process in perturbation theory. q is the
fractional charge modulo three.
Note that this term also breaks conservation of fractional charge and therefore









where |2(j)〉 corresponds to the j’th state (arbitrary ordering) with q = 2, and the
energy E is the bare ∆ = 0 energy of the state with respect to the ground state
energy. For β we have one of the diagrams shown below.
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Figure B.3: Parameters α0, α1, β, γ, λ,∆E, as functions of ∆. We assume “pseudo







q	  -­‐>	  q±1	  	  
-­‐>q	  
Figure B.4: σzi σ
z
i+1 term as a second order process in perturbation theory. q is the
fractional charge modulo three.












where |2(j)〉, |0(j)〉 correspond to all excited states with q = 0, 2. The diagram
corresponding to γ term is shown below.
q=1-­‐>	  
q=0	  
q	  -­‐>	  q±1	  	  
-­‐>q	  




i+1 term as a second-order process in perturbation theory. q is the




























In Fig B.3 we provide a plot of parameters α0, α1, β, γ, λ,∆E (∆E is the energy
gap) as function of ∆. We work with “pseudo point-like” superconductivity with




B.2 Numerical results for the disordered system
In this section we discuss how random fluctuations in different loop lengths change
our results.
Changing the loop length changes the effective model parameters α1, β, γ, λ by
changing the energy denominator used in their perturbative expansion. Since the
energy of a single loop depends on length as 1/L, the effect of random fluctuations
in loop length for small length fluctuations ∆L/L can be loosely incorporated by




a site and parameter dependent random number chosen from a uniform distribution
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in the range −rL ≤ ∆L ≤ rL, where is r a dimensionless number characterizing
disorder strength. We call r the ”relative error size” in this section.
In the following Table we have provided sample numerical results for our sys-
tem at different chain lengths and also with different relative error sizes. Throughout
this section we have set t = 1, ∆/L = 0.046 and momentum cutoff Kmax = 4. This
results clearly show that our results (existence of a topological three fold degeneracy)
are robust to signficant disorder strength r ≈ 0.3.
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Table B.1: DMRG calculation results for “pseudo point-like” superconductiv-













10 0 -6.818 -6.696 -6.696 -6.149
10 0.1 -6.840 -6.725 -6.725 -6.183
10 0.2 -6.876 -6.731 -6.731 -6.193
10 0.3 -6.838 -6.709 -6.709 -6.152
40 0 -29.681 -29.677 -29.677 -29.384
40 0.1 -29.629 -29.625 -29.625 -29.331
40 0.2 -29.480 -29.476 -29.476 -29.194
40 0.3 -29.942 -29.937 -29.937 -29.656
100 0 -75.524 -75.524 -75.524 -75.267
100 0.1 -75.472 -75.472 -75.472 -75.212
100 0.2 -75.506 -75.506 -75.506 -75.255
100 0.3 -76.387 -76.387 -76.387 -76.123
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B.3 Three-fold degeneracy in the arge ∆ regime for point-like super-
conductivity
B.3.1 I. Diagonalizing the Hamiltonian in the limit ∆→∞
We study the Hamiltonian H = Hedge + Hsc in the limit of strong and point-like
superconductivity. Note that the Hamiltonian commutes with the operator T =
e−iπνn̂, [H,T ] = 0. Eigenvalues of T can be shifted by a unitary transformation eiϕ̂0
as can be seen from the commutation relation Teiqϕ̂0 = eiqϕ̂0Te−iqπν , i.e. if we define
Hq=0 as the Hamiltonian H in the charge sector q = 0, other charge eigenvalues q




We emphasize that Hq=0 is defined in the Hilbert space where the wavefunc-
tions are eigenstates of T with eigenvalue 1 which in turn implies that the wave-
functions are periodic under the translation ϕ0 → ϕ0 + πν (i.e. allowed charges are
multiples of three ).
In the range of periodicity of the wave-functions, the potential Hsc has a single
minimum. In the limit of large ∆, Hsc we can expand around this minimum to obtain





Note that the continuous nature of the harmonic approximation means that
wave-functions would in general violate the periodicity condition as we change ϕ0 →
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ϕ0+πν. However, this boundary condition is expected to be irrelevant for calculating
ground state energies in the large delta regime, where ϕ0 becomes strongly localized
around zero. In the next section, we’ll use an instanton approximation to see how
enforcing periodic boundary conditions modifies our results.
Within the harmonic approximation Hq=0 can be turned into a set of decou-
pled harmonic oscillators with trivial spectrum. A particularly nice feature of this
transformation is that the spectrum of Hq will not depend on q (i.e. the spectrum
of Hq=0 will not depend on mµ). Degeneracy of the three charge sectors in the large
∆ regime follows from this. We’ll now show this by explicitly diagonalizing the
Hamiltonian.
To diagonalize the Hamiltonian, it is useful to define the following generalized



















[β̂k, α̂k′ ] = iδkk′ ; [β̂k, β̂k′ ] = [α̂k, α̂k′ ] = 0. (B.9)

































Note that since the commutator [ϕ̂0, n̂ − mµ] = i is independent of mµ, the
spectrum of Hq=0,h does not depend on mµ. In turn this implies that the spectrum
of Hq does not depend on q.
In its diagonal form this Hamiltonian describes a set of decoupled harmonic
oscillators with different frequencies. In Fig. B.6 we have plotted the energy gap δ0
as a function of ∆.
This completes our discussion of the spectrum within harmonic approximation.
As a measure of validity for our approximation, we calculate the expectation
value of 〈ϕ2(0)〉0 . As shown in Fig. B.7, we find that the fluctuations are mono-
tonically decreasing function of the coupling strength ∆. In other words, one can
always choose the value of ∆ to be large enough to get phase fluctuations in ϕ(0)
to be much smaller than 2π which justifies the use of harmonic approximation.
B.3.2 II. Finite ∆ corrections to ground state energies
As mentioned earlier the wave functions found within harmonic approximation vio-
late the periodicity condition as we change ϕ0 → ϕ0 + πν. In this section we use an
instanton approximation to see how this periodicity changes our previous results.
We’ll enforce periodicity by externally projecting the states into the physical
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Figure B.6: Plot of the energy gap δ0 as a function of ∆ for various total number
of modes Kmax shown in the legend. Here numerical values of mµ, u and L are set
to one.
Hilbert space,
|q = 0〉 = P|q = 0〉h, (B.12)
where |q = 0〉h is the q = 0 eigenstate within the harmonic approximation and P
is an operator that projects into the sector that obeys the periodicity condition as































































































































































where, Umn and ωn are the matrix element of unitary matrix U , diagonalizing HX
and the nth eigenvalue of Hh, respectively (see Eq. (B.10)).
Sample results of this calculation are shown in Fig. B.8. This results can be
used as an estimate for the value of the parameter h in the clock model Hamiltonian.
B.3.3 III. Quasiparticle matrix elements
Let us consider quasiparticle tunneling elements between the ground states ,
M q(x) = 〈q + 1|eiϕ(x)|q〉. (B.16)
In terms of states in the harmonic approximation,
M q(x) = 〈q + 1|hP†e−i(q+1)ϕ̂0eiϕ(x)eiqϕ̂0P|q〉h. (B.17)
Setting mµ = 1 and substituting P = N
∑
m e
iπνmn̂ (N being the normalization
constant) in the harmonic approximation for |q〉 = e−iqϕ̂0|0〉, we get,






















This explicit form makes clear the following identity,
M qm+2(x+ L) = e
iπνm(2q+1)M qm(x)










































where An is the n






can be expressed as,






































−i2πkx/L + λkn− e
i2πkx/L). (B.23)
We use this expression to calculate |M q| as a function of number of modes and
coupling strength, ∆. Since |M q=1| = |M q=2|, we plot the results for |M q=0| and
|M q=1|. The results are shown in Figs. B.9 and B.10.
These results can be used to calculate the parameter A(x) in Eq.(13).
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Figure B.7: 〈ϕ2(0)〉 as a function of ∆ for various total number of modes Kmax
shown in caption. We find ϕ(0) is localized for large values of ∆. Therefore, for
large enough value of ∆, harmonic approximation is justified. Here numerical values
of mµ, u and L are set to one for convenience.
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Figure B.8: Logarithm of ground-state energy splitting between charge sectors
q = 2 and q = 0, 1 (they’re degenerate) as a function of coupling strength ∆, for
different total number of modes Kmax shown in the inset. Notice that the energy





Figure B.9: Plot of absolute value of quasi-particle matrix element, |M q=0| as a
function x (in the units of length L) for various coupling strength parameters, 4
ν2
∆,
given in the legend. The total number of modes Kmax are varied in (a-d) as 2,7,11




Figure B.10: Plot of absolute value of quasi-particle matrix element, |M q=1| =
|M q=2| as a function x (in the units of length L) for various coupling strength
parameters, 4
ν2
∆, given in the legend. The total number of modes Kmax are varied
in (a-d) as 2,7,11 and 20, respectively. Here numerical values of mµ, u and L are set
to one.
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Appendix C: Appendix to Chapter 4
C.1 Details on deriving Isc
To calculate Eq. (4.6), we start with the defining differential equation
(iωm −H)G(x, x′; iωm) = δ(x − x′). We can explicitly re-write this as (assuming




~v(x)(−iτ0∂x − a(x)τz) + ∆(x)τx
])
G(x, x′; iωm) = δ(x− x′) (C.1)
Where v(x), a(x) and ∆(x) are as defined in Eq. (4.5). This equation can then be
integrated around the QH edge but the delta function δ(x− x′) to give,
lim
ε→0+




G(x+ ε, x; iωm)
]
. (C.2)
























Note that using the properties of the SU(2) group, M(x) can be written as in
Eq. (4.8) and becomes independent of x. Now, integrating the differential equation








Solving Eqs. (C.2), (C.4):
lim
ε→0+










With our regularization scheme, we obtain the Green’s function G(x, x; iωm):
G(x, x; iωm) = lim
ε→0+
G(x+ ε, x; iωn) +G(x− ε, x; iωn)
2










































Using our expression for M in Eq. (C.3), and explicitly calculating the trace gives
Eq.(4.10).
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Appendix D: Appendix to Chapter 5
D.1 Formalism and Methods
Here, we introduce a simple formulation of the general idea of “flat-band ferromag-
netism”. We start with a heuristic discussion of ferromagnetism in the perfectly flat
band limit. We then proceed to discuss the one-magnon excitation spectrum.
D.1.1 Ferromagnetism in the perfectly flat band limit
Consider a generic band system where the lowest occupied band is perfectly flat.
We assume this band has an exact spin degeneracy. The flat band is spanned by
a set of wave-functions, e.g. Bloch or Wannier wave-functions ψm(x). We take the





δ(ri − rj). (D.1)
Note that since the band is flat, the kinetic energy term is irrelevant, i.e. constant.
Therefore, to find the ground state of the system, we only need to consider the
interaction term written above. Furthermore, note that the interaction term is non-
negative 〈Hint〉 ≥ 0.
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Consider now a generic flat band wave function,
ψ(x1, x2, ..., xNe)× |ψspin〉, (D.2)
where the two parts represent spatial and spin (flavor) part of the the total wave-
function. To minimize the energy and find the ground state, we need to ensure that
ψ(x1, x2, ..., xNe) vanishes when any two of coordinates are identical xi = xj. An
easy (and perhaps the only generic) way to do this is to take the spatial wave wave-
function ψ(x1, x2, ..., xNe) to be totally anti-symmetric. However, since the entire
wave-function also has to be anti-symmetric. The spin part of the wave function
|ψspin〉 has to be totally symmetric. It is then straightforward to show that all
such wave-functions exhibit saturated ferromagnetism1. We emphasize that all this
discussion also applies to lattice systems and is not restricted to the continuum.
An important theorem due to Mielke [116], shows that if the one-particle
density matrix associated with the (Slater determinant) state discussed above is
irreducible in real space, the saturated ferromagnetic states are the unique ground
states (up to trivial spin degeneracy). Conversely, if the density matrix is reducible,
there are additional ground states corresponding to different SU(2) rotations of
different blocks of the density matrix. It is straightforward to show that in this
case, the lowest energy states in the one-magnon (single spin flip) spectrum would
be at least twofold degenerate. Throughout this work, and by direct calculation, we
have always ensured that the one-magnon spectrum is not degenerate. This puts
additional context around the usefulness of the one-magnon spectrum as used in
1To see this, note that the permutation operator Pij is related to the Heisenberg exchange
operator.
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this paper. The generality and the simplicity of this results makes it a powerful tool
for studying nearly flat band ferromagnetism.
Traditionally, when short-range Hubbard interactions are considered, Mott in-
sulating states are considered as candidate ground states. The idea is to restrict the
electrons to sharply localized non-overlapping Wannier wave-functions to minimize
the interaction energy. However, note that for non-isolated or isolated and topolog-
ically non-trivial bands, Wannier wave-functions are not even approximately local-
ized. Therefore, in these cases (overlapping or topologically non-trivial band), Mott
insulating states are not good ground state candidates, whereas the ferromagnetic
states discussed above, are good candidates independent of the (topological-)nature
of the underlying band.
We note that the argument above does not directly apply to the experimen-
tally interesting case of TBLG. This is so because in that case there are additional
subtleties caused by the extra degrees of freedom (valley, layer and sub-lattice) and
the discrete symmetries associated with them (discussed in the main text).
D.1.2 The one-magnon spectrum and spin stiffness
For all SU(2) invariant systems, eigenstates can be classified with total spin Sz.
The ferromagnetic manifold is constrained by the total spin. For the flat band limit
discussed above, the ferromagnetic states are also the lowest energy states. A low
energy set of excitations above the ferromagnetic states would be the states with






Figure D.1: Lowest one-magnon band energy for the one dimensional Hubbard
model in Eq.(D.4).







p+q,↓cp,↑| ↑ polarized〉. (D.3)
An identical relation also holds by changing ↑→↓ or by considering more general
flavor degrees of freedom.
As the ferromagnetic state becomes unstable, the one-magnon band minimum
shifts from q = 0 to a finite momentum state q 6= 0. It is then natural to consider a
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scenario where magnons condense at the location of the new minima, giving rise to
a new type of magnetic order at finite momenta (e.g. anti-ferromagnetism). There-
fore, in addition identifying the ferromagnetic region of the the phase diagram, we
can use the one-magnon spectrum to identify promising candidates for the neigh-
boring phases. Note that the calculated one-magnon spectrum is not applicable to
states with more than one magnon, and therefore, strictly speaking talking about
magnon condensation is not meaningful in this picture. However, at least close to the
ferromagnetic state, the same one-magnon spectrum is in principle calculable using
the Holstein-Primakoff approximation [1]. Within the Holstein-Primakoff approxi-
mation, the one-magnon spectrum is naturally extended to the entire many-body
spectrum. Therefore, it is natural to justify magnon condensation scenarios from
this point of view.
D.2 Ferromagnetism and its stability in the one dimensional Hub-
bard model
In this section we apply the machinery described so far the simple example of half-








The perfectly flat band limit in this case corresponds to the somewhat pathological
case of t = 0. In this case, the system has a large 2N dimensional grounsntate
subspace (including the fully saturated ferromagnetic state) corresponding to filling
only one electron per-site. In addition, we know that as the bandwidth t is increased,
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Figure D.2: Hopping parameters in the Tasaki model Eq.(D.6).
the ground state becomes anti-ferromagnetic. In fact this system does not exhibit
ferromagnetism anywhere in its phase diagram.
To demonstrate validity of our formalism, it is important to show that we can
get the same results with our approach. As described earlier, we do so by calculating








p,↑| ↑↑ ... ↑〉, (D.5)
and calculate the lowest-band of energies associated with such excitations. Results
of this calculation are shown in Fig.D.1. As shown in Fig.D.1, the ferromagnetic
state q = 0, is in fact a local maximum for all values of U/t. That is, ferromagnetism
is always unstable (spin-stiffness is negative), and therefore, the true ground-state
of the system is never ferromagnetic. This results shows the effectiveness of our
method in ruling out ferromagnetism in the one dimensional Hubbard model.
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D.3 Ferromagnetism and its stability in the one-dimensional Tasaki
model





(c†2i,σc2i+2,σ + h.c.) + s
∑
i,σ








This model provides the simplest example of stable flat band ferromagnetism
in one-dimension. A pictorial representation of the model and model and hopping
parameters is shown in Fig.D.2 . Note that since the unit cell is composed of two-
sites, this model has two bands.
It is convenient to introduce auxiliary parameters λ and ρ,
s = λt ; V = (λ2 − 2 + ρ)t. (D.7)
If we set ρ = 0, the lowest band becomes perfectly flat. Roughly speaking, the
parameters |ρ|t and λ2t set the band width and the band gap of the spectrum.
In the flat band limit ρ = 0 and at half filling, the ground state is a saturated
ferromagnet. As the bandwidth is increased, the (saturated) ferromagnetic phase
persists for a finite region. In the opposite limit where the the interaction strength
U is smaller than the bandwidth, the ground state is know to be a total spin singlet
[113]. Therefore, as the bandwidth is increased from zero, the system goes from a







Figure D.3: Lowest one-magnon band energy for the one dimensional Tasaki model
in Eq.(D.6).
Similar to the Hubbard model, we calculate the one magnon spectrum as the
band-width is increased. The calculated one-magnon spectrum is plotted is Fig.D.3.
As shown in the figure, the ferromagnetic states goes from a local minima (stable
ferromagnetism) to a local maxima (unstable ferromagnetism) as the bandwidth is
increased. Our results match the known analytic expression of spin-stiffness in the
large band gap (λ2t) limit [113].
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