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Résumé
Dans cette thèse, nous nous intéressons à l’optimisation robuste. Plus préci-
sément, nous nous intéresserons aux problèmes linéaires mixtes bi-niveaux, c’est
à dire aux problèmes dans lesquels le processus de décision est divisé en deux
parties : dans un premier temps, les valeurs optimales des variables dites "de déci-
sions" seront calculées ; puis, une fois que l’incertitude sur les données est levée,
nous calculerons les valeurs des variables dites "de recours". Dans cette thèse, nous
nous limiterons au cas où les variables de deuxième étape, dites "de recours", sont
continues.
Dans la première partie de cette thèse, nous nous concentrerons sur l’étude
théorique de tels problèmes. Nous commencerons par résoudre un problème li-
néaire simplifié dans lequel l’incertitude porte seulement sur le membre droit des
contraintes, et est modélisée par un polytope bien particulier. Nous supposerons en
outre que le problème vérifie une propriété dite "de recours complet", qui assure
que, quelles que soient les valeurs prises par les variables de dcisions, si ces der-
nières sont admissibles, alors le problème admet toujours une solution réalisable, et
ce, quelles que soient les valeurs prises par les paramètres incertains. Nous verrons
alors une méthode permettant, à partir d’un programme robuste quelconque, de se
ramener à un programme robuste équivalent dont le problème déterministe associé
vérifie la propriété de recours complet. Avant de traiter le cas général, nous nous
limiterons d’abord au cas o les variables de décisions sont entières. Nous testerons
alors notre approche sur un problème de production. Ensuite, après avoir remar-
qué que l’approche développée dans les chapitres précédents ne se généralisait pas
naturellement aux polytopes qui n’ont pas des points extrmes 0-1, nous montre-
rons comment, en utilisant des propriétés de convexité du problème, résoudre le
problème robuste dans le cas général. Nous en déduirons alors des résultats de
complexité sur le problème de deuxième étape, et sur le problème robuste. Dans
la suite de cette partie nous tenterons d’utiliser au mieux les informations proba-
bilistes que l’on a sur les données aléatoires pour estimer la pertinence de notre
ensemble d’incertitude.
Dans la deuxième partie de cette thèse, nous étudierons un problème de concep-
tion de parc hybride de production d’électricité. Plus précisément, nous cherche-
rons à optimiser un parc de production électrique constitué d’éoliennes, de pan-
neaux solaires, de batteries et d’un générateur à diesel, destiné à répondre à une
demande locale d’énergie électrique. Il s’agit de déterminer le nombre d’éoliennes,
de panneaux solaires et de batteries à installer afin de répondre à la demande pour
un cot minimum. Cependant, les données du problème sont très aléatoires. En ef-
fet, l’énergie produite par une éolienne dépend de la force et de la direction du
vent ; celle produite par un panneau solaire, de l’ensoleillement et la demande en
électricité peut tre liée à la température ou à d’autres paramètres extérieurs. Pour ré-
soudre ce problème, nous commencerons par modéliser le problème déterministe
en un programme linéaire mixte. Puis nous appliquerons directement l’approche
de la première partie pour résoudre le problème robuste associé. Nous montrerons
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ensuite que le problème de deuxième étape associé, peut se résoudre en temps
polynomial en utilisant un algorithme de programmation dynamique. Enfin, nous
donnerons quelques généralisations et améliorations pour notre problème.
mots-clés : Programmation linéaire, Optimisation robuste, Programmation dy-
namique, Énergie renouvelable
Abstract
Robust optimization is a recent approach to study problems with uncertain data
that does not rely on a prerequisite precise probability model but on mild assump-
tions on the uncertainties involved in the problem.We studied a linear two-stage ro-
bust problem with mixed-integer first-stage variables and continuous second stage
variables. We considered column wise uncertainty and focused on the case when
the problem doesn’t satisfy a "full recourse property" which cannot be always sa-
tisfied for real problems. We also studied the complexity of the robust problem
which is NP-hard and proved that it is actually polynomial solvable when a para-
meter of the problem is fixed. We then applied this approach to study a stand-alone
hybrid system composed of wind turbines, solar photovoltaic panels and batteries.
The aim was to determine the optimal number of photovoltaic panels, wind tur-
bines and batteries in order to serve a given demand while minimizing the total
cost of investment and use. We also studied some properties of the second stage
problem, in particular that the second stage problem can be solvable in polynomial
time using dynamic programming.
key-words : Linear Programming, Robust Optimization, Dynamic Programing,
Renewable Energy
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Chapitre 1
Introduction
Lorsque l’on résout un problème d’optimisation, on suppose généralement que
les données du problème sont fixées une bonne fois pour toute. Cependant, dans
un environnement réel, connaitre parfaitement les données du problème comme :
les demandes des clients, la météo, les réactions des concurrents, les cours de la
bourse, ..., supposerait de pouvoir prévoir le futur. Nous ne pouvons donc pas nous
permettre de supposer que toutes les données sont connues une bonne fois pour
toute. Généralement, pour prendre en compte l’incertitude des données, on sup-
pose que celles-ci suivent une loi de probabilité dont la distribution est connue ;
le problème peut alors être résolu en utilisant la programmation stochastique. On
cherche alors à minimiser ou à maximiser la valeur moyenne d’une fonction, sous
certaines contraintes, c’est à dire que l’on cherche a trouver l’optimum de notre
problème, "en moyenne". Cette approche présente néanmoins deux problèmes ma-
jeurs : en pratique, il est difficile de connaitre précisément la loi de probabilité
suivi par les données incertaines ; en outre l’approche stochastique augmente de
manière considérable la taille du problème traité. On est ainsi amené à résoudre
des problèmes qui comportent un très grand nombre de variables et de contraintes
et qu’il est difficile de traiter dans un temps de calcul raisonnable.
Dans cette thèse, nous nous intéressons à l’optimisation robuste, où le but n’est
pas de minimiser l’espérance d’une fonction sous des contraintes, mais de minimi-
ser la fonction objectif lorsque le "pire cas" se produit. En effet, l’approche robuste
consiste à modéliser l’incertitude sur les données par un ensemble de scénarios,
c’est à dire : un ensemble contenant un certain nombre de réalisations possibles
des données incertaines. Le pire cas correspond alors, à variables fixées, au scéna-
rio de cet ensemble qui engendre le plus grand coût. Nous nous intéresserons plus
particulièrement aux problèmes linéaires mixtes bi-niveaux, c’est à dire aux pro-
blèmes dans lesquels le processus de décision est divisé en deux parties : dans un
premier temps, les valeurs optimales des variables dites "de décisions" seront cal-
culées ; puis, une fois que l’incertitude sur les données est levée, nous calculerons
les valeurs des variables dites "de recours". Dans cette thèse, nous nous limiterons
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au cas où les variables de deuxième étape, dites "de recours", sont continues
Cette thèse est composée de deux parties. La première, sera consacrée à l’étude
théorique de tels problèmes. Après avoir rappelé les principaux résultats qui ont
été trouvés jusqu’à maintenant en optimisation robuste, nous étudierons au cha-
pitre trois, un problème linéaire simplifié. Nous supposerons que l’incertitude porte
seulement sur le membre droit des contraintes, et nous nous limiterons au cas où
l’ensemble des incertitudes est modélisé par un polytope bien particulier. Nous sup-
poserons en outre que le problème vérifie une propriété dite "de recours complet",
qui assure que, quelles que soient les valeurs prises par les variables de décisions, si
ces dernières sont admissibles, alors le problème admet toujours une solution réali-
sable, et ce, quelles que soient les valeurs prises par les paramètres incertains. Cette
hypothèse est très forte et ne peut malheureusement pas toujours être vérifiée pour
des problèmes réels. Nous verrons alors au chapitre quatre une méthode permet-
tant, à partir d’un programme robuste quelconque, de se ramener à un programme
robuste équivalent dont le problème déterministe associé vérifie la propriété de re-
cours complet. Avant de traiter le cas général, nous nous limiterons d’abord au
cas où les variables de décisions sont entières. Nous testerons ensuite notre ap-
proche sur un problème de production. Dans le chapitre cinq, nous supposerons
que l’ensemble d’incertitude est à présent modélisé par un polytope quelconque.
Après avoir remarqué que l’approche développée dans les chapitres précédents ne
se généralisait pas naturellement aux polytopes qui n’ont pas des points extrêmes
0 − 1, nous montrerons comment, en utilisant des propriétés de convexité du pro-
blème, résoudre le problème robuste dans le cas général. Nous en déduirons alors
des résultats de complexité sur le problème de deuxième étape, et sur le problème
robuste. Dans le chapitre six, nous tenterons d’utiliser au mieux les informations
probabilistes que l’on a sur les données aléatoires pour estimer la pertinence de
notre ensemble d’incertitude, D. En effet, supposons que cet ensemble ne corres-
ponde pas à la réalité (s’il ne contient pas certains cas très probables par exemple),
nous devrons pouvoir estimer les chances d’obtenir une solution plus couteuse que
la solution robuste. En outre, lorsque D est défini en fonction de paramètres, com-
ment peut-on les fixer pour avoir le "meilleur" ensembleD possible ? En effet, plus
cet ensemble d’incertitude comprend de scénarios et plus la solution trouvée est ro-
buste. Cependant nous voudrons éviter les solutions trop conservatrices qui ont un
coût beaucoup plus élevé que celui d’une solution du problème déterministe. Nous
tenterons donc de fixer au mieux ces paramètres afin d’obtenir une solution robuste
peu chère mais suffisamment conservatrice.
L’épuisement des ressources traditionnelles a permis un regain d’intérêt pour
l’utilisation des sources d’énergies renouvelables. Malheureusement, le caractère
aléatoire et discontinu de ces énergies, dû à la difficulté de prévoir avec précision
les variations météorologiques, rend leur production difficile à maitriser.
Dans la deuxième partie de cette thèse, nous étudierons un problème de concep-
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tion de parc hybride de production d’électricité. Plus précisément, nous cherche-
rons à optimiser un parc de production électrique constitué d’éoliennes, de pan-
neaux solaires, de batteries et d’un générateur à diesel, destiné à répondre à une
demande locale d’énergie électrique. Il s’agit de déterminer le nombre d’éoliennes,
de panneaux solaires et de batteries à installer afin de répondre à la demande pour
un coût minimum. Cependant, les données du problème sont très aléatoires. En
effet, l’énergie produite par une éolienne dépend de la force et de la direction du
vent ; celle produite par un panneau solaire, de l’ensoleillement et la demande en
électricité peut être liée à la température ou à d’autres paramètres extérieurs. Dans
le chapitre huit, après avoir modélisé le problème déterministe en un programme li-
néaire mixte, et étudié sa complexité, nous appliquerons directement l’approche de
la première partie pour résoudre le problème robuste associé. Dans le chapitre sui-
vant, nous montrerons que le problème de deuxième étape associé, peut se résoudre
en temps polynomial en utilisant un algorithme de programmation dynamique. En-
fin, dans le chapitre dix, nous donnerons quelques généralisations et améliorations
pour notre problème.
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Première partie
Étude théorique des programmes
linéaires robustes bi-niveaux avec
variables de recours continues
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Chapitre 2
État de l’art sur l’optimisation
robuste
Dans ce chapitre, nous allons présenter quelques approches, dites robustes, qui
permettent de traiter des programmes linéaires contenant des données incertaines.
Ce chapitre sera divisé en deux parties. Dans un premier temps, nous présenterons
des approches robustes dites "générales", puis dans un deuxième temps, nous nous
concentrerons sur les approches bi-niveaux.
2.1 Les approches robustes générales
2.1.1 L’approche de Soyster
Le concept d’optimisation robuste a été introduit par Soyster en 1979 dans [34].
Son idée était de chercher une solution qui soit réalisable quel que soit le scénario
considéré. Plus précisément, soit le programme linéaire mixte ci-dessous :
P
∣∣∣∣∣∣∣∣∣∣∣
min
x
c.x
n∑
i=1
aijxj ≤ bi, i = 1, ...,m
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n
Supposons que l’incertitude porte uniquement sur les coefficients aij de la ma-
trice A = (aij)(i,j)∈[1,...,m]×[1,...,n] de taillem× n.
L’ensemble d’incertitude adopté pour modéliser les coefficients de la matrice
A est un modèle par intervalles, que nous définissons de la manière suivante : pour
tout i = 1, ...m, et pour tout j = 1, ..., n, le paramètre aij appartient à l’intervalle
[a¯ij − aˆij , a¯ij + aˆij ], où a¯ij et aˆij sont donnés. En d’autres termes, il existe des
variables ζij ∈ [−1, 1] pour tout i, j telles que
aij = a¯ij + aˆijζij .
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L’approche proposé par Soyster, consiste alors à résoudre le problème suivant :
PSoy
∣∣∣∣∣∣∣∣∣∣∣
min
x
c.x
n∑
j=1
(a¯ij + aˆijζij)xj ≤ bi, ∀ζij ∈ [−1, 1], i = 1, ...,m
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n
qui revient à résoudre
PSoy
∣∣∣∣∣∣∣∣∣∣∣
min
x
c.x
n∑
j=1
(a¯ij + aˆij)xj ≤ bi, i = 1, ...,m
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n
Cette approche permet donc de se ramener à un programme linéaire mixte de même
nature que le problème déterministe initial. Cependant, en cherchant une solution
qui soit valide quelles que soient les valeurs des données incertaines, nous nous li-
mitons à des solutions trop conservatrices, dont la valeur est trop éloignée de celle
d’une solution optimale du programme déterministe initial.
2.1.2 L’approche de Kouvelis et Yu
En 1997, Kouvelis et Yu proposent dans [27] une nouvelle modélisation de
l’incertitude. Ils supposent que les données incertaines du problème appartiennent,
non plus à un ensemble convexe, mais à un ensemble discret dont les éléments
sont assimilés à des "scénarios". Plus précisément, soit le problème d’optimisation
suivant :
P
∣∣∣∣∣
min
x
f(x)
x ∈ X
oùX est l’ensemble des contraintes du problème et où f est la fonction de coût. Les
données étant incertaines, nous supposons que nous avons à notre disposition un
ensemble S de scénarios qui modélisent l’incertitude des données. Nous écrivons
alors que pour le scénario s ∈ S, la fonction de coût f devient fs, et l’ensemble
des incertitudes X devient Xs.
Comme dans l’approche de Soyster, nous cherchons une solution qui soit ad-
missible quel que soit le scénario s ∈ S. Ainsi nous cherchons un vecteur x tel
que :
x ∈ ∩s∈SXs.
Kouvelis et Yu proposent trois critères pour définir la fonction coût.
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Le premier, appelé "critère du pire cas", consiste a chercher une solution qui
minimise le coût engendré par le pire scénario associé à cette solution. Nous cher-
chons alors à résoudre :
PPC
∣∣∣∣∣
min
x
max
s
fs(x)
x ∈ ∩s∈SXs
Dans les deux autres approches, nous cherchons cette fois-ci à minimiser le plus
grand écart entre le coût de notre solution et le coût d’une solution optimale lors-
qu’on connait le scénario s à prendre en compte. Formellement, soit x∗s une solu-
tion optimale du problème déterministe dans le cas où le scénario considéré est s,
le critère du pire "regret absolu" s’écrit :
PPRA
∣∣∣∣∣
min
x
max
s
fs(x)− fs(x
∗
s)
x ∈ ∩s∈SXs
De même, le critère du pire "regret en proportion" demande de résoudre :
PPRA
∣∣∣∣∣∣∣
min
x
max
s
fs(x)− fs(x
∗
s)
fs(x∗s)
x ∈ ∩s∈SXs
2.1.3 L’approche de Ben-Tal et Nemirovski
En cherchant une solution qui reste admissible quelles que soient les valeurs
prises par les données incertaines, nous avons vu que les solutions engendrées par
l’approche de Soyster avaient un coût largement supérieur à celui des solutions du
problème déterministe. Pour remédier à ce problème, Ben-Tal et Nemirovski pro-
posent, dans [11], une approche dans laquelle le domaine d’incertitude considéré
exclut les valeurs extrêmes des intervalles en autorisant une faible violation des
contraintes.
Considérons le programme linéaire mixte suivant :
P
∣∣∣∣∣∣∣∣∣∣∣
max
x
c.x
n∑
j=1
aijxj ≤ bi, i = 1, ...,m
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n
et rappelons que les coefficients incertains aij , i = 1, ...,m, j = 1, ..., n peuvent
s’écrire
aij = a¯ij + aˆijζij ,
où les ζij sont des variables qui appartiennent à [−1, 1] pour tout i, j. Pour éviter
les cas extrêmes les plus couteux, les auteurs imposent, pour i, i = 1, ...,m, pour
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toute contrainte i, i = 1, ...,m du programme linéaire incertain, que les déviations
maximales sur une même contrainte i appartiennent à un ellipsoïde défini par :
Ξ(Ωi) =

ζi ∈ Rn |
√√√√ n∑
j=1
ζ2ij ≤ Ωi, ζij ∈ [−1, 1]


où Ωi ≥ 0, pour tout i = 1, ...,m.
Le problème robuste considéré par Ben-Tal et Nemirovski s’écrit alors :
PBenTal
∣∣∣∣∣∣∣∣∣∣∣
max
x
c.x
max
ζi∈Ξ(Ωi)
{
n∑
i=1
a¯ijxj + aˆijζijxj
}
≤ bi, i = 1, ...,m
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n
qui est équivalent à
PBenTal
∣∣∣∣∣∣∣∣∣∣∣
max
x
c.x
n∑
j=1
a¯ijxj + max
ζi∈Ξ(Ωi)
{
n∑
i=1
aˆijζijxj
}
≤ bi, i = 1, ...,m
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n
Cette approche consiste à considérer, pour chaque contrainte i, le pire scénario ζi
possible. Ainsi ce modèle d’incertitude est souvent nommé dans la littérature par
"modèle en ligne", du fait qu’un paramètre Ωi soit défini pour chaque contrainte i.
Babonneau et al. ont montré dans [7], que le problème robuste ci-dessus est
équivalent au programme quadratique suivant :
PBenTal
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
x,z
c.x
n∑
j=1
a¯ijxj +Ωizi ≤ bi, i = 1, ...,m
n∑
i=1
aˆijx
2
j ≤ z
2
i , i = 1, ...m
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n, z ∈ R
m
+
En supposant que les variables aléatoires ζij sont uniformément distribuées dans
[−1, 1], Ben-Tal et al. ont montré dans [10] que la probabilité de violation de la
contrainte i ne dépasse pas exp
(
−Ω2i
2
)
.
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2.1.4 L’approche de Bertsimas et Sim
L’approche que Bertsimas et Sim présentent dans [13] est similaire à l’ap-
proche de Ben-Tal et Nemirovski. La différence entre les deux approches est uni-
quement l’ensemble d’incertitude de ζi. En effet, nous supposons cette fois que le
vecteur ζi appartient non plus à un ellipsoïde mais à l’ensemble :
DΓi =

ζi ∈ Rn |
n∑
j=1
|ζij | ≤ Γi, ζij ∈ [−1, 1]

 .
Le problème robuste s’écrit alors :
PBertsimas
∣∣∣∣∣∣∣∣∣∣∣
max
x
c.x
n∑
j=1
a¯ijxj + max
ζi∈DΓi
{
n∑
i=1
aˆijζijxj
}
≤ bi, i = 1, ...,m
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n
Bertsimas et Sim montrent que leur problème robuste est équivalent au programme
linéaire suivant
PBertsimas
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
x,y,t,p
c.x
n∑
j=1
a¯ijxj + tiΓi +
n∑
j=1
pij ≤ bi, i = 1, ...,m
ti + pij ≥ (a¯ij + aˆij) i = 1, ...,m, j = 1, ..., n
− yj ≤ xj ≤ yj , j = 1, ..., n
pij ≥ 0 i = 1, ...,m, j = 1, ..., n
ti, yj ≥ 0 i = 1, ...,m, j = 1, ..., n
xi ∈ N, i = 1, ..., n1, xi ∈ R+, i = (n1 + 1), ..., n
En outre, les auteurs montrent que si les ζij sont des variables aléatoires symé-
triques de même loi sur [−1, 1], alors la probabilité que la ième contrainte soit
violée est majorée par exp
(
−Γ2i
2n
)
2.2 Les approches bi-niveaux
Les approches robustes bi-niveaux sont fortement inspirées de l’optimisation
stochastique. En effet, en optimisation stochastique, les incertitudes sont décrites
par des lois de probabilités et les variables sont divisées en deux. Les variables de
première étape (ou variables de décisions) doivent être déterminées avant que l’in-
certitude ne soit levée ; les variables de deuxième étapes (ou variables de recours)
quant à elles, sont déterminées après que l’incertitude soit levée. L’objectif est de
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déterminer les variables de première étape optimale en utilisant l’espérance mathé-
matique de toutes les décisions de recours.
Considérons le programme linéaire suivant où les variables x représentent les
variables de décisions et où les variables y représentent celles de recours :
P
∣∣∣∣∣∣∣∣∣∣∣
min
x,y
α.x+ β.y
Ax+By ≥ d
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p, y ∈ R
q
+
où α et β sont des vecteurs de taille p et q ; A est une matrice de taille T × p, B
une matrice de taille T × q, C une matrice de taille n× p, d un vecteur de taille T
et b un vecteur de taille n.
Nous supposerons dans la suite de cette section que le problème déterministe
P satisfait une propriété dite de "recours complet" qui affirme que pour tout x
réalisable, et pour toute valeur des paramètres incertains, il existe y tel que (x, y)
soit une solution admissible de P (nous renvoyons le lecteur au chapitre suivant
pour plus de précisions).
Supposons que le membre droit, d, des contraintes soit incertain, et appartienne
àD, qui défini un ensemble de scénarios pour d. L’approche robuste telle qu’elle a
été introduite par Thiel et Minoux dans [35, 29], et reprise par Zeng et Zhao dans
[36], consiste alors à chercher une solution x∗ telle que le coût engendré par le
pire scénario d associé à x∗ soit minimal. Formellement, on cherche a résoudre le
problème suivant :
PR
∣∣∣∣∣∣∣∣∣∣∣∣
min
x
α.x + max
d∈D
min
y
β.y
By ≥ d−Ax
y ∈ Rq+
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p.
Plus précisément, Thiel et Minoux considèrent l’ensemble d’incertitude suivant :
D = {d : dt = d¯t + δt∆t,
T∑
t=1
|δt| ≤ δ¯, −1 ≤ δt ≤ 1, ∀t = 1, ..., T},
où les valeurs de d¯t, ∆t sont données pour tout t et où δ¯ est un entier qui borne la
somme des variations de d.
Soit x un vecteur admissible, le problème de recours R(x) est défini comme
étant :
R(x)
∣∣∣∣∣∣∣
max
d∈D
min
y
β.y
By ≥ d−Ax
y ∈ Rq+.
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En supposant que la propriété de recours complet soit vérifiée, et que le problème
déterministe est borné pour tout d, Thiel et Minoux montrent que sous certaines
conditions, il est possible de transformer le problème de recours en un problème
linéaire mixte à variables 0− 1. Le problème robuste est alors résolu à l’aide d’un
algorithme de génération de colonnes. Notons que Minoux a prouvé dans [29] que
le problème de recours R(x) appartient à la classe des problèmes NP-difficiles.
Cette approche où l’incertitude est en colonne est utilisée dans de nombreuses
applications, notamment dans [18], où Gabrel et al., considèrent un problème de
localisation et de transport.
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Chapitre 3
Résolution du problème robuste
de base
Dans tout ce chapitre, nous nous intéresserons seulement aux problèmes véri-
fiant la propriété dite de recours complet. Nous définirons le problème robuste que
nous allons étudier, ainsi que plusieurs sous-problèmes associés. Avant de considé-
rer un problème plus restreint, nous donnerons quelques propriétés sur le problème
robuste. Ensuite, par souci de clarté, nous supposerons dans un premier temps que
seul le membre droit des contraintes comporte des coefficients incertains, et que
l’ensemble d’incertitude sera celui introduit par Bertsimas et Sim dans [13] : tous
les coefficients du membre droit des contraintes appartiennent à un intervalle qui
modélise l’incertitude sur ce coefficient ; en outre la somme totale des variations
est bornée. Afin de résoudre le problème robuste, nous commencerons par étudier
le problème, dit "de recours", associé au problème robuste, qui permet de calculer
le "pire scénario" lorsque les valeurs des variables de décision sont fixées. Nous
verrons qu’il est possible de reformuler ce dernier en un programme linéaire mixte
en nombres entiers. Afin de résoudre problème robuste, nous le reformulerons en
un programme linéaire mixte, puis nous utiliserons un algorithme de génération de
contraintes pour le résoudre. Enfin nous verrons que nos résultats s’étendent assez
naturellement au cas où il y a aussi de l’incertitude dans le membre de gauche des
contraintes et lorsque l’ensemble d’incertitude est défini de manière plus générale.
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3.1 Le problème robuste
3.1.1 modélisation du problème
Soit le programme linéaire mixte suivant :
P
∣∣∣∣∣∣∣∣∣∣∣
min
x,y
α.x+ β.y
Ax+By ≥ d
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p, y ∈ R
q
+
(3.1)
(3.2)
(3.3)
où A ∈ QT×p, B ∈ QT×q, d ∈ QT , C ∈ Qn×p, b ∈ Qn, α ∈ Qp, β ∈ Qq, et
où Q est l’ensemble des nombres rationnels.
Définition 1. (x, y) est une solution admissible de P si et seulement si (x, y) vérifie
toutes les contraintes de P . Dans ce cas on dit que P admet une solution
Rappelons que les variables x, qui sont entières ou continues, concernent les
décisions de première étape et doivent être déterminées avant que l’incertitude ne
soit levée ; les variables de seconde étape, y, appelées variables de recours, sont
continues et sont déterminées après connaissance des coefficients incertains.
Nous supposons qu’il existe (x, y) tel que (3.1)-(3.3) sont vérifiées et nous
dirons qu’une solution x est réalisable si x satisfait les contraintes (3.2) et (3.3).
Dans cette section, les coefficients incertains ne sont que dans le membre droit des
contraintes, d.
Pour un programme mathématique π, nous noterons par v(π) la valeur d’une
solution optimale du programme. Nous définirons la propriété P , dite "propriété
de recours complet", vérifiée par le programme P , qui assure que pour toute solu-
tion de première étape réalisable (ici x) et pour toute réalisation de d, il existe une
valeur des variables de recours (ici y) telle que (3.1) soit satisfaite, c’est à dire :
pour tout x vérifiant Cx ≥ d, xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p
et pour tout d ∈ D, il existe y vérifiant By ≥ d − Ax, y ∈ Rq+. Remarquons
que la propriété P est toujours vérifiée si il existe une colonne de la matrice B
dont tous les termes sont strictement positifs. Nous supposons que d appartient à
un ensemble donné D, défini par un polytope qui représente l’incertitude de d. Ce
polytope, supposé quelconque pour l’instant, sera défini plus précisément à la fin
de cette section. Pour tout d ∈ D, nous parlerons de scénario possible pour le se-
cond membre de P.
Dans tout ce chapitre, nous supposerons que le problème déterministe vérifie la
propriété P. Nous supposerons en outre qu’il est borné inférieurement. Ainsi toute
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solution optimale de P est de valeur finie.
Rappelons que du point de vue de la robustesse, le but est de trouver une so-
lution (x, y) de P qui minimise le coût total induit par le pire scénario d associé à
x. Nous pouvons écrire le problème robuste comme le programme mathématique
suivant :
PR
∣∣∣∣∣∣∣∣∣∣∣∣
min
x
α.x + max
d∈D
min
y
β.y
By ≥ d−Ax
y ∈ Rq+
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p.
Définition 2. Lorsque la propriété P est vérifiée, nous dirons que PR admet une
solution si et seulement si il existe au moins un x tel que Cx ≥ b, xi ∈ N, i =
1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p.
Définition 3. Si la propriété P n’est pas vérifiée, nous dirons que PR admet une
solution si et seulement si il existe au moins un x tel que :
- Cx ≥ b, xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p et
- pour tout d ∈ D, il existe y vérifiant By ≥ d−Ax, y ∈ Rq+.
Pour tout x réalisable, nous définissons le programme mathématique suivant,
R(x), appelé "Programme de recours" :
R(x)
∣∣∣∣∣∣∣
max
d∈D
min
y
β.y
By ≥ d−Ax
y ∈ Rq+.
Minoux a montré dans [29], que ce problème de recours est NP-difficile.
On peut réécrire le programme robuste de la façon suivante :
PR
∣∣∣∣∣∣∣
min
x
α.x+ v(R(x))
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p.
Soit x réalisable et soit (d∗, y∗) ∈ D × RT+ une solution optimale de R(x). Nous
dirons que d∗ est un scénario extrême associé à x.
Soit x une solution réalisable et soit d ∈ D, nous définissons le programme
linéaire suivant :
R(x, d)
∣∣∣∣∣∣∣
min
y
β.y
By ≥ d−Ax
y ∈ Rq+.
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Puisque P vérifie P, R(x, d) admet toujours une solution admissible.
Nous allons maintenant montrer que pour tout x réalisable, le scénario extrême d∗
associé à x est un point extrême du polytope D.
Proposition 1. Soit x réalisable, la fonction f de D dans R qui à tout scénario d
associe f(x, d) = v(R(x, d)) est convexe.
Démonstration. Soit d1, d2 ∈ D et soit y1 et y2 les vecteurs réels qui sont des
solutions optimales de R(x, d1) et R(x, d2). On a, par définition de f :
f(x, d1) = β.y1 et f(x, d2) = β.y2.
Soit λ ∈ [0, 1], puisqueD est un polytope, λd1 + (1− λ)d2 ∈ D, et
B(λy1+(1−λ)y2) ≥ λ(d1−Ax)+ (1−λ)(d2−Ax) = λd1+(1−λ)d2−Ax.
Donc λy1 + (1 − λ)y2 est une solution admissible de R(x, λd1 + (1 − λ)d2), et
par conséquent :
f(x, λd1 + (1− λ)d2) ≤ β.(λy1 + (1− λ)y2) = λf(x, d1) + (1− λ)f(x, d2).
Lemme 1. Pour tout x réalisable, le scénario extrême d∗ associé à x est un point
extrême du polytope D.
Démonstration. Par définition, nous avons v(R(x)) = maxd∈D f(x, d).Or puisque
f est convexe, le maximum de f est atteint en un point extrême de D.
3.1.2 Définition de l’ensemble D
Définissons maintenant plus précisément l’ensemble d’incertitude D. Suivant
l’idée proposée par Bertsimas et Sim [13] et Minoux [29], nous supposons que
chaque coefficient dt, t = 1, ..., T appartient à un intervalle [d¯t −∆t, d¯t +∆t] où
d¯t est donné et où∆t ≥ 0 est une borne donnée sur l’incertitude de dt. L’ensemble
d’incertitude D est alors défini par :
D = {d : dt ∈ [d¯t −∆t, d¯t +∆t], ∀t = 1, ..., T}.
Lorsque x est fixé, le pire scénario associé est obtenu pour dt = d¯t + ∆t, t =
1, ..., T. En effet, By ≥ d¯ + ∆ − Ax implique que By ≥ d − Ax pour tout
d ∈ D. Ainsi cette définition de l’incertitude ramène le problème robuste à un
problème déterministe qui fournit une grande "protection" contre les incertitudes.
Cependant cette définition de l’incertitude est trop prudente en pratique et implique
des solutions avec des coûts très élevés. Pour éviter de trop contraindre le système
nous ajoutons comme dans [35], la contrainte :
T∑
t=1
∆t>0
∣∣∣∣∣dt − d¯t∆t
∣∣∣∣∣ ≤ δ¯, (3.4)
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où δ¯ est un entier positif qui borne la somme totale des variations des dt. Soit, pour
tout t = 1, ..., T, la variable δt ∈ [−1, 1]modélisant l’incertitude sur dt. On a alors
dt = d¯t + δt∆t, ∀t = 1, ..., T, et l’ensemble d’incertitude D se réécrit :
D = {d : dt = d¯t + δt∆t,
T∑
t=1
|δt| ≤ δ¯, −1 ≤ δt ≤ 1, ∀t = 1, ..., T}.
Remarquons qu’il existe toujours un scénario extrême d tel que dt ≥ d¯t pour tout
t. En effet, remplacer δt < 0 par −δt > 0 ne change pas la valeur de
∑T
t=1 |δt|,
mais augmente le coût induit par ce scénario. Nous pouvons donc nous restreindre
sans perte de généralité au cas où dt ≥ d¯t. Dans tout le reste de cette section nous
considérerons donc l’ensemble d’incertitude D défini par
D = {d : dt = d¯t + δt∆t,
T∑
t=1
δt ≤ δ¯, 0 ≤ δt ≤ 1, ∀t = 1, ..., T}.
Remarquons que dt atteint sa pire valeur d¯t + ∆t, pour au plus δ¯ valeurs de t,
0 ≤ δ¯ ≤ T . Les cas δ¯ = 0 et δ¯ = T correspondent chacun à un seul scénario
possible. dt = d¯t, t = 1, ..., T pour δ¯ = 0, dt = d¯t + ∆t, t = 1, ..., T, pour
δ¯ = T (cas du pire scénario). Les autres valeurs de δ¯ correspondent chacune à un
ensemble de scénarios.
3.2 Résolution du problème de recours R(x)
Pour résoudre le problème de recours (de type "max min") pour x fixé, le
sous problème de minimisation est transformé en un problème de maximisation en
considérant son dual. On obtient alors un problème de maximisation d’une fonction
quadratique non concave. Nous montrons que, quels que soient les coefficients du
problème de recours, il est toujours possible de réécrire les termes quadratiques en
un produit d’une variable 0−1 et d’une variable continue et bornée. Nous pouvons
alors linéariser ces termes quadratiques pour aboutir à un problème linéaire mixte.
P satisfaisant la propriété de recours complet, nous savons que pour tout x
réalisable et pour tout d ∈ D, R(x, d) admet une solution réalisable. En outre P
étant borné inférieurement, nous en déduisons queR(x, d) l’est aussi. Nous savons
alors, par le théorème fort de la dualité :
v(R(x, d)) = v(DR(x, d)),
où DR(x, d) est le programme dual de R(x, d), c’est à dire
DR(x, d)
∣∣∣∣∣∣∣∣∣
max
λ
(d−Ax).λ
Btrλ ≤ β
λ ∈ RT+.
(3.5)
(3.6)
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Nous avons donc, pour tout x réalisable, v(R(x)) = max
d∈D
v(DR(x, d)).
Nous pouvons alors reformuler R(x) en :
DR(x)
∣∣∣∣∣∣∣
max
δ:
∑T
t=1
δt≤δ¯
0≤δt≤1, t=1,...,T
max
λ: Btrλ≤β
λ∈RT+.
T∑
t=1
[(d¯t + δt∆t − (Ax)t)λt]
où pour un vecteur (u), nous notons par (u)t, la t-ème composante de (u).DR(x)
peut se réécrire :
DR(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
λ,δ
T∑
t=1
[(d¯t − (Ax)t)λt +∆tδtλt]
Btrλ ≤ β
T∑
t=1
δt ≤ δ¯
0 ≤ δt ≤ 1, t = 1, ..., T
λ ∈ RT+.
(3.5)
(3.7)
(3.8)
(3.6)
Cependant, ce programme bilinéaire avec des contraintes linéaires, n’est pas concave
et il n’existe donc pas d’algorithmes efficaces pour calculer une solution optimale
de DR(x). Nous montrons maintenant que nous pouvons trouver une solution op-
timale de DR(x) en résolvant un programme linéaire mixte équivalent. Pour cela,
nous montrons d’abord la proposition suivante :
Proposition 2. Il existe une solution optimale λ∗, δ∗ de DR(x) telle que δ∗t ∈
{0, 1}, 1 ≤ t ≤ T.
Démonstration. C’est une conséquence directe du lemme 1. En effet les points
extrêmes du polytope D, sont des vecteurs où δ ∈ {0, 1}T .
Grace à la proposition ci-dessus, nous pouvons supposer qu’il existe une so-
lution optimale de DR(x), telle que λtδt appartienne à {0, λt}. Afin de pouvoir
linéariser λtδt, nous montrons maintenant que l’on peut se restreindre au cas où λt
est borné, pour tout t, par une constante Λ.
Proposition 3. Il existe Λ > 0 qui peut être calculé à partir de B et β tel que les
contraintes λt ≤ Λ, t = 1, ..., T, peuvent être ajoutées à DR(x) sans perte de
généralité.
Démonstration. Soit x réalisable. Réécrivons DR(x) avec des variables d’écarts
λ′t ≥ 0, t = 1, ..., T. les contraintes (3.5) deviennent : B
trλ + λ′ = β. Soit
(λ∗, λ′∗, δ∗) une solution optimale de DR(x) ainsi réécrit où (λ∗, λ′∗) est une so-
lution de base de DR(x) quand δ est fixé à δ∗.
Il existe donc une matrice de base E = (eij) de
(
Btr IT
)
et des vecteurs de base
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λ∗E , λ
′∗
E tels que : (λ
∗
E λ
′∗
E)
tr = E−1β. Soit eˆ une borne supérieure de la valeur
absolue des coefficients de E−1 sur toutes les matrices de base E de
(
Btr IT
)
.
Soit βˆ = max
i=1,...,q
βi, nous avons λ∗t ≤ eˆβˆq, t = 1, ..., T. Ainsi, il existe une solu-
tion optimale (λ∗, δ∗) de DR(x) telle que λ∗t est bornée par Λ = eˆβˆq pour tout
t = 1, ..., T.
Nous pouvons maintenant linéariser DR(x) en remplaçant les produits λtδt
par de nouvelles variables νt et en ajoutant les contraintes de linéarisation :
νt ≤ λt
νt ≤ Λδt
νt ≥ λt − Λ(1− δt)
νt ≥ 0.
DR(x) est donc équivalent au programme linéaire mixte suivant :
LDR(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
λ,δ,ν
∑T
t=1[(d¯t − (Ax)t)λt +∆tνt]
Btrλ ≤ β∑T
t=1 δt ≤ δ¯
νt ≤ λt, t = 1, ..., T
νt ≤ Λδt, t = 1, ..., T
λ, ν ∈ RT+
δt ∈ {0, 1}, t = 1, ..., T.
Remarquons que les contraintes de linéarisation, νt ≥ λt−Λ(1−δt), t = 1, ..., T ,
peuvent être omises, puisque les coefficients des νt dans la fonction objectif à maxi-
miser sont positifs.
3.3 L’algorithme de génération de contraintes
Afin de résoudre le problème robuste PR, nous le réécrivons d’abord comme
un programme linéaire équivalent comportant un nombre exponentiel de contraintes,
puis nous utilisons un algorithme de génération de contraintes pour le résoudre.
Dans la section précédente, nous avons prouvé que la résolution du problème de
recours était équivalente à la résolution du programme linéaire mixte LDR(x). On
peut donc réécrire le problème robuste en :
PR
∣∣∣∣∣∣∣
min
x
α.x+ v(LDR(x))
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p.
Soit PQ le polyèdre défini par les contraintes de LDR(x) où l’on a remplacé
δt ∈ {0, 1} par 0 ≤ δt ≤ 1, et soit (PQ)I = conv(PQ ∩ {δ ∈ Nm}), l’enveloppe
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convexe des solutions admissibles de LDR(x). Remarquons que cette enveloppe
convexe ne dépend pas de x. (PQ)I est un polyèdre et nous avons :
LDR(x)
∣∣∣∣∣∣∣∣∣∣
max
λ,δ,ν
∑T
t=1[(d¯t − (Ax)t)λt +∆tνt]
λδ
ν

 ∈ (PQ)I ,
Soit S = {(λs, δs, νs)1≤s≤S}, l’ensemble des points extrêmes de (PQ)I . Pour
tout x réalisable, il existe un indice s ∈ {1, ..., S} tel que (λs, δs, νs) est une
solution optimale de LDR(x).
On peut donc reformuler le problème robuste en le programme linéaire suivant :
PR
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,z
α.x+ z
z ≥
T∑
t=1
[(d¯t − (Ax)t)λ
s
t +∆tν
s
t ], 1 ≤ s ≤ S
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p, z ∈ R
(3.9)
Cependant, le nombre de contraintes du programme ci-dessus peut être expo-
nentiel et nous ne connaissons pas à priori l’ensemble S. Pour pallier ces pro-
blèmes, nous utilisons un algorithme de génération de contraintes, semblable à
celui qui est utilisé dans [35], [18], ou encore dans [6] pour résoudre PR. Initia-
lement, on considère un sous-ensemble S0 de S ; à l’étape k, nous considérons un
sous ensemble Sk de S et nous résolvons un programme relâché, PRk, de PR, ap-
pelé problème maître, qui consiste à résoudre PR avec l’ensemble de contraintes
(3.9) correspondant à Sk. La solution obtenue est notée (xk, zk).
Nous résolvons alorsLDR(xk), appelé programme esclave, pour vérifier si (xk, zk)
est une solution optimale. Si ce n’est pas le cas, une nouvelle contrainte est ajoutée
au problème maître, i.e. un point extrême est ajouté à Sk (Voir l’algorithme 1).
Montrons que cet algorithme converge.
En effet, il est clair que la valeur L d’une solution de PRk à l’itération k repré-
sente une borne inférieure de la valeur de v(PR), puisqu’à chaque itération les
contraintes de PRk ne représentent qu’un sous ensemble des contraintes de PR.
Par ailleurs, à chaque itération, la solution (xk, λk, δk, νk) est une solution réali-
sable de PRk mais pas de PRk+1, puisque par définition une nouvelle contrainte,
réalisable pour P, est ajoutée si et seulement si L < U , c’est à dire si
zk <
T∑
t=1
(d¯t − (Ax)t)λ
k
t +∆tν
k
t .
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Algorithm 1 Algorithme de génération de contraintes
1 : (λ0, δ0, ν0) = (0, 0, 0). Soit L← −∞, U ← +∞, k ← 1.
2 : Résoudre le problème maître :
(PR)k
∣∣∣∣∣∣∣∣∣∣∣∣
min
x,z
α.x+ z
z ≥
∑T
t=1(d¯t − (Ax)t)λ
s
t +∆tν
s
t , 0 ≤ s ≤ k − 1
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p
z ∈ R
Soit (xk, zk) la solution obtenue.
L← αxk + zk.
3 : Résoudre LDR(xk). Soit (λk, δk, νk) la solution optimale.
U ← min{U,αxk + v(LDR(xk))}.
Si U = L, alors retourner (xk, zk) sinon aller en 4.
4 : Ajouter la contrainte
z ≥
T∑
t=1
(d¯t − (Ax)t)λ
k
t +∆tν
k
t ,
au problème maitre PRk, k ← k + 1 et aller en 2.
La borne supérieure U consiste à prendre la meilleure solution admissible parmi
celles qui sont générées jusqu’à l’itération k.
Remarquons que la valeur de L est non décroissante à chaque itération et montrons
qu’à chaque itération k, la contrainte
z ≥
T∑
t=1
(d¯t − (Ax)t)λ
k
t +∆tν
k
t ,
qui correspond au point extrême (λk, δk, νk) de S n’a pas déjà été ajoutée.
En effet, supposons que la contrainte ci-dessus soit ajoutée deux fois, aux itérations
k − q et k pour q > 0. Alors, à l’étape k, (xk, zk) doit vérifier :
zk ≥
T∑
t=1
(d¯t − (Ax)t)λ
k−q
t +∆tν
k−q
t ,
puisque la contrainte a été ajoutée lors de l’itération k − q.
Or (xk, λk−q, δk−q, νk−q) est une solution réalisable de PRk, puisque la contrainte
a été ajoutée lors de l’itération k, et qu’ainsi
(λk−q, δk−q, νk−q) = (λk, δk, νk).
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Ainsi,
α.xk + v(LDR(xk)) ≥ L = α.xk + zk.
Donc
zk =
T∑
t=1
(d¯t − (Ax)t)λ
k−q
t +∆tν
k−q
t .
Ainsi L = U et (xk, λk−q, δk−q, νk−q) est une solution optimale de PR. Le
nombre de points extrêmes de S étant fini, nous déduisons de ce qui précède que
l’algorithme converge vers la solution optimale du problème.
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3.4 Quelques généralisations
Dans cette section, nous commencerons par généraliser les résultats des sec-
tions précédentes à un problème robuste plus général. Nous montrerons que l’on
peut facilement généraliser l’approche précédente à un problème qui possède aussi
des coefficients incertains dans le membre gauche des contraintes et comment
étendre la résolution du problème robuste à un ensemble d’incertitude D plus gé-
néral.
3.4.1 Incertitude dans le membre gauche des contraintes
Montrons que nous pouvons généraliser notre approche au cas où les coeffi-
cients des contraintes (A = (Ati)1≤t≤T, 1≤i≤p), sont également incertains. Comme
précédemment, nous supposons que chaque coefficient Ati appartient à l’intervalle
[A¯ti − Γti, A¯ti + Γti], où A¯ti est donné et où Γti est une borne donnée sur l’incer-
titude de Ati.
De plus, de manière similaire à D, nous supposons que la somme totale des va-
riations de la ième colonne de A, Ai = (Ati, t = 1, ..., T ), est bornée. Ainsi,
l’ensemble d’incertitude Ai de Ai est défini par :
Ai = {Ai : Ati = A¯ti − γtiΓti, 0 ≤ γti ≤ 1, t = 1, ..., T,
∑T
t=1 γti ≤ γ¯i},
où γ¯i est un entier donné.
Le problème robuste s’écrit alors :
PR′
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x
αx+ max
Ai∈Ai,
∀i=1,...,p
d∈D
min
y
βy
By ≥ d− (A1, ..., Ap)x
y ∈ Rq+
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p.
Et le problème de recours devient :
DR′(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
λ,δ,γ
∑T
t=1[(d¯t −
∑p
i=1 A¯tixi)λt+∆tδtλt +
∑p
i=1 Γtixiγtiλt]
Btrλ ≤ β∑T
t=1 δt ≤ δ¯
0 ≤ δt ≤ 1, t = 1, ..., T
λ ∈ RT+∑T
t=1 γti ≤ γ¯i, i = 1, ..., p
0 ≤ γti ≤ 1, i = 1, ..., p, t = 1, ..., T.
Nous pouvons alors linéariser les termes quadratiques (δtλt et γtiλt), pour ob-
tenir un programme linéaire mixte en nombres entiers et résoudre le problème ro-
buste comme nous l’avons fait dans les sections précédentes.
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Considérons maintenant le cas où la matrice B a des coefficients incertains.
Comme précédemment, nous supposons que pour, t = 1, ..., T et i = 1, ..., q,
Bti ∈ [B¯ti − Φti, B¯ti + Φti] et que la ième colonne de B appartient à l’ensemble
{Bi : Bti = b¯ti − φtiΦti, 0 ≤ φti ≤ 1, t = 1, ..., T,
∑T
t=1 φti ≤ φ¯i}. Le dual du
programme de recours est similaire à DR(x) défini à la section 3.2 : des variables
φ et les contraintes
∑T
t=1 φti ≤ φ¯i, i = 1, ..., q et 0 ≤ φti ≤ 1, i = 1, ..., q, t =
1, ..., T , sont ajoutées à DR(x) et nous remplaçons les contraintes 3.5 par :∑T
t=1(B¯ti − φtiΦti)λt ≤ βi, i = 1, ..., q 3.5
′.
Il existe maintenant des termes quadratiques (φtiλt) dans les contraintes. Pour li-
néariser ces termes, nous devons vérifier que l’on peut étendre les propositions 2
et 3, c’est à dire, montrer qu’il existe une solution optimale telle que φ ∈ {0, 1}Tq
et que l’on peut calculer à priori une borne de λ. En effet, les preuves données à
la section 3.2 peuvent s’étendre facilement. Soit λ fixé. Si les contraintes 3.5’ et∑T
t=1 φti ≤ φ¯i, i = 1, ..., q sont vérifiées, une solution entière réalisable peut être
obtenue en fixant φti à 1, si i correspond à l’une des φ¯i plus grandes valeurs de
Φtiλt, et à 0 sinon.
Quand à la proposition 3, en utilisant les mêmes arguments qu’à la section 3.2,
pour tout φ fixé, nous pouvons borner λt par Λ(φ), qui, similairement à Λ, borne
tout point extrême du polyèdre des contraintes introduit dans la preuve de la pro-
position 3, lorsque φ est fixé. Comme φti ∈ {0, 1} et
∑T
t=1 φti ≤ φ¯i, il existe 2
qT
valeurs différentes de φ et nous pouvons borner λt parmaxφ Λ(φ).
Finalement lorsque tous les paramètres sont incertains, le programme de recours
linéarisé se réécrit :
LDR′(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
λ,δ,γ,φ
∑T
t=1[(d¯t −
∑p
i=1 A¯tixi)λt +∆tνt +
∑p
i=1 Γtixiµti]∑T
t=1 B¯tiλt −
∑T
t=1Φtiµti ≤ βi, i = 1, ..., q∑T
t=1 δt ≤ δ¯
0 ≤ δt ≤ 1, t = 1, ..., T∑T
t=1 γti ≤ γ¯i, i = 1, ..., p
0 ≤ γti ≤ 1, i = 1, ..., p, t = 1, ..., T∑T
t=1 φti ≤ φ¯i, i = 1, ..., q
0 ≤ φti ≤ 1, i = 1, ..., q, t = 1, ..., T
νt ≤ λt, t = 1, ..., T
νt ≤ Λδt, t = 1, ..., T
δt ∈ {0, 1}, t = 1, ..., T
µti ≤ λt, t = 1, ..., T, i = 1, ..., p
µti ≤ Λγti, t = 1, ..., T, i = 1, ..., p
γti ∈ {0, 1}, t = 1, ..., T, i = 1, ..., p
ρti ≤ λt, t = 1, ..., T, i = 1, ..., q
ρti ≤ Λφti, t = 1, ..., T, i = 1, ..., q
ρti ∈ {0, 1}, t = 1, ..., T, i = 1, ..., q
λ, ν ∈ RT+
µti, ρtj ∈ R+, t = 1, ..., T, i = 1, ..., p, j = 1, ..., q.
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où µti = λtγti, et ρti ≤ λtφti, pour tout t = 1, ..., T, i = 1, ..., q.
3.4.2 Généralisation à d’autres ensembles d’incertitudes
Dans les parties précédentes, nous avons supposé que les coefficients incertains
s’écrivaient dt = d¯t + δt∆t ∀t, où les variables δt expriment l’incertitude et véri-
fient
∑T
t=1 δt ≤ δ¯. Nous montrons maintenant que nous pouvons généraliser nos
résultats au cas où d peut s’écrire d = d¯+Dδ, où le vecteur d¯ et la matriceD sont
donnés et où δ appartient à un polytopeD dont les points extrêmes (d1, ..., dS) sont
connus. Remarquons que cette définition de l’incertitude englobe celle de Babon-
neau et al. dans [7]. Réécrivons le problème de recours :
DR′(x)
∣∣∣∣∣∣∣∣∣∣∣∣
max
λ,δ
(d¯+Dδ −Ax).λ
Btrλ ≤ β
δ ∈ D
λ ∈ RT+.
Soit v1, ..., vS ∈ [0, 1] les variables telles que δ =
∑S
s=1 d
svs et
∑S
s=1 v
s = 1.
Nous pouvons alors réécrire le problème de recours :
DR′(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
λ,v
(d¯−Ax).λ+
S∑
s=1
(vs(Dds).λ)
Btrλ ≤ β
S∑
s=1
vs = 1
0 ≤ vs ≤ 1, s = 1, ..., S
λ ∈ RT+.
En utilisant les mêmes arguments que dans la preuve de la proposition 2, on montre
qu’il existe une solution optimale (λ∗, v∗) deDR′(x) telle que vs∗ = 1 ou vs∗ = 0
pour tout s = 1, ..., S s 6= s∗. Nous pouvons alors linéariser les termes vsλt, pour
tout s et pour tout t, comme nous l’avons fait en 3.2 et obtenir un problème linéaire
mixte.
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Chapitre 4
Résolution du problème robuste
sans la propriété de recours
complet
Dans le chapitre précédent, nous avons supposé que le problème déterministe
satisfaisait la propriété P. Nous montrons maintenant que nous pouvons étendre
nos résultats au cas où nous supposons seulement que le problème robuste PR ad-
met une solution, c’est-à-dire qu’il existe x tel que pour tout d dans D, il existe
une solution réalisable y de R(x, d). Cependant nous montrerons que notre mé-
thode permet aussi de détecter les cas où le problème robuste n’a pas de solution.
Par souci de clarté, avant de donner la preuve dans le cas général, nous traitons
le cas où toutes les variables de décisions sont entières. Dans les deux cas, nous
considérons un nouveau programme déterministe, Pε, vérifiant la propriété P, où
de nouvelles variables de recours wt affectées d’un coefficient dépendant de ε dans
la fonction objectif, ont été ajouté. Nous montrons alors que lorsque ε est suffisam-
ment petit, toute solution optimale du programme robuste associé à Pε est aussi une
solution optimale de PR. Nous testons ensuite notre approche sur un problème de
production dans lequel une entreprise décide de construire des usines pour fabri-
quer plusieurs produits afin de répondre à une demande sur chacun de ces produits.
4.1 Résolution du problème
Dans cette section, nous construirons un nouveau programme linéaire mixte
Pε, qui vérifie la propriété P. Nous montrerons en outre que si PR a une solu-
tion optimale, alors toute solution optimale du nouveau problème robuste associé
à Pε est aussi une solution optimale de PR. Pour obtenir Pε, nous ajoutons de
nouvelles variables positives non bornées wt, t = 1, ..., T, au problème initial P.
Comme dans les sections 3.1 et 3.2, par souci de clarté et sans perte de généralité,
nous supposons que les coefficients incertains sont uniquement dans le membre
droit des contraintes.
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4.1.1 Modélisation
Supposons que le problème robuste PR admette une solution. Il existe alors un
vecteur x réalisable pour tout d ∈ D. Le problème déterministe P admet donc une
solution optimale quel que soit le second membre d ∈ D.
Puisque le problème robuste PR admet une solution optimale, il existe un réel
U tel que v(PR) ≤ U. Soit L tel que pour tout d ∈ D, v(P ) ≥ L.
Avant de présenter le nouveau problème robuste que nous étudierons, nous
montrons comment calculer L et U.
Remarquons que puisque toutes les données, A,B,C, b, d, α, β,∆, de PR ont
des coefficients rationnels, nous pouvons nous ramener au cas où tous les coeffi-
cients sont des nombres entiers. Nous supposerons donc dans le reste de ce chapitre
que tous les programmes mathématiques ont pour coefficients des nombres entiers.
On note ‖.‖∞ la norme infinie d’un vecteur v ou d’une matrice A. C’est à dire,
le plus grand élément, en valeur absolue, du vecteur ou de la matrice.
Proposition 4. La valeur d’une solution optimale de P est minorée par
L = −(p+q)(T+n)(T+n−1)
T+n−1
2 ‖(α, β)‖∞max(‖A‖∞, ‖B‖∞, ‖C‖∞)
T+n−1‖(d, b)‖∞,
Démonstration. Soit P¯ le programme linéaire relâché de P où toutes les variables
sont continues. Une solution optimale de P étant bornée inférieurement, nous sa-
vons, d’après le théorème 5.2 de [26, chap. 5.1], qu’une solution optimale de P¯ est
aussi bornée inférieurement.
Réécrivons les contraintes de P¯ avec des variables d’écarts positives e et f. Soit
H =
(
A B −IT 0
C 0 0 −In
)
, les contraintes de P¯ se réécrivent :
H


x
y
e
f

 =
(
d
b
)
Soit (x∗, y∗, e∗, f∗) une solution optimale de base de P¯ . Il existe une matrice de
base HB ∈ Z(T+n)×(T+n) extraite de H et un vecteur (x∗B, y
∗
B, e
∗
B, f
∗
B) tels que
(x∗B, y
∗
B, e
∗
B, f
∗
B)
tr = H−1B
(
d
b
)
=
1
det(HB)
com(HB)
tr
(
d
b
)
où com(HB) est la comatrice de HB.
Remarquons que si Z est une matrice à n colonnes, alors ‖Zz‖∞ ≤ n‖Z‖∞‖z‖∞,
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pour tout vecteur z.Ainsi ‖(x, y)‖∞ ≤ 1|det(HB)|(T+n)‖com(HB)
tr‖∞‖(d, b)‖∞.
Tous les coefficients de HB étant des entiers, |det(HB)| ≥ 1, en outre tous les co-
efficients de com(HB) sont des déterminants de sous matrices, de taille (T + n−
1)× (T + n− 1), extraites de HB. D’après l’inégalité d’Hadamard, on a
‖com(HB)
tr‖∞ ≤ ‖H‖
T+n−1
∞ (T + n− 1)
T+n−1
2 . Nous avons donc
v(P ) ≥ v(P¯ ) ≥ α.x∗ + β.y∗ ≥ −(p+ q)‖(α, β)‖∞‖(x
∗, y∗)‖∞.
d’où
v(P ) ≥ −(p+ q)‖(α, β)‖∞(T + n)‖H‖
T+n−1
∞ (T + n− 1)
T+n−1
2 ‖(d, b)‖∞.
Tous les coefficients deA,B etC étant des entiers, nous avons ‖H‖∞ = max(‖A‖∞, ‖B‖∞, ‖C‖∞),
ce qui achève la preuve.
Nous donnons maintenant une valeur générale pour U.
D’après le lemme 1 le scénario extrême associé à un vecteur x réalisable est un
point extrême de D. Soit {d1, ..., dS}, l’ensemble des points extrêmes de D. Re-
marquons que puisque dst = d¯t où d
s
t = d¯t + ∆t, pour tout s et pour tout t, d
s
est un vecteur entier pour tout s. Nous pouvons réécrire le problème robuste PR
en le programme linéaire mixte suivant où ys est la variable de recours associée au
scénario s :
PR
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,z
y1,...,yS
α.x+ z
z ≥ β.ys, s = 1, ..., S
Ax+Bys ≥ ds, s = 1, ..., S
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xj ∈ R+, j = p1 + 1, ..., p
ys ∈ Rq+, s = 1, ..., S
(4.1)
(4.2)
En ajoutant les variables d’écarts, es, fs, s = 1, ...S et g, nous pouvons ré-
écrire les contraintes du programme ci-dessus en Hu = v où
H =


0 1 −β −1 0 0 0 0 · · · 0 0 0 0
0 1 0 0 0 −β −1 0 · · · 0 0 0 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
...
0 1 0 0 0 0 0 0 · · · −β −1 0 0
A 0 B 0 −IT 0 0 0 · · · 0 0 0 0
A 0 0 0 0 B 0 −IT · · · 0 0 0 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
...
A 0 0 0 0 0 0 0 · · · B 0 −IT 0
C 0 0 0 0 0 0 0 · · · 0 0 0 −In


,
39
utr = (x, z, y1, e1, f1, ..., yS , eS , fS , g)
et
vtr = (0, ..., 0, d1, ..., dS , b).
Soit le problème relâché P¯R de PR, dont les variables, notées u¯, sont dansR+.
Soit u¯∗ un point extrême de P¯R. Il existe alors une (S+ST +n)× (S+ST +n)-
matrice de base HB de H et un vecteur de base u¯∗B tels que
u¯∗B =
1
det(HB)
comtr(HB)v.
Puisque tous les coefficients de H sont des entiers, |det(HB)| ≥ 1, ainsi
‖u¯∗B‖∞ ≤ (S + ST + n)‖com
tr(HB)‖∞‖v‖∞.
De plus, comme tous les coefficients de comtr(HB) sont des déterminants de ma-
trices de taille (S+ST+n−1)×(S+ST+n−1), nous savons, d’après l’inégalité
d’Hadamard que :
‖comtr(HB)‖∞ ≤ ‖H‖
S+ST+n−1
∞ (S + ST + n− 1)
S+ST+n−1
2 .
Sachant que S ≤
(T
δ¯
)
+1, ‖H‖∞ = max(‖A‖∞, ‖B‖∞, ‖C‖∞, ‖β‖∞) et que
‖v‖∞ = max(‖d¯‖∞ + ‖∆‖∞, ‖b‖∞), nous avons
αx¯∗ + z¯∗ ≤ p‖α‖∞‖u¯
∗‖∞ + ‖u¯
∗‖∞,
et ainsi
αx¯∗+z¯∗ ≤ (p‖α‖∞+1)(S+ST+n)‖H‖
S+ST+n−1
∞ (S+ST+n−1)
S+ST+n−1
2 ‖v‖∞.
Or, d’après le théorème 5.6 de [26, chap. 5.1], il existe une solution réalisable
u du problème robuste telle que ‖u− u¯∗‖∞ ≤ (S+ST +n)Ξ(H), où Ξ(H) est le
maximum des sous-déterminants deH . Ainsi Ξ(H) peut être majoré en utilisant à
nouveau l’inégalité d’Hadamard.
Ainsi v(PR) ≤ U = (p‖α‖∞+1)‖u‖∞ ≤ (p‖α‖∞+1)(‖u¯∗‖∞+ ‖u− u¯∗‖∞) .
Remarquons que les deux bornes L et U , calculées ci-dessus, ne sont pas très
faciles à manier. Cependant, suivant le problème rencontré, de meilleures valeurs
peuvent être calculées, comme c’est le cas dans l’application présentée en 4.2.
Nous pouvons maintenant définir un nouveau problème déterministe qui sa-
tisfait la propriété P. Soit ε un réel strictement positif donné, nous définissons le
programme linéaire mixte suivant :
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Pε
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,y,w
αx+ βy +
U − L
ε
T∑
t=1
wt
Ax+By + w ≥ d
α.x+ β.y ≥ L
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p
y ∈ Rq+, w ∈ R
T
+
(1ε)
(5ε)
(2)
(3)
(4ε)
Comme les variables wt, t = 1, ..., T, ne sont pas bornées, Pε vérifie la pro-
priété P . Remarquons en outre qu’à partir de toute solution admissible (x, y) de
P, on peut construire une solution (x, y, 0) admissible de Pε, la contrainte 5ε étant
vérifiée par n’importe quelle solution admissible de P quel que soit d ∈ D.
Soit PRε, le problème robuste associé à Pε,
PRε
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x
αx + max
d∈D
min
y,w
βy + Mε
∑T
t=1wt
By + w ≥ d−Ax
β.y ≥ L− α.x
y ∈ Rq+, w ∈ R
T
+
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p
où M = U − L. Nous noterons en outre Rε(x), Rε(x, d) et DRε(x) les sous-
problèmes associés comme ceux définis dans la section 3.2.
4.1.2 Résolution
Proposition 5. v(PRε) vérifie v(PRε) ≤ v(PR) ≤ U.
Démonstration. Soit (xˆ, yˆ) une solution optimale de PR, Par hypothèse, v(PR) ≤
U donc v(R(xˆ)) ≤ U − α.xˆ. Soit d¯ un scénario de D. Puisque v(R(xˆ)) =
max
d∈D
v(R(xˆ, d)), nous avons v(R(xˆ, d¯)) ≤ U − α.xˆ. Soit y¯ une solution opti-
male de R(xˆ, d¯), alors (y, w) = (y¯, 0) est une solution réalisable de même coût
de (Rε(xˆ, d¯)). Ainsi v(Rε(xˆ, d¯)) ≤ v(R(xˆ, d¯)), pour tout d¯ ∈ D, ce qui implique
v(Rε(xˆ)) ≤ v(R(xˆ)), et v(PRε) ≤ v(PR) ≤ U.
Soit (x∗, d∗, y∗, w∗) une solution optimale de PRε où d∗ est le scénario ex-
trême associé à x∗. Remarquons que la proposition 2 est valide pour DRε(x∗).
Ainsi d∗t = d¯t ou d
∗
t = d¯t +∆t, et d
∗
t est donc un entier. D’après la proposition 5
nous avons
αx∗ + βy∗ +
U − L
ε
T∑
t=1
w∗t ≤ U.
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Or puisque αx∗+βy∗ ≥ L, nous avons
∑T
t=1w
∗
t ≤ ε, ainsiw
∗
t ≤ ε, ∀t = 1, ..., T.
Le reste de cette section consiste à montrer que, si le problème robuste initial admet
une solution optimale, alors, lorsque ε est inférieur à une certaine valeur, w∗ = 0
dans toute solution optimale, (y∗, w∗), de (Rε(x∗, d∗)), et qu’ainsi d’après la pro-
position 5 v(PR) = v(PRε). Par souci de clarté, nous nous intéresserons, avant
de traiter le cas général, au cas où toutes les variables de décision xi, i = 1, ..., p,
sont entières.
Supposons que les variables x du problème robuste soient entières. Réécrivons
le problème PRε avec les variables d’écarts σ = (σt, t = 1, ..., T ) et γ : les
contraintes (1ε) deviennent By + w − σ = d − Ax, et la contrainte (5ε) devient
β.y − γ = L − α.x. Soit (x∗, d∗, y∗, w∗, σ∗, γ∗) une solution optimale de PRε
ainsi réécrit. Alors (y∗, w∗, σ∗, γ∗) soit une solution optimale du programme
Rε(x
∗, d∗)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
y,w,σ,γ
βy +
M
ε
T∑
t=1
wt
By + w − σ = d∗ −Ax∗
β.y − γ = L− α.x∗
y ∈ Rq+, σ, w ∈ R
T
+.
qui peut se réécrire
Rε(x
∗, d∗)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
y,w,σ,γ
βy +
M
ε
T∑
t=1
wt
(
B IT −IT 0
β 0 0 −1
)
y
w
σ
γ

 = d′∗ −A′x∗
y ∈ Rq+, σ, w ∈ R
T
+, γ ∈ R
où d′ =
(
d
L
)
, et A′ =
(
A
α
)
.
Soit H =
(
B IT −IT 0
β 0 0 −1
)
∈ Z(T+1)×(q+2T+1). Remarquons que H est de
rang T + 1.
Proposition 6. Soit ε < 1
‖H‖T+1∞ (T+1)(T+1)/2
. Si (x∗, d∗, y∗, w∗) est une solution
optimale de PRε alors w
∗ = 0 et (x∗, d∗, y∗) est une solution optimale de PR.
Démonstration. Supposons d’abord que (y∗, w∗, σ∗, γ∗) est une solution optimale
de base de Rε(x∗, d∗).
Il existe une matrice de base HB = (hkj) ∈ Z(T+1)×(T+1) de H et un vecteur
de base (y∗B, w
∗
B, σ
∗
B, γ
∗
B) tels que : HB (y
∗
B w
∗
B σ
∗
B γ
∗
B)
tr = d′∗ −A′x∗.
42
LamatriceHB est inversible, etH
−1
B =
1
det(HB)
comtr(HB).Ainsi (y∗B w
∗
B σ
∗
B γ
∗
B)
tr =
1
det(HB)
comtr(HB)(d
′∗ −A′x∗), et
0 ≤ w∗t =
1
det(HB)
(comtr(HB)(d
′∗ −A′x∗))t′ ≤ ε,
où w∗t est une variable de base où t
′ est l’indice associé dans (y∗B, w
∗
B, σ
∗
B, γ
∗
B).
Ainsi
|comtr(HB)(d
′∗ −A′x∗))t′ | ≤ ε|det(HB)|. (4.3)
D’après l’inégalité d’Hadamard : |det(HB)| ≤
∏T+1
j=1
√∑T+1
k=1 h
2
kj . Et donc |det(HB)| ≤
‖H‖T+1∞ (T + 1)
(T+1)/2. Supposons que ε < 1
‖H‖T+1∞ (T+1)(T+1)/2
, alors d’après
(4.3), |(comtr(HB)(d′∗−A′x∗))t′ | < 1.Or, comme |(comtr(HB)(d′∗−A′x∗))t′ | ∈
N, nous avons |(comtr(HB)(d′∗−A′x∗))t′ | = 0. Ainsi wt = 0 pour toute variable
de base wt et donc wt = 0 quel que soit t = 1, ..., T.
Ainsi, en prenant ε < 1
‖H‖T+1∞ (T+1)(T+1)/2
, toute solution de base optimale
(y∗, w∗, σ∗, γ∗) de Rε(x∗, d∗) doit vérifier w∗ = 0.
Supposons maintenant que (y∗, w∗, σ∗, γ∗) soit une solution optimale quel-
conque de Rε(x∗, d∗). Nous pouvons écrire (y∗, w∗, σ∗, γ∗) comme la somme
d’une combinaison convexe de solutions optimales de bases (vérifiant ws∗ = 0
pour tout s) et d’une combinaison positive de rayons extrêmes du polyèdre des
contraintes de Rε(x∗, d∗). Or, puisque toute solution optimale de Rε(x∗, d∗) doit
vérifierws∗ ≤ ε pour tout s = 1, ..., S, aucun rayon extrême dans la décomposition
ne peut avoir wst
∗ 6= 0 pour un couple (s, t) avec s ∈ {1, ..., S} et t ∈ {1, ..., T}.
Finalement, nous avons bien montré que pour toute solution (x∗, y∗, w∗, σ∗, γ∗)
de PRε, nous avions w∗ = 0, et qu’ainsi (x∗, d∗, y∗) est une solution admissible
de PR. Ainsi d’après la proposition 5, v(PR) = v(PRε) et (x∗, d∗, y∗) est une
solution optimale de PR.
Nous revenons maintenant au cas général où les variables de décisions sont
mixtes : xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1+1), ..., p. D’après la proposition
2 le scénario extrême associé à un vecteur x réalisable est un point extrême ds deD.
Comme dans le calcul de la borne U, nous pouvons réécrire PRε en le programme
linéaire mixte suivant :
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PR′ε
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,z
y1,...,yS
w1,...,wS
α1x
1 + α2x
2 + z
z ≥ βys +
M
ε
T∑
t=1
wst , s = 1, ..., S
A1x
1 +A2x
2 +Bys + ws ≥ ds, s = 1, ..., S
α1.x
1 + α2.x
2 + β.ys ≥ L, s = 1, ..., S
C1x
1 + C2x
2 ≥ b
x1 ∈ Np1 , x2 ∈ Rp−p1+
ys ∈ Rq+, w
s ∈ RT+, s = 1, ..., S
(4.4)
(4.5)
(4.6)
(2)
(3)
où x =
(
x1
x2
)
, α = (α1, α2), A = (A1, A2) et C = (C1, C2).
Soit (x∗, z∗, y1∗, ..., yS∗, w1∗, ..., wS∗) une solution optimale de ce programme ; il
existe sˆ ∈ {1, ..., S} tel que la contrainte 4.4 soit saturée :
z∗ = βysˆ∗ + Mε
∑T
t=1w
sˆ∗
t et sˆ est le pire scénario associé à x
∗.
Le schéma de la preuve est le suivant : nous montrons d’abord que lorsque
ε est suffisamment petit, nous avons ws = 0 pour tout s = 1, ..., S dans toute
solution optimale de PR′ε, nous en déduisons alors que w = 0 dans toute so-
lution optimale de PRε. Et finalement de toute solution optimale PRε nous ob-
tenons une solution optimale de PR. Dans toute la suite nous poserons lM =
max(‖α‖∞, ‖β‖∞, ‖A‖∞, ‖B‖∞, ‖C‖∞, L)
Proposition 7. Si ε < 1
l
(ST+S+n)
M (ST+S+n)
(ST+S+n)/2
alors toute solution de PR′ε
vérifie ws = 0, pour tout s = 1, ..., S.
Démonstration. Soit (x1∗, x2∗, z∗, y1∗, ..., yS∗, w1∗, ..., wS∗) une solution optimale
de PR′ε. d’après les contraintes 4.4 et la proposition 5, qui est aussi vraie pour des
variables mixtes, nous avons pour tout s = 1, ..., S :
α1x
1∗ + α2x
2∗ + βys∗ +
U − L
ε
T∑
t=1
ws∗t ≤ α1x
1∗ + α2x
2∗ + z∗ ≤ U.
de plus d’après la contrainte 4.6, nous savons que U−Lε
∑T
t=1w
s∗
t ≤ U − L, donc
ws∗t ≤ ε, ∀t, s. (4.7)
Remarquons que (x2∗, z∗, y1∗, ..., yS∗, w1∗, ..., wS∗) est une solution optimale
de PR′ε(x
1∗), qui correspond à PR′ε lorsque x1 est fixé à x
∗
1. En dualisant la
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contrainte 4.4, dans PR′ε(x
1∗), nous obtenons :
D′ε(x
1∗)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
λ≥0
min
x2,z
y1,...,yS
w1,...,wS
α2x
2 + z +
S∑
s=1
λs
(
βys +
M
ε
T∑
t=1
wst − z
)
A2x
2 +Bys + ws ≥ ds −A1x
1∗, s = 1, ..., S
α2.x
2 + β.ys ≥ L− α1.x
1∗, s = 1, ..., S
C2x
2 ≥ b− C1x
1∗
x2 ∈ Rp−p1+
ys ∈ Rq+, w
s ∈ RT+, s = 1, ..., S
qui vérifie v(D′ε(x
1∗)) = v(PR′ε(x
1∗)) = v(PR′ε).
Soit (λ′, x2
′
, z′, y1
′
, ..., yS
′
, w1
′
, ..., wS
′
) une solution optimale de D′ε(x
1∗),
alors (x2
′
, z′, y1
′
, ..., yS
′
, w1
′
, ..., wS
′
) est une solution optimale deD′ε(x
1∗, λ′) qui
correspond au sous-programme de minimisation de D′ε(x
1∗) obtenu en fixant λ à
λ′.
En ajoutant les variables d’écarts es, f s, s = 1, ..., S et g, nous pouvons ré-
écrire D′ε(x
1∗, λ′) en
D′ε(x
1∗, λ′)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x2,z
y1,...,yS
w1,...,wS
e1,...,eS
f1,...,fS ,g
α2x
2 + z +
S∑
s=1
λ′s
(
βys +
M
ε
T∑
t=1
wst − z
)
A2x
2 +Bys + ws − es = ds −A1x
1∗, s = 1, ..., S
α2.x
2 + β.ys − f s = L− α1.x
1∗, s = 1, ..., S
C2x
2 − g = b− C1x
1∗
x2 ∈ Rp−p1+
ys ∈ Rq+, w
s, es ∈ RT+, f
s ∈ R+ s = 1, ..., S, g ∈ R
n
+
Nous allons maintenant prouver que si ε < 1
l
(ST+S+n)
M (ST+S+n)
(ST+S+n)/2
, alors
toute solution optimale u′ = (x2
′
, z′, y1
′
, ..., yS
′
, w1
′
, ..., wS
′
, e1
′
, ...., eS
′
, f1
′
, ...., fS
′
, g′),
de D′ε(x
1∗, λ′) vérifie ws′ = 0, s = 1, ..., S. Nous pourrons alors conclure la
preuve pour PR′ε.
Réécrivons les contraintes de D′ε(x
1∗, λ′) en Hu = v, où H est la matrice
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entière suivante de rang ST + S + n,
H =


A2 B IT −IT 0 0 0 0 0 · · · 0 0 0 0 0
A2 0 0 0 0 B IT −IT 0 · · · 0 0 0 0 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
...
A2 0 0 0 0 0 0 0 0 · · · B IT −IT 0 0
α2 β 0 0 −1 0 0 0 0 · · · 0 0 0 0 0
α2 0 0 0 0 β 0 0 −1 · · · 0 0 0 0 0
...
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
...
α2 0 0 0 0 0 0 0 0 · · · β 0 0 −1 0
C2 0 0 0 0 0 0 0 0 · · · 0 0 0 0 −In


,
utr = (x2, y1, w1, e1, f
1, ..., yS , wS , eS , fS , g)
et
vtr = (d1 −A1x
1∗, ..., dS −A1x
1∗, L− α1.x
1∗, ..., L− α1.x
1∗, b− C1x
1∗).
Remarquons que ‖H‖∞ = lM .
Supposons tout d’abord que u′ est une solution de base optimale deD′ε(x
1∗, λ′). Il
existe alors une (ST + S + n)× (ST + S + n) matrice de baseHB = (hij) et un
vecteur de base u′B tels que
u′B =
1
det(HB)
comtr(HB)v.
Soit (t, s), t ∈ {1, ..., T} et s ∈ {1, ..., S}, tel que wst
′ appartienne au vec-
teur de base, alors il existe τ tel que wst
′ = 1det(HB)(com
tr(HB) v)τ . En outre,
si (x2
′
, z′, y1
′
, ..., yS
′
, w1
′
, ..., wS
′
) est une solution optimale de D′ε(x
1∗, λ′), alors
(x1∗, x2
′
, z′, y1
′
, ..., yS
′
, w1
′
, ..., wS
′
) est une solution optimale de PR′ε et nous
avons d’après (4.7), wst
′ ≤ ε. Ainsi |(comtr(HB) v)τ | ≤ ε|det(HB)|.
D’après l’inégalité d’Hadamard, nous savons que
|(comtr(HB) v)τ | ≤ ε‖HB‖
(ST+S+n)
∞ (ST + S + n)
(ST+S+n)/2.
Ainsi si nous fixons ε < 1
‖HB‖
(ST+S+n)
∞ (ST+S+n)(ST+S+n)/2
, nous avons |(comtr(HB)v)τ | <
1. Or puisque tous les coefficients deHB et de v sont des entiers, |(comtr(HB)v)τ | ∈
N, ainsi |(comtr(HB) v)τ | = 0 et wst
′ = 0,∀t = 1, ..., T.
Supposons maintenant que u′ soit une solution optimale non nécessairement de
base de D′ε(x
1∗, λ′). En utilisant les mêmes arguments qu’à la fin de la preuve de
la proposition 6 nous pouvons montrer qu’aucun rayon extrême intervenant dans
la décomposition de u′ ne peut avoir wst
′ 6= 0 pour (s, t) avec s ∈ {1, ..., S} et
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t ∈ {1, ..., T}.
Ainsi toute solution optimale de D′ε(x
1∗, λ′) vérifie :
ws′ = 0, ∀s = 1, ..., S.
Pour conclure, considérons une solution optimale (x1∗, x2∗, z∗, y1∗, ..., yS∗, w1∗, ..., wS∗)
de PR′ε. Il existe λ
∗ tel que (λ∗, x2∗, z∗, y1∗, ..., yS∗, w1∗, ..., wS∗) soit une solu-
tion optimale de D′ε(x
1∗) et que (x2∗, z∗, y1∗, ..., yS∗, w1∗, ..., wS∗) soit alors une
solution optimale deD′ε(x
1∗, λ∗). Ainsi ws∗ = 0 pour tout s = 1, ..., S. La preuve
est donc complète .
Proposition 8. Soit ε < 1
l
(ST+S+n)
M (ST+S+n)
(ST+S+n)/2
. Si (x∗, d∗, y∗, w∗) est une
solution optimale de PRε alors w
∗ = 0 et (x∗, d∗, y∗) est une solution optimale
de PR.
Démonstration. Fixons ε < 1
l
(ST+S+n)
M (ST+S+n)
(ST+S+n)/2
. D’après la proposition
7, ws = 0 pour tout s = 1, ..., S dans toute solution optimale de PR′ǫ. Nous en
déduisons que w = 0 dans toute solution optimale de PRε. En effet supposons que
ce ne soit pas le cas pour une solution optimale (x∗, d∗, y∗, w∗) de PRε ; Il existe
alors une solution optimale de PR′ε avec x = x
∗ et ws > 0 pour s qui correspond
au scénario extrême associé à x∗ : c’est une contradiction.
Ainsi, soit (x∗, d∗, y∗, w∗) une solution optimale de PRε. Puisque w∗ = 0,
(x∗, d∗, y∗) est une solution de PR ayant v(PRε) pour valeur. Or d’après la pro-
position 5, v(PRε) ≤ v(PR), et (x∗, d∗, y∗) est une solution optimale de PR.
Pour résumer nous résolvons PR en résolvant PRε : si la solution optimale
(x∗, y∗, w∗) de PRε vérifie w∗ = 0 alors (x∗, y∗) est une solution optimale de
PR. Sinon w∗t > ε pour un certain t, v(PRε) > U et PR n’a pas de solutions.
Remarquons que la résolution de PRε par l’algorithme 1 ne donne pas accès di-
rectement à w∗. Cependant en utilisant le théorème des écarts complémentaires,
il est facile à partir d’une solution (x∗, λ∗, δ∗, ν∗) donnée par l’algorithme 1, de
trouver une condition suffisante pour savoir si w∗ = 0 ou non. En effet (y∗, w∗)
est une solution optimale de Rε(x∗, d∗) et λ∗ est une solution optimale du dual de
Rε(x
∗, d∗) : ∣∣∣∣∣∣∣∣∣∣∣∣∣
max
λ
(d∗ −Ax∗).λ
Btrλ ≤ β
λ ≤
M
ε
λ ∈ RT+
on a alors, d’après le théorème des écarts complémentaires :
wt
(
λt −
M
ε
)
= 0, t = 1, ..., T.
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Ainsi, si λt < M/ε pour tout t, alors w = 0 et (x∗, λ∗, δ∗, ν∗) est aussi une
solution optimale de PR.
4.2 Application à un problème de production
Dans cette section, nous testons notre approche sur un problème de produc-
tion. Une entreprise décide de construire des usines pour fabriquer plusieurs pro-
duits. Elle dispose de p usines, l’usine i produisant une quantité ait du produit t,
t = 1, ..., T pour un coût total de production égal à αi, i = 1, ..., p. La demande
dt concernant le produit t est incertaine et s’écrit dt = d¯t + δt∆t, pour tout t. Si
la production n’est pas suffisante pour satisfaire la demande, l’entreprise a la pos-
sibilité d’acheter une certaine quantité, du produit t manquant, à un coût élevé βt ;
cependant, elle ne peut pas acheter une quantité de ce produit supérieure àKt. Les
variables de décisions sont notées xi, i = 1, ..., p, xi = 1 si l’usine i est construite
et xi = 0 sinon. Les variables de recours sont notées yt, t = 1, ..., T, yt valant la
quantité de produit t que l’entreprise décide d’acheter si la production de ce produit
est insuffisante. Nous ne prenons pas en compte dans notre modèle le prix de vente
des produits. Le problème à résoudre est le suivant :
PR
∣∣∣∣∣∣∣∣∣∣∣∣
min
x
∑p
i=1 αixi + max
d∈D
min
y
∑T
t=1 βtyt
yt ≥ dt −
∑p
i=1 aitxi ∀t = 1, ..., T
yt ≤ Kt ∀t = 1, ..., T
y ∈ RT+
xi ∈ {0, 1} i = 1, ..., p.
Nous supposons que la demande est toujours satisfaite si les p usines sont
construites, c’est-à-dire
∑p
i=1 ait + Kt ≥ d¯t + ∆t pour tout t = 1, ..., T. Ainsi
le problème a toujours une solution. En outre les données sont générées de telle
sorte que ait +Kt < d¯t, pour au moins un couple (i, t) ∈ {1, ..., p} × {1, ..., T}.
De cette façon, la propriété de recours complet n’est pas vérifiée. En effet il existe
des indices iˆ tels que la variable de décision : xiˆ = 1 et xi = 0 pour tout i 6= iˆ, il
n’y a pas de solution au problème de recours.
Pour s’assurer que wt = 0 pour tout t à la fin de l’algorithme, nous fixons L = 0
(tous les coûts étant positifs), U =
∑p
i=1 αi +
∑T
j=1 βjKj , correspondant au coût
maximum d’une solution dans le pire cas, et ε = 1. En effet ε doit majorer, dans
le cas où les variables de décisions sont entières, la valeur absolue du déterminant
de n’importe quelle matrice de base de la matrice des contraintes du problème de
recours. Cette matrice étant ici totalement unimodulaire, nous n’avons pas besoin
d’utiliser l’inégalité d’Hadamard dans l’équation 4.3.
Les données sont générées de la façon suivante : Pour p et T donnés, nous gé-
nérons de façon aléatoire les coefficients α, β, d¯,K, entre 0 et 100. Nous générons
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ensuite aléatoirement ∆t entre 0 et 100 pour chaque t = 1, ..., T. Puis nous géné-
rons ait de manière aléatoire. Ainsi la condition ait +Kt < d¯t a de grande chance
d’être vérifiée pour au moins un couple (i, t) ∈ {1, ..., p} × {1, ..., T}. Enfin nous
générons δ¯t de manière aléatoire entre 0 et T.
Comme nous l’attendions, la résolution du problème par l’algorithme 1 sans
les variables artificielles ne donne pas de solution : le programme retourne "Dual
infaisable à cause d’une colonne vide". Huit valeurs de (p, T ) sont testées. Pour
chaque valeur, nous générons cinq instances et nous donnons les résultats moyens
dans la table 3.1. La colonne "temps CPU" donne le temps en seconde pour obte-
nir une solution optimale sur un Bi-pro Intel Nehalem XEON 5570 at 2.93 GHz
with 24 Go of RAM. La colonne suivante donne le nombre total d’itérations de
l’algorithme 1. La dernière colonne donne le nombre d’itérations où la propriété
de recours complet n’est pas vérifiée, c’est à dire le nombre d’itérations où la solu-
tion retournée par le problème de recours n’est pas une solution réalisable (c.-à-d.
w > 0).
p T Temps CPU (s) # itérations # itérations "non admissible"
100 100 10 32 18
100 1500 754 95 65
300 500 735 87 44
500 300 317 56 39
500 500 2362 117 67
500 800 3480 114 80
600 700 4989 139 98
800 100 118 46 25
1500 100 714 89 41
TABLE 4.1 – Temps CPUmoyen, et nombre d’itérations pour p usines et T produits
On remarque que, alors qu’il est facile de résoudre des instances jusqu’à 1500
usines (respectivement produits) et 100 produits (respectivement usines), les ins-
tances les plus difficiles sont celles où le nombre d’usines et de produits sont
proches. En outre le temps CPU ne semble pas être corrélé au ratio entre le nombre
d’itérations et le nombre d’itérations "non admissible".
Finalement, nous remarquons que notre méthode, qui permet de résoudre des
problèmes robustes qui ne vérifient pas la propriété de recours complet, est utili-
sable dans la pratique et permet de résoudre des problèmes avec un grand nombre
de variables et de contraintes.
49
50
Chapitre 5
Étude d’un problème robuste
généralisé à un ensemble
d’incertitude quelconque
Dans ce chapitre, nous nous placerons dans le cas où l’ensemble d’incertitude
D est un polytope quelconque dont les points extrêmes ne sont pas connus. Après
avoir mis en évidence pourquoi l’approche précédente ne semble pas pouvoir se gé-
néraliser directement, nous étudierons une autre approche permettant de résoudre
le problème de recours en temps polynomial lorsque le nombre de contraintes est
fixé. Pour cela, nous introduirons le zonotope généré par toutes les directions des
arêtes deD. Nous verrons que sous certaines conditions, nous pouvons calculer en
temps polynomial tous les points extrêmes de ce zonotope. Nous en déduirons une
méthode permettant d’énumérer tous les points extrêmes du polytope D. Après
avoir résolu le problème de recours, nous en déduirons que le problème robuste
peut se résoudre en temps polynomial lorsque p et T sont fixés. Dans toute cette
section, nous nous référerons à [32] pour les résultats concernant la minimisation
de fonctions convexes sur des polyèdres.
5.1 Présentation du problème
Dans tout ce chapitre, nous considérons le problème de recours suivant :
R
∣∣∣∣∣∣∣
max
δ∈D
γ.δ + min
y
β.y
By ≥ d+Dδ
y ∈ Rq+
où D ∈ QT×r et D est un polytope de Rr et où le terme −Ax est inclus dans d.
Ici le polytope D est supposé quelconque, comme dans la partie 3.4.2, cepen-
dant on ne suppose pas ses points extrêmes connus. Nous permettons en outre aux
51
scénarios, δ ∈ D, d’engendrer un coût, γ.δ. On pourrait imaginer une résolution
du problème R par un algorithme de génération de contraintes qui calculerait à
chaque étape un nouveau point extrême de D, seulement ce n’est pas l’objet de
cette section.
Remarquons aussi que, les points extrêmes de D étant quelconques, il n’est pas
possible de linéariser les produits δtλt, comme nous l’avons fait en 3.2.
Réécrivons le problème de recours R(x), tel qu’écrit en 3.2
R(x)
∣∣∣∣∣∣∣
max
d∈D
γ.δ + min
y
β.y
By ≥ d−Ax
y ∈ Rq+.
et rappelons que l’ensemble D était défini comme étant l’ensemble
D = {d : dt = d¯t + δt∆t,
T∑
t=1
δt ≤ δ¯, 0 ≤ δt ≤ 1, ∀t = 1, ..., T}.
Comme l’ensemble des vecteurs δ qui peuvent être des solutions optimales deR(x)
sont tels que
∑T
t=1 δt = δ¯, on remarque que l’on peut résoudre le problème de re-
cours en résolvant
(T
δ¯
)
problèmes linéaires continus. Ainsi lorsque le nombre de
contraintes T est fixé, le problème de recours R(x) peut être résolu en temps poly-
nomial. Dans la suite de cette section nous montrerons que ce résultat se généralise
au problème R.
Soit f la fonction de D dans R telle que
f(δ) = γ.δ + min
y
β.y
By ≥ d+Dδ
y ∈ Rq+
Alors le problème (R) se réécrit :
max
δ∈D
f(δ).
Notons au passage que d’après la proposition 1, la fonction f est convexe.
Nous pouvons donc nous limiter à l’étude des points extrêmes de D.
5.2 Minimisation d’une fonction convexe et résolution du
problème de recours
Avant de voir comment minimiser la fonction f sur le polytope D, nous de-
vons d’abord donner quelques définitions et propriétés sur les zonotopes et sur les
directions des arêtes des polytopes.
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Définition 4. Soit P un polyèdre, et soit a une arête (une face de dimension 1) de
P . Nous dirons que e est une direction de a, si e est un multiple strictement positif
de u− v, où u et v sont deux points distincts de a.
L’algorithme, présenté dans [32], que nous utiliserons pour minimiser la fonc-
tion f , utilise l’ensemble de toutes les directions des arêtes du polytope D. Avant
de présenter cet algorithme, nous devons d’abord donner plusieurs définitions.
La définition suivante introduit la notion de cône normale, qui est illustrée à la
figure 5.1
Définition 5. Soit P un polyèdre, le cône normale de P en un point extrême x∗,
Cx
∗
P , est le cône ouvert défini par l’ensemble des vecteurs c tels que x
∗ soit l’unique
solution optimale du programme linéaire max
x∈P
c.x.
x1
•
x2
•
x3
•
x4
•
P
Cx2P
Cx1P
Cx3P
Cx4P
FIGURE 5.1 – Un polyèdre P et ses cônes normaux
Définition 6. Soit P un polytope. Nous dirons qu’un polytope Z est un raffinement
de P, si pour tout point extrême z∗ de Z, il existe un point extrême x∗ de P tel que
le cône de normale de Z en z∗, Cz
∗
Z , soit inclus dans le cône normale de P en x
∗,
Cx
∗
P .
Soit E = {e1, ..., em} un ensemble de vecteur. Le zonotope Z, généré par E
est défini comme étant :
Z = zone(E) := conv
{
m∑
i=1
λiei, λi = ±1
}
,
où conv{V } représente l’enveloppe convexe de V.
La propriété suivante, due à Minkowski (cf. [20]), permet, en connaissant l’en-
semble des directions des arêtes d’un polytope P, de construire un raffinement de
ce polytope.
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Proposition 9. Soit P un polytope et soit E l’ensemble des directions des arêtes
de P.
Alors le zonotope Z = zone(E), généré par E est un raffinement de P.
Démonstration. Soit z∗ un point extrême de Z, alors il existe des valeurs de λe =
±1, telles que z∗ =
∑
e∈E λee. Ainsi le cône normal de Z en z
∗ est égal à l’en-
semble des vecteurs c tels que c.λee > 0 pour tout e. Soit c ∈ Cz
∗
Z et soit x
∗ un
point extrême de P qui est une solution de max
x∈P
c.x.
Considérons une arête [x∗, y] de P, il existe e¯ ∈ E et un réel non nul αe¯ tels que
x∗ − y = αe¯e¯. En outre, 0 ≤ c.(x∗ − y) = c.αe¯e¯. Or puisque c.λee > 0 pour tout
e, nécessairement αe¯ et λe¯ ont le même signe et donc c.αe¯e¯ > 0.
Ainsi, pour tout c ∈ Cz
∗
Z , c.(x
∗ − y) > 0, pour toute arête de P contenant x∗, et
donc x∗ est l’unique solution de max
x∈P
c.x. Nous avons donc montré que pour tout
c ∈ Cz
∗
Z , c ∈ C
x∗
P , et donc
Cz
∗
Z ⊆ C
x∗
P .
Exemple 1. Reprenons le polytope P de la figure 5.1, le zonotope Z engendré
par les directions, E = {e1, e2, e3}, des arêtes de P est donné à la figure 5.2. On
remarque que l’on a bien
Cz1Z , C
z6
Z ⊂ C
x1
P ; C
z2
Z ⊂ C
x4
P ; C
z3
Z ⊂ C
x3
P ; C
z4
Z , C
z5
Z ⊂ C
x2
P .
La proposition suivante (cf. [32, Lemma 2.13]) donne une borne sur le nombre
de points extrêmes d’un zonotope.
Proposition 10. Le nombre de points extrêmes d’un zonotope Z = zone(E) en-
gendré par un ensembleE dem vecteurs deRr est enO(mr−1). En outre lorsque r
est fixé et l’ensemble E est donné, il existe un algorithme polynomial qui construit
la liste des points extrêmes, z∗ de Z, ainsi que cz∗ ∈ C
z∗
Z .
Démonstration. Nous supposons que l’ensemble E engendre linéairement Rr (si-
non la dimension, r, peut être réduite) et qu’il n’existe pas r points de E qui soient
sur le même hyperplan (de dimension r − 1). Lorsque E est quelconque la preuve
est quasiment la même (voir [24] pour plus de détails).
Soit H = {x ∈ Rr|c.x = 0}, un hyperplan de Rr, défini par une orientation c. H
induit une partition de E en
E = H− ∪H0 ∪H+,
où H− = {e ∈ E|c.e < 0}, H0 = {e ∈ E|c.e = 0} et H+ = {e ∈ E|c.e > 0}.
Remarquons alors que les points extrêmes deZ sont en bijection avec les 2-partitions
induites par les hyperplans H tels que H0 = ∅. En effet lorsque E = H− ∪H+,
le point extrême, z∗ =
∑
e+∈H+ e
+ −
∑
e−∈H− e
−, de Z est l’unique solution de
max
z∈Z
c.z, où c définit l’orientation H.
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z1
•
z4
•
z3
•
z2
•
z5•
z6•
Z = zone(P)
Cx4Z
Cx1Z
Cz3Z
Cz2ZC
z6
Z
Cz5Z
e1
e3e2
FIGURE 5.2 – Le zonotope Z = zone(P) et ses cônes normaux
Nous montrons maintenant comment énumérer toutes ces 2-partitions et donc com-
ment énumérer tous les points extrêmes deZ. SoitM l’un des
( m
r−1
)
, sous-ensembles
de E de cardinal r − 1. Puisqu’il n’existe pas r points de E qui soient sur le
même hyperplan, la famille de vecteurs de M est libre et engendre un hyperplan
Hˆ = {x ∈ Rr|cˆ.x = 0}. Remarquons que Hˆ0 = M. En outre, soit L l’un
des 2r−1 sous-ensembles de M. Puisque M est libre, l’espace engendré par les
vecteurs de L n’a que 0 en commun avec l’espace engendré par les vecteurs de
M\L. Il existe donc un vecteur g qui "sépare" les éléments L des éléments de
M\L, c’est à dire qu’il existe g tel que g.x < 0 pour tout x ∈ L, et g.x > 0
pour tout x ∈ M\L. Comme M = Hˆ0 = {e ∈ E|cˆ.e = 0}, il existe ε suffi-
samment petit tel que l’hyperplan H défini par c = cˆ + εg, ne contienne aucun
point de E, et définisse ainsi une 2-partition de E telle que H− = Hˆ− ∪ L,
et H+ = Hˆ+ ∪ (M\L). Montrons maintenant que cette procédure permet de
construire tous les hyperplans H qui évitent E. En effet, soit H un tel hyperplan.
Il existe c tel que H = {x ∈ Rr|c.x = 0}. Soit e1 ∈ E. On peut construire un
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vecteur c1 6= c tel que (c − c1).e1 = 0. Alors l’hyperplan H1 défini par le vec-
teur c− c1 contient au moins un point de E. Supposons que l’on ait pu construire
un hyperplan Hp, défini par un vecteur cp, contenant p points (e1, ..., ep) de E
(p < r − 1). Soit ep+1 un point de E linéairement indépendant de (e1, ..., ep) qui
n’appartient pas àHp. Nous allons montrer que l’on peut perturberHp enHp+1 de
façon à ce que (e1, ..., ep, ep+1) appartienne àHp+1. Soit U ∈ R(p+1)×r la matrice
dont les lignes sont les ei, i = 1, ..., p + 1 : U =


e1
...
ep
ep+1

 . Alors cp est solution
de l’équation Uc =


0
...
0
ep+1.cp

 , où ep+1.cp 6= 0.
Or le rang de la matrice U étant d’au plus p + 1 < r, le nombre de solutions af-
finements indépendantes de Uc =


0
...
0
ep+1.cp

 est d’au moins 2. Il existe donc un
vecteur g non colinéaire à cp qui soit solution de l’équation.
L’hyperplan Hp+1 engendré par cp − g convient alors.
Ainsi quel que soit l’hyperplanH qui évite E, nous pouvons en perturbantH nous
ramener à un hyperplan qui touche exactement r−1 points de E. Nous avons donc
montré que la méthode décrite plus haut pour engendrer des hyperplans qui évitent
E, est exhaustive. Pour finir, remarquons qu’il existe à chaque fois 2 choix pos-
sibles pour le vecteur c qui engendre un hyperplanH (c ou−c). Ainsi puisqu’il y a( m
r−1
)
choix possibles de sous-ensemblesM à r− 1 éléments, 2r−1 sous ensemble
de L deM, et deux orientations pourH, on en déduit que le nombre de 2-partitions
et donc le nombre de points extrêmes de Z est borné par 2r
( m
r−1
)
= O(mr−1). Re-
marquons en outre que la méthode décrite plus haut permet d’engendrer les points
extrêmes de Z et un vecteur du cône normal en chacun de ces points extrêmes en
un temps polynomial.
Nous montrons maintenant que si nous connaissons l’ensemble des directions
des arêtes, E, deD, il est possible de résoudre le problèmemax
δ∈D
f(δ) en temps po-
lynomial lorsque la dimension r des vecteurs deD est fixée. Plus précisément nous
montrons comment construire en temps polynomial lorsque r est fixé, un ensemble
T qui contient tous les points extrêmes de D. La fonction f étant convexe, cela
suffit pour maximiser f sur D en temps polynomial.
En effet, soit r, fixé et soit Z = zone(E) le zonotope engendré par les di-
rections des arêtes de D. D’après la proposition 10, on peut construire en temps
polynomial la liste des points extrêmes zs, s = 1, ..., S de Z ainsi que czs ∈
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Cz
s
Z , s = 1, ..., S.
Pour tout s, soit δs une solution optimale de max
δ∈D
czs .δ. Nous démontrons mainte-
nant que pour tout point extrême δ∗ de D, il existe s tel que δ∗ = δs.
Soit δ∗ un point extrême de D, et soit c ∈ Cδ
∗
D . Considérons un point extrême
zs de Z solution de max
z∈Z
c.z. Ainsi c ∈ Cz
s
Z . D’après la proposition 9, Z est un
raffinement de P, il existe donc un point extrême δ¯ de D tel que Cz
s
Z ⊆ C
δ¯
D. En
particulier c ∈ C δ¯D. Or par définition des cônes normaux, C
u
D ∩C
v
D = ∅ pour deux
points extrêmes distincts u et v. Nous en déduisons donc que δ¯ = δ∗ et qu’ainsi
Cz
s
Z ⊆ C
δ∗
D .
Nous avons donc que czs ∈ Cδ
∗
D , et que δ
∗ = δs.
Ainsi l’ensemble T = {δs, s = 1, ..., S} contient l’ensemble des points extrêmes
deD.
Pour conclure, nous devons maintenant montrer qu’il est possible de calculer
toutes les directions des arêtes de D en temps polynomial à r fixé.
Dans la définition suivante, nous introduisons la notion de circuit d’une matrice
Définition 7. Soit A une matrice m × n. L’ensemble C(A), des circuits de A est
défini comme étant l’ensemble des vecteurs x de L∗(A) = {x ∈ Zn |Ax = 0, x 6=
0}, dont le support supp(x) = {xi | xi 6= 0, i = 1, ..., n} est minimal dans le sens
de l’inclusion et dont les composantes xi sont premières entre elles.
Remarquons que c ∈ A si et seulement si −c ∈ A.
Le but de la suite de cette partie est de montrer que l’ensemble des circuits d’une
matrice correspond à l’ensemble des directions des arêtes d’un polyèdre {x ∈
Rn | Ax = b, x ≥ 0}. Pour cela nous devons tout d’abord introduire un nou-
vel ordre partiel sur Rn. Nous dirons, pour deux vecteurs x, y de Rn que x est
conforme à y, que nous noterons, x ⊑ y, si xi a le même signe que yi et si
|xi| ≤ |yi|, pour tout i = 1, ..., n. En outre nous noterons x ❁ y lorsque x ⊑ y
et que x 6= y. Remarquons que x ⊑ y si et seulement si x et y appartiennent au
même orthant de Rn et si toutes les composantes de x sont inférieures en valeur
absolue aux composantes de y.
La proposition suivante permet d’écrire un élément du noyau de A (un x vérifiant
Ax = 0) comme une somme positive d’éléments du même orthant de Rn.
Proposition 11. SoitA une matricem×n et soit x ∈ Rn un vecteur rationnel non
nul qui vérifie Ax = 0. On peut alors écrire x =
∑t
i=1 λ
iyi, où yi ∈ A, λi ≥ 0 et
λiyi ⊑ x pour tout i.
Démonstration. Soit x un vecteur vérifiant Ax = 0. Nous montrons d’abord qu’il
existe c ∈ C et un réel λ positif tels que λc ⊑ x. Supposons que cela soit faux et
prenons le contrexemple x ayant le plus petit support. Soit c ∈ C tel que supp(c) (
supp(x).Montrons qu’il existe un réel µ tels que supp(x− µc) ( supp(x) et que
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x − µc appartienne au même orthant que x. En effet, en prenant µ suffisamment
petit, x−µc appartient au même orthant que x. Il suffit alors d’augmenter la valeur
de µ jusqu’à ce qu’une composante de x− µc s’annule. On a alors le réel µ voulu.
Il suffit alors de prendre λ suffisamment petit pour que λ(x−µc) ⊑ x. Or puisque
supp(λ(x−µc)) ( supp(x) et que x était un contre exemple de support minimal,
il doit exister c′ ∈ C et un réel λ′ positif tel que λ′c′ ⊑ λ(x − µc). C’est une
contradiction puisqu’on a alors λ′c′ ⊑ λ(x− µc) ⊑ x.
Soit donc c ∈ C et λ positif tels que λc ⊑ x. On peut clairement choisir λ tel que
supp(x − λc) ( supp(x). Il suffit alors de poser y = x − λc ⊑ x et de chercher
un nouveau c′ ∈ C et un réel λ′ tels que λ′c′ ⊑ y. Le support de y diminuant d’au
moins un à chaque étape, on arrive à un moment où y = 0 et on a bien écrit x sous
la forme x =
∑t
i=1 λ
iyi, où yi ∈ A, λi ≥ 0 et λiyi ⊑ x.
Nous pouvons maintenant prouver que l’ensemble des circuits d’une matrice
correspond à l’ensemble des directions des arêtes d’un polyèdre défini par cette
matrice.
Proposition 12. Pour toute matrice m × n A et tout vecteur b, l’ensemble des
circuits de A correspond à l’ensemble des directions des arêtes du polyèdre P =
{x ∈ Rn | Ax = b, x ≥ 0}.
Démonstration. Soit e = y − x une arête de P. Ae = 0, et il existe d’après la
proposition 11 des réels positifs λi et des circuits ci de A tels que e =
∑
i λ
ici,
avec λici ⊑ e, pour tout i.
Montrons que x+ λici ∈ P pour tout i. En effet A(x+ λici) = Ax = b. En outre
comme x ≥ 0, x + e ≥ 0 et que λici ⊑ e, nous avons x + λici ≥ 0. Soit w un
vecteur de Rn tel que les solutions optimales de max
x∈P
w.x, soient exactement les
points de l’arête e. Nous avons alors que w.λici = w.(x+ λici)− w.x ≤ 0, pour
tout i, mais
∑
iw.λ
ici = w.e = w.y − w.x = 0. Ainsi w.λici = 0, ce qui prouve
que ci est une direction de l’arête e.
Nous pouvons maintenant calculer les ensembles des arêtes du polytope D.
Soit la matrice ∆ ∈ Rs×r et le vecteur g tel que D = {δ ∈ Rr |∆δ = g},
remarquons que si c1 et c2 sont deux circuits distincts de∆, (c1 6= ±c2) alors c1 et
c2 ne peuvent pas avoir le même support. En effet supposons que ce soit le cas, il
existerait alors un réel λ tel que le support de c1 − λc2 soit strictement inclus dans
le support de c1 et c2. En outre par définition des circuits, c1 − λc2 6= 0, car deux
circuits ne peuvent pas être colinéaires. Contradiction. Nous en déduisons que les
circuits de ∆ sont entièrement déterminés par leur support. Montrons maintenant
que le support d’un circuit de ∆ possède au plus s composantes non nulles.
En effet soit c un circuit de ∆ = (∆1, ...,∆r), alors c vérifie
∑
i∈supp(c)
ci∆i = 0.
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Supposons que c possède plus de s composantes non nulles. Alors comme les vec-
teurs ∆i appartiennent à Rs, la famille (∆i)i∈supp(c) est liée, et on peut écrire l’un
des ∆i comme une combinaison linéaire des autres. On pourrait donc constuire
un nouveau vecteur c′ qui vérifierait aussi
∑
i∈supp(c′) c
′
i∆i = 0, où supp(c
′) est
strictement inclus dans supp(c). C’est impossible.
Ainsi puisqu’un circuit de∆ est entièrement déterminé par son support qui possède
au plus s éléments, on en déduit qu’il y a au plus 2
∑s
i=1
(r
i
)
= 0(rs+1) circuits que
nous pouvons donc calculer de manière polynomiale lorsque r est fixé. En effet il
suffit pour chaque sous ensemble d’indices I d’au plus s éléments de {1, ..., r} de
résoudre le problème linéaire suivant pour obtenir, si il existe une solution optimale
de valeur nulle, un multiple d’un circuit de ∆ et donc une direction d’une arête de
D : ∣∣∣∣∣∣∣
min
δ,e,f
∑s
i=1 ei + fi
∆δ + e− f = 0
δi = 0, i ∈ I δ ∈ R
r, e, f ∈ Rs+.
Ainsi, le problème de recoursR se résout bien de manière polynomiale lorsque
r est fixé.
5.3 Résolution du problème et résultats de complexité
Soit le problème robuste suivant
∣∣∣∣∣∣∣∣∣∣∣∣
min
x
α.x + max
δ∈D
γ.δ + min
y
β.y
By ≥ d¯+Dδ −Ax
y ∈ Rq+
Cx ≥ b
xi ∈ N, i = 1, ..., p1, xi ∈ R+, i = (p1 + 1), ..., p.
On remarque que le problème de recours associé est celui étudié dans la sec-
tion précédente de ce chapitre. Nous allons maintenant montrer que lorsque p1, le
nombre de composantes entières de x, et r, la dimension de δ, sont fixés, alors le
problème robuste ci-dessus peut se résoudre en temps polynomial. En effet, soit
{δ1, ..., δS}, l’ensemble des points extrêmes de D. Nous avons montré dans la
section précédente, que l’on pouvait calculer en un temps polynomial, à r fixé,
l’ensemble de ces points extrêmes. En outre en utilisant la même reformulation du
programme robuste que dans le chapitre 4, nous pouvons réécrire le programme
robuste en le programme linéaire ci-dessous
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∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,r
y1,...,yS
w1,...,wS
α.x+ r
r ≥ γ.δs + β.ys+, s = 1, ..., S
Ax+Bys ≥ d+Dδs, s = 1, ..., S
Cx ≥ b
xi ∈ N, i = 1, ..., p1 xj ∈ R+ j = p1 + 1, ..., p
ys ∈ Rq+, s = 1, ..., S
Ainsi, d’après [23] lorsque p1, le nombre de variables entières du programme li-
néaire mixte ci-dessus est fixé, il est possible de trouver une solution optimale du
programme en un temps polynomial.
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Chapitre 6
Prise en compte des probabilités
dans l’approche robuste
Bien que nous ayons maintenant vu comment résoudre le problème robuste
PR, il reste des questions, sinon des problèmes, auxquels il convient de répondre.
En effet, bien que l’on modélise l’incertitude en mettant de côté toute considé-
ration stochastique, est-il possible d’estimer le bien-fondé de nos hypothèses ?
S’il s’avère que l’ensemble d’incertitude D ne correspond pas à la réalité (s’il ne
contient pas certains cas très probables par exemple), quelles sont les chances de
voir une solution devenir irréalisable ou plus coûteuse ? De plus, si l’on possède
des informations sur les données aléatoires d, de quelle façon peut-on s’en servir
afin de définir un ensemble D réaliste, ou au moins plausible ? Enfin, si l’on opti-
mise le coût du pire scénario dans cette approche, qu’en est-il du coût des autres
scénarios ? Peut-on, à partir d’une solution et en partant de ce qu’on sait sur d, es-
timer la probabilité qu’un coût potentiellement différent du "pire" se réalise ? Nous
tenterons de répondre à ces questions dans ce chapitre. Très peu de papiers dans la
littérature traitent ce problème. Nous pouvons tout de même citer Bertsimas et al.
[8], qui étudie les liens entre l’optimisation stochastique et l’optimisation robuste.
Dans tout ce chapitre nous supposons sans perte de généralité que l’incertitude
ne concerne que le membre droit, d, des contraintes. En outre nous assimilerons
celui-ci à un vecteur aléatoire ayant une certaine loi de probabilité.
6.1 Choix du paramètre δ¯
Dans le chapitre 3, nous avons étudié le problème robuste PR en prenant
comme ensemble d’incertitude l’ensemble D défini comme étant :
D = {d : dt = d¯t + δt∆t,
T∑
t=1
|δt| ≤ δ¯, −1 ≤ δt ≤ 1, ∀t = 1, ..., T}.
Cependant, bien que la valeur de δ¯ joue un rôle décisif sur la valeur d’une solution
optimale, nous n’avons pas pour l’instant indiqué quelles valeurs prendre en pra-
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tique.
En effet nous avons vu que lorsque δ¯ = T, alors le problème robuste est équi-
valent à l’approche de Soyster (c.f. [34]) qui est très conservatrice et qui donne
donc une solution dont le coût est beaucoup plus élevé que la valeur d’une solution
du problème déterministe. En revanche, si l’on prend δ¯ = 0, alors on est ramené au
problème déterministe. Il convient donc de trouver une valeur de δ¯ adéquate don-
nant un bon équilibre entre le "niveau de protection" de l’ensemble D, et le coût
d’une solution robuste.
Le "niveau de protection" de l’ensembleD pouvant se définir intuitivement comme
étant la proportion de scénarios considérés par rapport au nombre total de scéna-
rios, nous chercherons un ensembleD tel que, étant donné un scénario d, la proba-
bilité P (d ∈ D) que d appartienne à D soit proche de 1.
Soit δ¯ ∈ {0, ..., T} fixé. Afin d’étudier les cas pour lesquels P (d ∈ D) est proche
de 1, nous allons chercher à minorer P (d /∈ D).
Nous supposerons que le membre droit des contraintes s’écrit dt = d¯t + δt∆t,
pour tout t = 1, ...T, où (δt)t est une famille de variables aléatoires indépendantes
de même loi dans [−1; 1], qui admet une densité de probabilité fδ.
Proposition 13. Soit µ = E(|δ1|), l’espérance d’un des |δi|, et soit σ2 = V ar(|δ1|),
la variance d’un des |δi|. Alors, pour tout δ¯ ≥ Tµ Nous avons
P (d /∈ D) ≤ exp
(
−Tσ2h
(
δ¯ − Tµ
Tσ2
))
,
où h(x) = (1 + x) ln(1 + x)− x.
Démonstration. C’est une conséquence directe de l’inégalité de Bennett. En ef-
fet posons Xt = δt − E(|δt|), pour tout t = 1, ...T. Alors, nous savons d’après
l’inégalité de Bennett (c.f. [12]) que pour tout x ≥ 0,
P (
T∑
t=1
Xt ≥ x) = exp
(
−Tσ2h
(
x
Tσ2
))
.
Or, la probabilité P (d /∈ D) est égal à P (
∑T
t=1 |δt| > δ¯), ce qui achève la preuve.
La propriété 13 permet donc, lorsque la loi des δt est connue, de calculer nu-
mériquement une majoration de P (d /∈ D). Nous pouvons alors avoir une idée des
valeurs de δ¯ à considérer pour que l’ensemble D soit pertinent. Nous allons main-
tenant regarder ce que donne cette borne en pratique lorsque les variables aléatoires
δt suivent une loi uniforme ou une loi normale tronquée.
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6.1.1 Cas d’une loi uniforme
Supposons que les variables aléatoire δt suivent une loi uniforme sur [−1; 1],
alors |δt| suit une loi uniforme sur [0; 1].Ainsi µ = 1/2, σ2 = 1/12, et nous savons
d’après le théorème 13 que pour tout δ¯ ≥ T/2,
P (d /∈ D) ≤ exp
(
−
T
12
h
(
12δ¯ − 6T
T
))
. (6.1)
Nous donnons maintenant quelques valeurs numériques de cette borne pour diffé-
rentes valeurs de T et δ¯.
δ¯
55 60 62 65
Valeur de la borne 6.1 0.25 0.008 0.001 5.9 10−5
TABLE 6.1 – Valeur de la borne 6.1 pour la valeur de P (d /∈ D) lorsque T = 100
δ¯
260 265 260 285
Valeur de la borne 6.1 0.33 0.09 0.015 7.2 10−6
TABLE 6.2 – Valeur de la borne 6.1 pour la valeur de P (d /∈ D) lorsque T = 500
δ¯
510 520 530 550
Valeur de la borne 6.1 0.59 0.1 0.008 2.9 10−6
TABLE 6.3 – Valeur de la borne 6.1 pour la valeur de P (d /∈ D) lorsque T = 1000
δ¯
5050 5100 5120 5150
Valeur de la borne 6.1 0.22 0.003 2.6 10−4 2.9 10−6
TABLE 6.4 – Valeur de la borne 6.1 pour la valeur de P (d /∈ D) lorsque T = 10000
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6.1.2 Cas d’une loi normale tronquée
Supposons maintenant que les variables aléatoires δt suivent une loi normale
N(0, 1) tronquée sur [−1; 1]. Alors les variables aléatoires |δt| suivent une loi
normale N(0, 1) tronquée sur [0; 1], de moyenne µ = f(0)−f(1)F (1)−F (0) et de variance
σ2 = 1− f(1)F (1)−F (0) − µ
2, où f (respectivement F ) est la fonction de densité (res-
pectivement la fonction de répartition) de la loi N(0, 1). Nous donnons à nouveau
quelques valeurs de la borne 13 pour différentes valeurs de T et δ¯.
δ¯
50 55 57 60
Valeur de la borne 6.1 0.42 0.022 4.2 10−3 1.8 10−6
TABLE 6.5 – Valeur de la borne 6.1 pour la valeur de P (d /∈ D) lorsque T = 100
δ¯
240 250 255 260
Valeur de la borne 6.1 0.30 0.013 1.3 10−3 9.6 10−5
TABLE 6.6 – Valeur de la borne 6.1 pour la valeur de P (d /∈ D) lorsque T = 500
δ¯
510 520 530 550
Valeur de la borne 6.1 0.59 0.1 0.008 2.9 10−6
TABLE 6.7 – Valeur de la borne 6.1 pour la valeur de P (d /∈ D) lorsque T = 1000
δ¯
5050 5100 5120 5150
Valeur de la borne 6.1 0.22 0.003 2.6 10−4 2.9 10−6
TABLE 6.8 – Valeur de la borne 6.1 pour la valeur de P (d /∈ D) lorsque T = 10000
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6.2 Borne en probabilité sur la valeur du programme de
recours
Dans cette section, nous présentons un travail en commun avec Cédric Her-
vet 1, doctorant à Orange Labs et au CEDRIC.
Nous nous intéressons au problème suivant : étant donné (x∗, d∗, y∗), une solu-
tion optimale du problème robuste PR, quelle est la probabilité, lorsque x = x∗,
d’avoir une solution optimale ayant un coût supérieur à celui de la solution robuste.
En effet, dans la pratique, la valeur optimale y∗ des variables de recours y ne pou-
vant être calculée qu’une fois que l’incertitude est levée, seule la valeur optimale
x∗ des variables de décision x est pertinente.
En 6.1, nous avons cherché à estimer la probabilité que le second membre d
appartienne à l’ensemble d’incertitude D. Nous pouvons donc à l’aide de cette
borne minorer la probabilité que le coût d’une solution ne dépasse pas le coût de la
solution robuste. Cependant rien ne dit quelle proportion de scénarios d, parmi ceux
n’appartenant pas à D, induit un coût supérieur à la solution robuste. Dans cette
section nous allons donc essayer d’être un peu plus précis, en estimant directement
cette probabilité.
6.2.1 Définition et modélisation du problème
Soit (x∗, d∗, y∗) une solution optimale du programme robuste PR et soit Ω un
coût fixé (éventuellement égal v(R(x∗))), nous cherchons la probabilité suivante :
P = P

 min
By≥d−Ax∗
y≥0
β.y ≤ Ω− α.x∗

 = P (v(R(x∗, d)) ≤ Ω− αx∗) .
Notons que le probabilité voulue,
P

 min
By≥d−Ax∗
y≥0
β.y > Ω− α.x∗

 ,
est alors égale à 1− P. Dans cette section nous supposons que le vecteur aléatoire
d est positif (on peut faire cette hypothèse sans perte de généralité puisqu’on peut
toujours se ramener à un problème où d est positif).
Bien entendu, calculer directement la valeur de P semble plutôt ardu. Nous allons
maintenant montrer que l’on peut se ramener à un problème équivalent plus simple
à résoudre.
1. http ://cedric.cnam.fr/index.php/labo/membre/view ?id=298
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SoitDΩ, l’ensemble contenant tous les vecteurs d, tel que min
By≥d−Ax∗
y≥0
β.y ≤ Ω− α.x∗,
alors P = P (d ∈ DΩ).Nous avons donc transformé notre problème en un autre qui
consiste à calculer la probabilité qu’un vecteur aléatoire appartienne à un certain
ensemble. Cependant pour que cette approche soit pertinente, nous devons d’abord
caractériser l’ensemble DΩ. Dans la proposition suivante, nous montrons que DΩ
est un polytope.
Proposition 14. L’ensemble DΩ est le polytope tel que
DΩ = {d | λ
i.d ≤ Ω− α.x∗ + λi.Ax∗, rj .d ≤ Ax∗.rj i ∈ I, j ∈ J},
où {λi, i ∈ I} (respectivement {rj , j ∈ J}) est l’ensemble des points extrêmes
(respectivement des rayons extrêmes) du polyèdre {λ | Btrλ ≤ β}.
Démonstration. En effet soit d ∈ DΩ, alors en passant au dual de R(x∗, d), nous
avons
v(R(x∗, d)) = max
Btrλ≤β
λ≥0
(d−Ax∗).λ ≤ DΩ − α.x
∗.
Ainsi pour tout λ ∈ {λ | Btrλ ≤ β}, (d − Ax∗).λ ≤ DΩ − α.x∗. En particulier,
en considérant les points extrêmes de DΩ, nous avons bien que pour tout i ∈ I,
λi.d ≤ Ω− α.x+ λi.Ax∗.
En outre, puisque la valeur optimale du dual est bornée, tout rayon extrême r du
polyèdre des contraintes doit vérifier (d−Ax∗).r ≤ 0.
Réciproquement, soit d /∈ DΩ. Il existe λ∗ tel que (d − Ax∗).λ∗ > DΩ − α.x∗.
Ainsi, si le problème de maximisation est borné, il existe un point extrême qui
réalise l’optimum et donc il existe i ∈ I tel que λi.d > Ω − α.x + λi.Ax∗; si
le problème de maximisation n’est pas borné, il existe un rayon extrême r tel que
(d−Ax∗).r > 0.
Nous avons donc bien prouvé queDΩ était égal à l’ensemble voulu. Pour conclure,
remarquons que d, λi et rj étant positifs pour tout i, j, DΩ est bien un polyèdre
borné.
Remarque 1. Soit d ∈ DΩ, alors pour tout d′ ≤ d, d′ ∈ DΩ.
En effet, pour tout d′ ≤ d, v(R(x∗, d′)) ≤ v(R(x∗, d)) ≤ Ω− α.x∗.
Nous allons maintenant chercher à caractériser HD, le plus petit hypercube
contenant DΩ.
Proposition 15. Soit HD = [0; dmax1 ] × ... × [0; d
max
T ], le plus petit hypercube
contenant DΩ. Alors pour tout t = 1, ..., T, d
max
t est la valeur à l’optimum du
programme linéaire suivant :
Pt
∣∣∣∣∣∣∣∣∣∣∣
max
d,y
dt
β.y ≤ Ω− α.x∗
By − d ≥ −Ax∗
d ≥ 0, y ≥ 0.
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En outre,HD etDΩ s’intersectent exactement sur tous les axes de R
T , c’est à dire
que pour tout t¯, le vecteur dt¯ tel que dt¯t = d
max
t¯
pour t = t¯ et dt¯t = 0 sinon,
appartient à DΩ ∩HD.
Démonstration. En effet, pour tout t = 1, ..., T, dmaxt est par définition égal, à la
valeur à l’optimum du programme max
v(R(x∗,d))≤Ω−α.x∗
d≥0
dt. Ainsi dmaxt est égal à la
valeur à l’optimum du programme suivant équivalent à Pt :
∣∣∣∣∣∣∣∣∣∣∣
max
d
dt
min
By≤d−Ax∗
y≥0
β.y ≤ Ω− α.x∗
d ≥ 0
Montrons maintenant que HD et DΩ s’intersectent à tous les axes de RT . En
effet, soit t¯ = 1, ..., T et soit d∗ la solution optimale de Pt¯. Alors le vecteur
d′ = (0, ..., d∗
t¯
, 0, ..., 0) dont la t¯ème composante est égale à dmax
t¯
, appartient à
DΩ ∩ HD. En effet, clairement d′ ∈ HD. En outre, puisque d∗ appartient à DΩ et
que d′ ≤ d∗, d′ appartient aussi à DΩ, ce qui achève la preuve.
La remarque suivante est illustrée à la figure 6.1.
Remarque 2. Remarquons que le ratio entre le volume, V(DΩ), deDΩ et celui de
HD est borné :
1
2
≤
V(DΩ)
V(HD)
≤ 1.
En effet,DΩ etHD = [0; d
max
1 ]× ...× [0; d
max
T ] s’intersectant sur tous les axes de
RT , nous avons que l’enveloppe convexe constituée de l’origine et des intersections
deHD avec tous les axes deR
T (c’est à direConv{(0, ..., 0), (dmax1 , 0, ..., 0), ..., (0, ..., 0, d
max
T )}),
égale à la demi-pyramide contenant l’origine et "la diagonale" deHD, appartient
à DΩ. Ainsi le volume de DΩ est supérieur à la moitié de celui deHD.
Exemple 2. Illustrons les résultats que nous avons montré jusqu’à présent sur un
exemple. Considérons le problème suivant :
R(x∗, d)
∣∣∣∣∣∣∣∣∣∣∣
min
y1,y2
y1 + 2y2
y1 + y2 ≥ d1 − x
∗
y1 + 3y2 ≥ d2 − x
∗
y1, y2 ≥ 0
Nous cherchons donc l’ensembleDΩ des vecteurs (d1, d2) vérifiant v(R(x
∗, d)) ≤
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d1
d2
DΩ
HD
FIGURE 6.1 – Un exemple illustrant la proposition 15 et la remarque 2
Ω− x∗ (ici α = 1). Le problème dual s’écrit :
R(x∗, d)
∣∣∣∣∣∣∣∣∣∣∣
max
λ1,λ2
(d1 − x
∗)λ1 + (d2 − 2x
∗)λ2
λ1 + λ2 ≤ 1
λ1 + 3λ2 ≤ 2
λ1, λ2 ≥ 0
Et les points extrêmes du polyèdre des contraintes sont (0, 0), (1, 0), (0, 2/3), (1/2, 1/2)
(remarquons qu’il n’y a pas de rayons extrêmes).
Nous en déduisons, grâce à la proposition 14, que l’ensemble DΩ est défini par :
(d1, d2) ∈ DΩ ⇔


d1 ≤ Ω
d2 ≤
3
2
Ω +
1
2
x∗
d1 + d2 ≤ 2Ω + x
∗
d1, d2 ≥ 0
6.2.2 Calcul de P
Nous pouvons maintenant trouver l’ensemble DΩ, cependant, pour avoir une
méthode efficace, nous ne pouvons pas nous permettre de calculer tous les points
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extrêmes de {λ | Btrλ ≤ β}, lorsque la dimension la polyèdre est grande, pour
avoir une description complète de DΩ. De plus, même si nous l’avions, cela ne
nous aiderait pas forcément à calculer la probabilité voulue. Dans le reste de cette
section, nous travaillerons avec l’une des deux hypothèses suivante.
Hypothèse 1. Le vecteur aléatoire d suit une loi uniforme sur un polytope B dont
le volume V(B) est facile à calculer.
Pour le calcul de volumes de polytopes, nous renvoyons le lecteur à [14]. Dans
la plupart des cas, il s’agit d’un problème difficile.
Hypothèse 2. Les variables aléatoires dt, t = 1, ..., T sont indépendantes et
suivent toutes la même loi de probabilité connue.
Nous donnons maintenant des propositions qui permettent, lorsqu’une des deux
hypothèses est vérifiée, de calculer une borne inférieure et supérieure de la proba-
bilité voulue.
Proposition 16. Sous l’hypothèse 1, si il existe d′ ∈ DΩ et si DΩ ⊆ B, alors
∏T
t=1 d
′
t
V(B)
≤ P ≤
∏T
t=1 d
max
t
V(B)
.
Démonstration. Sous l’hypothèse 1, d suit une loi uniforme. Ainsi, si DΩ ⊆ B,
alors P = P (d ∈ DΩ) =
V(DΩ)
V(B) .
En outre V(DΩ) ≤ V(HD) =
∏T
t=1 d
max
t , et si d
′ ∈ DΩ, alors l’hypercube ayant
pour extrémités l’origine et d′ est inclus dans DΩ, et donc
∏T
t=1 d
′
t ≤ V(DΩ).
Proposition 17. Sous l’hypothèse 2, si il existe d′ ∈ DΩ, alors
T∏
t=1
P (0 ≤ dt ≤ d
′
t) ≤ P ≤
T∏
t=1
P (0 ≤ dt ≤ d
max
t ).
Démonstration. La preuve est la même que dans la proposition précédente, notons
seulement que puisque les variables aléatoires dt, t = 1, ...T, sont indépendantes,
la probabilité que d appartienne à un hypercube partant de l’origine et d’extrémité
d′ est égale à
∏T
t=1 P (0 ≤ dt ≤ d
′
t).
Remarquons que si la loi de probabilité des dt est connue, alors nous pouvons
calculer le produit
∏T
t=1 P (0 ≤ dt ≤ d
′
t).
Ainsi, sous l’une des deux hypothèses 1 ou 2, nous pouvons alors, connaissant
un point d′ dans DΩ, calculer une borne inférieure de la probabilité voulue. Pour
améliorer cette borne, il suffit de considérer d’autres points d dans l’ensemble DΩ
et de calculer le volume de l’union des hypercubes engendrés par ces points (où la
probabilité qu’un vecteur appartienne à une union d’hypercubes).
Nous détaillons ce calcul en sous-section 6.2.3.
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d1
d2
HD
d′
d1
d2
HD
d1
d2
d3
FIGURE 6.2 – Illustration du calcul d’une borne inférieure de P pour un et plusieurs
points dansHD.
Notons que nous pouvons appliquer la même méthode pour calculer une borne
supérieure de P. En effet, supposons que nous connaissions un point d′ ∈ HD\DΩ,
et soitH l’hypercube composé des vecteurs d, supérieurs à d′ et appartenant àHD
(voir la figure 6.3). Alors V(HD)− V(H) est une borne supérieure de P. On peut
ainsi, en considérant plusieurs vecteurs d′ ∈ HD \DΩ, espérer calculer une borne
supérieure, assez proche, de la valeur de P.
d1
d2
DΩ
HD
H
FIGURE 6.3 – Calcul d’une borne supérieure de P
Remarquons que, d’après la proposition 15, nous pouvons calculer l’hypercube
HD en un temps polynomial, en résolvant T problèmes linéaires continus. Ainsi,
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sous réserve que l’on puisse calculer (c.f. sous-section 6.2.3), le volume d’une
union d’hypercube (où la probabilité qu’un vecteur appartienne à cette union), nous
disposons d’un algorithme permettant de calculer de manière approchée la proba-
bilité P.
Cependant, afin de pouvoir mettre en oeuvre notre méthode, nous devons d’abord
expliquer comment nous générons nos points d′ appartenant à DΩ ou à HD \DΩ.
Une méthode serait de générer aléatoirement des vecteurs d′ dans HD, et, selon
que d′ ∈ DΩ ou que d′ ∈ HD \DΩ, utiliser d′ pour le calcul de la borne inférieure
ou celui de la borne supérieure. Nous donnons maintenant une méthode qui permet
de faire d’une pierre deux coups.
En effet soit c ∈ RT+ un vecteur aléatoire, alors toute solution optimale d
∗ du pro-
gramme mathématique max
v(R(x∗,d))≤Ω−α.x∗
d≥0
c.d, est un point appartenant à la frontière
deDΩ et permet donc d’engendrer deux hypercubes, l’un servant pour le calcul de
la borne inférieure, l’autre pour le calcul de la borne supérieure. En outre, comme
dans la proposition 15, ce programme est équivalent au programme linéaire sui-
vant :
Pt
∣∣∣∣∣∣∣∣∣∣∣
max
d,y
c.d
β.y ≤ Ω− α.x∗
By − d ≥ −Ax∗
d ≥ 0, y ≥ 0.
On remarque en outre que générer des points d′ sur la frontière de DΩ, permet
d’engendrer des hypercubes qui seront "collés" à la frontière de DΩ.
6.2.3 Calcul du volume d’une union d’hypercubes
Nous détaillons maintenant comment calculer le volume d’une union d’hyper-
cubes.
Soit d = (d1, ..., dT ) ∈ RT+, on notera H(d1, ..., dT ) l’hypercube ayant l’origine
et d pour deux extrémités. En outre, nous noterons x +H(d1, ..., dT ) l’hypercube
précédant translaté du vecteur x (ce qui correspond à l’hypercube [x1, x1 + d1] ×
... × [xT , xT + dT ]). Soit H = x + H(d1, ..., dT ) un hypercube, nous noterons
V(H) = d1d2...dT , son volume. Notre approche pour calculer une union d’hyper-
cube est la suivante :
Lorsqu’il n’y a qu’un seul hypercube H1 dans l’union, alors nous pouvons calcu-
ler le volume facilement. Supposons maintenant que l’on veuille calculer le volume
de H1 ∪H2. Pour cela nous allons construire une liste L2 d’hypercubes telle que
H1 ∪ H2 ∪ L2, soit un hypercube H2. Supposons maintenant que pour le calcul
d’une union
⋃K
k=1H
k de K hypercubes, nous connaissions une liste LK d’hyper-
cubes telle que que l’union de
⋃K
k=1H
k avec les hypercubes de la liste LK soit un
hypercube HK . Alors si l’on considère un nouvel hypercube HK+1, nous verrons
71

HK = H(d).
SoitH ′ = H(d′), un nouvel hypercube. Quitte à renommer les axes, nous pouvons
supposer sans perte de généralité qu’il existe un entier p tel que d′i > di, pour tout
i ≤ p et di ≥ d′i, sinon (p = 2 sur la figure 6.4). Ainsi, nous cherchons un ensemble
d’hypercubes L′ qui complète H ∪H ′ en HK+1 = H(d′1, ..., d
′
p, dp+1, ..., dn).
Nous commençons par construire un ensemble d’hypercubes H i, i ∈ I, tel que
H ∪H ′
⋃
i∈I H
i soit l’hypercube égal à HK+1. Soit i1 le premier indice i tel que
d′i < di (i1 = 3 sur la figure 6.4). Nous supposons sans perte de généralité que
i1 = p+ 1. Soit l’hypercube
Hp+1 = (0, ..., d′p+1, ...0) +H(d
′
1, ..., d
′
p, dp+1 − d
′
p+1, dp+2, ..., dn).
De même, soit i′ un autre indice i tel que d′i < di, on construit alors l’hypercube
H i
′
= (0, ..., d′i′ , ...0) +H(d
′
1, ..., d
′
i′−1, di′ − d
′
i′ , di′+1, ..., dn).
On remarque alors que l’ensemble desH i
′
, ainsi construit, complèteH ∪H ′ en un
hypercube et que l’intersection de deuxH i quelconques est contenue dans l’hyper-
cube H.
En effet soit x un point de l’hypercubeH(d′1, ..., d
′
p, dp+1, ..., dn) qui n’appartienne
pas à H ∪H ′. Soit i0 le plus petit indice i pour lequel xi > d′i, alors x ∈ H
i0 . En
outre supposons qu’il existe un indice j0 > i0 tel que x ∈ Hj0 . Alors
x ∈[0, d′1]× [0, d
′
2]× ...× [d
′
i0 , di0 ]× [0, di0+1]× ...× [0, dj0 ]× ...× [0, dn]∩
[0, d′1]× [0, d
′
2]× ...× [0, d
′
i0 ]× [0, d
′
j0−1]× [d
′
j0 , dj0 ]× [0, dj0+1]× ...× [0, dn]
Donc xi0 = d
′
i0
, et x appartient à un ensemble de volume nul. Remarquons cepen-
dant que l’intersection d’un de ces hypercubes avec H est de volume non nul.
Soit H i, i ∈ I, l’ensemble des hypercubes ainsi construit. Afin de construire les
hypercubes voulus, nous devons maintenant "retirer" de chaque hypercubeH i, i ∈
I, son intersection avecH. Soit doncH i = x+H(g), l’un des hypercubes construit
précédemment. Nous allons maintenant construire un ensemble d’hypercubes qui
partitionne H i −H.
Soit j0 le plus petit indice j tel que xj + gj > dj , (c’est a dire la première face de
H i qui "sort" de H) alors l’hypercube
hij0 = x+(0, ..., dj0−xj0 , ..., 0)+H(min(g1, d1), ...,min(gj0−1, dj0−1), xj0+gj0−dj0 , gj0+1, ..., gn),
appartient àH i−H, (Cela correspond à l’hypercube vert sur la figure 1). De même,
soit j′ un autre indice j pour lequel xj + gj > dj , alors l’hypercube
hij′ = x+(0, ..., dj′−xj′ , ..., 0)+H(min(g1, d1), ...,min(gj′−1, dj′−1), xj′+gj′−dj′ , gj′+1, ..., gn),
appartient àH i −H. En faisant cela pour tous les indices j tels que xj + gj > dj ,
nous construisons un ensemble d’hypercubes qui forment une partition deH i−H.
En effet, soit y un point appartenantH i,mais pas àH, alors il existe un indice i¯ tel
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Algorithm 2 Liste(H ′, H)
Soit L = ∅
pour t = 1, ..., T faire
si x′t + d
′
t > xt + dt alors
Construire H¯ défini par
H¯ =(x′1, ..., xt + dt, x
′
t+1, ..., x
′
T )+
H(min(d′1, d1), ...,min(d
′
t−1, dt−1), x
′
t + d
′
t − xt − dt, d
′
t+1, ..., d
′
T )
L = L ∪ H¯
fin si
fin pour
retourner L
que yi¯ > di¯. Prenons le plus petit de ces indices, alors on vérifie que y appartient
à hi
i¯
. En outre en utilisant le même argument que précédemment, on montre que
s’il existe un autre indice j¯ tel que y appartient aussi à hi
i¯
, alors y appartient à un
ensemble dont le volume est nul.
En appliquant cet algorithme sur tous les hypercubesH i, on construit une liste
d’hypercubes hij , dont l’union deux à deux est de volume nul, qui complèteH∪H
′
en un hypercube. Pour finir il faut mettre à jour la liste d’hypercubes L. En effet
il faut retirer de tout hypercube H l appartenant à L, l’intersection avec H ′, et
donc appliquer la même procédure que ci-dessus, pour calculer une partition de
H l −H ′.
Avant de détailler l’algorithme 3 permettant de calculer le volume d’une union
d’hypercubes, nous donnons l’algorithme Liste(H ′,H) qui, étant donné deux hy-
percubes H = x + H(d) et H ′ = x′ + H(d′), donne une liste d’hypercubes
L formant une partition de H ′ − H. Nous pouvons maintenant donner en détail,
l’algorithme 3 qui, étant donné un hypercube H = H(d), une liste d’hypercube
L =
⋃L
l=1 x
l +H(dl), et un hypercube H ′ = H(d′), met à jour la liste L, en une
liste L′ telle que H ∪H ′ ∪ L′ soit un hypercube.
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Algorithm 3
# Calcule de H ′ − L.
pour q = 1, ..., Q faire
L¯ = Liste(H ′, xq +H(dq))
L = L ∪ L¯ − {xq +H(dq)}
fin pour
# On calcule à présent les hypercubes de H ′ −H.
pour t = 1, ..., T faire
si d′t < dt alors
Construire H¯ défini par
H¯ =(0, ..., d′t, 0, ..., 0)+
H(d′1, ..., d
′
t−1, dt − d
′
t,max(d
′
t+1, dt+1), ...,max(d
′
T , dT ))
L¯ = Liste(H¯,H)
L = L ∪ L¯
fin si
fin pour
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Deuxième partie
Dimensionnement robuste d’un
système hybride de production
d’électricité
77

Chapitre 7
Présentation du problème
7.1 Introduction
Le développement des énergies renouvelables a créé de nouveaux problèmes
d’optimisation combinatoire complexes, comme la conception de systèmes auto-
nomes hybrides de production électrique. Ces systèmes, constitués de plusieurs
sources de production d’énergie (vent, soleil, biomasse, ...) sont présentés, entre
autre, dans [5, 21, 33]. Dans de nombreux articles, les auteurs cherchent à optimi-
ser la conception d’un tel système et/où à déterminer son fonctionnement optimal.
Les dernières références sur ce problème incluent [15], [16], [22], [31], [33].
Dans [15], Diaf et al. proposent une méthode basée sur la simulation, pour obtenir
le nombre optimal d’équipements d’un système hybride comportant des éoliennes
et des panneaux solaires. Dans [16], Ferrer-Marti et al., les auteurs modélisent le
problème de conception d’un parc hybride éoliennes - panneaux solaires à l’aide
d’un programme linéaire mixte en nombres entiers. Cependant ils supposent que
les données du problème sont parfaitement connues. Dans [22], Hertz et al. uti-
lisent la programmation linéaire en nombres entiers pour optimiser un réseau d’éo-
liennes, sans néanmoins considérer l’incertitude sur les données. Dans [31], le but
est de déterminer les types, le nombre et l’emplacement d’éoliennes afin d’optimi-
ser à la fois l’énergie produite et les coûts d’installation et de fonctionnement. Leur
problème est posé sous la forme d’un programme mathématique qui est ensuite ré-
solu à l’aide de simulations. Dans [33], un système hybride constitué d’éoliennes,
de panneaux solaires et de batteries est étudié. Prasad et Natarjan proposent une
heuristique pour trouver le nombre d’équipements à installer.
Dans cette partie, nous chercherons à optimiser un parc de production élec-
trique constitué d’éoliennes, de panneaux solaires, de batteries et d’un générateur
à diesel, destiné à répondre à une demande locale d’énergie électrique. Ces parcs
sont souvent installés dans des régions isolées, comme par exemples des îles ou
des petites villes ([9, 16, 28, 30]). Il s’agit de déterminer le nombre d’éoliennes, de
panneaux solaires et de batteries à installer afin de répondre à la demande pour un
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coût minimum. L’utilisation du générateur à diesel permet de toujours satisfaire la
demande, toutefois son utilisation est très onéreuse. Les équipements sont placés
sur des sites différents (ensoleillés pour les panneaux solaires, venteux pour les éo-
liennes) et on connaît le nombre maximal d’équipements de chaque type que l’on
peut installer : ce nombre est obtenu à partir de la surface et de la topographie des
terrains alloués au parc.
Afin de prendre en compte l’influence des variations saisonnières sur la durée quo-
tidienne d’ensoleillement, la force du vent et la demande, l’étude porte sur une
année. L’hypothèse implicite est donc celle d’un fonctionnement globalement si-
milaire chaque année. L’année est divisée en périodes élémentaires pour lesquelles
la demande et les conditions climatiques sont connues avec plus ou moins d’incer-
titude.
Décrivons plus précisément le fonctionnement du parc. Au cours d’une période, si
l’énergie éolienne et solaire est suffisante pour répondre à la demande, l’énergie
excédentaire produite permet de charger les batteries. En revanche, si cette énergie
est insuffisante on utilise d’abord l’énergie éventuellement stockée dans les batte-
ries puis le générateur à diesel si nécessaire. Nous vérifierons par la suite que, sous
certaines hypothèses sur les coûts, un tel fonctionnement est optimal.
Au cours d’une période, une batterie peut soit charger de l’énergie, soit restituer
de l’énergie chargée précédemment, soit être inactive. Chaque batterie a une capa-
cité maximale, et nécessite d’avoir en stock une quantité minimale d’énergie pour
fonctionner ; la charge et la décharge d’énergie, c’est à dire la quantité d’énergie
chargée dans les batteries ou déchargée des batteries, par période sont également li-
mitées. De plus, le fonctionnement d’une batterie induit une perte d’énergie : pour
une quantité e d’énergie affectée à la charge de la batterie celle-ci n’en restitue
qu’une quantité γe ; le coefficient γ, strictement inférieur à 1 est appelé coeffi-
cient de rendement. En outre, si les batteries sont pleines et qu’il y a surproduction
d’électricité, l’énergie en surplus est utilisée artificiellement et perdue.
L’étude portant sur un an, les coûts des équipements (éoliennes, panneaux solaires,
batteries) sont des coûts annuels qui intègrent l’amortissement du matériel (achat
et installation) et son entretien (incluant la location éventuel du terrain). L’achat et
l’entretien du générateur à diesel induisent des coûts fixes n’intervenant pas dans
l’optimisation. En revanche, son fonctionnement implique un coût proportionnel à
la quantité d’énergie produite.
Dans un premier temps nous allons étudier le problème en supposant que toutes
les données sont parfaitement connues. Cependant cette hypothèse n’est pas très
réaliste car il est très difficile de les connaître avec certitude pour chaque période
élémentaire : la production d’une éolienne dépend de la force et de la direction du
vent, celle d’un panneau solaire de l’ensoleillement et la demande peut être liée à la
température ou à d’autre paramètres extérieurs. Nous allons donc, dans un second
temps, proposer des modèles prenant en compte cette incertitude. Dans ce cas, le
processus de décision se décompose naturellement en deux phases auxquelles sont
associés deux ensembles disjoints de variables. La première phase consiste à dé-
terminer le nombre d’équipements de chaque type à installer avant de connaître le
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scénario qui se réalisera effectivement. La deuxième phase consiste à déterminer
l’utilisation des batteries et du générateur en fonction du scénario qui se réalise
et donc la quantité de fuel nécessaire pour l’année. Pour résoudre le problème ro-
buste, nous appliquerons directement la méthode développée dans la partie I, en
supposant dans un premier temps que seule la demande est incertaine.
Dans ce chapitre, après avoir modélisé notre problème à l’aide d’un programme
linéaire mixte en nombres entiers, nous étudierons la complexité de ce programme :
nous montrerons que lorsque le nombre de sources de production d’énergie n’est
pas fixé, le problème est NP-difficile. Nous nous attaquerons alors au problème
robuste que nous résoudrons directement avec l’approche développée en I. Nous
validerons ensuite cette approche par des tests réalisés sur des instances réelles ob-
tenues dans [4].
Dans le chapitre 8, nous montrerons que le programme de recours associé au pro-
blème robuste peut être résolu en un temps polynomial, en utilisant un algorithme
de programmation dynamique. Nous comparerons ensuite cette approche avec celle
du chapitre 7 et nous verrons que lorsque l’incertitude se limite au membre droit
des contraintes, la résolution du programme de recours par l’algorithme de pro-
grammation dynamique permet de gagner un temps de calcul considérable.
Enfin, dans le chapitre 9, nous généraliserons notre approche, notamment en enri-
chissant l’ensemble d’incertitude D.
7.2 Résolution du problème
7.2.1 Modélisation du problème déterministe
Nous faisons pour l’instant abstraction des incertitudes pour construire un mo-
dèle mathématique appelé modèle nominal. Nous écrivons tout d’abord un modèle
dans lequel les batteries ont toutes un fonctionnement propre, puis nous montrerons
que ce modèle est équivalent à un modèle simplifié dans lequel toutes les batteries
ont un fonctionnement commun.
Les données du modèle sont :
Données
— T : nombre de périodes t : [t− 1, t], t = 1, ..., T .
— Cw : coût d’installation et d’entretien d’une éolienne sur l’horizon de ges-
tion.
— Cs : coût d’installation et d’entretien d’un panneau solaire sur l’horizon de
gestion.
— Cb : coût d’installation et d’entretien d’une batterie sur l’horizon de ges-
tion.
— γ : rendement d’une batterie c’est à dire, proportion de l’énergie stockée
dans la batterie, qui pourra effectivement être utilisée.
— K : capacité maximale d’une batterie (en kW.h).
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— Kmin : stock minimal d’une batterie (en kW.h).
— Eout : énergie maximale que l’on peut décharger à partir d’une batterie au
cours de la période t, t = 1, ..., T . (en kW.h).
— Ein : énergie maximale que l’on peut charger dans une batterie au cours de
la période t, t = 1, ..., T . (en kW.h).
— Ebat0 : énergie présente initialement dans une batterie.
— Ewt : énergie produite par une éolienne pendant la période t (en kW.h),
t = 1, ..., T .
— Est : énergie produite par un panneau solaire pendant la période t (en kW.h),
t = 1, ..., T .
— D¯t : demande au cours de la période t (en kW.h), t = 1, ..., T .
— Cg : coût d’un kW.h d’énergie produite par le générateur à diesel.
— Nwmax : nombre maximum d’éoliennes.
— N smax : nombre maximum de panneaux solaires.
— N bmax : nombre maximum de batteries.
Nous définissons deux types de variables.
Variables de décision d’investissement
— xw : nombre d’éoliennes à installer dans le parc (xw ∈ N).
— xs : nombre de panneaux solaires à installer dans le parc (xs ∈ N).
— xb : nombre de batteries à installer dans le parc (xb ∈ N).
Variables d’exploitation
— einβt : énergie chargée dans la batterie β au cours de la période t (e
in
βt ∈ R+),
t = 1, ..., T, β = 1, ..., xb.
— eoutβt : énergie déchargée de la batterie β au cours de la période t (e
out
βt ∈
R+), t = 1, ..., T, β = 1, ..., xb.
— egt : quantité d’énergie produite par le générateur au cours de la période t
(egt ∈ R+), t = 1, ..., T .
— ebβt : énergie présente dans la batterie β à l’instant t, t = 1, ...,M, β =
1, ..., xb.
De plus, nous notons :
— (einβ ), (e
out
β ), e
g : les vecteurs définis respectivement par (einβ,t)t=1,...,T , (e
out
β,t )t=1,...,T
et (egt )t=1,...,T , β = 1, ..., x
b
— (eβ,t) = (einβ,t, e
out
β,t , e
g
t ), t = 1, ..., T , β = 1, ..., x
b
— (eβ) = (eβ,t)t=1,...,T β = 1, ..., xb
— e = (eβ), β = 1, ..., xb
— x = (xb, xs, xw).
Fonction coût
La fonction coût C à minimiser s’écrit alors :
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C = Csxs + Cwxw + Cbxb + Cg
T∑
t=1
egt . (7.1)
En effet, le coût du système s’écrit comme la somme du coût d’achat et d’instal-
lation des éoliennes, des panneaux solaires, des batteries, et du coût de l’énergie
auxiliaire fournie par le générateur à diesel.
Les contraintes se divisent en trois groupes : les contraintes relatives à la de-
mande, celles concernant les batteries et enfin celles qui portent sur la superficie
du parc.
Contraintes de demande
Pour que la demande soit satisfaite, l’énergie produite doit être supérieure à
D¯t, au cours de chaque période t.
Au cours de chaque période, les panneaux solaires, les éoliennes et le générateur à
diesel produisent une quantité Est x
s+Ewt x
w+egt d’énergie. En outre pour chaque
batterie β, on décharge une quantité γeoutβt d’énergie, et on charge une quantité e
in
βt
d’énergie. On a donc les contraintes :
Est x
s + Ewt x
w + egt +
xb∑
β=1
(−einβt + γe
out
βt ) ≥ D¯t, t = 1, ..., T (1)
Contraintes sur les batteries
— Au cours d’une période t, chaque batterie peut charger une quantité maxi-
male Ein d’énergie, et libérer une quantité maximale Eout d’énergie, nous
avons donc :
0 ≤ einβt ≤ E
in, t = 1, ..., T, β = 1, ..., xb (2)
0 ≤ eoutβt ≤ E
out, t = 1, ..., T, β = 1, ..., xb (3)
— Le stock dans une batterie à la fin de la période t est égale à l’énergie
présente à la fin de la période t−1, moins l’énergie déchargée de la batterie
au cours de la période t plus l’énergie stockée au cours de la période t, c’est
à dire :
ebβt = e
b
β(t−1) − e
out
βt) + e
in
βt, t = 1, ..., T, β = 1, ..., x
b (4)
— Une batterie ne pouvant être simultanément en charge et en décharge, nous
supposerons qu’au cours d’une même période elle est soit en charge, soit
en décharge, soit inactive. Nous avons donc :
einβte
out
βt = 0, t = 1, ..., T, β = 1, ..., x
b.
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— En outre chaque batterie est limitée par un stock minimal et une capacité,
Kmin ≤ e
b
βt ≤ K, β = 1, ..., x
b, t = 1, ..., T.
Cependant pour une batterie β, on remarque que la dernière contrainte est
équivalente à :
0 ≤ ebβt −Kmin ≤ K −Kmin, β = 1, ..., x
b. Ainsi en faisant un change-
ment de variable, nous considérerons dans la suite que toutes les batteries
ont un stock minimal égale à 0 et une capacité égale àK −Kmin que nous
renommeronsK.
Dans un premier temps, nous négligerons la contrainte impliquant qu’une
batterie ne peut être en charge et en décharge au cours d’une période. Nous
verrons par la suite que notre modèle prend cette contrainte en compte de
façon implicite.
Contraintes sur le nombre d’équipements : le parc étant de dimension finie les
nombres d’éoliennes et de panneaux solaires que l’on peut installer sont bornés.
Nous limitons également le nombre de batteries que l’on peut installer.
— xs ≤ N smax (6)
— xw ≤ Nwmax (7)
— xb ≤ N bmax (8)
On obtient une formulation mathématique de notre problème :
P0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,e
Csxs + Cwxw + Cbxb + Cg
T∑
t=1
egt
Est x
s + Ewt x
w + egt +
xb∑
β=1
(−einβt + γe
out
βt ) ≥ D¯t, t = 1, ..., T, (1)
0 ≤ einβt ≤ E
in, t = 1, ..., T, β = 1, ..., xb (2)
0 ≤ eoutβt ≤ E
out, t = 1, ..., T, β = 1, ..., xb (3)
ebβt = e
b
β(t−1) − e
out
βt + e
in
βt, t = 1, ..., T, β = 1, ..., x
b (4)
ebβ0 = E
bat
0
0 ≤ ebβt ≤ K, t = 1, ..., T, β = 1, ..., x
b (5)
xb ≤ N bmax, (6)
xs ≤ N smax, (7)
xw ≤ Nwmax, (8)
xb, xw, xs ∈ N, (9)
einβt, e
out
βt , e
b
βt, e
g
t ∈ R+, t = 1, ..., T, β = 1, ..., x
b (10)
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Si P0 est bien une formulation mathématique du problème, elle est en pra-
tique inutilisable pour le résoudre. En effet P0 n’est pas écrit sous la forme d’un
programme mathématique, le nombre de contraintes de P0 étant lui même une
variable. Pour nous ramener à la résolution d’un programme linéaire, LP défini ci-
dessous, nous allons prouver que tout se passe comme si le système ne comportait
qu’une seule batterie dont la taille est une variable.
LP
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,e
Csxs + Cwxw + Cbxb + Cg
T∑
t=1
egt
Est x
s + Ewt x
w − eint + e
g
t + γe
out
t ≥ D¯t, t = 1, ..., T (1)
0 ≤ eint ≤ x
bEin, t = 1, ..., T (2)
0 ≤ eoutt ≤ x
bEout, t = 1, ..., T (3)
ebt = e
b
t−1 − e
out
t + e
in
t , t = 1, ..., T (4)
eb0 = E
bat
0
0 ≤ ebt ≤ x
bK, t = 1, ..., T (5)
xb ≤ N bmax, (6)
xs ≤ N smax, (7)
xw ≤ Nwmax, (8)
xb, xs, xw ∈ N, (9)
eint , e
out
t , e
b
t , e
g
t ∈ R+, t = 1, ..., T (10)
Pour cela, nous allons montrer qu’il existe une solution optimale pour laquelle les
batteries ont toutes le même comportement à chaque période t. C’est à dire que si
une batterie est en charge (respectivement décharge) aucune autre ne peut être en
décharge ( respectivement charge).
Proposition 18. Il existe une solution optimale (x, eβ)β=1,...,xb de P0 telle que :
einβt.e
out
βt = 0, t = 1, ..., T, β = 1, ..., x
b.
Démonstration. Soit un vecteur (x, eβ)β=1,...,xb de P0 optimal.
Supposons qu’il existe τ et β1 tel que einβ1τ > 0 et e
out
β1τ
> 0. Alors, il existe ǫ > 0
tel que einβ1τ − ǫ > 0 et e
out
β1τ
− ǫ > 0.
On définit le vecteur eǫ par :
eǫβ1t = eβ1t, ∀t < τ, ∀t > τ, e
ǫ,in
β1τ
= einβ1τ−ǫ, e
ǫ,out
β1τ
= eoutβ1τ−ǫ, e
ǫ,aux
τ = max(e
g
τ−ǫ(1−γ), 0),
et eǫβ = eβ pour tout β 6= β1.
Alors (eǫ)β=1,...,xb est un vecteur admissible car :
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— simax(egτ − ǫ(1− γ), 0) = e
g
τ − ǫ(1− γ), alors
eǫ,auxτ +
xb∑
β=1
(−eǫ,inβτ + γe
ǫ,out
βτ ) = e
g
τ − ǫ(1− γ) +
xb∑
β=1
(−einβτ + γe
out
βτ ) + ǫ(1− γ)
= egτ +
xb∑
β=1
(−einβτ + γe
out
βτ ) ≥ D¯τ ,
— simax(egτ − ǫ(1− γ), 0) = 0, alors
eǫ,auxτ +
xb∑
β=1
(−eǫ,inβτ + γe
ǫ,out
βτ ) = 0 +
xb∑
β=1
(−einβτ + γe
out
βτ ) + ǫ(1− γ)
≥
xb∑
β=1
(−einβτ + γe
out
βτ ) + e
g
τ ≥ D¯τ .
Donc dans tous les cas,
eǫ,auxτ +
xb∑
β=1
(−eǫ,inβτ + γe
ǫ,out
βτ ) ≥ e
g
τ +
xb∑
β=1
(−einβτ + γe
out
βτ ) ≥ D¯τ .
De plus, le stock de la batterie à la fin de la période τ est inchangé donc les autres
contraintes sont inchangées.
En outre eǫ,auxτ ≤ e
g
τ . La solution (e
ǫ)β est donc au moins aussi bonne que (e)β.
Cette propriété implique non seulement qu’une batterie donnée n’est pas si-
multanément en charge et en décharge, mais encore qu’aucune batterie n’est en
charge si une autre est en décharge. En effet si ce n’est pas le cas on voit que l’on
peut refaire exactement le même raisonnement en considérant deux batteries β1, β2
telles que : einβ1τ > 0 et e
out
β2τ
> 0. Nous noterons qu’en pratique, il se trouve que
cela correspond avec le fonctionnement réel d’un ensemble de batteries.
Dans la suite nous pouvons donc supposer que tout se passe comme si le sys-
tème comportait une seule batterie dont les caractéristiques sont sa capacité xbK,
son rendement γ, sa charge maximale par période xbEin, sa décharge maximale
par période xbEout, et son prix xbCb.
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P0 est donc équivalent au programme linéaire LP réécrit ci-dessous.
LP
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,e
Csxs + Cwxw + Cbxb + Cg
T∑
t=1
egt
Est x
s + Ewt x
w − eint + e
g
t + γe
out
t ≥ D¯t, t = 1, ..., T (1)
0 ≤ eint ≤ x
bEin, t = 1, ..., T (2)
0 ≤ eoutt ≤ x
bEout, t = 1, ..., T (3)
ebt = e
b
t−1 − e
out
t + e
in
t , t = 1, ..., T (4)
eb0 = E
bat
0
0 ≤ ebt ≤ x
bK, t = 1, ..., T (5)
xb ≤ N bmax, (6)
xs ≤ N smax, (7)
xw ≤ Nwmax, (8)
xb, xs, xw ∈ N, (9)
eint , e
out
t , e
b
t , e
g
t ∈ R+, t = 1, ..., T (10)
où les variables eint , e
out
t représentent respectivement l’énergie totale, chargée dans
les batteries et déchargée des batteries pendant la période t, t = 1, ..., T, et où les
variables ebt représentent le stock total d’énergie présent dans les batteries à l’ins-
tant t.
On note Pe l’ensemble défini par les contraintes (2), (3), (4), (5), (10), rela-
tives aux variables d’exploitation, et Px, l’ensemble défini par (6), (7), (8), (9),
relatives aux variables de décision. LP se réécrit :
LP
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,e
Csxs + Cwxw + Cbxb + Cg
T∑
t=1
egt
Est x
s + Ewt x
w − eint + e
g
t + γe
out
t ≥ D¯t, t = 1, ..., T, (1)
(ein, eout, eb) ∈ Pe, (11)
x ∈ Px
7.2.2 Comportement optimal de la batterie et du générateur
Nous allons montrer maintenant que si xb, xs, xw ont des valeurs fixées, des va-
leurs optimales des variables d’exploitation (ein, eout, eg) se déduisent simplement
à partir du problème d’optimisation LP . Nous montrons que, à coût Cg constant
(ou décroissant), le comportement du système décrit en section 7.1 est optimal.
C’est à dire que : en cas de surproduction d’énergie, on charge ce qu’on peut dans
la batterie ; en cas de sous-production d’énergie, on utilise d’abord ce qui est sto-
cké dans la batterie pour répondre au manque avant d’utiliser le générateur. Soit
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xs = x˜s, xw = x˜w, xb = x˜b fixés et soit E˜t = Est x˜
s + Ewt x˜
w, l’énergie solaire et
éolienne fournie au cours de la période t.
Proposition 19. Une solution optimale de LP (x˜b, x˜s, x˜w) est obtenue en fixant e
de la façon suivante :
Pour tout t = 1, ..., T :
— si E˜t ≥ D¯t alors
eint = min(E˜t − D¯t, x˜
bEin, x˜bK − ebt−1)
eoutt = 0
egt = 0.
— si E˜t < D¯t alors
eint = 0
eoutt = min
(
D¯t − E˜t
γ
, x˜bEout, ebt−1
)
,
egt = D¯t − E˜t − γe
out
t .
Démonstration. Pour deux vecteurs u et v, nous noterons ici que u < v si et seule-
ment si u ≤ v et si il existe au moins un indice i tel que ui < vi.
Notons e˜ le vecteur e défini ci-dessus, on voit que e˜ est un vecteur admissible de
LP , qui correspond au fonctionnement décrit dans la section 7.1. En effet, lorsque
E˜t ≥ D¯t, alors la quantité d’énergie que l’on peut charger dans la batterie pendant
la période t est limitée par : la quantité d’énergie en surplus, la charge maximale de
la batterie au cours d’une période, et la capacité de la batterie. Ce qui correspond
bien à l’expression de eint donné. Lorsque E˜t < D¯t nous avons de même que la
quantité d’énergie que l’on peut décharger de la batterie pendant la période t est
limitée par : la quantité nécessaire pour combler le manque : D¯t−E˜tγ (puisque l’on
décharge en fait γeoutt ), la quantité maximale d’énergie que l’on peut décharger de
la batterie au cours d’une période, et le stock d’énergie dans batterie au temps t−1.
Soit e quelconque admissible pour LP (x˜b, x˜s, x˜w).
— Considérons les instants t où E˜t ≥ D¯t alors, l’excès d’énergie produite
par les éoliennes et les panneaux solaires est utilisé pour charger le maxi-
mum d’énergie possible dans la batterie. En effet, si ce n’est pas le cas, une
partie de cette énergie est perdue, ce qui ne peut pas donner une meilleure
solution.
— on considère maintenant les instants t où E˜t < D¯t, Le vecteur e solu-
tion doit vérifier E˜t− eint + γe
out
t + e
g
t = D¯t. Nous avons déjà montré que
eint e
out
t = 0 pour tout t.Montrons qu’une solution e¯ qui vérifie e¯
out < e˜out,
n’est jamais optimale, c’est à dire qu’il n’est jamais intéressant d’utiliser le
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générateur si la batterie n’est pas vide (car le coût est constant ou décrois-
sant).
Soit τ, la première période telle que e¯outτ < e˜
out
τ = min
(
D¯τ−E˜τ
γ , x˜
bEout, ebτ−1
)
.
Le stock de la batterie à la date τ + 1 est alors
e¯bτ+1 = e˜
b
τ+1 + (e˜
out
τ − e¯
out
τ ).
Dans le meilleur des cas, la batterie pourra utiliser ce surplus d’énergie en
entier au cours des périodes t ≥ τ + 1, ce qui se traduira par un gain en
énergie auxiliaire de −γ(e˜outτ − e¯
out
τ ), au cours des périodes t ≥ τ + 1 :∑T
t=τ+1 e¯
g
t ≥
∑T
t=τ+1 e˜
g
t − γ(e˜
out
τ − e¯
out
τ ) .
Cependant au cours de la période τ , e¯outτ < e˜
out
τ implique que
e¯auxτ = e˜
aux
τ + γ(e˜
out
τ − e¯
out
τ ).
Étant donné que le coût en énergie auxiliaire Cg est constant, on prouve
que la solution e = e¯ est dans le meilleur des cas équivalente à la solution
e = e˜.
Nous avons donc montré que lorsque xb, xs, xw ont des valeurs fixées, il était
possible de trouver le vecteur (e) optimal en temps linéaire.
7.2.3 Complexité
Dans le problème précédent, modélisé par le programme LP , il y a deux
sources d’énergie renouvelable ainsi qu’une batterie et un générateur. Il est fa-
cile de généraliser ce modèle au cas où il y a non plus deux, mais n sources
d’énergie renouvelable. Il s’agit alors de trouver le nombre optimal d’équipement
de chaque source d’énergie à installer pour répondre à la demande au moindre
coût. Nous notons LPgen le programme mathématique généralisé qui en résulte.
Nous supposons qu’un élément de la source i, coûte Ci et produit une quan-
tité Eit d’énergie pendant la période t, t = 1, ..., T . La fonction objectif devient∑n
i=1C
ixi + Cbxb + Cg
∑T
t=1 e
g
t . Les contraintes (1) s’écrivent
∑n
i=1E
i
tx
i −
eint +γe
out
t +e
g
t ≥ D¯t, t = 1, ..., T et les contraintes (6)− (8) sont remplacées par
xi ≤ N imax, i = 1, ..., n. Les contraintes (2)− (5), (9) et (10) sont inchangées.
Nous prouvons maintenant que LPgen est NP-difficile. Il n’existe donc pas
d’algorithme polynomial permettant de résoudre LPgen, à moins que P = NP.
Proposition 20. LPgen appartient à la classe des problèmes NP-difficiles.
Démonstration. Nous montrons que le problème de sac à dos bornéBKP se réduit
à LPgen. Soit DBKP, le problème de décision associé à BKP :
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(DBKP )


Donné : n, a1, a2, ..., an+1, c1, c2, ..cn+1, u1, u2, ..., un+1, b, V dans N
Question : Existe-t-il (y1, ..., yn+1) ∈ Nn+1 tel que∑n+1
i=1 a
iyi ≥ V,
∑n+1
i=1 c
iyi ≤ b et yi ≤ ui, i = 1, ..., n+ 1.
Nous définissons maintenantDLPgen, le problème de décision associé àLPgen :
(DLPgen)


Donné : n, T,W,Cb, Cg, Ein, Eout, eb0, γ,K,N
b
max, D¯t, C
i, Eit , N
i
max,
t = 1, ..., T, i = 1, ..., n.
Question : Existe-t-il un vecteur (x1, ..., xn) ∈ Nn, un entier xb, et
des réels positifs eint , e
out
t , e
b
t , e
g
t , t = 1, ..., T, vérifiant les
contraintes de LPgen et tels que la valeur de la fonction objectif
soit inférieure ou égale àW?
A partir d’une instance deDBKP , nous construisons une instance deDLPgen :
T = 1 ; il y a n sources d’énergie, Ci = ci, Ei1 = ai et N
i
max = ui pour i =
1, ..., n ;Cb = cn+1,K = an+1,N bmax = un+1,E
in = Eout = eb0 = an+1,γ = 1 ;
Cg = 2b ; D¯1 = V ;W = b. Remarquons que nous pouvons alors fixer ein1 = 0 et
eout1 = an+1x
b, ce qui implique que eb1 = 0, d’après la contrainte (4) (En effet le
problème n’ayant qu’une seule période, on peut toujours, sans perte de généralité,
décharger la batterie au maximum pendant la première et unique période).
Nous devons maintenant prouver qu’il existe une solution à DBKP si et et
seulement si il existe (x1, ..., xn) ∈ Nn, xb ∈ N, ein1 , e
out
1 , e
b
1, e
g
1 ∈ R+ tels que
les contraintes suivantes soient vérifiées :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n∑
i=1
cix
i + cn+1x
b + 2beg1 ≤ b (∗∗)
n∑
i=1
aix
i + an+1x
b + eg1 ≥ V (∗)
xi ≤ ui, i = 1, ..., n
xb ≤ un+1
xb, xi(i = 1, ..., n) ∈ N, eg1 ∈ R+ .
Soit y1, y2, ..., yn+1 une solution de DBKP . Clairement, en posant xi = yi
pour tout i = 1, ..., n, xb = yn+1 et e
g
1 = 0, nous obtenons une solution de
DLPgen.
Réciproquement, soit ((xi)1≤i≤n, xb, e
g
1) une solution deDLPgen, i.e. de l’en-
semble de contraintes ci-dessus. D’après la contrainte (*),
∑n
i=1 aix
i + an+1x
b ≥
V − eg1 et, d’après (**), e
g
1 ≤ 1/2 ; ainsi, nous avons
∑n
i=1 aix
i + an+1x
b ≥
V − 1/2. Or, puisque
∑n
i=1 aix
i + an+1x
b et V sont des entiers, nous obtenons :∑n
i=1 aix
i + an+1x
b ≥ V . Ainsi, le vecteur y défini par yi = xi pour i = 1, ..., n,
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yn+1 = x
b est une solution de DBKP , et les deux problèmes sont bien équiva-
lents.
Puisque DBKP est NP-complet (c.f. [19]), nous avons bien prouvé que le
problème de décision, DLPgen, associé au problème généralisé LPgen, est aussi
NP-complet.
7.3 Résolution du problème robuste
Supposons maintenant que certaines données du problème soient incertaines.
Par souci de clarté, nous supposons d’abord, comme dans la partie I, que l’incer-
titude ne concerne que la demande à chaque période, Dt, qui peut varier dans un
ensemble borné D. Rappelons que notre objectif robuste est de trouver une solu-
tion réalisable (x, e) qui minimise le coût total induit par le pire scénarioD associé
à x. Le problème robuste s’écrit :
PR
∣∣∣∣∣∣∣∣∣∣∣∣
min
x∈Px
Csxs + Cwxw + Cbxb
+max
D∈D
min
e∈Pe
Cg
T∑
t=1
egt
Est x
s + Ewt x
w − eint + γe
out
t + e
g
t ≥ Dt t = 1, ..., T
Nous supposerons à partir de maintenant que le stock initial d’énergie dans la bat-
terie est nul.
Les variables x sont les variables de décision et les variables e sont celles de
recours. Pour tout x réalisable, le programme de recours R(x) s’écrit :
R(x)
∣∣∣∣∣∣∣
max
d∈D
min
e∈Pe
Cg
T∑
t=1
egt
Est x
s + Ewt x
w − eint + γe
out
t + e
g
t ≥ Dt t = 1, ..., T
Comme dans la partie I, nous définissons :
D = {D ∈ RT+ : Dt = D¯t + δt∆t,
T∑
t=1
δt ≤ δ¯, 0 ≤ δt ≤ 1, ∀t = 1, ..., T},
où D¯t,∆t et δ¯ sont donnés. Ainsi, Dt peut varier entre D¯t et D¯t + ∆t, pour
t = 1, ..., T . ∆t est égal à la variation maximale de Dt, δt représente l’incerti-
tude surDt, et δ¯ borne la somme totale des variations deD. Si δ¯ ≥ T , alors quelle
que soit la valeur de x, le scénario extrême associé sera Dt = D¯t + ∆t pour tout
t ; si δ¯ = 0 alors il n’y a qu’un seul scénario : Dt = D¯t pour tout t ; ainsi δ¯ est à
choisir entre 0 et T. Nous renvoyons le lecteur à la section 6.1 pour plus de préci-
sions sur le choix de δ¯.
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Soit x ∈ Px etD ∈ D, nous définissons, de la même façon qu’en section 3.1.1,
le programme linéaire suivant :
R(x,D)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
e∈Pe
Cg
T∑
t=1
egt
− eint + γe
out
t + e
g
t ≥ Dt − E
w
t x
w − Est x
s, t = 1..T (1)
0 ≤ eint ≤ x
bEin, t = 1, ..., T (2)
0 ≤ eoutt ≤ x
bEout, t = 1, ..., T (3)
ebt = e
b
t−1 − e
out
t + e
in
t , t = 1, ..., T (4)
eb0 = 0
0 ≤ ebt ≤ x
bK, t = 1, ..., T (5)
eint , e
out
t , e
b
t , e
g
t ∈ R+, t = 1, ..., T (10)
dont le dual, DR(x,D) s’écrit :
DR(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
α,β,λ,µ,π
T∑
t=1
[(Dt −Et)λt − x
bEinαt − x
bEoutβt −x
bKπt]
s.c. λt ≤ C
g, t = 1, ..., T (13)
− λt − αt + µt ≤ 0, t = 1, ..., T (14)
γλt − βt − µt ≤ 0, t = 1, ..., T (15)
µt+1 − µt − πt ≤ 0, t = 1, ..., T (16)
αt, βt, λt, µt, πt ≥ 0 t = 1, ..., T (17)
Soient les variables duales, λ, α, β, µ, π associées respectivement aux contraintes
(1), (2), (3), (4), (5). Nous suivons alors l’approche développée dans la section
3.2, c’est à dire, dualiser R(x,D) afin de transformer R(x) en un problème qua-
dratique DR(x) tel que v(DR(x)) = v(R(x)) :
DR(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
α,β,δ,λ,µ,π
T∑
t=1
[(D¯t + δt∆t − Et)λt − x
bEinαt− x
bEoutβt − x
bKπt]
s.c. λt ≤ C
g, t = 1, ..., T (13)
− λt − αt + µt ≤ 0, t = 1, ..., T (14)
γλt − βt − µt ≤ 0, t = 1, ..., T (15)
µt+1 − µt − πt ≤ 0, t = 1, ..., T (16)
T∑
t=1
δt ≤ δ¯ (18)
δt ∈ {0, 1}, t = 1, ..., T (19)
αt, βt, λt, µt, πt ≥ 0 t = 1, ..., T (17)
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Où Et = Est x
s + Ewt x
w et où selon la proposition 2, 0 ≤ δt ≤ 1 est remplacé par
δt ∈ {0, 1}. Nous linéarisons ensuite DR(x) en remplaçant les produits δtλt par
les variables νt. Nous obtenons alors le programme linéaire mixte suivant :
LDR(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max
α,β,δ,λ,µ,ν,π
T∑
t=1
[(D¯t −Et)λt − x
bEinαt − x
bEoutβt− x
bKπt +∆tνt]
s.c. λt ≤ C
g, t = 1, ..., T (13)
− λt − αt + µt ≤ 0, t = 1, ..., T (14)
γλt − βt − µt ≤ 0, t = 1, ..., T (15)
µt+1 − µt − πt ≤ 0, t = 1, ..., T (16)
T∑
t=1
δt ≤ δ¯ (18)
δt ∈ {0, 1}, t = 1, ..., T (19)
νt ≤ C
gδt, t = 1, ..., T (20)
νt ≤ λt, t = 1, ..., T (21)
α, β, λ, µ, ν, π ≥ 0 (17)
Soit PQ le polyèdre défini par les contraintes (13), ..., (21) de LDR(x) où
nous avons remplacé (19) par 0 ≤ δt ≤ 1, et soit (PQ)I = conv(PQ ∩ {δ ∈
{0, 1}T }), l’enveloppe convexe des solutions admissibles de LDR(x). Cette en-
veloppe convexe ne dépend pas de x et, (PQ)I étant un polyèdre, nous pouvons
réécrire le problème robuste PR en le programme linéaire suivant :
PROB
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,z
Csxs + Cwxw + Cbxb + z
s.c. z ≥
T∑
t=1
[(D¯t − E
s
t x
s − Ewt x
w)λst − x
bEinαst
− xbEoutβst − x
bKπst +∆tν
s
t ], s = 1...S.
xb ≤ N bmax,
xs ≤ N smax,
xw ≤ Nwmax,
z ≥ 0, xb, xw, xs ∈ N
où S = |S| et S = {(αs, βs, λs, µs, νs, πs)1≤s≤S} est l’ensemble des points ex-
trêmes de (PQ)I .
Nous pouvons alors résoudre PROB par l’algorithme 4, de génération de
contraintes, qui correspondant à l’algorithme 1 de la section 3.2, réécrit pour notre
modèle.
Comme dans la section 3.4, nous pouvons généraliser nos résultats au cas où
l’énergie, produite par une éolienne ou un panneau solaire à chaque période t, est
incertaine. Nous définissons alors les ensembles Ew et Es comme :
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Algorithm 4 Algorithme de génération de contrainte pour résoudre PR
1 : (α0, β0, λ0, µ0, ν0, π0) = 0. Définir L← −∞, U ← +∞, k ← 1.
2 : Résoudre le problème maitre :
PROBk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
min
x,z
Csxs + Cwxw + Cbxb + z
s.c. z ≥
T∑
t=1
[(D¯t − E
s
t x
s − Ewt x
w)λst − x
bEinαst
− xbEoutβst − x
bKπst +∆tν
s
t ], 0 ≤ s ≤ k − 1.
xb ≤ N bmax,
xs ≤ N smax,
xw ≤ Nwmax,
z ≥ 0, xb, xw, xs ∈ N.
Soit (xk, zk) la solution obtenue.
L← (Cb, Cs, Cw).xk + zk.
3 : Résoudre LDR(xk). Soit (λk, δk, νk) la solution optimale.
U ← min{U, (Cb, Cs, Cw).xk + v(DR(xk))}.
si U = L, alors retourner (xk, zk) sinon aller à 4.
4 : Ajouter la contrainte
z ≥
T∑
t=1
(d¯t − (Ax)t)λ
k
t +∆tν
k
t ,
au problème maitre PROBk, k ← k + 1 et aller en 2.
E
s = {Es : Est = E¯
s
t − φtΦt,
T∑
t=1
φt ≤ φ¯, 0 ≤ φt ≤ 1, ∀t = 1, ..., T}.
E
w = {Ew : Ewt = E¯
w
t − ωtΩt,
T∑
t=1
ωt ≤ ω¯, 0 ≤ ωt ≤ 1, ∀t = 1, ..., T}.
7.4 Résultats numériques
Dans cette section, nous appliquons notre méthode pour optimiser un réseau
de production d’électricité, isolé dans le Montana, USA. Nous utilisons ici des ins-
tances réelles présentées dans [4].
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Les tests ont été réalisé sur un Bi-pro. Intel Nehalem XEON 5570 à 2.93 GHz
ayant 24 Go de RAM.
Le système est composé d’éoliennes de type BWC XL.1, ayant une puissance no-
minale de 1.24 kW ; de panneaux solaires de taille 1000 kW et de batteries Trojan
L16P. En Table 7.1, nous donnons les principales valeurs des paramètres du sys-
tèmes. Le nombre T de périodes est égale 8760, ce qui correspond au nombre
d’heures dans une année. Les coûts unitaires, Cw, Cs et Cb sont calculés de la
manière suivante : coût d’achatdurée de vie + coût annuel d’entretien. Le niveau d’incertitude
∆t sur la demande à la période t, est égal à dix pour cent de la demande moyenne
à la période t. Les bornes sur le nombre d’éoliennes, de panneaux solaires et de
batteries sont toutes égales à 500. Les autres données sont directement extraites de
[4]. Nous ne rappelons pas non plus les 8760 valeurs moyennes de la demande et
de la production d’énergie éolienne et solaire.
Nous étudions deux cas ; dans le premier, l’incertitude ne concerne que la demande.
Dans le second, l’incertitude porte aussi sur la production d’énergie éolienne et so-
laire. Supposons en premier lieu que l’incertitude ne concerne que la demande.
Cw Cs Cb Cg K γ Ein Eout N smax, N
w
max, N
b
max
295.0$ 280.0$ 26.0$ 3.9$ 2.16 0.85 0.11 2.16 500
TABLE 7.1 – Données principales
Sept valeurs de δ¯ sont testées, les résultats sont donnés en Table 7.2.
Pour chaque valeur de δ¯, nous donnons le nombre optimal d’éoliennes, de pan-
neaux solaires, et d’éléments dans la batterie. Nous donnons aussi la valeur opti-
male du programme robuste.
δ¯ (T = 8760)
0 100 500 700 850 1000 8760
xw 45 46 48 48 48 48 48
xs 64 65 67 67 67 67 67
xb 467 470 499 499 499 499 499
Coût (en $) 49874.5 51564 54540.3 54901.9 54901.9 54901.9 54901.9
TABLE 7.2 – Nombre d’équipements et coût robuste du parc en fonction du niveau
d’incertitude δ¯.
Comme attendu, la valeur optimale du problème robuste est une fonction stric-
tement croissante de δ¯ jusqu’à un certain seuil (ici 700), seuil qui est lui même une
fonction croissante de la demande D. En effet, la valeur optimale du programme
robuste est bien une fonction croissante du niveau d’incertitude, puisque toute so-
lution du problème, lorsque δ¯ = δˆ, permet aussi de répondre à toute demande
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lorsque δ¯ < δˆ. De plus, une fois que la taille du parc est suffisante pour couvrir la
demande sur un ensemble de périodes critiques, alors la taille du parc est suffisante
pour couvrir la demande sur toutes les périodes. Ainsi le coût reste constant une
fois que δ¯ est suffisamment grand pour que cet ensemble de périodes critiques soit
couvert par la production d’énergie éolienne et solaire.
Pour les temps de calcul, nous renvoyons le lecteur à la section 8.2
Nous revenons maintenant au cas général, où l’incertitude peut intervenir aussi
bien dans la demande que dans la production d’énergie éolienne et solaire. Dans
la Table 7.3, nous donnons les résultats de l’algorithme de génération de colonnes,
ainsi que le nombre d’itérations, pour différentes valeurs de (δ¯, φ¯, ω¯).
# itérations xw xs xb Coût
δ¯ = 0, φ¯ = 500, ω¯ = 0 27 49 69 476 51844.3
δ¯ = 0, φ¯ = 0, ω¯ = 500 27 48 66 465 51348.4
δ¯ = 8760, φ¯ = 0, ω¯ = 0 26 49 72 499 54901.9
δ¯ = 0, φ¯ = 8760, ω¯ = 0 30 48 71 456 51852.0
δ¯ = 0, φ¯ = 0, ω¯ = 8760 29 51 64 469 51438.2
δ¯ = 0, φ¯ = 8760, ω¯ = 8760 26 50 71 471 53362.7
δ¯ = 100, φ¯ = 100, ω¯ = 100 29 47 67 468 53743
δ¯ = 500, φ¯ = 500, ω¯ = 500 28 49 74 500 58182.6
TABLE 7.3 – Nombre d’équipements et coût robuste du parc en fonction des ni-
veaux d’incertitudes δ¯, φ¯ et ω¯
Comme précédemment, la valeur optimale du programme de recours est une
fonction strictement croissante de δ¯, φ¯ et ω¯, jusqu’à un certain seuil. De plus, nous
remarquons que l’influence combinée des différentes incertitudes sur le coût de la
solution robuste est supérieure à l’influence de ces incertitudes, prises séparément.
En effet, une fois que les δ¯ périodes critiques concernant l’incertitude sur la de-
mande sont fixées, une augmentation de φ et de ω induira un coût supplémentaire
sur les δ¯ périodes critiques précédentes.
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Chapitre 8
Résolution du problème de
recours en temps polynomial
Dans les chapitres précédents, nous avons vu deux méthodes pour résoudre le
problème de recours R(x) : En section 3.2, le problème de recours est reformulé
un programme linéaire mixte avec des variables 0 − 1; en section 5.2, l’optimum
du programme de recours est trouvé en résolvant un programme linéaire en chaque
point extrême du polyèdre des incertitudesD. Cependant, le programme de recours
étant NP-difficile (c.f. [29]), il n’existe pas d’algorithme polynomial permettant de
résoudre le problème de recours dans le cas général. Dans ce chapitre, nous mon-
trons que le problème de recours associé à notre problème de conception de parc
hybride, peut se résoudre en temps polynomial en utilisant un algorithme de pro-
grammation dynamique. Après avoir présenté l’algorithme en section 8.1, nous
comparerons les temps de résolution du problème robuste, avec ou sans l’algo-
rithme de programmation dynamique.
8.1 L’algorithme de programmation dynamique
Le principe de l’algorithme est le suivant : à chaque étape, nous résolvons un
problème de recours "tronqué", Rx(τ, ζ, β), défini sur les (T − τ + 1) dernières
périodes (τ ∈ {1, ..., T}), c’est à dire défini de τ − 1 à T. β = ebτ−1, est le stock
de la batterie au temps τ − 1, et ζ, (ζ ∈ N, ζ ≤ δ¯) borne la somme des variations
de la demande sur ces (T − τ + 1) dernières périodes. Nous pouvons formuler
Rx(τ, ζ, β) en le programme mathématique suivant :
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Rx(τ, ζ, β)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
max∑T
t=τ
δt≤ζ
0≤δt≤1, t=τ,...,T
min
e
Cg
T∑
t=τ
egt
− eint + γe
out
t + e
g
t ≥ Dt −E
s
t x
s − Ewt x
w, t = τ, ..., T (1)
eint ≤ E
in, t = τ, ..., T (2)
eoutt ≤ E
out, t = τ, ..., T (3)
ebt ≤ K, t = τ, ..., T e
b
τ−1 = β (5)
ebt = e
b
t−1 − e
out
t + e
in
t , t = τ, ..., T (4)
eint , e
out
t , e
b
t , e
g
t ∈ R+, t = τ, ..., T (10)
où nous avons supposé, sans perte de généralité, que xb = 1. Remarquons que
(τ, ζ, β) représente "l’état actuel" du processus de décision et queR(x) = Rx(1, δ¯, 0).
Par souci de clarté, nous utilisons les notations suivantes : E¯t = D¯t − Est x
s −
Ewt x
w, Et = Dt−E
s
t x
s−Ewt x
w = E¯t+δt∆t, et v(τ, ζ, β) = v(Rx(τ, ζ, β)). Soit
f(Eτ , β) = e
b
τ , l’énergie chargée dans la batterie au temps τ, et soit g(Eτ , β) = e
g
τ ,
l’énergie fournie par le générateur durant la période τ, lorsque β est le stock de la
batterie au temps τ − 1. D’après la proposition 19, pour tout t = 1, ..., T, nous
avons
f(Et, β) = max
(
β −
Et
γ
, β − Eout, 0
)
g(Et, β) = Et − γmin
(
β,Eout,
Et
γ
)


si Et ≥ 0
f(Et, β) = min
(
β − Et, β + E
in,K
)
g(Et, β) = 0

 si Et < 0
La relation de récurrence vérifiée par v(τ, ζ, β) pour tout τ < T et tout ζ > 0
s’écrit alors :
v(τ, ζ, β) = max
0≤δτ≤1
(Cgg(E¯τ + δτ∆τ , β) + v(τ + 1, ζ − δτ , f(E¯τ + δτ∆τ , β))),
où v(τ, 0, β) = Cgg(E¯τ , β) + v(τ + 1, 0, f(E¯τ , β)) et
v(T, ζ, β) = Cgg(E¯T +min(ζ, 1)∆T , β).
D’après la proposition 2 de la section 3.2, il existe une solution du problème de
recours telle que δt ∈ {0, 1} pour tout t. Ainsi nous avons :
v(τ, ζ, β) = max(Cgg(E¯τ , β) + v(τ + 1, ζ, f(E¯τ , β)),
Cgg(E¯τ +∆τ , β) + v(τ + 1, ζ − 1, f(E¯τ +∆τ , β)))
(8.1)
Nous allons maintenant étudier v(τ, ζ, β) en tant que fonction de β. Plus pré-
cisément, nous allons montrer que v(τ, ζ, β) est une fonction linéaire décroissante
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de β, sur un intervalle [0;B], puis constante sur [B;K]. Nous étudions d’abord
deux cas : ζ = 0 et ζ = T − τ + 1.
Proposition 21. Si ζ = 0 ou ζ = T−τ+1, alors pour τ ∈ {1, ...T} et β ∈ [0,K],
nous avons :
v(τ, ζ, β) = C − γCgmin(β,B),
où B = v(τ,ζ,0)−v(τ,ζ,K)γCg et C = v(τ, ζ, 0).
Démonstration. Dans les deux cas, on se ramène à un problème sans incertitudes :
si ζ = 0 (respectivement T − τ + 1), alors δt = 0 (respectivement 1) pour tout
t = τ, ..., T. Supposons d’abord que ζ = 0 ; nous montrons maintenant que pour
chaque τ ∈ {1, ..., T}, il existe deux constantes B et C telles que :
v(τ, 0, β) = C − γCgmin(β,B), (8.2)
Nous vérifierons alors les expressions deB et C. D’après 8.1, nous avons que pour
tout τ < T :
v(τ, 0, β) = Cgg(E¯τ , β) + v(τ + 1, 0, f(E¯τ , β)).
Nous procédons alors par récurrence de T à 1.
— Étape 1 : τ = T, v(T, 0, β) = Cgg(E¯T , β).
Si E¯T < 0, alors v(T, 0, β) = 0 (B1 = 0, C1 = 0).
Sinon v(T, 0, β) = CgE¯T−γCgmin
(
β,Eout, E¯Tγ
)
(B′1 = min
(
Eout, E¯Tγ
)
,
C ′1 = C
gE¯T . )
— Étape 2 : τ = τ¯ + 1.
Supposons qu’il existe B2 ≥ 0 et C2 ≥ 0 tels que
v(τ¯ + 1, 0, β) = C2 − γC
gmin(β,B2).
— Étape 3 : τ = τ¯ ,
v(τ¯ , 0, β) = Cgg(E¯τ¯ , β) + C2 − γC
gmin(f(E¯τ¯ , β), B2).
— Si E¯τ¯ ≥ 0, nous avons :
v(τ¯ , 0, β) = CgE¯τ¯ − γC
gmin
(
β,Eout,
E¯τ¯
γ
)
+ C2 − γC
gmin
(
max
(
β −
E¯τ¯
γ
, β − Eout, 0
)
, B2
)
= (CgE¯τ¯ + C2)
− γCg
(
min
(
β,Eout,
E¯τ¯
γ
)
+min
(
max
(
β −
E¯τ¯
γ
, β − Eout, 0
)
, B2
))
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En considérant les trois cas β ≤ min
(
Eout, E¯τ¯γ
)
,
min
(
Eout, E¯τ¯γ
)
< β ≤ B2+min
(
Eout, E¯τ¯γ
)
, etB2+min
(
Eout, E¯τ¯γ
)
<
β, on vérifie facilement que :
v(τ¯ , 0, β) = (CgE¯τ¯ + C2)− γC
gmin
(
β,B2 +min
(
Eout,
E¯τ¯
γ
))
= C3 − γC
gmin(β,B3)
oùB3 = min
(
B2 +min
(
Eout, E¯τ¯γ
)
,K
)
(nous pouvons choisirB3 ≤
K puisque β ≤ K), et C3 = (CgE¯τ¯ + C2).
— Si E¯τ¯ < 0, alors :
v(τ¯ , 0, β) = 0 + C2 − γC
gmin
(
min(β − E¯τ¯ , β + E
in,K), B2
)
= C2 − γC
gmin(β − E¯τ¯ , β + E
in,K,B2)
= C2 − γC
gmin(β +min(−E¯τ¯ , E
in),min(K,B2))
= (C2 − γC
gmin(−E¯τ¯ , E
in))− γCg(β,min(K,B2)−min(−E¯τ¯ , E
in))
= C ′3 − γC
gmin(β,B′3)
où


B′3 = min(K,B2)−min(−E¯τ¯ , E
in) et C ′3 = C2 − γC
gmin(−E¯τ¯ , E
in)
si min(K,B2) ≥ min(−E¯τ¯ , Ein)
B′3 = 0 et
C ′3 = C2 − γC
gmin(−E¯τ¯ , E
in)− γCg(min(K,B2)−min(−E¯τ¯ , E
in))
si min(K,B2) < min(−E¯τ¯ , Ein)
Vérifions maintenant les expressions de B et C. En prenant β = 0 dans 8.2, on
obtient C = v(τ¯ , 0, 0). De plus, v(τ¯ , 0, B) = v(τ¯ , 0, 0)− γCgB = v(τ¯ , 0,K), et
nous obtenons alors
B =
v(τ¯ , 0, 0)− v(τ¯ , 0,K)
γCg
.
La preuve lorsque ζ = T − τ + 1 est identique.
Nous montrons maintenant que la proposition 21 est en fait vraie pour n’im-
porte quelle valeur de (τ, ζ).
Proposition 22. Pour tout τ, 1 ≤ τ ≤ T et tout ζ, 0 ≤ ζ ≤ δ¯, il existe B ≥ 0 et
C ≥ 0 tels que
v(τ, ζ, β) = C − γC
gmin(β,B),
pour tout β dans [0,K].
Démonstration. Nous le démontrons par récurrence sur (τ, ζ).
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O
× β
v(τ, 0, β)
v(τ, 0, 0)×
v(τ, 0, B)
×
B
×
v(τ, 0, β) =
v(τ, 0, 0)−
γC g
β
v(τ, 0,K)
×
K
×
FIGURE 8.1 – Représentation de la fonction v(τ, ζ, B), lorsque ζ = 0 ou ζ =
T − τ + 1
— Étape 1 : D’après la proposition 21, la proposition est vraie pour tout τ
lorsque ζ = 0 ou ζ = T − τ + 1 (c.a.d. pour (τ, ζ) ∈ {(T, 0), (T −
1, 0), ..., (1, 0), (T, 1), (T − 1, 2), ..., (T − i, i+ 1), ..., (T − δ¯ − 1, δ¯)})
— Étape 2 : supposons la proposition vraie pour (τ+1, ζ¯−1) et pour (τ+1, ζ¯),
nous avons
∀β ∈ [0,K], v(τ + 1, ζ¯ − 1, β) = C2 − γC
gmin(β,B2),
v(τ + 1, ζ¯, β) = C ′2 − γC
gmin(β,B′2),
— Étape 3 : d’après la relation de récurrence 8.1, nous avons :
v(τ, ζ¯, β) = max(Cgg(E¯τ , β) + v(τ + 1, ζ¯, f(E¯τ , β)),
Cgg(E¯τ +∆τ , β) + v(τ + 1, ζ¯ − 1, f(E¯τ +∆τ , β))).
Soit Q = Cgg(E¯τ , β) + v(τ + 1, ζ¯, f(E¯τ , β)).
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— Si E¯τ ≥ 0 :
Q = CgE¯τ − γC
gmin
(
β,Eout,
E¯τ
γ
)
+ C ′2 − γC
gmin
(
max
(
β −
E¯τ
γ
, β − Eout, 0
)
, B′2
)
= (CgE¯τ + C
′
2)
− γCg
[
min
(
β,Eout,
E¯τ
γ
)
+min
(
max
(
β −
E¯τ
γ
, β − Eout, 0
)
, B′2
)]
Comme dans la preuve de la proposition 21, nous obtenons
Q = (CgE¯τ + C
′
2)− γC
gmin
(
β,B′2 +min
(
Eout,
E¯τ
γ
))
= C ′3 − γC
gmin(β,B′3)
où B′3 = min
(
B′2 +min
(
Eout, E¯τγ
)
,K
)
et C ′3 = (C
gE¯τ + C
′
2).
— Si E¯τ < 0, alors :
Q = 0 + C ′2 − γC
gmin
(
min(β − E¯τ , β + E
in,K), B′2
)
= C ′2 − γC
gmin(β − E¯τ , β + E
in,K,B′2)
= C2 − γC
gmin(β +min(−E¯τ , E
in),min(K,B2))
= C ′3 − γC
gmin(β,B′3)
où


B′3 = min(K,B
′
2)−min(−E¯τ , E
in) ete C ′3 = C
′
2 − γC
gmin(−E¯τ , E
in)
si min(K,B′2) ≥ min(−E¯τ , E
in)
B′3 = 0 et C
′
3 = C
′
2 − γC
gmin(−E¯τ , E
in)− γCg(min(K,B′2)−min(−E¯τ , E
in))
si min(K,B′2) < min(−E¯τ , E
in)
SoitR = Cgg(E¯τ+∆τ , β)+v(τ+1, ζ¯−1, f(E¯τ+∆τ , β)). Nous prouvons
de la même manière qu’il existe C3” ≥ 0, et B3” ≥ 0, tels que
R = C3”− γC
gmin(β,B3”).
Ainsi,
v(τ, ζ¯, β) = max(C ′3 − γC
gmin(β,B′3), C3”− γC
gmin(β,B3”)).
En étudiant les quatre cas C ′3 < C”3 et B
′
3 < B”3 ; C
′
3 < C”3 et B
′
3 ≥
B”3 ; C ′3 ≥ C”3 et B
′
3 < B”3 ; C
′
3 ≥ C”3 et B
′
3 ≥ B”3, on vérifie aisé-
ment qu’il existe B3, B3 ∈ [B′3, B”3], tel que :
v(τ, ζ¯, β) = C3 − γC
gmin(β,B3),
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FIGURE 8.2 – Schéma de l’algorithme de programmation dynamique
où C3 = max(C ′3, C”3). Nous terminons cette récurrence en nous référant
au schéma de la figure 8.2. En effet, d’après la proposition 21, la proposi-
tion est vraie pour (τ, ζ) ∈ {(T, 0), (T, 1)}, et il est facile de vérifier que si
la proposition est vraie pour (τ, ζ) ∈ {(τ¯ +1, 0), (τ¯ +1, 1), ..., (τ¯ +1, T −
(τ¯ +1)+ 1)}, alors elle l’est aussi pour (τ, ζ) ∈ {(τ¯ , 0), (τ¯ , 1), ..., (τ¯ , T −
τ¯)} et pour (τ, ζ) = (τ¯ , T − τ¯ + 1), d’après la proposition 21.
Remarquons que la proposition 22 nous permet de calculer facilement v(τ, ζ, β).
En effet, comme dans la preuve de la proposition 21, les deux constantes B et C
sont égales à :
B =
v(τ, ζ, 0)− v(τ, ζ,K)
γCg
C = v(τ, ζ, 0)
Ainsi, chaque fonction v(τ, ζ, β) de β est entièrement déterminée par les valeurs
de v(τ, ζ, 0) et de v(τ, ζ,K).
Nous pouvons alors utiliser deux algorithmes de programmation dynamique im-
briqués pour calculer les valeurs de v(τ, ζ, 0) de v(τ, ζ,K) en suivant le schéma
indiqué sur la figure 8.2. Remarquons que, le calcul des états initiaux se faisant en
O(T 2), la complexité de l’algorithme est en O(δ¯(T − δ¯ + 1) + T 2). Or, puisque
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δ¯ ≤ T, cet algorithme est bien polynomial.
Pour résoudre le problème robuste, nous devons résoudre le problème de re-
cours linéarisé LDR(x). Or celui-ci peut lui aussi être résolu en temps polyno-
mial. En effet, un fois que les valeurs optimales de δt, t = 1, ..., T, sont obtenues
par l’algorithme de programmation dynamique, nous n’avons plus qu’à fixer les
variables δt, de LDR(x), à ces valeurs pour pouvoir résoudre LDR(x) en temps
polynomial.
8.2 Comparaison avec l’approche précédente
Nous comparons maintenant la résolution du problème robuste, en résolvant le
problème de recours par l’algorithme de programmation dynamique ou par CPLEX.
En Table 8.1, nous donnons les temps de calcul CPU, en secondes, des deux ap-
proches pour différentes valeurs de δ¯. Nous considérons ici que l’incertitude ne
concerne que la demande
δ¯
0 100 500 700 850 1000 8760
CPU(s) programmation dynamique 82 90 97 95 94 102 67
CPU(s) Cplex 46 88 7422 375 204 65 22
TABLE 8.1 – Comparaison des deux approches du point de vue du temps CPU
On remarque que pour des valeurs intermédiaires de δ¯, l’approche par la pro-
grammation dynamique est beaucoup plus rapide que celle utilisant Cplex. En par-
ticulier, pour certaines valeurs de δ¯ entre 0 et 850, l’approche utilisant Cplex peut
prendre plusieurs heures pour aboutir, alors que l’approche par la programmation
dynamique ne demande que quelques minutes. De plus, nous remarquons que, pour
l’approche utilisant Cplex, le temps CPU augmente d’abord pour δ¯ ≤ 850, puis di-
minue. En effet, quand δ¯ > 850, de moins en moins de noeuds sont explorés dans
le branch and bound.
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Chapitre 9
Généralisations et Améliorations
Dans ce chapitre, nous présentons quelques améliorations pour la modélisation
et la résolution de notre problème de conception de parc hybride. Dans un premier
temps, nous cherchons à enrichir l’ensemble D, qui modélise l’incertitude sur la
demande D, avec de nouvelles contraintes. En effet, jusqu’à présent, les valeurs
des demandes à chaque pas de temps étaient supposées indépendantes les unes des
autres, ce qui évidemment n’est pas le cas en pratique. Nous construirons ensuite
des instances "réalistes" pour un lieu en France, en soignant particulièrement le
réalisme des ordres de grandeur. Enfin, nous présenterons quelques améliorations
possibles de l’algorithme de génération de contraintes, servant à résoudre le pro-
blème robuste, dans le but de traiter des instances de grande taille en un temps
raisonnable.
9.1 Ajout de contraintes sur le polyèdre d’incertitude
Les calculs avec les instances de la section 7.4 ont abouti à un constat : en
faisant varier le budget d’incertitude, δ¯, pour la demande, la solution optimale est
équivalente à la solution déterministe du pire cas à longueur d’année, dès que ce
budget atteint environ 10 % du nombre total de périodes. Cela réduit d’autant la
marge d’optimisation, puisqu’il n’est pas forcément réaliste de réduire autant δ¯. Il
se peut que cela soit dû à un pire cas accolant les périodes de pointe (les périodes
t où δ∗t = 1), aboutissant à un état de décharge chronique des batteries causant
un recours accru au générateur, avec les augmentations de coût que cela suppose.
L’optimisation consiste alors à augmenter le nombre de batteries, panneaux so-
laires et éoliennes jusqu’à atteindre un minimum du coût global.
Pour l’énergie solaire et l’énergie éolienne récupérées, ce phénomène suit bien
évidemment les phénomènes météorologiques, qui s’étendent sur une échelle de
temps caractéristique de quelques jours, liée à la succession des masses d’air sépa-
rées par les fronts froids ou chauds.
La demande quant à elle, suit de moins près ces phénomènes météorologiques.
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Toutefois, en France, le fort développement du chauffage électrique basique (par
convecteur à résistance) a rendu la demande très sensible aux baisses températures
(c.f. [2, 3]). Ainsi un gradient thermique d’hiver montre une forte corrélation (en
dessous de 15◦C) de la température et de la puissance appelée : 2,3 GW en plus
par degrés en moins. Cette méthode sera explicitée et argumentée dans la partie
suivante.
Par conséquent, les pointes de demande seront alignées dans cette étude sur les
phénomènes de température (grands froids mais aussi canicules, qui causent des
pointes de climatisation déjà palpables aux Etats-Unis).
La notion de température moyenne utilisée ci-après s’entend comme une moyenne
des températures relevées par 11 stations de référence réparties sur la France.
La courbe noire indique la consommation, la courbe rouge la température et les
bâtonnets verts l’écart aux températures moyennes saisonnières (moyennes sur 30
ans), ici pour le mois de décembre 2011.
Soit τ et τp deux entiers fixés. Nous définissons les contraintes suivantes :
∀t0 ∈ {1, ..., T − τ + 1},
t0+τ−1∑
t=t0
δt ≤ τp, (9.1)
qui interdisent qu’il y ait plus de τp périodes de pointe sur une fenêtre de τ pé-
riodes. En pratique si l’année est divisée en périodes d’une heure, nous pouvons
prendre, en vue des courbes ci-dessus, τ = 21 ∗ 24 et τp = 15 ∗ 24.
Cependant, avant d’ajouter les contraintes 9.1 à l’ensembleD, nous devons vé-
rifier que l’ajout de tels contraintes ne modifie pas le caractère 0− 1 des scénarios
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extrêmes δ∗t . En effet, afin de pouvoir linéariser le problème de recours, il est pri-
mordial de montrer que l’on peut se ramener à une solution optimale, (δ∗, y∗), du
problème de recours où δ∗t ∈ {0, 1}, ∀t = 1, ..., T.
Soit D le nouvel ensemble d’incertitude enrichi de ces nouvelles contraintes.
Alors les contraintes sur le vecteur δ s’écrivent :


1 0 ... 0
. . .
0 0 ... 1
1 ... ... 1
1 ... 1
. . . ...
. . .
1 ... 1


δ ≤


1
...
1
δ¯
τp
...
τp


La matrice ci-dessus étant une matrice d’intervalle, elle est totalement unimodu-
laire. On peut donc se limiter aux solutions optimales, δ∗, entières, c’est à dire
δ∗t ∈ {0, 1}, ∀t = 1, ..., T.
Nous pouvons donc bien enrichir l’ensembleD de cette ensemble de contraintes
permettant de limiter à τp le nombre de périodes de pointe, sur un ensemble de τ
périodes consécutives.
9.2 Construction d’instances, choix de données numériques
Dans cette section, nous cherchons à construire des instances réalistes pour
notre modèle.
La demande a été tirée d’un profil "France", recalé avec l’influence de la tempéra-
ture des lieux étudiés, puis mis à une échelle de 10kW, tandis que l’énergie solaire
et éolienne ont été tirées de statistiques météorologiques disponibles. Enfin, les
composants ont été choisis en recalant les coûts par rapport aux valeurs typiques
actuelles.
Suite au choix de la France pour les amplitudes de demande et les pointes
d’hiver, des sites restaient à choisir afin d’établir des modèles à l’échelle locale,
puisque le parc hybride a pour but d’alimenter des lieux isolés. Nous avons choisi
Perpignan, situé à l’extrême sud, et qui bénéficie d’un régime de vent intéressant
(moyenne annuelle 5,4 m/s, régime dominant de nord-ouest par la Tramontane), et
surtout d’un fort ensoleillement de plus de 2000 heures par an.
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9.2.1 Sensibilité à la température
La grande thermosensibilité de la consommation électrique en France génère
de fortes amplitudes de puissance appelée entre les creux de nuits d’été (30 GW) et
les superpointes d’hiver (102 GW le 8/02/2012 à 19 heures). La demande est même
essentiellement sensible à la température, comme le montre ce graphique (c.f. [3]),
qui met en évidence la forte corrélation en-dessous de 15◦C.
Cela permet de définir un gradient d’hiver. Mais un phénomène analogue bien que
de moindre ampleur se développe en été, lorsque les climatisations génèrent un
appel de puissance qui croît quasiment linéairement avec la température au dessus
de 25◦C. C’est même le principal phénomène de surdemande aux États-Unis, où
de grands black-out sont survenus durant des vagues de chaleur. Nous retiendrons
donc :
un gradient d’hiver de 2,3 GW appelés en plus pour chaque degré en moins en-
dessous de 15◦C ;
un gradient d’été de 0,5 GW appelés en plus pour chaque degré en plus au-dessus
de 25◦C.
9.2.2 Échelles de temps
Cette question sera d’importance pour la suite, afin d’alléger les calculs, par
réduction du nombre de variables entières.
Dû à l’extrême variation de la demande, il ne semble pas opportun de discré-
tiser la période d’étude en des périodes de plus d’une heure. Ainsi, le profil de
demande moyenne D¯t sera établi heure par heure. Par contre la surdemande, qui
est essentiellement (exclusivement ici) liée aux écarts de températures extrêmes par
rapport à la moyenne agit différemment : elle translate en bloc la courbe moyenne
d’une quantité quasiment constante à l’échelle d’un jour. On parle d’un "ruban
de chauffage", illustré par les deux graphiques ci-dessous. Effectivement, les bâ-
timents jouissent d’une inertie thermique qui lisse pratiquement la consommation
de chauffage à la température moyenne journalière.
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Le profil d’écart de demande extrême ∆t est donc établi jour par jour en fonc-
tion des écarts extrêmes de températures par rapport à la moyenne.
Ainsi, le procédé, pour calculer les demandes moyennes et les écarts de de-
mandes extrêmes, est le suivant :
1. Récupération des données RTE de puissance appelée.
2. Construction d’une demande théorique neutre en températureD0 en retranchant
les gradients thermiques.
3. Récupération de données météorologiques : températures moyennes. journa-
lières et extrêmes sur les 30 dernières années (à Perpignan)
4. Construction de la demande moyenne en additionnant la part thermosensible du
lieu à la demande neutre.
5. Construction de l’écart extrême en utilisant de même les températures extrêmes.
6. Mise à l’échelle par application générale d’un facteur 10−4.
9.2.3 Modèles de ressource solaire et éolienne
La prise en compte de la ressource solaire et éolienne s’inspire d’une étude
de faisabilité de centrales hybrides isolées à St John (Terre-Neuve, Canada)[25],
qui a utilisé le logiciel HOMER Energy (c.f. [4]) pour générer des séries pseudo-
aléatoires de puissance de radiation et de vitesse de vent, à partir de moyennes
mensuelles accessibles sur internet. Ceci détermine alors un profil moyen.
Ressource solaire
Le flux de radiation solaire, maximal, reçu sur un plan perpendiculaire à la di-
rection du soleil est de 1 kW/m2. Cette valeur est ensuite affectée d’un coefficient
lié au sinus de l’angle d’incidence réel (élévation du soleil selon l’heure et la sai-
son, azimut selon l’heure, inclinaison et orientation du panneau) et à la nébulosité
(indice de clarté). Puis, le résultat est multiplié par un facteur lié au rendement de
ces panneaux, puis un facteur lié au rendement de l’onduleur.
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Les valeurs moyennes mensuelles des flux de radiations sont exprimées en
kWh/m2/J, soit une énergie reçue par 24 heures sur une unité de surface. La feuille
de calcul disponible sur le site de l’Institut National d’Energie Solaire (INES) per-
met d’obtenir ces données pour diverses stations météorologiques, dont Perpignan.
L’angle d’inclinaison des panneaux a été choisi par simulations successives de telle
sorte que le flux moyen annuel soit proche de son maximum, tout en privilégiant le
plus possible les mois d’hiver où la demande est élevée. C’est pourquoi les incli-
naisons retenues ne sont pas directement égales aux latitudes de Perpignan.
Énergie surfacique reçue par jour (moyenne mensuelle) kWh/m2/J
J F M A M J J A S O N D
Perpignan : latitude 42,7◦N, inclinaison 55◦
3.87 4.22 5.04 5.24 5.1 5.14 5.22 4.93 4.79 4.18 3.4 3.06
Ensuite, le logiciel HOMER génère une série pseudo-aléatoire de puissance
surfacique par pas d’une heure à partir de ces moyennes et de la latitude du lieu,
afin de rendre compte d’une variabilité d’un jour à l’autre pour cause de nébulosité.
Il ne reste plus qu’à multiplier ces valeurs par la surface du panneau, le rendement,
le rendement de l’onduleur, pour obtenir E¯st .
L’écart défavorable a été fixé à 60% de la valeur moyenne.
Ressource éolienne
Le vent est soumis à une très forte variabilité sur une courte échelle de temps, à
tel point que les relevés anémométriques d’étude des régimes sont effectués toutes
les dix minutes.
La répartition probabiliste des fréquences d’apparition des vitesses de vent est com-
munément modélisée par la densité, f, de probabilité de Weibull :
f(v) =
kvk−1
ck
e−(
v
c )
k
,
où k est le paramètre dit de forme et c = vitesse moyenne0.89 est le paramètre dit
d’échelle.
Le paramètre k est habituellement compris entre 1 (forte variabilité) et 3 (vitesse
variant peu), et environ 2 dans nos climats. Pour k = 2, il s’agit précisément de la
distribution de Rayleigh.
En utilisant [1] et [17], nous calculons les paramètres et moyennes mensuelles :
Vitesse moyenne (m/s)
J F M A M J J A S O N D
Perpignan : k = 2.0 c = 6.07m/s
5.5 6.0 6.0 6.0 5.5 5.0 5.5 5.0 5.0 5.0 5.0 5.0
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Ensuite le logiciel HOMER génère une série pseudo-aléatoire de vitesse de
vent par pas d’une heure à partir de ces moyennes et de la latitude du lieu, afin
de rendre compte d’une variabilité d’une heure à l’autre. Enfin il ne reste qu’à
convertir ces vitesses en puissance utile, au travers de la courbe caractéristique de
l’éolienne.
L’écart défavorable a été retenu à 80% de la valeur moyenne.
9.2.4 Choix des composants et calcul des coûts
Panneaux solaire
Le modèle retenu est celui proposé sur le site EdF-EnR, qui propose diverses
combinaisons à partir de modules de 250 Wc, soit 2,1 m2 avec un rendement de
12%. Le rendement de l’onduleur a été fixé à 90%. Le coût d’installation typique
est d’environ 4000 euros par kWc. En fixant une durée de vie estimée à vingt ans,
il vient un coût fixe annuel d’investissement / renouvellement Cs = 50.4 euros. Le
nombre maximal de panneaux a été fixé à 200.
Eoliennes
Deux éoliennes dont les courbes de puissance sont connues (c.f. [4]) seront étu-
diées : les modèles Excel-R (7,5 kW) et Excel-S (10 kW) de Bergey Windpower
Co.
En ajoutant des frais de maintenance annuels de 1, 5% de l’investissement initial et
en considérant une durée de vie de vingt ans, les coûts fixes annuels retenus sont :
Cw = 2665 euros par an pour le modèle 7,5 kW ; Cw = 2925 euros par an pour le
modèle 10 kW. Le nombre maximal d’éoliennes a été fixé à 15.
Batteries
Les modèles étudiés sont des batteries de grande capacité à longue durée de vie,
conçues pour cette utilisation de stockage. Nous considérerons la Rolls-Surrette
6CS25P (6V) et la 4KS25P (4V) dont les caractéristiques techniques sont dispo-
nibles dans le logiciel HOMER.
Générateur auxiliaire
Dans le cadre de cette étude, le coût fixe d’installation du groupe électrogène
n’est pas pris en compte, car il est considéré égal sur toutes les instances, en di-
mensionnant la puissance installée proche de la plus forte demande.
Le coût d’usage est déduit d’une fourchette de consommation typique de 0,28 à 0,4
litre de gazole par kWh produit. La borne supérieure sera retenue, pour prendre en
compte un usage ponctuel, typique du recours.
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Considérant un prix du gazole de 1,4 euros le litre, et un coût de maintenance es-
timé à 5 centimes d’euro par kWh, l’on retiendra Cg = 0.6 euros par kWh.
9.3 Résultats numériques
Dans cette section, nous testons notre approche sur les instances qui ont été
définies en 9.2.
Les tests sont divisés en deux parties : dans un premier temps, nous testerons la
pertinence d’agréger les variables δt par 24 heures ; puis nous testerons l’impact
de la contrainte dite "glissante" (c.f. 9.1), ajoutée en 9.1, en fonction du budget de
l’incertitude δ¯.
Comme en 7.4, les tests ont été effectués sur un Intel Nehalem XEON 5570 à 2.93
GHz ayant 24 Go de RAM.
9.3.1 Pertinence d’agréger les variables entières δt par 24 heures
En agrégeant les δt par blocs d’un jour, nous pouvons espérer diminuer de fa-
çon conséquente le temps de calcul d’une solution robuste. Les calculs suivants
ont pour but d’estimer l’erreur afin de vérifier si elle est acceptable. Ce procédé
n’est pas sans fondement, puisqu’il a déjà été constaté que les surdemandes, ou les
creux d’énergie solaire ou éolienne, correspondaient à des phénomènes à l’échelle
de quelques jours.
Nous donnons en Table 9.1 l’écart entre les solutions optimales lorsque les va-
riables δt sont agrégées par 24 heures ou non. Ces tests sont réalisés avec l’instance
"Perpignan" pour plusieurs valeurs de ∆. Par conséquent, il est possible d’agréger
Test δt par heure δt par jour Ecart coût
xs = 15, xw = 2, xb = 11 xs = 15, xw = 2, xb = 10
∆t = 10%D¯t Coût=19837,8 Coût=19768,6 0, 34%
Temps CPU(s) 772 365
xs = 15, xw = 2, xb = 10 xs = 15, xw = 2, xb = 9
∆t = 30%D¯t Coût=21611,5 Coût=21426 0, 866%
Temps CPU(s) 574 340
∆t défini xs = 15, xw = 2, xb = 11 xs = 15, xw = 2, xb = 9
à partir des températures Coût=21565,7 Coût=21374,7 0, 891%
Temps CPU(s) 365 154
TABLE 9.1 – Ecart entre les solutions optimales lorsque les δt sont agrégés ou non
les variables δt par 24 heures, au prix d’une sous-estimation du coût inférieure à
1%. En outre, ce modèle par jour correspond mieux au problème physique qu’un
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comportement erratique d’heure en heure : agréger ces variables revient à imposer
des contraintes qui rendent le modèle plus réaliste.
9.3.2 Impact de la contrainte glissante
Nous étudions maintenant quelle est l’impact de la contrainte dite "glissante",
définie en 9.1, sur la valeur de la solution optimale robuste. Les tests ont été effec-
tués avec les paramètres suivants :
- Les données Perpignan avec ∆t défini selon les températures, Φt = 60%E¯st ,
Ωt = 80%E¯
w
t , où Φ et Ω sont définis en section 7.3 ;
-δ¯ ou φ¯ ou ω¯ appartenant à {0, 50, 100, 150, 200, 250, 300, 365};
-sans contrainte glissante, 9.1, ou avec (pour les budgets de 50 à 250).
Test Sans 9.1 Avec 9.1 Impact de 9.1 %
δ¯ = 0 xs = 95, xw = 1, xb = 28 Sans objet
16173
δ¯ = 50 xs = 96, xw = 1, xb = 27 xs = 98, xw = 1, xb = 27
Coût=17518,3 Coût=17518,3 0%
δ¯ = 100 xs = 100, xw = 1, xb = 27 xs = 100, xw = 1, xb = 27
Coût=18517,4 Coût=18476,0 0, 224%
δ¯ = 150 xs = 106, xw = 1, xb = 28 xs = 107, xw = 1, xb = 28
Coût=19244,1 Coût=18943,2 1, 588%
δ¯ = 200 xs = 111, xw = 1, xb = 28 xs = 106, xw = 1, xb = 29
Coût=19633 Coût=19072 2, 941%
δ¯ = 250 xs = 113, xw = 1, xb = 30 xs = 109, xw = 1, xb = 30
Coût=19794 Coût=19103 3, 617%
δ¯ = 300 xs = 116, xw = 1, xb = 31 Sans objet
Coût=19836,1
δ¯ = 365 xs = 116, xw = 1, xb = 31 Sans objet
Coût=19836,1
TABLE 9.2 – Impact de la contrainte glissante lorsque l’incertitude porte sur la
demande
Nous en déduisons que la contrainte glissante en "15 jours sur 21" n’apporte
aucune amélioration notable pour des budgets d’incertitude inférieures à 200. Cette
contrainte peut donc être négligée.
De plus, la valeur du coût robuste en fonction de δ¯, dépend bien plus de la
valeur des données de la demande et des énergies renouvelables que de la présence
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Test Sans 9.1 Avec 9.1 Impact de 9.1 %
φ¯ = 0 xs = 98, xw = 1, xb = 28 Sans objet
16173,4
φ¯ = 50 xs = 102, xw = 1, xb = 23 xs = 83, xw = 1, xb = 24
Coût=17494,0 Coût=17484,8 0, 053%
φ¯ = 100 xs = 61, xw = 2, xb = 15 xs = 86, xw = 1, xb = 21
Coût=18535,3 Coût=18523,3 0, 065%
φ¯ = 150 xs = 57, xw = 2, xb = 16 xs = 107, xw = 1, xb = 23
Coût=19190 Coût=19182,5 0, 039%
φ¯ = 200 xs = 43, xw = 2, xb = 16 xs = 56, xw = 2, xb = 14
Coût=19635,6 Coût=19601,3 0, 175%
φ¯ = 250 xs = 53, xw = 2, xb = 13 xs = 53, xw = 2, xb = 14
Coût=19905,9 Coût=19808,2 0, 493%
φ¯ = 300 xs = 53, xw = 1, xb = 11 Sans objet
Coût=20027,4
φ¯ = 365 xs = 116, xw = 1, xb = 31 Sans objet
Coût=20042,6
TABLE 9.3 – Impact de la contrainte glissante lorsque l’incertitude porte sur l’éner-
gie solaire
de la contrainte glissante : ainsi en section 7.4, nous avions vu que le seuil à partir
duquel le coût de la solution robuste restait constant était d’environ δ¯ = 10%T, or
nous voyons ici que pour l’instance Perpignan, ce seuil est supérieure à δ¯ = 65%T.
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Test Sans 9.1 Avec 9.1 Impact de 9.1 %
ω¯ = 0 xs = 95, xw = 1, xb = 28 Sans objet
16173,4
ω¯ = 50 xs = 134, xw = 0, xb = 35 xs = 134, xw = 0, xb = 35
Coût=17196,1 Coût=17196,1 0%
ω¯ = 100 xs = 136, xw = 0, xb = 36 xs = 136, xw = 0, xb = 36
Coût=17196,1 Coût=17196,1 0%
ω¯ = 100 xs = 136, xw = 0, xb = 36 xs = 136, xw = 0, xb = 36
Coût=17196,1 Coût=17196,1 0%
ω¯ = 100 xs = 136, xw = 0, xb = 36 xs = 136, xw = 0, xb = 36
Coût=17196,1 Coût=17196,1 0%
ω¯ = 100 xs = 136, xw = 0, xb = 36 xs = 136, xw = 0, xb = 36
Coût=17196,1 Coût=17196,1 0%
ω¯ = 100 xs = 136, xw = 0, xb = 36 xs = 136, xw = 0, xb = 36
Coût=17196,1 Coût=17196,1 0%
ω¯ = 100 xs = 136, xw = 0, xb = 36 xs = 136, xw = 0, xb = 36
Coût=17196,1 Coût=17196,1 0%
TABLE 9.4 – Impact de la contrainte glissante lorsque l’incertitude porte sur l’éner-
gie éolienne
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Chapitre 10
Conclusion
Dans cette thèse, nous avons étudié les programmes linéaires mixtes robustes
bi-niveaux avec des variables de recours continues et la conception d’un parc hy-
bride de production électrique. Dans le chapitre 3, nous nous sommes limités à
un problème qui vérifie la propriété de recours complet. Après avoir montré que
l’on pouvait se ramener à un programme robuste borné, nous avons rappelé, lorsque
l’incertitude ne concerne que le membre droit des contraintes, comment résoudre le
problème robuste à l’aide d’un algorithme de génération de contraintes. Cependant,
en pratique, de nombreux problèmes ne vérifient pas cette hypothèse. Ainsi dans le
chapitre suivant, nous nous avons montré qu’il était toujours possible, en ajoutant
de nouvelles variables de recours, de construire un programme robuste qui vérifie
la propriété de recours complet et qui est équivalant au programme robuste initial.
Pour cela, il est parfois nécessaire d’introduire de très grands coefficients dans les
modèles mathématiques, qui peuvent alors devenir difficiles à manier. Nous avons
cependant pu tester l’efficacité de notre approche sur un problème de production
ne vérifiant pas l’hypothèse de recours complet ; nous avons pu résoudre rapide-
ment des instances qui comportent plus de cinq cents variables et contraintes. Dans
le chapitre 5, nous nous sommes placés dans le cas où l’ensemble d’incertitude
D est un polytope quelconque. En effet, l’approche développée dans les chapitres
précédents ne permet pas de résoudre les cas où les points extrêmes de D n’ap-
partiennent pas à l’ensemble {0, 1}. Nous avons d’abord montré, en examinant les
sommets de D, que le problème de recours pouvait être résolu en temps polyno-
mial lorsque le nombre de contraintes était fixé. Nous en avons ensuite déduit que
le problème robuste pouvait se résoudre en temps polynomial quand un autre para-
mètre est aussi fixé. Cependant cette approche théorique ne permet pas de résoudre
des problèmes de grandes tailles. Il serait donc intéressant d’étudier une approche
plus efficace pour traiter le cas général. Dans le chapitre 6, nous avons cherché
à vérifier la pertinence de l’ensemble d’incertitude D. Nous avons d’abord borné
supérieurement la probabilité qu’un scénario d sorte deD.Nous avons alors remar-
qué que lorsque le paramètre d’incertitude δ¯ était légèrement supérieur au nombre
de contraintes divisé par deux, cette probabilité devenait très faible. Nous avons en-
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suite montré comment calculer la probabilité qu’une solution du problème robuste
dépasse un certain coût, notre approche se basant sur le calcul du volume d’un po-
lytope, que l’on approxime par une union d’hypercubes. Cependant cette approche
n’a pas pu être testé, et il faudrait comparer notre algorithme de calcul de volume
avec d’autres méthodes afin d’étudier celle qui convient le mieux à notre problème.
Remarquons que les résultats qui ont été présenté dans cette partie ne s’étendent
pas au cas ou les variables de recours sont entières. Il serait donc intéressant de
rechercher d’autres méthodes permettant de résoudre les cas où les variables de
recours comportent une partie entière.
Dans la deuxième partie, nous nous sous sommes intéressés au dimensionne-
ment d’un parc de production électrique constitué d’éoliennes, de panneaux pho-
tovoltaïque, de batteries et d’un générateur à diesel. Dans le chapitre 7, nous avons
d’abord montré que le problème déterministe pouvait être modélisé par un pro-
gramme linéaire mixte. Nous avons montré que ce programme appartenait à la
classe des problèmes NP-difficiles, lorsque le nombre de variables entières (c’est
a dire le nombre de sources d’énergie hybride) du programme n’était pas fixé.
Cependant, nous nous sommes aperçus que lorsque les variables entières étaient
fixées, les valeurs optimales des variables liées au fonctionnement du parc pou-
vaient se calculer en temps linéaire. Pour prendre en compte l’incertitude sur la
demande et sur la production d’énergie hybride et éolienne, nous avons choisi l’ap-
proche robuste développé dans la première partie. Nous avons ensuite testé notre
approche sur des instances réelles et avons vérifié que nous pouvions les résoudre
en des temps de calcul raisonnables. Nous avons cependant remarqué que la valeur
de la solution robuste convergeait très rapidement vers son maximum lorsque le
paramètre d’incertitude δ¯ augmentait. Dans le chapitre 8, nous avons montré que
nous pouvions résoudre le problème de recours associé en un temps polynomial,
à l’aide d’un algorithme de programmation dynamique. Nous avons constaté que
lorsque seule la demande était incertaine, l’algorithme de programmation dyna-
mique permettait de résoudre le problème de recours, et donc le problème robuste,
beaucoup plus rapidement qu’avec l’approche du chapitre précédent. Cependant,
l’algorithme utilisant la programmation dynamique ne permet pas de résoudre des
instances réelles lorsque l’incertitude touche aussi la production d’énergie éolienne
et solaire. En outre, cet algorithme fonctionne uniquement lorsque le coût du gé-
nérateur auxiliaire reste constant au cours du temps. Il serait donc intéressant d’es-
sayer d’adapter cet algorithme à un problème plus général. Enfin, dans le chapitre
9, nous avons ajouté de nouvelles contraintes à l’ensemble d’incertitude D, pour
mieux modéliser la demande. Cependant nous avons constaté que leur ajout n’avait
pas de réelle influence sur le coût de la solution robuste et que nous pouvions, par
conséquent, les négliger. Nous cependant montré qu’il était possible d’agréger les
variables δt par périodes de vingt-quatre heures sans réellement changer le coût
de la solution robuste. Pour conclure, remarquons qu’il serait intéressant d’étof-
fer la modélisation du problème de dimensionnement afin de rendre compte d’un
meilleur réalisme : il faudrait prendre en compte les phénomènes non-linéaires qui
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ont lieu au niveau de la charge et de la décharge d’énergie dans les batteries ; en
outre, nous avons complètement négligé le fait que lorsque l’on place une éolienne,
celle-ci peut "faire de l’ombre" à une autre et donc baisser de manière significative
sa production d’énergie.
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Résumé
Dans cette thèse, nous nous intéressons à l’optimisation robuste. Plus précisément,
nous nous intéresserons aux problèmes linéaires mixtes bi-niveaux, c’est à dire aux
problèmes dans lesquels le processus de décision est divisé en deux parties : dans
un premier temps, les valeurs optimales des variables dites "de décisions" seront
calculées ; puis, une fois que l’incertitude sur les données est levée, nous calcu-
lerons les valeurs des variables dites "de recours". Dans cette thèse, nous nous
limiterons au cas où les variables de deuxième étape, dites "de recours", sont conti-
nues.
Dans la première partie de cette thèse, nous nous concentrerons sur l’étude
théorique de tels problèmes. Nous commencerons par résoudre un problème li-
néaire simplifié dans lequel l’incertitude porte seulement sur le membre droit des
contraintes, et est modélisée par un polytope bien particulier. Nous supposerons en
outre que le problème vérifie une propriété dite "de recours complet", qui assure
que, quelles que soient les valeurs prises par les variables de dcisions, si ces der-
nières sont admissibles, alors le problème admet toujours une solution réalisable, et
ce, quelles que soient les valeurs prises par les paramètres incertains. Nous verrons
alors une méthode permettant, à partir d’un programme robuste quelconque, de se
ramener à un programme robuste équivalent dont le problème déterministe associé
vérifie la propriété de recours complet. Avant de traiter le cas général, nous nous
limiterons d’abord au cas o les variables de décisions sont entières. Nous testerons
alors notre approche sur un problème de production. Ensuite, après avoir remar-
qué que l’approche développée dans les chapitres précédents ne se généralisait pas
naturellement aux polytopes qui n’ont pas des points extrmes 0-1, nous montre-
rons comment, en utilisant des propriétés de convexité du problème, résoudre le
problème robuste dans le cas général. Nous en déduirons alors des résultats de
complexité sur le problème de deuxième étape, et sur le problème robuste. Dans
la suite de cette partie nous tenterons d’utiliser au mieux les informations proba-
bilistes que l’on a sur les données aléatoires pour estimer la pertinence de notre
ensemble d’incertitude.
Dans la deuxième partie de cette thèse, nous étudierons un problème de conception
de parc hybride de production d’électricité. Plus précisément, nous chercherons
à optimiser un parc de production électrique constitué d’éoliennes, de panneaux
solaires, de batteries et d’un générateur à diesel, destiné à répondre à une demande
locale d’énergie électrique. Il s’agit de déterminer le nombre d’éoliennes, de
panneaux solaires et de batteries à installer afin de répondre à la demande pour
un cot minimum. Cependant, les données du problème sont très aléatoires. En
effet, l’énergie produite par une éolienne dépend de la force et de la direction du
vent ; celle produite par un panneau solaire, de l’ensoleillement et la demande
en électricité peut tre liée à la température ou à d’autres paramètres extérieurs.
Pour résoudre ce problème, nous commencerons par modéliser le problème
déterministe en un programme linéaire mixte. Puis nous appliquerons directement
l’approche de la première partie pour résoudre le problème robuste associé. Nous
montrerons ensuite que le problème de deuxième étape associé, peut se résoudre
en temps polynomial en utilisant un algorithme de programmation dynamique. En-
fin, nous donnerons quelques généralisations et améliorations pour notre problème.
mots-clés : Programmation linéaire, Optimisation robuste, Programmation dyna-
mique, Énergie renouvelable
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Abstract
Robust optimization is a recent approach to study problems with uncertain
data that does not rely on a prerequisite precise probability model but on mild
assumptions on the uncertainties involved in the problem. We studied a linear
two-stage robust problem with mixed-integer first-stage variables and continuous
second stage variables. We considered column wise uncertainty and focused on
the case when the problem doesn’t satisfy a "full recourse property" which cannot
be always satisfied for real problems. We also studied the complexity of the robust
problem which is NP-hard and proved that it is actually polynomial solvable when
a parameter of the problem is fixed. We then applied this approach to study a
stand-alone hybrid system composed of wind turbines, solar photovoltaic panels
and batteries. The aim was to determine the optimal number of photovoltaic
panels, wind turbines and batteries in order to serve a given demand while
minimizing the total cost of investment and use. We also studied some properties
of the second stage problem, in particular that the second stage problem can be
solvable in polynomial time using dynamic programming.
key-words : Linear Programming, Robust Optimization, Dynamic Programing,
Renewable Energy
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