We study the algebra of the arithmetic of integer matrices. A link is established between the divisor classes of matrices and lattices. The algebra of arithmetical functions of integral matrices is then shown to be isomorphic to an extension of the Hecke algebra, also called a Hall algebra in combinatorics. The dictionary helps translate results from one setting to another. One important application is the study of subgroups of a finite abelian group. ᮊ
I. INTRODUCTION
Ž Although integral matrices have been intensively studied see, for inw x w x w x w x. stance, H , Ne , N4 , T3 and some arithmetical notions like GCD and divisibility have been introduced, the set of divisor classes of a given matrix still remains unsatisfactorily understood; in this paper we wish to fill this gap. Let ᑧ be the algebra of r = r matrices with coefficients in ‫.ޚ‬ We r shall pay special attention to nonsingular matrices, i.e., to In¨, the subset r Ž . of ᑧ consisting of those matrices M for which det M / 0. The set of r Ž Ž . . invertible elements U U some authors use GL ‫ޚ‬ instead , which is the r r Ž . subset of ᑧ consisting of matrices M verifying det M s "1, will r feature prominently in our discussion. Although we do not do so in this paper, we could as well have worked with singular matrices, the arithmetic w x of which would be adapted on the lines of BN .
We recall that if M is in In¨, a left divisor class of M is an integral r matrix A that is a canonical representative of A и U U for which there exists r an integral matrix B such that AB s M. In particular, we take A in Ž . Hermite Normal Form HNF . We use the notation A N M to indicate Ž . divisibility. The set containing left divisor classes of M is denoted by Ž . LD M and is known to be of finite cardinality.
The classical way to study the arithmetic of commutative structures is through the description of ideals of ᑧ . This approach is not obviously r adapted to noncommutative situations, and in this paper we shall derive information from the action of ᑧ over ‫ޚ‬ r . To do so, we choose a basis B B r of ‫ޚ‬ r and identify a matrix M with the endomorphism whose matrix in M Ž r . B B is M. We consider the image M ‫ޚ‬ , which depends only on the Ž . unimodular class of M, i.e., the HNF of M and its cokernel G M s r Ž r . Ž ‫ޚ‬ rM ‫ޚ‬ . If we wished to study singular matrices as well, we would take . Ž . only the torsion part of the cokernel. It is known that G M is a finite abelian group independent of the chosen basis, and its invariant factors are the same as that of M. w x Notwithstanding partial efforts like those of Hua H, Chap. 14 or w x Thompson T2, T3 , in the past matrices have been used only as a tool in Ž w x w x. the study of finite abelian groups see, e.g., B , Ne, II.21.a without any formal connection having been established. Here we prove 
As another important application, we determine ind S , the index of a matrix S, which is the number of Hermite Normal Forms H having a given Smith Normal Form S. We recall that S is a canonical representative of U U и H и U U . , w x In T3 Thompson established that the two quantities under consideration are simultaneously nonzero. In the same paper Thompson addresses the following important problem: given three finite abelian groups G, H, and K, what would be the necessary and sufficient conditions in terms of divisibility relations between the invariant factors of these three groups for K to be a subgroup of G with GrK ( H. In the same paper Thompson proves some intricate inequalities necessarily verified by these invariant factors. A necessary and sufficient condition is of course given by the nonvanishing of the corresponding Hall polynomial and in turn by the existence of a rather intricate combinatorial object called a Littlewood᎐ Ž . Richardson sequence hereafter abbreviated as LR-sequence . We shall describe LR-sequences in a way that helps us give simpler proofs for some of Thompson's results. Note that links between the arithmetic of matrices and that of partitions have been shown earlier in some special situations Ž w x w x w x w x w x. see N2 , B0 , B3 , Ne , and M . In the final part of this paper we interpret arithmetical functions of matrices in the context of divisibility in terms of lattices. A function f :
Ž . In¨ª ‫ރ‬ is said to be arithmetical whenever f A depends only on the r Smith Normal Form of A. This formalization helps us determine the pointwise value of arithmetical functions that are given as a convolution of Ž two simpler functions for instance, the number of divisors of a given . w x Ž matrix . Pointwise evaluations have been treated in C for the symmetric . w x Ž Euler-function , in N2 for the norm, the t-norms, Euler-functions, t . w x w x Ž . and Mobius function , in RS and N3 for Ramanujan sums , and morë w x Ž . recently in B3 for the divisor function . A unified account of these w x results will be found in BN . Since these quantities are often difficult to evaluate, it is of interest to have a description that enables us to compare them or to have an idea of their forms. With this aim we shall give formulas for the Dirichlet series of a convolution product of two functions Ž w x. in the context of the Hall algebra generalizing the result of BR .
We shall finally use the divisor class᎐sublattice correspondence to deal w x with the algebra of arithmetical functions as defined in N4 . Note, howw x ever, that unlike in N4 , we restrict our attention to r = r integral matrices with nonzero determinant to get a more complete description. We shall identify in a natural way the '' p-component'' of this algebra as the completion of the abstract Hecke algebra built over In¨and the r, p Ž w x. unimodular group see Kr , where In¨is the set of r = r integer r, p matrices whose determinant is a power of p. From this we shall deduce that this p-component is isomorphic to the algebra of formal power series with r indeterminates over ‫.ރ‬ As a further consequence we shall get THEOREM 1.6. The ring of arithmetical functions is isomorphic as a ‫-ރ‬algebra to the ring of formal power series in countably many unknowns o¨er ‫.ރ‬ From the above we infer that this ring does not have any zero divisors Ž Ž w x. and that it is factorial a property shown by Cashwell and Everett cf. CE . while studying the case r s 1 .
II. NOTATIONS
Let r G 1 be the dimension.
Ä 4
ᑧ s integer r = r matrices with coefficients in ‫ޚ‬ ,
We need similar notations for the p-primary components when p is a prime number. We will use ᑧ to denote the set of matrices of
and
where a is a positive integer, and a N a , which we call its Smith Normal
Ž . Ž . form or SNF. We shall also write SNF M s a . If R R is a free ‫-ޚ‬module i Ž . of rank r and e , . . . , e is a basis of R R, then M g In¨can be considered of the previous column, and so on. We thus get a triangular shape < < containing sиии squares. 
III. AN INTERPRETATION IN TERMS OF LATTICES
In this section we interpret the divisibility of matrices in terms of lattices and define the left GCD and right LCM in this context. Ž r . We denote the category of our objects by V V ‫ޚ‬ , the set of all lattices Ž . Ž . mappings from ‫ޚ‬ to ‫ޚ‬ of rank r such that V ; V . We let Ab 1 2 r denote the category of abelian torsion groups that are free products of r cyclic groups equipped with the usual morphisms.
We consider the functor V V ‫ޚ‬ ª Ab , which associates ‫ޚ‬ rV with r Ž r . every module V of V V ‫ޚ‬ and transforms a morphism
Ž . Ž .
for some choice of m . Let N be a large integer parameter. We modify
and thus is nonzero if N G N , say. We take N s N , and Ž . denoted by WCD V .
Ž .
Furthermore, for M g In¨, we let LD M be the set of left divisor r classes of M. This set is naturally ordered by divisibility. We now describe the links between these three sets of ''divisors.'' To this end we define the three following arrows:
where M is the matrix in B B of any u g Epi ‫ޚ‬ , V . We show that these 1 1 arrows are well defined. This is clearly so for ⌰ and ⌿. We note also that ⌿ depends only on the HNF of M and that ⌰ is well defined by Lemma 3.3.˜˜r We check that ⌰(⌰ s Id and ⌰(⌰ s Id , so that ⌰ s
We show that ⌿ is a surjection by taking an element of e will henceforth use ⌰ instead of ⌰. In fact, a bit more can be said, since ⌿ actually identifies the SNF of the complementary divisor. THEOREM 3.4. Let V be a left di¨isor of V and choose V so that Hom ‫ޚ‬ , ‫ޚ‬ . It is easily seen that the lattices m‫ޚ‬ verify this property and that they are the only ones to do so. Furthermore, given any lattice V, we Ž . r Ž have V > det V ‫ޚ‬ corresponding to the fact that any algebraic extension . of ‫ޑ‬ is contained in a Galois extension . This property extends to several lattices, so that the intersection of two lattices is yet another lattice. We shall call such lattices diagonal lattices whose mere existence is enough to prove Corollary 1.4. We note, finally, that this index is an important quantity in Hecke w x algebras. Following Krieg Kr , it would already have been possible to show that the index is a polynomial in p.
Proof. With obvious notations we have
One obtains that the index is a homomorphism from H H to ‫,ޚ‬ and that H H r r is a polynomial algebra generated by some T , . . . , T for which we know 
IV. PARTITIONS AND MATRICES
Throughout this section p is a fixed prime number. We study some links between partitions and matrices and start with a description of the LRsequence of a subgroup H of an abelian p-group G. By the structure Ž theorem of finite abelian groups which can easily be derived from the . study above , G is isomorphic to a group.
Ž . , where the squares are numbered 0 to s y 1. We assume the following properties to hold true:
Ž . i When a horizontal line i.e., a row is read from left to right, the symbols are weakly increasing.
Ž .
Ž . ii When a vertical line i.e., a column is read from top to bottom, Ž . starting after the last 0, the symbols if any are strictly increasing.
iii For any i G 1 and any k G 1, the number of symbols in the last Ž . k columns starting from the left is not less than the number of symbols i q 1.
iv For any i G 1, the number of symbols i in the whole diagram is X .
i As a useful additional property, one checks that Ž . Ž . v The kth row starting from the top contains some or all of the symbols 0, 1, . . . , k.
Given such a diagram, its north is the top of the page, its east is the right-hand side of the page, and so on. Here is an example of an ŽŽ . Ž . Ž .. LR-sequence of type 3, 2, 1 , 6, 4, 3, 1 ; 7, 6, 6, 2 : 
Ž
. Ž . Ž ..
We define a string of length k as being a line linking symbols k, k y 1, . . . ,1, with exactly one of these symbols, each segment of this line being oriented between north and northeast. We now have Ž . LEMMA 4.1. Gi¨en a LR-sequence of type , ; , it is possible to build X strings such that each symbol G 1 belongs to a string and that two distinct 1 strings do not intersect.
Proof. We prove this lemma by recursion on the highest symbol k. For k s 1, it is trivial. Let us suppose our strings to be built until the symbol k, and let us add the symbol k q 1. Take the symbol k q 1, which is the most east, say square S. Then there exists a symbol k north and east of S by Ž . Ž . Ž . property iii . Such a symbol is forcibly north of S by i and ii . We take the easternmost of such symbols. We continue in a similar fashion.
Ž w x. Green cf. G has shown that the sequence
. for a large enough s is a LR-sequence of type H , GrH ; G . We shall count subgroups according to their LR-sequence. It would be interesting to describe such classes. In this direction we have CONJECTURE 4.2. Let p be a prime number. Let G be a finite abelian p-group and H and K be two of its subgroups. Then there exists an Ž . automorphism of G such that H s K if and only if H and K have the same LR-sequence.
ŽNote that in the Appendix we prove this conjecture for some special . cases. Ž We recall the following theorem announced by P. Hall in the 1950s it . was probably already stated by Frobenius in the beginning of the century w x and proved by T. Klein in 1969 K . Summing over all possible LR-sequences having a fixed type and a fixed cotype tells us that the number of subgroups of G having type Ž . and cotype is a polynomial in p, which we denote by g p of degree
n y n y n , and the leading coefficient of which is c , the , number of LR-sequences of type and cotype . Summing over all possible types and cotypes and recalling Corollary 3.5, we get that the number of divisors of a matrix g In¨is a polynomial in p, a fact that is r, p w x proved in a very short way in B3 . w x Note: In T3 Thompson also considers LR-sequences. However, the reader should be aware of the fact that his definition is not compatible with McDonald's or with ours; what Thompson calls an LR-sequence is Ž . what we call the type of an LR-sequence, i.e., the triple , , up to some reordering. There might be several LR-sequences having the same type.
Having described LR-sequences and their relations with subgroups, we turn toward their use. The concept of strings will turn out to be helpful. We present a very simple proof of an inequality relating the invariant w x Ž . factors of A, B, and C s AB T2 . We denote these factors by Let k elements of sr be included in the strings passing through the 1 2 elements of sr . By definition, the elements of sr are at least equal to .
We let the minimum value be q u . Thus s q u , u G 0. Now of length at least , and hence G . We now use induction on t. Let s y u q u for 1 F n F t. For j n n y1 n n n s t q 1, we use the same reasoning as above to find, in the worst case Ž . i.e., when k s j y t , one additional string of length y u , given by
an element of at least this value, which can be found on the column representing . Thus
which concludes the recursion.
In fact, the condition satisfied by the indices in Proposition 4.4 can be w x generalized, as was done by Thompson T3 . We need the concept of a row Ž . LR-sequence, to be differentiated from the column LR that we have used up to now. To the best of our understanding, the definition of a row w x LR-sequence can be drastically simplified from that of Thompson's T3 which we do here. The sequence of increasing partitions a , a , . . . , Thompson's proof for the condition of divisibility in terms of row and column LR-sequences is very long, and we believe that it can be simplified along the lines of the proof of Proposition 4.4.
In 1933 G. Birkhoff had already established a partial result in the Ž w x. direction of Theorem 4.3, and his result cf. B has the advantage that the involved polynomials are more explicit. His formulation is rather compliw x cated, and we state his result in the form given in Bu . Using Corollary 1.2 together with the above proposition, we get an w x explicit expression for the number of divisors of an integer matrix. In B3 , the first named author has given another way of evaluating this function. The proof is short and thus gives a simple method of obtaining the total Ž number of subgroups of a finite abelian group in fact, the number of . subgroups having a given cardinality is also obtained . and
Ž . 
It is then a routine matter to identify the invertible elements: denoting by Ž . Ž . < < the function defined by Id s 1 and M s 0 whenever M ) 1, we 5 5 check that y g is invertible if and only if g -1, which is obtained in w x another way in N4, Theorem 3.12 .
VI. APPLICATION: ZETA FUNCTION OF THE CONVOLUTION PRODUCT
The interpretation of divisor classes in terms of lattices has another important corollary, which is that the primary component H H of H H is r, p r Ž w x. isomorphic to the Hall algebra see M . It is interesting to realize that when studied from an algebraical point of view this algebra is called a Hecke algebra, and when studied from a combinatorial viewpoint it is called a Hall algebra, although often there is not much interaction between researchers in these two areas. Here we indicate an application of the isomorphism of algebras.
If we wish to associate a zeta function with the convolution product of arithmetical functions mentioned in Section V, we realize that the zeta function is not a simple product of those of the components of the convolution. Because of the sublattices involved, there is a weight attached Ž . that is the sum of g p , the Hall polynomials mentioned in Section IV.
On applying standard results we see the following. We present another interesting counterexample: it is false to say that if Ž y and z have the same order and the depth of y is equal to that of z the h . depth being defined as the largest h such that ᭚ x with y s p x , then Ž . Ž . Ž .
