A rigorous bridge between spiking-level and macroscopic quantities is an on-going and well-developed story for asynchronously firing neurons, but focus has shifted to include neural populations exhibiting varying synchronous dynamics. Recent literature has used the OttAntonsen ansatz (2008) to great effect, allowing a rigorous derivation of an order parameter for large oscillator populations. The ansatz has been successfully applied using several models including networks of Kuramoto oscillators, theta models, and integrate-and-fire neurons, along with many types of network topologies. In the present study, we take a converse approach: given the mean field dynamics of slow synapses, predict the synchronization properties of finite neural populations. The slow synapse assumption is amenable to averaging theory and the method of multiple timescales. Our proposed theory applies to two heterogeneous populations of N excitatory n-dimensional and N inhibitory m-dimensional oscillators with homogeneous synaptic weights. We then demonstrate our theory using two examples. In the first example we take a network of excitatory and inhibitory theta neurons and consider the case with and without heterogeneous inputs. In the second example we use Traub models with calcium for the excitatory neurons and Wang-Buzsáki models for the inhibitory neurons. We accurately predict phase drift and phase locking in each example even when the slow synapses exhibit non-trivial mean-field dynamics.
Lead Paragraph
Mean field theory is one of the primary tools used by physicists and mathematicians working in neuroscience. For nearly five decades, the phenomenological derivation of neural field equations that describe population-level quantities such as the mean firing rate was sufficient, in part due to its success in reproducing the diverse spatio-temporal neural activity patterns of the neocortex. However, within the past two decades, theoretical studies have re-examined the derivation of the mean field models by starting at the microscopic, single-neuron spiking level. The spiking-level approach splits in two at the very beginning. In the first approach, the degree of synchrony of the population does not matter, and spiking neurons are assumed to be entirely asynchronous. This case is most similar to the classic mean field description. In the second approach, the degree of synchrony in the population does matter, and correlations between neurons are taken into account. The present study is most akin to the second approach, and extends upon existing results by introducing methods to reduce arbitrarily complex spiking models into a set of phase values that can be used to predict population synchrony.
Introduction
Neural mean field models are a useful framework for studying mesoscopic and macroscopic spatio-temporal activity in the cortex. Examples include mammalian path integration, head direction tracking, visual hallucination, working memory, spatial object location, and object orientation [6, 5, 12, 3] .
Existing studies derive macroscopic quantities starting at the spiking level, but require particular assumptions including asynchronous firing [19, 18, 26] and Poisson statistics [2, 1] . These studies contain no information about synchronization at the spiking level, which could underpin the loss or gain of power in electroencephalogram (EEG) frequency bands [7] .
Recent studies relax the asynchronous firing assumption with the goal of predicting population synchrony, and have successfully used low-dimensional spiking models like the Kuramoto model [29] , theta model [11, 7] , Alder units [27] , and quadratic integrate-and-fire models [21] to this end. These models are amenable to the Ott-Antonsen ansatz [24] , which results in a complementary order parameter in addition to the mean field variables, e.g., firing rate.
In contrast to these studies, the goal of the present study is to derive a metric of synchrony at the spiking level for general oscillators. In particular, we derive a set of phase equations for each oscillator as a function of the mean field. Moreover, the existence of multiple timescales allows our approach to be converse to existing studies, where we derive the phase equations starting with the the mean field dynamics, which for the present study are the same as the mean synaptic variables.
We begin with a finite network of N , n-dimensional excitatory spiking neurons and N , m-dimensional inhibitory spiking neurons connected by slow synapses (The slow synaptic assumption is one of several that allows us to apply the theory of averaging and exploit the difference in time scales to get exact mean field equations for finite networks of neurons [4, 10, 11] . While, generally, synapses are fast, there are certain classes of excitatory and inhibitory synapses that are slow (notably, NMDA and GABA B [8] , and experimentally observed but unidentified synapses [15] ):
where i = 1 . . . , N , t x i,j (t y i,j ) is the time of the j th spike of neuron i in population x (y). The function F k is the vector field for neuron k = x, y, and the function G k i represents heterogeneity in oscillator i of vector field k. The parameters µ x /ε, and µ y /ε represent the time constants of the x and y populations. We allow the O(1) parameters µ x , µ y to be different so that we can flexible vary the excitatory and inhibitory synaptic time scales.. For conductance-based models, we take the spike time be the upwards zero-crossing of the membrane potential. The same notation holds for the inhibitory population y. As we show next, our derivation only requires knowledge about whether or not any neuron spikes in a given population, thus we need not be precise about indexing the spike times by neuron number.
Equations (3) and (4) represent the slow synaptic dynamics. The synaptic variable s x (s y ) resets instantaneously (with small magnitude) as s x → s x + ε/(N µ x ) (s y →s y + ε/(N µ y )) whenever x i (y i ) spikes. The small ε assumption results in slow timescale decay of the synaptic variables s x , s y . Essentially, s x , s y are low-pass filtered versions of the firing rates of the x, y populations. With these notations defined, we turn to the assumptions.
• The term ε is small, 0 < ε 1. Thus the synapses increment instantaneously with order ε, but decay slowly between spikes.
• There is a separation of timescales into a "fast" time t and a "slow" time τ = εt.
• The mean synaptic values,s x ands y , are constant on the fast timescale and differ at most by a small amount O(ε). These mean synapses represent the mean field values of Equations (1)-(4). They must be close in value since they are the mean firing rates (frequencies) of the populations x, y and in order for non-trivial phase-locking to occur between populations, their mean frequencies must be close.
• In the decoupled case without heterogeneity (ε = 0), we assume that there exists a T -periodic limit cycle Φ k (t, τ ) satisfying Equations (1), (2) for a range of valuess k ∈ [s − , s + ] where k = x, y.
• Generally,s k > 0, and there might not exist a limit cycle whens k = 0.
• The vector field dimensions are arbitrary:
These assumptions appear in a similar form in Rubin et al. 2013 [28] . The authors show that when the mean synaptic values are constant with slow synaptic decay, the slow and strong coupling problem becomes a fast and weak coupling problem, and thus amenable to the classic phase reduction. However, we are also interested in the case where the synaptic variables s x , s y are slowly varying. Thus, we allow that
• There can exist small amplitude (order σ, small) slow oscillations in the mean slow variabless x ,s y for some parameter values µ x , µ y satisfying the mean field description of Equations (1)-(4)
where ω k is the frequency of population k = x, y.
The goal of this paper is to derive a system of equations describing the phase locking properties of the network (Equations (1)- (4)). The equations will complement Equation (5), which is the mean field formulation of Equations (1)-(4). The primary contribution of the paper is to show that the phase reduction is valid when the synapses are slowly varying with small amplitude.
Before we start, we briefly summarize the derivation to follow. The first step of our analysis is a perturbation of order ε off of the uncoupled solution (Equations (1)-(4) with ε = 0). The order ε terms of the expansion capture the weak and slow interactions of Equations (1)- (4) . In particular, we include slow timescale phase shifts θ x i (τ ) and θ y i (τ ), and explicitly write each synaptic variable as its fixed mean value plus possible non-stationary terms. The goal of the derivation below is to determine the dynamics of the variables θ x i (τ ) and θ y i (τ ) by exploiting the separation in timescales. We find as expected that the phase dynamics exhibit all-to-all coupling, but less intuitively that small deviations of the mean synaptic valuess x ,s y away from the fixed point (s * , s * ) contribute to large phase drifts. With this summary in mind, we turn to the detailed derivation.
Derivation of the Phase Model
We begin the reduction to phase oscillators with the ansatz
wheres k (τ ) is the slowly varying mean synaptic value for k = x, y, f represents the effects of fast timescale, small-magnitude spikes on the synaptic variable, and θ x i (τ ), θ y i (τ ) are the slow timescale phase shifts due to the slow synaptic interactions. Technically, the solutions, x i , y i , uncoupled solutions, Φ k , and first order expansion term ξ x i have inputs of the form (t + θ i (τ ),s x (τ ),s y (τ )), but because we evaluate these functions at the fixed mean value s * , we abbreviate the notation of the redundant inputs by writing (t + θ i (τ ), s * ).
Using the periodicity of s k (t, τ ) on the fast timescale and small delta function impulses of order ε, one can derive f explicitly as
We detail the calculations in Appendix B. For notational convenience, we do not write f explicitly for the remainder of the derivation. Next, because the slow oscillations are small amplitude (order σ), we include an additional term in the expansion:
where s * is the constant fixed mean valuess x =s y . Plugging in Equation (6) into Equation (1) and grouping in terms of small order (ε and σ) results in the system of equations,
represents the Jacobian matrix. Rewriting yields,
where
Note that we have already collected terms in order ε, so we have no need to keep the σ/σ term and neglect it from now on. It is straightforward to show that the adjoint of L is
We find that a function z x in the nullspace of this adjoint operator satisfies
and
The function z x is the same as the infinitesimal phase response curve of the oscillator Φ x [10] . Next, we require the existence of a bounded periodic function ξ x i satisfying Equation (7) . Because the operator L has a closed range defined on the space of real-valued T -periodic functions, it follows that there exists a function u satisfying Lu = b if and only if u, v = 0 for all v in the nullspace of L * [14] , where
Applying the existence condition directly to the right hand side of Equation (7) yields (with a bit of rearrangement)
Simplifying and rewriting, we arrive at the phase equations:
The vigilant reader may notice a possible issue with the term (s x (τ ) − s * )/ε, where ε is small. We require that the deviations ofs x (τ ) from s * to be small, in particular to be of order σ. In our derivation, the order σ term cancels so that we can treat the difference (s x (τ ) − s * ) as order ε. Thus, the term (s x (τ ) − s * )/ε is order O(1).
Using the same arguments, we arrive at the phase equations for the y population,
Note that in the phase equations (8) and (9), the synaptic variables are exogenous and do not depend on the microscopic solutions -only the microscopic solutions depend on the mean field. Thus, the microscopic dynamics are fully described by properties of the individual oscillators (the iPRC z k , the vector field F k ), and the mean synaptic variabless k . When analyzing solutions, we use the phase differences /dτ = 0, so we only plot phase differences for j > 1. As we have shown in our derivation, our theory tolerates order ε heterogeneities in the vector fields. The phase difference dynamics are then
where i = 1, . . . , N . When the mean synaptic variables are slowly varying, the termss k (τ ) − s * in the right hand side of dφ z /dτ are what contribute to large phase drifts between the populations. To aid in the numerics and analysis, we make note of some facts, starting with the relationship between constant mean synapses and frequency.
Relationship Between Constant Mean Synapses and Frequency
Suppose that the means k is constant ands k = s * . Recall that for the synaptic variable s k following a spike,
where T − is the period of the fast oscillator up to and not including the spike. We may determine the initial condition by solving
which yields
Taking the mean value of s k (t) over one period,
we find thats
That is, s * =s k is the same as the fast frequency.
Fourier Approximation
Because the domain of each function H jk is periodic, we can use a Fourier series approximation to make the numerics tractable. We extract the Fourier coefficients using the fast Fourier transform (FFT) and construct an approximation by writing
(a n cos(nx/T ) + b n sin(nx/T )).
All right hand sides can be written as a sum of sines and cosines, thus amenable to a bifurcation analysis using XPPAUTO. Constructing the Jacobian matrix using derivatives of H jk is also straightforward, since we only need to take the derivative of sines and cosines:
See Tables 3, 4 for the values of the Fourier coefficients.
Results
We now turn to the simulation of neural models to test our theory. We begin by considering a population of excitatory and inhibitory theta neurons [11] and look at two cases: first when the mean synaptic values are fixed, and second when the mean synaptic values are slowly varying with small amplitude about a fixed point. In the first case we show the existence and stability of various phase locked solutions. In the second case we use numerics to demonstrate the accuracy of our phase model. We conclude by repeating the same comparison using biophysically realistic models. The models we consider are excitatory Traub models with calcium [30] , and inhibitory Wang-Buzsáki models [31] .
Theta Neurons
Consider a network of excitatory and inhibitory theta neurons with all-to-all coupling,
where a x,y , b x,y , and c x,y are positive constants chosen such that the main assumptions of this paper are satisfied. In this system, the dynamics of both populations are virtually identical, but the distinguishing features are the parameters b x , b y and c x , c y . Whenever a neuron in population x (y) spikes, it will positively (negatively) contribute to the dynamics of both populations, due to the b x , b y > 0 (−c x , −c y < 0) terms. Given valuess x ands y , the period of the oscillators is given by the solution to the integral
where I k = a k + b ksx − c ksy . The reciprocal of the solution is the frequency,
where [x] + = max{0, x}. Thus, the averaged dynamics are
For this system, the limit cycle and iPRC are, respectively,
where s * is the fixed points x =s y . To compute the H functions, we note that Thus the H functions of Equations (8) and (9) for this system are given by
We show examples of the H-functions in Figure 1 . For clarity in the calculations to follow, we define a new functionĤ jk in order to write the parameters explicitly.
Note that the slope ofĤ ky is the opposite of the slope of H ky for k = x, y. Using the tools developed up to this point, we can begin to explore the limitations of the mean field description and test if our phase reduction successfully captures the spiking-level synchronization. For a rudimentary demonstration of a mean field description that carries no information about microscopic dynamics, we direct our attention to Figure 2 .
In this figure, we simulate a small network of N = 2 excitatory and N = 2 inhibitory theta neurons (for simplicity we define
In the left column, panel A represents the dynamics of the mean field description (s x,y ) overlaid on the full network synaptic variables (s x,y ) plotted in gray. Panel C shows the synchronization properties of the spiking model, and and panel E shows our proposed theory. The theory correctly predicts synchronization of all oscillators. In the right column, panels B, D, and F show the mean field model, spiking model, and proposed theory, respectively. All panels A-F use the same parameters as in Figure 1 , except for the right column (panels B, D, and F) where we take µ y = 1.4. The antiphase lines representing T x /2 (gray solid) and T y /2 (gray dashed) are hard to distinguish because they happen to nearly coincide.
Strikingly, we observe changes in the microscopic synchronization despite virtually no change in the mean field description. There is a slight quantitative change in the mean field descriptions when µ y changes from µ y = 1 to µ y = 1.4. In particular, when µ y = 1, the fixed point is an asymptotically stable node with real negative eigenvalues. When we increase µ y to µ y = 1.4, the fixed point remains stable but becomes a spiral node with small imaginary eigenvalues. Thus, the fixed point remains asymptotically stable and a numerical analysis of the mean field does not reveal any bifurcation points. Moreover, prior knowledge of this quantitative difference gives no indication with regards to the change in synchronization properties.
Existence of Synchronous Solutions
The existence of synchronous solutions is straightforward to show. Generically, the synchronous solution φ x i = φ y i = 0 for i = 2, . . . , N exists independent of φ z (all right-hand-side terms cancel with these values), even when the mean synaptic variables are slowly varying. However, in this slowly varying case, there is synchrony within each excitatory or inhibitory population, but not between populations -the variable φ z undergoes a large phase drift.
Similar solutions are just as straightforward to show. For example,
) and φ z . Thus, it is possible for the excitatory (inhibitory) population to remain synchronous despite a phase drift between populations and possibly asynchronous behavior in the inhibitory (excitatory) population. This behavior is not restricted to the theta model and exists generically. The estimated anti-phase value is shown in gray solid (T x /2) and gray dashed (T y /2) (they happen to overlap substantially and are almost impossible to distinguish). Panel E: phase difference using our proposed phase reduction. Parameters are the same as in Figure 1 with µ x = µ y = 1 and ε = 0.01. In the right column (panels B, D, and F), we increase µ y = 1 to µ y = 1.4 and plot data in the same order as panels A, C, and E, respectively, .
Existence and Stability of Phase-Locked Solutions (Fixed Mean)
We now determine the stability of a given phase-locked solution to Equations (10), (11) , and (12) in the case of a fixed mean. To this end, we begin with the most general case of a generic phase-locked solution and construct the Jacobian matrix using the following derivatives:
First, consider the partial derivatives with respect to φ x k , φ y k , and φ z of the right hand side of dφ x i /dτ :
The Kronecker delta functions are defined as
and H φ denotes the derivative of H with respect to its independent variable. Next, the partials with respect to φ x k , φ 
Finally, the partials with respect to φ x k , φ y k , φ z of the right hand side of dφ z /dτ :
The synchronous solution, φ 
These entries form the eigenvalues of the Jacobian matrix. We have seen in Figure 1 that H kx (0) has negative slope for k = x, y (panels A,C) and H ky (0) has positive slope (and hence negative slope forĤ ky (0)) for k = x, y (panels B,D). Then, for µ y sufficiently large, the negative contributions from functions H ky are small and the eigenvalues may become positive, indicating a loss of stability to the synchronous solution. This loss of stability confirms our observation in Figure 2 .
We found that non-synchronous fixed point attractors of this network take the form (φ x , 0, 0), or (φ x , 0, φ z ). For the remainder of this subsection, we analyze the existence and stability of fixed points starting with the synchronous solution φ x = φ y = φ z = 0.
We can show that the bifurcation point occurs at µ y = 1.1 by writing down the eigenvalues of this system (Equation (21) with N = 2):
These H functions are identical except for the choice of parameters b x = b y = 1, and c x = c y = 1.1 (Equation (17)). By inspection, the eigenvalues are zero when when µ x = 1 and µ y = 1.1 indicating a change of stability at µ y = 1.1. This change in stability is shown in Figure 3 . When the fixed point loses stability through a transcritical bifurcation, the stable attractor becomes a fixed point of the form (φ x , 0, 0), where φ x = 0. For µ y ≈ 1.4, the stable solution approximately takes the form (−T /2, 0, 0), indicating that the excitatory population is stable near anti-phase.
We now turn to the final stable branch, which takes the form (φ x , 0, φ z ) (Figure 4) . In panel A, we show the φ x coordinate value as a function of µ y and panel B shows the φ z coordinate value as a function of µ y . Initially, synchrony is stable, until the bifurcation at µ y = 1.1, which leads to a stable branch that asymptotically approaches anti-phase as a function of µ y , and an unstable branch at the origin. We used XPPAUT to follow the equilibria as a function of µ y . There exist no other stable fixed points, concluding our analysis of existence and stability in the case of the fixed mean. 
Existence and Stability of Phase-Locked Solutions (Slowly Varying Mean)
With particular coupling parameter choices, the mean field undergoes a supercritical Hopf bifurcation and gives rise to slow, stable oscillations ( Figure  5A ). This slowly varying mean has the effect of forcing the excitatory population to spike at a different frequency from the inhibitory population. The goal of this section is to analyze the existence and stability of fixed points of the phase model in this case. Figure 6A shows slow, periodic behavior in the mean synaptic values. This periodic solution is a stable limit cycle solution arising from a supercritical Hopf bifurcation. By using the mean field in Equations (15) and (16), we show existence of of a Hopf bifurcation and its criticality numerically. Figure 6B shows the results of the numerical simulation in terms of phase differences for N = 5 neurons per population. Due to the slowly varying synaptic variables, the period of the oscillators change (as shown by the dashed gray and solid gray anti-phase lines). Generally, the phase differences in the excitatory population, φ x 1 , . . . , φ x 4 , tend toward non-synchronous phase-locked activity. In contrast, the phase differences in the inhibitory population, φ y 1 , . . . , φ y 4 , tend toward synchrony. The difference in periods of the oscillators contributes to the phase drift between populations, quantified by φ z (orange). Figure 6C shows the results of the phase model simulation in terms of the same set of phase differences. We see the same general trends. Excitatory neurons tend to non-synchronous phase-locked solutions, inhibitory neurons tend to synchronize, and there exists a large phase drift between the populations.
Hopf Bifurcation in the Slowly Varying Case

Phase Models Modulated by Slowly Varying Synapses
Theta Models with Input Heterogeneities
In this section, we consider the same theta neurons as above with N = 2 with an additional input heterogeneity:
We place no restriction on the heterogeneities η k j , so long as they are chosen such that εη k j remains order ε. In this example, we draw η k j from a uniform distribution on the interval [−1, 1]. With the numpy [13] random seed set to 0, the four randomly chosen numbers are [0.09762701, 0.43037873, 0.20552675, 0.08976637]. We show an example of a simulation in Figure 7 .
In Figure 7A , the full network simulation of the synaptic variables (transparent blue, red labeled s x,y ) differs slightly in mean from the mean field approximation without input heterogeneities (time-averaged synaptic variables solid blue, red labeleds x,y ). In Figure 7B , the input heterogeneity results in a phase drift in the excitatory population (pink). Figure 7C shows our proposed theory, which accurately captures the transient dynamics as well as the phase drift in the excitatory population.
Wang-Buzsáki and Traub with Calcium
We now repeat the analysis above using biophysically realistic models. In this section, we consider the synchronization properties in two populations of excitatory and inhibitory conductance-based models. The Excitatory population consists of the Traub model [30] with calcium current, while the inhibitory population consists of the Wang Buzsáki model [31] . As in the previous section, we consider two cases. In the first case, the synaptic mean The Traub model with calcium is defined by the systeṁ
where x represents the dynamics of gating variables h, m, and n. The ionic currents are listed in Equation (27) of Appendix A.1. The Wang-Buzsáki system is given bẏ
where x represents the dynamics of gating variables h and n. The ionic currents are listed in Equation (28) of Appendix A.1. We introduce coupling through currents:
where just as in Equations (1)- (4), t x i,j (t y i,j ) is the time of the j th spike of neuron i in population x (y).
Aside: While we also could include synaptic coupling using conductancebased synapses, the mean field equations are more complex as they are not just functions of sums of excitatory and inhibitory currents. Thus, we will use the simpler type of coupling shown in Equation (25) .
The synapses s x , s y (dimensionless) increment each time the voltage variable of the neural models cross V = 0 from negative to positive. Unless otherwise stated, we choose s * = 1/T = 0.05 cycles/ms = 50 Hz.
The mean field dynamics obey Equation (5), where ω x is given by the frequency-input current (FI) function shown by the black curve in Figure  8 and ω y is shown by the FI curve given by the dashed curve in the same figure. We compute both curves numerically using XPPAUTO [9] . This choice of coupling in Equation (25) results in scalar derivatives: of the perturbation off the fixed point. In both columns we choose to perturb the s x variable by magnitude ε/4, where ε = 0.0025. Interestingly, this system exhibits similar features in the mean field description shown in Figure 2 , and the microscopic dynamics reach different steady-states despite no detectable changes to the stability of the mean field model. Panel C shows that the excitatory (φ x , purple) and inhibitory populations (φ y , green) approach synchrony. In panel D, we re-initialize the simulation with the same initial conditions for all variables with only one change in the synaptic time constant from µ y = 1 to µ y = 2.4. The excitatory population reaches a non-synchronous steady-state phase locked value, indicating nearly a quarter-period difference in spike times. Panels E and F show that our theory correctly predicts the differing steady state dynamics in panels C and D, respectively.
Existence and Stability of Phase-Locked Solutions (Fixed Mean)
We now analyze the phase locked solutions of this system in the case of constant-mean synapses. As in the network of theta neurons, we use coupling parameters that lead to changes in the synchronization properties of the oscillators as a function of µ y , while the mean field remains invariant. We show the existence and stability of phase locked solutions of Figure 10 in Figure 11 . In Figure 11 we plot the value of each coordinate as a function of µ y (φ x in panel A and φ z in panel B). We do not show φ y because φ y = 0 . The star denotes a stable fixed point. C: phase difference at the spiking level in the full conductance-based model simulation. The estimated half-period is shown in gray solid (T x /2) and gray dashed (T y /2) (they happen to overlap substantially and are almost impossible to distinguish). E: phase difference using our proposed phase reduction. Parameters are the same as in Figure  9 , and µ x = µ y = 1. In the right column, we increase µ y = 1 to µ y = 2.5 and plot the same data in the same order with the same initial conditions. Other parameters: ε = 0.0025, I x = 6.74µA/cm 2 , I y = 0.66µA/cm 2 .
for this parameter range. As expected, the point (φ x , φ y , φ z ) ≈ (0, 0, 3T /4) is stable for µ y = 1. As we increase µ y , the system undergoes a pitchfork bifurcation, resulting in two stable fixed points. The fixed point we see in Figure 10 corresponds to the upper branch of both panels, where (φ x , φ y , φ z ) ≈ (T /4, 0, 3T /4). 
Phase Locked Solutions (Slowly Varying Mean)
Finally, as in the theta network, the mean field of the Traub+Ca and WangBuzsáki network may undergo a supercritical Hopf bifurcation ( Figure 5B) . In this section, we demonstrate that our theory accurately predicts the phase locking properties in this case of a slowly varying mean ( Figure 12) . We show the synaptic variables and mean field approximations in the top panel, the full numerical simulation in the middle panel, and our proposed theory in the bottom panel. We find that our theory correctly predicts the general trend of φ x (pink) which tends towards antiphase, and of φ y (green) which remains close to its initial condition.
Discussion
In the current study, we have shown that in an all-to-all, homogeneously coupled network of heterogeneous oscillators, there are two cases of the mean synaptic values that make the oscillators amenable to a phase reduction. In the first case, the mean synaptic values are fixed and equal, or fixed and different up to a small difference of order ε. In the second case, the mean synaptic values are slowly varying with small amplitude up to order ε. Using neurophysiologically motived models, we demonstrate that the phase reduction is accurate for at least order 1/ε time. Moreover, we are able to explore the existence and stability of phase locked solutions in both cases.
Our choice of coupling in the Traub, Wang-Buzsáki network also simplifies the analysis, but we need not restrict the form of the input current. In fact, a biophysically realistic synaptic input current of the form s k g(V −V k ), where g represents a conductance, V k the reversal potential, and s k the synaptic variable, is well within the scope of this study. In this case, we would add more complexity to the H functions in Equation (26) and in the mean field equations, but the analysis remains otherwise unchanged. Particular elements and motives of the current study are similar to existing works. Early studies in bridging spiking models to the mean field description use leaky integrate-and-fire (LIF) models with Poisson statistics [2, 1] . Later studies derive additional statistics like the coefficient of variation in the interspike interval [26] . However, deriving equations measuring the degree of synchrony in a population of neurons (the order parameter [17] ) is more recent. This reduction was first shown in Ott and Antonsen 2008 [23] , where the authors use what is now called the Ott-Antonsen ansatz to reduce an infinite number of Kuramoto oscillators into a simple pair of differential equations for the order parameter.
In Montrio et al. 2015 [21] , the authors derive a pair of ordinary differential equations for other macroscopic observables like the mean membrane potential and the firing rate by starting at the spiking level. They then show that the network is also amenable to the order parameter reduction using the Ott-Antonsen ansatz. Thus, it is possible to derive a complementary set of equations describing the mean field activity and the associated degree of synchronization. This derivation has also been applied to theta neurons in Coombes and Byrne 2016 [7] , where the authors derive a complementary set of ordinary differential equations describing the population firing rate and the degree of synchrony.
The excitatory-inhibitory network structure has also been studied previously. In Roulet and Mindlin 2016 [27] , they use the Ott-Antonsen ansatz to derive low dimensional differential equations for the order parameters of networks of excitatory and inhibitory Alder units:
where the untilded variables refer to units in the excitatory population and the tilded variables refer to units in the inhibitory population. The coupling functions are defined as
where k E , k I > 0 denote the coupling strengths, N andÑ denote the number of neurons in each of the two populations. Roulet and Mindlin then derive low dimensional differential equations for the order parameters of excitatory and inhibitory theta models:
with the same coupling functions as above. The equations are similar to the theta model we consider in this paper, except that the mean of the input current is slaved to the fixed parameters η i and thus the mean can not drift over time.
Aspects of our results have been considered in various studies, which we now summarize. In So et al. 2008[29] , the authors consider the effects of time-varying coupling on the synchronization properties of a network of Kuramoto oscillators. In particular, they show that with sufficiently fast binary switching of coupling strengths, the network exhibits behavior characteristic of a static network. In contrast, our results apply only to slow, continuous changes in input current. Next, although slow synapses exist in neural networks, synapses are not generally slow. Indeed, the problem of slow synapses has been addressed in Laing 2014 Laing , 2015 , where he derives a mean-field description of theta models while allowing for arbitrarily fast synaptic transmission. However, our results are a step in two important directions. One, we give our synapses their own dynamics, as is often the case in chemical synapses (as opposed to gap junction synapses), and two, the synaptic variables are additionally allowed to vary independently. Granted, they are only allowed to vary within a small neighborhood of a fixed point, but to the best of our knowledge, this independence is novel and generalizes existing studies [28] .
Another aspect of the our results that have been studied in the past includes pulse coupled oscillators. Pazó and Montbrió [25] , use the Winfree model with a smooth pulse-like coupling of the form P (x) = a n (1+cos(x)) n . Combined with the Ott-Antonsen ansatz, they derive a pair of differential equations for the order parameter. In Chandra et al. 2017 [4] , the authors consider a network of theta models with similar pulse-like coupling and derive the order parameter using the Ott-Antonsen ansatz. In addition, they relax the all-to-all coupling hypothesis and apply the Ott-Antonsen ansatz to a randomly generated network given an arbitrary degree distribution. General network structure satisfying classic weak coupling assumptions are studied in Kori et al. 2009[16] . In Laing 2018 [20] , the author considers all-toall pulse-like coupling of theta neurons with and without synaptic delay and derives the order parameter using the Watanabe-Strogatz ansatz [33, 32] .
Generalizing the synaptic weights is also a natural next step of the current study. In this case, the system becomes
The time values t x i,j and t y i,j are as in Equations (1)- (4) . To ensure that all neurons have the same firing rate when the synaptic variables are constant and identical, we require that j w jk ij =w jk , i = 1, . . . , N, for j, k = x, y, wherew jk is a constant for each j, k = x, y. We are then free to choose coupling types of the form W ij = K(|i − j|∆x), where K is a typical even kernel, like a Gaussian or difference of Gaussians, and ∆x = 1/N . This type of modification brings us closer to classic spatially distributed neural field models and the resulting system remains amenable to the methods of the current study. This direction also ties in with Laing 2014, 2015 [19, 18] , where bump-type solutions are shown to exist a priori in large networks of theta models. Our method could show the same results with more general models. The Ott-Antonsen ansatz is an undoubtedly powerful tool for understanding oscillator models. However, it has some limitations which the current paper addresses directly. Our proposed theory offers a general dimension reduction of a finite number of N -and M -dimensional coupled oscillators. While our theory tolerates only small heterogeneities, we place no restrictions on how the heterogeneities are distributed. However, our theory is restrictive in that the interactions must be on a slow timescale.
Another natural next step to consider involves the effects of noise on synchronization. In Nagai and Kori 2010 [22] , where a network of these oscillators are driven by a common Gaussian noise signal, the authors analytically show noise-induced synchronization, and suggest that weak common noise generally promotes synchronization of weakly coupled oscillators. We have shown to a limited extent the effects of noise by introducing input heterogeneities drawn from a uniform distribution. However, analyzing the effects of a single time-dependent noisy input signal in our framework requires different techniques beyond the scope of this paper, and warrants close study in its own right. 
where x represents the dynamics of gating variables h and n, and
As in the Traub model above, the variable V has dimensions of mV, time units of milliseconds, the variables h and n are dimensionless, and currents are in units of µA/cm 2 . We show dimensions of all model parameters in Table 2 . where x in the last two lines represents m, h, or n and x 1 , x 2 may be α x and β x , respectively.
B Derivation of Spiking Term
Recall our starting ansatz for the phase equation, For simplicity, consider a network consisting of one excitatory neuron x 1 with one synaptic variable s x (t, τ ). Note that following a spike, the solution x 1 increments by ε k ≡ ε/µ k and decays exponentially. Moreover, each s k is periodic with s k (T + ) = s k (0), where k = x, y. Putting these facts together, we have that
Solving for s k (0) reveals
Therefore, s k (t) after a spike is
Using Taylor expansions, we can rearrange the equation as
which after a trivial rearrangement yields ε k f (t) = ε k 1 − e −ε k T e −ε k t − 1 T .
Since ε k is small, we take a Taylor expansion of the exponential and simplify in a series of algebraic steps:
Thus,
over one period. For multiple periods, the resulting function is a sawtooth. In our implementations we write f (t) = ((1 − t/T ) (mod 1)) − 1/2, because it is the most natural formulation for computer simulations. In general, we need to account for possible slow timescale phase shifts θ k j (τ ) and the contributions from multiple spikes. We simply sum these contributions to arrive at the desired form: ε N µ x j f t + θ x j (τ ) . 0.000151095 -0.00036262 -0.00253634 0.001951034 a 10 8 
C Fourier Coefficients
