Protein complexes are assembled with high compositional accuracy, evidenced, for example, by the possibility of crystallization of complexes as large as the ribosome ([@r1]). This is remarkable, because, during assembly, a growing complex has to discriminate its specific components from a multicomponent mixture of hundreds of different protein species that are part of the proteome. Failure to solve this discriminatory task could result in assembly of chimeric structures composed of fragments from different complexes, impairing normal cellular function ([@r2]).

Assembly of protein complexes can also be viewed as a second stage of creating functional cellular structures, the first being the assemblage of amino acids into proteins, achieved by ribosomes. A modest alphabet of 20 amino acids encodes thousands of different proteins. Proteins typically contain all 20 amino acids, so that the amino acid usage by proteins is "dense" rather than "sparse." Nature, furthermore, reuses amino acids many times within the same protein, which makes the compositional heterogeneity of each protein low. This can be contrasted with the assembly of complexes, which seem to use proteins sparsely, so that each complex contains only a small fraction of the available proteome. At the same time, complexes are often highly heterogeneous, that is, composed of many different protein species ([@r3]).

The sparsity and heterogeneity of complexes should come as a surprise, as they imply that the proteome might not be exploited in combinatorial manner. Indeed, the vast repertoire of hundreds of proteins is combined to result in a comparable number of complexes ([Fig. 1](#fig01){ref-type="fig"}). This suggests that "combinatorial expansion" of proteins into complexes does not occur generically, and may instead be restricted to particular functions, such as regulation or signaling ([@r4], [@r5]). In these cases, proteins participate in several complexes; for example, cyclin-dependent kinases can be part of several cell cycle regulatory complexes ([@r6]). Proteins can have specific interactions with many partners, a phenomenon known as *promiscuity*. The promiscuity of proteins may potentially result in the formation of disordered chimeric structures. For example, a single point mutation is sufficient to create a novel protein--protein interaction, which can result in chimeric assembly of proteins ([@r7]). Notwithstanding these challenges, protein complexes typically assemble from their constituents accurately and carry out cellular functions with remarkable speed and precision ([@r8]).

![Usage of amino acids by proteins, and of proteins by complexes. The typical length of proteins ($\sim 300$ residues) is largely limited by folding ([@r38]). Twenty amino acids (geometric shapes) potentially thus encode $\sim 20^{300}$ proteins (black lines). Although the observed repertoire of proteins (gray lines) is much smaller, for example, $\sim 10^{4}$ for *Saccharomyces cerevisiae* ([@r39]), there is a clear combinatorial expansion from amino acids to proteins. Contrary to this, the observed number of complexes, with the reported average of 4 different proteins per complex ([@r40]) (colored shapes), is comparable to the number of proteins, without a trace of combinatorial expansion.](pnas.1911028117fig01){#fig01}

Elucidating the characteristics of protein complexes that enable them to assemble reliably, and studying how these characteristics affect the organization of the proteome, can be viewed as fundamental goals of cell biology. Recently, there have been significant advances toward achieving these goals, due to the progress in experiments ([@r7], [@r9], [@r10]), bioinformatics ([@r11], [@r12]), and molecular dynamics simulations ([@r13]). However, a general theoretical framework to understand protein complex formation and usage is still lacking. One major difficulty in developing such a framework is the large diversity of cellular protein complexes. Some complexes, such as microtubules, exhibit unbounded growth ([@r14]). Others, such as ribosomes, have a well-defined finite size ([@r1]). To complicate matters further, the latter complexes can be further divided among those that exhibit strong symmetries, such as the bacterial flagellar motor ([@r15]), and those that are fully asymmetric, such as ribosomes ([@r1]). Whereas the principles of assembly of many symmetric complexes have been studied ([@r12]), the same is not true for asymmetric complexes.

The aim of this article is to begin to develop a theoretical framework, which could ultimately be applied to (asymmetric) protein complexes, by extending a recent model of self-assembly ([@r16]). As will be elaborated in [*Discussion*](#s5){ref-type="sec"}, cellular assembly of protein complexes can be a highly controlled, nonequilibrium kinetic process. Still, we will constrain our present theoretical study to equilibrium statistical physics alone and explore what constraints thermodynamics imposes on assembly of complexes. Interestingly, we shall see that these constraints alone can---at least partly---explain the observed heterogeneity of asymmetric complexes and their sparse usage of the proteome. We will also analyze existing structural, compositional, and interaction data of protein complexes to further evaluate some biological implications of our theoretical findings.

Results {#s1}
=======

Multifarious Mixtures of Components Exhibit 4 Assembly Regimes. {#s2}
---------------------------------------------------------------

In our model, protein-like components form a multicomponent mixture. When 2 components are in close proximity, they can interact specifically. We specify the interactions of components via the complexes of which the components are part. In particular, if 2 components are bound to each other as part of the same complex, we assume they can interact specifically with binding energy $E$. Conversely, we assume that components not forming part of the same complex have a null binding energy. Such components still can interact nonspecifically, provided their concentration, $p$, is large. This model has been formulated and studied previously in ref. [@r16]. We extend its analysis to allow for variable heterogeneity and sparsity. A detailed account of the model is presented in [*Materials and Methods*](#s9){ref-type="sec"}.

Just like changing the temperature and pressure of a gas can turn it into a liquid, changing the binding energy, $E$, and the chemical potential, $\mu$, of the component mixture can fundamentally alter its properties. For an ideal dilute mixture, the chemical potential $\mu$ is given by $\mu = k_{B}T\log\left( p \right)$, where $p$ is the concentration of the components relative to the solvent, $k_{B}$ is Boltzmann's constant, and $T$ is the temperature (hereafter, we express energy in units of $k_{B}T$). As shown in [Fig. 2](#fig02){ref-type="fig"} (which describes a lattice implementation of our model; see also [*SI Appendix*, section A](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental)), for low negative values of the chemical potential, the mixture is in a dilute solution (DS) regime, in which components interact only transiently with each other. This is the regime in which biochemical reactions have been traditionally studied ([@r17]). If, on the other hand, the chemical potential is high but the binding energy is low, the mixture increases its density and behaves as a liquid (L). The properties of this liquid are somewhat similar to those of droplets observed at cellular scale ([@r18], [@r19]). These droplets are membraneless organelles composed, among other components, of many proteins, and are believed to form by simple liquid--liquid phase separation. Finally, if both the chemical potential and the binding energy are high, the liquid mixture changes into a "chimeric" (Ch) regime, in which fragments of several protein complexes bind in an unruly manner to each other. This regime can evoke cellular inclusion bodies, where overexpressed recombinant proteins form disordered solid aggregates ([@r20]). These 3 regimes are conceptually close to phases of inert materials, and will not be discussed here further (see, however, [*SI Appendix*, sections A to D](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental)).

![Four regimes of a multicomponent mixture. In our simplified equilibrium statistical mechanics model, individual different components, $N_{tot} = 400$ (small, unit cell-sized, squares), have specific interactions with their neighbors and can form $K = 8$ different complexes (large squares) of size $M_{c} = 400$, each represented by a different color (see color bar). Colors of complexes are assigned to individual components based on whether their neighbors in the lattice are also neighbors in the given complex. Random colors are assigned to resolve ambiguities, and white lattice sites denote absence of any component (see [*SI Appendix*, section A](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental) for a detailed description of the coloring algorithm). (*A*) In the MA regime, a small fragment of a complex (small brown square at $t = 0$) can be used to nucleate the assembly of the whole complex ($c = 1$, large brown square). (*B*) In the Ch regime, the same small fragment nucleates a disordered aggregate from fragments of many complexes. (*C*) In the L regime, a whole well-assembled complex will be unstable and will "melt" into a dense fluid-like mixture, in which small fragments of complexes are constantly being rearranged (unlike in Ch, where there are no rapid rearrangement dynamics). (*D*) In the DS regime, the initial full complex dissolves quickly into a set of separate proteins. Only very small transient clusters of proteins can form. (*E* and *F*) The 4 regimes observed in *A*--*D* correspond to distinct values of the chemical potential and binding energy, and can be determined by the assembly error (portion of the correctly assembled complex) and the density of components. In [*SI Appendix*, section B](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental), we characterize the boundaries that separate the regimes. Note that each circle in these graphs corresponds to separate Monte Carlo simulations, in which the error of assembly is evaluated. See [*Materials and Methods*](#s9){ref-type="sec"} for detailed description of the parameters used in this and other figures.](pnas.1911028117fig02){#fig02}

We shall rather focus our attention on a regime more relevant for understanding protein complexes, which arises when the values of binding energy and chemical potential are comparable. In this "multifarious assembly" (MA) regime, a large protein complex can self-assemble accurately, for example, starting (nucleating) from a small fragment of such complex (nucleation seed) ([Fig. 2*A*](#fig02){ref-type="fig"}) ([@r16]). As shown in [Fig. 2 *E* and *F*](#fig02){ref-type="fig"}, the MA regime is bounded by the L and Ch regimes. The range of concentrations $p_{max}/p_{min}$ in which reliable assembly is possible is given by ([*SI Appendix*, section B](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental))$$p_{max}/p_{min} \approx \exp\left( {E + \mu_{0}} \right),$$where $E$ is the binding energy used to discriminate between specific and nonspecific interactions, and $\mu_{0} < 0$ is a reference chemical potential that depends on the characteristics of the mixture. [Eq. **1**](#eq1){ref-type="disp-formula"} implies that a binding energy of a few $k_{B}T$ is sufficient to ensure reliable assembly in a range of concentrations spanning several orders of magnitude. The parameter $\mu_{0}$ depends logarithmically on the number of different complexes, $K$, and the number of component types, or "species," $N_{tot}$. Furthermore, it also depends on the characteristics of a typical complex $c$ and a typical component species $\alpha$. For a complex $c$, these characteristics are the total number of components that the complex contains (i.e., its size), $M_{c}$, and the number of different species among the components of the complex, $N_{c} \leq M_{c}$. We simply characterize a component of species $\alpha$ by the number of "binding links" that it can establish, $z_{\alpha}$. For the sake of simplicity, we will limit ourselves in the following to the case $z_{\alpha} = 4$, in which each component can establish 4 binding links (this is well suited for numerical simulations on a squared lattice). However, our results can be generalized to other values of $z_{\alpha}$; see [*SI Appendix*, section C](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental).

Heterogeneity and Sparsity Constrain Reliable Assembly. {#s3}
-------------------------------------------------------

The accurate assembly of complexes is a daunting discriminatory task. Proteins accomplish this task because their interactions and the composition of complexes they form are the result of "constrained evolution." That is, the characteristics of complexes have evolved to ensure their cellular function, while, at the same time, they have been constrained to assemble reliably. As argued above, an important quantity, which is closely related to the reliability of the assembly process, is protein promiscuity: If the promiscuity of a protein were exceedingly high, undesired protein species could interfere with this protein during the assembly process, which would then result in the formation of "chimeric structures." Therefore, we expect that evolution tuned protein promiscuity so that proteins do not form such nonfunctional chimeras.

In our model, the promiscuity of a protein-like component is related to the number of different complexes, $K$, and to their characteristics, such as their compositional heterogeneity, $h_{c} \equiv N_{c}/M_{c}$, and their sparsity, $a_{c} \equiv \left( {N_{tot} - N_{c}} \right)/N_{tot}$, that is, the fraction of their proteome usage. One can show that the promiscuity of a component species $\alpha$ scales as (see [*SI Appendix*, section C](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental) for a detailed derivation)$$\pi_{\alpha} \approx K\left( {1 - a_{c}} \right)/h_{c}.$$One can then express the evolutionary constraint of reliable self-assembly by relating the probability of the formation of chimeric structures to component promiscuity, and requiring that this probability is negligible. By doing so, we find that the number of possible coexisting complexes, their heterogeneity, their size, and their sparsity obey an important constraint relation,$$K \lesssim h_{c}^{3/2}M_{c}^{1/2}\left( {1 - a_{c}} \right)^{- 3/2},$$where the values of the exponents are given for $z_{\alpha} = 4$; see [*SI Appendix*, section C](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental) for generalization. [Eq. **3**](#eq3){ref-type="disp-formula"} provides the scaling for the surface of transition between the MA regime, in which chimeric structures are avoided, and the Ch regime, in which they readily form (depicted in [Fig. 3*A*](#fig03){ref-type="fig"}). Although this relation holds in the limit $\left. M_{c}\rightarrow\infty \right.$, our analysis of Monte Carlo simulations is compatible with [Eq. **3**](#eq3){ref-type="disp-formula"} (however, to unequivocally determine the scaling would require a much larger range of complex sizes; [*SI Appendix*, section D](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental)).

![Characteristics of complexes shape the MA regime. (*A*) Schematic representation of how the different regimes depend on the number of complexes $K$, their heterogeneity $h_{c}$, and their sparsity $a_{c}$. Sparsity greatly increases the number of complexes that can be reliably assembled by expanding MA. (*B*) As the heterogeneity of a complex increases, its assembly error decreases (normalized by a saturation error). The system thus transitions from Ch to MA. (*C*) Data collapse of the data in *B* using $h_{c}M_{c}^{1/3}$; see also [*SI Appendix*, section D](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental). (*D*) Cross-section of the phase diagram sketched in *A*. As the sparsity increases, the number of coexisting complexes diverges algebraically.](pnas.1911028117fig03){#fig03}

The key determinants of the transition from the MA regime to the Ch regime, predicted by the constraint of [Eq. **3**](#eq3){ref-type="disp-formula"}, have direct implications for the composition of complexes and organization of their components. [Eq. **3**](#eq3){ref-type="disp-formula"} can be understood as a trade-off between the number of coexisting complexes, their heterogeneity, and their sparsity: More complexes can coexist if they are more heterogeneous, and if they make a sparser usage of the proteome. To see that this is indeed the case, let us first consider a single complex type ($K = 1$) prepared in a mixture that contains only its constituent components, so that $N_{tot} = N_{c}$ and $a_{c} = 0$. [Eq. **3**](#eq3){ref-type="disp-formula"} constrains the heterogeneity of the complex to be larger than a quantity that scales as a power of its size, $h_{c} \gtrsim M_{c}^{- 1/3}$. Therefore, by increasing the heterogeneity of the complexes, one crosses a transition from the Ch regime to the desired MA regime, as shown in [Fig. 3 *B* and *C*](#fig03){ref-type="fig"}. This mechanism might thus explain the observed high heterogeneity among cellular protein complexes as the means of avoiding assembly of incorrect chimeric structures.

Next, let us consider the possibility of combinatorial usage of components in different complexes. In the case of a dense usage of the set of components, that is, $a_{c} = 0$, the reliable assembly constraint, [Eq. **3**](#eq3){ref-type="disp-formula"}, implies that the number of possible coexisting complexes is $K \lesssim h_{c}N_{tot}^{1/2}$. Such increase of the number of complexes with increasing number $N_{tot}$ of component species implies that combinatorial usage of components in complexes is indeed possible ([@r16]). However, the reliability constraint makes the combinatorial aspect only sublinear, and therefore weak: An increase by a factor of 100 in the number of component species merely increases by 10 the number of possible complexes. Therefore, from a biological perspective, reliable assembly introduces a constraint that vastly reduces the possibilities of combinatorial expansion from proteins into protein complexes.

In order for many complexes to coexist, an alternative to this weak combinatorial usage is needed. This alternative is achieved by letting complexes make a sparse usage of the set of components, that is, $a_{c} \lesssim 1$. To see this, note that the number of possible coexisting complexes, $K$, diverges in [Eq. **3**](#eq3){ref-type="disp-formula"} as the component usage becomes more and more sparse, $\left. a_{c}\rightarrow 1 \right.$; see also [Fig. 3*D*](#fig03){ref-type="fig"}. An important consequence of such behavior is that the number of coexisting complexes scales superlinearly with the number of component species when a sparse usage is allowed,$$K \approx N_{tot}^{3/2}M_{c}^{- 1}.$$From a biological perspective, due to the previously evoked sparsity of the proteome usage, an increase by a factor of 100 in the number of component species results thus in an increase by a factor of a 1,000 in the number of complexes. Therefore, a sparse usage of the proteome may indeed help to insure the observed coexistence of many different types of protein complexes within the cell.

Overall, we have shown that, in order to avoid chimeric assembly, the composition of complexes and organization of their components must be such that [Eq. **3**](#eq3){ref-type="disp-formula"} is satisfied. This implies that many complexes can coexist only if they have a heterogeneous composition and make a sparse usage of their components. In the following, we discuss the biological implications of these findings.

Structural and Compositional Data Point toward High Heterogeneity of Protein Complexes. {#s4}
---------------------------------------------------------------------------------------

How relevant are the theoretical arguments presented above for cellular protein complexes? It is clear that the proteome usage is generically sparse: Even a complex with as many different protein species as the ribosome, for which $N_{c} \lesssim 10^{2}$, contains only a small fraction of the proteome, $N_{tot} \gtrsim 10^{3}$. This gives a lower bound for the sparsity of complexes: $a_{c} > 0.9$.

To address the issue of heterogeneity, in particular, whether highly heterogeneous complexes might coexist more easily, we analyzed a publicly available database of protein complexes ([@r21]). The resulting histogram of the heterogeneity of these complexes, separated by their size (see [*SI Appendix*, section H](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental) for details), is depicted in [Fig. 4*A*](#fig04){ref-type="fig"}. The histogram reveals a large abundance of high-heterogeneity complexes, $h_{c} \in \left\lbrack {0.8,1.0} \right\rbrack$, which supports the arguments presented in this work. From [Fig. 4*A*](#fig04){ref-type="fig"}, it is also apparent that a significant number of complexes have intermediate values of heterogeneity, $h_{c} \in \left\lbrack {0.4,0.6} \right)$.

![Heterogeneity of symmetric and asymmetric complexes. (*A*) Histogram of complex heterogeneity using data from ref. [@r21]. Most complexes are highly heterogeneous, but a small peak is also present for intermediate values of the heterogeneity. This distribution is preserved across complexes in different size ranges (different colors; see legend). (*B* and *C*) Structure of a complex with dihedral symmetry, Hpa2 (Protein Data Bank \[PDB\] ID code 1QSM), and an asymmetric complex, Pol-III (PDB ID code 5FJ9). The first has low heterogeneity, $h_{c} = 1/4$, whereas the second is completely heterogeneous, $h_{c} = 1$. (*D*) We cross-referenced data from ref. [@r21] with structural data taken from the PDB database ([@r22]). We then separated symmetric and asymmetric complexes. The high heterogeneity peak is only present for asymmetric complexes, and the peak at intermediate heterogeneities is only present for symmetric complexes.](pnas.1911028117fig04){#fig04}

Given that our theory applies to structures without any geometrical symmetry (as described in [*Materials and Methods*](#s9){ref-type="sec"}), we can ask whether geometrical symmetry underlies the low heterogeneity of these complexes. For example, a complex with precisely 4 copies of the same protein, $h_{c} = 1/4$, may be reliably assembled if the proteins are wedged so that they lock in a symmetric ring-like structure ([Fig. 4*B*](#fig04){ref-type="fig"}). The constraints that limit assembly reliability in this type of complexes are likely to be different from those for asymmetric complexes ([Fig. 4*C*](#fig04){ref-type="fig"}). To estimate the role of symmetry in the heterogeneity of complexes, we classified them into those for which the crystal structure exhibits symmetry and those for which it does not ([@r22]). In [Fig. 4*D*](#fig04){ref-type="fig"}, we plot the corresponding heterogeneity histograms, which clearly show that asymmetric complexes have a very large heterogeneity bias, whereas symmetric complexes exhibit a large peak for intermediate heterogeneity values. We thus corroborate that high heterogeneity is indeed widespread among asymmetric complexes, to which we have limited our model. These conclusions should be taken with a grain of salt, however, since, generally speaking, the databases of protein complexes are in their infancy, and are prone to many possible methodological biases and ambiguities (see also discussion in [*SI Appendix*, section G](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental)).

Discussion {#s5}
==========

Additional Mechanisms to Prevent Chimeric Assembly. {#s6}
---------------------------------------------------

Within the cell, assembly of complexes takes place in a dense mixture of proteins. At the basis of successful assembly lays the discrimination of the particular proteins of a complex among many others present in the mixture. Here, we argued that thermal physics puts strong constraints on the characteristics of complexes so that they assemble reliably. In particular, to keep protein promiscuity low, the heterogeneity and sparsity of complexes is constrained to high values. Clearly, within the cell, there are additional mechanisms that may help avoid chimeric assembly, some of which we describe now.

First, cellular protein concentrations can be spatially and temporally controlled to increase assembly precision and yield. In particular, cellular liquid droplets can provide local environments of high concentration of certain proteins, which may increase the assembly yield of corresponding complexes. A well-known example of cellular "compartmentalization" is the assembly of ribosomes inside the nucleolus, where ribosomal proteins are synthesized ([@r23]). Similarly, the temporal aspects of production and transport of proteins can be regulated to facilitate and optimize complex assembly ([@r24]). Second, it is highly plausible that the energy landscape for protein--protein interactions itself might have evolved to facilitate the kinetics of protein complex assembly. This is similar to the arguments given for other classical discrimination phenomena in biology, such as the discrimination of correct initiation DNA sites by transcription factors ([@r25], [@r26]). A third possible mechanism to prevent formation of chimeric structures is the usage of nonpairwise protein interactions, for example, allostery. For instance, it was suggested, in ref. [@r5], that different tetrameric receptor complexes of the bone morphogenic protein pathway assemble upon binding of particular ligands. Furthermore, because only 7 different species of proteins are involved in forming these receptors, the usage made of these proteins is dense, rather than sparse, which suggests that allostery provides a means to make a dense usage of proteins and enable combinatorial expansion. Finally, the geometry of complexes itself might have also evolved to optimize assembly. The presence of a peak at intermediate values of the heterogeneity in [Fig. 4*A*](#fig04){ref-type="fig"}, which can be ascribed to the symmetry of complexes, strongly suggests that the heterogeneity constraint that we derived may be avoided by means of geometric constraints to the structure of the complex, in line with the findings in refs [@r7] and [@r12].

Two organizational principles of cellular protein assembly explored in our theoretical model, namely the high heterogeneity of protein complexes and the sparse usage they make of the proteome, should be already functional at thermal equilibrium. So should be also the 4 additional mechanisms described above; therefore, they could be incorporated and studied within future extensions of our model. Going beyond equilibrium considerations, it is important to stress that the accuracy and the speed in protein assembly can be enhanced by a number of out-of-equilibrium mechanisms ([@r27][@r28]--[@r29]). For example, more than 200 nonribosomal proteins are involved in ribosomal biogenesis ([@r30]). Many of these are energy-consuming enzymes and have a variety of roles, for example, stabilizing protein--RNA interactions. At the same time, in vitro studies have shown that it is possible to assemble ribosomal complexes in the absence of such enzymes ([@r9], [@r31], [@r32]), albeit with a smaller yield. This evokes a possible analogy with the process of protein folding, which is typically facilitated and sped up by energy-consuming chaperones, but also can take place in their absence ([@r33]). It is tempting to propose that just as evolution had selected foldable proteins from the vast space of possible amino acid chain sequences, it might have also selected reliably self-assembling cellular complexes from the vast space of all possible multiprotein assemblies ([Fig. 1](#fig01){ref-type="fig"}).

Broad Distribution of Protein Participation in Complexes and Dynamic Control. {#s7}
-----------------------------------------------------------------------------

An additional role of out-of-equilibrium processes is to control the dynamics of protein complexes. Indeed, many complexes are assembled in a contextual manner, that is, only when they carry out a function that is needed. Such highly dynamic complexes are often involved in regulatory and signaling functions ([@r4], [@r5]), and they can be contrasted with other more stable complexes (such as the ribosome), on which we have focused our attention here. The complexes including cyclins, which participate in the regulation of the cell cycle, provide an example of such highly dynamic complexes ([@r6]). The temporal sequence of assembly and disassembly events observed in this system is correlated with phosphorylation/dephosphorylation of the cell cycle components. Remarkably, the heat release in this out-of-equilibrium process has also been recently measured ([@r34]).

A possible footprint of regulated out-of-equilibrium phenomena is the existence of proteins that participate in many complexes, such as cyclin-dependent kinases, which have the potential to act as dynamic controllers. In order to assess the prevalence of such proteins, we analyzed several databases that contained information on protein participation in complexes ([*SI Appendix*, section I](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental)). Our analysis suggests that the number of complexes, $q_{\alpha}$, in which a given protein species $\alpha$ participates has a broad distribution, depicted in [Fig. 5](#fig05){ref-type="fig"}. Notably, this distribution cannot be simply explained by randomly grouping proteins into sets with the observed composition of complexes, unlike in other systems with shared components ([@r35]). The "excess" of highly participatory proteins can be viewed as an indication that this broad distribution might have evolved to carry out a particular function. One such function could be to assure an appropriate dynamic control of different assemblies (provided, of course, that this broad distribution is confirmed by future analysis of larger databases). A fascinating topic for future research should be, therefore, to extend our theoretical framework to allow dynamic, out-of-equilibrium control of complexes, and to verify whether the latter could indeed correlate with the observed excess of highly participatory proteins.

![Protein participation in complexes is not explained by null random model. In blue is the histogram for the participation of proteins in complexes (i.e., in how many complexes a given protein takes part) using the "core" dataset from ref. [@r40] ([*SI Appendix*, section I](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental)). In green is the the same histogram for a dataset constructed by randomly grouping protein species into sets with the empirical composition of complexes. The null random model largely deviates from the data, and does not account for the prevalence of highly participatory proteins.](pnas.1911028117fig05){#fig05}

Protein Complexes as a Distinct Regime of Matter. {#s8}
-------------------------------------------------

Reliable self-assembly of protein complexes within the noisy cellular environment is intriguing not only from the point of view of cell biology but also from that of material science. Typical materials contain only a handful of different sorts of atoms, and the possible set of interactions between components is small. This results in states of matter that are easily reproducible: All crystals of salt are formed by Na and Cl atoms arranged in the same way. A different scenario is that of glassy materials, such as silicate glasses, in which the set of effective interactions among constituents is large due to spatial disorder. The large number of interactions makes the state of a glass unique and irreproducible: In each piece of glass, the arrangement of atoms is different.

Protein complexes combine similarities with both types of materials. Like glasses, they present a large number of effective interactions, although the origin of these interactions is not disorder but the large number of different specifically interacting components. As in crystals, the arrangements of these components may be highly reproducible: All ribosomes in a cell are made of many different proteins, yet the arrangement of the core ribosomal proteins is basically the same. This unusual combination of properties is rarely considered in physical theories of matter, with the closest analogue being "programmable materials" of biological origin, such as DNA origami ([@r36]) or self-assembling colloidal particles ([@r37]). One of the directions of future studies could be to further explore underlying principles of reliable equilibrium and nonequilibrium assembly for synthetic materials inspired by biology.

Materials and Methods {#s9}
=====================

Model. {#s10}
------

Consider a set of $N_{tot}$ component species labeled $\alpha = 1,\ldots,N_{tot}$, which form the "proteome" of our theory. By establishing "binding links" with each other, components can assemble into $K$ different complexes labeled $c = 1,\ldots,K$. We index, by $\delta_{\alpha} = 1,\ldots,z_{\alpha}$, the binding links of a component of species $\alpha$, where $z_{\alpha}$ is the valence of that species. How 2 components of different species, $\alpha$ and $\beta$, interact when their binding links $\delta_{\alpha}$ and $\delta_{\beta}$ are in proximity is characterized by the binding energy tensor $U_{\alpha\beta\delta_{\alpha}\delta_{\beta}}$. If these 2 components are part of the same complex $c$ in which they are bound to each other by linking $\delta_{\alpha}$ to $\delta_{\beta}$, they will interact strongly with an energy $E$, and so $U_{\alpha\beta\delta_{\alpha}\delta_{\beta}} = - E$. Conversely, if the components $\alpha$ and $\beta$ are not bound together in any complex (or they are, but not by linking $\delta_{\alpha}$ to $\delta_{\beta}$), their interaction energy will be assumed null: $U_{\alpha\beta\delta_{\alpha}\delta_{\beta}} = 0$. However, even when the interaction energy between 2 components is null, these may still bind to each other through nonspecific interactions, provided that their concentration, $p$, namely, their chemical potential $\mu = \log\left( p \right)$, is large enough. One important quantity that characterizes the interactions of a component species $\alpha$ is its promiscuity, $\pi_{\alpha} = \sum_{\beta\delta_{\alpha}\delta_{\beta}}\Theta\left( {- U_{\alpha\beta\delta_{\alpha}\delta_{\beta}}} \right)$, which is the total number of different species with which it has specific interactions. We also define the participation of the species, $q_{\alpha}$, as the number of different complexes in which it takes part.

Note that we have made the simplifying assumptions that the strength of all interactions and the concentrations of all components are the same; these assumptions are relaxed in [*SI Appendix*, section F](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental). In addition, we will assume that the valence of all species is the same, $z_{\alpha} = z$. For the lattice implementation, we will further assume that the valence is given by the coordination number of the lattice, $z = 4$, while our analytical arguments are also valid for other values of $z$ ([*SI Appendix*, section C](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental)).

Although the structural or enzymatic characteristics of complexes largely define their function, here we are only interested in the characteristics that determine self-assembly. We quantify these characteristics through a small set of parameters. For each complex $c$, we define its *heterogeneity*, $h_{c} \equiv N_{c}/M_{c}$, as the ratio of the number of different component species in the complex, $N_{c}$, to the total number of components in the complex or complex size, $M_{c} \geq N_{c}$ (we have made the assumption that all complexes have the same number of components, relaxed in [*SI Appendix*, section G](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental)). We also define the sparse usage that a complex makes of the available components, that is, its sparsity, as $a_{c} \equiv \left( {N_{tot} - N_{c}} \right)/N_{tot}$. For the lattice implementation, we have made the assumption that all complexes are perfect squares. This is an important simplification, which may particularly affect certain complexes, for which the assembly is strongly tied to their geometry ([@r12]). Note that the model in ref. [@r16] corresponds to the case $h_{c} = 1$ and $a_{c} = 0$ (in addition to fixing the ratio $\mu/E$). Here, we relax these constraints, which allows us to explore the biologically relevant regime of protein complex assembly.

Figure Parameters. {#s11}
------------------

In [Fig. 2](#fig02){ref-type="fig"}, we considered $N_{c} = M_{c} = N_{tot} = 20^{2}$ and $K = 8$. The initial state corresponds to a fragment of the complex containing its central components (a nucleation seed). The fragment is of size $7 \times 7$, in [Fig. 2 *A* and *B*](#fig02){ref-type="fig"}, and $20 \times 20$ (whole complex) in all other panels. In [Fig. 2 *E* and *F*](#fig02){ref-type="fig"}, each point reports the average of 3 replicate simulations (randomized complexes). Each simulation is run for a duration of $10^{6}\, latt$ in a $40 \times 40$ lattice, with $1\, latt$ corresponding to one lattice sweep. In [Fig. 3 *B* and *C*](#fig03){ref-type="fig"}, the parameters are as in [Fig. 2](#fig02){ref-type="fig"}, with $E = 7$, $\mu = - 12.6$, and $K = 1$. In [Fig. 3*D*](#fig03){ref-type="fig"}, the parameters are as in [Fig. 3 *B* and *C*](#fig03){ref-type="fig"}, with $h_{c} = 1$ and variable $K$.

Data Availability. {#s12}
------------------

All data used in the paper were obtained from publicly available resources. See [*SI Appendix*, Table S1](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental) for a summary of the corresponding data sources. Details on the analysis are provided in [*SI Appendix*, sections H and I](https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1911028117/-/DCSupplemental).
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