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We study the static charge correlation function in an one-band model on a square lattice. The
Hamiltonian consist of eective hoppings of the electrons between the lattice sites and the Heisen-
berg Hamiltonian. Approximating the irreducible charge correlation function by a single bubble
yields the ladder approximation for the charge correlation function. In this approximation one nds
in general three charge instabilities, two of them are due to nesting, the third one is the ux phase
instability. Since these instabilities cannot explain the experiments in hole-doped cuprates we have
included in the irreducible charge correlation function also Aslamasov-Larkin (AL) diagrams where
charge uctuations interact with products of spin uctuations. We then nd at high temperatures
a nematic or d-wave Pomeranchuk instability with a very small momentum. Its transition temper-
ature decreases roughly linearly with doping in the underdoped region and vanishes near optimal
doping. Decreasing the temperature further a secondary axial charge-density wave (CDW) insta-
bility appears with mainly d-wave symmetry and a wave vector somewhat larger than the distance
between nearest neighbor hot spots. At still lower temperatures the diagonal ux phase instability
emerges. A closer look shows that the AL diagrams enhance mainly axial and not diagonal charge
uctuations in our one-band model. This is the main reason why axial and not diagonal instabilities
are the leading ones in agreement with experiment. The two instabilities due to nesting vanish
already at very low temperatures and do not play any major role in the phase diagram. Remarkable
is that the nematic and the axial CDW instabilities show a large reentrant behavior.
PACS numbers: 75.25.Dk, 74.72.Gh, 71.10.Hf, 75.40.Cx
I. INTRODUCTION
Cuprate superconductors show besides superconduc-
tivity and antiferromagnetism phases with dierent mod-
ulations of the charge and spin density1 including
nematic2 and liquid-crystal3 phases. The striped or
spin-charge ordered state in La-based compounds is well
known.4 More recently, x-ray scattering has shown the
existence of incommensurate CDW states which, dier-
ent from stripes, are not accompanied by spin order.
These CDWs exist in several hole-doped cuprates,5{18
and have many properties in common: a) The modula-
tion vector of the CDW is axial and decreases monotoni-
cally with increasing doping in contrast to the incommen-
surability of the spin uctuations.19{21 b) In usual CDWs
the electron and hole are localized at the same site, only
their amplitude varies throughout the crystal. In con-
trast to that the electron and hole in the above cuprates
are less localized and form a bound state with an inter-
nal d-wave symmetry.12,22 c) The cross-over temperature
TCDW to this new CDW state lies well below the pseu-
dogap temperature T  and shows a domelike shape11 as
a function of doping. Near its maximum a nematic tran-
sition line increases rapidly with decreasing doping.23
Theoretically it has been proposed that CDW insta-
bilities, including nematic or d-wave Pomeranchuk insta-
bilities, are caused either by the pseudogap phase12,24,25
and the related modication of the bandstructure or oc-
cur in the paramagnetic state due to antiferromagnetic
exchange interactions.26{37 In the second case mean-eld
calculations28,33{35 yield a CDW instability to a ux state
with a momentum near (; ) or an instability with a
nesting vector connecting hot spots along the diagonals.
These instabilities are diagonal and not axial as in the ex-
periment. Calculations based on the spin fermion model
found an instability with an axial wave vector connecting
neighboring hot spots.38 Whether the employed simple
ladder diagrams can produce a CDW with an axial mo-
mentum is presently not clear.39 A spin fermion model
with overlapping hot spots may, however, yield an axial
CDW instability.40
A three-band Hubbard model treated in the mean-eld
approximation plus a charge interaction induced by prod-
uct of spins (Aslamasov-Larkin or AL diagrams) yielded
a CDW with the correct d-wave symmetry and a wave
vector related to hot spots.41,42 Whether this three band
model can be applied to cuprates is unclear because the
formation of Zhang-Rice singlets43 and the associated re-
duction of degrees of freedom is not taken into account.
AL diagrams have been used in the past for calculating
the eect of uctuations on the conductivity,44 on Raman
scattering45,46 and phonon anomalies.47
In this paper we study charge instabilities of the one-
band t-J model treating the constraint in the mean-eld
approximation. We also include Aslamasov-Larkin dia-
grams as a natural generalization of the ladder approx-
imation. These diagrams produce two kinds of charge
instabilities: nematic or d-wave Pomeranchuk instabili-
2ties with extremely small wave vectors as primary, and
CDWs with internal d-wave symmetries and much larger
wave vectors as secondary instabilities. Our approach
uses Green's and vertex functions on the real frequency
axis which allows to treat both low and high temper-
atures. We address, in particular, the following points
which presently are not well understood: Why is the ax-
ial and not the diagonal charge instability seen in ex-
periment? Is there more than one charge instability and
what happens to the mean-eld ux instability if the AL
diagram is taken into account?
The paper is organized as follows. After an introduc-
tion in section I we specify the Hamiltonian in section
II and discuss some of its properties which are relevant
for the following. This section also contains a discussion
of the diagrams taken into account in our calculation,
namely, ladder and sums of ladder diagrams (details are
given in Appendix A) and AL diagrams. The evaluation
of these diagrams is given in section III. In section IV
we investigate d-wave charge instabilities as a function
of temperature and doping using only one basis function
with d-wave symmetry to represent charge uctuations.
Since the evaluation of the AL diagrams is somewhat in-
volved we present details of it in Appendix B. Finally,
we consider in Appendix C a complete set of four ba-
sis functions for charge uctuations and the related 4x4
susceptibility matrices. It is shown that the leading in-
stability has indeed mainly d-wave symmetry. We also
discuss the relationship between dierent denitions of
d-wave charge susceptibilities and the set of employed
basis functions.
II. HAMILTONIAN AND CHOICE OF
DIAGRAMS
We consider the following eective Hamiltonian for
electrons moving on a square lattice,
H = 
X
i;j;
tijc
y
icj
+
J
4
X
hi;ji
;
(cyici c
y
jcj   cyici cyjcj): (1)
cyi and ci are fermionic creation and annihilation op-
erators for electrons on site i and spin direction . tij de-
note eective hopping amplitudes for electrons between
the sites i and j. The second term in Eq. (1) represents
the Heisenberg interaction where J is the Heisenberg con-
stant and hiji denotes nearest-neighbor sites i and j.  is
the hole doping. Without the factor  in the rst term in
Eq. (1) H describes a t-J model without any restrictions
on double occupancies, see Ref. [48]. The conventional
t-J model is obtained if a constraint is added to H which
excludes double occupancies of lattice sites.
The eective Hamiltonian Eq. (1) captures impor-
tant features of the charge excitation spectrum of the
t-J model. The fermionic operators of the t-J model
act in the Fock space without double occupancies; they
are Hubbard X-operators and not the usual creation and
annihilation operators. In the large-N limit based on X-
operators49,50 the t-J model becomes, however, equiv-
alent to an eective Hamiltonian written in terms of
usual creation and annihilation operators (see Eq.(12)
in Ref.[50]). It contains a kinetic term where the hop-
ping is renormalized by  neglecting a small contribution
proportional to J . A second term represents an eective
interaction consisting of six separable channels. Chan-
nels 3-6 represent the Heisenberg interaction, channels
1-2 originate from the constraint. Channels 1-2 may be
neglected in our case because we are not interested in
s-wave uctuations and because one can show that they
couple only weakly to the other channels, Ref.[28]. The
eective Hamiltonian Eq.(12) in Ref.[50] becomes then
our Hamiltonian Eq. (1). The large-N treatment thus
replaces the hard constraint at N = 2 by the soft con-
straint at N = 1. Calculating the density correlation
function with X-operators in the limit N to1 and drop-
ping the channels 1 and 2 yields the same result as a
calculation using Eq. (1) and a low-order ladder approx-
imation. Many calculations of the spin susceptibility are
based on H of Eq. (1) using the random phase approxi-
mation for the Heisenberg interaction and a renormalized
hopping term, see Refs.[51 and 52].
It is convenient to rewrite H in momentum space. The
rst term in the parenthesis in H becomes,
HJ =  1
4
X
p0p00k
;
J(p0   p00)cyp0+k;cp0;cyp00;cp00+k; (2)
with J(p) = 2J(cos(px) + cos(py)). J(p
0   p00) can be
written as a sum over 4 separable kernels,
J(p0   p00) = 4J
4X
r=1
r(p
0)r(p00): (3)
The functions r(p) are given by 1(p) = (cos(px)  
cos(py))=2, 2(p) = (cos(px) + cos(py))=2, 3(p) =
(sin(px) sin(py))=2, 4(p) = (sin(px)+sin(py))=2. Using
the charge variables
nr(k) =
X
p;
r(p)c
y
p+k;cp;; (4)
and inserting Eq. (3) into Eq. (2) yields
HJ =  J
X
k;r
nr(k)n
y
r(k): (5)
Using similar arguments the last term in H is found to
be equal to  HJ=2 neglecting small non-local spin in-
teraction terms. Altogether the eective Hamiltonian H
becomes,
H =
X
k;
kc
y
k;ck; +H
0: (6)
3k are one-particle energies,
k =  2t(cos(kx) + cos(ky))  4t0 cos(kx) cos(ky); (7)
t and t0 denote hopping amplitudes between nearest and
second nearest neighbors, respectively. H 0 is the interac-
tion part of H given by
H 0 =  J
2
X
r;k
nr(k)n
y
r(k): (8)
The Matsubara Green's function describing charge
uctuations reads
rs(k; 1   2) =  hT (nyr(k; 1)ns(k; 2))i: (9)
1 and 2 are imaginary times, T the time ordering oper-
ator and h:::i the expectation value. rs is a 4x4 matrix
describing the coupling of charge uctuations with the
symmetries r and s. After a Fourier transform with re-
spect to 1 2,  can be written as (k) where k denotes
both the momentum k and the Matsubara frequency i!n,
k = (k; i!n). Using H
0 and performing a sum over lad-
ders one obtains
rs(k) =
(0)
rs (k) 
X
t

(0)
rt (k)J
(0)
ts (k) + :::
=
X
t

(0)
rt (1 + J
(0)(k)) 1ts : (10)
Eq. (10) is derived in Appendix A for the simplest
case where 
(0)
rs (k) is given by the unperturbed charge
Green's function, i.e., by a simple fermionic bubble. More
generally, 
(0)
rs (k) denotes the irreducible part of the
charge Green's function which consists of all diagrams
of rs(k) which cannot be written as a matrix product
of the 
(0)
uv (k) times powers of J . In Appendix C we show
that uctuations in the d-wave channel r = 1 are much
stronger than in the other three channels and mix only
weakly with them. It is therefore admissible to limit our-
selves in the main part of the paper to r = s = 1 and to
drop the index 1 altogether. For a dierent denition of
the charge variables see last section of Appendix C.
The diagrams which we will take into account for
(0)(k) are shown in Fig. 1. Solid lines represent unper-
turbed electronic Green's functions. Small lled circles
stand for the d-wave vertex (p), the wavy lines rep-
resent spin propagators. The physical meaning of the
diagrams is rather clear. The rst diagram describes the
free propagation of charge excitations between two rungs
of the ladder represented by the small lled circles. We
denote it by 
(0)
0 (k). In the second diagram the charge
excitation transforms on the way between two rungs into
a product of spin excitations and then back into a charge
excitation. In this way two spin excitations can make an
important contribution to charge correlation functions.
Interchanging the two right ends of the spin propaga-
tors in the second diagram in Fig. 1 yields the third
diagram where the spin propagators cross each other.
Π
(0)(k) = 
p
p+k
p
p+k
q
k-q
p'
p'+q
p'+k
p+q+
p
p+k
q
k-q
p'
p'+k-q
p'+k
+ p+q
FIG. 1. Bubble and Aslamasov-Larkin diagrams for (0).
This topologically inequivalent diagram has also to be
taken into account. We will call the second and third
diagrams Aslamasov-Larkin diagrams and denote their
sum by 
(0)
AL(k). In the following we are interested in the
static limit and put therefore the external frequency i!n
to zero. We also choose the hopping t and the lattice
constant a as energy and length units, respectively, and
put J = 0:28 and t0 =  0:3 throughout the paper.
In the present paper Maki-Thompson processes, as
those considered in Ref.[38], are not included. In Ref.
[38] an axial CDW was obtained, however, this result is
controversial39. The authors of Ref.[39] nd that these
processes lead to a diagonal CDW. For this reason and
because a proper calculation of the Maki-Thompson dia-
grams are beyond the scope of the present paper we focus
on AL diagrams for an explanation for the observed axial
CDW.
III. EVALUATION OF THE DIAGRAMS
The rst diagram in Fig. 1 is the single bubble contri-
bution to (0)(k) given by,

(0)
0 (k) =  2
X
p
2(p)
f(k+p   )  f(p   )
 k+p + p : (11)
f() is the fermionic occupation number and  the chem-
ical potential. The solid and dotted lines in Fig. 2 show

(0)
0 (k) for T = 0:00002 and T = 0:01, respectively. The
doping is  = 0:11 and the momentum k varies from
(0; 0) to (; 0) and (; ) and back to (0; 0). The hori-
zontal, dotted line corresponds to (0)(k) =  1=J where
the denominator of Eq. (10) is zero and an instability of
the normal state occurs. The solid line, describing the
low-temperature case, exhibits two sharp dips at the mo-
menta k1 = (0:832; 0) and k4 = (0:988; 0:988). As shown
in the inset of Fig. 2 these momenta join nested regions
along axial and diagonal directions, respectively.53 Dips
due to nesting are extremely sensitive to temperature and
vanish even at moderate temperatures as illustrated by
the solid and dotted lines in Fig. 2. Figure 2 shows an-
other dip which is rather broad and much less sensitive
to temperature. Its wave vector k3 = (; ) connects two
more distant hot spots as shown in the inset of Fig. 2.
The Fermi lines near these hot spots are not parallel to
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FIG. 2. (color online) Momentum dependence of 
(0)
0 (k) and

(0)
AL(k) for doping  = 0:11. k1 - k4 denote nesting vectors
or vectors connecting hot spots, the latter are shown as lled
circles in the inset.
each other causing a rather broad and weakly tempera-
ture dependent 
(0)
0 (k) near k3. In spite of the absence
of nesting this instability is rather robust and leads at
low temperatures to the staggered ux state with circu-
lating currents.28 Figure 2 shows that 
(0)
0 is not able
to account for the experimental ndings in underdoped
cuprates: Observed charge density waves in axial direc-
tion cannot be ascribed to the low-temperature dip at k1
and the predicted ux state in diagonal direction is not
seen in the experiment. The wave vector k2 connecting
nearest neighbor hot spots in vertical or horizontal direc-
tion does not cause any dip in 
(0)
0 (k) though it is near
to the wave vector of the experimentally observed charge
order. We therefore propose that higher-order terms to
(0)(k) such as the AL diagrams should be included.
The calculation of the second and third diagrams, the
AL diagrams, needs some care in performing the ana-
lytic continuation. The usual procedure to sum over pole
contributions leads in general to Green's functions which
should be evaluated right on the cut. Clearly, the re-
sulting singularities must vanish again if all pole con-
tributions are taken into account. Since it is dicult to
achieve such a compensation explicitly we describe in de-
tail a method in Appendix B where the compensation is
done analytically. Our nal result for the AL diagrams
is,

(0)
AL(k) =  
3
8
X
q
J2(q)J2(k  q)
Z
d n()
n
[ImD(q; )ReD(k  q; )
+ ReD(q; )ImD(k  q; )]
 [(ReV S(k;q; ))2   (ImV S(k;q; ))2]
+ 2ImV S(k;q; )ReV S(k;q; )
 [ReD(q; )ReD(k  q; )
  ImD(q; )ImD(k  q; )]
o
: (12)
n() is equal to 1=(exp(=T )   1) and V S is the sym-
metrized vertex given by
V S(k;q; ) =V (k;q; ) + ~V ( k; q; ); (13)
with
V (k; q) = T
X
p
(p)G(p)G(p+ k)G(p+ q); (14)
~V (k; q) = T
X
p
(p)G(p)G(p+ k)G(p+ k   q): (15)
An explicit expression for V (k; q) is given in Eq. (B2).
Using the symmetrized vertex V S both AL diagrams
are taken into account. D(k; ) is the spin response func-
tion given in Refs. 54{56
D(k; ) =
A(1  k)
!2k   2   i 
; (16)
with k = (cos(kx) + cos(ky))=2, !
2
k = 4J
2(1   k)(1 +
k + 1=(4
2)).  is the magnetic correlation length given
approximately by 2 = 1:6=,55   is a phenomenological
damping chosen to be 0.6 and A a constant to be deter-
mined from the spin sum rule. Equation (16) describes
well the experimental spin correlation function over a
large doping region and represents a simplied version
of the theoretically derived expressions in Refs. 54 and
55. For the numerical evaluation of the momentum sums
in Eqs. (12), (14) and (15) we used 50x50 or 100x100
nets in the Brillouin zone, for the integration over  in
Eq. (12) about 1200 points.
The dashed curve in Fig. 2 shows the momentum de-
pendence of 
(0)
AL at low temperature T = 0:002. 
(0)
AL(k)
is over a wide momentum region small compared to

(0)
0 (k), especially along the directions (; 0) - (; ) -
(0; 0). The smallness of 
(0)
AL(k) along the diagonal can
be understood in the following way: The main contribu-
tion in the sum over q in Eq. (12) comes from the region
q  Q = (; ) and  Q k if  is much larger than 1. q
may then be xed in V S(k;q; ) to these values. Apply-
ing a reection along the diagonal to the vertices V and
~V in Eqs. (14) and (15) reproduces V and ~V except for
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FIG. 3. (color online) Momentum dependence of (0)(k) for
dierent temperatures and  = 0.11.
a minus sign due to the form factor (p). As a result V ,
~V and thus also V S and 
(0)
AL are zero if k lies along the
diagonal. Allowing for the momentum dependence of the
vertices 
(0)
AL(k) is not exactly zero there but still small.
As a result diagonal instabilities are not much enhanced
by the AL diagram in our one-band model. This is dier-
ent from the three-band model of Refs. 41 and 42 where
the AL diagram enhances both axial and diagonal charge
uctuations. The biggest modication of 
(0)
0 by the AL
diagram occurs in the axial direction between (0; 0) and
(=2; 0). Both 
(0)
0 and 
(0)
AL show dips near the nesting
vector k1. However, there is an additional dip in 
(0)
AL
which is present only in 
(0)
AL and occurs at kmin near the
vector k2 (see the inset in Fig. 2) which connects nearest
neighbor hot spots in the vertical or horizontal direction.
IV. CHARGE INSTABILITIES
The total irreducible charge correlation function is
given by
(0)(k) = 
(0)
0 (k) + 
(0)
AL(k): (17)
Figure 3 shows the momentum dependence of (0)(k)
throughout the Brillouin zone for 8 dierent tempera-
tures. Disregarding the axial direction and the region
very close to   there are two minima near the momenta
k3 and k4 which were present already in 
(0)
0 , see Fig.
2. The minimum with momentum k4 is due to nesting,
shifts rapidly upwards with increasing temperature and
soon ceases to be even a local minimum. The minimum
with momentum k3 is broad, moves rst with increasing
temperature a little downwards and then slowly upwards.
It does not change much its shape and remains a local
minimum at all temperatures shown. Figure 4 shows the
same curves as in Fig. 3 but in the small interval be-
tween (0; 0) and (2; 0). The minimum of (0)(k) located
near k1 is extremely sensitive to temperature and exists
no longer above T = 0:006. There is another minimum
in axial direction at kmin, see Fig. 4. Its doping depen-
dence and its closeness to k2 (see the inset of Fig. 6)
suggest that it originates from transitions between near-
est neighbor hot spots. Since in this case the nesting is
only approximate the transitions involve a large region
of momentum states around the hot spots. As a result
kmin deviates substantially from k2 and the temperature
dependence around kmin is rather weak similar as in the
case of the ux state dip near k3. 
(0)(kmin) lies very
near to the normal state at low temperatures, decreases
rst substantially with increasing temperature and then
increases and moves back into the normal state. A sim-
ilar reentrant behavior is found for (0)(k) at small k
near k = (0:03; 0), see Fig. 4. It exhibits a minimum
which moves rst down from the normal state deep into
the unstable region, reaches there an absolute minimum
and then moves upwards again into the normal state.
Interesting is that the relative or absolute minimum of
(0)(k) never occurs exactly at k = 0. This means that
the homogeneous state is unstable against a modulation
with a perhaps small, but nite wave vector k.
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FIG. 4. (color online) Enlarged Fig. 3 for axial momenta
between (0; 0) and (2; 0).
The transition temperatures for charge modulations
were obtained by starting at high temperatures and then
lowering the temperature until minima of (0)(k) cross
the dotted line at  1=J   3:57. The rst crossing oc-
curs at a very small momentum k  (0:03; 0) and a tem-
perature of about Tnem  0:04 and describes the transi-
tion to a nematic state. Due to the reentrant behavior
of (0) there is another crossing at around T  0:011
from the nematic back to the normal state. Lowering
further the temperature the dip near kmin touches the
dotted line at around TCDW  0:0128 as can be seen in
Fig. 4. Due to the reentrant behavior there is also in this
case a second crossing of (0) at a very low temperature
TCDW  0:001 to the normal state. For the temperature
6T = 0:014, (0)(k) lies except for very small momenta
everywhere above the critical line. This means that it is
stable with respect to other CDW states, in particular,
the ux state with momentum k3. The dips near the
perfect nesting vectors k1 and k4 can lead to instabilities
only at very low temperatures as can be seen from Figs. 3
and 4. At higher temperatures these dips no longer exist.
Figs. 3 and 4 show that the CDW state forms in general
in the presence of the nematic state. This means that
the band stucture of the nematic state and not that of
the normal state should be used in calculating the CDW
instabilities. Below we will show that the nematic distor-
tion enhances the CDW instabilities but that in a rst
approximation this eect may be neglected.
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FIG. 5. (color online) Momentum dependence of (0)(k) at
T = 0:002 for dierent dopings.
Figure 5 shows the momentum dependence of (0)(k)
at a low temperature for dierent dopings. Interesting is
that the axial minima outside of the nematic region are
much lower than the diagonal ones for  = 0:08. With
increasing doping this dierence becomes smaller. At
around  = 0:12 the lowest axial and diagonal dips have
about the same depth. Increasing  further the diagonal
minima would be lower than the axial ones. However,
all the minima would lie then above the dotted line and
thus would not cause any instabilities.
The transition temperatures can be determined in the
same way as in Fig. 4 for  = 0:11. The result is shown
in Fig. 6 by squares for the nematic and by circles for
CDW states. Calculated transition temperatures have
been smoothly joined by dashed curves and consist of
two branches due to the reentrance behavior. Reentrant
behavior has also been found previously in a model with
forward scattering and BCS pairing interactions30 and
in the Hubbard model.57 The modulated state exists in
each case between the upper and lower branch. If no
reentrance occurs the lower branch is given by the x-
axis. Figure 6 indicates that in our approach nematic and
CDW states are related and direct consequences of the
AL diagrams. Compared with the experimental phase
diagrams in Fig. 18 of Ref. 23 and Fig. 3 of Ref. 58 and
disregarding the reentrant behavior essential features of
the experiments are roughly reproduced. For instance,
the strong, approximately linear decrease of Tnem with
doping and the approach of Tnem to the weakly doping
dependent TCDW from above. The reentrant behavior
has so far not been reported experimentally and is at
present a theoretical prediction. The lled and empty
circles in the inset of Fig. 6 show the doping depen-
dence of the length of k2 and of kmin, respectively. The
squares, triangles and diamonds are experimental data.
The lled circles lie always a little below the empty cir-
cles. This means that in momentum space an extended
region around the hot spots contributes to the CDW in-
stability. This also explains the weak temperature depen-
dence of (0)(k) around kmin, compared to the regions
around the minima near k1 and k4.
FIG. 6. (color online) Nematic and CDW transition temper-
atures Tnem and TCDW, respectively. For the meaning of the
vertical bars at the dopings 0:1, 0:09 and 0:08 see the text.
Inset: Length of k2 (lled circles), kmin (empty circles) and
experimental values for YBCO18 (squares), Bi220117 (trian-
gles), and Hg120118 (diamonds).
The three empty circles in Fig. 6 at the dopings
0.10, 0.09 and 0.08 denote CDW instabilities which lie
in the nematic phase. This means that the change of the
band structure due to the nematic distortion should be
taken into account in calculating these CDW instabili-
ties. Dening the nematic distortion by
 =  
X
p;
(p)hcypcpi; (18)
we have calculated (0)(k) for a xed distortion  as
a function of the axial momentum k. (0)(k) shows a
well-pronounced minimum near the momentum kmin de-
ned in Fig. 4. The temperature dependence of this
minimum is shown in Fig. 7. It crosses the critical line
(dotted line) at the temperature TCDW() which denes
the CDW transition temperature for this . The value
for TCDW(0) can be read o in Fig. 6 and is also shown
in Fig. 7. Fig. 7 shows that TCDW() is a monotonically
increasing function of , at least for the considered in-
70.012 0.015 0.018 0.021 0.024-6
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FIG. 7. (color online) (0)(kmin) as a function of T for several
nematic distortions .
terval [0,0.04]. This implies that a nematic distortion al-
ways increases the CDW transition temperature and thus
strengthens the CDW state. This conclusion also agrees
with a recent calculations in the three-band model.59 Fig.
7 implies that the largest transition temperature is ob-
tained for the largest possible value for . Restrictions
for the variable  come from the condition that (0)(k)
lies for all momenta k above the critical line. This re-
stricts  approximately to the interval 0:02 <  < 0:04 .
The monotonic increase of TCDW() with  leads there-
fore to the inequality
TCDW(0:02) < TCDW() < TCDW(0:04)
and thus to lower and upper bounds for the observable
transtion temperature TCDW. We have inserted these
lower and upper bounds in Fig. 6 for each of the three
dopings in form of vertical bars connecting these bounds.
The bars lie above the line which connects the open cir-
cles which represent TCDW( = 0). They are not far
away from the empty circles for our considered dopings
so that the empty circles may be considered as a reason-
able approximation to the CDW instability also in the
coexistence region.
Two of the lled squares in Fig. 6 lie in the CDW phase
and correspond to instabilities of the CDW state with
respect to an innitesimally small nematic modulation.
To describe these instabilities correctly one would have
rst to obtain the self-consistent CDW order parameter
and then to calculate the position where the renormal-
ized (0)(k  0) crosses the critical line. Since we have
not determined the CDW order parameter the physical
relevance of these lled squares remains unclear.
V. CONCLUSIONS
In conclusion, we have identied in our approach ve
dierent charge instabilities in the underdoped region.
The leading one corresponds to a nematic transition with
a transition temperature Tnem, which decreases strongly
and approximately linearly with increasing doping and
vanishes near the doping  = 0:12. Below Tnem there
exist secondary charge instabilities with wave vectors
k1;kmin  k2;k3 and k4 which are shown in the inset
of Fig. 1 and in Figs. 3 and 4. k1 and k4 connect
nested regions. The associated instabilities are extremely
sensitive to temperature and do not play a role for the
phase diagram at nite temperatures. The instabilities
with wave vectors kmin and k3 are much more robust and
compete with each other. At low doping the minimum in
(0)(k) is much lower near kmin than near k3. As a result
the axial CDW with momentum kmin will be more stable
than the ux phase with momentum k3. With increas-
ing doping the two minima come closer and closer until
the absolute minimum has moved to k3 for  larger than
0.12. However, both minima are then in the stable region
and neither state represents the ground state. Our calcu-
lation leads thus to the result that the axial instability at
kmin is always the leading CDW instability and not the
ux or any other diagonal instability. This reects the
fact that in our one-band model spin-induced axial charge
uctuations are substantially larger than diagonal ones.
Moreover, the leading CDW instability is enhanced if it
lies in the nematic phase as shown by the vertical bars
in Fig. 6. Interesting is that in the three-band model of
Refs. 41 and 42 there is no ux phase and the competi-
tion between instabilities takes place near the momenta
kmin and k4 and not kmin and k3. Other dierences are
that the leading instability is in our case a nematic transi-
tion with a wave vector k  (0; 0) and that axial and not
diagonal CDWs appear as leading secondary instabilities
without further many-body corrections.
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Appendix A: Ladder summation for rs(k)
Let us consider rst the ladder contribution to rs(k)
which is linear in J . Using the interaction H 0 of Eq. (8)
two dierent diagrams can be drawn for rs(k) as shown
in Fig. 8. Solid lines denote electron Green's functions,
r(p) and s(p) are functions dened below Eq. (3).
The rectangle originates from the interaction H 0 and is
equal to  J=2Pt t(p)t(p0) for the upper and equal
to  J=2Pt t(p0 + k)t(p + k) for the lower diagram.
8Since
P
t t(p)t(p
0) depends only on the dierence p p0
the two factors as well as the two diagrams are equal.
This is plausible because interchanging the left and right
sides of the rectangle in the upper diagram produces the
lower one and vice versa. Adding both diagrams yields
 Pt(0)rt (k)J(0)ts (k), i.e., the linear term in J in Eq.
(10). 
(0)
rt (k) is the unperturbed charge Green's function.
Let us consider now the ladder contributions to rs(k)
of order Jn. There is one diagram of this order where
pairs of electrons connect opposite sides of adjacent rect-
angles. Interchanging the sides of one or more rectan-
gles produces dierent diagrams which all have the same
value similar as in the case n = 1 treated above. Sum-
ming over all the diagrams, the overall prefactor becomes
( 1)n(J=2)n  2n = Jn. Moreover, the electron lines
yield a matrix product of n+1 matrices 
(0)
rt (k), i.e., we
have obtained the n-th order term in J of Eq. (10).
H'
p
p+k p'
p'+k
γr(p) γs(p')
H'
p
p+k p'
p'+k
γr(p) γs(p')
FIG. 8. (color online) First-order ladder diagrams for rs(k).
H 0 is the interaction, r(p) and s(p) are functions dened
below Eq. (3).
Appendix B: Evaluation of the AL diagrams
The second diagram in Fig. 1 consists of a product of
two identical vertices V (k; q) which are connected by two
spin propagators. V (k; q) can be illustrated by a circle
consisting of three Green's functions and a bare vertex
(p). Analytically, V (k; q) is given by
V (k; q) =
X
p
(p)G(p)G(p+ k)G(p+ q): (B1)
The sum over p = (p; i
n) also includes a sum over Mat-
subara frequencies i
n which can be carried out analyt-
ically. Writing q = (q; in) and considering z = in as a
general complex variable we get
V (k;q; z) =
X
p
(p)
p+k   i!n   p


f(p+k)  f(p+q)
z   i!n + p+k   p+q
+
f(p+q)  f(p)
z + p   p+q

: (B2)
Restricting ourselves to the static limit i!n = 0 V (k;q; z)
has the spectral representation
V (k;q; z) =
Z
d
~B(k;q; )
z    ; (B3)
with the spectral function
~B(k;q; ) =
X
p
(p)
p+k   p
 [(f(p+k)  f(p+q))(+ p+k   p+q)
+ (f(p+q)  f(p))(+ p   p+q)] : (B4)
The third diagram in Fig. 1 is obtained from the sec-
ond one by exchanging the right ends of the spin propa-
gators. This does not aect the left vertex but changes
the right one to
~V (k; q) =
X
p
(p+ k)G(p)G(p+ k)G(p+ q): (B5)
Another AL diagram can be generated by exchanging the
two ends of the spin propagators in the left vertex. This
leaves the right vertex unchanged whereas the left vertex
is now given by ~V (k; q). Furthermore, another diagram is
obtained by exchanging the two spin propagators yielding
a diagram where both vertices are given by ~V (k; q). The
rst and fourth diagram are topologically equivalent and
give identical analytic contributions. The same holds for
the second and third diagram. Thus, if the symmetrized
vertex V S ,
V S(k;q; z) = V (k;q; z) + ~V ( k; q; z); (B6)
is used in the second diagram together with a factor
1/2 both topologically inequivalent diagrams are taken
into account. From the above also follows that the sym-
metrized vertex function V S possesses a spectral repre-
sentation,
V S(k;q; z) =
Z
d
B(k;q; )
z    ; (B7)
with a real spectral function B(k;q; ). Similarly, the
spin propagator D (it is independent of the Cartesian
index which allows to drop it), can be written as
D(q; i!n) =
Z
d
A(q; )
i!n    : (B8)
with the spectral function A(q; ). Using the above spec-
tral representations the expression for the AL diagrams
becomes

(0)
AL(k) =
3
8
X
q
J2(q)J2(k  q)
Z
dd0dxdx0
A(q; )A(k  q; 0)B(x)B(x0)S; (B9)
9S = ( 1)
I
dz
n(z)
2i
1
z    
1
z + 0
 1
z   x 
1
z   x0 ; (B10)
n(z) is equal to 1=(exp(z) 1) and H a contour integral
circling the real axis in the mathematically positive sense.
The prefactor (-1) in Eq. (B10) arises from changing the
sign in the second factor to the right of the sign
H
in Eq.
(B10). S can also be written as an integral over real z,
S =( 1)
Z 1
 1
dz
n(z)
2i

1
z   i    
1
z   i + 0
 1
z   i   x 
1
z   i   x0
  1
z + i    
1
z + i + 0
 1
z + i   x 
1
z + i   x0

; (B11)
where  is a positive innitesimal.
A straightforward evaluation of the contour integral in
Eq. (B11) in terms of additive pole contributions along
the real axis encounters some diculties. For instance,
if we take the pole contribution from the rst factor in
Eq. (B10) we have to insert z =  in the remaining fac-
tors under the integral. The third factor would lead to
V S(k;q; ), i.e., a Green's function where the frequency
lies exactly on the cut. Clearly, such a divergence will
be canceled by a zero in the numerator. Such a compen-
sation is, however, dicult to achieve, both numerically
and analytically. We therefore present below a way where
Green's functions never have to be taken exactly on the
real axis and the compensation of singularities is done
automatically. Let us introduce the functions
g1 =
1
z  i    ; (B12)
g2 =
1
z  i + 0 ; (B13)
g3 =
1
z  i   x; (B14)
g4 =
1
z  i   x0 ; (B15)
and also
hi = (g
+
i  g i )=2; i = 1; ::; 4: (B16)
It follows that
g+i = h
+
i + h
 
i ; g
 
i = h
+
i   h i ; i = 1; ::; 4; (B17)
and thus
h+i = Reg
+
i ; h
 
i = iImg
+
i ; i = 1; :::4: (B18)
The content of the large parantheses in Eq. (B11) can
be written as,
fg = 4i=1g+i  4i=1g i = (B19)
4i=1(h
+
i + h
 
i ) 4i=1(h+i   h i ) = (B20)
2(h 1 h
+
2 + h
+
1 h
 
2 )(h
+
3 h
+
4 + h
 
3 h
 
4 )
+2(h+3 h
 
4 + h
 
3 h
+
4 )(h
+
1 h
+
2 + h
 
1 h
 
2 ): (B21)
f g contains only odd powers of the imaginary unit i.
Taking also the prefactor 1=(2i) into account it follows
that 
(0)
AL(k) is real, as it should be. The rst term in
Eq. (B21) represents pole contributions from spin prop-
agators, the second one from vertices.
To evaluate the expression in Eq. (B21) we split it into
several contributions:
(A) 2h 1 h
+
2 (h
+
3 h
+
4 + h
 
3 h
 
4 ) =
2iImg+1  Reg+2 (Reg+3  Reg+4   Img+3  Img+4 ): (B22)
Taking the complete expression into account we nd the
following contribution to 
(0)
AL(k):
3
8
X
q
J2(q)J2(k  q)
Z
d n()A(q; )ReD(k  q; )
 (ReV S(k;q; ))2   (ImV S(k;q; ))2 ; (B23)
where retarded boundary conditions are applied to the
Green's functions D and V S .
(B) 2h+1 h
 
2 (h
+
3 h
+
4 + h
 
3 h
 
4 ) =
2Reg+1  iImg+2 (Reg+3  Reg+4   Img+3  Img+4 ): (B24)
The resulting contribution to 
(0)
AL(k) is,
3
8
X
q
J2(q)J2(k  q)
Z
d n()ReD(q; )A(k  q; )
 (ReV S(k;q; ))2   (ImV S(k;q; ))2 : (B25)
(C) 2h+3 h
 
4 (h
+
1 h
+
2 + h
 
1 h
 
2 ) =
2Reg+3  iImg+4 (Reg+1  Reg+2   Img+1  Img+2 ): (B26)
The resulting contribution to 
(0)
AL(k) is,
3
8
X
q
J2(q)J2(k  q)
Z
d n()B()ReV S(k;q; )
 [ReD(q; )ReD(k  q; )
 ImD(q; )ImD(k  q; )] : (B27)
(D) 2h 3 h
+
4 (h
+
1 h
+
2 + h
 
1 h
 
2 ): (B28)
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This contribution is identical with that of case (C).
Adding all contributions yields

(0)
AL(k) =
3
8
X
q
J2(q)J2(k  q)
Z
d n()
n
[A(q; )ReD(k  q; ) + ReD(q; )A(k  q; )]
 (ReV S(k;q; ))2   (ImV S(k;q; ))2
+ 2B()ReV S(k;q; )
 [ReD(q; )ReD(k  q; )
  ImD(q; )ImD(k  q; )]
o
(B29)
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FIG. 9. (color online) Lowest-order (bubble) contribution to

(0)
11 (k),

(0)
11 (k) and to the lowest eigenvalue e1(k) of 
(0)
rs (k).
Appendix C: Charge uctuations with general
symmetries
Keeping all 4 symmetry channels the static suscepti-
bility becomes a 4x4 matrix rs(k) which satises Eq.
(10), i.e.,
rs(k) =
X
t

(0)
rt (1 + J
(0)(k)) 1ts : (C1)
The matrix 
(0)
rs can be diagonalized by a unitary trans-
formation U ,

(0)0
tt (k) =
X
rs
Utr
(0)
rs (k)U
y
st: (C2)
Eq. (C1) becomes then
0tt(k) =

(0)0
tt (k)
1 + J
(0)0
tt (k)
: (C3)
A charge instability with symmetry v, wave vector kc
and transition temperature Tc requires that 
(0)0
tt (k) has
a minimum and a positive curvature at kc. Furthermore,
the temperature Tc must be such that 
(0)0
tt (kc) =  1=J .
Alternatively, one can say that at the transition temper-
ature Tc 
(0)0
tt (k) touches as a function of k the critical
line  1=J at kc from above.
In section IV we limited ourselves to the basis function
r = 1 and considered 
(0)
11 (k) and not 
(0)0
11 (k), which is
the lowest eigenvalue e1(k) of the matrix 
(0)
rs (k). Keep-
ing only r = 1 is a good approximation if 
(0)
11 (k) and

(0)0
11 (k) are close to each other near the instabilities.
The rst instability M1 has the wave vector knem =
(knem; 0) and the transition temperature Tnem which im-
plies 
(0)
11 (knem) =  1=J   3:571. For doping  = 0:08
we obtain e1(knem) =  3:522, for  = 0:11 e1(knem) =
 3:551. The approximation to keep only r = 1 is thus ex-
tremely well fullled. The second instability M2 has the
wave vector kmin = (kmin; 0) and the transition tempera-
ture TCDW which again implies 
(0)
11 (kmin) =  1=J 
 3:571. For doping  = 0:08 we obtain e1(kmin) =
 4:097, for  = 0:11 e1(kmin) =  4:025. The interac-
tion between dierent density variables is atM2 substan-
tially larger than at M1. Nevertheless, the d-wave com-
ponent dominates also at M2, as can be seen from the
eigenvector belonging to e1(kmin): For  = 0:08 we have
U11 = 0:903; U21 =  0:265; U31 = U41 =  0:239, for  =
0:11 U11 = 0:922; U21 =  0:161; U31 = U41 =  0:249.
Thus the critical density uctuation
P
r Ur1nr(k) is al-
ways dominated by its d-wave part.
Some authors prefer to dene charge variables by
nr(k) =
X
p;
r(p)c
y
p+k=2;cp k=2;; (C4)
and Green's functions 
(0)
rs (k) by Eq. (9) with nr(k; 1)
and nys(k; 2) replaced by nr(k; 1) and n
y
s(k; 2), respec-
tively. Shifting p to p + k=2 in the sum over p and
decomposing the trigonometric functions in r one rec-
ognizes that the two sets of density variables are related
to each other by a unitary transformation. This means
that the corresponding static Green's functions 
(0)
rs (k)
and 
(0)
rs (k) are also related by a unitary transformation
and have the same eigenvalues. The condition for charge
instabilities is thus independent of the choice of density
variables. This, however, is in general not true if one
truncates the matrices to scalars. For instance, if one
approximates 
(0)
rs (k) and 
(0)
rs (k) by the bubble contri-
bution, 
(0)
11 (k) and

(0)
11 (k) are given by the solid and
dashed lines in Fig. 9, respectively. In the same approx-
imation the dash-dotted line in that gure depicts the
lowest eigenvalue e1(k) of the matrix 
(0)
rs (k). The three
curves are close to each other at small momenta k, that
is, near k1 and k4, as one may expect from the denition
of the density variables. However, for momenta k near
(; ) only the solid line is close to the dash-dotted line
whereas the dashed line lies much higher and well above
the critical value  1=J   3:571. This means that the
11
ux instability is lost if r = 1 and Eq. (C4) are used. In this case the choice Eq. (4) is certainly preferable to
that of Eq. (C4).
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