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Abstract-Difference equations which discretely approximate boundary value problems for 
second-order ordinary differential equations are analysed. It is well known that the existence of 
solutions to the continuous problem does not necessarily imply existence of solutions to the discrete 
problem and, even if solutions to the discrete problem are guaranteed, they may be unrelated and 
inapplicable to the continuous problem. 
Analogues to theorems for the continuous problem regarding a priori bounds and existence of 
solutions are formulated for the discrete problem. Solutions to the discrete problem are shown to 
converge to solutions of the continuous problem in an aggregate sense. 
An example which arises in the study of the finite deflections of an elastic string under a transverse 
load is investigated. The earlier results are applied to show the existence of a solution; the sufficient 
estimates on the step size are presented. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-Two point boundary value problem, Difference equations, Second-order ordinary 
differential equations, A priori bounds, Existence of solutions. 
1. INTRODUCTION 
Let E be a Banach space with norm (1 . 11. Let A, B E E, let f be completely continuous from 
[0, l] x E x E to E and continuous from [0, l] x E x E to F, where F is equipped with the weak 
topology. Consider the two-point, boundary value problem (BVP) 
Y” = f (2, Y, Y’) , Olz<l, (1) 
~(0) = A, Y(l) = B, (2) 
and its discrete approximation 
D2Yk+l = f cxk, Ykr %k), k=l,...,n-1, (3) 
YO = A, in =B, (4) 
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where f is nonlinear, the step size h = l/n and grid points xk = kh for k = 0,. . . , n. We 
denote the first (backward) difference quotient by vyk = (yk - yk-1)/h for k = 1,. . . , n, so that 
v2yk+l = (yk+l - 2yk + yk-l)/h2 for k = 1,. . . ,?I - 1. 
In the case where E is finite-dimensional, Agarwal [l], Gaines [2], Lasota [3], and others [4,5] 
have researched discretized BVPs and the ‘Leffect” that this discretization can have on possible 
solutions, when compared with solutions to the original BVP. For example, the continuous BVP 
may have a solution, while its discretization may have no solution at all (see [I]). Also, solutions 
to the discrete problem may become large and inapplicable to the continuous problem as h --+ 0 
(see PI). 
This work shows that the results in [4] on a priori bounds, existence and convergence of 
solutions to (3),(4) when E = Rd, easily extend to Banach and Hilbert spaces provided the 
appropriate requirements, such as the above continuity conditions on f, are satisfied. Conditions 
which guarantee a priori bounds on first difference quotients of possible solutions to (3) in 
Banach spaces are presented. These bounds (which are independent of the step-size h) are used 
to formulate some existence theorems for solutions to (3),(4) in Hilbert spaces. 
Since the a priori bounds on first difference quotients are independent of the step-size, solutions 
to the discrete BVP are shown to converge to solutions of the continuous BVP in an aggregate 
sense. In the case E = R, these results are special cases of [2] and [6] and when E = I@, these 
results coincide with some workings from [4]. H owever, the main advantage of this paper’s results 
is that they apply to infinite systems of BVPs, which have applications to the method of lines 
for elliptic PDE in the continuous case (see [7]). 
An example of a discrete approximation to a BVP arising from a partial differential-integral 
equation is analyzed. The existence of a solution is shown. As an application, a problem which 
arises in the study of the finite deflections of an elastic string under a transverse load is investi- 
gated. The results are applied to show the existence of a solution; the sufficient estimates on the 
step size are presented. This paper was motivated by the research of Agarwal and O’Regan [8], 
Gaines [2], and also Schmitt and Thompson [9]. 
We use the following notation. Let En+’ = E X . .. x E. Let @ll = max{Ilykll, yk E E : 
k = O,...,n}. For a set U, let, dU denote the boundary of U and let 0 denote its closure. 
Denote the space of m times continuously differentiable functions mapping from A to B by 
C”(A; B) endowed with the usual maximum norm. If B = W, then the B is omitted. A 
solution to (1) is a y E C2([0, 11; E) satisfying (1) f or all 2 E [O,l]. A solution to (3) is a vector 
g= (Yo,... , yn) E En+’ (with each yk E E) satisfying (3) for all k = 1,. . . , n - 1. The value of 
the kth component, yk, of a solution jj of (3) is expected to approximate y(zk), for some solution y 
of (1). 
2. A PRIORI BOUNDS 
This section presents some a priori bound theorems for first differences quotients of solutions 
to the discrete problem. The extension to systems of equations is a nontrivial one; for instance, 
see the classic example due to Heinz [lo] for the continuous case when E is finite dimensional. 
The following growth condition was studied by Schmitt and Thompson [9] for the continuous 
problem and provides a tool to obtain bounds on the derivatives of solutions to (1) in terms of 
bounds on the solutions. We prove a similar result for difference equations. 
The subsequent lemma is a discrete analogue to [9, Lemma 2.11, extending [4, Theorem l] in 
the process. 
LEMMA 1. Let R > 0 be a constant. If there exists a positive, nondecreasing, real-valued 
function a(s) such that jj E En+’ satisfies 
11111 5 R, 11D2yk+~II I @W’Y~II), forallk=l,...,n-1, (5) 
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and 
s2 
&mqq=+“, (6) 
then there exists a constant N (depending on % and R and independent of h) such that ]]‘Dyk ]] 2 N 
for each k = 1, . . . , n. 
PROOF. The proof is similar to that in [4]. F or completeness, we include it. Choose Q > 0 such 
that s2/+(s) > 9R for s > Q, and set N = max{Q, 17R). 
Let M = max{](Dyk]] : k = 1,. . . ,n}. Thus, M = ]]‘DyP]] for some p, 1 < p 5 n. First, 
notice that ]]Dyk]] = ]]yk - yk-ll(/h 5 2R/h = 2Rn, for all k = 1,. . . ,n, so that M 5 2Rn. We 
bootstrap on this bound to show that M 5 N, which is independent of n. 
If p 2 n/2, then for any natural number ~1 satisfying 1 < p 5 n/2 we have p + p < n, and 
using a discrete Taylor expansion we obtain 
P+P-l 
yp+p = YP + G’y, + c (P + P - 4h2v2ys+l. 
s=p 
Rearranging and taking norms of both sides, we get 
P+P--l 
I~lII~~~llh 5 2R+ h2@ W’,YAl) c (P+ CL - s), 
s=p 
since Q is nondecreasing. Thus, 
Suppose M > N, then M2/@(M) > 9R, and we obtain 
M2 M2 
M < $1) + (18R)h]p] + (18R)h 
(7) 
where l(s) = 2R/s + M2s/(18R) + M2h/(18R). If 8R/M 1 l/2, then M 5 16R 5 N, a 
contradiction so 8R/M < l/2. Moreover M 5 2R/h, so that h 5 2R/M. Now it is easy to 
see that for s > 0, l(s) 2 1(6R/M) = 7M/9, and for 6R/M < s 5 6R/M + 2R/M = 8R/M, 
l(s) 5 1(6R/M) + M22R/(18RM) = M. W e s h ow that there is ~1 with 1 5 p 2 n/2 and 
6R/M 5 ph < 6R/M + 2R/M. Then it follows from (8) that M < l(ph) 5 M, a contradiction, 
and hence, 
ll’Dz//cII I M I N, for all k = 1, . . , n, 
as required. Since 8R/M < l/2, we see that [6R/M, 8R/M] C [0, l/2] and 8R/M - 6R/M = 
2R/M 2 h = l/n. It follows that {ph : 1 5 ,D < n/2} n [6R/M, 8R/M] # 8, as required. 
If p > n/2, then for any integer p such that -n/2 5 p 5 -1, we have p + p 2 0, and using a 
discrete Taylor expansion we obtain 
P-l 
YP = yp+p - I-lh%p + c (P + P - s)h2D2ys+l. 
s=p+p 
A similar argument to that used in the case 1 5 p < n/2 shows that M 5 N. Hence, 
]]Dyk]] < N for all k = 1,. . . , n, as required. 
REMARK 1. In applying Lemma 1 to practical examples, the constant R is fixed by the given 
equation and thus we may relax (6) to 
S2 
- > 9R. s% a?(s) (9) 
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3. EXISTENCE RESULTS 
Let E be a Hilbert space with inner product denoted by (e, +). We shall need the following 
result in the proof of our main existence theorem. 
LEMMA 2. Let R > 0 and N > 0 be constants. Let f be completely continuous fi+om [0, 11 x E x E 
to E and continuous from [0, l] x E x F to E, where F is E-equipped with the weak topology 
and Jet K1 c E be compact and convex. If 
(Y, f(T Y,P)) + Ml2 > 07 when (Y,P) = 0, ll~ll = R, Ml 5 N + 1, 
then there is a y > 0 such that 
(Y, e7 Y,P)) + Ml2 12-Y > 07 
when I(Y,P)~ I Y, IIYII = 4 Y E K1, lbll I N+ 1. 
PROOF. Assume the result is false. Then there exist sequences +yi + 0 and (xi, yi,pi) E [0, l] x 
{Kl fl ~BR} x BN+~ = K2 such that 
(Yil fh,Yi,Pi)) + lIPill I 2% while I(Y~,P~I I 7~ 
Since K2 is a compact in R x E x F, there are subsequences which, by abuse of notation, we also 
label pi and (~,yi,pi) such that (zi,yi,pi) converges to (z, y,p) E K2. Thus, liminf+oo ]]pi]]2 2 
]]P]]~ and also limi+,(yi,pi) = (y,p) = 0. Thus, 
0 = &;%i 2 ~~mminf((yi,f(zi,yi,pi)) + llPil12) 2 (Y,&Y,P)) + lM12, 
while (~4 = 0, IIYII = 4 IIPII 5 N-t- 1, a contradiction. The result follows. 
We now present some existence results. The following result is a discrete analogue of [9, 
Corollary 5.11 and extends [4, Theorem 21 in the process. 
THEOREM 1. Let R > 0 be a constant. Let f be completely continuous on [0, l] x F x E and 
continuous from [0, l] x E x E to F, where F is E-equipped with the wed topology. In addition, 
let f satisfy 
Ilf(? Y7P)II 5 fw4lL for x E [o, 11, llvll 5 R, P E E, (10) 
where G satisfies the conditions of Lemma 1; 
(Y, f(?Y,d) + lIPIt ’ 0, when (y, P) = 0, IIY II = 4 IIPII I N + 1, (11) 
where N is the constant given by Lemma 1 and let [IAll, ]]B]] < R. Then there exists a solution y 
of problem (3) and (4) with llgll < R, for h sufficiently smaJJ. 
PROOF. It may be checked by direct computation that problem (3),(4) has a solution y if and 
only if 
n-1 
Yk = h c G(Zk, %)f(% Yi, DYi) + A(1 - 2k) + Bxk, 
i=l 
k = 0,. . . , n, 
where 
G(xFt) = { 
(z-l& forO<t<a:sl, 
(t - 1)x, forO<xIt<l. 
Define 
n-1 
T(Y)k = h c G( xk, %)f(%, Yi, DYi) + A(1 - zk) + Bxk, 
i=l 
k = 0,. . . , n. (12) 
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The problem is thus reduced to showing that T(a) = g for some g E En+‘. We do this by using 
degree theory. Let 
Cl = {y E E”+l : ll!?ll < R, lj@kII < N + 1, k = 1,. . . ,n} . 
From the simple properties of the summation operator, and since f is completely continuous, see 
that T is a compact operator. Now consider 
(I-XT)(g) = 0, x E [O, 11. (13) 
This is equivalent to g satisfying 
. 
D’Yk+l = &f (~k,Yk,%k) I k=l,...,n-1, 
YO = AA, yn = XB. 
(14 
(15) 
We show that if (I - XT)(y) = 0 and Q E a, then v E R (and consequently, g $ as2). First, see 
that this is trivially satisfied for X = 0, and so assume X E (0, l]. Notice that Xf satisfies the 
inequalities in Theorem 1 for X E (0, l]. 
Inequality (10) h s ows that Lemma 1 is applicable to any solution to (14) satisfying ]]g]] 5 R. 
Hence, ]]?&]I 5 N for k = 1,. . . , n. 
We show that, for a small enough step size, rk = ]]yk]]2 (where k is a solution to (14),(15)) 
cannot have a maximum with ]]jj]] = R. A ssume the contrary and see that the restriction [IAll, 
]]B]] < R forces rk to attain its maximum at some k = j with j E (1,. . . , n - 1). Since f is 
completely continuous, 
K = f ([O, 11 x BR x &+I) u {A, B,O) 
is compact, and hence, K1 = 2cocl {K} is compact. From (11) and by Lemma 2, there is a y > 0 
such that 
(YI Af(GY,P)) + llPl12 2 2-Y > 0, 
when I(Y,P)I I Y, IIYII = 4 Y E KI, IIPII I N + 1. 
Now]]yk]]=Randg~fiisasolutionsothat ]]Dyj]( <N-+lforj=l,...,nandyk~Kr 
by (12) and (13). Using this and arguing as in the proof of Theorem 2 of [5] that, for a small 
step size, Ibk, %k)l I h and 
D2rk+l > (?/kr~f(~k,yk,%k)) + 11%k/12 - xy > 0, 
when ](yk,2)yk)] I xy, ]]yk]] = R, yk E KI, ]]@k]] 5 N+l, and k = l,...,n.-1. Thus, we have 
rk = ]]~k]]~ < R2; that is, ]]&]] < R. 
Thus, any solution jj to (13) satisfies jj E R. Therefore, (I - XT)(g) # 0, for all X E [0, l] and 
5 E dR. The degree is defined on the bounded, open set R and we have, by the invariance of the 
degree under homotopy (see [ll]) 
d((l- W(S), fi, 0) = d((l- T)(5), fl, 0) = W,G 0) = l(# O), 
since 0 E R. Therefore, T has a fixed point and thus there is a solution 5 to (3),(4). This 
concludes the proof. 
REMARK 2. The condition that: “f is continuous from [0, l] x E x F to E, where E is equipped 
with the weak topology”, may be removed from Theorem 1 and the remaining assumptions still 
guarantee solutions to the discrete problem. However, these solutions may not be related to the 
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continuous problem. Note that the above condition is always satisfied if f(z, y,p) = f(~, y) and f 
is completely continuous. 
The following example is a discrete approximation to [9, Example 5.21, illustrating the appli- 
cability of Theorem 1. 
EXAMPLE. Consider the partial differential-integral equation 
J 
1 
~YV("c,Y) = P(X, Mq, Y) dq, O<xll, O<y<l, (16) 
0 
with the boundary conditions 
4x7 0) = 4o(x), 4x7 1) = #(x), (17) 
where 4’(x), 4%) E L2(P, 11) and P(X,Y) is a positive kernel of Hilbert-Schmidt type. 
Let K be the linear operator on L2([0, 11) defined for z E L2([0, 11) by 
(Kz)(x) = l’p(x, qMd dq. 
For a function of two variables ~(5, y) such that ~(5, .) E L2([0, 11) for each y E [0, 11, set 
u(y) = u(x:, y). Then (16) and (17) can be written as the BVP (where E = L2([0, 11)) 
u” = Ku, OlYIL (18) 
40) = 4O, u(1) = 41. (19) 
The discrete approximation is given by 
V2ukfl = Kuk, k=l,...,n--1, (20) 
uo = 4O, Ul = c#L (21) 
The assumption that p(z,q) is a positive kernel implies that (11) is satisfied. Setting @ as a 
suitable constant, see that (10) is satisfied for a R > 0 such that 114’11, ]]#]] < R. Finally, 
since K is completely continuous, see that all the conditions of Theorem 1 are satisfied, and thus 
the discrete problem (20),(21) has a solution ii. 
4. CONVERGENCE OF SOLUTIONS 
In this section, we apply our results to formulate some convergence theorems. The following 
is a generalization of [2, Theorem 2.51. 
THEOREM 2. Let the assumptions of Theorem 1 hold. Given E > 0 there exists a b = 6(c) > 0 
such that if 0 < h < 6 and 5 is a solution of (3),(4), then there is a solution y(x) of (I),(2) such 
that 
where 
m~{lly(x,Y)-Y(x)/I:O<xI1}I~ and 
m={Ilv(x,Q)--y'(x)/1 :O I x 51) 56 
Y(X, z7) = Yk + (x - Qc)DYk+l, forxk <x_<xk+l, 
and 
4x, 9 = 
v!dk + (x - xk)D2yk+l, for xk 5 X 5 xk+l, 
DYl, forO<x<x:1. 
PROOF. The proof is similar to that of [2] and so is omitted. 
REMARK 3. It follows from Theorem 2 that if solutions to the continuous problem (l),(2) are 
unique, then solutions to (3),(4) converge to solutions of the continuous problem in the sense of 
Theorem 2. 
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5. COROLLARIES AND EXAMPLES 
Consider the special case E = R. We briefly present some results for the scalar case. 
DEFINITION 1. Call a (p) a strict lower (strict upper) solution for (1) if (Y (p) E C’([O, 11) 
a”(X) - f(? a(z), a’(z)) 2 Y, P”(,) - J-b, P(x), P’(4) I 7, 
for some y > 0 and all z E [O,l]. In addition, assume a(O) < A < p(O) and a(l) < B < p(1). 
In what follows, d = (a(O),cr(h), . . . , c~(nh)) where Q: is a strict lower solution for (1). Define p 
similarly. The inequality d 5 p holds if and only if cXk 5 pk for each k = 0, . . . , n. 
The following corollary is a special case of [2, Theorem 5.31 and [6, Theorem 31. 
COROLLARY 1. Let there exist nondegenerate strict lower and strict upper solutions cx I: p for (1) 
and let f satisfy 
llf(?Y7P)ll I WlPll)7 for (2, Y,P) E [O, 11 x b, PI x K 
where Q, satisfies the conditions of Lemma 1. Then there exists a solution 5 of problems (3) 
and (4) with d 5 g < p, for h sufficiently small. 
PROOF. The proof follows similar lines to that in [2] and [6] and is omitted. 
REMARK 4. (See [2].) If f(z, y,p) h as continuous partial derivatives with respect to p and cr, 
p E C3([0, l]), we can easily estimate b(~) in Theorem 2. Let S1 = {(~,y,p) : y = P(X), 
IP - P’(z)1 I 11. If 
61(E) I 
b(s) I 
and 633(~), 64(&j are defined similarly associated with o(x), then we may take the following: 
b(E) = miqllil4) &(&I. 
As an application of our existence results and Remark 4, we solve the following problem which 
arises in the study of finite deflections of an elastic string under a transverse load (see [12]). 
EXAMPLE. Consider 
y” = - (1 + a2 [y’]2) , O<Z<l, (22) 
y(0) = 0 = y(1). (23) 
Say a2 = l/49. The discrete problem is then 
k=l,...,n-1, 
yo=o=y,. (25) 
Choose o = -2 and p(x) = 4 - 2 2. It is not difficult to see that these are strict lower and strict 
upper solutions. Choose a(s) = 1 + s2/49. Then the conditions of Corollary 1 and (9) will be 
satisfied. Thus, the discrete problem has a solution jj satisfying d I ?j < p for h sufficiently 
small. 
In fact, we can glean some further information about our solution jj by the use of a discrete 
maximum principle. Since v2yk+l < 0 for all k = 1,. . . , n - 1, then 5 cannot have a minimum for 
all k=l,... , n - 1. Thus, yk must have a minimum at either k = 0 or k = n. Thus, minjj = 0, 
and we may conclude that the nontrivial solution ?J satisfies (5 < g 5 p. 
The unique solution to (22),(23) is 
y(z) = (In lC44~ - VW co4491) 
a2 
By F&mark 3, @ converges to y(s) in the sense of Theorem 2. The estimates on the step size are 
6(E) 5 min{l/2,49E/24}/2. 
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