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ABSTRACT
This study utilized previously collected data from two 
samples of 187 and 184 college students to investigate problems 
inherent in multivariate data analysis as well as patterns of cannabis
use. The multivariate issues considered were: the effects of the
distributions of the scores of the variables; the use of factor
scores as well as raw data in regression analysis to facilitate
"conceptual cross-validation"; effects of sequential orthogonalization
on regression equations; and the utility of criteria exhibited by
factor analyses and canonical correlations. It was found that in
the field of marijuana research, the usual criterion - frequency of
use, was not suitable both for measuremeant and inferential reasons. 
Using canonical analysis two patterns of use were found -- moderate 
and abnormal, which were related to social and personality predictors
respectively.
iii
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Chapter I 
Introduction
One of the major aims, if not the only aim of psychology, is useful 
and accurate prediction of human behaviour. The approaches used vary 
with the particular behaviours studied, ranging from the study of minute 
reflexes, to overall life patterns, carrying with them constructs from 
conditioned stimuli to self-concept. For behaviour of medium complexity, 
the social learning approach, developed by Rotter and his colleagues 
(eg. Rotter, 1954; Rotter, Chance & Phares, 1972) or a similar approach 
may be most useful, provided that constructs are made sufficiently clear.
It is the intent of this thesis to operationalize some of these constructs, 
to investigate methods of testing a predictive system, and to consider 
specific issues that pertain to this system and generally to complex multi­
variate data sets.
In this study the behaviour of interest is marijuana use, specifically 
in college students. Studies on the drug have proliferated, perhaps in 
keeping with greater public interest in its use and abuse in the last few 
years. Although much of the literature deals with the physiological and 
psycho-pharmacological properties of cannabis, the psychological viewpoint 
demands an exploration of social and personality correlates and the consequent 
predictions of who uses the drug, and with what effects. Recent studies 
by Jessor (Jessor, Jessor & Finney; 1973) and Sadava (1974b) have had 
some success in this task, by viewing marijuana use as a functional 
behaviour, "caused" by variables both of an interpersonal (environmental) 
and of an intrapersonal (personality) nature, and as an ongoing process
1 ;  .
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2changing over time. This conception of the problem may be traced back to 
Rotter's social learning framework, and a short description of this 
approach (based mainly on Applications of a social learning theory of 
personality, chapter 1, 1972) would make the later work more meaningful.
Rotter's Social Learning Theory
■ ,f
In general, Rotter's Social Learning Theory utilizes the ideas of 
expectancy and the empirical law of effect, as underlying constructs emphas­
izing the interaction of the individual and his meaningful environment.
Thus, the approach is much more cognitive in nature than most other types 
of learning theory. Specific efforts are directed to determmm^ the subject's 
perceptions of his goals and his subjective .< expectancy that they will be 
fulfilled according to his own past experiences. Needs and goals are 
social in nature since they are initially fulfilled by others. Behaviour 
becomes available if it has led to reinforcement, either directly, or 
through observation and modelling. Generalization takes place, with 
functionally related behavious/reinforcers leading to the same goals/ 
satisfactions. Cognitions are more important in this theory than others 
since the generalization may be of symbols and their referents. The 
general formula used to predict behaviour is: BP=f(E & RV) where BP is
the probability of the behaviour, relative to other behaviours in the 
specific (psychological or perceived) situations; E is the expectancy 
or subjective probability of a particular reinforcer occurring as a 
result of a certain behaviour; and RV, the reinforcement value, is the 
relative preference for a given reward with expectancies for all rewards 
kept constant.
So, for instance, the potential for marijuana smoking to occur, in
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3college,in relation to peer approval, is a function of the expectancy of 
the occurance of peer approval, following marijuana smoking in college 
and the value of peer approval. This is a specific example, and may be 
expanded by including other reinforcements, both positive and negative, 
other expectancies etc.
Jessor*s Approach
Jessor has taken Rotter's system, developed in a clinical setting, 
and applied it to studies on alcohol use (eg. Jessor, Carnan, & Grossman, 
1968; Jessor & Finney, 1973). Marijuana use is thought of as "problem 
behaviour... considered to be purposeful, goal oriented or functional (pi, 
1973)". Variables have been classified into structures and systems by 
Jessor; a personality system consisting of motivational instigation, 
belief and personal control structures; a perceived environment system 
with these and other behaviours ranging from closely related to "normal".
His methodology consists of administering questionaires at two or more 
points in time, using multiple-regression techniques, and gain scores 
(over time), on social and personal variables to increase "accounted-for" 
variance. He was able to assign users and non-users to their respective 
groups with 73% accuracy and to achieve multiple R's of up to .39 (Jessor, 
et al, 1973).
Sadaya's Approach
Sadava's approach has focused in on marijuana use specifically. One 
major problem in marijuana research is that while ultimate clinical interest 
may lie in determining what leads to abuse, research has been defined in 
terms of use versus non-use. Even this distinction is made in different 
ways by various researchers. For instance the category of "light use" 
ranges from one to twenty experiences, and there are at least twenty-eight
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4labels for use patterns (Sadava, 1974a). To cut down this confusion,
Sadava designed a short group of questions, with four stages of use (Sadava, 
1972) with the additional stages of non-user and "Have stopped" added 
(Sadava 1974b). For the non-user and the four user stages this scale has 
Guttman-scale type properties. Continuing to refine criteria, Sadava 
uses the following measures; frequency of use, time span as a user, contexts 
of use and adverse consequences of use in a sample comprised of drug users. 
These measures have average intercorrelations of .23 with a maximum of .54 
(Sadava, 1974b), indicating relationships amongst criteria, and the possibility 
of patterns of drug use. The complex relationships between behaviour and 
predictors may be obscured by a poor choice of criterion. Meaningful correlate 
may be hidden from our investigation if the criterion is poorly defined, or 
if its scale properties are ignored.
Sadava's schema of variable systems may be seen in Figure 1. The major 
difference between the systems of Sadava and Jessor is that in the former 
cognitive functions are conceptualized as a set of predictors of drug use 
(by Sadava), and as being predicted by other systems of variables. Using 
his system Sadava (1974b) has found multiple R's of up to .62 for variables 
predicting criteria measured at the same time, and multiple R's up to .58 
for longitudinal analyses with samples of drug users. Both Jessor and 
Sadava use longitudinal analyses, and often utilize both the scores on 
variables at the earlier point in time, and change scores in these variables, 
to predict behaviour at the second point in time.
Social Learning Theory: Applied to Complex Operations
In the analyses of both these researchers, the variables have been 
analysed bit by bit, using sub groups of predictor variables to predict
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
m FIGURE 1 
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each criterion, then another sub group to predict each criterion and so on. 
Perhaps this is due to a lack of a statistical framework, or of a notational 
system that would allow easy manipulation of the large number of variables 
and extensive data. Thus the first stage of this thesis is the expression
of Sadava's and Jessor's systems in a notation that allows manipulations pf
s
variables in order to deduce and to subject to verification, hypotheses 
about relationships between predictors and criteria. This is a necessary 
step since some of the terms used (eg. 'related structures', 'covary with 
other kinds of problem behaviours') and also relationships between 
variables (eg. BP=F(E & RV)) are hard to operationalize. Furthermore, 
although the underlying principles assume an integrated predictive system, 
the tendency is to examine concepts and variables in isolation, and with 
less than complete thoroughness.
Notation
Let B „ be a criterion observation ["section 1 of Figure ll for 
qtn L ,
individual n (n=l,...,N) at time t (t-1,...,T) on criterion q (q=l,...,Q)
which after appropriate transformations(s) is in Z-score form (Exp (Bqtn)=0,
Var(Bqtn)=l). Similarly, let Cltn(l=l,...,L) be a normalized variable
for cognitive functions [section 2 of Figure ; P ^ (m=l,.... ,M) be a
normalized variable for personality characteristics (section 3 Figure lj ;
E (k=l,...,K) be a normalized variable for perceived environmental data 
ktn
^section 4 Figure lj; and Dstn(s=l,...,S) be a normalized variable for 
demographic data (section 5 Figure l~J.
Let A(Bqtn) be a normalized variable corresponding to the unpredicted 
part (i.e., change over time-delta) of Bqfcn from Bq^n - Similarly, A ^ l t n ^ ’
&Cpnitrt) * ^  ^ ktn^ ^^Dstn)*
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7Let Frn(B) be the factor score for the r'th factor (r=l,... ,R).
for individual n, taken from the B  ^ (D).
’ qtnN '
covariance-free part (gamma) of Pm|-n remaining after the variance due to 
the E and C variable systems is partialled out, and so on for combinations 
of P, E, C and D.
bet RgqgQp be the multiple correlation between the qth variable of 
B and the variables of E, C and P.
Thus using the above notation for measurement tines 1 and 2, it is 
hypothesized that an equation of the following general form leads to better 
estimations of criteria at time 2 and higher multiple R's than obtained 
previously:
The score for the n'th person, on the q'th criterion, at time 2, may 
be estimated from a linear composite comprised of the sum of the variables 
in each system weighted such that the predictors are orthogonal. Thus in 
this case, the estimated criterion score is the sum of the factor scores 
for demographic data weighted by first order correlation coefficients with
Let f ^ C E H C )  denote a normalized variable consisting of that
A
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8the criterion, plus the sum of the personality factor scores, free of 
covariance with demographic data, and weighted by the correlations with 
the criterion, plus the percieved environment factor scores similarly 
partialled (of both demographic and personality scores) and weighted, plus 
cognitive function factor scores treated in the same manner.
Problems with this Predictive System
In the present study several important limitations exist and should be
noted beforehand. Firstly, the model calls for all variables to be normally
distributed, zero mean, and unit variance. This condition may not be met 
because of several considerations in the scales involved; measures may be 
nominal or at best polychotomous with very discrete values found for 
what may or may not be underlying continuous variables; some variables 
may be extremely skewed, and even with transformations may not really re­
semble a normal distribution.
A second deviation from the model relates to the fact that the various 
systems of variables should include all non redundant measures in the 
domain of interest. This condition is not fulfilled as: (a) those measures
may not at this point in time exist and (b) only a limited subset (hopefully 
representative) can be administered in the time permitted.
Another problem exists in that the model is linear in nature whereas 
either the real or theoretical variables may combine multiplicatively 
in the form of moderators to other variables, or in other non-linear 
combinations (eg. curvilinear). This must be kept as a consideration in 
the research, but as the non-linear models tend to be limited operationally 
more or less to small numbers of variables, the present work will (hopefully) 
serve as a good first approximation.
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9Other problems exist in the nature of the instruments used and 
the type of behaviour studied. In the latter case, marijuana use is, 
of course, illegal and therefore responses to questions about its use can 
be seen as incriminating. King (1972) reports that anonymous and 
identifiable > questionnaires on this subject do not significantly differ 
on reported data, however this does not mean there will be no difference 
between actual behaviour and reported behaviour due to some fear of exposure. 
With respect to questionnaire studies in general, we must consider the 
possibilities of response styles and sets (eg. Jackson, 1967), and also 
false content through misconceptions on the part of the subject. The 
latter is more easily dealt with, in that according to the assumptions 
of the Rotter, Jessor and Sadava models behaviour is determined by sub­
jective expectancies, values, etc. not merely objective facts, and distortion 
of this kind do not render the information invalid.
To compare the possible distortion of responses on the questionnaire, 
it is best to consider that the data have two different logical sequences.
The first sequence is that of cognitive functions followed by perceived 
environment, personality and demographic data, ordered in terms of 
decreasing proximity to the behaviour concerned. The subjects' own 
perceptions will have the most weight and be least subject to cumulative 
response biases.
The second sequence will be that of demographic data, personality, 
perceived environment, and cognitive function, in decreasing order of 
objective verifiability, as opposed to proximal subjectivity.
Specific Areas of Investigation
There are four specific issues that must be examined in dealing with
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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the model. These are: distributional properties of predictor and
criterion variables; the use of raw data vs factor scores; the use of 
two sequences of orthoganalization, ie. starting with cognitive functions, 
and starting with demographic variables; and the patterns of behaviour 
criteria.
Distributions of the Variables 
It is extremely important that we examine the distributions of scores 
on the variables we use before interpreting results from statistical 
analyses, since we may be misled by our results if assumptions necessary 
to the analysis are not met, or if more useful approaches to data analysis 
are ignored due to a lack of information. This warning takes on more 
importance when the variables haven't been used extensively in other 
research, and/or several "non-robust" (requiring stringent assumptions for 
use and interpretation) statistics such as stepwise regression or canonical 
correlation are to be used. For instance, we might have a distribution 
with a few extreme values at each end, being correlated with another variable 
that also has extreme values. If the extreme values "match", there will 
be a very high correlation that is not reflected at all by the other 
variable pairs. Another possibility is that the two variables have a 
parabolic relationship, or that one variable is related to the logarithm 
of the other. In both cases, the correlations between the variables would 
be very low, and the true relationships found only by a theoretical or, 
more likely, an empirical investigation of the univariate and bivariate 
frequency distributions of the variables (see Carroll, 1967). As the 
first part of the exploration of this model, these distributions will 
be examined.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
1 1
Raw Data vs Factor Scores 
Since the scales for this investigation were chosen on the basis of 
availability, or constructed to measure a specific area, there may be 
both a large overlap in the domain of measurement, and a great deal of 
variance "superfluous" to the model. If the variables are of this 
nature, the use of a multiple regression technique may lead to different 
weights for the variable in each sample, even though the particular Under­
lying factors don't change from sample to sample. Cooley and Lohnes (1971) 
point out that "chance" is an important consideration in multivariate 
analysis, and since we may have several variables contributing almost the 
same variance, chance could determine which variable is chosen (the 
covariance with similar variables being partialled out and consequently 
not appearing as significant). This process may have more importance than 
seems readily apparent since we will be influenced in our model building 
and generalization by the labels or names attached to the "significant" 
variables, and may draw the wrong inference about the meaning of a 
variable's loading on the regression equation.
One solution to this problem is to assure ourselves, prior to the 
dependence analysis (eg. multiple regression), that we have predictors, 
whose domains, empirically, do not overlap greatly. This may be achieved 
by orthogonalization of our predictors. We may also collapse the number 
of variables into a smaller number of factors. Using this method, we 
may substantiate the findings of analyses of raw data, and more easily 
infer from the measured variable the underlying trait or cause.
Sequence of Data Entry 
When orthogonalizing the data sequentially, the first variables may
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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retain greater meaningful variance than later variables because of the 
method itself. The last variables will, most likely, have little or no 
correlation with the criterion, whereas the corresponding original variable 
may, in reality, be highly related to the criteria. Ideally every variable 
should have equal chance to covary with criteria, but this leads to an 
enormous number of analyses to include each sequential combination. Given 
these circumstances, together with the theoretical reasons discussed 
previously for the different types of response sets and kinds of verifiability 
two sequences of orthogonal predictors will be used: Functions- in which
the function variables are entered first (the sequence of proximity); and 
Demo.- in which the demographic variables are entered first (the objective 
verifiability order). These sets will be examined to determine what 
differences exist due to ordering effects.
Criteria Patterns 
Considering Sadava's findings (1974b) concerning the relationships 
between criteria, and the different predictors useful in each case, it is 
important to look at the criteria carefully, to examine specifically their 
inter-relationships (eg. by factor analysis), and to find out whether 
different sets of predictors predict different patterns of criteria 
(using canonical correlation). Using this information we can evaluate the 
criteria as to their reliability and usefulness. In addition, a methodology 
becomes available to ascertain predictive systems for genuine, multidimensioiu 
patterns of use.
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Chapter II 
Method
Subjects
The •’uestionnairee were filled out by first and second year students 
enrolled full-time at Brock University, St, Catharines, Ont. in the 
1972-73 academic year. Pour hundred and eighty Ss_ completed question- 
aires in Nov. 1972; and of these 371 filled out the questionnaire in 
Mar. 1973. The ages of the Ss_ ranged from 16 to 74 but most were under 
26. Fifty-five per cent of those responding twice were female.
The group (371) was split into two samples randomly, Sample 1 was 
187 Ss_ and Sample 2 was 184. Scores were standardized within samples, 
but all other estimated parameters-(e.g. correlations, factor loadings, 
etc.) were obtained from Sample 1 and applied to Sample 2.
Questionnaire
Table 1 lists the scales used, number of items, format and source, 
if other than Sadava (1972, 1973, 1974b). This table is organized by 
variable systems, i.e. behaviour, cognitive functions, -perceived envir­
onment, personality, and demographic data, and excludes some scales 
not used in the present study.
Major Statistics 
Univariate and Bivariate Distributions
Descriptive statistics and frequency distributions were found 
for each scale, using data before standardization. Scattergrams were 
constructed for ten predictor variables (standardized) with each of 
the four criterion variables, to give an indication of the types of
13
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TABLE 1 
Variables Used
System/
Variable
Number of Items Item Format Source**
Criteria
System
Consequences 17 3 point scale
Range 19 yes/no
Time Span 1 "how long ago"
Frequency 1 # of occasions
Cognitive
Functions
Total Positive 14 3 point scale
Instruemental 6 3 point scale
Coping 6 3 point scale
Total Negative 10 3 point scale
Ideological 4 3 point scale
Fear 6 3 point scale
Percieved
Environment
Social Support 10 4 point scale
SociaJ. Sanct'n 6 3 point scale
Availability 2 5 point scale
Parental Model 16 ■ 4 point scale
Sibling Model 5 4 point scale
Personality
Peer Confor'y 10 3 point scale Lin(1972)
Peer Indep. 10 3 point scale Lin (1972)
Peer Anticon’y 10 3 point scale Lin(1972)
Family Con’y 10 3 point scale Lin(1972)
Family Indep. 10 3 point scale Lin(1972)
Family Anti. 10 3 point scale Lin(1972)
Tol. Drug Use* 3 10 point scale
Att. To Devian 15 10 point scale
Total Risk 8 9 point scale Jackson(1972)
Physical Risk 2 9 point scale Jackson(1972)
Financial Risk 2 9 point scale Jackson(1972)
Social Risk 2 9 point scale Jackson(1972)
Ethical Risk 2 9 point scale Jackson(1972)
continued
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15
Table 2 continued
System/
Variable
Number of Items Item Format Source**
IE Locus of Con 23 Forced Choice Rotter (1966)
IE personal 9 Forced Choice Mirels(196 )
IE political 4 Forced Choice Mirels(196 )
Trust 25 5 point scale Rotter(1966)
Personal Trust 6 5 point scale
Political Trust 8 5 point scale
Interper'l Al.'n 10 5 point scale Keniston(unp)
Social Alien'n 5 5 point scale Keniston(unp)
Moral Judge.* 35 mixed
Religiousity* 3 mixed
Delay Grat'n 4 5 point scale Stuffiphauser(1972)
Time Pers've 5 number of months Shybut(1968)
Demographic
Sex * 1
Age * 1
Social Econ.*
Yr in College* 1
Poli. Orien'n* 1
Residence* 1
Reference Gr.* 1
Height *
Weight *
Self Des. Obs.* 1
Exp. GPA * 1
GPA Difference*
*Not repeated Spring, 1973
** If other than Sadava
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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bivariate distributions present in the data.
Orthogonalization of Data
Delta and gamma scores. In order to arrive at a set of mutually 
independent predictors several types of transformation are needed.
First, we must get an estimate of change-over-time scores. Given two
sets of scores on the same variable, from the same subjects, we can
}
partial out of the later score, the variance accounted for by the 
score taken at a point earlier in time (e.g. Jessor et al, 1973).
Thus, starting with two related scores, we obtain a base score, and 
an independent estimate of change, a delta (A) score. Delta is estimat­
ed by Ferguson's formula t. = (Z^ - ri2Z2)/V^-~ri2 -(1971, p. 387) where
Z^ is the score at the first point in time, Z£ is the same subjects' 
score at second point in time, and ri2 is the correlation between Z^ 
and Z2 over all subjects. .
A generalization of the above formula estimates a score that is 
independent of more than one variable (this may be done across time, 
as for , or with other scores from a larger test battery). If we 
wish an estimate of this covariance-free score, a gamma (f*) score, we
may use the following formula; r*11.23.. <v irlmz„)/Vi-ZrL
<rrx*%
[see appendix A for proof3, where Z is our variable of interest,
1
Z_,...,Zn are the covariates, r is the correlation between the Z,
2 ’ n lm 1
scores for Zm (m=2 n) over all subjects. These scores will have
E(P)-0,VAR(p)-l and will tend to a normal distribution.
Principal components. The third type of transformation needed 
is a principal components factor analysis, producing appropriate
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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factor scores. Since we are interested in linear composites with the 
characteristics of mutual independence, interpretability and complete­
ness, the proper procedures for this factor analysis are: the use of
unities in the main diagonal; an adaptation of the scree test (see 
Cattell, 1952, for a discussion of this criterion) to determine the 
number of factors retained; and a varimax rotation of those factors.
We must use unities in the diagonal instead of estimates of commun- 
ality since our data are not being used to infer underlying structure, 
but rather, are being described by the factor scores. The question of 
establishing the number of variables to be rotated is more complex.
It may be resolved by considering the nature of the factor structure 
and the communality of a variable. We may tegard communality as the 
square of a variable's multiple correlation with all the extracted 
factors. Thus, if each variable has a high communality after a 
certain number of factors has been extracted, we may assume that each 
of the common and unique factors has been obtained. For example, if 
after five factors are extracted, the communality of a variable is 
.78, there remains to be accounted for, only 22% of the original 
variable's variance in all the remaining factors.
We can always (with unities in the diagonal) account for all of 
the variance by taking as many factors as variables, but we most like­
ly will have "error" factors, due to faulty measurement, discrete 
scale values etcetera. A procedure that tends to eliminate these 
factors is Cattell's scree test (Cattell, 1952). A sharp drop-in 
eigenvalues after relatively high eigenvalues means the following 
eigenvalues may be neglected. The original argument by Cattell
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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recommended both a scree test, and a minium eigenvalue over 1.0, 
however, since we are using principal components, the later requirement 
may be dropped, and the requirement of high communalities added.
The varimax method of rotation is used so that each factor can 
'be most easily identified as related to a few (and if possible only 
one) variables. Varimax simplifies factors, as opposed to variables 
(Mulaik, p.259, 1972), and this means that the "output" of our trans­
formation will tend to be more easily interpretable than if we used 
either a variable-simplifying or both factor and variable simplifying 
rotation.
Stepwise Multiple Regression ,
This technique (SMR) is really a combifiation of regression and 
factor analysis (Mulaik, p.412, 1972). The first step is to correlate 
the criterion with the criterion as the variable in the regression 
equation. The factor collinear with this variable is extracted from 
the predictor matrix, and a residual correlation matrix is obtained. 
Then the variables (or factors since this factor analysis method-that 
of Cholasky [^Mulaik p.412[] maintains a correspondence between factors 
and variables),remaining are correlated with the predictor, the 
corresponding factor extracted, leaving a residual matrix, and so on.
At each step a variable is added to (in occasional circumstances 
removed from) the regression equation, and the multiple correlation 
is increased.
This process of adding (and/or removing) variables can continue 
until all the variables are in the equation, however, as with other 
factor analytic procedures, later factors (i.e. variables in Cholesky 
method) may bo unique or error terms. Since we are dealing also with
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regression, the unique factors that do not correlate with the criterion, 
may be, for practical purposes?considered error. Either error may increase 
the multiple correlation, but to such a small extent that, given the 
probability of measurement error, the predictive utility of the equation 
is diminished. Cooley and Lohnes (p.56-57, 1971) point out that SMR 
can capitalize on chance to a large extent, and care must be taken to 
replicate this procedure on another sample(s). The replicated R may 
shrink appreciably if too many variables are allowed in the original 
equation. For our purposes, we may use an F ratio (or an equivalent 
£ test) to determine whether a variable should be added to the equation. 
This F ratio is computed as the square of the ratio of regression 
coefficient and its standard error (SPSS, 1970).
Orthogonal Predictor Variables
If the correlation matrix of predictor variables is an identity 
matrix (i.e. the variables are correlated), the regression equation 
weights may be obtained directly from simple correlations with the 
criterion (Mulaik, p.404, 1972). Furthermore, the square of the 
multiple correlation is the sum of the squares of the simple correla­
tion with the criterion. If we have orthogonal predictor variables, 
the order of entry of these variables into a stepwise MR is the same 
as the rank order of the absolute values of the correlation coeffic­
ients, and the SMR is not necessary. In practice, a SMR can be useful 
in these circumstances since the correlation with real data probably 
will not be an exact identity matrix. Even if our regression weights 
are from a non-orthogonal group of predictors, Cooley and Lohnes 
(p.56, 1971) point out that sample predictor-criterion correlation
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coefficients of the first order may yield better predictive utility
than regression weights from more "sophisticated" processes.
Canonical Correlation
Stepwise Multiple Regression may be considered a special case of
canonical correlation. The problem of canonical correlation is to find
relational^ ps between a set of predictor variables and a set of criterion
variables (in SMR we have a set of one criterion variable). In general,
we ask if there is a combination of predictors X (a pattern) that has a
high correlation with a combination or pattern of criterion Y variables.
To do this we find a set of weights for the predictors such that the
composite variable (W^) is maximally correlated to a composite variable
Yj made up of a weighted combination of the’Y variables. A factor
corresponding to is extracted from X which leaves the residuals Xr
unrelated to W-^ , in the same manner as the residual matrix is found in
SMR. The composite V£ is treated in the same way to produce a residual
matrix Yr . This process is repeated producing (usually) m set of weights,
where m is the number of variables in the smaller of the predictor and
criteria groups (see Van de Geer, 1971). We must then evaluate the
sets of weights called canonical variates to find which are significant.
The canonical correlation coefficient Rc can easily be misinterpreted.
It is not the correlation or overlap between X and Y but between the
linear composites W and V. To evaluate the "overlap" or shared variance
of the two sets, we may use a statistic R , a redundancy coefficient
d
discussed by Stewart and Love (1968). For each canonical correlation 
there are two redundancy coefficients, one for the X variables given 
the composite V from the Y variables (i.e. ) a**d one for the Y
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variables given the composite W from the X variables ( i . e . R d y). R d x  is
calculated as the proportion of variance extracted by the factor (W )
n
times the proportion of shared variance (Rcn) between the factor and 
corresponding canonical factor of the other battery (Cooley and Lohnes, 
p. 170, 1972). Thus we square the weights of the X variables, divide by 
the number of X variables, and multiply by the canonical correlation 
The canonical correlation analysis can be useful in exploring 
criterion patterns however it should be used in conjunction with other 
measures such as the multiple correlation of each criterion (Cooley and 
Lohnes, p.176, 1972), chiefly because of the complexity of the procedure, 
and the possible misinterpretation of results.
Summary of Programmes an’d Formulae
1. Univariate Distributions - SPSS (1970), subroutine CODEBOOK
2. Bivariate Distributions - BASIS (1971), subroutine Plot.
2
3. Delta Score - Z\z2 ~ ^Z1 " r12z2 ^  xyi • A Fortran programme was 
written and an example given in Appendix B.
2
4. Gamma Scores: * (Z1- (rlmzm )) / rlm * This was done by a
Fortran programme in Appendix B.
5. Principal Components Analysis: Both SPSS (1970), subroutine FACTOR, 
and SSP factor analysis ( 1970; p.429) were used, with several sets of 
data run on both to ensure accuracy (identical results to fifth signific­
ant digit).
7. Correlation Coefficients. SPSS (1970), subroutine PEARSON CORR was 
used and compared to SSP subroutine CORRE.
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8. Stepwise Mutiple Regression: SPSS (1970), subroutine REGRESSION, and
SSP programme for stepwise multiple regression (p. 419) were used and 
compared.
9. Canonical Correlation: SPSS (1970), subroutine CAN CORR was used,
there were no suitable programmes for comparison.
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Chapter III 
Results 
Univariate Distributions 
The raw data may be grouped in sets of variables with common forms 
of frequency distribution. These distributions seem to approximate: 
the normal, truncated normal, superimposed two population normal, the 
Poisson, the rectangular and the dichotomous or binomial distributions. 
Table 2 gives examples of variables from each group, descriptive 
statistics and type of distribution.
Bivariate Distributions and Correlations 
Selected pairs of standardized variables were plotted to check for 
usual bivariate distributions. None of the distributions seemed 
curvilinear (e.g. U shaped). The scattergrams including Range seemed 
to indicate that extreme values (for Range) were depressing the 
correlations, and suggested that correlation with Log (Range) might 
be considerably higher. Scattergrams are included as Figure 2.
Correlations matrices between the criteria and each of the predictor 
variables may be found in Appendix C. There is a matrix for each of the 
Raw, Functions and Demo, modes of analysis for Sample 1 and for Sample 2.
Transforms
The resulting variables, processed in either direction, i.e., part­
ial ling out covariance of functions from social, of functions and social 
from personality etc; and partialling out covariance of demographic from 
personality variables etc., were relatively easily identified, having
23
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TABLE
Univariate Distributions
t
Central Moments * Type of
Variable**
Mean Variance Skewness Kurtosis Range Quartile
^Distribution
Frequency 17.976 6095.527 10.940 133.106 999 0/0/10 Poisson/
Dichotomous
Time Span 19.505 648.855 1.365 1.860 144 0/4/36 Poisson
Range 3.585 13.238 2.725 12.793 33 1/2/5 Poisson
Consequen. 31.118 116.599 0.400 -1.095 34 22/30/41 Rectangular
Social Supp 19.865 36.436 0.406 -0.572 28 15/20/24 Bimodal Nor.
Avail. 8.435 2.436 -1.382 2.536 8 8/9/10 Trunc. Nor.
Sib. Model 7.557 5.433 1.675 4.733 15 6/7/9 Trunc. Nor.
Total Pos. 22.862 27.451 0.491 0.156 28 19/22/26 Trunc. Nor.
Ideo. Neg. 6.470 3.432 0.799 0.159 8 5/6/8 Trunc. Nor.
Fam. Conf. 22.849 6.501 • 0.053 0.079 15 21/23/25 Normal
Att.To Dev. 36.891 81.661 0.069 0.472 58 31/37/43 Normal
Total Risk 38.192 89.906 0.052 0.010 54 32/38/44 Normal
I.E. 10.593 24.697 -0.014 -0.585 22 7/11/14 Normal
Exp. GPA 73.843 42.218 0.511 1.014 41 70/75/80 Disc. Nor.
S. D.Obes. 3.114 0.530 -0.047 0.370 4 3/3/4 Normal
Sex 1.445 0.248 0.220 -1.952 1 1/1/2 Dichotomous
* Based on 371 observations
** Spring variables except Att. to Dev,
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high loadings on principal compenwf,* analyses. Table 3 includes rotated 
factor loadings, communalities, and lists new variable names for the 
two modes of factoring.
Factor Analysis of Behaviour 
In both Samples 1 and 2, frequency is unrelated to the other 
criteria, with time and range loading together. Table 4 presents 
rotated loadings and eigenvalues .
Stepwise Multiple Regression Analysis 
A total of 24 SMR's were calculated. Tables 5 through 10 present 
the variables with significant Beta weights, the cumulative variance 
in thousandths and the final multiple correlation coefficients Table 11 
presents a 2 x 3 x 4 breakdown of these Multiple correlations, and 
average correlations (using Fisher's Z transformation) for each 
classification.
Canonical Correlations 
Five canonical correlations were performed, results for canonical 
correlation with raw data were not obtained due to the size of the r 
matrix and the programmes available. One of the canonical correlations 
was meaningless due to a singular matrix resulting in a canonical 
correlation greater than 1.0. Table 12 gives the significant canonical 
correlations, loadings variables with loadings for each of the four 
meaningful analyses.
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TABLE 3 
Functions and Demo. Factors
Original Variable Functions Factors Demo. Factors
Name # Name # Loading Comm. Name # Loading Comm,
Tot Pos Func 5 Pos Func 7 .99 .99 Pos Func 47 .99 .99
Inst Pos Func 6 Pos Func 7 .89 .80 Pos Func 47 .88 .78
Cope Pos Func 7 Pos Func 7 .87 .80 Pos Func 47 .88 .78
Tot neg Func 8 Neg Func 5 .99 .99 Neg Func 44 .99 .99
Ideo Neg Func 9 Neg Func 5 .89 .77 Neg Func 44 .85 .74
Fear Neg Func 10 Neg Func 5 .94 .77 Neg Func 44 .91 .84
/Tot Pos 11 4 Pos 8 .99 .99 /Pos 45 .99 .99
Alnst Pos 12 4 Pos 8 .87 .80 & Pos 45 .86 .76
A  Cope Pos 13 A  Pos 8 .86 .88 4 Pos 45 .87 .78
ATot Neg 14 4 Neg 6 .98 .99 A  Neg 46 .98 .99
Aldeo Neg 15 /Neg 6 .86 .76 £Neg 46 .83 .70
A Fear Neg 16 ANeg 6 .89 .83 /Neg 46 .86 .81
Soc supp 17 Soc Sane 9 .58 .83 Soc Clim 37 .84 .78
Soc Sane 18 Soc Sane 9 .94 .92 Soc Clim 37 .82 .70
Avail'y 19 Avail 15 .95 .95 ASoc Supp 38 .64 .74
Par Model 20 Par Mod 13 .95 .92 Par Mod 41 .95 .93
Sib Model 21 Sib Mod 10 .81 .87 Sib Mod 39 .78 .81
A Soc Supp 22 ASoc Supp 14 .96 .96 ASoc Supp 38 .85 .84
A Soc Sane 23 4 Soc Sane 12 .98 .98 ASoc Sane 40 .97 .95
A Avail 'y 24 A  Avail 16 .99 .99 AAvail 42 .97 .96
/;Par Mod 25 A  Par Mod 11 .97 .97 /Par Mod 43 .97 .99
/•Sib Mod 26 Sib Mod 10 -.77 .86 Sib Mod 39 -.74 .79
Continued... co
Reproduced 
with 
perm
ission 
of the 
copyright ow
ner. 
Further reproduction 
prohibited 
w
ithout perm
ission.
Cont * d
Name # Name # Loading Comm. Name # Loading Comm.
Peer Conf 27 Peer Conf 27 .95 .94
Peer Indep 28 Indep 22 .87 .88
Peer Anti 29 Anticonf 21 .85 .80
Fam Conf 30 Fam Conf 30 .93 .92
Fam Indep 31 Indep 22 .87 .87 Fam Indep 29 .98 .99
Fam Anti 32 Anticonf 21 .87 .86 Anticonf 21 .97 .98
Att Tow Dev 33
To I Dr Use 34 Tol Dr Use 27 .96 .95
Tot Risk 35 Tot Risk 20 .90 .87
Phys Risk 36 Tot Risk 20 .91 .87
Fin Risk 37
Soc Risk 38 Soc Risk 20 .98 .99
Eth Risk 39
Tot I-E 40 I-E 17 .94 .95
1-E Pers 41 I-E 17 .85 .89
I-E Poli 42 I-E 17 ' .70 .82 I-E Poli 36 .93 • .96
Tot Tr 43 Poli Tr 26 .91 .90
Pers Tr 44 Pers Tr 22 .90 .91
Poli Tr 45 Poli Tr 26 .90 .89 Poli Tr 31 .97 .99
IP Alien 46
Soc Alien 47 Soc Alien 35 .96 .98
Moral Judg 48
Relig 49 Relig 33 .96 .98
Del Grat'n 50 Del Grat 24 .93 .91 Del Grat 32 .99 .99
Time Pers 51 Time Pers 23 .99 .99
Continued...
N>
vo
Co
nt
 
'd
3 0
o
[U.
ON CO H  
0 0  ON ON
m
o n
0 0  v O  
on on
rH 00
ON ON
VO ON
on os
00 N  N  
ON ON ON
TJ<D0
C*H
•Uc
ouCtfC*H
T )
<0O
r-4 < t O  
in On ON
Sf
ON
vO
ON ON
m  on 
vO oo
in oo
ON o n
oo vo
ON ON ON
^  N  sf 
W H W
VO 00
<N CO
in in vo o  
CM <0
in on oo
M  H  H
Q)
e
to
55
>
a)
G. FU Q
tu 0) -bi
TJ *0 E* to CO
C B O •H •H
M
Ms
B
M H PS PS
e a 4J u *G
CO O to 4-1 o 4J
tu O put < cn W
< -t3 <3
W  W i iM  M
<J 4
FiH H
to -r l 
Fl I- ltu oFM fF, 
< S  < 1
o
o
CO
<
to
MtuFM
I
•H
H
<3
o
u
CM s t
00 00
CM O  OO OV
oo cn oo o\
m  st 
ov ov
00 H  N
oo ov av
o  vo oo 
ov r»  oo
vO
Ov
ot
B
T)
to
cn oo 
oo vo
vo n  in to 
in ov oo ov
vo s t  
as as
vo (O vf 
oo as as
CM
ov
M Nf IN
as in oo
IN.
ov
co oo
CM CM
co oo co in 
CM CM CO to
as cm 
CM CO
S t Ov OV 
( O r I H
oo oo in  in  
1-4 CM CM CO
>
a)
a)
6
to'S5
o
M-4 CO A ! to to
C & •H CO CO FI Fi
O o 0£S •H *r-i <U a) H H
FM FU O H •PS Ps FU
MS (U MS tu 1 CO •r l *H
C tS a •n B 4J C a W W r—4 H
Oo
BM ou c SH  S3
4J
<
*H ocn
1H 1H a oP*
sj < <3 <3 -4 4 < \ < <1 <J 4 4 o
CM CO s t in UD IN.oo crv o r—1 CM CO s t uo vo 1**- OO ON
in in in in in m in m vO vO vo VO vo 10 vO so V0 vO
Ca)
• r l
r-t
<
4
01M
l§i
8• rlH
'SS
(X
MS (U * rl 
C  X I u
S B B H  <
M Fl M
eu
4S CB ‘r l
B X) U  
O B  S  „  •••O  M -S’ H PS
><uO  w
,M  co ^  i m 'rl
j B t l l l l W B H M H  
O -rl. 05 - r l - r l - r l 01 O
PS PS PS rS  FM (5  
CO
03 w  . .  •»  j-
Ft t-S - r l rS  Fs FM
. tu p  r s  «sj C9 
O Pi ft <  O
B<U•H
to
- M
CO CU
Fl l Fl 0}  t  HH HM 0 QJ
t i l l l t l l O O i u O i S ' H O U O  I I O M  M Ps O tu •rl
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
C
o
n
t'd
31
•
n
CM Os Os Os an Os 00 oo h-* 03 On
00 os On OS OS On os 00 03 Os 03 ONoo
6oa
•rl h* as cr< 00 os an Os CM oo 00 00 r-.*o 00 as on OS OS On Os ON oo as 03 ONw « • • • • • • « • • • •
of i
in  o f*"- < f 03 CM in m vO 00 mpH pH pH pH f-4
rH
pH
0 <w
32 u UH < me <3 U (U MM« c a o •rl
ss a> •H •HI <u <u RN <U CO pH (0 MM N N o 04 pH |■H 60 6a M P <U <D •rl •H o MC/3 <2 C/3 >* Pm P£j 04 CO 05 05 m O 0)pH
cx
B<0* 05Fj CM 03 On On 03 On Os i-M vO vO 03 ONB 00 OS on On 03 On 03 ON CO Os OS On Co • • • • • • • • «i • • • oo
TJM a)a CO
•rl 03 Os os 00 03 OS pH pH 00 00 1^ coT3 00 os Os Os os 03 03 00 03 Os OS 03 rO« » • • • • • • • ii • • •
o T5
p CCO
vo cm co iH 03 o VO vO 00 m n* a=»= c o < fs d '< t< tc o M tc o c n < n Nfr CO o•H
4J
CO
4J
OfH
Xr—1 c Crt
pH <u E3
to •H •H
92 CJ M <  <4-1s O PM MM COco a e> o •H s>
53 <u «H •H 0) <U QN 0) CO pH CO»M N N o a M
•r4 op 6a M o <0 a) *H •H a x U a)
CO < t CO S* a. & Pi CO 05 05 w O 4J
MM
co
CO.
m vo oo 03 o pH CM CO in 60=8= c-- h- I-. oo 00 00 00 oo 00 c•H
•o10
■-I a CO UM pH4J pH a) <U Pu 43 m pH
CO o •rl o 3 O •H <3o M c O •< PO O <u M 4-1 4.) P PM • •
w a tJ  o 43 H )
O ai
•rl •rl •rl 60 144 TJ <0
X (U ci t- l 01 IH •rl •rl r4 P CO u<0 bO o M s, 01 ai «2 <u a) X M .QC/3 <2 C/3 ix P5 Oh « be C/3 w O S5
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Or
3 2
TABLE 4 
Factor Loadings of Criteria 
(Varimax Rotation)
Sample Factor
Criterion Initial
Conseq. Range Time Freq.
Eigenvalue
1 -.214 .398 .900 .090 2.284
2 -.016 .293 .101 .975 0.968
One
3 .966 -.192 -.258 -.014 0.522
4 -.147 .848 .336 .202 0.226
1 -.106 .936 .347 .109 2.076
2 -.060 .124 .130 .987 0.870
Two
3 .974 -.113 -.232 -.058 0.727
4 -.189 .309 .900 .105 0.327
One *
1
2
-. 165 
.964
.915
-.180
.391
-.252
not
2.089
0.643
3 .209 -.360 -.885
included
0.268
* Freq. excluded from analysis
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TABLE 5
Stepwise Multiple Regression
Raw Data Sample 1
Criterion Variable
Frequency Time Span Range Consequences
Predictor 
Variable 
and 
Cumulative 
Variance ** 
(in
thousandths)
ATotal Risk(llO) 
Del Grat'n(133)* 
Pers Trust(152)* 
Poli Trust (181)
Social Supp(450) 
Tol Dr Use(486)* 
Age (508)
APoli Trust(528)* 
Pr Anti (545)
A Time Pers(561) 
ASoc Al'n(575)
A Pars Trust(587)* 
ANeg Cope (596)* 
ASocial Supp(606)
Social Supp(449) 
Tol Dr Use(491)*
ATime Pers(528) 
AFin Risk(549) 
Social Sane(562) 
ATrust (578)*
Pr Anti(589)*
AAtt Tow Dev(598)* 
Sib Model (610)
Social Supp(247)* 
AFear (334)
Fear (406)
APers trust (457) 
^Social Sanc(477)* 
Avail (494)*
APhys Risk(509) 
AFam Anti (523)* 
ATime Pers (532) 
ANeg Cope (543) 
AFam Indep(554)
•
Multiple
Correlation
.426 .778 .781 .774
^Variables with negative loadings 
**A11 variables load significantly (p<.05) cou>
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TABLE 6
Stepwise Multiple Regression
Raw Data Sample 2
--------------------- *-----------------------------------------------------------------
Criterion Variable
Freq. Time Span Range Conseq.
Predictor
Variable
and
Cumulative
Variance**
(in Thousandths
Tol.Dr.Use (133)* 
Grades (132)* 
ADel. Grat. (177)* 
Time Persp. (209) 
Att. Tow. Dev(231)
) AEth. Rk (250) 
Weight (272)
Social Supp (458) 
ASocial Supp(512) 
Age (538) 
Sex (562) 
Tol. Dr. Use(583) 
ASib. Mod. (599) 
APar. Mod. (609)
Social Supp (357) 
Tol.Dr.Use (407) 
AIP.Al'n (440)* 
Sex (458) 
Att. Tow. Dev(473)
APeer Conf. (484) 
ASoc. Supp. (494) 
AFin R k. (506)
Social Supp (259)* 
ASocial Sane.(307)* 
Soc. Sane. (339)* 
Alnst. Fn (374) 
Fin Rk (393)* 
Yr. in coll. (411)* 
AAvail. (427) 
Self Des; 0bs(442) 
AEth. Rk (455)
Multiple
Correlation .521 .780 .711 .674
* Variables with negative loadings
** All variables load significantly
u>
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TABLE 8
Stepwise Multiple Regression 
Functions Sample 2
Criterion Variable
Frequency Time Span Range Consequences
Predictor Neg Func (022)* Neg Func (177)* Soc Sane (120) Neg Func (139)
Variable** ANeg Func (046)* Soc Sane (293) Neg Func (230)* ASoc Sane (207)*
in order of Avail (061) Avail (386) Avail (315) Soc Sane (292)*
entry with dNeg Func (440)* AAlien'n (365)* Avail (331)*
Cumulative Sib Mod (463) ANeg Func (398)* APos Func (360)
Variance A IE (494)* ANon-Conf (412)* ANeg Func (388)
Poli Orien (518) ASoc Supp (427) Del Grat (408)*
&Soc Sane (544) Poli Orien (425)*
Age (557)
AEth Rk (567)
IE (577)* «
ASoc Supp (591)
Multiple
Correlation ,246 .769 , 653 .652
** All variables load significantly (p<.05) 
* Variables with negative Loading
Reproduced 
with 
perm
ission 
of the 
copyright ow
ner. 
Further reproduction 
prohibited 
w
ithout perm
ission.
TABLE 9 
Stepwise Multiple Regression
Demo Sample 1
Criterion
Frequency Time Span Range Consequences
Predictor ADel Grat (046)* Soc Clim (139) Soc Clim (163) Soc Clim (119 *
Variable** AAtt Tow Dev (077)* Size (259) Size (269) Size (190)*
in Order of Self D.Ob (106)* AFoli Tr (324)* &Eth Rk (316) Poli Tr (261)
entry with ATime Persp (128)* Poli Aff'n (387) ADel Grat (354)* APoli Aff'n (289)*
Cumulative Time Persp (153)* Del Grat (425) Grade Diff (383) Neg Func (317)
Variance Pol Tri (178)* Grade Diff (453) Self D Ob (410)* Age (339)
Soc Clim (200) ASoc Sane (480) Poli Aff'n (432) Residence (361)*
Residence (498) Sib Mod (452) Grade Diff (382)*
Soc Alien (511)* APoli Tr (470)* APos Func (402)
Sib Mod (524) Poli Tr (488)* AAtt Tow Dev (418)
Age (537) ASoc Supp (502) Relig'y (444)*
Peer Confor (550)* AConform (515) ASoc supp (460 )*
Soc Al'n (527)* ASoc Sane (473)*
*
Yr in Coll (486)*
«
Multiple .448 .741 .726 .697
Correlation -
**A11 Variables load significantly ( p< .05) 
^Variables with negative loading
w
'•4
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TABLE 10 
Stepwise Multiple Regression 
Demo. Sample 2
Criterion Variable
Frequency Time Span Range Consequences
Predictor ATime Persp (067)* Soc Clim (145) Soc Clim (144) Poli Aff'n (121)*
Variable** Soc Clim (094) Poli Aff'n (304) Pol Aff'n (253) Soc Clim (170)*
in order of Size (381) Size (295) Residence (209)*
entry with ASoc Alien (407) ADel Grat (326)* Poli Tr (250)
Cumulative Del Grat (434) APoli Tr (355)* AI E (275)*
Variance ASoc Supp (461) Relig'y (379) Size (309)*
Yr in Coll (482) Ref Grp (395) ASoc Sane (355)*
Sib Mod (505) AEth Rk (409) Relig (357)*
. 41. E (518) Time Persp ((380)*
Neg Func (401)
Soc Al'n (421)*
Yr in Coll (437)*
Self D Ob (451) ♦
Multiple
Correlation *307 •72° ,640 .672
** All variables load significantly ( p <  .05 ) 
* Variables with negative loading
00
39
TABLE 11
Summary of Multiple Correlations
Mode of analysis
Sample Criterion Raw Functions Demo. Total **
Conseq. .744 (11)* .673 ( 8) .697 (14) .705
Range .781 ( 9) .743 (10) .726 (13) .750
One
Time Span .778 (10) .771 (11) .741 (12) .765
Freq. .426 ( 4) .272 ( 2) .448 ( 7) .384
Conseq. .674 (9) .652 ( -8) .672 (13) .666
Range .711 ( 8) .653 ( 7) .640 ( 8) .669
Two
Time Span .780 ( 7) .769 (12) .720 ( 9) .758
Freq. .521 ( 7) .214 ( 2) .307 ( 2) .354
Conseq. .708 .664 .713 .686
Range .747 .701 .684 .712
Total **
Time Span .779 .770 .758 .761
Freq. .457 .244 .380 .370
* Averages over modes/samples (using Fisher's Z)
** Indicates number of variables with significant loadings
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TABLE 12 
Canonical Correlations
Mode of Analysis
Functions 1 Demo 1 Demo 2 Demo 1
1 2 1 2 1 1 2 3
Canonical**
Correlation .876 .591 .860 .656 .855 .854 .641 .546
Coefficient 
of Redun­
dancy (Rdx)
.088 .171 .094 .197 .096 .101 .237 .151
Conseq. 
Range 
Time Span 
Frequency
-0.382
0.364
0.419
0.080
1.010
0.895
0.138
-0.366
-0.560
0.282
0.290
0.173
0.965 
0.403 
0.777 
-0.360 •
-0.475
0.281
0.475
0.042
-0.522
0.398
0.292
not
1.024
0.213
0.802
included
0.082
1.378
1.266
Predictors Neg Func
ANeg * 
Soc Sane 
Avail
ANeg Func 
ATime Per
Size
ASoc Rk* 
APol Tr* 
Soc Clim
Age
AA.T.D. 
ATimePer* 
Anticon* 
ASoc Al* 
Soc Rk 
Fam Ind 
Pol Tr* 
AEth Rk* 
IE Pol* 
Relig*
Soc Clim
Size 
Pol Or 
Pol Tr* 
Soc Clim
Size 
Pol Or 
Soc Rk* 
Apol Tr* 
Soc Clim
Age
ATimePer* 
ADel Gr* 
Anticon*
Time Per* 
ASoc Al* 
Soc Rk 
Fam Ind 
Pol Tr* 
Del Gr 
Relig* 
AEth Rk* 
IE Pol
ADel Gr* 
Soc Rk
APer Tr 
Fam Ind 
Pol Tr* 
Del Gr* 
AEth Rk
*Variables with negative loadings ** n^.OI
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Chapter IV 
Discussion
Several importamt issues must be considered in testing a predictive 
system. The first point is the investigation of the nature of the 
distributions of scores for the variables, the effects of these 
distributions on results, and the possibilities of reformulating 
measures or transforming distributions to eliminate undesirable 
characteristics. Then, the effect of error components, and covariance 
of chosen predictors is examined by means of raw score-factor score 
comparisons with reference to stability of results and interpretation 
of regression weights. The importance of different sequences of data 
entry should be considered. And finally, consideration will be given 
to patterns existing within the criteria, and in the relationships 
between predictors and criteria patterns. Discussion of each of these 
issues follows, concluding with a general overview and discussion of 
implications for multivariate research.
Distributional Properties of the Variables 
The universal and bivariate frequencies of the data seem to deviate 
from normal, and bivariate normal distributions. Descriptive statistics 
for 15 of the variables appeared in Table 2. This sample represents 
the kinds o£ distributions found, and includes each of the variable 
systems. An examination of these fifteen varialbes represents a 
consideration of the problems in the complete set of 85 variables. First 
the variables will be considered individually, with the empirical 
distribution arising from both scaling properties, and the properties
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of the underlying "real" distributions.
Criteria
Frequency. This one item scale requires the subject to state the 
number of times he (she) has used marijuana in the last six months.
The answers range from 'O' (marijuana not used) to '999', and the 
distribution has very high skewness (a measure of symmetry, high positive 
meaning a long tail to the right, high negative a long tail to the 
left), and a very high kurtosis ( a positve kurtosis means the 
distribution is more peaked than the normal curve). An examination 
of the histogram for frequency shows that aoproximately 557= of the 
respondents gave an answer of 'O'. Three possibilities exist as to 
the nature of the distribution: a dichotomy with unequal intervals;
a poisson distribution; or a log-normal distribution. The log-normal 
is properly a distribution, for a continuous variable, but may be 
approximated for a discrete variable. It is a distribution in which 
the logarithm of the variable is distributed normally, and results 
from either a particular process occurring to the "true score" or as 
a result of error variance being related to the value of the true score
(the error variance of a normal variable is unrelated to the true score).
The distribution may not take on the true value of 'O' (log (0) is 
undefined), and since the probability of 'O' is so high, the addition 
of a constant in this case may be more distortion than transformation.
A poisson distribution occurs when we have "rare occurrences
events in a fixed time interval (Tsokos, p.113, 1972)". Since it seems
strange that an event that has low probability could occur 100, 200 or 
999 tLinos, as with frequency wo must consider what these numbers mean.
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First of all over the six month period, the respondent answering '100' 
has smoked every second day, the respondant answering '400' has smoked 
twice a day, etc. Also we must consider the implications of the number 
given as to probable error involved. Most likely those responding 'O' 
will give an exact (true) report, but those responding with '5' may be 
Including the interval 3,7 , and with '200' may be including 180, 220 etc. 
This is similar to psycho-physical problems (e.g. JND's) where the 
error is proportional to the magnitude of the true score. The differences 
between answers of 'l'and '100' and between '101' and '200' cannot be 
considered as equal intervals. Perhaps the most important interval is 
that between *0' and '1'. In other research (see Sadava, 1974b), the 
investigators often treat frequency as a dichotomous criterion 0 and 1 ,
all those answering 11 * or more being grouped together and predictors 
analyzed by point-biserial correlation or analysis of variance. Upon 
reanalyzin the present data, classifying frequency as 0 or 1, the 
multiple correlation with the predictors rose to .767 (as opposed to 
a high of .521 with raw data, for sample 11; where a continuous distribu­
tion was assumed).
One approach to the frequency criterion would be to first analyze 
assuming a dichotomy and then reanalyze assuming a continuous distribu­
tion. An investigation of the portion of the curve including all those 
answering '1' or more may allow us to transform answers by taking log(x) 
or to rescale by intervals and a poisson approximation, resulting in either 
case in a more normal distribution.
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Time Span. Although this criterion does not have the extremities 
of Frequency (Pr£ '(>'"3*. 5 lower kurtosis and skewness), it is by no 
means normal. In theory, this measure, i.e. how many persons started 
smoking marijuana in a given month, should take on a poisson distribution, 
however in practice the person's score is complicated by errors that 
most likely are proportional to the 'true' answer. The most direct 
way of transforming this variable would be to add a very small constant 
(e.g. .001) to avoid zeros and then take log(x), this at least would 
reduce skewedness.
Range. This variable is scored by adding up the number of drugs 
taken by the individual. The responses are not independent, as in a 
personality scale, but rather strongly interrelated. In a personality 
scale, each item is assumed to have constant probability of being 
endorsed, due to the underlying trait measured. With the Range scale, 
it is likely that endorsement of one drug in a group (e.g. opium, heroin, 
morphine) implies a large probability of endorsing the other drugs 
outside the group (e.g. tranquilizers). Instead of 19 separate questions, 
we may be asking about 5 or 6 categories of drugs, and assigning different 
weights to these categories rather arbitrarily (as above-a score of 3 
for opium derivatives vs a score of 1 for tranquilizers). It we refine 
the scale to give equal weights to drug categories, we would most likely 
find a different distribution. This new variable might have the 
properties of a Guttman scale (if the theories about "progression to 
harder drugs" were true), or that of a poisson distribution. In either 
case, the addition of a small constant, and the use of a log(x) transform 
would probably make the Range variable approximate a normal distribution.
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Consequences. This variable has a much different form than those 
above, being relatively symetric (skewness = 0.400) and flat rather than 
peaked (the kurtosis is negative). In general however this distribution 
(labelled rectangular) is a close enough approximation of the Gaussian 
(or normal) to be used in most statistics. In Carroll's (1961) review 
of the effects of marginal distributions on correlations, the quality 
that most often gives rise to problems is that of skewness combined 
with peakness. The rectangular (as opposed to tapering tails as in 
the normal) nature of this distribution may be due to extreme scores 
of a response set. There are 17 three point items all keyed, and worded, 
in the same direction. The subjects may be responding habitually to a 
particular key ('often' or 'never') and more discrimination may be 
afforded by a reversal of keying or wording, or an extension from three 
point items to five or seven (see below for comments on the personality 
scales).
Perceived Environment
Social support. This scale more closely approximates normal than 
any of the preceding, but appears to have two modes. This may be a 
result of chance, or perhaps there are two reponse patterns-that of users 
and that of non-users. A discriminant analysis would provide more 
evidence on this point. For our purpose this distribution may be 
considered normal.
Availability. This scale and those of sibling model, total 
positive functions and ideological negative functions all appear to 
be normal, with one tail truncated. The loss of symmetry caused by
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this truncation is a more serious problem than the apparent bi-modality 
of social support, but the trunctation can be corrected. The score 
distribution of Availability is negatively skewed and probably results 
from the common milieu of the subjects. In a less resrticted sample, 
we most likely would find more subjects at the lower level of the scale.
A second approach to approximating normality could be the extension of 
this scale from the 3 items to 10 or 15, adding questions of a higher 
"difficulty" level (e.g. have you had a pond of marijuana (or more) in 
your possession at any given time).
Sibling model. As with Availability more items (and more difficult 
items) should be added.
Cognitive Functions
Total positive functions and ideological negative functions. These 
two scales are similar in construction except that the former has 14 
items and the latter 6 items. The Ideological scale has a higher skewness 
(.799 vs .491) and this may be a direct result of there being a fewer 
items. This comparison suggests to us that the number (and difficulty 
level) be increased, at least for the ideological scale.
Personality Scales
Value family conformity, attitude towards deviance, total risk and 
locus of control (I-E). Of all the scales used in this study the 
personality scales (not just the four cited), in general , may be most 
closely described as normal. This would seem to result from both the 
theoretical underlying distributions involved (as opposed to time span 
for example), and the scaling strategies involved (as opposed to
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Ideological negative functions). The personality traits are usually 
assumed to be normally distributed in the general population, and the 
underlying traits are continuous (not dichotomous or discrete), This 
follows from a psychological assumption that there are many contributing 
causes for the trait, and the mathematical principle that the sum of a 
number of Independent, small, random variables has a distribution that 
is approximately Gaussian (normal). This latter principle is used 
again in the scale construction, by utilizing either a large number of
questions, or a wide range of valuse for each question (or both). The
four scales in Table 2 all follow this strategy: Value Family Conformity
has 10 items, each a three point scale; Attitude Towards Deviance had 
15 ten point items; Total Risk has 8 nine point items; and Locus of
Control (IE) has 23 two point items.
Demographic Variables
Expected grade point average. This scale has normal properties 
with a minor perperbation. Numbers ending in 'O' or '5' (e.g. 65, 80,
85) seem to include most of the marks otherwise found in the surrounding 
interval. We may assume that '65' implies the range from 163* to '67'. 
(The practice may result from prior experiences with rounded marks). In 
our interpretation of regression weights etc., connected with Expected 
GPA, we may have to consider this, but there should be no major problem.
Self description: obesity. Although only a single five point item, 
this scale appears to be normal. This may result from connection to 
physical characteristics (weight, height) which are normally distributed, 
or may be due to chance.
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Sex, This variable, at least for the purpose of this study has a 
dichotomous distribution. We must be careful when interpreting the 
meaning of any regression weights or other statistics. Furthermore, 
the combination of this scale with another whose distribution is marked­
ly non-normal may result in strange values.
Bivariate Distributions
Although only a few scattergrams were produced (out of thousands 
possible), some of the results were supportive of the consideration 
above. Range consistently showed that a transformation could have 
increased correlation. The plot of consequences and age showed that 
several extremely high values of age combined with high values for 
consequences to change the correlation. Because of the vast majority 
of the subjects were 26 or under, the older subjects may have had 
disproportionate effects on findings. (This may also have occured with 
Frequency, Time and Range.) The use of scattergrams should be extended 
(both in this study and mutlivariate analyses in general), and used to 
substantiate hypotheses about univariate distribution.
Raw Data Versus Factor Scores 
The issue we are concerned with is cross-validation, both in the 
classic statistical sense, across samples, and in a more abstract 
conceptual sense, i.e. what the label of a reliable variable means.
First of all, if the stepwise mutliple regressions performed on frequency 
are excluded (as previously mentioned, its underlying scale may be 
unsuitable for this analysis, and as will be pointed out below, it is. 
unrelated to other criteria), the range of multiple R's over two 
three criteria and three modes of analysis, is remarkably small-the
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lowest Is .640 and the highest .781 (variance-accounted for is between 
407, and 607.).
The parameters for Sample 2 were calculated on Sample 1, yet the 
differences between R's is not great (see Table 11). Without statisti­
cal tests (for which we assume, rather tenuously, a multivariate normal 
distribution), it is safe to say that we have not captilized on chance 
(we have used large samples and demonstrated a reasonable replication, 
lowest variance accounted for is per cent) even though the correlation 
for Sample 1 are slight;y higher than those of Sample 2. That is, 
multivariate cross validations (Cooley and Lohnes, 1971), have been 
demonstrated.
The multiple correlations for the raw data are higher than for 
either of the factor data sets, however the difference is not great 
(the largest difference is. .070), and the functions (and demo) have 
slightly greater stability in individual variable entry into the regres­
sion equation. On the average, three variables are replicated from 
sAmple one to two, but with raw data, but 5.3 variables are replicated 
with the factor scores. This is to be expected since there are about 
half as many with Functions and Demo as there are with the raw data, 
and these variables are "boiled down" through a process that tends 
to eliminate unique or error variance.
Both the raw score and the factor score approaches have advantages, 
but the greatest advantage is gained in using both of them. The analyses 
for consequences should serve as an example. If we look for raw score 
variables that are significantly loaded for both Samples !_ and
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we find only social support and A  Social sanctions. Social support 
appears in the Functions and Demo, analyses (as the social sanctions 
and social climate factors respectively). Social Sanctions also 
appear on all of the analyses. We have gained more confidence in these 
variables since they might have been eliminated by the errors of 
proximity and verifiability discussed earlier. Availability appears in 
in Raw data, Sample 1, both Function analyses, and as social climate in 
Demo analyses; social sanctions appear in five of the analyses. Now it 
is clear that the variable complex: social support, social sanctions,
availability and social support is of great importance to the consequ­
ences criterion. The labels may merge in the factor score analyses, but 
it is clear that this complex represents a major correlate. Further 
investigation would seem worthwhile. The variables negative Functions 
and A  Negative Functions (or their subscale-fear negative function) appear 
four times each in the six analyses and similarly indicate that this 
complex of variables is of importance. In contrast, A personal trust; 
is the fourth variable to enter the first raw data sample equation, but
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is not replicated in raw or factor score equations. It would appear 
that this may have been as a result of covariance with those variables, 
rather than being a significant predictor.
The above discussion is brief, and could be continued for the other 
criteria, but should be sufficient to show the importance of a simul­
taneous raw score/factor score approach.
Sequence of Data Entry
It is now appropriate to focus on the comparison of the Functions 
(sequence of proximity) and Demo (objective verifiability order) 
analyses. The averages (over samples) multiple R's of the two methods 
for each of the criteria are very close, and differences are more 
parsimoneously attributable to chance than one method's being more 
effective in capturing variance than the other. The two modes of 
analysis have different sets of individual factors included as having 
significant beta weights in each analysis. Whereas the function factors, 
contribute greatly to the multiple R's in Function mode of analysis 
(e.g. 42% of the variance accounted for, Function Data, Sample 1,
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Time Span), they contribute almost nothing in the Demo, 
analyses. Only with consequences as the criterion do these factors 
appear at all. The reverse is true of demographic factors in Functions 
analysis (age appears with time span but may be redundant with the crit­
erion rather than an independent correlate). However social factors 
appear prominently in all analyses (e.g. over 40% of the accounted-for- 
variance in each of Functions and Demo data, Sample 1, Range), and 
although not as powerful, the personality factors also enter significantly 
in each analysis.
Although these results need more exploration, the signs are clear 
that sequential data entry may influence our interpretation of results, 
if not the results themselves.
Criteria Patterns 
Of the criteria, Frequency was the least predictable by Stepwise 
Multiple R's (average R is .370 for frequency and ranges from .686 to 
.761 for the other criteria). Also its distributional properties 
deviate much farther from normality than those of Time Span, Range, and 
Consequences. In the Factor analyses of the criteria, each of the
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loads highly on a separate component. Finally, Frequency has no high 
beta weights on any of the canonical variates. It would seem that, in 
general, Frequency, as measured in this study at least, is not a cons­
tituent of the overall criteria set. This may be because of the dual 
nature of the Frequency score distribution (dichotomous-Poisson), rend­
ering it unsuitable for these kinds of analyses. This could be invest­
igated by transforming it into a dichotomy and analysing; then, excluding 
non-users, transforming the Frequency score distribution into an 
approximately normal distribution and running the analysis again. The 
results from this might indicate a five criteria set (e.g. Consequences, 
Range, Time Span, Use vs. Non-use and User Frequency). Alternatively, 
Frequency may just be a poor criterion; but, as indicated by Sadava 
(1974a), this is usually the sole continuous criterion in marijuana 
research. Further, since the practical aim of much of the research is 
to treat abusers (i.e. those with high consequences) of marijuana, or 
conceptualize marijuana as an example of the broader range of drugs, the 
absence of investigation into the criterion domain may be particularly 
unfortunate. Given the results of the present criteria factor analysis,
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and the canonical correlation analysis, the inferential links from 
predictors (of marijuana smoking) to frequency, to the "real" interest 
may be very weak.
Canonical correlation analysis 
In considering the results of this analysis, first a further 
explanation of the coefficient of redundancy (R^). As Stewart and 
Love (1968) point out, canonical correlations are not correlations between 
two sets of variables, but between two linear functions of those 
variables. The square of the canonical correlation cannot be inter­
preted as r^ for simple correlation, or in multiple correlation!
R^x (or R^y) is the quantity used to indicate the relationship between 
the sets of variables. This tells us the proportion of the variance of 
the criteria shared with the predictors. Thus the second canonical 
variate of Demo data, Sample 1 has twice the predictive power of the 
first variate, even though the first canonical correlation is higher.
The loadings of the criteria indicate two patterns of marijuana 
use (The second canonical variate of Demo., sample two, corresponds to 
the other second variates, but was not statistically significant).
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These might be characterized as the "normal" (i.e. low consequences 
associated with higher range and time span) and "abuser" (high perceived 
consequences associated with a long time span and low frequency of use) 
patterns. The abuser pattern is associated with personality variables, 
while the normal pattern seems to be associated with social and envir­
onmental predictors. In the case of the second variate, it would be 
very difficult to draw inferences on the causality sequence. To do 
this would require some form of path analysis, or a set of canonical 
correlation analyses utilizing A predictor scores and A criterion scores 
(see Blalock, 1971, for a set of readings on problems with causal models). 
At this point in the research, it seems clear that patterns in the 
criteria exist, and that these may result from or result in different 
variable complexes.
Multivariate Prediction with Conceptual Systems 
A consistent finding in this investigation has been the system of 
variable sets at work. The original model (Figure 1) included five 
variable systems: behaviour, cognitive function, personality, perceived
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environment, and demographic variables. The last is the least coherant 
(due perhaps to its addition, as an afterthought, to the questionnaire, 
without a definite conceptual basis). The other three predictive systems 
seem to have a degree of unity. Even if the individual variables enter 
differently in the SMR equations, the systems or factors were consistent 
(e.g. the social support variable, social sanctions factor, and social 
climate factor loaded significantly on all analyses). These systems 
also seem to predict different patterns in the canonical correlations. 
Although the domains of individual variables may be uncertain, by 
considering the predictors as sets, more reliance may be given to the 
results. Individual variable instability is not unique to this project, 
for instance, in the work of Jessor, Jessor & Finney (1973) significant 
differences between means did not always appear for individual variables 
when distinguishing between categories of marijuana users. However 
across samples, the same groups or sets of variables included significant 
differences. The large number of variables used, certainly included 
those with unknown domains, and a reconstruction of the variables as
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orthogonal factors would probably improve reliability (Jesorr, Jessor 
& Finney, 1973, pp. 6-8).
The empirical testing of a multivariate system must be very 
carefully done. The consideration of score distributions is often 
never made, although this inattention may alone invalidate or compromise 
later findings. Similarly multiple regression replication must be 
more thoroughly done since useful predictors may be excluded or unreliable 
ones included. Finally, criteria patterns an’d the links between the 
measurement of a behaviour and its "real life" correspondant(s) must 
be examined conceptually and empirically.
The above work did not attempt to examine the results in context 
of Sadava's system or to relate them to the literature on marijuana 
research specifically, or deviant behaviour in general. The focus was 
on issues common to multivariate systems, and to problems often ignored 
for some reason or another. It is the consideration of these problems, 
and their solution, that will allow the construction of useful predictive 
systems, and their meaningful empirical testing.
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CONCLUSIONS
The results of this thesis may be divided in two parts;
those findings with regards to the content matter, cannabis use; 
and those related to data analysis and methodology.
The most intriguing and suggestive of the content findings 
is the type of predictor and criterion patterns found in the canonical 
analysis. Several implications point to the potential in replication
with different measures and samples. First, consider the two criteria 
patterns that seem to emerge: that of a moderate or "social smoker"
which may parrellel the social drinker in alcohol use; and the
"abusive" pattern which includes high adverse consequences of use.
If these are "true" patterns they are important in considering the 
treatment of marijuana problems users and for the attitudes towards 
marijuana itself. Further, comparisons between patterns for marijuana
and alcohol abuse, may clarify the origins of and meaning of "drug
abuse".
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On the other side of the canonical analysis, the predictor
patterns may not only help us to understand drug abuse but may help
us visualize the importance of (and the utility of) the differences 
between situational and intrapersonal factors in psychology. It 
would seem that there are at least two components in the predictor 
set: one comprised of social-environmental variables (e.g. peer
and family relationships, political orientation size etc.) which 
is related to the variance in normal behaviour, and a component of
personal variables (e.g. time perspective, conformity issues, etc.) 
related more to the "extranes" of behaviour. A thorough investigation
of these kinds of relationships can point out what each approach
can do and how to implement a situational-personality system in
psychology.
A second finding in the content area is much more specific 
but, if typical of marijuana research, of some importance. As 
pointed out by Sadava (1974a) the criterion used most often in 
marijuana research is frequency of use. This variable is used in
a variety of forms: dichotomous (use - not use); ordinal group
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scale (e.g. 0, 1 - 6, 7 - 15, etc.) and continuous interval
(implicit in the use of Pearson product moment correlation coefficient 
or variants thereof). This study found that there were two major 
drawbacks to the "frequency of use" criterion. First, the scale
and underlying distribution ssverely limit available statistics
and restrict interpretations of findings with respect to this
variable. Secondly, this variable seems to have little empirical
relationship to other criteria of drug use, and more seriously may
not be suitable as a criterion to be linked with drug abuse or
problem behaviour - the aim of much drug research. These
findings cast doubt on the results of previous research and on
the generalization of findings to the problem area.
The methodology and data analysis issues raised by this
thesis are important when considering the task of analyzing and 
interpreting the large data arrays generated in multivariate
studies. Four problem areas were pointed out: frequency distri-
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butions, patterns of variables, raw data vs. factor scores and 
sequential variable entry. Warnings about the effects of the
first two problems are always given when introducing the student 
to statistics, however, judging from the apparent lack of attention
to these problems in non-medical drug use research these warnings 
may not be needed in practice. Although this thesis has not covered 
any new points with regards to the topics of frequency distributions 
and variable patterns, the results at least give a good example of 
the effects of focused consideration on the two areas.
The issues of type of data (raw vs. factor scores) and 
orthogonalization have received much less attention in the literature
and the present thesis attempted to compare procedures and exemplify
their use. Raw data scores alone, and factor scores alone, have
been used in data analysis previously but this study shows the utility 
of considering both and cross-checking results. Quite often the 
name assigned to a factor, variable, or "cause" with influence
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greatly interpretation and future research directions. If a result
is obtained by "chance" (and as noted by Cooley & Lohnes, 1971, 
multivariate analysis often capitalizes on "chance"), succeeding 
research may be ambiguous, or interpretations forced by the historical 
"momentum". Although the statistical results may be verified by 
cross-validation techniques, interpretations are still based upon 
a single source. However, the concurrent use of factor and raw 
scores may provide "conceptual cross-validation". This means that 
one set of variables (factors) is mapped onto a set of factors 
(variables) formed in a different manner, and both are checked 
against the criterion (criteria). Hopefully this will establish more 
clearly just what it is that predicts (explains) the variance of the 
criteria.
Finally the utility of partitioning the predictor variables 
so that orthogonalization takes place in different sequences was 
demonstrated. Almost all techniques for orthogonalization (factor 
analysis) must extract components sequentially and it is important to
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know whether the results are relatively invariant or whether the
technique determines the results. Since we used two opposite 
sequences of entry, the common results may be more trustworthy, 
and our subsequent interpretations may be more valid.
With increased use of multivariate analyses in the social
sciences, the potential pitfalls must be avoided, and guidelines for
meaningful interpretation drawn up. This thesis has attempted to
explore some problem areas in multivariate analyses and to highlight
potentially useful procedures.
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APPENDIX A
Proof For Gamma ( P .)
yi
Let •••*m) be a series of independent,normally distributed
variables with Exp(Zj)=0,Var(Z^)®!. T,et Z^ be another normally distributed
variable Exp(Zy)=0,Var(Z )“1. Then Zy, the predictable part of Z^ from Z±
j y
equals .
Buty^i=r^ for orthogonal predictors (Mulaik,1972, p.404-405), then 
Z = Z r  .Z,.. Let P  (ExpfT , )=0,Var (P )=1) be some variable, and di some constant
y i»f y1 1 yi yi yi
such that :
Zy ~ ocF^ i + £j ryL2t 7
P  indepent of Z . Then Var(Z ) ■ Var(rfP, \ -f X  ^ V<tr >
' yi i y '"'•yi; j^ i
'% 4? 511  « ol + L r vi. *
1 1
Therefore:
K* V I - fr.1.1
t  i-Lryl*
(see also Anderson, 1958, Chapter 2)
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APPENDIX B 
Delta Score programme
D I M E N S I O N  X P A T ( 35) , Y O A T ( 3 5 ) , R X Y ( 3 5 J ,X Y D E N (35), O E L T A ( 3 5 >
5 0  F Q R M A T f 8 F 1 0 . 4 )
5 0 0  F 0 R M A T ( 5 F 7 . 3 / 2 8 X , 6 F 7 . 3  , / 8 F 7 .  3 ,7X, F7 . 3 / 1 0 F 7 . 3 / F 7. i, 14X, 2 F 7 . 3 , 2 1 X ,
2 2 F 7 . 3 / 3 F 7 . 3 , 2 8 X , 3 F 7 . 3 / 2 ( 1 0 F 7 . 3 / ) , 5 F 7 . 3 , 4 0 X , 13) ______
7 0 0  F 3 R M 4 T ( 5 F 7 . 3 t 4 0 X , I 3 t ' 9 1 ' / 6 F 7 , 3 , 3 3 X , I 3 f ' 9 2 ’ / 1 0 F 7 . 3 , 5 X , 1 3 , ' 9 3 ' /  
1 1 0 F 7 . 3 , 5 X , 1  3 , ' 9 4 * / 2 F 7 . 3 , 5 0 X , I 3 , 8 X , I 3 , ' 9 5 » )
R E A D ( 5 » 5 0 ) { R X Y ( K )  ,K=1 ,33)
DO 3 0 0  N = 1 ,33
X Y P E N ( N )  = 1 . / S Q R T ( 1 . - R X Y ( N ) * R X Y ( N )  )
3 0 0  C O N T I N U E       i.. ... _. ... .... ...... .. . . . ... ... .. .
DO 4 00 M = 1 ,18 7
R t A D (  5 , 5 0 0 )  ( X D A T ( N )  ,N=1 ,33) , ( Y D A T  ( N ) , N =  1 , 3 3 ) ,  N U M  
JO 1 0 0  N = 1 ,33
I F ( XD A T ( N) • LT.** 2 0» • CR« Y D A T  (N ) • L T ,— 20 * ) G O  T O  9 9  
D E L T A ( N ) = ( Y D A T ( N ) - R X Y ( N ) * X D A T ( N ) ) * X Y D £ N ( N )
GO 'TO 1 0 0  ...                   ______ _ _ _ _ _ _ _ _
9 9  DfcLTA ( N) = ~ 9 9 .
1 0 0  C O N T I N U E
WRi TE ( 7 , 7 0 0 )  <D E L T A ( N )  ,N*1 ,5) ,NUM, ( D E L T A ( N ),N = 6 , 1 1 ) ,NUM, ( D E L T A  (N ), 
2N = 12 ,21) ,NUM, (PE L T A ( N )  , N = 2 2  ,31) , N U M ,  ( O ELT A (N )» N= 32, 33), M, N U M
4 0 0  C O N T I N U E
  CTO P  . . . . . . . . . . . . . . . . . . .           ■..... ... .. .
u N D
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Gamma Score Programme
i)i MHNS-I O N  A L PH M  1 0 , 1 2 )  , N C 0 F ( 1 2 )  , X 0 A T  (121* F A C S C  ( 10 > 
1 , T D A T (  1 0 )  , S I G M A  (10) ,XML'AN< 12 ) , X S 7 0 (  12)
N : AC = 10 __  __________ _ __  __ _ __ _
U V A R = 1 2 .... ~     “
M j S =1 B 7
5 0 0  F j R M 4 T ( 2 F 3 . Q , 3 ( 0 X , P 3 . 0 ) , F 3 . 0 , 4 P 4 . 0 , 4 X , 2 ^ 4 . 0 , 1 1 X , 13) 
7 0 0  F j R ‘*14 T ( 7 F 10 .  5 ,2 X ,2 1  3 /3 F 1 0 . 5 , 4 2 X , 2 13 )
5 5 0  F O R M A T (2 0 1 4 )
5 5 5  F J A U A  T( 8F 1 0. 6 )
10 R;<u)(5 , 5 5 5 )  A L P H A  
R i A 9 ( 5 , 5 5 5 )  XM>' A N
R _ A 0 (  5 ,555) X S T O _____________________ _ _ __  _ _ _ _ _ _
2 0  Rc A O  ( 5,5 5 0) N C O F  
'~Dj 1 0 0 0  HUM = 1 ,NSS 
Dj 1 5 5  N = 1 ,NT AC 
155 F ■» C SC ( H) =0.
R = A O ( 5 , 5 9 0 )  X D A T , N S U B
T; 3T = 0.   ' '...........  . .... ...
OJ 1 5 0  m = i ,m v a r  
T i ST = T, S T + X D A K  M)
1 = ( X P A T ( M ) . G T . - 9 5 . ) G O  T O  1 5 0  
HJ LD = 0 C  OF ( M )
F * C  SC ( H D L P )  =-9 9 .
XJ A T ( M ) - X MF A N ( M )“  “.... .  ''        ‘.. '.
1 5 0  XJ A T ( U ) = XD A T ( M ) *X S T D  ( M )
1= ( TP ST. LI .“ 250 .  ) GC T O  9 9 9  
DJ 2 50 N = 1 , N F A C
IF « F A C  SC( M) . L T . - 2 0 .  ) G C  T O  2 5 0  
OJ 3 5 0  0 = 1 ,HV A H
F* C SC ( N ) = F A C  SC (N l > X D l n l “M r * A r p M ' (  ii» Ml 
3 5 0  C J N T I U U F  
2 5 0  C j NTI C X
W< I T'i ( 7, 700) ( F AC SC ( J) , J = 1 ,7 ) , HI !M ,! jSLJ 3, ( F A C S C  (J ),J = », 10 ), M ’^ M , PI SUP- 
9 9 9  c o n t i n u e  
1000 C J N T I N U t
"■“ “ S IO P   .    ‘ ' “  ' .. . . . “  ' ■ ' ■■
EiD
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Appendix C 
CORREIATIONS Kaw Data > Sample 1
-Freq. ^ Time ^ Range Cons 4
1 l . n o o o o o 0 . 2 4 9 8 8 4 0 . 4 9 2 6 3 3 - 0 . 0 7 3 4 3 7
2 0 . 2  498 84 1 . 0 0 0 0 0 0 0 . 7 1 9 6  62 - 0 . 4 8 8 3 0 6..3 ' 0 . 4 9  263 3 C. 7 1 9 6 6  2" 1 . 0 0 0 0 0 0 ' - 0 . 4 0 0 5 6 0  "
4 - 0 . 0 7 8 4 3 7 - 0 . 4 8 8 3  06 - 0 . 4 9 0 5 6 0 1 . 1 9 0 0 0 0
0 . 1 5 8 1 4 2 C . 1 0 0 9 5  7 0 . 14L028 - 0 . 0 4 8  4 1 6
6 0 . 1 3 4 2 5 4 0. C 725 74 0 . 0 9  9 4 1 9 0 . 0 0 0 3 2 3
,7 0 . 0 7 3 1 1 9 - 0 . 0 2 3 7 1 4 0 . 0 2 6 7 0 9 0 . 0  35 2 3 3
a - 0 . 2 1 9 0 3 9 - - 0. 455 5 73 - 0 . 4 2 9 0 8 2 a.451ISo
9 - 0 . 1 5 0 3 8 3 - 0 . 3 9 5 3 5 7 - 0 . 1 7 1 1 2 4 0 . 3 6 9 3 6 5
10 - 0 . 2 3 2 5 7 9  - - 0 . 4 3  5 3 6 7 - 0 . 4 1  1 7 6 3 0 . 4 4 5  9 7 3  .
1.1 - 0 . 0 6 1 7  78 - 9 . 1 0 4  57 3 - 0 . 1 0 3 2 5 5 0 . 1 5 5 1 1 8
1? - 0 . 0 1 9 6 7 0 - 0. 1 1 2 8 7 0 - 0 . 0  843 68 0 . 1 6 0 6 7  2
13 - 0 . 1 1 3 7 7 1 - C . 13 76 86 - 0 . 1 6 4 9 8 8 0, 1 9 7 3 3  1
1 4 - 0 . 0 6 2 9 3 3 “T O .  2 2 9 0 1 0 ' - 0  .1 7 n  6 3“ 0 . 3 8 8  27 7
1 5 - 0 . 0 4 9 2 2 2 - 0 . 2 4 0 9 4 3 - 0 . 1 4 3 2 7 4 0.3 3 0 1 4 1 !
16 - 0 . 0 7 6 2 4 2 - 0 . 2 21222 '-0.2 04 10? ... 9, 392 0 6  3.T7.. 0 . 3  1 0 1 6 6 C. 6 / 0 3 9 1 1.6 7 0350 - 0 . 4 9 / 2 5 1
1.8 0 . 2 7 1 7 7 4 C. 5 1 9 6 0 1 0.5 67349 - 0 . 4 5 7 3 4 2
19 0 . 1 0 1 0 9 4 0 . 4 3 9 7 7 7 0 . 4 5 1 0 8 5 - 0 . 4 3 7 4 0 1
20 .... . 0. 1 3 2 0 1 9 0 . 1 2 3 7 4 7 0. 2 0 08 03 - 0 . 2 0 2  59 2
21 0 . 1 6 1 7 9 4 - 0 . 3 7 5 1 0 4 9 . 3 4 0 9 1 6 - 0 . 2 6 7 9 7 7
22 0 . 0 7 8 4 6 1 C. 14 0 6 3 1 4 0 . 1 7 8 3  01 - 0 . 2 4 3  349
23 0 . 0 8 2 5 0 4 0 . 2 2 9 8 7 2 0 . 1 6 5 2 2 8 - 0 . 2 6 5 6 9 1
2 A 0 . 0  3 88 02 0. 0 3 7 7 8 5 0 . 0 6 2 8 1 8 - 0 , 1 6 9  117
25 - 0 . 0 6 7 8 8 3 - 0 . 0 1 7 8 6 9 ~ - 0 .  05 3 0 0 9 0 . 0  74 3 0 4
26 0. 1 0 3 4  74 0 . 0 5  05 99 0. 05 2 7 3  2 -0.171129
) . ! - 0. ill Vi.1) 0 9 0 . 1 2 9 / ■* U . 0 L 3 4 ![> -o. oh /..J6 1"
28 - 0 . 0 4 3 0 2 1 - 0 . 0 0 6 9 8 5 - 0 . 1 3 5 8 7 7 0 . 0 4 0 0 4  2
29 0.025.137 - 0 .  1 1 6 4 6 0 - 0 . 0 3 7 3 5 5 0 . 0 4 9 9 3 5
30 0 . 1 4 0 1 1 5 0 . 2 6 6 5 9 7 0 . 2 0 3 2 9 5 - 0 , 2 0 6 4 6 8
31 - 0 . 1 4 1 5 2 3 - 0 . 1 2 4 5 8 8 - 0 . 2 0 9 3 9 8 0 . 0 3 8 8 7 7
,32 - 0 . 0 3 0 7 8 2 - 0. 0 9 2 7 5 3 - 0 . 0 5 2 0 2 3 0 . 0 8 6 5 3 2
33 - 0 . 2 2 5 4 3 2 - 0 . 3 G 6 8 0 2 - 0 . 3  8 0 5 2  5 0 . 3 5 6 7 0 2
34 • f. - 0 . 2 8  53 06 - 0 . 5 6 1 4 9 5 - 0 . 5  7 3 7 4 3 0 . 4 8 B 2 4 0
35 0 . 2 8 9 7 9 2 0 . 3 6 3 1 0 0 0 . 3 2 1 3 5 9 -0.286597'
36 0. 1 9 9 9 1 5 0 . 1 9 0 6 1 3 0 . 1 5 5 5 9 3 - 0 . 1 9 9  181
37 0 . 1 3 6 9 3 5 C. 15 06 06 0 . 1 0 7 1 5 3 - 0 . 0 5 0 3 1 3
3 8 0 . 2 1 6 8 9 6 0 . 2 1 4 3 3 1 0 . 1 6 8 2 9 5 - 0 . 1 0 3 0 0 7
39 0 . 2 3 9 0 6 0 ~ 0 . 4 2  6 4 2 0 Q m3S L29£5.
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. . .. Freq. Time Range Cons.
40 1 ; - 0 . 0 3  5 8 4 9 - 0 . 1 0 4 4 9 1 -*o , ;-0 ^ 0 1 6 7 5 4 ™
41 - 0 . 0 1 8 4 2 6 - 0 . 0 6 3 9 5 8 - 0 . 0 0 2 8 6 2 - 0 . 1 0 6 4 1 3
4 2 - 0 . 0 6 1 5 7 8 - 0 . 0 9 0 2 5 6 - 0 . 0 2 3 6 2 8 0 . 0 9 3 4 4 7
43 • - 0 . 1 7 1 9 3 2 - 0. 0 5 6 3  81 - 0 . 0 6 1 4 0 0 0 . 0 0 6 8 2 3
44 - 0 . 1 3 5 3 1 1 - 0 .  0 2 9 9 8 6 - 0 . 0 5 3 1 6 6 - 0 . 0 2 3 6 8 0
4 5 - 0 . 1 1 3 4 5  5 - 0 . 0 7 1 1 2 0 - 0 . 1 2 0 6 7 5 , - 0 . 0 0 3 5 1 9
46 - 0 . 1 3  8 3 9 2 - 0 . 0 4 5 2 1 8 - 0 . 0 4 1 8 5 0 0 . 0 3 1 2 9 5
47 - 0 . 0 7 4 7 9 2 - 0 . 1 1 4 1 7 2 - 0 .  1 2 6 0  73. 0 . 0 3 0 6 1 6
4ft — .. - 0.2 73 84 8 -0. 2 9 0 8 4 3 0 . 1 7 4 6  77
40 - 0 . 1 5 6 1 0 6 - 0. 2 0 9 1 0 4 - 0 . 1 1 3 0 8 0 0. 1 8 4 9 1 7
50 - 0 . 0 4 8 7 7 7 - 0 . 1 1 3 7 6 1 - 0 . 1 3 2 2 4 8 0 . 0 3 4 3 8 7
51. . 0 . 1 3 1 3 2 4 0. 0 1 3 3 3 4 -0. 0 5 0 8  40 0. 1 1 2 9 9 1
52 0 . 1 8 2 4 9 5 0 . 2 4 0 1 8 7 . 0 . 2 6 7 9 8 0  . - 0 .  1 1 7 2 1 2
53 - 0 . 0 8 9 3 6 2 - 0 . C 7 8 3 5 5 - 0 . 0 3  501,4 0 . 0 2 0 3 7 6
54 - 0 . 0 3  5 0 4 2 - 0 . 1 6 5 1 2 9 - 0 . 0 5 4 1 2 1 0 . 1 2 6 1 9 1
55 - 0 . 0 1 3 6 3 3 C, 1 1 2 7 3 6 0 . 1 0 9 2 1 2 - 0 . 1 6 6 6 2 1
5 6 - 0 . 0 9 7 3 9 3 - 0 . 0 4 2 1 8 0 0 . 0 0 4 8 3 3 - 0 . 0 1 6 0 8 9
5 7 " - 0 . 0 4 7 8 3 7 - 0 . 0 2  702.9 - 0 . 0 6 3 8  39 ; 0 . 1 7 4 3  74
58 - 0 . 1 2 6 3 3 9 - 0 . 2 8 5 2 6 7 - 0 . 3 2 7 0 0 7 0 . 1 9 4 8 9 0
50 0 . 2 3 2 9 7 8 0 . 5 1 1 0 7 2 0 . 4 4 0 1 3 4 - 0 . 4 5 4 7 1 0
60 0 . 0 1  5 3 9 4 0 . 0 6 9 1 8 8  • 0 . 0  3 2 7 1 4 - 0 . 0 3 9 3 1 0
61 0 . 0 0 0 5 8 1 0 . 0 5 6 7 9 4 0 . 0 0 / 8 6 1 - 0 . 1 4 9 6 1 1
62 0 . 0 1 5 0 4 2 0. 2 0 1 0 7 6 0 . 0 8 0 0 4 3 - 0 . 1 9 1 4 1 4
_ 6  3 . ..  0 . 1 9 7 2 0 5 1 8 2 4 1 1 ' 0 . 1 0 8 3 6 6 ... - 0 . 2 4 4 9 1 4
6 4 - 0 . 0 7  3 2 9 6 - G . 0 2 0 2 5 5 - 0 . 0 1 2  791 - 0 . 0 1 9  36 9
65 ; - 0 . 0 0 2 6 0 7 . - 0 . 0 0 8 9 0 3 0.1003936 0 . 0 1 7 4 6 8
66 - 0 . 0 2 4 3 3 5 0 . 0 1 7 5 4 8 0 . 0 3 5 7 1 1 - 0 . 0 2 3  2 3 2
67 - 0 . 0 6 1 7 9 3 - 0 .  0 2 3 9 5 9 - 0 . 0 0 2 3 7 1 - 0 . 0 6 3 6 6 5
68 - 0 . 0  8 1 0 0 1 0. C6 01 87 , 0 . 0 4  7 3 0 9 - 0 . 0 2 9 3 0 0
60 ' ^ - 0 . 0 1 6 4 9 4 - 0 . 1 1 9 3  90 - 0 . 0 7 1 1 7 0 0 . 0 4 3  318
7 0 - 0 . 0 1 3 3 6 7 - 0 . 0 5 7 7 1 1 -0. 22 5 4 5 9  ' 0 . 1 0 3 6 9 2
71 0 . 0 7 6 9 2 1 - 0 .  0 6 3 1 5 7  „_r 0. 1 0 6 5 2  3 3 . 0 3 1 3 4 1
72 - 0 . 2 3 9 1 0 4 - 0 . 0 8 6 3 1 5 - 0 . 0 6  9 7 7 1 0 . 0 5 5 2 6 3
7 3 . 0 . 0 4 8 7 6  5 - 0 .  0 9 8 9 3 0 - 0 . 1 5 1 6 9 7 0 . 0 0 2  22 1
74 0 . 1 1 7 0 0 4 0. 3 4 5 4 9  7 0 . 2 8  4 1 3 3 - 0 . 1 9 8 3 1 8
7 5 0 . 0 1 1 0 0  5 0 . C 8 6 8 5 5 0 . 0 1 0 0 7 6 0 . 0 8 3  211
, 76 - 0 . 0 7 7 0 2  5 - 0 . 0 1 3 3 7 0 -0. 0 7 9 3 ^ 5 - 0 . 1 2 7 4 5 4
7 7 - 0 . 0 4 1 0 4 7 0 . 1 1 2 2 3 8 0 . 1 0 6 1 5 8 - 0 . 1 7 0 9 8 1
78 0 . 1 3  53 79 C . 3 4 4 1 0 9 0 . 2 7 5 4 4 5 - 0 . 2 8 1 7 5 5
79 0 . 0 4 0 9 3 4 C. 1 0 0 8 6 6 0 . 1 1 5 6  61 - 0 . 1 6 9 3 9 6
80 0 . 0 7 1 9 0 5 0 . 1 1 7 1 1 7 0 . 1 0 6 1 8 9 - 0 . 0 6 4 0 1 1
81 0 . 0 4 7 7 1 8 0 . 0 9 3 2 0 8 0 . 1 2 0 9 1 6 0 . 0 2 0 4 9 1
02 0 . 0 8 7 3 6 3 0 . 1 9 1 8 0 3 0 . 1 4 1 4 7 5 - 0 . 0 3 9 7 7 0
8 3 0 , 0 0 0 7 2 6 - 0 .  0 3 9 8 8 6 0 . 0 1 2 2 5 2 0 . 1 7 3 5 8 9
84 - 0 . 2 5 0 5 5 0 - 0 . 0 2  0 6 3 6 - 0 . 0 0 9 4 5 2 0 . 0 6 7 4 9 9
85 -0-. 0 4 5 7 2 0 0 . 0 1 2 3 5 4 0 . 0 6 6 3 4 3 0 . 0 7 7 5 1 9
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C O R R E L A T I O N S
Freq 1 Time 2 Range 3 Cons. 4
1 1.000000 0 . 2 7 2 9 3 4 0 . 2 6 1 7 8 1 - 0 . 1 4 7 0 4 1
2 0 . 2 7 2 9 3 4 1.000000 0 . 6 4 1 3 2 3 - 0 . 4 3 7 9 9 3
' 3 0 . 2 6 1 7 8 1 0 • 6 4 1 32 3 ■ • 1 . C C 0 9 0 0 - 0 . 2 7 3 3 6  2
A - 0 . 1 4 7 0 4 1 - 0. 4 3 7 9 9 0 - 0 . 2  7 33 62 1 . 0 00000
5 - 0 . 0 0 1 0 1 2 - 0 . 0 1 0 5 6 8 0.027101 — 6. 0 55 54 0
6 0 . 0 5 6 4 1 2 - 0. 0 5 0 1 8 4 - 0 . 0 4  27 33 0 . 0 3 3  977
7 - 0 . 0 8 5 3 8 2 - 0 . 1 1 5 , 0 6 4 - 0 . 0 2 4 0 3 1 0 . 0 0 6 4 1 3
8 - 0 . 1 4 2 8 4 3  ' - G. 42 7808 - 0 . 3 3 2 6 1 5 0 . 3 9 2 1 4 3
9 - 0 . 1 1 8 8 9 8 - 0 . 3 3 6 7 3 5 - 0 . 2  5 9 3 3 4 0 . 3 0 5 6 3 2  r
10 - 0 . 1 3 9 0 2 5 - 0 . 4 2 6 9 2  5 - 0 . 3  3 2 1 4 6 9 . 3  8 9 4 0 9
11 0 . 1 0 9 4 9 2 0. 0 4 3 3  09 0 . 1 1 3 6 4 0 0 . 1 5 9 8 9 9
12 0 . 1 2 0 4 1 1 - 0 . 0 1 1 7 7 5 0 . 0 6 6 7 5 8 0 . 1 7 4 9 7 1
13 0 . 0  5 6 6 8 2 0 . 0 0 7 8 7 1 0 . 0 5 3 7 1 7 0 . 1 7 7 6 4 1
14 - 0 .  1 1 3 0 2 8 - 0 . 1 7 4 2 2 9 - 0 . 1 6 4 3 8 0 ■O'. 1 5 1 6 9 4
15 - 0 . 1 1 4 8 6 4 - 0 . 2 0 4 6 0 3 • - 0 . 1 2 6 7 8 1 0 . 1 3 7 3 2 1
16 - 0 . 1 0  7 6 6 0 - 0 .  1 671 79 - 0 . 1 8  385 3 0 . 1 6 6 3 1 2
17...* ...... 0 . 2 5 0 1  57 0 . 6 7 6 8 2 4 0. 8 9 7 5  02 - 0 . 5 0 8 6 6 6
18 0 . 1 8 8 4 7 4 0. 4 9 9 6 7 2 0 . 4 7 2 5 6 5 - 0 . 4 4 0 7 8 3
19 0 . 1 6 6 2 6 7 0 . 4 1 2 2 0 8 0. 3 6 6 0 3 5 - 0 . 3 4 9 6 0 5
20 " - 0 . 0 6 5 2 3 ? 0. 16 7 0 8 9 0. 1 5 4 5 9 9 - 0 .  1 7 2 2 2 9
21 0 . 0 9  3 3 1 2 0 . 4 0 9 4 2 3 0 . 3 2 1 5 2 2 - 0 . 2  68 5 96
22 0 . 0 0 5 9 3 6 0 . 1 7 2  757 0 . 1 2 8 0  30 . - 0 . 0 3 7 5 3 3
23 0 . 1 2 9 2 3 9 0. 241 95 8 0. 15 80 71 , - 0 . 3 0 3 9 3 9
24 0 . 0 5 8 7 3 6 0 . C 7 9 4 3 0 C . 1 2 0 6 4 3 0 . 0 4 1 3 0 6
25 - 0 . 0 5 1 7 2 2 0 . € 7 8 8 4 5 0 . 0 4 8 1 5 4 - 0 . 0 1 6 0 3 8
26 0 . 0 2 4 9 2 0 - 0. C 7 0 6 3  0 0 . 0 3  0 9 3 1 - 0 . 0 5  2 6 1 3
2 7 0 . 0 4 3 0 9 3 3. 10/2 86 0 . 1 5 9 8 6 8 - 0 . 1 5 6  139
28 - 0 . 0 6 7 1 6 0 - 0. 186 0 6 9 - 0 . 0 5 2 3 6 0 0 . 0 9 7 5 0 3
29 ' - 0 , 0  7 1 3 2  5 - 0 .  0 4 4 1 6 8 - 0 . 0 6 6 8 2 1 0 . 1 0 1 8 5 5
30 0 . 1 4 0 1 2 1  . 0. 1 1 0 6 4 2 0 . 1 4 0 0 3 5 - 0 . 2 0 4  66 9
31 - 0 . 0 6 2 2 5 0 - 0. 1 9 4 8 4 3 - 0 .  0 6 5 3  44 0 . 1 3 4 4 7 1
•3? - 0 . 0 6 2 9 5 0 - 0 .  1 3 4 9 1 6 - 0 . 1 2  35 62 0 . 2  0 2 4 0 9
9 8 0 . 0 6 8 6 5 5 - 0 . 1 6 9 0 8 1 —  0 . 1 2 2 2 1 1 0 . 2 5 1 2 7 9
^ 4 - 0 . 2 7 1 0 9 7 - 0 , 5 5 5 3 7 0 - 0 . 5 3 1 1 5 8 0 . 4 2 1 3 2 1
35 0 . 1 1 5 7 7 7 0 . 3 0 1 7 9 9 0 . 2 9 4 7 7 6 - 0 . 2 7 0 2 0 9
36  " 0 . 0 2 3 1 9 1 0. C 8 7 6 3 5 0 . 1 5 1 9 1 2 - 0 . 0 2 9 8 2 2
37 0 . 1 2 4 1 7 3 0 . 2 1 7 3 2 7 0. 16 5 3 8 4 - 0 . 2 3 1 4 4 6
38 0 . 0 9 4 8 5 5 0 . 2 6 6 9 9 2 0 . 1 9 5 0 5 5 - 0 . 2 2 8 3 4 0
3 9 0 . 0 7 5 7 1 6 0 . 2 4 6 9 1 4 0 . 2 7 9 7 7 8 - 0 . 2 5 0 6 4 7
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Raw Data, Sample 2
70
Freq. Time _ Ranee _ Cons.
4 0  - 0 . 0 2 0 5 6 8  " X  03 8 4 9 7  oi 0 2 0 2  74  ‘'-O.OlLlOO'
41 0 . 0 0 8 8 4 4  0 . 0 7 2 3 8 3 .  0 . 0 5 2 4 9 4  - 0 . 0 3 9 3 2 2
42 "  0 . 0 5 2 1 9 7  0 . 0 1 5 3 6 3  0 . 1 2 0 2 0 4 -  - 0 . 0 0 6 2 8 8
43 - 0 . 0 4 8 9 7 0  0 . 0 1 3 8 7 5  0 . 0 2 5 2 3 2  - 0 . 0 0 8 3 7 0
4 4  - 0 . 1 6 2 8 6 4  - C . 0 0 0 9 3 7  - 0 . 0 6 2 5 0 4  - 0 . 0 0 1 1 6 8
4 5  ~ 0 . 1 2 4 5 0 6 . ~ 0. 0 0 7 5 8 4    0 . 0 3 4 1 6 3    0 . 0 0 6 1 9 6
4 6  - 0 . 0 2 0 7 1 6  - 0 . 0 1 8 0 7 6  - 0 . 0 5 5 2 2 6  0 . 0 5 5 3 0 2
47  - 0 . 0 7 7 6 7 4  - 0 . 1 5 9 3 9 5 -  - 0 . 1 6 3 1 4 1  0 . 0 3 4 6 2 7  ,
48 ■ - 0 . 0 3 0 8 3 4  - C . 3 0 8 8 5 2  - 0 . 2 2 3 1 5 5  0 . 1 9 5 3 0 6
4 9  ; - 0 . 1 4 6 1 3 8  - 0 . 2 0 0 6 4 6  - 0 . 1 6 8 7 8 0  0 . 2 1 1 5 1 3
50 - 0 . 2 4 5 1 1 9  - 0 . 2 3 9 2 0 1  - 0 . 2 8 9 1 5 6  0 . 1 3 1 0 7 9
51  - 0 . 0 9 9 4 G B  - 0 .  0 1 5 9 1 5  - 0 . 0 0 1 1 7 8  ~ - 0 . 0 1 8 5 0 0  1
5? 0 . 0 1 2 6 0 3  0 . 0 1 2 4 8 8  - 0 . 0 3 2 9 5 4  - 0 . 0 9 8 4 8 8
53 ■ - 0 . 0 9 3 5 7 5  - 0 . 1 1 0 7 0 0  - 0 . 1 7 7 5 7 1  0 . 0 5 5 0 5 9
54 , - 0 . 0 2 8 0 4 8  0 . 0 0 3 9 5 2  0 . 0 7 6 2 6 0  0 . 0 7 8 8 3 8
55 0 . 0 6 9 4 5 5  - 0 . 0 4 5 2 4 4  0 . 0 2 5 4 2 1  - 0 . 1 2 2 8 1 1
56 0 . 0 O 9 6 4 1  0 . 0 2 0 0 0 3  - 0 . 0 6 8 1 6 3  0 . 0 8 0 8 7 9
5 7 Z  “  - 0 . 0 8 5 1 1 9  ~ - 0 .  0 2 3 1 3 9  I T - 0 .  0 0 9 8  1 5 Z I Z  0.032'512_J
58 ■ - 0 . 0 9 7 7 4 6  - 0 . 4 C 8 9 0 0  _ - 0 V 2 8 4 8 3 0 ____ 0 . 3 5 2 0 5 2  Z
59” ■ •“ "  b .  3 3 1 4 6 0  ~~ c. 5 4 3 5 8 6  0.-561500 - 0 . 4 4 3 2 1 4
60 0 . 0 4 7 7 8 9  0 . 0 6 6 8 5 4  . 0 . 1 2 8 6 7 7  0 . 0 7 5 1 2 3
61 0 . 1 5 4 5 3 7  0 . 2 5 4 3 3 2  0 . 3 1 2 6 1 1  - 0 . 1 6 9 8 7 7
6 2  0 . 0 4 5 2 8 2  - 0 . 0 3 8 2 6 6  0 . 0 0 8 3 3 8  - 0 . 0 6 1 1 0 3
7,6 3 — — — ---- 0 . 0 5 4 7 3 1 ---- 0. 1 7 0 5 2 7 0 . 1 5 8 1 2  4 ~~- 0 . 1 52 8 0 5
64 -0.030481 0.086975 0.005601 -0.169014
65 . ‘ .. -0.091244 0.085863 -0.012662 -0.153076
66 0.045931 ' -0.077083 -0.013259 0.015372
67 -0.052744 -0.153395 -0.1 30068 0.0 30998
68 -0.079875 -0.061894 -0.047070 0.156342
69 .. “ - 0.0 03931~ “ -0418 7378” '-0.098102 -0.0 21325
70 -0.087573 -0.0695 88 -0.009512 , 0.054919.;
71 0.053732 0.081023 -0.052 5 84 -0.01128 2
72 -0.015106 -0.116641 ~ -0.114434 0.000725
- 7 3.,.... 0.006564 0.115753 0.187922 0.102412
74 0. 13 79 60 0.283669 0.2/1514 -0.234173 ,
75 ■ -0.051669 0.035965 -0.059823 0.141460
76 0.067147 0.015717 0.071866 -0.116554
77 -0,056981 -0. 058117 -0.107382 -0.111862
78 0.090251 0.2 542 56 0.1593 33 -0.127882
79 0.029995 . 0.166005 0.039428 -0.15452 5
.80 - . __ -0.005772 0.034903 -0.012962 -0.042 216
81 0.050283 ” "'"O. 044637 0.0475 05 0.030474
82 0.039144 0. 170525 0.110728 -0.056558
83 -0. 128563" ■ -C. 101911 -0.173433 0. 123835
84 , 0.001264 -0.036330 -0.041599 0.05 7133
85 0.040913 \ 0. 216409 ' 0.201962' -0.145882
. . . | _ .____*
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Functions Factor, Sample 1 71
Freq. Time Range Cons.
VAR 001 VAR 002 VAR0U3 VAR004
VAR00 1 1.,0000 0 C. 25101 0.49528 -0.07856
V A R 002 0.25101 1.00000 0.72244 -0.49253
V A R 003 0.49528 0.72244 1 . ooooo -0.40006
VAR004 -0.07856 -0.49253 -0.40006 1.0000 0
VAR005 -0.21435 - C . 44835 -0.42161 0.42877
V AR 006 -0.05171 -0.22701 -0. 16391 0.37785
VAR 00? 0.13509 0.04931 0. 10094 .0.00974
VAR008 -0.04955 -0.07579 -0. 08291 0.11958
VAR009 0.16667 0.29956 0.36304 -0.13292 1
VAR 010 * 0.02770 0.17736 0. 16651 -0.0043 0
VAROll -0.05854 -0.02171 -0. 05581 0.07107
V A R 0 1 2 0.05762 0. 17872 0.10800 -0.1646 7
V A R 013 0.0880? ~ 0.01995 0. 07888 -0.08 22 5 H
• VAR014 0.03662 -0.00937 0. 0465 8 -0.10043
VAR015 0.09826 0.27025 0.28676 -0.22326
V AR O l 6 0.00724 -0. 01086 0. 01743 -0.08005
VAR017 -0.03808 0.00425 0. 02693 -0.00877
VAR018 -0.04329 -0. 19911 -0. 11839 0.03403
VAR019 " - 0.10 857 0.01369 -0. 09022 — 0.06671
VAR020 0.13414 - 0.01822 -0. 07398 0.01395
VAR021 0.07300 0.05325 0. 09611 -0.03723
. VAR022 -0.0 2941 0. 02978 -0.04163 -0.04552 i
VAR023 0.05353 C.01926 0.02930 -0.096 52 ^
VAR024 -0. 12187 -0. 01676 -0.06263 -0.02203
VAR025 -0.00471 0.09258 r' 0. 02976 -0.01677 '
VAR026 0.05526 0. 03931 0. 08445 -0.09145
VAR027 -0.10191 -0.13558 -0. 14851 0.04269
VAR028 -0.03114 0. 00402 -0.07849 0.08939
VAR 02 9 -0.00399 -0. 055'01 0.03445 0.13780
V AR 030 0.04798 0.09903 0.01934 -0.02552
VAR 031 " 0.01190 ' 0 . 0 9 6 6 7 ~  0. 20238 "" 0.09403 '
VAR032 0.06036 0.07933 0.13121 -0.00054
VAR 03 3 -0.08585 0. 03752 -0. 01100 -0.01169
V A R 034 -0.03815 -0.03472 -0.05247 0.05466
VAR035 0.08965 -0.05752 0. 07155 -0.026 75
V A R 036 ‘ -0.01619 0 . C7966 0. 01409 “ 0.01115
'VAR037 ' -0.06647 ~ 0.02146 ..0. 01 804 -0.09292'
VAR038- -0.08315 0. 04900 -0.02020 -0.07 906
V AR 03 9 0.07040 • 0.06357 0. 02114 -0.07984
VAR040 ' -0.10212 -0.10584 -0.05078 0.05275
VAR041 -0.03143 0.04471 -0.05826 0.02242 .
V AR 042 -0.01091 C. 192 84 0. 10156 0.01987
VAR 043 ~ 0.04680 -0.04128 0.01626 ' -0.04740 r
VAR044 0.02025 -0 .07698 -0. 01365 -0.00892
V A R 045 0.00742 -0.00335 0.05270 -0.06249
V .  ■
: - r ; -
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Functions Factor, Sample 2
■
,
Freq. 
VAR 001
VAR00 1 1.00000
VAROO 2 0.28003
VAR003 0.26321
VAR 004 -0.15418
VAR 00 5 -0.14855
VAR006 -0.13211
VAR007 -0.01255
VAR008 0.14063
VAR 00 9 0.13678
V AR 01 0 0.01523
VAR Oil -0.05134
VAR 012 0.11156
VAR 013 -0. 11007
VAR014 -0.05119
VAR 015 0.09523
VAR016 0.03840
V AR 017 -0.06583
V A R 0 1 8 -0.09332
VAR 019 -0.04642
VAR020 -0.04831
V A R 021 -0.08240
V A R 02 2 -0.02743
VAR023 -0.12569
VAR024 0.11070
V A R 02 5 0.0 0097
VAR02 6 r O . 04971
VAR027 0.11205
VAR 028 0.02045
VAR 029 0.05722
VAR030 0.02096
VAR 031 ....0. 11752 "
VAR032 0.02045
V A R 0 3 3 -0.06999
VAR 03 4 0.05406
VAR035 0.01245
V AR 03 6 -0.02196
VAR 03 I 0.01242
V AR 03 8 0.02580
VAR039 0.02534
VAR 04 0 0.01266
V A R 041 0.03239
VAR042 0.06922
; V A R 043 “— -0.03796
1 VAR044 -0.07238
j V A * 0 4 5 -0.04677
Time 
VAR 002
C. 28003 
1.00000 
0.62 354 
■C.44206 
■0.41287 
•0.18294 
•C.07325 
0 . C9244 
0.33229 
0.27899 
0.08402 
0.18417 
0. C5270 
0.04021 
0. 19352 
0.04023 
•0. 13 788 
■0.12187 
■0.13880 
•0.093 54 
0 . C0880 
•0.15206 
0. 03 850 
0.01322 
■‘0 ."00796™ 
•0.04823 
•0. 03 745 
0.13 063 
0.09226 
0.01374 
•0.01713' 
0.13063 
•0.12608 
0.16017 
0. 15330 
0.07990 
0 . C2223 
0.01 83 7 
■0.05329 
0. 01448 
0.11118 
0.12605 
•0.02856 
•0.00104 
0.06581
Range Cons.
VAR003 VAR004
~ 0.26321 “ ~ — 0.15 418 ~
0.62 854 -0.44206
1.00000 -0.26488
-0.2 648*5 1.00000
-0. 31759 0.38669
-0. 16946 0.13041
-0.02633 0.03133
0. 14QI7 0.1298 7
0.34221 -0.23222
0. 15 847 -0.04740
0. 06888 -0.05310
0.10105 -0.31537
0. 07966 ~ -0.09076 "
-0.00366 0.01937
0. 18137 -0.16562
0. 09353 0.08169
-0.06242 0.02876
-0. 03149 0.04863
0.02818 0.05059
-0. 08934 0.06698
0.04351 -0.02558
-0. 03686 0.09202
0. 01765 -0.03624
-0.03318 -0.10762
-0.2)405 '" 0 . 0 2 1 9 8
-0. 04885 0. 11334
-0.02757 0.00152
0. 05201 -0.10017
0. 05753 0.00564
-0. 08174 -0.04740 '
0. 03400 -0.06674
0.05201 -0.10017
-0. 13512 -0.05 682
0. 11397 0.08375
0.17705 -0.20506
0. 06207 -0.0937 9
0.05453 -0.02149
-0. 02426 0.09587
0.01509 -0.10864
0. 05 83 8 0.10 423
0.02314 -0.09154
0. 05772 0.05320
-0. 013 74 -0.09330
-0.066 42 -0.07239
0.03402 -0.00439
__| ..... . :
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Demo Factors, Sample 1
Freq. Time Range Cons.
' VAROOl VAR 002 VAR003 VAR004
r  V A R O O 1 1 ,00000 0.2 5101. 0.4952 8 ~— q .0785 6
V AR 00 2 0.25101 1. 00000 0. 72244 —0 .49253
VAROO 3 0.49528 0.72244 L. 00000 -0.47)006 -
VAR004 -0.07856 -0.49253 -0.40006 I.00000 ,
VAR 00 5 0.11901 0.33803 0.31697 -0.35865
V A R O O 6 -0. 16892 - 0 . C8259 -0.16370 0.05065
VAR 00 7 .... ^ -0.05574 -0.06503 -0. 09372 -0. 11056
V A R 008 -0.04512 -0. 07553 -0. 04 068 -0.01765
V AR 009 0.01763 0.13557 0. 02 049 -0.14814
VAR010 -0.02876 0.11128 0.01499 0.15 168
VAROll 0.05941 -0. 02158 0.04421 -0.07589
VAR 012 -0.00570 0.04712 0.07421 -0.08513
V A R 0 1 3 0.01438 ~ 0. 16 786 0.17100 “ -0. 146 71
V AROi 4 0.07608 0.25154 0. 14654 -0.16730
VAR015 0.03832 0. 02403 0.05105 -0.10468
VAR016 -0.15273 -0. C2 861 -0. 01092 0.16867
V A R 0 1 7 0.02889 0.03269 0.10392 -0.03310
V A R 0 1 8 -0.07911 -0.04150* -0.09929 -0.02491
VAR019 -0.21542 -0.06165 -0. 14827 -0.03173
V AR 02 0 -0.04361 -0.01691 0.01484 . — 0.02660
VAR021 0. 12596 - 0 . C6750 -0. 01295 -0.12461
VAR022 0.01526 -0.01701 0. 01810 0.10838
V AR 02 3 -0.10105 0.05704 -0.01164 -0.05339
VAR024 -0.01881 -0.05005 -0.01668 -0.02495
r" VAR025 0.06843 ~ 0.03001 -0. 05 863" - 0 . 0 8 1 9 8 "
VAR026 0.03268 0.19337 0. 03611 -0.12843
VAR027 -0.07857 -0. 11560 0.00237 -0.01435
VAR028 -0.20230 0.04911 -0.06264 -0.08895
V AR 02 9 0.01905 0.01177 0.00345 0.03030
VAR030 -0.02002 - 0 .20857 -0.09392 0.22341
“ V AR03 1 -0.11916 _ g. 05502““" -0.13339 -0. 04 26 I
V A R 03 2 0.05446 0.18165 0. 04966 — 0 .07 219
V AR 03 3 -0.11641 0.11990 -0. 03014 -0.12002
VAR03 4 0.03717 0.C 8620 0.16841 -0.04209
VAR035 -0.06064 -O.C8521 -0.10878 -0.08693
VAR036 0.02576 0.03168 -0. 02331 -0.06981
V A R 037 .. " 0 .12560“~— 0.372 65 0.40352““ -0.34459'
VAR038 0.05837 0.06953 0. 14099 -0.03770
VAR039 0.01882 0.09296 0.12362 -0.03008
V A R 040 0.16276 0.17022 0.14819 -0.10369
VAR041 0.08277 -0. 00362 0. 10297 -0.03161
V A R 04 2 0.07360 -0. 01301 0.04887 -0.04424
VAR 043 0.00162 -0.04 875 -0. 03160 - 0 . 1 2 2 2 5
V A R 044 -0.05203 -0.03576 0.00287 0.10126
VAR045 -0.08808 -0.08095 -0. 12994 0.15654
V AR046 0.09747 0.00574 0.05784 -0.02270
V A R 047
\
-0.03 885 -0.01059 -0. 07536 0. 14703“
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Demo, Factors, Sample 2
Freq. Time Range Cons.
VAROOl VAR 002 VAR003 VAROOA . . .
VAROOl 1.00000 0.27AA3 0.26 321 -0.1A785
V A R O O 2 0.27AA3 1.00000 0.6AA83 -0.AA039
VAR 00 3 0.26321 0.6AA83 1.00000 -0.2 7A86
VARGOA -0.1A785 -C. AA039 -0.27A86 1.00000
V A R O O 5 0.11122 0.282 82 0.20975 -0.16A23
VAR006 0.0023 A -0. C3956 -0.02685 0.13053
V AR 00 7 -0.05253 0.TA3A7” 0. 13 516 ~ -  0.2 0280”
VAR008 -0.00A26 0.0228A 0.0A226 0.0A883
VAR 009 0.02A86 0.0A275 0.0893 8 -0.17852
VAR010 0.00763 Q. C6850 -0. 0298A 0.08625
VAROll -0.089A6 -0.02A90 -0. 11290 -0.12572
,VAR012 0.07318 0. C7703 0.06678 0.0057A
VA R O l 3 O.OA27A ”0.00865 0.08 A 55“ 0 . 0 7 7 3 0 ”
VAR 01A 0.1A153 0. 38063 0.31208 -0.3A72 8
VAR015 0.1235 8 0.0A976 0. 03508 -0.15380
VAR016 -0.02 72 7 -0.03072 -0.00006 0.0A871
VAR 017 -0.01A00 -0. 07811 -0. 05805 -0.12879
V A R O l 8 -0.25966 -0.07731' -0 . 0 2 0 1 A 0.07123
V AR 019 -0.00792 - 0. 02702 -0.119A7 0.06287
V AR 020 0.13887 0.01995 0. 01563 -0.0A799
VAR02 1 -0.02608 0.01210 -0. 065A 1 -0.03336
VAR022 -0.0A6A7 -0. 05557 -0.01223 0. 06A90
VAR023 -0.11565 -0.01106 -0.10785 — 0.0883A
VAR0 2A 0.07522 0. C 73 96 0 . 02A63 0.0A612
VAR02 5 0.02097 0.10395 * -0. 01369" -0.12568 "
V A R 026 -0.02388 0.020A6 -0. 05A11 -0.035A5
VAR027 -0.05991 -0.0A219 0. 01 72 8 0. 03901
V A R 028 -0.133AA -0.09201 -0.09793 0.06A31
VAR029 -0.1003 A - 0 . 02 0A9 -0.03929 -0.0A7A5
VAR030 -0.03A61 -0.09861 -0.18079 0.00678
r VAR031 -0.00221 ”-0.08691' 0.00A60 0.12752
VAR032 0.00938 0.20090 0.20715 -0.17A65
VAR033 -0.00 79A 0.C812A 0.13933 -0.12503
VAR03A -0.02833 -0.01079 0 . 0A332 0.00827
VAR035 -0.05627 -0.10089 -0.10386 -0.01A82
VAR036 0.0169A 0.07796 0.08253 -0.00531
“VAR 03 7 0.15675 “ 0.38100 ” 0.38 002 “ ^ 0 .  2 0 6 2 9 ””
VAR038 -0.055A7 0.0A151 -0. 02 65 7 0.02091
V A R 039 0.06213 0.21A37 0. 15566 0.0A78A
VAROAO 0.08805 0.07861 0.07557 -0.11753
VAROAl -0.031A5 0.06A8A 0.10331 0 . 0118 A
VAR0A2 -0.0090A -0. 0093A -0. 0A122 0.06873
*■..VAROAl -0.06197 0.08787 0.07726 - 0 . 0 3 9 AA
VAROAA 0.00351 -0.05133 -0. 0A72A 0.12675
VAR0A5 0.00321 -0.G106A 0.03339 0.0589A
VAR0A6 0.05590 0.01127 0.00020 0.0A778
VAR0A7 5. O O S g - C . 07259 0.030T&” 0.0A28A
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