We obtain solutions to the recursive sequences of the form
Introduction
Due to the work of Sophus Lie on differential equations [14] , there has been great interest in the invariance properties of differential equations under groups of point transformations. Lie discovered that most of the known theories for solving differential equations are closely related to the idea of infinitesimal transformations. One of the applications of symmetry analysis (Lie's method) in differential equations is the obtention of solutions. A lot of work has been published that reflects the application of the method to difference equations [6-9, 11, 13, 17] . Symmetry analysis on difference equations started with Shigeru Maeda [15, 16] who studied the continuous point symmetries of difference equations. Nalini Joshi [11] came up with a concrete method for finding symmetries of first order difference equations and gave the local analytic diffeomorphism that makes first order discrete dynamical systems linear. In the recent past, Hydon [8, 9] came up with algorithms for finding symmetries and first integrals of difference equations independent of their order. It must be stated that, applying these methods involves a lot of cumbersome and tedious calculations.
In this paper, we perform a symmetry analysis and derive closed form formulas for solutions of difference equations of the form
where a n and b n are sequences of real numbers. For related work on this, see [2, 4, 5, 7, 12, 17 ].
Preliminaries
We start by recalling some terminology in Lie analysis of differential and difference equations mostly taken from [1, 8] .
defined for each x in D and parameter ε in a set S, a subset of R, with φ(ε, δ) defining a law of composition of parameters ε and δ in S, constitutes a one-parameter group of transformations on D if the following hold:
• For each ε in S, the transformation is one-to-one and onto. (Hence,x lies in D).
• S with the law of composition φ forms a group G.
• For each x in D,x = x, when ε = ε 0 corresponds to the identity e, that is,
• Ifx = X(x; ε),x = X(x; δ), it follows that
The above definition together with the following:
• ε is a continuous parameter, that is, S is an interval in R. Without a loss of generality, ε = 0 corresponds to the identity element e:
• X is infinitely differentiable with respect to x in D and is an analytic function of ε in S.
• φ(ε, δ) is an analytic function of ε and δ; ε ∈ S; δ ∈ S, define a one-parameter group of transformations.
The infinitesimal generator of the one-parameter Lie group of transformations (2) is the operator
where ∆ is the gradient operator 
is invariant under the Lie group of transformations (2) if and only if,
Considering the rth-order difference equation
We employ the infinitesimal group of point transformations (n, u n+s ) → (ñ = n,ũ n+s = u n+s + εξ(n + s, u n+s )) (10) and let
be the generator of the group transformations with prolonged form
A symmetry is a group of transformations that maps solutions onto other solutions. Here, the criterion of invariance is given bỹ
whenever (9) holds. As a result, the linearized symmetry condition becomes
Main results
We consider ordinary difference equations;
where A n and B n are random real sequences, equivalent to (1) . By the criterion of invariance (14),
To solve for ξ, we differentiate implicitly, the functional equation (16) with respect to u n by viewing u n+1 as a function of u n , u n+3 and ϕ. That is, to operate
on (16) . This leads to
after clearing fractions. By thrice differentiating (17) with respect to u n , keeping u n+1 fixed, we obtain
We separate (18) based on the fact that the function ξ depends on the continuous variable u n only. We get
Equivalently,
for some functions β n , γ n and λ n of n.
Here, we perform a substitution of (21) into (16) and separate the resulting equation by setting the coefficients of products of shifts of u n to zero (since the functions β n , γ n and λ n depend on n only). This leads to the following system:
A n λ n+1 = 0 (22j) u n+1 u n+3 terms :
Solving (22) leads to the following 'final constraint':
It is not difficult to see that (−1) n , exp(iπn/3) and exp(−iπn/3) are the solutions of (25). Set γ = exp (iπ/3). Thanks to (21), the three characteristics are thus given as
n u n , ξ 2 = γ n u n and ξ 3 =γ n u n .
Hence, the 'prolongation' of the spanning vectors of the Lie algebra of (15) are as follows:
Using ξ 2 , the canonical coordinate [11] that linearizes (15) is
Now, inspired by the form of the 'final constraint'(25), we define the invariant functioñ
For the sake of simplicity, we will be making use of the function V n defined as:
that is to say, V n = ±1/(u n u n+3 ) but we shall utilize the plus sign:
Substituting (31) into equation (15), we obtain a first-order linear difference equation:
whose solution solution in closed form is
From (28), (29) and (31), we get
where Re(z) is the real part of z,
Recall that γ = exp iπ/3. It is easy to verify that
Using (31), together with properties (37), in (35), we get
Using (32), it can be shown that there is not need of the absolute values, thus
A k 2 so that, for j = 0, 1, 2, 3, 4, 5, we have
Hence, the solution {x n } ∞ n=1 expressed in terms of the initial values x −3 , x −2 , x −1 , x 0 is given by;
In the following section we look at a special case when the sequences a n and b n are 1-periodic.
2.1
The case a n and b n are 1-periodic
In this case, set a n = a and b n = b where a, b ∈ R. Then by direct substitution in the solution above, we have
where c =
.
The case a = 1
For this case, we obtain . The case a = −1:
For this case, we obtain the following solution:
x 6n+j−3 = x j−3 (−1 + bx −3 x 0 ) n , if j is odd; x j−3 (−1 + bx −3 x 0 ) −n , if j is even;
where j ∈ {0, 1, 2, 3, 4, 5}, x 1 = x −3 x 0 x −2 (−1+bx −3 x 0 ) and x 2 = x −3 x 0 x −1 .
Conclusion
In this paper, we obtained three non-trivial symmetry generators and formulas for the solutions of difference equations (1). Our approach involved Lie symmetry analysis and solving certain recurrences relations.
