This paper describes an improvement in Deep Q-learning called Reverse Experience Replay (also RER) that solves the problem of sparse rewards and helps to deal with reward maximizing tasks by sampling transitions successively in reverse order. On tasks with enough experience for training and enough Experience Replay memory capacity, Deep Q-learning Network with Reverse Experience Replay shows competitive results against both Double DQN, with a standard Experience Replay, and vanilla DQN. Also, RER achieves significantly increased results in tasks with a lack of experience and Replay memory capacity.
INTRODUCTION
Reinforcement learning with sparse rewards is a recent problem that is partially solved by Experience Replay (Lin, 2014) where transitions are stored for some time and can be reused for agent update more than once. However, in a standard Experience Replay, transitions for learning are sampled uniformly at random. Therefore, this type of sampling can negatively impact the agent (Q-values of some states can be entirely wrong for a long time and used for updating Q-values of other states).
This paper covers Reverse Experience Replay, one of the methods that can be used for faster learning (less experience is needed). The key idea is that the agent learns from the state in which the reward was reached all the way to the initial state (firstly, it updates the Q-value of the state one step before the reward is achieved, then the process is repeated for each consecutive step throughout the sequence of visited states). So, the Q-value of the beginning state and action tends to true Q-value. This approach is based on the Prioritized Sweeping method (Moore & Atkeson, 1993) , which was adapted for use with Neural networks. The approach is similar to the idea of Generalized Prioritized Sweeping paper (Andre et al., 1998) but can be used for model-free Reinforcement Learning.
It is worth to mention another research with another type of Experience Replay proposed: Reward Backpropagation Prioritized Experience Replay (Zhong et al., 2017) . The key idea of papers is similar, but in there, some transitions can be thrown away without learning from them as in standard Experience Replay is. Also, there is a problem with close-in time transitions with nonzero rewards, because there is a probability of sampling them in the one minibatch that will provide noise in Q-values. An explanation of dealing with these problems is provided in the experiment section.
The importance of playing transitions in reverse order has also been proven in neuroscience research papers such as Reverse Replay of Hippocampal Place Cells Is Uniquely Modulated by Changing Reward (Ambrose et al., 2016) . In addition, the reverse order update is helpful for reward maximization tasks where the reward is granted in each transition.
BACKGROUND
The discounted future reward of step t with the discount factor γ for trajectory τ can be represented as follows in equation 1.
The goal of Q-learning is to predict the maximum of the possible discounted future reward for the state s and action a taken in this state. The Q-value of pre-terminate state s t−1 and action a in a deterministic environment can be represented from the Bellman equation as follows in equation 2.
Q π (s t−1 , a) = r(s t |s t−1 , a), where s t is the terminate state.
Of other states in equation 3.
And all transitions in the episode can be represented as a chain. See Figure 1 . 
REVERSE EXPERIENCE REPLAY

MOTIVATING EXAMPLE
The problem of sparse rewards can be described in a gridworld environment where rewards for all states are zero, except two terminate states where the reward is 1 and -1. An agent sees only his position and has four possible actions: move right, left, up or down. By using Reverse Experience Replay, the agent tends multiple Q values to the true values in N samples, where N is the number of visited states, while if standard Experience Replay is used more samples are required on average.
REVERSE ORDER UPDATE
As a consequence of equations 2 and 3 and Figure 1 , the Q-value of the current state and action depends on the max Q-value of the next state in a deterministic environment and partially depends on the max Q-value in a stochastic environment. As a result, using the reverse order update of Q-values is more efficient than the forward one.
In the case of Neural networks, it is not required to calculate the probability of transition from the current state s to the next state s by action a as in Generalized Prioritized Sweeping. Transition with the biggest probability will appear more often than others at infinity. For this reason, the Qvalue will be updated from this transition more times than from others, and if the learning rate is low enough, the Q-value of the state s and the action a will tend to the expected value of Q(s, a).
REVERSE EXPERIENCE REPLAY
Transitions (s, a, r, s ) are inserted at the beginning of the Reverse Experience Replay memory as they occur. The algorithm of sampling can be presented as follows, shown in Algorithm 1.
Algorithm 1: Algorithm of sampling mini-batch from the memory Input: memory, bias, stride, batchsize Output: batch, bias Function Sample(memory, bias, stride, batchsize):
, and highlighted transitions are chosen for the mini-batch. By this algorithm, Q-values from the part of the chain from Figure 1 are being updated in reverse order. However, no computations of probabilities are needed because of the learning rate, and it is not needed to store all of the transitions (s i , a i , r(s i+1 |s i , a i ), s i+1 ) from the chain. Figures 2 and 3 show the first and second steps of sampling by the presented algorithm respectively. In the case of limited storage capacity, Q-values are being updated starting from the different values as represented in Figure 4 below.
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EXPERIMENTS
The presented sampling algorithm is not stable for Neural network on its own and should be supplemented by uniformly at random sampling for nearly half of the mini-batch for revisiting old transitions. In these experiments the rest of the minibatch was sampled from the part of the RER witch will not be affected by this and future samples by Algorithm 1.
RER stride should not be a multiple of the average length of the episode to avoid sampling similar but not equal states in one mini-batch. This is needed to provide less noisy Q-values for the next update.
For all experiments with RER, DQN without Target-Network was used since DQN with Target-Network will cancel out reverse order update effect because of updating from old max Q-value from Target-Network. Also, that is why Double DQN (van Hasselt et al., 2015) was not used with RER.
MOUNTAIN CAR PROBLEM
Mountain Car Problem is described in the book called Reinforcement Learning: An Introduction (Sutton & Barto, 2015) . The goal of this environment is to drive up on the mountain. However, the car's engine is not strong enough to simply accelerate and scale the mountain. Every frame agent receives -1 reward. Therefore, the dependencies of Q-values are strong. Considering these conditions, the reverse order update is useful here.
All results are the average of 3 learning and test iterations. 
ATARI BREAKOUT
Nowadays, Atari video games such as Breakout are the benchmark and many researchers use them in their significant work (e.g. Wang et al., 2015) . For this experiment, Dueling DQN with RER and Dueling Double DQN was used. The results of Dueling DQN with RER are better than the ones of vanilla DQN, from Human-level control through deep reinforcement learning research paper (Antonoglou et al., 2015) even with 10x lesser Experience Replay memory capacity and thus, vanilla DQN results are not presented here. Images preprocessing, stuck frames parameters, Neural network architecture, and other parameters not mentioned above are used according to Rainbow research paper (Hessel et al., 2017) . The differences in the parameters are presented in Table 2 . The average length of the episode is 878.5 frames during the training and every score point matters, and that is why it is called learning from sparse rewards. Experience Replay's memory capacity is 100,000 transitions versus 1,000,000 in Rainbow paper. There also are fewer training frames, therefore, the results are smaller as well.
Dueling approach is used to show that Reverse Experience Replay can be used with this type of Neural network's architecture.
40M frames are not enough to well train Neural network with Experience Replay capacity of 100,000 transitions, but RER shows more stable results with these conditions because of better generalization and remembering rarely visited transitions. See Figure 6 . Also, it achieves better results on average. 
RER
DISCUSSION
Described approach logically follows from the knowledge about the backup and Prioritized Sweeping method. The presented learning process does not require storing the agent's Neural network's copy while Double DQN does. NN's copy can have a negative impact on learning time and computational resources for it. Both solutions should be supplemented with Experience Replay (either Reverse or a standard one). For these reasons, vanilla DQN with RER is more memory friendly by storing only Q-Network and experience. On the other hand, Reverse Experience Replay's sampling is more complex and takes more time. Because of this, DQN without Target-Network with RER can be used in cases when the complexity of the Neural network's architecture is significantly higher than the complexity of the presented algorithm of sampling, or when it is not possible to store enough experience for standard Experience Replay.
CONCLUSION
Reverse order update is a natural method of learning from rewards discovered on rats that accelerates their learning. This method can be adapted for agents with the Neural network to speed up their learning and make the learning process more similar to the way the brain processes the reward. It yields better and more stable learning results from rare transitions when compared to Double DQN on tasks with small memory size and lack of experience. Also, RER shows increased results against DQN with standard Experience Replay. Therefore Reverse Experience Replay can be useful in specific real-world tasks with delayed reward signals.
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