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Graph embedding methods are becoming increasingly popular in the machine learning community,
where they are widely used for tasks such as node classification and link prediction. Embedding
graphs in geometric spaces should aid the identification of network communities as well, because
nodes in the same community should be projected close to each other in the geometric space, where
they can be detected via standard data clustering algorithms. In this paper, we test the ability
of several graph embedding techniques to detect communities on benchmark graphs. We compare
their performance against that of traditional community detection algorithms. We find that the
performance is comparable, if the parameters of the embedding techniques are suitably chosen.
However, the optimal parameter set varies with the specific features of the benchmark graphs, like
their size, whereas popular community detection algorithms do not require any parameter. So
it is not possible to indicate beforehand good parameter sets for the analysis of real networks.
This finding, along with the high computational cost of embedding a network and grouping the
points, suggests that, for community detection, current embedding techniques do not represent an
improvement over network clustering algorithms.
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I. INTRODUCTION
Community structure is a common feature of many
complex systems that can be represented as networks. A
community, or cluster, is traditionally conceived as a set
of nodes having a substantially higher probability to be
linked to each other than to the rest of the graph. Detect-
ing communities is a classic task in network analysis, that
helps to uncover important structural and functional in-
formation of networks [1–3]. It is an unsupervised classifi-
cation problem, and as such it is ill-defined. Nevertheless
a huge number of algorithms have been developed over
the past two decades.
Most techniques rely on a characterization of the struc-
tural properties of communities, typically via the density
of internal links. Another approach is spectral cluster-
ing [4], where the nodes of the network are projected
in a k-dimensional Euclidean space by using the top (or
bottom) k eigenvectors of graph matrices, like the adja-
cency matrix or, more frequently, the Laplacian. This
way the network is embedded in a geometric space, and,
if it has a pronounced community structure, clusters of
nodes appear as groups of points which are close to each
other, and well separated from the points in the other
groups. Such concentrations of points can be identified
via standard data clustering techniques.
In the last decade several approaches have been de-
veloped to embed graphs in high-dimensional geomet-
ric spaces, while preserving some of their properties [5].
Such embedding techniques have proven to be useful to
solve important tasks with many potential applications,
e.g., node classification and link prediction. Node clas-
sification aims at determining the label of nodes based
on other labeled nodes and the topology of the network.
Link prediction aims at predicting missing links (e.g., be-
cause of incomplete data) or links that are likely to occur
in the future.
However, it is unclear whether such embedding strate-
gies make the identification of communities easier than
by applying traditional network clustering algorithms.
Here we address this issue. We adopt a broad collec-
tion of embedding techniques to project in vector spaces
artificial networks with planted communities. We use
the Lancichinetti-Fortunato-Radicchi (LFR) benchmark
graphs [6], which are regularly employed to test cluster-
ing algorithms. The resulting distributions of geometric
points are divided into clusters by using the k-means al-
gorithm [7].
Our analysis reveals that default values of the parame-
ters for the embedding methods, recommended based on
their optimal performance in other tasks, lead to com-
parable performance as traditional non-parametric com-
munity detection methods, though performance tends to
degrade for larger networks. A careful exploration of the
parameter space often allows superior performance than
standard clustering algorithms, but the results are very
sensitive to little variations in the parameters’ values and
we could not find specific sets of values leading to good
solutions in most cases.
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2II. METHODS
A. LFR benchmark
The LFR benchmark is characterized by power-law dis-
tributions of degree and community size, reflecting the
heterogeneity of these two variables in real graphs [6].
The parameters needed to generate the graphs are the
number of nodes N , the exponents of the distributions of
degree (τ1) and community size (τ2), the average degree
k, the maximum degree kmax, the extremes of the range
of community sizes cmin (lower) and cmax (upper), and
the mixing parameter µ. The latter indicates how pro-
nounced the community structure is. If µ = 0 clusters
are disjoint from each other, i.e., all links fall within com-
munities, and are easily detectable. For µ = 1 links fall
solely between clusters, which are not communities in the
traditional sense of cohesive subsets of nodes, albeit they
might be still detectable with particular techniques [8].
Normally the parameters are fixed at the onset, except µ
which is varied to explore different strength of communi-
ties. For our tests we used two different sets of param-
eters, mostly to explore how the clustering performance
of embedding techniques is affected by the network size.
The two sets are:
• N = 1, 000, τ1 = 2, τ2 = 3, k¯ = 20, kmax = 50,
cmin = 10, cmax = 100.
• N = 10, 000, τ1 = 2, τ2 = 3, k¯ = 20, kmax = 200,
cmin = 10, cmax = 1, 000.
The similarity between the planted partition of the
benchmark and the one found by the clustering algorithm
can be measured in various ways. We opted for the nor-
malized mutual information (NMI) [9], a measure bor-
rowed from information theory, which is regularly used
in this type of tests. For each value of µ we generated
20 configurations of the benchmark and report the aver-
age value of the NMI for such set of configurations as a
function of µ.
B. Data clustering
After obtaining the embedding, k-means clustering is
adopted to group the points into clusters. k-means is
very popular in data clustering. To make sure our mes-
sage is not strongly depending on the choice of the spe-
cific clustering method we used Gaussian Mixture Mod-
els [10] as well, which leads to similar results. k-means
clustering minimizes the squared distance between each
data point (corresponding to a network node) and its
centroid, which is a virtual point representing its cluster.
In the high-dimensional spaces where the network is
embedded, the distance between points becomes less and
less useful and the concept of proximity may not be
meaningful, as different notions of distances may se-
lect different neighbors for the same point. For in-
stance, the ratio of the distances of the nearest and
farthest neighbors to a given target in a high dimen-
sional space is almost one for a wide variety of data
distributions and distance functions [11]. For this rea-
son, in our calculations we have used both the stan-
dard k-means, based on the Euclidean distance, as well
as spherical k-means [12], which uses the spherical dis-
tance. Given two points i and j identified by the vec-
tors of coordinates xi = (x
1
i , x
2
i , x
3
i , . . . , x
d−1
i , x
d
i ) and
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Data clustering techniques typically require the knowl-
edge of the number of clusters beforehand. Instead of
inferring this number via some criterion, we feed the pro-
cedure with the correct number of clusters of the bench-
mark graphs. This way we will actually assess the opti-
mal performance of the embedding techniques. This is a
luxury that we do not have when analyzing real networks,
for which the number of clusters is unknown.
To improve the quality of the clustering, for each net-
work the procedure is run 100 times, and the partition
corresponding to the minimum distance between points
and their centroids is selected.
C. Community Detection
We compare the cluster analysis via embedding algo-
rithms with the performance of widely adopted meth-
ods for community detection. We specifically chose
Infomap [13], that is known to be especially accurate
to identify the planted partition of LFR benchmark
graphs [14]. This algorithm is based on diffusion dy-
namics: if the graph has a pronounced community struc-
ture, a random walker will spend a lot of time within
a community before finally finding a bridge taking it to
another community. This way, the description of an in-
finitely long random walk can be reduced by using the
same labels for nodes of different clusters, much like it
is done in geographic maps for the names of towns be-
longing to different regions/states. The partition leading
to the cheapest description of the random walk is the
best, by construction. The method does not require any
parameter.
3D. Genetic optimization
Several graph embedding algorithms have multiple free
parameters that have to be chosen. In the case of a single
free parameter an exhaustive search can be done over the
range of parameter values to pick the one giving the best
clustering performance. However, for other algorithms,
exhaustive search over all free parameters becomes com-
putationally infeasible. To find the best set of parameters
we use a simple genetic algorithm outlined in Ref. [15]
and use the python package DEAP [16] to implement
the algorithm. The parameters used for the optimization
procedure are:
1. Number of individuals in the population = 50.
2. Number of generations = 20.
3. Mutation function = N (µ = 0, σ = 3).
4. Mutation probability = 0.2.
5. Probability of an individual being produced by
crossover = 0.5.
III. RESULTS
In this section we present the results of our tests. Each
of the following subsections reports the results for a dif-
ferent class of embedding techniques.
A. Matrix-based Methods
The approach consists in projecting nodes onto a high-
dimensional vector space via eigenvectors of graph matri-
ces, which is the same principle of spectral clustering [4].
1. Laplacian Eigenmap (LE)
Laplacian Eigenmap (LE) [17] minimizes, under some
constraints, the objective function
ELE =
∑
ij
|xi − xj|2Aij , (3)
where xi is the vector indicating the position of the point
representing node i in the embedding and A is the ad-
jacency matrix of the graph, whose elements weigh the
square distance between the corresponding points. Nodes
that have a higher link weight will consequently be closer
together in the embedding. If we wish an embedding in
d dimensions, it can be shown that the desired one is ob-
tained via the eigenvectors corresponding to the d lowest
eigenvalues (except the zero eigenvalue) of the problem
Lx = λDx, where L is the Laplacian matrix of the graph
L = D−A and D is the diagonal matrix of the degrees
of the graph nodes. The projection xi is the vector whose
components are the i-th entries of the d eigenvectors. LE
has a single parameter — the embedding dimension d,
making it straightforward and easy to use. In Fig. 1
we show how LE performs for different values of d (i.e.,
32, 128, 256) and the two k-means clustering procedures
we have chosen. The panels correspond to the different
sets of parameters of the LFR benchmark listed in Sec-
tion II A. The performance of Infomap is generally supe-
rior, despite the fact that the latter has no parameters
and ignores the number of clusters, which is derived by
the algorithm itself. By doing an exhaustive optimiza-
tion, for each single network (even when µ is the same)
we have identified the value of d giving the best perfor-
mance. The resulting performance curves are a bit better
than Infomap’s. However, the optimal d-value varies with
µ, so we cannot recommend a specific choice.
We remark that for low values of µ the performance
is unexpectedly poor, given that communities are well
separated from each other. It turns out that in these
cases some nodes of different clusters are projected close
to each other, making it hard to correctly classify them
(see Appendix A).
2. Locally Linear Embedding (LLE)
Locally Linear Embedding (LLE) [18] minimizes the
objective function
ELLE =
∑
i
|xi −
∑
j
Aijxj|2 , (4)
where each summand is the square distance between vec-
tors. Each point in the embedded space xi is approxi-
mated as a linear combination of its neighbours in the
original graph. To make the problem well posed, the
solutions are required to be centered at the origin, i.e.,∑
i xi = 0, and have unit variance, i.e.,
1
N x
Tx = I. With
these constraints the solution corresponds to the eigen-
vectors corresponding to the lowest eigenvalues (disre-
garding the zero eigenvalue) of the matrix M = (I −
A)T (I − A). Like LE, LLE too has a single parameter
– the embedding dimension. The results are in Fig. 2,
where we again consider up to three values for the number
of dimensions (i.e., 32, 128, 256) and derive the best per-
formance curve by identifying the best d-value for each
benchmark graph via exhaustive optimization. The con-
clusion is similar as for LE: LLE generally underperforms
Infomap. The optimal performance curve is better but
the values of the best number of dimensions vary with
the network.
3. Higher-Order Preserving Embedding (HOPE)
Higher-Order Preserving Embedding (HOPE) [19] aims
to preserve the similarity between nodes. In its general
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Figure 1. Performance of Laplacian Eigenmap on LFR net-
works of 1,000 nodes (a) and 10,000 nodes (b). The NMI
values are averaged over 10 realizations of the same LFR con-
figuration for each µ. The baseline performance is that of
Infomap (N). The shaded area of the Infomap curve in (a) re-
flects the large fluctuations of the NMI when the performance
declines: here the partition found by the algorithm oscillates
between one correlated with the planted one and the parti-
tion into one cluster, so the distribution of the NMI for those
values of µ is bimodal (with peaks near 1 and 0), which gives
a large variance. The spherical distance metric (•) performs
better than euclidean distance (x) in the regime of low µ and
high embedding dimension d. The best possible performance
( ) is found by doing an exhaustive search across 50 differ-
ent values of d ranging from 2 to 500 for each network and
selecting the one with the largest NMI.
formulation, the function that is optimized is ||S−xxT ||
where S is the similarity matrix and the matrix distance
is the sum of the squares of the differences between the
corresponding matrix elements. Although the authors
try several different similarity metrics, we found Katz
similarity [20] to be the best performing one and used it
in our experiments here. Katz similarity is defined as
Skatz =
∞∑
l=1
βAl (5)
where β < 1 is a decay parameter. The other parameter
d is the embedding dimension.
Figure 3 shows the results of the analysis, where we
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Figure 2. Performance of Locally Linear Embedding on LFR
networks of 1,000 nodes (a) and 10,000 nodes (b). The NMI
values are averaged over 10 realizations of the same LFR con-
figuration for each µ. The baseline performance is that of
Infomap (black). The cosine distance metric (•) performs
better than the Euclidean distance (x) in the regime of low
µ and high embedding dimension (d). The best possible NMI
( ) is found by doing an exhaustive search across 50 differ-
ent values of d ranging from 2 to 500, for each network and
selecting the one with the largest NMI.
only considered the smaller LFR graphs, with 1, 000
nodes, as experiments on the larger networks have a high
computational cost. The colored curves correspond to
the optimal performance, which is obtained by using the
genetic algorithm described in Section II D. We followed
two different approaches: 1) optimization of the param-
eters for each individual network; 2) optimization of the
parameters for the whole curve, so that their values are
fixed for every µ and graph. This is to check whether we
can recommend specific pairs of values for clustering pur-
poses. Also, we considered both k-means algorithms. By
construction, the graph-based optimization offers a su-
perior performance than the optimization based on the
whole curve, though the difference is not big.
The Infomap curve is better than all optimal ones until
µ ∼ 0.7, then it undershoots them for larger µ, though in
that region the overall performance is quite poor because
communities are well blended with each other.
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Figure 3. Performance of Higher-Order Preserving Embed-
ding on LFR networks with 1,000 nodes. The baseline perfor-
mance is that of Infomap (black). For each value of the mixing
parameter, µ, the average NMI over 10 configurations is re-
ported. The best parameters are found by employing a genetic
optimization in two different ways — finding the best param-
eters for each configuration separately (brown) and finding
the optimum parameter set across all values of µ (green and
red, the optimal parameters are indicated) by optimizing the
area under the curve. The spherical distance metric (dashed)
performs better than the Euclidean metric (solid lines).
4. Modularized Nonnegative Matrix Factorization
(M-NMF)
Modularized Nonnegative Matrix Factorization (M-
NMF) [21] incorporates modularity [22] into the opti-
mization function. Modularity is a function expressing
how good a partition in communities is, based on the
comparison between the network and randomized ver-
sions of it, which are supposed not to have community
structure. The minimization of the optimization func-
tion guarantees that nodes are projected near each other
if they are similar and, at the same time, if they belong to
clusters of high-modularity partitions. The similarity be-
tween two nodes is the cosine similarity of vectors whose
entries are the overlaps between the neighborhoods of the
nodes. Although the original paper does not mention a
default set of parameters, we use the following ones for
the experiments in this paper - dimension d = 128, KKT
penalty λ = 0.2, clustering penalty α = 0.05, modu-
larity regularization penalty β = 0.05, similarity mixing
parameter η = 5.0, number of iterations Ni = 200.
The results are in Fig. 4. In panel (a) we show the
curve obtained with the default parameters above and
the ones obtained by optimizing the NMI for each indi-
vidual graph and for the whole range of µ-values. The op-
timization is carried out with the procedure described in
Section II D. All curves are better than Infomap’s. How-
ever, when we use the default parameters for the larger
LFR graphs (b), the performance degrades considerably
and Infomap does much better. On such graphs we could
not derive the optimal curves. Due to the high number
of parameters, the optimization is very costly, compu-
tationally, so we only report the curve with the default
parameters.
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Figure 4. Performance of Modularized Nonnegative Matrix
Factorization for LFR benchmark graphs of 1,000 nodes (a)
and 10,000 nodes (b). The baseline performance is that of
Infomap (black). The performance obtained by using the de-
fault parameters (blue and orange) is almost as good as the
best performance obtained by doing an evolutionary optimiza-
tion over the parameters. The latter can be done optimizing
NMI for each graph configuration separately (brown) or opti-
mizing the area under the curve (green and red). For graphs
of 10,000 nodes the default parameters lead to a poor per-
formance. There is no significant difference between the two
different metrics (Euclidean and spherical)
B. Random Walk Embeddings
In this Section we present tests carried out by using
embeddings that rely on random walks performed on the
graph. We chose the two most popular techniques of this
class, described below.
1. DeepWalk
DeepWalk [23] applies language modelling techniques
from deep learning on graphs instead of words and sen-
tences. The algorithm uses local information obtained
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Figure 5. Performance of DeepWalk on LFR benchmark
graphs of 1,000 nodes (a) and 10,000 nodes (b). The base-
line performance is that of Infomap (black). The performance
of the algorithm using the default parameter set is better if
we adopt the Euclidean distance (blue, solid) instead of the
spherical distance (orange, dashed). The default parameter
performance is not significantly worse than the optimum per-
formance found by doing an evolutionary optimization over
each configuration ( ) or a single parameter set across all con-
figurations (?). For each value of µ, 10 different LFR graphs
are generated and the NMI value shown is the average across
them.
from truncated random walks to learn latent represen-
tations by treating walks as the equivalent of sentences
in the word2vec [24] language model. The default pa-
rameters used for the experiments here are: dimension
d = 128, window w = 10, random walk length t = 40,
number of walks per node n = 80.
In Fig. 5 we show the performance curves for the
default parameters for both standard (Euclidean) and
spherical k-means, as well as the optimal curves obtained
by maximizing the NMI for each single LFR graph and
using a single parameter set for the whole range of µ-
values. The curves are similar: the default parameter
curves are worse than Infomap’s, while the optimal per-
formance when the parameters are adjusted for each sin-
gle network is superior. For the larger LFR graphs (bot-
tom panel) the performance optimization is very expen-
sive, so we only report the curves obtained by using the
default parameters and the optimal parameter set found
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Figure 6. Performance of node2vec on LFR benchmark graphs
of 1,000 nodes (a) and 10,000 nodes (b). The baseline per-
formance is that of Infomap (black). The performance of
the algorithm using the default parameter set is better if
we adopt the Euclidean distance (blue, solid) instead of the
spherical distance (orange, dashed). The default parameter
performance is not significantly worse than the optimum per-
formance found by doing an evolutionary optimization over
each configuration ( ) or a single parameter set across all con-
figurations (?). For each value of µ, 10 different LFR graphs
are generated and the NMI value shown is the average across
them.
on the smaller graphs. The latter closely follows the curve
of the default parameters (Euclidean distance).
2. node2vec
node2vec [25] uses the same optimization procedure as
DeepWalk, but the process to generate the ”sentences”
is different. Instead of using simple random walks as
in DeepWalk, node2vec uses biased random walks. The
walk consists of a mixture of steps following breadth-
first and depth-first search, with parameters p and q reg-
ulating the relative weights of the two approaches. The
default parameters used for the experiments here are: di-
mension d = 128, window w = 10, random walk length
t = 10, number of walks per node n = 80, biased walk
weights p = 1 and q = 1.
In Fig. 6 we show the performance curves for the
7default parameters for both standard (Euclidean) and
spherical k-means, as well as the optimal curves obtained
by maximizing the NMI for each single LFR graph and
using a single parameter set for the whole range of µ-
values. For the default parameters the results are very
similar as for DeepWalk, since for those parameters the
two techniques are equivalent (Fig. 5). For the larger
LFR graphs we include the curve with the optimal single
parameter set found for the smaller networks, which is
significantly worse than the default parameter curves in
this case. This shows that the optimal parameter set is
strongly dependent of the network size, along with other
features.
C. Large-Scale Information Network Embedding
(LINE)
Large-Scale Information Network Embedding
(LINE) [26] projects nodes the closer to each other
the higher their similarity. It considers both first order
similarity, based on whether nodes are adjacent or not,
and second order similarity, based on the overlap of the
neighborhoods of two nodes.
There are two different ways to obtain the embeddings,
denoted LINE-1 and LINE-2. The authors also suggest
concatenating the two embeddings to obtain a 2d dimen-
sional embedding which we denote by LINE-1+2.
In Fig. 7 we show the results for the LFR graphs with
1,000 nodes. The method is very slow so we could not
produce the analogous curve for benchmark graphs with
10,000 nodes. For each of the three different implementa-
tions of the method we have derived the optimum param-
eters via the genetic algorithm of Section II D, for each
LFR network. For LINE-1 the optimal performance ex-
ceeds that of Infomap, though the curves are very close,
the other two implementations are far worse. We do not
show the curves corresponding to the default parameters
because they are very poor.
In Tables I and II we summarize our comparative anal-
ysis by reporting the performances of the various tech-
niques, measured via the area under the curve.
IV. CONCLUSIONS
We have evaluated the perfomance of graph cluster-
ing techniques mediated by embeddings of networks in
high-dimensional vector spaces. The identification of the
clusters in the vector space is done via data clustering
methods, specifically k-means. Overall we found that the
several embedding strategies we have adopted do not help
to resolve the community structure of LFR benchmark
graphs better than Infomap, a community detection al-
gorithm that acts directly on the network, without any
embedding. The parameters of the embedding procedure
can be optimized such to get close or even outperform the
curve of Infomap. However, the optimal parameters gen-
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Figure 7. Performance of Large-Scale Information Network
Embedding on LFR benchmark graphs for 1,000 nodes. The
baseline performance is that of Infomap (black). The curves
show the optimal performance of the three implementations
of the method. The first implementation, LINE-1, is clearly
the best and outperforms Infomap, albeit by a small margin.
erally vary with the mixing parameter µ, so we could
not come up with a single parameter set that we can
recommend for clustering applications. Besides, the op-
timal parameter values are affected by the network size
as well, so there would not be a ”one-size-fits-all” param-
eter set. This means that, for a given real network, we
cannot know which parameters are best to reveal its mod-
ular structure, which results in noisy partitions. Finally,
the combination of embedding techniques plus data clus-
tering is a computationally expensive procedure. While
some embedding algorithms can scale up to very large
graphs, data clustering techniques (like k-means) typi-
cally scale superlinearly with the graph size. As a re-
sult, the full procedure is much more computationally
demanding than Infomap or other fast graph clustering
methods.
We acknowledge that the embedding is just a compo-
nent of the overall clustering algorithm, and that the per-
formances we observe might be due to the data clustering
approach used to group the points into clusters. We have
used k-means and Gaussian Mixture Models (results not
shown), which are regularly adopted for data clustering,
without finding significant differences. Still, the number
of clusters, which is usually unknown in practice, needs
to be specified as input, and we set it equal to the correct
value for the planted partition. By doing that we have
significantly helped the performance, whereas many net-
work clustering algorithms (including Infomap) are able
to infer the number of clusters. This means that the
curves we have shown in our plots are better, in gen-
eral, than the ones we would obtain if the number of
clusters were inferred via some criterion. We also recog-
nize that the concept of distance becomes problematic in
high-dimensional spaces and work is in progress to alle-
viate the drawbacks deriving from that.
We believe that, for the network clustering task, em-
8Area Under Curve
Algorithm Default pa-
rameter set
Optimum pa-
rameter set
Optimum sin-
gle parameter
set
Infomap 0.60
Laplacian Eigenmap 0.64
LLE 0.64
HOPE 0.64 0.62
M-NMF 0.63 0.65 0.64
DeepWalk 0.59 0.64 0.61
node2vec 0.62 0.66 0.64
LINE 0.62
Table I. Comparison of the performances of Infomap and the embedding-based clustering algorithms we have adopted in our
tests, for LFR benchmark graphs of 1, 000 nodes. Performance is estimated by computing the area under the curve (AUC).
We started computing the AUC from µ = 0.1 because in some cases we do not have results for lower µ-values. Each value in
the table is the higher score between the one obtained using the Euclidean distance and the one obtained using the spherical
distance.
Area Under Curve
Algorithm Default pa-
rameter set
Optimum pa-
rameter set
Infomap 0.62
Laplacian Eigenmap 0.66
LLE 0.64
M-NMF 0.57
DeepWalk 0.60
node2vec 0.59
Table II. Same as Table I, but for LFR benchmark graphs of 10, 000 nodes.
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Appendix A: Failure of spectral methods at high
dimensions for µ –¿ 0
In Figs. 1 and 2 we have seen that the performance
for spectral embedding methods like Laplacian Eigenmap
and Locally Linear Embedding is not very good for low
values of µ. This is against intuition, as clusters there
are well separated from each other and fairly easy to re-
solve. To check what happens we have considered a rela-
tively simple graph with two communities, built via the
stochastic blockmodel (SBM) [8]. The SBM is a model of
graphs with built-in community structure. The proba-
bility to form a link between two nodes only depends on
the groups the nodes belong to. The LFR benchmark is
a special case of SBM. Here we consider only two com-
munities, with 100 nodes each. The probability of having
links within the groups is pin = 1, the probability of hav-
ing links between the groups is pout = 0.01, so that the
communities are well separated from each other. In this
example we expect that the embedding generates two sets
of points well separated from each other. In Fig. A.1 we
see what happens if we do the embedding of this net-
work using Laplacian Eigenmap for different numbers of
dimensions: d = 2, 5, 10. Each row of plots refers to a
value of d (growing from top to bottom). For each d, we
compute the cosine similarity of all pairs of nodes, com-
puted via their respective vectors. Red and black/grey
indicate pairs in the same versus different groups. The
expectation is that node pairs in the same cluster have
higher similarity than pairs in different clusters. The left
plot shows the actual similarity values for each pair and
indeed we see that pairs of nodes in the same community
are very similar, while pairs of nodes in different commu-
nities are very dissimilar. This is further indicated by the
right diagram, showing the probability distribution of the
similarities. We see that, as d increases, the difference be-
tween within-community and between-community pairs
reduces. For d = 10 pairs of nodes have very low similar-
ity, regardless of their group memberships, which makes
it difficult to separate the nodes. This is due to the pe-
culiar behavior of the eigenvectors of the Laplacian when
the clusters are almost disjoint. On the other hand, in
Fig. A.2, we consider an SBM like that in Fig. A.1, but
with pin = 1 and pout = 0.1. Now we see that the two
groups can be identified even at high dimensions. In the
special case of Laplacian Eigenmap, we can modify the
embedding strategy by multiplying the eigenvector com-
ponents by the inverse of the corresponding eigenvalue.
By doing that we see that the two groups are clearly sep-
arated (Fig. A.3). This trick, however, cannot be easily
extended to other embedding strategies relying on graph
spectra.
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Figure A.1. Problem of spectral embeddings for well-separated communities. The network is generated by an SBM with two
blocks, pin = 1 and pout = 0.01 and N=100 in each block. Laplacian Eigenmap is applied for dimensions d = 2, 5, 10 (top
to bottom). The cosine similarity for within cluster node pairs overlaps with that of the node pairs across clusters for higher
embedding dimension, making the identification of the clusters hard even for this straightforward example.
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Figure A.2. Problem of spectral embeddings for well-separated communities. The network is generated by an SBM with two
blocks, pin = 1 and pout = 0.1 and N=100 in each block. Laplacian Eigenmap is applied for dimensions d = 2, 5, 10 (top to
bottom). The cosine similarity for within cluster node pairs has limited overlap with that of the node pairs across clusters for
higher embedding dimension, making the identification of the clusters easier.
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Figure A.3. Improving Laplacian Eigenmap. The network is generated by the same SBM as in Fig A.1. A modified version of
Laplacian Eigenmap for d = 50 is applied, in that the eigenvector components are multiplied by the (inverse) eigenvalue. In
the first row we show analogous diagrams as in Figs A.1 and A.2, for the Euclidean distance (top row) and the cosine similarity
(bottom row). The clusters are now well separated.
