Abstract-In this letter, we consider the problem of synchronization of a network of nonlinear systems with high-frequency noise affecting the exchange of information. We modify the classic (linear) diffusive coupling by adding dynamic dead zones with the aim of reducing the impact of the noise. We show that the proposed redesign preserves asymptotic synchronization if the noise is not active and we establish a desired input-to-state stability property. Simulation results show that, in the presence of noise, the dynamic dead zones highly improve the rejection properties.
others, it is worth mentioning [9] , where the author exploits passivity tools, [10] with dissipativity theory, and [11] , where the authors use high-gain arguments. Nowadays, many the results of the linear framework have been successfully extended to the nonlinear setting [12] , [13] .
Synchronization has been redefined often as a stabilization problem of a set describing the desired agreement, for instance by defining a synchronization error variable and studying the stability of its dynamics with respect to the origin. Attention has been given to the analysis of robust stability of the aforementioned set by considering the impact of noise [14] , perturbations [15] , and hybrid phenomena (such as switching topologies [16] and open networks [17] ). However, the definition of control architectures that allow mitigating the effect of these perturbations/phenomena over the networks is a topic widely open. Some authors have exploited H ∞ techniques in the case of networks of linear systems [18] , [19] , while in [20] the authors studied the problem of synchronization exploiting integral quadratic constraints (IQC). However, it is a well known fact that the extension of these techniques to the nonlinear framework presents several obstructions. The problem of high-frequency noise has been considered also in [21] in the context of quantized information, where the authors proposed a hysteretic quantizer.
In recent years, many authors have revisited the design of linear and nonlinear observers by adding nonlinear dynamic filters on the output injection term to reduce the effect of perturbations, such as noise and outliers, affecting the measurement. A notable example of this approach is [22] , where the authors studied the use of dynamic saturations to improve the performance of the observer in the presence of impulsive perturbations of the measurement. In the same spirit, in [23] the authors studied the use of dynamic dead zones to deal with high-frequency measurement noise. More recently, the case of nonlinear systems has been considered [24] , [25] and simulations show that dead-zone observers can significantly improve performances.
Motivated by these results, in a recently submitted work [26] , the authors have considered the use of dynamic saturations to mitigate the impact of impulsive perturbations affecting the communication between linear agents in a network. In this letter, we consider the problem of synchronization in networks of nonlinear systems in presence of high-frequency noise over the communication between agents. We modify the off-the-shelf diffusive coupling by adding dynamic dead zones to reduce the impact of high-frequency noise affecting the communication among the agents. This letter represents a first attempt in studying the benefits of designing nonlinear dynamic couplings in the context of networks of nonlinear systems and displays promising results in reducing the effects of noise affecting the communication.
This letter is structured as follows. In Section II we introduce the synchronization problem at hand and we briefly review the existing results in literature. In Section III, we present the dead zone redesign and state the main result of this letter. In Section IV, simulation results are presented.
Notation: R denotes the set of real numbers and R >0 = (0, ∞); · denotes the standard Euclidean norm; the distance of a vector x ∈ R n from a closed set X ⊂ R n is denoted as x X = min w∈X x − w ; ⊗ denotes the Kronecker product; diag denotes the diagonal operator; col denotes the column operator, namely, given a i ∈ R, i = 1, . . . , n, we have col(a 1 , . . . , a n ) ∈ R n×1 . Moreover, given some row vectors a i ∈ R 1×r , i = 1, . . . , n, we have col(a 1 , . . . , a n ) ∈ R n×r . On R n , we define the row-vector basis We use the standard notation of input-to-state stability (ISS) and class-K and class-KL functions introduced in [27] .
Graph Theory: In a general framework, a communication graph is described by a triplet G = {V, E, A} in which V is a set of n nodes V = {v 1 , v 2 , . . . , v n }, E ⊂ V × V is a set of edges e jk that models the interconnection between two nodes with the flow of information from node j to node k weighted by the (k, j)-th entry a kj ≥ 0 of the adjacency matrix A ∈ R n×n .
We denote by L ∈ R n×n the Laplacian matrix of the graph, with its elements defined as kj = −a kj for k = j, kj = n i=1 a ki for k = j. A time-invariant graph is said to be connected if and only if L has only one trivial eigenvalue λ 1 (L) = 0 and all other eigenvalues λ 2 (L), . . . , λ n (L) have strictly positive real parts (see [28] ). Thus with μ L ∈ R >0 we denote the positive scalar such that
(
Furthermore, we assume the following.
We define the following transformation T ∈ R n×n as
which (from Assumption 1) satisfies
where eig{L 22 
Also, we will use the following notations
II. SYNCHRONIZATION OF NONLINEAR SYSTEMS
Consider n identical nonlinear agentṡ
where x j ∈ R d is the state of the j-th agent, u j ∈ R d is the diffusive coupling control input to be defined, (S, B, C) d is a triplet in prime form, φ : R d → R is globally Lipschitz and w j ∈ R is a noise acting on the output y j through the gain D ∈ R. The agents (6) are connected according to a directed graph G = {V, E, A}, fulfilling Assumption 1. Moreover, each agent of the network satisfies the following assumption. Assumption 2: There exists a compact set X ⊂ R d such that system (6) is input-to-state stable (ISS) with respect to u j relative to X, namely there exist a class-KL function β and a class-K function γ such that
.
Remark 1:
The structure of (6) and the assumption on φ(·) hold for any uniformly (globally) observable nonlinear system, as discussed in [16, Sec. 2.2]. It would also be possible to allow functions φ to be only locally Lipschitz by assuming that all x j evolve in some given compact sets, see also [13, Remark 1] .
Under Assumptions 1 and 2, the problem of synchronization, namely of asymptotic convergence to zero of x i − x k , for all i, k ∈ {1, . . . , n}, can be addressed in the absence of measurement noise w j , via a distributed diffusing coupling design properly assigning the input of the all the agents j = 1, . . . , n. Among the different frameworks and designs proposed in literature, see for instance [9] - [10] , in this letter, we refer in particular to [13] . Therein, it is shown that the synchronization problem is solved by selecting
for suitable selections of K (characterized next in Theorem 1) and g > 0 and where ji denotes the (j, i) entry of the Laplacian matrix L. To suitably characterize the collective behavior, and as a guideline for selecting K, it is customary to write in compact form the network interconnection of (6) via (7) by defining
With this notation, the x dynamics reaḋ
where (x) := col(φ(x 1 ), . . . , φ(x n )). Following [13] , and by recalling the structure of the matrix T introduced in (2), the compact form (9) can be conveniently manipulated by considering the change of variables
In the (x 1 , e) coordinates, system (9) exhibits a pseudotriangular structure of the forṁ
where we have used (3), (4) and the following definitions
thus highlighting the pseudo-triangularity of (11) thanks to the global Lipschitz properties of (·). It is readily seen that in absence of measurement noise w, assessing global exponential stability of e (namely exponential convergence to zero of the error coordinates) guarantees asymptotic synchronization of the agents to the perturbed trajectory of x 1 which is bounded due to Assumption 2. Thus convergence to the forward invariant set X is established. To this end, we recall the result from [13] , which provides a suitable choice of the diffusing coupling K establishing exponential stability of the e-dynamics (11) . We also report the main steps of the proof given in [13] which are instrumental to the main result of this letter, see Section III. Furthermore, we show that the resulting network dynamics is also input-to-state stable (ISS) with respect to w. Theorem 1: Suppose Assumptions 1 and 2 hold. Let K in (7) be selected as 1
with μ L defined in (1) and for some a > 0. Then, there exists g ≥ 1 such that, for any g > g , the network (9) is ISS with respect to w relative to the compact set
Proof: The proof is an immediate generalization of the construction in [13] . First of all, let us define the following change of coordinates
By using the fact that
where we defined
Since φ is globally Lipschitz, there exists > 0 such that
Now, following [13, Appendix A] and thanks to Assumption 1, we know there exists an invertible complex matrix Q ∈ C n×n such that QL 22 Q −1 = diag(λ 2 , . . . , λ n ). With the matrix P = P > 0 solution to (13), we define the quadratic Lyapunov function
where Q * is the conjugate transpose of Q and H R := Re(Q * Q) is Hermitian and positive definite by construction. From the property of the Kronecker product, we obtain
with the positive scalars 
where in the last step we have used the (18) and we denoted γ = . Let g = 2 H R P −1 /(āα) and select any g > g . Then, using c :=āα − 2g −1 H R P −1 > 0 the previous inequality can be bounded aṡ
As already established in [13] , when w = 0, the triangular structure in (11), Assumption 2 applied to the x 1 -dynamics, and inequality (22) allow concluding global exponential stability of the set X. Moreover, when w = 0, ISS of the set X can be proved by using again (22) and standard Lypaunov arguments (see, e.g., [29, Ch. 10] for further details). Remark 2: By inspecting the proof of Theorem 1, we see that the choice of the gain g might be critical. A large g allows to dominate the nonlinear contribution to the dynamics, thus enforcing stability of ε. However, since the ISS-gain with input w is proportional to g, see (22) , disturbance rejection performances degrade for an increasing g.
III. REDESIGN VIA DYNAMIC DEAD ZONES
In order to improve the behavior in the presence of measurement noise, we follow the idea first proposed in [23] , [25] , by introducing a dead zone in the communication among the agents. In particular, by a similar design as in Theorem 1, we replace the linear selection in (7) by
where the dead zone level σ j is driven by the diffusing coupling input i ji y i itself, namely it obeys the dynamicṡ
in which θ, r > 0 are parameters to be properly chosen and σ j (0) is constrained to evolve in the forward invariant set R ≥0 . 2 Intuitively, the dead zone level σ j evolves according to the diffusive coupling i ji y i and converges to zero when the diffusive coupling goes to zero, namely when synchronization is achieved.
In order to derive a more compact notation for the closedloop system, we define the following variables
As a consequence, by using the notation (8), the network interconnection of (6) via (23), (24) , can be written in the following compact forṁ
where
In the next theorem, we show that the dead zone design (23), (24) preserves the same properties stated in Theorem 1. Theorem 2: Consider the network of n agents (6), (23), (24) (equivalently (26)) and suppose Assumptions 1 and 2 hold. Let K and g be chosen according to Theorem 1. Then, for any r > 0, there exists θ > 0 such that for any θ ≥ θ , the network (26) is ISS with respect to w relative to the set X defined in (14) .
Proof: First, let us introduce the following identity
where sat √ σ (·) is defined as As a consequence, by using the definition of ζ in (25), we rewrite the x-dynamics in (26) aṡ
As in Section II, we apply the change of coordinatesx = (T −1 ⊗ I d )x with T as in (2) and we recall the structure (10) . Note that, in light of (25), the variables ζ i are defined in the new coordinates as
for all i = 1, . . . , n, in which the matrices M i are defined as in (5) . As a consequence, by collecting the ζ i defined in (28), and by using the definition of M given in (5), we obtain
namely the variable ζ is independent of x 1 . Similarly to (11) , thex = (x 1 , e)-dynamics are obtained from (27) and (29) as followsẋ
with A g , g , defined in (12) , and where we denoted K e := (col(b 2 , . . . , b n )T −1 ⊗ GK). Finally, as in the proof of Theorem 1, we apply the change of coordinates (15) to the e-dynamics in (30), and we ignore for the time being the x 1 -dynamics. Note that (M ⊗ CG −1 g) = (M ⊗ C), which implies ζ = (M⊗C)ε+(L⊗D)w. As a consequence, similarly to (16) , by using the definitions of A, , given in (17), we obtain the following dynamics in the ε-coordinateṡ
with
Consider now the Lyapunov function, independent of x 1 , defined as W(ε, σ ) = V(ε) + ν1 n σ , with V defined as in (19) and ν > 0 a parameter to be defined. Following (21), we compute its time derivative aṡ
By using the definition of the saturation function, we have the following property Fig. 1 . In Figure 1 (a), a comparison between the synchronization without coupling redesign and with coupling redesign is shown. In Figure 1(b) , the norm of the inputs u j without redesign and with dead zone redesign is shown.
Furthermore, by using the definition of ζ and the Young inequality, 3 there exists m, δ > 0 such that ζ 2 ≤ m ε 2 + δ w 2 . Finally let β := (H R ⊗ P −1 )K ε . Now let g be fixed so that g > g with g given by Theorem 1. As a consequence, by using previous bounds, inequality (22) , and again the Young inequality for the coupling term in σ and ε, the time derivative of W can be upper-bounded as follows:
Let r > 0 be fixed and select ν =
When w = 0, the last inequality implies that ε and σ converge exponentially to zero by standard Lyapunov arguments. Since the x 1 -component is ISS with respect to ζ 1 (see Assumption 2), we conclude that the set X defined in (14) is globally exponentially stable. When w = 0, inequality (33) and the ISS property of Assumption 2 allow to conclude that the closed-loop system is also ISS relative to the set X.
IV. SIMULATION RESULT
We consider here the example proposed in [13] . In particular, we select (6) as a network of n = 5 Van der Pol oscillators, whose dynamics are given bẏ
exchanging their output information y j with their neighbors and with control inputs u j = (u j 1 , u j 2 ) defined according to (7) and K chosen according to Theorem 1 with g = 10 and a = 2. The same network is then considered by replacing (7) with the dynamic dead zones designed according to (23) - (24), with θ = 30 and r = 25. The network considered in this example is described by the Lapalacian matrix
A white noise |w j | ≤ 1, acting on the communication is considered. At t = 0 sec we add the white noise to the output of one of the oscillators. The noise persists for 10 sec and then vanishes. Sequentially, each oscillator's output is affected. Last, at t = 100 sec, the white noise affects all the communication between the agents. Simulation results are shown in Figure 1 , both for the classic design and the redesign proposed in Section III. We can observe that with both designs the network converges to practical synchronization. The results in Figure 1(a) show clearly that, by redesigning the control input with our dynamic dead zone, the impact of the noise is highly reduced both during the transient and in steady-state. This can be observed also by looking at the norm u j of the control input in Figure 1(b) . Without redesign, the noise has a strong impact on the synchronization input. Such improvement results to be even more visible for larger choices of g. By looking at the local values of the threshold σ j in Figure 2 , it is possible to observe how differently the dynamic dead zones operate depending on which output is affected by the noise. Last, we observe that when all communication channels are affected by the noise, the standard design fails to guarantee synchronization over the nominal Van der Pol trajectory while the redesign preserves such trajectory.
V. CONCLUSION
In this letter, we proposed the use of dynamic dead zones to reduce the effect of high-frequency noise affecting the communication between nonlinear agents in a network. We have shown that a dead zone redesign allows to preserve the synchronization properties while improving the performance of the network. Numerical simulations reveal a concrete potential to reduce the ISS gain from the measurement noise to the synchronization errors, although the quantitative characterization of this ISS gain appears to be a nontrivial task due to the convoluted nonlinear effect of the dynamic dead zone.
This letter can be extended in many directions. First, by considering a wider class of systems and nominal diffusive couplings. Second, by considering the use of other dynamic filters, such as dynamic saturations, to take into account more complex perturbations affecting the network. With this respect, we plan to extend the approach presented in [26] to the nonlinear framework.
