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Abstract
Title: Single Waypoint ZEM/ZEV Based Closed-Loop Controller Design for
Rendezvous with a Rotating Target
Author: Armando Alvarez Rolins
Advisor: Brian Kaplinger, Ph.D.

The research presented in this thesis addresses a very specific kind of autonomous
rendezvous procedure between two spacecraft in close proximity, namely that in which
the chaser object is attempting to dock at a location on a rotating target which is tracing
a circle perpendicular to the axis of rotation. The approaches that have been mentioned
in literature which focus on this specific condition make use of offline optimization
algorithms to plot the trajectory of the chaser and use closed-loop control to follow that
trajectory. This method is computationally demanding and does not allow for feedback
in the desired boundary conditions based off of new observations on the target’s motion.
This research proposes to use a fully closed-loop control to perform this kind of
rendezvous and compares the cost attained by three different control laws given the
same problem parameters. The proposed solution makes use of a single waypoint to
avoid a trajectory which causes a collision before meeting its boundary conditions. It
was found that the three control laws proposed are comparable in their cost under the
same problem parameters and waypoint selection, but it was observed that the waypoint
selection relates to the cost in a nonlinear fashion. The choice of waypoint based on
position, velocity and time of flight to the waypoint was discussed and a search for a
global minimum was done for each of the three control laws. It was found that the
problem of choosing the waypoint behaves similarly between the three control laws,
however no method of systematically picking the minimum cost waypoint was found.
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Chapter 1
Introduction

The boundaries of space exploration – once thought to be limited by escaping Earth’s
orbit – have been consistently pushed beyond what was thought possible ever since the
first man-made object was put in space. One of the challenges present in any complex
space mission is the ability to perform Rendezvous and Docking (RVD) operations,
which involves docking two spacecraft by having one spacecraft (the chaser) approach
the second (the target) and couple them together. One of the objectives of NASA’s
Project Gemini was “[…] to effect rendezvous and docking with another vehicle, and to
maneuver the combined spacecraft using the propulsion system of the target vehicle
[...]” [1]. During Gemini, engineers understood the complexity of the problem and how
orbital dynamics influence the procedure, making it non-intuitive and therefore a key
component of mission success.
Since then, RVD capability has been pivotal for space missions from Apollo 11 to
building the International Space Station (ISS) [2], in which up until 2011 the Space
Shuttle used to take cargo and crew onboard. After the Space Shuttle was retired, the
Soyuz and Progress remained in use to regularly perform ISS resupply [3]. Because of
the ISS’s need for regular resupply, unmanned vehicles such as the European Space
Agency’s (ESA) Automated Transfer Vehicle (ATV) and the Japanese Space Agency’s
(JAXA) H-II Transfer Vehicle (HTV) have been developed. In addition, the Dragon
capsule and the Cygnus capsule have been developed by the Commercial Orbital
Transportation Services (COTS) [4] program as a result of an effort to increase
cooperation between NASA and private companies and to privatize ISS resupply. A
crewed version of the Dragon spacecraft called the Dragon V2 is currently under
development by Space X. Boeing is also developing its own crewed spacecraft called
1

the CST-100. Both the Dragon and the CST-100 will have the capability of performing
RVD operations autonomously [5]. While the docking ports of the ISS and any
cooperative spacecraft can be considered stationary during RVD, the idea of automating
the RVD procedure brings up the problem of having precise information about the
target. If the target is stationary and precise information about the relative position
between the target and the chaser spacecraft can be obtained through relative GPS data,
visual sensors, lidar, or the Russian Kurs system [6], then automated RVD can be done
safely and reliably. The first unmanned spacecraft to successfully perform RVD with a
target not equipped with an active feedback system (such as Kurs) was the ETS-VII by
National Space Development Agency of Japan, it consisted of a satellite with a robotic
arm which conducted RVD and space robotic experiments for nearly 5 years [7]. A more
intricate set of experiments was designed to be performed by the Orbital Express
mission managed by the US Defense Advanced Research Projects Agency (DARPA) to
demonstrate proximity operations, station keeping, RVD and capture with the objective
of performing refueling. The mission was successful in demonstrating high levels of
autonomy for this kind of operation [8]. NASA also sponsored efforts to develop an
autonomous RVD system with the DART satellite, however the mission ended
prematurely after a slow velocity collision with the target [9]. However, with increasing
space exploration proposals, some missions may require more complicated RVD, where
a target may be translating, rotating or non-cooperative (not sending information about
its state). Some of these cases are discussed in this section.

1.1 Rotating Spacecraft
Concepts for successors to the ISS include crewed research stations beyond LEO and
designs capable of accommodating longer term crew shifts by simulating Earth gravity.
These concepts usually involve spinning parts and would present an added challenge to
RVD procedures. It is expected that halting the rotation of a massive spacecraft for
2

RVD, followed by spinning it back to its nominal rotation would be more expensive
than performing an RVD with a docking port travelling along the circle described by
the spinning spacecraft. Therefore, the problem of automating that procedure needs
further research.
Many proposed missions include two tethered spacecraft rotating about a common
center of mass. The tether in question would not have a rigid stationary part and any
RVD would have to be done with a tumbling target [10, p. 132]. One example of such
a system is the Multi-Application Survivable Tether (MAST) experiment [11], which
consisted of three 1-kg CubeSat’s along a 1 km tether, with two at each end and one in
the middle which translated along the tether. Unfortunately there were problems with
the release mechanisms and the goals of the experiment of studying the dynamics of
tether formation were not met [12].

Figure 1 HASTOL Architecture [13]

3

Another concept of a rotating spacecraft was introduced by Boeing, in a study
commissioned by NASA’s Institute for Advanced Concepts. The study involves a space
tether system for orbital launch [13], and is illustrated in Figure 1.
A capture system would be tethered to a counterweight and a common center of mass
would have a low orbit trajectory. The capture system and counterweight would rotate
so the capture system would repeatedly descend close to a planetary surface, capture
objects, and in its ascent trajectory release the objects into orbit. Any maintenance to
such a system would require a rotating RVD with either the capture system or its
counterweight.

1.2 Addressing the Issue of Space Debris
Another issue faced by space endeavors is that of space debris, which has been more
actively addressed by space agencies more recently. As of June 2016, over 7,000 manmade objects have been launched into space. Out of those, only 1,419 satellites of the
3,600 still in orbit were active [14] [15]. As of that date 17,852 artificial objects within
tracking size are in Earth’s orbit [16] and it is further estimated that there are more than
170 million objects of size less than 1 mm [17].
Figure 2 shows how debris has increased since the dawn of the space age. Notable spikes

in the number of debris happened within the last 10 years; the first of them was the
Chinese anti-satellite missile test which targeted an old Chinese weather satellite, which
caused over 3,000 new objects to be scattered in orbit [18]. The second was a collision
between two telecommunication satellites Iridium 33 and Cosmos 2251 which added at
least an extra 1,000 new objects into orbit [19]. The latter of these two major collisions
happened by chance, and is a symptom of what is called the Kessler syndrome. The
higher the number of objects in orbit, the higher the probability of a collision.

4

Iridium 33 and Cosmos 2251 Collision
Destruction of Fengyun-1C

Figure 2 Orbital Debris over Time [52]

The Kessler syndrome established a critical density for objects in orbit, above which the
frequency of chance collisions generates more debris than the number which de-orbits
over the same amount of time, causing the number of debris in orbit to exponentially
increase [20]. One potential trigger for such a situation is a satellite called Envisat,
which is inactive and has a mass of 8,211 kg, and drifts at about 700 km, an altitude
with the highest density of space debris. It is estimated that two objects pass within 200
meters of it every year, and a collision involving Envisat could potentially trigger the
cascade effect [21].
The only solution to address the cascade effect and keep space debris within a safe
margin to prevent this from happening is the active removal of existing debris or inactive
satellites. One of the proposed ideas to do that is an Electrodynamic Tether (EDT)
designed by JAXA, in which propulsive force is generated using Lorentz Force from
the current flow of an electrically conductive tether moving through Earth’s magnetic
field [22]. Another method of addressing the problem of space debris was proposed by
5

the University of Surrey and involves deploying a solar sail for general propulsion and
deorbiting of the spacecraft at the end of its mission [23]. The concept has been extended
to using a sail on a mission with the specific objective of de-orbiting inactive satellites
or large objects.
Because most space debris is tumbling due to attitude perturbations, approach of and
active interference with these objects is a complex issue. Deployment and attachment
of a tether, or proper orientation of the sail to cause the desired propulsion vector, is
essential to mission success. However, because these objects are passive, they cannot
be de-tumbled before first physical contact. Some propulsive unit has to perform a RVD
procedure with the tumbling target before a de-orbiting sequence can be initiated. As
the suitable features for docking are not guaranteed to be in line between the center of
mass and the axis of rotation, the RVD has to be able to be performed with a docking
location which is tracing a circle perpendicular to the axis of rotation.

1.3 Near Earth Objects Threat Mitigation
The NASA Authorization Act of 2005 (Public Law No. 109-155) directed the NASA
administrator to submit a report to Congress in which they outline in detail a plan to
perform survey, analysis and characterization of Near-Earth Objects (NEOs) as well as
possible techniques to divert them [24]. The survey program set the goal of detecting,
tracking, cataloguing and characterizing 90% of Potentially Hazardous Objects (PHOs)
larger than 140 m whose orbits bring them closer than 0.05 AU from Earth by 2020
[25]. This Act demonstrates an increased awareness of scientists, engineers and
members of Congress for the threats posed by NEOs to public safety. While this Act
has increased efforts in tracking and characterization of these objects and also increased
funding, this expansion has also brought along the need for a more structured program
and increase in NEO grants as outlined in a NASA Audit Report [26]. The report also
outlines the need for international agreements to accomplish the program goals.
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Although these efforts have yielded significant results, their focus has been on detection
and tracking of these objects. Due to this focus, results concerning the effort of
mitigation are still inconclusive. One of the main points to enhance NEO preparedness
is still deflection and disruption [27]. As stated on a survey review report by the National
Research Council (NRC): “Although all of the primary mitigation strategy methods are
conceptually valid, none is now ready to implement on short notice” [28, p. 67]. This
same report further outlines in detail what methods of mitigation would be appropriate
depending on two main factors: warning time and scale of event (size/mass of NEO).
Two of those methods considered appropriate to deal with medium to large scale threats
within a medium to small warning time are nuclear detonation and kinetic impact
methods with the intention of disruption as outlined in [29]. They state that these
methods are only effective with many years of warning so that adequate orbital change
can be performed. Disruption could worsen the situation by creating a larger number of
smaller fragments without changing the NEO’s orbit, so: “This option would likely
require a system on standby at all times and a decision to disrupt made long before the
probability of impact was high” [28, p. 84].
If such a system is put in place, it would have to have the capability of doing in situ
reconnaissance of the target and establish a location to make physical contact. The first
complication to that intercept is that NEOs – in the same way as debris in Earth’s orbit
– are affected by attitude disturbances over time and are most likely tumbling.
Furthermore, the adequate point of physical contact cannot be guaranteed to be on the
rotation axis of the target. In the same way as active removal of space debris, physically
intercepting a NEO would require a RVD procedure which is capable of tracking a point
revolving around a rotation axis. A second problem with such an intercept is that it has
to occur with extreme anticipation and therefore at a great distance from any tracking
station or relay satellite. This means that all computations for the RVD procedure have
to be done on board, and the control law has to be fully closed-loop and robust to
tracking errors due to the limited capabilities of onboard sensors and observation points.
7

Therefore, it is clear that certain advances have to be made in current autonomous RVD
to take into account more complicated scenarios and non-cooperative targets. Space
research is becoming increasingly more concerned with missions involving such
constraints. The current research available in the field, which is discussed in more detail
in the next chapter, presents some interesting approaches to the problem, however most
are still dependent on open-loop solutions and offline computations. The research
presented in this thesis uses a proven guidance approach for a planetary landing
problem, applies it to the rotating RVD problem, and compares it to an optimal solution,
in an attempt to simplify the control laws being used in the problem in order to divert
more computational effort into optimizing the trajectory parameters.

8

Chapter 2
Background
Many algorithms have been proposed for RVD procedures. It is generally considered
that RVD is divided into 3 parts: Far-Range Approach, Mid-Range Approach, and Final
Approach. Because the greatest complexity of the problem is caused by the boundary
conditions this research is focused only on the Final Approach guidance algorithms.
Within the set of Final Approach guidance algorithms which have been proposed, most
deal with stationary and/or cooperative targets. Only a few deal specifically with
autonomous RVD on non-cooperative, tumbling targets.

2.1 Optimal RVD for Tumbling Targets
The open-loop optimal trajectory for this problem can be obtained by setting up a
nonlinear programming problem on a software such as the Gauss Pseudospectral
Optimization Solver (GPOPS), which uses linearized relative orbital motion dynamics
for the system and Pontryagin’s minimum principle to minimize a cost function usually
defined as either time or fuel. The problem with this solution is that it is open-loop, and
does not take into account real-time feedback, and is therefore not adequate to deal with
tracking errors which are expected in real applications. Furthermore, the computation
effort is quite large and it takes many hours or days for the computation to converge to
a solution [30]. Such a method is adequate for establishing a reference with which to
compare closed-loop solutions and how well they are at reducing cost with less
computational effort.

9

2.2 Free Motion Path Method
The FMPM method is an algorithm based on linearized dynamics of the system and
aims to use closed-loop control to match the attitude rate of the chaser with that of the
target [31]. The intention is to use a grasping mechanism for the capture while the
matched attitude rates allow that capture to occur at small relative motion. The algorithm
is functional with Kalman filter based estimation from two cameras onboard the chaser
and requires no information to be actively provided by the target. It is stable and robust
to errors in sensing, can be optimized for fuel consumption, and does not require a large
computational load, however it is focused on matching rotation rates for the purpose of
capture and would not allow for a complete docking with virtually zero relative motion.

2.3 Linear Quadratic Regulator
The Linear Quadratic Regulator (LQR) is a simple form of an optimal control algorithm.
It is based on a linear system with a quadratic weighed cost function and time variable
gains. The general form of an LQR is for a Linear Time Invariant system (LTI)
𝒙̇ = 𝐴𝒙 + 𝐵𝒖

(1)

And cost function
∞

𝐽 = ∫ (𝒙(𝒕)𝑻 𝑸𝒙(𝒕) + 𝒖(𝒕)𝑻 𝑹𝒖(𝒕))𝑑𝑡

(2)

0

In the case of a spacecraft, the system state can be defined as the position and velocity
and the control input can be defined as thrust or change in velocity which can be directly
related to fuel consumption. The controller will therefore try to minimize the system
state relative to the origin and the control input effort required [32]. Some modifications
to this controller can be added, such as an LQ-Servo and Phase Plane LQR. These were
developed for the Synchronized Position Hold Engage and Reorient Experimental
10

Satellites (SPHERES) experiment [33]. SPHERES is made up of three microsatellites
which were put on-board the ISS and performed several experiments on formation
flying and autonomous docking. The SPHERES algorithm, however, used a splinebased path planning algorithm to compute a trajectory and used an LQR based controller
to follow that trajectory. While the controller is robust to sensor errors in the chaser
position, it cannot account for errors in the target state at the final time. [33]. Under the
report’s recommendations it is stated: “This issue is with knowing the state of the target
spacecraft at the pre-defined final time 𝑡𝑓 . The current method simply propagates the
initial state of the target with translational and attitude dynamics model in a
deterministic manner. However, the problem here is with knowing how accurate that
initial state is.” [33, p. 173]

2.4 Fuzzy Logic Controller
An attempt at solving the problem of performing the RVD procedure in a closed-loop
fashion was done by using a Fuzzy Logic Controller (FLC), as well as coupling the FLC
with a PID controller [34]. Both the FLC alone and the FLC coupled with the PID were
tested in numerical simulations and shown to be able to successfully perform RVD on
a non-cooperative target for a stationary docking port but are not able to handle the case
of a tumbling target. The PID controller helped to improve fluctuations encountered by
the FLC alone, but did not help in the cost performance of the trajectory. The author
suggests that implementing a Kalman filter for noise reduction, and tuning the PID to
improve the performance of the control algorithm. The author further suggests that a
genetic algorithm can be implemented to improve the membership functions of the FLC.
Fuel-optimization on the FLC and PID approach has not been done as of the writing of
this thesis. However this approach shows encouraging results as a feasible alternative
to automated RVD and contains multiple areas for improvement.
11

2.5 Inverse Dynamics
One approach to performing RVD with a rotating target, fully closed-loop with fuel
minimization, is to use inverse dynamics which works by using kinematic information
(which for RVD applications describe the system state) and calculate kinetic
information (translational and attitude control input). Inverse dynamics in the virtual
domain with sequential gradient-restoration algorithm was suggested by Ciarcià and
Romano [35]. The method was then tested in planar configuration for 150 test runs and
proved to be effective by showing robust performance for target rotations within the
range of 1 to 4 deg/s [36]. The guidance and control algorithm showed substantial
variance in its performance and tests were performed for a narrow scope of initial
geometries and target rates, but nonetheless showed results which suggests it can be a
feasible solution to tackle the problem.

2.6 Zero-Effort-Miss/Zero-Effort-Velocity Feedback
Guidance & General Applications
The problem of autonomous RVD with a rotating target is very complex, especially
taking into account the technical limitations of real missions. A guidance law robust to
tracking errors would be a valuable contribution to the field. One guidance law which
is a candidate for solving this problem is the Zero-Effort-Miss/Zero-Effort-Velocity
(ZEM/ZEV) guidance, which has been proven effective to deal with a range of
applications [37].
The concept of ZEM is that a control law is defined based on the position error at the
final time if no further control effort is made. Ebrahimi et al. [38] introduced the concept
of the ZEV where the control law also includes a term based on the velocity error at the
final time if no further control effort is made. The research used ZEM/ZEV with sliding
mode guidance for a fixed-interval propulsive maneuver interceptor. The ZEM/ZEV
12

law was later used in a nonlinear guidance algorithm for planetary landing, both in the
case of a lunar landing [39], and also for a Mars powered descent phase [40]. It was
shown by Guo et. al. [41] that, in a uniform gravitational field, ZEM/ZEV is a general
form of optimal feedback guidance for intercept, rendezvous and planetary landing.
For the specific case of planetary landing, it is documented that the ZEM/ZEV law does
not have collision constraints and is only capable of meeting the final conditions. This
means that it cannot guarantee that the trajectory will dip below ground before reducing
position and velocity to zero in the final time. Bong Wie introduces the idea of a
waypoint optimized ZEM/ZEV for planetary landing so that a given velocity vector is
specified in a specific position at a specific time in flight as to avoid that ground collision
[42]. The comparison for different starting conditions can be seen in Figure 3.

Figure 3 ZEM/ZEV without waypoint (left), ZEM/ZEV with waypoint constraint (right) [46]

It is evident that the waypoint is effective in preventing the trajectories to descend below
0 altitude. However the method of establishing an optimal waypoint is done through an
open-loop optimization approach, and therefore is still insufficient as a fully closed-loop
on-board guidance law.
The research presented in this thesis is an attempt to implement the ZEM/ZEV method
for the rotating RVD problem, and compare the performance of the ZEM/ZEV with an
13

LQR-based law under the same conditions. Furthermore, a third law is proposed
consisting of a combination of the ZEM/ZEV and the LQR. The justification for this
attempt is that, within the distance considered for a final approach, the gravity terms can
be considered to be not dependent on position and therefore should not affect the optimal
properties of the ZEM/ZEV significantly. The research is concerned with how the
control laws are applicable to a rotating relative motion frame, and also to study how
the selection of the collision-avoidance waypoint affects the cost of each control law
used in order to provide some insight on how the problem of waypoint selection may be
tackled in closed-loop.
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Chapter 3
Mathematical Models and Derivations

3.1 Linearized Dynamic Equations for Relative Motion in
Orbit
Most spacecraft orbital maneuvers and trajectories are performed based on an inertial
frame of reference fixed on a large body’s center of mass (i.e. Earth’s center of mass for
Earth bound orbits). However this coordinate frame is not ideal for two objects within
close proximity to each other to perform RVD.
Close proximity operations between two objects in orbit are based on a target, or
reference frame between object A and object B. This coordinate frame is rotating and
noninertial, which means that Newton’s second law cannot be used directly to model
the dynamics of relative motion. The coordinate frame for relative motion is shown in
Figure 4

Figure 4 Relative motion reference frame [43]
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The coordinate frame is centered on one of the objects, object A (the target) and
describes the state of object B (the chaser) in relation to the origin. If R is defined as the
inertial position of the target, then the position of the chaser is described by
𝒓 = 𝑹 + 𝛿𝒓

(3)

where 𝛿𝒓 is the relative position between the chaser and the target. Because this
coordinate frame is defined in close proximity between target and chaser,

𝛿𝑟
𝑅

≪ 1 where

𝛿𝑟 = ‖𝛿𝒓‖ and 𝑅 = ‖𝑹‖. The motion of the chaser relative to geocentric inertial frame
can be expressed by
𝒓̈ = −𝜇

𝒓
𝑟3

(4)

where 𝑟 = ‖𝒓‖. It is possible to express the motion of the chaser relative to the target
by inserting Equation (3) into Equation (4) and linearizing the result, neglecting terms
with higher order than 1;
𝛿𝒓̈ = −

𝜇
3
[𝛿𝒓
−
(𝑹 ∙ 𝛿𝒓)𝑹]
𝑅3
𝑅2

(5)

The only resulting unknown in this equation is 𝛿𝒓 which is a first order term.
The vector components for 𝛿𝒓 in a comoving frame can be expressed as
̂
𝛿𝒓 = 𝛿𝑥𝒊̂ + 𝛿𝑦𝒋̂ + 𝛿𝑧𝒌

(6)

So the equation of motion of the chaser relative to the target in the comoving frame can
be expressed by substituting Equation (6) into Equation

(5),

and

in

its

simplest form yields
𝛿𝒓̈ = −

𝜇
̂]
[−2𝛿𝑥𝒊̂ + 𝛿𝑦𝒋̂ + 𝛿𝑧𝒌
𝑅3

(7)

Through a sequence of substitutions found in [43, pp. 379,380], it is possible to arrive
at three scalar differential equations
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2𝜇 ℎ2
2(𝑽 ∙ 𝑹)ℎ
2ℎ
𝛿𝑥̈ − ( 3 + 4 ) 𝛿𝑥 +
𝛿𝑦
−
𝑑𝑦̇ = 0
𝑅
𝑅
𝑅4
𝑅2

(8a)

𝜇
ℎ2
2(𝑽 ∙ 𝑹)ℎ
2ℎ
𝛿𝑦̈ + ( 3 − 4 ) 𝛿𝑦 −
𝛿𝑥
+
𝑑𝑥̇ = 0
𝑅
𝑅
𝑅4
𝑅2

(8b)

𝛿𝑧̈ +

𝜇
𝛿𝑧 = 0
𝑅3

(8c)

If the reference orbit – that of the target – is taken to be circular, 𝑽 ∙ 𝑹 = 0, ℎ = √𝜇𝑅
𝜇

and the angular velocity 𝜔 = √𝑅3. So Equations (8a) can be expressed in a simplified
form as
𝛿𝑥̈ − 3𝜔2 𝛿𝑥 − 2𝜔𝛿𝑦̇ = 0

(9a)

𝛿𝑦̈ + 2𝜔𝛿𝑥̇ = 0

(9b)

𝛿𝑧̈ + 𝜔2 𝛿𝑧 = 0

(9c)

These three equations are collectively called the Clohessy-Wiltshire-Hill (CWH)
equations, for which an analytical solution exists and model the dynamics of RVD used
in this research.
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3.2 Derivations of Optimal Feedback Guidance Law
Given the dynamics of the environment of the problem in question it is necessary to
define the control laws that should be used for the chaser to follow a given trajectory to
the target. The control laws will dictate the control input in the form of acceleration 𝑎(𝑡)
or equivalently ∆𝑉 based on the relative position and velocity of the chaser to the target.
Because the control input is directly related to propellant expenditure, it is also taken as
the cost function the control law will try minimize. The optimal control law will
therefore define a series of control inputs as the chaser moves towards the target and
thus will define the trajectory which requires least propellant expenditure.

3.2.1 Optimal Control Law for CWH Dynamics Rendezvous (LQR)
The dynamics discussed in the previous section can be defined in the state-space for a
linear system of the form
𝒙̇ = 𝐴𝒙 + 𝐵𝒖

(10)

where the state of the system is defined as 𝒙 = [𝑥 𝑦 𝑧 𝑥̇ 𝑦̇ 𝑧̇ ]𝑇 , and the input vector is
defined in terms of acceleration as 𝒖 = [𝑎𝑐,𝑥 𝑎𝑐,𝑦 𝑎𝑐,𝑧 ]𝑇 , therefore the state matrix is
based on the CWH terms as
0
0
0
𝐴=
3𝜔2
0
[ 0

0
1
0
0
0
0
0
0
0 −2𝜔
0 −𝜔2

0
1
0
2𝜔
0
0

0
0
1
0
0
0

0
0
0
0
0
0]

(11)

and the input matrix correspondingly as
0
0
𝐵= 1
0
[0

0
0
0
1
0
18

0
0
0
0
1]

(12)

The cost measure is directly related to the ∆𝑉 imparted on the vehicle by the control
input, so the cost function is defined as
1 𝑡𝑓
𝐽 = ∫ 𝒖𝑇 𝒖 𝑑𝑡
2 0

(13)

so Pontryagin's optimal control Hamiltonian is formulated as
1
𝑯 = 𝒖𝑇 𝒖 + 𝒑𝑇 (𝐴𝒙 + 𝐵𝒖)
2

(14)

where 𝒑 is the costate vector. From here, it is possible to obtain the costate equations by
taking the partial derivatives of the Hamiltonian with respect to the costate vectors, the
state vectors, and input vectors. Therefore:
𝛿𝑯
= −𝐴𝑇 𝒑
𝛿𝒙
𝛿𝑯
𝒙̇ = −
= 𝐴𝒙 + 𝐵𝒖
𝛿𝒑

(15)

𝛿𝑯
= 𝒖 + 𝐵𝑇 𝒑 = 𝟎
𝛿𝒖

(17)

𝒑̇ = −

(16)

So, from the last costate equation
𝒖 = −𝐵 𝑇 𝒑

(18)

Expanding the state partial derivative, the costate system becomes
0
0
𝒑̇ = − 1
0
0
[0

0
0
0
1
0
0

0
0
0
0
1
0

3𝜔2
0
0
2𝜔
0
0

0
0
−2𝜔
0
0
0

0
0
−𝜔2 𝒑
0
0
0 ]

(19)

One interesting point to observe is that 𝑝̇2 and 𝑝̇6 do not appear in that expression, and
are therefore taken to be constant. For that reason it is convenient to separate them since
𝑝2 = 𝑐𝑜𝑛𝑠𝑡. = 𝑝2,0 and 𝑝6 = 𝑐𝑜𝑛𝑠𝑡. = 𝑝6,0 where the 0 subscript represents the initial
costate (with respect to time). The standard solution of a linear time invariant system is
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well known and discussed in [44, p. 19] where in the time domain it takes the general
form
𝑡

𝒙(𝑡) = 𝑒 𝐴𝑡 𝒙(0) + 𝑒 𝐴𝑡 ∫ 𝑒 −𝐴𝜏 𝐵𝒖(𝜏)𝒅𝝉

(20)

0

Because the general system input was defined in terms of 𝒑(𝑡), it is of interest to express
it in terms of 𝒑𝟎 . Also, because this calculation is done iteratively, the costate values are
calculated for every time step, and there is no input to the costate system, so the integral
term disappears. The costate solution is written as
𝑇

(21)

𝒑(𝑡) = 𝑒 −𝐴 𝑡 𝒑(0)
So from Equation (18) it is possible to define the actual system input as
𝑇

(22)

𝒖 = −[𝐵𝑇 𝑒 −𝐴 𝑡 ]𝒑𝟎

Therefore, using the general solution for an LTI in Equation (20) for the system in the
form of (10), and replacing the control vector by Equation (22), the state of the system
can be expressed as
𝑡𝑓

𝑇

𝒙(𝑡) = 𝑒 𝐴𝑡 𝒙(0) + 𝑒 𝐴𝑡 [∫ −[𝑒 −𝐴𝜏 𝐵𝐵 𝑇 𝑒 −𝐴 𝜏 ]𝒅𝝉] 𝒑𝟎

(23)

0

𝑇
𝑡
Here it is convenient to define 𝐴̂(𝑡) = 𝑒 𝐴𝑡 and 𝐵̂ (𝑡) = −𝑒 𝐴𝑡 [∫0 𝑓 [𝑒 −𝐴𝜏 𝐵𝐵 𝑇 𝑒 −𝐴 𝜏 ]𝒅𝝉],

so this solution can be rewritten as
𝒙(𝑡) = 𝐴̂(𝑡)𝒙(0) + 𝐵̂ (𝑡)𝒑𝟎

(24)

It is desired to express the system after a fixed elapsed time, so Equation (24) can be
expressed as
𝒙(𝑡𝑓 ) = 𝐴̂(𝑡𝑓 )𝒙(0) + 𝐵̂ (𝑡𝑓 )𝒑𝟎
where 𝑡𝑓 is a final time. If Equation (25) is rearranged for 𝒑𝟎 it becomes
20

(25)

−1

𝒑𝟎 = 𝐵̂ (𝑡𝑓 ) (𝒙(𝑡𝒇 ) − 𝐴̂(𝑡𝑓 )𝒙(0))

(26)

Which rearranged and 𝒑𝟎 substituted as per Equation (22), gives the following
expression:
−1

𝑇
𝒖(𝑡) = 𝐵 𝑇 𝑒 −𝐴 𝑡 𝐵̂(𝑡𝑓 ) (𝒙(𝑡𝑓 ) − 𝐴̂(𝑡𝑓 )𝒙(0))

(27)

For computational implementation, this control input is evaluated at every time step.
The input command is the command given at the beginning of every time step and the
motion of the chaser is propagated through that span of time. So when Equation (27) is
evaluated at the start of a new time step (t = 0), the expression for the optimal CWH
dynamics rendezvous guidance law is obtained.
𝒖 = 𝐵 𝑇 𝐵̂𝑓

−1

(𝒙𝒇 − 𝐴̂𝒙𝟎 )

(28)

where 𝒙𝒇 is defined as the desired final state and 𝒙𝟎 is the current state. The control
law described in Equation (28) has the term (𝒙𝒇 − 𝐴̂𝒙𝟎 ) which at any time expresses
the difference between the final desired state and the current system state, which with
no control input for correction will correspond to the “miss” at the final time. This
term is defined as the ZEM term in this controller, therefore Equation (28) can be
rewritten as
𝒖 = 𝐵 𝑇 𝐵̂𝑓

−1

𝒁𝑬𝑴

(29)

This control law, as well as being based on the ZEM term, includes the effect of the
CWH terms which means that the controller anticipates the linearized effects of the
relative orbital motion in its input. Because the system is described by a set of linear
differential equations and the cost is described as a quadratic function, the controller is
in the form of a Linear Quadratic Regulator (LQR). However, since the cost of this
problem is well defined –it is directly related to propellant expenditure – the objective
function is fixed and the control law is optimized accordingly (as opposed to using fullstate feedback to tailor the properties of the controller). The symbolic development of
the 𝐵̂ for the planar case used in this research can be found in Appendix A.
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3.2.2 Optimal Control Law for Linear Dynamics Rendezvous (Pure ZEM/ZEV)
The optimal control law for a simple rendezvous problem is discussed by Bryson & Ho
[45, pp. 154,155], it uses a simple linear system with a quadratic criteria as such:

1
𝑱 = [[𝒗
2

𝒓] [

𝒓̇ = 𝒗

(30)

𝒗̇ = 𝒂(𝑡)

(31)

𝐶1
0

0 𝒗
] [ ]]
𝐶2 𝒓

𝑡=𝑡𝑓

1 𝑡𝑓
+ ∫ 𝒂𝑇 𝒂 𝑑𝑡
2 𝑡

(32)

Where 𝐽 is the objective function, 𝐶1 , 𝐶2 are constants and 𝑡𝑓 is the final time. If the
acceleration is defined in terms of Lagrange multipliers, then
𝒂(𝑡) = −Λ 𝑟 (𝑡)𝒓(𝑡) − Λ 𝑣 (𝑡)𝒗(𝑡)

(33)

1
1
2
(𝑡
−
𝑡)
+
𝑓
𝐶1
2 (𝑡𝑓 − 𝑡)
Λ𝑟 =
𝐷(𝑡𝑓 − 𝑡)

(34a)

1
1
1
2
3
𝐶2 + 𝐶1 (𝑡𝑓 − 𝑡) + 3 (𝑡𝑓 − 𝑡)
Λ𝑣 =
𝐷(𝑡𝑓 − 𝑡)

(34b)

Where
𝐷(𝑡𝑓 − 𝑡) = [

1
1 1
1
3
+ (𝑡𝑓 − 𝑡)] [ + (𝑡𝑓 − 𝑡) ] − (𝑡𝑓 − 𝑡)4
𝐶1
𝐶2 3
4

(35)

In this form, the acceleration term puts into light some properties of the problem by
varying the constants 𝐶1 and 𝐶2 .
Case 1: If 𝐶1 is unconstrained and 𝐶2 → ∞

Λ𝑣 =

Λ𝑟 = 0

(36a)

1

(36b)

1
𝐶1 + (𝑡𝑓 − 𝑡)

𝒂(𝑡) = −

𝒗(𝑡)
1
[𝐶 + (𝑡𝑓 − 𝑡)]
1
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(37)

Then 𝑟(𝑡𝑓 ) is uncontrolled, and this is called “velocity to be gained/lost” control
Case 2: If 𝐶1 → 0 and 𝐶2 → ∞
Λ𝑟 =

(38a)

(𝑡𝑓 − 𝑡)
1 1
3
𝐶2 + 3 (𝑡𝑓 − 𝑡)
2

(𝑡𝑓 − 𝑡)
Λ𝑣 =
1 1
3
𝐶2 + 3 (𝑡𝑓 − 𝑡)

(38b)

𝒗(𝑡)

(39)

𝒂(𝑡) = −3 [

(𝑡𝑓 − 𝑡)

+

𝒓(𝑡)
(𝑡𝑓 − 𝑡)

2]

Then 𝑟(𝑡𝑓 ) → 0. If V is defined as the velocity along the line of sight, and we let the
line of sight angle be:
𝜆=

𝒓(𝑡)
𝑽(𝑡𝑓 − 𝑡)

(40)

So that the line of sight defines the angle between the current chaser velocity vector and
the relative position vector to the target. Then
𝒂(𝑡) = −3𝑽𝜆̇

(41)

Equation (41) is also known as Proportional Navigation Guidance (PNG) [42]. This is
usually used for missiles which require a target intercept, which means reducing relative
distance to the target to 0 but having no constraint on final velocity.
For a rendezvous intercept however, the final time boundary is constrained both with
respect to relative position as well as relative velocity, since it is desirable to make the
intercept as soft as possible to avoid mechanical damage to the docking port. This leads
to the last case of the problem.
Case 3: If 𝐶1 → 0 and 𝐶2 → 0
Then the Lagrange multipliers remain the same as in Case 2, but the expression for
acceleration changes into:
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𝒂(𝑡) = −

6𝒓(𝑡)
(𝑡𝑓 − 𝑡)

2

−

4𝒗(𝑡)

(42)

(𝑡𝑓 − 𝑡)

Which is the guidance law used for rendezvous where the desired final state is set to 0.
Equation (42) takes position 𝒓(𝑡) and velocity 𝒗(𝑡) as referenced from the origin, this
guidance law therefore approaches a target located at the origin. For a target offset from
the origin, Equation (42) can be rewritten as
𝒂=−

6(𝒓𝑓 − 𝒓) 4(𝒗𝒇 − 𝒗)
−
2
𝑡𝑔𝑜
𝑡𝑔𝑜

(43)

Where 𝒓𝑓 is the position of the target (or final desired position), 𝒗𝑓 is the final target
velocity (or final desired velocity), 𝑡𝑔𝑜 is the time remaining for the intercept, and (𝒓𝑓 −
𝒓) is the difference between the chaser position and the target position at any given time
and therefore represents the ZEM term defined previously. For this equation however,
the system state is explicitly separated into position and velocity, therefore the term
(𝒗𝒇 − 𝒗) is also distinctly defined as ZEV. The final form of this law can then be written
as
𝒂=−

6𝒁𝑬𝑴 4𝒁𝑬𝑽
−
2
𝑡𝑔𝑜
𝑡𝑔𝑜

(44)

3.2.3 LQR and ZEM/ZEV Control Methods Blend (Mixed Control)
One tradeoff which can be made between the LQR and the ZEM/ZEV control laws is
to still consider the CWH dynamics in the modified state matrix 𝐴̂, but not considering
the CWH terms in the input matrix 𝐵 which is the most computationally demanding part
of the LQR method. This means that the control law is still represented by Equation
(44), but the ZEM/ZEV terms are redefined as

[

𝒓𝒇
𝒓
𝒁𝑬𝑴
] = [ ] − 𝐴̂ [𝒗 ]
𝒗
𝒇
𝒁𝑬𝑽
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(45)

3.2.4 Constrained Terminal-Velocity Guidance (CTVG)
In a similar way, it is possible to consider the same problem with a different cost
function. This is outlined in [46] as such
𝒓̇ = 𝒗

(46)

𝒗̇ = 𝒈 + 𝒂(𝑡)

(47)

1 𝑡𝑓 𝑇
𝑱 = ∫ 𝒂 𝒂 𝑑𝑡
2 𝑡0
Subject to the following boundary conditions;

(48)

𝒓(𝑡0 ) = 𝒓𝟎 ,

𝒓(𝑡𝑓 ) = 𝒓𝑓

(49a,b)

𝒗(𝑡0 ) = 𝒗0 ,

𝒗(𝑡𝑓 ) = 𝒗𝑓

(49c,d)

The Hamiltonian function is then defined as
𝐻=

1 𝑻
𝒂 𝒂 + 𝒑𝑟 𝑇 𝒗 + 𝒑𝑣 𝑇 (𝒈 + 𝒂)
2

(50)

where costate vector 𝒑𝑟 is associated with position and 𝒑𝑣 is associated with velocity.
As mentioned in the previous section, the close proximity rendezvous problem is one in
which gravitational variation with time and position can be considered negligible, and
therefore 𝒈 here is assumed to be a constant. This gives the costate equations and
optimal control as:
𝛿𝐻
=0
𝛿𝒓
𝛿𝐻
𝒑̇ 𝑣 = −
= −𝒑𝑟
𝛿𝒗
𝛿𝐻
= 0 ⇒ 𝒂 = −𝒑𝑣
𝛿𝒂
𝒑̇ 𝑟 = −

(51)
(52)
(53)

If we define the 𝑡𝑔𝑜 = (𝑡𝑓 − 𝑡) then the solutions to the costate equations can be
expressed as
𝒑𝑟 = 𝒑𝑟 (𝑡𝑓 )

(54)

𝒑𝒗 = 𝑡𝑔𝑜 𝒑𝑟 (𝑡𝑓 ) + 𝒑𝑣 (𝑡𝑓 )

(55)
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So the optimal control law can be expressed in terms of the Hamiltonian as
𝒂(𝑡) = −𝑡𝑔𝑜 𝒑𝑟 (𝑡𝑓 ) − 𝒑𝑣 (𝑡𝑓 )

(56)

So the states of the system are
𝑡𝑔𝑜 2
𝒗=
𝒑 (𝑡 ) + 𝑡𝑔𝑜 𝒑𝑣 (𝑡𝑓 ) − 𝑡𝑔𝑜 𝒈 + 𝒗𝒇
2 𝑟 𝑓
𝑡𝑔𝑜 3
𝑡𝑔𝑜 2
𝒓=−
𝒑𝑟 (𝑡𝑓 ) −
(𝒑𝑣 (𝑡𝑓 ) + 𝒈) − 𝑡𝑔𝑜 𝒗𝒇 + 𝒓𝒇
6
2
So the costate vectors can be written as
𝒑𝑟 (𝑡𝑓 ) =

6(𝒗 + 𝒗𝒇 ) 12(𝒓 − 𝒓𝒇 )
+
𝑡𝑔𝑜 2
𝑡𝑔𝑜 3

2(𝒗 + 2𝒗𝒇 ) 2(𝒓 − 𝒓𝒇 )
−
+𝒈
𝑡𝑔𝑜
𝑡𝑔𝑜 2
So the CTVG can be described by the desired state as

(57)

(58)

(59)

(60)

𝒑𝑣 (𝑡𝑓 ) =

𝒂(𝑡) =

6[𝒓𝒇 − (𝒓 + 𝑡𝑔𝑜 𝒗)] 2(𝒗𝒇 − 𝒗)
−
−𝒈
𝑡𝑔𝑜
𝑡𝑔𝑜 2

(61)

Or
6[𝒓𝒇 − 𝒓] 4(𝒗𝒇 − 𝒗)
𝒂(𝑡) =
+
−𝒈
𝑡𝑔𝑜
𝑡𝑔𝑜 2

(62)

For the soft rendezvous constraint where 𝒗𝒇 = 0, the CTGV has the form
𝒂(𝑡) = −

6(𝒓 − 𝒓𝒇 ) 4(𝒗 − 𝒗𝒇 )
−
−𝒈
𝑡𝑔𝑜
𝑡𝑔𝑜 2

(63)

Which is equivalent to the equation mentioned previously. If the terms ZEM and ZEV
are defined as 𝒁𝑬𝑴 = (𝒓 − 𝒓𝒇 ), and 𝒁𝑬𝑽 = (𝒗 − 𝒗𝒇 ), then
𝒂(𝑡) = −

6𝒁𝑬𝑴 4𝒁𝑬𝑽
−
−𝒈
𝑡𝑔𝑜
𝑡𝑔𝑜 2

(64)

Which is the guidance law used for the algorithm for RVD with a rotating target. This
shows that the exact same ZEM/ZEV terms can be used for a guidance law with the
addition of a gravity term, which are the CWH terms for the rendezvous dynamics.
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Chapter 4
Results - Numerical Simulations
An important step to investigate the feasibility of any algorithm designed to solve a real
world problem is to run a numerical simulation. The parameters of the simulator are
based on the dimensions found in the Florida Institute of Technology ORION lab [47],
with the target object placed in the center of the maneuver simulator. The center is also
the origin of the coordinate system, which means that for an area of dimensions 6 m x
3.6 m the coordinate grid ranges from -3 m to 3 m on the x-axis and -1.8 to 1.8 on the
y-axis.
The target and chaser objects are similarly dimensioned cubes of size 0.8 m x 0.8 m x
0.8 m, the distance from the origin to the docking port on the face of the target cube is
therefore 0.4 m. When the target cube is set to rotate, the docking port position traces a
circle around the origin which delimits an area inside the target. Any trajectory which
penetrates that area therefore causes a collision between the chaser and the target.
The initial position chosen for the chaser to start at is 𝒓 = [2.5 𝑚 1.3 𝑚]𝑇 and its initial
velocity is set to be 0. The target is set to rotate at 𝜔 = 1 𝑟𝑝𝑚 counterclockwise at the
initial [0.4 m 0 m]T position. These parameters are kept constant for all simulation runs.

4.1 Assumptions
This research is a great simplification of a much complex problem because its chief
purpose is to make a comparison of the performance of the three different control laws
under the same conditions. For this reason the computations made here are filled with
assumptions which make the comparison simpler, and the data easier to understand and
are - in the author’s view - negligible to the relative performance between the three
control laws.
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The first major assumption made throughout these calculations is related to the
effect of gravity on the dynamics of the system. As mentioned before, the CWH
terms were linearized and higher order terms were excluded. Effectively this
linearization is possible because the two spacecraft considered here are in close
proximity and not in highly eccentric orbits. This also eliminates the variation
of the gravity terms as a function of position, for which the ZEM/ZEV approach
would not be an optimal control law.



The problem considered here is planar and excludes a vertical dimension. While
this does not accurately represent a real situation of RVD it does not interfere
when comparing the relative performances of the control laws with each other.
The research in this thesis has been formatted for integration and testing in the
Florida Tech ORION lab where the algorithms presented here can be tested with
real time feedback, with data uncertainty and control effort limitations. The
author hopes the availability of such a lab will encourage less conservative
approaches to improving RVD techniques by providing a low risk environment
where new techniques and concepts may be proved before being fully integrated
into an actual spacecraft.



Another major limitation of the trajectories devised through this thesis is that it
considers both the chaser vehicle and the docking port to be singular points in
space. Real docking ports and chaser vehicles have protrusions and shapes
which might provide some restriction in the angle of the trajectories in which
final docking may occur. Furthermore, objects such as solar panels and radio
antennas in either vehicle might not only provide further constraints in the
approximation, but in the case of removal of space debris might even be
unknown to mission engineers until in-situ observations are made. Such
complications might make trajectories such as the pure ZEM in Figure 91 not
possible in practical applications. Efforts have been made to study autonomous
RVD procedures with non-cooperative targets [34] [48], and present more
clarity in the details of the practical implementations of such a trajectory.
28



It is also important to consider that this problem was not just dimensionally
simplified for the Florida Tech ORION lab, but it was also scaled down in size.
Real final approach guidance for RVD procedures start hundreds of meters
away, in the case of the ISS it starts at 200m [5]. It is assumed here that the same
principles and nonlinear dynamic behaviors apply when the problem is
considered over this shorter distance. It is expected however that the larger the
distance between the starting position and the final docking, the more the CWH
dynamics will influence the trajectory of the chaser. At such distances the
difference in cost between the control laws might be more pronounced.

4.2 Unconstrained Trajectories
The unconstrained trajectory is the simplest form of the problem where the acceleration
of the chaser is the acceleration due to the CWH terms added to the input acceleration
determined by the selected Guidance law.
𝒂(𝑡) = 𝒂𝐶𝑊𝐻 (𝑡) + 𝒂𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒𝑑 (𝑡)

(65)

When this acceleration is applied to the chaser, its path can be propagated to find the
optimal trajectory for a smooth unconstrained rendezvous. Therefore, the only free
variable of the problem is the total time of flight. The objective function takes the time
dependent form of
𝒂(𝑡) = 𝑓(𝑡𝑓𝑙𝑖𝑔ℎ𝑡 )

(66)

The time to go as defined in the ZEM/ZEV law is defined as
𝑡𝑔𝑜 = 𝑡𝑓𝑙𝑖𝑔ℎ𝑡 − 𝑡
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(67)

The three methods mentioned in Chapter 3 can be implemented in this fashion to
observe what kind of trajectories they generate. Because the time of flight is a free
variable, it is interesting to observe how trajectories change by varying the time of flight.

Figure 5 LQR Unconstrained Trajectories from 30 seconds to 180 seconds time of flight

Given that the scalar distance of the starting position of the chaser vehicle and the origin
is about 3 meters, and imposing a speed limit on the chaser vehicle of 0.1 𝑚𝑠 −1 , the
minimum time of flight chosen for a complete trajectory was 30 seconds. Trajectories
were plotted for a time of flight varying from 30 seconds to 180 seconds in 5 seconds
time intervals, to allow for 3 complete revolutions of the target docking port and
therefore form a thorough visualization of how the trajectories vary as their time of
flight changes.
Figure 5 shows the optimal trajectories and smooth rendezvous generated by the LQR

control law. It is readily apparent however that some of these trajectories pass through
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the inside of the circle which represents the target, this signifies that these trajectories
will cause a collision with the target at some point in their time of flight.

Figure 6 Mixed Control Unconstrained Trajectories from 30 seconds to 180 seconds time of flight

Figure 6 shows the same plot, except using the Mixed Control law described in chapter

3. It is noticeable that the trajectories are tighter together and show less drift, especially
closer to the target, which indicate larger gains and therefore more use of control
compared to the LQR. There also to be a higher number of trajectories close to the origin
and therefore causing a collision at some point in the flight.
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Figure 7 ZEM/ZEV Unconstrained Trajectories from 30 seconds to 180 seconds time of flight

Figure 7 shows the plot of unconstrained trajectories for the ZEM/ZEV control law. It

is noticeably more similar to the LQR trajectories than to the mixed method. The
trajectories less tight around the target. In addition, it that the same trajectories are
causing an obvious collision with the target.
If trajectories cause collisions between the chaser and the target then they cannot be
deemed as feasible solutions to the rendezvous problem. For any pick of time of flight,
none of the control laws can guarantee that no collisions will occur. So the
unconstrained form of the laws proposed are insufficient to ensure a feasible trajectory,
it is necessary to drive solutions away from the sweeping radius of the target docking
port.
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4.3 Waypoint Constraint Driven Trajectory
One approach to the problem of avoiding trajectories that intersect the target mid-flight
is to introduce a waypoint through which the chaser has to fly on its trajectories. The
new problem now becomes choosing the waypoint parameters such as to produce
trajectories which steer clear of the target. The objective function now can be defined
as dependent on more variables
𝒂(𝑡) = 𝑓(𝒓𝒘𝒂𝒚𝒑𝒐𝒊𝒏𝒕 , 𝒗𝒘𝒂𝒚𝒑𝒐𝒊𝒏𝒕 , 𝑡𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 , 𝑡𝑓𝑙𝑖𝑔ℎ𝑡 )

(68)

Where 𝒓𝒘𝒂𝒚𝒑𝒐𝒊𝒏𝒕 is a 2 dimensional position of the waypoint and 𝒗𝒘𝒂𝒚𝒑𝒐𝒊𝒏𝒕 is the 2
dimensional velocity at which the target will fly through the waypoint, and 𝑡𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 is
the time of flight until the waypoint. Because the chaser has to fly through the waypoint
within the specified time of flight, it is implied that the time of flight to the waypoint is
bounded, so 0 ≤ 𝑡𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 ≤ 𝑡𝑓𝑙𝑖𝑔ℎ𝑡 . In the same way the position of the waypoint
𝒓𝒘𝒂𝒚𝒑𝒐𝒊𝒏𝒕 is bounded to be strictly within the dimensions of the ORION lab floor so
−2.5 𝑚 < 𝑟𝑥,𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 < 2.5 𝑚 and −1.3 𝑚 < 𝑟𝑦,𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 < 1.3 𝑚. Similarly, because
the chaser has a limited velocity at 0.1 m/s, the constraint on the magnitude of the
velocity vector is 0 ≤ ‖𝒗𝒘𝒂𝒚𝒑𝒐𝒊𝒏𝒕 ‖ ≤ 0.1 𝑚𝑠 −1 . Because of this velocity constraint and
the starting position, there is a minimum amount of time it takes the chaser to reach its
target within the docking port’s 0.4 m radius from the origin, which is why trajectories
were analyzed starting at a time of flight of 30 seconds. Furthermore, because of the
constraint on the time of flight to the waypoint, it is more convenient to consider
𝑡𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 as a percentage of the time of flight. To better understand what the solution
region looks like, only one of the trajectories from the times of flight analyzed was
considered. At a time of flight of 150 seconds, the docking port will be on the opposing
side of the target at the final rendezvous time, making the control laws especially likely
to project a trajectory which – when unconstrained – will cause the chaser to fly close
to the origin and therefore cause a collision.
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Figure 8 Unconstrained Trajectories at 150s ToF

Figure 8 shows the trajectories projected by the three control laws for 150 seconds time

of flight when unconstrained. It is clear that they intersect with the target and cause a
collision. Therefore, the time of flight parameter is fixed at 150 seconds to further the
analysis of the behavior of these solutions. The cost of each of these trajectories is found
in Table 1.
Table 1 Costs of Unconstrained Trajectories for 150s ToF

Cost [m2s-3]

Control Law
LQR

0.1226

Mixed

0.1398

Pure ZEM/ZEV

0.1251

As explained previously, the unconstrained LQR is the best solution attainable for this
problem, holding all problem parameters the same. The pure ZEM/ZEV attains a cost
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reasonably close cost to the LQR as compared to the Mixed Control. Surprisingly,
combining the two derivations yielded a solution over 70% more expensive. From
Figure 8 it is intuitively evident that the trajectories need to be widened around the left

side of the target to avoid collision. For this reason, it is preferable to pick a waypoint
located on the left side of the target, with a 4th quadrant velocity vector and a waypoint
time consisting of a large fraction of the total time of flight. The waypoint was selected
according to the following logic.
𝜋
𝜋
𝑟𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 = 1.3𝐿 × [𝑟𝑥,𝑡𝑎𝑟𝑔𝑒𝑡 − cos( ), 𝑟𝑦,𝑡𝑎𝑟𝑔𝑒𝑡 − sin ( )]𝑇
2
2
𝜋
𝜋
𝑣𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 = 𝜔|𝑟𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 | × [𝑣𝑥,𝑡𝑎𝑟𝑔𝑒𝑡 − cos( ), 𝑣𝑦,𝑡𝑎𝑟𝑔𝑒𝑡 − sin ( )]𝑇
2
2

(69a)

(69b)

This offsets the waypoint from the target by 90° and 1.3 times the sweeping radius of
the docking port as an initial guess. The time of flight to the waypoint was chosen to be
at 90% of the total time of flight. For 150 seconds, that puts the waypoint at
𝑟𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 = [−0.52, 0]𝑇

(70a)

𝑣𝑤𝑎𝑦𝑝𝑜𝑖𝑛𝑡 = [0, −0.055]𝑇

(70b)

This position is to the left side of the target with a velocity pointing “downwards” to
force the trajectories to widen on the left side and fly around the target as opposed to
right through it. The time to the waypoint was chosen empirically, aiming to achieve a
time which would not be too early and force the trajectories to spend too much time
before the intersect but also not too late to force the trajectories to make an extra
propellant burn to catch up to the docking port. The velocity at the waypoint had the
same magnitude of the velocity of the docking port but was rotated by 90°. The problem
of choosing better parameters for the waypoint is addressed further below.
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Figure 9 Waypoint Constrained Trajectories at 150s ToF

Figure 9 shows the trajectory projected using the three control laws when constrained
by the waypoint. It is evident that the waypoint is effective in avoiding the collision.
However, it is important to point out the distinct behavior the Mixed solution displays
around the region of the waypoint. It seems that the Mixed control trajectory diverges
from the waypoint fast once those conditions are met, indicating a possibly larger cost
to that solution compared to both the LQR and pure ZEM/ZEV.
Table 2 Costs of Waypoint Constrained Trajectories at 150s ToF

Control Law

Unconstrained Cost [m2s-3]

Constrained Cost [m2s-3] % Increase

LQR

0.1226

0.2349

91.6

Mixed

0.1398

0.5403

286.5

Pure ZEM/ZEV

0.1251

0.2386

90.7
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Table 2 confirms that indeed there is a considerably larger increase in cost for the Mixed

Control solution. However, because the increase is different for each of the control laws,
this indicates that the optimal choice of waypoint is not unique for each of them. So
while the placement of a waypoint has proven to be an effective method in avoiding the
collision, it leads to a second problem in developing a full control law – picking the best
waypoint parameters.
By definition, the unconstrained solutions will yield the lowest cost, so it is desirable to
pick a waypoint which will ensure that a collision does not happen while inflicting the
least amount of added cost for that deviation. For that it is necessary to analyze the
location of the minimum cost waypoint and have an idea of the cost gradient for each
of the variables - that is knowing how the cost changes around that minimum.

4.4 Grid Search for Global Minimum Solution
One of the ways to search for the solution in this case is by brute force computation.
That entails calculating the cost for the trajectory at several possible waypoints
throughout the field, for several possible different velocity vectors at different flight
times to the waypoints.
The position of the points were linearly spaced out as to have a field defined by 200 x
100 equally distributed waypoints. At each waypoint, an array of 1000 random velocity
vectors was assigned and the cost function was calculated, and returned the velocity
vector which yielded the lowest ∆𝑉cost for each point. This computation was done for
a waypoint flight time of 10% to 90% of the total time of flight in intervals of 10%. An
artificial cost of 10 ms-1 (twice the order of magnitude of the previously computed costs)
was added to any trajectory which intersected the sweeping radius of the docking port
and caused a collision, including waypoints inside of that radius. This method is
computationally demanding and was done using parallel processing in C language.
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Figure 10 LQR Position Cost for 10% ToF

Figure 11 LQR Position Cost for 20% ToF
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Figure 12 LQR Position Cost for 30% ToF

Figure 13 LQR Position Cost for 40% ToF
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Figure 14 LQR Position Cost for 50% ToF

Figure 15 LQR Position Cost for 60% ToF
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Figure 16 LQR Position Cost for 70% ToF

Figure 17 LQR Position Cost for 80% ToF
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Figure 18 LQR Position Cost for 90% ToF

The results of these calculations for the LQR Control law can be seen in Figure 10 to
Figure 18. The first point of observation is that any region shaded in yellow signifies the

position of a waypoint which causes a collision in the trajectory, including the circle in
the middle which represents waypoints within the target itself. Two more yellow regions
can be observed in Figure 10; the region behind the target is not feasible because it
would mean the chaser would have to get to a waypoint on the opposing side of the
target in 10% of the total time of flight, which would cause it to have to fly through the
target to meet that condition. The region close to the starting position is also not feasible
because the chaser would have to catch up to the target in the remaining 90% of the
time. It is possible to see that as the waypoint is placed further along in the flight time,
the non-feasible region behind the target dissipates and the non-feasible region close to
the starting condition expands; the chaser has increasingly more time to reach regions
behind the target and less time to catch up to the target if it lingers too long close to the
starting position.
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Another point of observation from these plots is the existence of two minimum regions
throughout most of them, with the exception of Figure 18. This indicates the existence
of two classes of solutions, only one of which was explored through the guess of
waypoint in Figure 9. These two minima approach each other over time and join into
one at 90% of the time of flight, but it is also noticeable that the cost of these minima is
also decreasing as the waypoint time is increasing (as seen through the color bar on the
right side of the plots), and that the gradient around the minima is becoming steeper
with later waypoint times.
Table 3 Minimum Costs for LQR

Waypoint time [% of ToF]

x position [m]

y position [m]

Cost [m2s-3]

10

1.6206

1.3263

0.2869

20

1.2437

1.3000

0.2434

30

0.9422

1.3263

0.2242

40

0.2136

0.6434

0.2109

50

-0.1884

0.3808

0.1959

60

-0.0377

-0.4333

0.1822

70

-0.1633

-0.4859

0.1696

80

-0.2387

-0.5121

0.1580

90

-0.2633

-0.4808

0.1476

Table 3 shows the minima for these computations and confirms that in fact the lowest

cost is obtained with a waypoint in the last part of the flight. From the positions of these
minima it is also evident that the class of solutions whose minimum cost waypoint move
around the top of the target (in an anti-clockwise fashion) yields the least cost.
Moreover, from the data computed in this brute force test, it is also of interest to know
what the minimum velocity vectors are for each of these computed points. Figure 19 to
Figure 27 show what the best velocity vectors for each waypoint placement is, and give

a general idea of how these two solutions behave.
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Figure 19 LQR Quiver for 10% ToF

Figure 20 LQR Quiver for 20% ToF
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Figure 21 LQR Quiver for 30% ToF

Figure 22 LQR Quiver for 40% ToF
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Figure 23 LQR Quiver for 50% ToF
Figure 24 LQR Quiver for 60% ToF

Figure 25 LQR Quiver for 70% ToF
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Figure 26 LQR Quiver for 80% ToF

Figure 27 LQR Quiver for 90% ToF
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The quiver plots shown in Figure 19 to Figure 27 show how the lowest cost velocity
vector varies as the position of the waypoint varies. The first observation that can be
made by visual inspection is that the direction of the velocities vary approximately 180°
across the line on the 3rd quadrant which divides the non-feasible region for the lower
waypoint times. This serves as further evidence for the existence of two classes of
solutions as mentioned in the analysis of the position plots. A second interesting
observation is that the magnitude of the velocity vectors does not vary for a given
waypoint time - with the exception of those on the edge of the non-feasible regions –
and tend to decrease as the waypoint time increases. However, to have an idea of how
the pick of the velocity vector influences the cost of the solution, it is possible to pick
the minimum waypoint positions as shown in Table 3 and plot the cost of the solution
for varying vectors at that minimum cost position.

Figure 28 LQR Velocity for 10% ToF
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Figure 29 LQR Velocity for 20% ToF

Figure 30 LQR Velocity for 30% ToF
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Figure 31 LQR Velocity for 40% ToF

Figure 32 LQR Velocity for 50% ToF
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Figure 33 LQR Velocity for 60% ToF

Figure 34 LQR Velocity for 70% ToF
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Figure 35 LQR Velocity for 80% ToF

Figure 36 LQR Velocity for 90% ToF
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The velocity vector cost plots given from Figure 28 to Figure 36 show that the velocity
vectors are in fact decreasing in magnitude with increasing waypoint time – the location
of the minimum becomes closer to the origin. It is also possible to observe that the vector
progressively changes from the 2nd to 3rd quadrant from 10% to 50% of the time of
flight, and the domain of feasible solution becomes progressively smaller. At 60%, as
seen from the position data, the global minimum changes from top of the crest to the
bottom side of the crest, and the best velocity vector becomes more horizontal (with
larger x component than y component) in the leftward direction. The best trajectory
therefore also switches from counterclockwise at this point to the clockwise orientation.
The counterclockwise set of solutions can still be seen from Figure 33 to Figure 36 with
velocity vectors with larger magnitudes in the 4th quadrant, however with a higher cost
than heading the opposite way. In addition – because the waypoints for 60% and 90%
are located closer to the sweeping radius of the docking port – it is possible to see on
Figure 33 and Figure 36 an area of infeasibility for larger magnitude velocities in the

upward direction, which corresponds to a velocity vectors which are too large in the
direction of the target for the control law to avoid a collision. The waypoints at 70% and
80% are further away from the target, so they are less constrained in that direction. It is
also clearly apparent that the cost of the minimum solution is decreasing with increasing
waypoint time, and the gradient around that minimum is becoming steeper, therefore
confirming the observation made from the position plots.
The position plots, the quiver plots and the velocity plots together give a general idea of
how the cost of the solution changes by changing the waypoint variables. For the LQR
control law the variation in cost is highly nonlinear and therefore shows that the
selection of the waypoint has to be extremely precise. It is relevant to obtain the same
kind of data for the other two control laws to determine if their waypoint costs vary in
the same way. For the Mixed Control, all calculation parameters and constraints were
kept the same, and the same computation was run with a different control law.
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Figure 37 Mixed Control Position Cost for 10% ToF

Figure 38 Mixed Control Position Cost for 20% ToF
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Figure 39 Mixed Control Position Cost for 30% ToF

Figure 40 Mixed Control Position Cost for 40% ToF
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Figure 41 Mixed Control Position Cost for 50% ToF

Figure 42 Mixed Control Position Cost for 60% ToF
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Figure 43 Mixed Control Position Cost for 70% ToF

Figure 44 Mixed Control Position Cost for 80% ToF
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Figure 45 Mixed Control Position Cost for 90% ToF

The contour plot for the Mixed Control Law is shown in Figure 37 to Figure 45, and
display much the same behavior as the LQR. At low waypoint times the non-feasible
regions are around the starting position and behind the target (and the target itself), the
region around the starting position grows as waypoint time increases and the region
behind the target decreases and becomes a crest (between 20% and 30% ToF) which
divides gradients leading into two separate minimums. At 80% ToF it becomes evident
by visual inspection that the minimum at the bottom of the target is lower than the
minimum on the left side (on the opposing side of the crest), and becomes one single
global minimum at 90% ToF. The cost at the global minimum also seems to be
decreasing as waypoint time increases, and the gradient around the minimum also seems
to become steeper with increasing waypoint time. The cost at the minimum for the
different waypoint times and their respective positions are shown in Table 4.
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Table 4 Minimum Costs for Mixed Control

Waypoint time [% of ToF]

x position [m]

y position [m]

Cost [m2s-3]

10

1.7714

1.3263

0.2656

20

1.3693

1.3263

0.2358

30

1.0176

1.2475

0.2216

40

0.3141

0.7222

0.2110

50

-0.1131

0.4071

0.1958

60

0.0879

-0.4071

0.1823

70

-0.1131

-0.4859

0.1694

80

-0.1382

-0.4596

0.1580

90

-0.2633

-0.4808

0.1463

The data from the position cost calculations show that much like for the LQR, the Mixed
Control also shows that the trajectory costs decrease with increasing waypoint times.
The location of the minima also vary in the same way: over the top counterclockwise, a
second solution rotates in the clockwise direction over time, and the global minimum
changes from counterclockwise to clockwise between 50% and 60% of the total time of
flight. This shows that increasing waypoint time causes the Mixed Control law
solution’s waypoint position to vary in the same way as the LQR’s. In addition, it is also
possible to observe that the costs at the global minimum are comparable to the LQR
method, at certain waypoint times being slightly higher, or slightly lower. A more
thorough comparison of these costs is done further below in this chapter.
Again it is of interest to understand how the velocity vectors vary with position and with
waypoint time. Given that a very similar behavior of cost relative to position is seen for
the Mixed Control law as was seen from the LQR it is expected that the magnitude and
direction of velocity vectors will also present a similar behavior as the LQR when varied
with waypoint positions.
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Figure 46 Mixed Control Quiver for 10% ToF

Figure 47 Mixed Control Quiver for 20% ToF
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Figure 48 Mixed Control Quiver for 30% ToF

Figure 49 Mixed Control Quiver for 40% ToF
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Figure 50 Mixed Control Quiver for 50% ToF

Figure 51 Mixed Control Quiver for 60% ToF
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Figure 52 Mixed Control Quiver for 70% ToF

Figure 53 Mixed Control Quiver for 80% ToF
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Figure 54 Mixed Control Quiver for 90% ToF

The quiver plots seen in Figure 46 to Figure 54 show the minimum cost velocity vectors
at different waypoint positions for the Mixed Control law. Similarly to the LQR method,
there is very little variation in the magnitude of the velocity vectors for each waypoint
time, with the exception of those close to the non-feasible regions. The Mixed Control
law also shows a crest on the third quadrant where the velocity vectors vary by 180°
and thus separate the counterclockwise from the clockwise set of solutions. This crest
also corresponds to the saddle point shown in the contour plots seen in Figure 37 to
Figure 45. It is also evident by visual inspection that the overall magnitude of the

velocity vectors tend to decrease as waypoint time increases. These quiver plots show
that the velocity vectors which yield the least cost behave similar for the Mixed Control
law as with LQR when varied with position and time. As was done with the LQR
method it is also possible to show how the cost varies as the velocity vectors vary at the
minimum positions shown in Table 4.
64

Figure 55 Mixed Control Velocity Cost for 10% ToF

Figure 56 Mixed Control Velocity Cost for 20% ToF

65

Figure 57 Mixed Control Velocity Cost for 30% ToF

Figure 58 Mixed Control Velocity Cost for 40% ToF
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Figure 60 Mixed Control Velocity Cost for 50% ToF

Figure 59 Mixed Control Velocity Cost for 60% ToF
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Figure 61 Mixed Control Velocity Cost for 70% ToF

Figure 62 Mixed Control Velocity Cost for 80% ToF
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Figure 63 Mixed Control Velocity Cost for 90% ToF

The cost distribution for the velocity vectors at each minimum position for the Mixed
Control law also shows behavior comparable to the LQR method. The velocity
minimum changes from the 2nd quadrant to the 3rd quadrant from 10% to 50% of the
total time of flight. At 60% however, the transition from one side of the crest to the other
is not as clear as in the LQR problem. The two distinct directions of the possible velocity
vectors are only clearly visible from the 70% plot onwards. It is still possible to see the
non-feasible region for large magnitude vectors upwards from 60% to 90% times. It is
also noticeable that the gradient around the velocity minimum is becoming steeper
towards the later waypoint times.
From the position plots, the quiver plots and the velocity plots, it is clear that the
behavior of the Mixed Control waypoint variations with respect to cost are similar to
that of the LQR, it is therefore expected that the pure ZEM/ZEV method will also
display cheaper costs for higher waypoint times at highly nonlinear behavior for
waypoint parameter variations.
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Figure 64 ZEM/ZEV Position Cost for 10% ToF

Figure 65 ZEM/ZEV Position Cost for 20% ToF

70

Figure 66 ZEM/ZEV Position Cost for 30% ToF

Figure 67 ZEM/ZEV Position Cost for 40% ToF
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Figure 68 ZEM/ZEV Position Cost for 50% ToF

Figure 69 ZEM/ZEV Position Cost for 60% ToF
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Figure 70 ZEM/ZEV Position Cost for 70% ToF

Figure 71 ZEM/ZEV Position Cost for 80% ToF
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Figure 72 ZEM/ZEV Position Cost for 90% ToF

Again for the pure ZEM/ZEV method – as was the case with the LQR and Mixed
Control - it is possible to see non-feasible regions around the starting position and
behind the target for waypoint time at 10% of the total time in addition to the target
itself. The non-feasible region close to the starting position increases with increasing
waypoint times and the non-feasible region behind the target decreases into a crest line
which divides the two minimums. One major difference in the behavior of the pure
ZEM/ZEV compared to the other two methods is that the minimum moving from the
first to the second quadrant (in the counterclockwise direction) appears to increase in
cost between 60% to 70% time of flight and then decrease in cost again between 70%
to 80%. It then unites to form a unique global minimum at 90% waypoint time. The
gradient around the minima becomes steeper and the global minimum becomes lower
in cost with increasing waypoint time. By visual inspection it also appears that the global
minimum changes from the counterclockwise moving minimum to the clockwise
moving minimum between 50% to 60% waypoint times. This is confirmed by obtaining
the position of these minima from the computation.
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Table 5 Minimum Costs for Pure ZEM/ZEV

Waypoint time [% of ToF]

x position [m]

y position [m]

Cost [m2s-3]

10

1.9221

1.3263

0.2477

20

1.4950

1.3263

0.2306

30

1.1432

1.3000

0.2199

40

0.4648

0.8273

0.2112

50

-0.1131

0.4071

0.1974

60

-0.0126

-0.4596

0.1830

70

-0.1633

-0.4859

0.2153

80

-0.1382

-0.4596

0.1591

90

-0.1131

-0.4333

0.1480

Table 5 confirms the same pattern in the pure ZEM/ZEV as the other two control laws

when observing the location of the minimum as it varies with waypoint time. It is clear
that the global minimum moves through the top in the counterclockwise direction and
the switch to the clockwise direction (bottom minimum) occurs from 50% to 60%, again
it can be seen that the solution which forms a trajectory around the bottom of the target
is the least cost at later waypoint times. The same general decrease in cost is observed
with increasing waypoint time, with the costs comparable to the ones obtained for the
LQR and Mixed Control laws. It is very interesting to notice that the x position has a
small inflection point between 50% and 60% waypoint times - very much as observed
with the LQR and Mixed Controls – while a similar kind of variation does not happen
in the y position, which shows the inflection in the data might be an actual characteristic
of the problem and not caused by computational error or lack of resolution.
Because the behavior of the waypoint position with respect to cost is similar to the other
two control laws, it is expected the velocity vector which yields the least cost for a given
waypoint position will also have similar directions and magnitudes throughout the field
as for the LQR and Mixed Control methods.

75

Figure 73 ZEM/ZEV Quiver for 10% ToF

Figure 74 ZEM/ZEV Quiver for 20% ToF
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Figure 75 ZEM/ZEV Quiver for 30% ToF

Figure 76 ZEM/ZEV Quiver for 40% ToF
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Figure 77 ZEM/ZEV Quiver for 50% ToF

Figure 78 ZEM/ZEV Quiver for 60% ToF
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Figure 79 ZEM/ZEV Quiver for 70% ToF

Figure 80 ZEM/ZEV Quiver for 80% ToF
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Figure 81 ZEM/ZEV Quiver for 90% ToF

Figure 73 to Figure 81 show the velocity vectors which yield the least cost for each

waypoint location. As expected, the same trends are observed for the pure ZEM/ZEV
as for the LQR and Mixed Control laws. The grid is divided by the two sets of solutions;
one which goes over the top of the target in a counterclockwise direction and one that
goes around the bottom in a clockwise direction. These two classes of solutions are
divided by a crest in the 3rd quadrant in which velocity vectors differ by about 180°
across it. It is visually noticeable that the velocity vectors do not vary in magnitude as
they vary with position between most waypoint times, with the exception of the vectors
close to the unfeasible regions. One interesting exception to that is the 70% waypoint
time which – unlike in the case for LQR and Mixed Control – there is an evident
difference in magnitude between the velocity vectors on either side of the crest.
Furthermore it is clear that the overall magnitude of the velocity vectors decrease as
waypoint time increases, with the lowest velocities at 90% of the time of flight.
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Figure 82 ZEM/ZEV Velocity Cost for 10% ToF

Figure 83 ZEM/ZEV Velocity Cost for 20% ToF
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Figure 84 ZEM/ZEV Velocity Cost for 30% ToF

Figure 85 ZEM/ZEV Velocity Cost for 40% ToF
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Figure 86 ZEM/ZEV Velocity Cost for 50% ToF

Figure 87 ZEM/ZEV Velocity Cost for 60% ToF
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Figure 88 ZEM/ZEV Velocity Cost for 70% ToF

Figure 89 ZEM/ZEV Velocity Cost for 80% ToF

84

Figure 90 ZEM/ZEV Velocity Cost for 90% ToF

Figure 82 to Figure 90 show the cost of applying different velocity vectors at the

waypoint in the minimum positions for each of the waypoint times shown on Table 5.
As expected, the behavior of how the cost changes with changes in the velocity vector
is comparable to both the LQR method and the Mixed Control. The minimum vector
rotates from the 2nd quadrant to the 3rd quadrant as waypoint time increases and over
time the cost of that minimum vector decreases. Much like in the LQR plots, and
different from the Mixed Control plots, it is possible to see a different set of feasible
solutions on the 1st and 4th quadrant starting from 60% onwards. The non-feasible region
due to the actual target can be seen for vectors of high magnitude on the 2nd quadrant at
70% and 90% waypoint times.
This similar behavior between the three control methods means that the choice of all
waypoint parameters can follow a similar logic for any of the three control laws.
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4.5 Line Search for Optimal Solution
The problem with the brute force test is that it is computationally heavy, a Matlab script
running to obtain all those plots would run on the order of 40 hours. The data mentioned
previously was acquired through parallel processing in C language.
An alternative way of obtaining a solution is through a Line Search Method [49]. This
involves taking an initial guess and updating the guess through a step size 𝛼 in the
descent gradient direction 𝑝𝑘 . So the next guess is described by
𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘 𝑝𝑘

(71)

where the index 𝑘 denotes the step taken in the iterative procedure. The algorithm stops
when ‖∇𝑓(𝑥𝑘 )‖ < 𝜀 where the tolerance 𝜀 for this test was set to be 1 × 10−6 . The
descent direction in this case was chosen by the steepest descent method, so
𝒑𝒌 = −∇𝒇(𝒙𝒌 )

(72)

Finally the step size 𝛼𝑘 was chosen to satisfy the Wolfe Conditions
𝒇(𝒙𝒌 + 𝛼𝑘 𝒑𝒌 ) ≤ 𝒇(𝒙𝒌 ) + 𝑐1 𝛼𝑘 𝒑𝒌 𝑻 ∇𝒇(𝒙𝒌 )

(73)

𝒑𝒌 𝑻 ∇𝒇(𝒙𝒌 + 𝛼𝑘 𝒑𝒌 ) ≥ 𝑐2 𝒑𝒌 𝑻 𝛁𝒇(𝒙𝒌 )

(74)

Constants 𝑐1 and 𝑐2 were picked to be 10−4 and 0.9 respectively as per the example in
[49]. The initial guess was set to be the minima obtained from the Brute Force Test
method. However, it was found that the line search algorithm was very sensitive to
initial conditions, and did not return a feasible solution for some choices of initial guess.
The method had also trouble dealing with the steep gradients at the collision regions,
and crashed quite frequently with many choices of parameters. Therefore, some trial
and error was used around the Brute Force Test solutions, by applying some small
variations to it and try to get an initial guess which was far enough from the non-feasible
regions that the search method returned a solution. The results of the search are shown
in Table 6.
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Table 6 Comparison of Cost Minimums

Waypoint
Time [%
ToF]
10

LQR
Brute
Force

Line
Search

Mixed Control
Brute
Line
Force
Search

Pure ZEM/ZEV
Brute
Line
Force
Search

0.2869

0.2710

0.2656

0.2544

0.2477

0.2421

20

0.2434

0.2165

0.2358

0.2109

0.2306

0.2154

30

0.2242

0.2177

0.2216

0.2101

0.2199

0.2097

40

0.2109

0.1857

0.2110

0.1943

0.2112

0.1968

50

0.1959

0.1801

0.1958

0.1891

0.1974

0.1844

60

0.1822

0.1734

0.1823

0.1821

0.1830

0.1783

70

0.1696

0.1511

0.1694

0.1611

0.2153

0.1887

80

0.1580

0.1490

0.1580

0.1525

0.1591

0.1532

90

0.1476

0.1388

0.1463

0.1376

0.1480

0.1398

4.6 Open-Loop Solution
The open-loop solution was obtained by setting up the rendezvous as a nonlinear
programming problem in BOCOP optimal control solver software [50], as outlined in
Table 7.
Table 7 Nonlinear Programming Problem

Definition

Function

Objective Function

1 𝑡𝑓
min 𝐽 = ∫ 𝒖(𝑡)𝑇 𝒖(𝑡)𝑑𝑡
2 0

(75)

System Dynamics

𝒙̇ = 𝐴𝒙 + 𝐵𝒖
‖𝒓(𝑡)‖ ≥ 0.4 𝑚

(76)
(77)

Initial Conditions

[𝑟(0) 𝑣(0)] = [2.5 1.3 0 0] 𝑚

(78)

Final Constraints

[𝑟(𝑡𝑓 ) 𝑣(𝑡𝑓 )] = [0 − 0.4 0 0] 𝑚

(79)

Path Constraint
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The cost attained by the open-loop optimized solution was 𝑱 = 𝟎. 𝟏𝟑𝟒𝟓 𝒎𝟐 𝒔−𝟑 which
is slightly lower than the best cost attained by the closed-loop methods. This is
theoretically the best cost attainable given the problem parameters used in this thesis. A
comparison of the trajectory of the open-loop solutions with those of the closed-loop
methods is presented below.

4.7 Discussion
The line search found improvements over the grid search. However, they show that the
results obtained from the Brute Force Method are also a good approximation of the
actual minima. Furthermore they show conclusively that the costs for the Mixed Control
and the Pure ZEM/ZEV are comparable to those of the LQR and offer a feasible
alternative as a less computationally heavy algorithm to perform the rendezvous
maneuver.

Figure 91 Least Cost Trajectories at 150 seconds ToF
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The Mixed Control law actually performed better than the LQR when constrained by
the waypoint placement. It is quite evident that the three algorithms yield the least cost
for the maneuver when the waypoint time is a high percentage of the time of flight, that
is; when the waypoint is placed at a later stage in the rendezvous. That is because for
most trajectories, the main collision concern is when the chaser gets in close proximity
to the target in the last stages of the flight. Modifications to the unconstrained solution
at early stages of the flight do not have much leverage on how the trajectory is changed
and therefore attain a higher cost when trying to avoid a collision path.
The trajectories generated by the three control laws and their respective minimum cost
waypoints are plotted in Figure 91. As expected the trajectories generated at later
waypoint times approach the target through the bottom in a clockwise direction and then
return after the waypoint to meet the docking port at the end. One possible explanation
for this is that for the case of 150 seconds when the docking port is found on the bottom
side of the target at the final time, the trajectories taking the chaser clockwise and
through the bottom cover less distance than their counterclockwise, over the top
counterparts. This means that the chaser is allowed to “freely coast” in the direction of
final rendezvous with less control input, rather than making small corrections all the
way through to go around the target. The counterclockwise trajectories are more curved
and therefore require more control input to follow. These trajectories are very counterintuitive to the human eye, which explains why the cost for the guess waypoint in Figure
9 are high. The guessed waypoint position lies on the edge of the unfeasible regions and

requires a larger velocity vector to catch up with the docking port.
One very clear pattern which was obtained is the direction and magnitude of the
minimum cost velocity vectors with different positions. A very smooth variation of the
direction of the velocity vectors was observed with a change in position, and the crest
over which the vectors change direction appears to be at around the same place for the
three control laws at all waypoint times. The magnitude of these vectors also appears to
have a strong relationship with the waypoint time in all three control cases.
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Another interesting result from these computations is that the Mixed Control performed
better than the LQR when a waypoint is applied. It is not possible however to use those
numbers for an absolute comparison of the performance of the control laws. While the
three of them show a clear decrease in cost with increasing waypoint time it is not
possible to say from these results that 90% of the total time of flight is indeed the
minimum cost waypoint time. It is very likely that the minimum cost waypoint time is
slightly different for each of the control laws and a further refinement of that parameter
has to be made to determine which of the control laws in fact has the absolute minimum
cost. The LQR represents the optimal control law derived for the case where no
waypoint is used and the trajectory is unconstrained – as is verified in Table 1 it does
yield the least cost, while the Mixed Control law is the most expensive. When the
waypoint is added however, no such guarantees are in place, and no assumptions can be
made about their performances relative to each other.
It is also important to take into consideration that the line search method does not
represent maximum reliability when searching for the global minimum solution in any
of the cases. The line search method showed itself to be highly dependent on the initial
conditions provided by the user to find a minimum, and also highly sensitive to the
search parameters used. Many attempts were made to find better solutions than the Brute
Force Test method, with many of these attempts not returning a solution at all. So a
more robust search method is needed to find more reliable minima.
The thesis was focused on providing a safe and robust, closed-loop method of RVD
with a non-cooperative rotating target. It provides no quantitative data to measure the
total computational requirements of each of the control laws. Also it is not possible to
make any absolute statements about which of the control laws provides the least cost
given an initial problem parameters.
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Chapter 5
Conclusion
The research proposed in this document attempted to tackle the problem of RVD with
a rotating target by using a ZEM/ZEV based control law and comparing that to an
optimal LQR based control law which takes the CWH dynamics into account. A third
control law is proposed and included in the comparison as a mixture between the two
other control laws (called Mixed Control in this document). The research takes a very
narrow scope by considering only a two dimensional problem and a point-wise chaser
in order to investigate differences in trajectory and cost. The control laws proposed here
are of interest to the practical applications of the problem because they are able to deal
with noise and uncertainty in the estimate of the target’s state, and adjust to that over
time because of their closed-loop nature. The limitations of these control laws lie in
ensuring that the trajectory followed for rendezvous does not cause a collision with the
target. In order to do that, it is proposed the implementation of a waypoint as an
intermediate target.
It was shown that the choice of control law does not cause a significant increase in cost
within the research scope. The research further investigated the effect of the choice of
waypoint parameters in the final cost of each control law. It was shown that the final
cost is very sensitive to that choice of parameters and that the waypoint selection is a
bigger influence on the optimality of the solution that the choice of control law itself.
The computations show that the problem of the choice of waypoint is highly nonlinear,
however is very similar for the three control laws considered. These results highly
enforce the use of a simpler closed-loop control law for the autonomous RVD problem,
despite being unable to find a way to incorporate the waypoint selection in the
controller.
Further advances in the method for waypoint selection are necessary for the design of a
fully closed-loop controller to solve the specific case of autonomous RVD with a
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rotating, non-cooperative target. The author is confident that if such progresses are
made, engineers will be able to implement a much safer, robust and reliable control
method in missions involving NEO intercepts, space debris removal or make better use
of any advanced concept of a rotating spacecraft.

5.1 Future Work
The scope of this research is very narrow, it consists of comparing three different control
laws under very specific conditions. This means that there is a great amount of extra
research to be done on this problem before an actual ZEM/ZEV based closed-loop
controller is tested and implemented on an environment resembling a real RVD between
two spacecraft.
Within the domain of theoretical work, the author proposes that further investigation is
done on implementing the selection of the waypoint in the control based on feedback of
the current system state. There is a need to systematically pick a waypoint, which has
the least effect on the total cost of the trajectory, but which ensures that the controller
avoids a collision with the target.
In a more practical approach, it is also necessary to implement the dimension of the
chaser vehicle in the computations performed herein, and perform tests on a rendezvous
simulation platform such as that of the Florida Tech ORION lab. The same tests can be
done using other methods proposed in research and comparison can be made for the
performance of each control law under the same conditions. Such an experimental
research could yield statistical data to provide us with a better understanding of how
these laws perform under different mission parameters. Such a study would allow for
missions involving RVD with a rotating target to have safer, better performing and more
robust guidance.

92

References
[1] S. Loff, "Gemini: Stepping Stone to the Moon," National Aeronautics and Space
Administration, Washington DC, 2015.
[2] W. Fehse, Automated Rendezvous and Docking of Spacecraft, Cambridge: Cambridge
University Press, 2003.
[3] D. Woffinden and G. David, "Navigating the Road to Autonomous Orbital
Rendezvous," Journal of Spacecraft and Rockets, vol. 44, no. 4, pp. 898-909, 2007.
[4] NASA, "Commercial Orbital Transportation Services - A New Era In Spaceflight Final
Report," National Aeronautics and Space Administration, Houston, TX, 2014.
[5] U. Walter, Astronautics: The Physics of Space Flight, John Wiley & Sons, 2012.
[6] E. Hinman and B. David, "Soviet automated rendezvous and docking system overview,"
in NASA, Washington, NASA Automated Rendezvous and Capture Review, Huntsville,
AL, 1991.
[7] O. Mitsuhige, "ETS-VII: Acheivements, Troubles and Future," in 6th International
Symposium on Artificial Intelligence and Robotics & Automation in Space, St Hubert,
Quebec, Canada, 2001.
[8] NASA, "On-Orbit Satellite Servicing Study," National Aeronautics and Space
Administration - Goddard Space Flight Center, Greenbelt, MD, 2010.
[9] NASA, "Overview of the DART Mishap Investigation Results - For Public Release,"
National Aeronautics and Space Administration, 2006.
[10] M. Cosmo and E. Lorenzini, Tethers In Space Handbook, Washington DC: Smithsonian
Astrophysical Observatory, 1997.
[11] R. Hoyt, J. Slostad and R. Twiggs, "The Multi-Application Survivable Tether (MAST)
Experiment," in AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit,
Huntsville, AL, 2003.
[12] R. Hoyt, N. Voronka, T. Newton, I. Barnes, J. Shepherd, F. Scott, J. Slostad, B. Jaroux
and R. Twiggs, "Early Results of the Multi-Application Survivable Tether (MAST)
Space Tether Experiment," in 21st AIAA/USU Conference on Small Satellites, Logan,
UT, 2007.

93

[13] Boeing, "Hypersonic Airplane Space Tether Orbital Launch System," 07 January 2000.
[Online]. Available: http://www.niac.usra.edu/files/studies/final_report/355Bogar.pdf.
[Accessed 28 March 2017].
[14] Union of Concerned Scientists, "USC Satellite Database," 30 June 2016. [Online].
Available: http://www.ucsusa.org/nuclear-weapons/space-weapons/satellitedatabase#.WNq8qm_yuUk. [Accessed 28 March 2017].
[15] H. Klinkrad, Space Debris: Models and Risk Analysis, Berlin: Springer, 2014.
[16] NASA, "Orbital Debris Programs Office," Orbital Debris Quarterly News, vol. 20, no.
3, July 2016.
[17] European Space Agency, "How Many Space Debris Objects are Currently in Orbit?,"
ESA, 2013.
[18] B. Weeden, "Secure World Foundation," 23 November 2010. [Online]. Available:
https://swfound.org/media/9550/chinese_asat_fact_sheet_updated_2012.pdf. [Accessed
5 April 2017].
[19] K. T.S., "Analysis of the Iridium 33 - Cosmos 2251 Collision," in American
Astronomical Society, 2010.
[20] D. Kessler and B. Cour-Palais, "Collision Frequency of Artificial Satellites: The
Creation of a Debris Belt," Journal of Geophysical Research, vol. 83, no. A6, p. 2637–
2646, 1978.
[21] A. Gini, "Don Kessler on Envisat and the Kessler Syndrome," Space Safety Magazine,
25 April 2012. [Online]. Available: http://www.spacesafetymagazine.com/spacedebris/kessler-syndrome/don-kessler-envisat-kessler-syndrome/. [Accessed 3 March
2017].
[22] K. Matsumoto, H. Shiomi, S. Kawamoto, Y. Ohkawa, K. Iki and A. Takahashi,
"Mechanisms and Lubrication of Electrodynamic Tether System for Debris Removal,"
in 5th European Space Mechanisms and Tribology Symposium, Noordwijk, 2013.
[23] N. Adeli, "Deployment System for the CubeSail Nano-Solar Sail Mission," in
AIAA/USU, Logan, UT, 2010.
[24] 109th Congress, "National Aeronautics and Space Administration Authorization Act of
2005 - Public Law 109-155," Senate and House of Representatives of the United States
of America in Congress Assembled, Washington DC, 2005.
[25] NASA, "Near-Earth Object Survey and Deflection Analysis of Alternatives," National
Aeronautics and Space Administration, 2007.
94

[26] NASA, "NASA's Efforts to Identify Near-Earth Objects and Mitigate Hazards," NASA,
2014.
[27] DAMIEN, "National Near Earth Preparedness Strategy," Executive Office of The
President of The United States, 2016.
[28] Committee to Review Near-Earth Object Surveys and Hazard Mitigation Strategies
Space Studies Board; National Research Council, Defending Planet Earth: Near-Earth
Object Surveys and Hazard Mitigation Strategies, Washington D.C.: The National
Academic Press, 2010.
[29] B. Kaplinger and B. Wie, "Comparison of Fragmentation/Dispersion Models for
Asteroid Nuclear Disruption Mission Design," Advances in Astronautical Sciences, pp.
11-403, 2012.
[30] G. Boyarko, O. Yakimenko and M. Romano, "Optimal Rendezvous Trajectories of a
Controlled Spacecraft and a Tumbling Object," Journal of Guidance, Control and
Navigation, vol. 34, no. 4, pp. 1239-1252, 2011.
[31] Y. Tsuda and S. Nakasuka, "New Attitude Motion Following Control Algorithm for
Capturing Tumbling Object in Space," Acta Astronautica, vol. 53, no. 11, pp. 847-861,
2002.
[32] S. Nolet and D. Miller, "Development of a Guidance, Navigation and Control
Architecture and Validation Process Enabling Autonomous Docking to a Tumbling
Satellite," Massachusetts Institute of Technology, Cambridge, MA, 2007.
[33] A. Fejzic and D. Miller, "Development of Control and Autonomy Algorithms for
Docking to Complex Tumbling Satellites," Massachusetts Institute of Technology,
Cambridge, MA, 2008.
[34] M. Grulich, "Fuzzy Logic Controller for Autonomous Rendezvous and Docking with
Non-Cooperative Targets," Technische Universitat Munchen, Munich, 2016.
[35] M. Ciarcià and M. Romano, "Suboptimal Guidance for Orbital Proximity Maneuver," in
AIAA Guidance, Navigation, and Controls Conference, Minneapolis, MN, 2012.
[36] M. Wilde, M. Ciarcià, A. Grompone and M. Romano, "Experimental Characterization of
Inverse Dynamics Guidance in Docking with a Rotating Target," Journal of Guidance,
Control, and Dynamics, vol. 39, no. 6, pp. 1173-1187, 2016.
[37] Y. Guo, M. Hawkins and B. Wie, "Applications of Generalized Zero-Effort-Miss/ZeroEffort-Velocity Feedback Guidance Algorithm," Journal of Guidance, Control and
Dynamics, vol. 36, no. 3, pp. 810-820, 2013.

95

[38] B. Ebrahimi, M. Bahrami and J. Roshanian, "Optimal Sliding-Mode Guidance with
Terminal Velocity Constraint for Fixed-Interval Propulsive Maneuvers," Acta
Astronautica, vol. 62, no. 10-11, pp. 556-562, 2008.
[39] R. Furfaro, S. Selnick, M. Cupples and M. Cribb, "Non-Linear Sliding Guidance
Algorithms for Precision Lunar Landing," in 21st AAS/AIAA Space Flight Mechanics
Meeting, New Orleans, LA, 2011.
[40] D. Wibben and R. Furfaro, "Optimal Sliding Guidance Algorithm for Mars Powered
Descent Phase," Advances in Space Research, vol. 57, no. 4, pp. 948-961, 2016.
[41] Y. Guo, M. Hawkins and B. Wie, "Optimal Feedback Guidance Algorithms for
Planetary Landing and Asteroid Intercept," in AAS/AIAA Astrodynamics Specialist
Conference, Girdwood, AK, 2011.
[42] B. Wie, Space Vehicle Guidance, Control, and Astrodynamics, Reston, Virginia:
American Institute of Aeronautics and Astronautics, 2015.
[43] H. D. Curtis, Orbital Mechanics for Engineering Students, 3rd ed., ButterworthHeinemann, 2013.
[44] D. E. Kirk, Optimal Control Theory - An Introduction, New Jersey: Prentice-Hall, 1970.
[45] A. Bryson and Y.-C. Ho, Applied Optimal Control, New York: Taylor & Francis Group,
1975.
[46] Y. Guo, M. Hawkins and B. Wie, "Waypoint-Optimized Zero-Effort-Miss/Zero-EffortVelocity Feedback Guidance for Mars Landing," AAS/AIAA Astrodynamics Specialist
Conference, Vols. 2011-531, 2011.
[47] M. Wilde, B. Kaplinger, T. Go, H. Gutierrez and D. Kirk, "ORION: A Simulation
Environment for Spacecraft Formation Flight, Capture, and Orbital Robotics," in 2016
IEEE Aerospace Conference, Big Sky, Montana, 2016.
[48] D. Zhang, S. Song and R. Pei, "Dynamic obstacle avoidance of autonomous rendezvous
and docking using potential function guidance based-fuzzy logic system," in Systems
and Control in Aeronautics and Astronautics (ISSCAA), 2010.
[49] J. Nocedal and S. J. Wright, Numerical Optimization, New York, NY: Springer
Science+Business Media, LLC., 2006.
[50] F. Bonnans, P. Martinon, D. Giorgi, V. Grelard, S. Maindrault, O. Tissot and J. Liu,
"BOCOP 2.0.5 User Guide," INRIA, 2017.
[51] V. A. Chobotov, Orbital Mechanics, 3rd ed., Reston, Virginia: American Institute of
Aeronautics and Astronautics, Inc., 2002.
96

[52] NASA, "Orbital Debris Programs Office," Orbital Debris Quarterly News, vol. 21, no.
1, February 2017.
[53] NASA, "Near-Earth Object Survey and Deflection Analyis of Alternatives," NASA,
2007.

97

̂ Matrix for the
Appendix A – Derivation of the 𝑩
planar problem
As previously discussed the LTI system takes the form of
𝒙̇ = 𝐴𝒙 + 𝐵𝒖

(A.1)

Where for the planar case, the state of the system is defined as 𝒙 = [𝑥 𝑦 𝑥̇ 𝑦̇ ]𝑇 , and the
input vector is defined in terms of acceleration as 𝒖 = [𝑎𝑐,𝑥 𝑎𝑐,𝑦 ]𝑇 , therefore the state
matrix is based on the CWH terms as
0
0
𝐴=[ 2
3𝜔
0

0
0
0
0

1
0
0
−2𝜔

0
1
]
2𝜔
0

(A.2)

and the input matrix correspondingly as
0
0
𝐵=[
1
0

0
0
]
0
1

(A.3)

The cost, the Hamiltonian and the costate equations are developed in the same way as
section 3.2.1
1 𝑡𝑓
𝐽 = ∫ 𝒖𝑇 𝒖 𝑑𝑡
2 0

(A.4)

1
𝑯 = 𝒖𝑇 𝒖 + 𝒑𝑇 (𝐴𝒙 + 𝐵𝒖)
2

(A.5)

𝛿𝑯
= −𝐴𝑇 𝒑
𝛿𝒙
𝛿𝑯
𝒙̇ = −
= 𝐴𝒙 + 𝐵𝒖
𝛿𝒑

(A.6)

𝛿𝑯
= 𝒖 + 𝐵𝑇 𝒑 = 𝟎
𝛿𝒖

(A.8)

𝒑̇ = −
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(A.7)

so from the last costate equation
𝒖 = −𝐵 𝑇 𝒑

(A.9)

Expanding the state partial derivative, the costate system becomes
0
𝒑̇ = − [0
1
0

0 3𝜔2
0
0
0
0
1 2𝜔

−3𝜔2 𝑝3
0
0
0 ]𝒑 = [
]
−𝑝1 + 2𝜔𝑝2
−2𝜔
−𝑝2 − 2𝜔𝑝3
0

(A.10)

As shown before, 𝑝̇2 does not appear in that expression, and is therefore taken to be
constant. 𝑝2 since 𝑝2 = 𝑐𝑜𝑛𝑠𝑡. = 𝑝2,0 where the 0 subscript represents the initial costate
(with respect to time). The standard solution of an LTI is
𝑡

𝒙(𝑡) = 𝑒 𝐴𝑡 𝒙(0) + 𝑒 𝐴𝑡 ∫ 𝑒 −𝐴𝜏 𝑩𝒖(𝜏)𝒅𝝉

(A.11)

0

Because the general system input was defined in terms of 𝒑(𝑡), it is of interest to express
it in terms of 𝒑𝟎 . Also, because this calculation is done iteratively, the costate values are
calculated for every time step, and there is no input to the costate system, the integral
term disappears. The costate solution is written as
𝑇

(A.12)

𝒑(𝑡) = 𝑒 −𝐴 𝑡 𝒑(0)
So from Equation (18) it is possible to define the actual system input as
𝑇

(A.13)

𝒖 = −[𝐵𝑇 𝑒 −𝐴 𝑡 ]𝒑𝟎
So the general state of the system can be expressed by
𝑡𝑓

𝑇

𝒙(𝑡) = 𝑒 𝐴𝑡 𝒙(0) + 𝑒 𝐴𝑡 [∫ −[𝑒 −𝐴𝜏 𝐵𝐵 𝑇 𝑒 −𝐴 𝜏 ]𝒅𝝉] 𝒑𝟎

(A.14)

0

Here it is convenient to define,
𝐴̂ = 𝑒 𝐴𝑡
𝑡𝑓

𝑇
𝐵̂ = 𝑒 𝐴𝑡 [∫ −[𝑒 −𝐴𝜏 𝐵𝐵 𝑇 𝑒 −𝐴 𝜏 ]𝒅𝝉]

0
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(A.15)
(A.16)

𝐴̂ = 𝑒 𝐴𝑡 =

4 − 3 cos(𝜔𝑡)

0

6 sin(𝜔𝑡) − 6𝜔𝑡

1

3𝜔 sin(𝜔𝑡)
0
[6𝜔(cos(𝜔𝑡) − 1) 0

sin(𝜔𝑡)
2(cos(𝜔𝑡) − 1)
−
𝜔
𝜔
2(cos(𝜔𝑡) − 1)
4 sin(𝜔𝑡) − 3𝑡
𝜔
cos(𝜔𝑡)
2 sin(𝜔𝑡)
−2 sin(𝜔𝑡)
4 cos(𝜔𝑡) − 3 ]

𝑠𝑖𝑛(𝜔𝜏)
𝜔
2(𝑐𝑜𝑠(𝜔𝜏)
− 1)
𝑒 −𝐴𝜏 𝐵 =
𝜔
𝑐𝑜𝑠(𝜔𝜏)
[ 2𝑠𝑖𝑛(𝜔𝜏)
−

(A.17)

2(𝑐𝑜𝑠(𝜔𝜏) − 1)
𝜔
4𝑠𝑖𝑛(𝜔𝜏)
3𝜏 −
𝜔
−2𝑠𝑖𝑛(𝜔𝜏)
4𝑐𝑜𝑠(𝜔𝜏) − 3 ]

(A.18)

−

𝑇𝜏

(A.19)

𝐵 𝑇 𝑒 −𝐴

𝑠𝑖𝑛(𝜔𝜏)
𝜔
=[
2(𝑐𝑜𝑠(𝜔𝜏) − 1)
−
𝜔
−

2(𝑐𝑜𝑠(𝜔𝜏) − 1)
𝜔
4𝑠𝑖𝑛(𝜔𝜏)
3𝜏 −
𝜔

𝑐𝑜𝑠(𝜔𝜏)

−2𝑠𝑖𝑛(𝜔𝜏) 4𝑐𝑜𝑠(𝜔𝜏) − 3

The 𝐵̂ matrix shown in Equation (A.16) is as follows;
𝐵11 = −

8𝜔𝑡 − 13𝑠𝑖𝑛(𝜔𝑡) + 5𝜔𝑡𝑐𝑜𝑠(𝜔𝑡)
2𝜔 3

𝐵12 = −

16𝑐𝑜𝑠(𝜔𝑡) + 3𝜔2 𝑡 2 + 5𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) − 16
𝜔3

𝐵13 −

8𝑐𝑜𝑠(𝜔𝑡) + 5𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) − 8
2𝜔 2

𝐵14 =

6𝜔𝑡 − 11𝑠𝑖𝑛(𝜔𝑡) + 5𝜔𝑡𝑐𝑜𝑠(𝜔𝑡)
𝜔2

𝐵21

16𝑐𝑜𝑠(𝜔𝑡) + 3𝜔2 𝑡 2 + 5𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) − 16
=
𝜔3

𝐵22

76𝑠𝑖𝑛(𝜔𝑡) + 3𝜔3 𝑡 3 − 56𝜔𝑡 − 20𝑛𝑡𝑐𝑜𝑠(𝜔𝑡)
=
2𝜔 3
100

2𝑠𝑖𝑛(𝜔𝜏)

]

𝐵23 = −

6𝜔𝑡 − 11𝑠𝑖𝑛(𝜔𝑡) + 5𝜔𝑡𝑐𝑜𝑠(𝜔𝑡)
𝜔2

𝐵24 = −

56𝑐𝑜𝑠(𝜔𝑡) + 9𝜔2 𝑡 2 + 20𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) − 56
2𝜔 2

𝐵31 =

8𝑐𝑜𝑠(𝜔𝑡) + 5𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) − 8
2𝜔 2

𝐵32 = −
𝐵33 =

6𝜔𝑡 − 11𝑠𝑖𝑛(𝜔𝑡) + 5𝜔𝑡𝑐𝑜𝑠(𝜔𝑡)
𝜔2

3𝑠𝑖𝑛(𝜔𝑡) − 5𝜔𝑡𝑐𝑜𝑠(𝜔𝑡)
2𝜔

𝐵34 = −

6𝑐𝑜𝑠(𝜔𝑡) + 5𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) − 6
𝜔

𝐵41 =

6𝜔𝑡 − 11𝑠𝑖𝑛(𝜔𝑡) + 5𝜔𝑡𝑐𝑜𝑠(𝜔𝑡)
𝜔2

𝐵42 =

56𝑐𝑜𝑠(𝜔𝑡) + 9𝜔2 𝑡 2 + 20𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) − 56
2𝜔 2

𝐵43 =

6𝑐𝑜𝑠(𝜔𝑡) + 5𝜔𝑡𝑠𝑖𝑛(𝜔𝑡) − 6
𝜔

𝐵44 = −

9𝜔𝑡 − 18𝑠𝑖𝑛(𝜔𝑡) + 10𝜔𝑡𝑐𝑜𝑠(𝜔𝑡)
𝜔

Because of the extensive amount of terms, and considering that the LQR Control law
uses the inverse of this matrix (which is even larger) using this matrix as well as its
inverse in the control law is extremely demanding computationally. This matrix is only
serves for the planar problem, if out of plane maneuvers were considered, this matrix
would be a 6x6 therefore even larger. Hence the need to find a simpler control law which
provides an acceptable cost tradeoff.
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