ABSTRACT This paper deals with the problem of fault detection and diagnosis in sensors considering erratic, drift, hard-over, spike, and stuck faults. The data set containing samples of the abovementioned fault signals was acquired as follows: normal data signals were obtained from a temperature-to-voltage converter by using an Arduino Uno microcontroller board and MATLAB. Then, faults were simulated in normal data to get 100 samples of each fault, in which one sample is composed of 1000 data elements. A support vector machine (SVM) was used for data classification in a one-versus-rest manner. The statistical time-domain features, extracted from a sample, were used as a single observation for training and testing SVM. The number of features varied from 5 to 10 to examine the effect on accuracy of SVM. Three different kernel functions used to train SVM include linear, polynomial, and radial-basis function kernels. The fault occurrence event in fault samples was chosen randomly in some cases to replicate a practical scenario in industrial systems. The results show that an increase in the number of features from 5 to 10 hardly increases the total accuracy of the classifier. However, using ten features gives the highest accuracy for fault classification in an SVM. An increase in the number of training samples from 40 to 60 caused an overfitting problem. The k-fold cross-validation technique was adopted to overcome this issue. The increase in number of data elements per sample to 2500 increases the efficiency of the classifier. However, an increase in the number of training samples to 400 reduces the capability of SVM to classify stuck fault. The receiver operating characteristics curve comparison shows the efficiency of SVM over a neural network.
I. INTRODUCTION
Recently, modern industry relies on more automatic machinery to increase production as well as reduce labor costs. The automation of industrial systems leads to challenges in an important sector: fault detection and diagnosis. A fault can be expressed as an unusual property or behavior of a machine or system [1] . Early detection of a fault is paramount to preventing connected components of machines from damage.
Faults can occur in an actuator or sensor, or it may be due to damage in a mechanical component. Therefore, faults are categorized as actuator faults, sensor faults, or plant faults, depending on the location. The majority of plant faults are caused by damage in rolling elements, also known as ball bearings, in mechanical systems [2] , [3] . Algorithms for fault detection in rolling elements of machines have been explored in a vast number of studies reporting efficient results [2] , [4] - [11] . However, sensors also fault frequently leading to serious consequences in terms of safety and plants operation. Therefore, sensor fault detection and classification is very important to ensure safety and reliability of systems.
The types of sensor faults dealt with in present study include erratic faults, drift faults, hard-over faults, spike faults, and stuck faults. These faults can be defined as follows:
Drift fault -the output of the sensor keeps increasing or decreasing linearly from normal state [12] - [15] .
Hard-over fault -the output of the sensor increases above the maximum threshold.
Erratic fault -variance of the sensor output significantly increases above the usual value [12] .
Spike fault -spikes are observed in the output of the sensor at fixed intervals.
Stuck fault -the sensor's output gets stuck at a fixed value [12] , [16] , [17] . Stuck fault can also be expressed as complete failure [13] - [15] . An example of each fault appears in Figure 1 . In addition, some different sensor fault types are identified in different works. For instance, Yu et al. [15] and Dunia et al. [13] , both considered precision degradation and bias sensor faults, in addition to drift and complete failure. Similarly, Kullaa [14] presented modelling of seven different sensor fault types: bias, gain, precision degradation, complete failure, noise, and constant output with noise. Yang et al. [12] investigated bias, impact, stuck, cyclic, drift and erratic sensor fault types. Each fault can be occurred depending on the sensor type, application and the reason of fault occurrence.
The fault diagnosis approaches can be broadly put into four classes: model-based, signal-based, knowledge-based, and hybrid methods [15] , [17] . The knowledge-based techniques [2] , [4] - [11] are becoming more attractive in industrial systems due to less hardware redundancy, as compared to other techniques. Furthermore, supervisory control and data acquisition (SCADA) systems are commonly installed in industry, which allow for collection of historical data in large volumes.
Recently, artificial intelligence techniques such as neural networks (NN) [4] , [6] - [9] , K-nearest neighbor (KNN) [2] , [6] , and the support vector machine (SVM) [6] , [19] - [23] have become prominent topics in fault detection. Rauber et al. [6] presented a comparison of the results obtained using these three techniques for fault detection in rolling elements. The advantage of the SVM over other machine learning techniques is its ability to be analyzed theoretically with the help of learning theory concepts, and in addition, an SVM can achieve efficient performance when implemented in practical problems [24] , [25] . Furthermore, the inner-product kernels make it possible to solve the linearly non-separable cases in a high-dimensional space. Also, the distinctive characteristics of the hyperplane allow a high generalization ability in an SVM.
Although, techniques can be applied to sensor fault detection similar to techniques used for rolling element fault detection, the signal characteristics of sensor faults are different from the signal characteristics of rolling elements. Hence, using similar features and techniques does not guarantee the same accuracy in results obtained for rolling element fault detection.
A multi-class SVM-based classifier is used to examine the results for sensor fault classification. The five types of sensor faults include drift, hard-over, erratic, spike, and stuck faults. The data were the input given to the SVM in the form of statistical time-domain features, which were extracted from input signals. Figure 2 shows the flowchart for the steps in signal fault detection applied in present study. The rest of this paper is organized as follows: Section II presents a brief introduction to the SVM algorithm. In Section III, the data acquisition and feature extraction steps are discussed. Section IV presents the simulation results, and finally, concluding remarks are presented in Section V.
II. SUPPORT VECTOR MACHINE
The Support Vector Machine (SVM) was developed from the concepts of statistical learning theory in late 1970s [20] , [26] . The SVM primarily deals with two-class classification problems. A linear line or hyperplane is constructed as a decision boundary between the datasets of two classes for classification. The nearest data points to the hyperplane, which impart construction of the hyperplane, are called support vectors. Hence, the algorithm is a support vector machine [27] . The optimized hyperplane can be mathematically expressed as [27] w
where w is the vector of weights, x is an input vector, and b represents the bias. The equations of the support vectors of each class are given as
where d i corresponds to the respective class, i.e., d i = +1 for class A, and d i = −1 for class B.
The optimization problem for training sample {(
to find the optimal hyperplane is given as
The final decision function can be obtained as follows:
where x denotes the input vector to be classified and N is the number of support vectors obtained in training phase. The non-negative parameters α o,i are used to define support vectors among input vectors. The linearly non-separable patterns are transformed into a higher dimension feature space, using a mapping function ϕ(x), allowing for classification of the data using the linear hyperplane. The decision function in Eq. (4) can be modified to
The inner-product kernel function, defined as K (x, y) = ϕ(x)ϕ(y), is used to reduce the complexity of numerical optimization in high-dimensional space. The decision function can be updated as follows:
There are several kernel functions used in SVM for nonlinear pattern classification, such as linear, polynomial, sigmoid, the radial-basis function (RBF), etc. In this work, three kernel functions (linear, polynomial and RBF) are used. The mathematical expressions of these kernel functions are given in Table 1 .
For multi-class classification problems, the SVM can be used in a one-versus-rest manner [19] , [28] , [29] . In this approach, m distinct classifiers are formed for m-class classification. In each m-th classifier, the data related to the 
III. DATA ACQUISITION AND FEATURES EXTRACTION
The data were acquired from the TC1047/TC1047A Precision Temperature-to-Voltage Converter, manufactured by Microchip Technology Inc., available in a 3-pin SOT-23B package. The data were obtained serially through Mathwork's Matlab from a sensor using the Arduino Uno microcontroller board, shown in Figure 3 . The output of sensor was connected to one of the Arduino Uno's I/O pins. A serial communication link was established between the Arduino Uno and the work station or personal computer (PC). The ''Matlab support package for Arduino hardware'' supporting tool was used to connect the Arduino with Matlab. The baud rate was set to 9600bps with 8 data bits and 1 stop bit. This results in sampling rate of 1066.6 bps, however, this value is not achieved experimentally due to processing time delay of PC and Arduino Uno. Nevertheless, the sampling rate does not effect the accuracy results as knowledge-based fault diagnosis technique is adopted, which only requires historical data for training. The received data from Arduino Uno was stored in PC for further processing and simulation purposes. The model of the connections between the PC and the Arduino Uno microcontroller and between the Arduino Uno and the temperature sensor is given in Figure 4 . At first, a total of 100,000 data elements were obtained at room temperature (approximately 20∼22 • C). A sample of 1000 data elements obtained from the temperature sensor, and then, the output transformed to the equivalent temperature in degrees Celsius is shown in Figure 5 . Further, to increase the size and number training samples to 2500 and 500, respectively, 1,250,000 data elements were obtained in second phase using the same experimental setup. The temperature-to-voltage converter output, V OUT , for temperature T is given by
The faults were then induced in the derived temperature data by simulation. First the data were divided into 100 samples, each sample consisting of 1000 data elements. Then, five different types of faults, i.e., drift, hard-over, erratic, spike, and stuck faults, were simulated in the data obtained. We got 100 samples for each of six classes, i.e, normal (no fault) data and the above-named faults. All the samples of each class consisted of 1000 data elements. The resultant dataset consisted of 6 * 100 * 1000 data elements for the six classes. Samples consisting of 1000 data elements for each of the six classes are shown in Figure 1 . Out of 100 samples, 60 samples from each class were used for training, while the remaining 40 samples were used for testing the SVM.
Furthermore, the signals obtained from the sensors were not sufficient for fault detection in the systems [2] . Therefore, the signals were preprocessed to extract signal features that are able to confirm a fault's existence and identify the fault type and location. Feature selection is an essential step in fault diagnosis [6] . Feature selection techniques have been explored in many studies [30] - [32] . Faulty signal features can be extracted from time-domain analysis, frequencydomain analysis, or time-frequency-domain analysis [2] . Time-domain features are the simplest features, which can easily be extracted, compared to features extracted from the frequency-domain and time-frequency-domain. Also, timedomain features have sufficient information of a fault. Since the work in this paper focuses on sensor fault detection using SVM, for simplicity, the time-domain features used by Rauber et al. [6] were chosen for training and testing SVM. The results show that using these features for selected faults classification is a justifiable choice. Table 2 shows the definitions of the time-domain statistical feature set used. The ten time-domain statistical features are root mean square (RMS), square root of amplitude (SRA), kurtosis value (KV), skewness value (SV), peakto-peak value (PPV), crest factor (CF), impulse factor (IF), marginal factor (MF), shape factor (SF), and kurtosis factor (KF). The feature pool consists of 100 columns representing 100 samples, where each row consisting of these features is considered a single observation.
IV. SIMULATION RESULTS
The SVM-based classifier was trained using svmtrain builtin function in Matlab which is based on one-versus-rest approach for each class. The cost parameter C was set to default (C=1). A sequential minimal optimization (SMO) solver was utilized to obtain the optimal decision boundary. The first 20, 40, and 60 samples of each class were used to train the SVM, separately. Each SVM model was tested by the last 40 samples of each class, which were not used for training. For each case, three different kernel functions were used for training, i.e., linear, polynomial, and the radial-basis function kernel. The order of polynomial kernel function, p = 3 is used whereas, the rbf kernel scaling factor, δ = 1 is used. The fault occurrence interval in a sample is denoted by x. The value of x was varied, in some cases, to represent a practical scenario for fault occurrence. The number of features obtained from the dataset for each class was also varied to observe the impact on the testing results in terms of accuracy. Figure 6 shows the plots of one sample of each of the six classes that were obtained using x = 0. That means that the fault occurred from the start of the observation. All the testing and training samples were obtained using x = 0 in this case. The samples that were obtained by simulating faults at x = 500 are plotted in Figure 1 . The four samples of each class are shows in Figure 7 where the value of x was chosen randomly from 0 to 1000. The variation in the samples due to variation in the value of x can easily be seen in the figure.
The test results of SVM in terms of percent accuracy for sensor fault detection are given in Table 3 . At first, the value of x was kept at zero. The first column represents the value of x for three different conditions, i.e., x = 0, x = 500, and x = 0 ∼ 1000 (randomly chosen between 0 and 1000). The results were obtained by using each kernel function (i.e., linear, polynomial, and RBF). For each case, the results were obtained using the 40 testing samples, while the training samples were varied from 20 to 60, represented by S in the table. Initially, combinations of 5 out of 10 features were selected manually to examine accuracy results for each case. Out of the total 252 cases, the combination including first 5 features (RMS, SRA, KV, SV, and PPV) gave highest accuracy results and, hence, were selected. Finally, all 10 features from the features pool were used to examine the effect on the accuracy of the SVM. The numbers 1, 2, . . . , 6 represent the data class, i.e., normal, erratic, drift, hard-over, spike and stuck faults, respectively.
We can see that, when using x = 0, the results are similar for each class irrespective of kernel function and number of training samples. However, for classes 5 and 6 (spike and stuck faults), accuracy was much lower compared to other classes. This seem intuitive, if we see the samples of these classes in Figure 6 , because the features used in this work are unable to provide the SVM with a space in which these classes can be separated easily. These results can be improved by using different features or adding more features to the features pool. Also, using different types of kernel function can provide increasingly accurate results.
Increasing the value of x also increases the difficulty of classification for each class, as parts of the normal data are added to each class. This can be seen in Table 3 when x is equal to 500. For all the cases of using different kernel functions, and using different numbers of training samples (20, 40 , and 60), the accuracy of class 1 is decreased, except for the polynomial kernel function with 40 training samples and using 5 or all the 10 features, which obtained 100% accuracy for class 1. Also, we can see that a further increase in the number of training samples degrades the performance of the SVM. This is the case that reflects the overfitting problem in the training of SVM.
Lastly, the accuracy of SVM was obtained using a randomly selected value of x between 0 and 1000. This case is the most important of all, as it is the clone of a practical scenario. The best performance in this case was achieved when the polynomial kernel function was used for training the SVM with 40 training samples and 10 features. A further increase in training samples in this case also degrades performance because of the overfitting problem.
Furthermore, the first five features are the ones that has a major contribution in the classification of faults. This statement can be verified by observing the total accuracy results given in Table 4 . The total accuracy is defined as the ratio of correct classifications of all classes to the total number of test samples. It can be seen from table that the efficiency of the classifier improves just around 1 to 2% in most of the improved cases when the number of features is increased from 5 to 10. The highest improvement of 3.68% occurs in the case of linear kernel with 20 training samples for x = 500. Nevertheless, comparing the results obtained using both polynomial and RBF kernels, the accuracy is almost similar for all the cases, i.e., for x taken as 0, 500 or a random number between 0 and 1000. The most important scenario is the one with random value of x, as it can be considered as a practical scenario. In this case, the accuracy results of 87.05% and 87.15% are obtained by using 5 and 10 features, respectively, and 40 training samples with polynomial kernel. Further increase in number of training samples to 60 while using 10 features improves the results to 88.13%. Instead, using 5 features with 60 training samples degrades the performance due to overfitting problem. Table 5 shows the results obtained by using 4-fold cross validation (CV) in training phase of SVM. The training data is divided into 4 training data subsets of each class patterns. Each subset is used once for testing and 3 times for training. This technique helps selecting the optimal parameters of SVM assisting to overcome the overfitting problem. The total number of training samples is 60. From Table 5 , we can see the effectiveness of CV by comparing the accuracy results with that in Table 3 . The accuracy of class 6 increases significantly with CV in the training phase. To obtain the accuracy results in Table 6 , the number of data points per samples is increased from 1000 to 2500. The value of x was chosen randomly between 0 and 2500. It can be seen clearly that, increasing the size of sample increases the accuracy of classifier. It seems intuitive as faulty signal portion is increased in input sample as compared to sample of size 1000 data elements. The features, in this case, become more distinctive as compared to the former case and can be easily classified. Furthermore, the number of training samples is VOLUME 5, 2017 increased to 400 with 2500 data elements per sample. The accuracy results in this case are illustrated in Table 7 . The accuracy results in most of the classes increase up to 100%, however, the efficiency to classify class 6 signal decreases in this case. The CV was applied in all cases to obtain the results in Tables 5, 6 , and 7. Nevertheless, the accuracy of some cases is degraded by using 400 training samples, such as, class 6. From this observation, it can be safely claimed that using 60 training samples with 4-fold CV is a reasonable choice. The receiver operating characteristics (ROC) graph gives the best information about the performance of a classifier [33] . In this work, the ROC graphs were obtained to examine the efficiency of SVM for each case used in this work. Figure 8 shows the ROC of the SVM for linear, polynomial, and RBF kernel functions. The SVM used in this case has the following characteristics: 10 features, 20 training samples, and x randomly selected between 0 and 1000. These properties were used for both training and testing samples. The data samples of the normal class were trained as positive values, while the other classes' data samples were trained as false values. The best results were obtained by using the polynomial kernel function. A true positive rate of 1 was achieved earliest, with a false positive rate of almost 0.05.
The ROC for the same characteristics in the SVM in Figure 8 , but with a variation in the number of training samples from 20 to 40, is shown in Figure 9 . The improvement can be seen in both cases of polynomial and RBF kernel functions. The performance of the SVM trained using linear kernel functions was degraded. In this case also, the SVM trained using the polynomial kernel function outperforms the SVM trained using other kernel functions.
FIGURE 10. ROC of SVM using 10 features, a random x between 0 and 1000, and 60 training samples. Figure 10 illustrates the ROC performance of the SVM for linear, polynomial, and RBF kernels, using 10 features, 60 training samples, and values of x randomly chosen between 0 and 1000. This is the case where the overfitting problem occurs, and its effect on the performance of the SVM can be seen by a comparative analysis of Figure 9 and Figure 10 . The point to be noted is that, in all cases, the SVM trained using the polynomial kernel function achieved the best performance in terms of true-positive rate versus falsepositive rate.
To obtain the ROC performance of the SVM trained with the polynomial and RBF kernels, in each case, 5 and 10 features were selected, and the value of x was chosen randomly between 0 and 1000, with 40 training samples, as shown in Figure 11 . To observe the difference clearly, the limits of the false-positive rate were selected from 0 to 0.1. The results in this figure strengthen the statement, concluded from Figures 8, 9, and 10 , that the SVM trained with the polynomial kernel function gives the best performance among all the SVM trained with linear, polynomial, and RBF kernels. Furthermore, the best results are obtained by using the 10 features with 40 training samples. A comparison of ROC curves using SVM with polynomial kernel function and neural network is given in Figure 12 . The samples with randomly chosen value of x between 0 and 1000 were used. The output as normal class of classifier was considered as positive result, whereas, the remaining classes samples were treated as negative result. The neural network was implemented in Matlab consisting 4 layers; an input layer, an output layer and two hidden layers. The input layer was composed of 10 nodes each representing a single feature of input sample, the two hidden layers consisting of 5 and 2 neurons and the output layer with a single node giving the resultant score as output. The number of neurons in the hidden layers was chosen based on trial and error by varying from 2 to 10 in both layers. Also, the number of hidden layers was varied from 1 to 2 to choose the optimal case. The backpropagation with Levenberg-Marquardt algorithm was used for training neural network. The target mean-squared error of 1 * 10 −7 was obtained just after 8 iterations by training network one time only. All the initial weight and bias vectors were set to default. It can be seen clearly that SVM gives significantly efficient result as compared to neural network for classification of sensor faults considered in this study using the 10 selected time-domain features.
V. CONCLUSION
In this paper, the authors identify erratic, drift, hard-over, spike, and stuck faults in sensor faults classification problem. The SVM was used to classify data as normal or faulty, relating to the fault label. The increase in number of training data increase the efficiency of classifier to some point. Further increase may result in overfitting problem. The cross validation techniques is used to overcome this issue. Furthermore, increasing the size of input sample (data elements per sample) increases the accuracy of classifier. The ROC comparison of SVM with NN shows the efficiency of SVM for sensor fault classification.
