Techno-economic analysis of solar PV power-to-heat-to-power storage and
  trigeneration in the residential sector by Datas, Alejandro et al.
1 
 
Techno-economic analysis of solar PV power-to-
heat-to-power storage and trigeneration in the 
residential sector 
 
A. Datas1,2, A. Ramos1,2, and C. del Cañizo1 
1Instituto de Energía Solar, Universidad Politécnica de Madrid, 28040 Madrid, Spain. 
2Universitat Politècnica de Catalunya, Jordi Girona 1-3, Barcelona 08034, Spain. 
Keywords: PHPS, CCHP, TES, trigeneration, cogeneration, energy storage, heat, thermal, 
photovoltaics, solar, self-consumption, thermophotovoltaics, Stirling, ultra-high temperature. 
 
Abstract 
This article assesses whether it is profitable to store solar PV electricity in the form of heat and 
convert it back to electricity on demand. The impact of a number of technical and economic 
parameters on the profitability of a self-consumption residential system located in Madrid is 
assessed. The proposed solution comprises two kinds of heat stores: a low- or medium-grade 
heat store for domestic hot water and space heating, and a high-grade heat store for combined 
heat and power generation. Two cases are considered where the energy that is wasted during the 
conversion of heat into electricity is employed to satisfy either the heating demand, or both 
heating and cooling demands by using a thermally-driven heat pump. We compare these 
solutions against a reference case that relies on the consumption of grid electricity and natural 
gas and uses an electrically-driven heat pump for cooling. The results show that, under 
relatively favourable conditions, the proposed solution that uses an electrically-driven heat 
pump could provide electricity savings in the range of 70 – 90% with a payback period of 12 – 
15 years, plus an additional 10 – 20% reduction in the fuel consumption. Shorter payback 
periods, lower than 10 years, could be attained by using a highly efficient thermally driven heat 
pump, at the expense of increasing the fuel consumption and the greenhouse gas emissions. 
Hybridising this solution with solar thermal heating could enable significant savings on the 
global emissions, whilst keeping a high amount of savings in grid electricity (> 70 %) and a 
reasonably short payback period (< 12 years). 
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1. Introduction 
The energy consumption in buildings represents around 40% of the world energy consumption 
and one-third of global CO2 emissions [1]. Thus, during the last decade a number of 
technological solutions have been proposed targeting the improvement of the energy efficiency 
and the reduction of the CO2 emissions associated to energy consumption in the building sector. 
Among them, the so-called combined cooling, heating and power (CCHP), or trigeneration 
systems [2]–[6] are of especial interest, as they are intended to reduce the emissions associated 
to the three main kinds of energy demands in a building: electricity, heating and cooling. A 
typical CCHP system comprises a power generation unit (PGU), e.g. a microturbine, and a 
thermally-driven heat pump (THP) [7], e.g. an absorption chiller. The PGU is typically powered 
by natural gas and produces electricity and heat as by-product. This heat can be directly used for 
heating in winter or transferred to a THP for cooling in summer. Compared with the solution 
based on large centralized power plants and local air-conditioning systems, distributed CCHP 
provides a significant improvement of fuel utilization, in the range of 70 to 90% with respect to 
30 – 45% of centralized power plants [2]. Further reduction of the emissions is possible by fully 
or partially replacing natural gas by solar thermal heating [8]. Most of the studies consider 
organic Rankine cycles (ORC) [9], [10] in this case, as they enable operation temperatures 
below 220 ºC, meeting the requirements of non-concentrating solar collectors that could be used 
in residential and commercial environments. However, the low exergy content of such a low-
grade heat results in very low PGU conversion efficiencies, typically below 10 – 15% [9], [11], 
[12], which precludes the achievement of a clear economic advantage. 
In the last decade, the dramatic cost reductions of solar PV technology have triggered the 
interest on self-consumption of PV electricity in both commercial and residential buildings [13]. 
With an average growth rate of 51% [14], new solar PV power additions in 2017 accounted up 
to 98 GW, out-stripping the 70 GW of net fossil fuel generating capacity added the same year. 
Small-scale solar PV systems in distributed applications, mostly building integration, accounts 
for a significant share of these new PV additions (~ 38% [15]). Only in China, distributed 
capacity additions in 2017 summed up to 19.4 GW, and new rooftop systems saw a three-fold 
increase relative to 2016 [16]. Solar PV installations are simple, reliable, and do not require 
high maintenance. Thus, they are very appealing to produce electricity in small distributed 
applications. In the residential context, many solutions have been proposed to integrate solar PV 
systems with CCHP systems, including the hybridization of solar PV with gas-powered CCHP 
[17]–[20], the use of hybrid PV/thermal (PVT) solar collectors, using both non-concentrating 
[10], [21]–[24] and concentrating technologies [25], the integration of PV systems with 
electrically-driven heat pumps (EHP) [26]–[28], as well as the direct use of PV electricity for 
heat production [29]. 
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In all these cases, the self-consumption of PV electricity is limited due to the lack of 
synchronization between solar irradiance and local consumption. For systems where PV 
electricity is used exclusively to satisfy the electric power demand, self-consumption ratio 
(defined here as the fraction of the PV generated electricity that is used to supply the loads) is 
usually limited to 25 – 30% [30]. Self-consumption can be increased in systems where solar PV 
electricity is also used to provide heating and cooling [13], [26], [31], [32]. However, in this 
case, the attainable self-consumption ratio strongly depends on the climate conditions and the 
building standardized heating load. For instance, in old building standards located in Stuttgart 
(Germany), the combination of a heat pump and a hot water storage enable self-consumption 
increments of ~ 35% [26]. However, for next generation zero-energy buildings the same 
solution provides self-consumption potential increments of only ~ 10%, as energy demand of 
appliances dominates compared to the electrical energy demand to drive the heat pump [26]. 
To increase the self-consumption levels, solutions must integrate a system that stores the excess 
of PV electricity, such as electrochemical batteries [17]–[19], [33]. However, current prices for 
stationary residential battery storage are prohibitive, exceeding 1000 US$2015 per kWh of 
electricity storage capacity [34]. Even in the case of reaching global cumulative storage 
capacities of 1000 GWh (from a current cumulative capacity of ~ 1 GWh), empirical learning 
curves project that the future cost of stationary residential electricity storage, regardless of the 
technology type, will be in the range of ~ 340 $2015/kWhel [34]. Additionally, in most CCHP 
systems lifetime (> 20 years), the batteries require replacement (4 -15 years) and this can have a 
significant impact on the lifetime cost of the full installation [17]. Consequently, when looking 
at the profitability of the CCHP solution, the high capital cost of batteries results in optimal 
systems with a relatively small storage capacity, consequently providing small self-consumption 
improvements in the range of 13 – 24% [13]. For this reason, finding low-cost alternatives for 
electricity storage in the residential sector is an important field of research today [35], [36]. 
Although it might sound counterintuitive, among the many possible energy storage options, 
those that are particularly interesting for CCHP applications are those with low round-trip 
(electric-to-electric) efficiency, as they may deliver part of the stored energy in a form of heat. 
Some examples are compressed air [37] or hydrogen storage combined with fuel cells [38]. In 
these cases, the comparatively low round-trip efficiency can be compensated by the (eventual) 
lower cost of the technology and the profitable use of the exhaust heat. In this regard, a 
potentially low-cost alternative for electricity storage that has not received much attention is the 
power-to-heat-to-power storage (PHPS) concept. PHPS involves the conversion of electricity 
into heat, which is then stored and later converted back to electricity on demand. The dramatic 
cost reduction of solar PV electricity along with the potentially lower capital costs of PHPS 
might result in a profitable PV+PHPS solution in the context of CCHP applications, where the 
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low-grade heat produced during the heat-to-power conversion process may be used for 
satisfying both heating and cooling demands. Today, the use of thermal storage for power 
generation is virtually limited to concentrated solar power (CSP) plants, where the store 
temperature rarely surpasses ~ 500 ºC [39]. On the contrary PHPS systems could theoretically 
reach ultra-high temperatures (> 1000 ºC), subsequently enabling very high heat-to-power 
(H2P) conversion efficiencies of ~ 40% or beyond. This is around 3 - 4 times greater than that 
of low-temperature solar thermal ORC systems discussed above [9], [11], [12]. A hypothetical 
system comprising a 40% efficient solar thermal collector and a 10% efficient ORC [40], [9] 
would produce an overall solar-to-electric conversion efficiency of 4%, which is half the 
efficiency than that of a PHPS system comprising 20% efficient solar PV modules and 40% 
efficient PGU. Besides, the use of high grade heat store would potentially enable much more 
efficient THP cooling, as well as higher stored energy densities [41], [42], which is a 
remarkable advantage in space constrained residential applications. 
Recent studies have established a few conceptual PHPS embodiments, which differentiate in the 
way that heat is produced, stored, and converted back into electricity. A particularly promising 
concept is pumped heat electricity storage (PHES), in which a high temperature heat pump 
cycle transforms electricity into heat, which is stored inside two large regenerators, and a 
thermal engine cycle transforms the stored heat back into electricity [43]–[45]. PHES has a high 
theoretical round-trip efficiency (RTE) in the range of 40 – 70%, depending on the operational 
temperature range [44]. Predominately conceived for large grid-electricity storage applications, 
the potential viability of PHES in the residential sector has not been assessed yet. Other 
conceptually simpler approaches consider the use of ultra-high temperature (> 1000 ºC) joule 
heating for sensible- [46] and latent- [41] heat storage combined with a thermophotovoltaic 
(TPV) power generation. Despite having lower RTE potential (less than ~ 40%), these designs 
might bring some advantages, as the modularity and the lack of moving parts. Solutions based 
on the use of high temperature heat pumps have been also recently proposed to mitigate the high 
thermal losses that could be eventually derived from operating at ultra-high temperatures; 
theoretically enabling an increment of the round-trip conversion efficiency up to ~ 50% [47], 
[48].  
Regardless of the particular system implementation, it is still unclear under what circumstances 
a PHPS system could be profitable. In [46], [49] the minimum tolerable RTE of an energy 
storage system used for grid-electricity storage is estimated at 36% for the case of Pennsylvania-
New-Jersey-Maryland grid in 2017. However, this study assumes that the electricity is 
purchased from the grid, and therefore, the minimum RTE, is entirely determined by the ratio 
between on-peak and off-peak electrical prices in a very specific case. Besides, the exhaust heat 
produced by the PGU is not used, which is detrimental for the profitability of a PHPS solution. 
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In this study we assess the integration of a PHPS system in a CCHP solution for the self-
consumption of solar PV electricity in the residential environment. To the best of our 
knowledge, no comprehensive techno-economical assessment of PV generation coupled with a 
PHPS system has been evaluated so far. Thus, we will answer some of the most fundamental 
questions regarding the profitability of this solution, such as the maximum cost, the minimum 
PGU conversion efficiency, or the maximum heat insulation losses that are tolerable in order to 
provide reasonably low payback periods and significant energy savings. 
2. System model and methodology 
Figure 1 shows the three kinds of system configurations that are analysed in this work. The 
reference case (Figure 1-a) comprises a conventional boiler (for heating) and an EHP (for 
cooling). In this case, all the energy consumption, either electricity (𝐶𝑒) or heat (𝐶ℎ), is obtained 
from the retail markets. This reference case will be used to evaluate the relative improvements 
of the proposed solutions incorporating a PHPS system. Figure 1-b illustrates a PHPS 
configuration comprising a solar PV system, high-grade thermal energy store (HTES), a PGU, a 
low- or mid-grade thermal energy store (LTES), and an EHP. Grid electricity and fuel are used 
as backups to ensure reliability of energy supply. In what follows, this configuration will be 
named PHPS-E. Figure 1-c illustrates a very similar configuration but using a thermally-driven 
heat pump (THP), instead of an EHP. This configuration will be named PHPS-T. In both 
configurations the PV electricity (𝐺𝑒) is either i) used directly to satisfy the electric demand, ii) 
stored as high-grade heat in the HTES (𝑃𝑖𝑛,𝐻𝑇𝐸𝑆), iii) stored as low-grade heat in the LTES 
(𝑃𝑖𝑛,𝐿𝑇𝐸𝑆), or iv) lost (𝑃𝑙𝑜𝑠𝑠,𝑃𝑉) if there is no electricity consumption and both HTES and LTES 
stores are at their maximum capacities (𝐸𝐻𝑇𝐸𝑆,𝑚𝑎𝑥 and 𝐸𝐿𝑇𝐸𝑆,𝑚𝑎𝑥, respectively). The possibility 
of selling the excesses of PV electricity to the grid is not considered in this study. The high-
grade heat stored in the HTES can be supplied on demand to the PGU (𝑄𝑖𝑛,𝑃𝐺𝑈) to produce 
electricity with a conversion efficiency 𝜂𝑃𝐺𝑈  (𝑃𝑜𝑢𝑡,𝑃𝐺𝑈 = 𝜂𝑃𝐺𝑈𝑄𝑖𝑛,𝑃𝐺𝑈). During this process, 
the produced low-grade exhaust heat 𝑄𝑜𝑢𝑡,𝑃𝐺𝑈 = (1 − 𝜂𝑃𝐺𝑈)𝑄𝑖𝑛,𝑃𝐺𝑈 can be either stored in the 
LTES (𝑄𝑖𝑛,𝐿𝑇𝐸𝑆), or lost (𝑄𝑙𝑜𝑠𝑠,𝑃𝐺𝑈) if the LTES is at maximum capacity. Additional losses take 
place due to the non-ideal thermal insulation of the LTES ( 𝑄𝑙𝑜𝑠𝑠,𝐿𝑇𝐸𝑆 ) and the HTES 
(𝑄𝑙𝑜𝑠𝑠,𝐻𝑇𝐸𝑆). All these kinds of losses (𝑄𝑙𝑜𝑠𝑠 = 𝑄𝑙𝑜𝑠𝑠,𝐻𝑇𝐸𝑆 + 𝑄𝑙𝑜𝑠𝑠,𝐿𝑇𝐸𝑆 + 𝑄𝑙𝑜𝑠𝑠,𝑃𝐺𝑈 + 𝑃𝑃𝑉,𝑙𝑜𝑠𝑠) 
contribute to reduce the self-consumption ratio, defined in this work as 𝑆𝐶 = 1 −
∑ 𝑄𝑙𝑜𝑠𝑠(𝑡)
8760𝑇
𝑡=1 ∑ 𝐺𝑒(𝑡)
8760𝑇
𝑡=1⁄ , being 8760 × 𝑇  the total number of hours during the entire 
system lifetime 𝑇 (in years). 
The cooling power (𝐶𝑐) is satisfied by either an EHP (case PHPS-E, Figure 1-b) or a THP (case 
PHPS-T, Figure 1-c). The former case implies an extra consumption of electricity (𝑃𝐸𝐻𝑃 =
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𝐶𝑐 𝐶𝑂𝑃𝐸𝐻𝑃⁄ ), whereas the latter implies an extra consumption of heat (𝐶ℎ𝑐 = 𝐶𝑐 𝐶𝑂𝑃𝑇𝐻𝑃⁄ ). The 
coefficient of performance (COP) of each device indicates the ratio between the useful cooling 
provided to the input energy, either heat (THP) or electricity (EHP). The low-grade heat in the 
LTES can be used either to satisfy the space heating and domestic hot water demands (𝐶ℎ =
𝐶ℎℎ) in the PHPS-E configuration (Figure 1-b) or both heating and cooling demands (𝐶ℎ =
𝐶ℎℎ + 𝐶ℎ𝑐) in the PHPS-T configuration (Figure 1-c). In both cases, additional heating from the 
external boiler (𝑄𝑒𝑥𝑡) might be necessary to ensure supply reliability. Notice that in the PHPS-T 
configuration (Figure 1-c) an additional heat coming from the boiler may be needed for 
satisfying the cooling demand. Hybrid absorption-compression heat pumps [50] enabling both 
heat and electricity inputs might be interesting in this application, but they are not considered in 
this study for the sake of simplicity. 
In this study we use simplified models for each device of the PHPS system. The detailed model 
equations are shown in Figure 2, which also illustrates the energy management algorithm. At 
every time step (𝛥𝑡 = 1 hour), the energy rates (in kWel and kWth) shown in Figure 1, and the 
stored energy (in kWhth) in the HTES and LTES (𝐸𝐻𝑇𝐸𝑆 and 𝐸𝐿𝑇𝐸𝑆, respectively) are calculated 
following the procedure illustrated in Figure 2. This algorithm first evaluates whether there is 
an excess or defect of generated PV electricity, i.e. whether the net consumed electrical power 
𝑃𝑛𝑒𝑡 = 𝐶𝑒 − 𝐺𝑒  is negative or positive, respectively. If demand exceeds the PV generation 
(𝐶𝑒 < 𝐺𝑒), all the PV electricity is directly used to satisfy that demand. The additional electricity 
( 𝑃𝑛𝑒𝑡 ) is supplied by either the PGU, if the HTES has enough stored heat ( 𝐸𝐻𝑇𝐸𝑆 >
𝑃𝑛𝑒𝑡𝛥𝑡 𝜂𝑃𝐺𝑈⁄ ), or by the electrical grid, in the opposite case. If the electrical power demand is 
higher than the maximum power capacity of the PGU (𝑃𝑛𝑒𝑡 > 𝑃𝑚𝑎𝑥,𝑃𝐺𝑈), both the PGU and 
electrical grid contribute to satisfy such demand. The low-grade heat produced during the 
operation of the PGU (𝑄𝑜𝑢𝑡,𝑃𝐺𝑈 ) may be stored in the LTES, if this is not already at its 
maximum capacity. In the case the PV generation exceeds the consumption of electricity (𝐺𝑒 >
𝐶𝑒), such excess may be stored as high-grade heat in the HTES or as low-grade heat in the 
LTES. In principle, the system will prioritize the charge of the HTES, as it stores a higher-grade 
heat that can be later converted into electricity by the PGU. There is only one scenario where 
this excess of PV electricity is stored in the LTES instead of HTES. This is the case that there is 
heat consumption (𝐶ℎ = 𝐶ℎℎ + 𝐶ℎ𝑐 > 0), the HTES charge is high (𝐸𝐻𝑇𝐸𝑆 > 𝑥𝐸𝐻𝑇𝐸𝑆,𝑚𝑎𝑥), and 
the LTES charge is low (𝐸𝐿𝑇𝐸𝑆 < 𝑦𝐸𝐿𝑇𝐸𝑆,𝑚𝑎𝑥). In this study we have fixed 𝑥 = 0.99 and 𝑦 =
0.1, which means that this situation is very improbable, and the vast majority of the excesses of 
PV electricity is stored in the HTES rather than in the LTES. The optimization of the values of 
the parameters 𝑥 and 𝑦 is out of the scope of this work. In the case that both LTES and HTES 
are at their maximum capacities, the PV electricity is inevitably lost, contributing to the increase 
of the total energy losses of the system (𝑄𝑙𝑜𝑠𝑠). Finally, the total heat consumption (𝐶ℎ = 𝐶ℎℎ +
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𝐶ℎ𝑐) is satisfied either by the LTES, the boiler, or both combined, depending on whether the 
amount of stored heat in the LTES is enough to fully satisfy the heat demand. The amount of 
heat stored in the HTES and LTES is updated at every time step by evaluating the 
corresponding energy balance equations, as shown at the bottom of Figure 1. 
The model described above assumes no exergy degradation of stored heat in both HTES and 
LTES. A non-degraded heat flowing out of the high-grade HTES enables assuming a constant 
PGU conversion efficiency during the full discharge cycle. This assumption is reasonable 
especially for thermal stores based on latent heat, where exergy losses are minimum. The energy 
losses in the LTES are approximated using the standard EN 12977-3 for hot water stores, 
according to which the heat loss rate in W/K is 𝑈𝐴𝐿𝑇𝐸𝑆 = 𝑎𝐿𝑇𝐸𝑆√𝑉𝐿𝑇𝐸𝑆, being 𝑉𝐿𝑇𝐸𝑆 the water 
volume in litres, and 𝑎𝐿𝑇𝐸𝑆 a constant that usually takes a value of ~ 0.1 for good insulated hot 
water storage stores. The overall heat losses (in W) are approximated by 𝑄𝑙𝑜𝑠𝑠,𝐿𝑇𝐸𝑆 =
𝑎𝐿𝑇𝐸𝑆√𝑉𝐿𝑇𝐸𝑆∆𝑇𝐿𝑇𝐸𝑆 , being ∆𝑇𝐿𝑇𝐸𝑆  the mean difference between LTES and ambient 
temperatures (assumed ∆𝑇𝐿𝑇𝐸𝑆 = 70 ºC for the PHPS-E system and ∆𝑇𝐿𝑇𝐸𝑆 = 130 ºC for the 
PHPS-T one, as the later requires higher temperature to operate a highly efficient thermally 
driven heat pump). The heat losses in the HTES are calculated using a similar approach, so that 
𝑄𝑙𝑜𝑠𝑠,𝐻𝑇𝐸𝑆 = 𝑎𝐻𝑇𝐸𝑆√𝑉𝐻𝑇𝐸𝑆∆𝑇𝐻𝑇𝐸𝑆 , being 𝑎𝐻𝑇𝐸𝑆  an unknown parameter that should be 
eventually determined for high temperature heat stores.To relate the volume (𝑉𝐻𝑇𝐸𝑆 and 𝑉𝐿𝑇𝐸𝑆) 
with the storage maximum capacity (𝐸𝐻𝑇𝐸𝑆,𝑚𝑎𝑥 and 𝐸𝐿𝑇𝐸𝑆,𝑚𝑎𝑥) we assume an energy storage 
density of 0.08 kWhth/l for the LTES, corresponding to that of a hot water store, while for the 
HTES, the energy density strongly depends on the storage media and its operational 
temperature. In this study we assume a latent heat store with an energy density that depends on 
the operational temperature according to the following equation: 𝐸𝑑,𝑇𝐸𝑆 = 6.74 ×
10−7(𝑇𝑇𝐸𝑆)
2 − 1.72 × 10−4𝑇𝑇𝐸𝑆 + 0.140 that has been obtained from fitting the latent heat of 
fusion of a few pure metals with different melting points in the range of 230 – 2070 ºC (Sn, Zn, 
Al, Si and B) [41]. This equation captures the fact that higher temperatures enable higher stored 
energy densities. For instance, a 20 kWhth HTES operating at 1414 ºC (which will be the case if 
silicon is used as phase-change material) would have an energy density of 1.24 kWhth/l (silicon 
latent heat). Assuming an optimistic value for 𝑎𝐻𝑇𝐸𝑆  of 0.1, such HTES system would lose 
about 2.8% of its maximum stored energy in one hour. As a reference, a hot-water store of the 
same capacity and with 𝑎𝐿𝑇𝐸𝑆 = 0.1 would lose only 0.24% per hour. For a HTES at 800 ºC, 
heat losses would be only very slightly reduced to 2.7% (assuming the same value of 𝑎𝐻𝑇𝐸𝑆). 
This is because the lower temperature also brings a lower energy density, counteracting to keep 
a similar amount of heat losses. The evident way to reduce the losses is the use of advanced 
thermal insulation designs with a very small 𝑎𝐻𝑇𝐸𝑆 value. Possible options include the use of 
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vacuum insulation or other advance concepts, such as the use of heat pumps [47]. Whether such 
low 𝑎𝐻𝑇𝐸𝑆 values are attainable by practical thermal insulation systems is out of the scope of 
this work. Our aim is to provide its bounds in order to reach profitability in a PHPS application. 
An additional possibility to reduce heat losses in the HTES is to use eutectic alloys, instead of 
pure elements, with enhanced latent heats at lower melting temperatures, such as Al-12Si (549 
kWh/m3 at 577 ºC) [51] or Fe-26.3Si-9.3B (~ 1240 kWh/m3 at ~ 1200 ºC) [42].  
Time-dependent profiles of heating (space and hot water), cooling, and electricity consumptions 
(𝐶ℎℎ and 𝐶𝑐, 𝐶𝑒) are obtained by the Energy Plus software [52] for a detached household with 
two floors with an area of 60 m2 each, 30% of openings (glazing), the U-value of the façade is 
0.26 W/(m2·K) and the U-value of the roof is 0.18 W/(m2·K). These U-values match with the 
guidelines provided in the Spanish Building Code [53], which in turn are also in agreement with 
the corresponding guidelines of most of the European countries [54], [55]. For the energy 
simulations, typical occupancy profiles of a 4-inhabitant house (2 adults and 2 children) are 
considered. The simulations differentiate between working and non-working days, and provide 
loads, schedules for lighting and home appliances, as well as for occupancy, and the air 
renovations in the different months. The primary and secondary set-points for air conditioning 
in summer (i.e. from June to September) are 25 ºC and 27 °C, respectively, while primary and 
secondary temperature set-points for space heating (i.e. from January to October) are 20 °C and 
17 °C. DHW inlet/delivery temperature is 15/60 ºC and the normalized lighting power density 
in W/m2 -100 lux is 5. The Energy Plus software calculates the energy consumption (for 
heating, cooling and DHW) of a given household for a user-defined HVAC and DHW systems, 
thus resultant energy consumption will depend on the conversion efficiency of the selected 
systems. In the particular case of the electricity, electricity demand will be equal to electricity 
consumption if no losses are considered. Therefore, in order to obtain energy demand profiles 
which will be later inputs in our system model, conversion efficiency of the HVAC and DHW 
systems is set to 1. Energy simulations of the reference building consider 1-hour step weather 
data from Energy PlusTM database, which includes: direct and diffuse solar irradiance, solar 
height and azimuth, atmospheric pressure, ambient temperature and wind direction and velocity. 
Finally, from the energy simulations, hourly global energy demand of the reference building 
over a year is calculated. Thus, 1-hour step data of electricity for lighting and other appliances, 
cooling, domestic hot water (DHW) and space heating demands is obtained. The hourly PV 
electrical power generation per kW of installed PV capacity (𝐺𝑒
∗, in equivalent hours) in Madrid 
is calculated by means of the PVsyst software [56]; and considering the same weather data from 
Energy PlusTM database for coherence with the time-dependent energy consumption profiles. 
For this calculation monocrystalline silicon PV modules of 318 Wp from the manufacturer 
SunPower and a Sunny Boy series inverter of the manufacturer SMA have been considered. PV 
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modules are orientated to the South and their tilt angle is 34º, which is the optimum value that 
maximises the annual PV generation in Madrid. For the comprehensive system model, energy 
output after the inverter is considered. The total PV electricity generated during one hour (𝐺𝑒, in 
kWh) is estimated from these simulations as 𝐺𝑒 = 𝐺𝑒
∗𝑃𝑛𝑜𝑚,𝑃𝑉, being 𝑃𝑛𝑜𝑚,𝑃𝑉 the nominal PV 
installed power (in kW). 
Figure 3-a shows an example of the resultant electrical (top) and thermal (bottom) energy rates 
along with the amount of energy stored in the HTES (top, solid line) and LTES (bottom, solid 
line) for a system with 𝜂𝑃𝐺𝑈 = 30 %, 𝑃𝑛𝑜𝑚,𝑃𝑉 = 10.6  kWel, 𝑃𝑚𝑎𝑥,𝑃𝐺𝑈 = 1.35  kWel, and 
𝐸𝑚𝑎𝑥,𝐻𝑇𝐸𝑆 = 33.7 kWhth. As it will be seen in the discussion section, the sizing of the three key 
elements of this system, i.e. the PV, HTES and PGU, has been optimized to minimize the cost 
of the consumed electricity all through the lifetime of the installation. The proper selection of 
the merit function that must be minimized is of extreme relevance, as different merit functions 
provide completely different optimum solutions. For instance, a key performance indicator of 
the system could be its levelized cost of total (consumed) energy or LCOE, which is defined in 
this work as: 
𝐿𝐶𝑂𝐸 =
𝐶𝐴𝑃𝐸𝑋 + ∑ [
𝑂𝑃𝐸𝑋(𝑡′)
(1 + 𝑊𝐴𝐶𝐶𝑛𝑜𝑚)𝑡
′]
𝑇
𝑡′=1
∑ [
∑ (𝐶𝑒(𝑡) + 𝐶ℎ(𝑡))𝛥𝑡
8760
𝑡=1
(1 + 𝑊𝐴𝐶𝐶𝑟𝑒𝑎𝑙)𝑡
′ ]
𝑇
𝑡′=1
 
 
(1) 
 
where 𝐶𝐴𝑃𝐸𝑋 is the total capital expenditure (in €), 𝑡′ is the time variable (in years), 𝑇 is the 
total lifetime of the installation (in years), 𝑂𝑃𝐸𝑋(𝑡′) are the total operational expenditures in 
year 𝑡′ (in €), and ∑ 𝐶𝑒(𝑡) + 𝐶ℎ(𝑡)𝛥𝑡
8760
𝑡=1  is the total energy consumption (in kWh) during a 
year, evaluated at time intervals of 𝛥𝑡 = 1 hour. 𝑊𝐴𝐶𝐶𝑛𝑜𝑚 and  𝑊𝐴𝐶𝐶𝑟𝑒𝑎𝑙 are the nominal and 
real weighted average cost of capital, respectively, and are mutually related 
through  𝑊𝐴𝐶𝐶𝑟𝑒𝑎𝑙 = (1 + 𝑊𝐴𝐶𝐶𝑛𝑜𝑚) (1 + 𝐼𝑛𝑓𝑙)⁄ − 1 , being 𝐼𝑛𝑓𝑙  the annual inflation rate. 
The 𝐶𝐴𝑃𝐸𝑋of the solution is the addition of the individual 𝐶𝐴𝑃𝐸𝑋of each element (PV, HTES, 
LTES, PGU, Boiler, and THP or EHP), each of which are assumed proportional to the element’s 
nominal capacity. For instance, the 𝐶𝐴𝑃𝐸𝑋 of the PV system is estimated as 𝐶𝐴𝑃𝐸𝑋𝑃𝑉 =
𝐶𝐴𝑃𝐸𝑋𝑃𝑉
∗ 𝑃𝑛𝑜𝑚,𝑃𝑉, being 𝐶𝐴𝑃𝐸𝑋𝑃𝑉
∗  the capital expenditure per kW of a PV installation.  
A key difference of equation (1) with respect to conventional definitions of LCOE is that in the 
denominator we put the total energy consumption, rather than the electricity generated by the 
PV system. Thus, the LCOE defined in equation (1) refers to the cost of the total amount of 
energy that is consumed (heat plus electricity), including the cost of the electricity and the fuel 
that are purchased from the grid. The 𝑂𝑃𝐸𝑋(𝑡′) is calculated as 
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𝑂𝑃𝐸𝑋(𝑡′) = (1 + 𝐼𝑛𝑓𝑙𝑒𝑙)
𝑡′{𝑂𝑃𝐸𝑋𝑒𝑙𝑒𝑐,𝑓𝑖𝑥
∗ max[𝑃𝑔𝑟𝑖𝑑(𝑡)] +
𝑂𝑃𝐸𝑋𝑒𝑙𝑒𝑐,𝑣𝑎𝑟
∗ ∑ 𝑃𝑔𝑟𝑖𝑑(𝑡)𝛥𝑡
8760
𝑡=1 } + (1 + 𝐼𝑛𝑓𝑙𝑓𝑢𝑒𝑙)
𝑡′
{𝑂𝑃𝐸𝑋𝑓𝑢𝑒𝑙,𝑓𝑖𝑥 +
𝑂𝑃𝐸𝑋𝑓𝑢𝑒𝑙,𝑣𝑎𝑟
∗ ∑ 𝑄𝑒𝑥𝑡(𝑡)𝛥𝑡
8760
𝑡=1 }  
(2) 
 
where 𝑂𝑃𝐸𝑋𝑒𝑙𝑒𝑐,𝑓𝑖𝑥
∗  is the fixed annual cost per installed electric-grid power capacity in current 
money, and max[𝑃𝑔𝑟𝑖𝑑(𝑡)]  is the maximum peak-power demanded to the electrical grid, 
assumed here to be equal to the maximum grid power capacity. This is an important assumption, 
as the incorporation of storage in the system enables a significant reduction of max[𝑃𝑔𝑟𝑖𝑑(𝑡)], 
subsequently providing a noticeable reduction in the fixed costs of external electric power 
supply. 𝑂𝑃𝐸𝑋𝑓𝑢𝑒𝑙,𝑓𝑖𝑥 is the annual fixed cost of fuel, while 𝑂𝑃𝐸𝑋𝑒𝑙𝑒𝑐,𝑣𝑎𝑟
∗  and 𝑂𝑃𝐸𝑋𝑓𝑢𝑒𝑙,𝑣𝑎𝑟
∗  are 
the annual costs of externally-purchased electricity and heat (in €/kWhel and €/kWhth) expressed 
in current money. Equation (2) implicitly assumes that electricity and fuel prices increase with 
constant annual energy inflation rates 𝐼𝑛𝑓𝑙𝑒𝑙  and 𝐼𝑛𝑓𝑙𝑓𝑢𝑒𝑙 , respectively (which are not 
necessarily equal to the overall economy inflation rate 𝐼𝑛𝑓𝑙), and that all years are identical in 
terms of energy generation and consumption. Other kinds of operational expenditures, such as 
taxes and the maintenance costs, are neglected.  
Preliminary attempts to minimize the total LCOE, as defined in equation (1), resulted in 
“optimal” solutions tending to maximize the amount of PV electricity dedicated to produce heat. 
This subsequently resulted in large PV, HTES and LTES systems. Despite the fact that this 
brings some economical savings after the entire lifetime of the installation, the very high 
CAPEX results in an intolerable increase of the discounted payback period. As a consequence, 
we opted for using the levelized cost of consumed electricity (LCOEel) as merit function, which 
is defined in this work as: 
𝐿𝐶𝑂𝐸𝑒𝑙 =
𝐶𝐴𝑃𝐸𝑋𝑡 + ∑ [
𝑂𝑃𝐸𝑋𝑒𝑙(𝑡
′)
(1 + 𝑊𝐴𝐶𝐶𝑛𝑜𝑚)𝑡
′]
𝑇
𝑡′=1
∑ [
∑ 𝐶𝑒(𝑡)𝛥𝑡
8760
𝑡=1
(1 + 𝑊𝐴𝐶𝐶𝑟𝑒𝑎𝑙)𝑡
′]
𝑇
𝑡′=1
 (3) 
 
and differentiates from equation (1) in that it only considers electricity consumption, i.e.: 
𝑂𝑃𝐸𝑋𝑒𝑙(𝑡
′) = (1 + 𝐼𝑛𝑓𝑙𝑒𝑙)
𝑡′ {𝑂𝑃𝐸𝑋𝑒𝑙𝑒𝑐,𝑓𝑖𝑥
∗ max[𝑃𝑔𝑟𝑖𝑑(𝑡)]
+ 𝑂𝑃𝐸𝑋𝑒𝑙𝑒𝑐,𝑣𝑎𝑟
∗ ∑ 𝑃𝑔𝑟𝑖𝑑(𝑡)𝛥𝑡
8760
𝑡=1
} 
(4) 
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The minimization of 𝐿𝐶𝑂𝐸𝑒𝑙 will guide us towards the best system configuration in terms of 
maximum savings of grid-electricity, which is the most relevant contributor to the total OPEX. 
Minimizing 𝐿𝐶𝑂𝐸𝑒𝑙 appears to be a more reasonable approach that produces shorter payback 
periods at the expense of obtaining slightly higher LCOE. The search for the minimum 𝐿𝐶𝑂𝐸𝑒𝑙 
is performed in this work by means of the multi-variable direct search (Nelder-Mead) algorithm 
[57] evaluated over a matrix of different initial conditions to avoid local minimums. 
Finally, the discounted payback period is calculated in this study by computing the annual 
discounted saves (in current money) in the OPEX due to the reduced consumption of external 
electricity and fuel, with respect to the reference case in Figure 1-a. The discounted payback 
period represents the time needed for these cumulative savings to pay-off the higher CAPEX of 
the PV+PHPS installation. 
All the variables used in this study to describe the PHPS+PV solution are summarized in Table 
1. A selected number of them have been used to define the four different economic scenarios 
that are summarized in Table 2. These scenarios are ordered from more favourable (Scenario 1) 
to less favourable (Scenario 4). The most favourable scenario assumes a PV CAPEX of 900 
€/kW, while the rest of scenarios assume a price of 1200 €/kW (taxes included). These data are 
selected based on the estimations of the European JCR, according to which the worldwide 
average price of a residential PV systems without tax was 1150 €/kW[58] in 2018, being the 
minimum prices found in Australia (950 €/kW).Taking into account that the average learning 
curve of CAPEX for residential PV installations is in the range of 80-90% [59], it is expectable 
that CAPEX values below 900 € (taxes included) could be reached in the near future. 
Concerning the CO2-equivalent emissions reported in Table 1 it must be noticed that the value 
for solar PV (20 gCO2eq/kWhth) is taken from the harmonization of a number of published life-
cycle assessments conducted by Louwen et al. that assumes a performance ratio of 0.75 and 
insolation conditions of 1700 kWh/m2-year [60], which are similar to those existing in Madrid. 
In the case of natural gas, the CO2-equivalent emissions are typically reported in the range of 
220 – 280 gCO2eq/kWhth [61]; thus, we set a value of 250 gCO2eq/kWhth. However, it is worth 
mentioning that a controversy exists on the determination of the emissions for natural gas in 
CO2-equivalent units. Natural gas is largely composed of methane, which has a lower 
atmospheric lifetime (~ 12 years) than CO2 (> 100 years), but a much higher greenhouse 
potential. Thus, the amount of emissions of natural gas in CO2-equivalent units depends on the 
time-frame considered for the calculation. Howarth [62] estimated emissions in the range of 550 
– 750 gCO2eq/kWhth for natural gas when considering a shorter timeframe of  20 years. These 
considerations are not taken into account in this study to keep the coherence among the data 
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obtained from different sources. Finally, the emissions per kWhel of consumed grid electricity is 
set to 340 gCO2eq/kWhel, which is the one obtained for Spain in 2013 from a Well-To-Wheels 
(WTW) analysis that takes into account not only the direct emissions in the generation site, but 
also the upstream emissions associated with the fuel extraction and transport, and the power 
losses along the grid [63].It is worth mentioning that the average emissions for EU grid 
electricity is 447 gCO2eq/kWhel, meaning that a PHPS system installed in Spain has a 
comparatively lower potential to reduce the CO2 emissions than in other countries such as 
Germany (615 gCO2eq/kWhel) or Italy (431 gCO2eq/kWhel). The investigation of the impact of 
this solution on different emplacements is not the aim of this study. 
It is also worth commenting on the assumption of an identical CAPEX for both EHP and THP. 
Some studies have reported air conditioning prices ranging from 500 to 700 €/kWcool [64]. These 
values are in agreement with the empiric relation between the capital cost and the heating 
capacity (kWheat) for EHPs reported by Staffell in 2012 as £2012/kWheat = 200 +
4750 kWheat
1.25⁄ [7]. This equation results in CAPEX of 395 and 590 €2012/kWheat for systems with 
large (20 kWheat) and medium (10 kWheat) heating capacities, respectively. Unfortunately, the 
price of THPs is not as well reported in the literature. In 2002, Grossman [65] estimated the cost 
of LiBr-water absorption chiller technology in the rage of 165 – 200 $/kWcool. However, in 
2008, Kim and Infante Ferreira [66] reported significantly higher prices (300 - 400 €/kWcool) for 
the same kind of technology. In both studies, it is estimated that the higher COP of double- and 
triple-stage chillers would result in lower prices per unit of cooling capacity, despite the higher 
complexity. Although a lower CAPEX has been reported for THPs, in this study we set an 
identical price for both EHP and THP of 500 €/kWcool in order to cope with the uncertainty in 
the published data. 
A constant COP is assumed for the EHP all through the year. A value of 4 has been used in 
most of the cases, as this is the average seasonal energy efficiency ratio (SEER) for residential 
air conditioners installed worldwide, as reported by the IEA in 2019. However, the best SEER 
available in the market are up to ~ 12.  According to the IEA, it is unlikely that these efficient 
devices reach the market in many countries, but it illustrates the huge potential for improvement 
in the near future. For the THP, current absorption technology’s COPs range from 0.4 – 1.7 
depending on the operation temperature and number of stages. Low temperature (75 – 90 ºC) 
single-stage chillers have COPs in the range of 0.4 to 0.7; double-stage chillers operating at 
intermediate temperatures of ~ 150 ºC have COPs in between 1.2 and 1.4; and high temperature 
(200 – 250 ºC) triple-stage chillers have COPs of up to ~ 1.7. [35], [66], [67]. The COP for THP 
will be set to 1.3; thus, representing the case of a double-stage chiller operating at intermediate 
temperatures of ~ 150 ºC. This temperature is compatible with typical indirect pressurized hot 
water storage systems. Thus, for the case of PHPS-T systems we will consider the combination 
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of COP = 1.3 and a pressurized hot water store at 150 ºC. As it will be seen in the discussion 
section, lower COPs do not provide a significant advantage with respect to the PHPS solution 
comprising an EHP. 
Concerning the energy prices, two main components have been assumed: energy and network. 
Typically, energy and taxes are charged per kWh of consumed energy, while the network 
component is charged annually per contracted kWel. The share of the fixed and variable 
components in the price of natural gas and electricity varies significantly among countries . The 
increasing amount of grid-connected distributed renewable power systems is triggering a trend 
to increase the fixed components of the price [68], which contributes to increase the uncertainty 
of this variable in the future. In this study we assume a price of electrical energy and power of 
0.17 €/kWhel and 50 €/kWel-year, respectively, which results in an average annual price of 
electricity of 22.41 c€/kWhel for the specific consumption profile of the reference case 
considered in this study (Figure 1-a). This value is only slightly below the average price of 
electricity for households’ consumers in Spain, as reported by Eurostat, of 24.77 c€/kWhel. The 
resultant share of fixed component in the grid electricity price is 24%. For the natural gas, we 
assume a price for heating energy and power of 0.07 €/kWhth and 60 €/year, respectively, which 
results in an average price of 7.39 c€/kWhth for the specific consumption profile of the reference 
case in Figure 1-a. This price is slightly below the average value reported for Spain in Eurostat 
of 8.75 c€/kWhth, and the fixed term represents only 5% of the total price. 
3. Results and Discussion 
This work aims at determining under which circumstances a PHPS system could be profitable 
for the self-consumption of solar PV electricity in the residential sector. To afford this analysis, 
we will search for the optimal sizing of the three main elements of the system, i.e. the storage 
capacity of HTES in kWhth, the peak power output of the PGU in kWel, and the nominal power 
of the solar-PV installation in kWel, which result in the minimum costs of the consumed 
electricity after the entire lifetime of the installation. This optimal sizing depends on a number 
of parameters, such as the cost of grid-electricity and fuel, or the cost and productivity of the PV 
system, among many others. In this study, we will pay special attention to those parameters 
related to the PGU and HTES components, as they are not typically used in residential 
applications and subsequently, there are no reliable data on their cost and performance. Such 
elements are described in this study by the following five parameters: the PGU conversion 
efficiency (𝜂𝑃𝐺𝑈), the HTES CAPEX (𝐶𝐴𝑃𝐸𝑋𝑇𝐸𝑆
∗  in €/kWhth), the HTES thermal losses (𝑎𝐻𝑇𝐸𝑆 
and ∆𝑇𝐻𝑇𝐸𝑆), and the PGU CAPEX (𝐶𝐴𝑃𝐸𝑋𝐻2𝑃
∗  in €/kWel). Performing a bottom-up estimation 
of these five parameters would be very unprecise, provided the immaturity of these 
technologies; thus, our first analysis focuses on conducting an up-bottom analysis, according to 
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which the minimum value of 𝜂𝑃𝐺𝑈 , and the maximum values of 𝐶𝐴𝑃𝐸𝑋𝐻𝑇𝐸𝑆
∗ , 𝐶𝐴𝑃𝐸𝑋𝑃𝐺𝑈
∗ , 
𝑎𝐻𝑇𝐸𝑆 and ∆𝑇𝐻𝑇𝐸𝑆that leads to profitability will be determined assuming a favourable economic 
scenario. Thus, the outcome of this analysis will be the technological requirements for each 
element of the solution in order to reach profitability. This information will be useful to assess 
the candidate technologies. Nevertheless, despite the fact that we will mention a few possible 
specific options, it is not the aim of this study to provide a thorough assessment of the most 
suitable technological implementation. 
To quantify the “profitability” of the solution we will look at the amount of electricity savings 
enabled by the PHPS system. Electricity savings can only be attributed to the presence of 
significantly large PV, HTES and PGU systems (optimized variables) that provide a significant 
reduction of the cost of consumed electricity (merit function for the optimization). The first part 
of the discussion focuses on the PHPS-E configuration (Figure 1-b), which is characterized by 
using an electrically driven heat pump for cooling; thus, the rejected heat from the PGU is only 
used to satisfy the DHW and space heating needs. In the second part of the discussion, we 
assess the PHPS-T configuration (Figure 1-c), and we discuss under which conditions a PHPS-
T system would be preferable than a PHPS-E one. Some of the most relevant results are 
summarized in Table 3 in order to facilitate the readability of the analysis. Table 4 shows 
identical results but for the ideal case of loss-less (adiabatic) HTES and LTES systems; thus, 
they represent the upper bounds of performance for the PHPS solution, which are unattainable 
in practice. 
3.1. PHPS-E system 
Figure 3 (b-d) shows the savings on grid electricity resulting from an optimized PHPS-E system 
as a function of different variables. Every dot in these figures represents an optimized system, 
meaning that the optimal sizing of the three main elements of the system (PV, HTES and PGU) 
are set to minimize the cost of the electricity consumed during the system lifetime. The rest of 
parameters are set to the values reported in Table 1, and to those corresponding to the most 
favourable scenario in Table 2 (Scenario 1). In the case of Figure 3-b, the two independent 
variables are the PGU efficiency and the HTES and PGU CAPEX. As it could be expected, the 
largest savings are obtained for high PGU efficiency and small HTES and PGU CAPEX. 
Besides, the minimum attainable savings of electricity are about 30%, and correspond to the 
case of direct self-consumption of PV electricity, without storage. The results shown in Figure 
3-b enable determining the maximum cost targets for HTES and PGU technologies if the PGU 
conversion efficiency is known. Similarly, it is possible to estimate the minimum PGU 
conversion efficiency that is needed to reach profitability if the costs of HTES and PGU devices 
are provided. For instance, a CAPEX of ~ 300 €/kWhth and ~ 4000 €/kWel for the HTES and 
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PGU devices are tolerable (enable a significant savings on electricity consumption) if the PGU 
conversion efficiency is higher than ~ 40%. However, if the conversion efficiency is 20%, the 
maximum tolerable CAPEX is reduced to ~ 100 €/kWhth and ~ 2000 €/kWel, respectively.  
It is worth noticing that high thermal-to-electric conversion efficiencies (> 40%) and low costs 
(< 1000 €/kW) are attainable by current state of the art Rankine and open-cycle Brayton engines 
of large (> 1 MWel) [39], [69], [70] and medium (30 - 300 kWel) [71] sizes. Unfortunately, 
current state of the art small-scale (< 10 kWel) closed-cycle engines, which have been developed 
for both terrestrial and space-power applications, have either low conversion efficiency (e.g. 
Rankine/ORC) or high cost (Brayton) [72], [73]. Probably, among all the current dynamic-
engine options, the best choice is a Stirling engine, which has a conversion efficiency in the 
range of 30 - 40% at power outputs ranging from 1 to 30 kWe [73]. However, low power costs 
(~ 2,000 €/kWel) are only attainable by the largest units (~ 30 kWel), whilst the smallest units (~ 
1-2 kWel) could reach power costs more than 10,000 €/kWel. This price lies outside the 
profitability limit, as seen in Figure 3-b. Solid-state converters are better suited for power 
generation at small-scale and could lead, in principle, to low power costs. In this regard, 
thermoelectric generators are the most mature technology, but they lack of high conversion 
efficiency (typically below ~ 10%). A particularly interesting highly-efficient alternative is 
thermophotovoltaics (TPV), which has been already assessed theoretically for PHPS 
applications [41], [46]. Despite its much lower degree of development, TPV has already 
demonstrated significantly higher conversion efficiencies (~ 24%) [74], becoming the most 
efficient solid-state thermal-to-electric converter to date. TPV is particularly well suited for 
ultra-high temperature (> 1000 ºC) heat conversion; thus, enabling the use of ultra-dense heat 
stores, such as silicon or boron latent heats [41]. TPV technology has also potential to reach 
very low power costs, even below 300 €/kWel [46]. Thus, in the opinion of the authors, TPV 
should be regarded as a promising choice for future developments in residential (small-scale) 
PHPS solutions. 
Figure 3-c illustrates how heat losses in the HTES, i.e. the parameters 𝑎𝐻𝑇𝐸𝑆  and ∆𝑇𝐻𝑇𝐸𝑆 , 
impact on the profitability of the PHPHS-E solution. As it could be expected, small 𝑎𝐻𝑇𝐸𝑆 and 
∆𝑇𝐻𝑇𝐸𝑆 values (small heat losses in the HTES) result in larger savings in electricity. For 
instance, reducing the HTES temperature below ~ 500 ºC allows a significant reduction of the 
heat losses, or alternatively enables the use of higher 𝑎𝐻𝑇𝐸𝑆  values; thus, simplifying the 
thermal insulation design, and eventually enabling a reduction of its cost. However, lower 
HTES temperatures could result in lower PGU conversion efficiencies and negatively impact on 
the profitability of the solution. For instance, a HTES operating at 1500 ºC with 40% conversion 
efficiency requires 𝑎𝐻𝑇𝐸𝑆 < 0.2 for reaching electricity savings more than ~ 80%. Reducing the 
HTES temperature to 250 ºC while keeping a conversion efficiency of 40% could enable similar 
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savings for less a restrictive 𝑎𝐻𝑇𝐸𝑆 < 0.4 . However, if the efficiency drops to 20%, such 
amounts of savings would not be reachable even using an ideal thermal insulation system 
(𝑎𝐻𝑇𝐸𝑆 = 0). This illustrates an existing trade-off on the optimal HTES temperature between the 
PGU conversion efficiency and the HTES’s thermal insulation losses. High conversion 
efficiencies and low thermal losses are needed to reach profitability, but both of them increase 
with temperature. Nevertheless, a very interesting result illustrated in Figure 3-c is that this 
trade-off disappears for temperatures more than ~ 500 ºC. For such high temperatures, 𝑎𝐻𝑇𝐸𝑆 
values near or below ~ 0.1, and PGU efficiency more than ~ 20% result in a profitable solution, 
independently of the HTES temperature. This is partially attributed to the higher storage energy 
density that is attainable at very high temperatures, which enables a more compact and smaller 
HTES that compensates the larger amounts of heat losses per unit of store area at higher 
temperatures. According to this result, the HTES temperature could be as high as required to 
reach high energy density and PGU conversion efficiency, provided that a low-cost thermal 
insulation system with 𝑎𝐻𝑇𝐸𝑆 values near or below ~ 0.1 are attainable at such temperatures. 
Therefore, the selection of the optimal operation temperature should be made based on an 
overall techno-economic analysis of the entire solution, being the main objective the 
achievement of high PGU efficiency and low thermal insulation losses at low cost. In this 
regard, the results shown in Figure 3-c could guide the design of an optimal thermal insulation 
system for PHPS applications.  
The results in Table 4 show to the ideal case of adiabatic HTES and LTES systems (i.e. 
𝑎𝐻𝑇𝐸𝑆 = 𝑎𝐿𝑇𝐸𝑆 = 0). Despite the fact that this ideal situation is unattainable in practice, these 
results are valuable to set the upper bounds of the technology. If compared with the results in 
Table 3, (which assume 𝑎𝐻𝑇𝐸𝑆 = 𝑎𝐿𝑇𝐸𝑆 = 0.1 ) the self-consumption ratio is drastically 
increased due to the reduced amount of heat losses. This results in a smaller PV system and 
CAPEX, which leads to significantly shorter payback periods. These results highlight the 
relevance of thermal insulation in the PHPS solution, at least for small-scale residential 
applications. 
Figure 3-d assess the sensibility of the PHPS-E solution to variations in the economic 
conditions. The results shown in Figure 3-c and d assume the most favourable case, which is 
characterized by low PV CAPEX (900 €/kWel), low WACCnom (2%), and a high energy price 
inflation rate (Infle = 4%). This optimistic scenario allows estimating the minimum requirements 
for the PHPS-E solution (in terms of cost and heat losses of the HTES, and efficiency of the 
PGU) to reach profitability in the most favourable economic conditions. Figure 3-d illustrates 
how these requirements are modified for more unfavourable economic scenarios. By calculating 
the savings on consumed grid electricity resulting from an optimized PHPS-E system as a 
function of the Infle and the WACCnom we observed that the scenarios having the same 
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difference between the WACCnom and the energy price inflation rate result in identical optimal 
systems and savings of electricity. This means that the profitability can be analyzed through a 
single variable: the difference between the WACCnom and Infle. Figure 3-d illustrates the 
combined effect on the electricity savings of the PV CAPEX and (WACCnom - Infle). As 
expected, having a low PV CAPEX and an energy inflation rate higher than the WACCnom is 
very important to reach profitability, especially when the PGU conversion efficiency is low. 
Higher PGU conversion efficiencies enable reaching profitability under less favourable 
economic conditions. However, even in the case of high PGU conversion efficiency (e.g. 40%), 
a low PV CAPEX (below 1000 €/kWel) and an energy price inflation rate greater than 
WACCnom are needed to reach electricity savings of 80% or beyond. A less favourable scenario, 
e.g. PV CAPEX of 1300 €/kWel and an energy price inflation rate 1% smaller than the 
WACCnom, would enable maximum electricity savings of ~ 55% if the PGU conversion 
efficiency is 40%, and of ~ 30% if the PGU conversion efficiency is 20%. The latter represents 
a solution without HTES nor PGU devices, in which the PV electricity is directly consumed 
without being stored. This illustrates how important are the economic boundary conditions on 
the potential of the PHPS-E concept.  
All the results shown in Figure 3(b-d) show deviations of a selected number of parameters (i.e. 
CAPEX of HTES, PGU and PV, PGU efficiency, WACCnom and energy price inflation rate) 
from the most favourable economic scenario indicated in Table 2. Besides, they illustrate the 
electricity savings only, as they represent a quantification of the profitability of a PHPS 
solution. But no observations have been made so far on other relevant parameters such as the 
discounted payback period, the savings of fuel and CO2 emissions, or the self-consumption 
ratio, among others. In the next discussion, we will pay attention to these parameters. To that 
end, Figure 4 shows a selection of eight system’s parameters as a function of the PGU 
conversion efficiency, for an optimized PHPS-E system under the four different economic 
scenarios indicated in Table 2. The selected parameters for the representation are: the optimal 
PGU maximum power capacity (a), the optimal HTES storage capacity (b), the optimal PV 
nominal power (c), the discounted payback period (d), the savings in fuel (e), and CO2 
emissions (f), the self-consumption ratio (g), and the savings in electricity (h). In these graphs, 
each dot represents the best solution obtained by the direct-search algorithm after being 
evaluated with 78 different initial simplexes to avoid local minimums. 
The first important observation is that there exists a threshold value for the PGU conversion 
efficiency beyond which the PHPS-E system becomes profitable, i.e. the optimal sizes for the 
PGU (Figure 4-a) and the HTES (Figure 4-b) are significant. Besides, this threshold efficiency 
is higher when the economic conditions are less favourable. For instance, the most favourable 
scenario (Scenario 1) enables profitability at PGU conversion efficiencies more than ~ 10%, 
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while the most unfavourable one (Scenario 4) requires PGU conversion efficiencies more than ~ 
80%. For efficiencies below those thresholds, the optimal sizes for the PGU and HTES devices 
tend to zero, and the only component that remains in the solution is the PV system. In this case, 
the PV electricity is consumed instantaneously (without storage in the HTES); thus, resulting in 
a small optimal PV system that enables very high self-consumption ratios (~ 80%, Figure 4-g). 
Notice that such high self-consumption ratios are attributed to the use of solar PV electricity to 
produce low-grade heat that is stored in the LTES. This explains why such high self-
consumption ratios are combined with small electricity savings (~ 30%, Figure 4-h).  
When the PGU efficiency is higher than the profitability threshold, the optimal PHPS-E system 
comprises significantly large HTES, PGU and PV systems (Figure 4-a, b, c), subsequently 
enabling electricity savings in the range of 70 - 95% (Figure 4-h), depending on the specific 
economic boundary conditions. The most favourable scenarios bring particularly large optimal 
HTES (up to 80 kWhth), PGU (up to 3 kWel) and solar PV (up to 12 kWel) systems, along with 
higher electricity savings (up to 95%). On the other hand, less favourable economic conditions 
bring smaller optimal HTES (10 – 20 kWhth), PGU (~ 0.8 kWel), and solar PV (5 – 7 kWel) 
systems, as well as lower electricity savings of 70 – 75%. A particularly important observation 
is that increasing the efficiency beyond a certain value does not improve the savings in 
electricity. Instead, it leads to lower savings of fuel and subsequently higher CO2 emissions. 
This critical efficiency is ~ 40% for the scenarios 1 and 2, and ~ 60% (~ 80%) for the scenario 3 
(4). At these specific efficiencies, the CO2 emissions are minimum, as higher PGU conversion 
efficiencies result in the production of smaller amounts of heat that bring a larger consumption 
of fuel. Unfortunately, the same efficiency that minimizes the CO2 emissions maximizes the 
payback period and minimizes the self-consumption ratio, as it implies the use of significantly 
large PV, HTES and PGU systems. However, the potential reduction in the payback period due 
to an increment of the conversion efficiency beyond such values might not be very significant. 
For instance, in the Scenario 1, the payback period is reduced only 3 years (from 14 to 11 years) 
when the PGU conversion efficiency increases from 40% to 80%, while the electricity savings 
are not improved. This illustrates that increasing the PGU conversion efficiency beyond a 
certain critical value (which depends on the boundary economic conditions) might not be as 
important as it could be intuitively expected. 
Other interesting observation concerns the very small self-consumption ratios (35 – 60%) that 
are obtained, meaning that a high amount of PV electricity is finally wasted. To understand the 
source of these losses, Figure 5 shows the four main contributions to the energy lost in the 
system as a function of the PGU conversion efficiency for each of the four economic scenarios 
indicated in Table 2. For low conversion efficiencies, i.e. when the solution lacks of both HTES 
and PGU devices, most of the losses (> 80%) are attributed to heat losses in the LTES. 
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However, these losses are not very significant in absolute value, as they enable very high self-
consumption ratios of ~ 80% (Figure 4-g). On the other hand, when the PGU conversion 
efficiency is large enough, and subsequently the optimal HTES and PGU sizes are significant, 
the HTES thermal insulation heat losses account for most of the energy losses of the PHPS-E 
solution (70 – 90%). Thus, heat losses in the HTES are the main reason for the low self-
consumption levels observed in Figure 4-h. The next contribution is the heat lost in the LTES 
(10 – 20%). Both the PV electricity that is neither consumed nor stored, and the exhaust heat 
from the PGU converter that is wasted, represent a negligible contribution to the total energy 
losses in the system. Only in Scenario 1 the PV electricity that is directly wasted could represent 
a significant amount of losses (up to 20%) due to the oversized PV installation, which is 
possible due to its low cost. But even in this case the heat losses in the HTES represent the 
highest contributor to the overall energy losses of the system. Therefore, improving thermal 
insulation of the HTES is key to improve the self-consumption ratio. However, it is important to 
notice that, even with such low self-consumption ratios, the PHPS-E system can provide 
significant electricity savings (> 70%) and reach profitability with reasonably short payback 
periods. The heat losses through the HTES thermal insulation system could be recovered as 
low-grade heat to further reduce the amount of fuel consumption, as proposed in [47], [48]. 
Analysing this and other possible improvements could be the aim of a future work. 
3.2. PHPS-T system 
This last part of the article focuses on the analysis of the PHPS-T system (Figure 1-c), where a 
thermally-driven heat pump (THP) is used instead of an electrically-driven one to satisfy the 
cooling demand. In this case, the heat generated in the PGU is not only used for DHW and 
space heating, but it is also used for powering the THP and satisfying the cooling needs in 
summer season. Thus, one could expect a more efficient use of the generated heat all through 
the year. However, one could also argue that an increment in the COP of the EHP could have a 
similar effect on reducing the electricity consumption both in the reference case (Figure 1-a) 
and in the PHPS-E solution (Figure 1-b); thus, hindering the profitability of the PHPS-T 
solution. Thus, the payback period of the PHPS-T system should be analysed as a function of 
the difference between the COPs of the THP and the EHP.  
In this regard, Figure 6 shows the payback period of an optimized PHPS-T (top), and the 
difference between the payback periods of PHPS-E and PHPS-T solutions (bottom) as a 
function of the THP and EHP COPs for four different PGU conversion efficiencies. Payback 
periods are calculated with respect to the reference case (Figure 1-a). As expected, increasing 
the EHP COP produces a significant increment on the payback period of the PHPS-T solution, 
hindering its profitability (Figure 6-top). This increment could result in intolerable payback 
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periods (> 20 years) if the THP COP is low (< 0.7) and the EHP COP is reasonably high (> 4). 
In this case, the PHPS-E solution would be the preferable solution, with payback periods 
significantly shorter than those of PHPS-T. Very high THP COPs (more than ~ 1.3) would be 
needed for PHPS-T to reach reasonably low payback periods (< 12 years) when the EHP COP is 
considerably high (~ 6 or beyond). In this case, the PHPS-T solution could provide significantly 
shorter payback periods than PHPS-E. It is worth noticing that the improvement of the EHP 
COP is beneficial not only for the PHPS-E system, but also for the reference case. Thus, 
improving the EHP COP does not bring a significant reduction of the payback period for the 
PHPS-E system with respect to the reference case. For this reason, the only way to drastically 
reduce the payback period is to adopt the PHPS-T solution with a very highly efficient THP. 
High THP COPs of 1.2 – 1.7 can be attained with current state of the art double-stage or triple-
stage absorption chillers operating at temperatures in the range of 150 - 250 ºC [35], [66], [67]. 
This implies that a PHPS-T solution should rely on the use of PGU with a high-grade rejected 
heat (> 150 ºC) able to power an efficient double- or triple-stage absorption chiller. Otherwise, 
the PHPS-E system would be a preferable solution. This will impact on the selection of the 
PGU. High rejection temperature dynamic engines or solid-state devices are preferable. In this 
regard, the low rejection temperature of TPV devices is detrimental. High TPV cell 
temperatures lead to a significant reduction of the conversion efficiency. Thus, the requirement 
of higher temperature rejected heat points in the direction of an interesting research line for 
TPV, which is the development of highly efficient TPV cells able to operate at temperatures of 
~ 200ºC [72]. Other high-rejection temperature solid-state alternatives, such as thermionic 
generators [72], could also be regarded as an interesting option for the future. 
Figure 7 shows the optimization results for a PHPS-T system with COPEHP = 4 and COPTHP = 
1.3; thus, representing a case where the PHPS-T system provides shorter payback periods than 
PHPS-E, as shown in Figure 6 (bottom). The results are presented in a similar way than it was 
done in Figure 4 for the PHPS-E system, evaluating the four scenarios in Table 2. Despite the 
fact that the general tendencies are similar, there are some remarkable differences. First, the 
optimal PHPS-T system requires smaller components, ultimately resulting in significantly 
shorter payback periods (8 – 14 years). This is mostly attributed to the reduction in the 
electricity consumption when removing the EHP, which results in a significantly lower amount 
of electricity that needs to be generated and stored by the PV+PHPS system; thus, leading to 
smaller HTES and PGU devices. It is worth mentioning that the smaller HTES and PGU 
devices also result in a slightly lower potential of the PHPS-T solution to reduce the grid-
electricity consumption. This illustrates an existing trade-off between obtaining either small 
payback periods or high energetic savings. 
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The other main difference observed when comparing PHPS-T (Figure 7) with PHPS-E (Figure 
4) is the increment in the consumption of fuel (up to ~ 20%). The THP consumes large amounts 
of heat, especially in summer, which cannot be fully provided by the rejected heat from the 
PGU. This implies that a larger amount of external fuel is consumed. This contributes to the 
increase of the CO2 equivalent emissions, which are barely compensated by the savings in 
emissions due to the self-consumption of solar-PV electricity. As a result, the PHPS-T solution 
produce significantly lower savings in CO2 emissions (up to ~ 0.75-ton eqCO2/year, from a total 
emission of 5.2 ton/year). If the COPTHP would be lower, a PHPS-T solution could even produce 
an increment of the emissions with respect to the reference case. It must be noticed that these 
results are obtained for a system that aims at minimizing the lifetime cost of electricity. 
Choosing other kinds of merit functions (e.g. the total LCOE in eq. 1) would lead to larger 
HTES and PGU systems that bring higher savings in CO2 emissions at the expenses of 
increasing the payback period. Another obvious strategy to reduce the CO2 emissions could be 
hybridizing a PHPS-T solution with a kind of renewable heat source, such as solar thermal 
collectors. The resultant hybrid PHPS-T solution would enable a significant reduction in the 
CO2 emissions of up to 4.5 ton/year (from the total reference emissions of 5.2 ton/year), as well 
as a low payback period of 12 years or below. 
 
4 Conclusions 
In this article we have evaluated the implementation of a power-to-heat-to-power storage 
solution for the self-consumption of solar PV electricity in a dwelling in Madrid. Our results 
indicate that the solution has potential to provide a significant amount of savings in the 
consumption of grid electricity (> 70%) with reasonably short discounted payback periods (< 15 
years), if compared to a solution that uses fuel for heating and grid-electricity. This holds true 
even when the heat-to-power conversion efficiencies is moderately low (20 - 30%), provided 
that the economic conditions are favourable. If the cost of the technology is sufficiently low, 
there exists a certain thermal-to-electric conversion efficiency (~ 40% in the most favourable 
case analysed in this study) beyond which the power generation system can be made slightly 
smaller, but the amount of savings in electricity does not increase, i.e. increasing the efficiency 
might not be as important as it could be intuitively expected. Besides, the inefficient power 
conversion process results in a large amount of rejected heat that can be used to satisfy other 
kinds of energetic demands. For instance, if an electrically driven heat pump is used for cooling, 
the rejected heat could be used for providing space heating and domestic hot water, bringing 
additional savings in the fuel consumption in the range of 10 – 20%, and global savings in CO2 
equivalent emissions in the range of 1.2 – 1.6 ton/year (24 – 31%). If a thermally driven heat 
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pump is used instead, the generated heat could be also used for satisfying the cooling demands. 
This leads to shorter payback periods if the COP of the thermally driven heat pump is 
significantly high (> 1.3). This condition is attainable by current state of the art double- or 
triple-stage absorption chillers operating at temperatures in the range of 150 – 250 ºC, meaning 
that a high rejection temperature would be necessary in the conversion of the stored heat into 
electricity. However, the very large cooling needs during summer in Madrid may not be fully 
satisfied by the rejected heat in the system, in which case an extra consumption of fuel is 
needed, subsequently leading to a small reduction (or even an increment) in the greenhouse gas 
emissions. A possible solution consists of replacing the use of fossil fuels by a renewable heat 
source, such as solar thermal. In this case, the entire power-to-heat-to-power solution 
comprising a highly efficient thermally driven heat pump and solar thermal collectors could 
provide a drastic reduction of the emissions (~ 4.5 ton/year, or 86%) while keeping reasonably 
short payback periods (< 12 years). Notice that a clearer economic advantage would be obtained 
if we compared the proposed PHPS solution with a reference case that uses an electric-powered 
boiler, instead of a fuel-powered one. This most favourable scenario is not analysed in this 
study, and should be assessed in future works.  
The main drawback of the proposed solution, independently of using a thermally- or an 
electrically-driven heat pump, concerns the small self-consumption ratios of PV electricity (40 – 
60%), which are mainly attributed to the large amount of heat losses in the high temperature 
thermal store. Possible ways of minimizing these losses include the development of novel ultra-
dense heat stores at moderately low temperatures, or more advanced thermal insulation systems. 
Another disadvantage concerns the low readiness level of heat-to-power generation technologies 
that are highly efficient at small scales (~ 1 kW). Some solid-state power generators, such as 
thermophotovoltaics, show potential to reach the required conversion efficiency and low cost. 
However, they are not readily available in the market. Next works should assess the use of 
PHPS systems in larger residential buildings, where the use of market-available dynamic 
engines, such as Stirling generators, could be profitable. Future analyses should also assess the 
possibility of selling the excess of PV electricity to the grid, which has been disregarded in the 
current work. This could negatively impact on the profitability of the solution as it is considered 
in this study. 
Finally, regardless of the particular system implementation, the system model and methodology 
presented in this article becomes a quite powerful tool which will allow to answer fundamental 
questions regarding the profitability of different energy solutions (including novel energy 
storage technologies) by evaluating payback periods and energy saving as well as optimal sizing 
that results in minimum costs of energy, among many other parameters. 
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Figure 1. Illustration of the electrical (grey dashed lines) and thermal (red solid lines) energy 
flows in the system configurations analysed in this study: (a) reference case comprising a boiler 
for heating and an electrically driven heat pump (EHP) for cooling, (b) PHPS-E configuration 
comprising an EHP for cooling, a solar PV system, a high- and low- grade thermal stores 
(HTES and LTES, respectively), and a power generation unit (PGU), c) PHPS-T configuration 
similar to the PHPS-E but using a thermally-driven heat pump (THP) instead of an EHP. Notice 
that in each case, the variables take different values (e.g. the electricity consumption Ce is lower 
in the PHPS-T system than in the other two cases). The same notation is used to avoid an 
excessively complicated notation. 
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Figure 2. Energy management algorithm and system model equations.  
 
 
 
 
 
 
 
 
 
 
 
30 
 
 
Figure 3. Simulation results for a PHPHS-E system (Figure 1) under Scenario 1 (Table 1). 
Other system parameters as set to the values in Table 2. (a) Hourly variation of both grid- and 
self-consumed electricity along with the thermal energy stored in the HTES (top) and the hourly 
variation of both grid- and self-consumed heat along with the thermal energy stored in the 
LTES (bottom) for an optimized system with 𝜂𝑃𝐺𝑈 = 30%, 𝑃𝑛𝑜𝑚,𝑃𝑉 = 10.6 kWel, 𝑃𝑚𝑎𝑥,𝑃𝐺𝑈 =
1.35 kWel, and 𝐸𝑚𝑎𝑥,𝐻𝑇𝐸𝑆 = 33.7 kWth; (b-d) Contour plots representing the savings of 
electricity, in percentage with respect to the reference case (Figure 1), for an optimized system 
and two PGU conversion efficiencies (20 % and 40 %) as a function of (b) the CAPEX of PGU 
and HTES, (c) the HTES temperature and 𝑎𝐻𝑇𝐸𝑆, (d) the CAPEX of PV system and the 
difference between WACC and the energy price inflation rate. 
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Figure 4. Performance parameters of an optimized PHPS-E system (Figure 1-b) installed in 
Madrid as a function of the PGU conversion efficiency, evaluated for the four different 
economic scenarios indicated in Table 2. 
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Figure 5. Contribution of each kind of energy loss in a PHPS-E system optimized for each 
scenario indicated in Table 2: (a) Thermal insulation losses in the HTES, (b) thermal insulation 
losses in the LTES, (c) PV electricity that is not used nor stored, (d) waste heat from the PGU 
that is not stored in the LTES. 
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Figure 6. (top) Contour plots representing the discounted payback period resulting from the 
installation of an optimized PHPS-T system as a function of the COP of THP (used in the 
PHPS-T system) and the COP of the EHP (used in the reference system); (bottom) contour plots 
representing the difference between the discounted payback period of a PHPS-E and a PHPS-T 
solution as a function of the COP of THP (used in the PHPS-T system) and the COP of the EHP 
(used in the PHPS-E system). Positive values (in blue) represent a PHPS-E solution with a 
shorter payback period than the PHPS-T one. Results are shown for four different PGU 
efficiencies. The rest of the parameters are taken from Table 1 and the Scenario 1 in Table 2. 
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Figure 7. Performance parameters of an optimized PHPS-T system (Figure 1-c) installed in 
Madrid as a function of the PGU conversion efficiency, evaluated for the four different 
economic scenarios indicated in Table 2. 
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Table 1. Summary of the techno-economic variables used to describe the PHPS+PV system.  
Parameter Value Units 
PGU conversion efficiency (𝜂𝑃𝐺𝑈) Independent variable % 
PV nominal installed power (𝑃𝑛𝑜𝑚,𝑃𝑉) Variable (optimized) kWel 
HTES maximum capacity (𝐸𝐻𝑇𝐸𝑆,𝑚𝑎𝑥) Variable (optimized) kWhth 
PGU maximum generation capacity (𝑃𝑚𝑎𝑥,𝑃𝐺𝑈) Variable (optimized) kWel 
Inflation for electricity and fuel (𝐼𝑛𝑓𝑙𝑒 = 𝐼𝑛𝑓𝑙𝑒𝑙 = 𝐼𝑛𝑓𝑙𝑓𝑢𝑒𝑙) Variable (Table 2) % 
Weighted average cost of capital (𝑊𝐴𝐶𝐶𝑛𝑜𝑚) Variable (Table 2) % 
CAPEX of HTES (𝐶𝐴𝑃𝐸𝑋𝐻𝑇𝐸𝑆
∗ ) Variable (Table 2) €/kWhth 
CAPEX of PGU (𝐶𝐴𝑃𝐸𝑋𝑃𝐺𝑈
∗ ) Variable (Table 2) €/kWel 
CAPEX of PV (𝐶𝐴𝑃𝐸𝑋𝑃𝑉
∗ ) Variable (Table 2) €/kWel 
CAPEX of LTES (𝐶𝐴𝑃𝐸𝑋𝐿𝑇𝐸𝑆
∗ ) 30 [75], [76] €/kWhth 
CAPEX of EHP and THP (𝐶𝐴𝑃𝐸𝑋𝐸𝐻𝑃
∗ = 𝐶𝐴𝑃𝐸𝑋𝑇𝐻𝑃
∗ ) 500 [7][64] €/kWcool 
LTES temperature (∆𝑇𝐿𝑇𝐸𝑆) 
70 (for PHPS-E) 
130 (for PHPS-T) 
ºC 
HTES temperature (∆𝑇𝐻𝑇𝐸𝑆) 1200 ºC 
Parameter “aLTES” for heat losses 0.1 W·K-1dm-3/2 
Parameter “aHTES” for heat losses 0.1 W·K-1dm-3/2 
Overall inflation (𝐼𝑛𝑓𝑙) 2 % 
LTES maximum capacity (𝐸𝐿𝑇𝐸𝑆,𝑚𝑎𝑥) 20 kWhth 
Installation lifetime (𝑇) 25 years 
CO2 emissions of external fuel heating 250 [61] gCO2eq/kWhth 
CO2 emissions of external grid electricity 340 [63] gCO2eq/kWhel 
CO2 life-cycle equivalent emissions of PV electricity 20 [60] gCO2eq/kWhel 
CO2 life-cycle equivalent emissions of HTES, LTES and PGU Neglected (*) gCO2eq/kWhel 
COP of EHP (𝐶𝑂𝑃𝐸𝐻𝑃) 4 [7] - 
COP of THP (𝐶𝑂𝑃𝑇𝐻𝑃) 1.3 [35], [66], [67] - 
Variable cost of grid electricity (𝑂𝑃𝐸𝑋𝑒𝑙𝑒𝑐,𝑣𝑎𝑟
∗ ) 0.17 €/kWhel 
Fixed cost of grid electricity (𝑂𝑃𝐸𝑋𝑒𝑙𝑒𝑐,𝑓𝑖𝑥
∗ ) 50 €/kWel-year 
Variable cost of fuel (𝑂𝑃𝐸𝑋𝑓𝑢𝑒𝑙,𝑣𝑎𝑟
∗ ) 0.07 €/kWhth 
Fixed cost of fuel (𝑂𝑃𝐸𝑋𝑓𝑢𝑒𝑙,𝑓𝑖𝑥) 60 €/year 
(*) Due to the difficulty on estimating the life cycle emissions for the HTES, LTES and PGU devices, we 
neglect their contribution. Thus, the CO2 equivalent emissions will need to be corrected accordingly, 
when confident data become available. 
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Table 2. Economic scenarios considered in the study 
Scenario 
WACCnom 
(%) 
Infle  
(%) 
CAPEXHTES 
(€/kWhth) 
CAPEXPGU 
(€/kWel) 
CAPEXPV 
(€/kWel) 
Scenario 1 
2 4 
30 300 900 
Scenario 2 
100 1000 
1200 Scenario 3 
3 2 
Scenario 4 200 2000 
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Table 3. Summary of the results for the two kinds of systems (PHPS-E and PHPS-T) indicated 
in Figure 1, and the four scenarios described in Table 2. The rest of parameters are set to the 
values indicated in Table 1. 
Scenario 
PGU 
Eff 
(%) 
Optimized variables Merit figures 
PGU 
size 
(kWel) 
HTES 
size 
(kWhth) 
PV 
size 
(kWel) 
Total 
CAPE
X (*) 
(k€)  
Discounte
d payback 
period 
(years) 
PV self-
consumptio
n ratio (%) 
Electricit
y saves 
(%) 
Fuel 
saves  
(%) 
CO2 
emission 
saves 
(ton/year) 
PHPS-E 
Scenario 1 
60 3.11 49.02 11.48 12.74 11.82 41.0 95.3 19.0 1.69 
40 2.15 62.87 11.62 12.99 12.99 38.6 91.7 18.0 1.59 
20 1.25 29.47 8.37 8.79 12.22 48.7 69.3 19.8 1.46 
PHPS-E 
Scenario 2 
60 0.94 16.67 6.20 10.05 14.14 50.2 75.6 9.6 1.20 
40 0.82 22.20 7.63 12.20 15.51 48.1 75.0 14.8 1.36 
20 0.16 3.85 2.29 3.28 14.70 49.7 28.1 3.7 0.45 
PHPS-E 
Scenario 3 
60 0.79 8.53 3.47 5.81 17.11 56.2 54.3 4.4 0.80 
40 0.04 0.01 1.33 1.64 13.45 70.4 20.5 3.8 0.39 
20 0.02 0.01 1.45 1.76 13.54 70.4 20.7 4.5 0.41 
PHPS-E 
Scenario 4 
60 0.04 0.01 1.34 1.68 13.53 71.6 20.9 3.8 0.39 
40 0.04 0.00 1.34 1.69 13.66 70.6 20.6 3.9 0.39 
20 0.02 0.01 1.40 1.71 13.84 69.0 20.2 4.1 0.39 
PHPS-T 
Scenario 1 
60 0.80 14.18 4.68 4.88 9.14 42.3 85.6 -17.6 0.32 
40 0.80 17.19 5.50 5.71 9.59 45.9 84.8 -12.5 0.49 
20 0.80 19.37 6.02 6.24 9.52 56.6 77.9 -3.2 0.74 
PHPS-T 
Scenario 2 
60 0.80 7.73 3.36 5.60 11.38 52.6 76.4 -17.5 0.24 
40 0.79 10.24 3.82 6.39 12.17 53.8 75.0 -14.6 0.32 
20 0.04 0.01 1.75 2.14 7.95 66.4 49.3 -16.2 -0.02 
PHPS-T 
Scenario 3 
60 0.71 6.82 2.85 4.81 13.36 51.3 71.8 -19.2 0.13 
40 0.04 0.00 1.32 1.62 8.47 63.2 47.4 -18.8 -0.14 
20 0.02 0.01 1.23 1.50 8.51 59.7 45.8 -19.3 -0.18 
PHPS-T 
Scenario 4 
60 0.05 0.00 1.14 1.46 8.33 63.9 46.5 -19.7 -0.18 
40 0.04 0.00 1.18 1.49 8.44 61.6 46.2 -19.5 -0.18 
20 0.02 0.01 1.19 1.46 8.55 58.5 45.4 -19.6 -0.19 
(*) The addition of the CAPEX of PGU, HTES and PV systems 
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Table 4. Identical results than in Table 3, but for the case of loss-less (adiabatic) HTES and 
LTES (i.e. 𝑎𝐻𝑇𝐸𝑆 = 𝑎𝐿𝑇𝐸𝑆 = 0). The values in this table represent the upper bound for 
performance (unattainable in practice) of PHPS concept under the selected scenarios. 
Scenario 
PGU 
Eff 
(%) 
Optimized variables Merit figures 
PGU 
size 
(kWel) 
HTES 
size 
(kWhth) 
PV 
size 
(kWel) 
Total 
CAPE
X(*) 
(k€)  
Discounte
d payback 
period 
(years) 
PV self-
consumptio
n ratio (%) 
Electricit
y saves 
(%) 
Fuel 
saves  
(%) 
CO2 
emission 
saves 
(ton/year) 
PHPS-E 
Scenario 
1 
60 3.35 51.92 6.77 8.65 7.78 81.3 99.0 24.8 2.09 
40 2.78 52.84 8.67 10.22 8.80 70.4 97.5 30.7 2.25 
20 1.32 32.09 7.31 7.93 9.26 73.5 78.5 28.8 1.96 
PHPS-E 
Scenario 
2 
60 2.13 31.25 5.93 12.37 11.69 85.9 95.4 22.1 1.96 
40 0.87 20.47 5.86 9.95 11.25 81.6 81.5 22.7 1.80 
20 0.71 20.14 5.20 8.97 12.65 80.9 63.3 22.1 1.56 
PHPS-E 
Scenario 
3 
60 0.78 13.74 4.05 7.01 11.27 93.4 78.4 14.4 1.49 
40 0.78 13.53 3.77 6.66 12.69 92.5 68.7 14.2 1.36 
20 0.17 6.76 2.01 3.25 12.81 98.8 32.4 9.8 0.75 
PHPS-E 
Scenario 
4 
60 0.67 12.24 3.65 8.16 14.28 95.2 73.0 13.1 1.38 
40 0.30 6.29 2.32 4.64 14.16 99.0 44.1 9.7 0.90 
20 0.03 0.27 1.42 1.81 11.55 100 21.1 7.5 0.53 
PHPS-T 
Scenario 
1 
60 0.80 17.69 3.11 3.57 5.86 100 93.3 -10.7 0.74 
40 0.80 19.62 3.94 4.38 6.25 100 91.8 -2.8 1.00 
20 0.80 24.01 5.34 5.77 6.98 97.0 86.6 9.6 1.38 
PHPS-T 
Scenario 
2 
60 0.79 9.55 2.94 5.27 8.39 100 90.4 -11.6 0.67 
40 0.80 12.62 3.42 6.16 9.06 100 87.7 -6.5 0.82 
20 0.47 14.78 3.68 6.36 9.67 99.7 74.4 -0.9 0.85 
PHPS-T 
Scenario 
3 
60 0.79 8.83 2.48 4.64 9.51 100 86.8 -14.8 0.51 
40 0.72 11.13 2.84 5.24 10.30 100 82.4 -10.4 0.61 
20 0.13 5.56 1.54 2.53 9.12 100 54.3 -15.1 0.09 
PHPS-T 
Scenario 
4 
60 0.61 6.98 2.18 5.23 11.78 100 80.6 -15.9 0.39 
40 0.20 4.77 1.69 3.39 10.44 100 61.4 -15.5 0.17 
20 0.02 0.18 1.17 1.49 7.48 100 45.8 -16.3 -0.06 
(*) The addition of the CAPEX of PGU, HTES and PV systems 
 
 
