We propose a new family of message passing techniques for MAP estimation in graphical models which we call Sequential Reweighted Message Passing (SRMP). Special cases include well-known techniques such as Min-Sum Diffusion (MSD) and a faster Sequential Tree-Reweighted Message Passing (TRW-S). Importantly, our derivation is simpler than the original derivation of TRW-S, and does not involve a decomposition into trees. This allows easy generalizations. We present such a generalization for the case of higher-order graphical models, and test it on several real-world problems with promising results.
Introduction
This paper is devoted to the problem of minimizing a function of discrete variables represented as a sum of factors, where a factor is a term depending on a certain subset of variables. The problem is also known as MAP-MRF inference in a graphical model. Due to the generality of the definition, it has applications in many areas. Probably, the most well-studied case is when each factor depends on at most two variables (pairwise MRFs). Many inference algorithms have been proposed. A prominent approach is to try to solve a natural linear programming (LP) relaxation of the problem, sometimes called Schlesinger LP [1] . A lot of research went into developing efficient solvers for this special LP, as detailed below.
One of the proposed techniques is Min-Sum Diffusion (MSD) [1] . It has a very short derivation, but the price for this simplicity is efficiency: MSD can be significantly slower than more advanced techniques such as Sequential Tree-Reweighted Message Passing (TRW-S) [2] . The derivation of TRW-S in [2] uses additionally a decomposition of the graph into trees (as in [3] ), namely into monotonic chains. This makes generalizing TRW-S to other cases harder (compared to MSD).
We consider a simple modification of MSD which we call Anisotropic MSD; it is equivalent to a special case of the Convex Max-Product (CMP) algorithm [4] . We then show that with a particular choice of weights and the order of processing nodes Anisotropic MSD becomes equivalent to TRW-S. This gives an alternative derivation of TRW-S that does involve a decomposition into chains, and allows an almost immediate generalization to higherorder graphical models.
Note that generalized TRW-S has been recently presented in [5] . However, we argue that their generalization is more complicated: it introduces more notation and definitions related to a decomposition of the graphical model into monotonic junction chains, imposes weak assumptions on the graph (F, J) (this graph is defined in the next section), uses some restriction on the order of processing factors, and proposes a special treatment of nested factors to improve efficiency. All this makes generalized TRW-S in [5] more difficult to understand and implement.
We believe that our new derivation may have benefits even for pairwise graphical models. The family of SRMP algorithms is more flexible compared to TRW-S; as discussed in the conclusions, this may prove to be useful in certain scenarios. Related work Besides [5] , the closest related works are probably [6] and [4] . The first one presented a generalization of pairwise MSD to higher-order graphical models, and also described a family of LP relaxations specified by a set of pairs of nested factors for which the marginalization constraint needs to be enforced. We use this framework in our paper. The work [4] presented a family of Convex Message Passing algorithms, which we use as one of our building blocks.
Another popular message passing algorithm is MPLP [7, 8, 9] . Like MSD, it has a simple formulation (we give it in section 3 alongside with MSD). However, our tests indicate that MPLP can be significantly slower than SRMP.
Algorithms discusses so far perform a block-coordinate ascent on the objective function (and may get stuck in a suboptimal point [2, 1] ). Many other techniques with similar properties have been proposed, e.g. [10, 11, 12, 4, 13, 14] .
A lot of research also went into developing algorithms that are guaranteed to converge to an optimal solu-tion of the LP. Examples include subgradient techniques [15, 16, 17, 18] , smoothing the objective with a temperature parameter that gradually goes to zero [19] , proximal projections [20] , Nesterov schemes [21, 22] , an augmented Lagrangian method [23, 24] , a proximal gradient method [25] (formulated for the general LP in [26] ), a bundle method [27] , a mirror descent method [28] , and a "smoothed version of TRW-S" [29] .
Background and notation
We closely follow the notation of Werner [6] . Let V be the set of nodes. For node v ∈ V let X v be the finite set of possible labels for v. For a subset α ⊆ V let X α = ⊗ v∈α X v be the set of labelings of α, and let X = X V be the set of labelings of V . Our goal is to minimize the function
Let J be a fixed set of pairs of the form (α, β) where α, β ∈ F and β ⊂ α. Note that (F, J) is a directed acyclic graph. We will be interested in solving the following relaxation of the problem:
where µ α (x α ) ∈ R are the variables and L(J) is the Jbased local polytope of (V, F):
We use the following implicit restriction convention: for β ⊆ α, whenever symbols x α and x β appear in a single expression they do not denote independent joint states but x β denotes the restriction of x α to nodes in β. Sometimes we will emphasize this fact by writing x α ∼ x β , as in the eq. (3). An important case that is frequently used is when |α| ≤ 2 for all α ∈ F (a pairwise graphical model). We will always assume that in this case J = {({i, j}, {i}), ({i, j}, {j}) | {i, j} ∈ F}.
When there are higher-order factors, one could define J = {(α, {i}) | i ∈ α ∈ F, |α| ≥ 2}. Graph (F, J) is then known as a factor graph, and the resulting relaxation is sometimes called the Basic LP relaxation (BLP). It is known that this relaxation is tight if each termθ A is a submodular function [6] . A larger classes of functions that can be solved with BLP has been recently identified in [30, 31] , who in fact completely characterized classes of Valued Constraint Satisfaction Problems for which the BLP relaxation is always tight.
For many practical problems, however, the BLP relaxation is not tight; then we can add extra edges to J to tighten the relaxation. Reparameterization and dual problem For each (α, β) ∈ J let m αβ be a message from α to β; it's a vector with components m αβ (x β ) for
where I β and O β denote respectively the set of incoming and outgoing edges for β:
It is easy to check thatθ and θ define the same objective
Thus, θ is a reparameterization ofθ [3] .
gives a lower bound on min x f (x | θ). For a vector of messages m let us define Φ(m) = Φ(θ[m]); as follows from above, it is a lower bound on energy (1) . To obtain the tightest bound, we need to solve the following problem:
It can be checked that this maximization problem is equivalent to the dual of (2) (see [6] ).
Block-coordinate ascent
To maximize lower bound Φ(m), we will use a blockcoordinate ascent strategy: select a subset of edges J ⊆ J and maximize Φ(m) over messages (m αβ | (α, β) ∈ J) while keeping all other messages fixed. It is not difficult to show that such restricted maximization problem can be solved efficiently if graph (F, J ) is a tree (or a forest); for pairwise graphical models this was shown in [11] . In this paper we restrict our attention to two special cases of star-shaped trees:
I. Take J = I β ⊆ I β for a fixed factor β ∈ F, i.e. (a subset of) incoming edges to β.
II. Take J = O α ⊆ O α for a fixed factor α ∈ F, i.e. (a subset of) outgoing edges from α.
We will mostly focus on the case when we take all incoming or outgoing edges, but for generality we also allow proper subsets. The two procedures described below are special cases of the Convex Max-Product (CMP) algorithm [4] but formulated in a different way: the presentation in [4] did not use the notion of a reparameterization. Case I: Anisotropic MSD Consider factor β ∈ F and a non-empty set of incoming edges I β ⊆ I β . A simple algorithm for maximizing Φ(m) over messages in I β is Min-Sum Diffusion (MSD). For pairwise models MSD was discovered by Kovalevsky and Koval in the 70's and independently by Flach in the 90's (see [1] ). Werner [6] then generalized it to higher-order relaxations. We will consider a generalization of this algorithm which we call Anisotropic MSD (AMSD). It is given in Fig. 1(a) . In the first step it computes marginals for parents α of β and "moves" them to factor β; we call it a collection step. It then "propagates" obtained vector θ β back to the parents with weights ω αβ . Here ω is some probability distribution over I β ∪ {β}, i.e. a non-negative vector with (α,β)∈I β ω αβ + ω β = 1. If ω β = 0 then vector θ β will become zero, otherwise some "mass" will be kept at β (namely, ω β θ β ). The following fact can easily be shown (see Appendix A). If I β contains a single edge {(α, β)} and ω is a uniform distribution over I β ∪ {β} (i.e. ω αβ = ω β = 1 2 ) then the procedure becomes equivalent to MSD. 1 If I β = I β then the procedure becomes equivalent to the version of CMP described in [4, Algorithm 5] (for the case when (F, J) is a factor graph; we need to take ω αβ = c α /ĉ β ).
The work [4] used a fixed distribution ω for each factor. We will show, however, that allowing non-fixed distributions may lead to significant gains in the performance. As we will see in section 4, a particular scheme together with a particular order of processing factors will correspond to the TRW-S algorithm [2] (in the case of pairwise models), which is often faster than MSD/CMP. Case II: Anisotropic MPLP Let us now consider factor α ∈ F and a non-empty set of outgoing edges O α ⊆ O α . This case can be tackled using the MPLP algorithm [7, 9] .
1 MSD algorithm given in [6] updates just a single message m αβ for some edge (α, β) ∈ J; this corresponds to AMSD(β, I β , ω) with |I β | = 1. If I β = I β then AMSD(β, I β , ω) with the uniform distribution ω is equivalent to performing single-edge MSD updates until convergence. Such version of MSD for pairwise energies was mentioned in [1, Remark 4] , although without an explicit formula.
Analogously to Case I, it can be generalized to Anisotropic MPLP (AMPLP) -see Figure 1 (b). In the first step ("collection") vectors θ β for children β of α are "moved" to factor α. We then compute min-marginals of α and "propagate" them to children β with weights ρ αβ . Here ρ is some probability distribution over O α ∪ {α}. The following can easily be shown (see Appendix B).
The updates given in [7, 8, 9] correspond to AMPLP(β, O α , ρ) where ρ is a uniform probability distribution over O α (with ρ α = 0). By analogy with Case I, we conjecture that a different weighting (that depends on the order of processing factors) could lead to faster convergence. However, we leave this as a question for future research, and focus on Case I instead.
For completeness, in Appendix C we give an implementation of AMPLP via messages; it is slightly different from implementations in [7, 8, 9] since we store explicitly vectors θ β for factors β that have at least one incoming edge (α, β) ∈ J.
Sequential Reweighted Message Passing
In this section we consider a special case of anisotropic MSD updates which we call a Sequential Reweighted Message Passing (SRMP). To simplify the presentation, we will assume that |O α | = 1 for all α ∈ F. (This is not a severe restriction: if there is factor α with a single child β then we can reparameterize θ to get min
for all x β , and then remove factor α; this will not affect the relaxation.) Let S ⊂ F be the set of factors that have at least one incoming edge. Let us select some total order on S. SRMP will alternate between a forward pass (processing factors β ∈ S in the order ) and a backward pass (processing these factors in the reverse order), with I β = I β . Next, we discuss how we select distributions ω over I β ∪ {β}. We will use different distributions during forward and backward passes; they will be denoted as ω + and ω − respectively.
Let I + β be the set of edges (α, β) ∈ I β such that α is accessed after calling AMSD(β, I β , ω + ) in the forward pass and before calling AMSD(β, I β , ω − ) in the subsequent backward pass. Formally,
and set
and set Similarly, let O + β be the set of edges (β, γ) ∈ J such as γ is processed after β in the forward pass:
We propose the following formula as the default weighting for SRMP in the forward pass:
It can be checked that the weight ω + β = 1− (α,β)∈I β ω + αβ is non-negative, so this is a valid weighting. We define sets I − β , O − β and weights ω − αβ for the backward pass in a similar way; the only difference to (13) , (14) is that " " is replaced with "≺":
Note that I β = I + β ∪ I − β . Furthermore, in the case of pairwise models sets I + β and I − β are disjoint. Our motivation for the choice (14) is as follows. First of all, we claim that weight ω + αβ for edges (α, β) ∈ I β − I + β can be set to zero without loss of generality. Indeed, if ω + αβ = c > 0 then we can transform ω + αβ := 0, ω + β := ω + β + c without affecting the behaviour of the algorithm.
We also decided to set weights ω + αβ to the same value for all edges (α, β) ∈ I + β ; let us call it λ. We must have
β is non-empty then we should leave some "mass" at β, i.e. choose λ < 1 |I + β | ; this is needed for ensuring that we get a generalized arc consistency upon convergence of the lower bound (see section 5). This was the reason for adding |O + β | to the demoninator of the expression in (14) . Expression max{|I + β |, |I β − I + β |} in (14) was chosen to make SRMP equivalent to TRW-S in the case of the pairwise models (this equivalence is discussed later in this section). Remark 1 Setting λ = 1 1+|I β | would give the CMP algorithm (with uniform weights ω) that processes factors in S using forward and backward passes. The resulting weight is usually smaller than the weight in eq. (14) .
We conjecture that generalized TRW-S [5] is also a special case of SRMP. In particular,
β |} would give GTRW-S with a uniform distribution over junction chains (and assuming that we take the longest possible chains). The resulting weight is the same or smaller than the weight in eq. (14). Remark 2 We tried one other choice, namely setting λ = 1 |I + β | in the case of pairwise models. This gives the same or larger weights compared to (14) . Somewhat surprisingly to us, in our preliminary tests this appeared to perform slightly worse than the choice (14) . A possible informal explanation is as follows: operation AMSD(β, I β , ω + ) sends the mass away from β, and it may never come back. It is thus desirable to keep some mass at β, especially when |I − β | |I + β |. Implementation via messages A standard approach for implementing message passing algorithms is to store original vectorsθ α for factors α ∈ F and messages m αβ for edges (α, β) ∈ J that define current reparameterization θ =θ[m] via eq. (4). This leads to Algorithm 1. As in Fig. 1 , all updates should be done for all possible x α , x β with x α ∼ x β . As usual, for numerical stability messages can be normalized by an additive constant so that min x β m αβ (x β ) = 0 for all (α, β) ∈ J; this does not affect the behaviour of the algorithm.
Algorithm 1 Sequential Reweighted Message Passing (SRMP).
repeat until some stopping criterion 3: for each factor β ∈ S do in the order 4:
end for 8:
Note that update (17) is performed only for edges (α, β) ∈ I − β while step 1 in AMSD(β, I β , ω + ) requires updates for edges (α, β) ∈ I β . This discrepancy is justified by the proposition below. Proof. We will refer to this update of β as "update II", and to the previous update of β during the preceding backward pass as "update I". For each edge (α, γ) ∈ J with γ = β we have γ β (since (α, β) / ∈ I − β ), therefore such γ will not be processed between updates I and II. Similarly, if α ∈ S then α β (again, since (α, β) / ∈ I − β ), so α also will not be processed. Therefore, vector θ α is never modified between updates I and II. Immediately after update I we have min xα∼x β θ α (x α ) = 0 for all x β , and so vector δ αβ in (7) during update II would be zero. This implies the claim.
For pairwise graphical models skipping unnecessary updates reduces the amount of computation by approximately a factor of 2. Note that the argument of the proposition does not apply to the very first forward pass of Algorithm 1. Therefore, this pass is not equivalent to AMSD updates, and the lower bound may potentially decrease during the first pass. Alternative implementation At the first glance Algorithm 1 may appear to be different from the TRW-S algorithm [2] (in the case of pairwise models). For example, if the graph is a chain then after the first iteration messages in TRW-S will converge, while in SRMP they will keep changing (in general, they will be different after forward and backward passes). To show a connection to TRW-S, we will describe an alternative implementation of SRMP with the same update rules as in TRW-S. We will assume that |α| ≤ 2 for α ∈ F and
The idea is to use messages m (α,β) for (α, β) ∈ J that have a different intepretation. Current reparameterization θ will be determined fromθ and m using a two-step procedure:
where ω αβ , ω β are the weights used in the last update for β. Update rules with this interpretation are given in Appendix D; if the weights are chosen as in (14) then these updates are equivalent to those in [2] . Extracting primal solution We used the following scheme for extracting a primal solution x. In the beginning of a forward pass we mark all nodes i ∈ V as "unlabeled". Now consider procedure AMSD(β, I β , ω + ) (lines 4-6 in Algorithm 1). We assign labels to all nodes in i ∈ β as follows: (i) for each (α, β) ∈ I β compute "restricted" messages m αβ (x β ) using the following modification of eq. (17): instead of minimizing over all labelings x α ∼ x β , we minimize only over those labelings x α that are consistent with currently labeled nodes i ∈ α; (ii) compute θ β (x β ) =θ β (x β ) + (α,β)∈I β m αβ (x β ) for labelings x β consistent with currently labeled nodes i ∈ β, and choose a labeling with the smallest cost θ β (x β ). It can be shown that for pairwise graphical models this procedure is equivalent to the one given in [2] . We use the same procedure in the backward pass. We observed that a forward pass usually produces the same labeling as the previous forward pass (and similarly for backward passes), but forward and backward passes often given different results. Accordingly, we run this extraction procedure every third iteration in both passes, and keep track of the best solution found so far. (We implemented a similar procedure for MPLP, but it performed worse than the method in [32] -see Fig. 2(a,g) .)
Order of processing factors An important question is how to choose the order on factors in S. Assume that nodes in V are totally ordered: V = {1, . . . , n}. We used the following rule for factors α, β ⊆ V proposed in [5] : (i) first sort by the minimum node in α and β; (ii) if min α = min β then sort by the maximum node. For the remaining cases we added some arbitrarily chosen rules.
Thus, the only parameter to SRMP is the order of nodes. The choice of this order is an important issue which is not addressed in this paper. Note, however, that in many applications there is a natural order on nodes which often works well. In all of our tests we processed the nodes in the order they were given.
Generalized arc consistency
It is known that fixed points of the MSD algorithm on graph (F, J) are characterized by the J-consistency condition, also called generalized arc consistency (w.r.t. J) [6] . In this section we show a similar property for SRMP.
We will work with relations R α ⊆ X α . For two relations R α , R α of factors α, α we denote
If α ⊂ α then π α (R α ) is usually called a projection of R α to α . For a vector θ α = (θ α (x α ) | x α ∈ X α ) we define relation θ α ⊆ X α via
Definition 4. Vector θ is said to be J-consistent if there exist non-empty relations
It is well-known that if θ is J-consistent then applying any number of tree-structured block-coordinate ascent steps (such as AMSD and AMPLP) will not increase the lower bound:
Proposition 5. Suppose that θ is J-consistent with relations (R β ⊆ θ β | β ∈ F), and J ⊆ J is a subset of edges such that graph (F, J ) is a forest. Applying a block-coordinate ascent step (w.r.t. J ) to θ preserves Jconsistency (with the same relations (R β | β ∈ F)) and does not change the lower bound Φ(θ).
Proof. We can assume w.l.o.g. that J = J : removing edges in J − J does not affect the claim.
Consider LP relaxation (2) . We claim that there exists a feasible vector µ such that supp(µ α ) = R α for all α ∈ F, where supp(µ α ) = {x α | µ α (x α ) > 0} is the support of probability distribution µ α . Such vector can be constructed as follows. First, for each connected component of (F, J) we pick an arbitrary factor α in this component and choose some distribution µ α with supp(µ α ) = R α (e.g. a uniform distribution over R α ). Then we repeatedly choose an edge (α, β) ∈ J with exactly one "assigned" endpoint, and choose a probability distribution for the other endpoint. Namely, if µ α is assigned then set µ β via µ β (x β ) = xα∼x β µ α (x α ); we then have supp(µ β ) = π β (supp(µ α )) = π β (R α ) = R β . If µ β is assigned then we choose some probability distributionμ α with supp(μ α ) = R α , compute its marginal probabilityμ β (x β ) = xα∼x βμ α (x α ) and then set µ α (
is set to zero. The fact that π β (R α ) = R β implies that µ α is a valid probability distribution with supp(µ α ) = R α . The claim is proved.
Using standard LP duality for (2), it can be checked that condition R α ⊆ θ α for all α ∈ F is equivalent to the complementary slackness conditions for vectors µ and θ = θ[m] (where µ is the vector constructed above and m is the vector of messages corresponding to θ). Therefore, m is an optimal dual vector for (2) . This means that applying a block-coordinate ascent step to θ =θ[m] results in a vector θ =θ[m ] which is optimal as well: Φ(θ ) = Φ(θ). The complementary slackness conditions must hold for θ , so R α ⊆ θ α for all α ∈ F.
In this section we show that if θ is not J-consistent then SRMP will increase the lower bound Φ(θ); this will imply that J-consistency is a natural stopping criterion for SRMP.
Consider a sequence of AMSD updates from Fig. 1 where I β = I β . One difficulty in the analysis is that some components of distributions ω may be zeros. We will need to impose some restrictions on such components. Specifically, we will require the following:
ω αβ = 0. This call "locks" factor α, i.e. this factor and its children (except for β) cannot be processed anymore until it is "unlocked" by calling AMSD(β, I β , ω ) with ω αβ > 0. Restriction R2 can also be formulated as follows. For each factor α ∈ F let us keep a variable Γ α ∈ O α ∪ {∅}. In the beginning we set Γ α := ∅ for all α ∈ F, and after calling AMSD(β, I β , ω) we update these variables as follows: for each (α, β) ∈ I β set Γ α := (α, β) if ω αβ = 0, and Γ α := ∅ otherwise. Condition R2 means that calling AMSD(β, I β , ω) is possible only if (i) Γ β = ∅, and (ii) for each (α, β) ∈ I β there holds Γ α ∈ {(α, β), ∅}.
It can be seen that the sequence of updates in SRMP (starting with the second pass) satisfies conditions of the theorem; a proof of this fact is similar to that of Proposition 3.
Theorem 6. Suppose that conditions R1,R2 hold and for each β ∈ F with I β = ∅ there are infinitely many updates AMSD(β, I β , ω) in the sequence. If vector θ • is not Jconsistent then applying the algorithm to θ • will increase the lower bound after a finite number of steps.
The remainder of this section is devoted to the proof of Theorem 6. It will be based on the following fact.
Lemma 7. Suppose that operation AMSD(β, I β , ω) that does not increase the lower bound. Let θ and θ be respectively the vector before and after the update, and δ αβ , θ β be the vectors defined in steps 1 and 2. Then for any (α, β) ∈ I β there holds
Proof. Adding a constant to vectors θ γ does not affect the claim, so we can assume w.l.o.g. that min xγ θ γ (x γ ) = 0 for all factors γ. This means that θ γ = {x γ | θ γ (x γ ) = 0}. We denote θ to be the vector after the update in step 1. By the assumption of this lemma and by Proposition 1 we have Φ( θ) ≤ Φ(θ ) = Φ(θ) = 0. Eq. (21a) follows directly from the definition of δ αβ . Also, we have min x β δ αβ (x β ) = min xα θ α (x α ) = 0 for all (α, β) ∈ I β .
By construction, θ β = θ β + (α,β)∈I β δ αβ . All terms of this sum are non-negative vectors, thus vector θ β is also non-negative. We must have min x β θ β (x β ) = 0, otherwise we would have Φ( θ) > Φ(θ) -a contradiction. Thus,
Consider (α, β) ∈ I β . By construction, θ α (x α ) = θ α (x α ) + ω αβ θ β (x β ). We know that (i) vectors θ α , θ α and θ β are non-negative, and their minina is 0; (ii) there holds x β ∈ θ β ⊆ δ αβ , so for each x α with x β ∈ θ β we have δ αβ (x β ) = 0 and therefore θ α (x α ) = θ α (x α ). These facts imply (21c) and (21d).
From now on we assume that applying any number of steps to vector θ • does not increase the lower bound; we need to show that θ • is J-consistent.
Let us define relations R α ⊆ X α for α ∈ F and R αβ ∈ X β for (α, β) ∈ J using the following procedure. In the beginning we set R α = θ • α for all α ∈ F and R αβ = X β for all (α, β) ∈ J. After calling AMSD(β, I β , ω) we update these relations as follows:
• Set R β := θ β where θ β is the vector in step 2 of procedure AMSD(β, I β , ω). • For each (α, β) ∈ I β set R αβ := θ β . If ω αβ > 0 then set R α := θ α where θ α is the vector after the update, otherwise set R α := R α ∩ π α (R αβ ). Finally, we update R β := R β and R αβ := R αβ . Lemma 8. The following invariants are preserved for each α ∈ F:
Also, for each (α, β) ∈ J the following is preserved:
Finally, relations R α and R αβ either shrink or stay the same, i.e. they never acquire new elements.
Proof. Checking that properties (a)-(e) hold after initialization is straightforward. Let us show that a call to procedure AMSD(β, I β , ω) preserves them. We use the notation as in Lemma 7. Similarly, we denote R γ , R αβ , Γ α and R γ , R αβ , Γ α to be the corresponding quantities before and after the update. Monotonicity of R β and R αβ .
Let us show that R β = θ β ⊆ R β and also R αβ = θ β ⊆ R αβ for all (α, β) ∈ I β . By parts (a,b) of the induction hypothesis for factor β two cases are possible:
• θ β = R β . Then θ β ⊆ θ β = R β ⊆ R αβ where the first inclusion is by (21a) and the second inclusion is by the first part of (d). • O β = ∅ and θ β = 0. By the second part of (d)
we have R β = R αβ for all (α, β) ∈ I β , so we just need to show that θ β ⊆ R β . There must exist (α, β) ∈ I β with Γ α = ∅. For such (α, β) we have θ α = R α ⊆ π α (R αβ ) by (a) and (e). This implies that π β ( θ α ) ⊆ R αβ . Finally, θ β ⊆ δ αβ = π β ( θ α ) ⊆ R αβ = R β where we used (21b), (21a) and the second part of (d). Monotonicity of R α for (α, β) ∈ I β .
Let us show that R α ⊆ R α . If ω αβ = 0 then R α = R α ∩ π α (R αβ ), so the claim holds. Assume that ω αβ > 0. By (21c) we have R α = θ α = θ α ∩ π α ( θ β ). We already showed that θ β = R αβ ⊆ R αβ , therefore R α ⊆ θ α ∩ π α (R αβ ). By (a,c) we have either R α = θ α or R α = θ α ∩ π α (R αβ ); in each case R α ⊆ R α .
To summarize, we showed monotonicity for all relations (relations that are not mentioned above do not change). Invariants (a,b). If ω β = 0 then θ β = 0 (and O β = ∅ due to restriction R2). Otherwise θ β = ω β θ β = θ β = R β . In both cases properties (a,b) hold for factor β after the update.
Properties (a,b) also cannot become violated for factors α with (α, β) ∈ I β . Indeed, (b) does not apply to such factors, and (a) will apply only if ω αβ > 0, in which case we have R = θ α , as required. We proved that (a,b) are preserved for all factors. Invariant (c). Consider edge (α, β) ∈ I β with Γ α = (α, β) (i.e. with ω αβ = 0). We need to show that R α = θ α ∩ π α (R αβ ). By construction, R α = R α ∩ π α (R αβ ), and by (21d) we have have θ α ∩ π α (R αβ ) = θ α ∩ π α (R αβ ) (note that R αβ = θ β ). Thus, we need to show that R α ∩ π α (R αβ ) = θ α ∩ π α (R αβ ). Two cases are possible:
• Γ α = ∅. By (a) we have R α = θ α , which implies the claim.
so we need to show that θ α ∩ π α (R αβ ) ∩ π α (R αβ ) = θ α ∩ π α (R αβ ). This holds since R αβ ⊆ R αβ .
Invariants (d,e).
These invariants cannot become violated for edges (α , β ) ∈ J with β = β since relation R α β does not change and relations R α , R β do not grow. Checking that that (d,e) are preserved for edges (α, β) ∈ I β is straightforward. We just discuss one case (all other cases follow directly from the construction). Suppose that ω αβ > 0. Then R α = θ α = θ α ∩π α (R αβ ) (by (21c)); this implies that R α ⊆ π α (R αβ ), as desired.
We are now ready to prove Theorem 6, i.e. that vector θ • is J-consistent. As we showed, all relations never grow, so after a finite number of steps they will stabilize. Let (R α | α ∈ F) and (R αβ | (α, β) ∈ J) be these stabilized relations. There holds R α ⊆ θ • α for all α ∈ F (since we had equalities after initialization and then the relations have either shrunk or stayed the same). Consider edge (α, β) ∈ J. At some point we call AMSD(β, I β , ω) (after the relations have stabilized). By analyzing this call we conclude that R αβ = R β . From (21a), (21b) and Lemma 8(a) we get R β = θ β ⊆ δ αβ = π β ( θ α ) = π β (R α ). From Lemma 8(e) we obtain that R α ⊆ π α (R β ).
We showed that R β ⊆ π β (R α ) and R α ⊆ π α (R β ); this implies that R β = π β (R α ). Finally, relation R β (and thus R α ) is non-empty since R β = θ β .
Experimental results
In this section we compare SRMP, CMP (namely, updates from Fig. 1(a) with the uniform distributions ω) and MPLP. Note that there are many other inference algorithms, see e.g. [33] for a recent comprehensive comparison. Our goal is not to replicate this comparison but instead focus on techniques from the same family (namely, coordinate ascent message passing algorithms), since they represent an important branch of MRF optimization algorithms.
We implemented the three methods in the same framework, trying to put the same amount of effort into optimizing each technique. For MPLP we used equations given in Appendix C. On the protein and second-order stereo instances discussed below our implementation was about 10 times faster than the code in [32] . 2 For all three techniques factors were processed in the order described in section 4 (but for CMP and MPLP we used only forward passes).
Unless noted otherwise, graph (F, J) was constructed as follows: (i) add to F all possible intersections of existing factors; (ii) add edges (α, β) to J such that α, β ∈ F, β ⊂ α, and there is no "intermediate" factor γ ∈ F with β ⊂ γ ⊂ α. For some problems we also experimented with the BLP relaxation (defined in section 2); although it is weaker in general, message passing operations can potentially be implemented faster for certain factors. Instances We used the data cited in [34] and a subset of data from [5] 3 . These are energies of order 2,3 and 4. Note that for energies of order 2 (i.e. for pairwise energies) SRMP is equivalent to TRW-S; we included this case for completeness. The instances are summarized below. (a) Potts stereo vision. We took 4 instances from [34]; each node has 16 possible labels. (b,c) Stereo with a second order smoothness prior [35] . We used the version described in [5] ; the energy has unary terms and ternary terms in horizontal and vertical directions. We ran it on scaled-down stereo pairs "Tsukuba" and "Venus" (with 8 and 10 labels respectively). (d) Constraint-based curvature, as described in [5] . Nodes correspond to faces of the dual graph, and have 2 possible labels. We used "cameraman" and "lena" images of size 64×64.
(e,f ) Generalized Potts model with 4 labels, as described in [5] . The energy has unary terms and 4-th order terms corresponding to 2×2 patches. We used 3 scaled-down images ("lion", "lena" and "cameraman").
(g) Side chain prediction in proteins. We took 30 instances from [34] .
(h) A tighter relaxation of energies in (g) obtained by adding zero-cost triplets of nodes to F. These triplets were generated by the MPLP code [32] that implements the techniques in [36, 37] . 4 (k) Protein-protein interactions, with binary labels (8 instances from [38] ). We also tried reparameterized energies given in [34]; the three methods performed very similarly (not shown here). Summary of results From the plots in Fig. 2 we make the following conclusions. On problems with a highly regular graph structure (a,b,c,e,f) SRMP clearly outperforms CMP and MPLP. On the protein-related problems (g,h,k) SRMP and CMP perform similarly, and outperform MPLP. On the remaining problem (d) the three techniques are roughly comparable, although SRMP converges to a worse solution.
On a subset of problems (b,c,e,f) we also ran the GTRW-S code from [5] , and found that its behaviour is very similar to SRMP -see Fig. 2 . 5 We do not claim any speed improvement over GTRW-S; instead, the advantage of SRMP is a simpler and a more general formulation (as discussed in section 4, we believe that with particular weights SRMP becomes equivalent to GTRW-S).
Conclusions
We presented a new family of algorithms which includes CMP and TRW-S as special cases. The derivation of SRMP is shorter than that of TRW-S; this should facilitate generalizations to other cases. We developed such a generalization for higher-order graphical models, but we also envisage other directions. An interesting possibility is to treat edges in a pairwise graphical model with different weights depending on their "strengths"; SRMP provides 4 The set of edges J was set in the same way as in the code [32] : for each triplet α = {i, j, k} we add to J edges from α to the factor {i, j}, {j, k}, {i, k}. If one of these factors (say, {i, j}) is not present in the original energy then we did not add edges ({i, j}, {i}) and ({i, j}, {j}). 5 In the plots (b,c,e,f) we assume that one iteration of SRMP takes the same time as one iteration of GTRW-S. Note that in practice these times were different: SRMP iteration was about 50% slower than GTRW-S iteration on (e), but about 9 times faster on (f). a natural way to do this. (In TRW-S modifying a weight of an individual edge is not easy: these weights depend on probabilities of monotonic chains that pass through this edge, and changing them would affect other edges as well.) In certain scenarios it may be desirable to perform updates only in certain parts of the graphical model (e.g. to recompute the result after a small change of the model); again, SRMP may be more suitable for that. [29] presented a "smoothed version of TRW-S" for pairwise models; our framework may allow an easy generalization to higher-order graphical models. We thus hope that our paper will lead to new research directions in the area of approximate MAP-MRF inference.
A Proof of Proposition 1
We can assume w.l.o.g. that F = {α | (α, β) ∈ I β } ∪ {β} and J = I β = I β = {(α, β) | α ∈ F − {β}}; removing other factors and edges will not affect the claim.
Let θ be the output of AMSD(β, I β , ω). We need to show that Φ(θ) ≥ Φ(θ[m]) for any message vector m.
It follows from the description of the AMSD procedure that θ satisfies the following for any 
C Implementation of anisotropic MPLP via messages
For simplicity we assume that O α = O α (which is the case in our implementation).
We keep messages m αβ for edges (α, β) ∈ J that define current reparameterization θ =θ[m] via eq. (4). To speed up computations, we also store vector θ β for all factors β ∈ F that have at least one incoming edge (α, β) ∈ J.
The implementation of AMPLP(α, O α , ρ) is given below; all updates should be done for all labelings x α , x β with x α ∼ x β . In step 1 we essentially set messages m αβ to zero, and update θ β accordingly. (We could have set m αβ (x β ) := 0 explicitly, but this would have no effect.) In step 2 we move θ β to factor α. Again, we could have set θ β (x β ) := 0 after this step, but this would have no effect.
To avoid the accumulation of numerical errors, once in a while we recompute stored values θ β from current messages m.
These update equations are the same as in [2] , assuming that all chains in [2] are assigned the uniform probability, and the weights in SRMP are set via eq. (14) . Note, the order of operations is slightly different: in one step of the forward pass we send messages from node i to higherordered nodes, while in [2] messages are sent from lowerordered nodes to i. However, is can be checked that the result in both cases is the same.
