We describe Panchishkin's construction of the p-adic Rankin product L-function.
Introduction

Rankin product L-functions
Let N be an arbitrary natural number. We consider a cusp form f of weight k ≥ 2 for the congruence subgroup Γ 0 (N ) and nebentypus ψ. We suppose that f is a primitive cusp form, i.e., it is a normalized newform of some level C f dividing N ; C f is called the conductor of f . Let g be another primitive cusp form of conductor C g and weight 2 ≤ l < k for Γ 0 (N ) and nebentypus ω. We set e(z) = e 2πiz and let for all integers l ≤ s ≤ k − 1. Here f, f C f is the Petersson inner product defined by
where H/Γ 0 (C f ) is a fundamental domain for the upper half plane H modulo the action of Γ 0 (C f ). The integers s = l, . . . , k − 1 in (1.5) are "critical" in the sense of Deligne [Del79] . They are precisely the values of s for which neither of the functions γ(s) and γ(k + l − 1 − s) in the functional equation have poles.
Main theorem
Let C p = Q p be the completion of the algebraic closure of Q p . Let | · | p be the norm on C p , normalized so that |p| p = 1/p. For any topological group G, let X(G) denote the group of continuous homomorphisms from G to C × p . The domain of definition of p-adic L-functions is the C p -analytic Lie group X p = X(Z × p ), where Z × p is the group of units of Z p . We put X tors p = {χ ∈ X p | χ has finite order}. Let x p denote the embedding Z p ֒→ C p . For a precise statement of the results we introduce the notation g(χ) := ∞ n=1 χ(n)b(n)e(nz), for the cusp form g twisted by the Dirichlet character χ. We fix an embedding of Q into C and an embedding i p : Q ֒→ C p . Then every Dirichlet character χ whose conductor C χ is a power of p can be identified with an element of X tors p and vice versa. By Theorem 2.6, with g(χ) replaced by g ρ (χ), the numbers Ψ(l + r, f, g ρ (χ))
for r = 0, 1, . . . , k − l − 1. In this article we construct a C p -analytic function on X p which interpolates the numbers
for all χ ∈ X tors p and r = 0, 1, . . . , k −l −1. We work under the assumption that f is a p-ordinary form, i.e., a(p) is a unit in C p . In other words |i p (a(p))| p = 1.
(1.6)
In addition, we suppose that (C f , C g ) = 1, (p, C f ) = (p, C g ) = 1, (1.7)
and we set C = C f C g . Let α(p) denote the root of the Hecke polynomial X 2 −a(p)X +ψ(p)p k−1 , for which |i p (α(p))| p = 1 and let α ′ (p) be the other root. For every prime q ∤ N , let X 2 − a(q)X + ψ(q)q k−1 = (X − α(q))(X − α ′ (q)), X 2 − b(q)X + ω(q)q l−1 = (X − β(q))(X − β ′ (q)).
(1.8)
We extend the definition of α(n) to all natural numbers of the form p r by setting α(p r ) := α(p) r .
Theorem 1.1. (Main theorem ) Under the assumptions (1.6) and (1.7), there exists a unique measure µ on Z × p satisfying the following interpolation property: for all characters χ ∈ X tors p and all integers r with 0 ≤ r ≤ k − l − 1, the value of the function x r p χ under the measure µ
is given by the image under i p of the following algebraic number
This is exactly 1 [Pan88, Thm. 1.4], noting that the extra Euler factors A(r, χ) there do not appear here because S = {p}. Finally we remark that if µ is a C p -valued measure on Z × p , as in the main theorem above, then the function L µ (the p-adic L-function attached to µ) defined by
(1.9) always turns out to be a C p -analytic function L µ : X p −→ C p . To make sense of the last statement we briefly recall the C p -analytic structure on X p = X(Z × p ). We set U = {x ∈ Z × p | x ≡ 1 mod p}, units of Z p congruent to 1 mod p. Then we have the following decomposition
Therefore every χ ∈ X p can be written as χ 0 χ 1 with χ 0 ∈ X((Z/pZ) × ) and χ 1 ∈ X(U ). The characters χ 0 and χ 1 are called the tame part and the wild part of the character χ respectively. We claim the function ϕ defined by ϕ(χ) := χ(1 + p), where 1 + p is a topological generator of the group U , induces an isomorphism of groups
This isomorphism defines an analytic structure on X(U ), which can easily be checked to be independent of the choice of generator 1 + p. We first check that ϕ is well defined, i.e., ϕ takes values in T . Let χ ∈ X(U ). Since (1 + p) p n → 1 as n → ∞, by the continuity of χ we have (χ(1 + p)) p n → 1. Hence, |χ(1 + p)| p = 1 and |χ(1
But, this contradicts (χ(1 + p)) p n → 1. Hence, |χ(1 + p) − 1| p < 1. We now show that ϕ is an isomorphism. Every character χ ∈ X p is uniquely determined by χ(1 + p), since 1 + p is a topological generator of U , hence ϕ is injective. For t ∈ T , define χ t ((1 + p) n ) = t n , for all n ∈ Z . Extending χ t to all of 1 + pZ p by continuity we get an element of X(U ) which maps to t under ϕ. Hence ϕ is also surjective. A function F : T → C p is said to be analytic if F (t) can be expressed as a power series, i.e., F (t) = ∞ i=0 a i (t − 1) i , a i ∈ C p , which converges absolutely for all t ∈ T . The isomorphism ϕ : X(U ) ≃ T allows us to define an analytic structure on X(U ). Finally the notion of analyticity can be extended to all of X p by translation.
In closing this introduction, we remark that Hida [Hid88] subsequently constructed a more general measure interpolating the critical Rankin product L-values of two cusp forms which themselves vary in p-adic families, 2 and in a different direction, Vienney [Vie00] has generalized Panchishkins argument to cases where a(p) is not a p-adic unit. 3
Outline of the paper
We recall notation and results from the theory of modular forms in §2. In §3 we recall generalities about distributions and measures and state a criterion for a distribution whose values are known on a specific set of functions to be a measure in terms of the abstract Kummer congruences. The measure in Theorem 1.1 is obtained from certain complex-valued distributions Ψ s , which we construct in §4 using the definition of the convolution (1.2). The distributions Ψ s take values in Q on X tors p for integers l ≤ s ≤ k − 1. In §5 we obtain an integral representation for these distribution values using the Rankin-Selberg method and holomorphic projection. In §6 we prove that the C p -valued distributions i p (Ψ s ) satisfy the abstract Kummer congruences to finish the proof of Theorem 1.1.
Background on Modular forms
In this section we recall a few results from the theory of classical modular forms. Most of the material covered here is well known. In this section f and g are arbitrary functions which need not satisfy the assumptions of §1 unless otherwise stated. Also, χ, ψ, ω denote Dirichlet characters. Let M 2 (Z) denote the set of 2 × 2 matrices with entries in Z. Let SL 2 (Z) denote the set of matrices with determinant 1 in M 2 (Z). Let C denote the complex plane. We write an element z ∈ C as x + iy, where x, y ∈ R and i 2 = −1. For z = x + iy ∈ C, sometimes we denote x and y by Re(z) and Im(z) respectively.
Classical modular forms
Let H = {z ∈ C | Im(z) > 0} denote the complex upper half plane, on which the group GL + 2 (R) of real 2 × 2 matrices with positive determinant acts by fractional linear transformations. For 2 The sign mentioned in the previous footnote is consistent with the sign in [Hid88, Theorem I] . 3 Again, the author adds a sign of (−1) r .
any natural number k, we have a weight k action of GL + 2 (R) on functions f : H → C given by:
For any natural number N , we have the following subgroups:
The smallest N satisfying this condition is called the level of the congruence subgroup.
If Γ is a congruence group, then M k (Γ) denotes the complex vector space of modular forms of weight k for Γ. These consist of holomorphic functions f : H → C which satisfy f | k γ = f , for all γ ∈ Γ, and a holomorphicity condition at the cusps of Γ. Let S k (Γ) denote the subspace of cusp forms consisting of those f which in addition vanish at the cusps.
Notation. Throughout the article we use the following notation:
, and Dirichlet character ψ we put ψ(γ) = ψ(d).
(iii) Let χ 0 denote the principal character on Z. It is given by χ 0 (n) = 1, ∀ n ∈ Z.
If ψ is a Dirichlet character mod N , we set
For an arbitrary modular form h ∈ M k (N, ψ) with k ≥ 1 and a cusp form f ∈ S k (N, ψ) the Petersson inner product is defined by the integral
where H/Γ 0 (N ) is a fundamental domain for the upper half plane H modulo the action of Γ 0 (N ). Observe that if γ ∈ GL + 2 (R) normalizes Γ 0 (N ) and γ 2 is a scalar matrix, then (see
For the rest of this subsection assume that M , N are positive integers such that S(N M ) = S(N ).
is a set of coset representatives for Γ 0 (N M )\Γ 0 (N ). Therefore, for every γ ∈ Γ 0 (N ) and β u , there exists unique γ u ∈ Γ 0 (N M ) and 
Remark 2.2. The definition of the trace above depends on the choice of coset representatives
In the computations below, we always use this choice.
For any integer k, complex number s and Dirichlet characters χ, ψ modulo L, M respectively, we define (see [Miy89, Chapter 7] ) the non-holomorphic Eisenstein series of weight k by
where the prime means that the sum is over all (c, d) ∈ Z 2 {(0, 0)}. The series converges for Re(k + 2s) > 2 and can be continued meromorphically to the whole complex plane as a function of s. 
Operators acting on modular forms
Let f ∈ S k (N, ψ) be a cusp form with the Fourier expansion
If d is a natural number, then define
Also, the Hecke operators
When S(N M ) = S(N ), we have the following identity, which will be used for explicit computations:
The above identity follows from the definitions and the matrix identity:
. This implies that for every u mod d there exist unique u ′ mod d such that
Hence (1) 
Definition 2.5. We call an element f ∈ S k (N, ψ) a primitive cusp form of conductor N if the following conditions are satisfied:
(1) f is an eigenform, i.e., f (z) is an eigenvector for the Hecke operators T n , for all n ∈ N,
(3) f is a newform, i.e., it is orthogonal to all (old)forms lying in the images of the maps
f for all q ∤ N and q ′ | N respectively. Hence, f is uniquely determined by the eigenvalues of the Hecke operators T n . Further, we also have the following:
From the theory of newforms (see [Miy89, Theorem 4.6 .15]) it follows that if f ∈ S k (N, ψ) is a primitive cusp form of conductor C f , then
where Λ(f ) is called the root number associated to f . Let g ∈ S k (N, ω) be a primitive cusp form of conductor C g . If the conductor C χ of the primitive Dirichlet character χ is coprime to C g , then the twisted cusp form g(χ) ∈ S k (C g C 2 χ , ωχ 2 ) [Miy89, Lemma 4.3.10 (2)] is primitive, and
where
is the Gauss sum [Miy89, Theorem 4.3.11].
Rankin-Selberg convolution
The proof of Theorem 1.1 makes constant use of the classical Rankin-Selberg method (see [Ran39] , [Ran52] ). For the sake of completeness, we recall a few consequences of the RankinSelberg method in this section.
Then the L-function associated to f and g has the Euler product
(2.8)
Before we state the result we introduce another class of Eisenstein series which are different from (2.4). For every Dirichlet character ψ mod N , we set
Let f ∈ S k (N, ψ) and g ∈ S l (N, ω) be primitive cusp forms as in the Introduction (so l < k) and let D(s, f, g) be as in (1.2). Then the Rankin-Selberg method states that
(1) The Rankin product L-function has the Euler product
) has the integral representation given by
We now state an algebraicity result for the Rankin product L-function which is crucial for the construction of the p-adic Rankin product L-function, due to Shimura.
be primitive cusp forms of conductor C f and C g respectively. Then for every Dirichlet character χ and for all integers s with l ≤ s ≤ k − 1, we have
(2.12)
Nearly holomorphic modular forms
In this section we recall some facts about nearly holomorphic modular forms due to Shimura (see [Hid93, §10.1]). The Maass-Shimura differential operator of weight k ∈ C on C ∞ -functions on H is the operator:
For every positive integer r, we define δ r k :
∂ ∂z . The Maass-Shimura differential operator satisfies the following properties:
Definition 2.7. Let k, r be non-negative integers. A function f : H → C is said to be a nearly holomorphic modular form of weight k and depth less than or equal to r for the congruence subgroup Γ, if the following hold:
(1) f is smooth as a function of x and y,
4) f is slowly increasing, i.e., for every α ∈ SL 2 (Z), there exists positive real numbers A and
The space of nearly holomorphic modular forms of weight k and depth less than or equal to r for the congruence subgroup Γ is denoted by N r k (Γ). It is clear that for r = 0 we obtain the space of (holomorphic) modular forms
We say a function h ∈ N r k (Γ) is rapidly decreasing if for every B ∈ R and α ∈ SL 2 (Z), there exists a positive constant A such that |(h| k α)(z)| ≤ A(1 + y B ) as y → ∞. We denote the subspace of rapidly decreasing functions in
Proof. Observe that by induction on r, it is enough to prove the lemma for r = 1 and for all k ∈ C. So, it is enough to show
, the left hand side is given by
The right hand side is given by
which proves that (δ k h)| k+2 γ = δ k (h| k γ) and completes the proof.
Let h : H → C be a holomorphic function such that h(z) = ∞ n=0 a(n)e(nz/N ). Then e(−z/N )(h(z) − a 0 ) is holomorphic on H ∪ {∞}. Thus, there exists a positive real number C such that
(2.14)
Proposition 2.9. For k, r ∈ N, the operator δ r k induces a linear map of C-vector spaces
Clearly d j f is holomorphic and y j−r is smooth. Hence, δ r k (f ) satisfies (1) and (3) of Definition 2.7. From Lemma 2.8, it follows that
hence (2) also holds. It remains to check that δ r k f is slowly increasing.
Note that the (−4πy) j−r are bounded as y → ∞ and the d j (f | k α) are holomorphic. It follows from (2.14) that, for every 0 ≤ j ≤ r, there exists positive numbers A j , B j such that
Since e −y decays faster than y −n for any n ≥ 0 as y → ∞, we have |(δ r k f )| k+2r α| ≤ A α (1 + y −Bα ) as y → ∞ for some positive numbers A α , B α . Now we will show that E k (z, s; χ, χ 0 ) is a nearly holomorphic modular form if χ is a Dirichlet character modulo N and s ≤ 0 is an integer such that k + 2s > 2. To prove this, we need to consider the action of the Maass-Shimura operator on Eisenstein series. Observe that for k, r positive integers and s ≤ 0 an integer such that k + 2s > 2, we have
where the last equality follows by comparing the coefficient of X r in (1 + X) s (1 + X) k+r−1 and
Let χ be a Dirichlet character modulo N . Multiplying both sides of the equation above by χ(c) and then taking the sum over all (c, d) ∈ Z 2 {(0, 0)} (ignoring convergence issues) we get
. It follows from (2.17) and Proposition 2.9 that for all integers r ≥ 0 and k ≥ 3:
A similar argument for the Eisenstein series
(2.18)
More precisely,
and the isomorphism is obtained via (f ) → (h j ), where h j are as in (2.18). Moreover these isomorphisms are equivariant under the | k action of GL + 2 (R).
The projection f → h 0 induces a map
which is called the holomorphic projection.
Lemma 2.12. Let f ∈ S k (N, ψ) and let g : H → C be a smooth function which is slowly increasing such that
Proof. This follows from Lemma 2.15 (1) below and [Hid93, §9.3, (6)].
Lemma 2.13. Suppose f ∈ S k (N, χ) and g ∈ N r k (N, χ). If r < k/2, then f, g N = f, Hol(g) N . Further, if g ∈ N S r k (N, χ), then Hol(g) is the unique cusp form with the property f,
Proof. The first part follows from [Hid93, §10.1, Corolllary 1]. By Theorem 2.11, we have Hol(g) ∈ S k (N, χ) . Now the first part shows that Hol(g) satisfies the required property. From Lemma 2.12, we have f → f, g N defines an anti-linear functional on S k (N, χ). The uniqueness statement follows from the fact that Petersson inner product induces a non-degenerate pairing
Lemma 2.14. (Holomorphic Projection lemma ) [Zag92, Appendix C] Let Φ : H → C be a smooth function satisfying:
Any rapidly decreasing function Φ : H → C which satisfies hypothesis (1) of Lemma 2.14, automatically satisfies hypothesis (2) with c 0 = 0. For such Φ, we set
where φ is as defined in Lemma 2.14. It is easy to see that φ is a cusp form. Recall that the elements of N S r k (N, χ) are rapidly decreasing. The definition of Hol given just above in fact extends the definition of the holomorphic projection Hol given in (2.19), by the uniqueness part of Lemma 2.13.
We now state a result which will enable one to apply the lemma above.
Lemma 2.15. Let k, N be a positive integers and χ a Dirichlet character mod N . Then
, for all positive real numbers B and all γ ∈ SL 2 (Z), as y → ∞. In particular h is rapidly decreasing.
(2) For any compact set T ⊂ R and γ ∈ SL 2 (Z), there exists positive real numbers A and B such that if χ = χ 0
, as y → ∞ as long as Re(z) ∈ T.
Proof. Observe that if h ∈ S k (N, χ), then h vanishes at the cusps. Now, the first part of the lemma follows from (2.14). For the second part see [Hid93, §9.3, Lemma 3].
It follows from Lemma 2.15 that if h is a (holomorphic) cusp form of weight 2 ≤ l < k (in our application below h will be the slash of a twist of g from the Introduction), then h(z)E k−l (z, s; χ, χ 0 ) has weight k > 2 and satisfies the hypotheses of Lemma 2.14, with c 0 = 0. So Hol(h(z)E k−l (z, s; χ, χ 0 )) is defined, and we can calculate its Fourier expansion using Lemma 2.14 if we know the Fourier expansion of h(z)E k−l (z, s; χ, χ 0 ).
Distributions and Measures
In this section, we define distributions and measures following [Pan88] . Most of the material covered in this section can also be found in [Was97] , [MSD74] . Finally, we state the abstract Kummer congruences which is the key tool used in the construction of the p-adic L-function.
Distributions
Let Y be a compact, Hausdorff and totally disconnected topological space. Then Y is a projective limit of finite discrete spaces
with respect to transition maps π ij : Y i → Y j , for i ≥ j, i, j in some directed set I. We assume that the π ij are surjections, so the canonical maps π i : Y → Y i are projections. Let R be a commutative ring and let Step(Y, R) be the set of R-valued locally constant functions on Y .
Definition 3.1. A distribution on Y with values in an R-module A is a homomorphism of R-modules µ :
Step(Y, R) → A.
We use the notation
for ϕ ∈ Step(Y, R). Any distribution µ can be given by a system of functions {µ (i) : Y i → A}, satisfying the following finite additivity condition:
Indeed, given such a system of functions
is the characteristic function of the inverse image π
and extend the definition of µ to all of Step(Y, R) by linearity. Conversely, given a distribution µ, in order to construct such a system, set
It can be checked that a system of functions {µ (i) : Y i → A} satisfies (3.2) if and only if for all j ∈ I and all ϕ j : Y j → R, the sum
Step(Y, R), then µ(ϕ) is just the sum above. If Y = G = lim ← − G i is a profinite abelian group and R is an integral domain containing all roots of unity of order dividing the cardinality of G (perhaps a transfinite cardinal, in which case R contains all roots of unity), then one needs to verify (3.3) only for all characters of finite order χ : G → R × , since the orthogonality relations imply that their linear span over R ⊗ Q coincides with Step(Y, R ⊗ Q) (see [MSD74] ).
Example 3.2. Let p be an odd prime. Then
| χ has finite order}. We claim that B is a basis for Step(Z × p , C p ) as a C p -vector space. For every x ∈ (Z/p n Z) × , let δ n,x be the characteristic function of the basic open set {a ∈ Z × p | a ≡ x mod p n }. Then, by the orthogonality relations, we have
(3.4)
Since every locally constant function Z × p → C p is a C p -linear combination of characteristic functions, we see that B spans Step(Z × p , C p ). For linear independence, let χ 1 , . . . , χ n ∈ B and suppose n i=1 a i χ i = 0, with a i ∈ C p . By choosing m sufficiently large we may assume χ i ∈ X((Z/p m Z) × ), for all i. By linear independence of characters, we have a i = 0, for all i.
Measures
Let R be a topological ring with topology induced by a norm. Let C(Y, R) denote the R-module of continuous R-valued functions on Y and equip C(Y, R) with the corresponding sup norm topology. In this article we will take R = C (or) C p (or) O p := {x ∈ C p | |x| p ≤ 1}. The restriction of a measure µ to the R-submodule Step(Y, R) ⊂ C(Y, R) is a distribution, which we denote by the same symbol. Since Y is compact, we have Step(Y, R) is dense in C(Y, R). So every measure is uniquely determined by its values on Step(Y, R). We take for R a closed subring of C p , and let A be a complete R-module with topology induced by a norm | · | A on A. We further assume that | · | A is compatible with | · | p , i.e., |ra| A = |r| p |a| A for all r ∈ R and a ∈ A. Then the condition that a distribution {µ (i) : Y i → A} gives rise to an A-valued measure on Y is equivalent to the condition that the µ (i) are bounded, i.e., there is a uniform constant B > 0 such that for all i ∈ I and all x ∈ Y i , we have |µ (i) (x)| A < B. The proof of this fact is easy using the non-archimedean property and completeness of the norm | · | A (see [Was97, Proposition 12 .1]). In particular, if A = R = O p = {x ∈ C p | |x| p ≤ 1} is the ring of integers of C p , then distributions are the same as measures. The most important tool in the construction of the p-adic L-function is the following criterion for the existence of a measure with prescribed properties. is equivalent to the following: for an arbitrary choice of elements b i ∈ C p , almost all of which vanish, and any n ≥ 0, we have the following implication of congruences:
Proof. The necessity is obvious. Indeed if
In order to prove the sufficiency we need to construct a measure µ from the numbers a i . For a function f ∈ C(Y, O p ) and a positive integer n, there exists b i ∈ C p such that b i = 0 for almost all i, and
by the density of the C p -span of the {f i } in C(Y, C p ). Now, we claim that the value i b i a i belongs to O p and is well defined modulo p n , i.e., it doesn't depend on the choice of
be another set of numbers with c i = 0 only for finitely many i such that
By (3.5), we have i c i a i ≡ i b i a i mod p n O p . Therefore, i b i a i is well defined modulo p n . We denote this value by Y f dµ mod p n . Further, the above argument shows
Since every element of C(Y, C p ) is bounded, by rescaling, the above definition of µ extends to all of C(Y, C p ). A check shows µ :
Recall that X p = Hom cont (Z × p , C × p ) has an analytic structure described in the Introduction. If µ : C(Z × p , C p ) → C p is a measure, the non-archimedean Mellin transform of µ, defined by
Here 'analytic' means that the integral (3.6) depends analytically on the parameter χ ∈ X p . The converse is also true: any bounded C p -analytic function on X p is the Mellin transform of some measure µ. These measures with the convolution operation form an algebra, which essentially coincides with the Iwasawa algebra (see [CP04, §(1.4.3), §(1.5.2)]).
Construction of Complex-valued Distributions
From now on, let f and g be the primitive cusp forms as in the Introduction. In this section we define two complex-valued distributions associated to f and g and compare them. Let p be a prime as in the Introduction. The p-stabilization of f is defined by
where as before
a(n, f 0 )e(nz) be the Fourier expansion of f 0 . Comparing the Fourier coefficients in (4.1), we get a(n, f 0 ) = a(n, f ) − α ′ (p)a(n/p, f ). Hence, we have the following identity for the corresponding Dirichlet series:
From (4.1), it follows that f 0 ∈ S k (pC f , ψ) and from (2.8) and (4.2), we have 
, where here and below we use the convention that χ(n) = 0 if n ∈ pZ. For every s ∈ C, define a quantity Ψ (M ′ ) s (χ) as follows:
where C 0 , M ′ are natural numbers satisfying:
A priori, the definition of Ψ
extends to a (well-defined) complex-valued distribution on Z × p . To do this, for each s ∈ C, consider the complex-valued distribution Ψ s on Z × p whose value on the Dirichlet character χ : Z × p → C × is given by:
Proposition 4.1. Let p be an odd prime for which f is a p-ordinary form. Then for every Dirichlet character χ :
Proof. First we simplify the right side of (4.6). From (1.2) and (1.3) it follows that
noting that S(pC) = S(C 0 M ′ ), for the joint level C 0 M ′ of the forms f 0 |V C f and g(χ)|w C 0 M ′ . We define A(n) and B(n) to be the coefficients in the Dirichlet series
(4.10)
Then, by the multiplicative property (4.4), we have
We transform the last L-function in (4.9) as follows:
If we substitute (4.13) in (4.6), we see that (4.6) does not depend on M ′ . In order to obtain the more precise expression given by (4.8), it is enough to establish the following equality:
where Λ(g(χ)) is the root number associated to g(χ), i.e., g(χ)|w Cg C 2 χ = Λ(g(χ))g ρ (χ), since by (2.7) we have Λ(g(χ)) = ω(C χ )χ(C g )G(χ) 2 C −1 χ Λ(g). To derive (4.14) we find an appropriate expression for g(χ)|w p 2 CgC 2 χ . Applying (4.5) once more with A = p 2 and B = C g C 2 χ , we get
A computation similar to that of (4.13) shows that
where we used f 0 |U p = α(p)f 0 in the last step. Therefore
Substituting this in (4.14) we are reduced to proving
Further, for every character χ :
in all cases (since if χ is the trivial character, χ(p) = 0). From (4.15) and (4.16), it follows that Ψ(s, f 0 , g ρ (χ)) = Ψ(s, f, g ρ (χ)). Thus we obtain (4.14).
We conclude this section by making an observation on the algebraicity of Ψ
, which will be used in later sections. 
Proof. From Theorem 2.6, we have Ψ s (χ) is algebraic for every integer s with l ≤ s ≤ k − 1. Hence, by the previous proposition, we have Ψ
Dirichlet characters actually take values in Q ⊂ C. Via our fixed embedding i p : Q ֒→ C p , we may think of them as C p -valued. Moreover, by the corollary above we may similarly think of Ψ
Thus, for such s, all the measures in this section can (and later will be) thought of as p-adic entities.
Integral representation for Distributions
In this section we obtain an integral expression for the distribution Ψ
given by (4.6) involving the Petersson inner product of certain cusp forms. We also compute the Fourier expansion of one of these cusp forms. This will be needed in the last section in order to explicitly verify the Kummer congruences.
Recall the following classical integral formula of Rankin (cf. (2.11)). For F ∈ S k (N, ψ) and
Let χ : Z × p → C × p be a finite order character. Let M ′ be as in (4.7), i.e., p 2 C 2 χ | M ′ and S(M ′ ) = {p}. We apply (5.1) with
For every integer s such that l ≤ s ≤ k − 1, we transform the definition of the distribution (4.6) by means of the equality
then the formula for the values of the distribution (4.6) takes the form
Now we compute the Fourier coefficients of K ′ (s) for special values of s (more precisely, for
It follows from the definition of
The Fourier expansion of the Eisenstein series E ′ (z, s) will be computed in the next section, from which we will obtain the Fourier expansion of K ′ (s).
Fourier expansion of Eisenstein series
Here we follow [Miy89, §7.2] to compute the Fourier expansion of E ′ (z, s). The procedure given in [Miy89] describes the Fourier expansion of more general Eisenstein series. Let H ′ = {z ∈ C | Re(z) > 0} denote the right half plane. For α ∈ C and β, z ∈ H ′ , the Whittaker function W (z; α, β) is defined by the following integral:
The convergence of the above integral follows from [Miy89, Lemma 7.2.1 (2)].
Lemma 5.1. The function W (z; α, β) can be continued analytically to a holomorphic function on H ′ × C × C satisfying:
Proof. Note that ω(z; α, β) defined by [Miy89, (7.2.31)] equals to z β W (z; α, β) for all (z, α, β) ∈ H ′ × C × H ′ . By part (3) of Lemma 5.1, with β = −r, and by part (2), we obtain for all y > 0 that
Recall that the Eisenstein series E k (z, s; θ, ϕ) for θ and ϕ Dirichlet characters mod L and M respectively is defined by (cf. (2.4))
We now state a result about the Fourier expansion of Eisenstein series.
Theorem 5.2. Let θ and ϕ be Dirichlet characters mod L and mod M , respectively, satisfying θ(−1)ϕ(−1) = (−1) k . Then for any integer k, the Eisenstein series E k (z, s; θ, ϕ) can be analytically continued to a meromorphic function on the whole s-plane and has the Fourier expansion
Here ϕ 0 denotes the primitive character associated with ϕ of conductor m ϕ = M/l and µ is the Möbius function.
Proof. This is [Miy89, Theorem 7.2.9], noting that E k (z, s; θ, ϕ) differs from the one defined in [Miy89, (7.2.1)] by a factor of y s and ω(y; α, β) equals y β W (y; α, β), ∀ (α, β) ∈ C × C.
We apply the above theorem to compute the Fourier expansion of E ′ (z, s). Recall
For convenience we introduce the normalized Eisenstein series
If s is an integer such that s ≤ 0 and k − l + s > 0, then from (5.9) and Theorem 5.2, we have
ψωχ 2 (n/c)c
with C(s), D(s) denoting the same constants as in Theorem 5.2 (corresponding to θ = ψωχ 2 , ϕ = χ 0 ). The term with z doesn't appear as for such s we have B(s) = 0 because the Gamma function Γ(s) in the denominator of B(s) has a pole at s ≤ 0 and the function a n (s)W (4πyn/M ; k + s, s) is holomorphic in s.
Integral representation via holomorphic projection
Taking s equal to s − k + 1 ≤ 0 in (5.8), we get 4
Substituting (5.11) and (5.4) into (5.3), and substituting C 0 = pC = pC f C g , we get
in which we have set
) is a p-adic unit. One can check this last fact using explicit formulas for the root number in terms of Gauss sums when the automorphic representation attached to g has no supercuspidal local factors; it is apparently also true in general [Hid88, (5.4a), (5.4b)]. In any case i p (γ(M ′ )) is bounded independent of M ′ , which is all we shall need later.
It follows from (5.10) that for integers l − k < s ≤ 0 we have
14)
where for p | n, the Fourier coefficients are given by 5
Here we used that if p | n there is no contribution to the coefficient of e(nz) in K * (s) from the constant (n 2 = 0) term of Eisenstein series G * (z, s) because the coefficient of e(C f n 1 z) in g(χ)|V C f is zero for p | n 1 since χ(n 1 ) = 0.
The expression (5.12) for Ψ
whose Fourier coefficients contain Whittaker functions which are difficult to handle. To get rid of the Whittaker functions we consider its holomorphic projection. We first check that Hol(K * (s − k + 1)) is defined. From Proposition 2.10, it follows that if (k +l)/2 < s
. So for such s one can define the holomorphic projection Hol(K * (s − k + 1)) of K * (s − k + 1) in the sense of Theorem 2.11. However, for l ≤ s ≤ (k + l)/2 it is not clear (to us) that K * (s − k + 1) is a nearly holomorphic form. So we cannot use Theorem 2.11 to define the holomorphic projection of K * (s − k + 1) for l ≤ s ≤ (k + l)/2. Nevertheless, by the discussion at the end of §2, we know that K * (s) is rapidly decreasing and satisfies the hypotheses of Lemma 2.14, with c 0 = 0. Thus one can define the holomorphic projection of K * (s − k + 1) for any integer l ≤ s ≤ k − 1.
We now study:
for integers l − k + 1 ≤ s ≤ 0. We begin by computing the level and nebentypus of
by the remarks after Lemma 2.14. As
Lemma 2.4 (1). Repeatedly applying Lemma 2.4 (1) we get
We now state the main result of this section.
Proposition 5.3. Let the notation be as above. For s ∈ Z with l ≤ s ≤ k − 1 one has following equality Ψ
Moreover, for s ∈ Z with l − k + 1 ≤ s ≤ 0 we have
is a cusp form with algebraic Fourier coefficients given by 6
(5.19)
Proof. The proof of the lemma is an application of the holomorphic projection lemma (Lemma 2.14). We first note that Hol commutes with the action of the w N -operator. Indeed, by Lemma 2.14 and (2.2), we have
for all modular rapidly decreasing Φ and all cusp forms h of weight k and level N ≥ 1, whence Hol(Φ|w N ) = Hol(Φ)|w N . A similar argument shows that Hol commutes with the U p -operator. Thus, by Lemma 2.13 and Lemma 2.14, we have
Substituting the above expression in (5.12), we obtain (5.16). It follows from (5.14), (5.15) that
Now we use Lemma 2.14 to compute the Fourier coefficients of
From (5.20) and Lemma 2.14 it follows that
e −2πny y k−2 dy e(nz).
(5.21)
Note that if C f n 1 + n 2 = M ′ n, the quantity d(n 1 , n 2 ; y/M ′ , s) is as in (5.15), with y replaced by y/M ′ , because p | M ′ n, since p | M ′ . We get
Therefore, for every n 1 , n 2 such that C f n 1 + n 2 = M ′ n, (5.22) becomes
Substituting the above expression in (5.21) finishes the proof.
Kummer congruences for the distributions
In this section, we show that the distributions in (4.6) for s = l + r, where 0 ≤ r ≤ k − l − 1 patch together into a measure, by verifying the abstract Kummer congruences. By Proposition 5.3, with s = l + r, where 0 ≤ r ≤ k − l − 1, we have 
Further, note that the cusp form K M ′ (r − k + l + 1) has algebraic Fourier coefficients. Let S k (C 0 C f , ψ; Q) = {h ∈ S k (C 0 C f , ψ) | h has algebraic Fourier coeffecients}.
We now claim that f ρ 0 |V C f w C 0 C f ∈ S k (C 0 C f , ψ; Q). Clearly f ρ 0 |V C f w C 0 C f belongs to S k (C 0 C f , ψ). So it is enough to show that the Fourier coefficients of f ρ 0 |V C f w C 0 C f are algebraic. Observe that
Since f is primitive, it follows that f ρ 0 |V C f w C 0 C f has algebraic Fourier coefficients. Define the linear functional L : S k (C 0 C f , ψ) −→ C, by
We note from (6.1) and (6.3) that, for every finite order character χ :
(6.4) Lemma 6.1. Let L be defined as above. Then
(1) L is defined over Q, i.e., L(S k (C 0 C f , ψ; Q)) ⊂ Q.
(2) Let K(z) = ∞ n=1 a(n, K)e(nz) be an element of S k (C 0 C f , ψ; Q). Then there exists m ∈ N and ξ 1 , . . . , ξ m ∈ Q such that
ξ n a(n, K).
(6.5)
Proof. Choose an orthogonal basis f 1 , . . . , f d of S k (C 0 C f , ψ; Q) such that f 1 = f ρ 0 |V C f w C 0 C f . By Proposition 5.3, we know that K M ′ (r−k+l+1) ∈ S k (C 0 C f , ψ; Q) for all integers 0 ≤ r ≤ k−l−1. Let K M ′ (r − k + l + 1) = d i=1 c i f i , for some c i ∈ Q. It follows from (6.2) and orthogonality that
Choose r, χ such that Ψ Let T k (C 0 C f , ψ) denote the Q-subalgebra of End C (M k (C 0 C f , ψ)) generated by the Hecke operators T n , for all n ∈ N. Clearly T k (C 0 C f , ψ) is a finite dimensional Q-vector space. By [Miy89, Theorem 4.5.13] and [Miy89, (4.5.27)] we obtain that {T n } n∈N spans T k (C 0 C f , ψ) as a Q-vector space. Hence, by finite dimensionality, there exists m such that T 1 , . . . , T m span T k (C 0 C f , ψ) as a Q-vector space. There is an isomorphism of Q-vector spaces given by (see [Gha02,  Lemma 2])
By the first part of the lemma we know that L ∈ Hom Q (S k (C 0 C f , ψ; Q), Q). Therefore, L(K) = a(1, T K), for some T ∈ T k (C 0 C f , ψ). Since, T 1 , · · · , T m span T k (C 0 C f , ψ) as Q-vector space, there exists ξ 1 , . . . , ξ m ∈ Q such that, T = m n=1 ξ n T n . So, L(K) = m n=1 ξ n a(1, T n K) = m n=1 ξ n a(n, K), ∀ K ∈ S k (C 0 C f , ψ; Q).
As mentioned earlier, every complex-valued Dirichlet character χ on Z × p takes values in Q ⊂ C. From now on we think of such character as taking values in C p via our fixed embedding i p : Q → C p . Since Ψ l+r (χ) ∈ Q, for 0 ≤ r ≤ k − l − 1, by Corollary 4.2, we have i p (Ψ l+r (χ)) ∈ C p . Thus we may think of the complex distribution Ψ l+r , as a C p -valued distribution. We shall denote these distributions by i p (Ψ l+r ), for 0 ≤ r ≤ k − l − 1. We now define a candidate for the measure in Theorem 1.1, namely we take µ := i p (Ψ l ).
(6.6) By Proposition 4.1 and(6.4) we have
ξ n a(n, ( K M ′ (r − k + l + 1)) (by Lemma 6.1 (2))
ξ n C f n 1 +n 2 =M ′ n d(n 1 , n 2 ; r − k + l + 1, χ), (6.7)
by Proposition 5.3, where M ′ is a sufficiently large power of p chosen depending on χ, and γ(M ′ ) is as defined in (5.13). As remarked earlier, γ(M ′ ) is p-integral in many cases (apparently in all), but in any case has bounded denominator, coming from Λ(g), since α(pM ′ ) is a p-adic unit. Similarly, the ξ n ∈ Q have bounded denominators. Finally the d(n 1 , n 2 ; s, χ) also have denominators at worst Γ(k − 1) by (5. 
