Furthermore, compared with the classical extended Kalman mter, the universal linearization concept.based extended Kalman mter is more robust with respect 10 variations in the dynamics' parameters, in both linear and nonlinear dynamics cases. The advantage of the untversal linearization concept-based extended KaIman ruter, compared with the classical extended KaIman ruter, is more pronounced in the case of small process noise intensity;
I. INTRODUCTION
Control and estimation problems are often referred to as "dual" problems. This is certainly the case if one exclusively focuses on the seemingly dual nature of the relevant technical conditions and the form of the pertinent results .. There are however significant dissimilarities between the two disciplines, in particular with respect to the application of the linearization/small perturbations concept to the inevitable attack on nonlinearity.
Thus, whereas in control the nominal trajectory about which the linearization is performed is known, this is definitely not the case in the estimation counterpart, where obviously there is no prior exact information on the trajectory to be estimated. There A "Universal Linearization" concept [1] is succintly described in Section II. The ensuing universal linearization concept-based EKF is rigorously derived in Section III, where the formulae for a classica� differentiation·based linearization EKF are also given.
The performance of the two competing EKFs are experimentally evaluated in Section IV, The test is performed on the simplest conceivable nonlinear system-the underlying nonlinearity being a cubic.
It is remarkable that the problem in estimation of experimentally evaluating the performance of a filtering scheme is in fact easier than its control counterpart, for in estimation simulations the underlying true trajectory is known; this is not the case in contro� where, if, as is often the case, the theoretical closed·form solution is not available, then the true trajectory is not known. Hence, the "law of conservation of difficulty" applies after all, and the evaluation by simulation of the performance of the alternative estimation schemes is relatively straightforward.
Instances of es timation accuracy advantage of the universal linearization concept-based EKF, compared with its classical, linearization by differentiation-based EKF counterpart, have been identified.
Based on our positive experimental evaluation in
Section IV of the universal linearization scheme-based filter, a novel and rigorously derived EKF algorithm, which is based on the above mentioned concept, is proposed in Section V.
Concluding remarks are made in Section VI.
II. UNIVERSAL LINEARIZATION
We consider the design of plausible Kalman filtering schemes of the EKF type for dynamical systems where either the dynamics (f) or the measurement equation (f), or both, are nonlinear.
Clearly, in the above mentioned instances the nonlinearity f entails a nonlinear mapping whose domain is the dynamical system's state x. Since we are interested in "sufficiently small" perturbations of the state about some "nominal" state x, where, e.g., in the sequel, x= "the best estimate of the projected ahead state at time n + 1, x;;-+1," the following is obviously a desirable property of the nonlinearity I under consideration:
for all x,x E state space
where z in (1) is the "current" measurement (at time n), which in the deterministic case directly relates to the current state (at time n). One crucial approximation associated with the derivation of the EKF is the preservation of the above mentioned expression of the current state x in terms of the current measurement z, also in the case of measurement noise. Functions I which satisfy (1) are referred to in Ref.
[1] as "modifiable nonlinear functions." We refer to the representation (1) as a "universal linearization. " Note the following.
1) The universal linearization formula (1) appears not to be based on the differentiation of the nonlinearity I (x).
2) The appearance in the first term on the right-hand side (RHS) of (1) of the measurement z; this is in addition to the appearance there, as expected, of the nomi nal state X.
We are interested in the simplest conceivable nonlinear system. Thus, in Sections III and IV we investigate the scalar cubic nonlinearityl
The following algebraic identity holds:
for all x,XERl.
(2)
In the sequel, x in the second term on the RHS of (2) is replaced by the measurement z, thereby ob taining the function g(z,X). Thus, the cubic nonlinearity satisfies (1).
A similar elementary factorization also applies in the case where the power of x is even (recall the algebraic identity a2 -b2 = a2 + ab -ab -b2 = a(a + b) -b(a + b) = (a -b)(a + b» and this then paves the way to dealing, al a (1), with a general polynomial of degree m, and ultimately with a truncated Thylor series representation of an arbitrary but smooth (i.e., analytic) nonlinearity.
III. EXTENDED KALMAN FILTERS
We here consider the special case of scalar and discrete-time dynamical systems with cubic nonlinearities and we give a detailed derivation of their universal linearization concept-based EKFs.
A. Nonlinear Dynamics
Consider the dynamical system
where the state x E Rl and Wn and Vn+l are zero mean Gaussian distributed random numbers, referred to as process noise and measurement noise, respectively; their covariances are q � 0 and r > 0, respectively and their units are the units of x2• The initial state Xo E Rl is a Gaussian distributed random number with mean Xo E Rl and covariance po � O.
The universal linearization concept-based EKF is derived as follows.
In view of (3), the best estimate of the projected ahead state at time n + 1 is X;;-+l = x � where xn is the best estimate of the state at time n.
Hence, from (3) and (4) Xn+l -x;;--+l = x� -x� + Wn• (4)
1 We have chosen a cubic nonlinearity rather than an even "simpler" quadratic nonlinearity because the former preserves the essential antisymmetry of a linear mapping and is therefore a more realistic state transition or measurement function of a dynamical system; the cubic nonlinearity has also been investigated in the context of nonlinear filtering.
T --
Setting x = Xn, X = Xn in the identity (2), we obtain from (5) Hence, the equations of the above dynamical (7) system-based EKFs are in the first expression on the RHS of (6), thus obtaining the "linearized" dynamics Xn+1 -x;;-+ 1 = (z� + znxn + X�)(xn -Xn) + Wn. (8) Finally, the EKF is written as if we were in the realm of linear filtering, with the "time varying ,, 2 state transition matrix (9) and the observation matrix
C=1.
In addition, similar to the procedure in classical EKFs, one must include in the state estimate propagation equation the "nominal" state X.
However, the following alternative course of action should also be considered. If rather than using (7) where, according to the universal linearization concept one expressed the current state Xn in terms of the recent measurement Zn, one instead makes the natural Ansatz (10) which reflects our current best estimate of the state x, and one goes on to insert (10) in the first term on the RHS of (6), then (8) is replaced by
Xn+l -'£;;-+1 = 3x�(xn -Xn) + Wn.
Hence, we have recouped the classical, normally through a differentiation-based linearization derived coefficient (12) which is used in the standard EKE We now combine (8) and (9) (or (11) and (12) PKn+l = n+l P;; +1 + r or Xn+l = X;;-+1 + Kn+l(zn+1 -X;;-+I) P:+1 = P;;+ 1 (1 -Kn +1).
The universal linearization concept-based EKF and the classica� differentiation-based EKF correspond to coefficients An given by (9) and (12), respectively.
Please note that at time t = 0, the measurement Zn = Zo is not ava ilable. Hence, initially, at time t = 0 one must use in the universal-linearization-based EKF the coefficient Ao given by (12); alternatively, one could use (9), provided that one defines Zo := Xo = xo.
B. Nonlinear Measurement
Employing the notation from above, we now consider the dynamical system
The nonlinear measurement equation is "linearized" as follows. Equation (13) implies Le., and therefore
(14)
The return difference thus is (in view of (1 3), (14), and (2), where in (2) we set x = axn, x = Xn + l) Zn+l -Z;;-+ 1 = X�+1 -a3x� + Vn+l = (X� +1 + xn+laXn + a2x�)
x (xn+l -aXn) + Vn+l.
Next, in accordance with (1), we proceed as follows. In view of the dynamics equation in (13), set (16) and in view of the measurement equation in (13), and similar to (7) in Section IlIA, set xn = (zn) 1 / 3
then combining (16) and (17) we obtain 1 / 3 Xn+l = aZn .
We next insert (18) in the first term on the RHS of (15), and we obtain A_ _ ( 2 2 /3 2 1 /3 .. 2 0.2 ) Zn+l -Z n+l -a Zn + a Zn A.n + a A.n (18) contain the last measurement Zn+1. In the universal linearization approach this is evident in (16)- (18) and thus Zn+1 did not enter into the coefficient of Xn+l -aXn on the RHS of (19). Similarly, in the alternative classical approach, in (21), we have chosen to express the state Xn+l in terms of the projected-ahead measurement 2; +1 rather than the current measurement Zn+1. This confines the "innovation" to the return difference so that it does not affect the coefficient of Xn+1 -afn on the RHS of (22). Indeed the coefficient Cn+1 directly affects the Kalman gain, which however, in conformity with good statistical practice, we feel, should be determined independent of the last observation.
The EKF is now based on the following dynamical system, which is given by the first of (13) and (19) and (20) 
where, in view of (14) and (19) In addition, similar to the procedure in classical EKFs, one must properly bias the measurement.
However, the following alternative course of action should also be considered. Do not use the representation (18) for Xn+1 in the first term on the RHS of (15), and instead set Zn+l -Yn +l = Cn +1Xn+1 + Vn+1·
The EKFs now are
where z; +1 = (x; +1 )3 = a3x�. Hence, (21) P;+ 1 = a 2 Pn + + q
Inserting the above equation into the RHS of (15), we thus obtain the "linearized" measurement equation
Zn+l -2; +1 = (a2x� + a2xnxn + a 2 f�)
n + l = a Zn + Zn Xn + X n or = '£; +1 + Kn+l(Zn+l -a3i�), as expected.
Hence, we have recouped the classica� normally through a differentiation-based linearization derived measurement coefficient
The universal-linearization-based EKF and the classical linearization via differentiation-based EKF, correspond to coefficients Cn +1 given by (20) and (23),
which is used in the standard EKE 
IV. EXPERIMENTAL
The problem parameters are xo, Po, q, r, N, and a. The process noise covariance was chosen 0 < q � 0.1 and similarly, the measurement noise covariance r was allowed to vary in the range 0 < r < O.l.
The number of time steps N is 50 . In all experiments with q f 0, we chose Po = 0 and vice versa, if q = 0, we chose Po = 10, so that the uncerta inty in the dynamical system is brought about by either the process noise or by the uncertain initial state.
Randomization is achieved by choosing different "seeds" for the Gaussian random number generators that yield the process noise and measurement noise sequences.
The experiments were conducted at a number of signal-to-noise ratios (SNR), the latter being determined by the ratio of the initial state expectation Xo and the measurement noise standard deviation ..,fi. Different process noise/measurement noise ratios q/r were investigated.
Indeed, if Po = 0 (and also q = 0), then the trajectory/state is (in the case of nonlinear dynamics)
Note that in this case the SNR is strongly monotonically increasing or decreasing, depending on the stability condition, that is, on whether the initial state's expectation Ixol > 1 or Ixol < 1, respectively, for Xo determines whether the nonlinear dynamical system is stable or unstable.
In the case of linear dynamics and nonlinear measurements n Xn = a xo, n =0,1,2, ... N.
As before, Xo determines the signal leve� in this case the SNR is monotonically increasing or monotonically decreasing, depending on the stability condition, that is, on whether the parameter lal > 1 or lala < 1, respectively. Alternatively, one could choose in all experiments a process noise intensity q = 0 and Po f 0, in which case the exact trajectories are given by (24) and (25 ) with Xo there replaced by Xo. In this case the measurement noise/"process noise" tradeoff is determined by the parameter ratio po/r.
If the initial state IXol > 1, then the unstable nonlinear discrete-time dynamical system (24 ) "explodes" after a smaIl number N(= 5) of time steps, that is, it numerically demonstrates a "finite escape time" behavior by causing the computer (in, say, N = 5 time steps) to immediately "overflow."
Thus, one would want to experiment with numerically "more manageable" stable initial states Ixol < 1. However, in the stable case, the state of the system collapses fast (in N < 5 time steps) to x = 0; this in turn causes the EKFs to operate (for N > 5) in an inordinately low SNR environment, which is thus conductive to poor filter performance. Indeed, consider experiments where q = O. The classical linearization by differentiation-based EKF, gets "trapped at the origin", i.e., if the estimate x of the state is for once deemed to be 0, the classical EKF will forever continue to output a state estimate i = O. The classical poor performance of the EKF is readily explained if one steps through the classical EKF algorithm and one realizes that if for some reason the state estimator Ix" I < 1, then a chain of events ensues in the nonlinear dynamical system (A" ! 0 � p;;+ 1 ! 0, i.e., the filter is being lulled into a false sense of security, believing that its state estimation error covariance is small,) so that the Kalman gain Kn+1 is significantly reduced, which in turn diminishes the positive impact of a possibly accurate most recent state measurement Z"+l (:::: :: 1). This then explains the improved estimation performance of the universal-linearization-based EKF, which relies on a balanced mix of the previously estimated state and the current actual state measurement. Thus, the universal-linearization-based EKF directly uses the most recent state measurement, which then precludes An from becoming too small, thereby not setting the above mentioned delitirious chain of events in motion. Furthermore, the universal-linearization-based EKF will tend to excel in the case of high SNR (low measurement noise r).
This is borne out in Figs. 1 and 2 , where the respective estimation performance of the classical and of the universal-linearization-based EKFs is illustrated; note the slight estimation performance advantage of the universal-linearization-based EKF, which is further accentuated in Fig. 3 where the measurement noise covariance r has been reduced.
This state of affairs induces one to focus on the neutrally stable (and thus numerically manageable and with controllable SNR) benchmark case of Xo = I. In this case the state x" == 1 (provided that there is no process noise) and therefore, the state estimate . output of a good EKF should ideally hover near 1. Now, the performance of the classical EKF and the performance of the universal-linearization-based EKF are compared in Figs. 4 and 5. This same experiment is repeated in Figs. 6 and 7, with the measurement noise intensity there reduced by a factor of 10. Additional comparisons of the performance of the filters is shown in Figs. 8 and 9 , where the process noise intensity has been reduced by a factor of 10. We observe that in the case where there is process noise, that is, in Figs. 4-9 , the estimation performance of the universal-linearization-based EKF is almost indistinguishable from the estimation performance of the classical EKF and it is only marginally superior in a mean squares sense.
We also experimented with the weaker nonlinearity sin x, viz, we considered the nonlinear dynamics and/or when a weaker measurement nonlinearity of the sin x type4 was experimented with.
In conclusion, for nonlinear measurements, the universal-linearization-based EKF shows the most l Now, An = 1 -l/6(z; + Zn�n + .2�) or An = 1 -1/2.2� for the universal-linearization-based EKF and the classical EKF, respectively.
4 In this case Cn+! = 1-a2/6(R2 + R�n + .2�). where R is the root of the cubic equation -1/6R3 + R -Zn = 0; in the classical EKF,
improvement when q is high, while in the case of nonlinea r dynamics, the universal-linearization-based EKF shows the least improvement at this condition. This is not totally unexpected, for high q values cause the true state to considerably bounce around, in which case the prompt tracking performance afforded by universal linea rization, and which is not otherwise available in the instance of nonlinear measurements, is very helpful. In the nonlinear dynamics instance, q = 0 lulls the filter into "trusting" more the propagated ahead state info rmation rather than the most recent state measurement, which extrapolation is however inn accurate in view of the nonlinear dynamics. 
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.8 � . .. .. [(x) (h(x)) of, say, degree r in the components X1,X 2 , . . . Xm of the state vector x E Rm. 3) Manipulate the algebraic expression lex) -lex), x,x E Rm as follows. a) Group together like components of the vector x, irrespective of their degree. Do the same with the respective components of the vector x and pa ir them with their x -vector counterparts. b) Separately treat each mixed term pair, i.e., a term which contains more than one component of the state vector x, by adding and subtracting a similar term, with one variable of the state component "barred." Thus, the mixed term pair associated with xf' xfj, i =F j, is treated as follows.
Is is important to note that with some hindsight, "bar" state vector components are not directly measured5; thus in the above identity we chose to "bar" the jth x-vector component (Xj), which we assumed "is not directly measured." 4) Apply algebraic factorization formulae a la (2) to each of the above terms, which are of course associated with distinct state vector components, to obtain the important identities (which 5 If we instead choose to bar the state vector components which are directly measured, then the enSUing universal-linearization-based EKF will coincide with the classical EKF which hinges on a differentiation based linearization.
are written in matrix notation)
for all x,x E Rm
Steps 3a and 3b (and also step 4) are illustrated in Examples A and B, respectively. Example A General cubic nonlinearity
Here,
Hence, we have obtained the universal linearization (28) where the "linear" operator An = a +f:1(X +X) + C 2 (X2 +xx+y2).
Example B Nonlinearity containing mixed terms
Assume that the X2 component of the state vector is not directly measured. Here
Hence, we have obtained the universal linearization (28), where the linear operator
A,,-. X2 Xl
Add itional Example
Range measurements for trilateration-the base leg is L.
The universal linearization (29) is --
Our meticulous derivation of the universal linearization concept-based EKF parallels the derivation of the classical, on linearization by differentiation-based, EKE Thus, one first "pretends" that a linearized Kalman filter is being derived; in other words, one then considers the situation of small perturbations about a known nominal trajectory xnom ., n =O,l, ... N.
The small perturbations in the state and in the recorded measurements then evolve according to linear dynamics and linear measurement equations; obviously, the coefficients An and Cn+ l of the small per turbations dynamical system are dependent on the nominal trajectory, that is, they are time dependent. Hence, since An = An(xnom.) and C,,+l = Cn+I(Xnom.), the small perturbations dynamical system is time dependent through its xnom• dependence, but, and this is most important, it is linear. 'There is then full mathematical justification for using the classical time-varying linear-quadratic Kalman filter equations for improving the state estimate, provided that the state per turbations about the above mentioned nominal trajectory are sufficiently small
In the classical EKF derivation the linearization of the dynamical system and of the measurement equation is achieved by differentiation. However, in the current derivation in Section VlB we take a universal linearization approach to linearization. Thus, the coefficients of the universally linearized dynamical system are A" = A,,(x,X) and C,,+l = Cn+1(x,X), where, in the realm of linearized Kalman filters, x now represents the nominal trajectory Xnom, as does also x. It is here that the difference between the universal linearization concept-based EKF and the classical EKF arises.
Th derive the EKFs, one now departs from the linearized Kalman filter. In the classical EKF derivation one finally takes a great "leap of faith" and one replaces in An(xnom) and in C,,+I(Xnom), xnom• by t". Similarly, in the current universal-linearization-based EKF derivation, we replace in A,,(x,x) the nominal trajectory x(=:: x,,) by the estimate t", of the trajectory, and in Cn+l we replace the nominal trajectory x(=:: x" +1) by the projected ahead es timate of the trajectory (see e.g., (30) in the sequel). The argument x in An and in Cn+l is momentarily still being treated as the true trajectory Xn and X,,+h respectively.
D. Derivation
In view of (26), at time n + 1 x�+l = fn(xn).
Equations ( Xn +1 -i�+l = fn(xn) -fnex,,) + g n(xn) w n , (31) Setting X = tn, X = Xn in the universal linearization identity (28), and combining the latter with (31), we obtain (32)
In order not to unnecessarily complicate the presentation in the sequel, we momentarily assume complete state observation, that is, we momentarily assume that Zn+l E Rm, i.e., we assume that 1 = m and the mappings hn, n = l,2, ... N, are invertible. Now, in accordance with (1), and in view of the measurement (27), set n = 1,2, ... N-l (33) in the "coefficient" An(xn,xn) on the RHS of (32) and in gn(xn). Hence, we obtain the "time dependent but linearized" dynamics Xn+1 -Xn+1 = An(h-1 (zn),xn)(xn -Xn)
+ gn(h;;-l (Zn»Wn.
(34)
Next, in view of (30) and the measurement equation (27), Z;;-+1 = hn+1(x :+1 ) = hn+1(fn(Xn» .
(35)
Thus, in view of (35) and the measurement equation (27), the return difference is Setting in the universal linearization identity (29), Y = fn (Xn), x = Xn+l, we obtain from (36):
Zn+1 -Zn+l = Cn +l (Xn+1,fn(xn»
Furthermore, express Xn+l in the "coefficient" Cn +l in (37) in terms of Zn, i.e., Xn+1 = fn (xn)
and, in view of (33),
Now, in accordance with (1), insert (38) into the coefficient Cn +l on the RHS of (37), and obtain the time-dependent but linearized measurement equation
Zn+l -z:+1 = Cn+1(fn (h;;-I (Zn»,fn(xn» 
The above expected connection between the universal linearization concept and the Jacobian of the classical EKF, follows from the basic limit definition of a (partial) derivative.
Please note that at time t = 0, the measurement Similarly, the difference in the coefficients Cn +1 associated with the universal linearization concept and with classical differentiation-based linearization, is since 3a2x 2 ..t. a2(z 2 /3 + z l /3£ + X 2 ) n r n " n n It is also easy to step through the EKF algorithms in Section III. This, and the experimental evidence in Section IV, show that, compared with the classical EKF, the universal linearization concept-based EKF exmbits a degree of enhanced estimation accuracy. Automatica, 22, 1 (1986), 59-75.
