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The main result of this paper gives a presentation for an arbitrary subgroup
of a monoid defined by a presentation. It is a modification of the well known
Reidemeister–Schreier theorem for groups. Some consequences of this result are
explored. It is proved that a regular monoid with finitely many left and right ideals
is finitely presented if and only if all its maximal subgroups are finitely presented.
An inverse monoid with finitely many left and right ideals is finitely presented as an
inverse monoid if and only if it is finitely presented as a monoid. An example of a
finitely presented monoid with a finitely generated but not finitely presented group
of units is exhibited. © 1999 Academic Press
1. INTRODUCTION
The Reidemeister–Schreier theorem, giving a presentation for a subgroup
of a group defined by a presentation, is one of the cornerstones of com-
binatorial group theory; see [14] or [15]. The main result of this paper
generalises this theorem to subgroups of monoids. We also explore some
consequences of this result. Thus we construct a finitely presented monoid,
the group of units of which is finitely generated but not finitely presented.
We also prove that a regular monoid with finitely many left and right ide-
als is finitely presented if and only if all its maximal subgroups are finitely
presented. Finally we prove that an inverse monoid with finitely many left
and right ideals is finitely presented as an inverse monoid if and only if it
is finitely presented as a monoid.
All the results in this paper are stated in terms of monoids. However,
they also hold for semigroups. This can be proved by using the present
results and the standard device of adjoining an identity to a semigroup.
The results do not generalise to submonoids of monoids.
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The presentations of subgroups of monoids have been investigated in
various special cases; see [1, 4, 5, 6, 26]. Also related to this paper are the
results from [4, 7, 8, 19], where a Reidemeister–Schreier type theory has
been developed for ideals and general subsemigroups.
The notation in this paper is standard, as in [10]. One exception is that,
for a monoid S generated by a set A and two words u; v ∈ A∗, we write
u ≡ v if u and v are identical words, and we write u = v if u and v represent
the same element of S.
2. THE PRESENTATION
In this section we give our main result, which is a presentation for a sub-
group of a monoid defined by a presentation. We also give a few immediate
corollaries of this result.
Let S be a monoid and let X be a non-empty subset of S. Then clearly
S acts on the set Xs x s ∈ S by right multiplication.
Definition 2.1. The (right) cosets of X in S are the elements of the
strong orbit of X under the action of S on Xs x s ∈ S. In other words a
set Xs is a coset if and only if Xst = X for some t ∈ S. The number of
cosets is called the (right) index of X in S and is denoted by S xX.
Remarks 2.2. The above usage of the term “index,” although natural,
is not standard. We will use it in this paper in order to emphasise the
parallel with the corresponding part of combinatorial group theory. In view
of [20], where various other definitions of index have been considered, the
name (right) translational index might be more appropriate. By duality one
may define the left index of X in S. It is easy to see that the left and the
right indices need not be equal. In this paper we will use the right index
exclusively.
Denote by C = Ci x i ∈ I the collection of all cosets of X in S. It is
clear that if Xs 6∈ C then Xst 6∈ C for all t ∈ S. Therefore the action of
S on Xs x s ∈ S induces an action of S on the set C ∪ C0 (assuming
0 6∈ I), where we define Cis = C0 if and only if Cis 6∈ C, and also C0s = C0.
This, in turn, is equivalent to the action of S on the set I ∪ 0 given by
Cis = Cis.
Let us now consider the case where X = G is a subgroup of S. This
means that G is closed for the multiplication from S and, under this mul-
tiplication, forms a group. The identity of G is not necessarily the identity
of S, but rather an idempotent e of S.
The following two propositions show that, in this case, the cosets behave
similarly as in groups.
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Proposition 2.3. If i; j ∈ I, i 6= j, then Ci ∩ Cj = Z.
Proof. Let Ci = Gs, Cj = Gt, and assume that x = g1s = g2t ∈ Ci ∩ Cj
(g1; g2 ∈ G). An arbitrary y ∈ Ci can be written as y = g3s = g3g−11 g1s =
g3g
−1
1 g2t ∈ Gt = Cj . Thus Ci ⊆ Cj , and, by symmetry, Cj ⊆ Ci, which is a
contradiction.
Proposition 2.4. For each i ∈ I there exist ri; r ′i ∈ S such that Gri = Ci
and grir
′
i = g for all g ∈ G.
Proof. From the definition of cosets it follows that there exist ri; qi ∈ S
such that Gri = Ci and Ciqi = G. Fix h ∈ G and let h1 = hriqi ∈ G and
r ′i = qih−11 h. Then, for an arbitrary g ∈ G, we have grir ′i = gh−1hriqih−11 h =
g, as required.
Definition 2.5. A collection of elements ri; r
′
i ∈ S (i ∈ I) is called a
system of coset representatives if Gri = Ci, grir ′i = g for all i ∈ I, g ∈ G, and,
in addition, r1 = r ′1 = 1.
Remark 2.6. We do not necessarily have ri ∈ Ci.
Next we show how to obtain a generating set for G, given a generating
set for S and a set of coset representatives.
Theorem 2.7. If S is generated by a set A, then the set
Y = eriar ′ia x i ∈ I; a ∈ A; ia 6= 0
generates G as a monoid.
Proof. First we prove that
G = erisr ′is x i ∈ I; s ∈ S; is 6= 0:
Denote the right-hand side by G1. Since e ∈ G, we have erisr ′is ∈ Grisr ′is =
Cisr
′
is = Cisr ′is = G, and so G1 ⊆ G. The converse inclusion follows from
G = eG = er1gr ′1g x g ∈ G ⊆ G1.
Next we write s = a1 · · · an, a product of generators from A, and argue
by induction on n that erisr
′
is ∈ Y . For n = 1 we actually have a generator
from Y . For n > 1 we write a = a1 and t = a2 · · · an, and then we have
erisr
′
is = eriatr ′iat = eriar ′iaeriatr ′iat ;
since eriar
′
ia ∈ G and eria ∈ Cia. Now we have eriar ′ia ∈ Y , and also
eriatr
′
iat ∈ Y  by induction, completing the proof.
If both A and I are finite, then so is Y , and we have
Corollary 2.8. A subgroup of finite index in a finitely generated monoid
is itself finitely generated.
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Now we turn to presentations. We assume that S is defined by a presen-
tation A R. As is usual we shall identify words from A∗ and elements of
S. Thus, in particular, we shall consider all e and ri; r
′
i to be (arbitrary but
fixed) words from A∗ representing the corresponding elements of S.
We introduce a new alphabet
B = i; a x i ∈ I; a ∈ A; ia 6= 0;
representing the generating set Y of G. Let ψ be the homomorphism
ψx B∗ −→ G; i; a 7→ eriar ′ia:
Also define a mapping
φx i; w x i ∈ I; w ∈ A∗; iw 6= 0 −→ B∗
inductively by
φi; 1 = 1;
φi; aw = i; aφia;w i ∈ I; a ∈ A; w ∈ A∗; iaw 6= 0:
(1)
This definition easily extends to
φi; w1w2 ≡ φi; w1φiw1; w2 i ∈ I; w1; w2 ∈ A∗; iw1w2 6= 0:
(2)
Now we can state and prove our main theorem.
Theorem 2.9. If S is defined by a presentation A  R, then, with the
above notation, the presentation
B φi; u = φi; v i ∈ I; u = v ∈ R; iu 6= 0; (3)
φ1; eriar ′ia = i; a i ∈ I; a ∈ A; ia 6= 0; (4)
φ1; e = 1 (5)
defines G as a monoid.
In the proof of the theorem, as well as of some of the corollaries, we will
need the following
Lemma 2.10. Let w1; w2 ∈ A∗ be such that w1 = w2 holds in S, and
let i ∈ I be such that iw1 6= 0. Then the relation φi; w1 = φi; w2 is a
consequence of (3).
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Proof. The word w2 can be obtained from w1 by applying relations from
R to it. Without loss of generality assume that w2 is obtained by one ap-
plication of a relation from R, i.e., that w1 ≡ αuβ and w2 ≡ αvβ for some
u = v ∈ R and some α;β ∈ A∗. Now we have
φi; w1 ≡ φi; αφiα; uφiαu;β
= φi; αφiα; vφiαv; β ≡ φi; w2;
by (2) and (3).
Proof of Theorem 2.9. It is a routine matter to show that each of the
relations (3), (4), and (5) holds in G, by applying ψ to both its sides and
showing that the resulting relation holds in S.
Denote by W the set of all words from A∗ representing elements from
G. It is easy to see that ψφ1; w = w holds in S for every w ∈ W . To put
it differently, the mapping
φx W −→ B∗; φw = φ1; w
is a rewriting mapping, in the sense of [4] (compare with [15, Sect. 2.3]). By
[4, Theorem 2.1], the first three lines of the presentation
B φ1; w1uw2 = φ1; w1vw2
w1; w2 ∈ A∗; u = v ∈ R; w1uw2 ∈ W ; (6)
φ1; eriar ′ia = i; a i ∈ I; a ∈ A; ia 6= 0; (7)
φ1; w3w4 = φ1; w3φ1; w4 w3; w4 ∈ W ; (8)
φ1; e = 1 (9)
define G as a semigroup, and hence the whole presentation defines it as a
monoid.
To complete the proof of the theorem we note that the relations (3), (4),
and (5) imply the relations (6)–(9). Indeed, for the relations (6) this follows
from Lemma 2.10, for the relations (8) we have
φ1; w3w4 ≡ φ1; w3φ1w3; w4 ≡ φ1; w3φ1; w4
because of w3 ∈ G and (2), whereas the relations (7) and (9) coincide with
the relations (4) and (5), respectively.
If all A, R, and I are finite, then so is the above presentation for G. Thus
we have
Corollary 2.11. A subgroup of finite index in a finitely presented monoid
is itself finitely presented.
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Remark 2.12. A group is finitely presented as a group if and only if it
is finitely presented as a monoid.
Remark 2.13. Neither Corollary 2.8 nor 2.11 extends to submonoids.
For example every submonoid of the free monoid A∗ has index 1, but not
every submonoid is finitely generated nor is it finitely presented (even if it
is finitely generated); see [7].
As in the group case the obtained presentation for G can be simplified
by imposing further restrictions on the system of coset representatives.
Definition 2.14. A system of coset representatives ri; r
′
i (i ∈ I) is called
a Schreier system if every prefix of every ri is also a representative. More
precisely, we have a Schreier system if whenever ri ≡ αβ for some α;β ∈
A∗ then α ≡ rj for some j ∈ I.
A standard inductive argument shows that a Schreier system always exists.
Corollary 2.15. Let the notation be as in Theorem 2.9, and assume, in
addition, that ri; r
′
i (i ∈ I) is a Schreier system of coset representatives. Then
the presentation
B φi; u = φi; v i ∈ I; u = v ∈ R; iu 6= 0; (10)
i; a = 1 i ∈ I; a ∈ A; ria ≡ rj for some j ∈ I (11)
defines G as a group.
Proof. It is easy to check that the relations (11) hold in G:
ψi; a ≡ eriar ′ia ≡ erjr ′j = e:
Hence they can be added to the presentation (3), (4), and (5).
Consider now an arbitrary representative ri and write ri ≡ a1 · · · am, with
a1; : : : ; am ∈ A. For each k, 1 ≤ k ≤ m, the word a1 · · · ak is also a coset
representative because we have a Schreier system; let ik = 1a1 · · · ak. By
(2) and (11) we have
φ1; ri ≡ 1; a1i1; a2 · · · im−1; am = 1: (12)
Since erir
′
i = e in S, it follows by Lemma 2.10 that
φi; r ′i = φ1; eφ1; riφi; r ′i ≡ φ1; erir ′i = φ1; e = 1
is a consequence of (12) and relations (3) and (5). Now for every i ∈ I and
a ∈ A such that ia 6= 0 we have
φ1; eriar ′ia ≡ φ1; eφ1; riφi; aφia; r ′ia = i; a
as a consequence of (3), (5), and (11). Thus the relations (4) can be elimi-
nated from the presentation.
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Finally, from e2 = e in S and Lemma 2.10 it follows that
φ1; eφ1; e ≡ φ1; e2 = φ1; e
is a consequence of (3). Thus, if we consider our presentation as a group
presentation for G, the relation φ1; e = 1 is redundant and can be elim-
inated.
Of particular interest in semigroup theory are maximal (with respect to
the set-theoretical inclusion) subgroups, which coincide with the group H-
classes. (For an introduction to Green’s relations R, L , H , and D the reader
is referred to any standard semigroup theory monograph, such as [10] or
[13].) Our notion of index has in this context another nice interpretation:
Proposition 2.16. Let S be a monoid and let H be a maximal subgroup
of S. The index of H in S is equal to the number of H-classes in the R-class
of H.
Proof. This follows immediately from the definition of cosets and [10,
Lemma 2.2.1].
Of course, our general theory applies to group H-classes. In particular,
our presentation assumes a very simple form in the case of a group H-class
of index 1, i.e., an H-class which is also an R-class.
Corollary 2.17. Let S be a monoid, let A R be a presentation for S,
and let H be a subgroup of index 1 in S. If we denote by AH = a ∈ A xHa =
H the set of generators stabilising H, and by RH = R ∩ A∗H ×A∗H the set
of relations from R involving generators from AH only, then H is defined by
the presentation AH  RH.
Proof. In this case we have I = 1. The generator 1; a can be iden-
tified with a, and the rewriting mapping is then φ1; w = w. The result
follows from Corollary 2.15.
Remark 2.18. The above result generalises [6, Theorem 4].
3. EXAMPLE: A GROUP OF UNITS
In this section we show how the general presentation for a subgroup
can be calculated explicitly. We do it on the group of units of a particular
finitely presented monoid. It turns out that this group is finitely generated
but not finitely presented.
For a monoid S we denote by US its group of units, consisting of all
invertible elements of S. It is very easy to see that the index of US is
either 1 or else it is infinite. This follows from [13, Proposition 2.3.7], but
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can also be proved by a direct argument as follows. Assume that the index
is greater than 1, and let q be an element of a proper coset of US. Thus
q is right invertible but not left invertible. We claim that all the elements
qi, i ≥ 1, represent different cosets of US. Clearly, they are all right
invertible, and so belong to cosets of US. Assuming that qi and qi+k
belong to the same coset implies that qi = sqi+k for some s ∈ S. Since q is
right invertible it follows that sqk = 1, implying that q is left invertible as
well, a contradiction.
Proposition 3.1. If S is a finitely presented monoid and S xUS = 1
then US is finitely presented as well.
Proof. This follows immediately from Corollary 2.17.
A partial result about finite presentability of US in the case where it
does not necessarily have finite index was obtained by Zhang [26]; see also
[1]. He considered the so-called special monoids, i.e., the monoids which can
be defined by a presentation in which every relation has the form w = 1.
For these monoids he proved the following:
Proposition 3.2 (Zhang [26]). The group of units of a finitely presented
special monoid is finitely presented.
Let us now consider the monoid S defined by the presentation
a1; a2; a3; a4; a′1; a′2; a′3; a′4; b; c  aja′j = a′jaj = 1; a1a2 = a3a4; bc = 1;
baj = a2j b; ajc = ca2j j = 1; 2; 3; 4:
Denote by A the alphabet aj; a′j x j = 1; 2; 3; 4. If T is the bicyclic monoid
b; c  bc = 1, it follows that there exists a natural homomorphism (aj 7→ 1,
a′j 7→ 1, b 7→ b, c 7→ c) from S onto T . From the relations bc = 1, baj =
a2j b, and ajc = ca2j , it follows that every element of S is represented by a
word of the form ciwbk with i; k ≥ 0, w ∈ A∗. Since the group of units of
T is trivial, it follows that US is generated by A. Also since the cosets
of UT  in T are precisely bi i ≥ 0) it follows that the cosets of US
are precisely USbi (i ≥ 0). The system bi; ci (i = 0; 1; 2; : : :) is a Schreier
system of coset representatives.
Denote USbi−1 by Ci for i ∈ I = 1; 2; : : :. From the relations bc = 1
and baj = a2j b it follows that
Ciaj = Cia′j = Ci; Cib = Ci+1; Ci+1c = Ci i ∈ I; j = 1; 2; 3; 4;
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whereas C1c is not a coset. As in Section 2, this action induces an action
of the generators on the set I ∪ 0 as follows:
aj a
′
j b c
0 0 0 0 0
1 1 1 2 0
2 2 2 3 1
:::
:::
:::
:::
:::
i i i i+ 1 i− 1
:::
:::
:::
:::
:::
Corollary 2.15 gives a (group) presentation for US. We now aim to
write this presentation down explicitly. The generating symbols of the pre-
sentation are
i; aj; i; a′j; i; b; i+ 1; c x i ∈ I; j = 1; 2; 3; 4:
The defining relations for US are obtained by rewriting the defining re-
lations for S by means of the rewriting mapping φ defined by (1). For
instance, rewriting the relation baj = a2j b gives
φi; baj ≡ φi; bφib; aj ≡ i; bi+ 1; aj;
φi; a2j b ≡ φi; ajφiaj; ajφia2j ; b ≡ i; aj2i; b:
The complete list of relations is
i; aji; a′j = i; a′ji; aj = 1 i ∈ I; j = 1; 2; 3; 4; (13)
i; a1i; a2 = i; a3i; a4 i ∈ I; (14)
i; bi+ 1; c = 1 i ∈ I; (15)
i; bi+ 1; aj = i; aj2i; b i ∈ I; j = 1; 2; 3; 4; (16)
i; aji; c = i; ci− 1; aj2 1 6= i ∈ I; j = 1; 2; 3; 4: (17)
By Corollary 2.15 these relations, together with
i; b = 1 i ≥ 1; (18)
define US. From (18) and (15) we obtain i+ 1; c = 1, i ≥ 1. Thus we can
eliminate generators i; b and i + 1; c, i ≥ 1. By using (13) we can also
eliminate i; a′j as i; aj−1 (i ≥ 1, j = 1; 2; 3; 4). We obtain the following
presentation for US:〈i; aj i ≥ 1; j = 1; 2; 3; 4  i; a1i; a2 = i; a3i; a4;
i+ 1; aj = i; aj2 i ≥ 1; j = 1; 2; 3; 4

:
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Now we clearly have
i; aj = 1; aj2
i−1 i ≥ 2; j = 1; 2; 3; 4:
Thus we can eliminate all the generators i; aj with i > 1. If we write aj
for 1; aj we arrive at the following presentation for US:
a1; a2; a3; a4  a2
i
1 a
2i
2 = a2
i
3 a
2i
4 i = 0; 1; 2; 3; : : ::
Let F1 be the free group on a1 and a2. The set a2
i
1 a
2i
2 x i = 1; 2; 3; : : :
is Nielsen reduced (see [14, p. 6]), and hence freely generates a free sub-
group of infinite rank by [14, Proposition 2.6]. Similarly, the set a2i3 a2
i
4 x i =
1; 2; 3; : : : freely generates a free subgroup of infinite rank in the free
group F2 on a3 and a4. Thus US is a free product with amalgamation of
two finitely presented groups F1 and F2, and the amalgamated subgroup is
not finitely generated. Hence US is not finitely presented by [3].
We have proved the following:
Proposition 3.3. Let S be the monoid defined by the presentation
a1; a2; a3; a4; a′1; a′2; a′3; a′4; b; c  aja′j = a′jaj = 1; a1a2 = a3a4; bc = 1;
baj = a2j b; ajc = ca2j j = 1; 2; 3; 4:
The group of units US of S is defined by the presentation
a1; a2; a3; a4  a2
i
1 a
2i
2 = a2
i
3 a
2i
4 i = 0; 1; 2; 3; : : :;
and is not finitely presented.
Remark 3.4. One can actually show that S is a completely ω-bisimple
inverse semigroup, and so is isomorphic to a Bruck–Reilly extension of
US; see [18] or [10, Theorem 5.6.7]. Presentations of Bruck–Reilly exten-
sions were considered in [11], where it was shown that such an extension
is finitely presented provided that the base group is finitely presented. The
present example shows that the converse of this result does not hold.
4. APPLICATIONS AND VARIATIONS:
REGULAR SEMIGROUPS
The purpose of this section is to explore some consequences of our main
result for regular monoids. Recall that a monoid S is said to be regular if for
every s ∈ S there exists t ∈ S such that sts = s. This is equivalent to every
R-class and every L-class containing an idempotent (and hence a maximal
subgroup). It is well known that in a regular semigroup for every s ∈ S
there exists t ∈ S such that sts = s and tst = t; we say that t is an inverse
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of s. For more details on regular monoids, as well as for all the undefined
standard terminology in this section the reader is referred to [10].
The main result of this section is
Theorem 4.1. Let S be a regular monoid with finitely many left ideals and
finitely many right ideals. Then S is finitely presented if and only if all maximal
subgroups of S are finitely presented.
Proof. The assumption that S had finitely many left and right ideals
is equivalent to S having finitely many L- and R-classes. In particular,
every maximal subgroup of S has finite index. The “only if” part of the
theorem now follows from Corollary 2.11. For the “if” part note that the
principal factors of S are completely 0-simple semigroups with finitely many
0-minimal left and 0-minimal right ideals. Therefore the assertion follows
from Propositions 4.2 and 4.4 below.
Recall that a completely 0-simple semigroup S is isomorphic to a Rees
matrix semigroup M0Gy I;3yP, where G is a group isomorphic to any
(and hence all) maximal subgroups of S, I is a set in one–one correspon-
dence with the set of all 0-minimal right ideals of S, 3 is a set in one–one
correspondence with the set of all 0-minimal left ideals, and P is a regular
3× I matrix with entries from G ∪ 0.
Proposition 4.2. A completely 0-simple semigroup S = M0Gy I;3yP is
finitely presented if and only if G is finitely presented and both I and 3 are
finite.
Proof. (⇒) Recall that S = I ×G× 3 ∪ 0 and that the multiplica-
tion is given by
i; g; λj; h; µ =
 i; gpλjh;µ if pλj 6= 0
0 if pλj = 0;
0i; g; λ = i; g; λ0 = 00 = 0:
Thus if S is finitely generated it follows that both I and 3 are finite. If
pλ0i0 6= 0 then i0;G; λ0 is a maximal subgroup of S isomorphic to G.
Its cosets are i0;G; λ, λ ∈ 3. Hence it has finite index, and is finitely
presented by Corollary 2.11, provided that S is finitely presented.
(⇐) This follows from [11, Theorem 6.2].
Remark 4.3. Finite presentability of general Rees matrix semigroups
(over arbitrary semigroups) has been considered in [2]. The above propo-
sition is a special case of the main theorem of that paper.
Proposition 4.4. An ideal extension of a finitely presented semigroup by
another finitely presented semigroup is finitely presented.
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Proof. Let T and U be finitely presented semigroups with finite presen-
tations A  R and B  Q, respectively, and let S be an ideal extension
of T by U . This means that T is (isomorphic to) an ideal of S and the
Rees quotient S/T is (isomorphic to) U . Denote by B0 the set (it may be
empty) of all generators from B representing the zero of U . Note that the
set A ∪ B\B0 generates S. Also let Q0 be the set of all relations u = v
from Q such that u (and hence v) represents the zero of U .
For every non-empty word u ∈ B\B0∗ representing the zero of U fix
a non-empty word ρu ∈ A∗ such that the relation u = ρu holds in
S. Similarly, for any pair of letters a ∈ A, b ∈ B\B0 fix non-empty words
σa; b; τb; a ∈ A∗ such that the relations ab = σa; b and ba = τb; a
hold in S. We claim that the (finite) presentation
A;B\B0 R; Q\Q0; (19)
u = ρu u = v ∈ Q0; u ∈ B\B0∗; (20)
ab = σa; b; ba = τb; a a ∈ A; b ∈ B\B0 (21)
defines S.
It is obvious that S satisfies all the relations from this presentation. Let
w1 = w2 be any relation holding in S. Assume first that w1 (and hence w2)
represents a non-zero element of U . Then we must have w1; w2 ∈ B\B0∗,
and the relation w1 = w2 holds in U . But then w1 = w2 can be deduced
from the relations Q\Q0, which are present in our presentation. If w1 (and
hence w2) represents an element of T then one can use relations (20) and
(21) to transform each of w1 and w2 into non-empty words w1; w2 ∈ A∗
respectively. The relation w1 = w2 holds in T and hence is a consequence
of relations R, completing the proof.
Remark and Open Problem 4.5. It is easy to see that Theorem 4.1 re-
mains valid if finite presentability is replaced by various other standard
finiteness conditions. Thus we have that S is residually finite (respectively,
locally finite, periodic, with soluble word problem) if and only if all the
maximal subgroups of S are residually finite (respectively, locally finite, pe-
riodic, with soluble word problem). The situation seems less clear for var-
ious finiteness conditions related to homology and rewriting systems. Thus
we ask: is it true that a semigroup S with finitely many left and right ideals
has a finite complete rewriting system (respectively, has a finite derivation
type, has a finite cohomological dimension, is of type FPn or FP∞) if and
only if all the maximal subgroups of S have finite complete rewriting sys-
tems (respectively, have a finite derivation type, have a finite cohomological
dimension, are of type FPn or FP∞)? For some work related to this prob-
lem see [9, 12, 17, 21, 25].
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An important subclass of regular monoids are inverse monoids, which are
characterised by the property that every element s has a unique inverse s−1.
Thus inverse monoids are naturally considered as monoids with a unary
operation of inversion. In this signature inverse monoids form a variety
which can be defined by the identities:
x−1−1 = x; xx−1x = x;
xy−1 = y−1x−1; xx−1yy−1 = yy−1xx−1:
It follows that there exist free inverse monoids, and that one can consider
inverse monoid presentations; see [16] or [24]. A question then arises as to
the relationship between monoid presentations and inverse monoid presen-
tations for a given inverse monoid S. It is easy to see that every monoid
presentation for S is also an inverse monoid presentation for S. By way of
contrast, Schein [22] proved that the free monogenic inverse monoid is not
finitely presented as a monoid.
We want to show that a situation like this cannot occur when S is an
inverse monoid with finitely many left and right ideals. The key for doing
this is to show that Theorem 2.9 carries over (with minor modifications) to
inverse monoids.
So we let S be an inverse monoid and let A  R be an inverse monoid
presentation for S. We let A−1 = a−1 x a ∈ A be a new alphabet in
one–one correspondence with A, and define a−1−1 = a (a ∈ A) and
a1 · · · an−1 = a−1n · · · a−11 (a1; : : : ; an ∈ A ∪A−1).
As in Section 2, we assume that G is a subgroup of S, that e ∈ A ∪
A−1∗ is the identity of G, that Ci i ∈ I are the cosets of G, and that
ri; r
′
i ∈ A ∪A−1∗ are coset representatives. From the definition of cosets
it follows that for every i ∈ I we have eReri, so that by [10, Proposition
5.1.2(3)] we have e = ee−1 = erir−1i e = erir−1i . This means that we can let
r ′i = r−1i . Next introduce a new alphabet
B = i; a x i ∈ I; a ∈ A; ia 6= 0:
Finally define the rewriting mapping
φx i; w x i ∈ I; w ∈ A ∪A−1∗; iw 6= 0 −→ B ∪ B−1∗
inductively by
φi; 1 = 1; φi; aw =
(
i; aφia;w if a ∈ A
ia; a−1−1φia;w if a ∈ A−1:
With the above notation we have
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Theorem 4.6. The presentation
B φi; u = φi; v i ∈ I; u = v ∈ R; iu 6= 0;
φi; eriar−1ia  = i; a i ∈ I; a ∈ A; ia 6= 0
defines G as a group.
Proof. As a monoid S is defined by the presentation
A;A−1  R; αα−1α = α; αα−1ββ−1 = ββ−1αα−1 α;β ∈ A ∪A−1∗:
Therefore the generating set for G given in Theorem 2.7 is
Y = eriar−1ia x i ∈ I; a ∈ A ∪A−1; ia 6= 0:
If we let
B′ = i; a x i ∈ I; a ∈ A ∪A−1; ia 6= 0;
and if φ′ is the rewriting mapping as defined by (1) in terms of B′, then, by
Theorem 2.9, the presentation
B′ φ′i; u = φ′i; v i ∈ I; u = v ∈ R; iu 6= 0; (22)
φ′i; αα−1α = φ′i; α i ∈ I; α ∈ A ∪A−1∗; iα 6= 0; (23)
φ′i; αα−1ββ−1 = φ′i; ββ−1αα−1
i ∈ I; α;β ∈ A ∪A−1∗; iαα−1ββ−1 6= 0; (24)
φ′i; eriar−1ia  = i; a i ∈ I; a ∈ A ∪A−1; ia 6= 0; (25)
φ′1; e = 1 (26)
defines G as a monoid, and hence also as a group.
Now let i ∈ I, a ∈ A ∪A−1 be such that ia 6= 0. This means that Cia is a
coset of G, and hence that eReria. From [10, Proposition 5.1.2(3)] we have
e = ee−1 = eriaa−1r−1i e, and hence eriar−1ia eriaa−1r−1iaa−1 = e. Therefore the
relations
i; aia; a−1 = 1 i ∈ I; a ∈ A ∪A−1; ia 6= 0 (27)
hold in G, and can be added to the presentation (22)–(26).
A straightforward inductive argument now shows that
φi; αφiα; α−1 = 1 i ∈ I; α ∈ A ∪A−1∗; iα 6= 0
is a consequence of (27). Therefore all the relations (23) and (24) are
redundant and can be eliminated. Next we may use (27) to eliminate i; a−1
as ia−1; a−1 (i ∈ I, a ∈ A, ia 6= 0), changing φ′ into φ in the process.
Finally, the relation (26) can be eliminated by using (22) as in the proof of
Corollary 2.15.
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Corollary 4.7. A subgroup of finite index in a finitely presented inverse
monoid is also finitely presented.
Corollary 4.8. Let S be an inverse monoid with finitely many left and
right ideals. Then S is finitely presented as an inverse monoid if and only if it
is finitely presented as a monoid.
Proof. The “if” part follows from Corollary 4.7 and Theorem 4.1, and
the “only if” part follows from the fact that every monoid presentation for
S is also an inverse monoid presentation for S.
We obtain a stronger result for Clifford monoids. Recall that S is a Clif-
ford monoid if it is an inverse monoid and also a union of groups, or,
equivalently, if it is a strong semilattice of groups. Clifford monoids form a
subvariety of all inverse monoids (given by the identity xx−1 = x−1x). Some
aspects of Clifford monoid presentations have been considered in [23].
Corollary 4.9. A Clifford monoid S is finitely presented as a Clifford
monoid if and only if it is finitely presented as a monoid.
Proof. (⇒) Let S be a finitely presented Clifford monoid. Then S is
finitely generated as a monoid, and hence the underlying semilattice is fi-
nite. Therefore S has finitely many left and right ideals. By [23, Lemma
1(i)] S is finitely presented as an inverse monoid, and hence it is finitely
presented as a monoid by Corollary 4.8.
(⇐) This follows from the fact that every monoid presentation for S is
also a Clifford monoid presentation for S.
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