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Abstract Purpose: To compare symbolic regression by
genetic programming (SRGP) with symbolic regression
by random search (SRRS), a novel method for symbolic
regression described herein.
Methods: We limit our problem space toN binary trees,
m terminals and n functions, then use a dense enumer-
ation of full binary trees to perform uniform random
sampling from the set of all permitted equations. We
compare a single basic configuration of symbolic regres-
sion by genetic programming with symbolic regression
by random search using 1000 randomly generated prob-
lems. We perform a hyperparameter search with 50 ran-
domly generated symbolic regression problems and 198
randomly generated hyperparameter configurations, ex-
amining the performance of SRGP against SRRS.
Results: For the single configuration experiment, SRGP
outperformed SRRS in 49.0% of problems, random search
was best in 26.2% of problems, and there was a tie in
24.8% of problems. Of the cases that were not tied, ge-
netic programming was best in 65.6% of experiments
(99% CI, [60.7%, 69.2%]). Of the cases that were not
tied in the hyperparameter search, SRGP was best in
44% (99% CI, [41%, 48%]) of cases. The average ran-
dom configuration of SRGP performs worse than does
SRRS.
Conclusion: SRGP can outperform SRRS with appro-
priate hyperparameter selection, but our computations
suggest that the average SRGP configuration performs
worse than does SRRS.
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1 Introduction
In most scientific endeavors, numerical data is accu-
mulated that describes a natural phenomenon. It falls
to the researcher to determine the form of the equa-
tion that is most appropriate in describing the data
set. Symbolic regression is the process of determining
the ideal equation to represent a given data set. We
searched Web of Science and Google Scholar for the
term, and it seems to have been coined in the seminal
paper introducing genetic programming by [7], which
partly explains why evolutionary computing is the du
jour methodology used in solving symbolic regression
problems. Evolutionary computing has made great strides
in its ability to compete with humans in certain prob-
lem spaces [8]. However, evolutionary computing has its
limitations, and a few researchers have explored whether
there are problems for which evolutionary computing
performs worse than does a form of random search; in-
terestingly, an evolutionary approach was used to iden-
tify a class of problems in which a random search al-
gorithm was more effective than an evolutionary algo-
rithm [10]. We refer to the use of evolutionary comput-
ing as a solver for the symbolic regression problem as
symbolic regression by genetic programming (SRGP).
SRGP has been extensively studied, but has many draw-
backs: it may fixate on local minima as opposed to the
global minimum, it is slow, and it has many hyperpa-
rameters which are of unknown importance.
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Fig. 1 An example equations binary tree as generated using the values i = 998, m = 6, n = 5, r = 827307999, s = 6101308501.
In this case, divide, multiply, power, add, subtract are the functions and x0, x1, x2, x3, x4, x5 are the terminals.
To our knowledge, there is no literature on symbolic
regression by random search (SRRS). This may be due
to a perceived obviousness of random search being inef-
fective, but it may be due to the need to enumerate the
underlying problem space prior to being able to per-
form SRRS. A SRRS algorithm must be able to gener-
ate any and all equations of interest. The probability
the SRRS algorithm selects a given equation should be
known, and it may be desirable to give all equations
equal chance of being assessed for goodness of fit. The
present work provides an enumeration of the problem
space and uses this to perform SRRS using a uniform
probability of selecting any given equation. We look to
examine whether SRRS can perform symbolic regres-
sion without the drawbacks of SRGP. By virtue of it
being random, SRRS cannot fixate on local minima,
and we will show that it has few hyperparameters, but
we need to examine whether it produces good results
faster than does SRGP and we will examine this with
numerical experiments.
There has been a great deal of literature consid-
ering the No Free Lunch Theorem (NFLT) [14]. The
NFLT state that, general purpose solvers will perform
no better than would a random search when consider-
ing all the possible problems the solver could encounter.
The NFLT have some conditions on which their valid-
ity is contingent, including that the algorithms do not
revisit candidate solutions, so it does not seem obvi-
ous that they apply to the symbolic regression problem.
Given the shadow they have cast over general purpose
metaheuristic optimization, it is reasonable to exam-
ine whether SRGP would perform well on a randomly
generated set of benchmark problems in order to dispel
the shadow left by the NFLT. It is important to note
that the random search employed in the present work
permits revisiting candidate solutions.
In comparing algorithm performance, we need a sys-
tematic approach. Garc´ıa-Mart´ınez, Carlos and Rodriguez,
Francisco J. and Lozano [5] argue for the use of an
Arbitrary Function Optimization Framework (AFOF),
which asserts that algorithms head to head performance
be assessed on a shared large set of problems that are
uniformly randomly sampled from the set of all possi-
ble problems. We recognize that the number of possi-
ble mathematical equations is endless, so this approach
only applies once we limit our search to a finite do-
main of equations. To randomly sample from this finite
space, we apply a novel method of uniquely enumerat-
ing binary trees [13] to characterize the search space of
a basic symbolic regression problem. We are also inter-
ested in whether a tuning of the SRGP hyperparam-
eters would result in improved performance of SRGP
relative to SRRS, and so we have devised a random
search of the SRGP hyperparameter space. It has been
shown that random search is an effective method for hy-
perparameter optimization, outperforming grid search
[1]. Recently, a study of hyperparameter optimization
for genetic programming summarized the relevant liter-
ature and performed a large scale experiment studying
the problem [11]. Notably, they applied many different
parameter configurations against a few problems. They
found that there were many different parameter com-
binations giving good performance. Our study differs
in that we have a larger number of symbolic regression
problems for our analysis and our problems are ran-
domly generated, so there is less selection bias.
In this work, we compare SRGP with SRRS. This
paper reviews the combinatorial nature of the solution
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Fig. 2 A diagrammatic description of the methodology used to enumerate the symbolic regression problem space and generate
random equations. The variable i defines the shape of binary tree. The tuple (b, c) represents the values of i which correspond
to the left and right child nodes of the root node. For a value of i, there are a number of arrangements of functions Ai and
a number of arrangements of terminals Bi. As described in the methods section, the particular arrangement of functions is
determined by the randomly selected number r and the particular arrangement of terminals is determined by the randomly
selected number s. Under the enumerations heading of the figure, the top left tree shown (add(x0, x0)) corresponds to the first
configuration of functions and the first configuration of terminals (r = 0, s = 0). The bottom right tree shown (sub(x1, x1))
corresponds to the last configuration of functions and the last configuration of terminals (r = Ai = 1, s = Bi = 3). Random
equations are generated by enumerating this problem space, randomly selecting i with probability proportional to the number
of configurations the tree can accommodate, then randomly selecting r and s.
space for symbolic regression problems, presents an ele-
gant and efficient method of enumerating the set of pos-
sible equations, leverages the machinery of this enumer-
ation technique to perform uniform random sampling
from this set of possible equations, performs a statis-
tical performance comparison between a simple SRGP
algorithm and the SRRS algorithm, and performs a hy-
perparameter optimization of the SRGP hyperparame-
ter space to see which parameters are most important
in optimizing SRGP performance relative to SRRS per-
formance. Throughout, implementation details in the
python 3.7 programming environment are described.
2 Methods
The data structure we use to represent mathematical
equations is a binary tree. Each leaf of the tree corre-
sponds to a terminal, which represents an independent
variable in our dataset. The other nodes correspond to
functions like addition, subtraction, multiplication, di-
vision, and power. These functions have an arity, which
refers to the number of inputs the function takes. The
addition function would have an arity of two, whereas
trigonometric functions have an arity of one. For the
sake of keeping the subsequent analysis simple, func-
tions of arity besides two are excluded in our computa-
tional work. A methodology that permits functions of
arity one is discussed in this paper, but not included in
computational analyses.
To define an equation, the arrangement of the func-
tions and terminals must be specified. Then, which func-
tions and which terminals to use must be specified. For
each binary tree, there are several options for the func-
tions being deployed and for each of these options there
is then another set of options for the possible terminals
to use. The number of possible equations grows expo-
nentially, and in this work, calculations are shown for
this growth.
2.1 Enumerating binary trees
The following maps non-negative integers to unique bi-
nary trees [13].
4 Sohrab Towfighi
1. If i is zero then return a single terminal, else continue.
2. If i is one then return a non-terminal with two terminals
as children, else continue.
3. Convert i− 1 to binary and call this binary number a.
4. De-interleave a to its odd and even bits.
5. Convert the binary de-interleaved values to decimal. Refer
to the odd bits value, now in decimal, as b, and refer to
the even bits value, now in decimal, as c.
6. Return a binary tree for its left child the tree correspond-
ing to i equals b and for its right child the tree corre-
sponding to i equals c.
This recursive relationship is valuable in minimiz-
ing the computational work associated with generating
complex trees. We find that b and c are much smaller
than i, so problem is reduced to two smaller problems.
It is possible to save to permanent memory the shape
of previously mapped values of i, so if the cases of i
equals b and i equals c have already calculated, then
the present computation is a mere matter of joining
the two saved results.
2.2 Enumerating the problem space
Each binary tree i has ki nodes in which to place func-
tions. There are n functions from which to choose. The
number of possible arrangements of functions in the ith
tree is Ai.
Ai = n
k (1)
Similarly, each binary tree has ji leaves in which to
place terminals. There are m terminals from which to
choose. The number of possible arrangements of termi-
nals, in the ith tree is Bi.
Bi = m
j (2)
To calculate the number of possible equations for
the first N binary trees, take the product of these two
expressions and take their sum as i iterates from zero
through to N − 1.
M =
N−1∑
n=0
nkmj (3)
The number of possible equations for different use cases
can be readily computed once a method is presented
which solves for ki and ji. Of course, you could evaluate
the shape of the ith tree and simply count the ki and
ji, but that would entail some computational overhead
and is completely lacking in style. Reminding ourselves
that ki is the number of functions in the i
th tree, the
value of ki for i in the domain [0, 99] was computed
and searched for in the Online Encyclopedia of Integer
Sequences, arriving at sequence A072644. There was
not found any explicit equation mapping i to ki, but
leveraging the same recursive relationship found in the
work of [13], it is possible to calculate ki and ji
If we return to the method of [13] and examine how
ki changes with i, while tracking b and c, we find the
following: the number of functions in a tree is equal to
the sum of the functions in the root's children plus one,
except for the case of i equals 0, which represents a sin-
gle terminal. It is possible to solve for ji similarly. The
number of terminals in a tree is equal to the sum of the
number of terminals in the root's children, except for
the case of i equals 0. Now, we have a method to solve
for ji and ki and we are able to enumerate the number
of possible equations. The results of these calculations
are shown in Table 2.2.
2.3 Generating random equations
A random equation will be fully specified when the tree
is defined, the specific arrangement of the functions is
defined, and the specific arrangement of the terminals is
defined. A sample random equation is shown as a tree in
Figure 1. As in the earlier discussion, the tree is defined
by the whole number, i, the number of possible arrange-
ments of functions is given by Ai and the number of pos-
sible arrangements of the terminals is given by Bi (see
equations 1 and 2). If a value for i is specified, a value
within [1, Ai] called r is specified, and a value within
[1, Bi] called s is specified, then it is possible to gener-
ate the ith tree, arrange the functions in the rth config-
uration, and arrange the terminals in the sth configura-
tion, which uniquely specifies the equation. There are
some technical challenges associated with finding the
rth configuration of the function arrangements and the
sth configuration of the terminal arrangements. In the
Python programming language, the implementation of
the itertools.product function returns a generator that
allows you to iterate through all the possible arrange-
ments, but if the number of arrangements is very large,
then you would want to jump to the rth configuration,
without iterating through all [0, 1, ..., r] configurations.
This is coded into the approach to minimize iterating.
In AFOF, a key point is that the problems should be
sampled using a uniform random sampling, so each pos-
sible equation has the same probability of being sam-
pled. To specify an equation, there are N possible tree
structures, there are Ai possible arrangements of the
functions, and Bi arrangements of the terminals. The
probability of selecting an equation is (1/N) ∗ (1/Ai) ∗
(1/Bi). In order to ensure that our sampling is uniform,
the random selection of i is adjusted using probability
weights, w, where wi = Ai ∗ Bi: only then are r and s
selected using a randomly generated integer.
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Table 1 A listing of the various DEAP operations used in our SRGP hyperparameter search and a select few of the tuning
parameters through which the hyperparameter search traverses. The domains through which we search are listed in python code.
Evolutionary Algorithm Selection Method
’eaSimple’, ’selRoulette’,
’eaMuCommaLambda’, ’selTournament’,
’eaMuPlusLambda’, ’selRandom’,
’selBest’,
Crossover Method Mutation Method
’cxOnePoint’, ’mutShrink’,
’cxOnePointLeafBiased’ ’mutNodeReplacement’,
’mutInsert’
Generation Method Selected Hyperparameters
’genFull’, population = random.randint(10, 500)
’genGrow’, ngen = random.randint(10, 50)
’genHalfAndHalf’ cxpb = random.uniform(0, 1)
mutpb = random.uniform(0, 1)
Table 2 Enumerating the number of possible equations: calculation for the case of 1000 unique binary trees (N), up to 9
terminals (m) and up to 9 functions (n).
N=1000
m
1 3 5 7 9
n
1 1.00E+03 2.10E+08 1.30E+11 9.80E+12 2.60E+14
3 6.40E+08 7.90E+14 7.00E+17 6.60E+19 2.00E+21
5 6.40E+11 1.20E+18 1.20E+21 1.20E+23 3.60E+24
7 6.90E+13 1.50E+20 1.60E+23 1.60E+25 5.30E+26
9 2.40E+15 6.00E+21 6.50E+24 6.80E+26 2.20E+28
Table 3 Enumerating the number of possible equations: calculation for the case of 5 functions (n), up to 9 terminals (m)
and up to 1 million unique binary trees (N).
n=5
m
1 3 5 7 9
N
1.00E+03 1.30E+11 7.00E+17 1.20E+21 1.60E+23 6.50E+24
1.00E+04 1.10E+15 1.40E+24 3.10E+28 2.40E+31 3.40E+33
1.00E+05 6.30E+18 1.10E+30 2.40E+35 8.90E+38 4.20E+41
1.00E+06 6.00E+22 1.70E+36 4.70E+42 9.10E+46 1.50E+50
2.4 Generating experiments on a single
hyperparameter configuration
Now that the methodology to randomly create equa-
tions is known, it is possible to randomly sample the set
of possible equations. For our comparison between ran-
dom search and evolutionary algorithms, the variable
of interest is the proportion of experiments in which
the evolutionary algorithm performs better than does
random search. The analysis comparing SRRS with a
single configuration of eaSimple has 1000 different sym-
bolic regression problems. The single configuration case
uses tournament selection with a tournament size of
three. Each of the experiments has a dataset with a
count of data points between [100, 1000], with each
variable randomly sampled from a domain bounded by
[-1000, 1000]. For simplicity, we do not allow fitting
parameters in our experiments. Our experiments are
bounded by m is up to 6 (x0, x1, x2, x3, x4, x5), n is up
to 5 (add, subtract, multiply, divide, power), and the
number of unique binary trees accessible to the search
is N = 1000. Both the randomly generated problems
and the models proposed by SRRS are run using the
same hyperparameters (N , n, m). When we generate
the 1000 problems, we ensure that the dependent vari-
able does not evaluate to large values approximately
equal to 1E + 10. The value is arbitrary, but helps to
make our problems more well behaved. The evolution-
ary algorithm to which comparison is made is the eaS-
imple algorithm from the popular DEAP package [4].
The probability of crossover is 0.5, and the probabil-
ity of mutation is 0.1. A population of 300 individu-
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als is evolved for 20 generations. For each experiment,
the best result from both methods is compared. If the
evolutionary algorithm result has a lower mean squared
error, then the evolutionary algorithm is deemed to out-
perform the random search in the experiment.
Depending on the evolution, a variable number of
function evaluations are performed for a given run. To
keep the algorithms on similar footing, first the evolu-
tionary algorithm is run and the number of function
evaluations is recorded, then the random search is run
for the number of function evaluations that the evolu-
tionary algorithm performed. Alternatively, it is reason-
able to give both algorithms the same amount of time
to run and compare their result, but such an approach
would appraise the implementation of each algorithm
more than the intrinsic ability of the evolutionary algo-
rithm to gain insights using its evolutionary machinery
relative to random search.
During the course of computations, we often run
into overflow errors. In order to continue with the com-
putations in these cases, we have used the python mp-
math software package, which permits computation with
very large numbers [6]. We also needed to compute a
large number of jobs in parallel, so we used the aptly
named software GNU parallel [12].
2.5 Performing the random search for hyperparameter
optimization
We use the popular Distributed Evolutionary Algorithms
in Python (DEAP) software package because it is very
popular, open source, and provides multiple algorithms
for assessment [4]. The evolutionary algorithms being
assessed are the eaSimple, eaMuPlusLambda, and ea-
MuCommaLambda. Readers interested in the details
of the algorithms are referred to the following sources
[2,3,4]. The algorithms have different sets of hyperpa-
rameters. For eaSimple, the hyperparameters are popu-
lation, crossover probability, mutation probability, and
number of generations. The eaMuPlusLambda and the
eaMuCommaLambda. algorithms take population, the
number of individuals selected for the next iteration
and, lambda the number of children born for the next
iteration. Common to all these DEAP evolutionary al-
gorithms is the ability to use a toolbox from which the
different algorithms are able to apply frequently used
operations such as generating new individuals, mat-
ing them with genetic crossover to produce offspring,
mutating those offspring, and selecting individuals for
mating or persistence. The specific approach to each
of these toolbox operations is a hyperparameter in and
of itself, as are the tuning parameters of the specific
Table 4 The proportion of successes for SRGP and SRRS
for the single configuration experiment.
Algorithm Frequency Relative Frequency, %
Evolution 490 49.0
Random 262 26.2
Tie 248 24.8
approach to the toolbox operation. The choice of evo-
lutionary algorithm and the turning parameters of the
evolutionary algorithm would also constitute hyperpa-
rameters, as we will be searching for their optimal value.
Similar to how the various evolutionary algorithms
in DEAP were examined above, the various functions
for generating individuals, performing crossover, mutat-
ing offspring, and selecting individuals were reviewed
and their hyperparameters mapped out. We create a
dictionary of dictionaries data structure to map from
algorithm down to hyperparameters and their permit-
ted values. A similar approach was used by the hy-
perparameter optimization package TPOT [9]. Random
number generators are used to select the algorithm be-
ing used and its hyperparameter values. The algorithms
and operators being considered, along with their hyper-
parameters and the possible values are listed in the code
snippet. Where hyperparameter values are from a range
of values or are randomly generated, the python code
is provided.
To compare SRRS with various configurations of
SRGP, we use 50 randomly generated equations and
run them against 198 hyperparameter configurations
of SRGP. We follow the methodology described ear-
lier for the single hyperparameter configuration exper-
iment, We differ from the single configuration exper-
iment in that the domain for each independent vari-
able is changed from [-1000,1000] to [-100,100]. The
purpose of this change is to decrease the number of
generated equations which are deemed invalid by the
arbritary rule we set which culled equations that evalu-
ate to greater than 1E+10. The null hypothesis is that
each symbolic regression algorithm will perform simi-
larly on the entire set of possible problems. Since we
are performing a large number of experiments, it is rea-
sonable to assume that some results will be significant
by chance alone. We account for multiple comparisons
using the Bonferroni correction.
To analyse the results, we generate a spreadsheet
listing the fraction of experiments in which the algo-
rithm outperformed random search as our dependent
variable. This spreadsheet also includes all the algo-
rithm's hyperparameters as independent variables. Cat-
egorical hyperparameters are represented using one-hot
encoding. This dataset we analyze to determine what
types of hyperparameters lead to improved algorithm
Symbolic regression by random search 7
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Fig. 3 Success rate for single configuration of SRGP versus
SRRS against 1000 randomly generated symbolic regression
problems. Success is defined by having lowest mean squared
error.
performance. We leverage the scikit-learn random forest
regression algorithm on this data, because it has built
in methods for determining the importance of features
in regression modelling. We use the default parameters
except we use 10,000 models in the forest and permit a
maximum depth of 10.
2.6 Including functions of arity one
The following is not included in our computational anal-
ysis but is provided so that interested readers can de-
ploy a SRRS including functions of arity one. This per-
mits trigonometric functions like tan or sin. Intrinsic to
the representation of binary trees is the position of the
children, so there is a left child and a right child. We
represent functions of arity one by having the right child
be assigned a value of None. We want to avoid the possi-
bility of having either the left or the right child be equal
to None because that would result in duplicate binary
trees because the case where the left child is None, is
essentially identical to the case where the right child is
None. The algorithm for this procedure is similar to the
work of Tychonievich [5] and is presented below. The
analysis of the resulting enumeration of binary trees is
left for future work, but we wish to comment that it
appears that the choice of which integer returns two
terminals and which integer produces one terminal can
affect the nature of the search space.
1. If i is zero then return a single terminal, else continue.
2. If i is one then return a non-terminal with two terminals
as children, else continue.
3. If i is two then return a non-terminal with one terminal
as its left child and None as its right child, else continue.
4. Convert i to binary and call this binary number a.
5. De-interleave a to its odd and even bits.
6. Convert the binary de-interleaved values to decimal. Refer
to the odd bits value, now in decimal, as b, and refer to
the even bits value, now in decimal, as c.
7. Return a binary tree for its left child the tree correspond-
ing to i equals b and for its right child the tree corre-
sponding to i equals c.
3 Results
3.1 Enumeration of problem space
The calculation of the number of possible equations is
found in Table 2.2 for the case where the number of
unique binary trees permitted is N = 1000. Similar
calculations are performed holding n constant at 5 while
iterating through different bounds to N and the results
are found in Table 2.3. The number of functions has a
greater effect than does the number of terminals on the
total number of possible equations, but only slightly.
3.2 Single hyperparameter configuration experiment
The evolutionary algorithm outperformed random search
on 49.0 % of the experiments. In 26.2% of the exper-
iments, random search outperformed the evolutionary
algorithm. In the remaining 24.8%, the scores were tied.
The frequencies and relative frequencies of success are
listed in Table 2.5. If we remove the cases where the
models were tied, the evolutionary algorithm outper-
formed random search in 65.6% (99% CI, [60.7%, 69.2%])
of experiments. The null hypothesis, which is that the
evolutionary algorithm has equivalent performance to
random search within this search space, is rejected.
SRGP, in this single hyperparameter configuration, is
significantly better than SRRS.
3.3 Hyperparameter search experiments
We find large variation in performance of SRGP rela-
tive to SRRS with choice of hyperparameters, demon-
strating the importance of hyperparameter selection to
evolutionary algorithm performance. Also, if we con-
sider all the experiments together while excluding the
instances where there were ties, then the percent of ex-
periments in which SRGP outperformed SRRS was 44%
(99% CI, [41%, 48%]). 21% of experiments ended in a
tie. It is clear that arbitrary selection of hyperparame-
ters is likely to lead to poor performance. This is evident
in Fig. 4.
4 Conclusion
In summary, the SRRS method was detailed, a method-
ology for comparing algorithms using randomly gener-
ated problems was described, a single hyperparameter
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Fig. 4 Histogram of hyperparameter configurations’ success
rate. Note the left skew to the distribution, suggesting that
a randomly selected SRGP hyperparameter configuration is
likely to perform worse than SRRS.
configuration of SRGP was compared to SRRS using
1000 randomly generated symbolic regression problems,
and a hyperparameter search was performed using 50
symbolic regression problems and 198 hyperparameter
configurations. We found that SRRS performs worse
than does a well configured SRGP, but the average ran-
domly configured SRGP performs worse than SRRS.
This suggests utility to the use of SRRS when we are
unable to perform hyperparameter optimization.
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