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Abstract
The di(erence g2 − d2 for a q-ary linear [n; 3; d] code C is studied. Here d2 is the second
generalized Hamming weight, that is, the smallest size of the support of a 2-dimensional sub-
code of C; and g2 is the second greedy weight, that is, the smallest size of the support of a
2-dimensional subcode of C which contains a codeword of weight d. For codes of dimension 3,
it is shown that the problem is essentially equivalent to 3nding certain weighting of the points
in the projective plane, and weighting which give the maximal value of g2 − d2 are determined
in almost all cases. In particular max(g2 − d2) is determined in all cases for q6 9. c© 2001
Elsevier Science B.V. All rights reserved.
1. Introduction
Ozarow and Wyner [13] suggested an application of linear codes to cryptology,
namely to the wire-tap channel of type II. For this channel, symbols from a 3eld of q
elements are transmitted and an adversary is assumed to be able to tap s symbols (of
his choice) of n symbols transmitted. The goal for the sender is to encode k symbols
of information into n transmitted symbols in such a way that the adversary gets as
little information as possible.
One of their schemes was to use the dual of an [n; k; q] linear code C, that is, a
linear code over GF(q) of length n and dimension k. The dual code has qk cosets,
each representing a k-tuple. If the sender wants to transmit k symbols of information
to the receiver, he selects a random vector in the corresponding coset. The channel is
assumed to be noiseless, so the receiver can determine the corresponding coset of the
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received vector. It is assumed the adversary has full knowledge of the code, but not
of the random selection of a vector in a coset.
In his studies of this scheme, Wei [17] introduced a sequence of parameters of a
code which he called the weight hierarchy (Wei considered the case q=2). The same
parameters had previously appeared in a study of the weight distribution of irreducible
cyclic codes [8] and have since proved important also in other contexts, for example
in the analysis of the trellis complexity of linear codes, see e.g. [4,10,12,14–16], the
analysis of linear codes for error detection on the local binomial channel, see [11], and
the analysis of reliability-based decoding see e.g. [5–7].
For any code D, let 
(D), the support of D, be the set of positions where not all
the codewords of D are zero. For an [n; k; q] code C and any r, where 16 r6 k,
dr =dr(C)=min{|
(D)| |D is an [n; r] subcode of C}:
In particular, the minimum distance of C is d1(C). The weight hierarchy of C is the
sequence (d1; d2; : : : ; dk).
For the Ozarow–Wyner scheme, it was shown by Wei [17] that the adversary can
obtain r symbols of information if and only if s¿dr(C).
Cohen et al. [2,3] considered the following variation of the problem (in the binary
case). The adversary is greedy. He 3rst reads d=d1 positions to obtain one symbol
of information as soon as possible. He then reads a minimal number of further po-
sitions to get one additional symbol of information and so on. Let gr = gr(C) denote
the minimal number of symbols he has to read to get r symbols of information in
this way. Note that g1 =d1 and gk =dk . We call the sequence (g1; g2; g3; : : : ; gk) the
greedy weight hierarchy. In particular, g2 is the smallest support of a 2-dimensional
subcode of C which contains a codeword of weight d. The extra cost to the adver-
sary (in positions read) to get two symbols of information using this algorithm is
g2 − d2.
Let m3 =m3(q; n; d) denote the maximum of g2(D)−d2(D) over all [n; 3; d; q] codes
D. Our goal is to determine m3(q; n; d).
Consider a code of dimension 3. If g2 =d2, then there exist two codewords c1; c2 ∈C
such that such that |
(c1)|=d and |
(c1)∪ 
(c2)|=d2. In the terminology of Wei and
Yang [18], the code C satis3es the chain condition.
On the other hand, if g2¿d2, then there must exist three linearly independent code-
words c1; c2; c3 ∈C, such that
|
(c1)|=d; |
(c2) ∪ 
(c3)|=d2; |
(c1) ∪ 
(c3)|= g2;
that is, c2 and c3 generates a 2-dimensional subcode of C of support d2, and c1 and
c3 generates a 2-dimensional subspace of C of support g2. For the rest of this paper,
this is the situation we consider.
For codes of dimension 4 or larger, the subspaces giving d2 and g2 may or may not
overlap. The maximal value of g2 − d2 for binary codes of dimension 4 is determined
in [1].
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2. Codes without zero-positions
We 3rst consider [n; 3; d; q] codes D without zero-positions, that is, the support is

(D)= {1; 2; : : : ; n}. Then g1 =d1 =d and g3 =d3 = n. Let m03 =m03(q; n; d) denote the
maximum of g2(D)− d2(D) over all [n; 3; d; q] codes D without zero-positions.
Let
1 = 1(q; n; d)=d−
⌈
n− d
q+ 1
⌉
; (1)
2 = 2(q; n; d)=
⌊
qn− (q+ 1)(d+ 1)
q
⌋
−
⌈
n− d
q+ 1
⌉
: (2)
In our derivations, we use the common notations x to denote the greatest integer
m such that m6 x and 	x
 to denote the least integer m′ such that m′¿ x. A couple
of relations which we use without further comments are the following which are valid
for all real x and integers a; b; c:
−x=− 	x
; 	a=b
= (a+ b− 1)=b;
a=b=c= a=(bc); 		a=b
=c
= 	a=(bc)
:
We note that 16 2 if and only if d6 [qn− (q+ 1)(d+ 1)]=q. Solving this for d
we get
16 2 if and only if d6M =M (q; n)
def=
qn− q− 1
2q+ 1
:
Similarly, 1¿ 1 if and only if d¿ (n− d)=(q+ 1) + 1. Hence
1¿ 1 if and only if d¿L=L(q; n)
def=
n+ q+ 1
q+ 2
:
If d ≡ − (mod q) where 2q+ 16 6 3q, then
⌊
qn− (q+ 1)(d+ 1)
q
⌋
= n− d− 1−
⌈
d+ 1
q
⌉
= n− d− 1−
(
d+ 1 + 
q
− 2
)
:
Hence, 2¿ 1 if and only if
n− d− d+ 1 + 
q
¿
n− d
q+ 1
and so
2¿ 1 if and only if d6U =U (q; n; )
def=
q2n− (q+ 1)
q2 + q+ 1
:
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2.1. Upper bounds
We start with upper bounds on m03 and later we show that, in almost all cases, these
bounds are tight. For the remaining cases, we cannot decide if they are tight or not;
however, we do not have examples where they are not tight. In particular, we show
that for q6 9, the bounds are tight in all cases.
Theorem 1. For L6d6M we have
m036 1:
For M ¡d6U we have
m036 2:
Proof. By the comments above, we only have to consider codes which do not satisfy
the chain condition. In this case m03¿ 1. Since we have no zero-positions, the problem
can be reformulated in terms of projective geometry. Let G be a generator matrix for C.
For any x∈GF(q)3; m(x), the value of x, will denote the number of occurrences of x
as a column in G. We may consider x∈GF(q)3 (and its non-zero multiples) as a point
p of PG(2; q), the projective plane over GF(q). A function m : PG(2; q) → {0; 1; 2; : : :}
is called a value assignment. For p∈PG(2; q) we call m(p) the value of p, usually
we use the notation !p=m(p). Giving coordinates to the points of PG(2; q), a value
assignment de3nes a generator matrix and a code (up to equivalence). We de3ne the
value of a subset S of PG(2; q) by
m(S)=
∑
p∈S
!p:
In particular, m(PG(2; q))= n. In [9] it was shown (for q=2; the general case is
similar) that there is a one–one correspondence between the subspaces of dimension r
of an [n; k] code C and the subspaces of PG(k − 1; q) of dimension (k − r) such that
if D corresponds to U , then
|
(D)|+ m(U )= n:
In particular, for k =3, this means that the maximal value of a line is n − d. Let
 be the maximum value of a point and  the maximum value of points on lines of
value n − d. Then m03 =  − . Let A be a point of value . Let l be a line of value
n− d containing a point B of value . Since m03¿ 0, any line through A has value at
most n− d− 1. In particular A is outside l. Hence
=!A6m(PG(2; q) \ l)=d: (3)
Further, each point p =A is contained on exactly one of the q + 1 lines through A.
Hence
q!A + n=
∑
l
A∈l
m(l)6 (q+ 1)(n− d− 1)
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and so
=!A6
⌊
qn− (q+ 1)(d+ 1)
q
⌋
: (4)
Finally,
n− d=m(l)=
∑
p∈l
!p6 (q+ 1)
and so
¿
⌈
n− d
q+ 1
⌉
: (5)
Combining (3)–(5), the theorem follows.
The proof above also shows that if d¡L or d¿U , then a code with g2¿d2 does
not exists. Hence we get the following additional result.
Theorem 2. If d¡L or d¿U; then m03(q; n; d)= 0.
2.2. Construction for L6d6M
We now consider constructions which reach the upper bounds of Theorem 1. Let
X =PG(q; 2) \ (l ∪ {A}): (6)
Further, let
n− d= r(q+ 1)− s= r∗(q+ 1) + $;
where 06 s6 q and 06 $6 q (that is, either s= $=0 and r= r∗, or s= q+1−$¿ 0
and r= r∗ + 1). Note that
r=
⌈
n− d
q+ 1
⌉
and r∗=
⌊
n− d
q+ 1
⌋
:
First we consider L6d6M which is the simpler case.
Construction 1. Assign the value r to $ points on l and the value r∗ to the remaining
points on l. Assign the value d to A and the value 0 to the points in X .
Lemma 1. If L6d6M; then the value assignment of Construction 1 have the values
=d; =
⌈
n− d
q+ 1
⌉
:
Proof. We have
m(l)= $r + (q+ 1− $)r∗=(q+ 1)r∗ + $(r − r∗)= n− d:
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Next,
(n− d− 1)− (r + d) = n− 2d− 1−
⌈
n− d
q+ 1
⌉
=
⌊
qn− d(2q+ 1)− q− 1
q+ 1
⌋
=
⌊
(2q+ 1)(M − d)
q+ 1
⌋
¿ 0:
Hence, if l′ is a line through A, then
m(l′)6 r + d6 n− d− 1:
Finally, if l′ = l is a line not through A, then
m(l′)6 r ¡n− d:
Since d¿L, we have d− r¿ 1. Hence =d and = r.
Combining Theorem 1 and Lemma 1, we get the following theorem.
Theorem 3. For L6d6M we have
m03(q; n; d)= 1:
2.3. Constructions for M6d6U
First we note that if
(q2 + q+ 1)d¿q2n− (2q2 + 3q+ 1)
then 2¡ 1 and m03 = 0. Hence it remains to consider those d for which
(q2 + q+ 1)d= q2n− (2q2 + 3q+ 1)− t; (7)
where t¿ 0. We want to 3nd constructions such that  − = 2 and thus show that
m03 = 2.
We note that (7) implies
t ≡ n− d ≡ $ (mod q+ 1)
and so
t= &(q+ 1) + $
for some integer &¿ 0. Substituting this in (7) and solving we get
n=(q2 + q+ 1)'+ q$ − &− 2q− 1; (8)
d= q2'+ (q− 1)$ − &− 2q− 1 (9)
for some integer '.
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Lemma 2. (i) We have d¿M if and only if
'¿ '0
def=
⌈
2q+ &− (q− 2)$
q2 − q
⌉
;
(ii) '0¿ 0 for all t¿ 0;
(iii) '0 = 0 if and only if 06 &6 (q− 2)$ − 2q.
Proof. First we see that d¿M if and only if
(2q+ 1)(q2'+ (q− 1)$ − &− 2q− 1)
¿ q((q2 + q+ 1)'+ q$ − &− 2q− 2)− 1;
that is
'¿
⌈
2q2 + 2q+ &(q+ 1)− (q2 − q− 1)$
q3 − q
⌉
=
⌈
(q+ 1)(2q+ &− (q− 2)$)− $
(q+ 1)(q2 − q)
⌉
=
⌈
2q+ &− (q− 2)$
q2 − q
⌉
= '0:
Since
2q+ &− (q− 2)$¿ 2q+ 0− (q− 2)q¿− (q2 − q);
we get '0¿ 0. Finally, (iii) follows directly from (i) and (ii).
Let
(=1 +
⌊
&+ $
q
⌋
:
If m03(q; n; d)= 2, then
=
⌊
qn− (q+ 1)(d+ 1)
q
⌋
= '+ 1 +
⌊
&+ $
q
⌋
= '+ ( (10)
and
=
⌈
n− d
q+ 1
⌉
= '+
⌈
$
q+ 1
⌉
: (11)
Let
L= {t¿ 0 |2¿ 1}:
We only have to consider t ∈L. Since 2 = − , the following lemma follows from
(10) and (11).
Lemma 3. We have
L= {&(q+ 1) | &¿ 0} ∪ {&(q+ 1) + $ | 16 $6 q and &+ $¿ q}:
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By assumption,
!A= = n− d− 1−
⌈
d+ 1
q
⌉
= '+ ( (12)
and so
n− !A=
⌈
(q+ 1)(d+ 1)
q
⌉
:
With a distribution of this amount on the lines through A which is as even as possible,
the maximal value of a line through A is
!A +
⌈
n− !A
q+ 1
⌉
=
(
n− d− 1−
⌈
d+ 1
q
⌉)
+
⌈
d+ 1
q
⌉
= n− d− 1:
Further, since m(X )=d− !A, by (12) we get
m(X )= (q2 − 1)'+ (q− 1)$ − 2(q+ 1)− &−
⌊
&+ $
q
⌋
: (13)
Let
m(X )=R(q2 − 1)− #=R∗(q2 − 1) + +
where 06#¡q2 − 1 and 06 +¡q2 − 1. We note that #= +=0 and R=R∗ or
#= q2 − 1− +¿ 0 and R=R∗ + 1. We also note that (13) implies at R6 '+ 1.
We can now describe our 3rst construction for d¿M .
Construction 2. Assign the value ' + 1 to $ points on l and the value ' to the
remaining points on l. The assignment is done such that the value of B is maximal
on l.
Assign the value '+ ( to A. Finally; assign the value R to + points in X and R∗ to
the remaining points in X in such a way that each line through A has value at most
n− d− 1 (this is always possible as explained above).
Consider the lines l′ = l which do not contain A. They contain one point from l and
q points from X . Hence the value is upper bounded by r+qR. If this is not more than
n− d, then the construction is valid. For $¿ 0 we get
n− d− (r + qR)
= (q+ 1)'+ $ − ('+ 1)− q
(
'+
⌈−&+ (q− 2)$ − 2q+ 1
q(q− 1)
⌉)
= $ − 1− q
⌈−&+ (q− 2)$ − 2q+ 1
q(q− 1)
⌉
¿ 0
if and only if &¿ (q − 2)$ − 2q + 1. For $=0 we get in the same way &¿ − 2q
which is always satis3ed. Therefore, we get the following theorem.
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Theorem 4. If &(q+ 1) + $¿ 0 and &¿ (q− 2)$ − 2q+ 1; then
m03(q; n; d)= 2
for all '¿ '0; where n and d are given by (8) and (9).
To get constructions for the remaining cases, we have to be careful how the + points
in X of value R are distributed among the lines through A. We start by a lemma.
Lemma 4. If &(q+ 1) + $∈L and &6 (q− 2)$ − 2q; then
$¿ 4;
&¿ q− $;
+ = (q− 1)$ − 2(q+ 1)− &−
⌊
&+ $
q
⌋
:
Proof. We must have $¿ 1 since $=0 would imply 06 &6− 2q¡ 0, a contradic-
tion. By Lemma 3, &¿ q− $. Hence
q− $6 &6 (q− 2)$ − 2q
and so
$¿
3q
q− 1 ¿ 3;
that is, $¿ 4.
Consider (13). Since $6 q we have
(q− 1)$ − 2(q+ 1)− &−
⌊
&+ $
q
⌋
¡q2 − 1:
On the other hand, since &6 (q− 2)$ − 2q we have
(q− 1)$ − 2(q+ 1)− &−
⌊
&+ $
q
⌋
¿ (q− 1)$ − 2(q+ 1)− &− &+ $
q
¿
(
q− 1− 1
q
)
$ − 2(q+ 1)−
(
1 +
1
q
)
((q− 2)$ − 2q)
=
$
q
¿ 0:
Hence (13) and the de3nition of + imply that + has the value given in the lemma.
Suppose $¿ 4 and 06 ,6 q−$. Let Y denote a set of $+, points (including B)
on the line l. Let C be a point on l; C ∈ Y . Let LA1 denote a set of lines through A
which meets l in points of Y and let LA2 denote a set of lines through A which meets
l in points not in Y ∪ {C}. Let LC1 and LC2 be two disjoint set of lines through C (not
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Fig. 1. The projective plane with the points in V for $=7; ,=0; (=2; a1 = 7; a2 = 2; c1 = 3; c2 = 4
marked.
containing the line AC nor the line BC). Let ai = |LAi | and ci = |LCi | for i=1; 2. Let V
be the set containing the following a1c1 +a2c2 + ($−1− (+,) points: the a1c1 points
where a line from LA1 and a line from L
C
1 meet, the a2c2 points where a line from L
A
2
and a line from LC2 meet, plus $ − 1− (+ , points (not A nor C) from the line AC.
We assume that the following conditions are satis3ed:
06 a16 $ + ,; 06 a26min{$ + ,; q− $ − ,}; (14)
06 c16 $ − (− 2; 06 c26 $ − (− 1; c1 + c26 q− 1; (15)
min{c1 + c2; a1 + c2; a2 + c1}6 $ − 2: (16)
An example of values satisfying (14)–(16) for $=7; ,=0; (=2, and q¿ 9 is
given by a1 = 7; a2 = 2; c1 = 3; c2 = 4. This example is illustrated in Fig. 1 where the
points in V are marked by black dots. Note that all these points are located on the 6
lines which are drawn in full, namely the lines in LC1 ∪ LA2 ∪ {AC}.
Let
Q(q; $; (; ,)=max{a1c1 + a2c2 + $ − 1− (+ ,} (17)
where the maximum is over conditions (14)–(16).
For q=9 and 11 the example above is optimal, that is Q(9; 7; 2; 0)=Q(11; 7; 2; 0)=33.
Consider some arbitrary line l′ containing at least $ points from V . By construction,
at least one of the three sets LC1 ∪ LC2 ∪ {AC}; LA1 ∪ LC2 ∪ {AC}, and LA2 ∪ LC1 ∪ {AC}
contains at most $− 1 lines. Hence, l′ meets one of the lines, l′′ say, in this set in at
least two points. But then l′= l′′. This proves that any line not in LC1 ∪ LC2 contains at
most $ − 1 points from V .
Therefore, if +6Q(q; $; (; ,) we can use the following value assignment for '¿ ,.
Construction 3. The point A is assigned the value ' + (. The $ + , points in Y are
assigned the value '+1; C is assigned the value '−, and the remaining points on l
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the value '; :nally; we choose the points in X with value R from the set V and the
remaining points in X are given the value R∗.
Theorem 5. If &(q+ 1) + $∈L; &6 (q− 2)$ − 2q; and +6Q (q; ,; (; $); then
m03(q; n; d)= 2
for all '¿ ,; where n and d are given by (8) and (9).
As our main application of this construction, we show the following theorem.
Theorem 6. If &(q+ 1) + $∈L and &6 (q− 2)$ − 2q; and then
m03(q; n; d)= 2
for all '¿ q− $; where n and d are given by (8) and (9).
Proof. We note that a1 = q; a2 = 0; c1 = $ − (− 2; c2 = 0 satisfy (14)–(16) and so
Q(q; $; q− $)¿ q$ − 2q− 2− (q+ 1)
⌊
&+ $
q
⌋
:
Further
+ = (q− 1)$ − 2(q+ 1)− &−
⌊
&+ $
q
⌋
= q$ − 2q− 2− (&+ $)−
⌊
&+ $
q
⌋
6 q$ − 2q− 2− (q+ 1)
⌊
&+ $
q
⌋
6Q(q; $; (; q− $):
By Theorem 6, if (n; d) is not covered by one of the constructions given so far, we
must have '6 q− $ − 1 and so
n = (q2 + q+ 1)'+ q$ − &− 2q− 1
6 (q2 + q+ 1)(q− $ − 1) + q$ − 2q− 1
= (q2 + q+ 1)(q− 1)− (q2 + 1)$ − 2q− 1
6 (q2 + q+ 1)(q− 1)− 2q− 1= q3 − 2q− 2:
In particular, for any given q, there are only a :nite number of (n; d) which are not
covered by the constructions we have given.
In general, many (or all?) of the cases not covered by the constructions above are
covered by other constructions. In the next section, this is illustrated for q=9.
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3. Discussion of q6 11
3.1. q6 8
For 26 q6 8, an easy numerical check shows that all t ∈L are covered by Con-
struction 2 or by Construction 3.
3.2. q=9
For q=9 there are 5 values of t ∈L for which &6 (q − 2)$ − 2q and
where Construction 3 is not valid for ,=0 (since +¿Q(9; $; (; 0)). They are listed in
Table 1.
We see that Construction 3 with ,=1 is valid in all these cases since +6Q(9; $; (; 1).
Hence, by Theorem 5, only '=0 has to be considered separately for these cases; the
corresponding n and d are given by (8) and (9) as
n=9$ − &− 19; d=8$ − &− 19:
The 5 cases fall into 3 groups as indicated in the table. For the two cases (n; d)= (12; 8)
and (52; 44) we give constructions which are simple modi3cations of Construction 3.
First consider (12; 8). We have !A=2. The 10 lines through A each must contain
exactly one point of value 1. As in Construction 3 we select 4 points from l and
one point from AC. Further, let l1 and l2 be two lines through C (not AC nor BC).
Selecting 3 and 2 points from l1 and l2 respectively such that no line through A
contains more than one selected point we get a valid construction. This is illustrated
in Fig. 2 where the 10 points (including those on l) are marked with black dots and
A by a star. We see that the black dots are located on $=4 lines.
For (n; d)= (52; 44) we also get a construction by modifying Construction 3. We
illustrate it in Fig. 3 which by now should be self-explanatory. To prove that it
has the stated property, it is suMcient to note that the black dots are located
on $=8 lines.
Table 1
Cases for q=9 which require ,¿ 0 in Construction 3
t & $ ( + Q(9; $; (; 0) Q(9; $; (; 1) n d
54 5 4 2 6 5 6 12 8
56 5 6 2 22 21 24 30 24
46 4 6 2 23 21 24 31 25
36 3 6 2 24 21 24 32 26
18 1 8 2 42 41 42 52 44
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Fig. 2. Construction for q=9; n=12; d=8. Fig. 3. Construction for q=9; n=52; d=44.
The case (32; 26) seems to be more complicated and require a di(erent kind of
construction where the “black dots” are located on more than $=6 lines. A construction
where the black dots are located on 7 lines was found by a computer search. To describe
it, we introduce some extra notation.
The 3eld GF(9) can be described as the set {u’+v | u; v∈{0; 1; 2}} where ’2 =’+1.
We use the short hand notation 3u+v for the element u’+v, e.g. 2’+1 is represented
by 2 · 3 + 1=7.
Further, we introduce coordinates for PG(3,9). A; B; C are assigned the coordinates
(1; 0; 0); (0; 1; 0), and (0; 1; 8), respectively. A set V of 30 points is given in the
following table.
(0,0,1) (0,0,1) (0,0,1) (0,0,1) (0,0,1) (1,0,1) (1,0,2)
(0,1,0) (1,1,0) (1,2,0) (0,1,0)
(0,1,1) (1,2,2) (1,3,3)
(0,1,2) (1,2,1) (1,3,6) (1,2,1)
(0,1,3) (1,4,7) (1,5,1) (1,5,1)
(0,1,4) (1,3,7) (1,4,2) (1,3,7)
(1,1,5) (1,4,3) (1,8,6)
(1,1,6) (1,4,5) (1,7,1)
(1,1,7) (1,2,5) (1,3,2) (1,2,5)
(1,1,8) (1,2,4) (1,3,5) (1,1,8)
The rows and columns represent (parts of) lines. The 10 rows correspond to the lines
through A. Points which appear in more than one column, for example (1; 2; 1), are
underlined to emphasis this fact. The value assignment can then be described as follows:
A is assigned the value 2, the 30 points of V are assigned the value 1 and the remaining
points are assigned the value 0.
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It is immediate from the table that each line through A contains exactly 3 points
from V and so has value 5. The remaining lines have value at most 6 as can be seen as
follows: suppose l′ contains 7 points from V . First, it is not one of the columns since
they contain at most 6 points. Hence, it contains exactly one point from each column,
and these are not underlined points (since this would have implied that it contained
2 points from another column). Since the last two columns contain 2 non-underlined
points each, this implies that l′ must be one of the 4 lines given in the following table:
Line determined by Other points from V on the line
(1,0,1), (1,0,2) (0,0,1)
(1,0,1), (1,8,6) (0,1,1), (1,2,0), (1,4,5)
(1,7,1), (1,0,2) (0,1,3), (1,1,5), (1,3,3)
(1,7,1), (1,8,6) (1,2,2)
Since these lines contain at most 5¡ 7 points from V we have a contradiction. Hence
the lines not through A have value at most 6. Therefore, we have a construction for
(32; 26) where =2 and =1 as promised.
The construction can be modi3ed to constructions for (31; 25) and (30; 24) by chang-
ing the value of one, respectively two, points in V from 1 to 0.
In particular, we have now shown the following theorem.
Theorem 7. If q6 9 and M6d6U; then
m03(q; n; d)= 2:
3.3. q=11
For larger values of q, the number of cases not covered by the general constructions
increases with q. As an illustration, we describe those (n; d) which are not covered
for q=11. In Table 2 we list the combinations of (&; $; () which are not covered,
the corresponding +, and some Q,=Q(11; $; (; ,) which are needed in the discussion
below.
We see that they fall into 9 groups. Consider the 3rst group. For j=0 we have
&=9 and $=4. The corresponding set of values of (n; d) given by (8), (9) and
Lemma 2 is
{(133'+ 12; 121'+ 8) | '¿ '0 = 0}:
We have (=2 and
Q(11; 4; 2; 0)=5¡+=6¡Q(11; 4; 2; 1)=7:
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Table 2
Combinations of &; $ and ( for q=11 which are not covered by Construction 3 for ,=0
Range j & $ ( + Q0 Q1 Q2 Q3
0 : : : 2 9− j 4 2 6 + j 5 7 8
17 5 3 7 6 7
0 : : : 1 7− j 5 2 18 + j 17 19
0 : : : 4 9− j 6 2 26 + j 25 26 27 30
0 : : : 7 11− j 7 2 34 + j 33 37 41
0 : : : 4 7− j 8 2 48 + j 47 52
0 : : : 1 3− j 9 2 62 + j 61 62 63
12 10 3 62 61 62
0 : : : 2 3− j 10 2 72 + j 71 74
Table 3
Pairs (n; d) for q=11 which are not covered by our general constructions
$ '=0 '=1 '=2
4 (12; 8); (13; 9); (14; 10) (147; 131)
5 (15; 10)
(25; 20); (26; 21)
6 (34; 28); (35; 29); (36; 30), (168; 150); (169; 151), (302; 272); (303; 273)
(37; 31); (38; 32), (170; 152); (171; 153) (304; 274)
7 (43; 36); (44; 37); (45; 38), (180; 161); (181; 162),
(46; 39); (47; 40); (48; 41), (182; 163); (183; 164)
(49; 42); (50; 43)
8 (58; 50); (59; 51); (60; 52),
(61; 53)
9 (73; 64); (74; 65) (207; 186)
10 (75; 65)
(84; 74); (85; 75); (86; 76)
Since Q(11; 4; 2; 0)¡+, Construction 3 does not work for '=0. Since Q(11; 4; 2; 1)¿+,
Construction 3 works for '¿ 1, cfr. Theorem 5. Hence the only pairs (n; d) not cov-
ered by Construction 3 in this case is (12; 8). Similarly, for j=1; (13; 9) is the only
pair not covered. However, for j=2 we have Q(11; 4; 2; 1)=7¡ 8= +. Hence, Con-
struction 3 does not work for '=0 and '=1. Since +=8=Q(11; 4; 2; 2), it works
for '¿ 2. Therefore, the pairs not covered are (14; 10) (for '=0) and (133 + 14;
121 + 10)= (147; 131) (for '=1). These pairs are listed in the 3rst line of Table 3.
The rest of Table 3 is determined from Table 2 in the same way. We see that there
are 42 pairs (n; d) which are not covered by our constructions for q=11.
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4. General codes
Note that for [n; 3; d; q] codes in general, the parameters d2 and g2 are the same for
the code D and the code D′ obtained by puncturing any zero-positions. Hence,
m3(q; n; d)= max
d6m6n
m03(q; m; d):
From Theorem 2 we immediately get the following.
Theorem 8. If d¿U; then m3(q; n; d)= 0.
Now, suppose M ¡d6U . For d6m6 n we have, by Theorem 1
m03(q; m; d)6 2(q; m; d)6 2(q; n; d)
and so we get the following theorem.
Theorem 9. Let M ¡d6U .
(i) We have m3(q; n; d)6 2(q; n; d).
(ii) If m03(q; n; d)= 2(q; n; d); then m3(q; n; d)= 2(q; n; d).
We note that 1(q; m; d) is non-decreasing when m decreases as long as d6
M (q; m)= (qm − q − 1)=(2q + 1), that is m¿ 2d + 1 + 	(d + 1)=q
. For m=2d +
1 + 	(d+ 1)=q
 we have
m03(q; m; d)= 1(q; m; d)=d−
⌈
m− d
q+ 1
⌉
=d−
⌈
d+ 1
q
⌉
=
⌊
(q− 1)d− 1
q
⌋
:
Further,
m03(q; m− 1; d)6 2(q; m− 1; d)=d− 1− 2
⌈
d+ 1
q
⌉
¡m03(q; m; d):
Hence we get the following result in this case.
Theorem 10. For d6M we have
m3(q; n; d)= 1
(
q; 2d+ 1 +
⌈
d+ 1
q
⌉
; d
)
=
⌊
(q− 1)d− 1
q
⌋
:
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