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Abstrakt
Tato pra´ce se zaby´va´ optimalizacˇn´ımi proble´my a prˇedevsˇ´ım logistickou u´lohou Vehicle
Routing Problem (VRP). V prvn´ı cˇa´sti je zaveden pojem optimalizace a jsou prˇedstaveny
nejd˚ulezˇiteˇjˇs´ı optimalizacˇn´ı proble´my. Da´le jsou v pra´ci uvedeny metody, ktery´mi je mozˇne´
tyto proble´my rˇesˇit. Na´sledneˇ jsou vybrane´ metody aplikova´ny na proble´m VRP a jsou uve-
dena neˇktera´ jejich vylepsˇen´ı. Pra´ce take´ prˇedstavuje metodu vyuzˇ´ıva´n´ı znalost´ı prˇedchoz´ıch
rˇesˇen´ı, tedy formu ucˇ´ıc´ıho algoritmu. V za´veˇru pra´ce jsou experimenta´lneˇ optimalizova´ny
parametry jednotlivy´ch metod a oveˇrˇen prˇ´ınos prˇedstaveny´ch vylepsˇen´ı.
Abstract
This thesis deals with optimization problems with main focus on logistic Vehicle Routing
Problem (VRP). In the first part term optimization is established and most important op-
timization problems are presented. Next section deals with methods, which are capable of
solving those problems. Furthermore it is explored how to apply those methods to specific
VRP, along with presenting some enhancement of those algorithms. This thesis also intro-
duces learning method capable of using knowledge of previous solutions. At the end of the
paper, experiments are performed to tune the parameters of used algorithms and to discuss
benefit of suggested improvements.
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U´vod
V dnesˇn´ı dobeˇ je d˚ulezˇite´ co nejv´ıce optimalizovat vsˇechny pr˚umyslove´ cˇinnosti, a to
prˇedevsˇ´ım za u´cˇelem sn´ızˇen´ı na´klad˚u, prˇ´ıpadneˇ vy´sledne´ ceny produktu. Mu˚zˇeme se ba-
vit o optimalizaci pla´nova´n´ı vy´roby, kde je kl´ıcˇove´ rozvrzˇen´ı operac´ı tak, aby byl cel-
kovy´ cˇas co nejkratsˇ´ı, nebo lze naprˇ´ıklad zmı´nit optimalizaci logistiky. V oblasti logistiky
obvykle pla´nujeme distribuci neˇjake´ho zbozˇ´ı k za´kazn´ık˚um, prˇicˇemzˇ potrˇebujeme zajistit
napla´nova´n´ı takove´ trasy, ktera´ bude nejkratsˇ´ı jak z hlediska ujety´ch kilometr˚u, tak z hle-
diska cˇasu, nebot’ za oba tyto artikly se plat´ı. Se sta´le zvysˇuj´ıc´ı se cenou pohonny´ch hmot
a veˇtsˇ´ımi na´roky za´kazn´ık˚u na prˇesnost cˇasu doda´n´ı, je tak nutnost optimalizace jesˇteˇ veˇtsˇ´ı,
nezˇli drˇ´ıve.
Pokud mus´ıme obslouzˇit v´ıce za´kazn´ık˚u, nebo naprˇ´ıklad chceme aktua´lneˇ reagovat na si-
tuaci na silnici (uzav´ırky apod.), jizˇ zdaleka nepostacˇ´ı rucˇn´ı pla´nova´n´ı a je nutne´ rˇesˇit tuto
optimalizaci pomoc´ı pocˇ´ıtacˇe. Dobry´m optimalizacˇn´ım algoritmem pak doka´zˇeme zkra´tit
celkovou cestu neˇkdy azˇ o des´ıtky procent a usˇetrˇit tak velke´ mnozˇstv´ı cˇasu a prostrˇedk˚u.
Tato u´loha vsˇak ani pro pocˇ´ıtacˇove´ zpracova´n´ı nen´ı jednoducha´ a prˇedevsˇ´ım pro velke´
instance s velky´m mnozˇstv´ım za´kazn´ık˚u je rozd´ıl mezi vy´sledkem dobre´ho a sˇpatne´ho algo-
ritmu relativneˇ velky´. Te´matu optimalizovane´ho pla´nova´n´ı trasy bylo v literaturˇe veˇnova´no
pomeˇrneˇ velke´ mnozˇstv´ı odborne´ literatury, cozˇ dokla´da´ naprˇ´ıklad sborn´ık obsahuj´ıc´ı 500
publikac´ı, ktery´ vysˇel jizˇ v roce 1995 [21]. Od tohoto roku zajiste´ vzniklo nespocˇet dalˇs´ıch
novy´ch vy´zkumu˚, cozˇ dokla´da´ smysl sta´le se tomuto proble´mu veˇnovat. Matematicky´m mo-
delem samotny´ch logisticky´ch u´loh je pak naprˇ´ıklad optimalizacˇn´ı proble´m Vehicle Routing
Problem (VRP), ktere´mu se tato pra´ce bude veˇnovat.
Pra´ce samotna´ je rozdeˇlena na sˇest kapitol, kde v prvn´ı kapitole je zaveden pojem
optimalizace a jsou prˇedstaveny za´kladn´ı optimalizacˇn´ı proble´my, prˇedevsˇ´ım z oblasti lo-
gistiky. V druhe´ kapitole jsou zkouma´ny r˚uzne´ mozˇnosti rˇesˇen´ı teˇchto proble´mu˚, kdy je
kladen d˚uraz na prˇedstaven´ı teˇchto metaheuristicky´ch metod: geneticke´ algoritmy (GA),
tabu prohleda´va´n´ı (TABU), simulovane´ zˇ´ıha´n´ı (SA) a optimalizaci mravencˇ´ı koloni´ı (ANT).
Tyto cˇtyrˇi algoritmy jsou v na´sleduj´ıc´ı kapitole v uvedene´m porˇad´ı aplikova´ny na konkre´tn´ı
proble´m VRP a jsou prezentova´na neˇktera´ jejich vylepsˇen´ı. Cˇtvrta´ kapitola prˇedstavuje
ucˇ´ıc´ı se syste´m vycha´zej´ıc´ı z charakteristik prˇedchoz´ıch rˇesˇen´ı a obsahuje na´vrh aplikace
te´to metody na zkoumane´ algoritmy. Samotna´ implementace algoritmu˚ a cele´ho syste´mu
pro rˇesˇen´ı VRP je popsa´na v kapitole 5. V za´veˇrecˇne´ kapitole jsou pomoc´ı rˇady experiment˚u
optimalizova´ny parametry uvedeny´ch algoritmu˚ (GA, TABU, SA a ANT) a je diskutova´n
prˇ´ınos prˇedstaveny´ch vylepsˇen´ı a ucˇ´ıc´ıch metod.
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Kapitola 1
Kombinatoricke´ optimalizacˇn´ı
u´lohy
Optimalizac´ı mysl´ıme v matematice u´lohu, prˇi jej´ımzˇ rˇesˇen´ı odpov´ıda´me na ota´zku
”
ktere´ rˇesˇen´ı je nejlepsˇ´ı“, a to pro ty proble´my, kde je mozˇne´ kvalitu jednotlive´ho rˇesˇen´ı
ohodnotit jedn´ım cˇ´ıslem, hodnotou optimalizacˇn´ı funkce. S teˇmito proble´my se mu˚zˇeme
setkat v mnoha oblastech, at’ uzˇ matematice, chemii, stroj´ırenstv´ı, ekonomii nebo pra´veˇ
v logistice. Optimalizacˇn´ı funkc´ı se pak snazˇ´ıme ohodnotit dane´ rˇesˇen´ı pro u´cˇely porovna´n´ı,
cozˇ mu˚zˇe v praxi odpov´ıdat naprˇ´ıklad pocˇtu operac´ı, cˇasu sekvence vy´robn´ıch operac´ı, nebo
de´lce ujete´ trasy. Na´sledneˇ hleda´me nejcˇasteˇji minimum te´to funkce, cozˇ je typicke´ naprˇ´ıklad
pro cˇas cˇi vzda´lenost. V aplikac´ıch, kde chceme hledat jej´ı maximum (naprˇ. maximalizace
plochy), prˇeva´d´ıme maximalizacˇn´ı proble´m na minimalizacˇn´ı prostou negac´ı optimalizacˇn´ı
funkce.
Matematicky mu˚zˇeme obecnou optimalizacˇn´ı u´lohu definovat jako [6]:
minimalizace f0(x)
podle´haj´ıc´ı fi(x) ≤ bi, i = 1, ...,m,
(1.1)
kde vektor x = (x1, ..., xn) je optimalizacˇn´ı promeˇnna´ u´lohy, funkce f0 : Rn → R je
optimalizacˇn´ı funkce, funkce fi : Rn → R, i = 1, ...,m jsou podmı´nkove´ funkce a kon-
stanty b1, ..., bm jsou hranice pro dane´ podmı´nky. Vektor x
∗ je nazy´va´n optima´ln´ı, nebo
take´ rˇesˇen´ım proble´mu (1.1), jestlizˇe ma´ nejmensˇ´ı hodnotu optimalizacˇn´ı funkce ze vsˇech
vektor˚u vyhovuj´ıc´ıch stanoveny´m podmı´nka´m. Forma´lneˇ vyja´drˇeno, pro kazˇde´ z, kde je
splneˇno f1(z) ≤ b1, ..., fm(z) ≤ bm, plat´ı, zˇe f0(z) ≥ f0(x∗).
Jednou z nejzaj´ımaveˇjˇs´ıch podtrˇ´ıd optimalizacˇn´ıch u´loh jsou pak kombinatoricke´ u´lohy.
Promeˇnne´ v teˇchto u´loha´ch jsou diskre´tn´ı a optimum hleda´me v konecˇne´, respektive spocˇetne´
mnozˇineˇ rˇesˇen´ı [27]. Typicky velikost te´to mnozˇiny, tedy prohleda´vane´ho prostoru, roste ex-
ponencia´lneˇ vzhledem k pocˇtu objekt˚u, ktere´ reprezentuje (uzly v grafu, vy´robn´ı operace
atd.). Proto je prohleda´va´n´ı vsˇech teˇchto mozˇny´ch rˇesˇen´ı cˇasoveˇ neprˇ´ıpustne´ a mus´ıme hle-
dat jine´, efektivneˇjˇs´ı metody. Rˇesˇen´ı, ktera´ splnˇuj´ı definovane´ podmı´nky pak nazy´va´me jako
platna´ a mu˚zˇeme definovat prostor platny´ch rˇesˇen´ı P, ve ktere´m hleda´me optimum.
V te´to kapitole budou definova´ny za´kladn´ı logisticke´ u´lohy, ktery´mi se tato pra´ce da´le
zaby´va´. Tyto u´lohy typicky rozvrhuj´ı, jaky´m zp˚usobem navsˇt´ıvit zadane´ mı´sta cˇi za´kazn´ıky,
a to za splneˇn´ı urcˇity´ch kapacitn´ıch podmı´nek. Na´sledneˇ bude zkouma´na u´loha rozvrhova´n´ı
vy´robn´ıch operac´ı, cozˇ je dalˇs´ı kapacitn´ı u´loha, ktera´ bude zmı´neˇna z d˚uvod˚u inspirace
neˇktery´mi metodami jej´ıho rˇesˇen´ı. V za´veˇru kapitoly budou pro u´plnost popsa´ny neˇktere´
dalˇs´ı nejzna´meˇjˇs´ı kombinatoricke´ u´lohy.
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1.1 Logisticke´ u´lohy
Tato pra´ce je zameˇrˇena na optimalizaci logisticky´ch u´loh, proto si nejprve definujeme
tyto u´lohy. V u´vodu bude zmı´neˇna klasicka´ logisticka´ u´loha obchodn´ıho cestuj´ıc´ıho, ktera´
rozvrhuje porˇad´ı navsˇt´ıveny´ch mı´st bez dalˇs´ıch kapacitn´ıch podmı´nek. Na tuto u´lohu nava-
zuje Vehicle Routing Problem (VRP), ktery´ prˇedstavuje kapacitn´ı podmı´nky, ktere´ je nutne´
v rˇesˇen´ı dodrzˇet. Jelikozˇ pra´veˇ VRP se tato pra´ce da´le veˇnuje, budou u tohoto proble´mu
zmı´neˇny dalˇs´ı jeho varianty, ktere´ jej da´le rozv´ıjej´ı.
1.1.1 Travelling Salesman Problem
Travelling Salesman Problem (TSP) [17], tedy proble´m obchodn´ıho cestuj´ıc´ıho, je jedn´ım
z nejzna´meˇjˇs´ıch a nejpopula´rneˇjˇs´ıch kombinatoricky´ch u´loh. Acˇkoliv se jedna´ o proble´m,
ktery´m se zaby´vali matematici jizˇ v 18. stolet´ı, ma´ sta´le sve´ vyuzˇit´ı (v logistice, vy´voji
elektricky´ch obvod˚u atd.) a take´ slouzˇ´ı jako pomeˇrˇovac´ı a testovac´ı proble´m soucˇasny´ch
badatel˚u. V jednoduchosti lze proble´m obchodn´ıho cestuj´ıc´ıho vysveˇtlit tak, zˇe obchodn´ı
cestuj´ıc´ı mus´ı prˇi sve´ cesteˇ navsˇt´ıvit kazˇde´ z prˇideˇleny´ch meˇst pra´veˇ jedenkra´t a nakonec se
vra´tit do vy´choz´ıho bodu. Prˇ´ıklad zada´n´ı a rˇesˇen´ı u´lohy je ilustrova´n obra´zkem 1.1. C´ılem
je pak optimalizovat cestovn´ı na´klady, tedy typicky celkovou ujetou vzda´lenost, cˇas cesty,
nebo jejich kombinaci, prˇicˇemzˇ jsou definova´ny na´klady mezi vsˇemi jednotlivy´mi meˇsty.
TSP
Obra´zek 1.1: Modelovy´ prˇ´ıklad u´lohy obchodn´ıho cestuj´ıc´ıho. Vlevo vid´ıme rozmı´steˇn´ı meˇst
a vpravo pak mozˇne´ rˇesˇen´ı proble´mu (cˇerveneˇ).
Forma´lneˇ uvazˇujme graf G = (V,E), kde V = {1, ..., n} je mnozˇina uzl˚u (meˇst),
E = {(i, j)|i, j = 1, ..., n} je mnozˇina hran (spojnic mezi meˇsty) a cij > 0, i, j = 1, ..., n,
necht’ je konstanta urcˇuj´ıc´ı na´klady prˇesunu z meˇsta i do meˇsta j. Potom hleda´me minimum
funkce [17]:
n∑
i=1
n∑
j=1
cijxij (1.2)
za splneˇn´ı podmı´nek:
n∑
i=1
xij = 1, j = 1, ..., n,
n∑
j=1
xij = 1, i = 1, ..., n,∑
i∈S
∑
j∈S
xij ≤ |S| − 1 pro vsˇechny S ⊂ {1, ..., n}, S 6= ∅,
xij ∈ {0, 1}, i, j = 1, ..., n.
(1.3)
5
Odtud je zrˇejme´, zˇe hledana´ matice X je definova´na tak, zˇe xij = 1, pra´veˇ kdyzˇ nalezene´
rˇesˇen´ı obsahuje prˇesun z meˇsta i do meˇsta j a xij = 0 v ostatn´ıch prˇ´ıpadech. Typicky take´
uvazˇujeme takzvany´ symetricky´ proble´m obchodn´ıho cestuj´ıc´ıho, kde nav´ıc plat´ı podmı´nka:
cij = cji, i, j = 1, ..., n (1.4)
Tedy vzda´lenost (resp. na´klady) mezi meˇsty jsou stejne´ bez ohledu na smeˇr cesty.
Rˇesˇen´ı proble´mu obchodn´ıho cestuj´ıc´ıho pak mu˚zˇe zastupovat jedna permutace mnozˇiny
meˇst 1 azˇ n, ktera´ urcˇuje, v jake´m porˇad´ı ma´ obchodn´ı cestuj´ıc´ı trasu uskutecˇnit. Jelikozˇ
v TSP nejsou definova´ny zˇa´dne´ omezuj´ıc´ı kapacitn´ı podmı´nky, kazˇda´ tato permutace je
platna´ a pocˇet platny´ch rˇesˇen´ı by mohl by´t |P| = n!, jelikozˇ se jedna´ o permutaci bez
opakova´n´ı. Nicme´neˇ u TSP v podstateˇ neza´lezˇ´ı z jake´ho meˇsta vyj´ızˇd´ıme a jaky´m smeˇrem
pojedeme, pokud spoj´ıme vsˇechny mı´sta. Rea´lneˇ je tak |P| = (n− 1)!/2 [30].
1.1.2 Vehicle Routing Problem
Vehicle Routing Problem (VRP), neˇkdy prˇekla´dany´ jako proble´m okruzˇn´ıch j´ızd, je lo-
gisticka´ u´loha podobna´ TSP. V te´to u´loze uzly cha´peme jako za´kazn´ıky a jeden (v neˇktery´ch
varianta´ch i v´ıce) uzel bereme jako sklad, tedy vy´choz´ı a za´rovenˇ koncovy´ bod. C´ılem je
flotilou vozidel obslouzˇit vsˇechny za´kazn´ıky tak, aby byla minimalizova´na celkova´ ujeta´
vzda´lenost vsˇech vozidel. Vsˇechna vozidla vyj´ızˇdeˇj´ı ze skladu a na konci sve´ cesty se do
neˇj mus´ı vra´tit. Nav´ıc jsou definova´ny kapacitn´ı podmı´nky, ktere´ urcˇuj´ı platnost rˇesˇen´ı.
Jedna´ se tak o vy´znamny´ proble´m v oblasti logistiky, dopravy a distribuce. Ilustraci tohoto
proble´mu mu˚zˇeme videˇt na obra´zku 1.2.
SKLAD
ZÁKAZNÍK
SKLAD
ZÁKAZNÍK
VRP
Obra´zek 1.2: Modelovy´ prˇ´ıklad u´lohy VRP. Vlevo vid´ıme rozmı´steˇn´ı za´kazn´ık˚u a skladu
(z d˚uvod˚u zjednodusˇen´ı nebyly zakresleny vsˇechny mozˇne´ sˇede´ spojnice), vpravo pak mozˇne´
rˇesˇen´ı, kde tucˇna´ cˇerna´ cˇa´ra oznacˇuje cestu vozidla a jednotlive´ cesty jsou barevneˇ odliˇseny.
Forma´lneˇ podobneˇ jako u TSP uvazˇujme u´plny´ graf G = (V,E) a na´sleduj´ıc´ı notace
[41, 25]:
• V = {v0, v1, ..., vn} je mnozˇina vrchol˚u, tedy za´kazn´ıku, kde uvazˇujme, zˇe sklad je
umı´steˇn ve vrcholu v0. Potom necht’ V
′ = V \ {v0} reprezentuje n za´kazn´ık˚u.
• E = {(vi, vj)|vi, vj ∈ V ; i 6= j} je mnozˇina hran, tedy spojnic mezi za´kazn´ıky.
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• C je matice kladny´ch na´klad˚u cij mezi za´kazn´ıky vi a vj . Uvazˇujme cij = cji a cii = 0.
• d(vi) : i ∈ {1, ..., n} definuje kapacitn´ı pozˇadavek za´kazn´ıka i, prˇicˇemzˇ sklad ma´
prˇiˇrazen fiktivn´ı pozˇadavek d(v0) = 0.
• m vyjadrˇuje pocˇet vozidel, prˇicˇemzˇ jsou vsˇechny identicke´. Kazˇde´mu vozidlu je pak
prˇiˇrazena jedna cesta.
• Ri : i ∈ {1, ...,m} = (v0, vi1 , ..., vik(i) , v0) je trasa (cesta) vozidla i. Kazˇda´ trasa pak
zacˇ´ına´ a koncˇ´ı ve skladu a pocˇet uzl˚u trasy Ri je rovno k(i).
• Plat´ı ∀i(vi ∈ V ′ ⇒ ∃j : vi ∈ Rj ∧ @k 6= j : vi ∈ Rj ∧ vi ∈ Rk), cozˇ znacˇ´ı, zˇe kazˇdy´
za´kazn´ık je navsˇt´ıven pra´veˇ jednou a pra´veˇ jedn´ım vozidlem.
V neˇktery´ch prˇ´ıpadech jsou hodnoty na´klad˚u cij cha´pa´ny jako vzda´lenost mezi za´kazn´ıky,
jindy jako doba j´ızdy a nebo abstraktn´ı cena prˇepravy [20]. V kazˇde´m prˇ´ıpadeˇ je celkova´
cena kazˇde´ trasy Ri definova´na jako:
Cost(Ri) =
k(i)∑
j=0
cij ,ij+1 (1.5)
Konecˇneˇ cena cele´ho rˇesˇen´ı proble´mu oznacˇene´ho S je urcˇena soucˇtem cen jednotlivy´ch
tras jako Cost(S) =
∑m
i=1Cost(Ri). C´ılem u´lohy VRP je tuto celkovou cenu minimalizovat.
Da´le v textu se setka´me s pojmem hodnot´ıc´ı (fitness) funkce F (S). Ve VRP je t´ımto mysˇlena
celkova´ cena, cˇi de´lka rˇesˇen´ı a mu˚zˇeme prohla´sit, zˇe F (S) = Cost(S).
VRP s omezen´ım de´lky trasy
Distance-Constrained VRP (DVRP) rozsˇiˇruje za´kladn´ı u´lohu o podmı´nku maxima´ln´ı
de´lky jedne´ trasy [38]. Neˇkdy se v te´to varianteˇ mluv´ı o omezen´ı de´lky trva´n´ı jedne´ trasy,
zejme´na pokud cha´peme na´klady cij jako dobu j´ızdy. Typicky je v te´to varianteˇ definova´n
servisn´ı cˇas δi, ktery´ oznacˇuje cˇas potrˇebny´ pro vylozˇen´ı zbozˇ´ı u za´kazn´ıka i [25]. Potom je
cena (resp. de´lka trva´n´ı) kazˇde´ trasy Ri specifikova´na jako:
Cost(Ri) =
k(i)∑
j=0
cij ,ij+1 +
k(i)−1∑
j=1
δij (1.6)
Zˇa´dne´ vozidlo cˇi trasa pak nesmı´ prˇekrocˇit stanovenou maxima´ln´ı cenu (de´lku, nebo
cˇas) trasy Costmax, cozˇ je definova´no podmı´nkou:
∀i ∈ {1, ...,m} : Cost(Ri) ≤ Costmax (1.7)
VRP s kapacitou vozidla
Capacitated VRP (CVRP) je definuje kapacitu vozidel, kterou nesmı´ beˇhem sve´ cesty
prˇekrocˇit [25]. K za´kladn´ı u´loze VRP nav´ıc definujeme kapacitu vozidla Q a kapacitn´ı
podmı´nku (1.9). Nejprve vyja´drˇeme celkovy´ kapacitn´ı pozˇadavek D kazˇde´ trasy Ri jako:
D(Ri) =
k(i)∑
j=1
d(vij ) (1.8)
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Da´le rˇesˇen´ı u´lohy mus´ı splnˇovat podmı´nku, zˇe pozˇadavky za´kazn´ık˚u na kazˇde´ trase Ri
nesmı´ prˇekrocˇit kapacitu vozidla Q, tedy:
∀i ∈ {1, ...,m} : D(Ri) ≤ Q (1.9)
Pra´veˇ varianta CVRP by´va´ cˇasto kombinova´na s DVRP jako DCVRP, kdy plat´ı obeˇ
vy´sˇe definovane´ podmı´nky (1.7) a (1.9) [38]. Prˇesneˇ touto variantou se bude tato pra´ce
da´le zaby´vat, prˇicˇemzˇ neˇktere´ pouzˇite´ instance proble´mu maj´ı definova´nu maxima´ln´ı de´lku
trasy (jsou tedy DCVRP) a jine´ jsou klasicky´m CVRP s Costmax = ∞. V literaturˇe jsem
se vsˇak te´meˇrˇ s pojmem DCVRP nesetkal a neˇkterˇ´ı autorˇi tuto variantu oznacˇuj´ı pouze
jako CVRP [22, 24], DVRP [28, 39], nebo jednodusˇe jako VRP [12]. Posledn´ı zminˇovane´
se zda´ jako nejme´neˇ matouc´ı, jelikozˇ se v literaturˇe te´meˇrˇ nesetka´va´me s cˇistou verz´ı VRP
bez dalˇs´ıch podmı´nek.
Tato pra´ce se pak zaby´va´ pra´veˇ proble´mem DCVRP, oznacˇen da´le jednodusˇe jako VRP.
Tento proble´m definuj´ı notace zavedene´ v 1.1.2 a za´rovenˇ mus´ı platit podmı´nka dodrzˇen´ı
maxima´ln´ı ceny trasy (1.7) a kapacitn´ı podmı´nka (1.9).
Platny´m rˇesˇen´ım S ∈ P te´to u´lohy je pak zarˇazen´ı za´kazn´ık˚u do jednotlivy´ch tras tak,
aby byli vsˇichni za´kazn´ıci obslouzˇeni a aby byly u vsˇech tras vozidel splneˇny kapacitn´ı
podmı´nky (1.7) a (1.9). S konkre´tn´ım vycˇ´ıslen´ım velikosti P jsem se v literaturˇe nesetkal,
ale mu˚zˇeme prˇedpokla´dat, zˇe je prostor rozmı´steˇn´ım do tras a zaveden´ım dalˇs´ıch podmı´nek
veˇtsˇ´ı, nezˇ v prˇ´ıpadeˇ TSP.
Dalˇs´ı varianty VRP
V prˇedchoz´ı sekci byla prˇedstavena za´kladn´ı u´lohy VRP, kterou se budeme v pra´ci da´le
zaby´vat. V praxi existuje mnoho dalˇs´ıch variant te´to u´lohy, a pro u´plnost budou zmı´neˇny
ty nejvy´znamneˇjˇs´ı z nich.
VRP s v´ıce sklady
Multiple Depot VRP (MDVRP) je varianta, jak uzˇ na´zev napov´ıda´, ve ktere´ se vy-
skytuje v´ıce sklad˚u. Pokud jsou za´kazn´ıci rozmı´steˇn´ı kolem sklad˚u, mu˚zˇe se proble´m rˇesˇit
jako neˇkolik samostatny´ch VRP. Pokud jsou ale promı´cha´ni, je nutne´ rˇesˇit MDVRP, ktere´
vyzˇaduje prˇiˇrazen´ı za´kazn´ık˚u k jednotlivy´m sklad˚um. Je totizˇ nutne´ splnit podmı´nku, zˇe
kazˇde´ vozidlo ma´ za´kladnu ve sve´m skladu a take´ se tam mus´ı vra´tit, nelze tedy zacˇ´ıt
v jednom skladu a vra´tit se do jine´ho. C´ılem je opeˇt obslouzˇit vsˇechny za´kazn´ıky a za´rovenˇ
minimalizovat celkovou ujetou vzda´lenost.
Lehce odliˇsnou variantou je VRP se satelitn´ımi sklady (VRP with Satellite Facilities),
kde jsou definova´ny sklady, ve ktery´ch mohou vozidla doplnit za´soby, pokracˇovat v cesteˇ
a na konci dne se vra´tit do sve´ho domovske´ho skladu. Tato varianta nalezne uplatneˇn´ı
prˇedevsˇ´ım v distribuci paliv cˇi maloobchodn´ım prodeji [25].
VRP s cˇasovy´mi okny
VRP with Time Windows (VRPTW) je klasicke´ VRP s prˇidanou podmı´nkou, kde
ke kazˇde´mu za´kazn´ıkovi i je prˇiˇrazen cˇasovy´ interval (okno) [ai, bi], ve ktere´m mus´ı by´t
obslouzˇen. Da´le je take´ skladu prˇiˇrazen interval [a0, b0], ve ktere´m je nutne´ se pohybo-
vat (scheduling horizon). Nav´ıc mus´ıme specifikovat dobu trva´n´ı cesty mezi jednotlivy´mi
za´kazn´ıky, jelikozˇ pracujeme s cˇasem, a ne jen se vzda´lenost´ı. VRPTW je pak charakteri-
zova´no na´sleduj´ıc´ımi omezen´ımi [25]:
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• Rˇesˇen´ı je neplatne´, pokud je za´kazn´ık obslouzˇen po horn´ı hranici jeho cˇasove´ho okna.
• Vozidlo, ktere´ doraz´ı k za´kazn´ıkovi prˇed spodn´ı hranic´ı jeho cˇasove´ho okna, je nuceno
cˇekat.
• Kazˇda´ trasa mus´ı zacˇ´ıt a skoncˇit beˇhem cˇasove´ho intervalu urcˇene´ho skladem.
• V prˇ´ıpadeˇ volny´ch (soft) cˇasovy´ch oken, je mozˇne´ obslouzˇit za´kazn´ıka pozdeˇji, ale
k optimalizacˇn´ı funkci je v takove´m prˇ´ıpadeˇ prˇicˇtena penalizace.
C´ılem optimalizace je minimalizovat pocˇet vozidel a soucˇet cestovn´ıho a cˇekac´ıho cˇasu
potrˇebne´ho pro obslouzˇen´ı vsˇech za´kazn´ık˚u v dany´ch cˇasovy´ch intervalech. Vyuzˇit´ı te´to
varianty mu˚zˇeme nale´zt u kury´rn´ıch spolecˇnost´ı cˇi klasicke´m za´sobova´n´ı s definovany´mi
cˇasy doda´vky.
VRP s vyzvednut´ım a doda´vkou
VRP with Pick-Up and Delivering (VRPPD) definuje u´lohu, kde kazˇde´mu za´kazn´ıkovi i
je prˇiˇrazeno mnozˇstv´ı di a pi, reprezentuj´ıc´ı pozˇadavek na doda´n´ı, respektive vyzvednut´ı
dane´ komodity. Je tedy nutne´ zajistit, aby se po celou cestu do vozidla zbozˇ´ı vesˇlo, cozˇ ty-
picky cˇin´ı pla´nova´n´ı komplikovaneˇjˇs´ı a je nutne´ zvy´sˇit pocˇet vozidel, cˇi prodlouzˇit de´lku
trasy. Typicky uvazˇujeme zjednodusˇenou situaci, kdy vsˇechno zbozˇ´ı urcˇene´ na doda´n´ı
vycha´z´ı ze skladu a vsˇechno zbozˇ´ı vyzvednute´ take´ koncˇ´ı ve skladu. Nen´ı tedy umozˇneˇna
vy´meˇna zbozˇ´ı prˇ´ımo mezi za´kazn´ıky [25]. Rˇesˇen´ı je pak platne´, pokud beˇhem cele´ cesty nen´ı
prˇekrocˇena kapacita vozidla Q.
Mı´rneˇ odliˇsnou variantou je VRP s nakla´da´n´ım zezadu (VRP with Backhauls), kde jsou
pouzˇita na´kladn´ı auta, ktera´ se nakla´daj´ı zezadu, a tak nen´ı zˇa´douc´ı, aby se nakla´dala
drˇ´ıve, nezˇ budou plneˇ vylozˇeny. V te´to varianteˇ je tedy prezentova´na podmı´nka, zˇe vsˇechny
doda´vky mus´ı by´t uskutecˇneˇny prˇed t´ım, nezˇ mu˚zˇe by´t vyzvednuto jake´koliv zbozˇ´ı [25].
VRP s rozdeˇlen´ım doda´vky
Posledn´ı zaj´ımavou variantou je tzv. Split Delivery VRP (SDVRP), ktera´ umozˇnˇuje, aby
byl za´kazn´ık obslouzˇen v´ıce vozidly, pokud to sn´ızˇ´ı celkovou cenu. Toto je velmi d˚ulezˇite´,
prˇedevsˇ´ım pokud se popta´vky za´kazn´ık˚u svou velikost´ı bl´ızˇ´ı kapaciteˇ vozidel. Typicky je
rˇesˇen´ı mozˇne´ dosa´hnout rozdeˇlen´ım popta´vek na mensˇ´ı, da´le nedeˇlitelne´ cˇa´sti, ktere´ jsou
pak postupneˇ vozidly odeb´ıra´ny [25].
Formulace u´lohy pouzˇite´ v te´to pra´ci
Na za´veˇr prˇipomenˇme definici u´lohy prob´ırane´ da´le v te´to pra´ci jako VRP. Necht’ plat´ı
notace definovane´ v u´vodu 1.1.2, tedy V je mnozˇina za´kazn´ık˚u, cij cena prˇesunu mezi
za´kazn´ıkem i a j, d(vk) oznacˇuje kapacitn´ı pozˇadavek klienta k a Ri znacˇ´ı trasu provedenou
jedn´ım vozidlem, prˇicˇemzˇ pocˇet tras (cˇi vozidel) je m. Da´le necht’ δi oznacˇuje de´lku obsluhy
za´kazn´ıka i a Costmax definuje maxima´ln´ı cenu trasy. Potom je de´lka trasy Cost(Ri) defi-
nova´na jako soucˇet vsˇech cen cest mezi za´kazn´ıky a de´lek obsluhy, viz (1.6). Da´le definujme
kapacitu vozidla Q a soucˇet kapacitn´ıch pozˇadavk˚u na trase Ri znacˇeny´ D(Ri), viz (1.8).
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Celkoveˇ mus´ı u rˇesˇen´ı S slozˇene´ho z jednotlivy´ch tras Ri platit, zˇe kazˇdy´ za´kazn´ık je
navsˇt´ıven pra´veˇ jednou, de´lka trasy vozidla nesmı´ prˇekrocˇit stanoveny´ maxima´ln´ı limit
a pozˇadavky trasy nesmı´ prˇekrocˇit kapacitu vozidla, tedy:
∀i ∈ {1, ...,m} : Cost(Ri) ≤ Costmax, (1.10)
∀i ∈ {1, ...,m} : D(Ri) ≤ Q. (1.11)
Pak je celkova´ cena rˇesˇen´ı S (vy´sledek hodnot´ıc´ı funkce F (S)) da´na vztahem Cost(S) =
F (S) =
∑m
i=1Cost(Ri).
1.2 Resource-Constrained Project Scheduling Problem
Resource-Constrained Project Scheduling Problem (RCPSP), tedy proble´m rozvrhova´n´ı
vy´robn´ıch operac´ı, neˇkdy take´ oznacˇova´n jako Job Shop Scheduling. V te´to u´loze prˇiˇrazujeme
definovane´ operace jednotlivy´m zdroj˚um tak, aby celkova´ doba trva´n´ı projektu byla co nej-
kratsˇ´ı. Uplatneˇn´ı u´lohy je tak prˇedevsˇ´ım v pla´nova´n´ı pr˚umyslove´ vy´roby.
Neˇktere´ principy pouzˇite´ prˇi rˇesˇen´ı te´to u´lohy je mozˇne´ prˇevz´ıt i pro VRP, cˇ´ımzˇ se
zaby´va´ kapitola 4. Z tohoto d˚uvodu je zde u´loha detailneˇ popsa´na a jsou uvedeny vsˇechny
potrˇebne´ notace.
STROJ
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OPERACE
Obra´zek 1.3: Modelovy´ prˇ´ıklad u´lohy Job Shop Scheduling.
Forma´lneˇ je u´loha sN operacemi j1, ..., jN definova´na jako strukturaG = (J, P,R, c, d, r)
kde [16]:
• J = {j0, j1, ..., jN , jN+1} je mnozˇina neprˇerusˇitelny´ch operac´ı, kde j0 oznacˇuje starto-
vac´ı a jN+1 pak ukoncˇovac´ı operaci.
• P ⊆ J × J je relace prˇedcha´zen´ı operac´ı. Pi = {j ∈ J |(j, i) ∈ P} necht’ je mnozˇina
operac´ı, ktere´ mus´ı by´t dokoncˇeny prˇed t´ım, nezˇ mu˚zˇe zacˇ´ıt operace i.
• R = {r1, ..., rK} je mnozˇina K zdroj˚u.
• c : R→ N uda´va´ kapacitu jednotlivy´ch zdroj˚u.
• d : J → N prˇiˇrazuje kladnou dobu trva´n´ı jednotlive´ operace, kde d(j0) = d(jN+1) = 0.
• r : J ×R→ N specifikuje pozˇadavek zdroje.
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Da´le uvazˇujme, zˇe vsˇechny operace j ∈ {j1, ..., jN} jsou na´sledn´ıky operace j0 a za´rovenˇ
prˇedcha´zej´ı jN+1. Potom rˇesˇen´ım instance proble´mu G z´ıska´me vy´sledek ve formeˇ rozvrhu
S, ktery´ je definova´n vektorem s(S) = (sj)j∈J , reprezentuj´ıc´ım kladne´ startovac´ı cˇasy sj(S)
operace j ∈ J . Da´le necht’ f(S) je vektor cˇasu ukoncˇen´ı operace, kde fj(S) = sj(S)+d(j) pro
vsˇechny j ∈ J . Rozvrh S je pak oznacˇen za validn´ı, pokud splnˇuje podmı´nky prˇedcha´zen´ı
(1.12) a kapacity (1.13).
∀j ∈ J, ∀i ∈ Pj : sj ≥ si + d(i) (1.12)
∀k ∈ R,∀t ∈ 〈0, fN+1〉 :
∑
j∈J :t∈〈sj ,fj〉
r(j, k) ≤ c(k) (1.13)
Necht’ M(S) = fjN+1(S)− sj0(S) oznacˇuje dobu trva´n´ı projektu (makespan). Potom je
obvykle c´ılem optimalizace minimalizovat M(S) dane´ho G.
Na obra´zku 1.3 mu˚zˇeme videˇt ilustraci proble´mu, kde si mu˚zˇeme vsˇimnout, zˇe neˇktere´
operace musej´ı cˇekat, nezˇ jine´ operace na jine´m zarˇ´ızen´ı skoncˇ´ı. Pro jednoduchost je zdroj
ilustrova´n jako pr˚umyslovy´ stroj, ktery´ ma´ vy´robn´ı kapacitu jednu operaci.
1.3 Dalˇs´ı kombinatoricke´ u´lohy
Vedle u´loh TSP, VRP a RCPSP je mozˇne´ v literaturˇe nale´zt mnohe´ dalˇs´ı, v´ıce cˇi me´neˇ
zkoumane´ u´lohy. V te´to cˇa´sti si neˇktere´ z nich strucˇneˇ prˇibl´ızˇ´ıme, abychom dostali uceleny´
obraz, cˇ´ım se kombinatoricka´ optimalizace mu˚zˇe zaby´vat.
U´lohy s omezen´ımi
Tato sada proble´mu˚, v literaturˇe nazy´vana´ Constraint satisfaction problem [33], se vy-
znacˇuje t´ım, zˇe ma´me definova´nu mnozˇinu promeˇnny´ch X = {Xi, ..., Xn} a mnozˇinu dome´n
D = {Di, ..., Dn}, kde pro kazˇdou promeˇnnou definujeme jednu dome´nu hodnot, ktery´ch
mu˚zˇe promeˇnna´ naby´vat. Nakonec definujeme mnozˇinu podmı´nek C, ktere´ specifikuj´ı povo-
lene´ kombinace hodnot v dany´ch promeˇnny´ch. Rˇesˇen´ım je pak prˇiˇrazen´ı hodnot promeˇnny´m
tak, aby nebyla porusˇena zˇa´dna´ ze specifikovany´ch podmı´nek.
Jako prˇ´ıklad si mu˚zˇeme uve´st proble´m barven´ı map [33], kde uvazˇujeme mnozˇinu
promeˇnny´ch jako mnozˇinu sta´t˚u X = {CZ, SK,DE...} a dome´nu pro vsˇechny promeˇnne´
stejnou Di = {cˇervena´, zelena´,modra´, zˇluta´}. Podmı´nky pak specifikuj´ı, zˇe zˇa´dne´ dva sou-
sedn´ı sta´ty nemohou mı´t stejnou barvu, forma´lneˇ bychom tedy museli vypsat vsˇechny dvo-
jice sousedn´ıch sta´t˚u, tedy naprˇ´ıklad C = {CZ 6= SK,CZ 6= DE...}.
Dalˇs´ım prˇ´ıkladem mu˚zˇe by´t take´ velmi zna´my´ proble´m n-dam, kde mus´ıme rozmı´stit
n dam na hrac´ı pole o velikosti n ∗ n tak, aby se zˇa´dneˇ dveˇ da´my navza´jem neohrozˇovaly,
tedy do pozice, kde zˇa´dne´ dveˇ da´my nesd´ıl´ı stejny´ rˇa´dek, sloupec, ani diagona´lu.
Proble´m batohu
Tento proble´m, v literaturˇe nazy´vany´ Knapsack problem je specifikova´n u´lozˇiˇsteˇm (ba-
tohem) dane´ kapacity C a mnozˇinou n objekt˚u, ktere´ jsou definova´ny dvojic´ı (wi, vi), jezˇ
urcˇuje va´hu, respektive cenu dane´ho objektu. Proble´m je potom umı´stit do batohu objekty
tak, aby meˇly dohromady co nejveˇtsˇ´ı cenu, ale za´rovenˇ aby jejich celkova´ va´ha neprˇekrocˇila
kapacitu batohu. Forma´lneˇ je proble´m popsa´n rovnicemi (1.14) [34].
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maximalizace
n∑
i=1
vixi
aby platilo
n∑
i=1
wixi ≤ C,
(1.14)
kde xi ∈ {0, 1} urcˇuje, zda dany´ objekt bude vlozˇen do batohu cˇi nikoliv. Kromeˇ
vy´ukovy´ch aplikac´ı, jako je naprˇ´ıklad pocˇ´ıta´n´ı sneˇdene´ho j´ıdla s maxima´ln´ı energi´ı, mu˚zˇe
mı´t tento proble´m rea´lne´ vyuzˇit´ı naprˇ´ıklad take´ v ekonomii nebo kryptografii [32].
Pla´nova´n´ı sluzˇeb zdravotn´ıch sester
V tomto proble´mu, v literaturˇe nazy´vane´m Nurse Scheduling Problem nebo take´ Nurse
Rostering Problem, se zaby´va´me optima´ln´ım pla´nova´n´ım smeˇn zdravotn´ıch sester [36].
Tento proble´m mus´ı splnˇovat velke´ mnozˇstv´ı podmı´nek a je ovlivnˇova´n mnoha parame-
try.
V za´sadeˇ ma´me definova´ny zdravotn´ı sestry a smeˇny, ktery´ch mu˚zˇe by´t v´ıce typ˚u,
naprˇ´ıklad denn´ı a nocˇn´ı. Da´le jsou v syste´mu definova´ny nutne´ (hard) a volne´ (soft)
podmı´nky. Rˇesˇen´ı je pak validn´ı jen a pouze, pokud nen´ı porusˇena zˇa´dna´ nutna´ podmı´nka
a splneˇn´ı volny´ch podmı´nek jen da´le zvysˇuj´ı kvalitu dane´ho rˇesˇen´ı. C´ılem je nale´zt rˇesˇen´ı,
ktere´ splnˇuje vsˇechny nutne´ a maximum volny´ch podmı´nek. Nutne´ a volne´ podmı´nky pak
velmi za´lezˇ´ı na konkre´tn´ı aplikaci a naprˇ´ıklad i za´konech a pravidlech dane´ zemeˇ a instituce.
Pro prˇedstavu se ale mu˚zˇe jednat o na´sleduj´ıc´ı:
• Nutne´ podmı´nky:
– Pozˇadovany´ pocˇet osob na smeˇneˇ mus´ı by´t naplneˇn.
– Zˇa´dna´ sestra nesmı´ mı´t v´ıce smeˇn beˇhem jednoho dne (naprˇ´ıklad i nocˇn´ı smeˇnu
jeden den a dalˇs´ı den denn´ı).
– Zameˇstnanec nesmı´ mı´t napla´nova´nu sluzˇbu, pokud ma´ na tento den odsouhla-
senou dovolenou.
• Volne´ podmı´nky:
– Vsˇichni zameˇstnanci by meˇli mı´t vyrovnany´ pocˇet v´ıkendovy´ch sluzˇeb v meˇs´ıci.
– Nemeˇlo by by´t napla´nova´no neˇkolik sluzˇeb v po sobeˇ na´sleduj´ıc´ıch dnech, ob-
zvla´sˇteˇ pokud se jedna´ o dvana´cti hodinove´ smeˇny.
Shrnut´ı
V te´to kapitole byly prˇedstaveny za´kladn´ı kombinatoricke´ u´lohy, prˇicˇemzˇ d˚uraz byl
kladen na definici u´lohy VRP, ktera´ bude v pra´ci da´le zkouma´na. Definice je uvedena
v za´veˇru 1.1.2. Da´le byla prˇedstavena u´loha RCPSP, a to prˇedevsˇ´ım pro zaveden´ı notac´ı
a u´vod do proble´mu, ktery´m budou da´le inspirova´ny neˇktere´ metody. V za´veˇru byly kra´tce
prˇibl´ızˇeny jesˇteˇ neˇktere´ velmi cˇasto rˇesˇene´ proble´my, prˇedevsˇ´ım jako na´hled na rozmanitost
teˇchto kombinatoricky´ch u´loh.
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Kapitola 2
Algoritmy pro rˇesˇen´ı
kombinatoricky´ch u´loh
V te´to kapitole bude uvedeno neˇkolik mozˇny´ch algoritmu˚, ktere´ mohou rˇesˇit kombi-
natoricke´ optimalizacˇn´ı proble´my. Acˇkoliv jsou algoritmy obvykle pouzˇitelne´ na jaky´koli
proble´m, potrˇebne´ vysveˇtlen´ı dane´ho algoritmu budeme v neˇktery´ch prˇ´ıpadech vztahovat
ke konkre´tn´ı ilustruj´ıc´ı u´loze. Algoritmy pro rˇesˇen´ı optimalizacˇn´ıch u´loh mohou by´t v za´sadeˇ
rozdeˇleny na trˇi kategorie: exaktn´ı (neˇkdy take´ nazy´vane´ optimalizacˇn´ı), heuristicke´ (neboli
aproximacˇn´ı) a metaheuristicke´. Protozˇe algoritmu˚ pro rˇesˇen´ı teˇchto u´loh existuje opravdu
velke´ mnozˇstv´ı, uvedeme si zde jen neˇktere´ za´stupce dany´ch kategori´ı a v´ıce se zameˇrˇ´ıme
na metaheuristicke´ metody, ktere´ jsou v pra´ci da´le rozv´ıjeny.
Na u´vod je trˇeba zmı´nit pojem suboptima´ln´ı rˇesˇen´ı, se ktery´m se setka´va´me u metod
heuristicky´ch a metaheuristicky´ch. Jedna´ se o nejlepsˇ´ı nalezene´ rˇesˇen´ı, u ktere´ho nejsme
schopni doka´zat, zda je opravdu optima´ln´ı, jelikozˇ zat´ım nebyl prozkouma´n cely´ stavovy´
prostor. Navzdory tomu, zˇe se v neˇktery´ch prˇ´ıpadech opravdu mu˚zˇe jednat o optimum,
prohla´sit rˇesˇen´ı za optima´ln´ı jsme schopni pouze u exaktn´ıch metod.
2.1 Exaktn´ı algoritmy
Tyto algoritmy jsou typicky matematicke´ metody zkoumaj´ıc´ı cely´ stavovy´ prostor za
u´cˇelem nalezen´ı globa´ln´ıho optima. Jelikozˇ se zveˇtsˇuj´ıc´ım se proble´mem (naprˇ. v´ıce za´kazn´ık˚u
u VRP) roste stavovy´ prostor typicky exponencia´lneˇ, mu˚zˇe by´t tento u´kol velmi cˇasoveˇ
na´rocˇny´, azˇ neproveditelny´ (v rozumne´m cˇase). Nicme´neˇ u mensˇ´ıch instanc´ı proble´mu je
mozˇne´ tyto metody zda´rneˇ pouzˇ´ıt a budeme mı´t jistotu, zˇe jsme nasˇli skutecˇne´ optimum.
Linea´rn´ı programova´n´ı je nejv´ıce pouzˇ´ıvana´ skupina exaktn´ıch metod pro rˇesˇen´ı op-
timalizacˇn´ıch proble´mu˚. Proble´m rˇesˇitelny´ linea´rn´ım programova´n´ım je typicky definova´n
linea´rn´ı cenovou (optimalizacˇn´ı) funkc´ı, kterou chceme minimalizovat a mnozˇinou ome-
zuj´ıc´ıch podmı´nek (constraint). Tyto podmı´nky jsou pak linea´rn´ımi omezen´ımi promeˇnny´ch
pouzˇity´ch v cenove´ optimalizacˇn´ı funkci. Linea´rn´ı programova´n´ı se podoba´ linea´rn´ı algebrˇe,
s t´ım rozd´ılem, zˇe zde cˇasto vyuzˇ´ıva´me nerovnost´ı mı´sto rovnost´ı [35]. Pro rˇesˇen´ı proble´mu˚
linea´rn´ıho programova´n´ı se cˇasto pouzˇ´ıva´ simplexova´ metoda, ktera´ typicky doka´zˇe nale´zt
rˇesˇen´ı v polynomia´ln´ım cˇase. Variantou linea´rn´ıho programova´n´ı, kde mohou promeˇnne´
naby´vat pouze diskre´tn´ıch hodnot, se pak nazy´va´ celocˇ´ıselne´ programova´n´ı (integer pro-
gramming). Takto definovane´ proble´my se pak nejcˇasteˇji rˇesˇ´ı pomoc´ı metody veˇtv´ı a mez´ı
(branch and bound), nebo metodou rˇezny´ch nadrovin (cutting plane).
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Proble´m CVRP je v celocˇ´ıselne´m programova´n´ı formulova´n jako [38]:
minimalizace
∑
i∈V
∑
j∈V
cijxij (2.1)
za podmı´nek
xij ∈ {0, 1} ∀i, j ∈ V, (2.2)∑
i∈V
xij = 1 ∀j ∈ V \ {0}, (2.3)∑
j∈V
xij = 1 ∀i ∈ V \ {0}, (2.4)∑
i∈V
xi0 +
∑
j∈V
x0j = 2K, (2.5)∑
i/∈S
∑
j∈S
xij ≥ r(S) ∀S ⊆ V \ {0}, S 6= ∅. (2.6)
Podmı´nky (2.3) a (2.4) zarucˇuj´ı, zˇe vzˇdy jen jedna hrana vede k i od kazˇde´ho za´kazn´ıka.
Podobneˇ podmı´nka (2.5) urcˇuje kolik hran vede do a od skladu, kde K oznacˇuje pocˇet
tras v rˇesˇen´ı, respektive pocˇet vozidel. Podmı´nky (2.6), nazy´vane´ capacity-cut constraints,
zarucˇuj´ı dodrzˇen´ı kapacitn´ıho omezen´ı vozidla. Urcˇuj´ı, zˇe kazˇdy´ rˇez (V \ S, S) definova´n
mnozˇinou za´kazn´ık˚u S, je protnut minima´lneˇ r(S) hranami, kde r(S) je minima´ln´ı pocˇet
vozidel potrˇebny´ch k obslouzˇen´ı vsˇech za´kazn´ık˚u v S [38]. Tato hodnota za´lezˇ´ı na pouzˇite´
varianteˇ VRP, konkre´tneˇ u CVRP se da´ vyja´drˇit jako [20]:
r(S) =
∑
i∈S di
Q
(2.7)
Branch and bound
Metoda veˇtv´ı a mez´ı patrˇ´ı mezi za´kladn´ı exaktn´ı metody pro rˇesˇen´ı optimalizacˇn´ıch
proble´mu˚. Vyhleda´vac´ı strom je v te´to metodeˇ tvorˇen dynamicky a ze zacˇa´tku je tvorˇen
pouze korˇenovy´m uzlem. Da´le ma´me urcˇenu hranici (bound), ktera´ reprezentuje hodnotu
zat´ım nejlepsˇ´ıho nalezene´ho rˇesˇen´ı. V pocˇa´tku algoritmu je tato hodnota v mnoha prˇ´ıpadech
z´ıska´na pouzˇit´ım neˇjake´ jine´ heuristiky [10]. V kazˇde´ iteraci algoritmu je pak pro dalˇs´ı
prohleda´va´n´ı vybra´n uzel, ktery´ reprezentuje neprozkoumanou cˇa´st stavove´ho prostoru
platny´ch rˇesˇen´ı. Tento uzel je pak rozveˇtven (branch), cˇ´ımzˇ je tento podprostor da´le rozdeˇlen
na mensˇ´ı podprostory. Na´sledneˇ jsou tyto vygenerovane´ uzly ohodnoceny a pokud je jejich
hodnota lepsˇ´ı, nezˇ je aktua´ln´ı hranice, je toto rˇesˇen´ı zapamatova´no a hodnota hranice
(bound) je nahrazena hodnotou takove´ho uzlu. Pokud je hodnota naopak nizˇsˇ´ı nezˇ aktua´ln´ı
hranice, je cely´ tento uzel zahozen, a to s t´ım prˇedpokladem, zˇe zˇa´dne´ rˇesˇen´ı z jeho pod-
prostoru nebude lepsˇ´ı nezˇ ohodnocen´ı jeho same´ho. V te´to redukci stavove´ho prostoru pak
spocˇ´ıva´ optimalizace tohoto algoritmu. Algoritmus je ukoncˇen pokud jizˇ nejsou zˇa´dne´ uzly
k prohleda´va´n´ı a jako optima´ln´ı rˇesˇen´ı je prohla´sˇeno to, ktere´ ma´ v tuto chv´ıli nejlepsˇ´ı
ohodnocen´ı.
Kombinac´ı te´to metody a metod secˇny´ch nadrovin (cutting plane) z´ıska´me algoritmus
branch and cut, ktery´ se take´ pouzˇ´ıva´ pro rˇesˇen´ı optimalizacˇn´ıch u´loh. Zde je metoda secˇny´ch
nadrovin pouzˇita pro zu´zˇen´ı prohleda´vane´ho prostoru pro metodu veˇtv´ı a mez´ı.
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2.2 Heuristicke´ algoritmy
Heuristicke´ (neˇkdy take´ aproximacˇn´ı) algoritmy vyuzˇ´ıva´me, pokud jsou klasicke´ exaktn´ı
metody moc pomale´, nebo nejsou schopny nale´zt rˇesˇen´ı v˚ubec. Heuristiky naproti tomu
prohleda´vaj´ı jen malou cˇa´st stavove´ho prostoru, cˇ´ımzˇ sice mohou minout optima´ln´ı rˇesˇen´ı,
ale rapidneˇ je zvy´sˇena rychlost. Tyto metody tak obecneˇ poskytuj´ı pouze suboptima´ln´ı
rˇesˇen´ı, avsˇak i to mu˚zˇe by´t prˇ´ınosne´ a hlavneˇ jej dostaneme v rozumne´m cˇase. Heuristiky
mohou by´t pouzˇity samostatneˇ, ale velmi cˇasto nacha´zej´ı uplatneˇn´ı naprˇ´ıklad v kombinaci
s n´ızˇe popsany´mi metaheuristicky´mi algoritmy pro zvy´sˇen´ı jejich efektivnosti. Heuristiky
jsou cˇasto specificky navrzˇene´ pro konkre´tn´ı proble´my, prˇ´ıpadneˇ trˇ´ıdy proble´mu˚, proto si
zde uvedeme jen za´kladn´ı postupy pouzˇitelne´ pro grafove´ u´lohy jako je TSP nebo VRP.
Ty pak mu˚zˇeme rozdeˇlit na dva za´kladn´ı typy, a to konstruktivn´ı (tour construction), ktere´
vytva´rˇej´ı nove´ rˇesˇen´ı postupny´m prˇida´va´n´ım uzl˚u, a vylepsˇuj´ıc´ı (tour improvement), ktere´
jsou schopny vylepsˇit sta´vaj´ıc´ı platne´ rˇesˇen´ı [19].
Konstruktivn´ı algoritmy
Algoritmus nejblizˇsˇ´ıho souseda
V te´to metodeˇ, v origina´le nearest-neighbour algorithm, je platne´ rˇesˇen´ı postupneˇ tvorˇeno
tak, zˇe se v kazˇde´m kroku rozhodneme pro aktua´lneˇ nejvy´hodneˇjˇs´ı variantu pokracˇova´n´ı.
Naprˇ´ıklad v TSP zvol´ıme na´hodneˇ prvn´ı meˇsto a pote´ zkouma´me vsˇechny zby´vaj´ıc´ı meˇsta
a vybereme vzˇdy to, ktere´ je k tomu aktua´ln´ımu nejbl´ızˇe. Toto opakujeme pokazˇde´ s po-
sledn´ım vlozˇeny´m meˇstem a nakonec se vra´t´ıme na zacˇa´tek. Takove´ uvazˇova´n´ı nemus´ı by´t
z dlouhodobe´ho hlediska nejvy´hodneˇjˇs´ı, nicme´neˇ algoritmus je takto velmi jednoduchy´,
rychly´ a produkuje platna´ rˇesˇen´ı. V prˇ´ıpadeˇ VRP by byl princip podobny´, jen bychom
museli bra´t v potaz i skutecˇnost, zda dalˇs´ı nejblizˇsˇ´ı za´kazn´ık neprˇekrocˇ´ı kapacitu vozidla
nebo maxima´ln´ı de´lku trasy.
Algoritmy vkla´da´n´ı
Tato kategorie popisuje velke´ mnozˇstv´ı algoritmu˚, ktere´ funguj´ı na´sleduj´ıc´ım zp˚usobem.
Nejprve je vytvorˇena cesta jen ze dvou vrchol˚u. V dalˇs´ım kroku jsou pak vzˇdy uvazˇova´ny
jesˇteˇ nepouzˇite´ vrcholy, ktere´ jsou postupneˇ vkla´da´ny s ohledem na specifikovane´ krite´rium.
Toto mu˚zˇe by´t naprˇ´ıklad vrchol s nejkratsˇ´ı vzda´lenost´ı od prozat´ımn´ı cesty, vrchol, ktery´
je nejda´le, vrchol ktery´ sv´ıra´ nejveˇtsˇ´ı u´hel s danou cestou a podobne´ [19].
Vylepsˇuj´ıc´ı algoritmy
k-opt algoritmus
Tento jednoduchy´ algoritmus je urcˇen k vylepsˇova´n´ı jizˇ existuj´ıc´ıho, platne´ho rˇesˇen´ı,
a to v na´sleduj´ıc´ıch dvou kroc´ıch [19]:
1. Meˇjme vstupn´ı platne´ rˇesˇen´ı.
2. Odstranˇ k hran z rˇesˇen´ı a vyzkousˇej spojit k vznikly´ch cest vsˇemi mozˇny´mi zp˚usoby.
Pokud neˇkterou z kombinac´ı vznikne rˇesˇen´ı, ktere´ je lepsˇ´ı nezˇ to vstupn´ı, uvazˇuj toto
rˇesˇen´ı jako vstupn´ı a opakuj Krok 2. Ukoncˇi pokud jizˇ nedosˇlo k zˇa´dne´mu zlepsˇen´ı.
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Velmi zna´mou a cˇasto pouzˇ´ıvanou variantou tohoto algoritmu je 2-opt a 3-opt, d´ıky
ktery´m je mozˇne´ se zbavit r˚uzny´ch krˇ´ızˇen´ı v trase, a t´ım ji vylepsˇit. Tyto algoritmy jsou vsˇak
pomeˇrneˇ vy´pocˇetneˇ na´rocˇne´, kde jejich slozˇitost roste s pocˇtem vrchol˚u n a odstranˇovany´ch
hran k. Cˇasova´ slozˇitost je konkre´tneˇ O(nk).
2.3 Metaheuristicke´ algoritmy
Tyto algoritmy mu˚zˇeme cha´pat jako jake´si zastrˇesˇuj´ıc´ı algoritmy, ktere´ uvnitrˇ sve´ho
fungova´n´ı mohou pouzˇ´ıvat v´ıce r˚uzny´ch princip˚u a heuristik. Metody jsou cˇasto inspirovane´
prˇ´ırodou a i kdyzˇ jejich fungova´n´ı nen´ı v mnoha prˇ´ıpadech matematicky doka´za´no a za´vis´ı
ve velke´ mı´ˇre na na´hodeˇ, v posledn´ıch des´ıtka´ch let se ukazuje, zˇe poskytuj´ı slibne´ vy´sledky
a alternativu ke klasicky´m, exaktn´ım prˇ´ıstup˚um. Oproti samostatny´m heuristika´m jsou
schopny prohledat veˇtsˇ´ı cˇa´st stavove´ho prostoru, avsˇak jsou take´ v´ıce vy´pocˇetneˇ na´rocˇne´.
2.3.1 Geneticke´ algoritmy
Geneticke´ algoritmy (GA) prˇedstavene´ Hollandem v cˇla´nku Genetic algorithms [15] se
zakla´daj´ı na darwinovske´m principu evoluce, hleda´n´ı optima´ln´ıho rˇesˇen´ı tedy prob´ıha´ for-
mou souteˇzˇe mezi jedinci v ra´mci populace. Aby bylo mozˇne´ posoudit kvalitu jednotlivy´ch
jedinc˚u, porovna´va´me je podle vy´sledku hodnot´ıc´ı (fitness) funkce. Nova´ generace individu´ı
pak vznika´ pomoc´ı reprodukce a krˇ´ızˇen´ı, jedinci v nove´ populaci tak maj´ı vlastnosti cˇa´stecˇneˇ
zdeˇdeˇne´ po svy´ch rodicˇ´ıch a cˇa´stecˇneˇ ovlivneˇne´ na´hodny´mi mutacemi. Mnohona´sobny´m
opakova´n´ım tohoto procesu jsme schopni z´ıskat populaci rˇesˇen´ı, ktere´ jsou dostatecˇneˇ kva-
litn´ı.
Vytvoření počáteční populace a jej í ohodnocení
Výběr dvoj ic rodičů v aktuální populaci
Křížení  rodičů a tvorba potomků
Mutace potomků
Ohodnocení potomků
Vytvoření nové populace
Pokud není splněna
ukončující podmínka
Obra´zek 2.1: Sche´ma geneticke´ho algoritmu.
Obecne´ sche´ma algoritmu je zobrazeno na obra´zku 2.1. Nejprve je vytvorˇena nova´ popu-
lace, kde je vygenerovane´ rˇesˇen´ı zako´dova´no v genech dane´ho jedince. Na´sledneˇ jsou jedinci
ohodnoceni z hlediska kvality jejich rˇesˇen´ı, a to hodnot´ıc´ı funkc´ı. Tato hodnota je da´le
pouzˇita ve fa´zi vy´beˇru rodicˇ˚u, kde obecneˇ plat´ı, zˇe rodicˇ s kvalitneˇjˇs´ım rˇesˇen´ım ma´ veˇtsˇ´ı
pravdeˇpodobnost by´t vybra´n. Tito zvolen´ı rodicˇe jsou zkrˇ´ızˇeni (rekombinac´ı jejich gen˚u),
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a t´ım vzniknou nov´ı potomci. S malou pravdeˇpodobnost´ı se pak provede u neˇktery´ch po-
tomk˚u mutace, tedy na´hodna´ zmeˇna jejich gen˚u. Typicky nejlepsˇ´ı nov´ı jedinci nahrad´ı cˇa´st
stare´ populace a cely´ tento proces se opakuje.
S ohledem na skutecˇnost, zˇe je pr˚ubeˇh algoritmu znacˇneˇ stochasticky´, docha´z´ı k tomu,
zˇe kazˇdy´ beˇh rˇesˇen´ı je odliˇsny´ a neˇkdy se mu˚zˇe sta´t, zˇe cela´ populace uva´zne v loka´ln´ım mi-
nimu a vy´sledek je tak velmi neuspokojivy´. Proto se chova´n´ı geneticky´ch algoritmu˚ obvykle
popisuje statisticky z neˇkolika opakovany´ch beˇh˚u [17].
2.3.2 Tabu prohleda´va´n´ı
Tabu Search je metoda, kde v kazˇde´ iteraci nalezneme k soucˇasne´mu rˇesˇen´ı x neˇkolik sou-
sedn´ıch pomoc´ı loka´ln´ıho vyhleda´va´n´ı. Pote´ je x nahrazeno vzˇdy t´ım nejlepsˇ´ım sousedn´ım
rˇesˇen´ım. To znamena´, zˇe i kdyzˇ je nove´ rˇesˇen´ı horsˇ´ı nezˇ soucˇasne´, stejneˇ je provedeno nahra-
zen´ı, cˇ´ımzˇ se opeˇt dosta´va´me z loka´ln´ıho minima. Aby bylo zabra´neˇno cyklen´ı, jsou vsˇechna
neda´vno prozkoumana´ rˇesˇen´ı vlozˇena do zaka´zane´ho seznamu (tabu), a to na urcˇitou dobu
(resp. pocˇet iterac´ı). Abychom nezateˇzˇovali pameˇt’ ukla´da´n´ım dlouhe´ho seznamu cely´ch
rˇesˇen´ı, typicky jsou ukla´da´ny jen neˇktere´ jejich atributy tak, aby se daly rˇesˇen´ı porovnat
[38]. Tento za´kladn´ı algoritmus lze da´le vylepsˇovat mnozˇstv´ım dalˇs´ıch funkc´ı a kombinovat
s r˚uzny´mi heuristikami, typicky specificky´mi pro danou u´lohu, cˇ´ımzˇ mu˚zˇeme z´ıskat pomeˇrneˇ
silnou optimalizacˇn´ı metodu. Algoritmus je ale vzˇdy v za´sadeˇ rˇ´ızen teˇmito za´kladn´ımi kroky
[19]:
1. Meˇjme pocˇa´tecˇn´ı rˇesˇen´ı x a nastavme seznam tabu T := ∅.
2. Necht’ N(x) je vygenerovana´ mnozˇina sousedn´ıch rˇesˇen´ı x. Pokud N(x) \ T = ∅,
pokracˇuj na Krok 3. Jinak vyber nejlepsˇ´ı rˇesˇen´ı y z N(x)\T a nastav x = y. Aktualizuj
seznam tabu T a nejlepsˇ´ı zna´me´ rˇesˇen´ı.
3. Pokud byly splneˇny podmı´nky ukoncˇen´ı (naprˇ. pocˇet iterac´ı), vrat’ nejlepsˇ´ı nalezene´
rˇesˇen´ı. Jinak pokracˇuj na Krok 2.
2.3.3 Simulovane´ zˇ´ıha´n´ı
Simulovane´ zˇ´ıha´n´ı je zalozˇeno na modelu prˇedstavene´m Metropolisem v roce 1953, ktery´
vycha´z´ı ze simulace metalurgicke´ho postupu zˇ´ıha´n´ı, skla´daj´ıc´ı se ze zahrˇa´t´ı materia´lu a jeho
postupne´ho, pomale´ho zchladnut´ı. V te´to metodeˇ se snazˇ´ıme vyhnout uva´znut´ı v loka´ln´ım
minimu prˇij´ıma´n´ım i horsˇ´ıho rˇesˇen´ı, a to prˇedevsˇ´ım prˇi vysoke´ teploteˇ.
V kazˇde´ iteraci nalezneme pomoc´ı loka´ln´ıho vyhleda´va´n´ı sousedn´ı rˇesˇen´ı y k soucˇasne´mu
rˇesˇen´ı x. Pokud je nove´ rˇesˇen´ı y lepsˇ´ı nezˇ rˇesˇen´ı x, je nove´ rˇesˇen´ı prˇijato, tedy x je
nahrazeno y. Naproti tomu, pokud je rˇesˇen´ı y horsˇ´ı nezˇ x, nove´ rˇesˇen´ı je akceptova´no
s urcˇitou pravdeˇpodobnost´ı, ktera´ za´vis´ı jak na rozd´ılu hodnot x a y, tak na aktua´ln´ı tep-
loteˇ. Pravdeˇpodobnost prˇijet´ı je vyja´drˇena rovnic´ı (2.8) [5].
p(x, y) = exp(
F (x)− F (y)
T
), (2.8)
kde F je optimalizacˇn´ı funkce urcˇuj´ıc´ı vy´konnost dane´ho rˇesˇen´ı a T aktua´ln´ı teplota.
Cely´ princip pak mu˚zˇeme ilustrovat algoritmem 1 [5].
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Algoritmus 1 Princip simulovane´ho zˇ´ıha´n´ı
Vstup: Instance proble´mu VRP
Vy´stup: Nejlepsˇ´ı nalezene´ rˇesˇen´ı xbest
Inicializuj rˇesˇen´ı x, teplotu T0 a iteraci iter = 0
while iter ≤ maximum iterac´ı do
vyber na´hodne´ sousedn´ı rˇesˇen´ı y
if F (y) ≤ F (x) then
x := y
else if p(x, y) ≤ random(0,1) then
x := y
end if
if F (x) < F (xbest) then
xbest := x
end if
aktualizuj teplotu Tk na Tk+1
iter = iter + 1
end while
2.3.4 Mravencˇ´ı kolonie
Optimalizace mravencˇ´ı koloni´ı (Ant Colony Optimization) je dalˇs´ı z u´speˇsˇny´ch me-
taheuristik inspirovany´ch prˇ´ırodou. Tato metoda je zalozˇena na pozorova´n´ı rea´lny´ch mra-
vencˇ´ıch koloni´ı hledaj´ıc´ıch potravu. Prˇi hleda´n´ı potravy mravenci znacˇ´ı cestu, po ktere´ jdou,
vylucˇova´n´ım aromaticke´ la´tky zvane´ feromon. Mnozˇstv´ı polozˇene´ho feromonu za´vis´ı na de´lce
dane´ trasy a kvaliteˇ zdroje potravy. Tyto feromony pote´ poskytuj´ı informaci ostatn´ım mra-
venc˚um, jelikozˇ ti maj´ı tendenci sledovat trasy s nejveˇtsˇ´ı koncentrac´ı feromon˚u. Cˇasem se
trasy, ktere´ jsou kratsˇ´ı a vedou k lepsˇ´ımu vy´sledku (zdroji potravy), sta´vaj´ı cˇ´ım da´l v´ıce
frekventovane´, a t´ım pa´dem se na te´to trase zacˇnou rychleji akumulovat feromony, cozˇ
prˇitahuje v´ıce mravenc˚u. Fakt, zˇe mravenci jsou cˇasem schopni nale´zt kvalitneˇjˇs´ı trasy ke
sve´ potraveˇ, mu˚zˇeme vyuzˇ´ıt pra´veˇ k optimalizaci [5]. Princip te´to metody je ilustrova´n na
obra´zku 2.2, kde vid´ıme postupne´ zesilova´n´ı feromonove´ stopy na kratsˇ´ı trase a prˇitahova´n´ı
v´ıce a v´ıce mravenc˚u na tuto trasu.
1 2 3
HNÍZDO HNÍZDO HNÍZDO
POTRAVA POTRAVA POTRAVA
Obra´zek 2.2: Princip optimalizace mravencˇ´ı koloni´ı.
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V samotne´m rˇesˇen´ı pak umeˇl´ı mravenci zkoumaj´ı stavovy´ prostor, kde optimalizacˇn´ı
funkce zastupuje kvalitu zdroje potravy a adaptivn´ı pameˇt’ reprezentuje feromonove´ stopy
[38]. Umeˇly´ mravenec take´ typicky nen´ı naprosto slepy´ a doka´zˇe rˇ´ıct, ktery´ z na´sleduj´ıc´ıch
krok˚u je ten nejlepsˇ´ı, s ohledem na de´lky cest atd. Typicky je take´ provedena diskreti-
zace cˇasu, kdy vzˇdy v cˇase t jsou vysla´ni vsˇichni mravenci, ti naleznou rˇesˇen´ı, aktualizuj´ı
feromony a pote´ je tento cyklus opakova´n v cˇase t+ 1.
Algoritmus je prˇedevsˇ´ım vhodny´ pro grafove´ u´lohy (TSP, VRP) [5], ktere´ nejv´ıce napo-
dobuj´ı realitu. Princip metody mu˚zˇeme naznacˇit na proble´mu TSP, pro ktery´ byla metoda
p˚uvodneˇ navrzˇena. Zde je kazˇdy´ umeˇly´ mravenec jednoduchy´ agent s na´sleduj´ıc´ım chova´n´ım
[11]:
• Dalˇs´ı meˇsto, jenzˇ navsˇt´ıv´ı vol´ı s pravdeˇpodobnost´ı, ktera´ je funkc´ı vzda´lenosti mezi
teˇmito meˇsty a mnozˇstv´ım feromonu na jejich spojnici.
• Aby byly uskutecˇneˇny pouze validn´ı trasy, jsou jizˇ navsˇt´ıvena´ meˇsta zaka´za´na, tedy
vkla´da´na do tabu seznamu.
• Po dokoncˇen´ı trasy (navsˇt´ıven´ı vsˇech meˇst), polozˇ´ı mravenec odpov´ıdaj´ıc´ı mnozˇstv´ı
feromonu na kazˇdou hranu sve´ trasy.
Pravdeˇpodobnost, zˇe bude mravenec k pokracˇovat z meˇsta i do meˇsta j je pak da´na
rovnic´ı [11]:
pkij =

(τij)
α(ηij)
β∑
h∈allowedk (τih)
α(ηih)β
pokud j ∈ allowedk
0 v ostatn´ıch prˇ´ıpadech,
(2.9)
kde τij znacˇ´ı feromonovou stopu na hraneˇ (i, j) a ηij tzv. viditelnost, kterou vyja´drˇ´ıme
jako 1/cij , kde cij je vzda´lenost mezi meˇsty. Seznam allowed je v tomto prˇ´ıpadeˇ seznam jesˇteˇ
nenavsˇt´ıveny´ch meˇst, tedy opak tabu seznamu. Pomoc´ı parametr˚u α a β pak nastavujeme
va´hu d˚ulezˇitosti feromon˚u a vzda´lenost´ı prˇi vy´beˇru.
Aktualizace feromon˚u cele´ populace mravenc˚u o velikosti m je pak vyja´drˇena rovnic´ı
(2.10) [11].
τij(t+ 1) = ρ ∗ τij(t) +
m∑
k=1
∆τkij
kde ∆τkij =
{
1
Lk
pokud mravenec pouzˇil hranu (i, j) ve sve´ trase
0 v ostatn´ıch prˇ´ıpadech,
(2.10)
kde ρ je koeficient vyparˇova´n´ı feromon˚u, ktery´ je nutny´ pro vyhnut´ı se loka´ln´ım mi-
nimu˚m a Lk je de´lka trasy mravence k.
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Kapitola 3
Aplikace optimalizacˇn´ıch algoritmu˚
na VRP
V prˇedchoz´ı kapitole byla naznacˇena mozˇna´ rˇesˇen´ı kombinatoricky´ch optimalizacˇn´ıch
proble´mu˚ a nyn´ı bude navrzˇen zp˚usob, jak neˇktere´ tyto metody aplikovat na proble´m,
ktery´m se tato pra´ce zaby´va´, tedy proble´m VRP. Jelikozˇ je tento proble´m tzv. NP-hard,
bylo by exaktn´ı rˇesˇen´ı tohoto proble´mu cˇasoveˇ neprˇijatelne´, prˇedevsˇ´ım pokud se bav´ıme
o rea´lny´ch syste´mech, kde mu˚zˇe by´t pocˇet za´kazn´ık˚u velmi velky´. Obecneˇ na´m bude le´pe
vyhovovat suboptima´ln´ı rˇesˇen´ı z´ıskane´ v rozumne´m cˇase kombinac´ı heuristik a metaheuris-
tik.
V te´to pra´ci budou zkouma´ny a na´sledneˇ implementova´ny cˇtyrˇi metaheuristicke´ al-
goritmy. Jedna´ se o geneticke´ algoritmy (GA), tabu prohleda´va´n´ı (TABU), simulovane´
zˇ´ıha´n´ı (SA) a optimalizaci mravencˇ´ı koloni´ı (ANT). V te´to kapitole budou nejprve uvedeny
na´sleduj´ıc´ı obecne´ principy pouzˇitelne´ ve vsˇech teˇchto algoritmech:
• Obecna´ tvrzen´ı potrˇebna´ da´le v textu.
• Reprezentace, neboli ko´dova´n´ı rˇesˇen´ı.
• Tvorba pocˇa´tecˇn´ıho rˇesˇen´ı.
Da´le budou v kapitole postupneˇ rozebra´ny algoritmy GA, TABU, SA a ANT a u kazˇde´ho
bude diskutova´na aplikace na VRP. Prˇedevsˇ´ım u komplexn´ıho geneticke´ho algoritmu budou
take´ navrzˇena mozˇna´ vylepsˇen´ı a doplnˇuj´ıc´ı techniky. Prˇedstavene´ metody byly v te´to pra´ci
da´le implementova´ny a v za´veˇru bude zkouma´n jejich prˇ´ınos pomoc´ı rˇady experiment˚u.
3.1 Obecna´ tvrzen´ı o rˇesˇen´ı
Pro dalˇs´ı pouzˇit´ı v pra´ci budou definova´na na´sleduj´ıc´ı obecna´ tvrzen´ı platna´ pro proble´m
VRP. Na tato tvrzen´ı bude odkazova´no da´le prˇi vysveˇtlova´n´ı prˇedstaveny´ch metod.
Lemma 1. Meˇjme rˇesˇen´ı S1 s trasami R
1 a S2 s trasami R
2, prˇicˇemzˇ plat´ı S1 6= S2. Potom
Cost(S1) = Cost(S2), pra´veˇ pokud plat´ı:
∀R1i ∃R2j : R1i = R2j ∨R1i = rev(R2j ) i ∈ {1, ...,m1}, j ∈ {1, ...,m2}, (3.1)
kde operace rev(Ri) oznacˇuje obra´cen´ı porˇad´ı za´kazn´ık˚u v trase Ri.
Tato lemma rˇ´ıka´, zˇe cena dvou r˚uzny´ch rˇesˇen´ı je shodna´, pra´veˇ pokud obsahuj´ı stejne´
trasy v jine´m porˇad´ı, nebo jsou neˇktere´ trasy projete´ obra´ceneˇ.
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D˚ukaz. Jestlizˇe je cena hrany symetricka´ a tedy cij = cji, plat´ı Cost(Ri) = Cost(rev(Ri)),
kde Ri = {x, y, z} a rev(Ri) = {z, y, x}, jelikozˇ c0,x + cxy + cyz + cz0 = c0z + czy + cyx +
cx0. Stejneˇ tak neza´lezˇ´ı na porˇad´ı projety´ch tras, jelikozˇ celkova´ cena je definova´na jako
Cost(S) =
∑m
i=1Cost(Ri) a scˇ´ıta´n´ı je operac´ı komutativn´ı. Tato tvrzen´ı jsou take´ ilu-
strova´na na obra´zku 3.1, kde vid´ıme vizualizaci trasy odpov´ıdaj´ıc´ı uvedene´mu ko´dova´n´ı.
Je videˇt, zˇe trasy jsou i prˇes zmeˇny ko´dova´n´ı naprosto stejne´, a tak mus´ı by´t stejna´ i jejich
celkova´ cena.
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Obra´zek 3.1: Ilustrace platnosti Lemmatu 1. Vlevo cesty rˇesˇen´ı S1 a jejich vizualizace.
Vpravo jsou trasy v S2 jine´, ale vizualizace z˚usta´va´ stejna´.
Lemma 2. Meˇjme rˇesˇen´ı S. Necht’ S′ znacˇ´ı rˇesˇen´ı vznikle´ zmeˇnou porˇad´ı za´kazn´ık˚u v li-
bovolne´ trase Ri rˇesˇen´ı S. Potom m˚uzˇe doj´ıt ke trˇem situac´ım: Cost(S) 6= Cost(S′);
Cost(S) = Cost(S′), pokud je trasa Ri nahrazena za rev(Ri), cozˇ dokazuje Lemma 1;
a Cost(S) = Cost(S′), pokud jsou prohozene´ vrcholy stejneˇ vzda´leny od sousedn´ıch vrchol˚u
na trase (viz obra´zek 3.2).
1
2
4
3
1 2 3 4
1
2
4
3
1 3 2 4
Obra´zek 3.2: Ilustrace trˇet´ı mozˇnosti zmı´neˇne´ v Lemmatu 2. Prˇestozˇe byly na trase proho-
zeni dva za´kazn´ıci, de´lka trasy z˚usta´va´ stejna´.
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D˚ukaz. Zameˇrˇme se na doka´za´n´ı prvn´ı mozˇnosti, tedy Cost(S) 6= Cost(S′). Prˇedpokla´dejme,
zˇe kazˇdy´ za´kazn´ık i ∈ V ma´ jine´ sourˇadnice v prostoru. Pomineme-li vy´jimku uvedenou
v trˇet´ı mozˇnosti Lemmatu 2, mu˚zˇeme prohla´sit, zˇe plat´ı:
∀i ∈ V,∀j ∈ V \ {i}, ∀h ∈ V \ {i, j} : cij 6= cih, (3.2)
tedy zˇe vzda´lenost z vrcholu i do jine´ho vrcholu je vzˇdy jedinecˇna´. Potom pokud v trase
R1 = {a, b, c, d} vymeˇn´ıme pozice vrchol˚u b, c a dostaneme R2 = {a, c, b, d}, mu˚zˇeme
prohla´sit, zˇe Cost(R1) 6= Cost(R2), jelikozˇ cac 6= cab a ccd 6= cbd. Tato skutecˇnost je na´zorneˇ
ilustrova´na na obra´zku 3.3.
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Obra´zek 3.3: Ilustrace platnosti Lemmatu 2. Vlevo cesty rˇesˇen´ı S a jejich vizualizace. Vpravo
byly trasy pozmeˇneˇny prohozen´ım za´kazn´ık˚u, konkre´tneˇ teˇch oznacˇeny´ch cˇerveneˇ. V od-
pov´ıdaj´ıc´ı ilustraci je mozˇne´ sledovat zmeˇnu de´lky trasy.
Tato Lemma tedy rˇ´ıka´, zˇe pokud zmeˇn´ıme porˇad´ı za´kazn´ık˚u, zmeˇn´ı se take´ celkova´ cena
rˇesˇen´ı. Vy´jimkou jsou uvedene´ dveˇ situace, kdy cena mu˚zˇe z˚ustat stejna´.
3.2 Reprezentace rˇesˇen´ı
Typicky naprˇ´ıklad u GA v za´kladn´ım poda´n´ı ma´me rˇesˇen´ı reprezentova´no (zako´dova´no)
jako bina´rn´ı rˇeteˇzec, nad ktery´m jsou na´sledneˇ prova´deˇny krˇ´ızˇ´ıc´ı a mutacˇn´ı opera´tory. Toto
mu˚zˇe by´t vhodne´ u numericke´ optimalizace, ale obvykle nen´ı mozˇne´ tento prˇ´ıstup apliko-
vat na kombinatoricke´ proble´my. U proble´mu TSP se obvykle setka´va´me s permutacˇn´ım
ko´dova´n´ım, kde postupna´ cˇ´ısla meˇst urcˇuj´ı porˇad´ı jejich pr˚uchodu. Nad t´ımto ko´dova´n´ı
pak mus´ıme pouzˇ´ıt specializovane´ opera´tory, ktere´ vzˇdy zachovaj´ı permutaci a nevyra´b´ı
neplatne´ rˇesˇen´ı.
U proble´mu VRP nav´ıc mus´ıme zako´dovat take´ informaci o neˇkolika cesta´ch, tedy
o tom kdy se vozidlo vrac´ı do skladu. Jednou z navrhovany´ch mozˇnost´ı je pouzˇ´ıt kla-
sicke´ permutacˇn´ı zako´dova´n´ı, kde jednodusˇe zap´ıˇseme postupneˇ navsˇt´ıvene´ za´kazn´ıky. Prˇi
deko´dova´n´ı pak postupneˇ prˇiˇrazujeme za´kazn´ıky do cesty, a to azˇ do chv´ıle, kdy nen´ı
vycˇerpa´na kapacita vozidla nebo prˇekrocˇena maxima´ln´ı de´lka trasy. Po vycˇerpa´n´ı kapa-
city jednodusˇe zacˇneme novou trasu. T´ımto zp˚usobem vzˇdy efektivneˇ zapln´ıme kapacitu
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vozidla a zajist´ıme platnost rˇesˇen´ı. Vy´hodou tohoto prˇ´ıstupu mu˚zˇe by´t pouzˇit´ı klasicky´ch
permutacˇn´ıch opera´tor˚u. Bylo vsˇak proka´za´no, zˇe v neˇktery´ch prˇ´ıpadech nen´ı mozˇne´ t´ımto
zp˚usobem nale´zt optima´ln´ı rˇesˇen´ı proble´mu [41].
Naprˇ´ıklad si prˇedstavme situaci, kde je velmi bl´ızko skladu za´kazn´ık, ktery´ pozˇaduje
za´silku zab´ıraj´ıc´ı polovinu kapacity vozidla. V klasicke´m permutacˇn´ım ko´dova´n´ı by vzˇdy
bylo nalezeno rˇesˇen´ı, kdy je navsˇt´ıven tento za´kazn´ık a potom jesˇteˇ neˇkterˇ´ı dalˇs´ı, kterˇ´ı
dopln´ı kapacitu vozidla. Je ale mozˇne´, zˇe je vy´hodneˇjˇs´ı nejprve polopra´zdny´m vozidlem
obslouzˇit tohoto za´kazn´ıka a pak se vydat pra´zdny´m vozidlem obslouzˇit ty vzda´leneˇjˇs´ı.
Ilustraci te´to situace mu˚zˇeme pozorovat na obra´zku 3.4, kde je u jednotlivy´ch za´kazn´ık˚u
uveden jejich pozˇadavek a celkova´ kapacita vozidla je Q = 40. Je jasneˇ videˇt, zˇe se vyplat´ı
zajet k prostrˇedn´ımu za´kazn´ıkovi s pozˇadavkem 25 zvla´sˇt’, cozˇ je uvedeno v druhe´ mozˇnosti.
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Obra´zek 3.4: Modelovy´ prˇ´ıklad ilustruj´ıc´ı r˚uzne´ ko´dova´n´ı. Vlevo permutacˇn´ı a vpravo
ko´dova´n´ı se sklady.
Tohoto mu˚zˇeme dosa´hnout jiny´m zp˚usobem ko´dova´n´ı, ve ktere´m se explicitneˇ vysky-
tuj´ı za´znamy o navsˇt´ıven´ı skladu, tedy na rozd´ıl od permutacˇn´ıho zp˚usobu prˇesneˇ popisuj´ı
jednotlive´ trasy rˇesˇen´ı. Zde vzˇdy na zacˇa´tek jednotlive´ cesty vlozˇ´ıme specia´ln´ı uzel (naprˇ.
0), ktery´ indikuje navra´cen´ı do skladu a pote´ vkla´da´me postupneˇ za´kazn´ıky te´to trasy.
Tento zp˚usob tak umozˇnˇuje uskutecˇnit i cesty, ktere´ sice nenapln´ı kapacitu vozidla, ale je
celkoveˇ vy´hodne´ je prove´st zvla´sˇt’. Nevy´hodou tohoto ko´dova´n´ı je nutnost pouzˇit´ı speci-
alizovany´ch opera´tor˚u, jelikozˇ ty permutacˇn´ı by posunem specia´ln´ıch uzl˚u sklad˚u mohly
vytva´rˇet neplatna´ rˇesˇen´ı.
3.3 Tvorba pocˇa´tecˇn´ıho rˇesˇen´ı
At’ uzˇ se budeme bavit o ktere´koli metaheuristice, vzˇdy je jej´ım prvn´ım krokem tvorba
pocˇa´tecˇn´ıho rˇesˇen´ı, od ktere´ho se da´le pokracˇuje. Acˇkoliv se obvykle v p˚uvodn´ım na´vrhu
algoritmu˚ uva´d´ı vygenerova´n´ı pocˇa´tecˇn´ıho rˇesˇen´ı na´hodneˇ [17], cˇasto se ukazuje, zˇe z´ıska´n´ı
dobre´ho rˇesˇen´ı hned ze startu, mu˚zˇe zkvalitnit a hlavneˇ urychlit konvergenci cele´ho algo-
ritmu [29]. Nav´ıc toto rˇesˇen´ı generujeme pouze jednou (prˇ´ıpadneˇ celou populaci u GA),
tedy na´s nemus´ı prˇ´ıliˇs tra´pit prˇ´ıpadna´ cˇasova´ za´teˇzˇ. Kombinace s na´hodnost´ı je vsˇak take´
potrˇeba, a to prˇedevsˇ´ım u GA, kde je diverzita populace za´sadn´ı. Nen´ı tedy zˇa´douc´ı ge-
nerovat sice kvalitn´ı, ale podobna´ rˇesˇen´ı. V tomto je proble´m naprˇ´ıklad prˇi generova´n´ı
pocˇa´tecˇn´ıho rˇesˇen´ı neˇjakou heuristikou, ktera´ produkuje vzˇdy stejny´ vy´sledek.
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Nejprve si uved’me, jak by bylo mozˇne´ vytvorˇit velmi trivia´ln´ı, na´hodne´ rˇesˇen´ı proble´mu
VRP. Jedn´ım z mozˇny´ch prˇ´ıstup˚u by bylo zacˇ´ıt rˇesˇen´ı z uzlu skladu v0 a vzˇdy na´hodneˇ
vybrat zat´ım nenavsˇt´ıvene´ho za´kazn´ıka vi. Pokud pozˇadavek d(vi) v soucˇtu s pozˇadavky
na te´to trase neprˇekracˇuje kapacitu vozidla, prˇida´me jej do aktua´ln´ı cesty. Pokud by t´ımto
za´kazn´ıkem dosˇlo k prˇekrocˇen´ı kapacity, je aktua´ln´ı cesta uzavrˇena a za´kazn´ık je umı´steˇn do
nove´ trasy. Pokud je limitova´na de´lka trasy, mus´ıme podobneˇ kontrolovat i tuto podmı´nku.
Je zrˇejme´, zˇe tento prˇ´ıstup nebude v˚ubec optimalizovany´ a bude produkovat velmi nekva-
litn´ı, nicme´neˇ platne´ rˇesˇen´ı.
V te´to pra´ci jsem navrhl jiny´, le´pe informovany´ zp˚usob, ktery´ je inspirova´n opera´torem
krˇ´ızˇen´ı Best Cost Route Crossover [26] prezentovany´m da´le v sekci 3.4.2. Na za´kladeˇ tohoto
opera´toru je navrzˇen algoritmus Best Cost Route Insertion (BCRI), ktery´ da´va´ za´klad
dalˇs´ım prezentovany´m metoda´m. Funkcˇnost tohoto algoritmu je popsa´na pseudoko´dem 2.
Algoritmus 2 Metoda Best Cost Route Insertion (BCRI)
Vstup: Nekompletn´ı rˇesˇen´ı S a seznam za´kazn´ık˚u unvisited, ktere´ chceme do S zarˇadit
Vy´stup: Kompletn´ı rˇesˇen´ı S′
Serˇad’ na´hodneˇ za´kazn´ıky v unvisited
for all c in unvisited do
for all Ri in S do
// kontrola kapacity trasy
if D(Ri) + d(c) <= Q then
// zkousˇen´ı kazˇde´ pozice v trase
for p := 1 to k(i) do
Vypocˇ´ıtej prˇ´ır˚ustek ∆p de´lky trasy prˇi vlozˇen´ı c na pozici p v trase Ri
// kontrola maxima´ln´ı de´lky trasy
if Cost(Ri) + ∆p > Costmax then
Neber pozici p v potaz
end if
end for
end if
end for
Vypocˇ´ıtej prˇ´ır˚ustek ∆0 kdy bude za´kazn´ık c umı´steˇn sa´m do nove´ trasy
if ∆0 < nejmensˇ´ı ∆p then
Prˇidej do S novou trasu obsahuj´ıc´ı pouze za´kazn´ıka c
else
Vlozˇ za´kazn´ıka c na pozici p v trase Ri, kde byl prˇ´ır˚ustek ∆p nejmensˇ´ı
end if
end for
V algoritmu tak pro kazˇde´ho za´kazn´ıka vyzkousˇ´ıme vsˇechny platne´ pozice a vlozˇ´ıme
jej na tu nejlepsˇ´ı. Aby nebyli za´kazn´ıci zarˇazova´ni vzˇdy ve stejne´m porˇad´ı, je na zacˇa´tku
seznam na´hodneˇ promı´cha´n, cozˇ vna´sˇ´ı do algoritmu potrˇebnou mı´ru nahodilosti. U kazˇde´ho
za´kazn´ıka je take´ vyzkousˇena mozˇnost vytvorˇen´ı nove´ trasy obsahuj´ıc´ı pouze jeho, cˇ´ımzˇ jsme
schopni vytva´rˇet i nove´ trasy za beˇhu.
Pro vytva´rˇen´ı novy´ch rˇesˇen´ı da´me na vstup algoritmu pra´zdne´ rˇesˇen´ı S a seznam vsˇech
za´kazn´ık˚u. Algoritmus bude postupneˇ vytva´rˇet jednotlive´ trasy azˇ zarˇad´ı vsˇechny za´kazn´ıky.
Vy´sledne´ rˇesˇen´ı je vzˇdy platne´, je prˇimeˇrˇeneˇ kvalitn´ı a pouzˇit´ım na´hodne´ho promı´cha´n´ı je
s velkou pravdeˇpodobnost´ı pokazˇde´ odliˇsne´. Toto jsou prˇesneˇ vlastnosti, ktere´ vyzˇadujeme.
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3.4 Geneticky´ algoritmus
V te´to sekci budou prezentova´ny neˇktere´ vy´znamne´ varianty a detaily z pouzˇit´ı ge-
neticke´ho algoritmu na proble´m VRP. V za´veˇru budou take´ prˇedstaveny neˇktere´ mozˇne´
zp˚usoby zabra´neˇn´ı stagnace algoritmu v loka´ln´ım minimu. Podkapitola je rozdeˇlena na
na´sleduj´ıc´ı sekce:
• strategie vy´beˇru rodicˇ˚u pro krˇ´ızˇen´ı,
• krˇ´ızˇen´ı teˇchto rodicˇ˚u a tvorba potomk˚u,
• mutace jedinc˚u,
• vylepsˇen´ı zaveden´ım mutace cˇa´sti populace prˇed krˇ´ızˇen´ım,
• zamezen´ı klon˚u v populaci,
• mysˇlenka restartu stagnuj´ıc´ı populace,
• celkovy´ fina´ln´ı algoritmus.
Na zacˇa´tek je d˚ulezˇite´ uve´st neˇkolik notac´ı. Populac´ı GA je Π o velikosti σ jedinc˚u.
Da´le jako hodnot´ıc´ı (fitness) funkci cha´peme jizˇ definovanou funkci F (S), tedy celkovou
cenu rˇesˇen´ı S. Zde plat´ı, zˇe cˇ´ım mensˇ´ı hodnota funkce, t´ım kvalitneˇjˇs´ı je rˇesˇen´ı.
3.4.1 Vy´beˇr rodicˇ˚u
Jak jizˇ bylo naznacˇeno, vy´beˇr rodicˇ˚u, nazy´vany´ take´ selekce, mus´ı imitovat prˇirozeny´
vy´beˇr, kde ma´ silneˇjˇs´ı jedinec veˇtsˇ´ı sˇanci u´speˇchu. Kombinac´ı silneˇjˇs´ıch jedinc˚u bychom meˇli
dostat kvalitneˇjˇs´ı potomstvo, tedy novou populaci. Za´rovenˇ vsˇak mus´ı by´t selekcˇn´ı mecha-
nismus zvolen tak, aby byla v populaci zachova´na dostatecˇna´ rozmanitost. Pokud budeme
vyb´ırat vzˇdy jen ty nejlepsˇ´ı jedince, za neˇkolik generac´ı budou v populaci velmi podobn´ı
potomci, cozˇ mu˚zˇe ve´st k prˇedcˇasne´ konvergenci, tedy uva´znut´ı v loka´ln´ım minimu. Sˇanci
vy´beˇru tedy mus´ı dostat i slab´ı jedinci. Naopak ale nesmı´ by´t selekcˇn´ı mechanismus prˇ´ıliˇs
volny´, jelikozˇ by proces postupoval velmi pomalu a bez vy´razne´ho zlepsˇen´ı mezi generacemi
[17]. Prˇedstav´ıme si trˇi nejvy´znamneˇjˇs´ı selekcˇn´ı mechanismy a provedeme srovna´n´ı jejich
vhodnosti.
Ruletovy´ vy´beˇr
Ruletovy´ vy´beˇr, nebo take´ vy´beˇr s prˇ´ımou u´meˇrou k ohodnocen´ı individua, je podle [17]
nejcˇasteˇji vyuzˇ´ıvany´m selekcˇn´ım mechanismem. Funguje na principu vytvorˇen´ı ruletove´ho
kola, kde je kazˇde´mu jedinci prˇiˇrazena vy´secˇ o velikosti prˇ´ımo u´meˇrne´ kvaliteˇ rˇesˇen´ı. Veˇtsˇ´ı
pravdeˇpodobnost vy´beˇru tak maj´ı silneˇjˇs´ı jedinci, ale urcˇitou sˇanci maj´ı i ti slabsˇ´ı. Forma´lneˇ
je pravdeˇpodobnost vy´beˇru jedince Si v populaci o velikosti σ da´na vztahem [17]:
pi =
F (Si)∑σ
j=1 F (Sj)
(3.3)
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Potom stacˇ´ı prˇi kazˇde´m vy´beˇru rodicˇe vygenerovat na´hodne´ cˇ´ıslo r ∈ 〈0, 1〉 a vybrat
i-te´ho jedince pra´veˇ kdyzˇ plat´ı vztah [17]:
i−1∑
j=1
pj < r ≤
i∑
j=1
pj (3.4)
Jelikozˇ by nebylo efektivn´ı sta´le pocˇ´ıtat sumy pravdeˇpodobnost´ı, typicky zava´d´ıme ku-
mulativn´ı ohodnocen´ı, ktere´ je pro kazˇde´ho jedince definova´no jako soucˇet prˇedchoz´ıch
pravdeˇpodobnost´ı vcˇetneˇ sve´ vlastn´ı. Pote´ stacˇ´ı na´hodne´ cˇ´ıslo postupneˇ porovna´vat s t´ımto
kumulativn´ım ohodnocen´ım.
Vy´beˇr podle porˇad´ı
Pokud se v populaci vyskytuj´ı jedinci s ohodnocen´ım mnohem vysˇsˇ´ım, nezˇ je pr˚umeˇr
populace, jsou v prˇedesˇle´m ruletove´m vy´beˇru neu´meˇrneˇ zvy´hodneˇni. Jakmile se takov´ı je-
dinci rozsˇ´ıˇr´ı, tota´lneˇ zacˇnou dominovat cele´mu vy´beˇru a jedinci s malou kvalitou budou
vytlacˇeni, cozˇ mu˚zˇe opeˇt ve´st k uv´ıznut´ı v loka´ln´ım minimu. Aby byl vliv nadpr˚umeˇrny´ch
individu´ı potlacˇen, byl Bakerem [3] navrzˇen prˇ´ıstup, kdy velikost vy´seku neprˇideˇlujeme
podle kvality jedince, ale podle jeho porˇad´ı (tzv. rank selection). Zde se individua v po-
pulaci serˇad´ı vzestupneˇ podle jejich ohodnocen´ı a toto porˇad´ı je vyuzˇito prˇi samotne´m
vy´beˇru. Zat´ımco mezi ohodnocen´ım jednotlivy´ch jedinc˚u mohou by´t velke´ rozd´ıly, t´ımto
usporˇa´da´n´ım doc´ıl´ıme rovnomeˇrne´mu rozdeˇlen´ı, kde pravdeˇpodobnost vy´beˇru i-te´ho (podle
porˇad´ı) jedince je da´na vztahem [17]:
pi =
i∑σ
j=1 j
=
2i
σ(σ + 1)
(3.5)
Tento mechanismus nejenzˇe potlacˇuje vliv nadpr˚umeˇrny´ch individu´ı, ale soucˇasneˇ au-
tomaticky napoma´ha´ udrzˇovat selekcˇn´ı tlak v pozdeˇjˇs´ı fa´zi vy´pocˇtu, kde jsou rozd´ıly mezi
ohodnocen´ımi jedinc˚u velmi male´. Nevy´hodou naopak mu˚zˇe by´t situace, kdy v populaci
nejsou zˇa´dn´ı vy´razn´ı jedinci a rozptyl je nepatrny´. To vede k velke´mu rozd´ılu v prioriteˇ
vy´beˇru, i kdyzˇ je rozd´ıl mezi nejlepsˇ´ım a nejhorsˇ´ım jedincem velmi maly´ [17].
Turnajovy´ vy´beˇr
Posledn´ı metoda vy´beˇru je nejv´ıce inspirova´na procesy v zˇive´ prˇ´ırodeˇ, kde se jedinci
cˇasto mus´ı fyzicky utkat o u´cˇast v reprodukcˇn´ım procesu. Tato metoda se nazy´va´ turna-
jovy´m vy´beˇrem (tournament selection). Zde se z populace na´hodneˇ vybere k ≥ 2 jedinc˚u,
kterˇ´ı se utkaj´ı v turnaji, kde zv´ıteˇz´ı vzˇdy ten s nejvysˇsˇ´ım ohodnocen´ım. Ve veˇtsˇineˇ aplikac´ı
je obvykle pouzˇito k = 2 (bina´rn´ı turnaj ) [17]. Goldberg a Deb [13] analyzovali tento zp˚usob
vy´beˇru a navrhli jeho vylepsˇenou verzi, ktera´ s malou pravdeˇpodobnost´ı (naprˇ. 5%) da´va´
sˇanci slabsˇ´ımu jedinci porazit silneˇjˇs´ıho protivn´ıka.
Vy´beˇr nejvhodneˇjˇs´ıho selekcˇn´ıho mechanismu se mu˚zˇe liˇsit v za´vislosti na proble´mu,
ktery´ pra´veˇ rˇesˇ´ıme a take´ dalˇs´ıch specifika´ch pouzˇite´ho algoritmu. Vzˇdy je tak vhodne´
prove´st rˇadu experiment˚u s aktua´ln´ım algoritmem pro zjiˇsteˇn´ı optima´ln´ı metody. Toto
bude diskutova´no v experimenta´ln´ı cˇa´sti pra´ce.
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3.4.2 Krˇ´ızˇen´ı
Opera´tory krˇ´ızˇen´ı obecneˇ berou na vstup dveˇ rodicˇovske´ rˇesˇen´ı a jejich kombinac´ı vy-
tvorˇ´ı dva potomky (v neˇktery´ch prˇ´ıpadech jednoho), kterˇ´ı deˇd´ı vlastnosti teˇchto rodicˇ˚u. Jak
jizˇ bylo naznacˇeno v 3.2, pro permutacˇn´ı ko´dova´n´ı existuj´ı permutacˇn´ı opera´tory (naprˇ.
OX, PMX ). Ty vsˇak nejsou vhodne´ pro navrzˇene´ ko´dova´n´ı se sklady, jelikozˇ by cˇasto
docha´zelo k vytva´rˇen´ı neplatny´ch rˇesˇen´ı. Permutacˇn´ı opera´tory totizˇ jen prˇeskla´daj´ı per-
mutacˇn´ı rˇeteˇzec, nicme´neˇ pokud v neˇm jsou zavedeny i sklady, snadno dojde k vytvorˇen´ı
cest s prˇekrocˇen´ım kapacity vozidla, prˇ´ıpadneˇ cest pra´zdny´ch. Proto mus´ıme pro u´lohu VRP
s t´ımto ko´dova´n´ım pouzˇ´ıt jine´, specializovane´ krˇ´ızˇen´ı.
V cˇla´nku Multi-objective genetic algorithms for vehicle routing problem with time win-
dows [26] byl navrzˇen krˇ´ızˇ´ıc´ı opera´tor p˚uvodneˇ urcˇeny´ pro VRPTW, ovsˇem v cˇla´nku A meta-
genetic algorithm for solving the Capacitated Vehicle Routing Problem [41] byl tento algo-
ritmus u´speˇsˇneˇ aplikova´n take´ na proble´m VRP. Tento opera´tor nazvany´ Best Cost Route
Crossover (BCRC), funguje na principu vkla´da´n´ı na mı´sto s nejlepsˇ´ı cenou. Pra´veˇ touto
metodou byl inspirova´n jizˇ prˇedstaveny´ algoritmus BCRI. Obra´zek 3.5 ilustruje, jak toto
krˇ´ızˇen´ı pracuje.
3 1 7 5 6 4 2 8 9 1 9 8 2 4 6 5 7 3Rodič 1 Rodič 2
5 6 7 3Smazat Smazat
1 5 6 4 2 8 9Potomek 1 1 9 8 2 4 7 3 Potomek 2
7 3 5 6Vložit Vložit
3 5
1 5 6 4 2 8 9Potomek 1 1 9 8 2 4 7 3 Potomek 2
Platné vložení
Neplatné vložení
1 5 6 4 2 3 8Potomek 1 1 9 8 2 4 7 5 Potomek 29 3
7 6
Potomek 1 Potomek 21 5 6 4 2 3 8 9 1 9 8 2 4 7 5 3
Potomek 21 7 6 4 2 3 8 9 1 9 8 2 4 7 5 35Potomek 1 6
Obra´zek 3.5: Princip opera´toru Best Cost Route Crossover.
Vstupem jsou dveˇ rodicˇovska´ rˇesˇen´ı a na vy´stup jsou generova´n´ı dva potomci. Nejprve je
z kazˇde´ho rodicˇe na´hodneˇ vybra´na jedna trasa a za´kazn´ıci te´to cesty jsou na´sledneˇ u druhe´ho
rodicˇe smaza´ny. V dalˇs´ım kroku se snazˇ´ıme tyto za´kazn´ıky znovu zarˇadit do prˇ´ıslusˇne´ho
rˇesˇen´ı, a to tak, zˇe pro kazˇde´ho z nich vyzkousˇ´ıme vsˇechny mozˇne´ pozice a vybereme tu,
ktera´ ma´ nejmensˇ´ı cenu, tedy nejmensˇ´ı prˇ´ır˚ustek k celkove´ de´lce trasy. V podstateˇ tak na
rˇesˇen´ı aplikujeme algoritmus BCRI, kde na vstup da´me vyjmute´ za´kazn´ıky.
V cˇla´nku [26] je popsa´no, zˇe pokud nen´ı jizˇ zˇa´dna´ cesta z hlediska kapacity prˇijatelna´, je
zby´vaj´ıc´ım za´kazn´ıkem vytvorˇena cesta nova´. Jizˇ v ra´mci algoritmu BCRI bylo navrhnuto
vylepsˇen´ı, a to u kazˇde´ho za´kazn´ıka zkusit mozˇnost vytvorˇen´ı nove´ cesty. Pokud by toto
vlozˇen´ı bylo cenoveˇ nejvy´hodneˇjˇs´ı (i se vzda´lenost´ı zpeˇt do skladu), danou cestu vytvorˇ´ıme.
T´ımto mu˚zˇeme vytvorˇit rˇesˇen´ı, ktere´ bude podobne´ prˇ´ıkladu zna´zorneˇne´m na obra´zku 3.4.
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3.4.3 Mutace
U´kolem mutace je jednou za cˇas ucˇinit v jedinci malou, na´hodnou zmeˇnu. V klasicke´m
pojet´ı geneticky´ch algoritmu˚, kde pouzˇ´ıva´me bina´rn´ı ko´dova´n´ı, se typicky jedna´ o inver-
tova´n´ı na´hodne´ho bitu. Jelikozˇ je zako´dovane´ rˇesˇen´ı VRP komplexneˇjˇs´ı, mus´ı by´t pouzˇit
sofistikovaneˇjˇs´ı opera´tor. Nab´ız´ı se na´hodna´ vy´meˇna za´kazn´ık˚u, a to jak uvnitrˇ jedne´ trasy,
tak mezi trasami tak, aby byla cesta proveditelna´. Tyto na´hodne´ vy´meˇny vsˇak jen velmi
teˇzˇko rˇesˇen´ı vylepsˇ´ı a je tak potrˇeba pouzˇ´ıt inteligentneˇjˇs´ı, informovane´ metody.
Jednou z cˇasto vyuzˇ´ıvany´ch mutacˇn´ıch technik je jizˇ prˇedstaveny´ vylepsˇuj´ıc´ı algoritmus
2-opt. Konkre´tneˇ pro VRP tento algoritmus neaplikujeme na cele´ rˇesˇen´ı, cozˇ by na´m mohlo
narusˇit podmı´nku kapacity, ale aplikujeme jej na kazˇdou trasu zvla´sˇt’. Pomoc´ı tohoto al-
goritmu je mozˇne´ z rˇesˇen´ı odstranit krˇ´ızˇen´ı a tak vylepsˇit kvalitu jedince, s t´ım, zˇe si je
sta´le velice podobny´. Metoda 2-opt je vsˇak velmi vy´pocˇetneˇ na´rocˇna´, a to hlavneˇ pro veˇtsˇ´ı
instance. Proto je vhodneˇjˇs´ı ji pouzˇ´ıt pra´veˇ jako mutacˇn´ı opera´tor, nezˇ ji aplikovat na kazˇde´
generovane´ rˇesˇen´ı.
Neˇkdy je ale naopak zˇa´douc´ı, aby byla zmeˇna v´ıce drasticka´ a novy´ (zmutovany´) jedinec
doznal veˇtsˇ´ı zmeˇny. Toto prˇedevsˇ´ım pozˇadujeme pro prˇedcha´zen´ı prˇedcˇasne´ konvergence
v loka´ln´ım minimu. Pokud totizˇ budou v populaci jedinci jizˇ velmi podobn´ı, opakovana´
mutace pomoc´ı opera´toru 2-opt jejich rˇesˇen´ı jizˇ prˇ´ıliˇs nezmeˇn´ı a je nutne´ pouzˇ´ıt jesˇteˇ jiny´
prˇ´ıstup.
V te´to pra´ci navrhuji vyuzˇ´ıt jizˇ specifikovanou metodu BCRI (viz 3.3) a modifikovat
ji pro potrˇeby mutace. Tento algoritmus bude nazva´n Best Cost Route Mutation (BCRM)
a funguje na´sledovneˇ:
1. Na´hodneˇ z rˇesˇen´ı S vyjmi n za´kazn´ık˚u a tyto vlozˇ do seznamu unvisited.
2. Spust’ algoritmus BCRI s S a t´ımto seznamem unvisited.
V te´to metodeˇ na´hodneˇ vyjmeme neˇkolik za´kazn´ık˚u a vlozˇ´ıme je nejlepsˇ´ım mozˇny´m
zp˚usobem zpeˇt. Je zrˇejme´, zˇe cˇ´ım bude veˇtsˇ´ı hodnota n, t´ım veˇtsˇ´ı bude zmeˇna rˇesˇen´ı.
Typicky pak hodnotu n vol´ıme na´hodneˇ z prˇedem specifikovane´ho rozsahu.
3.4.4 Mutace cˇa´sti populace prˇed krˇ´ızˇen´ım
Mutace se zpravidla v geneticke´m algoritmu aplikuje pouze na noveˇ z´ıskane´ potomky,
ostatneˇ tak je tomu i v prˇ´ırodeˇ. V neˇktery´ch algoritmech je naopak mozˇne´ nale´zt mutaci
jedinc˚u v populaci mimo krˇ´ızˇen´ı [23]. Mutace sta´vaj´ıc´ıch jedinc˚u ma´ snahu jesˇteˇ v´ıce pos´ılit
diverzitu a vliv mutace na vy´voj populace a mu˚zˇe tak by´t prˇ´ınosne´ tyto dva prˇ´ıstupy zkom-
binovat. Obvykle je ve zmı´neˇne´ mutaci pouzˇit elitismus, tedy jistota zachova´n´ı nejlepsˇ´ıch
rˇesˇen´ı v populaci. V te´to pra´ci tak budou prˇed krˇ´ızˇen´ım mutova´ni pouze jedinci ze spodn´ıch
4/5 serˇazene´ populace, cozˇ zabra´n´ı ztra´teˇ nejlepsˇ´ıch rˇesˇen´ı. V experimenta´ln´ı cˇa´sti pak bude
diskutova´n mozˇny´ prˇ´ınos zaveden´ı te´to techniky a vliv pocˇtu takto mutovany´ch jedinc˚u.
3.4.5 Zamezen´ı vy´skytu klon˚u
V populaci geneticke´ho algoritmu se cˇasto vyhy´ba´me vznik˚u klon˚u (identicky´ch rˇesˇen´ı),
cozˇ zarucˇuje nutnou diverzitu v populaci a snizˇuje riziko uva´znut´ı v loka´ln´ım minimu [28].
Jednou z mozˇnost´ı zamezen´ı je pokazˇde´ kontrolovat, zda noveˇ z´ıskany´ jedinec jizˇ v populaci
existuje a pokud ne, mu˚zˇeme jej prˇidat. Toto vsˇak typicky vyzˇaduje detailn´ı porovna´n´ı
s kazˇdy´m jedincem v populaci, cozˇ mu˚zˇe by´t zvla´sˇteˇ u velke´ populace vy´pocˇetneˇ na´rocˇne´.
28
Prins tak ve cˇla´nku A simple and effective evolutionary algorithm for the vehicle routing
problem [28] navrhuje u VRP pouzˇ´ıt v´ıce striktn´ı podmı´nku, kde ohodnocen´ı jaky´chkoliv
dvou rˇesˇen´ı v populaci Π mus´ı by´t od sebe vzda´leno alesponˇ ∆ > 0, tak jako je uvedeno
v rovnici (3.6). Populace splnˇuj´ıc´ı tuto podmı´nku je pak nazva´na well spaced, tedy dobrˇe
rozestoupena´.
∀S1, S2 ∈ Π : S1 6= S2 ⇒ |F (S1)− F (S2)| ≥ ∆ (3.6)
Vy´hodou tohoto prˇ´ıstupu je skutecˇnost, zˇe rozestoupenost mu˚zˇeme podle Prinse [28]
kontrolovat s konstantn´ı slozˇitost´ı O(1) na´sledovneˇ. Dveˇ rˇesˇen´ı S1 a S2 jsou rozestoupene´,
pokud jejich celocˇ´ıselne´ sˇka´lovane´ ceny bF (S1)/∆c a bF (S2)/∆c jsou rozd´ılne´. Mu˚zˇeme
definovat bina´rn´ı vektor U , kde U(ϕ) = 1, pokud v populaci Π existuje rˇesˇen´ı se sˇka´lovanou
cenou ϕ. Nove´ rˇesˇen´ı K pak mu˚zˇe by´t prˇida´no do Π, pouze pokud U(bF (K)/∆c) = 0, cozˇ
zjist´ıme v konstantn´ım cˇase. Pote´ co je prˇida´no, mus´ı by´t U(bF (K)/∆c) nastaveno na 1.
Tento zp˚usob tak prˇina´sˇ´ı vy´konnou mozˇnost detekovat klony, ale je nutno rˇ´ıci, zˇe mus´ıme
velmi vhodneˇ zvolit velikost mezery ∆, tak aby nedocha´zelo k prˇ´ıliˇsne´mu zahazova´n´ı trˇeba
i kvalitn´ıch rˇesˇen´ı. Obecneˇ vsˇak u proble´mu VRP prˇi zmeˇneˇ ko´dova´n´ı docha´z´ı k pomeˇrneˇ
velke´ zmeˇneˇ hodnot´ıc´ı funkce v rˇa´du desetin cˇi jednotek a meˇlo by tak s malou hodnotou
∆ mozˇne´ tuto techniku pouzˇ´ıt. Naopak by bylo velmi problematicke´ pouzˇit´ı u proble´mu˚,
kde se funkce meˇn´ı jen velmi ma´lo a bylo by zahazova´no velke´ mnozˇstv´ı jedinc˚u.
Kontrolu klon˚u definujme funkc´ı spaced(A), ktera´ vrac´ı 1 (true) pokud v populaci A
plat´ı podmı´nka (3.6) a 0 (false), pokud je podmı´nka porusˇena. V prˇ´ıpadeˇ pouzˇit´ı prˇ´ıme´
detekce klon˚u by pak vracela funkce 1, pokud populace neobsahuje klony, a 0 pokud ano.
3.4.6 Restart stagnuj´ıc´ı populace
Restart je dalˇs´ı technikou, kterou se snazˇ´ıme vyhnout uva´znut´ı v loka´ln´ım minimu
zvy´sˇen´ım diverzity jedinc˚u v populaci. V urcˇity´ch cˇasovy´ch intervalech nahrazujeme po-
pulaci noveˇ vygenerovany´mi jedinci, cˇ´ımzˇ vna´sˇ´ıme novy´ geneticky´ materia´l pro vyva´znut´ı
z loka´ln´ıho optima. Abychom neprˇiˇsli o nejlepsˇ´ı nalezena´ rˇesˇen´ı, typicky nahrazujeme jen
horsˇ´ı cˇa´st populace a prova´d´ıme tak tzv. partial restart [37]. Tato technika je jednodusˇe
implementovatelna´ do existuj´ıc´ıho geneticke´ho algoritmu, jelikozˇ pracuje neza´visle na neˇm.
Cheung a kol. [8] navrhuj´ı tato nova´ rˇesˇen´ı zkrˇ´ızˇit s jedinci soucˇasne´ populace, cozˇ mu˚zˇe
prˇine´st lepsˇ´ı vy´sledky, nezˇ pouhe´ vlozˇen´ı mnohdy nekvalitn´ıch vygenerovany´ch rˇesˇen´ı. Prins
[28] tuto mysˇlenku rozv´ıj´ı u proble´mu VRP do na´sleduj´ıc´ı podoby, kde ρ je pocˇet rˇesˇen´ı,
ktere´ chceme nahradit, typicky ρ = σ/4.
1. Vygeneruj novou populaci Ω obsahuj´ıc´ı ρ jedinc˚u, kde plat´ı, zˇe v Ω ∪Π nejsou zˇa´dne´
klony. Pote´ Ω serˇad’ vzestupneˇ podle hodnot´ıc´ı funkce.
2. Pro k = 1, 2, ...ρ pokud plat´ı F (Ωk) < F (Πσ), tedy pokud nejlepsˇ´ı nove´ rˇesˇen´ı je lepsˇ´ı,
nezˇ nejhorsˇ´ı v p˚uvodn´ı populaci, nahrad’ Πσ za Ωk.
3. V opacˇne´m prˇ´ıpadeˇ zkrˇ´ızˇ´ıme Ωk se vsˇemi jedinci v Ω ∪ Π a vybereme nejlepsˇ´ıho
potomka C. Pokud F (C) < F (Πσ), nahrad´ıme Πσ za C.
V praxi mus´ı by´t cˇasto vygenerova´no neˇkolik populac´ı Ω, nezˇ je dosazˇeno ρ nahrazen´ı.
Jelikozˇ je toto nahrazen´ı prˇedevsˇ´ım u velky´ch instanc´ı vy´pocˇetneˇ na´rocˇne´, v [28] Prins
navrhuje limitovat nahrazen´ı na 5 pokus˚u, a to i pokud pote´ sta´le nen´ı dosazˇeno ρ nahrazen´ı.
V porovna´n´ı se slepy´m nahrazen´ım noveˇ vygenerovany´mi jedinci tato technika zachova´va´
nejlepsˇ´ı rˇesˇen´ı a take´ nikdy nedojde ke zhorsˇen´ı toho posledn´ıho.
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3.4.7 Fina´ln´ı geneticky´ algoritmus
Geneticky´ algoritmus implementuj´ıc´ı vsˇechny prˇedstavene´ techniky a vylepsˇen´ı nazveme
BCGA (Best Cost Genetic Algorithm). Tento algoritmus je popsa´n pseudoko´dem 3, kde
spaced(A) znacˇ´ı funkci definovanou v 3.4.5.
Algoritmus 3 Metoda BCGA
Vstup: Instance proble´mu VRP a konfigurace algoritmu.
Vy´stup: Nejlepsˇ´ı nalezene´ rˇesˇen´ı Π1
Π := [ ]
for k = 1,..,σ do
S := vygeneruj nove´ rˇesˇen´ı pomoc´ı BCRI
Π← S
end for
serˇad’ seznam Π vzestupneˇ podle hodnot´ıc´ı funkce jedince
iter := 0
while iter < iterMax do
// mutace jedinc˚u v populaci
for i = 1,..,µ do
na´hodneˇ vygeneruj k z 〈σ/5, σ〉
M := mutace jedince Πk
if spaced(Π \Πk ∪M) then
Πk := M
end if
end for
// krˇ´ıˇzen´ı
for j = 1,..,o do
selekcˇn´ım mechanismem vyber dva rodicˇe P1 a P2
krˇ´ızˇen´ım P1 a P2 z´ıskej potomka C
na´hodneˇ vygeneruj k z 〈σ/2, σ〉
if random < pm then
M := mutace jedince C
// Kdyzˇ nen´ı mutant klon, nahrad´ıme j´ım potomka
if spaced(Π \Πk ∪M) then C := M end if
end if
if spaced(Π \Πk ∪ C) then
Πk := C
znovu serˇad’ Π
end if
end for
if (iter mod cˇetnost cˇa´stecˇne´ho nahrazen´ı) = 0 then
algoritmus cˇa´stecˇne´ho nahrazen´ı popsany´ v 3.4.6
end if
iter := iter + 1
end while
Konfigurace na vstupu algoritmu urcˇuje hodnoty parametr˚u BCGA. Jedna´ se o para-
metry jako je velikost populace σ, maxima´ln´ı pocˇet iterac´ı iterMax, pocˇet generovany´ch
potomk˚u o, pravdeˇpodobnost mutace pm a pocˇet mutovany´ch potomk˚u prˇed krˇ´ızˇen´ım µ.
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Posledn´ım parametrem je pak cˇetnost cˇa´stecˇne´ho nahrazen´ı, ktera´ urcˇuje po kolika ite-
rac´ıch bude vzˇdy spusˇteˇn tento mechanismus. Optima´ln´ı hodnoty parametr˚u konfigurace
budou diskutova´ny v cˇa´sti experiment˚u.
3.5 Tabu prohleda´va´n´ı
U tohoto algoritmu popsane´ho v 2.3.2 je nutne´ definovat metodu pro loka´ln´ı pro-
hleda´va´n´ı, ktera´ doka´zˇe nale´zt rˇesˇen´ı sousedn´ı k aktua´ln´ımu. Toto se da´ cha´pat jako mu-
tace aktua´ln´ıho rˇesˇen´ı, jelikozˇ mutace prova´d´ı v rˇesˇen´ı typicky pomeˇrneˇ male´ zmeˇny. Z toho
d˚uvodu mu˚zˇeme pouzˇ´ıt pro loka´ln´ı vyhleda´va´n´ı stejne´ metody jako pro mutaci v geneticke´m
algoritmu. T´ımto mu˚zˇeme take´ snadno pomoc´ı experiment˚u srovnat vy´konnost jednotlivy´ch
algoritmu˚ jako takovy´ch, jelikozˇ budou pouzˇ´ıvat stejne´ techniky pro loka´ln´ı prohleda´va´n´ı.
3.6 Simulovane´ zˇ´ıha´n´ı
U simulovane´ho zˇ´ıha´n´ı stejneˇ jako v TABU potrˇebujeme loka´ln´ı prohleda´va´n´ı pro na-
lezene´ sousedn´ıho rˇesˇen´ı. Zde mu˚zˇeme opeˇt vyuzˇ´ıt prˇedstavene´ mutace a prˇidat tak SA do
porovna´n´ı vy´konnosti algoritmu˚.
V algoritmu SA se neˇkdy v literaturˇe mu˚zˇeme setkat s mechanismem opakovane´ho
ohrˇ´ıva´n´ı (reheat) [1], ktere´ by meˇlo zabra´nit uv´ıznut´ı v loka´ln´ım extre´mu. Princip je mozˇne´
ilustrovat na´sleduj´ıc´ım pseudoko´dem:
Algoritmus 4 Princip simulovane´ho zˇ´ıha´n´ı s ohrˇ´ıva´n´ım
Vstup: Instance proble´mu VRP
Vy´stup: Nejlepsˇ´ı nalezene´ rˇesˇen´ı xtotalBest
Inicializuj rˇesˇen´ı x a nastav reheat = 0
while reheat < reheatMax do
T = T0
while T > Tmin do
postupuj podle klasicke´ho algoritmu simulovane´ho zˇ´ıha´n´ı
if F (x) ≤ F (xtotalBest) then
xtotalBest = x
end if
end while
x = zmeˇna 〈n/2, n〉 uzl˚u v rˇesˇen´ı x pro veˇtsˇ´ı diverzifikaci
reheat = reheat+ 1
end while
V te´to u´praveˇ algoritmus zˇ´ıha´n´ı beˇzˇ´ı hned neˇkolikra´t podle nastavene´ho parametru
reheatMax. Nav´ıc je take´ prˇed kazˇdy´m ohrˇ´ıva´n´ım zmeˇneˇno rˇesˇen´ı x neˇjaky´m pomeˇrneˇ
velky´m za´sahem, jako je naprˇ´ıklad znovu prˇeskla´da´n´ı veˇtsˇiny za´kazn´ık˚u do jiny´ch pozic,
cozˇ mu˚zˇeme prove´st algoritmem BCRI. Touto u´pravou zvla´dne jednoduchy´ algoritmus si-
mulovane´ho zˇ´ıha´n´ı prozkoumat veˇtsˇ´ı cˇa´st stavove´ho prostoru a nale´zt kvalitneˇjˇs´ı rˇesˇen´ı.
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Oproti cˇla´nku A Simulated Annealing Algorithm for the Vehicle Routing Problem with
Time Windows and Synchronization Constraints [1] byla v te´to pra´ci navrzˇena u´prava,
kdy beˇh vnitrˇn´ıho algoritmu zˇ´ıha´n´ı nen´ı omezen pocˇtem iterac´ı, ale je limitova´n minima´ln´ı
hodnotou teploty Tmin. Kombinac´ı tohoto parametru s nastaven´ım pocˇa´tecˇn´ı teploty a jej´ı
zmeˇny, v podstateˇ take´ omez´ıme beˇh algoritmu na prˇedem dany´ pocˇet iterac´ı. Mu˚zˇeme vsˇak
tento pocˇet prˇ´ımo ovlivnˇovat nastaven´ım teploty a jej´ı zmeˇny, cozˇ da´va´ veˇtsˇ´ı smysl, nezˇli
abstraktn´ı volba limitu iterac´ı.
Nevhodnou volbou limitu iterac´ı totizˇ docha´z´ı v pozdeˇjˇs´ıch fa´z´ıch algoritmu k jevu, kdy
teplota je jizˇ v rˇa´du miliontin a me´neˇ, a algoritmus tak ztra´c´ı sve´ vy´hody, jelikozˇ prakticky
nikdy neprˇijme horsˇ´ı rˇesˇen´ı. Nastaven´ı minima´ln´ı teploty take´ vycha´z´ı z prakticke´ prˇedlohy,
kdy bychom materia´l povazˇovali za zchlazeny´, pokud jeho teplota dosa´hne jiste´ hranice.
3.7 Mravencˇ´ı kolonie
V cˇla´nku Applying the Ant System to the Vehicle Routing Problem [7] je prˇedstaveno na-
sazen´ı tohoto algoritmu optimalizace mravencˇ´ı koloni´ı na proble´m VRP. Jelikozˇ je proble´m
VRP po prˇiˇrazen´ı za´kazn´ık˚u do jednotlivy´ch tras v podstateˇ neˇkolik samostatny´ch TSP,
cˇla´nek se tak inspiruje prˇedevsˇ´ım aplikac´ı prˇedstavenou v p˚uvodn´ım Dorigoveˇ cˇla´nku Ant
system: optimization by a colony of cooperating agents [11]. Pro vyrˇesˇen´ı VRP umeˇl´ı mra-
venci postupneˇ vytva´rˇej´ı trasu tak, aby byli navsˇt´ıveni vsˇichni za´kazn´ıci. Vzˇdy, kdyzˇ by
vlozˇen´ı dalˇs´ıho vybrany´ za´kazn´ık vedlo k neplatne´mu rˇesˇen´ı z d˚uvod˚u prˇekrocˇen´ı kapacity
nebo maxima´ln´ı vzda´lenosti, je vlozˇen uzel skladu, a t´ım zapocˇata nova´ trasa.
To, jak budou umeˇl´ı mravenci vyb´ırat dalˇs´ıho za´kazn´ıka k navsˇt´ıven´ı, zcela za´vis´ı na
hodnoteˇ pravdeˇpodobnosti vybra´n´ı pkij . Mozˇnost pro vylepsˇen´ı algoritmu prˇi rˇesˇen´ı speci-
ficke´ho proble´mu VRP je tedy prˇedevsˇ´ım v modifikaci te´to pravdeˇpodobnosti. V za´kladn´ı
verzi navrzˇene´ pro TSP je uvazˇova´na pouze feromonova´ stopa a tzv. viditelnost, ktera´ sle-
duje jak moc jsou od sebe za´kazn´ıci vzda´leni. Nicme´neˇ ve VRP je d˚ulezˇita´ nejen vzda´lenost
za´kazn´ık˚u od sebe, ale take´ relativn´ı vzda´lenost ke skladu. V [7] tak navrhuj´ı zaveden´ı
meˇrˇ´ıtka u´spory (savings), ktere´ vyjadrˇuje vhodnost navsˇt´ıven´ı za´kazn´ık˚u i a j v jedne´
trase. Toto mu˚zˇeme vyja´drˇit jako: µij = ci0 + c0j − cij . Vysoka´ hodnota µij pak znamena´,
zˇe navsˇt´ıven´ı za´kazn´ıka j po i je dobra´ volba.
Da´le je v [7] prˇedstaveno meˇrˇ´ıtko zohlednˇuj´ıc´ı dobre´ vyuzˇit´ı kapacity vozidla. Necht’ Qi
oznacˇuje zat´ım pouzˇitou kapacitu vozidla po navsˇt´ıven´ı za´kazn´ıka i. Potom vysoke´ hod-
noty meˇrˇ´ıtka κij = (Qi + d(vj))/Q ukazuj´ı dobre´ vyuzˇit´ı, pokud je navsˇt´ıven za´kazn´ık j
bezprostrˇedneˇ po i.
Vy´pocˇet pravdeˇpodobnosti vybra´n´ı za´kazn´ıka j po i pro mravence k mu˚zˇe by´t na´sledneˇ
upraven na:
pkij =

(τij)
α(ηij)
β(µij)
γ(κij)
λ∑
h∈allowedk (τih)
α(ηih)β(µij)γ(κij)λ
pokud j ∈ allowedk
0 v ostatn´ıch prˇ´ıpadech,
(3.7)
kde parametry γ a λ urcˇuj´ı vliv prˇedstaveny´ch meˇrˇ´ıtek.
Takto upravenou pravdeˇpodobnost´ı bychom meˇli algoritmus mravencˇ´ıch koloni´ı v´ıce
optimalizovat pro nasazen´ı na specificky´ proble´m VRP a podle [7] opravdu zkvalitnˇuj´ı na-
lezene´ rˇesˇen´ı. Za´rovenˇ se jedna´ jen o male´ za´sahy do algoritmu, cozˇ je vzˇdy zˇa´douc´ı. Rea´lny´
prˇ´ınos teˇchto metrik v nasˇem prˇ´ıpadeˇ bude v za´veˇrecˇne´ kapitole oveˇrˇen experimenta´lneˇ.
32
Kapitola 4
Heuristika vyuzˇ´ıvaj´ıc´ı
charakteristiky prˇedchoz´ıch rˇesˇen´ı
Vsˇechny doposud prˇedstavene´ principy pouzˇite´ u metaheuristicky´ch algoritmu˚ jsou silneˇ
stochasticke´ a spole´haj´ı prˇedevsˇ´ım na na´hodu. Toto je take´ jeden ze za´kladn´ıch prin-
cip˚u jejich fungova´n´ı, ale na druhou stranu to cˇin´ı hleda´n´ı rˇesˇen´ı velmi neprˇedv´ıdatelne´.
V opakovane´m experimentu tak mu˚zˇeme jednou dostat vy´borne´ rˇesˇen´ı a podruhe´ rˇesˇen´ı
podpr˚umeˇrne´. Hruby´ v pra´ci A Dynamic Analysis of Resource-Constrained Project Schedu-
ling Problems for an Informed Search via Genetic Algorithm Optimization [16] prˇedstavuje
heuristiku, ktera´ vna´sˇ´ı do tohoto na´hodne´ho procesu i znacˇnou mı´ru determinismu, a to
sledova´n´ım charakteristik jizˇ nalezeny´ch rˇesˇen´ı a poucˇen´ım se z prˇedchoz´ıch chyb. Acˇkoliv
je v tomto cˇla´nku heuristika pouzˇita na proble´m RCPSP, tato mysˇlenka by mohla by´t
pouzˇitelna´ i v prˇ´ıpadeˇ VRP.
V te´to kapitole budou nejprve prˇedstaveny pouzˇite´ charakteristiky rˇesˇen´ı a hypote´za
vyvozuj´ıc´ı za´veˇry z charakteristik prˇedchoz´ıch rˇesˇen´ı. Da´le budou navrzˇeny trˇi mutace po-
stavene´ na za´kladeˇ teˇchto poznatk˚u. Tyto mutace bude na´sledneˇ mozˇne´ pouzˇ´ıt jak pro gene-
ticke´ algoritmy, tak pro algoritmy vyuzˇ´ıvaj´ıc´ı loka´ln´ı prohleda´va´n´ı, tedy tabu prohleda´va´n´ı
a simulovane´ zˇ´ıha´n´ı.
4.1 Charakteristiky rˇesˇen´ı
Charakteristiky CH(S) vyjadrˇuj´ı vztahy mezi dveˇma elementy rˇesˇen´ı S. V proble´mu
RCPSP se jedna´ o vztah mezi operacemi rozvrhu, v proble´mu VRP p˚ujde o vztahy mezi
pozic´ı za´kazn´ık˚u v cesteˇ. Ve cˇla´nku [16] jsou prˇedstaveny tyto trˇi charakteristiky ch(i, j)
operac´ı i, j ∈ J :
• PSE - operace i a j startuj´ı paralelneˇ, tedy si(S) = sj(S).
• FLE - operace i skocˇ´ı drˇ´ıve, nebo stejneˇ jako operace j, forma´lneˇ fi(S) ≤ fj(S).
• STL - operace i startuje drˇ´ıve, nezˇ operace j, tedy si(S) < sj(S).
Na prvn´ı pohled je videˇt, zˇe se tyto charakteristiky velmi liˇs´ı od toho, co bychom mohli
pouzˇ´ıt pro proble´m VRP, mus´ıme tedy prˇij´ıt s jiny´mi specifiky. Je nutne´ vytvorˇit relaci
pouze mezi dveˇma za´kazn´ıky, aby mozˇnost´ı nebylo prˇ´ıliˇs mnoho a s vy´sledkem se le´pe
pracovalo.
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Bylo by mozˇne´ se inspirovat charakteristikou STL a sledovat, zda je za´kazn´ık i navsˇt´ıven
drˇ´ıve, nezˇ za´kazn´ık j. Toto vsˇak nen´ı prˇ´ıliˇs vhodne´, jelikozˇ dle Lemmy 1 mohou by´t jed-
notlive´ trasy zprˇeha´zeny a prˇitom se sta´le jedna´ o shodne´ rˇesˇen´ı. Pokud by tedy i a j byly
v jine´ trase, neˇkdy by mohlo by´t i prˇed j a jindy zase naopak, prˇicˇemzˇ se rˇesˇen´ı nemus´ı
v˚ubec zmeˇnit.
Z toho vyply´va´, zˇe se sp´ıˇse nezˇ na globa´ln´ı rˇesˇen´ı mus´ıme d´ıvat na rozmı´steˇn´ı za´kazn´ık˚u
v ra´mci jednotlivy´ch tras, jelikozˇ zmeˇny v trase prˇ´ımo ovlivnˇuj´ı rˇesˇen´ı dle Lemmy 2. Mohli
bychom sledovat, zda je za´kazn´ık i v ra´mci jedne´ trasy navsˇt´ıven drˇ´ıve nezˇ j, pokud jsou
oba soucˇa´st´ı jedne´ trasy. Ovsˇem podle Lemmy 1 je vzda´lenost jedne´ trasy stejna´ neza´visle
na smeˇru projet´ı. U trasy stejne´ vzda´lenosti tak mu˚zˇe by´t neˇkdy i prˇed j a jindy naopak.
Vhodnou charakteristikou by tak mohla by´t sousednost dvou za´kazn´ık˚u na trase. V tomto
prˇ´ıpadeˇ neza´lezˇ´ı na smeˇru projet´ı a charakteristika ma´ take´ praktickou oporu v tom, zˇe bude
jisteˇ vhodneˇjˇs´ı navsˇt´ıvit za sebou za´kazn´ıky, kterˇ´ı jsou naprˇ´ıklad bl´ızˇe u sebe, nezˇ ty co jsou
daleko. Druhou mozˇnou charakteristikou pak mu˚zˇe by´t, zˇe jsou za´kazn´ıci i a j spolu ve
stejne´ trase. Toto ma´ velky´ potencia´l, jelikozˇ spra´vne´ zarˇazen´ı za´kazn´ık˚u do jednotlivy´ch
tras je kl´ıcˇovy´m u´kolem pro nalezen´ı kvalitn´ıho rˇesˇen´ı a tato charakteristika toto pomu˚zˇe
sledovat.
Mu˚zˇeme prohla´sit, zˇe druha´ charakteristika, da´le oznacˇovana´ CLUST, doka´zˇe popsat,
jak jsou za´kazn´ıci rozdeˇleni do jednotlivy´ch cest. Naproti tomu prvn´ı charakteristika NEIGH
popisuje, jak jsou za´kazn´ıci v teˇchto cesta´ch serˇazeni vedle sebe. Obeˇ charakteristiky se tak
doplnˇuj´ı a doka´zˇ´ı dobrˇe popsat dane´ rˇesˇen´ı. Forma´lneˇ mu˚zˇeme uvedene´ charakteristiky
definovat rovnicemi (4.1) a (4.2).
∀i ∈ {1, ...,m}, Ri = (v0, vi1 , ..., vik(i) , v0) : NEIGH(vix , viy)⇔ y = x+ 1,
kde x, y ∈ {1, ..., k(i)} (4.1)
∀i, j ∈ V, k ∈ {1, ...,m} : i, j ∈ Rk ⇒ CLUST (i, j). (4.2)
4.2 Runtime hypote´za vylucˇuj´ıc´ıch charakteristik
V pra´ci [16] Hruby´ definuje pojem charakteristiky vylucˇuj´ıc´ı existenci rˇesˇen´ı o de´lce
trva´n´ı (makespanu) m. Z tohoto je da´le dokazova´no, zˇe pokud jsou vyloucˇena rˇesˇen´ı o ma-
kespanu m, pak jsou take´ vyloucˇena vsˇechna rˇesˇen´ı s makespanem m′ < m. Tato skutecˇnost
mu˚zˇe by´t vyuzˇita prˇi optimalizaci tak, zˇe bude rˇesˇen´ı pozmeˇnˇova´no, aby neobsahovalo
sˇpatne´ vylucˇuj´ıc´ı charakteristiky. Tyto charakteristiky mohou by´t bud’ prˇedlozˇeny na zacˇa´tku
algoritmu, nebo mohou by´t tvorˇeny za beˇhu (runtime).
Da´le uvazˇujme vygenerovane´ rˇesˇen´ı S1 o makespanu m1 a extrahovane´ charakteristiky
CH(S1). Je jiste´, zˇe vsˇechny charakteristiky v CH(S1) nevylucˇuj´ı rˇesˇen´ı o makespanu m1,
ale cˇla´nek prˇedkla´da´ hypote´zu, zˇe mohou vylucˇovat rˇesˇen´ı s makespanem < m1. Da´le meˇjme
druhe´ rˇesˇen´ı S2 s makespanem m2 < m1. Charakteristiky tohoto rˇesˇen´ı CH(S2) obsahuj´ı
nove´ znalosti a pr˚unikem s prˇedchoz´ımi, tedy CH(S1)∩CH(S2) z´ıska´me hypote´zu vylucˇuj´ıc´ı
rˇesˇen´ı s makespanem < m2.
Ve cˇla´nku je na´sledneˇ definova´na globa´ln´ı statistika nazvana´ RT system, ktera´ definuje
matici RTch o velikosti |J | × |J | pro kazˇdou charakteristiku ch. Na zacˇa´tku jsou vsˇechny
prvky matice nastaveny na hodnotu ∞. Jednotlive´ prvky matice RTch(i, j) pak maj´ı vy-
jadrˇovat aktua´ln´ı hypote´zu vylucˇuj´ıc´ı charakteristiky ch(i, j).
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U kazˇde´ho nalezene´ho rˇesˇen´ı S s makespanem m je pak provedena aktualizace matice
tak, zˇe RTch(i, j) := m, pokud m < RTch(i, j) a charakteristika ch(i, j) ∈ CH(S). Pote´
je kazˇda´ ch(i, j) s hodnotou mb = RTch(i, j),mb < ∞ interpretova´na jako charakteristika
vylucˇuj´ıc´ı rˇesˇen´ı s makespanem < mb.
4.2.1 Aplikace na VRP
U proble´mu VRP nebudeme dokazovat prˇedlozˇena´ tvrzen´ı a sp´ıˇse se zameˇrˇ´ıme na apli-
kaci te´to hypote´zy a oveˇrˇen´ı jej´ı cˇinnosti v experimentech. RT tabulky (matice) budou
v tomto prˇ´ıpadeˇ o velikosti |n+ 1|× |n+ 1|, kde n oznacˇuje pocˇet za´kazn´ık˚u. Hodnota n+ 1
je zvolena proto, abychom mohli v charakteristice NEIGH sledovat sousednost se sklady,
tedy informaci o tom, ktery´ za´kazn´ık byl v cesteˇ prvn´ı, nebo posledn´ı. V pr˚ubeˇhu algoritmu
bude analyzova´no kazˇde´ nalezene´ rˇesˇen´ı a extrahova´ny charakteristiky NEIGH a CLUST
vyskytuj´ıc´ı se v tomto rˇesˇen´ı. Pro kazˇdou nalezenou charakteristiku budou postupneˇ aktu-
alizova´ny dveˇ tabulky RTNEIGH a RTCLUST uvedeny´m zp˚usobem RTch(i, j) := m, pokud
m < RTch(i, j), prˇicˇemzˇ roli makespanu m zde bude zastupovat ohodnocen´ı rˇesˇen´ı F (S).
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0  |  1  154
0  |  2 ∞
1  |  2 154
2  |  1 ∞
7  |  0 154
8  |  9 154
1  |  2  154
1  |  5 ∞
5  |  7 154
7  |  8 ∞
8  |  9 154
9  |  8 154
Obra´zek 4.1: Ilustrace aktualizace RT tabulek z uka´zkove´ instance VRP.
Na obra´zku 4.1 je vizualizova´na uka´zka za´pisu charakteristik rˇesˇen´ı do RT tabulek.
Zde vid´ıme, zˇe zat´ımco relace CLUST je symetricka´ (viz naprˇ. vztah 8 a 9), sousednost
NEIGH cha´peme jako orientovanou. Pokud bychom v trase navsˇt´ıvili nejprve uzel 3 a pote´
2, vzniklo by prˇekrˇ´ızˇen´ı a de´lka trasy by tedy byla jina´.
Na obra´zku mu˚zˇeme take´ videˇt vy´znam informac´ı v RT tabulce. Naprˇ´ıklad pokud by
se v neˇjake´m rˇesˇen´ı objevila charakteristika CLUST (2, 10), jej´ı hodnota v RT tabulce by
byla jisteˇ velmi sˇpatna´ a tuto charakteristiku bychom chteˇli vzˇdy odstranit. Podobneˇ se
chceme vyhnout naprˇ´ıklad charakteristice NEIGH(11, 13), jelikozˇ v tomto prˇ´ıpadeˇ jisteˇ
dojde k prˇekrˇ´ızˇen´ı prˇi cesteˇ do uzlu 12. Vylucˇova´n´ı sˇpatny´ch charakteristik ma´ tedy smysl
i v prˇ´ıpadeˇ VRP.
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4.3 Navrzˇene´ mutace
V cˇla´nku [16] je optimalizace zalozˇena´ na informac´ıch z RT tabulky prova´deˇna pomoc´ı
mutace geneticke´ho algoritmu. Konkre´tneˇ je zde mutace zalozˇena na identifikaci nejhorsˇ´ı
charakteristiky v dane´m rˇesˇen´ı a jej´ım na´sledne´m odstraneˇn´ı. Samotne´ odstraneˇn´ı charak-
teristiky ch(i, j) je pak doc´ıleno posouva´n´ım operace i nebo j v rozvrhu. Posunut´ım tak
dostaneme jiny´ rozvrh, ktery´ mu˚zˇe mı´t lepsˇ´ı, nebo take´ horsˇ´ı ohodnocen´ı.
V samotne´ mutaci jsou analyzova´ny charakteristiky dane´ho rˇesˇen´ı a je vybra´no m teˇch
nejhorsˇ´ıch, tedy s nejvysˇsˇ´ımi hodnotami RTch(i, j). V pra´ci je take´ diskutova´na mozˇnost
vybrat naopak ty nejlepsˇ´ı charakteristiky a ty pote´ odstranˇovat. Tato mozˇnost bude da´le
take´ analyzova´na. Pro kazˇdou operaci vyskytuj´ıc´ı se v teˇchto charakteristika´ch je na´sledneˇ
na´hodneˇ vybra´n smeˇr posunu a operace je t´ımto smeˇrem posunuta o dany´ pocˇet pozic.
Pocˇet pozic pak mu˚zˇe by´t limitova´n neˇjakou hodnotou, nebo urcˇen pouze dodrzˇova´n´ım
podmı´nek prˇedcha´zen´ı.
4.3.1 RTShift
Na za´kladeˇ principu vy´sˇe popsane´ mutace pouzˇite´ u proble´mu RCPSP byla navrzˇena
mutace RTShift vyuzˇ´ıvaj´ıc´ı informace v tabulce RTNEIGH , tedy informace o sousednosti
za´kazn´ık˚u na trase. Nejprve jsou extrahovane´ charakteristiky NEIGH(i, j) dane´ho rˇesˇen´ı
serˇazeny sestupneˇ podle hodnoty RTNEIGH(i, j). Do tohoto seznamu jsou prˇida´ny pouze ty
charakteristiky, jejichzˇ hodnota RTNEIGH(i, j) <∞. Ze seznamu je pak vybra´n pozˇadovany´
pocˇet prvn´ıch charakteristik (teˇch nejhorsˇ´ıch) a u kazˇde´ je na´hodneˇ urcˇen za´kazn´ık i nebo
j. Smeˇr posunu je stanoven tak, aby se za´kazn´ık vzˇdy vzdaloval od sve´ho souseda. Jelikozˇ
u charakteristiky NEIGH(i, j) za´kazn´ık i prˇedcha´z´ı za´kazn´ıka j, bude prˇi vybra´n´ı i zvolen
smeˇr vlevo a u j vpravo. Vzhledem k tomu, zˇe jsou v RTNEIGH ulozˇeny i charakteristiky
sousednosti se skladem v0, pokud i = v0 nebo j = v0, je automaticky pro posun vybra´n ten
druhy´ za´kazn´ık, tak aby nikdy nebylo pohnuto se skladem jako takovy´m.
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zákazník 6 posunut 2x doleva
Shift
RTNEIGH(6,9) identiﬁkováno jako nejhorší
Obra´zek 4.2: Ilustrace posunu za´kazn´ıka 6 mutac´ı RTShift.
U kazˇde´ho vybrane´ho za´kazn´ıka je na´hodneˇ zvolena velikost posuvu shifts a to z roz-
sahu 〈0, 7 ∗maxShifts,maxShifts〉. Konstanta maxShifts urcˇuje maxima´ln´ıho posun
a byla nastavena na 1/5 pocˇtu za´kazn´ık˚u instance. Za´kazn´ık je pote´ posunut o shifts
36
pozic v prˇedem dane´m smeˇru. Vy´jimkou je pokud by za´kazn´ık byl jizˇ posunut za hranice
aktua´ln´ı trasy, v takove´m prˇ´ıpadeˇ bude zarˇazen bud’ na zacˇa´tek, nebo konec te´to trasy.
T´ımto je zarucˇeno zachova´n´ı platnosti podmı´nek kapacity a maxima´ln´ı vzda´lenosti trasy.
Na druhou stranu je vsˇak mozˇne´ touto mutac´ı meˇnit pouze porˇad´ı za´kazn´ık˚u v ra´mci jed-
notlivy´ch tras a ne je prˇiˇrazovat do jiny´ch. Vzhledem k platnosti Lemmatu 2 je vsˇak i t´ımto
zp˚usobem mozˇne´ meˇnit vzda´lenost dane´ho rˇesˇen´ı. Ilustraci funkcˇnosti te´to mutace je mozˇne´
videˇt na obra´zku 4.2, kde posunem jednoho za´kazn´ıka dosta´va´me jasneˇ kvalitneˇjˇs´ı rˇesˇen´ı.
Pouzˇit´ı mutace RTShift mu˚zˇe by´t sp´ıˇse vhodne´ pro optimalizaci porˇad´ı za´kazn´ık˚u v jed-
notlivy´ch trasa´ch a metoda by meˇla by´t kombinova´na s jiny´mi metodami schopny´mi meˇnit
zarˇazen´ı za´kazn´ık˚u do tras. Tuto u´lohu pak mu˚zˇe v geneticke´m algoritmu zastupovat krˇ´ızˇen´ı,
poprˇ´ıpadeˇ dalˇs´ı mutace jako naprˇ´ıklad da´le navrzˇena´ RTCluster.
Vylepsˇen´ı metody
Za´kladn´ı verze metody prova´d´ı posuny za´kazn´ık˚u neinformovaneˇ, a tak se mu˚zˇe cˇasto
sta´t, zˇe je rˇesˇen´ı mı´sto zlepsˇen´ı zhorsˇeno. Bylo by lepsˇ´ı neˇjaky´m zp˚usobem urcˇit, jak da-
leko, respektive na ktere´ mı´sto je nejlepsˇ´ı dane´ho za´kazn´ıka posunout. Je ale neefektivn´ı
prˇepocˇ´ıta´vat de´lku cele´ho rˇesˇen´ı prˇi kazˇde´m posunut´ı a pak se zpeˇtneˇ navracet na nej-
lepsˇ´ı mozˇnou pozici. Jinou mozˇnost´ı je vyuzˇ´ıt znalosti, ktere´ ma´me k dispozici v tabulce
RTNEIGH . Ty na´m nerˇ´ıkaj´ı pouze jake´ kombinace jsou sˇpatne´, ale take´ ktere´ byly nejlepsˇ´ı.
Prozkouma´me tedy vsˇechny pozice pos za´kazn´ıka i od 1 po shifts v dane´m smeˇru a vzˇdy
vypocˇ´ıta´me hodnotu RT (pos) = RTNEIGH(h, i) + RTNEIGH(i, j), kde h je prˇedcha´zej´ıc´ı
za´kazn´ık prˇi vlozˇen´ı na pozici pos a j ten na´sleduj´ıc´ı. Pokud jen jedna z teˇchto hodnot
je ∞, budeme RT (pos) uvazˇovat jako dvojna´sobek te´ druhe´. Z´ıskane´ hodnoty RT (pos)
serˇad´ıme vzestupneˇ a za´kazn´ıka i vlozˇ´ıme na pozici pos s nejlepsˇ´ı hodnotou. T´ımto zanaly-
zujeme vsˇechny mozˇne´ pozice a zapocˇ´ıta´n´ım obou sousedn´ıch charakteristik z´ıska´me vzˇdy
informaci, jak by mohlo by´t takove´ vlozˇen´ı kvalitn´ı.
Vezmeˇme si situaci na obra´zku 4.2. Pokud bude promeˇnna´ shifts naprˇ. rovna cˇtyrˇem,
za´kazn´ık 6 bude v klasicke´ verzi algoritmu slepeˇ posunut na zacˇa´tek cele´ trasy, cozˇ by ale
neprodukovalo velmi dobre´ rˇesˇen´ı. Pomoc´ı vylepsˇen´ı jsou zanalyzova´ny vsˇechny pozice mezi
vrcholem 5 a 9 a je vybra´no to nejlepsˇ´ı. Pouzˇit´ım tohoto vylepsˇen´ı sice vznika´ dalˇs´ı vy´pocˇetn´ı
za´teˇzˇ, ale to by meˇlo by´t vyva´zˇeno lepsˇ´ımi vy´sledky, cozˇ bude oveˇrˇeno v experimentech.
4.3.2 RTCluster
V dalˇs´ı navrzˇene´ mutaci bude vyuzˇita´ druha´ charakteristika, a to pomoc´ı tabulky
RTCLUST . V te´to tabulce jsou ulozˇeny informace o vhodnosti umı´steˇn´ı dvou za´kazn´ık˚u do
stejne´ trasy. C´ılem mutace bude identifikovat sˇpatne´ kombinace a tyto za´kazn´ıky na´sledneˇ
umı´stit do rozd´ılny´ch cest.
S touto mysˇlenou je mozˇne´ rozvinout mutaci BCRM prˇedstavenou v 3.4.3. V te´to mutaci
jsou na´hodneˇ vybra´ni za´kazn´ıci, kterˇ´ı jsou z rˇesˇen´ı vyjmuti a na´sledneˇ znovu vlozˇeni nej-
lepsˇ´ım mozˇny´m zp˚usobem, tedy kontrolou vsˇech prˇ´ıpustny´ch pozic algoritmem Best Cost
Route Insertion. Cˇasto tak docha´z´ı k prˇesunut´ı za´kazn´ıka do jiny´ch tras, cozˇ je prˇesneˇ to,
cˇeho chceme u metody RTCluster dosa´hnout.
Informace ulozˇene´ v tabulce RTCLUST na´sledneˇ mu˚zˇeme vyuzˇ´ıt pro informovane´ rozhod-
nut´ı, kterˇ´ı za´kazn´ıci budou z rˇesˇen´ı vyjmuti. V samotne´m algoritmu tak nejprve zkouma´me
vsˇechny dvojice za´kazn´ık˚u, kterˇ´ı jsou spolu umı´steˇni v jedne´ trase. Tyto charakteristiky
na´sledneˇ serˇad´ıme sestupneˇ podle hodnotyRTCLUST (i, j). V dalˇs´ım kroku vybereme pozˇado-
37
vany´ pocˇet nejhorsˇ´ıch charakteristik CLUST (i, j) a oba za´kazn´ıky i a j vyjmeme z rˇesˇen´ı
a vlozˇ´ıme do seznamu unvisited, ktery´ je vstupem metody BCRI.
T´ımto jsou vzˇdy vyjmuti ti za´kazn´ıci, jenzˇ spolu vykazuj´ı nejhorsˇ´ı vy´sledky v dane´ trase
a je velka´ sˇance, zˇe budou prˇemı´steˇni jinam. Aby se uvolnilo v´ıce mı´st pro vkla´da´n´ı teˇchto
informovaneˇ vyjmuty´ch za´kazn´ık˚u, jsou touto metodou vybra´ny pouze 4/5 pozˇadovany´ch
za´kazn´ık˚u a zbytek je vybra´n na´hodneˇ.
4.3.3 RTReshuff
Dalˇs´ı navrzˇena´ mutace stejneˇ jako RTShift vyuzˇ´ıva´ charakteristiku NEIGH a takte´zˇ je
urcˇena pouze pro prˇeskla´da´n´ı za´kazn´ık˚u v ra´mci jednotlivy´ch tras. Tato metoda nepracuje
na principu odstranˇova´n´ı nejhorsˇ´ıch charakteristik, ale naopak prˇeskla´da´va´ trasy podle teˇch
nejlepsˇ´ıch. Ideou je rozbit´ı a na´sledne´ slozˇen´ı neˇktery´ch tras za vyuzˇit´ı znalost´ı ulozˇeny´ch
v tabulce RTNEIGH . Samotny´ algoritmus pro kazˇdou rozbitou trasu Ri funguje na´sledovneˇ:
1. Vsˇechny za´kazn´ıky z Ri vlozˇ do seznamu unvisited a do promeˇnne´ current vlozˇ uzel
skladu, tedy v0. Tento uzel take´ znovu vlozˇ do Ri.
2. Pro vsˇechny za´kazn´ıky j ∈ unvisited spocˇ´ıtej hodnoty after = RTNEIGH(current, j)
a before = RTNEIGH(j, current). Mensˇ´ı z teˇchto hodnot vlozˇ spolu s j do seznamu
rtCustomers.
3. Serˇad’ seznam rtCustomers vzestupneˇ a vyber za´kazn´ıka next na´hodneˇ z nejlepsˇ´ıch
10 %.
4. Vlozˇ za´kazn´ıka next do Ri a smazˇ jej ze seznamu unvisited. Pokud unvisited nen´ı
pra´zdny´, nastav promeˇnnou current na next a pokracˇuj na Krok 2. Jinak vlozˇ do Ri
ukoncˇuj´ıc´ı uzel skladu.
V algoritmu tedy vycha´z´ıme ze skladu, postupneˇ zkouma´me zby´vaj´ıc´ı za´kazn´ıky a vol´ıme
souseda vzˇdy podle nejlepsˇ´ı hodnoty v RTNEIGH . Abychom pokazˇde´ pouze nerekonstru-
ovali nejlepsˇ´ı nalezene´ rˇesˇen´ı vy´beˇrem nejlepsˇ´ıho za´kazn´ıka ze seznamu rtCustomers, je
na´sleduj´ıc´ı za´kazn´ık vzˇdy vybra´n na´hodneˇ z nejlepsˇ´ıch 10 %, cozˇ vna´sˇ´ı do algoritmu i jisty´
prvek na´hody. V algoritmu zkouma´me obeˇ hodnoty before a after, jelikozˇ v praxi neza´lezˇ´ı
v jake´m smeˇru bude trasa projeta a v minuly´ch rˇesˇen´ıch se tak mohl nejlepsˇ´ı sousedn´ı
za´kazn´ık jevit jak prˇed, tak po tom zkoumane´m.
Hlavn´ı mysˇlenkou tohoto algoritmu je zlepsˇit kvalitu rˇesˇen´ı, ktere´ ma´ neˇktere´ trasy
spra´vneˇ serˇazene´, ale u neˇktery´ch docha´z´ı k prˇekrˇ´ızˇen´ı cest, nebo podobny´m proble´mu˚m
zvysˇuj´ıc´ım de´lku cesty. Pokud jsou tyto sˇpatne´ trasy vybra´ny pro prˇeskla´da´n´ı a v mi-
nulosti se tato cesta cˇi jej´ı cˇa´st vyskytla v jine´m rˇesˇen´ı v lepsˇ´ı formeˇ, je velka´ sˇance na
celkove´ zlepsˇen´ı dane´ho rˇesˇen´ı. Za´rovenˇ ma´ tato metoda potencia´l jen ma´lo cˇasto rˇesˇen´ı
zhorsˇit, jelikozˇ pokud jsou mutova´ny trasy zat´ım nejlepsˇ´ıho nalezene´ rˇesˇen´ı, je mozˇne´, zˇe
prˇeskla´da´n´ım nedojde k zˇa´dne´ zmeˇneˇ, protozˇe se budou vyuzˇ´ıvat charakteristiky pra´veˇ to-
hoto rˇesˇen´ı. Na druhou stranu by nemeˇlo prˇ´ıliˇs cˇasto docha´zet k duplikaci rˇesˇen´ı, cˇemuzˇ
ma´ za u´kol zabra´nit zaprve´ prˇeskla´da´n´ı jen urcˇite´ cˇa´sti tras a zadruhe´ zaveden´ı na´hodne´ho
vy´beˇru z nejlepsˇ´ıch 10 % serˇazene´ho seznamu. Nejlepsˇ´ı hodnoty procent mutovany´ch tras
a procent seznamu zarˇazene´ do na´hodne´ho vy´beˇru budou zkouma´ny a diskutova´ny v expe-
rimentech.
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4.4 Shrnut´ı
Ukla´da´n´ı charakteristik prˇedchoz´ıch rˇesˇen´ı do RT tabulek a jejich na´sledne´ aktualizace
prˇedstavuj´ı jistou formu ucˇen´ı algoritmu. Za´rovenˇ jsou pameˇt’ove´ pozˇadavky na ulozˇen´ı
z´ıskany´ch zkusˇenost´ı pomeˇrneˇ male´, jelikozˇ ukla´da´me cˇ´ısla pouze do dvou tabulek velikosti
|n+1|×|n+1|. Da´le mu˚zˇeme rˇ´ıci, zˇe mı´ra zaplneˇn´ı RT tabulek da´va´ take´ urcˇitou prˇedstavu
o velikosti jizˇ prozkoumane´ho prostoru rˇesˇen´ı [16].
V experimenta´ln´ı cˇa´sti pra´ce budou diskutova´ny prˇ´ınosy teˇchto metod oproti na´hodne´mu
prˇ´ıstupu a jejich mozˇne´ kombinace. Take´ budou optimalizova´ny parametry metody RTRe-
shuff a oveˇrˇen prˇ´ınos prˇedstavene´ho vylepsˇen´ı mutace RTShift.
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Kapitola 5
Implementace
V pra´ci byly implementova´ny prˇedstavene´ optimalizacˇn´ı algoritmy GA, TABU, SA
a ANT s vyuzˇit´ım poznatk˚u prezentovany´ch v kapitole 3. Algoritmy byly nejprve implemen-
tova´ny s vyuzˇit´ım na´hodny´ch mutac´ı BCRM a pote´ byly doda´ny RT metody vyuzˇ´ıvaj´ıc´ı
znalosti z prˇedesˇly´ch charakteristik, ktere´ byly prˇedstaveny v kapitole 4. Navrzˇene´ RT mu-
tace byly pouzˇity u algoritmu˚ GA, TABU a SA a da´le v textu budou algoritmy pouzˇ´ıvaj´ıc´ı
RT metody oznacˇeny jako RTGA (geneticky´ algoritmus), RTTABU (tabu prohleda´va´n´ı)
a RTSA (simulovane´ zˇ´ıha´n´ı).
Program je spousˇteˇn konzoloveˇ a je ovla´da´n rˇadou parametr˚u, ktere´ budou zmı´neˇny da´le
v te´to kapitole. Samotna´ implementace programu byla realizova´na v objektove´m progra-
movac´ım jazyce Java, prˇicˇemzˇ je program schopen nalezene´ cesty vizualizovat v grafu. Pro
vizualizaci byla pouzˇita knihovna GraphStream1. Vy´stup takove´ vizualizace je prezentova´n
na obra´zku 5.1. Nejlepsˇ´ı nalezene´ rˇesˇen´ı pro zadanou instanci VRP je po dokoncˇen´ı beˇhu
vypsa´no na standardn´ı vy´stup, prˇ´ıpadneˇ ulozˇeno do databa´ze.
V ko´du byly vyuzˇity principy jazyka Java jako jsou abstraktn´ı rodicˇovske´ trˇ´ıdy, rozhran´ı
a generika (generics), a to tak, aby byla co nejv´ıce vyuzˇita univerza´lnost ko´du a minimali-
zova´na jeho duplicita. Da´le v te´to kapitole bude uveden popis pouzˇity´ch trˇ´ıd. Ko´d byl take´
analyzova´n na´stroji pro sledova´n´ı vyuzˇit´ı pracovn´ı pameˇti a procesoru a byl optimalizova´n
tak, aby byly tyto zdroje vyuzˇ´ıva´ny co nejefektivneˇji. Neˇktere´ poznatky z optimalizace
budou uvedeny v za´veˇru kapitoly.
5.1 Parametry a konfigurace programu
Jednotlive´ algoritmy a metody vyzˇaduj´ı nastaven´ı spousty parametr˚u, obvykle ve formeˇ
cˇ´ısel. Prˇ´ıkladem budizˇ velikost populace v GA, de´lka tabu seznamu cˇi pocˇa´tecˇn´ı teplota
algoritmu SA. Aplikace samotna´ pak pracuje s neˇkolika dalˇs´ımi parametry, jako je na´zev
souboru instance, volba pouzˇite´ optimalizacˇn´ı metody a dalˇs´ı. Teˇmito parametry je pak
zvoleno jaky´ bude spusˇteˇn algoritmus a jeho varianta a jakou instanci proble´mu VRP bude
rˇesˇit.
Parametry jsou v aplikaci reprezentova´ny staticky´mi promeˇnny´mi, ktere´ jsou centra´lneˇ
umı´steˇny ve trˇ´ıdeˇ Config. Tato trˇ´ıda je take´ vybavena funkc´ı, ktera´ zpracova´va´ argumenty
prˇedane´ z prˇ´ıkazove´ rˇa´dky a nastavuje odpov´ıdaj´ıc´ı hodnoty parametr˚u. Argumenty jsou
pak uva´deˇny ve formeˇ na´zev=hodnota. Takto lze beze zmeˇny ko´du nastavit cely´ beˇh pro-
gramu, cˇehozˇ bylo vyuzˇ´ıva´no prˇi experimentova´n´ı.
1Knihovna GraphStream je volneˇ dostupna´ na http://graphstream-project.org/
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Obra´zek 5.1: Vizualizace grafu rˇesˇen´ı u´lohy VRP nalezene´ implementovanou aplikac´ı. Cˇ´ısla
u za´kazn´ık˚u oznacˇuj´ı jejich porˇadove´ cˇ´ıslo.
Jediny´m povinny´m argumentem aplikace je cesta k souboru obsahuj´ıc´ı deklaraci instance
proble´mu VRP. Forma´t tohoto souboru je prˇevzat z knihovny TSPLIB, cozˇ je vsˇeobecneˇ
pouzˇ´ıvana´ forma deklarace instance v logisticky´ch optimalizacˇn´ıch u´loha´ch. Ze souboru
jsou nacˇteny u´vodn´ı vlastnosti instance jako je pocˇet uzl˚u, kapacita vozidla, maxima´ln´ı de´lka
trasy a cˇas obsluhy. Na´sleduje deklarace vsˇech za´kazn´ık˚u, u ktery´ch jsou vzˇdy uvedeny jejich
sourˇadnice a kapacitn´ı pozˇadavek. Vsˇechny tyto informace jsou trˇ´ıdou Parser extrahova´ny
do trˇ´ıdy Dataset, ktera´ da´le reprezentuje rˇesˇenou instanci VRP.
5.2 Popis trˇ´ıd
V te´to kapitole budou strucˇneˇ popsa´ny vytvorˇene´ trˇ´ıdy aplikace a naznacˇeny jejich vazby.
Trˇ´ıdy mu˚zˇeme rozdeˇlit na cˇtyrˇi typy: rˇ´ıd´ıc´ı trˇ´ıdy, objektove´ trˇ´ıdy, trˇ´ıdy rˇesˇen´ı a trˇ´ıdy metod.
V te´to cˇa´sti budou postupneˇ prˇedstaveny uvedene´ skupiny a popsa´ny jednotlive´ jejich trˇ´ıdy.
Rˇı´d´ıc´ı trˇ´ıdy jsou za´kladn´ı trˇ´ıdy podporuj´ıc´ı funkcionalitu cele´ aplikace. Jedna´ se
o na´sleduj´ıc´ı:
• DIP - hlavn´ı trˇ´ıda rˇ´ıd´ıc´ı celou aplikaci.
• Config - trˇ´ıda obsahuj´ıc´ı vesˇkere´ parametry algoritmu˚ a aplikace. Soucˇa´st´ı je metoda
na zpracova´n´ı argument˚u z prˇ´ıkazove´ rˇa´dky a jejich prˇeklad na nastaven´ı parametr˚u.
• GUI - objekt te´to trˇ´ıdy reprezentuje vizualizaci zmı´neˇnou knihovnou GraphStream
vcˇetneˇ jej´ıho nastaven´ı. Obsahuje metodu pro vykreslen´ı zadane´ho ko´dova´n´ı rˇesˇen´ı.
• Parser - metody te´to trˇ´ıdy prova´deˇj´ı nacˇten´ı souboru instance do objektu Dataset
a take´ zpracova´n´ı vstupn´ı RT tabulky do objektu RTTable.
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• Tools - tato trˇ´ıda zprostrˇedkova´va´ r˚uzne´ obecne´ metody jako je generova´n´ı na´hodne´ho
cˇ´ısla ze zadane´ho rozsahu, nebo zprˇ´ıstupneˇn´ı vzda´lenost´ı mezi za´kazn´ıky a parametr˚u
pouzˇite´ instance VRP.
• DatabaseHandler - staticke´ metody v te´to trˇ´ıdeˇ jsou zodpoveˇdne´ za ulozˇen´ı vy´sledk˚u
beˇhu do databa´ze. To je prˇedevsˇ´ım nutne´ pro vyhodnocova´n´ı experiment˚u.
Objektove´ trˇ´ıdy zde necha´peme jako cˇiste´ POJO2, ale jako beˇzˇne´ objekty, ktere´ se
v aplikaci vytva´rˇej´ı a pouzˇ´ıvaj´ı. Ty jsou na´sleduj´ıc´ı:
• Customer - objekt reprezentuj´ıc´ı jednoho za´kazn´ıka nesouc´ı vsˇechny jeho informace.
• Dataset - tento objekt reprezentuje nacˇtenou instanci u´lohy VRP a vsˇechny jej´ı
parametry jako seznam za´kazn´ık˚u, kapacitu vozidla apod.
• Coding - objekty te´to trˇ´ıdy tvorˇ´ı ko´dova´n´ı rˇesˇen´ı a v podstateˇ reprezentuj´ı jednotlive´
rˇesˇen´ı. Jedna´ se o rozsˇ´ıˇren´ı trˇ´ıdy seznamu ArrayList<Customer>. Obsahuje metody
pro zjiˇsteˇn´ı de´lky zako´dovane´ho rˇesˇen´ı a dalˇs´ı.
• Cluster - potomek trˇ´ıdy Coding, ktery´ reprezentuje jednu trasu rˇesˇen´ı. S t´ımto ob-
jektem se pracuje v neˇktery´ch metoda´ch a jeho instance jsou na´sledneˇ sloucˇeny do
kompletn´ıho ko´dova´n´ı objektu Coding.
• RTTable - objekt reprezentuj´ıc´ı RT tabulku, kde neza´lezˇ´ı na pouzˇite´ charakteristice,
jelikozˇ struktura obou je stejna´. Obsahuje metody vypsa´n´ı tabulek a prˇ´ıstupy k jed-
notlivy´m prvk˚um.
• RTSelectable - instance tohoto objektu jsou pouzˇ´ıva´ny u RT mutac´ı pro vybra´n´ı cha-
rakteristik pro jejich na´sledne´ serˇazen´ı a zpracova´n´ı. Obsahuj´ı tak za´kazn´ıka, hodnotu
RT charakteristiky a neˇktere´ dalˇs´ı u´daje.
Trˇ´ıdy rˇesˇen´ı jsou ja´drem cele´ aplikace, jelikozˇ v nich prob´ıha´ samotny´ vy´pocˇet opti-
malizace. Jednotlive´ tyto trˇ´ıdy pak reprezentuj´ı pouzˇite´ algoritmy a jedna´ se o na´sleduj´ıc´ı:
• AbstractSolver - abstraktn´ı trˇ´ıda rˇesˇen´ı poskytuj´ıc´ı za´klad ve formeˇ inicializac´ı ma-
tice vzda´lenost´ı a RT tabulek a metody pro aktualizaci RT hodnot. Specifikuje abs-
traktn´ı metodu solve(), ve ktere´ je prova´deˇn samotny´ vy´pocˇet. Na´sleduj´ıc´ı trˇ´ıdy pak
deˇd´ı z te´to trˇ´ıdy.
• GeneticSolver - tato trˇ´ıda obsahuje ja´dro geneticke´ho algoritmu a potrˇebne´ metody.
• TabuSolver - v te´to trˇ´ıdeˇ je prova´deˇn vy´pocˇet algoritmu TABU.
• SimulatedAnnealingSolver - ja´dro algoritmu simulovane´ho zˇ´ıha´n´ı.
• AntSolver - tato trˇ´ıda popisuje chova´n´ı algoritmu ANT, prˇicˇemzˇ vyuzˇ´ıva´ objekty
mravenc˚u trˇ´ıdy Ant.
Trˇ´ıdy metod obsahuj´ı hlavn´ı logiku prˇedstaveny´ch mutac´ı, krˇ´ızˇen´ı apod. Jedna´ se
o staticke´ trˇ´ıdy obsahuj´ıc´ı sobeˇstacˇne´ metody navracej´ıc´ı pozˇadovany´ vy´sledek. Konkre´tneˇ
se jedna´ o na´sleduj´ıc´ı:
2POJO, neboli Plain Old Java Object, je jednoduchy´ objekt typicky obsahuj´ıc´ı pouze promeˇnne´ a metody
prˇ´ıstupu k nim. Obvykle neobsahuje dalˇs´ı vy´konnou logiku.
42
• Initiator - trˇ´ıda obsahuj´ıc´ı staticke´ metody navracej´ıc´ı pocˇa´tecˇn´ı rˇesˇen´ı.
• Mutation - jedna z nejrozsa´hlejˇs´ıch trˇ´ıd obsahuje vsˇechny staticke´ metody mutace.
• Crossover - v te´to trˇ´ıdeˇ jsou staticke´ metody prova´deˇj´ıc´ı krˇ´ızˇen´ı.
• General - zde jsou uvedeny obecne´ metody pouzˇite´ na v´ıce mı´stech, konkre´tneˇ algo-
ritmus BCRI.
• Ant - objekt umeˇle´ho mravence zkoumaj´ıc´ıho prostor rˇesˇen´ı metodou walk().
5.3 Optimalizace
Prˇi implementaci je take´ nutne´ bra´t ohled na vy´konnost aplikace, a tak byly pouzˇity
r˚uzne´ optimalizace, z nichzˇ neˇktere´ budou v na´sleduj´ıc´ım textu zmı´neˇny.
Optimalizace vy´pocˇtu de´lky a kapacity trasy
Vsˇechny algoritmy a metody velmi cˇasto pracuj´ı s ohodnocen´ım dane´ho rˇesˇen´ı S re-
prezentovane´ho objektem Coding. Bylo by tedy velmi vy´pocˇetneˇ na´rocˇne´ pokazˇde´ znovu
pocˇ´ıtat toto ohodnocen´ı, tedy de´lku trasy rˇesˇen´ı. Proto je de´lka vzˇdy ulozˇena do pomocne´
promeˇnne´ (cache) a je tedy pocˇ´ıta´na vzˇdy jen jednou. Samozrˇejmeˇ ale mus´ıme tuto cache
zneplatnit, pokud dojde k jake´koliv zmeˇneˇ rˇesˇen´ı. Je tak trˇeba prˇet´ızˇit vsˇechny modifikacˇn´ı
metody trˇ´ıdy ArrayList jako add(), remove() atd.
Da´le u objektu Cluster pouzˇite´ho v neˇktery´ch metoda´ch vyuzˇ´ıva´me vy´pocˇet kapa-
city te´to trasy. Ten mu˚zˇe by´t ulozˇen obdobneˇ jako celkova´ de´lka. Nav´ıc vsˇak mu˚zˇeme prˇi
prˇida´va´n´ı a odeb´ıra´n´ı za´kazn´ık˚u z trasy prˇ´ımo meˇnit hodnotu te´to promeˇnne´, a to prˇicˇten´ım
a odecˇten´ım pozˇadavku dane´ho za´kazn´ıka. I takto mala´ optimalizace tak mu˚zˇe pomoct k cel-
kove´mu zrychlen´ı, pokud se operace prova´d´ı velmi cˇasto.
Optimalizace metody RTClust
Beˇh programu byl take´ analyzova´n pomoc´ı na´stroj˚u pro sledova´n´ı vyuzˇit´ı pracovn´ı
pameˇti a procesoru a zjiˇsteˇn´ı proble´movy´ch mı´st. Bylo zjiˇsteˇno, zˇe u metody RTClust je ge-
nerova´no obrovske´ mnozˇstv´ı objekt˚u trˇ´ıdy RTSelectable, ktere´ mus´ı by´t na´sledneˇ setrˇ´ıdeˇny
podle hodnoty, cozˇ spotrˇebuje mnoho vy´pocˇetn´ıho cˇasu. To je z toho d˚uvodu, zˇe v te´to me-
todeˇ zkouma´me vsˇechny dvojice za´kazn´ık˚u, kterˇ´ı jsou spolu v jedne´ trase. Jizˇ u nejmensˇ´ıch
instanc´ı se pak jedna´ prˇiblizˇneˇ o 300 dvojic. Je jiste´, zˇe vsˇechny mus´ıme prozkoumat, ale nen´ı
nutne´ vsˇechny ukla´dat do seznamu pro serˇazen´ı. To zvysˇuje jak pameˇt’ove´, tak vy´pocˇetn´ı
na´roky na serˇazen´ı.
Toto se da´ optimalizovat na´sledovneˇ. Vı´me, kolik charakteristik chceme vybrat a take´
v´ıme, zˇe chceme vybrat ty nejhorsˇ´ı. Mu˚zˇeme tak ukla´dat informaci o minima´ln´ı ulozˇene´
hodnoteˇ RT. Pokud zkoumana´ charakteristika ma´ lepsˇ´ı ohodnocen´ı, je jasne´, zˇe jizˇ nebude
vybra´na, a tak ji ani nemus´ıme prˇida´vat. Naopak ji prˇida´me, pokud je horsˇ´ı, nezˇ minimum.
Abychom nasˇli alesponˇ prˇedepsany´ pocˇet charakteristik, spousˇt´ıme tyto kontroly azˇ po
naplneˇn´ı te´to kvo´ty. T´ımto je de´lka seznamu, nutna´ pro serˇazen´ı, zmensˇena na pouhe´ 2 %
p˚uvodn´ıho pocˇtu. Toto doka´zˇe mutaci RTClust podstatneˇ zrychlit.
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Implementace rulety
Zaj´ımava´ je take´ implementace rulety u ruletove´ho vy´beˇru. Toto je pouzˇ´ıva´no jak v ge-
neticky´ch algoritmech, tak u optimalizace mravencˇ´ı koloni´ı. Klasicky´m zp˚usobem bychom
museli pro kazˇde´ho jedince vypocˇ´ıtat hodnotu pravdeˇpodobnosti a vlozˇit do seznamu. Pote´
bychom museli seznam proj´ıt znovu a vydeˇlit vsˇechny pravdeˇpodobnosti jejich soucˇtem. Ve
stejne´m kroku bychom mohli pocˇ´ıtat take´ kumulativn´ı pravdeˇpodobnost, se kterou se da´le
le´pe pracuje. Na´sledneˇ vygenerujeme na´hodne´ cˇ´ıslo a seznam postupneˇ procha´z´ıme, nezˇ
naraz´ıme na hodnotu mensˇ´ı, nezˇ je vygenerovane´ cˇ´ıslo. Odpov´ıdaj´ıc´ı za´znam reprezentuje
vy´sledek. Zejme´na u mravencˇ´ı kolonie, kde tuto operaci prova´d´ıme opravdu velmi cˇasto
u kazˇde´ho dalˇs´ıho za´kazn´ıka, je tento syste´m velmi neefektivn´ı.
Je tak v ra´mci optimalizace mozˇne´ vytvorˇit pole o potrˇebne´ velikosti a do neˇj postupneˇ
vlozˇit jednotlive´ pravdeˇpodobnosti, a to kumulativneˇ, tedy sta´ly´m prˇicˇ´ıta´n´ım pravdeˇpodob-
nosti k soucˇtu. Tyto hodnoty jizˇ nemus´ıme sˇka´lovat celkovy´m soucˇtem, protozˇe pomeˇr mezi
hodnotami by z˚ustal zachova´n i po vydeˇlen´ı vsˇech stejnou hodnotou. Je tedy nutne´ jen upra-
vit rozsah generovane´ho na´hodne´ho cˇ´ısla po posledn´ı kumulativn´ı pravdeˇpodobnost. Pote´ je
na´hodne´ cˇ´ıslo v poli vyhleda´no pomoc´ı optimalizovane´ metody Arrays.binarySearch(),
cˇ´ımzˇ usˇetrˇ´ıme dalˇs´ı pr˚uchod polem. Takto se daj´ı jednodusˇe usˇetrˇit te´meˇrˇ dva zbytecˇne´
pr˚uchody cely´m seznamem, ten pro deˇlen´ı soucˇtem a ten pro vyhleda´n´ı.
Obecne´ principy optimalizace
V ra´mci algoritmu se vyskytuje pomeˇrneˇ cˇasto serˇazen´ı seznamu. At’ uzˇ seznamu ko´dova´n´ı
v populaci, nebo pra´veˇ u RT mutac´ı. Pro rˇazen´ı je na vsˇech mı´stech pouzˇit optimalizovany´
prˇ´ıstup poskytnuty´ metodou Collections.sort(), ktera´ ma´ velmi dobrou linea´rneˇlogarit-
mickou slozˇitostO(N ·log(N)). Tato metoda vyzˇaduje implementaci rozhran´ı Comparable<>,
ktery´m urcˇ´ıme, podle jake´ hodnoty se ma´ rˇazen´ı prove´st.
V ra´mci implementace je na velke´m mnozˇstv´ı mı´st pouzˇit seznam, ktery´ je na´sledneˇ
procha´zen. Procha´zen´ı seznamu je v Javeˇ mozˇne´ hned neˇkolika zp˚usoby: pomoc´ı itera´toru,
klasicky´m cyklem for nebo while a nebo zkra´ceny´m cyklem for (for-each). Posledn´ı zp˚usob
procha´zen´ı je nejrychlejˇs´ı a za´rovenˇ take´ neprˇehledneˇjˇs´ı. Tam, kde je to mozˇne´ pouzˇijeme
tento zp˚usob.
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Kapitola 6
Experimenty
V te´to cˇa´sti bude nejprve definova´no na jaky´ch u´loha´ch a jaky´m zp˚usobem experimenty
prob´ıhaly a byly vyhodnocova´ny. Da´le budou pro srovna´n´ı uvedeny vybrane´ vy´sledky z lite-
ratury pouzˇ´ıvaj´ıc´ı stejne´ srovna´vac´ı u´lohy. V pra´ci byla provedena rˇada experiment˚u s im-
plementovany´mi algoritmy GA, TABU, SA a ANT. Kazˇde´mu algoritmu bude veˇnova´na
jedna podkapitola, kde bude neˇkolika experimenty zjiˇsteˇno optima´ln´ı nastaven´ı parametr˚u
teˇchto metod a oveˇrˇen prˇ´ınos prˇedstaveny´ch vylepsˇen´ı. V za´veˇrecˇne´ cˇa´sti bude nejprve dis-
kutova´no nastaven´ı metod zalozˇeny´ch na RT tabulka´ch a pote´ zkouma´n celkovy´ prˇ´ınos
teˇchto mutac´ı pro jednotlive´ algoritmy.
Pro experimentova´n´ı byla vytvorˇena experimenta´ln´ı infrastruktura naznacˇena´ obra´zkem
6.1. Vsˇechny experimenty jsou hromadneˇ konzoloveˇ spousˇteˇny na sˇkoln´ım distribuovane´m
syste´mu Sun Grid Engine a po skoncˇen´ı kazˇde´ho beˇhu jsou do databa´ze zapsa´ny d˚ulezˇite´
u´daje jako: nalezene´ rˇesˇen´ı a jeho vzda´lenost, cˇas dokoncˇen´ı, de´lka trva´n´ı, pouzˇity´ algo-
ritmus a jeho varianta a parametry spusˇteˇn´ı programu. Pomoc´ı teˇchto informac´ı je pak
databa´zovy´mi dotazy mozˇne´ z´ıskat vsˇechny potrˇebne´ statistiky pro na´sledne´ porovna´va´n´ı.
Pro tento u´cˇel byl vytvorˇen vyhodnocovac´ı program Experiment Evaluator v jazyce Java,
ktery´ doka´zˇe pro zadane´ varianty algoritmu vypsat srovna´vac´ı tabulky tak, jak je mozˇne´
videˇt da´le ve vsˇech tabulka´ch v te´to kapitole. Navrzˇenou infrastrukturou bylo vy´znamneˇ
usnadneˇno prova´deˇn´ı experiment˚u a jejich vyhodnocova´n´ı.
SGE DB
Tabulky
s výsledky
Varianty
experimentu
Získání
informací
Uložení
výsledků
Spuštění
experimentu
Vstupní
parametry
Experiment
Evaluator
VRP
Solver
Obra´zek 6.1: Ilustrace pouzˇit´ı experimenta´ln´ı infrastruktury.
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6.1 Popis proble´mu˚ pro srovna´va´n´ı
Vsˇechny experimenty byly prova´deˇny na dvou sada´ch euklidovsky´ch srovna´vac´ıch prob-
le´mu˚, kde je vzda´lenost mezi dveˇma body dana´ klasickou euklidovskou vzda´lenost´ı teˇchto
bod˚u. Pozice za´kazn´ık˚u je zde urcˇena dvojic´ı sourˇadnic v prostoru. Sourˇadnice samotne´ pak
nemaj´ı uvedenou jednotku, proto da´le budeme znacˇit vzda´lenost na´mi zavedenou abstraktn´ı
jednotkou de´lky, znacˇenou JD.
Prvn´ı sada obsahuje 14 klasicky´ch proble´mu˚ vytvorˇeny´ch Christofidesem a kol. [9]. Tyto
proble´my obsahuj´ı 50 azˇ 199 za´kazn´ık˚u, jedna´ se tedy sp´ıˇse o mensˇ´ı instance. Instance 6 - 10,
13 a 14 maj´ı nav´ıc definova´nu maxima´ln´ı de´lku jedne´ trasy, ktera´ nesmı´ by´t prˇekrocˇena.
Tyto maj´ı zada´n take´ tzv. service time, tedy cˇas obsluhy, ktery´ bude stra´ven u kazˇde´ho
za´kazn´ıka a se ktery´m se mus´ı pocˇ´ıtat prˇi dodrzˇova´n´ı maxima´ln´ı de´lky trasy. Cˇas obsluhy
je zde cha´pa´n jako da´lka, kterou by vozidlo ujelo za dany´ cˇas, a je tak mozˇne´ jej jednodusˇe
secˇ´ıst s de´lkou trasy. V te´to sadeˇ pak plat´ı, zˇe proble´my 1 - 5, 11 a 12 a 6 - 10, 13 a 14 jsou co
se ty´cˇe struktury shodne´, jen se liˇs´ı pouzˇit´ım podmı´nek maxima´ln´ı de´lky trasy. Da´le plat´ı,
zˇe za´kazn´ıci jsou v instanc´ıch rozmı´steˇni na´hodneˇ a to kromeˇ 11 - 14, kde jsou umı´steˇni do
shluk˚u.
Golden a kol. [14] pozdeˇji usoudili, zˇe je potrˇeba veˇtsˇ´ıch instanc´ı a jejich sada obsa-
huje 20 rozsa´hly´ch proble´mu˚, ktere´ obsahuj´ı 200 azˇ 483 za´kazn´ık˚u. Pouze instance 1 - 8
maj´ı definova´nu maxima´ln´ı de´lku jedne´ trasy, ovsˇem bez definice servisn´ıho cˇasu, v tomto
prˇ´ıpadeˇ se tedy bere v potaz jen de´lka samotna´. V te´to sadeˇ jsou za´kazn´ıci usporˇa´da´n´ı do
pravidelny´ch geometricky´ch u´tvar˚u. Zat´ımco v proble´mech 1 - 8 jsou za´kazn´ıci usporˇa´da´ni
do soustrˇedny´ch kruh˚u kolem skladu, u instanc´ı 9 - 12 jsou usporˇa´da´ny v pravidelne´m
kosocˇtverci se skladem umı´steˇny´m na spodn´ım vrcholu a u 13 - 16 se jedna´ o pravidelny´
cˇtverec se skladem uprostrˇed. V posledn´ı cˇa´sti sady, tedy v instanc´ıch 17 - 20, jsou pak
za´kazn´ıci usporˇa´da´ni do tvaru pravidelne´ sˇestic´ıpe´ hveˇzdy kolem centra´ln´ıho skladu.
Instance Uzl˚u Kapacita Max. de´lka [JD] Cˇas obsluhy [JD] Nejlepsˇ´ı zna´me´ rˇesˇen´ı [JD]
1 51 160 ∞ 0 524,61
2 76 140 ∞ 0 835,26
3 101 200 ∞ 0 826,14
4 151 200 ∞ 0 1028,42
5 200 200 ∞ 0 1291,29
6 51 160 200 10 555,43
7 76 140 160 10 909,68
8 101 200 230 10 865,94
9 151 200 200 10 1162,55
10 200 200 200 10 1395,85
11 121 200 ∞ 0 1042,11
12 101 200 ∞ 0 819,56
13 121 200 720 50 1541,14
14 101 200 1040 90 866,37
Tabulka 6.1: Vlastnosti instanc´ı srovna´vac´ı sady Christofides.
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V tabulka´ch 6.1 a 6.2 je mozˇne´ videˇt vlastnosti jednotlivy´ch instanc´ı, kde jsou ve
sloupc´ıch postupneˇ cˇ´ıslo instance, pocˇet uzl˚u, kapacita vozidla, maxima´ln´ı de´lka trasy a cˇas
obsluhy. V posledn´ım sloupci nalezneme nejlepsˇ´ı zna´me´ rˇesˇen´ı, cozˇ je de´lka nejlepsˇ´ıho pub-
likovane´ho vy´sledku dane´ instance. V prˇ´ıpadeˇ prvn´ı sady se jedna´ o optima´ln´ı rˇesˇen´ı z´ıskane´
exaktn´ımi algoritmy, avsˇak v druhe´ sadeˇ se jedna´ jen o suboptima´ln´ı rˇesˇen´ı z´ıskane´ r˚uzny´mi
vy´zkumny´mi skupinami. Tyto hodnoty byly prˇevzaty z aktualizovane´ho webu zaby´vaj´ıc´ıho
se u´lohou Vehicle Routing Problem [25].
Instance Uzl˚u Kapacita Max. de´lka [JD] Cˇas obsluhy [JD] Nejlepsˇ´ı zna´me´ rˇesˇen´ı [JD]
1 240 550 650 0 5627,54
2 320 700 900 0 8444,50
3 400 900 1200 0 11036,22
4 480 1000 1600 0 13624,52
5 200 900 1800 0 6460,98
6 280 900 1500 0 8412,80
7 360 900 1300 0 10181,75
8 440 900 1200 0 11643,90
9 255 1000 ∞ 0 583,39
10 323 1000 ∞ 0 741,56
11 399 1000 ∞ 0 918,45
12 483 1000 ∞ 0 1107,19
13 252 1000 ∞ 0 859,11
14 320 1000 ∞ 0 1081,31
15 396 1000 ∞ 0 1345,23
16 480 1000 ∞ 0 1622,69
17 240 200 ∞ 0 707,79
18 300 200 ∞ 0 997,52
19 360 200 ∞ 0 1366,86
20 420 200 ∞ 0 1820,09
Tabulka 6.2: Vlastnosti instanc´ı srovna´vac´ı sady Golden.
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6.2 Popis experimentova´n´ı
Jelikozˇ v na´sleduj´ıc´ı cˇa´sti bude uvedeno pomeˇrneˇ velke´ mnozˇstv´ı experiment˚u, bylo
nutne´ vyvinout jednoduche´ a strucˇne´ srovna´vac´ı krite´rium. Jelikozˇ se pra´ce zaby´va´ stochas-
ticky´mi algoritmy, je nutne´ prove´st pr˚umeˇrova´n´ı z mnoha beˇh˚u algoritmu. Konkre´tneˇ byl
program vzˇdy spusˇteˇn s uvedeny´m nastaven´ım na vsˇech instanc´ıch obou sad, a to v pocˇtu
50 jednotlivy´ch spusˇteˇn´ı na kazˇdou instanci. V programu je pro generova´n´ı na´hodny´ch cˇ´ısel
pouzˇit objekt java.util.Random, ktery´ podle dokumentace nastavuje seed (pocˇa´tecˇn´ı stav)
tak, zˇe je velmi pravdeˇpodobneˇ odliˇsny´ prˇi kazˇde´m vola´n´ı konstruktoru objektu. T´ımto je
zarucˇena unika´tnost kazˇde´ho spusˇteˇn´ı. V kazˇde´m beˇhu pak byla vyhodnocena nejlepsˇ´ı na-
lezena´ cesta a pak byly statisticky vypocˇ´ıta´ny hodnoty pr˚umeˇrne´ a nejlepsˇ´ı trasy u kazˇde´
jednotlive´ instance. Pro lepsˇ´ı vypov´ıdaj´ıc´ı schopnost byla vypocˇ´ıta´na odchylka od nejlepsˇ´ıho
zna´me´ho rˇesˇen´ı podle vzorce:
ω =
cFOUND − cBKS
cBKS
∗ 100 [%], (6.1)
kde cFOUND znacˇ´ı vzda´lenost na´mi nalezene´ho rˇesˇen´ı a cBKS vzda´lenost nejlepsˇ´ıho
zna´me´ho rˇesˇen´ı.
Pro lepsˇ´ı srovna´n´ı jednotlivy´ch experiment˚u je vhodne´ vypocˇ´ıtat pr˚umeˇrnou hodnotu
te´to odchylky prˇes celou sadu proble´mu˚. Takto bude mozˇne´ srovnat dveˇ varianty algo-
ritmu v dane´ sadeˇ proble´mu˚ pouze pomoc´ı dvou cˇ´ısel: pr˚umeˇrne´ odchylky pr˚umeˇrne´ho
rˇesˇen´ı (ωavg) a pr˚umeˇrne´ odchylky nejlepsˇ´ıho rˇesˇen´ı (ωbest). Tento zp˚usob vyhodnocen´ı pro
na´sledne´ porovna´n´ı je v komuniteˇ VRP pomeˇrneˇ beˇzˇny´ a je mozˇne´ se s n´ım setkat naprˇ´ıklad
v [28], [24] nebo [7]. Vsˇechny odchylky jsou uvedene´ v procentech a znacˇ´ı tak o kolik procent
je dane´ rˇesˇen´ı horsˇ´ı, nezˇ optimum, potazˇmo nejlepsˇ´ı nalezene´ rˇesˇen´ı.
Da´le je u experimentova´n´ı d˚ulezˇite´ zave´st srovna´vac´ı krite´rium, pomoc´ı ktere´ho je li-
mitova´n beˇh r˚uzny´ch algoritmu˚ a jejich variant. Tento limit bude omezovat beˇh algoritmu
tak, aby vsˇechny varianty meˇly stejnou sˇanci nale´zt rˇesˇen´ı. V komuniteˇ kolem VRP bohuzˇel
nen´ı usta´lene´ zˇa´dne´ takove´ krite´rium. Wink a kol. v [41] limituj´ı kazˇdy´ beˇh vygenerova´n´ım
100 000 potomk˚u, zat´ımco naprˇ´ıklad Berger v [4] zastav´ı beˇh, pokud nebyl vy´sledek v po-
sledn´ıch 20 generac´ıch vylepsˇen alesponˇ o 1 %. Mu˚zˇeme se take´ inspirovat v komuniteˇ kolem
RCPSP, kde je beˇzˇny´m meˇrˇ´ıtkem pocˇet vyhodnocen´ı rˇesˇen´ı [16, 40], v nasˇem prˇ´ıpadeˇ zjiˇsteˇn´ı
vzda´lenosti jednotlive´ho rˇesˇen´ı. Toto krite´rium je vhodne´ pro porovna´va´n´ı r˚uzny´ch metod
(GA, TABU, SA atd.), jelikozˇ vsˇem da´va´ stejny´ pocˇet prozkoumany´ch rˇesˇen´ı. Zmı´neˇne´
meˇrˇ´ıtko take´ spra´vneˇ reflektuje veˇtsˇ´ı potrˇeby slozˇiteˇjˇs´ıch metod s na´vratem, kdy je v jedne´
chv´ıli prozkouma´no v´ıce rˇesˇen´ı, cozˇ by meˇlo by´t prˇi porovna´n´ı experiment˚u zohledneˇno.
Pokud nen´ı uvedeno jinak, u vsˇech experiment˚u byl nastaven limit 1 000 000 (1M) vyhod-
nocen´ı.
Jelikozˇ se pra´ce prˇedevsˇ´ım zaby´va´ implementac´ı RT metod do jednotlivy´ch algoritmu˚,
byly vsˇechny experimenty (azˇ na uvedene´ vy´jimky) provedeny s pouzˇit´ım teˇchto metod.
Bylo t´ım eliminova´no riziko, zˇe by byly jednotlive´ parametry algoritmu˚ vyladeˇny pouze pro
na´hodne´ mutace a prˇi pouzˇit´ı pokrocˇily´ch RT metod by dosˇlo k degradaci. T´ımto mohou
by´t v za´veˇru na´hodne´ mutace lehce znevy´hodneˇny, ale rozd´ıly v optima´ln´ım nastaven´ı para-
metr˚u by nemeˇly by´t tak velke´. Konkre´tneˇ byly prˇedstavene´ RT metody pouzˇity v pomeˇru:
30 % RTReshuff, 25 % RTShift, 25 % RTCluster a 20 % na´hodne´ BCRM.
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Statisticky´ rozptyl ve vy´sledc´ıch
Jelikozˇ jsou vsˇechny zkoumane´ algoritmy zalozˇeny na na´hodny´ch jevech, mu˚zˇe by´t kazˇdy´
beˇh odliˇsny´, jak jizˇ bylo rˇecˇeno. Pr˚umeˇrova´n´ım padesa´ti beˇh˚u tyto odchylky cˇa´stecˇneˇ eli-
minujeme, ale je d˚ulezˇite´ uve´st, zˇe i vy´sledky opakovane´ sady beˇh˚u se mohou liˇsit. To, jak
moc se budou liˇsit mu˚zˇeme nazvat statisticky´m rozptylem. Tato informace bude uzˇitecˇna´
ve zhodnocen´ı experiment˚u, kde budeme veˇdeˇt, kdy je rozd´ıl natolik velky´, zˇe je opravdu
zp˚usoben lepsˇ´ım chova´n´ım algoritmu a ne jen touto odchylkou.
Proto bylo provedeno 10 opakova´n´ı stejne´ho experimentu za u´cˇelem zjiˇsteˇn´ı teˇchto
hodnot. Je nutno podotknout, zˇe jako jeden experiment je povazˇova´no padesa´ti na´sobne´
spusˇteˇn´ı algoritmu na kazˇdou instanci obou sad. Konkre´tneˇ byl spusˇteˇn algoritmus RTGA
s velikost´ı populace 30 jedinc˚u. Z deseti z´ıskany´ch hodnot byl spocˇ´ıta´n pr˚umeˇr a take´ od-
chylka minima´ln´ı hodnoty od pr˚umeˇru (za´porna´ odchylka) a odchylka maxima´ln´ı hodnoty
(kladna´ odchylka). Uvedena je take´ klasicka´ smeˇrodatna´ odchylka σ. Vy´sledky jsou uvedeny
v tabulce 6.3.
Christofides Golden
ωavg [%] ωbest [%] ωavg [%] ωbest [%]
Pr˚umeˇrna´ hodnota 7,354 4,1 22,174 16,415
Za´porna´ odchylka -0,074 -0,19 -0,124 -0,415
Kladna´ odchylka +0,066 +0,28 0,146 0,295
Smeˇrodatna´ odchylka σ 0,033 0,166 0,097 0,218
Tabulka 6.3: Vyhodnocen´ı statisticke´ho rozptylu pro vypocˇ´ıtanou hodnotu odchylky
pr˚umeˇrne´ho a nejlepsˇ´ıho rˇesˇen´ı.
Z vy´sledk˚u absolutn´ıch odchylek mu˚zˇeme vyvodit, zˇe u ωavg mu˚zˇe doj´ıt ke kol´ısa´n´ı
hodnoty cca. ±0, 07 %, resp. ±0, 13 % u druhe´ sady, zat´ımco u ωbest je to prˇiblizˇneˇ ±0, 23 %,
resp. ±0, 35 %. Pravidlo 2σ, ktere´ uda´va´, zˇe valna´ veˇtsˇina hodnot je od pr˚umeˇru vzda´lena
maxima´lneˇ 2σ, toto potvrzuje s hodnotami 2σωavg = 0, 066 %, respektive 0, 194 % u prvn´ı
sady a 2σωbest = 0, 332 %, respektive 0, 436 % u sady druhe´. Veˇtsˇ´ı rozptyl u nejlepsˇ´ıho rˇesˇen´ı
je pomeˇrneˇ pochopitelny´, jelikozˇ se jedna´ vzˇdy jen o jednu hodnotu z cele´ho experimentu,
a tak nen´ı tato hodnota obecneˇ velmi smeˇrodatna´ a sp´ıˇse budeme da´le porovna´vat hodnoty
ωavg. Mu˚zˇeme si take´ vsˇimnout prˇiblizˇneˇ trˇikra´t veˇtsˇ´ı odchylky u druhe´ sady s rozsa´hlejˇs´ımi
instancemi. To mu˚zˇe by´t zp˚usobeno veˇtsˇ´ı na´chylnost´ı na na´hodne´ jevy prˇi veˇtsˇ´ım pocˇtu
za´kazn´ık˚u a take´ celkoveˇ veˇtsˇ´ı odchylkou od optima.
Za´veˇrem mu˚zˇeme vyslovit tvrzen´ı, zˇe pokud budou vy´sledky ωavg dvou experiment˚u od
sebe vzda´leny alesponˇ 4σ, tedy prˇiblizˇneˇ 0,14 %, respektive 0,39 %, je mozˇne´ tvrdit, zˇe
je prokazatelneˇ lepsˇ´ı ten s mensˇ´ı hodnotou. V opacˇne´m prˇ´ıpadeˇ si nemu˚zˇeme by´t jisti, zda
je rozd´ıl dany´ lepsˇ´ımi vlastnosti algoritmu, nebo pouze statisticky´m rozptylem.
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6.3 Vy´sledky z literatury
Pro porovna´n´ı je trˇeba uve´st vy´sledky dosazˇene´ v literaturˇe r˚uzny´mi metodami, abychom
z´ıskali prˇehled, jake´ hodnoty mu˚zˇeme ocˇeka´vat. Pro klasicke´ sadeˇ Christofides bylo nalezeno
v´ıce publikovany´ch cˇla´nk˚u. Proto jsou uvedeny jak za´kladn´ı a jizˇ pomeˇrneˇ stare´ heuristiky
a metody, tak relativneˇ noveˇ publikovane´ cˇla´nky s vy´konny´mi metodami. Rozsa´hlejˇs´ı druhe´
sadeˇ proble´mu˚ se pak veˇnuje mensˇ´ı cˇa´st cˇla´nk˚u a jedna´ se prˇedevsˇ´ım o optimalizovane´ me-
tody pro rozsa´hle´ instance z posledn´ı doby. Popis pouzˇity´ch zkratek algoritmu˚ spolu s citac´ı
dany´ch cˇla´nk˚u je v na´sleduj´ıc´ım seznamu:
• CW - Clark and Wright savings algorithm. Vy´sledky prˇevzaty z [12].
• MJ - Mole and Jameson generalized savings algorithm. Vy´sledky prˇevzaty z [12].
• GM - Gillett and Miller Sweep algorithm. Vy´sledky prˇevzaty z [12].
• CMT1 - Christofides, Mingozzi and Toth two-phase algorithm. Prˇevzato z [12].
• OSA - Algoritmus simulovane´ho zˇ´ıha´n´ı prˇedstaveny´ Osmanem. Prˇevzato z [12].
• OTS - Algoritmus tabu prohleda´va´n´ı prˇedstaveny´ Osmanem. Prˇevzato z [12].
• TABUROUTE - Heuristika tabu prohleda´va´n´ı prˇedstavena´ v [12].
• ANT - Aplikace algoritmu mravencˇ´ı kolonie na proble´m VRP uvedena´ v [7].
• HG - Hybridn´ı geneticky´ algoritmus prˇedstaveny´ v [4].
• SGA - Geneticky´ algoritmus prˇedstaveny´ v cˇla´nku [28].
• GENPSO - Hybridn´ı algoritmus spojuj´ıc´ı geneticky´ algoritmus s optimalizac´ı hejnem
cˇa´stic [22].
• AGES - Active-guided evolution strategies prˇedstavene´ v cˇla´nku [24].
• RTR - Record-to-record travel je algoritmus deterministicke´ho zˇ´ıha´n´ı prˇedstaveny´
Goldenem a kol. spolu s pouzˇ´ıvanou sadou instanc´ı v [14].
• VNS - Variable neighborhood search je heuristika urcˇena´ prˇedevsˇ´ım pro velke´ instance
z [18].
• GTS - Granular tabu search prˇedstaveny´ Toth a Vigem v [39].
CW MJ GM CMT1 ANT OSA
Pr˚umeˇrna´ odchylka [%] 11,27 10,91 7,3 4,79 4,43 2,11
Pr˚umeˇrny´ cˇas [min] - - - - 18,1 -
SGA TABUROUTE OTS HG GENPSO AGES
Pr˚umeˇrna´ odchylka [%] 0,9 0,86 0,79 0,49 0,09 0,03
Pr˚umeˇrny´ cˇas [min] 0,66 46,8 - 21,25 0,95 2,8
Tabulka 6.4: Vy´sledky z literatury pro sadu instanc´ı Christofides.
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Vy´sledky vsˇech metod byly prˇevzaty nebo prˇepocˇ´ıta´ny do hodnot pr˚umeˇrne´ odchylky
od nejlepsˇ´ıho zna´me´ho rˇesˇen´ı, tedy hodnot da´le pouzˇ´ıvane´ v te´to pra´ci. U veˇtsˇiny je take´
uveden pr˚umeˇrny´ cˇas v minuta´ch, cozˇ je dalˇs´ı beˇzˇneˇ publikovana´ mı´ra, ktera´ je vypocˇ´ıta´na
pr˚umeˇrem cˇasu rˇesˇen´ı vsˇech instanc´ı v dane´ sadeˇ. Je nutne´ podotknout, zˇe v kazˇde´m cˇla´nku
byl typicky pouzˇit pocˇ´ıtacˇ s jiny´m procesorem a tedy jiny´m vy´pocˇetn´ım vy´konem, a tak jsou
tyto cˇasy pouze orientacˇn´ı. Pouzˇite´ procesory zde z d˚uvodu zjednodusˇen´ı nejsou uvedeny.
Samotne´ vy´sledky jsou uvedeny v tabulce 6.4 pro prvn´ı sadu, respektive 6.5 pro sadu
druhou.
VNS RTR GTS SGA GENPSO AGES
Pr˚umeˇrna´ odchylka [%] 5,54 3,94 2,9 1,93 0,68 0,02
Pr˚umeˇrny´ cˇas [min] 0,003 37,15 17,5 31 4,2 24,4
Tabulka 6.5: Vy´sledky z literatury pro sadu instanc´ı Golden.
Z uvedeny´ch u´daj˚u vid´ıme, zˇe rozd´ıly mezi vy´sledky algoritmu˚ mohou by´t pomeˇrneˇ
velke´. Stejneˇ tak jsou velke´ rozd´ıly v dobeˇ trva´n´ı, kdy metoda AGES dosahuj´ıc´ı nejlepsˇ´ıch
vy´sledk˚u patrˇ´ı mezi ty sp´ıˇse pomalejˇs´ı. Ru˚zne´ pra´ce tak zrˇejmeˇ maj´ı jine´ c´ıle a zat´ım co se
neˇktere´ pra´ce zameˇrˇuj´ı na rychlost algoritmu, jine´ kladou d˚uraz na kvalitu vy´sledk˚u i za
cenu vysoke´ vy´pocˇetn´ı na´rocˇnosti.
6.4 Geneticke´ algoritmy
Geneticky´ algoritmus je pomeˇrneˇ komplikovana´ a robustn´ı metoda, ktera´ vyzˇaduje
spra´vne´ nastaven´ı mnoha parametr˚u, tak aby fungovala co nejle´pe. Prˇi kazˇde´m jej´ım pouzˇit´ı
je tak za´sadn´ı, a za´rovenˇ komplikovane´, spra´vneˇ vsˇechny tyto parametry optimalizovat.
Tato optimalizace se neobejde bez experiment˚u, na ktery´ch je nutne´ vyzkousˇet r˚uzna´ na-
staven´ı vsˇech parametr˚u. Podle vy´sledk˚u pak mu˚zˇeme zvolit jejich nejoptima´lneˇjˇs´ı hodnoty
pro pra´veˇ rˇesˇeny´ proble´m. V na´sleduj´ıc´ıch experimentech tak budou prˇedstaveny a pro-
zkouma´ny r˚uzne´ parametry prˇedstavene´ho algoritmu RTGA.
6.4.1 Velikost populace
Podle Alandera v cˇla´nku On optimal population size of genetic algorithms [2], je jedn´ım
z nejd˚ulezˇiteˇjˇs´ıch parametr˚u geneticke´ho algoritmu pra´veˇ velikost populace σ. V prˇ´ırodeˇ se
ukazuje, zˇe velke´ populace jsou v´ıce stabiln´ı a v´ıce vzdoruj´ı evoluci, nezˇli ty mensˇ´ı [2]. Cˇasto
tak v maly´ch izolovany´ch populac´ıch nacha´z´ıme velkou diverzitu, ktera´ je prˇi optimalizaci
zˇa´douc´ı. Volba spra´vne´ velikosti vsˇak take´ velmi za´vis´ı na konkre´tn´ı aplikaci, a je tak vzˇdy
d˚ulezˇite´ nale´zt spra´vnou velikost pro dany´ proble´m [31]. Protozˇe je ja´dro algoritmu RTGA
cˇa´stecˇneˇ inspirova´no Prinsovy´m cˇla´nkem A simple and effective evolutionary algorithm for
the vehicle routing problem [28], budeme vycha´zet z hodnot zde uvedeny´ch. V tomto cˇla´nku
Prins dosˇel k za´veˇru, zˇe nejle´pe algoritmus pracuje, pokud je velikost populace v rozmez´ı
od 25 do 50 jedinc˚u. V experimentu EXPGA1 budou tedy prima´rneˇ vybra´ny velikosti
z tohoto rozsahu. Abychom si udeˇlali prˇedstavu o pr˚ubeˇhu i mimo tento interval, byla pro
porovna´n´ı zvolena take´ velikost mensˇ´ı (10 a 15 jedinc˚u), veˇtsˇ´ı (100 jedinc˚u) a vy´razneˇ veˇtsˇ´ı
(500 jedinc˚u). Vy´sledky experimentu pro vybrany´ch osm velikost´ı populace je mozˇne´ videˇt
v tabulce 6.6.
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Dataset
σ = 10 σ = 15 σ = 25 σ = 30
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 6,15 2,97 6,17 2,91 6,06 3,24 6,08 3,18
Golden 21,84 16,05 22,02 16,25 21,74 16,08 22,18 16,42
σ = 40 σ = 50 σ = 100 σ = 500
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 6,13 3,28 6,16 2,83 6,80 3,74 10,22 6,46
Golden 22,15 16,59 22,64 16,58 24,63 18,77 33,39 27,21
Tabulka 6.6: EXPGA1 - Vliv velikosti populace σ na vy´sledky algoritmu RTGA.
Z vy´sledk˚u je mozˇne´ videˇt, zˇe obecneˇ dosahuj´ı lepsˇ´ıch vy´sledk˚u mensˇ´ı populace. Pokud
se pod´ıva´me na veˇtsˇ´ı populace σ = 100 a σ = 500, vid´ıme, zˇe se vy´sledky s velikost´ı populace
zhorsˇuj´ı. Naopak si mu˚zˇeme vsˇimnout, zˇe u velmi maly´ch populac´ı σ = 10 a σ = 15 ne-
docha´z´ı k te´meˇrˇ zˇa´dne´mu zhorsˇen´ı kvality rˇesˇen´ı. Obecneˇ tak mu˚zˇeme potvrdit prˇedpoklad
z cˇla´nku [28], s t´ım, zˇe v nasˇem prˇ´ıpadeˇ by bylo mozˇne´ pouzˇ´ıt i mensˇ´ı populace. Nej-
lepsˇ´ı vy´sledky z tohoto intervalu pak prˇedevsˇ´ım pro druhou sadu instanc´ı poda´va´ populace
σ = 25, v dalˇs´ım vy´voji tak budeme pracovat s touto velikost´ı.
6.4.2 Volba selekcˇn´ıho opera´toru
V sekci 3.4.1 jsou uvedeny trˇi mozˇnosti vy´beˇru rodicˇ˚u pro krˇ´ızˇen´ı: klasicky´ ruletovy´
vy´beˇr, vy´beˇr podle porˇad´ı (rank) a turnajovy´ vy´beˇr. Goldberg a Deb se v cˇla´nku A com-
parative analysis of selection schemes used in genetic algorithms [13] zaby´vaj´ı d˚ukladnou
analy´zou teˇchto trˇ´ı zp˚usob˚u vy´beˇru jedinc˚u, bohuzˇel vsˇak na u´loze rˇesˇen´ı diferencia´ln´ıch
rovnic. Ve sve´m cˇla´nku dosˇli k za´veˇru, zˇe klasicky´ ruletovy´ vy´beˇr konverguje nejpoma-
leji. Vy´beˇr podle porˇad´ı a bina´rn´ı turnaj jsou pak na tom podle nich vy´konnostneˇ velmi
podobneˇ, prˇicˇemzˇ uprˇednostnˇuj´ı turnajovy´ vy´beˇr vzhledem k jeho jednoduchosti, a tedy
i mensˇ´ı vy´pocˇetn´ı na´rocˇnosti. Jelikozˇ ma´ u´loha VRP jina´ specifika, provedl jsem vlastn´ı
experiment s teˇmito selekcˇn´ımi opera´tory, abych zjistil nejlepsˇ´ı variantu pro tuto u´lohu.
Dataset
Ruleta Rank Turnaj
ωavg [%] ωbest [%] ωavg [%] ωbest [%] ωavg [%] ωbest [%]
Christofides 6,00 3,07 6,25 3,56 6,12 3,36
Golden 21,74 16,08 24,16 18,22 21,90 16,16
Tabulka 6.7: EXPGA2 - Volba nejlepsˇ´ıho selekcˇn´ıho opera´toru algoritmu RTGA.
Ze zjiˇsteˇny´ch dat uvedeny´ch z tabulky 6.7 mu˚zˇeme rˇ´ıci, zˇe metoda ruletove´ho vy´beˇru
v nasˇem prˇ´ıpadeˇ dosahuje o neˇco ma´lo lepsˇ´ıch vy´sledk˚u, nezˇ metoda turnaje. Vy´beˇr podle
porˇad´ı (rank) pak vykazuje o neˇco horsˇ´ı vy´sledky, prˇedevsˇ´ım u druhe´ sady. Jak je uvedeno
v 3.4.1, vy´beˇr podle porˇad´ı mu˚zˇe zp˚usobovat proble´my, pokud v populaci nejsou vy´razneˇ
lepsˇ´ı rˇesˇen´ı a rozd´ıly ohodnocen´ı jedinc˚u v populaci nejsou prˇ´ıliˇs velke´. Vy´beˇr podle porˇad´ı
pak mu˚zˇe neu´meˇrneˇ zvy´hodnˇovat rˇesˇen´ı, ktera´ nejsou o tolik kvalitneˇjˇs´ı. Z toho je mozˇne´
usoudit, zˇe k te´to situaci docha´z´ı i v nasˇem prˇ´ıpadeˇ, a proto le´pe funguj´ı jine´ opera´tory.
Pro dalˇs´ı experimenty bude pouzˇit ruletovy´ vy´beˇr, jelikozˇ u obou sad dosahuje nejlepsˇ´ıch
vy´sledk˚u.
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6.4.3 Pocˇet potomk˚u
Tento parametr ovlivnˇuje, kolik potomk˚u bude kazˇdou iteraci algoritmu vytvorˇeno
a zarˇazeno do populace. Pokud bychom v algoritmu nepouzˇ´ıvali jine´ techniky nezˇ krˇ´ızˇen´ı
a mutaci potomk˚u, prˇ´ıliˇs by na tomto parametru neza´lezˇelo, jelikozˇ by v ra´mci jednoho
beˇhu byl tak jako tak vytvorˇen stejny´ pocˇet potomk˚u. Samozrˇejmeˇ za odliˇsny´ pocˇet gene-
rac´ı, ale toto v experimentech nen´ı limitova´no. V implementovane´m algoritmu vsˇak cˇa´st
populace take´ prˇ´ımo mutujeme, proto kombinac´ı pocˇtu mutovany´ch jedinc˚u s pocˇtem po-
tomk˚u v podstateˇ urcˇujeme va´hu jednoho a druhe´ho.
Dataset
o = 1/10 o = 1/8 o = 1/5 o = 1/4
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 6,73 3,30 6,45 3,31 6,17 3,00 6,26 3,15
Golden 23,89 18,03 23,14 16,82 22,13 15,96 22,02 16,27
o = 1/3 o = 1/2 o = 2/3 o = 3/4
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,99 2,81 6,02 2,75 6,06 2,65 6,18 3,15
Golden 21,62 15,70 21,87 15,91 21,83 15,85 21,93 16,19
Tabulka 6.8: EXPGA3 - Volba pocˇtu generovany´ch potomk˚u o v algoritmu RTGA.
Samotny´ pocˇet potomk˚u je pak vhodne´ definovat pomeˇrem k velikosti populace σ,
oznacˇeny´m o. V experimentu bylo zvoleno neˇkolik takovy´chto pomeˇru. Je d˚ulezˇite´ rˇ´ıci, zˇe
v navrzˇene´m algoritmu nov´ı potomci nahrazuj´ı jedince pouze ze spodn´ı poloviny serˇazene´
populace. Je tedy aplikova´n elitismus a pokud bude o > 1/2, bude do populace zarˇazeno
pouze σ/2 nejlepsˇ´ıch z nich. Vy´sledky experimentu EXPGA3 jsou uvedeny v tabulce 6.8.
Z vy´sledk˚u je mozˇne´ videˇt, zˇe horsˇ´ıch vy´sledk˚u je dosazˇeno volbou male´ho pocˇtu po-
tomk˚u. Naopak nejlepsˇ´ıch vy´sledk˚u je dosazˇeno prˇi volbeˇ o = 1/3, 1/2, nebo 2/3. Zde
se rozd´ıly mezi jednotlivy´mi variantami pohybuj´ı v ra´mci statisticke´ho rozptylu, nicme´neˇ
prˇedevsˇ´ım u druhe´ sady je nejlepsˇ´ıch vy´sledk˚u dosazˇeno u o = 1/3 s rozd´ılem 0,21 %.
Tento pocˇet tak zvol´ıme pro dalˇs´ı experimenty.
6.4.4 Pravdeˇpodobnost mutace potomk˚u
V GA jsou typicky potomci mutova´n´ı s urcˇitou pravdeˇpodobnost´ı. Velikost te´to pravdeˇ-
podobnosti pak urcˇuje, jak moc se u´cˇinky mutace projev´ı v cele´m beˇhu algoritmu. Pokud
je pravdeˇpodobnost velmi n´ızka´, algoritmus spole´ha´ prˇedevsˇ´ım na roli krˇ´ızˇen´ı a naopak
prˇi velmi velke´ pravdeˇpodobnosti mu˚zˇe doj´ıt k degradaci algoritmu na primitivn´ı na´hodne´
prohleda´va´n´ı. Typicky tak nastavujeme pravdeˇpodobnost mutace pm do 10 %. V nasˇem
prˇ´ıpadeˇ vsˇak neprova´d´ıme jen na´hodne´, neinformovane´ zmeˇny rˇesˇen´ı a mutace zastupuje
informovane´ loka´ln´ı prohleda´va´n´ı. Z tohoto d˚uvodu by meˇla by´t pravdeˇpodobnost mutace
sp´ıˇse vysˇsˇ´ı, aby tyto metody vynikly. Prins v cˇla´nku [28] vyuzˇ´ıvaj´ıc´ım loka´ln´ı prohleda´va´n´ı
jako mutaci, navrhuje nastaven´ı pm azˇ na relativneˇ vysoky´ch 20 %. Je take´ d˚ulezˇite´ zmı´nit,
zˇe v pouzˇite´m geneticke´m algoritmu jsou neza´visle v kazˇde´ generaci mutova´ni na´hodn´ı
jedinci v populaci, a t´ım pa´dem je mutace pouzˇita na dvou mı´stech, cozˇ mu˚zˇe snizˇovat
vy´znam mutova´n´ı potomk˚u. Experimenta´lneˇ byly prozkouma´ny r˚uzne´ nastaven´ı od pm =
5 % po vysoky´ch 50 %. Vy´sledky EXPGA4 jsou uvedeny v tabulce 6.9.
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Dataset
pm = 5 % pm = 10 % pm = 20 % pm = 30 % pm = 50 %
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 6,08 2,99 6,02 2,73 5,95 2,86 6,11 3,06 6,08 3,43
Golden 21,84 15,95 21,79 15,87 21,80 15,96 22,06 16,19 22,79 16,87
Tabulka 6.9: EXPGA4 - Vliv pravdeˇpodobnosti mutace potomk˚u pm v algoritmu RTGA.
Z vy´sledk˚u je mozˇne´ videˇt, zˇe lepsˇ´ıch vy´sledk˚u je dosazˇeno u pm ≤ 20 %. Toto je v´ıce
zrˇejme´ u druhe´, rozsa´hlejˇs´ı sady. Rozd´ıly vy´sledk˚u u trˇech nejmensˇ´ıch pravdeˇpodobnost´ı
jsou velmi male´ u obou sad a mohou by´t take´ zp˚usobeny statisticky´m rozptylem. Jelikozˇ
navrzˇene´ RT metody pracuj´ı jako mutace, je vhodne´ podporˇit jejich vliv, a proto bude pro
dalˇs´ı experimenty zvolena vysˇsˇ´ı pm = 20 %.
6.4.5 Pocˇet mutovany´ch jedinc˚u
Jak jizˇ bylo zmı´neˇno u prˇedchoz´ıho experiment˚u, v kazˇde´ iteraci je prˇed krˇ´ızˇen´ım zmu-
tova´no neˇkolik na´hodneˇ vybrany´ch jedinc˚u v populaci. Toto zvysˇuje vy´znam mutace a da´le
zvysˇuje diverzitu populace. Na´sleduj´ıc´ı experiment EXPGA5 zkouma´ vy´znam te´to modi-
fikace a volby pocˇtu takto mutovany´ch jedinc˚u. Budou uvedeny vy´sledky jak bez pouzˇit´ı
te´to mutace, tak pro pocˇet mutovany´ch jedinc˚u µ uvedeny´ jako zlomek velikosti populace
σ. Vy´sledky experimentu jsou uvedeny v tabulce 6.10.
Dataset
µ = 0 µ = 1/12 µ = 1/8
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 6,78 3,42 5,87 2,62 5,81 2,42
Golden 21,72 16,04 21,43 15,88 21,12 15,21
µ = 1/6 µ = 1/4 µ = 1/2
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,82 2,50 5,80 2,41 5,96 2,84
Golden 20,81 14,87 21,13 15,38 21,39 15,65
Tabulka 6.10: EXPGA5 - Volba pocˇtu mutovany´ch jedinc˚u prˇed krˇ´ızˇen´ım v algoritmu
RTGA.
Z vy´sledk˚u mu˚zˇeme jednoznacˇneˇ rˇ´ıci, zˇe pouzˇit´ı te´to mutace zlepsˇuje rˇesˇen´ı, a to prˇiblizˇneˇ
o jeden procentn´ı bod odchylky u obou sad proble´mu˚. U prvn´ı sady jsou pak ve vy´sledc´ıch
pomeˇr˚u mutovany´ch jedinc˚u jen velmi male´ rozd´ıly, azˇ na posledn´ı mozˇnost µ = 1/2, ktera´
je prokazatelneˇ horsˇ´ı. Oproti tomu u druhe´ sady jasneˇ vid´ıme sestupuj´ıc´ı trend z obou
stran smeˇrem k volbeˇ µ = 1/6, ktera´ vykazuje jednoznacˇneˇ nejlepsˇ´ı vy´sledky, a to i pokud
prˇihle´dneme ke statisticke´mu rozptylu. Pro dalˇs´ı postup tedy zvol´ıme tuto hodnotu.
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6.4.6 Parametry cˇa´stecˇne´ho nahrazen´ı
Cˇa´stecˇne´ nahrazen´ı je technika prˇedcha´zen´ı uva´znut´ı v loka´ln´ım minimu, prˇedstavena´
v 3.4.6. Tato metoda ma´ dva d˚ulezˇite´ parametry. Prvn´ı parametr je velikost nahrazen´ı ρ,
kterou budeme uva´deˇt ve zlomku velikosti populace σ. Tento parametr tedy urcˇuje, jak
velka´ cˇa´st p˚uvodn´ı populace bude nahrazena novy´mi jedinci. Druhy´m parametrem je pak
cˇetnost tohoto nahrazen´ı. Tento limit bude uveden v pocˇtu generac´ı RI, po ktere´m se vzˇdy
metoda spust´ı. Dohromady oba parametry prˇ´ımo ovlivnˇuj´ı vliv metody na beˇh experimentu.
Metoda cˇa´stecˇne´ho nahrazen´ı je pomeˇrneˇ vy´pocˇetneˇ na´rocˇna´, jelikozˇ v nejhorsˇ´ım prˇ´ıpadeˇ
docha´z´ı ke generova´n´ı azˇ peˇti populac´ı a mnoha krˇ´ızˇen´ı. Pokud bude nahrazen´ı prˇ´ıliˇs velke´
a cˇaste´, bude neu´meˇrneˇ zpomalovat cely´ proces a vy´znamneˇ vycˇerpa´vat limit pocˇtu vy-
hodnocen´ı. Mysˇlenka tohoto algoritmu je ostatneˇ dodat nove´ rˇesˇen´ı ve chv´ıli, kdy jizˇ algo-
ritmus stagnuje a nedoka´zˇe se posunout. Obecneˇ by tedy meˇla tato technika prˇispeˇt pro
nalezen´ı lepsˇ´ıho rˇesˇen´ı, ale nemeˇlo by k nahrazen´ı docha´zet moc cˇasto, aby se nevycˇerpa´valy
syste´move´ zdroje. Prins v cˇla´nku [28] a Cheung s kolektivem v [8] navrhuj´ı nahrazen´ı 1/4
populace, prˇicˇemzˇ se prˇ´ımo nezminˇuj´ı o tom, jak cˇasto se nahrazen´ı spousˇt´ı. Pro zjiˇsteˇn´ı
optima´ln´ıch hodnot byl proveden experiment EXPGA6 s r˚uzny´mi kombinacemi obou pa-
rametr˚u a take´ bez pouzˇit´ı te´to techniky. Vy´sledky jsou uvedeny v tabulce 6.11.
Dataset
Vypnuto
ρ = 1/4
RI=300
ρ = 1/2
RI=500
ρ = 1/5
RI=10 000
ρ = 1/8
RI=10 000
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,81 2,73 5,82 2,50 6,00 3,13 5,71 2,79 5,60 2,55
Golden 20,44 14,35 20,93 14,87 21,39 15,88 20,66 15,44 20,23 14,88
Tabulka 6.11: EXPGA6 - Experiment zkoumaj´ıc´ıho vliv cˇa´stecˇne´ho nahrazen´ı populace
v algoritmu RTGA.
Pomeˇrneˇ prˇekvapiveˇ bylo zjiˇsteˇno, zˇe vy´sledky bez pouzˇit´ı te´to metody jsou samy o sobeˇ
relativneˇ dobre´ a naopak nespra´vny´m pouzˇit´ım metody docha´z´ı ke zhorsˇen´ı. Toto vid´ıme
ve zminˇovane´m cˇaste´m pouzˇit´ı, konkre´tneˇ RI = 300 a 500. Lepsˇ´ıch vy´sledk˚u je dosazˇeno
me´neˇ cˇasty´m nahrazen´ım sp´ıˇse mensˇ´ı cˇa´sti populace, kde docha´z´ı ke zlepsˇen´ı, i kdyzˇ ne
azˇ tak vy´razne´mu. Nejlepsˇ´ıch vy´sledk˚u je pak dosazˇeno posledn´ı konfigurac´ı ρ = 1/8
a RI = 10000, a to u obou sad proble´mu˚.
Z teˇchto vy´sledk˚u mu˚zˇeme usoudit, zˇe bud’to v beˇhu programu nedocha´z´ı tak cˇasto
k uv´ıznut´ı v loka´ln´ım minimu, nebo tomuto jevu tato metoda nedoka´zˇe azˇ tak efektivneˇ
zabra´nit. Je take´ mozˇne´, zˇe jsou noveˇ vygenerovane´ rˇesˇen´ı i po krˇ´ızˇen´ı pomeˇrneˇ nekvalitn´ı,
a tak nemus´ı by´t do populace v˚ubec zarˇazeny, nebo prˇispeˇj´ı k celkove´mu zlepsˇen´ı jen velmi
ma´lo.
6.4.7 Zamezen´ı vy´skytu klon˚u
V kapitole 3.4.5 byly diskutova´ny dva zp˚usoby zamezen´ı vy´skytu stejny´ch rˇesˇen´ı v po-
pulaci. Bud’ jsou klony detekova´ny prˇ´ımo porovna´va´n´ım ko´dova´n´ı rˇesˇen´ı, nebo definova´n´ım
tzv. spacingu, tedy mezery, kterou mus´ı dodrzˇovat ohodnocen´ı jedinc˚u v populaci. V na´sledu-
j´ıc´ım experimentu EXPGA7 budou porovna´ny oba tyto prˇ´ıstupy spolu se syste´mem bez
detekce klon˚u. Da´le bude zkouma´no neˇkolik velikost´ı mezery ∆, cozˇ uda´va´ jak prˇ´ısne´ toto
pravidlo je. Velikost mezery by pak meˇla by´t sp´ıˇse mensˇ´ı. Pokud bude mezera prˇ´ıliˇs velka´,
hroz´ı, zˇe budeme vyrˇazovat i slibna´, lehce odliˇsna´ rˇesˇen´ı.
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Prins v cˇla´nku [28] uva´d´ı rozumny´ rozsah jako 0.2 ≤ ∆ ≤ 5 a nakonec vol´ı hodnotu
∆ = 0.5. V experimentu EXPGA7 zvol´ıme hodnoty z tohoto rozsahu, ale pro oveˇrˇen´ı te´to
hypote´zy take´ hodnoty o neˇco mensˇ´ı a veˇtsˇ´ı.
Dataset
Bez detekce Prˇ´ıme´ porovna´n´ı ∆ = 0.01 ∆ = 0.1
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,88 3,02 5,31 2,30 5,18 2,03 5,26 2,34
Golden 19,59 14,24 19,26 13,81 19,28 13,69 19,46 14,25
∆ = 0.2 ∆ = 0.5 ∆ = 1 ∆ = 5
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,36 2,56 5,64 2,91 6,01 2,84 9,55 5,53
Golden 19,71 14,12 20,47 14,65 21,27 15,63 27,16 20,30
Tabulka 6.12: EXPGA7 - Experiment sleduj´ıc´ı vy´znam pouzˇit´ı detekce klon˚u v populaci
algoritmu RTGA
Z vy´sledk˚u uvedeny´ch v tabulce 6.12 vyply´va´, zˇe sˇpatna´ volba mezery ∆ prˇina´sˇ´ı horsˇ´ı
vy´sledky, nezˇ ponecha´n´ı klon˚u v populaci, a to prˇiblizˇneˇ od hodnoty ∆ > 1. Naopak prˇ´ıme´
porovna´n´ı rˇesˇen´ı prˇi detekci klon˚u dosahuje te´meˇrˇ stejneˇ dobry´ch vy´sledk˚u jako pouzˇit´ı
male´ mezery ∆, a to prˇedevsˇ´ım u druhe´ rozsa´hlejˇs´ı sady proble´mu˚. Nicme´neˇ se jako nejlepsˇ´ı
volba z hlediska vy´sledk˚u jev´ı ∆ = 0.01, ktera´ by meˇla by´t teoreticky take´ vy´pocˇetneˇ me´neˇ
na´rocˇna´, nezˇ prˇ´ıme´ porovna´n´ı. Konkre´tneˇ byl pr˚umeˇrny´ cˇas u te´to varianty 0,9, respektive
6,6 minut a u prˇ´ıme´ho porovna´n´ı 0,95, respektive 6,9 minut. Nejedna´ se tedy o tak velke´
rozd´ıly, cozˇ je zrˇejmeˇ zp˚usobeno malou pouzˇitou populac´ı, ve ktere´ i prˇ´ıme´ porovna´n´ı nen´ı
prˇ´ıliˇs vy´pocˇetneˇ na´rocˇne´. U veˇtsˇ´ı populace by byly rozd´ıly v cˇase jisteˇ veˇtsˇ´ı.
Shrnut´ı
V te´to cˇa´sti byly diskutova´ny experimenty s mnoha parametry navrzˇene´ho geneticke´ho
algoritmu. Postupny´m nastavova´n´ım jednotlivy´ch parametr˚u bylo u prvn´ı sady proble´mu˚
dosazˇeno zlepsˇen´ı z odchylky ωavg = 6, 80 a ωbest = 3, 74 u sˇpatne´ho nastaven´ı EXPGA1 azˇ
na odchylku ωavg = 5, 18 a ωbest = 2, 03 u EXPGA7. U druhe´ sady to pak bylo ωavg = 24, 63
a ωbest = 18, 77, respektive ωavg = 19, 26 a ωbest = 13, 69. Dosˇlo tedy ke zlepsˇen´ı 1,62 %
a 1,71 % odchylky u prvn´ı sady a 5,37 % a 5,08 % u sady druhe´. Pokud si tato pro-
centa prˇedstav´ıme jako u´sporu prˇi rea´lne´ prˇepraveˇ, nen´ı to v˚ubec zanedbatelne´ na to, zˇe
byly pouzˇity stejne´ techniky, pouze byly optimalizova´ny jejich parametry. Toto dokla´da´
d˚ulezˇitost provedeny´ch experiment˚u, a za´rovenˇ ukazuje skutecˇnost, zˇe jsou geneticke´ algo-
ritmy na tyto parametry velmi na´chylne´. Je trˇeba take´ zmı´nit, zˇe v tomto srovna´n´ı nebyly
bra´ny v potaz experimenty, ktere´ sˇly s nastaven´ım parametr˚u sp´ıˇse do extre´mu˚ a vyka´zaly
tak vy´znamneˇ horsˇ´ı vy´sledky. Prˇ´ıkladem mu˚zˇe by´t σ = 500 u EXPGA1, nebo ∆ = 5
v EXPGA7.
Konkre´tn´ı zvolene´ hodnoty parametr˚u byly vzˇdy v za´veˇru kazˇde´ho experimentu oznacˇeny
tucˇneˇ. S t´ımto nastaven´ım tak budeme pracovat v na´sleduj´ıc´ıch experimentech pouzˇ´ıvaj´ıc´ı
algoritmus RTGA.
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6.5 Tabu prohleda´va´n´ı
Na rozd´ıl od komplikovane´ho a robustn´ıho geneticke´ho algoritmu, tabu prohleda´va´n´ı je
velmi jednoduche´ a nevyzˇaduje nastavova´n´ı velke´ho mnozˇstv´ı parametr˚u. V podstateˇ jedine´
parametry zde pouzˇite´ jsou velikost tabu seznamu a pocˇet generovany´ch sousedn´ıch rˇesˇen´ı.
Vliv obou teˇchto parametr˚u bude v na´sleduj´ıc´ıch experimentech zkouma´n a budou vybra´ny
nejlepsˇ´ı hodnoty pro rˇesˇen´ı u´lohy VRP.
6.5.1 Velikost tabu seznamu
Hlavn´ı u´lohou tabu seznamu je zamezit cyklen´ı v okol´ı jednoho rˇesˇen´ı. Toho se doc´ıl´ı
ukla´da´n´ım neda´vno prozkoumany´ch rˇesˇen´ı a vyhy´ba´n´ı se jejich opeˇtovne´mu rozv´ıjen´ı. Ve-
likost tohoto seznamu pak ovlivnˇuje jak moc do historie je algoritmus schopen se d´ıvat,
protozˇe cˇ´ım veˇtsˇ´ı seznam bude, t´ım starsˇ´ı rˇesˇen´ı bude obsahovat. Na druhou stranu vsˇak
vy´pocˇetn´ı na´rocˇnost operace kontroly, zda seznam obsahuje generovane´ho rˇesˇen´ı, roste
linea´rneˇ s velikost´ı seznamu. Je nutne´ zmı´nit, zˇe porovna´n´ı rˇesˇen´ı je zalozˇeno na porovna´n´ı
de´lky trasy. Mu˚zˇe se totizˇ sta´t, zˇe se objev´ı trasy, ktere´ maj´ı jen odliˇsene´ porˇad´ı cest, cozˇ
by se jevilo jako jine´ rˇesˇen´ı, prˇicˇemzˇ jsou v podstateˇ identicke´ (viz Lemma 1). Situace, kdy
by dveˇ odliˇsna´ rˇesˇen´ı meˇla naprosto stejnou de´lku vyja´drˇenou v datove´m typu double, je
te´meˇrˇ vyloucˇena.
Abychom prozkoumali vliv velikosti seznamu na kvalitu rˇesˇen´ı, byl provedena experi-
ment, kde byl zastoupen jak kra´tky´ seznam o velikosti TS = 10, tak velmi dlouhy´ seznam
o velikosti 1000 rˇesˇen´ı. Pro zjiˇsteˇn´ı pr˚ubeˇhu mezi teˇmito limity, byly zvoleny take´ velikosti
50, 100 a 150. Vy´sledky experimentu EXPTABU1 jsou v tabulce 6.13.
Dataset
TS = 10 TS = 50 TS = 100 TS = 150 TS = 1000
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 14,63 8,43 8,32 4,69 8,20 4,54 8,04 4,49 8,10 4,11
Golden 39,85 33,48 39,20 33,37 38,88 33,58 38,77 32,86 38,92 33,51
Tabulka 6.13: EXPTABU1 - Volba velikosti tabu seznamu TS algoritmu RTTABU.
Z vy´sledk˚u mu˚zˇeme videˇt, zˇe velmi kra´tky´ seznam poda´va´ prˇedevsˇ´ım u prvn´ı sady
proble´mu˚ vy´razneˇ horsˇ´ı vy´sledky, cozˇ jen dokla´da´ spra´vnou cˇinnost tabu seznamu. Vy´sledky
prˇi pouzˇit´ı TS = 50 jsou pak jen o ma´lo horsˇ´ı, nezˇ u veˇtsˇ´ıch velikost´ı, mezi ktery´mi je jen
maly´ rozd´ıl. Obecneˇ se zda´, zˇe zhruba od TS = 100 jizˇ prodlouzˇen´ım seznamu zrˇejmeˇ
nedocha´z´ı k tak za´sadn´ımu zlepsˇen´ı vy´konnosti algoritmu. Jak ale bylo rˇecˇeno, veˇtsˇ´ı de´lky
seznamu zp˚usobuj´ı veˇtsˇ´ı vy´pocˇetn´ı na´rocˇnost, proto mu˚zˇeme jako kompromis mezi rychlost´ı
a kvalitou zvolit TS = 150, ktery´ poda´va´ lepsˇ´ı vy´sledky nezˇ TS = 100.
6.5.2 Pocˇet generovany´ch sousedn´ıch rˇesˇen´ı
Tento parametr uva´d´ı, kolik novy´ch rˇesˇen´ı bude prozkouma´no v okol´ı soucˇasne´ho rˇesˇen´ı.
Jelikozˇ je z teˇchto generovany´ch rˇesˇen´ı zvoleno vzˇdy to nejlepsˇ´ı, ktere´ postupuje da´le, lze
ocˇeka´vat, zˇe s veˇtsˇ´ım pocˇtem roste sˇance nalezen´ı lepsˇ´ıho rˇesˇen´ı a lze ocˇeka´vat rychlejˇs´ı
postup k optimu. Naopak prˇi male´m pocˇtu bude postup sp´ıˇse obezrˇetny´ a pomaly´. Pocˇet
by vsˇak za´rovenˇ nemeˇl by´t moc velky´, aby se algoritmus take´ pohyboval da´le a ne jen hledal
spoustu rˇesˇen´ı v neˇkolika bodech.
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Tyto domneˇnky budou oveˇrˇeny v experimentu EXPTABU2, kde byl zvolen pocˇet sou-
sedn´ıch rˇesˇen´ı η z intervalu 5 azˇ 100. Je nutne´ zmı´nit, zˇe pro vsˇechny varianty bylo nastaveno
TS = 150.
Dataset
η=5 η=10 η=20 η=50 η=100
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 8,70 4,94 8,04 4,49 8,30 4,36 10,28 5,27 12,13 6,40
Golden 45,44 39,21 38,90 33,10 35,06 28,89 32,64 25,35 30,94 23,87
Tabulka 6.14: EXPTABU2 - Vliv volby pocˇtu generovany´ch sousedn´ıch rˇesˇen´ı η v algoritmu
RTTABU.
Z vy´sledk˚u v tabulce 6.14 vid´ıme u obou sad proble´mu˚ naprosto rozd´ılne´ vy´sledky.
Zat´ımco sada mensˇ´ıch proble´mu˚ poda´va´ nejlepsˇ´ı vy´sledky prˇi η = 10 a se zvysˇova´n´ım η se
jasneˇ zhorsˇuje, o druhe´ sady rozsa´hly´ch proble´mu˚ je tomu prˇesneˇ naopak a se zvysˇuj´ıc´ım
se η se vy´sledky dramaticky zlepsˇuj´ı.
Z toho vyply´va´, zˇe by tento parametr mohl by´t za´visly´ na velikosti dane´ instance,
cozˇ bude oveˇrˇeno v dalˇs´ım experimentu, kde hodnota η bude urcˇena jako pomeˇr pocˇtu
za´kazn´ık˚u n dane´ instance. C´ılem tohoto experimentu je naj´ıt takovou hodnotu, aby byly
dosazˇeny nejlepsˇ´ı mozˇne´ vy´sledky u obou sad proble´mu˚. Vy´sledky experimentu EXPTABU3
s neˇkolika hodnotami pomeˇru jsou uvedeny v tabulce 6.15.
Dataset
η = n3 η =
n
4 η =
n
5
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 9,54 5,02 8,91 4,73 8,83 4,53
Golden 30,82 23,59 31,53 24,60 31,76 24,89
Tabulka 6.15: EXPTABU3 - Experiment volby pocˇtu generovany´ch sousedn´ıch rˇesˇen´ı η
algoritmu RTTABU v za´vislosti na velikosti instance.
Dataset
TS = 150
η = 10
TS = 200
η = 100
ωavg ωbest ωavg ωbest
Christofides 8,04 4,49 11,73 5,97
Golden 38,90 33,10 30,67 23,80
Tabulka 6.16: EXPTABU4 - Porovna´n´ı dvou vyladeˇny´ch variant nastaven´ı RTTABU.
Z ohledem na vy´sledky uvedene´ experimentu EXPTABU3 mu˚zˇeme prohla´sit, zˇe velikost
η nebude prˇ´ımo za´visla´ na pocˇtu za´kazn´ık˚u. Nejlepsˇ´ı vy´sledky obou instanc´ı totizˇ opeˇt
stoj´ı na opacˇne´m konci tohoto experimentu. Optima´ln´ı hodnota η tak mu˚zˇe by´t za´visla´
naprˇ´ıklad na tom, zˇe zat´ımco v prvn´ı sadeˇ jsou za´kazn´ıci rozpty´leni na´hodneˇ, v druhe´ sadeˇ
jsou umı´steˇni systematicky a algoritmus se tak mu˚zˇe chovat rozd´ılneˇ.
Jedinou mozˇnost´ı jak dosa´hnout nejlepsˇ´ıch vy´sledk˚u u obou sad, tak bude zvolen´ı pa-
rametru η odliˇsneˇ pro kazˇdou sadu. Tabulka 6.16 ukazuje vy´sledky dvou optimalizovany´ch
variant pro jednotlive´ sady instanc´ı. U varianty pro sadu Golden byla zveˇtsˇena velikost
tabu seznamu na 200, jelikozˇ pokud je kazˇdou iteraci generova´no 100 sousedn´ıch rˇesˇen´ı, do
seznamu o velikosti 150 by se nevesˇly ani dveˇ generace teˇchto rˇesˇen´ı.
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Shrnut´ı
Uvedeny´mi experimenty byla zjiˇsteˇna nutnost nastaven´ı r˚uzny´ch parametr˚u u jednot-
livy´ch sad instanc´ı VRP. Zat´ımco u volby velikosti seznamu jsou dosazˇeny nejlepsˇ´ı vy´sledky
obou sad pouzˇit´ım stejne´ hodnoty, u pocˇtu generovany´ch sousedn´ıch rˇesˇen´ı byly vy´sledky
velmi odliˇsne´. Proto bylo take´ u druhe´ sady dosazˇeno veˇtsˇ´ıho zlepsˇen´ı odchylky ωavg
o 8,53 %, respektive 9,78 % u ωbest. U mensˇ´ı sady pak bylo dosazˇeno od EXPTABU1
zlepsˇen´ı pouze 0,28 % u ωavg a 0,2 % u ωbest. Je vsˇak nutno rˇ´ıci, zˇe EXPTABU1 byl pro-
veden s η = 10, cozˇ se pozdeˇji uka´zalo jako vhodna´ volba pro prvn´ı sadu. Pokud by ze
zacˇa´tku byla zvolena jina´ hodnota, zlepsˇen´ı by bylo zajiste´ veˇtsˇ´ı.
Z vy´sledk˚u je videˇt, zˇe i u tak jednoduche´ho algoritmu jako TABU, je nutne´ expe-
rimenta´lneˇ zjistit optima´ln´ı hodnoty pouzˇity´ch dvou parametr˚u. Vy´sledky RTTABU pak
zaosta´vaj´ı za vy´sledky RTGA prˇiblizˇneˇ o 3 % u mensˇ´ı a 11 % u veˇtsˇ´ı sady. Z ohledem
na jednoduchost algoritmu to nen´ı sˇpatny´ vy´sledek. Co se ty´cˇe rychlosti tohoto algoritmu,
u prvn´ı sady byla pr˚umeˇrna´ de´lka beˇhu jedne´ instance 1,12 minut a u druhe´ 10,55 minut.
To je o cca 25 %, respektive 55 % de´le, nezˇ trva´ RTGA. Geneticky´ algoritmus tak stejny´
pocˇet rˇesˇen´ı prozkouma´ za kratsˇ´ı dobu, cozˇ mu˚zˇe by´t zp˚usobeno absenc´ı kontroly tabu
seznamu, nebo take´ pokud je operace krˇ´ızˇen´ı me´neˇ vy´pocˇetneˇ na´rocˇna´ nezˇ mutace, resp.
loka´ln´ı prohleda´va´n´ı.
6.6 Simulovane´ zˇ´ıha´n´ı
Acˇkoliv je algoritmus simulovane´ho zˇ´ıha´n´ı lehce komplikovaneˇjˇs´ı nezˇ tabu vyhleda´va´n´ı,
vyzˇaduje take´ jen velmi ma´lo parametr˚u. Za´sadn´ı roli v tomto algoritmu hraje aktua´ln´ı
teplota, ktere´ se budou ty´kat zkoumane´ parametry. Konkre´tneˇ mu˚zˇeme ovlivnit pocˇa´tecˇn´ı
teplotu algoritmu a jej´ı zmeˇnu, cozˇ bude prˇedmeˇtem na´sleduj´ıc´ıch experiment˚u. U vsˇech
experiment˚u bude minima´ln´ı teplota prˇedstavena´ v 3.6 nastavena na hodnotu Tmin = 0, 01.
6.6.1 Pocˇa´tecˇn´ı teplota
Nastaven´ım pocˇa´tecˇn´ı teploty T0 prˇ´ımo ovlivnˇujeme, jak dlouho pobeˇzˇ´ı vnitrˇn´ı algo-
ritmus zˇ´ıha´n´ı a take´ jaka´ rˇesˇen´ı budou prˇijata. Jelikozˇ je beˇh omezen minima´ln´ı teplotou
(viz 3.6), cˇ´ım bude pocˇa´tecˇn´ı teplota veˇtsˇ´ı, t´ım pozdeˇji se take´ dostane na toto minimum.
V 3.6 je prˇedstavena technika zahrˇ´ıva´n´ı a tedy, cˇ´ım bude teplota nizˇsˇ´ı a beˇh kratsˇ´ı, t´ım
v´ıce se opeˇtovne´ zahrˇ´ıva´n´ı projev´ı. Teplota ma´ ale prˇ´ımy´ vliv take´ na pravdeˇpodobnost
prˇijet´ı rˇesˇen´ı a jak je uvedeno v 2.3.3, cˇ´ım vysˇsˇ´ı bude teplota, t´ım veˇtsˇ´ı je pravdeˇpodobnost
prˇijet´ı horsˇ´ıho rˇesˇen´ı. Prˇ´ıliˇs velka´ teplota by tak mohla velmi cˇasto prˇij´ımat horsˇ´ı vy´sledky
a naopak prˇi nastaven´ı n´ızke´ teploty se ma´lo projev´ı vy´hody tohoto algoritmu. V cˇla´nku
A Simulated Annealing Algorithm for the Vehicle Routing Problem with Time Windows and
Synchronization Constraints [1], ktery´m byl algoritmus RTSA inspirova´n, je experimenta´lneˇ
zvolena T0 = 20. Pro experiment EXPSA1 byly zvoleny teploty jak velmi n´ızke´ (T0 = 10),
tak velmi vysoke´ (T0 = 10000) a teploty mezi teˇmito limity. Vy´sledky experimentu jsou
uvedeny v tabulce 6.17 a budou diskutova´ny spolu se zmeˇnou teploty v za´veˇrecˇne´m shr-
nut´ı.
Je nutne´ zmı´nit, zˇe zmeˇna teploty se prova´d´ı na´soben´ım aktua´ln´ı teploty koeficientem
z intervalu 〈0, 1〉 a teplota tedy klesa´ logaritmicky s pocˇtem iterac´ı. Rea´lneˇ to znamena´, zˇe
prˇi T0 = 100 a T∆ = 0, 99 bude vykona´no 917 iterac´ı a prˇi stona´sobne´ teploteˇ T0 = 10000
1375 iterac´ı. Prˇi zvy´sˇen´ı pocˇa´tecˇn´ı teploty 100x tak bude zvy´sˇen pocˇet iterac´ı pouze o cca
50 %. Je tedy jasne´, zˇe zvysˇova´n´ı pocˇa´tecˇn´ı teploty po maly´ch intervalech nebude znamenat
velky´ rozd´ıl v pocˇtu iterac´ı.
59
Dataset
T0 = 10 T0 = 20 T0 = 50
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 11,60 7,19 10,93 7,06 10,45 6,60
Golden 40,44 34,89 40,31 35,41 40,42 35,47
T0 = 100 T0 = 1000 T0 = 10 000
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 10,10 5,83 10,05 6,11 10,11 5,98
Golden 40,47 35,15 42,71 37,71 43,48 38,05
Tabulka 6.17: EXPSA1 - Volby pocˇa´tecˇn´ı teploty T0 algoritmu RTSA.
6.6.2 Zmeˇna teploty
Parametrem zmeˇny teploty T∆ se v kazˇde´ iteraci algoritmu simulovane´ho zˇ´ıha´n´ı vyna´sob´ı
aktua´ln´ı teplota, a tak tato hodnota prˇ´ımo urcˇuje, jak rychle bude teplota klesat. Proto
nastaven´ı tohoto parametru spolu s pocˇa´tecˇn´ı teplotou prˇ´ımo ovlivnˇuje, jak dlouho vnitrˇn´ı
algoritmus pobeˇzˇ´ı. Pokud usoud´ıme, zˇe je zˇa´douc´ı, aby vnitrˇn´ı algoritmus zˇ´ıha´n´ı beˇzˇel de´le,
sp´ıˇse nezˇ pocˇa´tecˇn´ı teplotu, bychom meˇli zmı´rnit pra´veˇ jej´ı klesa´n´ı. Jak jizˇ bylo rˇecˇeno,
nastaven´ı vysoky´ch teplot zp˚usob´ı velmi velkou pravdeˇpodobnost prˇijet´ı horsˇ´ıho rˇesˇen´ı (prˇes
99 %), cozˇ nemus´ı by´t zˇa´douc´ı. Zmeˇna teploty T∆ je typicky cˇ´ıslo bl´ızke´ 1, ktery´m je v kazˇde´
iteraci vyna´sobena aktua´ln´ı teplota. Cˇ´ım bude T∆ vysˇsˇ´ı, t´ım pomaleji bude teplota klesat
a bude provedeno v´ıce iterac´ı. V cˇla´nku [1] bylo zvoleno T∆ = 0, 99, proto pro experimenty
vybereme hodnoty vysˇsˇ´ı a nizˇsˇ´ı od te´to. Vy´sledky experiment˚u jsou v tabulce 6.18, kde byla
zvolena T0 = 100.
Naopak od pocˇa´tecˇn´ı teploty, zmeˇna T∆ ma´ velky´ vliv na pocˇet iterac´ı. Jak jizˇ bylo
rˇecˇeno, prˇi T0 = 100 a T∆ = 0, 99 bude vykona´no 917 iterac´ı. Pokud zvy´sˇ´ıme T∆ na 0,999,
bude pocˇet iterac´ı jizˇ 9206, cozˇ je desetina´sobek. Toto jen potvrzuje tvrzen´ı, zˇe bychom pro
delˇs´ı beˇh meˇli zvy´sˇit sp´ıˇse T∆ nezˇ T0.
Dataset
T∆ = 0,9999 T∆ = 0,999 T∆ = 0,995 T∆ = 0,992
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 11,34 6,35 10,95 5,80 10,22 6,09 10,12 5,66
Golden 38,48 29,49 37,74 30,59 38,71 32,85 39,20 34,05
T∆ = 0,99 T∆ = 0,98 T∆ = 0,95 T∆ = 0,9
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 10,10 6,01 10,14 6,27 10,47 6,76 11,45 7,59
Golden 39,61 33,96 40,46 35,83 42,33 37,69 43,79 38,85
Tabulka 6.18: EXPSA2 - Vliv r˚uzne´ zmeˇny teploty T∆ algoritmu RTSA.
Vyhodnocen´ı
Z vy´sledk˚u v tabulka´ch 6.17 a 6.18 mu˚zˇeme usoudit, zˇe v obou prˇ´ıpadech vyhovuj´ı jed-
notlivy´m sada´m instanc´ı VRP naprosto jine´ hodnoty. Zat´ımco na prvn´ı sadeˇ Christofides
algoritmus vykazuje nejlepsˇ´ı vy´sledky prˇi volbeˇ T0 = 1000 a T∆ = 0, 99, u druhe´ sady
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Golden jsou to hodnoty T0 = 20 a T∆ = 0, 999. Ukazuje se tak, zˇe v prˇ´ıpadeˇ prvn´ı sady
je preferova´n rychly´ sestup, a t´ım pa´dem i velka´ cˇinnost opeˇtovne´ho zahrˇ´ıva´n´ı a naopak
v druhe´ sadeˇ delˇs´ı zˇ´ıha´n´ı s obcˇasny´m zahrˇa´t´ım. Jelikozˇ jsou tyto dveˇ nastaven´ı opravdu
rozd´ılna´, byly podobneˇ jako u TABU zvoleny hodnoty parametr˚u v za´vislosti na sadeˇ in-
stanc´ı. Toto ilustruje za´veˇrecˇny´ experiment EXPSA3 uvedeny´ v tabulce 6.19, kde vid´ıme
tyto dveˇ varianty a mu˚zˇeme pozorovat nejlepsˇ´ı dosazˇene´ vy´sledky u obou sad proble´mu˚.
Naproti tomu mu˚zˇeme znovu potvrdit odliˇsnost, pokud se pod´ıva´me na vy´sledky s pouzˇit´ım
varianty optimalizovane´ pro druhou sadu, kde je zrˇetelne´ zhorsˇen´ı v obou prˇ´ıpadech.
Dataset
T0 = 1000
T∆ = 0,99
T0 = 20
T∆ = 0,999
ωavg ωbest ωavg ωbest
Christofides 9,99 6,42 11,70 6,87
Golden 41,62 35,94 36,50 29,62
Tabulka 6.19: EXPSA3 - Porovna´n´ı dvou vyladeˇny´ch variant nastaven´ı RTSA.
Dosazˇene´ zlepsˇen´ı optimalizac´ı obou parametr˚u je nejle´pe patrne´ v za´veˇrecˇne´m experi-
mentu EXPSA3, kde vid´ıme velmi rozd´ılne´ vy´sledky prˇi r˚uzne´m nastaven´ı. Celkoveˇ tento al-
goritmus trochu zaosta´va´ za jizˇ prezentovany´mi algoritmy RTGA a RTTABU a to prˇiblizˇneˇ
o 5 %, resp. 2 % u prvn´ı sady a 17 %, resp. 6 % u druhe´. Vy´pocˇetn´ı doba algoritmu je
te´meˇrˇ shodna´ s RTTABU, cozˇ da´va´ smysl, jelikozˇ obeˇ tyto metody zkoumaj´ı nova´ rˇesˇen´ı
loka´ln´ım prohleda´va´n´ım.
6.7 Optimalizace mravencˇ´ı koloni´ı
V pra´ci byla take´ implementova´na metoda optimalizace mravencˇ´ı koloni´ı (ANT). Nej-
prve byl v 2.3.4 prezentova´n za´kladn´ım algoritmus te´to metody, navrzˇeny´ pro proble´m
TSP. Da´le byly v 3.7 uvedeny vylepsˇen´ı pro proble´m VRP, ktere´ v cˇla´nku Applying the Ant
System to the Vehicle Routing Problem [7] prˇedstavil Bullnheimer a kol.
Obeˇ tyto varianty byly prozkouma´ny v experimentu EXPANT1, jehozˇ vy´sledky jsou
uvedeny v tabulce 6.20. Algoritmus je vy´pocˇetneˇ velmi na´rocˇny´, proto byl experiment pro-
veden pouze na prvn´ı, mensˇ´ı sadeˇ proble´mu˚.
Dataset
Za´kladn´ı varianta Varianta pro VRP
ωavg ωbest ωavg ωbest
Christofides 15,65 11,94 35,27 31,40
Tabulka 6.20: EXPANT1
Z vy´sledk˚u vid´ıme, zˇe vy´sledky algoritmu velmi zaosta´vaj´ı za vsˇemi zat´ım prˇedstaveny´mi
algoritmy. Je take´ s podivem, zˇe varianta pouzˇ´ıvaj´ıc´ı vylepsˇen´ı pro VRP ve vy´sledku dopadla
mnohem h˚urˇe, nezˇ za´kladn´ı algoritmus. To i prˇesto, zˇe byly nastaveny stejne´ va´hy u vy´pocˇtu
pravdeˇpodobnosti vybra´n´ı jako v cˇla´nku [7].
Pr˚umeˇrny´ cˇas rˇesˇen´ı jedne´ instance byl pak 64,52 minut, cozˇ je prˇiblizˇneˇ sedmdesa´tkra´t
pomalejˇs´ı, nezˇ naprˇ´ıklad algoritmus RTGA. Toto je zrˇejmeˇ zp˚usobeno t´ım, zˇe v kazˇde´m
kroku umeˇle´ho mravence mus´ı by´t spocˇ´ıta´no mnoho pravdeˇpodobnost´ı vybra´n´ı dalˇs´ıho
za´kazn´ıka. V soucˇtu je tak jedno rˇesˇen´ı prozkouma´no za mnohem delˇs´ı dobu, nezˇ naprˇ´ıklad
pokud v ra´mci mutace zmeˇn´ıme porˇad´ı neˇkolika za´kazn´ık˚u.
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Vzhledem ke sˇpatny´m vy´sledk˚um a velmi pomale´mu beˇhu nebudeme v pra´ci tuto me-
todu da´le rozeb´ırat. Je take´ nutne´ podotknout, zˇe navrzˇene´ ucˇ´ıc´ı se RT mutace nejsou
jednodusˇe pouzˇitelne´ v tomto algoritmu a bude tak lepsˇ´ı se zameˇrˇit na algoritmy GA,
TABU a SA, ktere´ sd´ıl´ı podobne´ principy.
6.8 Metody vyuzˇ´ıvaj´ıc´ı RT tabulky
V te´to cˇa´sti budou zkouma´ny metody vyuzˇ´ıvaj´ıc´ı charakteristiky prˇedchoz´ıch rˇesˇen´ı
ulozˇeny´ch v RT tabulce, ktere´ byly prˇedstaveny v kapitole 4.3. Nejprve budou diskutova´ny
r˚uzne´ varianty a parametry teˇchto metod a na´sledneˇ bude zhodnocen celkovy´ prˇ´ınos jejich
pouzˇit´ı v r˚uzny´ch prˇedstaveny´ch algoritmech. Prˇedstavene´ RT mutace pak budou voleny
s r˚uznou pravdeˇpodobnost´ı a u nejlepsˇ´ı kombinace bude da´le zkouma´n nejlepsˇ´ı pomeˇr pro
jednotlive´ algoritmy. V za´veˇru kapitoly bude diskutova´n mozˇny´ prˇ´ınos pouzˇit´ı ulozˇeny´ch
charakteristik prˇedlozˇeny´ch na vstup nove´ho beˇhu algoritmu. U´vodn´ı varianty RT metod
budou zkouma´ny na algoritmu RTGA, jelikozˇ ten zat´ım dosahoval nejlepsˇ´ıch vy´sledk˚u a op-
timalizace mutac´ı by se meˇla dotknout vsˇech metod podobny´m zp˚usobem. Od zhodnocen´ı
prˇ´ınosu metod jizˇ budou uvedeny vzˇdy vy´sledky pro kazˇdy´ algoritmus zvla´sˇt’, tak aby bylo
nastaven´ı optimalizova´no pro kazˇdy´ pouzˇity´ algoritmus co nejle´pe.
6.8.1 Vy´beˇr nejhorsˇ´ı nebo nejlepsˇ´ı charakteristiky
V cˇla´nku A Dynamic Analysis of Resource-Constrained Project Scheduling Problems for
an Informed Search via Genetic Algorithm Optimization [16] Hruby´ uvazˇuje dva zp˚usoby
vy´beˇru operac´ı pro posun v mutaci zalozˇene´ na znalostech v RT tabulka´ch. Jeden vyb´ıra´ ty,
ktere´ se vyskytuj´ı v nejhorsˇ´ıch charakteristika´ch a druhy´ naopak vyb´ıra´ ty nejlepsˇ´ı. V cˇla´nku
je konstatova´no, zˇe k lepsˇ´ım vy´sledk˚um vede vy´beˇr a na´sledny´ posun teˇch nejhorsˇ´ıch, cozˇ
vcelku odpov´ıda´ charakteru navrzˇene´ mutace.
Rozhodl jsem se prove´st podobny´ experiment, kde v navrzˇeny´ch mutac´ıch RTShift
a RTCluster budou vybra´ni za´kazn´ıci pro posun bud’ z nejhorsˇ´ıch (ALGworst) nebo nej-
lepsˇ´ıch (ALGbest) charakteristik. Experiment byl proveden se vsˇemi trˇemi algoritmy RTGA,
RTTABU a RTSA, prˇicˇemzˇ byly pouzˇity mutace RTShift a RTCluster s pravdeˇpodobnost´ı
50 %. Vy´sledky experimentu EXPRT1 jsou uvedeny v tabulka´ch 6.21 a 6.22.
Dataset
RTGAbest RTGAworst RTTABUbest RTTABUworst
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 7,19 4,15 6,83 3,81 18,18 14,05 10,84 7,77
Golden 21,37 15,90 20,21 14,69 30,92 22,96 29,22 22,95
Tabulka 6.21: EXPRT1 - Srovna´n´ı vy´beˇru nejhorsˇ´ıch a nejlepsˇ´ıch charakteristik pro RT
mutaci v algoritmu RTGA a RTTABU.
Dataset
RTSAbest RTSAworst
ωavg ωbest ωavg ωbest
Christofides 23,60 19,31 14,20 10,51
Golden 43,55 36,58 37,01 31,29
Tabulka 6.22: Pokracˇova´n´ı EXPRT1 - Srovna´n´ı vy´beˇru nejhorsˇ´ıch a nejlepsˇ´ıch charakteristik
pro RT mutaci v algoritmu RTSA.
62
Z vy´sledk˚u experiment˚u mu˚zˇeme jen potvrdit za´veˇr z [16], zˇe algoritmy vyb´ıraj´ıc´ı nej-
horsˇ´ı charakteristiky produkuj´ı lepsˇ´ı vy´sledky. Mu˚zˇeme si vsˇimnout mensˇ´ıho rozd´ılu obou
variant v RTGA, cozˇ je nejsp´ıˇs zp˚usobeno vlivem krˇ´ızˇen´ı, ktere´ sta´le pracuje shodneˇ. U me-
tod RTTABU a RTSA spole´haj´ıc´ıch cˇisteˇ na mutaci, je pak rozd´ıl podstatneˇ veˇtsˇ´ı.
6.8.2 Vliv vylepsˇen´ı RTShift
V kapitole 4.3.1 bylo navrzˇeno vylepsˇen´ı mutace RTShift, ktere´ prova´d´ı posunut´ı za´kaz-
n´ık˚u informovaneˇ a vyb´ıra´ vzˇdy tu nejlepsˇ´ı pozici, kam se posune. Acˇkoliv toto vylepsˇen´ı
prˇedstavuje zvy´sˇen´ı vy´pocˇetn´ı za´teˇzˇe, rozd´ıl v nalezeny´ch rˇesˇen´ıch by meˇl by´t vy´znamny´.
V na´sleduj´ıc´ım experimentu EXPRT2 bude pouzˇita cˇisteˇ tato mutace v RTGA, a to nej-
prve bez vylepsˇen´ı a pote´ s n´ım. V tabulce 6.23 jsou uvedeny dosazˇene´ vy´sledky spolu
s porovna´n´ım pr˚umeˇrne´ho cˇas˚u beˇhu timeavg.
Dataset
bez vylepsˇen´ı s vylepsˇen´ım
ωavg [%] ωbest [%] timeavg [min] ωavg [%] ωbest [%] timeavg [min]
Christofides 10,79 5,99 0,528 7,77 4,20 0,545
Golden 29,95 22,84 3,186 23,27 17,59 3,284
Tabulka 6.23: EXPRT2 - Srovna´n´ı vy´sledk˚u a cˇasu beˇhu za´kladn´ı a vylepsˇene´ mutace RT-
Shift v algoritmu RTGA.
Z vy´sledk˚u mu˚zˇeme jasneˇ videˇt vy´razne´ zlepsˇen´ı u obou sad proble´mu˚ prˇi pouzˇit´ı vy-
lepsˇene´ verze metody RTShift. Ukazuje se tedy, zˇe informovane´ posouva´n´ı za´kazn´ık˚u prˇedcˇ´ı
to na´hodne´. Prˇitom cˇasy obou variant nejsou prˇ´ıliˇs odliˇsne´, kdy jen o neˇco de´le trva´ metoda
s vylepsˇen´ım, cozˇ odpov´ıda´ prˇedpoklad˚um.
6.8.3 Parametry mutace RTReshuff
U mutace RTReshuff prˇedstavene´ v kapitole 4.3.3 byly uvedeny dva parametry, ktere´
hraj´ı roli ve funkci te´to metody. Prvn´ım parametrem je urcˇeno kolik tras z rˇesˇen´ı bude
mutova´no a kolik naopak ponecha´no. Vyja´drˇeme tento parametr v procentech tras, ktere´
budou mutova´ny, jako Rmut. Samotny´ pocˇet tras pak bude samozrˇejmeˇ za´lezˇet na konkre´tn´ı
instanci a pocˇtu tras v rˇesˇen´ı. V experimentu EXPRT2 bude zkouma´no mutova´n´ı jak vsˇech
tras (Rmut = 100 %), tak postupneˇ snizˇuj´ıc´ı se pocˇet azˇ na 25 %. U velke´ho procenta mu˚zˇe
neˇkdy docha´zet k prˇ´ıliˇsne´ nezˇa´douc´ı duplikaci nejlepsˇ´ıho rˇesˇen´ı, zat´ımco male´ procento
mu˚zˇe ve´st jen k male´ zmeˇneˇ zpomaluj´ıc´ı cely´ proces. Vy´sledky experimentu EXPRT2 jsou
uvedeny v tabulce 6.24.
Druhy´m d˚ulezˇity´m parametrem v te´to mutaci je procento serˇazene´ho seznamu, ze
ktere´ho bude vybra´n vzˇdy dalˇs´ı soused, oznacˇme jej jako Pbest. T´ımto parametrem je do
mutace vnesen prvek na´hody, tak aby nedocha´zelo u vsˇech rˇesˇen´ı s podobny´m rozlozˇen´ım
tras ke shodne´mu vy´sledku. Cˇ´ım mensˇ´ı toto procento bude, t´ım v´ıce hroz´ı tento efekt. Nao-
pak prˇi velky´ch hodnota´ch mu˚zˇe cˇasto docha´zet ke zhorsˇen´ı rˇesˇen´ı, protozˇe budou vyb´ıra´ni
i nekvalitn´ı sousede´. V experimentu byly pouzˇity hodnoty od 0 %, tedy vybra´n´ı vzˇdy nej-
lepsˇ´ıho souseda, azˇ po Pbest = 50 %. Vy´sledky EXPRT3 jsou uvedeny v tabulce 6.25.
V obou uvedeny´ch experimentech byl pouzˇit algoritmus RTGA pouze s pouzˇit´ım mutace
RTReshuff.
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Dataset
Rmut = 100% Rmut = 75% Rmut = 66,6%
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,29 2,17 5,11 1,89 5,09 2,08
Golden 20,84 15,13 20,54 14,89 20,50 15,11
Rmut = 50% Rmut = 33,3% Rmut = 25%
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,08 2,11 5,05 2,20 5,03 2,15
Golden 20,46 15,14 20,53 14,67 20,33 14,79
Tabulka 6.24: EXPRT3 - Vliv pocˇtu mutovany´ch tras Rmut mutace RTReshuff v algoritmu
RTGA.
Dataset
Pbest = 0% Pbest = 5% Pbest = 10% Pbest = 25% Pbest = 50%
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 4,95 2,15 5,00 2,40 5,12 2,34 6,97 3,75 7,35 4,02
Golden 17,77 12,65 18,46 13,01 20,50 14,64 21,95 15,71 21,89 15,92
Tabulka 6.25: EXPRT4 - Volby parametru Pbest mutace RTReshuff v algoritmu RTGA.
Z vy´sledk˚u EXPRT3 vid´ıme, zˇe se algoritmus RTReshuff chova´ le´pe, pokud je mutova´na
jen cˇa´st tras. Vy´sledky prˇedevsˇ´ım prvn´ı sady se pak prˇ´ıliˇs nemeˇn´ı s volbou tohoto pomeˇru,
ale o neˇco lepsˇ´ı vy´sledky nacha´z´ıme s nizˇsˇ´ı hodnotou Rmut. Toto potvrzuj´ı take´ vy´sledky
druhe´ sady instanc´ı, kde je dosazˇeno nejlepsˇ´ıch vy´sledk˚u volbou Rmut = 25 %. Zat´ımco
odchylky nejsou prˇ´ıliˇs rozd´ılne´, mu˚zˇeme s jistotou rˇ´ıci, zˇe cˇ´ım mensˇ´ı procento tras bude
mutova´no, t´ım me´neˇ vy´pocˇetn´ıho vy´konu bude metoda vyzˇadovat. Konkre´tneˇ prˇi Rmut =
100 % byl pr˚umeˇrny´ cˇas pro vyrˇesˇen´ı instance 1,01, respektive 7,78 minut, u Rmut = 25 %
to bylo 0,75, respektive 5,62 minut. Jedna´ se tedy o cca 25% cˇasovou u´sporu. Proto pro
dalˇs´ı pouzˇit´ı vol´ıme Rmut = 25 %, ktere´ kombinuje dobre´ vy´sledky a rychlejˇs´ı vy´pocˇetn´ı
cˇas.
Experiment EXPRT4, jehozˇ vy´sledky jsou v tabulce 6.25, dopadl v´ıce prˇekvapiveˇ.
Z vy´sledk˚u vid´ıme, zˇe zava´deˇn´ı na´hodnosti vy´beˇru vy´sledky zhorsˇuje linea´rneˇ s velikost´ı
Pbest. Nejle´pe pak dopadlo vybra´n´ı vzˇdy nejlepsˇ´ıho souseda. Bylo prˇedpokla´da´no, zˇe by
toto mohlo ve´st k prˇ´ıliˇsne´mu klonova´n´ı nejlepsˇ´ıho nalezene´ho rˇesˇen´ı, avsˇak experiment toto
vyvrac´ı. Zrˇejmeˇ je to t´ım, zˇe je mutova´na jen mensˇ´ı cˇa´st tras (Rmut = 25 %), a je naopak
prˇ´ıznive´, kdyzˇ jsou vybrane´ trasy zmutova´ny co nejle´pe, i kdyzˇ se jizˇ mohou objevovat
v jine´m rˇesˇen´ı. V dalˇs´ım pouzˇit´ı algoritmu tak budou vyb´ıra´ni vzˇdy ti nejlepsˇ´ı sousede´,
tedy Pbest = 0 %.
6.8.4 Vliv pouzˇit´ı metod vyuzˇ´ıvaj´ıc´ıch RT tabulku
V kapitole 4.3 byly navrzˇeny trˇi mutace vyuzˇ´ıvaj´ıc´ı specifika rˇesˇen´ı pr˚ubeˇzˇneˇ ukla´dana´
do RT tabulek. C´ılem na´sleduj´ıc´ıch experiment˚u je prozkoumat, jestli pouzˇit´ı teˇchto metod
vylepsˇuj´ı rˇesˇen´ı a take´ nale´zt jejich nejlepsˇ´ı kombinaci. Vzhledem k charakteru teˇchto metod
je vhodne´ je spustit azˇ po ubeˇhnut´ı neˇjake´ doby, beˇhem ktere´ se alesponˇ z cˇa´sti RT tabulka
napln´ı daty. V prvn´ıch 50 iterac´ıch se tak bude pouzˇ´ıvat pouze na´hodny´ prˇ´ıstup a azˇ pote´
se zapoj´ı tyto metody.
64
Experiment bude proveden nejprve s na´hodny´m prˇ´ıstupem, tedy s mutac´ı BCRM po-
psanou v 3.4.3. Pote´ budou spusˇteˇny jednotlive´ metody samostatneˇ a nakonec budou pro-
zkouma´ny vsˇechny jejich kombinace. V prˇ´ıpadeˇ kombinace budou metody spusˇteˇny se stej-
nou pravdeˇpodobnost´ı, tedy 50% v prˇ´ıpadeˇ kombinace dvou metod, respektive 33% u kom-
binace vsˇech. Zvolene´ pomeˇry nemus´ı by´t idea´ln´ı, ale c´ılem tohoto experimentu je z´ıskat
celkovy´ na´hled na prospeˇsˇnost teˇchto kombinac´ı. Experiment bude proveden pro vsˇechny
trˇi zkoumane´ algoritmy, tedy RTGA, RTTABU a RTSA. Samotne´ vy´sledky jsou uvedeny
v tabulka´ch 6.26, 6.27 a 6.28.
Dataset
Random RTShift RTCluster RTReshuff
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 7,36 4,17 7,77 4,20 6,51 3,70 5,17 2,19
Golden 20,39 15,11 23,27 17,59 18,83 13,75 17,66 12,22
Cluster+Shift Cluster+Reshuff Shift+Reshuff Vsˇe
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 6,83 3,81 4,96 2,16 6,07 2,94 5,53 2,41
Golden 20,21 14,69 16,35 11,22 19,74 14,12 17,74 12,35
Tabulka 6.26: EXPRT5 - Vliv vyuzˇit´ı RT mutac´ı v algoritmu RTGA.
Dataset
Random RTShift RTCluster RTReshuff
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 15,67 13,48 30,66 21,26 11,62 8,15 32,50 23,70
Golden 32,12 29,11 51,98 43,14 25,62 19,96 51,82 43,04
Cluster+Shift Cluster+Reshuff Shift+Reshuff Vsˇe
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 10,84 7,77 6,59 3,35 24,38 14,81 7,35 3,57
Golden 29,22 22,95 29,19 20,62 49,66 39,43 30,64 21,40
Tabulka 6.27: EXPRT6 - Vliv vyuzˇit´ı RT mutac´ı v algoritmu RTTABU.
Dataset
Random RTShift RTCluster RTReshuff
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 16,12 13,53 39,01 32,55 16,71 12,81 38,36 32,86
Golden 36,49 32,25 75,36 63,60 35,55 29,16 71,29 61,90
Cluster+Shift Cluster+Reshuff Shift+Reshuff Vsˇe
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 14,20 10,51 8,32 4,61 34,92 28,75 9,24 5,51
Golden 37,01 31,29 29,78 23,61 71,59 61,82 30,97 24,75
Tabulka 6.28: EXPRT7 - Vliv vyuzˇit´ı RT mutac´ı v algoritmu RTSA.
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Ze zjiˇsteˇny´ch dat mu˚zˇeme videˇt, zˇe u vsˇech algoritmu˚ dosahuje kombinace vsˇech RT
metod lepsˇ´ıch vy´sledk˚u nezˇ na´hodny´ prˇ´ıstup. Toto je hlavneˇ viditelne´ u RTTABU a RTSA,
kde je rozd´ıl daleko veˇtsˇ´ı nezˇ u RTGA. Je to zrˇejmeˇ zp˚usobeno existenc´ı krˇ´ızˇen´ı v RTGA,
prˇicˇemzˇ RTTABU a RTSA jsou za´visle´ pouze na mutaci.
U metod RTTABU a RTSA si da´le mu˚zˇeme vsˇimnout velmi sˇpatny´ch vy´sledk˚u u pouzˇit´ı
pouze RTShift, RTReshuff, nebo jejich kombinace. To je zp˚usobeno charakterem metod,
kdy tyto metody doka´zˇ´ı meˇnit porˇad´ı za´kazn´ık˚u pouze v ra´mci dany´ch tras a ne mezi nimi.
U teˇchto metod tak nebylo mozˇne´ zmeˇnit zarˇazen´ı do tras od pocˇa´tecˇn´ıho rˇesˇen´ı. Naopak
u RTGA u´lohu rozmı´steˇn´ı do jiny´ch tras mu˚zˇe zastupovat krˇ´ızˇen´ı, cozˇ potvrzuj´ı daleko lepsˇ´ı
vy´sledky prˇi pouzˇit´ı teˇchto mutac´ı.
Druhou mozˇnost´ı spra´vne´ho pouzˇit´ı RTShift a RTReshuff je kombinace naprˇ´ıklad s me-
todou RTCluster. Toto se ve vsˇech prˇ´ıpadech ukazuje lepsˇ´ı, nezˇ pouzˇit´ı metod samotny´ch,
prˇicˇemzˇ kombinace RTClust+Reshuff dopadla ve vsˇech algoritmech u´plneˇ nejle´pe. Tato
kombinace pak prˇedcˇ´ı i kombinaci vsˇech trˇ´ı metod, kdy zaveden´ı RTShift vy´sledky zhorsˇuje
ve vsˇech prˇ´ıpadech.
Vy´sledky druhe´ sady se tomu trochu vymykaj´ı u RTTABU, ktere´ dopadly nejle´pe pouze
prˇi pouzˇit´ı metody RTCluster, prˇicˇemzˇ vy´sledky kombinace RTClust+Reshuff jsou druhe´
nejlepsˇ´ı. Je tedy mozˇne´, zˇe tomuto algoritmu by sveˇdcˇil veˇtsˇ´ı pod´ıl mutace RTCluster.
Naopak u geneticke´ho algoritmu je samotnou mutac´ı RTReshuff dosazˇeno lepsˇ´ıch vy´sledk˚u
nezˇ RTCluster a je tak mozˇne´, zˇe by bylo lepsˇ´ı pouzˇ´ıt veˇtsˇ´ı pomeˇr naopak u RTReshuff.
Kombinaci RTClust+Reshuff se tak budeme da´le veˇnovat a v na´sleduj´ıc´ım experimentu
bude zkouma´n optima´ln´ı pomeˇr teˇchto metod pro jednotlive´ algoritmy.
6.8.5 Pomeˇr mutac´ı RTReshuff a RTCluster
Jak jizˇ bylo rˇecˇeno, ve vsˇech algoritmech je nejlepsˇ´ıch vy´sledk˚u dosazˇeno pouzˇit´ım mu-
tac´ı RTClust+Reshuff, resp. jen RTCluster. Jednotlive´ algoritmy vsˇak zda´ se preferuj´ı r˚uzne´
pomeˇry zmı´neˇny´ch metod. V na´sleduj´ıc´ım experimentu bude prozkouma´no neˇkolik pomeˇr˚u,
prˇicˇemzˇ budeme uva´deˇt pravdeˇpodobnost mutace RTReshuff znacˇenou jako PReshuff .
Jelikozˇ u RTGA je potencia´l lepsˇ´ıch vy´sledk˚u u veˇtsˇ´ıch hodnot PReshuff , budou zvoleny
hodnoty sp´ıˇse z rozsahu PReshuff > 50 %. Naopak u algoritmu˚ RTTABU a RTSA pak budou
sp´ıˇse voleny hodnoty PReshuff < 50 %. Nicme´neˇ vzˇdy bude uveden i vy´sledek s hodnotami
mimo tyto rozsahy pro oveˇrˇen´ı uvedeny´ch hypote´z. Vy´sledky pro jednotlive´ algoritmy jsou
uvedeny v tabulka´ch 6.29, 6.30 a 6.31.
Dataset
PReshuff = 10% PReshuff = 25% PReshuff = 50% PReshuff = 60%
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,72 2,95 5,23 2,47 4,96 2,16 5,00 2,08
Golden 17,10 12,26 16,48 11,95 16,35 11,22 16,46 11,66
PReshuff = 70% PReshuff = 75% PReshuff = 80% PReshuff = 90%
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 4,99 1,92 4,90 1,88 4,98 1,80 4,90 2,12
Golden 16,31 11,22 16,46 11,55 16,54 12,15 17,02 12,61
Tabulka 6.29: EXPRT8 - Pomeˇr mutace RTReshuff a RTCluster v algoritmu RTGA.
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Dataset
PReshuff = 5% PReshuff = 10% PReshuff = 15% PReshuff = 20%
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,92 2,91 5,79 2,63 5,86 2,56 5,89 2,68
Golden 23,69 17,76 25,64 19,34 26,42 18,83 27,06 19,75
PReshuff = 25% PReshuff = 50% PReshuff = 75% PReshuff = 90%
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,99 2,66 6,59 3,35 8,85 4,37 10,94 5,26
Golden 27,69 20,05 29,19 20,62 31,57 23,94 34,71 26,70
Tabulka 6.30: EXPRT9 - Pomeˇr mutace RTReshuff a RTCluster v algoritmu RTTABU.
Dataset
PReshuff = 5% PReshuff = 10% PReshuff = 15% PReshuff = 20%
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 8,07 4,86 7,98 4,45 8,00 4,49 7,92 4,34
Golden 29,22 23,25 29,18 23,51 29,08 22,15 29,12 22,68
PReshuff = 25% PReshuff = 50% PReshuff = 75% PReshuff = 90%
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 7,97 4,14 8,32 4,61 9,01 5,03 10,96 6,55
Golden 29,09 22,85 29,78 23,61 31,25 25,65 34,13 28,82
Tabulka 6.31: EXPRT10 - Pomeˇr mutace RTReshuff a RTCluster v algoritmu RTSA.
Z uvedeny´ch vy´sledk˚u mu˚zˇeme potvrdit, zˇe algoritmu RTGA sveˇdcˇ´ı vysˇsˇ´ı zastoupen´ı
mutace RTReshuff, kdezˇto RTTABU a RTSA sp´ıˇse vyzˇaduj´ı veˇtsˇ´ı pomeˇr metody RTCluster.
Konkre´tneˇ u RTGA nebyly moc velke´ rozd´ıly od PReshuff ≥ 50 %, nicme´neˇ bylo zjiˇsteˇno,
zˇe metoda RTReshuff je me´neˇ vy´pocˇetneˇ na´rocˇna´, nezˇ metoda RTCluster, proto byla pro
RTGA zvolena hodnota PReshuff = 75 %.
U algoritmu RTTABU opeˇt vid´ıme r˚uzne´ vy´sledky u obou sad instanc´ı, cozˇ mu˚zˇe by´t
zp˚usobeno take´ jejich rozd´ılny´m nastaven´ım parametr˚u. Zat´ımco prvn´ı sada poda´va´ nejlepsˇ´ı
vy´sledky se zastoupen´ım RTReshuff kolem 10-15 %, u druhe´ sady se vy´sledky jasneˇ zlepsˇuj´ı
se snizˇuj´ıc´ı se pravdeˇpodobnost´ı. U druhe´ sady tedy zvol´ıme PReshuff = 5 % a u prvn´ı
PReshuff = 10 %.
V prˇ´ıpadeˇ RTSA jsou pak rozd´ıly u obou sad velmi male´ u PReshuff ≤ 25 % a mohou
by´t z cˇa´sti zp˚usobeny statisticky´m rozptylem. Proto take´ z d˚uvod˚u vy´pocˇetn´ıho vy´konu
bude zvolena sp´ıˇse vysˇsˇ´ı hodnota PReshuff = 20 %.
6.8.6 Pocˇa´tek zapojen´ı RT metod
V te´to sekci jizˇ bylo zmı´neˇno, zˇe RT metody potrˇebuj´ı jisty´ cˇas pro dostatecˇne´ na-
plneˇn´ı RT tabulek daty, ze ktery´ch budou metody vycha´zet. Pokud se tyto metody mutace
zacˇnou rozhodovat na za´kladeˇ pra´zdne´ tabulky, jisteˇ neprovedou spra´vne´ vy´meˇny a posuny
za´kazn´ık˚u. RT mutace se tak spousˇteˇj´ı azˇ od urcˇite´ iterace algoritmu, kdy je jizˇ RT tabulka
alesponˇ z cˇa´sti naplneˇna. Do te´ doby algoritmus pouzˇ´ıva´ pouze na´hodne´ prˇ´ıstupy. Pra´veˇ op-
tima´ln´ı pocˇet iterac´ı ITRT bude zkouma´n na´sleduj´ıc´ım experimentem. Je take´ nutne´ zmı´nit,
zˇe dosavadn´ı experimenty byly provedeny s ITRT = 50. Vy´sledky pro jednotlive´ algoritmy
jsou uvedeny v tabulka´ch 6.32, 6.33 a 6.34.
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Dataset
ITRT = 10 100 1 000 10 000 50 000
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,19 2,23 4,80 2,21 4,62 2,08 4,61 2,14 4,96 2,40
Golden 18,25 12,36 15,93 10,97 15,03 10,53 14,62 10,06 15,61 11,22
Tabulka 6.32: EXPRT11 - Volba iterace ITRT , od ktere´ se zapoj´ı RT metody v RTGA.
Dataset
ITRT = 10 100 1 000 10 000 50 000
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 5,74 2,79 5,88 3,27 5,76 3,16 5,49 3,29 5,85 3,12
Golden 23,49 17,47 23,40 16,66 24,36 17,30 32,15 29,28 32,12 28,98
Tabulka 6.33: EXPRT12 - Volba iterace ITRT , od ktere´ se zapoj´ı RT metody v RTTABU.
Dataset
ITRT = 10 100 1 000 10 000 50 000
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 7,90 4,44 7,99 4,61 7,79 4,67 7,80 4,65 7,85 4,69
Golden 29,35 22,84 29,11 22,66 29,06 22,41 29,73 23,02 30,91 22,95
Tabulka 6.34: EXPRT13 - Volba iterace ITRT , od ktere´ se zapoj´ı RT metody v RTSA.
Z vy´sledk˚u vid´ıme, zˇe RT metody opravdu potrˇebuj´ı cˇas na zaplneˇn´ı RT tabulek. Daleko
lepsˇ´ıch vy´sledk˚u dosahuj´ı, pokud se pocˇka´ azˇ 10 000 iterac´ı. Naopak pokud budeme cˇekat
moc dlouho (ITRT = 50 000), metody se jizˇ tolik nezapoj´ı do algoritmu˚, a pak dosahuj´ı
horsˇ´ıch vy´sledk˚u. Z experimentu take´ vyply´va´, zˇe zat´ımco algoritmu˚m RTGA a RTTABU
vyhovuje ITRT = 10000, u algoritmu RTSA je to sp´ıˇse hodnota ITRT = 1000. Take´
vid´ıme, zˇe u RTTABU opeˇt docha´z´ı k odliˇsne´mu chova´n´ı u obou sad, kdy druha´ sada
rozsa´hlejˇs´ıch instanc´ı dosahuje vy´razneˇ lepsˇ´ıch vy´sledk˚u prˇi pouzˇit´ı nizˇsˇ´ıch hodnot ITRT .
Konkre´tneˇ v tomto prˇ´ıpadeˇ bude pouzˇito ITRT = 100.
6.8.7 Vliv pouzˇit´ı vyplneˇne´ tabulky
V prˇedesˇle´m experimentu byla diskutova´na prodleva, nezˇ se spust´ı RT metody, a to
z d˚uvodu nevyplneˇny´ch RT tabulek ze zacˇa´tku experimentu. Mysˇlenkou na´sleduj´ıc´ıho ex-
perimentu je poskytnou algoritmu vyplneˇnou tabulku z prˇedesˇly´ch beˇh˚u, cozˇ umozˇn´ı spustit
tyto metody hned od zacˇa´tku. Hruby´ v cˇla´nku [16] take´ tuto mozˇnost uvazˇuje a prˇedkla´da´,
zˇe v takove´m prˇ´ıpadeˇ je pocˇa´tecˇn´ı nekvalitn´ı populace velmi vzda´lena´ od poznatk˚u v RT
tabulka´ch a RT mutace pak nemaj´ı stejny´ efekt. Na druhou stranu i z nekvalitn´ıch rˇesˇen´ı
je mozˇne´ selektivneˇ odstranˇovat nejhorsˇ´ı charakteristiky a pomoc´ı informac´ı z RT tabulky
bychom se tak meˇli rychleji dostat na vy´sledky, ktere´ dosa´hl beˇh generuj´ıc´ı tuto tabulku.
Pote´ by algoritmus mohl mı´t v´ıce cˇasu na dalˇs´ı vylepsˇen´ı.
Na´sleduj´ıc´ı experiment tak bude pouzˇ´ıvat RT tabulky, ktere´ byly prˇed samotny´m beˇhem
vygenerova´ny desetina´sobny´m navazuj´ıc´ım spusˇteˇn´ım prˇ´ıslusˇne´ho algoritmu u kazˇde´ in-
stance. Na´sledneˇ bylo klasicky spusˇteˇno 50 samostatny´ch beˇh˚u algoritmu pouzˇ´ıvaj´ıc´ı stejnou
tabulku. V experimentu je take´ zkouma´no, jaky´ ma´ vliv pouzˇit´ı RT tabulek vygenerovany´ch
jiny´mi algoritmy. Tabulky byly vygenerova´ny algoritmy RTGA, RTTABU i RTSA a byly
vyzkousˇeny vsˇechny kombinace pouzˇit´ı. Vy´sledky ukazuj´ı tabulky 6.35, 6.36 a 6.37.
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Dataset
RT z GA RT z TABU RT z SA
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 3,39 1,86 4,36 2,09 4,85 2,37
Golden 14,03 9,22 13,62 9,31 13,39 9,11
Tabulka 6.35: EXPRT14 - Pouzˇit´ı vygenerovany´ch RT tabulek na vstup algoritmu RTGA.
Dataset
RT z GA RT z TABU RT z SA
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 6,14 4,03 4,85 4,34 5,33 4,12
Golden 25,01 18,43 25,82 18,91 24,96 18,39
Tabulka 6.36: EXPRT15 - Pouzˇit´ı vygenerovany´ch RT tabulek na vstup algoritmu RT-
TABU.
Dataset
RT z GA RT z TABU RT z SA
ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 8,28 5,98 5,22 4,50 5,86 5,25
Golden 31,27 26,99 31,56 27,70 32,37 27,65
Tabulka 6.37: EXPRT16 - Pouzˇit´ı vygenerovany´ch RT tabulek na vstup algoritmu RTSA.
Z vy´sledk˚u EXPRT14-16 mu˚zˇeme videˇt, zˇe pouzˇit´ı RT tabulek na vstupu mu˚zˇe al-
goritmu ve skutecˇnosti pomoci. Toto vid´ıme prˇedevsˇ´ım na prvn´ı sadeˇ, kdy jsou vy´sledky
vy´razneˇ lepsˇ´ı, nezˇ v posledn´ım experimentu. Naopak u druhe´ sady dosˇlo ke zhorsˇen´ı u al-
goritmu RTTABU i RTSA.
Da´le je zaj´ımave´ to, zˇe r˚uzne´ algoritmy na r˚uzny´ch sada´ch dosahovaly nejlepsˇ´ı vy´sledky
s tabulkami od odliˇsny´ch algoritmu˚. Naprˇ´ıklad algoritmus RTSA dosa´hl u prvn´ı sady nej-
lepsˇ´ıch vy´sledk˚u s tabulkami od TABU a u druhe´ sady s tabulkami od GA. Ostatn´ı vy´sledky
jsou uvedeny tucˇneˇ v tabulka´ch. Nemu˚zˇeme ale rˇ´ıci, zˇe by tabulky neˇktere´ metody byly
vylozˇeneˇ kvalitneˇjˇs´ı, a byly tak nejprˇ´ınosneˇjˇs´ı pro vsˇechny metody.
Prˇed samotny´m beˇhem algoritmu by tak bylo mozˇne´ spustit neˇkolik kra´tky´ch beˇh˚u
jine´ho algoritmu, naplnit t´ım RT tabulku a pote´ zacˇ´ıt s RT metodami. V takove´m prˇ´ıpadeˇ
by mozˇna´ bylo nutne´ posunout hranici ITRT z nuly sp´ıˇse na neˇjake´ mensˇ´ı cˇ´ıslo, jelikozˇ
bychom nechteˇli at’ takove´ naplneˇn´ı trva´ de´le nezˇ cely´ beˇh algoritmu. Je pak ota´zka, jak
moc by toto zasa´hlo do vy´pocˇetn´ı slozˇitosti algoritmu, a zdali by slozˇitost vyva´zˇily lepsˇ´ı
vy´sledky.
6.8.8 Dlouhy´ beˇh
Hlavn´ım prˇ´ınosem pouzˇit´ı RT tabulek v prˇedchoz´ım experimentu je dle me´ho na´zoru
v urychlen´ı konvergence k dobre´mu rˇesˇen´ı a t´ım take´ v´ıce cˇasu na dalˇs´ı hleda´n´ı. V za´veˇrecˇne´m
experimentu je tedy prodlouzˇen beˇh algoritmu desetkra´t a to s limitem vyhodnocen´ı 10M
rˇesˇen´ı. Metody pobeˇzˇ´ı logicky de´le, ale bude zaj´ımave´ zjistit, jak moc se t´ımto zlepsˇ´ı jejich
vy´sledky. V experimentu EXPRT17 jsou srovna´ny nejlepsˇ´ı dosazˇene´ vy´sledky jednotlivy´ch
algoritmu˚ pro limit 1M rˇesˇen´ı (varianta 1M) a pro dlouhy´ beˇh 10M. Vy´sledky experimentu
jsou uvedeny v tabulka´ch 6.38 a 6.39.
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Dataset
RTGA1M RTGA10M RTTABU1M RTTABU10M
ωavg ωbest ωavg ωbest ωavg ωbest ωavg ωbest
Christofides 4,61 2,08 3,23 1,18 5,49 3,16 4,19 2,11
Golden 14,62 10,06 9,85 6,09 23,40 16,66 21,40 16,30
Tabulka 6.38: EXPRT17 - Dlouhy´ beˇh jednotlivy´ch algoritmu˚ RTGA a RTTABU.
Dataset
RTSA1M RTSA10M
ωavg ωbest ωavg ωbest
Christofides 7,79 4,65 5,80 3,17
Golden 29,06 22,41 27,55 23,08
Tabulka 6.39: Pokracˇova´n´ı EXPRT17 - Dlouhy´ beˇh algoritmu RTSA.
Vy´sledky dlouhe´ho beˇhu (10M) pak podle ocˇeka´va´n´ı prˇedcˇily vy´sledky toho kratsˇ´ıho
(1M). Jedinou vy´jimkou je odchylka ωbest u algoritmu RTSA, ovsˇem hodnota nejlepsˇ´ıho
rˇesˇen´ı v´ıce podle´ha´ statisticke´ odchylce a mu˚zˇe se tak jednat o na´hodu. U prvn´ı sady
proble´mu˚ dosˇlo u vsˇech algoritmu˚ ke zlepsˇen´ı a je videˇt, zˇe se da´le snizˇuj´ı rozd´ıly mezi
teˇmito algoritmy. Nicme´neˇ zat´ımco u druhe´ sady je prˇi pouzˇit´ı algoritmu RTGA zlepsˇen´ı
pomeˇrneˇ vy´razne´ (4,77 %), u algoritmu˚ RTTABU a RTSA se jedna´ pouze o 2 %, respektive
1,5 %. A to i prˇes to, zˇe je odchylka vysˇsˇ´ı nezˇ dvacet procent a mohli bychom ocˇeka´vat
veˇtsˇ´ı zlepsˇen´ı nezˇ u RTGA, kde se s 14,5 % jizˇ v´ıce bl´ızˇ´ıme nejlepsˇ´ım vy´sledk˚um a mu˚zˇeme
ocˇeka´vat dosazˇen´ı limitu implementovany´ch metod. Je tak uka´za´no, zˇe metody RTTABU
a RTSA by zrˇejmeˇ dalˇs´ım zvysˇova´n´ım limitu vyhodnocen´ı jizˇ prˇedevsˇ´ım u druhe´ sady
nedosa´hly prˇ´ıliˇs lepsˇ´ıch vy´sledk˚u a uvedene´ vy´sledky mu˚zˇeme povazˇovat za nejlepsˇ´ı, ktere´
jsou schopny podat. Naopak algoritmus RTGA vykazuje potencia´l dalˇs´ıho zlepsˇen´ı, cozˇ
mu˚zˇe by´t da´no take´ robustnost´ı metody a pouzˇity´mi technikami pro zvysˇova´n´ı diverzity
populace.
Pokud porovna´me vy´sledky tohoto experimentu s prˇedesˇly´m experimentem nacˇ´ıta´n´ı
tabulek, dojdeme k za´veˇru, zˇe u prvn´ı sady jsou vy´sledky jen prˇiblizˇneˇ o p˚ul procenta lepsˇ´ı
v prˇ´ıpadeˇ dlouhe´ho beˇhu. Podobne´ho efektu, jako je dlouhy´ beˇh, tak mu˚zˇeme dosa´hnout
u maly´ch instanc´ı i pomoc´ı nacˇten´ı RT tabulek prˇi startu metody. Naopak u druhe´ sady,
ktera´ sama o sobeˇ v experimentu EXPRT14-16 nedopadla prˇ´ıliˇs dobrˇe, mu˚zˇeme prohla´sit,
zˇe delˇs´ı beˇh poda´va´ vy´razneˇ lepsˇ´ı vy´sledky.
Shrnut´ı
V za´veˇru te´to sekce budou zhodnoceny z´ıskane´ poznatky prˇi aplikaci RT metod a bude
uka´za´no, ktera´ metoda dosahuje nejlepsˇ´ıch vy´sledk˚u. Nejprve bylo oveˇrˇeno, zˇe je lepsˇ´ıch
vy´sledk˚u u metod RTCluster a RTShift dosazˇeno vyb´ıra´n´ı vzˇdy nejhorsˇ´ıch charakteristik
a take´ byl uka´za´n vy´znam vylepsˇen´ı metody RTShift. Da´le byly optimalizova´ny parame-
try RTReshuff, kde v za´veˇru docha´z´ı k mutova´n´ı cˇtvrtiny tras a jejich rekonstrukci podle
nejlepsˇ´ıch vy´sledk˚u uvedeny´ch v RT tabulce.
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Experimenty EXPRT5-7 uka´zaly, zˇe pouzˇit´ım RT metod docha´z´ı ke zlepsˇen´ı vy´sledk˚u
oproti na´hodne´mu prˇ´ıstupu. Je ale nutne´ zvolit spra´vnou kombinaci teˇchto metod. Da´le je
d˚ulezˇite´ zvolit spra´vnou dobu, nezˇ se zacˇnou tyto metody zapojovat, cozˇ dokazuje EXP11-
13. Celkoveˇ byly optimalizova´ny kombinace metod a pocˇa´tek jejich nasazen´ı pro vsˇechny
algoritmy a bylo dosazˇeno na´sleduj´ıc´ıch vy´sledk˚u: U RTGA dosˇlo ke zlepsˇen´ı prvn´ı sady
z ωavg = 7, 36 % a ωbest = 4, 17 % u na´hodne´ho prˇ´ıstupu na ωavg = 4, 61 % a ωbest = 2, 08 %.
U druhe´ sady pak dosˇlo ke zlepsˇen´ı z ωavg = 20, 39 % a ωbest = 15, 11 % na ωavg = 14, 62 %
a ωbest = 10, 06 %. V podstateˇ tak bylo za´veˇrecˇny´mi pr˚umeˇrny´mi vy´sledky dosazˇeno teˇch
nejlepsˇ´ıch u na´hodne´ho prˇ´ıstupu, cozˇ je velky´ posun.
U metody RTTABU pak dosˇlo v prvn´ı sadeˇ ke zlepsˇen´ı ωavg i ωbest o prˇiblizˇneˇ 10 %
a u druhe´ sady o cca 9 %. U RTSA pak bylo zlepsˇen´ı o neˇco mensˇ´ı s 8,5 % u prvn´ı a 7,5 %
u druhe´ sady. Veˇtsˇ´ıho absolutn´ıho zlepsˇen´ı u teˇchto dvou algoritmu˚ bylo dosazˇeno, protozˇe
poda´valy na´hodny´m prˇ´ıstupem daleko horsˇ´ı vy´sledky, nezˇ robustneˇjˇs´ı RTGA. Mu˚zˇeme tak
rˇ´ıci, zˇe v algoritmech RTTABU a RTSA ma´ pouzˇit´ı RT metod veˇtsˇ´ı uzˇitek, ale obecneˇ
lepsˇ´ıho vy´sledku dosahuje algoritmus RTGA.
V pra´ci byl da´le proveden experiment zkoumaj´ıc´ı nacˇten´ı prˇedvyplneˇne´ tabulky prˇi
startu algoritmu˚ a spusˇteˇn´ı RT metod jizˇ od prvn´ı iterace. Zde se prˇedevsˇ´ım u prvn´ı sady
instanc´ı podarˇilo dosa´hnout lepsˇ´ıch vy´sledk˚u, proto i mysˇlenka prˇedzpracova´n´ı u´lohy pro
vytvorˇen´ı vyplneˇne´ RT tabulky by mohla mı´t smysl. Je vsˇak ota´zka, jestli by tato technika
poda´vala lepsˇ´ı vy´sledky nezˇ jednoduche´ prodlouzˇen´ı beˇhu algoritmu. Toto bylo zkouma´no
posledn´ım experimentem, kde byly zjiˇsteˇny jesˇteˇ lepsˇ´ı vy´sledky, a to prˇedevsˇ´ım pro druhou
sadu proble´mu˚.
Celkoveˇ bychom mohli zhodnotit, zˇe u mensˇ´ıch proble´mu˚ prvn´ı sady nebyly nejlepsˇ´ı
vy´sledky pouzˇity´ch trˇ´ı algoritmu˚, dosazˇene´ prˇi posledn´ım experimentu EXPRT17, prˇ´ıliˇs
rozd´ılne´, kdy ωavg bylo u RTGA 3,23 %, u RTTABU 4,19 % a v prˇ´ıpadeˇ RTSA 5,8 %.
Vid´ıme, zˇe nejhorsˇ´ı vy´sledky poda´va´ RTSA, ale rozd´ıl mezi RTGA a RTTABU je mensˇ´ı nezˇ
jedno procento. Prˇitom algoritmus RTGA je mnohem komplexneˇjˇs´ı a slozˇiteˇjˇs´ı na imple-
mentaci. Toto se zrˇejmeˇ projevuje u druhe´ sady rozsa´hlejˇs´ıch proble´mu˚, kde RTGA jasneˇ
dominuje s vy´sledkem ωavg = 9,85 % oproti 21,40 % u RTTABU a 27,55 % u RTSA. To
mu˚zˇe by´t zp˚usobeno jednak velikost´ı instanc´ı, tak take´ jejich geometrickou pravidelnost´ı,
se kterou mohou mı´t metody proble´m.
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Za´veˇr
V te´to pra´ci byly zkouma´ny optimalizacˇn´ı proble´my s hlavn´ım zameˇrˇen´ım na logistickou
u´lohu Vehicle Routing Problem (VRP), ktera´ byla v u´vodu definova´na. Tato u´loha je ma-
tematicky´m modelem rea´lny´ch logisticky´ch proble´mu˚ a jej´ı rˇesˇen´ı tak mu˚zˇe mı´t i prakticke´
vyuzˇit´ı. Da´le byly uvedeny neˇktere´ mozˇne´ zp˚usoby rˇesˇen´ı teˇchto proble´mu˚, prˇicˇemzˇ byl kla-
den d˚uraz na metaheuristicke´ metody. Neˇktere´ metaheuristicke´ metody byly rozpracova´ny
pro mozˇnost aplikace na specificky´ proble´m VRP. Konkre´tneˇ se jedna´ o: geneticke´ algoritmy
(GA), tabu prohleda´va´n´ı (TABU), simulovane´ zˇ´ıha´n´ı (SA) a optimalizaci mravencˇ´ı koloni´ı
(ANT). Prˇedevsˇ´ım u geneticke´ho algoritmu pak byla popsa´na dalˇs´ı mozˇna´ vylepsˇen´ı beˇhu
metody.
Za nejvy´znamneˇjˇs´ı vy´sledky pra´ce povazˇuji na´sleduj´ıc´ı body: Definova´n´ı a doka´za´n´ı
obecny´ch tvrzen´ı o proble´mu VRP, ve ktery´ch byly rozpracova´ny teoreticke´ aspekty u´lohy.
Na´sledneˇ bylo mozˇne´ se na tyto Lemmy v textu odkazovat a forma´lneˇ jimi podlozˇit vy´klad.
Da´le bylo definova´no ko´dova´n´ı u´lohy VRP tak, aby bylo jednak pouzˇitelne´ neza´visle na
algoritmu, a take´ aby pomoc´ı tohoto ko´dova´n´ı bylo mozˇne´ nale´zt optima´ln´ı rˇesˇen´ı. Prin-
cipy krˇ´ızˇen´ı prezentovane´m v cˇla´nku Multi-objective genetic algorithms for vehicle routing
problem with time windows [26] jsem aplikoval pomoc´ı metody Best Cost Route Insertion
take´ na tvorbu pocˇa´tecˇn´ıch rˇesˇen´ı a mutaci. Tyto principy je mozˇne´ vyuzˇ´ıt jak pro algo-
ritmus GA, tak pro loka´ln´ı prohleda´va´n´ı v TABU a SA. Opera´tory vsˇech teˇchto algoritmu˚
pak vyuzˇ´ıvaj´ı v ja´dru stejnou metodu, cozˇ umozˇnˇuje porovna´n´ı vy´konnosti algoritmu˚ jako
takovy´ch. V pra´ci byla da´le implementova´na experimenta´ln´ı infrastruktura umozˇnˇuj´ıc´ı me-
todicke´ prova´deˇn´ı a vyhodnocova´n´ı velke´ho mnozˇstv´ı experiment˚u, cˇehozˇ bylo v pra´ci take´
vyuzˇito.
Vy´znamny´m prˇ´ınosem je take´ prˇizp˚usoben´ı ucˇ´ıc´ı se metody prˇedstavene´ pro optima-
lizacˇn´ı proble´m Resource-Constrained Project Scheduling Problem (RCPSP) v cˇla´nku A Dy-
namic Analysis of Resource-Constrained Project Scheduling Problems for an Informed Search
via Genetic Algorithm Optimization [16]. Tato metoda vyuzˇ´ıva´ definovane´ charakteristiky
prˇedchoz´ıch rˇesˇen´ı a bylo tak nutne´ formulovat charakteristiky rˇesˇen´ı u´lohy VRP. V te´to
pra´ci byly na za´kladeˇ definovany´ch charakteristik navrzˇeny trˇi mutace pouzˇitelne´ pro op-
timalizaci VRP. Prˇ´ınos teˇchto mutac´ı byl potvrzen v experimentech, kdy u vsˇech trˇech al-
goritmu˚ bylo mozˇne´ jejich vyuzˇit´ım dosa´hnout lepsˇ´ıch vy´sledk˚u, nezˇ na´hodny´m prˇ´ıstupem.
Je tedy videˇt, zˇe tento princip ma´ uplatneˇn´ı u optimalizacˇn´ı u´lohy VRP a mu˚zˇe tak mı´t
dalˇs´ı potencia´l u´speˇsˇne´ho nasazen´ı i pro jine´ optimalizacˇn´ı proble´my.
V experimentech byly nejprve optimalizova´ny parametry jednotlivy´ch metod a na´sledneˇ
zkouma´no pouzˇit´ı RT metod pro takto optimalizovane´ algoritmy. Bylo zjiˇsteˇno, zˇe nejlepsˇ´ı
vy´sledky poda´va´ geneticky´ algoritmus (RTGA), ktery´ byl za´rovenˇ take´ nejrychlejˇs´ı. Tento
algoritmus nav´ıc vykazoval nejveˇtsˇ´ı zlepsˇen´ı prˇi spusˇteˇn´ı dlouhe´ho beˇhu a je videˇt, zˇe ma´
nejlepsˇ´ı potencia´l pro sta´ly´ vy´voj rˇesˇen´ı. O neˇco ma´lo horsˇ´ıch vy´sledk˚u pak bylo dosazˇeno
algoritmem RTTABU, ktery´ je vsˇak implementacˇneˇ daleko jednodusˇsˇ´ı nezˇ RTGA a mu˚zˇe
tak take´ nale´zt sve´ uplatneˇn´ı.
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Seznam pouzˇity´ch zkratek a
symbol˚u
zkratka cely´ na´zev vysveˇtlen´ı
TSP Travelling Salesman Problem Proble´m obchodn´ıho cestuj´ıc´ıho.
VRP Vehicle Routing Problem Proble´m logistiky vozidel.
CVRP Capacitated Vehicle Routing
Problem
Proble´m logistiky vozidel s kapacitn´ım ome-
zen´ım.
RCPSP Resource-Constrained Project
Scheduling Problem
Proble´m rozvrhova´n´ı vy´robn´ıch operac´ı.
GA Genetic Algorithm Geneticky´ algoritmu.
TABU Tabu Search Tabu vyhleda´va´n´ı.
SA Simulated Annealing Simulovane´ zˇ´ıha´n´ı.
ANT Ant Colony Optimization Optimalizace mravencˇ´ı kolon´ı.
BCRI Best Cost Route Insertion Algoritmus nejlepsˇ´ıho vlozˇen´ı za´kazn´ık˚u do
trasy.
BCRC Best Cost Route Crossover Krˇ´ızˇen´ı vyuzˇ´ıvaj´ıc´ı BCRI.
BCRM Best Cost Route Mutation Mutace vyuzˇ´ıvaj´ıc´ı BCRI.
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