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Abstract
The focus of the research is to identify stress markers in a firefighter’s speech. These
markers include changes in breathing patterns and changes in the fundamental frequency of an individual’s voice. The breathing patterns are characterized using the
number of breaths taken in a minute and the time spent inhaling. These measures are estimated using a Restricted Boltzmann Machine to process a firefighters’
SCBA regulator sounds, as open and closed. The classifications are then combined
into continuous intervals. Observing the length of the intervals and the number of
interval-starts represents time spent inhaling and the breathing rates (breaths per
minute). The fundamental frequency estimation uses a set of Deep Long Short-Term
Memory (LSTM) Recurrent Neural Networks (RNN). The first is used to classify
speech segments as voiced/unvoiced. The fundamental frequency estimation is done
on the segments using a deep LSTM RRN regression.
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Chapter 1
Introduction

1.1

Overview

The analysis and study described in this document are inspired by the speech recognition systems that are becoming a part of our modern way of life. For example,
Amazon’s Alexa, Google’s Echo and Apple’s Siri to manage homes and entertainment interfaces through voice commands. Remote control devices use voice control
in handsets, and cell phones allow for hands-free dialing. The technology is extending
into non-traditional environments like cars and exercise equipment. Another nontraditional environment is the application for monitoring the health of individuals.
With the recent pandemic, the need for performing remote diagnosis of health conditions has become an area of interest. Fundamental frequency (F0 ) analysis combined
with estimates of breathing rates and depth of breath can be combined to estimate
the well-being of an individual. The combination of breathing data and changes in
F0 should provide a basis for a classification process. The process could even identify
the presence or absence of anxiety/panic and whether or not a person is experiencing
physical stress.
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The research discussed here is aimed at reducing a firefighter’s risk of dying from
heat stroke or a coronary due to heat exhaustion. The goal has been to develop
a machine learning based approach that combines physiological data and shifts or
changes in word formation to generate an easily understood and reliable measure of
physical exhaustion.
The individual is
Voice Activity
Detection
RNN

Frequency
Measures
RES

Fundamental
Frequency
Extraction

Not Experiencing
Physical Exhaustion
Machine
Learning

Audio
Conditioning

RNN
Future Work
Breathing
Rate
Estimation
RBM

Experiencing Physical
Exhaustion

Figure 1.1: Process for fatigue detection - The process for fatigue detection involves
two parallel tracks. One involves monitoring breathing behavior and shifts in the
fundamental frequency (F0 ). The objective of future work is to develop a system
that can be used to assess the physical task stress of the person being monitored.

We assumed that the physical effort of fighting the fire would impact the firefighter’s ability to produce speech. This hypothesis is supported by the investigations by Dr. John Hansen and his work over the last 25 years. In an investigation for
NATO [29], his team was able to identify markers in speech that result from physical
task stress. His most recent efforts [28] involved the effects of stress on voice quality measures using data collected at the Federal Law Enforcement Training Center
(Glynco, GA). Dr. Hansen, et. al., observe that the combination of stress and emotions impact automatic speaker recognition systems resulting in higher classification
error rates. These mismatches are the result of using a classifier trained with modal
speech. Modal speech is defined as speech produced under normal conditions for
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an individual. Other classifications of the forms of voice production include creaky,
breathy, whispery, tense, and lax; and depend on the tension and compression of the
vocal folds [20].
Speech is a balance between the physiological need to breath and the production
of speech. This relationship has been extensively studied in speech and hearing
clinical studies and studies of the recognition of emotional content in speech. One
such study performed by Bailey and Hoit [3, 34, 21] examined the effects of high
respiratory drive (the perceived need to breath) and/or dyspnea (high CO2 levels
in blood). They concluded that the subjects could manage the competing demands
of breathing and speaking without significant impact to speech production. The
study participants changed their breathing by increasing the length of time spent on
the nonverbal segments. The participants managed to meet their speech production
requirements such as fundamental frequency (F0 ) and articulations with no notable
differences. [3, 34] The only change in speech behavior was that the rate of speech
increased. This was measured in terms of the number of syllables uttered per breath.
This resulted in a breathy quality to the voice.
The breathy quality is observed as an increase in turbulent noise during phonation. Zhou, Hansen, and Kaiser [72] suggest that changes in vocal system physiology
induced by stressful conditions such as muscle tension in the vocal tract will affect
the vortex-flow interaction patterns and generate noise. These changes result in the
voice quality of breathiness. In studying voices exhibiting the breathy quality, Hillenbrand and Houde [30] reported that the first harmonic amplitude increased when
compared to other harmonics. Latoszek et.al [68] did a meta-study of the results
of 34 reports/papers on measuring breathiness of sustained vowels. They concluded
that Cepstral Peak Prominence (CPP) and Smoothed Cepstral Peak Prominence
(CPPs) were found to be the best acoustic predictors of breathiness in continuous
speech processing. In off-line processing, their analysis found that natural log of fun-
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damental period’s (1/F0 ) standard deviation; glottal-to-noise excitation ratio; and
differences between the amplitude of the fundamental frequency (F0 ) and the first
harmonic (F1 ) are better predictors of breathiness. Godin and Hansen in their paper, Physical Task Stress and Speaker Variability in Voice Quality [21], examined
the normalized amplitude quotient (NAQ) and the harmonic richness factor (HRF).
Although these measures consistently reflected changes in breathiness, these changes
did not correlate with an elevated exertion level. They also concluded that changes
in exertion level were correlated with increased F0 .
There is a large body of work in psychology journals concerning the ability to
discern emotion from speech features. Scherer [60] formulated a model of the relationship between physiological changes to the voice production process and his
stimulus evaluation checks. These checks reflect a person’s response to stimulus
from their environment. Based on his analysis of physiological response in general,
he examined the expected effects to the vocal tract, oral facial musculature, and respiratory responses. From these behaviors, he predicted changes in the fundamental
frequency (F0 ), the first formant (F1 ) and the second formant (F2 ). He confirmed
his predictions through a review of existing literature relating to changes in acoustic
properties and emotional states.
Since publication in 1986, most of his predictions have been confirmed except
for changes in F0 range[53]. Banner and Scherer [4] concluded that emotions such
as anxiety and panic have a statistically significant relation with changes in mean
F0 . Scherer observed that an increase in F0 could be seen by increases in the mean
F0 and range of F0 values (measured by the first and third quartile). There is also
some additional evidence that there is an increase in the mean energy of utterances.
Protopapasa and Lieberman [53] used a voice synthesizer and systematically studied
how the participants rated the emotional content based on variations of F0 . They
concluded that the main factors were the mean F0 and the maximum F0 values.
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They also concluded that the geometric range (difference between max and min) did
not affect the perception of emotion.

1.2

Objective

Based on the observations presented above, we developed the use of deep machine
learning tools to support assessments of a firefighter’s status of being physically
stressed. Two applications were studied: one dealing with monitoring different aspects of breathing as reflected in a firefighter’s use of a Self-Contained Breathing
Apparatus (SCBA); and tracking the changes in F0 of a firefighter’s voice as the
firefighter talks with other team members while putting out a fire..
: The breathing estimation process first discerns between the sound the compressed air flowing from the tank through the opened regulator valve and the background sounds of the firefighting environment. When the sounds of air moving
through the regulator are present, the classifications are grouped into smooth, contiguous sequences of opened and closed valve intervals. These intervals are then used
to estimate the length of inhalation (depth of breath) and the rate of breathing.
F0 tracking requires that the sound of a sustained vowel (voiced segment) is
separated from the unvoiced segments and the background noise of the speaker’s
environment. It is only the voiced segments that exhibit resonance that reflect the
fundamental frequency (F0 ).
Upon examining the effects of the voiced/unvoiced classification on the overall
process of F0 tracking, we concluded that they were the source of the majority of the
F0 tracking errors. There are eight approaches to identify the voiced segments in a
recording. The first approach uses a log likelihood ratio to implement a hypothesis
test and a Hidden Markoff Model (HMM). The model represents the transitions
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between voiced and unvoiced or non-speech segments of speech [63]. The second
approach uses a support vector machine to perform the classifications instead of the
Markov model. In the third, a Minimum Mean Squared Error (MMSE) approach
computes a spectral noise power estimation which needs to account for non-stationary
noise properties [70, 18]. There is an autocorrelation approach as described in the
openSMILE [17] application. The next approach examines using the Teager Kaiser
Energy operator to detect when a spoken or voiced segment is present [44]. This
approach assumes that unvoiced segments and noise or non-speech segments do not
have an AM-FM modulation signature. The seventh approach was implemented in
this study using a Deep Recurrent Neural Network (DRNN) trained with a feature
set of 24 elements. The advantage of the DRNN is that the Long Short-Term Memory
nodes allow for the retention and tracking of trends over time. The primary drawback
is the need for supervised training. The last uses a deep belief network as presented
by Zhang and Wu [71]. They conclude that the traditional approaches are shallow in
that they use a single feature and thus miss some of more complex behaviors. Their
model uses a vector with over 270 features. The training process of DBN consists
of two phases. First phase is greedy layer-wise unsupervised pre-training used to
determine which elements are significant for an individual speaker. The second phase
fine tunes the process. This approach was suggested during the dissertation review
process and will be included in the future work, since the voiced/unvoiced detection
approach has a significant impact on the fundamental frequency tracking.
Once the classification of voiced and unvoiced has been performed, it is then
possible to analyze the voiced segments. With F0 tracking, we use the intervals to
make estimates of F0 . This computation is done in several ways. Hughes and Mierle
[36] and Graves, Abdel-rahman and Hinton [24, 23] proposed using Deep Recurrent
Neural Networks with quadratic polynomials for voice activity detection. Dissen [12]
proposed and implemented a similar approach in tracking formants. Sak et. al.,
[58] has shown that Long Short-Term Memory (LSTM) [33] RNNs are more effective
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than Deep Neural Networks and conventional RNNs for modeling. Their approach for
distributed training of LSTM RNNs uses asynchronous stochastic gradient descent
optimization. They concluded that a two-layer deep LSTM RNN can exceed stateof-the-art speech recognition performance. They attributed this to the LSTM being
able to not only consider the current feature set but also learn trends across previous
speech frames.

1.3

Organization

The dissertation’s main body is divided into four chapters and a set of Appendices.
The chapters focus on the different areas being studied (breathing) and fundamental
frequency tracking. The final chapter deals with conclusions and plans for future
work.
Appendix A is a detailed literature review examining sources from the medical
and signal processing communities concerning speech and hearing pathology; and
the recording industry applications.
Appendix B addresses the data sources used in preliminary analyses, as well as
the data gathered for the breathing study and the corpora used in the pitch tracking
study.
Appendix C contains a detailed discussion of the Gamma Mixture model and its
initial use in studying video data sources as a proof of concept.
Appendix D is the derivation details for the Relative Energy Spectrum used for
the fundamental frequency tracking study.

7

Chapter 2
Breathing Rates and Depth of
Breath Detection

2.1

Introduction

The use of non-invasive techniques to provide measures of physical exertion or activity can be used to prevent accidents or manage exposure to physically demanding
environments such as firefighting or working underwater. This work presents two
alternative methods for predicting breathing rates and depth or length of breaths.
Both methods use a recording of the regulator from the self-contained breathing
apparatus (SCBA).
There is a large body of work on breath detection in the audio industry to be
able to automatically detect breath sounds for recording artists and suppress/remove
them when making master music releases, and medical/psychological studies for
health monitoring. Appendix A provides a detailed review. The key differences
between this study and those in Appendix A are that the recordings are not made
in a controlled environment, nor do they require an intrusive sensor to be placed on
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or in the firefighter’s body. Instead the microphone is placed on or near the SCBA
regulator.
The first method in this study treats the sound of the SCBA regulator as a colored
white noise source. By fitting a Linear Predictive Coefficients (LPC) all-pole filter
to the regulator sound, it is possible to transform a white noise source into a colored
sound source. Using this spectral information and the filter gain (ratio of filtered
to unfiltered) it is possible for a monitoring system to isolate and recognize the
regulator noise as a distinct and classifiable sound. Using this spectral information
and the filter gain (ratio of filtered to unfiltered) it is possible to recognize a regulator
sound. The process of recognizing the sound can be automated using an unsupervised
classifier based on probability density mixture models and hypothesis testing. The
recognition filter is updated using a Levinson-Durbin algorithm on signals identified
as a regulator sound. Thus, the filter adapts to better track changes between different
SCBA regulators being used and provides flexibility to allow the algorithm to adapt
to different users of the same pieces of equipment. Upon examination of the LPC
features, it was determined that the distribution is bimodal (regulator vale open
and closed). A simple classification process (using maximum a posteriori) can then
examine the probability that an observed value belongs to either mode. The mode
is then selected based on the greatest probability.
The second method uses an unsupervised deep learning approach to classify the
regulator sounds. The deep learning method uses a Restricted Boltzman Machine
(RBM) and the Euclidean distance between two adjacent frames. The overlap between frames causes the changes in the distance measure to lag behind the changes
in the observed signal. The lag is such that frames with similar trends will have
a low distance measure. Frames of a regulator sound (colored noise) will have a
greater distance from the new values in the next frame and are driven by a random
process. This information, combined with the normalized spectral power estimates,
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allows for a robust classification method. A periodic retraining of the RBM allows
for adaptation. As stated before, this is essential to account for differences between
users and equipment.
The principal advantages of our methodology with respect to the existing works
are the following:

• The final system will process the regulator noise recorded through the SCBA
mask’s microphone using a small digital signal processing device with a Bluetooth modem.
• Both the MAP and RBM are unsupervised training methods and do not require
training sets.
• Firefighters are moving and performing physically demanding tasks. Their
exertion will also create other quantifiable changes in the breathing rate.
• Our recordings for the study included non-speech and breath related sounds,
gas powered fan noise, breaching of entryways, water leaving the nozzle, and
alarm sounds. Like in [43], we will also look at the intervals between the start
of each breath event. The time difference between the start of each breath
of event can be likened to an instantaneous measure of breathing rate. The
medical community uses an average rate of breath over a one-minute interval.
• The assumption of Gaussian distributions degrades the performance since the
energy is nonnegative and finite.
• We use a Gamma Mixture Model (GaMM) that provides a measurably better
fit to the observed data than Gaussian Mixture Model (GMM). The use of the
GaMM enhances the algorithm proposed by Kushner, Harton and Novorita
[42] focused on the use of a fixed threshold chosen in advance. The GaMM
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allows for an adaptive thresholding process and is a more robust recognition
filter.[42]

2.2

Acoustic Properties of SCBA Masks

The study focuses on monitoring the breathing rate of a firefighter using an SCBA.
The SCBA system is a pressure-demand air delivery system. When a user inhales,
negative pressure within the mask causes the regulator valve to open. Pressurized air
enters the mask producing a loud broadband hissing noise. The mask (Fig. 2.1) is
a rigid structure with a clear plastic face plate. The mask includes a flexible rubber
seal that contacts the forehead, temples, cheeks, and chin of the wearer. The SCBA
system noise also includes low air alarms [42]. Previous measurements in the context
of this work show that the aggregated noises have spectral peaks at 2.6kHz, 0.3kHz,
4.5kHz, 3.5kHz, 0.9kHz, and 1.8kHz (with the strongest peak at 2.6kHz and the
weakest at 1.8kHz).

Figure 2.1: SCBA Voice Emitter Ports - External and internal views of a commonly
used SCBA mask showing the voice emitter port. [42]
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2.3

Methodology

The movement of air in from the tank makes a very distinctive sound. We examined
two methodologies for detecting and measuring the intervals between sounds (instantaneous breathing rate) and the length of time (duration) of the recorded signal s[n].
The first method is referred to as the Feature Extraction using LPC. The second
method discussed involves using an RBM for detection.

2.3.1

LPC-GaMM Classifier

LPC Model
As stated in the introduction, the regulator noise can be modeled as a colored noise
source. The set of LPC coefficients determines the characteristics of the transfer
function that colors or shapes the white noise to look like the regulator noise. This
model supports the use of LPC to represent the noise as a filter. An initial set of
filter coefficients can be generated from an initial off-line training data set [42]. As
mentioned in the article, these coefficients can be updated each time a breathing
event is detected. The following equation expresses the transfer function of the filter
model in the z-domain,

V (z) = A PN

1

−k
k=1 ak z

,

(2.1)

where V (z) is the transfer function used to color the white noise source. A is
the gain of the filter and {ak } is a set of autoregression coefficients found by the
LPC algorithms. The upper limit of summation, N, is the order of the all-pole filter.
There are many methods to determine the LPC coefficients but the most efficient is
the Levinson-Durbin algorithm.
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Once the coefficients have been determined by fitting the LPC filter to an offline
training set [42], the filter is inverted so that we have a Finite Impulse Response
(FIR) or moving average (MA) filter which constitutes the noise “recognition” filter
Λ(z).

Λ(z) =

N
X

ak z −k

(2.2)

k=1

The recognition filter then generates an estimate of the input signal. Ideally, in
this application, the gain or relative energy measure of the estimated input to the
actual measured output is computed by


xf rame =

rms (s[n] ∗ Λ [n])
rms (s[n])

2
(2.3)
f rame

where the operator rms(·) computes the root mean square value of a window of
m samples of a given sequence. The relative energy measure can be thresholded to
determine both breathing interval and breath duration. In the above-mentioned work
[42], this threshold was selected based on observation of the data and engineering
experience. They indicated that the positive detection events would trigger a moving
average filter on the recognition filter coefficients. Instead of using a threshold, we
make use of a GaMM classifier.

GaMM Detection Criteria
GaMM detection criteria are implemented by using an expectation maximization
(EM) algorithm where the data is modeled by two classes of events. The first event
class, CN , is a non-regulator noise event (speech, background noises, and recording
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noise). The second class of events, CR , addresses the regulator noise event. Each
of these events is associated with data that is modeled with a Gamma distribution.
These distributions have two fitting statistics: a shape parameter, k, and a scale
parameter, θ, given by

k̂ =

x̄2
σ2

(2.4)

θ̂ =

σ2
x̄

(2.5)

where x̄ represents the sample mean and σ 2 is the sample variance of the data.
These expressions are manipulations of the expected functions for the mean, E [x] =
kθ, and variance, V ar [x] = kθ2 of the gamma distribution.
The expectation maximization algorithm [46] first performs a soft classification
of each training data point by finding the probability contributions from each event’s
distribution. Using Bayes’ rule, we can write the posteriors:



p̂(CN |x) ∝ ρ̂ Γ x|k̂ N , θ̂N

(2.6)

N



p̂(CR |x) ∝ ρ̂Γ x|k̂ R , θ̂R

(2.7)

R

where ρ̂N = p(CN ) and ρ̂R = p(CR ) are the prior probabilities of the events, and
k̂N , θ̂N are the fitting parameters for the non-regulator noise class or event and k̂R , θ̂R
are the parameters of the regulator noise event.

14

Chapter 2. Breathing Rates and Depth of Breath Detection

These probabilities are then normalized to have probability mass function properties. The next phase of the calculation uses normalized soft classification values
as an estimate of the probabilities p̂(CN |x), p̂(CR |x) of a data point belonging to
each class of events. Since the mean is defined as the sum of the products of the
probabilities of occurrence of the data point and the point’s value, we get

PN

x̄N = Pk=0
N

p̂(CN |xk )xk

k=0

PN

x̄R = Pk=0
N

(2.8)

p̂(CN |xk )

p̂(CR |xk )xk

k=0

(2.9)

p̂(CR |xk )

The variances are also estimated using the definition of its expectation as follows

s2N

PN
=

k=0
P
N

p̂(CN |xk )xk 2

k=0

s2R

PN
=

k=0
P
N

p̂(CN |xk )

p̂(CR |xk )xk 2

k=0

p̂(CR |xk )

− x̄2N

(2.10)

− x̄2R

(2.11)

The resulting calculation values are then used to compute the estimated fitting
statistics using equations (2.4) and (2.5) for the next iteration.
The prior parameters are then updated by marginalizing the posteriors as

N
1 X
p̂(CN |xk )
ρ̂N =
N k=0

(2.12)
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N
1 X
ρ̂R =
p̂(CR |xk )
N k=0

(2.13)

Finally, the difference or change between the last set of estimated fitting parameters and the current set of parameters is computed. This iterative process is halted
when the difference falls below the allowable fitting tolerance. The resulting GaMM
parameters for the current breathing event are then used for the classification of the
remaining data not used for training.
The experimental data is classified by choosing the event with the greatest posterior probability as

p̂ (x ⊂ CN ) QR
N p̂ (x ⊂ CR )

(2.14)

The resulting classification rule is then implemented in a data flow as shown in
(Fig. 2.2)

2.3.2

Restricted Boltzmann Machine Classifier

Structure of an RBM
A Restricted Boltzmann Machine (RBM) is a pairwise Markov Random Field [46]
with layers of hidden nodes h ∈ Rdh and visible nodes v ∈ Rdv [1] restricted so
that nodes within the layer are not connected (Fig. 2.3). In this manner, a joint
probability distribution of the states of each node can be factored, and then the
learning task is tractable [62, 32].
The most used configuration of the posterior probability distribution p(hi |v) or
p(vj |h) of a node given the the rest is a Bernoulli distribution, which assumes that
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Figure 2.2: Process for LPC Approach — The recording is processed in 6.25ms
frames with 6.125ms overlap and processed by computing the measure for the frame
and then its probability ratio.

the states of the nodes are binary. In the context of this work, the hidden nodes are
fed with the feature vector of the noise, which has been normalized, so that their

Figure 2.3: Restricted Boltzmann Machine Network Structure — The visible layer is
composed of v0 , v1 , v2 and a bias node (b). The hidden layer is composed of h0 and
h1 . Each connecting line presents a weighted connection between nodes wv,h .
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components are between 0 and 1. The visible nodes are interpreted as the probability
that their state is 1. The relationship between the hidden and the visible layers can
be written as.

v = Wh + b

(2.15)

h = W> v + c

(2.16)

where the matrix W ∈ Rdn ×dh is called the generative matrix, and its transpose is the recognition matrix, and where b and c are bias terms. Thus, the vector
of posterior probabilities can be approximated by p(v|h) = sigm(Wh + b) and
p(h|v) = sigm(W> h + c) where sigm is a sigmoid function. The training method
proposed by Hinton [32, 31] consists of reducing the contrastive divergence between
both distributions. Roughly speaking, this can be interpreted as the difference between the cross-correlation matrix of the actual values of the visible and hidden
nodes and the cross-correlation matrix of values randomly sampled from their probability distributions. Assuming a set of normalized input patterns vi , 1 ≤ i ≤ N , the
training consists of computing values hi for each input vi . Then, a set of random
values vi0 and h0i are sampled from distribution p(h|vi ) and p(v|hi ) and the update
at iteration k is computed as

∆Wk = E(vh> |vi ) − E(vh> ) ≈

X

vi hi > −

i

X

vi0 h0i

>

(2.17)

i

Wk = Wk−1 + µ∆Wk

(2.18)

The operation for b and c is analogous. Our implementation includes the use of
two stacked RBMs (Fig. 2.4), which can be trained in a sequential way [59].
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Figure 2.4: Structure Used to Detect the Respirator Noise Events

RBM Feature Set

The input has three features: similarity between two adjacent frames, spectral power
in the upper frequencies (above 3kHz), and 4th order finite difference of the signal
sequence. The first RBM is used to shatter the three inputs into a higher dimension
space. The second RBM reassembles the information into a probability of a regulator
sound detected in a frame (breathing event) and a probability of a non-regulator
sound detected.
The first visible node in the visible layer is a measure of the Euclidean distance
between two consecutive frames. Let the contents of the frame be represented as a
vector f [n] such that

19

Chapter 2. Breathing Rates and Depth of Breath Detection

f [n] = [s [k − m] · · · s [k − p] · · · s [k]]T

(2.19)

where s [·] are the values recorded, m is the frame size, p denotes the frame overlap
and n is an arbitrary index for the frame ranging from instants k − m to k. Thus,
index n − l references the frame between instants k − m − lp to k − lp, in particular

f [n − 1] = [s [k − m − p] · · · s [k − 2p] · · · s [k − p]]T

(2.20)

Using the sample mean f [n] of each frame, the frames are centered and the
square root of the dot product between every two adjacent frames is computed. This
measure is intended to detect sudden changes between frames.
The second visible node contains the 4th order finite difference between elements
of the signal s[k]. This is equivalent to a type II FIR High Pass filter of order 5 with
a cutoff frequency at 2kHz and a group delay of -0.0011 deg/Hz.
The regulator energy is uniformly distributed across the 100Hz to 5000Hz band;
but most of the voice, background sounds, and audible alarms occupy the region from
500 to 3000Hz (but not uniformly as in the case of the regulator noise). So we chose
to use the upper spectrum (4134 to 5,000Hz) to indicate the presence of regulator
noise. For this reason, the last visible node uses the total power of the frequency
range from 4.1kHz to 5kHz. This sum is estimated by summing the magnitude of
the Fast Fourier Transform (FFT) of the signal frame for the discrete frequencies
given in this range.
The RBM convergence is sensitive to the variability of the visible node signals taking considerably more time to converge when using un-smoothed data than smoothed
data. The data had noise content above the 3 Hz region. We used a low pass filter
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with a 3dB bandwidth of 7.694 Hz to smooth the data before classifying it. The
cutoff frequency is based on the fact that the fastest instantaneous rate observed
is seventy breaths per minute. Seventy breaths per minute implies there is 0.8571
seconds between the start of each breath. This interval is equivalent to 1.1667 Hz.
The RBM is then implemented in a data flow as shown in (Fig. 2.5)
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Figure 2.5: RBM Process Diagram - The recording is broken into 12.5ms frames
with 12.325ms overlap, and classified using the RBM to determine noise or regulator
sounds.

2.4
2.4.1

Experiments
Data Description

We conducted a series of recordings for six firefighters with ages between 20 to 30 at
New Mexico’s Fire Department Training Facilities. One recording of 5 to 30 minutes
from each fire fighter was obtained. The total number of sound data points from all
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six recordings: 9,386,267 samples for regulator sound and 21,149,815 non-regulator
sound. There were 1,292 inhalation intervals and 1,358 non-inhalation intervals. The
sample rate is 11025 samples per second.
The microphone was taped to the outside of the SCBA mask in the lower left
corner, out of the field of view of the firefighter and next to the regulator (Fig. 2.6).
The microphone also recorded the voices of other firefighters, as well as the background sounds such as breaching the entryway, the sound of the water nozzle, Personal Alert Safety System (PASS) alarms, ventilation fans used to clear smoke from
the rooms, and some electronic interference.

Microphone
Location

Figure 2.6: Microphone Placement - The location of the impromptu data collection
system on outside of the firefighter’s SCBA mask. [2]

The recorded data were then played back, and intervals where the regulator’s
sound is present, were annotated using the PRAAT software (a free computer software package for the scientific analysis of speech in phonetics) [6]. Each event in
a recording was assigned a unique event identification number. The results of this
process were then saved in a textgrid file.
When the classifier runs, the results are inserted into the text grid file as a new
tier. The annotation file and the recorded data were then examined in PRAAT.
The breathing events detected by the classifier were compared with events from the
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Signal

Use only e

Pass Alarm
Spectrogram
Detector Results
Manual Score

Figure 2.7: Example of Predicted and Manual Breathing Events — Two tier PRAAT
textgrid with spectrogram and signal displayed.[6]

manually scored tier. Automatically scored events are assigned the label from the
manual scored event when its start and stop times are contained in a manually scored
events interval. Rarely, an automatic event detection covered multiple manual events.
Said event was then assigned the label of the first manually scored event. A label
was used to identify automated system predictions that did not correspond to any
of the manually scored events. A missed event was left unlabeled in the automated
detector tier.
In examining the results, it became evident that the data had a distinct banding pattern where the regulator noise would occupy the upper spectrum (4134 to
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5,000Hz) as well as the lower spectrum (0 to 1000Hz). The middle part of the spectrum was used by the voice or speech related frequencies and audible alarms such as
the PASS alarm (Fig. 2.7).
This division is evident in in Fig. 2.8, where the observed distribution appears
to be bimodal.
Firefighter 3
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Non-Respirator Noise
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0
0
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0.6

0.7

0.8

Prob High Energy

Figure 2.8: Typical Histogram of Percent of Power in the (4134 to 5,000Hz) Band.

The noise produced by the hose makes the detection more challenging (Appendix
B). The regulator detection measure generally reports a breath duration of less
than two seconds. The noise generated by the water exiting the fire hose nozzle has
features similar to the sound of the compressed air released from the SCBA tank
through the regulator’s valve opening, which produces false respiration detections
longer than two seconds. When such an event occurs, the whole sequence is refiltered with a filter constructed as in Subsection 2.3.1, but where the data used to
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Signal Magnitude

fit the model contains the hose noise. The comparison results are shown in Fig. 2.9.
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Figure 2.9: Example of Fire Hose Noise Section

Another refinement involved updating the auto-regressive coefficients each time a
breath was detected. The new coefficients were computed using the autocorrelation
matrix and Levinson-Durbin approach on the set of signal elements just identified.
The blending rule is given by


−
a+
i = ai + ai /2

(2.21)

where ai is the just computed filter coefficient for tap i, a−
i is the previous
coefficient value, and a+
i is the blended coefficient value.
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2.4.2

Gamma Mixture Model Performance

: A GaMM and a GMM were trained using the soundtrack from a fire fighter
training video. The video focused on firefighters learning how to manage air
consumption when the air remaining in the SCBA air cylinder is below acceptable
levels (FIRE-GROUND Fire Entrapment - Conserving SCBA Air) (See Appendices
B and C).
A histogram of the values were generated, from 0 to the maximum observed
relative value, using a bin resolution of 0.01. The approximations made with both
models are shown in Fig. 2.12. The size of the frames used in the study consisted
of 6.25ms with an overlapping of 6.125ms (shifting over one sample).
The GaMM is a better fit to the observed distribution. This is primarily due to the
finite distribution of the Gamma function. The finite tails limit the contribution of
each distribution to a bounded interval. Gaussian distributions have infinite tails.
These tails influence the summation at each mean. Their contributions distort the
overall shape of the mixture distribution function. For example, Fig. 2.11, the
Gaussian mixture model (GMM) shows that an observed value of 0 is probable
even though it may not be possible. This distribution can be represented better
with a GaMM.

2.4.3

Analysis

Most of the breathing events are shown as long duration intervals without
temporary splits. A temporary split occurs where the indicator changes to
non-regulator for one to four samples and then returns a detected event. The
regulator noise splits also occur in an interval where more than one sound is present.
From a physiological perspective, these intervals are the same breath and need to
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Figure 2.11: Comparison of GaMM and GMM Fit About Zero - The figures show a
mixture model of gamma and normal distributions. As can be seen in the right-hand
panels, the normal distributions are not zero at the origin. The size of this offset is
a function of the number of distributions in the mixture. This is not the case with
a mixture of Gamma distributions.

process as a single event and not as two or more extremely short breaths (Fig.
2.13). The detection algorithms also found isolated instances where the indicator is
positive for less than 100 samples. These are sounds that do not indicate a
breathing event but might indicate a tool was dropped or some speech activity. A
cluster of these short-term events usually indicates that the firefighter is talking.

LPC-GaMM Training

In experimenting with the LPC-GaMM approach we needed to develop a threshold
based on the ratio of ρ̂N to ρ̂R . The ratios were determined using two approaches,
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Figure 2.12: Comparison of Overall Fit of GaMM and GMM - The upper pane shows
the GMM distributions, and the lower panel shows the GaMM result.

the first being a leave one out approach which pooled the data from five of the six
recordings (Table 2.1). The resulting ratio was then used to process the recording
not included in the pool, the idea being to use as much information as possible.
The average number of training frames was 35.3 million. The second approach was
a half and half strategy where the first half of the recording was used to develop
the ratio (2.1) for the second half processing. This approach showed more
variability, but it could be argued that it was more indicative of an individual
firefighter’s breathing patterns. The firefighter’s data were used for training, and
the rest for the test, with an average training size of 3.5 million frames.
The GaMM Classifier uses a statistic resulting from the combination of three
separate measures: 1) percent power in upper frequency; 2) percent power in lower
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Figure 2.13: RBM Classifier Output - The yellow represents the recorded sound
for the frame being processed. The red and blue lines represent the outputs of the
classifier for both the 1st and 2nd RBM.

frequencies; and 3) the RMS ratio. The ROC curves shown in Fig. 2.14
demonstrate the performance of each of these measures when taken alone. The solid
magenta line is the ROC curve for combined measure. The combined measure’s
ROC is better than any of the component measures alone. Note that in the
preceding sections we discussed using the RMS ratio alone. (Note: The use of the
RMS ratio is the result of a preliminary study documented in Appendix C) This
approach produces a linear ROC curve, which encompasses a smaller area than the
other measures. The combined approach, however using a product of both the high
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Table 2.1: Thresholds
Firefighter
1
2
3
4
5
6
All Samples

Leave One Out
0.185
0.203
0.344
0.344
0.277
0.242
0.266 ± 0.068

Half & Half
0.4
0.516
0.294
0.414
0.353
0.684
0.444 ± 0.139

frequency and low frequency values greatly improved the classifier’s performance.

RBM Training
The RBM features are extracted using 12.5ms frames with a 12.325ms overlap. The
RBM algorithm was trained incrementally using 500,000 feature vectors, each
vector corresponding to a frame. The convergence criteria assured that any change
in the sum of the squared incremental differences of the second machine’s hidden
node values would be than 0.00125. We also imposed a limit on the number of
iterations by using 50 epochs of 10 iterations. In most instances, these values
converged quickly (4 or 5 epochs or 7 or more seconds); but when the hose noise or
a gas powered ventilation fan is present, the training times increase to take the full
50 epochs at 7 or more seconds per epoch. As can be seen in Fig. 2.15the noise
changes the basic shape of the ROC curve, shifting the optimal point to the right.
As the noise begins to leave the frame, the curve begins to shift back to its previous
form. A sequence of 500,000 feature vectors represents 45 seconds of recorded data
and the training time is 350 seconds or more. The goal was to be able to implement
the training in the same time interval as the frame length and use the weights on
the next interval.
The structure of the estimator, i.e. the number of layers and the number of hidden
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Figure 2.14: ROC Used in Feature Selection - The upper frequency power alone curve
is shown as the blue dashed line. The black dotted line is the RMS alone line. The
red dash dot line shows the curve for using the lower frequency probability alone.
The solid magenta line is the ROC curve for combined measure.

nodes was previously validated using the independent training set [42]. The
structures tested had 1 to 3 layers. The structures tested had one to three hidden
layers; and the number of tested nodes in the hidden layers were 10 13, 16, 20, 25,
32, 40, 50, 63, 79, and 100. The best results were obtained for one hidden layer
with 50 nodes
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Table 2.2: Leave One Out (LOO) and Half and half (H& H) Signal Processing Overall
Correct Classifications
Firefighter
1
2
3
4
5
6
All Samples

RBM
LPC LOO
LPC H & H
85.96%
88.50%
89.10%
88.76%
95.25%
94.68%
88.53%
85.03%
88.51%
91.68%
86.17%
89.76%
70.42%
56.44%
70.49%
79.05%
89.79%
90.24%
84.06 ± 7.57% 82.28 ± 14.98% 86.51 ± 8.44%

Signal Processing Results
Table 2.2 shows the results for each firefighter. It should be noted that the
recording for Firefighter Five is the poorest due to the microphone working loose
during the training exercise. Overall, the accuracy (number of correct
classifications) is comparable. The real difference in Table 2.2 is in their standard
deviations, the RBM classifier and the Half and Half training have a significantly
lower standard deviation of 7.9% and 8.4% versus 13.7% for the Leave One Out
Approach. This indicates that having one universal threshold for all firefighters and
conditions is not possible, and that the classifier needs to adapt : to each individual
and their unique environmental conditions.

Physiological Analysis Results
The physiological analysis involved correlating the breathing signal classifications
with specific intervals (Fig. 2.4.1). Each interval was used to measure depth of the
breath. The number of intervals in a minute represented the frequency or rate of
breathing. It is important to understand that the physiological measurements
depended on the accuracy of the signal processing. This method required that the
classifications first be sorted into long (≥ 2,200 samples) and short duration (<
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2,200 samples). The short duration intervals were discarded. The remaining longer
intervals were checked for adjacency, with the adjacency being defined as the
current interval’s rising edge sample number minus the preceding interval’s falling
edge sample number. The two intervals are merged into one interval when the
adjacency values are less than 300 samples. The final interval check eliminates
intervals that were too long (e.g. 2 seconds or more).
The resulting set of intervals were then compared to the manually scored intervals
as discussed above. The results are given in Table 2.3. In both sets of results, the
overall averages and their standard deviations (All Samples row) were significantly
different. The RBM Classifier was slightly better and noticeably more consistent
(lower standard deviation values) than the other LPC-GaMM Classifiers.
Table 2.3: Leave One Out (LOO) and Half and Half (H & H) Physiological Processing
Overall Correct Classifications
Firefighter
1
2
3
4
5
6
All Samples

RBM
LPC LOO
LPC H & H
88.31%
85.43%
90.47%
96.30%
96.30%
97.78%
93.95%
80.90%
89.07%
97.68%
87.22%
92.42%
77.71%
47.50%
64.17%
87.50%
83.08%
84.23%
90.21 ± 7.06% 80.07 ± 16.81% 85.49 ± 11.73%

Fig. 2.16 depicts the difference between the LPC and RBM approaches when
examined from a physiological perspective. There is a noticeable difference when
the data were used to predict breathing rates (bpm) and breath duration. The
regions where the red line is above the blue line indicate that the false detections
caused the estimate of breaths per minute to be higher than expected. Similarly,
when the red line is below the blue line, the processing failed to detect breaths.
The comparison of the charts is best summarized in Table 2.4. The Root Mean
Squared (RMS) error was the difference between the observed values and the
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predicted values. The value of the RMS error for the RBM approach is consistently
lower, given the higher detection percentages (Table 2.3).

Table 2.4: Breath Per Minute RMS Error
Firefighter
1
2
3
4
5
6
All Samples

RBM
LPC LOO
LPC H & H
1.787
2.350
1.487
1.514
1.894
1.181
3.452
3.637
3.973
2.123
5.698
4.886
1.028
2.166
1.215
2.921
4.585
3.942
2.135 ± 0.970 3.388 ± 1.525 2.781 ± 1.667

The breath duration RMS Data (Table 2.5) shows a marked difference between the
average predicted duration estimation times for the RBM and the LPC GaMM
approaches. This difference was due to the tendency of the RBM approach to
underestimate the inhalation duration times by as much as 0.14 sec, versus the 0.04
sec error seen with LPC GaMM approach. This difference may in part be due to
the longer frame size used by the RBM (twice that of the LPC) making detecting
changes less accurate. In the future we will use the shorter windows.

Table 2.5: Inhalation Duration RMS Error
Firefighter
1
2
3
4
5
6
All Samples

RBM (s)
LPC LOO
LPC H & H
0.251
0.187
0.214
0.267
0.126
0.159
0.107
0.139
0.123
0.113
0.112
0.098
0.313
0.318
0.250
0.270
0.193
0.151
0.220 ± 0.088 0.179 ± 0.075 0.166 ± 0.057
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2.5

Conclusion

We have examined three alternative means of predicting breathing rates and depth
or length of inhalation times from recordings from an SCBA system’s regulator
noise.
The LPC based methods use an unsupervised classifier based on probability density
mixture models and hypothesis testing. The use of a Gamma Mixture Model
improved the fit of the mixture model by eliminating the infinite tails of the
Gaussian distributions. The classification of individual points in the sound
recording showed an overall accuracy of 80% to 85% (Table 2.2) in detecting the
regulator sound. However, when the classifier outputs were used to predict
breathing rates and breath duration (Table 2.3), the number of breathing events
detected ranged from 80% to 85%. This was not as accurate as the deep learning
RBM approach.
In addition, we discovered that the mixture models using two distributions did not
have enough degrees of freedom to capture the introduction of additional modes
resulting from external noise sources. As discussed in the paper, the presence of the
water sound exiting the nozzle of the fire hoses required the need of a second
recognition filter. The use of two or more filters introduced an additional
requirement to manage the detection process. Therefore, we added an algorithm to
switch between filters. Furthermore, we introduced spectral power measurements to
assist in the classification process as demonstrated in Fig. 2.14.
The deep learning classifier used a Euclidean distance similarity measure between
two adjacent frames. Adjacent frames sharing similar trends had a relatively small
distance measure due to the overlap between frames. The measured distance was
greater in frames containing regulator sound (colored noise). Combining the
measure with the normalized spectral power estimates classification yielded an
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overall accuracy of 90.1% (Table 2.2). Using the classifier outputs to predict
breathing rates and breath duration (Table 2.3) showed an accuracy of 90%. The
qualitative difference was depicted in Fig. 2.16. The distance measure was more
robust to external noise sources and eliminated the need of a second filter trained
with hose noise. Further, the performance of the RBM with the Firefighter Five
recording, where the microphone was not placed as close to the regulator as
desired, was still reasonable compared to that of the LPC-GaMM approaches.
However, its drawbacks are also clearly illustrated when examining the average
error in predicting the inhalation duration times. Another concern was that the
RBM classifier using 500,000 points took a significant amount of time to retrain
and converge to a stable weight set.
Based on these results, we conclude that, that it is possible to monitor regulator
sounds to estimate breathing rate and depth of breath using a microphone placed
on the regulator of an SCBA system and that our future work will involve
optimizing the use of the RBM approach. It should be noted that the study was
performed in the firefighting environment and not a clinical setting. Fundamental
aspects—such as the effect of age, gender, and other physiological variables were
not considered here, but they will need to be studied in the future and, if needed,
included in the predictive models. We believe that we can design a microphone
mount that places the microphone directly on top of regulator valve and not on the
side of the mask near the regulator. This should greatly reduce capture of
background sounds like the fire hose, another firefighter conversation, and
ventilation fans. Once he we have a working prototype of a surface mount
microphone, we plan to repeat these experiments.
As discussed in the conclusions about the RBM approach, we need to start
examining the RBM algorithms convergence criteria and see if there is a balance
between the precision of the model and the level convergence. We also need to
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revisit the use of frame sizes and see if using a smaller frame size would help
improve the inhalation duration time predictions. We can validate these
modifications in the future experimentation with the surface mount microphone
design.
We are hoping to use this data combined with some data being collected in other
studies dealing with speech production and heart rate data. This combination can
provide a mechanism for monitoring the level of exertion, and possibly predict
when the individual is getting tired or becoming physically exhausted.
Since concluding the research for the dissertation, two promising papers have
proposed methods that could be adapted to the task addressed in this environment.
These papers are discussed as part of the proposed future work in Section 5.
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Figure 2.15: Performance of RBM System - These graphs represent four consecutive
RBM training instances where the hose noise enters and leaves the recording. The
blue line indicates the receiver operating characteristic curve for the current frame
using the current trained weights and the red dashed represents the line the weights
used on the next frame.
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Figure 2.16: Breathing Analysis Results for a Segment with Hose Noise Present
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Fundamental Frequency
Estimation in Noisy Environments

3.1

Introduction

Speech recognition systems are becoming a part of our modern way of life. The
systems manage homes and entertainment interfaces. The technology extends into
non-traditional environments like airports, restaurants and standing in line at the
store. In these environments, it is difficult to recover the characteristics or
properties of a person’s voice. One such feature is determining the fundamental
frequency (F0 ) of a person’s voice, which can be used to estimate levels of stress or
emotion in speech. The process of tracking F0 is composed of three elements:

1. voice activity/segmentation function - It is the voiced segments that exhibit a
resonance that reflects the F0 . In the study presented here, a Recurrent
Neural Network using a reduced feature set was introduced. The use of an
RRN in this way has been suggested and studied by Hughes and Mierle [36];
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and Graves, Abdel-rahman and Hinton [24, 23] proposed using deep Recurrent
Neural Network’s with quadratic polynomials for voice activity detection.
2. feature extraction (spectral analysis) – This analysis is typically performed
using a short-time Fourier transform over a 10 or 12ms window. It was found
that this window, chosen to ensure stationarity, was not the best for detecting
the fundamental frequency; so the window was increased to 40ms. This
enhanced the correlation between frames and enhances the peaks representing
the fundamental frequency. Using a novel FFT smoothing approach, based on
treating the FFT of a frame as a multimodal probability distribution of the
frequencies (Relative Energy Spectrum (RES)); allowed us to model the
significant spectral peaks. The resulting mixture model minimizes the errors
in feature extraction or F0 estimation in high noise environments. It is
possible to use expectation maximization to generate a smooth spectrum that
preserves the peak frequencies.
In noisy environments, the Short Time Spectral Transform (STFT) has many
lesser peaks in addition to the primary resonant peaks. These lesser peaks
tend to appear among the results of a peak finding algorithm, and are difficult
to separate out from their primary counterparts during analysis. To examine
the behavior of this approach, a set of standardized noise environments were
used to reflect the various locations (airports, train/bus stations, checkout
lines, restaurants) in which tracking the F0 may be necessary.
3. a continuity tracking function - This constraint is a result of the natural
processes of speech where the transitions in the fundamental frequency are a
smooth process as the larynx and articulators’ transition between the sounds.
The continuity tracking function compensates for errors in the feature
extraction processes by imposing a smooth continuity constraint on the
estimated F0 values. In the methods reviewed in preparation of the
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dissertation, it is clear this is treated as a separate or distinct function from
the frequency detection activity. The constraint is imposed almost as an
afterthought. In the methodology introduced here, : the continuity constraint
was included as an integral part of the frequency detection approach. This
was possible through the use of a Long Short-Term Memory RNN time series
estimation.

Dissen [12] proposed and implemented a similar approach in tracking formants.
Sak, et. al., [58] has shown that Long Short-Term Memory (LSTM) [33] RNNs are
more effective than Deep Neural Networks and conventional RNNs for acoustic
modeling. Their approach for distributed training of LSTM RNNs uses
asynchronous stochastic gradient descent optimization. They conclude that a
two-layer deep LSTM RNN can exceed state-of-the-art speech recognition
performance. They attribute this to the LSTM being able to not only consider the
current feature set, but also learn trends across previous speech frames. We used a
deep Bidirectional Long Short-Term Memory (BLSTM) RNN to identify voiced
and unvoiced segments of the recording. Our use of the LSTM is directed at
determining voiced and unvoiced segments which represent broader windows of
time than formants.
The above methodology was compared with accepted algorithms used in the speech
and hearing pathology community for tracking F0 . To that end, we used the survey
provided by Strömbergsson [64] as our reference point. Each of the currently
accepted tools/applications for speech processing have their own methodologies.
These F0 detection algorithms include Praat [5, 6]; Robust Algorithm for Pitch
Tracking (RAPT) [65]; STRAIGHT [40]; YIN; Sawtooth Waveform Inspired Pitch
Estimator (SWIPE) [8]; Pitch Estimation Filter with Amplitude Compression
(PEFAC) [22]; and the SpeechMark application [7]. STRAIGHT-suite [39] is a
VOCODER [13] that processes speech to remove the spectral effects resulting from
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periodic signals using adaptive spline-based, time-frequency smoothing F0
frequency estimates. The Praat application is named after the Dutch word for
”speak!” The name YIN is from the concept of “yin” and “yang” in oriental
philosophy which alludes to the interplay between the autocorrelation and
cancellation that is involved in the algorithm implementation [11].
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3.2
3.2.1

Methodology
Relative Energy Spectrum

When looking for the resonant peaks, we examined the spectrum for a frame or
segment of the recording. For the sake of our model, we viewed the magnitude
spectrum the STFT as a histogram or a relative energy spectrum. The histogram
bins were defined using the sampled frequencies as bin centers, [f0 , · · · , f N ] for a set
of N discrete frequencies (See Appendix D for a detailed discussion.)
As with the histogram, it is possible to sum the magnitude terms without any loss
of information. Once normalized by the sum of the magnitude values, the FFT
becomes a multimodal probability distribution (Fig. 3.1). A multimodal
distribution is often the result of having more than one underlying process being
observed with a common statistic. In the case of a relative energy spectrum, the
peaks are the consequence of more than one resonator.
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Single Sided Magnitude Response Spectrum for Sung /a/
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Figure 3.1: A Five Resonator Model of the Sung Vowel /a/ - The resonators are
centered on 509Hz; 1000Hz; 2450Hz; 2700Hz; and 3240Hz. The resulting spectral
envelope (sum of the parallel resonator filters) is given by the heavy blue line.

Modelling Resonant Peaks

Each resonant peak is modeled as a composite kernel [9, 55] containing a Normal, a
Laplace, and a Students t-Location-Scale distribution. (Please see Appendix D for
a full development of the concept.) A Students t-Location-Scale distribution is a
Students-t distribution centered on the data’s mean. Each distribution exhibited
varying degrees of ability to represent the exponential decay. As can be seen in Fig.
3.2, the Laplacian element dominated the middle region of the kernel mixture
model. The Normal distribution contributed to the shoulders of the kernel and
helped support bandwidth modeling. Finally, the Students-t distribution’s
contribution was used to make the tails thicker. This tail effect is important in
modeling the noise floor as discussed in the next section.
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Figure 3.2: Probability Kernel Elements - The parameter set consists of {µn , σn , ν}.
The contribution vector, rnT = [rN,n , rL,n , rT,n ], represents the contribution from each
member function for the nth kernel. Note that the mean for a kernel is the same for
each member function. It is the distribution variances of the kernel elements that
drive the shape of the fit.

These kernels were fitted using the Expectation Maximization technique [47]. The
parameter set consisted of a common mean µn , a variance σn for the Laplace and
Gaussian distributions, and the degree of freedom νn for the Students-t distribution.
The contribution vector, rnT = [rN,n , rL,n , rT,n ], represented the responsibility of each
member function (contribution) to the shape of nth kernel:

Kn (f | Vn ) = rnT D (f | Vn )

(3.1)

where D (f | Vn ) is a vector representing the values of the compound distributions
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using parameter set Vn at frequency f .



N (f |µN,n , σN,n )
 
q 2 

σL,n

D (f | Vn ) =  L f | µL,n
2

T (f |µT,n , σT,n , v)








(3.2)

A second set of weights ( wnT = [wN,n , wL,n , wT,n ]) are used to represent each
kernel’s contribution to the overall multimodal distribution.

p̂ (f ) = wT K (f | Vn )

(3.3)

Observing Harmonic Peaks
We use a broadband spectrogram consisting of 40ms frames (rather than the more
common 10ms or 20ms frames) in order to enhance or emphasize the time
correlations between frames. This accentuated the harmonics of the F0 or pitch as
shown in Fig. 3.3.
Examining the speech signal in this manner allowed for the power levels to be
quantized. The impact on the spectrum can be seen in Fig. 3.4. The process of
identifying resonant frequencies became a simple process. First, a relative energy
model (red line) was fitted to the spectrum (blue line). The fitted model eliminated
the minor peaks between the major peaks and made it simpler to identify the main
peaks. In Fig 3.4, the major peaks were marked with a vertical line. Using the
peak frequencies and the relative magnitude, it was possible to fit a curve (green
line.) The curve represents the F0 envelope resulting from the oral filter. The
formants are the peaks of the envelope. The other harmonics resulted in either
inflection points or minima of the envelope.
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Figure 3.3: Spectrogram with 40ms Frames Showing Harmonic Contours

3.2.2

Long Short-Term Memory - Recurrent Neural
Networks

Long Short-Term Memory - Recurrent Neural Networks (LSTM-RNN) (Fig. 3.5)
were used to determine which segments are voiced and unvoiced, and to track the
frequency with a continuity constraint. Tracking the F0 began with identifying
those segments of the recorded speech that are voiced. It is important to note that
unvoiced segments do not have harmonic content. The continuity constraint
ensured that the F0 estimates represent the physical processes of speech. The
speech varies continuously over time.
The LSTM node contains special units called memory blocks in the recurrent
hidden layer. The first LSTM block uses the initial state of the network and the
initial sequence values to compute the first output and the updated cell state. At
time step t, the block uses the current state of the network (ct−1 ,ht−1 ) and the next
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Figure 3.4: Primary Frequency Contours Cross Section for Detecting F0 . The red
line represents the fitted relative energy model to the spectrum (blue line). The fitted
model eliminates the minor peaks between the major peaks and makes it simpler to
identify the main peaks. Major peaks marked with a vertical gray line. Using the
peak frequencies and the relative magnitude it was possible to fit a curve (green line).
The curve represents the F0 envelope resulting from the oral filter in the source filter
model of speech.

time step of the sequence to compute the output and the updated cell state ct .
The layer’s state is composed of an output state and a cell state. The output state
at any instant in time contains the output of the LSTM layer. The cell state
contains information learned from the previous states. With each new iteration, the
layer adds information to or removes information from the cell state. The layer
controls these updates using gates. [45]
The learnable weights of an LSTM layer are the input weights W, the recurrent
weights R, and the bias b. The matrices W, R, and vector b are concatenations of
the input weights, the recurrent weights, and the bias of each component,
respectively. These matrices are concatenated as follows:
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Figure 3.5: F0 detection process - LSTM approach using a classification network to
detect voiced and unvoiced segments and a time series regression layer to determine
the F0 and apply continuity constraint.
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where i, f , g, and o denote the input gate, forget gate, cell candidate gate, and
output gate, respectively. The structure is summarized in Fig. 3.6.
The cell state at time step t is given by

ct = ft

where

ct−1 + it

gt

(3.5)

denotes the Hadamard product (element-wise multiplication of vectors).

The hidden state at time step t is given by
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Figure 3.6: Long Short Term Memory Node Schematic - Input gate (i) controls the
degree of cell state update; Forget gate (f) controls level of cell state reset (forget);
Cell candidate gate (g) adds information to cell state; Output gate (o) controls level
of cell state added to hidden state. [45]

ht = ot

σc (ct )

(3.6)

where σc denotes the state activation function. The LSTM layer function, by
default, uses the hyperbolic tangent function (tanh) to compute the state activation
function.
The following formulas describe the components at time step t.
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it = σg (Wi xt + Ri ht−1 + bi ) ,

(3.7)

ft = σg (Wf xt + Rf ht−1 + bf ) ,

(3.8)

gt = σg (Wg xt + Rg ht−1 + bg ) ,

(3.9)

ot = σg (Wo xt + Ro ht−1 + bo )

(3.10)

In these calculations, σg denotes the gate activation function. The LSTM layer
function, by default, uses the sigmoid function given by σ(x) = (1 + e−x ) − 1 to
compute the gate activation function [45].

The voiced/unvoiced Segments Network Structure
We created a Matlab script that uses the pitch tracking data base’s (PTDB) [51]
audio recordings (MIC files) and the supplied ground truth (REF files) developed
from applying the RAPT algorithm tuned to process PTDB’s glottal recordings.
(The PTDB is described in detail in Appendix B.) We also chose a diverse set of
noise sources recovered from the NOIZEUS data set [35] developed at the
University of Texas, Dallas using spectral subtraction. The environments include
Babble (crowd of people); Car; Exhibition Hall; Restaurant; Street; Airport; and
Train Station.
The network architecture used two bidirectional long short-term memory (BLSTM)
networks (Fig. 3.7). The first layer had 256 nodes and the second layer used 128
nodes. Between two layers, we used a dropout layer with a 20% probability of
randomly setting an input element to zero. This dropout technique minimized the
chance the network will be over trained. The BLSTM layers feed into a fully
connected layer. The final two layers consist of a softmax and classification layer.
The classification layer outputs the probability that the frame being processed is
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Figure 3.7: Bidirectional LSTM Classifier Network Structure.

either a voiced or unvoiced frame.

The input vector consisted of 24 features of the 40ms frame: spectral centroid;
spectral crest; spectral entropy; spectral Flux; spectral kurtosis; spectral roll-off
point; spectral skewness; spectral slope; and harmonic ratio. A gammatone [50]
filter bank with 15 cepstral coefficients was also used.

The network was trained with the Adaptive Moment estimation (ADAM) [41]
algorithm using 20 epochs with a minibatch size of 20. The ADAM algorithm
computed adaptive learning rates for the parameters using a running average of the
first and second moment of the gradient of the stochastic.[41]. The unbiased
moments (m̂t and v̂t , respectively) are defined as follows:
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m̂t = [β1 m̂t−1 + (1 − β1 ) gt ] / 1 − β1t ,



v̂t = β2 v̂t−1 + (1 − β2 ) gt2 / 1 − β2t

(3.11)
(3.12)

where gt gradients respect to the stochastic objective at time step t; gt2 is defined
as gt

gt ; β1 and β2 are exponential decay rates for the moment estimates

β1 , β2 ∈ [0, 1), typically set to 0.9 and 0.999 respectively. The parameters θt are
updated using equation

θt = θt−1 − α m̂t /


p
v̂t + 

(3.13)

where α is set to 0.001.

Continuity Constraint Network Structure
The continuity constraints network uses individual speech file segments and it was
trained using 2 separate data sets, the first using conventional data values (STFT)
and one using the RES.
The F0 tracking network architecture (Fig. 3.8) used two LSTM networks layers of
512, and 256 nodes respectively, with a dropout layer with a 20% probability of
zeroing an input between the LSTM layers. The regression statistics resulted from
using a fully connected layer of 256 down to a single node with linear activation.
The final regression layer produced an estimated F0 value based on previous F0
estimates and spectral data.
The STFT input vector consisted of the spectrum frequency bins from 50 to 300;
estimated F0 using the maximum peak in desired band; gammatone cepstral
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Figure 3.8: LSTM Regression network structure.

coefficients for the frequencies [62, 97, 135, 177, 225, 278, 337] Hz; Spectral
Centroid; and the harmonic ratio for a frame.
The relative energy input features consisted of the first 12 relative power bin
values, and the estimated F0 using the RES. The F0 estimate was formed using the
mode of the differences between peaks in the RES or the relative power F0
estimate. The spectral centroid is also computed using the relative power index.
The network was trained with the Stochastic Gradient Descend with Momentum
(SGDM). The SGDM update is

θt+1 = θt − α ∇E (θt ) + γ (θt − θt−1 )

(3.14)

where t is the iteration number, α > 0 is the learning rate, θ is the parameter
vector, E (θ) is the loss function and γ determines the contribution of the previous
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gradient step to the current iteration. This last parameter is actually the
momentum parameter of the algorithm. By contrast, at each iteration the
stochastic gradient descent algorithm evaluates the gradient and updates the
parameters according to this gradient. It can oscillate along the path of steepest
descent towards the optimum. Adding a momentum term to the parameter update
is one way to reduce this oscillation [47].

3.3
3.3.1

Experimentation
Partitioning of the Data Set

The PTDB data set was divided randomly into a training set (1886 voice
recordings); a validation set; and test sets (236 voice recordings, each). These
represent a collection of both male and female voices using standard United States
pronunciation.

3.3.2

Relative Energy Spectrum Parameter Selection

For the RES approach, the first 400 randomized training samples and 20 validation
testing samples were selected. This reduced sample set was driven by the need to
process the files using the expectation maximization algorithm on each spectral
frame. This turned out to be a significant effort and required the restructuring of
the RES algorithm to use parallel processing of each speech sample frame. The
processing of each file was achieved by accessing the parallel processing
environment of the UNM Center for Advanced Research Computing. Working with
the six environments required 2640 files to be processed. These features were then
incorporated.
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The Expectation Maximization algorithm is a maximum likelihood iterative
process. The objective of the process is the best set of n distributions whose sum
results in a stable set of global empirical expectations (mean and variances), and
mixing proportions. The process is constrained by the fact that the sum of the
mixing proportions (weights) add to one.
The optimization uses an initial guess of the parameters to begin the search. For
example, the k th distribution starting point (sk ) is a Cartesian triple that consists
of an initial guess at the mean (µk ); the variance (σk2 ); and the mixing proportions
for each distribution’s contribution (wk ). The optimization process uses a set of N
kernel mixture model starting points or S = {s1 , s2 , · · · , sN }.
Like many optimization approaches this could lead to a settling on a local
maximum if the process starts near a local maximum. A simulated annealing
approach was used to minimize the risk of finding a local and not a global
maximum. The annealing process consisted of running the expectation
maximization algorithm using multiple random starting parameters and numbers of
kernels.
After expectation maximization optimization for the combinations of parameters
and numbers of kernels was complete, the Kullback-Leibler divergence (Relative
Entropy) was used to select the result with the least divergence. The divergence is
a measure of how similar the fitted distribution p(fn ) is in the empirical relative
energy distribution p̂m (fn ) at frequency fn . The measure can be summarized as

D (p̂m (fn ) ||p (fn )) = −

N
X


p (fn ) log10

n=1
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3.3.3

Removing the Laplacian Kernel Element

The Laplacian kernel element is mathematically appealing since it best resembles
the model of an ideal resonator. However, as we learned in working with the fitting
process, its dominant shape in the peak region (Fig. 3.6) did not reflect the
rounded shapes of the empirical RES distributions. The smoothness of the energy
distribution results from the coarseness of the FFT frequency binning process. The
shape of the energy distribution would be less smooth if we had increased the
number of points in the FFT. But in our application with speech processing, we
were using a 40.0ms frame at 16000 Hz. Each frame was approximately 200 data
points in length.
This can be observed when examining Fig. 3.9. The resulting mixture of kernels is
not as smooth as the empirical RES distribution. In some instances, the mixture
model is replacing a single peak with multiple peaks.
This observation led to the removal of the Laplacian distribution from the kernel.
The resulting change in the shape of the mixture of kernel model is seen in Fig.
3.10.

3.3.4

Tuning the Relative Energy Model

The three parameters used to tune the RES model were the frame size, frame
overlap, and number of fitting distributions. Fig.3.11 shows the impact of number
of distributions and the frame size with a 25% frame overlap. The curves represent
a mean across 10 samples for each distribution and frame size and show what
appears to be a quantization effect. This quantization may be due to the number of
previous data points being included from the previous frame. Based on the figure a
sample frame size of 40ms was chosen resulting in a frame consisting of 640 data
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Phoneme: AO, Word: all, Speaker: Male Method: Kernels
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Figure 3.9: RES Fit Using Kernels - Using a mixture of Kernels with Laplacian
distribution elements. The sharp peaks are not consistent with the smooth profile of
the spectrum. Also, note that the central peak is represented as a double peak.

point frames.
The second parameter deals with the frame overlap. As can be seen in Fig. 3.12,
the overlap of the frames has a minimum impact on the relative entropy.
The third parameter is shown as a function of the Number of Fitting Distributions
and the Signal to Noise Ratio (SNR) (Fig. 3.13). The number of fitting
distributions affects the processing time to fit a distribution. Essentially, the larger
the number, the longer it will take to converge. It is interesting to note that the
curves show a convergence as the number of distributions increase. This trend is
the opposite of the trend in the frame size, which expands as the number of
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Phoneme: AO, Word: all, Speaker: Male Method: Kernels
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Figure 3.10: RES Fit Using Kernels with Normal and Students-t Only - Probability
fit (kernel using a Normal and Student-t only) to a frame of speech data relative
energies with SNR 8dB.

distributions increase. In performing the study, we chose to use between 30 to 40
distributions, this range showed relatively low entropy and for both high noise and
frame size.

3.3.5

The voiced/unvoiced decision making

The voiced/unvoiced training data set was created from randomly merging the
speech file samples into a single continuous speech sample with random length
silence periods between files of no more than 2ms. This involved removing the
leading and trailing silences from each file and replacing them with a silence length
using a uniform distribution over the interval 0 and 2 ms. The normalized and

61

Chapter 3. Fundamental Frequency Estimation in Noisy Environments

Relative Entropy

1.5
60ms
50ms
40ms
30ms
20ms
10ms

1

0.5

0
0

20

40

60

80

100

Number Distributions

Figure 3.11: Frame Size Parametrization Study - Relative entropy as a function of
number of fitting distribution and frame size in milliseconds and Frame Shift using
a 10% frame shift or a 90% Overlap between frames.

scaled background noise was then superimposed on the combined speech sequence.
A similar process was done with the validation and testing sets.
The voiced/unvoiced network was trained using 200 epochs with a minibatch size of
20. A minibatch (subset) of training values are used at each iteration. The full pass
of the training algorithm over the entire training set using minibatches is one
epoch. The stochastic gradient descent is stochastic because the minibatch
parameter updates was a noisy estimate when compared to using the full data set
for parameter updates.
In order to develop these statistics, it was necessary to examine the performance of
the voiced/unvoiced detection algorithms without/with noise. The performance of
the voiced/unvoiced classification algorithms was examined in the 6 noise
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Figure 3.12: Frame Shift Parameterization Study - This chart represents relative
entropy as a function of number of fitting distributions. The study was done using
a 40ms Frame Size and a 4ms (10%) Frame Shift.

environments. For each environment the speech samples were mixed at 4 SNRs
(100dB, 10dB, 0dB, -10dB). Fig. 3.14 shows the typical performance using the
restaurant environment. The Receiver Operation Curves (ROC) show the False
Positive Rate (FPR) and True Positive Rate (TPR) as the value of the threshold is
increased from 0 to 1.0. It should be observed that at SNR -10dB the ROC for the
SpeechMark, PEFAC and RNN approaches are still significantly different from the
diagonal or better than just randomly guessing (50%/50% reference line).
Fig. 3.15 displays the Detection Error Trade-off (DET) curves. They display the
ratio of the number of false positives to the number of trials (probability of false
acceptance rate) versus the ratio of false negatives to the number of trials (false
rejection rate). The Equal Error Rate (EER) is the point where the false acceptance
rate vs. threshold value and the false rejection rate vs. threshold curves intersect.
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Figure 3.13: Noise Parameterization Study - This chart depicts the relative entropy
as a function of number of fitting distributions. The curves are the result of increasing
levels of additive Gaussian White Noise. The study was done using a 40ms Frame
Size and a 4ms (10%) Frame Shift.

At the threshold value of the intersection point, the detector’s performance has the
least error. It should be noted that the lower EER, the more robust the system.
Examining Fig. 3.15, one can see that the performance of all the algorithms (with
the exception of the SpeechMark algorithm) are consistent at 100dB SNR. The
exception to this observation is the performance of the SpeechMark algorithm.
When examining the equal error rate values (Table 3.1), SpeechMark appears to
have a zero EER value.
Table 3.1 exhibits the performance of the algorithms studied at both low (100dB
SNR) and high (-10dB SNR) noise environments. For each noise environment, the
FPR and TPR were recorded for the three most promising methods: STFT-RNN,
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Figure 3.14: Comparison of Voiced-Unvoiced Classifications - These graphs depict
the Receiver Operating Curve for the Restaurant background noise source. Notice
that the ROC curve (purple line) for the SpeechMark, PEFAC, the STFT-RNN are
distinctly different from the 50%/50% diagonal line. (This line represents the result
of randomly guessing.)

PEFAC, and SpeechMark. The three methods were selected based on their TPR
values of the optimal point on the ROC curve (the value closest to FPR of zero and
TPR of 1).
Examining the Table 3.1 shows that the algorithms perform consistently in a low
noise environment and that only the PEFAC and the STFT-RNN are capable of
detecting voiced segments in a high noise environment.
Table 3.2 shows the threshold values associated with the optimal points in Table
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Figure 3.15: Comparison of Voiced-Unvoiced DET Curves - The DET curve plots
are for the Restaurant noise source at four different noise levels. The blue line
represents the performance of the SpeechMark application, the red line is for the
PEFAC algorithm, the yellow line represents the performance of the STFT-RNN
classifier, the purple line is the STRAIGHT algorithm, the gray line is the YIN
algorithm; and the green line is for the SWIPE algorithm. The gray dashed line is
the equal error rate line.

3.1. The SpeechMark row in the table is the result of the voicing decisions being
either 0 or 1. It should be noted that for an SNR of 100dB one can see significant
differences between the ROC and DET curve values. The values are more
consistent between the ROC and DET methods.
The impact of the firefighter background sounds was also investigated. The
investigations used two sounds (SCBA regulator valve and hose nozzle). The VAD
algorithm performance is compared in Fig. 3.16.
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Table 3.1: Average Optimal Point
SNR 100dB
SNR −10dB
TPR FPR EER TPR FPR EER
Method
SpeechMark 0.88 0.12 0.00 0.57 0.42 0.41
0.85 0.14 0.25 0.72 0.23 0.30
PEFAC
STFT-RNN 0.89 0.12 0.23 0.72 0.25 0.30
Straight
0.85 0.15 0.26 0.49 0.48 0.50
0.86 0.13 0.25 0.52 0.51 0.50
Yin
SWIPE
0.88 0.13 0.24 0.52 0.50 0.49
Table 3.2: Average Optimal Threshold
SNR 100dB SNR −10dB
ROC EER ROC EER
Method
SpeechMark 1.00 1.00 0.99 1.00
PEFAC
0.46 0.19 0.50 0.37
STFT-RNN 0.65 0.44 0.71 0.61
0.83 0.72 0.70 0.55
Straight
Yin
0.70 0.55 0.43 0.46
SWIPE
0.29 0.20 0.14 0.09
Table 3.3 shows the optimal threshold values for the firefighter background sounds.
These values are minimally different than those given in Table 3.2.
Table 3.3: Average Optimal Threshold
SNR 100dB SNR −10dB
Method
ROC EER ROC EER
SpeechMark 1.00 1.00 0.83 1.00
PEFAC
0.46 0.19 0.46 0.33
STFT-RNN 0.63 0.44 0.64 0.52
Straight
0.84 0.72 0.72 0.62
Yin
0.70 0.55 0.43 0.39
0.29 0.20 0.11 0.07
SWIPE
The minimal impact on the performance of the voice activity detector is due to the
fact that the SCBA and hose nozzle sound spectrums have minimal power in the
lower frequency ranges (less than 1.5kHz) as shown in Fig. 3.17.
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Figure 3.16: Comparison of Firefighter Voiced-Unvoiced DET Curves - The DET
curve plots are for the firefighter background sounds at -10 dB SNR. The blue line
represents the performance of the SpeechMark application, the red line is for the
PEFAC algorithm, the yellow line represents the performance of the STFT-RNN
classifier, the purple line is the STRAIGHT algorithm, the gray line is the YIN
algorithm, and the green line is for the SWIPE algorithm. The gray dashed line is
the equal error rate line.

3.3.6

Fundamental Frequency Tracking

The next stage of the study was to combine the voiced/unvoiced decisions and the
F0 tracking RNN model.
The F0 tracking data treats speech recording as separate time-series samples.
Again, the leading and trailing silences were removed from each sample and then
each one was corrupted with the noise environment and SNR value. The resulting
sets were sorted based on the length of each sample. This was done to improve the
training performance.
Fig. 3.18 shows the fitting of a randomly chosen test set file.
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Figure 3.17: Power Spectrum Overlap - The top spectrum shows that the power of
the voice data is mostly concentrated in the range less than 1.5kHz. The bottom
spectrum shows that the majority of the power in the background sound for the
SCBA is above 1.5kHz.

We used the following evaluation metrics [64] to quantify the performance of two
STFT and RES RNN models in six noise environments at two SNR values (100dB,
and -10dB).

• Gross Pitch Error (GPE): tframes considered voiced by both the pitch tracker
and the ground truth where the relative pitch error is higher than 20%.
• Fine Pitch Error (FPE): the standard deviation of the distribution of relative
error values (in Hertz) from the frames that do not have gross pitch errors.
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Figure 3.18: Tracking in Two Different Noise Intensities (-100dB and -10dB) – As
can be seen in the two graphs, the predicted values are consistent.

34
• Voicing Decision Error (VDE): the proportion of frames for which an
incorrect voiced/unvoiced decision is made.
• F0 Frame Error (FFE): the proportion of frames for which an error (either
according to the GPE or the VDE criterion) is made. FFE can be considered
a single measure of overall performance.
Examining Tables 3.4 and 3.5, one can see that both the STFT and RES based
RNN models provide equivalent performance in the low noise environment. This
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validates that the RNN algorithms perform consistently with the accepted PEFAC
and the RAPT generated ground truth.
The RNN approaches in Table 3.4 show significant improvements in the percent
gross F0 error metric. The RES-RNN approach also shows a significant decrease in
the standard deviation or fine F0 errors (see Table 3.5).
Table 3.4: Pitch Measurement Errors: Gross Pitch Error (percent)

Environment
Restaurant
Airport
Babble
Car
Exhibition
Station
Average

DET
STFT
RNN
4.3
3.4
3.5
3.5
3.3
3.4
3.6

100dB
ROC
STFT RES
RNN RNN
3.7
3.9
3.6
3.7
3.6
4.1
4.2
3.9
3.4
3.6
3.4
3.3
3.7
3.8

PEFAC
3.7
3.7
3.7
3.7
3.7
3.7
3.7

DET
STFT
RNN
5.2
9.4
6.1
5.9
4.2
10.9
7.0

-10dB
ROC
STFT RES
RNN RNN
6.1
5.1
6.5
4.8
7.2
6.4
9.7
6.4
4.3
4.2
7.0
7.4
6.8
5.7

PEFAC
27.4
31.5
27.7
21.9
20.2
27.8
26.1

Table 3.5: Pitch Measurement Errors: Fine Pitch Error (Hz)

Environment
Restaurant
Airport
Babble
Car
Exhibition
Station
Average

DET
STFT
RNN
5.89
5.63
5.62
6.35
5.95
6.18
5.93

100dB
ROC
STFT RES
RNN RNN
5.82
5.29
6.54
6.40
6.31
5.80
6.00
5.20
6.05
6.43
5.49
5.63
6.04
5.79

PEFAC
4.54
4.54
4.54
4.54
4.54
4.54
4.54

DET
STFT
RNN
9.06
10.0
9.95
10.04
6.75
9.24
9.17

-10dB
ROC
STFT RES
RNN RNN
9.52
6.99
10.04 7.37
10.08 7.42
9.25
7.86
7.44
5.79
9.77
7.36
9.35
7.13

PEFAC
13.07
12.29
13.27
10.33
10.43
11.75
11.85

The effects of the firefighter background sounds are shown in tables 3.6 and 3.7.
The RNN based methodologies show a significant improvement when compared
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with PEFAC results for Gross Pitch Errors in a high noise environment. The Fine
Pitch Error (standard deviations) shows a 40% reduction.
Table 3.6: Firefighter Pitch Measurement Errors: Gross Pitch Error (percent)

Environment
SCBA
Hose Nozzle
Average

DET
STFT
RNN
3.59
3.92
3.75

100dB
ROC
STFT
RNN PEFAC
3.59
3.68
3.92
3.68
3.75
3.68

DET
STFT
RNN
5.76
5.76
4.64

-10dB
ROC
STFT
RNN PEFAC
5.76
17.54
3.53
16.10
4.64
16.82

Table 3.7: Firefighter Pitch Measurement Errors: Fine Pitch Error (Hz)

Environment
SCBA
Hose Nozzle
Average

DET
STFT
RNN
4.09
4.15
4.12

100dB
ROC
STFT
RNN PEFAC
4.09
4.54
4.15
4.54
4.12
4.54

DET
STFT
RNN
5.69
4.44
5.07

-10dB
ROC
STFT
RNN PEFAC
5.69
8.73
4.44
8.21
5.07
8.47

Table 3.8: Frame Related Measurement Errors: Voicing Decision Error (percent)

Environment
Restaurant
Airport
Babble
Car
Exhibition
Station
Average

DET
STFT
RNN
13.7
16.8
17.1
17.4
15.8
12.8
15.6

100dB
ROC
STFT RES
RNN RNN
14.5
15.5
16.1
16.9
15.9
17.0
16.7
16.3
15.3
15.9
16.3
17.3
15.9
16.4

PEFAC
13.2
13.2
13.2
13.2
13.2
13.2
13.2

DET
STFT
RNN
30.3
31.1
33.0
32.8
21.5
31.9
30.1

-10dB
ROC
STFT RES
RNN RNN
40.3
38.5
38.1
37.6
39.5
38.6
39.2
37.8
42.4
44.0
38.9
38.0
40.4
39.8

PEFAC
39.7
40.4
41.9
37.9
32.7
38.3
38.5

Tables 3.8 and 3.9 shows that the RNN and PEFAC make roughly the same
percentage of voice decision errors, confirm the observations made when analyzing
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Table 3.9: Frame Related Measurement Errors: Frame Error (percent)

Environment
Restaurant
Airport
Babble
Car
Exhibition
Station
Average

DET
STFT
RNN
18.1
20.2
20.6
20.9
19.1
16.2
19.2

100dB
ROC
STFT RES
RNN RNN
18.2
19.4
19.4
20.6
19.3
21.0
20.6
20.2
18.9
19.5
20.8
20.6
19.6
20.2

PEFAC
16.9
16.9
16.9
16.9
16.9
16.9
16.9

DET
STFT
RNN
35.4
40.5
39.1
38.8
25.7
42.7
37.0

-10dB
ROC
STFT RES
RNN RNN
46.4
43.5
45.7
42.3
45.7
45.0
46.8
44.2
46.6
48.2
50.0
45.4
47.7
45.5

PEFAC
67.1
71.9
69.6
59.8
52.9
66.1
64.6

the voiced/unvoiced decision performance. The Frame Error shows no differences
due to the size of the voice decision errors. When comparing the ratio of the
Voicing Decision Error to the Frame Error, the RNN method ratios show that the
overall contribution of the Voicing Decision Error is 84% (STFT) and 87% (RES).
The ratio for PEFAC is 59%. These ratios clearly show the RNN methodologies
perform better at tracking the pitch.
The impact of the firefighter background sounds is summarized in Tables 3.10 and
3.11. The STFT RNN ratio is 82% of the Frame Error and STFT RES is 82%. The
PEFAC methodology has a ratio of 65%.
Table 3.10: Firefighter Frame Related Measurement Errors: Voicing Decision Error
(percent)

Environment
SCBA
Hose Nozzle
Average

DET
STFT
RNN
14.61
15.80
15.21

100dB
ROC
STFT
RNN PEFAC
14.61
13.18
15.80
13.19
15.21
13.19
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DET
STFT
RNN
29.03
15.07
22.05

-10dB
ROC
STFT
RNN PEFAC
29.03
29.03
15.07
33.41
22.05
31.26
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Table 3.11: Firefighter Frame Related Measurement Errors: Frame Error (percent)

Environment
SCBA
Hose Nozzle
Average

DET
STFT
RNN
18.19
19.72
18.96

100dB
ROC
STFT
RNN PEFAC
18.19
16.87
19.72
16.87
18.96
16.87
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DET
STFT
RNN
34.79
18.60
26.70

-10dB
ROC
STFT
RNN PEFAC
34.79
46.64
18.60
49.51
26.70
48.08

Chapter 4
Conclusions

The Breathing Rate Measurement study, discussed in Chapter 2, resulted in the
publishing of an Internal Review Board protocol and the supporting consent form
and advertising flyer to collect data to collect data at Santa Fe Firefighter Training
Facility. The results of the study were published as a peer reviewed article in
Elsevier Biomedical Signal Processing and Control [27]. Since publication, the
article was cited in three other publications. The preliminary findings (documented
in C) were published as an unreviewed article in the ArXiv archives [26]. This
article has been cited in two other publications.
The results of the study clearly show that it is possible to reliably monitor
regulator sounds to estimate breathing rate and depth of breath. This reliable
method uses a microphone placed on the regulator of an SCBA system and a novel
incremental RBM approach. This approach is even capable of minimizing the
effects of background sounds and achieve an overall accuracy of 90.1%. Further, the
performance of the incremental RBM approach capable of minimizing the effects of
background sounds and achieving an overall accuracy of 90.1%. The incremental
RBM classifier uses uses a sliding window to retrain the RBM in 500,000 sample
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increments. The training for the next 500,000 sample window is performed using
the current set of 500,000 samples. Although this may lead to over fitting, the
phenomenon allows for the RBM to self-adjust for changes in the background
sounds in near real time. These results are significant when compared with systems
that require direct interventions such placement of sensors inside SCBA system
masks or placement of sensors in the nose or mouth.
The fundamental frequency tracking study, discussed in Chapter 3, resulted in the
publication of an Internal Review Board protocol and the supporting consent form
and advertising flyer to collect data to collect data at UNM Exercise Physiology
Lab at Johnson Center. The Analysis of Speech Under Physical Stress study was
not performed due to a lack of funding.
The fundamental frequency tracking study has shown that using a voiced/unvoiced
RNN classifier of frames provides comparable performance with state of the art
techniques such as PEFAC and the RAPT algorithm used to create the reference
data set in low noise environments. The Deep RNN methods using the RES show
greatly improved performance in high noise environments. The use of a regression
Deep RNN on a time series to enforce the continuity constraint reduces the F0
value measurement error by at least 200% and the variance by as much as 400%.
This is a significant improvement. However, the classification of breath events as
voiced/unvoiced is by far the largest contributing factor to the error of all the
tested algorithms. The enhancement of the voice/unvoiced RNN, perhaps as part
of the proposed avenues of future research in Chapter 5, would greatly improve the
overall approach.
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Future Work
The ultimate goal of this work was to develop a machine learning based approach
that combines physiological data and changes in the F0 to produce a reliable
measure of physical exhaustion. This work has yet to be completed and will be the
focus of future studies. In addition to this, there are several proposed improvements
to the breathing measurement approaches and the frequency tracking algorithms.

5.1

Breath Detection

The breathing measurement algorithm could be improved by examining the
modeling of the physiological processes in a more robust manner. One such
approach would be to treat the regulator sound classifications as a Poisson process.
Another approach would be to detect gaps between speech segments to use as a
measure of breathing.
Another area of improvement of the RBM classifier might involve examining new
features as proposed by Dumpala et. al [14]. They present a method for detecting
breath sounds in spontaneous speech. Nui, et.al., [49] proposed a filtering technique
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to enhance breathing sounds in a noisy environment.

5.2

Fundamental Frequency Tracking

The F0 tracking improvements need to focus on refining the process of
voiced/unvoiced segment detection. Possible additions to the classifiers include
Teager Energy Operator based functions to make the F0 tracking more reliable. A
binary process model could potentially “clean-up” the classification of
voiced/unvoiced segments as well.

5.3

Developing a Measure of Exhaustion

It is our hope to be able to develop a continuous measure of exhaustion, as alluded
to in the “Physical Task Stress and Speaker Variability in Voice Quality”[21] study,
where heart rate and cognitive task stress were studied using a race car simulator.
he “TEO-based Speaker Stress Assessment using Hybrid Classification and
Tracking Schemes” [28] study used a combination of heart rate blood pressure and
Salivary Cortisol data. In addition to those studies, we have examined the use of a
BioHarness [66] BlueTooth enabled interface that would allow for continuous
measurement of heart rate. The process of collecting data for this purpose was
outlined in the protocol Analysis of Speech Under Physical Stress [19].
There is also potential for a collaboration with Dr. John Hansen. Working with
him would allow us to gain access to more data sets documenting vocal stress
markers, including those from his studies “Physical Task Stress and Speaker
Variability in Voice Quality” (students on an elliptical trainer) [21]; and
“TEO-based Speaker Stress Assessment Using Hybrid Classification and Tracking
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Schemes” (recordings of police training at the Federal Law Enforcement Training
Center (FLETC) in Glynco, GA) [28]. These data sets would allow us to train the
expanded algorithm to reliably identify signs of exhaustion in speech and breathing.
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Appendix A
Literature Review - Additional
Sources

A.1

Breath Analysis

A.1.1

Speech Processing

The intention of speech related applications is to identify breathing artifacts and
remove them from the speech. The breath sound can be mistaken by speech
processing systems as a fricative sound and result in a false positive detection of
certain phonemes.
The primary features used are based on cepstral or Mel Frequency Cepstral
Coefficients (MFCC). Price et. al., automatic breath detection methods of speech
signals were based on cepstral coefficients and used Gaussian Mixture Model
(GMM) as the classifier, and achieved a detection rate of 93% [52], Wightman and
Ostendorf algorithm uses a Bayesian classifier and achieved a detection rate of
91.3% [69]. Ruinskiy and Lavner applied an of automatic breath detection
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algorithm to speech and songs based on MFCC parameters, short-time energy,
zero-crossing rate, spectral slope, and duration [56], They introduced also a method
of edge detection. They achieved precision/recall rate 97.6%/95.7%. Nakano et.
al., described detailed acoustic analysis of breath sounds using MFCC parameters
and Hidden Markov Models [48]. The resulting precision/recall was 97.5%/77.7%
rates for unaccompanied singing voice.
There are also many works performing breath detection as one of many audio
events in audio retrieval systems. Most of them use MFCC or Linear Predictive
Coding parameters [67]. In classification, the extracted feature vectors are assigned
to one of a set of classes. The Tzanetakis’ Music Analysis, Retrieval and Synthesis
for Audio Signals (MARSYAS), the Gaussian MAP, Gaussian Mixture Model
(GMM) and K−NN families of statistical pattern recognition classifiers are
supported. Two case studies of classification have been implemented and evaluated:
a music/speech classifier and a genre classifier. The music/speech classifier achieves
a 90.1% classification accuracy.
M. Igras, B. Ziolko [37] proposed a method involving both temporal and spectral
features. The time domain analysis of the extracted breaths determines the length
and energy (normalized in reference to the entire speech signal) are computed.
These features are combined with a discrete wavelet analysis. The wavelet features
and the time features are classified using a dynamic time warping algorithm, where
the time-axis fluctuation is approximately modeled by a nonlinear warping function.
Igras et. al., reported a 94.7% success at detecting breaths with this approach.
S. Borys and M. Hasegawa-Johnson investigated several techniques including
Hidden Markov Models and Support Vector Machines (SVM). They trained groups
of SVM classifiers that could detect different speech landmarks. The first group of
trained classifiers was designed to distinguish between landmarks resulting in
classifications as speech, sonorant, continuant and syllabic. The second group of
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SVM classifiers was trained to recognize positive and negative gradients where
feature could be speech, consonantal, sonorant, +consonantal/continuant. It is not
clear which types of kernels they used. The kernels alluded to include linear, radial
basis function, polynomials and sigmoid functions. Optimization for each different
kernel follows the same general procedure as the optimization for the linear kernel.
They concluded in their study that the SVMs they developed had approximately
85% for Syllabic features and 97% for speech. The remaining features are in 95%
for sonorant and 90% for continuant.

A.1.2

Medical Applications

Medical applications have focused on determining breathing rates of patients on
respirators [57, 61], where the data is collected through a network of strain gauges
that measure chest movement, and that may be susceptible of variations due to the
body movements. The data is then processed using an Artificial Neural Network
using a supervised training approach. This learning approach requires a large
enough training set to account for all possible variations.
Andreas Ejupi and Carlo Menon [15] investigated using a wearable textile-based
sensor’s use to accurately detect whether the wearer is talking. They wanted to
develop a measure of social interaction (if people are talking with other people).
The sensors consisted of resistive stretch sensors in elastic bands, with a future
integration into clothing in mind, to record the expansion and contraction of the
chest and abdomen while breathing. They developed an algorithm using a random
forest classifier to distinguish between periods of talking and non-talking. In an
intra-subject analysis, our algorithm detected talking with an average accuracy of
85%. The highest accuracy of 88% was achieved during sitting and the lowest
accuracy of 80.6% during walking. Complete segments of talking were correctly
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identified with 96% accuracy.
Using capnography [10] is another method in the medical arena. This method uses
a nose sensor placed just below the nostril and a series of gas sensors to sense O2
and CO2 . Inhalations are detected by rapid changes between these two gasses. In
an SCBA mask these gasses may be difficult to measure without contamination of
the firefighting environment. The use of a nose sensor is intrusive, and the gas
sensors would need constant recalibration. A primary reason these are not used by
the fire departments in general.
The use of a temperature sensor placed at the base of the nose, as discussed in
Patel, et.al., [54] measure breath by looking at changes resulting from expelling air
warmed by the body and cooler air inhaled from the environment. The use of a
nose sensor mounted in the mask is intrusive. Because of the firefighting
environment and the nature of the face mask the temperature differential may not
be as pronounced.
Another method, proposed by Güder [25], looks at using a hydrometer to measure
the moisture content in the breath. The change in moisture results from the lungs
using water to facilitate oxygen exchange. This is intrusive since the hygrometer
would have to be placed near the nose and mouth. Further complications of this
measurement method are the confinement of the exhaled breath in the SCBA mask
and the use of fire hoses spraying water into the air.
The method proposed by Li et.al., [43] involves speech samples collected from
sitting subjects in a quiet environment. Breathing cycles are determined using the
gradient of the recorded speech signals to determine the start of breathing cycles.
The speech introduces additional quasi-cycles and changes to the nominal
breathing rate. Li automated the duration detection using the local maxima and
minima of the signal and the time duration between them. The duration of an
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inhalation is then found as the length of time the noise is present in the recording.

A.1.3

Gamma Mixture Models and Deep Belief Networks

Our intention in this work is to implement and test fast, unsupervised methods
that are suitable specifically for this application. Unsupervised classification is
usually based on clustering methods, that adjust a model for the data likelihood
given a set of latent variables, each one representing each one of the clusters. All
these methods can be explained in terms of graphical probabilistic models [46]. The
unsupervised classification is performed by maximizing the class conditional
likelihood. K-means, for example, starts by assigning k mean values to k possible
latent variables, and it updates each one of these means by computing the mean
value of the samples whose distance to that mean is the minimum. Gaussian
Mixture Models (GMM) are a more general method that uses the Expectation
Maximization (EM) algorithm in order to iteratively update the mean vector and
covariance matrix of all the likelihoods conditional to each latent variable by
averaging the samples weighted with the posterior probability of the latent variable
given the sample. This can be viewed as a generalization of the K-means. GMM is
adequate when the data are organized in clusters that can be easily approximated
by Gaussian functions, thus they need at least to have some central symmetry
around their means. In other cases, the Gaussian functions can be changed by
others that fit better the shape of non symmetric conditional distributions for
which the parameters can still be inferred by Expectation Maximization. This is
the case of the Gamma functions, which have been used to model the distribution
of the data used in this paper.
In some cases, the distributions are not easy to approximate with relatively simple
functions like Gaussian or Gamma functions. When this is the case and the EM
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cannot be constructed, variational inference is needed, which results in a more
computationally complex algorithms, that preclude the real time usability of the
procedure [38]. Alternative methods that produce approximations less dependent of
a probabilistic class of functions include the use of copulas [16]. These models can
also be interpreted as graphical probabilistic models, but their training
computational burden is high compared to the previous models.
A way to represent the data in a non model dependent way is the use of Restricted
Boltzmann Machines (RBM) and their Multi-layer generalizations, the Deep
Boltzmann Machines (DBM). These methods have structures that are identical to
those of the standard Multilayer Perceptron, and they can be trained in an
unsupervised way. The training is based on gradient descent to optimize the so
called Contrastive Divergence [32, 31], and their computational burden is
comparable to a GMM if the number of layers and nodes are moderate.
Of the two approaches used in our paper, first one uses a feature extraction based
on an LPC process, which seems to have a distribution that fits Gamma functions
properly. The second approach uses a different type of feature extraction, for which
the RBM produces competitive results with comparable computational burden.
Andreas Ejupi and Carlo Menon [15] investigated using a wearable textile-based
sensor’s use to accurately detect whether the wearer is talking. They wanted to
develop a measure of social interaction (if people are talking with other people).
The sensors consisted of resistive stretch sensors in elastic bands, with a future
integration into clothing in mind, to record the expansion and contraction of the
chest and abdomen while breathing. They developed an algorithm using a random
forest classifier to distinguish between periods of talking and non-talking. In an
intra-subject analysis, our algorithm detected talking with an average accuracy of
85%. The highest accuracy of 88% was achieved during sitting and the lowest
accuracy of 80.6% during walking. Complete segments of talking were correctly
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identified with 96% accuracy.
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B.1

Video Data - Proof of concept

The sound recording we used are from a training video (“FIREGROUND Fire
Entrapment - Conserving SCBA Air”) [9] intended to educate firefighters on what
to do when their low air alarm goes off. The tape begins with some music followed
by the training breathing using the SCBA equipment. He then takes the mask off
and lectures. After the lecture he puts the mask back on and then proceeds to use
a stair climber to simulate doing the labor a fireman does. The low alarm goes off
and the trainer proceeds to review air conservation procedures with the mask on.
In a near real time application data would be processed as each frame is completed.
However, in this study, the entire file is read in and processed into a cepstrogram.
Then using a sliding window of the same width as the templates. The window is
advanced or slide to the right by one cepstral column. The breathiness index
computation is then repeated for the data falling inside the window
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B.2

Collected Data

The methodology for the experimentation involved observing a series of 6 training
exercises at the Santa Fe, New Mexico’s Fire Department Training Facilities. In
each training exercise, a volunteer was instrumented using an ETS weather
resistant microphone and an Olympus VN-722PC Digital Recorder configured in
cell phone recording mode. The microphone was taped to the outside of the SCBA
mask in the lower left corner out of the field of view of the firefighter and next to
the regulator. This allowed for the recording of the respirator values opening. The
microphone also recorded the voices of the firefighters, as well as the background
sounds such as breaching the entryway, the sound of the water nozzle when turned
on, PASS alarms and ventilation fans used to clear smoke from the rooms. In
addition to this the recorder also placed a background humming sound the
recordings. This is probably due to an impedance mismatch between the
microphone and the recorder. The cable for the system was armored with the
insertion of a breakaway connection. The connection was intended as a safety
measure in case the cable catches on something and prevents the participants from
moving through their normal training activates or causes the seals on the SCBA
mask to shift or open.
The data were then listened to and intervals where the regulator’s sound is present
was annotated using the PRAAT software. Each event in a recording was assigned
a unique event identification number (Fig. 2.7). The results of this process were
then saved in a textgrid file.
When the classifier runs, the results are inserted in to the textgrid file as a new
tier. The annotation file and the recorded data were then examined in PRAAT [6].
The breathing events detected by classifier were compared with events from the
manually scored tier. When events overlapped a corresponding event from the
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manually scored tier, the event was labeled with the manual events label. When
the automated system predicted a breathing event not present in the manually
labelled data a “?” was used to label the event. A missed event was left unlabeled
in the automated detector tier.
In examining the data, it became evident that the data had a distinct banding
pattern where the respirator noise would occupy the upper spectrum (4134 to
5,000Hz) as well as the lower spectrum (0 to 1000Hz). The middle part of the
spectrum is used by the voice or speech related frequencies and audible alarms such
as the (Personal Alert Safety System) PASS alarm. The Power expressed as the
percent power present in the upper band can be used to develop an indicator of the
presence of a breathing event, when considered in conjunction with the recognition
filter measure. If the percentage is less than 20%, the likelihood of this being a
breathing event is very low. However, if the number is high or more than 20% it is
likely to be a breathing event. This division or classification is evident in in Fig.
2.8, where the observed distribution appears to be bimodal.
Similarly, if we form a ratio percent power in the range from 0 to 1000Hz to the
power in the upper band, we can establish an indicator of a possible respirator
event since the power should be evenly or close to evenly distributed across all
frequencies. So, if the ratio is one or close to one the power is evenly distributed
across the spectrum. A ratio value close to zero indicates that there is no power or
very little present in the lower part of the spectrum and contradicts the assumption
of evenly distributed power.
The recording also included other sounds, such as the sounds of the fire fighter
using the hose to put out the fire and in a process called hydraulic venting, where a
cone of water from the nozzle is used to push the smoke out of the room through a
window or door. In several of the training exercises, the firefighters also used a
gasoline powered fan to bring fresh air into the room. There are respirator sounds
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from neighboring fire fighter SCBA (fainter than the ones being recorded) as well
as clicks and sounds from other pieces of equipment.
The audio recordings also contained a noise source that appears to as a harmonic
with the primary frequency of 47.4Hz. This harmonic element is strong enough to
create a false recognition filter event of extremely short duration (Fig. B.1).
Initially, we tried filtering the signal out with a high pass filter but the harmonics
remain. Next, we tried a comb filter to remove the higher harmonics as well as the
primary frequency. This also was not successful. We concluded that the noise is the
probably the result of aliasing. Requiring the need for a low pass filter in the
recording circuit for future recordings.
One of the more interesting aspects if the approach was dealing with the detection
of when the fire hose is in use. As shown in Fig. C.1, the respirator detection
measure generally reports a prolong breath for more than 2 seconds.
The noise generated by the water exiting the fire hose nozzle is like the sound of
the compressed air released from the SCBA tank through the respirators valve
opening. A new respirator noise filter is needed. The filter is generated as described
above, in section 3A by creating an LPC filter and inverting it. The resulting filter
outputs are shown in Fig. B.2.
To use this breath detection filter, it then necessary to subtract the mean for the
fire hose interval identified by the recognition filter. The mean represents the
additional energy present in the spectrum because of the hose noise.
Another refinement involved updating the auto-regression coefficients each time a
breath was detected. The new coefficients were computed using the autocorrelation
matrix and Levenson-Durbin approach and the set of signal elements just
identified. The blending rule is given by
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Figure B.1: Breathing events with false noise detections.
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where ai is the just computed filter coefficient for tap;i a−
i is the previous coefficient
value, and a+
i is the new coefficient value.
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Figure B.2: Example fire hose Breath Detection Filter Output.
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Description

C.1

Mixture Model Performance - Video Data

To see the advantage of using a GaMM versus the GMM model we used four
training videos. These videos focused on firefighters learning how to use their
SCBA gear. One video dealt with managing air consumption when the air
remaining in the air cylinder is below acceptable levels (FIREGROUND Fire
Entrapment - Conserving SCBA Air). The second video (A-Team Fire Training
SCBA Confidence Course) records a fire fighter negotiating an obstacle course
while wearing their SCBA gear. The third video is about a team of firefighters
practicing using their pry-bar and a sledge hammer to enter a locked building while
wearing their SCBA gear (LAFD Air Consumption Training). The final video is
about a firefighter approaching a burning house (Richmond Fire CA, Engine Co.
67 Structure with reported rescue 25th and Bissell Ave). In the last 2 videos, the
regulator sounds were recorded from a distance and not directly from the helmet
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microphones. Consequently, they sounds are not very loud and are missing because
other background sounds are louder (have higher energy).
In the first round of evaluation, the video sound tracks are processed determine
their relative energy values. Each video has its own set of values. This is essential if
we wish to see the unique mixture of values for each set of circumstances. A
histogram of the values is generated using a bin resolution of 0.01, from 0 to the
maximum observed relative value.
The data from each video is then used as a training data set for an ideal best case
fit. This allows us to look at two different classifiers, GaMM, and GMM (Fig. C.1).
The resulting fits are illustrated in the following figure. As seen in the figure, the
GaMM data consistently does better in fitting the observed distribution. This is
primarily due to the finite distribution and not having a bias introduced by the
infinite negative tails in the non-regulator noise event (blue lines).
To obtain these results, recorded data is pre-processed into frames of fifty 8000Hz
samples with 49 overlapping data elements. Next, a root-mean-squared (RMS)
value the frame data is calculated to see if any sound was recorded in the frame.
When a regulator sound is present in a frame, its RMS value is considerably greater
than 0.1. Frames with values below this value are automatically scored as
non-regulator noise relative energy value of 0. This is done to avoid the
complications of dividing an extremely small number by and even smaller number.
The next screening occurs after the relative energy values are computed. Note, the
output of the recognition filter will be significantly higher than the input energy.
Thus the ratio values are very large. (Fig. C.1)
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Figure C.1: Relative energy value distributions for the 4 videos. (a) Is the FIREGROUND Fire Entrapment - Conserving SCBA Air video with GMM. The red line
is the combined contribution from both event class’s distributions. Blue is for the
non-regulator noise and green for the regulator noise event. (b) Shows the game
model fitting for the same data. (c) Is the GMM fit of the A-Team Fire Training
SCBA Confidence Course data. (d) Is the GaMM fit to the A-Team data. (e) Shows
the GMM fit for the LAFD Air Consumption Training. (f) Is the GaMM fit for
the LAFD data. (g) Represents the fit to the Richmond Fire CA, Engine Co. 67
Structure with reported rescue 25th and Bissell Ave video sound track. (h) is the
GaMM data.
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As shown in the following graph, it is clear that values have a dynamic range from
0 to nearly 600. Based on this, we can observe that ratio values less than 75 are
non-regulator noise. This has been confirmed by comparison with the manual
classification of the data sets into non-regulator noise and regulator noise
classifications. These values are also automatically scored as non-regulator noise or
given a value of 0.
Next the energy values are smoothed using an 200 sample moving average filter.
Next, the relative energy values that are 0 are removed from the data sets. It
should be noted that the classification is only needed for those instances where
there is some uncertainty as to how to assign a value to a class. The zero valued
data elements represent such a significant representation in the data set that they
overwhelm other contributing factors and prevent any meaningful classification
using the GMM or GaMM, if they are included.

Figure C.3: Breathing Durations from observations
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Development

D.1

Organization

The following section presents the concept of the Relative Energy Spectrum. The
Modeling Resonantors section addresses the use of the Laplace, Gaussian and
Student’s t distributions as resonator models and introduces the concept of a kernel
of distributions and subsequent refinements of the kernel compositions. The
Experimentation section examines the use of Expectation Maximization to identify
the kernel mixtures to perform formant extraction and the linear predictive model
based performance at decreasing signal to noise ratios (SNRs). The Formant
Tracking section looks at how the performance of tracking formants using the new
approach.
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D.2

The Relative Energy Spectrum

To begin with, let us consider the discrete spectrum resulting from a Discrete
Fourier Transform (DFT). In most instances, this is generated using then Fast
Fourier Transform (FFT). In the following discussion these terms will be used
interchangeably. The resulting values are a measure of the amount of energy
present (nj ) at each discrete frequency (fj ). Bear in mind that the algorithm
produces a complex result that has both magnitude |nj | and phase (φ). In general,
when looking for the resonant peaks of the spectrum, we examine the magnitude

squared |nj |2 or energy spectrum for peaks or the phase spectrum for phase
reversals. One nice property of the magnitude spectrum is that there are no
negative terms. So it is possible to sum the magnitude squared terms without any
loss of information. More specifically, one frequency energy does not cancel any
part of another frequency’s energy. In addition, it is also crucial to observe that an
FFT always has a finite interval [f0 , · · · , f N ] or set of N discrete frequencies. The
number N can correspond to the number of observed signal data points and are a
function of the sampling frequency. This number of points are sometimes rounded
up to the nearest power of 2 to take advantage of the symmetry in the
computations. The extra data points are set to zero.
The next observation is that we can sum the squared magnitudes or energies and
divide each term by this sum. Thus, the resulting relative energy can be expressed
as

n2j
|Y (fj )| 2
P
=
p (fj ) = P
2
2
k∈[0,N ] nk
k∈[0,N ] |Y (fk )|

Now suppose, that we define the following sum
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P {f ≤ f k } =

X

p (fj )

(D.2)

j∈[0,k]

Thus, through induction we can show that the function P {f ≤ f k } is
monotonically increasing function. To do this, let us assume that the discrete
frequencies as arranged in increasing order such that f0 < f1 < · · · < fN . Also
note, that the DFT frequencies are evenly spaced over the interval as are so that
fi 6= fj , ∀i 6= j, ∀ i, j ∈ [0, N ]. So, if we substitute (D.1) into (D.2) and then
regroup the summation we see that

P {f ≤ f i } =

n2j

X
P
j∈[0,i]

k∈[0,N ]

(D.3)

n2k

Note, the sum in the denominator is a constant we can move the first sum to the
numerator.

j∈{0,···,k}

n2j

i∈{0,···,N }

n2i

P
P {f ≤ f k } = P

(D.4)

Separating the summation into a single term and a partial sum we get

P
n2k + j∈{0,···,k−1} n2j
P
P {f ≤ f k } =
2
i∈{0,···,N } ni
P
2
n2k
j∈{0,···,k−1} nj
P
=P
+
2
2
i∈{0,···,N } ni
i∈{0,···,N } ni

(D.5)


Now if we recognize the partial sum is essentially the definition of the P f < f k−1
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n2k

P {f ≤ f k } = P

i∈{0,···,N }

n2i


+ P f ≤ f k−1

(D.6)


This implies that P {f ≤ f k } > P f ≤ f k−1 .
Further, the FFT yields a function confined to the set of [f1 , · · · , fN ] and is zero
outside the interval we can conclude that

P {f ≤ f k } =


 0, &f 6∈ [f0 , fN ]
n2
Pj∈{{0,···,k}} 2j ,
n
i∈{0,···,N } i

P



&f ∈ [f0 , fN ]

(D.7)

and that P {f < f 0 } = 0. Similarly, we can reason that the function is bounded
above, since P {f ≤ f N } = 1. This derives from the observation that

j∈{0,···,N }

n2j

k∈{0,···,N }

n2k

P
P {f ≤ f N } = P

(D.8)

and that the numerator and denominator are identical, the ratio reduces to 1.
Further, let us observe that, if we restrict the relative energy spectrum to a
one-sided semi-positive interval of frequencies, [0, fN/2 ] and redefine

P {f ≤ f k } =




 0, f 6∈ 0, fN/2
P



P

j∈{0,···,k}

n2j

2
i∈{0,···,N/2} ni



, f ∈ 0, fN/2

(D.9)

That the properties proven above remain the same.
At this point we can argue, that the one-sided relative energy spectrum has fulfilled
the definition for a cumulative probability function with a probability mass
function described by equation D.1.
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D.3

Modelling Resonators

For the purposes of our discussion we will model resonators as having the following
properties: center frequency (fi ); a bandwidth (Bi ); and a gain (gi ). Then using
the following relationship, it is possible to determine the properties of the
resonator’s poles. (Note the poles are assumed to be a complex conjugate pair.)

pi = Ri exp (−θi j)

(D.10)

where Ri is the pole radius for the ith resonator and is defined as

Ri = exp (−2πBi f i /fs )

(D.11)

fs is the frequency at which the system is sampled. The phase of the pole θi is
defined as

θi = exp (−2π f i /fs )

(D.12)

With this information it is possible to generate the quadratic denominator of a
single stage transfer function.

Gi (f ) =

gi
(f + Ri exp (−θi j)) (f + Ri exp (+θi j))

(D.13)

Although the gain (gi ) does not impact the above phasor representation of the pole.
It is reflected as the gain for each filter in the parallel representation of the transfer
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function. These parallel filters can then be converted into a cascaded filter with
second-order-sections or stages.
It should be noted that the LPC approach finds a least-squares fit for the
dominator polynomial resulting from the cascading of the second-order-sections.
The approach then factors this fit into the complex conjugate roots and thus
recovers an estimate of the contributing resonator’s properties.
Thus, we can clearly see that each resonator is described as a decaying exponential.
This motivates the paper to examine probability distributions that reflect this
decaying exponential form. The paper will examine the use of a Normal, Laplace,
and t Location-Scale distributions. Each exhibits, varying degrees or abilities to
represent the exponential decay as shown in Fig. 3.2.
The non-centered Laplacian concentrates the energy over a smaller bandwidth
resulting in very fast decay. The t Location-Scale is more flexible and places more
weight to its tails than a Gaussian distribution or center the weighting towards the
middle like the Laplacian spectrum. The paper will evaluate the use of these as
models of a resonator against a set of six known relative energy spectral patterns
and then against a set of spectrums resulting from processing phonemes isolated
from speech samples.

D.3.1

Multiple Resonators in a Spectrum

Now suppose that the spectrum is not a simple resonator spectrum as discussed in
the preceding section. In this instance the distribution would appear to be
multimodal (Fig. 3.1). A multimodal distribution is often the result of having more
than one underlying process being observed with a common statistic. In the case of
a relative energy spectrum, the peaks are the consequence of more than one
resonator reinforcing contribution to the observations of energy.
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One approach to dealing with a multimodal distribution is to use a mixture model.
The model consists of a basis of independent distributions whose weighted sum can
account for the observed multimodal distribution. The relative energy function
satisfies the probability function definition, this approach is reasonable.
The mixture model assumes that the resulting spectrum/distribution is the
weighted sum of a set or ensemble of resonator distributions, that are superimposed
on each other as given below.

X

p (f ) =

wi pi (f |µi , σ i )

(D.14)

i∈{1,n}

where there are n-distributions in the ensemble. Each of the resonator distributions,
pi (f | µi , σi ), has its own fitting parameters µi and σi . Each distribution also has a
weighting term, wi , that is used to balance the contribution from each distribution.

D.3.2

Non-Centered Laplacian Resonators

The Laplacian distribution, L (f | µ, b), has 2 fitting parameters as shown in the
following distribution function.



|f − µ|
1
exp −
L (f µ, b) =
2b
b

(D.15)

where µ is the center value for the distribution and corresponds to the resonator
spectrum mean (µ). The shaping parameter, b, is a function of the resonator’s
variance (σ 2 ) and can be found as follows.

r
b=

σ2
2

(D.16)
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The mixture function of non-centered Laplacians is defined as

L (f ) =

X

wi L (f | µi , bi )

(D.17)

i∈{1,n}

Since the Relative Energy distribution is a probability function, it can be
demonstrated that the mean and the variance of this function exist. The weighted
sum of the means will be the mean for the observed relative energy spectrum.
Similarly, it is possible to claim that the variance of the observed spectrum will also
be the weighted sum of the component distributions.
Using an expectation maximization algorithm, it is possible to find the optimal set
of weights. The algorithm uses an iterative process consisting of three stages. The
first step is to randomly initialize the weights and the parameters are initialized to
the sample mean, x, and the sample variance in equation D.16. A slight random
perturbation to create an initial estimated of the parameters.
The second step is to use the parameters to estimate the probabilities needed for
the expectation step.



Lbi (f ) =wi Li f |b
µi , b̂i

(D.18)

These values are then normalized as shown here.



Lbi (fk )
Lbi (f ) =wi Li f |b
µi , b̂i
Lei (fk ) = P
b
i∈{1,n} Li (fk )
The third step
the component estimates of the mean, Ê [f ] and
 is to update
2 
variance Ê f − Ê [f ]
.
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X

Lei (fj ) fj

(D.20)


∞
2 
X
Ê f − Ê [f ]
=
Lei (fk ) (fj − E [f ])2

(D.21)

Ê[f ] =

j∈{0,··· ,N/2}

j=−∞

The estimates of the weights are the finally updated for the start of the next second
step.

wi =

1
N/2

X

p̃i (fk )

(D.22)

k∈{1, ··· , N/2}

The iterations continue until the differences between the estimated parameters of
the last iteration and the current iteration reach a small predetermined value or
accuracy.
On the surface the weight estimate update approach sounds reasonable. But in the
case of the Laplacian distribution, we found that if one resonator dominates the
other resonators. Its contribution to the spectrum is significantly greater than the
others, the algorithm will systematically eliminate the other resonators leaving just
one distribution with all the weight. To counter this we used the novel approach of
a minimax function on the calculated weights to enforce the need to use the
number of specified resonators in the final mixture. The following function is used.



wi = max min (wi , 0.9), 0.01
w

(D.23)

w

In effect, we are saying that no distribution can contribute more than 90% to the
observed spectrum and no less than 1% to the spectrum. In a way this can be

107

Appendix D. Relative Energy Spectrum Development

viewed as an adaptive way of assigning filter bank boundaries. Thus, a resonator is
not dropped from the set with a weight of zero.

D.3.3

Gaussian Resonators

The use of a mixture of Gaussian distributions, N (x|µ, σ) , to model a multimodal
distribution is well understood. The N (x|µ, σ) is defined as

(x − µ)2
exp −
N (x|µ, σ) = √
2σ 2
2πσ 2
1

!
(D.24)

The Gaussian mixture function is defined as

X

N (f ) =

wi Ni (f | µi , σi )

(D.25)

i∈{1,n}

It is easy to show that the expected value using the current mixture total
probabilities.

X

µ=

wi µi

(D.26)

i∈{1,n}

The mixture function’s variance is

σ2 =

X

wi σi2

(D.27)

i∈{1,n}
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D.3.4

t Location-Scale Resonators

The t location-scale distribution has the probability density function given by

f −µ
Γ((ν + 1) /2) ν + σ

p (f |µ, σ, ν) = √
ν
σ πυΓ υ2

2 !−(ν+1)/2
(D.28)

where ν is the number of degrees of freedom, Γ (•) is the gamma function, and

t=

f −µ
σ

(D.29)

Based on the above relationship the parameters can be thought of as having a
Students-t with ν degrees of freedom, a centering parameter (µ); scaling parameter
(σ).
Since the number of points used in the fitting is 666. The number of degrees of
freedom is 665. The Matlab Γ (•) function returns a value of inf for 333. A value
of 100 was chosen to simplify the calculations.

D.3.5

Mixture of Kernels of Distributions

Suppose that instead of each distribution at each mean being a single distribution,
we could fit a group of distributions at each mean. We use a mixture of Gaussian,
Laplacian and Student’s-t at each resonant frequency. This allows for a better fit
by allowing more flexibility.

p (f ) = wT d (f | V )

(D.30)
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The resulting probability density function is composed of the kernel distributions,
ki (f | Vi ), whose contribution is the linear weighted sum (equation D.31).

ki (f | Vi ) = riT D (f | Vi )

(D.31)

where D (fj | Vi ) is a vector representing the values of the compound distributions
using parameter set Vi at frequency f .




D (f | Vn ) = 


N (f |µN,n , σN,n )
L (f | µL,n , bn )
T (f |µT,n , σT,n , v)







(D.32)

All the kernel distributions share the same mean, µn . and variance, σn2 . Thus, the
kernel becomes,




N (f |µn , σn )
 
 
p


2
D (f | Vn ) =  L f µn , σn /2 


T (f |µn , σn , ν)

(D.33)

The parameter set consists of {µn , σ n , ν}. The contribution vector,
rnT = [rN,n , rL,n , rG,n , rT,n ], represent the contribution from each member
function for the nth kernel. This implies that the kernel’s variance is the linear sum
of the individual distributions weighted by the responsibility of each member
functions.
As can be seen in Fig. 3.2, the Laplacian element dominates the middle region of
the kernel mixture model. The Normal distribution contributes to the Base Region
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of the kernel and helps support bandwidth modeling. Finally, the Students-t
distribution’s contribution is used to make the tails thicker. This tail effect is
important in modeling the nose floor as discussed in the next section.

D.4

Modeling Noise Using Normal Distributions

In the mixture model we can model Gaussian White noise as a uniform distribution
or a set of Normal distribution where µ  σ.
In an expectation maximization model context the uniform distribution presents a
problem. The mean is set to a value based on the span of frequency ranges and the
variance is also a function of the range of frequencies. These never change since the
interval never changes.

µ=

1
(fmin + fmax ) ,
2

σ2 =

1
(fmax − fmin )2
12

(D.34)

Also, the probability density function is defined as

U (f |fmax , fmin ) =

1
fmax − fmin

(D.35)

This makes using the distribution difficult since the noise floor height is a function
of the variance of the additive Gaussian noise. If the variance is greater than the
uniform probability, then the weight associated with the Uniform distribution
would have to be greater than 1.
Using a sum of normal distributions provides an approximation of a uniform
distribution as shown below. In this figure it is the sum of the overlapping tails of
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the Normal distributions that smooths out or creates a level probability. Like the
uniform distribution, there are some limitations to this approach.
The first limitation deals with the initial region (0 to 500 Hz) where the values
start building up to a uniform distribution. This could be remedied by using
normal distributions with means at negative frequencies. So that the mixture
distribution would include a complete set of overlapping tails as found in the higher
frequencies. This is an artificial approach and is not in keeping with the concept of
the expectation maximization algorithm.

Figure D.1: Using a mixture of Normal Distributions to estimate a Uniform distribution

The approach used in this paper is to allow the sum of the tails from the
distributions fitted to the resonate peaks account for the noise floor. Like the
uniform distribution approximation using a mixture of normal distributions
proposed earlier.
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