Common engineered systems implement computations using circuits, as do many biological systems (e.g., gene regulatory networks). The topology of such circuits introduces constraints on the physical system implementing the circuit. Here we derive the addition to the minimal heat flow out of a system that implements a desired computation using a given circuit rather than using an idealized system that has no constraints. We call this additional minimal heat flow "circuit Landauer loss". We show that in general different circuits computing the same function have different circuit Landauer loss. This leads to a novel optimization problem, of how to design a circuit to compute a given function with minimal circuit Landauer loss.
I. INTRODUCTION
Understanding the minimal resources required to perform a given computation has been a long-standing focus of research in the physics community, being studied for (semi-) classical systems under the rubric of "thermodynamics of computation" or "thermodynamics of information processing" [1, 2] .
1 Modern work on this issue can be traced back to the seminal analysis of Landauer in which he concluded that thermodynamic resources of at least k B T ln 2 were needed to run a 2-to-1 map like bit-erasure on any physical system [5] [6] [7] [8] [9] [10] [11] [12] [13] . Due to its semi-formal nature, Landauer's analysis generated some controversy in the physics community [14] [15] [16] [17] . Nonetheless, his proposal inspired a burst of early research relating the resource concerns of computer science theory with the resource concerns of thermodynamics [18] [19] [20] [21] .
Since then, there has been dramatic progress in our understanding of non-equilibrium statistical physics [2, 16, 17, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . This has resulted in a fully formal understanding of the thermodynamics of bit erasure, substantially extending the conclusions of Landauer and others [1, 2] . For example, there has been recent research on the minimal work required to drive a physical system's dynamics during some interval t ∈ [0, 1] in a way that ensures that its state x ∈ {0, 1} evolves according to some desired conditional distribution P (x ′ |x). By identifying x as the "information bearing degree of freedom [11] " of an information-processing device, these analyses can be seen as fully formal elaborations of the analyses of Landauer et al. on the thermodynamics of bit erasure, extending it into a so-called "generalized Landauer's bound" [14, [37] [38] [39] .
After Landauer's paper, one major thrust of research concentrated on the thermodynamic requirements of implementing Turing machines (TMs) in physical systems [10, [40] [41] [42] . In these papers TMs were modeled as systems that perform long sequences of bit erasures, which allowed Landauer's results to be applied.
However, almost all modern-day computers are built out of digital circuits. Similar architectures are also used in many other information-processing systems, e.g., cellular regulation networks in biology. Any given circuit connects a finite number of gates, and operates on only a finite number of input bits. In contrast, a crucial feature of TMs is that they can operate on an infinite number of bits. As a result, any given circuit is computationally weaker than a Turing machine (technically, they are weaker than a TM that actually does access an arbitrarily large number of bits, e.g., the class of universal TMs [43] ).
This might lead one to suspect that the analysis of the minimal thermodynamic requirements of circuits differs substantially from the corresponding analysis for TMs. Despite this, the minimal thermodynamic requirements of computations performed with circuits has received very little attention in the literature, outside of the special case where all the gates in the circuit are logically reversible [44] [45] [46] [47] . Specifically, the study of the minimal thermodynamic requirements of circuits built with the conventional, logically-irreversible gates used in modern computers (AND gates, XOR gates, etc.) received almost no scrutiny.
Indeed, as Gershenfeld wrote in 1996 [48] , "The investigation of low-power computing {in circuits built of conventional gates} is currently being done by two relatively disjoint camps: physicists who study the limits of single gates, but do not consider whole systems, and engineers who are making evolutionary improvements on existing designs, but do not consider fundamental limits {of full circuits}. 2 In that paper Gershenfeld works through some elementary examples of the thermodynamics of circuits built from conventional gates, and how the global structure of circuits (i.e., their wiring diagram) affects their thermodynamic properties. He concludes that the "next step will be to extend the analysis from these simple examples to more complex systems". 3 However, there has been very little progress since Gershenfeld's paper on how the thermodynamic properties of entire digital circuits depends on their wiring diagram.
(The few papers we are aware of that are related to this issue are discussed in Section I C below.) Indeed, the modern analyses of the minimal work required to implement an input-output map usually assumes there are no constraints on how the physical system can implement that map, except possibly for constraints on finitetime [58, 59] . However, suppose that when analyzing the thermodynamics of a given circuit, we restrict attention to physical systems that only have direct coupling between gates if those gates are also connected in the circuit's wiring diagram. One might expect that these constraints based on the circuit's wiring diagram change the thermodynamic calculations from the conventional ones that concerned unconstrained systems -exactly as Gershenfeld argued.
A. Scenario analyzed in this paper
In this paper we begin to analyze the thermodynamics of circuits using the tools of modern nonequilibrium statistical physics, which have proven so fruitful in analyzing the thermodynamics of implementing both bit erasure and more general input-output maps when there are no constraints on the physical system implementing the map. We consider the following scenario: There is an engineer who has an infinite supply of digital gates, each of which computes some input-output function from a finite set of such functions. In principle, we allow the function computed by each gate to be either deterministic (singlevalued) or stochastic, though the former scenario is more common in real-world circuits. The engineer wishes to implement some given (possibly noisy) function. To do this, they will choose some of those gates and wire them together as a conventional "straight-line" circuit [60] , i.e., a circuit that can be represented as a directed acyclic graph (DAG) with a different gate at each node. (So there is no branching or looping within the circuit. ) We are interested in circuits that can be used an arbitrary number of times, where the input-output function of the implemented circuit is the same each time it is used. In addition, assuming that inputs to the circuit are sampled IID from some distribution p, we require that the expected thermodynamic behavior of the circuit is the same each time it is used. To guarantee that the circuit has these properties, we require that the thermodynamic state of each gate in the circuit is reinitialized to the exact same state after every use. We also assume the thermodynamic behavior of our gates are well-described by semi-classical nonequilibrium statistical physics in a finite state space 4 To keep our analysis well-defined (and realistic), we require that the only direct physical connections between gates in a circuit are those specified by the wiring diagram of the circuit. So in particular, after some gate g has performed its input-output map, and then sent its output to the downstream gates, the process that reinitializes its state (in preparation for the next use of the overall circuit) is not allowed to depend on the physical state of any gates other than those that either feed into the inputs of g or receive the outputs of g.
In both the current paper and [63] we impose no restrictions on the input-output map of each gate in the circuit. The gates can be noisy, deterministic, "(logically) reversible" (e.g., Fredkin gates), etc., and the formulas all still hold. 5 The gates could even be deterministic (discretized) sigmoidal functions or linear rectified functions, as in a feedforward neural net, and again the results would apply to the circuit (which in this case would be a neural net). However, to ground thinking, the reader may want to presume that the circuit being considered is a Boolean circuit, where each gate performs one of the usual Boolean functions, like logical AND gates, XOR gates, etc. (In fact, we will use the terminology of Boolean circuits, even though our results apply more broadly.) 4 The finite state space assumption is valid, for example, if the microstates of the device are a set of n spins, and we identify each joint state of those spins as a different (bit-string-valued) state of our computational system. This assumption can also hold if the device is partitioned into a set of macrostates and we identify each macrostate as a different state of our computational system. However, in this case, there are some extra thermodynamic assumptions we must make, e.g., concerning the "internal entropies" of the various macrostates [2, 61, 62] . For the purposes of the current paper, either we can assume the states we consider are microstates, or that they are macrostates with these extra assumptions holding. 5 As mentioned above, while modern nonequilibrium statistical physics has been applied to bit erasure, it has not previously been applied to reversible circuits built out of reversible gates. In light of this, in App. G we provide a modern analysis of the thermodynamics of reversible circuits.
B. Contributions of this paper
Let p pa(g) indicate the distribution of inputs to a gate g in a circuit, i.e., the joint state of the parents of g just before g runs. In general, p pa(g) will depend on where exactly g lies in the circuit. Moreover, changing p pa(g) (i.e., changing the distribution of the initial states of that gate) changes the thermodynamic cost of operating g [64] . Because of this, even if two circuits C and C ′ use the exact same gates, if we wire them together in a different way, then in general the total thermodynamic cost of running C (given by summing the thermodynamic costs of all its gates) will differ from that of running C ′ . To understand this dependence, we first need to analyze how the total heat flow (or, more generally, entropy flow) out of a physical gate g running conditional distribution Π g on initial distribution p pa(g) depends on p pa(g) . Our first contribution is to provide such an analysis in Sec. III B, with an exact decomposition of heat flow out of a gate when it is run into a sum of three terms. Crucially, each of the three terms depends in a simple and explicit way on p pa(g) , exactly as we need.
The first of the three terms we derive can be identified with (a generalization of) the Landauer cost of applying Π g to p pa(g) . This term depends only on Π g and p pa(g) , and is independent of the "nitty-gritty" physical details of how the gate operates.
The sum of the second and third terms instead specifies how the irreversible entropy production of the gate depends on p pa(g) . In contrast to the first term, each these second two terms do depend on the physical details of how the gate operates.
Like the first term, the second term depends on Π g and p pa(g) . However, as mentioned, it also depends on physical details of how the gate operates. These details can be encapsulated in the form of a distribution q pa(g) .
For one special case of conditional distributions Π g (·|·), the third term is a just an additive constant, also reflecting physical details of how the gate operates, but independent of p pa (g) . (This special case was analyzed in [64] .) In all other cases, the third term is given by an inner product of p pa(g) with a non-negative vector, v g . It is that vector which encapsulates how the third term depends on the physical details of how the process operates.
This decomposition of the heat flows allows us to calculate the thermodynamic costs at any gate in a circuit, given the wiring diagram of the circuit and the distribution of inputs to the overall circuit. However, a complete analysis of the thermodynamics of circuits must also account for the thermodynamic costs of the intragate connections (i.e., the "wires" connecting the gates). To analyze those costs, we represent any wire as a "gate". whose Π g corresponds to an identity function (at least to an extremely good approximation).
As shown below, the first term in our decomposition of heat flow is zero for such a Π g , i.e., the Landauer cost is zero. The second term in our decomposition is also zero. The remaining, third term -which gives the entire entropy flow of the wire-gate -reduces to the inner product of p pa(g) and v g .
Under the simplifying assumption that all wires run physically identical processes (which physically would require, for example, that they all have the same length), v g is the same for all wires. Under this assumption, we can directly account for the thermodynamic costs of transmitting information down the wires of the circuit as well as the thermodynamic costs of operating the gates connected by those wires.
6
Making this assumption, in Sec. IV we use the results of Sec. III B to derive the general formulas giving the thermodynamic costs of a circuit, as a function of the input distribution to the circuit and of the circuit itself (i.e., its wiring diagram and the functions implemented by the gates at its nodes). We express these formulas in terms of several quantities which are of independent interest. One of these is the unavoidable addition to the minimal entropy flow out of a circuit computing a given function in comparison to the minimal entropy flow out of an "all at once" (AO) monolithic device, not constrained to use any particular circuit topology, that computes the same function. This addition to the minimal possible entropy flow can equivalently be viewed as extra, unavoidable entropy production that arises due to using a circuit, even a circuit whose gates are each thermodynamically reversible, when considered in isolation. The other quantities arising in our formulas involve the entropy productions of each of the gates by themselves, considered in isolation, with input distributions to the gates (and therefore their EPs) determined by where they are in the overall circuit.
In Sec. V we evaluate these general results for the special case of (circuit) formulas, which are circuits with a single output and in which all gates have outdegree 1. This uncovers new connections between thermodynamics and information theory. In particular, our expressions for the thermodynamic costs of formulas involve several extensions of mutual information to the case of more than two random variables. (Some of these extensions are new to the literature. ) We end in Section VI with a discussion of two related manuscripts in preparation, and a general discussion of future work. In particular, we note some interesting issues concerning the thermodynamics of reversible circuits (comprised of Fredkin / Tofolli gates) uncovered by our analysis. We also briefly introduce the implications of our analysis for the thermodynamics of other kinds of computational automata besides circuits, e.g., finite automata, push-down automata, Turing machines, etc.
Before presenting our results, in Section I C we discuss related earlier work. Then in Section II we introduce general notation and provide a minimal summary of the 6 In future work we intend to extend this model, e.g., by allowing wire lengths to vary and assuming that vg is proportional to the length of the wire g.
parts of information theory and circuit theory that will be used in our analysis. This is followed in Section III A by a summary of the "generalized Landauer bound". It is after this that we begin the presentation of our new results. All proofs longer than several lines are collected in App. F.
C. Related work
There are a few other papers in the literature that involve modern nonequilibrium statistical physics and are related to the thermodynamics of circuits. One is the analysis in [65] , on the thermodynamics of arbitrary Bayes nets. The focus of that paper is on the Landauer cost of the overall Bayes net, and on an integral fluctuation theorem for the overall Bayes net. While Bayes nets can be viewed as noisy circuits, that paper is not motivated by the thermodynamics of digital circuits per se, and thus does not impose the requirements that the Bayes net be decomposable into a network of gates which must reset their logical and thermodynamic state. It also does not consider the dependence of the EP of a gate on the distribution over the gates initial states.
Another tangentially related paper is [66] . That paper considers the thermodynamics of Boolean network models of triples of genes involved regulatory networks. Yet another related recent paper is [55] , which considers the thermodynamics of information-processing performed by "modular" systems, of which a digital circuit is a specific example. This work focuses mostly on a single gate however. Perhaps the most closely related work is [67] , which considers modular systems more generally.
[68] can be viewed as an extension of this paper, together with some related ones. Specifically, [68] takes a distilled version of the nonequilibrium statistical physics results underpinning the current paper as given. It then discusses some of the many new avenues for research in computer science theory literature these results open up.
Finally, this paper is the first of three papers presenting a preliminary analysis of the thermodynamics of circuits; the associated papers are briefly discussed in Section VI A.
II. FORMAL BACKGROUND

A. General notation
We take the binary values to be B ≡ {0, 1}, and as usual for any set A, A * is the set of all semi-infinite strings of elements from A. Given a directed acyclic graph (DAG) Γ, we indicate its root nodes as R(Γ). We write the Kronecker delta function as
We also write the indicator function for any Boolean function f (z) as
(where 1 is the Boolean TRUE, and 0 is FALSE). In addition, we will generically write an identity matrix as 1.
In general, random variables are written with upper case letters, and instances of those random variables are written with the corresponding lower case letters. We use the upper case letter indicating a random variable, e.g., X, to also indicate the set of possible outcomes of the random variable. For a random variable X distributed according to p and any X ′ ⊆ X, we write p(X ′ ) = x∈X ′ p(x). Given some set X, we write the set of all distributions over the elements of X whose support is restricted to some subset X ′ ⊆ X as ∆ X ′ . We define an island of a conditional distribution Π(y|x) as any subset of X given by the transitive closure of the equivalence relation,
We write the set of all islands of Π(·|·) as L(Π).
In words, islands are defined so that it is impossible for any final state to be reached from initial states that are located in different islands. Accordingly, the set of islands form a partition of X. In accord with this we make the obvious definitions that for any distribution p(x) and any c ∈ L(Π), p(c) = p(X ∈ c) = x∈c p(x) and p c (x) = p(x|X ∈ c) = p(x)I(x ∈ c)/p(c). As an example, any conditional distribution that allows any final state y to be reached from any initial state x, i.e., if Π(·|·) is everywhere strictly positive, has a single island. On the other hand, the conditional distribution that implements the logical AND operation,
has two islands, corresponding to (a, b) ∈ {{0, 0}, {0, 1}, {1, 0}} and (a, b) ∈ {{1, 1}}, respectively.
Note that the islands of a dynamic process depends on how long it runs. For example, suppose X = {a, b, c}, Π is a single-valued, deterministic function, and Π(a) = a, Π(b) = a, while Π(c) = b. Then Π has two islands, {a, b} and {c}. However if we iterate Π we have just a single island, since all three states get mapped under Π 2 to the state a.
Intuitively, the islands of a process are different systems, effectively isolated from one another for the duration of the process. As this suggests, to calculate the irreversible entropy production of running the full, "composite system", extending over all the islands, we must average the entropy production given by running each separate island, according to the probabilities of our starting the system in each of those islands.
Given any conditional distribution Π(y|x) and a distribution p over X, we write Πp for the distribution over Y induced by Π and p,
When discussing physical processes, we will not specify units of time, and often implicitly change them. For example, the time interval [0, 1] sometimes will refer to the time to run an entire circuit, and sometimes refer to the time to run a single gate within that circuit. Always the context will make the meaning clear.
B. Relevant information theory
We write the Shannon entropy of a distribution over a set X, the KL divergence (sometimes called "relative entropy") between two distributions both defined over X, and the cross-entropy between two such distributions, respectively, as
We sometimes refer to the second arguments of KL divergence and of cross-entropy as a reference distribution.
As standard, we write the conditional entropy of a random variable X conditioned on a variable Y under joint distribution p as
The chain rule for entropy [69] says that
We write the mutual information between two random variables X and Y jointly distributed according to p as
and we drop the subscript p where the distribution is clear from context. We also make use of the data processing inequality for mutual information [69] , which states that if we have random variables X, Y , and Z, and Z is a stochastic function of Y , then I(X; Z) ≤ I(X; Y ).
Where the random variable is clear from context, we sometimes simply write S(p), D(p r), and S(p r).
When considering a set of random variables, we usually index them and their outcomes with superscripts, as in X 1 , X 2 , . . . and x 1 , x 2 , . . .. We also use notation like X 1,2 to indicate the joint random variable (X 1 , X 2 ).
One extension of mutual information to more than two random variables is known as total correlation, or multiinformation [70] :
We sometimes use this same notation when X has just two components, in which case multi-information is the same as mutual information. Like mutual information, multi-information is always non-negative [70] . The multiinformation of a distribution p over X 1,2,... is a measure of the amount of information we can learn from the random variables X 1 , X 2 , . . . considered together, that we cannot extract from them considered in isolation from one another. In other words, it is a measure of the strength of the statistical dependencies of the variables X 1 , X 2 , . . ., under p.
We sometimes use superscript conditioning bars to indicate conditional versions of these information theoretic quantities. In particular, given two joint distributions p a,b and r a,b over a product space X a,b = X a × X b , we sometimes write the conditional KL divergence between p and r of X a given X b as
We write S(Πp) to refer to the entropy of distributions over Y induced by p(x) and the conditional distribution Π, as defined in Eq. (4).We use similar shorthand for the other information-theoretic quantities, D(· ·), S(· ·) and I(·). In particular, the chain rule for KL divergence and the data-processing inequality for KL divergence, respectively, are [69] :
2. For all distributions p, r over the space X and conditional distributions Π(y|x),
(Note that by combining the chain rule for KL divergence with the chain rule for entropy, we get a chain rule for cross entropy.) Many of our results below are formulated in terms of the multi-divergence between two probability distributions over the same multi-dimensional space. This is (apparanetly) a new information-theoretic measure, loosely analogous to multi-information, defined as follows:
Multi-divergence measures how much of divergence between p and r arises from the correlations among the variables X 1 , X 2 , . . ., rather than the marginal distributions of each variable considered separately. See App. A for a discussion of the elementary properties of multi-divergence and its relation to conventional multiinformation. Finally, we define the difference between conventional multi-information and multi-divergence as the cross multi-information:
(Cross multi-information also appears to be a new information-theoretic measure, introduced in this paper.)
is the reduction in expected codeword length if we use a codebook optimized for joint events (x 1 , x 2 , . . . ), rather than concatenating codewords produced separately for each component of x i using distinct codebooks that are separately optimized for each of those components, where all of these codebooks are optimized for r while events are actually generated by sampling p. Thus, I(p(X 1,2,... ) r(X 1,2,... )) = 0 if r is a product distribution.
As shorthand, we often write I(p), D(p r), and I(p r) when the set of random variables X 1,2,... is clear from context. In the usual way, if r(x) and p(x) both equal 0 for some x's, then we implicitly redefine D(p r) and D(p r) to be the limit as those probabilities go to zero.
C. Relevant network theory terminology
For the purposes of this paper, a circuit is a special type of Bayes net [65, 71, 72] . Formally, a circuit C is a special kind of tuple (V, E, F, X). The pair (V, E) specifies the vertices and edges of a DAG, which we call the wiring diagram of the circuit. X is a Cartesian product one for each non-root node v of the DAG, mapping the joint value of the (variables at the) parents of v, x pa(v) , to the value of (the variable at) v, x v . In conventional circuit theory, F is a set of single-valued functions. However, we make no such restriction in this paper.
Following the convention in the Bayes nets literature, we orient edges in the direction of logical implication, i.e., in the direction of information flow. So the inputs to the circuit are the roots of the associated DAG. When there is no risk of confusion, we simply refer to a circuit C, with all references to V, E, F or X implicitly assumed as the associated elements defining C. When considering multiple DAGs, we use subscripts as needed to indicate the precise one being considered, e.g., writing pa C to indicate the parent relation under the DAG of C.
We use the term gate to refer to any non-root node. We sometimes write the set of all gates in a circuit as G, where G ⊆ V , and use g ∈ G to indicate particular gates, with the specification of the full associated circuit implicit. An input node is a root node, and an output node is a leaf node. We assume that all output nodes are gates (i.e., there is no root node which is also a leaf node). We write x IN ∈ X IN for the joint state of the input nodes, V IN , and similarly write x OUT ∈ X OUT for the joint value at the output nodes, V OUT .
We indicate the set of all nodes that are children of some node v as V ch(v) , or just ch(v) for short, and use similar expressions for the union of the children of a set of nodes. Similarly, the parents of node v are written as pa(v), etc.
For any circuit C, we write the conditional distribution implemented at its node v as Π C v (x v |x pa(v) ). (When C is implicit, we sometimes shorten this to Π v .) We write the conditional distribution implemented by the overall circuit as
, the combination of the p IN and conditional distributions at the gates specifies a joint distribution over x ∈ X, the joint space of all nodes in the circuit, given by as
This joint distribution over all nodes in the DAG specifies a probability distribution over each node v in the DAG, which we write using superscripts as p v (x v ). We also associate a distribution over the joint state of the parents of any node v in the circuits, which we write as p pa(v) (x pa(v) ). We refer to these distributions as the distribution p IN propagated to v, to pa(v), etc. In the special case where all non-output nodes in a circuit have outdegree 1 and there is a single output node, the circuit is called a (circuit) formula. In the context of formulas, we use v OUT to indicate the single element of V OUT . In the context of circuits, we use the term AO device to mean a circuit with a single gate, and write AO(C) to mean an AO device that implements the same conditional distribution Π C as C. We use p ∅ v to indicate a distribution over X v that is a delta function over some special initialized value. Without loss of generality we call such an initialized value '0', so p ∅ v (X v = x) = δ(x, 0). 8 We also use the notation p ∅ pa(g) to indicate that all parents of g have all probability mass on their initialized value, i.e., for each v ∈ pa(g),
Not that the conventional representation of a specific physical circuit as a (Bayes net) DAG, the wires in the physical circuit are identified with edges on the DAG, not nodes. However, as mentioned above, we wish to account for the thermodynamic costs of communication down a wire, and so we model wires themselves as gates. This means that the DAG (V, E) we will use to represent any particular physical circuit differs from the DAG (V ′ , E ′ ) that would be used in the conventional representation of that circuit. Formally, use the term wire-gate to mean any gate in a circuit that has a single parent and implements the identity map, i.e., set their state by x w = x pa(w) . Then we map each edge in the circuit E ′ into an explicit node (i.e., a wire-gate) in V , with an associated transformation of the edges in E to give the edges in E ′ . So the edges in E don't correspond to physical wires (unlike the edges in E ′ ). Rather they indicate logical identity: an edge e ∈ E going out from a non-wire gate g into a wire-gate w is simply an indicatation that x g is the value of the (sole) parent of w.
Finally, we sometimes use the terms "gate", "circuit", etc., to refer to physical systems with physical states, and sometimes to refer to the associated abstract mathematical conditional distributions in a DAG. The intended meaning should be clear from context.
III. NONEQUILIBRIUM STATISTICAL PHYSICS
In the first subsection of this section, we review the conventional decomposition of the entropy flow (EF) of a physical process running on a system to the change in entropy of that system and the (irreversible) entropy production (EP) produced when running that process.
In the second subsection, we extend some of our earlier work [64] to introduce new results. These specify how the EP of a process operating on some state space depends on the initial distribution of states even in cases that are not covered by the analysis in [64] . These new 8 As mentioned in the introduction, in this paper we do not explicitly consider the case where the logical states of the gates are physically implemented as coarse-grained macrostates of a system. Perhaps the simplest way to extend our analysis below to this case would be to simply redefine our notation so that for all nodes v, "p ∅ v " means a microstate distribution that is uniform within macrostate '0', and zero for all other microstates. results allow us to evaluate how the EF of an arbitrary process, implementing some conditional distribution Π of final states given initial states, varies with changes to the initial distribution of states that the process runs on. As elaborated in subsequent sections, this dependence is the central feature determining how the EF of an entire circuit, with many gates, each of which runs their own distribution Π, depends on the "flow of probability" through those gates as the circuit runs.
A. Generalized Landauer Bounds
Consider a physical system with countable state space X that evolves over time t ∈ [0, 1] while in contact with one or more thermal reservoirs, while possibly also undergoing driving by a work reservoir. We refer to the set of thermal reservoirs and the driving -and, in particular, the stochastic dynamics they induce over X -as a physical process. Here we focus on the scenario where the system dynamics is a continuous time Markov chain (CTMC), although our results are more general.
In this scenario, we can write the total (reversible) entropy flow out of the system over the course of the process P, EF, as the sum of two terms. The first is the change in entropy of the system during that process, and the second is the (irreversible) entropy production EP in the system during the process [29, 32] . The second law of thermodynamics in this scenario takes the form of a proof that for any CTMC, EP is non-negative [29, 32] . We write this as
where Q P (p) is the EF, p is the initial distribution over states, and p ′ is the ending distribution over states. Physically, Q P (p) represents reversible transfer of entropy out of the system and into the thermal reservoirs. (Note that we use the convention that EF reflects entropy flowing out of the system, whereas much of the literature defines EF as the entropy flow into the system.) It is a linear function of p 0 , the initial distribution of the process. Since entropy change is a nonlinear function of p 0 , this means that EP must also depend on p 0 . Note also that while EP is always non-negative, EF can be positive or negative. We will use the expressions "the EF incurred by running a process", or the "EF to run a process", or the "EF generated by a process" interchangeably, and similarly for EP.
Given a particular process, write the associated conditional distribution of final states x ′ ∈ X at t = 1 given initial states x ∈ X at t = 0 as Π(x ′ |x). Since EP is non-negative, the EF in this process is bounded below by
Accordingly, we use the term Landauer cost to refer to the minimal EF required to compute Π on initial distri-bution p using any process, and write it as
Combining definitions, the EF under process P equals the Landauer cost plus the EP,
Note that there are no temperatures in any of these results. Indeed, in this very general setting, temperatures need not even be defined. However, often the reservoirs are heat baths, in which case each has its own welldefined temperature. If in addition the Hamiltonian of the system obeys "local detailed balance" with each of those reservoirs, EF can be written as [30] 
where k B is Boltzmann constant, T ν is the inverse temperature of heat bath ν, and Q ν is the expected amount of heat transfered from the system into bath ν during the course of the process.
Example 1. Consider the special case of an isothermal process, meaning there is a single heat bath at temperature T , that transform an initial distribution p and Hamiltonian H into a final distribution p ′ and Hamiltonian H ′ . EF then equals to (k B T ) −1 times the total heat flow into the bath. EP, on the other hand, equals (k B T ) −1 times the dissipated work of the process, where dissipated work is the work done on the system over and above the minimal work required by any isothermal process that performs the transformation
. The minimal work is specified by the change in nonequilibrium free energy from the beginning to the end of the process [2, 33, 73] .
Example 2. Consider the special case where the system is connected to several heat baths. Suppose further that p ′ = p, i.e., that the system completes a full cycle, so When there are an arbitrary number of heat baths at different temperatures, and p ′ is allowed to differ from p, we refer to Eq. (20) as the generalized Landauer's bound. To see why we use this name, suppose that there is a single heat bath, at temperature T , and that the system has two possible states X = {0, 1}. Suppose further that the initial distribution p(x) is uniform over these two states, and that the conditional distribution Π implements the function {0, 1} → 0, i.e., a 2-to-1 'bit-erasure' map. So by Eq. (21) and the non-negativity of EP, the minimal heat flow out of the system accompanying any process that performs that bit erasure is k B T (ln 2−ln 1) = k B T ln 2, in accord with the conclusion that Landauer reached. Note though that in contrast to Landauer's conclusion, the generalized Landauer's bound holds for systems with an arbitrary number of states, an arbitrary initial distribution over their states, an arbitrary conditional distribution Π, and even when the system is coupled to multiple thermal reservoirs (so that k B T ln 2 may not even be defined).
Example 3. Landauer's bound is often stated in terms of the minimal amount of work that must be done in order to perform a given computation, rather than the heat that must generated. This is appropriate for physical processes that both begin and end with a constant, state-independent energy function. For such processes, there cannot be any change in expected energy from the beginning and end of the process. Moreover, the First Law of Thermodynamics states that
where ∆E is change in expected energy from the beginning and end of the process, W is work incurred by the process, and as before, Q P (p) is the expected amount of heat that leaves the system and enters the bath. Since ∆E = 0, W = Q. So the bounds in Example 1 on the minimal heat that must flow out of the system also give the minimal work that must be done on the system. Any process which achieves σ P = 0 (i.e., the bound in Eq. (18) and Eq. (19)) for some particular initial distribution p is said to be thermodynamically reversible (when run on that distribution). If we run such a process forward from p to produce p ′ , and then "run the process backward", by changing the signs of all momenta and reversing the time-sequence of any driving, we return to p. (See [74, 75] .)
A large body of literature has developed showing that certain "quasi-static" processes can get arbitrarily closely to thermodynamic reversibility (i.e., have arbitrarily small, though nonzero, EP [2, 33, 36] ). Most of these papers were implicitly restricted to maps Π(x ′ |x) where the distribution over outputs is independent of the precise input x. (Note that bit erasure has this property.) This means the analyses in these papers do not directly apply to the most common maps performed by gates in real computers in which the output distribution is dependent on the initial state, e.g., the logical AND map. (See [14] for an early discussion touching on this limitation.) However, recent analyses have shown that the Landauer bound can be reached for arbitrary maps, including such input-dependent ones [14, 22, 37, 61, 62, 76, 77] .
All of these analyses of how to reach the Landauer bound, including the more recent ones, work by explicitly constructing a physical process that achieves the bound. In all these constructions the physical process implementing Π has arbitrary control over all degrees of freedom specifying the states x ∈ X. More precisely, in those constructions, as the system evolves the Hamiltonian changes, giving each separate state x an arbitrary trajectory of energy values. There are no restrictions on the relationship among the trajectories that reflect restrictions on how the energy values of the separate states are related, as would arise for example if x were a vector whose separate components reflect variables that are not directly coupled with one another. Such processes can be viewed as examples of an AO device, as defined above.
Finally, it is important to note that a process can be logically irreversible (like bit erasure) but still be thermodynamically reversible [2, 15, 33, 36, 61] . A process is logically reversible if we can recover the precise initial state of a given sample of that process from the final state. (More precisely, if one runs a logically reversible process forward in time starting from some state x at t = 0, ending in x ′ at t = 1, and then run the time-reversed version of the process on x ′ , one recovers x, with probability 1.) In contrast, as mentioned above, thermodynamic reversibility means we can recover the initial distributions over states from final ones. Due to this distinction, the fact that a given process obeys one kind of reversibility (or not), by itself, has no implications about whether it obeys the other kind of reversibility. This had direct implications for the thermodynamics of circuits. Suppose we have a set of gates that, considered by themselves, are each thermodynamically reversible, in the sense that if we run any one of those gates g on an appropriate initial distribution p * g to arrive at an ending distribution p ′ g , and then reverse the physical process of the gate, we arrive back at p * g . Suppose we connect a set of those gates to make a circuit, and choose an input distribution to the overall circuit, p circ , such that each gate g in the circuit ends up running on the associated distribution p * g over its inputs. So each gate is thermodynamically reversible, when considered by itself (in the sense described above). Suppose though that under p circ the inputs to different gates are statistically correlated. Accordingly, suppose we run the entire circuit forward to get a final distribution p ′ , and then reverse the physical process of the entire circuit (which involves running the reverse processes of all the gates, in the reverse order from how the gates were run in the forward pass). Then we do not return to the initial distribution p circ . (Instead we end up with a product of marginals of p circ .) So in this sense, the entire circuit is not thermodynamically reversible.
B. Mismatch costs and residual EP
In this subsection we derive the dependence of the EP of a process on the initial distribution over states. (This analysis is an extension of the analysis in [64] , to the case where some conditional probabilities of a new state given an original state are arbitrarily close to zero.) We begin with the following definition: Definition 1. For any conditional distribution Π implemented by a process P and any island c ∈ L(Π), define the prior as
(We refer the reader to Section II for the definition of islands and ∆ c .)
In particular, for a thermodynamically-reversible process P, the minimal EP for each island c equals 0, arising if the initial distribution over each c is q c,P . More generally, we write the minimal EP that is achieved by q c,P
Finally, given any distribution p(x) and island c ∈ L(Π), we will use the shorthand p c (x) = p(x|X ∈ c) for the probability of x under p, given that x lies in c. We caution that we do not adopt this notation when referring to priors. q c is defined via Definition 1. It need not have anything to do with conditioning.
We can express the EP of a process as follows:
For any conditional distribution Π implemented by a process P,
(This proposition follows as a result of a more general result, Theorem 15, which is proved in Appendix C.) There are two kinds of terms in this expression for EP. The first are the information-theoretic terms, involving KL divergences. Given the priors q c,P , these terms depend only on p and the conditional distribution implemented by the process, Π. The second kinds of term do not involve information theory, having only a linear dependence on p. The "nitty-gritty" physics details of how the process operates are captured by these second kinds of term, together with the priors.
Prop. 1 tell us that the EP incurred by running process P on any initial distribution p is specified by a finite set of parameters: the conditional distribution Π implemented by P, the prior distributions {q c,P }, and the associated minimal EPs, {σ min P (c)}. Since the Landauer cost is specified by Π and p, this means that the full EF incurred by running P on any p is specified by the same parameters (by Eq. (20)). All details of the process not captured in that set of parameters are irrelevant.
We write the sum over the first two terms on the RHS in Prop 1 as
We call this the mismatch cost of running a process P on an initial distribution p. 10 It is (the p(c)-weighted average of) the difference between the actual EP and the minimal EP within each island. Note that in general, it won't be the case that σ min P (c) = 0 for all c. If in fact it is non-zero for all c, then the minimal possible EP over all initial distributions p is non-zero. However, even in this case, mismatch cost is zero so long as p c = q c for all c.
As mentioned above, the priors {q c,P (x)} should not be viewed as a single distribution q P , conditioned on x being in the various islands. However, it will provide us with some useful shorthand to treat the priors as though they were in fact simply instances of such conditioning. The following result, a corollary of Eq. (C11) in Appendix C, formally establishes the legitimacy of this shorthand, i.e., establishes that if were to choose a distribution q(c) over islands (rather than within them), and treat q c as an associated conditional distribution, then our choice for q(c) would be irrelevant, as far as mismatch cost is concerned:
Corollary 2. Given an arbitrary process that implements a conditional distribution Π(·|·) and an arbitrary distribution q(c) over its islands,
where
Combining Corollary 2 and Prop. 1,
We call the sum on the RHS the residual EP of P. It is a function of p(c) and has no explicit dependence on Π.
In general, for some fixed P with a corresponding set of priors q c , minimal EP is achieved for initial distributions p which satisfy
where α(c) is a probability distribution over c that only has weight on the lowest-EP islands (i.e. which obeys
In general, such distributions do not have full support over X. So they are not covered by the analysis in [64] .
Combining Eq. (23) with the definition of EF and of cross entropy establishes the following set of equivalent ways of expressing the EF: 10 In [64] , the mismatch cost is instead called the "dissipation due to incorrect priors", due to a particular Bayesian interpretation of q.
Proposition 3. The total EF incurred in running a process P that applies map Π to an initial distribution p is
Unlike Landauer's bound, which is an inequality, Prop. 3 is exact. Moreover, it holds without any restrictions on the process P. In particular, it applies to macroscopic processes.
It is important to realize that we cannot ignore the residual EP when calculating EF of real-world gates. In particular, as mentioned in the introduction, since a wire in a circuit (approximately) implements a logically invertible map, its Landauer cost is (approximately) zero. For the same reason, its mismatch cost is zero. So the entire EF equals the linear term in Prop. 1. This establishes that in any real-world wire in which σ min P ′ (c) varies with c (i.e., in which the heat generated by using the wire depends on whether it transmits a 0 or a 1), the dependence must be linear. This is not true of other gates, in which both Landauer cost and mismatch cost can be quite large.
In light of this importance of residual EP for analyzing the EF of real-world circuits, we will begin our analysis below with the full formulas for EF, including the linear term. However after that, to focus on the informationtheoretic contributions to EF, we make the simplifying assumption that σ min P ′ (c) = 0 for all gates. (As discussed below, future work will consider optimizing the thermodynamic costs of circuits when the costs of the wires are included.)
As a final comment, note that the decomposition of EP into a sum of mismatch cost and residual EP relies centrally on a partitioning of the state space X into a set of non-overlapping islands. This island decomposition depends on certain entries in the conditional probability distribution Π(·|·) being exactly 0.
However, imagine that we actually construct some physical process P ′ to implement some desired conditional probability distribution Π. In practice, errors during manufacturing, as well as during execution of of the process, will insure that P ′ will not implement Π exactly, but will instead carry out another conditional distribution Π ′ which is (hopefully) very close to Π. While such small deviations between Π ′ and Π do not usually matter, they do alter the patterns of zeros in the conditional probability distribution, and thus change the island decomposition.
One would expect that ultimately this cannot affect our calculations, i.e., that we can calculate the thermodynamic costs of any such single-island process P ′ that is infinitesimally close to a process P with multiple islands by calculating the costs for P. This is established formally in Appendix E.
IV. THERMODYNAMICS OF GATES
In this section we first present our model of how each gate in the circuit operates. In light of the decomposition of EF in Proposition 3, the thermodynamic costs of this operation will depend on the prior at the gate. Accordingly, in the second subsection, we present a short overview of two models of how the priors at the gates are set that we will consider in this paper. The second of these models is straightforward enough to need no additional discussion before we calculate associated thermodynamic costs. However that is not true for the first model of how to set the prior. Accordingly, in the last subsection we fill in remaining details concerning that first model.
A. Cyclic gates
To begin, note our implicit assumption that when a gate g runs, its dynamics is independent of the dynamics of rest of the circuit. This is actually a restriction on the process running the overall circuit. We refer to any process with this character as a "subsystem process", which we formalize in Appendix D. In our particular case, the state of the subsystem in question is given by (the physical variables encoding the logical variables) X g ∪ X pa(g) . As shown in Appendix D, the EF generated in the entire physical system of the circuit when g runs equals the EF of running g, independently of properties of the rest of the circuit, plus the EF arising in the rest of the circuit, independently of properties of the process running g.
11
Next, recall that we want to ensure that no physical variables are ever directly coupled by a physical process (i.e., arise as terms in the same changing Hamiltonian) as the circuit runs unless they are connected in the wiring diagram of the circuit. This means that we must be able to model the operation of each gate g as a physical process P g that runs over (the physical variables encoding the logical variables) X g ∪X pa(g) ∪X ch(g) -and no other variables in the circuit. However for the analysis below, it suffices to assume that each P g only affects X g ∪X pa(g) , i.e., does not affect X ch(g) .
Furthermore, in the real world, typically we want to ensure that the circuit can be re-used an arbitrary number of times, and that each time it implements the same logical conditional distribution Π and has the same expected 11 Note that to simplify the discussion, we are implicitly presuming that only one gate ever runs at a given time. Allowing the possibility that some gates run simultaneously does not change our conclusions, but it would complicate the exposition.
thermodynamic behavior. To ensure this here we restrict attention to physical circuits that are cyclic (see also the construction in [61] ). This means that we assume that the following requirements concerning both the (physical processes running the) individual gates and concerning the overall circuit are all obeyed:
1. Before the circuit begins running, all gates are set to their initialized value, i.e., for all g, X g is distributed according to a delta function about its initialized value, p ∅ g . (Recall our notation concerning initialized states from Section II C.) However the input nodes X IN are set to some values which are assumed to be drawn from p IN .
2. When it is g's turn to run, all of its parent gates have completed their processes, but X g is still set to its initialized state, 0.
12 The associated Hamiltonians then transform in a way that changes the state x g to the function of g's parent's joint state, x pa(g) , that is specified by the map at node g, without affecting the value x pa(g) (or the values of any other nodes in the circuit). In terms of distributions, this process replaces the initial, delta function distribution over X g with Π g p pa(g) , without changing the state of X pa(g) .
3. At this point, assuming that all of its parents have outdegree 1, the gate g "cleans up behind itself", reinitializing those parents. More precisely, with x g held fixed, the distribution over X pa(g) is changed from its previous form, p pa(g) , back to p ∅ pa(g) , in a process that exploits the value of x g if possible to minimize the EF of that reinitialization. All of this is done without modifying the states of any other variables in the system. 4 . At some point after all gates finish running, but before the circuit is used again, the states of all output gates are re-initialized (i.e., set to p
For simplicity, we make one further assumption, that the total EF generated by a gate g in a cyclic circuit over all the time when g does not run is vanishingly small, or can be ignored for other reasons (e.g., if that total EF does not depend on the wiring diagram). 13 So during the times when a gate is not changing state it does not contribute to the total EF of running the full circuit. (See Appendix D.) These two assumptions us to calculate the EF of running the full circuit by summing the EFs incurred by running the individual gates.
If any gate g ′ in the circuit has outdegree greater than 1, to keep the book-keeping straight, we must slightly modify our set of requirements, to ensure that g is not reinitialized by one of its children gates until after all of its children gates have updated their states according to requirement (2) . This means that we must arbitrarily pick one g ′′ ∈ ch(g ′ ) and only run the process stipulated in requirement (3) for g ′′ , not for any of the other children of g ′ . Moreover, g ′′ must run that process after all other children of g ′ have updated their states according to requirement (2) -and before any other gates in the circuit begin to run.
Due to requirement (2), when the circuit has completed for all gates g, all non-output gates g are back in their initialied state, i.e., x g = 0 with probability 1. Requirement (2) also ensures that this will be the case for all input nodes to the circuit, in preparation for their receiving input values for a next iteration of the gate. Combined with requirement (4), this means that when the circuit has finished, all of its nodes are reset to 0.
This ensures that, as claimed, we can rerun the circuit an arbitrary number of times, and it will always implement the same logical function, while the thermodynamic costs (Landauer cost, mismatch cost, etc.) will always be the same. Note as well that in principle one can exploit the cyclic nature of the circuit to simultaneously run multiple computations through a single circuit, in staggered "waves". So long as there is a gap of at least two gates separating each wave, both from its predecessor and from its successor, we are guaranteed that there is no interference between the processes at the gates that are run for different waves.
There is an important issue implicit in requirement (4) . The reason to use any circuit in the first place is invariably because one wants to store its outputs for subsequent use, e.g., by copying it into some of the input bits of some downstream circuit(s), by copying them to some file on a disk as the output of a desired calculation, etc. Requirement (4) of a cyclic circuit stipulates that after all such (implicit) copying is done, the output gates of the circuit -the "answer" of the circuit to the input "question" it was posed -are reinitialized. We refer to this process as the answer-reinitialization of the output gates.
For reasons discussed in Appendix G, the thermodynamic costs associated with answer-reinitialization are not relevant for the analysis in this paper. However, they are quite important for analyzing whether there are thermodynamic advantages to implementing a given function with a circuit made out of logically reversible gates, e.g., Fredkin gates, rather than with a conventional circuit. Accordingly, we go on in Appendix G to provide a preliminary discussion of the thermodynamic costs of answer-reinitialization in logically reversible circuits.
We end this subsection with some comments on terminology and notation. First, we will sometimes use the term cyclic gate to refer to any gate in a cyclic circuit. When we refer to an "iteration" of a cyclic gate g, or "running" g, we mean running process P g that implements requirement (2) for that gate. (Formally, we assume that each such process is a subsystem process, as defined in Appendix D.)
In addition, we adopt the convention that for any node v, p v refers to the distribution of that node before it has been re-initialized and, if v is a gate, after it has been computed. Similarly, we will use the notation p pa(g) to refer to the distribution over X pa(g) at the beginning of an iteration of g.
As a final notational comment, note that since any wire-gate implements the identity function, no matter what the distribution over the states of its parent it has both zero Landauer cost and zero mismatch cost. So all of the dependence of the EF of any real-world wire w on the distribution of inputs p pa(w) to that wire arises in the (linear) dependence of the residual EP on p pa(w) . In addition, since a wire-gate w with states x w implements the identity function, its islands are just the separate values of x w . Moreover, the minimal EP generated by running any physical system that implements the wiregate w when its parent has the value x pa(w) is the same as the maximal EP generated by running w when its parent has its value. Accordingly, we use the expression σ w (x w ) to refer to that value of the EP for island x w , rather than the more general expression for the residual EP of an island, σ min g (c).
B. Simplified models of fabricating a gate
In the real world, there are always various "knobs" that we can modify in the fabrication process of a gate g. that implements some map Π g . Changing the values of those knobs will change P g , the process that the gate runs, and therefore will potentially change Π g , q g and σ min g (c). Such changes are a core concern in calculating the thermodynamic costs of running g.
Example 4. Suppose we have a circuit that contains a single gate, which implements a bit-erasure map Π in a thermodynamically-reversible way for some initial distribution. So in particular, in designing the P g , one can change a "knob" the specifies the initial Hamiltonian of the gate. Changing that knob will change both the prior q and σ min g in general. See [59] 
In this paper, to simplify our calculations, we restrict attention to two models of how the knobs are set when a gate is manufactured. In the first, we assume that we can set the knobs of g to make both Π g and q g be whatever we want. At the same time, we assume that the values {σ min Pg (c)} are independent of the knob setting that specifies q g , so that we can just write them as {σ min g (c)}. However, in many situations it may be easiest to massmanufacture the gates so that we can only vary the knobs that specify the conditional distributions Π g , so that all gates have the same prior, regardless of where they appear in a circuit. In this second model, we assume that q g has some canonical form (e.g., it is uniform) for all gates, no matter what the associated Π g is.
C. How to set the priors at the gates
To calculate the mismatch cost at each gate g, we must specify how to set the prior for each gate. In the model where we control the manufacture of g, this means that we must explicitly choose the prior we want for each gate g.
To motivate one way of making this choice, first consider some fixed process P g implementing a conditional distribution Π g with islands L(Π g ). The (true) prior over a particular island c ∈ L(Π g ) is the actual initial distribution p(x|c) that minimizes the EP when P g runs with initial distribution p c . Next, recall our assumption that the total EF in running the circuit is given by the sum of the EFs of running each of the gates separately (see Section IV A). Combining, we see that to minimize total EF in the circuit we should set q pa(g) for each gate g to what we think the actual distribution input to that gate will be.
Bearing this in mind, suppose we assume the input distribution for the entire circuit is some specific distribution q(x IN ) (which we sometimes write as "q", for short). We have just shown that if that assumption were correct, then we should set the prior distribution q g for each gate g simply by running the entire circuit C on inputs generated according to q until we get to the parents of g, i.e., by propagating q from V IN to pa(g). In this way any assumption of q specifies that we should set q g for each gate g to q pa(g) . (Recall the notation for propagated distributions introduced in Sec. II C.)
We call a set of priors at the gates that are set this way from a shared input distribution q a set of propagated priors. We will analyze the first case, where one can change the associated prior of each gate when manufacturing the gate, by using propagated priors. The resultant formulas below are relatively clean. In contrast, the formulas for the second case, where we have arbitrary priors built into each gate, are messier. Nonetheless, for completeness, we include such cases in some of the analysis below. To distinguish the priors for this second case from propagated priors, we write these arbitrary, nonpropagated priors using hats, e.g.,q pa(g) .
V. INFORMATION THEORY AND THE THERMODYNAMICS OF CIRCUITS
A. The three thermodynamic losses of circuits
We will call the EF of running a full circuit on a given distribution the circuit EF. Since we view each wire in the circuit as its own gate, the circuit EF equals the sum of the EFs of running all of the separate gates in the full circuit.
The set of all processes that implement the same conditional distribution as a specified circuit C is a superset of the set of all processes that implement that conditional distribution using a physical circuit that only has direct connections between its gates as specified by the wiring diagram of the circuit. So the Landauer cost of an AO device that implements the same conditional distribution as C is a lower bound on the circuit Landauer cost of C. We refer to this extra Landauer cost due to using a specific circuit rather an equivalent AO device as the circuit Landauer loss of that circuit.
In light of these definitions, we define the (subsystem g) EP as the difference between the EF for running g in isolation and the subsystem g Landauer cost. We then define the circuit EP as the difference between the circuit EF and the circuit Landauer cost, which by definition is just the sum over all gates g of the subsystem g EP. As one would expect, the decomposition presented in Section III B of the EP for an isolated system, into a sum of a mismatch cost and residual EP, carries over to the case of subsystem EP of an individual gate in a circuit. (See Appendix D.) Accordingly, we define the circuit mismatch cost as the sum of the mismatch costs at the gates, and the circuit residual EP as the sum of the residual EPs at the gates. The circuit EP is the sum of the circuit mismatch cost and the circuit residual EP. We define the circuit mismatch loss and circuit residual EP loss similarly.
The maximal amount of EF that can be recovered from the heat bath by any circuit that applies Π to an input distribution p is just the associated Landauer cost of an AO device, S(p) − S(Πp). However, the minimal amount of EF produced by running a given circuit that implements Π on p is instead the associated circuit Landauer cost. (See Appendix D.) The difference -the circuit Landauer loss -is the minimal amount of EP generated by the circuit that arises from its wiring diagram. (This is shown in Appendix D.) Note that the actual EP of running the circuit would be greater than the circuit Landauer loss except in the ideal case where all the gates have both zero mismatch cost and zero residual EP.
Consider a two-stage, forward-backward, process that starts and ends in p 0 . The first stage runs a constrained process P on p 0 , to produce a distribution Πp 0 . Let Q 1 be the minimal possible associated EF. Next run any (unconstrained) process that returns from Πp 0 to the initial distribution, p 0 , with minimal possible EF. Let Q 2 be that minimal EF. (Note that since the second stage has no constraints, in contrast to the first stage, |Q 2 | > |Q 1 |.)
As intuition might suggest, the minimal EP possible in running P on p 0 equals Q 1 + Q 2 . To establish this formally, first note that the minimal EF of the (constrained) forward process is its Landauer cost, L(p 0 , Π) (assuming the constraints are the implicit ones we use to define the process of running a single "subsystem" gate in an overall circuit). On the other hand, the minimal EF of the unconstrained, backward process is (negative of) the minimal EF of an AO device that implements the same function as P. Accordingly, the minimal total EF for the pair of processes is just the Landauer loss -which as formally established in Appendix D, is the minimal EP to run Π on p 0 .
We will use the following notation to indicate some of these thermodynamic costs:
Definition 2. Let C = (V, E, F, X) be a circuit, p a distribution over its inputs and q a prior over its inputs.
1. Q AO(C) (p, q) is the total EF used to run AO(C) on actual distribution p with prior distribution q.
2. Q C (p, q) is the total EF used to run C on actual distribution p with propagated prior distribution q pa(g) at each gate g ∈ G.
3. Q C (p, {q pa(g) }) is the total EF used to run C on actual distribution p with non-propagated prior distributions {q pa(g) } at the gates g of C.
4. E C (p, q) ≡ Q C (p, q)−Q C (p, p) is the total mismatch cost when running C on actual distribution p with propagated prior distribution q.
is the total mismatch cost when running AO(C) on actual distribution p with propagated prior distribution q pa(g) at each gate g ∈ G.
6. E C (p, {q pa(g) }) ≡ Q C (p, {q pa(g) }) − Q C (p, p) is the total mismatch cost when running C on actual distribution p with prior distributions {q pa(g) } at each gate g ∈ G.
7. The circuit EF loss for propagated and nonpropagated priors, respectively, are
8. The circuit mismatch loss is
(There are other, similar quantities that may be of interest, e.g., circuit mismatch loss for non-propagated priors, but in the interests of space we do not consider them below.)
B. Main Result
Given our conventions of ignoring the thermodynamic costs of answer-reinitialization, and of assuming that no EF is ever generated by any gate except when that gate is being run, we can decompose EF into a sum of information theoretic and linear terms, for both of our models of how the priors at the gates are set, as shown n the following result (established in Appendix F):
Lemma 4. For any circuit C with wire-gates {w} and non-wire gates {g},
We emphasize that Lemma 4 holds exactly, for arbitrary circuits, given the two conventions we adopt. (It is trivial to add the extra terms that arise when those conventions are not enforced, but this just obscures the essential features of the analysis in this paper.) In many real-world scenarios, the terms σ min w (x w ) and σ min g (c) will dominate the cross-entropy terms in Lemma 4. However, those minimal EF values are determined by the vagaries of the gate fabrication process (or wire fabrication process, as the case may be), and nontrivial to model. For the purposes of this paper's preliminary analysis, we could reasonably assume that all of the terms σ min g (c) for non-wire gates are the same. Under this assumption, g c∈L(Πg) p pa(g) (c)σ
proportional to the total number of gates. For the purposes of this paper, we could treat that simply as a complicating additive constant that we can ignore, i.e., set to 0. Arguably though it is less reasonable to make an analogous assumption concerning wire gates. As discussed above when we showed how to model wires as gates, in many real-world circuits the values σ w (x w ) for any given wire w will vary greatly from one x w to the next. This means that the associated contributions to the circuit's EF will be more complicated than simply the total number of wires in the circuit -it will involve a nested set of linear expressions (arising from the wires) and nonlinear expressions (arising from the non-wire gates, and providing arguments of those linear expressions).
Nonetheless, to focus on the information-theoretic contributions to thermodynamic costs, from now on in this paper we adopt the third simplifying convention that all residual EP terms equal 0. This means that we assume that both σ min g (c) = 0 for all non-wire gates g and associated islands c, and σ w (x w ) = 0 for all wires w and inputs x w . (For completeness, we apply this third convention even when the "gate" consists of a single cyclic AO device.)
C. Application of main result to circuit formulas
In the remainder of this section we present some elementary implications of Lemma 4. First, to illustrate its information-theoretic nature, in this subsection we apply it the special case where the circuit is a formula. Then in the next subsection we apply Lemma 4 to certain circuits that are not formulas, to derive some of the extreme possibilities of the thermodynamics of fully general circuits. In both subsections, to simplify the analysis we focus on the case of propagated priors.
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The following result follows immediately from Lemma 4, given our third convention to set all minimal EP terms (σ min g (c), etc.) to 0:
14 The fully general analysis, for both propagated and nonpropagated priors, for arbitrary (non-formula) circuits, is presented in [63] ; see Section VI A.
Combining the results in Prop. 5, we get:
An important instance of Eq. (25) is when there is zero mismatch cost:
Corollary 6. For any formula C, the Landauer circuit loss for input distribution p
In words, the difference between the Landauer cost of a formula and that of an equivalent AO device is a sum of multi-informations, with the precise multi-informations involved determined by the wiring diagram of the circuit.
The term I(p) in Coroll. 6 can be seen as a "normalization constant", in the sense that for any pair of Boolean formulas C and C ′ , both of which compute the same conditional distribution,
The implications of Eq. (26) for how best to design a circuit to implement a given conditional distribution are illustrated in the following example:
Example 5. Suppose we want to implement some given formula C with a member of C(Π), the infinite set of formulas that implement Π using gates from some prespecifed set of allowed gates. (Such a set is often called a "basis" in circuit theory.) If the indegree to all gates in any member of C(Π) is either 1 or 2, Coroll. 6 reduces to a difference between a multi-information and a sum of mutual informations.
Any two different circuits in C(Π) will have different gates, arranged in different DAGs. Therefore for any fixed p, different circuits in C(Π) have different joint distributions over the inputs to their gates. Accordingly, Eq. (26) provides us with a design rule for choosing a circuit from C(Π): for any given p (and therefore fixed Q AO(C) (p, p)), to minimize the Landauer cost we need to pick that circuit in C(Π) for which the sum (over all of the circuit's gates with indegree 2) of the mutual informations of the inputs to the gates is as large as possible. So loosely speaking, we want the inputs to each gate to be as tightly coupled to one another as possible.
Note that this sum of mutual informations at the gates is an inherently global property of a circuit, in the sense that it cannot be reduced to a sum of properties of each gate considered in isolation from the other ones. Indeed, the distributions over the outputs of the gates in any particular layer of the circuit affect the statistical dependencies (and therefore the mutual informations) relating their descendants at the lower layers.
It is straight-forward to derive results similar to Corollary 6 for mismatch cost rather than Landauer cost. Recall the definition of multi-divergence from Sec. II B. Using the associated notation, by combining Coroll. 6 and Eq. (25), we get the following:
Corollary 7. For any formula C, the circuit mismatch loss for actual input distribution p and prior input distribution q is
As a final comment on these calculations, note that for any gate g with indegree 1,
Accordingly, wolog we can restrict the sums over gates in both Coroll. 6 and Coroll. 7 to gates with indegree greater than 1.
D. Implications of main result for arbitrary circuits
Recall from the discussion in Sec. V A that if we are concerned with Landauer costs then there is a major disadvantage to using a circuit rather than an equivalent AO device: Proposition 8. For any circuit C and actual input distribution p, ∆Q C (p, p) ≥ 0.
(In particular, Landauer circuit loss is non-negative for all formulas C.) So we cannot reduce the Landauer cost of implementing any conditional distribution Π by using a circuit rather than an AO device. Worse still, as established in Appendix F, there is no upper bound on the Landauer cost of implementing Π with a circuit: Proposition 9. For any Π and non-delta function input distribution p, there exist circuits C that implement Π for which Q C (p, p) = ∞.
In addition to these disadvantages of using a circuit, there are cases where q = p and using the circuit rather than an equivalent AO device increases the total mismatch cost. On the other hand, there are also cases where using a circuit reduces mismatch cost. In fact, if q = p, it is possible that the total EF to run a circuit that implements Π is less than the total EF to implement Π with an equivalent AO device. Indeed, as established in Appendix F there can be an infinitely large reduction in EF by using a circuit rather than an equivalent AO device: Proposition 10. For any κ < 0, there exist circuits C, prior distributions q, and actual input distributions p such that ∆Q C (p, q) < κ.
(Of course, by Prop. 8, there are also cases where
So in summary, the extra Landauer cost incurred by using a circuit, ∆Q C (p, p), cannot be negative. On the other hand, the extra mismatch cost incurred by using a circuit, E C (p, q) − E AO(C) (p, q), can be either positive or negative. Which of these differences in costs dominates the other depends on the details of the circuit and the input distribution: ∆Q C (p, q) can be positive or negative.
VI. EXTENSIONS OF THE CURRENT PAPER A. Associated papers
The current paper is the first of a series of three that analyze the thermodynamics of circuits, and relate these results to the field of circuit complexity theory [43, 60, 78, 79] .
In [63] we present the fully general results, for arbitrary outdegree of the gates, etc. We also derive some sufficient (but not necessary) conditions on the distribution over inputs for there to be a thermodynamic benefit to performing a specific calculation over those inputs using a particular circuit rather than an AO device. In such cases, even though the circuit has greater Landauer cost than the AO device, it more than compensates by having less mismatch cost.
In that paper we also derive sufficient conditions on the input distribution for there to be no such advantage. We go on in that paper to consider two special cases, which result in simplifications of the formulas we derive in the current paper. The first is non-propagated priors at each gate g that are full Bayes nets over the inputs to g. The second is when there are factor graph priors over the inputs to the full circuit, with the priors at the individual gates being either propagated or non-propagated.
As mentioned in the introduction, in both the current paper and [63] we impose no restrictions on the inputoutput map of each gate in the circuit. The gates can be noisy, deterministic, "(logically) reversible" (e.g., Fredkin gates), etc., and the formulas all still hold.
Then in [80] , we restrict attention to Boolean circuits, i.e., circuits whose gates all have Boolean values and operate without noise. This allows us to relate our analysis in the current paper, concerning the thermodynamic costs of circuits, to standard analyses in circuit complexity theory concerning scaling behavior of the costs of circuits. Specifically, we derive some results relating the scaling behavior of the thermodynamic costs of (languages implemented by) families of circuits to the scaling behavior of P/poly, which quantifies cost as the number of gates in the circuit.
B. General open issues involving thermodynamics of circuits
There are many open issues that are not addressed in either the current paper or the two associated papers. Most obviously, in general, there are an infinite number of circuits that implement the same overall input-output function. As a result, our formulas provide a novel set of circuit design optimization problems, of finding the optimal circuit (according to our formula for various thermodynamic measures of circuit cost) for implementing any given input-output function.
As a partial analysis of this issue, suppose we are given a conditional distribution Π, input distribution p, and prior q. Can we derive a useful bound (upper or lower) on min f ormula C:C֒→Π ∆ C Q(p, q) (i.e., on the minimum over all formulas C that implement Π of the gain in EF due to using C rather than AO(C)? What about if we that minimum is evaluated subject to some restrictions on the circuit, e.g., that it uses a given basis, obey some upper bound on outdegree of the gates, etc.? What if we consider Landauer circuit loss or mismatch circuit loss instead? More importantly, can we construct circuits that are guaranteed to fall within some bound of one or the other of those circuit losses? How do the answers trade off the size of the circuit and/or its depth?
It is important to emphasize that even though our calculations for cyclic circuits are exact, cyclic circuits themselves are an idealization of current, real-world circuits. For example, in real-world circuits, often the gates are not reinitialized after every use. Instead, they keep the old values of their input and output variables, which are then overwritten when they are used again. In general, this can increase both the Landauer cost and the mismatch cost of the circuit. Some future work is investigating the dependence of the costs in such circuits on the wiring diagram, etc., and comparing those dependencies to the analogous dependencies for cyclic circuits.
Finally, as discussed in Appendix G, both answerreinitialization Landauer costs and mismatch cost can be substantially larger with a reversible circuit than with a conventional circuit comprised of logically irreversible gates that implements the same function. In fact, the differences seem to be sufficiently large (depending on the details of the answer reinitialization process) that both the overall Landauer cost and the overall mismatch cost with a reversible circuit are never smaller than that of an equivalent (logically irreversible) AO device, and often larger.
However this does not tell us whether a reversible circuit would be more thermodynamically costly than an equivalent conventional circuit that has many gates (unlike an AO device, which has just a single gate). Indeed, running just the reversible circuit itself, before the subsequent answer-reinitialization process, results in both zero circuit Landauer costs and zero circuit mismatch costs. This is true no matter what the actual input distribution to the circuit. This means, for example, that we do not need to estimate what an optimal prior at each gate would be if we use such circuits -and do not face the risk of our estimate being badly wrong. (Of course, such issues still arise in the answer-reinitialization process.) An interesting topic for future research would be to follow up on these observations to make a detailed comparison of the thermodynamics of reversible circuits to that of equivalent conventional circuits that have multiple gates.
C. Thermodynamic costs of other computational machines
Finally, it is worth emphasizing that the thermodynamic circuit costs investigated in this paper are only a special case of a more general phenomenon, of thermodynamic costs associated with almost every one of the "machines" considered in computer science theory. More precisely, there are many different ways of defining any specific such machine that are equivalent as far as the computation they perform is concerned. However when implemented as physical systems, the different definitions of a given machine often result in different thermodynamic costs. Moreover, there is often a very rich structure to the thermodynamic costs of physical systems that implement the most "conventional" way of defining a computational machine.
In particular, suppose that the initial distribution over the states of such a physical system (i.e., over the physical variables representing the machine's "instantaneous descriptions") is not a product distribution. Then in general, as shown in Appendix H, running the system -implementing the computation -will incur nonzero Landauer loss. In other words, running (the physical system that implements) the conventional definition of the computational machine will result in greater Landauer cost than would running an AO device that implements the same logical computation. This is true for finite state automata, cellular automata, push-down automata, and even Turning machines, 15 in addition to the circuits considered in this paper.
Similarly, so long as the prior distribution over the states of the physical system is not a product distribution, in general the mismatch cost generated by running a 15 Note that the initial distribution of the bits on the input tape of a prefix-free Turing machine cannot be a product distribution, since the requirement that there only be nonzero probability on input strings that eventually halt means that the contents of any one input bit in general will impose restrictions on what the contents of a different input bit can be.
single iteration of the physical system will differ from the mismatch cost generated by running a single iteration of the AO device that implements the same computation. So there will also be mismatch loss (which may be positive or negative, in general). Evidently, under their most common definitions, almost all of the machines considered in computer sciencefinite automata, push-down automata, Turing machines, etc. -have thermodynamic losses compared to AO devices that implement the same computation. Investigating these issues is a prime topic of future work.
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Appendix A: Properties of multi-divergence
In Eq. (17) we adopt the convention that we subtract the sum involving marginal probabilities. In contrast, in conventional multi-information we subtract the term involving the joint probability.
To understand why we adopt this convention, consider the case where X has two components, labelled a and b, and use the chain rule for KL divergence to write
where p and r are both distributions over the joint space (X a , X b ). D(p a r a ) quantifies how easy it is to tell that a sample x a came from p(x a ) rather than r(x a ). Similarly, D(p a|b r a|b ) tells us how easy it is, on average (according to p(x b )), to tell that a sample x a came from p(x a |x b ) rather than r(x a |x b ).
So Eq. (A1) says that the multi-divergence between p and r is the gain in how easy it is for us to tell that a sample x a came from p rather than r if rather than only knowing the value x a we also know the value x b . In other words, it quantifies how much information X b provides about X a (on average), concerning the task of guessing whether a given sample x a was formed by sampling p or r. (Note that since multi-divergence is symmetric among the components of x, D(p r) also quantifies how much information X a provides about X b .) So under our convention, multi-divergence quantifies how much knowing one component of X tells us about the other. This is similar to what multi-information measures. Indeed, D(p r) reduces to conventional multiinformation I(p) in the special case that the reference distribution r is a product distribution.
Our convention also ensures that D(p r) cannot be negative if r is a product distribution. This need not be the case if r is not a product distribution however. In particular, suppose the components of X are correlated under r, but in a manner "opposite" to how they are correlated under p. In this situation D(p r) can be negative. Intuitively, in such situation, being given a value x b in addition to x a makes it harder to tell whether x a was formed by sampling from p or from r.
To illustrate this, consider a very simple scenario where X = B 2 , and choose
Plugging into Eq. (16) gives
So on average, if you are told a value of x b that unbeknownst to you came from p, in addition to being told a value of x a that unbeknownst to you came from p, then you are less able to tell that that x a value came from p rather than r.
This phenomenon is loosely similar to what's sometimes known as Simpson's paradox. This can be seen by considering the instance of that "paradox" where we have a distribution p(z, x b , x a ) over three binary variables, and simultaneously
for any value of x b , yet
For such distributions, if we are told the value of x b in addition to the value of x a , we conclude that z if more likely to equal 1 when x a = 1 than when x a = 0. This is true no matter what we are told the value of x b is. Yet we come to the opposite conclusion if we are only told the value of x a , and are not told the value of x b [81] . Modern nonequilibrium statistical physics has established that logical and thermodynamic reversibility of a physical process are independent attributes of the process; having one of them hold (or not) has no implications for whether the other one holds (or not). As phrased in [1] "Any logically irreversible computation can be performed in a thermodynamically reversible manner in the quasi-static limit".
This can be understood intuitively, without invoking the detailed analysis provided by modern nonequilibrium statistical physics. For a physical process to be logically reversible means two things. First, if the process is run up to time t = 1 after starting in some state x 0 at t = 0, it always executes a particular (continuous time) trajectory x 0..1 , ending at some specific state x 1 with probability 1, i.e., it is deterministic. Second, if one runs the time-reversed process (i.e., reverses the time-ordering of the external work protocol operating on the system [75] ) starting from x 1 , then it executes the time-reversed trajectory x 1..0 , ending at x 0 .
Rather than concern the evolution of individual states, as discussed in the text thermodynamic reversibility concerns the evolution of distributions over states. As a result, in general thermodynamic and logical reversibility are independent properties of a dynamic process. In particular, thermodynamic reversibility does not require deterministic dynamics over the states, never mind logically reversible dynamics over the states. (See [1] for related discussion.) This way of characterizing thermodynamic reversibility has been central to statistical physics since it was invented in the 19th century, at least in the context of systems that are always at thermal equilibrium. .
Appendix C: Proof of Theorem 15 and related theorems
Theorem 11. Let X be a finite set, and ∆ the set of probability distributions over X. Let Π(y|x) be any conditional probability distribution of y ∈ Y given x ∈ X, g : ∆ → R any linear function, and f : ∆ → R any function of the form
With those definitions implicit, define q as the minimizer of f within some convex set V ⊆ ∆,
with equality if q ∈ relint V .
Proof. Define a one-dimensional manifold of distributions
parameterized by ǫ ∈ [0, 1]. The directional derivative of f at q in the direction p − q can be written as
where the inequality arises because q is a minimizer, and p − q is a feasible direction given that p ∈ V . Using the definition of f , we expand C1 as
We first consider the first term on the RHS,
where we've used that q ǫ | ǫ=0 = q, that Πq ǫ = Πq + ǫ(Πp − Πq), and that x d ǫ q ǫ (x) = 0 (by normalization property of distributions) and similarly for
We next consider the d ǫ g(q ǫ ) term. Using the definition of q ǫ and the linearity of g,
The Theorem follows by combining Eqs. C1, C2, C and C4.
Finally, we consider the case when q ∈ relint V . In this situation,
is also a feasible direction, which means that the directional derivative d ǫ f (q ǫ )| ǫ=0 + must be exactly 0, not just positive. Then, C5 becomes an equality.
We now refine Theorem 11 into an equality, by restricting attention to islands of Π:
Theorem 12. Define f and Π as in Theorem 11, and let c ∈ L(Π) be any island of Π. Define q as the minimizer of f within ∆ c ,
(Recall that ∆ c indicates the set of distributions over X with support restricted to c.)
Proof. We prove that q must have supp q = c and is therefore in the relative interior of ∆ c . The result then follows by applying Theorem 11.
The
parameterized by ǫ ∈ [0, 1]. For q to be the minimizer, it must be that d ǫ f (q ǫ )| ǫ=0 + ≥ 0 (otherwise, one could take a small step from q toward p and thereby decrease f ). We will show that, when supp q ⊂ c and supp p = c, lim ǫ→0 + d ǫ f (q ǫ ) = −∞, meaning that q cannot be the minimizer. Thus, it must be that supp q = c.
Using a similar derivation as in Theorem 11 (but without assuming ǫ = 0), we first expand
Now define the functions α(ǫ) and β(ǫ) as
We then further decompose β(ǫ) as
From Eq. C6, it is easy to verify that γ is finite, and that
is also finite.
We now show that if supp q ⊂ c and supp p = c, then
First, consider any x ∈ supp q and any y ∈ Y where
, meaning that it must be the case that y ∈ supp Πq. That there cannot be any Π(y|x) > 0 where x ∈ supp q and y ∈ supp Πq. That means that for any y ∈ supp Πq, we can write
By definition of islands, there must bex,x ′ ∈ c andŷ ∈ Y such thatx ∈ supp q,x ′ ∈ supp q and Π(ŷ|x) > 0 and Π(ŷ|x ′ ) > 0. By the previous argument, it must be that y ∈ supp Πq. That means that
Thus, x ∈supp q p(x)− y ∈supp Πq [Πp](y) ≥ c, where c := Π(ŷ|x)p(x) > 0. Plugging into Eq. C7, and given that ǫ < 1, we have
ing that q cannot be the minimizer.
We now prove a sequence of two lemmas, the second of which will allow us to use Theorem 12 to establish our desired result, Theorem 15.
Proof. Note that by definition of islands, for any y ∈ Y it is only possible to have Π(y|x) > 0 for x that belong to a single island.
Consider some island indicated by c ∈ L(Π). Then,
Lemma 14. Define f, ∆ and Π as in Theorem 11. For any p ∈ ∆,
Proof. We first write the function f as
By linearity of g, we have
Using the functions defined in Lemma 13, write
where we used the fact that h X is a deterministic function of X, so S(p(X)) = S(p(X, h X (X))). Similarly, write
is the distribution over Y conditioned on the initial state being in c, so
c . Combining Eqs. C9, C10 and C11 and simplifying gives
Theorem 15. Define f, ∆ and Π as in Theorem 11. Then for any p ∈ ∆, one can write
and f min (c) = f (q c ).
Proof. By Lemma 14, we can write
By Theorem 12, we can write each f (p c ) as
The rest follows by combining.
Theorem 16. For any distributions p and r and conditional distribution Π(y|x),
Proof. Use h X and h Y defined in Lemma 13 to write
so these terms cancel in Eq. (C12), giving
where the last line follows form Lemma 13.
Observe that p(x|h X (X) = c) = p(x|X ∈ c) = p c (x) and similarly for r c . As shown in Lemma 14, it is also the case that B, respectively, with elements of the overall state space written as x = (x A , x B ). Write the initial joint distribution as p(X A , x B ), and as shorthand write the two associated marginals of the initial distribution as p A (x A ) and p B (x B ). We are interested in processes with the following properties: Definition 3. A subsystem process over A is a physical process over X that proceeds during t ∈ [0, 1] such that 1. The systems A and B evolve independently of one another;
2. The marginal distribution over subsystem B does not change;
As an example, typically the first requirement will be met if the thermal reservoirs are heat baths, and at all times t ∈ [0, 1] the energy function decouples subsystems A and B; i.e., the Hamiltonian obeys
for all t ∈ [0, 1].
Whenever we have a decomposition of a system into a Cartesian product of two subsystems A and B, we can view the state of A as a specification of a coarse-grained macrostate, with the full microstate given by the joint state of A and B. This means we can use the results in [83] on the stochastic thermodynamics of coarse-grained systems to analyze the thermodynamics of subsystem processes.
To begin, we need to translate between the notation we have been using in this paper and the corresponding notation in [83] . Given the kind of coarse-graining we are considering, what we have been writing in this paper as a value x A is written in [83] as a value k. Similarly, what we have been writing in this paper as a value (x A = k, x B = i) is written as i k in [83] .
[83] decomposes the EF of the entire system into a sum of three terms,Ṡ (1) e ,Ṡ (2) e , andṠ (3) e , defined in Eq.'s 79, 80, and 83 of that paper, respectively. These three terms equal the entropy flow rate arising purely due to transitions among macrostates (i.e., transitions among the states of A), transitions among microstates within the same macrostate (i.e., transitions among the states of B), and transitions among microstates within different macrostates (i.e., transitions in which the full joint state changes), respectively. Analogously, the total entropy production of the system is decomposed in [83] into a sum of the three termsṠ (1) i ,Ṡ (2) i , andṠ (3) i , defined in Eq.'s 67-69 of that paper, respectively. These three terms are the entropy production rate arising purely due to transitions among macrostates (i.e., transitions among the states of A), transitions among microstates within the same macrostate (i.e., transitions among the states of B), and transitions among microstates within different macrostates (i.e., transitions in which the full joint state changes), respectively.
Translating back to the notation of this paper, we will write the entropy flow of the full system evolving from initial joint distribution p as Q(p). (This isṠ e in the notation of [83] .) If the initial marginal distribution over A is p A , we write the EF of subsystem A as Q(p A ), which equals −Ṡ (1) e in the notation of [83] . (Recall from Section III A that in this paper we have adopted the opposite convention to that of [83] , by defining EF as the entropy flow from the system rather than into it.) We also write the EP of subsystem A as σ A (p A ), which isṠ
in the notation of [83] . We similarly define Q(p B ) and σ B (p B ) asṠ (2) e andṠ (2) i , respectively. Finally, we write the matrix evolving subsystem A from t = 0 to t = 1 as Π A , so the transition matrix evolving the entire system from t = 0 to t = 1 is Π = (Π A , 1 B ) where 1 B is the identity map applied to X B , the state space of subysystem B.
Subsystem processes have the nice property that as intuition suggests, the total EF generated by the systems is the sum of the EFs of the two subsystems, considered separately:
Lemma 17. For a subsystem process with subsystem A and joint system A × B,
Proof. Adopting the notation of [83] , since the two systems A and B evolve independently, the (rate matrix governing the evolution is such that the) conditional probabilities f i k ,j ′ k defined in Eq. 76 of [83] are independent of k and k ′ . Given this, suppose we take the terms s i k , s j k , etc., in [83] to all be equal (i.e., assume there are no variations of the entropies within microstates). Then since
(with V k,k ′ and P ′ k defined in Eq.'s 32 and 29 of [83] , respectively), we see that theṠ (3) e , the third of three contributors to the entropy flow rate, equals 0.
By Eq. 78 in [83] (and the associated discussion), this means that the EF generated in the entire system during the subsystem process is a sum of the EF produced by running subsystem A plus the EF produced by running subsystem B. (See Eq. 78 in [83] , and Eq.'s 79 and 80 for definitions of the effective rate matrices defining those two EFs.) This completes the proof of Eq. (D1). (In fact, we have established the stronger result that EF can be decomposed into a sum of the two EFs whenever A and B evolve independently, even if p B changes under that evolution, so that we don't have a subsystem process.)
As mentioned in Section IV A, in this paper we assume that the process evolving the full circuit when a (cyclic) gate g is run is a subsystem process, with X A set to (the physical variables encoding the logical variables) X g ∪ X pa(g) . Accordingly, Lemma 17 establishes the claim in the main text, that EF of a full circuit during the time when a particular cyclic gate is run equals the EF of running that gate plus the EF generated in the rest of the circuit.
At the risk of abusing notation and terminology we define the (subsystem) Landauer cost as that drop in the entropy of subsystem A, which we write as
or just L(p A ) for short. The analysis in [83] shows that the derivative of the change in the entropy of system A at time t,
(See Eq. 84 of that paper.) So integrating from t = 0 to t = 1, we see that
Since Q A (p A ) is linear in p A , this means that we can apply the decomposition of EP in Section III B to subsystem processes and write
where, in analogy to the development in the main text, we define the subsystem prior q This establishes the claim in the main text that our decomposition of EP in Section III B applies to each gate separately.
Continuing to proceed in analogy with the development in the main text, we define subsystem mismatch cost as
c (x A ) and as before the choice of the probabilities q A (c) is arbitrary. Combining,
where we refer to the sums on the RHS as the residual subsystem EP. Combining equations,
In the proof of Lemma 17 we showed thatṠ from Eq. 75 in [83] can be nonzero in subsystem processes. So the total EP during the time interval [0, 1] that occurs in the entire system, σ(p), can be nonzero. This reflects the fact that if the states of A and B were correlated initially, their evolving separately would in general reduce the correlation -which in turn means the evolution of the joint system is not thermodynamically reversible, and so EP must be greater than zero.
To make this more precise, use Lemma 17 to expand
where we have used Lemma 17 and the fact that p B does not change during the subsystem process (by definition), so that L(p B , Π B ) = L(p B , 1 B ) = 0. Since EP cannot be negative, Eq. (D5) tells us that the minimal EP generated by the entire system during the subsystem process occurs when σ A (p A ) = σ B (p B ) = 0, e.g., when both subsystems evolve quasistatically (see [83] ). In this limiting case,
We can rewrite the minimal EP given in Eq. (D6)as the change in mutual information between subsystems A and B during the process:
This shows that the minimal system-wide EP generated during a subsystem process is the drop in coupling between the two subsystems as they evolve independently from their potentially coupled joint initial distribution.
Finally, recall that the Landauer loss of subsystem A during the subsystem process is the difference between the subsystem Landauer cost of subsystem A and the Landauer cost of the full system during the process. This is exactly the minimal EP of the entire system during the subsystem process, given in Eq. (D6). Furthermore, the AO Landauer cost of the conditional distribution Π C implemented by a full circuit C is just the sum of the full-system Landauer costs of all the separate gates in the circuit, due to cancellation of terms. In addition, the Landauer cost of the full circuit C is the sum of the subsystem Landauer costs of all the gates, by definition. So the Landauer loss of the full circuit -the difference between the AO Landauer cost and circuit Landauer cost -is the minimal EP that arises when implementing the conditional distribution Π C with a circuit C rather than with an AO device. This establishes the claim in the main text, that the Landauer loss of running a (cyclic) circuit is the minimal EP in the full system that arises due to its wiring diagram.
We ended Section III B by claiming that we could calculate the thermodynamic costs of a process P ′ that has only a single island, but is infinitesimally close to a process P with multiple islands, by calculating the costs for P. We establish that formally in this appendix.
To motivate this analysis, note that in any real-world process designed with the goal of implementing some map Π, invariably there will be some nonzero probability to go between any pair of states. In these cases our process will actually implement some Π ′ that is very close to Π, but that has a single island.
Due to this, we can write Eq. (23) for our actual process as
Typically though, we want our analysis of the thermodynamics of a given desired conditional distribution Π to not depend on very small deviations between Π and a real-world implementation Π ′ . For example, for analyzing a physical process that carries out a logical AND operation (which has multiple islands), we would want to couch our analysis in terms of a logical AND, not in terms of a conditional distribution that implements the function AND with some small noise superimposed (not least because we may simply not know the distribution and properties of this noise).
For Π ′ very close to Π and some initial distribution p, the Landauer cost of Π ′ , S(p) − S(Π ′ p), will be very close to the Landauer cost of Π, S(p)− S(Πp), This holds because S(Π ′ p) will be very close to S(Πp) as long as Π ′ is very close to Π (see proof of Proposition 18). The situation is somewhat more complex for EP, however. There is a qualitative difference between the expression for EP incurred by Π ′ , Eq. (E1), and the expression for EP incurred by Π with multiple islands, Eq. (23). In particular, the residual EP for P ′ is a constant, σ min P ′ , and therefore is independent of p(c). This is unlike the residual EP for any exact implementation of Π, in which the residual EP has a linear dependence on p(c). So in general, considered as a function of the distribution over islands of Π, the residual EP changes discontinuously as we change from a process P that implements Π exactly to a process P ′ that implements Π approximately, as some Π ′ ≈ Π. 17 This might lead us to worry whether we can use the decomposition for Π, Eq. (23) , to analyze any real-world process P ′ that only implements Π approximately. 17 This peculiarity would disappear if for some reason as P gets closer to P ′ , the values σ min P (c) for the different c all approached one another. However, there is no a priori reason to expect this to be the case. Indeed, in general there is no physical reason that the values σ min P ′ (c) for each of the islands of P should even be close to one another.
It turns out that, just as the residual EP considered as a function of p(c) changes discontinuously when we go from P ′ to P, so that the number of islands changes, so does the form of the prior change discontinuously, from one that is not conditional on c to one that is.
18 Therefore the functional form of the mismatch cost between p and q also changes discontinuously. This discontinuous change in the mismatch cost "cancels" the discontinuous change in residual EP, in the sense that this change is a linear function of p(c), and so can be folded into the expression for the discontinuous change in residual EP. This cancellation is formalized as follows (see App. F for proof):
Proposition 18. Suppose we have a process P ′ that implements a conditional distribution Π ′ with a single island. For any given conditional distribution Π with |Π − Π ′ | 1 ≤ ǫ, define the function
Then,
, and the choice ofq(c) does not affect the calculation, so can be set arbitrarily. The approximation becomes exact as ǫ → 0.
Proof. We first write
where we've used Cover and Thomas [69, Thm. 17.3.3] , which bounds the entropy difference between two distributions using the ℓ 1 norm between the distributions,
|X|
Note that the function −x ln x |X| is increasing in x, thus we can derive a bound that doesn't depend on p via
Since |Π ′ − Π| ≤ ǫ, the approximation in Eq. E2 is accurate to better than −ǫ log ǫ |X| . The result follows from applying Theorem 15 while taking f to be Γ P ′ .
We refer to the distributionsq c appearing in Prop. 18 as the (effective) priors of Π.
Observe that Γ P ′ has the form of the EP function for a physical process that carries out the conditional distribution Π while having an EF function Q P ′ (p). However, in deriving this Proposition, we do not assume that such a physical process necessarily exists. To highlight the fact that we do not make this assumption, we use the notation Γ P ′ rather than σ P ′ .
Prop. 18 tells us that for a process P ′ that implements a conditional distribution Π ′ that has a single island, but is very close to another distribution Π with multiple islands, EP will depend on an "information theoretic" term, plus a term that is linear in the initial distribution p. The information theoretic term is identical to the mismatch cost that would be incurred by a physical process that implemented Π perfectly. The linear term will not equal the residual EP of P ′ in general (since the residual EP of P ′ has no dependence on p(c)). Nonetheless, we will sometimes use the expression "residual EP of P ′ " to mean that linear term, when the context make clear that we are invoking Prop. 18 .
Note that the same argument also applies to subsystem processes, and in particular subsystem processes, as defined in Appendix D.
1. The set of all (v, g) pairs where v ∈ pa(g) and g ∈ G \ ch(V IN ), and 2. The set of all non-output gates, G \ {V OUT }.
Since p VOUT = Π C p and similarly for q, this allows us to expand
Plugging into Lemma 4 completes the proof.
Proof of Prop. 9
For simplicity consider the case where the input to the circuit is a Boolean string, the overall conditional distribution implemented by the circuit, Π, is a singlevalued function, and all gates implement Boolean functions. (The more general case follows similarly.) Let C = (V, E, F, X) be such a circuit that implements Π, where for simplicity we leave the wire-gates implicit.
Let v 1 be any of the root nodes of C such that p(x v1 ) is non-zero for both values of x v1 . (Since p is not a delta function by hypothesis, there must be such a node v 1 .) Again leaving wire gates implicit, run a "construction procedure" that produces a new circuit from C,
as follows:
′ is a set of binary spaces, one for each node in the associated circuit.) So C ′ is the same as C with two changes. First, we add a "bit-erasing" gate at v ′ that gets its input from v 1 .
Second, we add a new output gate, v ′ OUT , that gets its two inputs from the old output gate and from v ′ , and sets the output of C ′ equal to the inclusive OR of those two inputs.
It is straightforward to see that C ′ also implements Π. In addition, the entropy under p at node v 1 , S(X v1 ), is non-zero. This is the Landauer cost to run the new bit-erasing gate f v ′ . Moreover, the Landauer cost to run all the gates in C ′ that are also in C is the same as the Landauer cost to run them in C. So the total Landauer cost to run C ′ is the total Landauer cost to run C, plus S(X v1 ). Now run this construction procedure again to create a new circuit C ′′ from C ′ , which also implements Π, but which has Landauer cost 2S(X v1 ) more than C. Iterating, we can construct a circuit with an arbitrarily large Landauer cost which implements Π.
Proof of Prop. 10
Proof. We establish the claim by example. Let C consist of two gates that each take in a single bit and produce a single bit whose value is 1, regardless of the input. (So they are both "bit erasure gates", loosely speaking.) So for any distributions q, p and for both gates,
Therefore with g labelling the two gates,
(Note that in the special case that q = p, this expression is just the mutual information between X 1 and X 2 under p, and so is non-negative, in agreement with the fact that Landauer circuit cost is non-negative.)
Choose q(0, 0) = q(1, 1) = ǫ, and q(0, 1) = q(1, 0) = (1 − 2ǫ)/2. So q(x 1 ) is uniform, as is q(x 2 ), and
Also choose p(0, 0) = 1 − ǫ, and p(0, 1) = p(1, 0) = p(1, 1) = ǫ/3. Then for ǫ sufficiently close to 0, the only terms in the sum that are substantially nonzero are x = (0, 0) and x = (1, 1). So if we now plug in lim ǫ→∞ ǫ ln(ǫ) = 1, then in the limit of small ǫ we get
which can be made arbitrarily negative by taking ǫ sufficiently close to zero. for free. In general it requires doubling the total number of gates (i.e., the circuit's size), doubling the running time of the circuit (i.e., the circuit's depth), and increasing the number of edges coming out of each gate, by up to a factor of 3. (It should be noted though that in certain special cases, these extra costs can be reduced, sometimes substantially.)
This issues notwithstanding, it is worth considering the question of whether there is a thermodynamic advantage to implementing a logically irreversible computation with an extended circuit of logically reversible gates rather than with a conventional circuit comprising logically irreversible gates. There is no clearly best way to choose what equivalent conventional circuit to compare to a given extended circuit of reversible gates. However we can make some preliminary remarks on the comparison with an equivalent AO device (which is logically irreversible).
Since a Fredkin gate is logically reversible, both the Landauer cost and the mismatch cost of every non-output gate in an extended circuit is zero. So all of the Landauer cost and mismatch cost of running such a circuit arise in its answer-reinitialization. In general, those two costs will be greater than the answer-reinitialization cost of a conventional circuit (with no logically invertible gates) whose output bits give only f (x), with no bits containing copies of x and s that also need to be reinitialized. So our question reduces to the question of whether the costs of the answer reinitialization of the extended circuit are less than the costs of running and then answer-reinitializing the equivalent AO device.
To answer this question, for simplicity assume that the distribution over the output bits in the extended circuit that encode s is a delta function. (This would be the case if we do not want to allow the physical system to implement a different logical function from one iteration to the next, so only one vector of control signals s is allowed.) The Landauer cost of erasing (reinitializing) those bits is zero, and assuming that we perform the erasure using a prior that equals the delta function over s, the mismatch cost is also zero. So we ignore those bits from now on.
To proceed further, we need to consider the detailed thermodynamics of the answer-reinitialization process. However, as mentioned above, the answer-reinitialization process is not given in the specification of what function we want the circuit to implement. So there is "right" or "wrong" model of that process. All we can do is consider a few natural models, which we do in the remainder of this appendix: 1) First, we could require that answer-reinitialization is performed within each gate itself, separately from all other physical systems. In this case the costs for answerreinitialization are
Write F r(C) to mean an extended Fredkin circuit that computes the same function Π C as a conventional circuit C. With this type of answer-reinitialization, the EF needed to erase the output bits containing Π C (x) is the same for both C and F r(C). Therefore the additional EF incurred in answer-reinitialization due to using F r(C) rather than C is the EF needed to erase the output bits in F r(C) that end with a copy of x,
where with some abuse of notation we are referring to nodes "v ∈ V IN " to mean the output nodes that contain copies of the states of the actual input nodes to the circuit, and q v refers to a prior used to reinitialize those nodes. Similarly, the difference in Landauer costs is
and the difference in mismatch costs is
Eq. (G3) means that the Landauer cost of implementing a function using an AO circuit is upper-bounded by the Landauer cost of implementing that function using an extended Fredkin circuit:
This disadvantage of using the extended Fredkin circuit holds even if the equivalent AO device is logically irreversible. So as far as Landauer cost is concerned there is no advantage to using an extended Fredkin circuit to implement a logically irreversible computation with this first type of answer-reinitialization. On the other hand, in some situations the mismatch cost of the AO device will be greater than the mismatch cost of the equivalent extended Fredkin circuit, as illustrated in the following example:
Example 6. Suppose that the input to the circuit consists of two bits, where the actual distribution over those bits, p, is the distribution p in the example at the end of App. A, while the prior over those input bits, q, is the reference distribution r in that example. As shown in that example, the multi-divergence from this p to this q is negative.
Suppose as well that Π C is a many-to-one map. Then plugging in gives
= ∆D F r(C),C (p, q)
2) A second way we could answer-reinitialize the extended Fredkin circuit is by using an idealized process that accesses all of the outputs at once,P. Such a process would erase those output bits that contain a copy of x by using a trajectory of changing Hamiltonians. Ideally, that trajectory would exploit by the value Π C (x) stored in the other output bits of the circuit [61] .
The Landauer cost of this type of answerreinitialization of the output bits that contain a copy of x is just S(p(X IN |X OUT )) − 0, since this process is a many-to-one map over the state of the output bits that contain a copy of x. Since Π C is a deterministic map though, by Bayes' theorem S(p(X IN |X OUT )) = S(p(X IN )) − S(p(X OUT )) (G6) So in this type of answer-reinitialization, the Landauer cost of the extended Fredkin circuit is identical to that of the equivalent AO device. (In general, the mismatch cost may be either greater or smaller.)
Note though that the "idealized process that accesses all of the outputs at once",P, must use a timedependent Hamiltonian that directly couples a total of |V IN |+|V OUT | output bits. Constructing such a process is typically very difficult since |V IN |+|V OUT | can be quite large. In fact, as discussed in the main text, it is precisely because it is so difficult to construct a process that directly couples |V IN |+|V OUT | bits that in the real world, computers are implemented with conventional circuits in the first place, rather than with a single AO gate.
3) A third way we could answer-reinitialize the extended Fredkin circuit would arise if after running the circuit, we happened upon a set of initialized external bits, just lying around. In this case, after running the circuit, we could simply swap those external bits with the output bits of the circuit that contain the value of x, thereby answer-reinitializing the output bits.
Note though that we could have alternatively used those external bits as an information battery, extracting up to a maximum of k B T ln 2 from each one by thermalizing it. So the opportunity cost in using those external bits to reinitialize the output bits of the Fredkin circuit rather than use them as a conventional battery is |V IN |k B T ln 2. This is an upper bound on the Landauer cost of implementing the desired computation using an AO gate. So again, as far as Landauer cost is concerned, there is no advantage to using an extended Fredkin circuit to implement a logically irreversible computation with this third type of answer-reinitialization.
Appendix H: Thermodynamic costs of physical automata
Cyclic gates are a special case of "subsystem processes", defined in Appendix D. Such processes arise in the dynamics of many kinds of systems, both naturally occurring and artificially built. In particular, they arise in the dynamics of many computational machines. This allows us to apply the analysis in Appendix D of the thermodynamic costs of subsystem processes to investigate the thermodynamics of an extremely broad range of computational machines.
To do this, it will be useful to slightly tweak the conventional definitions of many computational machines, so that they can all be expressed as special cases of a single, common definition. (The exact, untweaked definitions of these computational machines have essentially the same thermodynamic behavior as these slightly tweaked definitions.) We call this single, common definition a computational automaton.
Every computational automaton involves the Cartesian product of three countable spaces: A space specifying the internal ("logical") state of the automaton, X int ; a space of its active memory, X act ; and a space of its storage memory, X sto . We call X := X int × X act × X sto the set of possible instantaneous descriptions (IDs) of the machine. In addition to X, a computational automaton includes an update rule, which is repeatedly run on X. The update rule can be expressed as a product of two maps, Π 2 Π 1 , where Π 1 only affects X 1 := X int × X act , while Π 2 can work on all of X.
Typically, X act × X sto is a (perhaps infinite) bit string, and Π 1 is a process that changes a subset of the bits in the bit string (those specified by x act ), together with the internal state of the machine (specified by x int ), all based on the current state of x act and on the current internal state of the machine. After Π 1 finishes, Π 2 is run. It is typically a function that "shifts" X act × X sto , moving the newly created value of x act into "storage", and moving what had been a set of stored bits into X act , in preparation for the next implementation of Π 1 .
19,20
Examples of computational automata include (small tweaks of) the conventional definitions of deterministic and stochastic finite automata, of cellular automata, of push-down automata, of Turing machines, etc., in 19 While no such restrictions are needed at this high level of description, in many of the machines considered in computer science Π 1 is allowed to be logically noninvertible, while Π 2 is logically invertible by construction. 20 In computer science, sometimes a special element of X int is specified as the "start state", with the stipulation that the update rule is first applied with x int set to that start state. Similarly, sometimes a special element of X int is specified as the "halt state", with the stipulation that the update rule will stop being applied if and when x int equals that halt state. However neither specification is necessary for our purposes.
addition to the definition of circuits used in this paper [43, 60, 79] :
The conventional definition of a finite automaton (deterministic or stochastic) is a computational automaton directly, without any tweaking. X int is finite, X act is a single bit, and X sto is a semi-infinite string of bits, expressed as the product of two indexed sets, X 1 sto × X 2 sto . Π 1 changes x int to a new value based on its current value and on the current value of x act . Π 2 then shifts all elements in X 1 sto to one higher index, and moves x act to the lowest-index element of X 1 sto . It then copies the lowest-index element of X 2 sto into X act , and then shifts all elements in X 2 sto to one lower index.
Example 8. The conventional definition of any Boolean formula is also a computational automaton, after a very slight tweak. Let k be the maximal indegree of all the gates in such a formula, and let ℓ be the number of gates. In this case, X act is a set of k bits, and X sto is a Cartesian product of the outputs of all the gates in the circuit, together with all the inputs to the circuit (i.e., it is the contents of all nodes in the DAG of the Boolean formula). X int is the Cartesian product of a bit and an integervalued counter. That counter has ℓ possible values. We associate each successive value of that counter with a successive one of the gates, in the order that they need to be executed in order to evaluate the Boolean formula.
Π 1 starts by increasing the counter in x int by 1, and then applies the Boolean gate specified by that value of the counter to the then-current contents of X act , storing the resultant output in the bit in x int . Π 2 then transfers x int into a special portion of X sto containing the output(s) of all already-evaluated gates. Based on the value of the counter in x int , Π 2 then copies the appropriate combination of those bits giving the results of alreadycompleted gates, together with bits that are inputs to the overall Boolean formula, into X act , in anticipation of the execution of the next gate, to be done by Π 1 .
Suppose we are given an automaton, (X, Π 1 , Π 2 ), together with a set of physical variables that jointly encode X. Suppose we also have a physical process that first applies Π 1 solely to (the physical variables representing) X 1 , leaving the state of X sto unchanged, and then applies Π 2 to the (physical variables representing the) full ID space, X. We call such a combination of a physical space and a physical process that implements a computational automaton a physical automaton. Without loss of generality, we assume that a physical automaton take a single unit of time to implement an iteration of Π 2 Π 1 , from t ∈ Z + to t + 1. Consider a physical automaton together with an initial distribution of the automaton's ID, p(x), which has some statistical dependence between x 1 and x 2 . Suppose we run the physical automaton forward for a single iteration, from t = 0 to t = 1. Note that the physical process that runs Π 1 to X 1 is a subsystem process, as defined in Appendix D. So in general, so long as Π 1 is not logically invertible, the mutual information between X 1 and X sto will change under the function Π 1 , and therefore the Landauer loss of running Π 1 (and therefore of running the full iteration of the physical automaton) will be nonzero.
This means that under these conditions, the minimal EF generated by running the physical automaton will be greater than the minimal EF generated by running the equivalent AO device. So there will be an automaton Landauer loss, i.e. the minimal EP when using the physical automaton will be nonzero. (Indeed, this kind of thermodynamic loss can arise even if the initial distribution p has no coupling between X 1 and X sto , so long as there is nonzero probability that such coupling arises at some point before the automaton halts.) This general phenomenon holds for many of the computational machines considered in computer science -Landauer losses occur more broadly than just in circuits.
Similarly, in general, so long as the prior distribution of the full ID has any statistical dependence between the states of X 1 and X sto , then the mismatch cost generated by running a single iteration of the physical automaton will differ from the mismatch cost generated by running a single iteration of the equivalent AO device. So there will be an automaton mismatch loss. This may be positive or negative, in general.
