Abstract-The transmitted acoustic signals are severely influenced by boundaries like as sea surface and bottom in the shallow water. Very large reflection signals from boundaries cause inter-symbol interference effect, the performance of the communication are degraded. Usually, to compensate the reflected signals under this kind of acoustic channel, is adopting the channel estimation based equalizers. In this study, we express neural network approaches for image data transmission in the shallow water. A simple neural network is adopted for the decision from output data. The QPSK system is used for the underwater acoustic communication simulations and experiments.
INTRODUCTION
The underwater acoustic communication channel is known to exhibit a frequency selective channel by multi-path delay spread in a multipath channel such as shallow water. The performance of the underwater acoustic communication system degrades due to inter-symbol interference (ISI) by multi-reflections from the boundaries. [1] [2] [3] The channel estimation based equalizers are open adopted to compensate these phenomena. This paper presents techniques using the neural network to send image data with less error. The simple neural network is used for some numerical experiments in simulation signals and experimental signals. The QPSK system is used for the underwater acoustic communications simulations.
II. CONFIGURATION FOR SIMULATION AND EXPERIMENT
There are two channels -I channel and Q channel -in Quadrature phase-shift keying (QPSK) system shown as FigureⅠ. The transmitted signal is demodulated separately to two output signals using cosine signal or sine signal with same carrier frequency of modulation system, and then output signals are converted to 4 states data [00 01 10 11] from each output signal. It means the numbers of the input and output signal's types are 4 when neural network is applied in this system. FigureⅡ shows the configuration of sea experiment and its sound velocity profile in shallow water located in the George island near to Busan city in Korea. The range between transmitter and receiver is set to be 100, or 400 m. The depths of receiver and transmitter are set to be 7 and 10 m, respectively. The channel characteristics for the numerical simulation are obtained as figure Ⅲ, from this environment parameter as shown figureⅡ. We assumed that the channel impulse response had 5 signals as shown eqn. (1) -direct, bottom reflected, surface reflected, bottom-surface reflected, and surface -bottom reflected signals.
(
Here, n a is the nth multipath signal's amplitude, n τ is the nth multipath delay time, and N is chosen by 4. In order to understand the characteristics of the each channel, the effective delay spread rms τ and the coherence bandwidth W are calculated using eqns. (2)- (4). The rms τ is given as [3, 4] . ) ( 
The relationship between the effective delay spread and the channel's coherence bandwidth W is given by
If the channel's coherence bandwidth is less than that of the signals, it is difficult to send data without errors due to the channel distortion.
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The transmission rates are chosen by 100, 400, and 1600 symbols per second (sps). The image for the transmission is the standard Lenna image consists of 35x35 pixels with 8 bits per pixel, which amounts to 9,800 bits of data. The carrier frequency and sampling frequency are chosen by 16 kHz and 128 kHz, respectively. At next, the used neural network is shown as figureⅣ. It consists of an input layer, a hidden layer, and an output layer. The expected results of the output layer are [1000 0100 0010 0001] at output A(1) ~ A(4) that are corresponding to the output of QPSK systems to be 4 stats [00 01 10 11]. In the neural network system with the hidden layer, the weightings are obtained by the learning with some learning datum in the input layer and the expected output in the output layer. The first some part of the QPSK demodulated signal is used for the input signal. The input layer consists of 2, 4, or 8neurons, the hidden layer and the output layer is20 neurons and 4 neurons, respectively. [5] Table Ⅱ shows the results using neural network in simulation. All results are zero error in frequency nonselective channel. Also, using enhancement of the number of input layer, bold style's results show good results like as the channel would be frequency non-selective fading. Table Ⅲ shows the results using neural networks with experiment data. In all results, the input layer consists of 8 neurons, the hidden layer and the output layer is 30 neurons and 4 neurons, respectively. In experimental data, the performance with neural network shows little bit better performance than those of without neural network. without neural network. This difference between simulation and experiment are shown that the results caused by varying experimental environment, unlike the time-invariant simulation environment.
