Abstract. Laser arc sound signal hides welding status information. It is a great significance to control the welding quality. This paper builds the laser welding of B&K company and four channels input sound and vibration analyzer. Using wavelet base which is db4, combining different methods to decompose laser arc sound signal. These methods include hard threshold, soft threshold and double threshold double factors. The results show that choosing double threshold double factor has the highest SNR. After processing, 1024 consecutive arc sound signal sampling points are selected as a sample, and features are extracted in time domain and frequency domain. Thirty samples are respectively selected from three welding conditions including complete penetration, incomplete penetration and welding wear, which constitute training samples. Twenty samples are respectively selected from three welding conditions, which constitute test samples. test samples are respectively identified by probabilistic neural network(PNN) and multi-weights neural network(MWNN). Results show that the whole recognition rate of multi-weight neural network is higher than the whole recognition rate of the probability neural network.
Introduction
With the development of industrial production, laser welding technique plays an important role in actual application. In laser arc welding process, the volume expansion and excessive drip oscillation will produce great voice, which contains mixed voice [1] . According to the variation of arc sound, experienced welders can roughly determine the quality of welding in the practical work [2, 3] by personal experience. Thus the arc sound signal indeed contains important information of welding status [4] . It has achieved certain results to research on acoustic signal of welding process in the country. Qiang Chen [5] and Yaowen Wang study plasma arc welding perforation behavior, who are from Tsinghua University. The research further suggests that the low frequency component of sound signal contains information of welding penetration status. Jinglei Liu [6] , a scholar at East China University of Science and Technology and Yanbin Chen,a scholar at Harbin industrial university, study the correlation of laser welding sound signal and penetration status in the process of laser welding, and establish the relationship between the state of welding penetration and sound signal through artificial neural network. Ladislav Grad and Janez Grum study laser welding sound signal abroad, who draw a conclusion that the irregular change of welding arc sound related to the instability of the welding process [7] . But collected arc sound signal contains some noises in the actual situation, so it becomes the first problem to deal with laser arc sound signals.
In this paper, laser arc sound signal is used as the object of study. The collected sound signal is processed by different threshold method. The characteristics of arc sound signal are extracted from two aspects: time domain and frequency domain. In pattern recognition, the extracting characteristic values are selected as input. Three welding states are selected as output. The probabilistic neural network (PNN) and the multi-weight neural network (MWNN) mapping models are obtained by constructing the training sample. Then the trained neural network models are used to classify the welding conditions of test samples.
Arc sound signal acquisition
Laser arc sound signal acquisition system is shown in Fig 1. It mainly includes PULSE labshop software, sound sensor of B&K company, four channels input sound and vibration analyzer, welding equipment etc. 
De-noising method
In the welding process, arc sound signal are mixed in the noise of shielding gas including mechanical noise and electromagnetic noise. In order to better study of arc sound signal, the collected arc sound signals are processed by wavelet threshold to reduce noise, which wavelet threshold adopt different threshold method.
Double threshold double factor function According to energy distribution of signal and noise in wavelet domain [8] , Donoho puts forward hard threshold [9, 10] and soft threshold method to reduce noise. When Wavelet transform coefficient is less than the threshold in double threshold double factor function, it is different from traditional threshold functions, which is based on Lagrange Interpolation theorem [12] . Double threshold double factor function defines the first threshold 1 λ and the second threshold ), which describes deviation factorα and threshold factor β , Where two factors meet the conditions:
. It can achieve optimal de-noising effects by changing the value of α and the value of β . Double threshold double factor [8] function is defined as follows:
(1) De-noising performance. In order to verify double threshold double factor function better than the traditional threshold function in terms of de-noising aspect, where signal-to-noise ratio and root mean square error are compared.
is the signal after de-noising, N is the length of the signal. The larger the SNR and the smaller RMSE, the better de-noising effect. The results are shown in table 1.
The de-noising ability of double threshold and double factors is better than traditional threshold function through the observation in table 1. This contributes to the following feature extraction.
Feature extraction

Short time window technique
Arc sound signal is changed over time, but it can be seen as a process of quasi steady state in a short time. So it can use smooth process of processing method and theory for the short-term treatment of arc sound signal. Every short period is called a "frame analysis", where window function used is hamming window [14] in this paper.
Time domain and frequency domain features Short-time energy
There is a significant difference in the signal energy of different welding state. Short-time energy analysis of arc sound signal reflects amplitude changes. Short-time energy [15, 16] function is defined as follows:
Where ( ) m x is arc sound signal. n E is short-time energy. Short-time average magnitude Short-time energy calculate the squares of the signal samples. But short-time average magnitude is measured by calculating the sum of absolute value change in arc sound signal. Short-time average magnitude function [17] is defined as follows:
Where ( ) m x is arc sound signal.
n M is short-time average magnitude. Short-time average zero-crossing rate Short-term average zero crossing rate calculate the number of sample values changes sign in each frame. Short-time average zero-crossing rate function [15, 16] is defined as follows:
Short-time zero-energy ratio Short-time zero-energy ratio is combined with the short-term energy and zero crossing rate. The ratio of zero crossing rates to short-time energy at the same time. Short-time zero-energy ratio function [15, 16] is defined as follows: 
Where n Z is Short-time average zero-crossing rate. n E is Short-time energy. Short-time power spectrum Power spectrum analysis also adopts short-term analysis. It is based on Fourier Transform. Short-time Fourier transform [18] of signals is defined as follows: 
The method of calculating power spectrum uses discrete Fourier Transform. Short-time power spectrum is actually the square of Fourier transform magnitude,where describes as n P . This paper conducts fifty percent overlapping of arc sound signal framing by using Hamming window. 
Welding states recognition
Neural network [19, 20] is a complex network system which is formed by a large number of simple processing units. n E , n M , n Z , n ZER , n P are selected as input, incomplete penetration, complete penetration and welding wear are selected as target output. Through the training samples, the probabilistic neural network (PNN) and the multi-weight neural network (MWNN) classifier are respectively established to recognize the welding conditions of the arc sound signal.
Probabilistic neural network PNN is a mentor learning feed-forward neural network, which generally consists of input layer, hidden layer and output layer. It uses the Bayes minimum risk rule for classification, which is shown in Input layer pass input sample to model layer nodes. Model layer conducts weighted summation through weight. Summation layer accumulates the samples input from pattern layer. Decision-making layer selects the maximum probability density of the neuron as the output.
Results and analysis In the experiment, 1024 data were used as a sample. 50 samples were selected respectively from three different welding conditions. The training sample is made up of 30 samples from three different welding conditions. The rest is as the test sample. So the number of training sample is 90. The total number of test samples is 60. The experimental results is shown in figure 6 and figure 7. "1" represents complete penetration, "2" represents incomplete penetration, "3" represents welding wear. Fig 6, where recognition rate of complete penetration is 100%, recognition rate of incomplete penetration is 100%, recognition rate of welding wear is 90%, which has two false identification as complete penetration. The whole test samples recognition rate is 96.67%.
Geometric learning
Basic principle of geometry learning Geometric study is based on the similar samples in the best cover of the specific spatial distribution as a target. All samples of similar things were in the area of an irregular connected, according to certain rules to establish a high dimensional complex geometry to cover the area through the network learning. If samples were identified in the enclosed area, these samples were identified correctly. On the contrary, if samples were identified outside the closed area, these samples refused to identify. This paper used three weights of neurons [21] , which expressed as follows: 
Where
represented three points(w1, w2, w3)to form a triangular
and hypersphere(radius of θ )determine coverage after topology product.
Built steps of geometric learning The training sample sets are is the euclidean distance of the point X and the
, built steps of geometry learning [21] are as follows:
Step 1: First of all find out point-to-point euclidean distance in the training sample X, and record the minimum euclidean distance of two points as 11 P , 12 P . In addition to these two points, one of all remaining points to the sum of the distance of these two points is minimum, and the point is not collinear with point 11 P and 12 P , which noted as 13 P , get three points form a closed area(
which noted as 1 ϕ . And cover the area with a neurons
Step 2: For the former constructed geometry 1 P , whether the remaining points were contained by the geometry 1 P . If within the scope of the body cover, then eliminate this point. For those sample points outside the body, according to the method of step one, finding one point to the euclidean distance of these three points is minimum, noted the point as 21 P . After that calculated separately these three points( 11 P , 12 P , 13 P )to the euclidean distance of 21 P , and took the minimum value and minor value. Then remembered as 22 P , 23 P again. So we got the second enclosed area(
which was noted as 2 ϕ . To cover the other area with a neurons 3 Si P , the scope of coverage is [22] : Step 3 Got the coverage area(
, which noted as i ϕ . To cover the area with a neurons 3 Si P , the scope of coverage is [22] :
Step 4: Repeated to operate step three for all the sample points, until handling all the sample points. Eventually built M geometries and their union noted as Ω.
Experimental results and analysis figure 8 , in the picture, "1" represents complete penetration, "2" represents incomplete penetration, "3" represents welding wear. In Fig 7, " 1" represents complete penetration that recognition rate is 100%, "2" represents incomplete penetration that recognition rate is 100%, "3" represents welding wear that recognition rate is 100%. The whole recognition rate of MWNN is 100%.
Summary
This paper denoises arc sound signal by combining different threshold methods. The results show that double threshold double factor de-noising ability is the best than two other methods by comparing the SNR and the RMSE.
1024 consecutive arc sound signal sampling points are selected as a sample. 50 samples were selected respectively from three welding conditions. selected 30 samples respectively from three welding conditions, which form training samples. The rest is as the test sample. the whole recognition rate of MWNN is 100%. The wholel recognition rate of PNN is 96. 67%. So the whole recognition rate of MWNN is higher than PNN.
