Emissions from oil/gas extraction activities in the Arctic are already important in certain regions and may increase as global warming opens up new opportunities for industrial development. Emissions from oil/gas extraction are sources of air pollutants, but large uncertainties exist with regard to their amounts and composition. In this study, we focus on detailed investigation of emissions from oil/gas extraction in the Norwegian Sea combining measurements from the EU ACCESS aircraft campaign in July 2012 and regional chemical transport modeling. The goal is to (1) evaluate emissions from petroleum extraction activities and (2) investigate their impact on atmospheric composition over the Norwegian Sea. Numerical simulations include emissions for permanently operating offshore facilities from two datasets: the TNO-MACC inventory and emissions reported by Norwegian Environment Agency (NEA). It was necessary to additionally estimate primary aerosol emissions using reported emission factors since these emissions are not included in the inventories for our sites. Model runs with the TNO-MACC emissions are unable to reproduce observations close to the facilities. Runs using the NEA emissions more closely reproduce the observations although emissions from mobile facilities are missing from this inventory. Measured plumes suggest they are a significant source of pollutants, in particular NO x and aerosols. Sensitivities to NO x and NMVOC emissions show that, close to the platforms, O 3 is sensitive to NO x emissions and is much less sensitive to NMVOC emissions. O 3 destruction, via reaction with NO, dominates very close to the platforms. Far from the platforms, oil/gas facility emissions result in an average daytime O 3 enhancement of +2% at the surface. Larger enhancements are predicted at noon ranging from +7% at the surface to +15% at 600 m. Black carbon is the aerosol species most strongly influenced by petroleum extraction emissions. The results highlight significant uncertainties in emissions related to petroleum extraction emissions in the Arctic.
Introduction
Modeling and observational studies have shown that sources contributing to Arctic air pollution, namely aerosols and trace gases, are primarily located in the northern mid-latitudes (e.g. Wespes et al. 2012; Shindell et al., 2008; Jacob et al., 2010; Law et al., 2014) . Previous work has highlighted the sensitivity of the Arctic climate to short-lived pollutants, such as black carbon and tropospheric ozone (O 3 ), from mid-latitudes (e.g., Quinn et al., 2008; Serreze and Barry, 2011; Yang et al. 2014 ) and the impact of soot deposition on snow and ice on surface albedo (e.g., Hansen and Nazerenco, 2004; Flanner et al., 2007 Flanner et al., , 2009 Jiao et al., 2014) . However, the dominance of remote pollution sources may be in the process of changing due to increased access to the Arctic region, associated with climate change leading, for example to reduced sea ice, and economic drivers already resulting in additional shipping and oil-gas exploration extraction activities in the Arctic (Stephenson et al., 2011; AMAP, 2010) . It has been known for some time that certain local sources such as metal smelting are important sources of aerosols, especially sulfate (SO 4 2-), in the eastern Arctic (Prank et al., 2010) and more recently, other near Arctic sources have been shown to have an important impact on Arctic air pollution. In particular, Stohl et al. (2013) suggested that Russian flaring emissions associated with oil and gas extraction and seasonally varying domestic combustion emissions (Klimont et al., 2017) may contribute as much as 42% to surface Arctic annual mean black carbon (BC). This is because Arctic surface sites, such as Zeppelin, Alert and Barrow, are sensitive to surface emissions in or near to the Arctic (Hirdman et al., 2010) . Inclusion of these emissions in model simulations led to improved model simulations of BC concentrations and its seasonal cycle in the Arctic (Eckhardt et al., 2015) . Local emissions from shipping, related to transport of goods, tourism or fishing, have also been shown to be important sources of aerosols and O 3 (Peters et al., 2011; Eckhardt et al., 2013 , Marelle et al., 2016 . Ødemark et al. (2012) estimated that current petroleum activity may increase summer mean O 3 in Alaska and western Russia by 5%, and shipping may contribute to a seasonal surface O 3 change of 12% along the Norwegian coast and west coast of Greenland. Ødemark et al. (2012) estimated that the annual average radiative impact from air pollutants, normalized to mean column burden enhancements from current Arctic oil/gas and shipping activities, are similar to the global average. BC aerosols and tropospheric O 3 can lead to increased warming locally in the Arctic. Increases in petroleum extraction may have significant impacts on Arctic climate in the future given that estimates suggest that 30% of global undiscovered gas and 13% of oil is north of the Arctic Circle and mostly located offshore (Gautier et al., 2009) .
From 1990 to 2004, Arctic oil production took place in western Russia (79%), Alaska (18%), and Norway (3%), whereas gas production was dominated by western Russia (96%) and Alaska (3%) (Peters et al., 2011) . However, current air pollutant emissions from activities related to gas and oil extraction are very uncertain in the Arctic where very little independent data is available to validate reported estimates. For example, there is one order of magnitude difference in oil/gas emissions of NMVOCs in the Norwegian Sea in global inventories derived by Peters et al. (2011) and ECLIPSE (Evaluating the Climate and Air Quality ImPacts of Short-livEd Pollutants) (Klimont et al., 2017) . Studies in other regions, such as the midwest in the United States of America (USA), also suggest that inventories underestimate emissions of CH 4 and NMVOCs from oil/gas extraction (e.g., Xiao et al., 2008; Pétron et al., 2012) . Activities related to oil/gas extraction produce emissions of carbon dioxide (CO 2 ), methane (CH 4 ), nitrogen oxides (NO + NO 2 = NO x ), non-methane volatile organic compounds (NMVOCs), carbon monoxide (CO), sulfur dioxide (SO 2 ) as well as direct emissions of aerosol particulate matter (PM) containing BC and organic aerosols (OA). These emissions can lead to the production of secondary pollutants namely O 3 , SO 4 2-and secondary organic aerosols (SOA) .
Uncertainties in these emissions are due, in part, to the fact that they result from a variety of activities. For example, combustion of fossil fuel for energy production on fixed offshore production installations for heat and light generation, processing and export of hydrocarbons and the treatment and reinjection of water used in the extraction process produces emissions of CO 2 , NO x , SO 2 and CO (UK Oil and Gas, 2015, report available at http:// oilandgasuk.co.uk/environment-report.cfm). Natural gas or diesel fuel is used for this purpose although the use of low NO x turbines can reduce emissions from this source. Flaring, related to maintenance, well testing and safety procedures, and venting, either intentional or as a result of crude oil transfer procedures (e.g. to/from tankers), are also a source of air pollutants. Flaring is highly variable resulting in emissions of aerosols such as BC and trace gases such as CO 2 and NO x whilst venting of gases leads to emissions of CH 4 and NMVOCs. In a region like the Norwegian continental shelf, combustion from turbines is an important source of CO 2 and NO x emissions (http:// www.npd.no/en/). As well as emissions from fixed facilities, air pollutants are also emitted from mobile installations, such as storage tankers and drilling rigs, which also produce emissions from fuel combustion in their turbines.
In this study, we investigate the impact of pollutant emissions from oil/gas extraction using a combination of regional modeling and analysis of data collected during flights as part of the European Union (EU) Arctic Climate Change and Society (ACCESS) aircraft campaign in July 2012. During this campaign, measurements were taken in the vicinity of extraction installations in the Norwegian Sea (Roiger et al., 2015) . We note that these flights represent, to our knowledge, some of the first reported data on pollutant emissions from oil and gas extraction under summertime Arctic conditions. In this study, we use the data to evaluate available emission datasets and estimate the local and regional scale impacts of these emissions on Arctic atmospheric chemical composition and potential implications for regional air quality. We focus primarily on evaluating the impacts of petroleum extraction emissions on O 3 since only rather limited data is available with which to evaluate the model in terms of aerosols. We use a chemical transport model (Weather Research and Forecast coupled with chemistry: WRF-Chem) run at high resolution (2 km) with available point source emissions for production facilities in the Norwegian Sea region. We describe the ACCESS airborne campaign and the WRF-Chem model setup in Section 2 and the emission datasets in Section 3. In Section 4, the ACCESS measurements are used to evaluate the performance of the model simulations and to provide insights into the validity of the emission inventories that are used. The sensitivity of modeled O 3 to NO x and NMVOC emissions is discussed in Section 5. The impact of oil/gas emissions on regional levels of O 3 and particulate matter (PM) over the Norwegian Sea is discussed in Section 6. The conclusions are given in section 7.
Campaign description and model setup

ACCESS campaign
An overview of the ACCESS aircraft campaign is given in Roiger et al. (2015) . For completeness, we briefly describe the details of the ACCESS campaign, conducted in July 2012 using the DLR Falcon-20 aircraft based in northern Norway. The main aim was to collect data on emerging local pollution sources in the Arctic in order to evaluate their impacts on atmospheric composition and on regional air quality and climate. During the campaign, emissions from shipping and oil/gas extraction, as well as pollution plumes transported from metal smelting activities in north-west Russia and from Siberian fires were studied (see Roiger et al., 2015 for further discussion). An analysis of ACCESS flights focusing on ship emissions and their impacts can be found in Marelle et al. (2016) . The Falcon-20 was equipped with trace gas (NO x , SO 2 , O 3 , and CO) and aerosol instrumentation including total and non-volatile aerosol particle number concentration and accumulation mode refractory black carbon (rBC) mass mixing ratios.
During the ACCESS campaign 2 flights were dedicated to sampling emissions downwind of offshore oil/gas extraction facilities in the Norwegian Sea. The geographic range and tracks of both flights are shown in Figure 1a .
While the installations that were sampled are south of the Arctic Circle, they are considered to be within the geographic Arctic as defined by the Arctic Council AMAP (Arctic Monitoring and Assessment Programme) which created an area under its Arctic Environmental Protection Strategy, including the Norwegian Sea. The flights took place on 19 and 20 July 2012, in good meteorological conditions with high visibility, and were performed in close collaboration with the Norwegian oil company Statoil (www.statoil.com). The synoptic situation during the flights was dominated by a low-pressure system located to the north of Scandinavia leading to northerly winds close to the Norwegian coast on 19 July 2012. On 20 July 2012, the low-pressure system moved to the northwest, resulting in north-westerly, rather than northerly winds over the Norwegian Sea. These conditions meant that the plume samplings were not influenced by anthropogenic emissions along the Norwegian coast. Further details about the meteorological conditions are given in Roiger et al. (2015) .
As shown in Figure 1b , the flight on 19 July 2012 was conducted as a survey to sample emissions from a large number of oil and gas production platforms (Kristin, Åsgard A and B, Heidrun and Norne), a storage condensate tanker (Åsgard C), storage tankers (Randgrid and Skarv), and drilling rigs (Deepsea Bergen and Transocean Spitsbergen). The flight on 20 July 2012 focused on detailed probing of emissions from the Heidrun production facility using an S-shaped track to sample the plume(s) at various intervals and altitudes (100 m, 300 m and 500 m) downwind as shown in Figure 1c . We note that the Norne facility was continuously flaring, on 19 and 20 July 2012, Heidrun was intermittently flaring on both days, whereas Åsgard A was not flaring on 19 July (personal communication, Statoil) . An example of data collected around the platforms is illustrated in Figure 2 . It shows time series for NO x , SO 2 , nucleation mode aerosols and total non-volatile particle number concentrations measured on the 19 July in plumes downwind of the Åsgard A and B oil production facilities and the condensate storage tanker, Åsgard C. Moderately enhanced levels of nucleation mode aerosols and low levels of SO 2 were observed downwind of Åsgard A and B most likely due to release of VOCs and production of secondary organic aerosols (Roiger et al., 2015) . In contrast, particulate matter emissions from the storage tanker Åsgard C were much higher and comprised of non-volatile aerosols. Enhanced SO 2 in plumes from this source points to production of sulfate aerosols and enhancements in BC particles were also noted. NO x was also higher downwind of this source and other mobile sources (drilling rigs, storage tankers) compared to the fixed production facilities most likely due to combustion emissions. Emissions from drilling rigs (not shown) also contained moderate levels of SO 2 , particles, and enhanced BC. These emissions from mobile sources are more characteristic of shipping emissions. Lower NO x and SO 2 downwind of the production facilities may be due to the use of natural gas for energy production. The ACCESS observations are discussed in more detail in Section 4 when they are used to evaluate the model simulations.
WRF-Chem model
The impact of emissions from offshore oil/gas installations on air quality in Norwegian Sea was simulated using the WRF-Chem model (version 3.4.1). WRF-Chem is an online model where the physical and chemical processes are fully consistent (Grell at al., 2005) . The model was run with two 1-way nested domains centered on the Norwegian Sea (see Figure 1a) Figure 3 and will be discussed in the Section 4.
The model was run with the RACM-ESRL gas phase chemical mechanism (Kim et al., 2009) , an updated version of the Regional Atmospheric Chemistry Mechanism (RACM) (Stockwell et al., 1997) . RACM is a chemical mechanism designed for air pollution studies and includes a full range of photolysis and gas-phase reactions. Aerosol particle dynamics is simulated using the Modal Aerosol and Dynamics for Europe (MADE) scheme (Ackermann et al., 1998) . MADE uses three overlapping log-normally distributed modes: Aitken, accumulation and coarse. The Grell and Devenyi, 2002) Shortwave radiation RRTM (Iacono et al., 2008) Longwave radiation RRTM (Iacono et al., 2008) PBL MYNN (Nakanishi and Niino, 2006) Surface Layer Monin-Obukhov Surface NOAH LSM (Chen and Dudhia, 2001) Gas-Phase chemistry RACM-ESRL (Stockwell et al., 1997; Ahmadov et al., 2012) Aerosol chemistry MADE/SOA-VBS (Ackermann et al. 1998; Ahmadov et al., 2012) species treated in the Aitken and accumulation modes include inorganic ions, primary particulate matter with aerodynamic diameters less than 2.5 µm (PM 2.5 ) that also includes the fine fraction of dust and sea salt, BC, particulate organic matter (POM), SOA, and aerosol water. Unspeciated PM 10 with aerodynamic diameters less than 10 µm, dust, and sea salt are treated in the coarse mode. SOA production is based on the volatility basis set approach (Ahmadov et al., 2012) . Photolysis rates are simulated using the Fast-J scheme (Wild et al., 2000) . Dry deposition velocities for trace gases are calculated according to Erisman et al. (1994) , while for aerosols the parameterization of Wesely and Hicks (2000) is used. Dry deposition velocities for condensable organic vapors are assumed to be 25% of calculated deposition velocity for HNO 3 . Cloud chemistry is treated using the scheme of Walcek and Taylor (1986) . Wet deposition from convective updrafts and large scale precipitation is included in the model runs. Aerosol feedbacks on radiation and clouds are not included in these simulations. The tendency terms in the continuity equation are diagnosed following Wong et al. (2009) . WRF-Chem was run over both domains from 14 to 20 July 2012, with 14 to 16 July considered as spin-up for the chemistry. A series of 30 h simulations were performed on each day starting at 00 UTC. The run in the outer Domain 1 was initialized with initial and boundary meteorological conditions provided by ECMWF 6-hourly analyses, at a resolution of 0.125° × 0.125°. Chemical boundary conditions were provided using the output of the global Model for Ozone and Related Chemical Tracers (MOZART) every 6 hours. In order to reproduce background O 3 concentrations outside of plumes, MOZART predicted O 3 values that are used for initial and boundary conditions were multiplied by a factor of 1.1. For the inner Domain 2, initial meteorological conditions as well as meteorological and chemical boundary conditions were taken from the Domain 1 simulations. Due to resolution, the cumulus parameterization was only used in the outer Domain 1. The emissions and simulations performed as part of this study are described in the next section.
Emissions and model simulations
In this study, we ran WRF-Chem using available emissions from activities related to oil and gas extraction in the Norwegian Sea. The model was run with anthropogenic emissions taken from TNO-MACC for 2009 (Kuenen et al., 2014) for the larger coarse resolution (Domain 1) simulations, also used as boundary conditions for the high-resolution (2 km) inner Domain 2 simulations. In Domain 2, we used publically reported point source emissions from the Norwegian Environment Agency (NEA) (http://www.norskeutslipp.no/en/Offshore-industry/? SectorID=700) for 2012. We used these emission estimates because the data is provided at high resolution for specific facilities, in contrast to global inventories like Peters et al. (2011) or ECLIPSE (Klimont et al., 2016) that are only available at resolutions larger than 50 km. Nevertheless, it is important to note that emissions for certain storage tankers (Randgrid, Skarv) and drilling rigs (Deepsea Bergen, Transocean Spitzbergen), associated with the offshore industry, are not taken in account in the NEA or TNO-MACC inventories because they are mobile emission sources and/or their emissions are not available. Therefore, in this paper we focus on permanently installed facilities (Heidrun, Norne, Åsgard (A + B + C), Kristin) that were sampled by the ACCESS flights. Note that we used annual average TNO-MACC shipping emissions in all runs (Domains 1 and 2).
The TNO-MACC inventory is a gridded high-resolution (7 × 7 km) regional inventory for Europe providing total annual emissions of NO x , SO 2 , total NMVOC, CH 4 , NH 3 , CO, and primary aerosols for different Selected Nomenclature for Air Pollutants (SNAP) source sectors (Vestreng, 2003) . Emissions are split into area and point sources. Examples of area sources are residential combustion, agriculture and transport sectors, whereas the point sources include power plants, refineries, and major industries such as iron and steel plants (Denier van der . The 2009 emissions for oil and gas extraction facilities in the Norwegian Sea are reported as point sources (SNAP sector 5) and are given in Table 2 . The TNO-MACC inventory only takes into account emissions of NO x and NMVOCs from the Åsgard complex, Heidrun, and Norne. It does not report emissions of SO 2 , BC, primary PM, or OC from these facilities.
The NEA emissions are provided as point sources for the Åsgard complex (total A + B + C), Heidrun, Norne and Kristin (see Table 2 ). Again, drilling rigs and storage tankers are not included. In the case of the Åsgard complex, made up of 2 production facilities (A, B) and a condensate storage tanker (C), separate emissions for Åsgard A, B, and C were estimated based on ACCESS measurements collected close to and downwind of these facilities on the 19 July 2012 (Figure 2) . Emissions from each individual installation are given by the product of total emission multiplied by the ratio of the area under each single peak to the total area. The distance between these platforms is sufficient such that mixing of plumes originating from different platforms is unlikely. We make the assumption that plumes from different facilities are independent, and do not consider mixing between plumes. Therefore, the areas below the observed plume peaks shown for NO x , SO 2 and particles in Figure 2 are proportional to the emission for each given compound. In the case of NO x , emissions were split into 6%, 12%, and 82% for Åsgard A, B, and C, respectively. SO 2 was assigned only to Åsgard C because observed SO 2 in Åsgard A and B plumes was under the detection limit of 25 pptv (Roiger et al., 2015) . As noted earlier, Åsgard A and B are production facilities emitting negligible SO 2 and non-volatile particles, but a large fraction of nucleation mode particles which could be SOA formed from the nucleation of NMVOCs emitted as a result of venting. In contrast, Åsgard C is a tanker emitting a large amount of SO 2 and non-volatile particles, and a smaller fraction of nucleation mode particles. Therefore, NMVOC emissions were divided by using the observed peak area of nucleation particles as a proxy. Based on these observations, 30%, 47%, and 23% of total NMVOC were attributed to Åsgard A, B, and C, respectively.
The NEA emissions do not include aerosols. Therefore emissions of PM, BC and POC were estimated using emission factors for Norwegian oil/gas operations for 2004 reported by Peters et al. (2011) . Emitted aerosol mass was calculated by assuming that it is proportional to NO x emissions using the ratio between the emission factor of a given aerosol compound and that of NO x . The values obtained under this assumption are reported in Table 2 .
In this study, we have used the most relevant emissions estimates for the facilities that were the focus of the measurement campaign. These emissions are available from NEA for the year 2012, which corresponds to the year of the measurement campaign. For regional background emissions, we use the TNO-MACC inventory, which is most recently available for 2009. We also compare model runs using TNO-MACC emissions with the more up to date 2012 NEA emissions for comparison. Several notable differences are apparent between the two inventories used in this study as shown in Table 2 . TNO-MACC NO x emissions for the facilities are about 30 times smaller than those from NEA while TNO-MACC NMVOC emissions are about a factor 1.5-2.0 higher than NEA. NEA reporting, which is available yearly, reveals that there were some changes due to inter-annual variability in emissions between 2009 and 2012, especially for NO x . For example, Heidrun and Norne NO x emissions were lower by 9% and 37%, and NMVOC emissions by 22% and 2%, respectively in 2012 compared to 2009. In contrast, 2012 emissions from Asgard complex were higher than 2009 by 16% and 2% for NO x and NMVOC, respectively. These differences in annual amounts, which reflect inter-annual variability in the emissions, are not large enough to account for the differences between TNO-MACC and NEA reported in Table 2 .
The horizontal and vertical distribution of the emissions, their time variability, NMVOC speciation and aggregation in WRF-Chem model species follows Tuccella et al. (2012) . Following this method emissions are distributed over WRF-Chem vertical levels depending on the SNAP sector (Vestreng, 2003) . In particular for oil/gas sector (SNAP 5), 90% of emissions are distributed within the first 90 m and 10% between 90 to 170 m. Temporal variability is calculated using generic monthly, weekly, daily and hourly factors derived from Schaap et al. (2005) . Following Tuccella et al. (2012) , NMVOC emissions are speciated using UK data (Passant, 2002) and aggregated into WRF-Chem species following the reactivity weighting factor principle (Middleton et al., 1990) . Following Passant (2002) , NMVOC emissions are split into 88% alkanes, 5% alkenes, 0.6% aromatics and 7% are unassigned, i.e. the fraction of compounds in the speciation database whose assignment to a lumped species is difficult or arbitrary. Primary aerosol mass emissions are distributed 10% into Aitken mode and 90% into accumulation mode.
In the reference control run (CTRL), the model was run for the inner Domain 2 using reported NEA emissions and additionally estimated aerosol emissions for the oil/gas production facilities. All other emissions, such as shipping, were from TNO-MACC emissions which were also used in the outer Domain 1. This included shipping emissions and, in the case of Domain 1, all sectors for anthropogenic emissions along the Norwegian coast. For comparison purposes, we also performed a run over Domain 2 using the TNO-MACC emissions, referred to as TNO. In this case, we only used available emissions of NO x and NMVOCs, i.e. without any estimated aerosol or SO 2 emissions. Based on the differences noted earlier between TNO-MACC and NEA NO x and NMVOC emission inventories, we examine the sensitivity of model results to levels these emissions in Section 5. The details of all model runs, including the sensitivity tests, are given in Table 3 .
Model evaluation and interpretation of the ACCESS aircraft campaign measurements
In this section, model simulations are evaluated against the ACCESS aircraft campaign data. Results are also used to interpret the measurements collected downwind from the platforms. We focus on the CTRL run simulations in Domain 2 performed at high resolution with NEA and estimated aerosol emissions in order to assess whether the model is able to reproduce pollution plumes from oil/gas production facilities. The results discussed in this section are representative of model behavior in the region close to the facilities and up to 10-30 km downwind. Correct prediction of meteorology in WRF-Chem is the first step in studying platform emissions where simulation of wind speed and direction is of crucial importance for the correct prediction of plume position and extent. Figure 3 compares observed and simulated time series of temperature, relative humidity, wind speed and direction along the flight tracks. WRF-Chem underestimates the observed temperature by about 0.5°C and observed relative humidity by 2% on average. Wind speed is underpredicted with a mean bias of ~1 m/s, while the error in the wind direction is on average a few degrees. The errors in modeled temperature and relative humidity may affect the prediction of chemical rates and aerosol formation, whereas discrepancies in simulating wind fields may lead to discrepancies in plume transport, including plume location, pollutant concentrations, and plume dilution, as discussed in the following sections. Figure 4 shows maps of predicted NO x and O 3 mixing ratios as well as particle number concentration from the CTRL run at 100 and 300 m on 20 July downwind of Heidrun compared with the aircraft measurements along the flight tracks. We show results for 20 July 2012 because the comparison using a map view on 19 July is more complex due to the sampling of several facilities at several altitudes during this flight (see Figures 1b and 1c) . In general, the model captures the overall distribution of the NO x plumes at all altitudes, but has a tendency to disperse and dilute the peaks over several grid cells, leading to an underestimation of concentrations in some plumes. The absence of emissions in the NEA inventory for the Randgrid storage tanker may also explain part of this underestimation. The simulated width of the plumes is larger than observed which may also be attributed to model resolution. These differences are produced by small differences in simulated wind speeds and wind directions. For example, an error of 1 m/s in predicted wind speed leads to a transport discrepancy of about 8 km over 2 hours, which is roughly the distance found between modeled and measured plumes further downwind from the platforms. Background O 3 is overestimated by +1.5 ppbv (about +6%, the same bias is also found on 19 July). WRF-Chem captures lower O 3 in the plumes but, in general, overestimates the observations. One explanation is that O 3 has not undergone sufficient titration due to the missing NO x sources from the Randgrid ship. Another reason is the dilution of NO x in the model, due to model resolution, leads to less efficient titration of O 3 . The shift, spread and dilution of the plumes is also found in simulated aerosol particle number. In general, the model predicts higher aerosol numbers than observed as shown in Figures 4e and 4f .
The model was also run using NO x and NMVOC point source emissions from the TNO-MACC inventory for fixed oil/gas extraction facilities in Domain 2 (run TNO). Results are shown in the Supplementary Material ( Figure S1 ). As noted in Section 3, TNO-MACC NO x emissions are much lower than the NEA estimates resulting modeled NO x that is 10-100 times lower than the observations. This, together with the fact that NMVOC emissions are higher in TNO-MACC, leads to an overestimation of O 3 in plumes by about 5 ppbv. These results indicate that model simulations using TNO-MACC emissions, albeit at high resolution (7 km), are unable to represent the composition of plumes resulting from permanent oil/gas extraction installations in the Norwegian Sea. Figure 5 shows the observed and predicted NO x time series extracted from the CTRL simulations along the flights on 19 and 20 July. The different facilities were identified using FLEXPART-WRF runs (not shown) (Brioude et al. 2013 ) and indicate a clear separation between the different plumes. WRF-Chem reproduces the observed peaks of NO x on 19 July 2012 from Åsgard C, Heidrun and Norne although NO x mixing ratios downwind of Åsgard C are overestimated by the model. This bias arises from the distribution of the NO x emissions between Åsgard installations, which was based on the ACCESS observations as described in Section 3. Since, during the measurement period, Åsgard A was on a low production cycle with only one reinjection compressor running (Statoil, pers. communication), the attribution of emissions to Åsgard C could be overestimated. In contrast, the model does not show a systematic bias in reproducing the Norne peaks, which was the only facility that was constantly flaring on 19 July due to a plant trip earlier that day. This may also partly explain the overestimation of NO x peaks downwind of the Heidrun platform on 19 July. Indeed, the NEA emissions are based on total annual amounts, and Run Name Description TNO Run with TNO emissions (see Table 2 ) CTRL Run with NEA emissions (see Table 2 ) and estimated aerosol emissions using the emission factors in Peters et al. (2011) 
T1
No emissions
T2
CTRL with NO x facilities emissions doubled T3 CTRL with NO x facilities emissions reduced by a factor 2 T4 CTRL with NMVOC emissions increased 5 times therefore, the emissions implemented in the model are representative of average combustion, flaring and venting activity. Other factors, such as the modeled winds, plume dispersion and lack of emissions from certain drilling ships and storage tankers also impact the model results, as discussed earlier. Figure 6 shows the comparison between observed and modeled time series of aerosol number concentration. The model overestimates the number of aerosol particles in Åsgard C and Heidrun plumes on 19 July, whereas the Norne plume is simulated reasonably well. The Åsgard C bias likely arises from the attribution of all Åsgard SO 2 emissions to the Åsgard C storage tanker and subsequent production of SO 4 2-aerosols. Aerosol emissions for other facilities were based on NO x emissions following Peters et al. (2011) but may include direct particle emissions of, for example, BC, as a result of flaring or combustion as well as production of SOA from NMVOC oxidation as a result of venting. Thus, Heidrun particle numbers may be overestimated because this facility was only intermittently flaring, therefore releasing fewer aerosols into the atmosphere.
The model results for aerosol particle number may also be affected by assumptions made about the emissions and representation of aerosol dynamics in the model. For example, aerosol mass emission in the model is assumed to be distributed 10% in Aitken mode and 90% in the accumulation mode. Also, the standard deviation of the lognormal modes are constant in the aerosol model and may not be representative of the real particle size distribution. Unfortunately, these assumptions could not be verified because measurements of aerosol size distributions were not available. A quantitative analysis of the impact of these assumptions on the results discussed above would require a series of sensitivity tests where the modeled aerosol emission size distribution and standard deviation of the lognormal modes are varied, but this is not the aim of our work. A proper emission size distribution deduced on the basis of the observations could improve the simulation of aerosol particle number concentration but would not eliminate the bias because the correct emission size distribution is a small factor in the prediction of the size distribution, as shown previously by Elleman and Covert (2010) . Using a constant standard deviation of lognormal modes could have an impact on the aerosol size distribution especially when the nucleation and growth of aerosol particles is strong (Makkonen et al., 2009 ) and can also affect aerosol loads. For example, Brock et al. (2016) showed that models with constant the standard deviations have larger errors in predicted aerosol optical depths. Whilst the model results for NO x and O 3 agree qualitatively with the observations along the flight tracks, such a quantitative evaluation of model performance using point by point comparisons between the model and observations is affected by dilution of concentrations within the model grid and differences in the location of modeled and observed peaks. To overcome this, we also compared pollutant concentrations averaged over modeled and observed plumes. More precisely, the observations were averaged over the time interval where mixing ratios were larger than background concentrations. The model results were averaged over the predicted plumes close to the observed plumes, where modeled values were larger than background mixing ratios. We only used data from 19 July because it is not possible to separate the Heidrun and Randgrid plumes during the flight on 20 July 2012. Figure 7 shows scatter plots of NO x and O 3 concentrations averaged over observed and predicted plumes. NO x is simulated with a correlation of 0.70, a linear regression slope of 1.21, and a bias within a factor of 2. These results show more clearly that WRF-Chem tends to overestimate the values of NO x close to the facilities, and underestimate NO x farther away, especially for Heidrun.
O 3 is reproduced less well in the plumes with a correlation of 0.45 although modeled O 3 shows negligible bias for Åsgard C and Heidrun plumes (+0.3%) with respect the observations. The negative O 3 bias in the Heidrun plume is due to biases at low altitudes (less than 100 m) at distances of less than 7 km from the platform where biases reach -10%. Moving away from the installation the model bias is less than 2%. In contrast, simulated O 3 in the Norne plumes is high biased by 1.5 ppbv (+5%). This bias increases further away from the installation ranging from +4% close to up to +8% far from platform. The differences found in the O 3 biases in the predicted plumes are related to different relative amounts of NO x and NMVOC emitted from different processes. In addition, as discussed previously, many of these processes are intermittent whereas the emission profiles used in the simulations are representative of an average activity. Moreover, significant uncertainties arise from deriving temporal variability in the emissions from an inventory reporting annual totals which are broken down into hourly or daily emissions using generic time profiles. The sensitivity of O 3 to NO x and NMVOC emissions is investigated in Sections 5 and 6. Model results are also affected by errors in the simulation of wind speed and direction and uncertainties in the emissions although results obtained for simulated NO x and aerosol particle concentrations suggest that the variations due to errors in simulated wind field are much less than those arising from using the NEA based or TNO-MACC inventories.
Sensitivity of modeled O 3 to oil/gas platform emissions
As discussed in Section 4, simulation of modeled O 3 perturbations due to petroleum extraction emissions is dependent on accurate knowledge about these emissions which are highly variable and linked to the various activi- ties on the fixed installations. To investigate the impact of these uncertainties on O 3 close to the facilities, we examine model sensitivity to NO x and NMVOC emissions by performing a series of runs listed in Table 3 . Examination of model sensitivity is also driven by the evaluation of model results against the ACCESS observations. In the first sensitivity test (T1) emissions of NO x and NMVOC were switched off in the CTRL run over Domain 2. For the second (T2) and third (T3) tests we increased (decreased) NO x emissions by a factor of 2. We also explored the sensitivity of model results to NMVOC emissions since there is a difference of a factor of 1.5 to 2 between NEA and TNO-MACC. In this last test (T4), NMVOC emissions were increased by a factor of 5. The results are reported in Table 4 which provides O 3 concentrations averaged over the modeled plumes as a function of distance from the facilities and altitude. Switching off the platform emissions (run T1) almost always leads to higher O 3 concentrations in the plumes compared to the CTRL run, especially close to Heidrun where the enhancement is 3.3 ppbv (+14%) and is the result of less titration by NO x . Further downwind at 36 km from Heidrun lower emissions results in slightly less O 3 as O 3 production switches from a NO x -saturated to a NO x -limited regime. These results suggest that these oil/gas emissions are having a significant impact locally on Arctic boundary layer O 3 in the southern Norwegian Sea. This point is investigated further in the next section. Increasing NO x emissions by a factor of 2 (run T2) results in lower O 3 in all plumes especially few kilometers downwind the facilities due to increased O 3 titration. O 3 is lower by -6.3% (-1.7 ppbv) for the Åsgard C plume, and reaches 12% (-2.9 ppbv) and -3.5% (-1 ppbv) in the Heidrun and Norne plumes, respectively. Model results are less sensitive to decreasing NO x emissions by a factor of 2 (run T3) with, in this case, O 3 enhancements that are roughly half those obtained in run T2. For example, O 3 increases by 6.5% (1.7 pbbv) in the plume close to the Heidrun platform. The run T4 with higher NMVOC emissions produces only limited changes in O 3 , the largest enhancement 2.6% (0.7 ppbv) being in the Åsgard C plume. These results illustrate the non-linear behavior of O 3 chemistry in remote areas and suggest that modeled O 3 is in a NO x -satured regime in the plumes up to about 20 km downwind of the platforms. Our results suggest that O 3 production from oil/gas extraction activities in Norwegian Sea is more sensitive to NO x emissions than NMVOC emissions especially close to the platforms. This sensitivity is generally lower moving away from the platforms (see Section 6). While it is difficult to verify whether the NEA or TNO-MACC NMVOC emissions are more likely to be correct, runs using the TNO-MACC emissions are unable to represent the pollution from oil/gas platforms in the Norwegian Sea, as noted previously.
Regional impact of oil/gas emissions on the Norwegian Sea
The discussion so far has been limited to evaluation of model simulations, including the sensitivity to emissions up to 20-30 km downwind of the facilities. Here, we assess local and regional impacts due to oil/gas extraction emissions on O 3 and aerosol distributions in southern Norwegian Sea during July 2012 over scales several 100 km. We examine model results averaged over areas of about 100 km 2 which are comparable to the size of grid cells in global models. Differences between the CTRL run and the run where all O 3 and aerosol precursor emissions were switched off (T1) are used to investigate the contribution of oil/gas extraction to regional pollution. Sensitivities to NO x and NMVOC emissions are also examined. Model In order to better understand which chemical and dynamical mechanisms are controlling the local O 3 budget during the summertime Arctic boundary layer the terms of the O 3 continuity equation were analyzed. These include horizontal and vertical advection, net photochemical production rates, and vertical turbulent mixing. In WRF-Chem, dry deposition is included in the vertical mixing term since dry deposition velocity is the boundary condition at surface for the flux of a species. In both the CTRL and T1 runs, background O 3 is dominated by the advection terms with net photochemical production and vertical mixing rates that are 10 times smaller than the advection term. However, O 3 responses to oil/gas emissions are driven by changes in net photochemical production and turbulent mixing plus deposition and differences in the advection terms are not important and are not correlated with emission perturbations. Figure 9 shows cross sections of the differences (CTRL-T1) in the average daytime net O 3 photochemical production and net vertical mixing terms (both in ppbv/h) extracted along lines C 1 and C 2 shown in Figure 8 . C 1 is representative of the processes close to the platforms (few kilometers), whereas C 2 represents the behavior far, about 180 km, from the facilities where O 3 column changes are a maximum on 20 July. 1. Run with NEA emissions (see Table 2 ). 2. No emissions. 3. CTRL with NO x facilities emissions doubled. 4. CTRL with NO x facilities emissions reduced by a factor 2. 5. CTRL with NMVOC emissions increased 5 times.
Near the facilities, O 3 is destroyed by photochemistry from the surface up to about 300-400 m. In contrast, O 3 is produced at higher altitudes (300-700 m) but this production is small (0.1 ppbv/h) compared to the destruction rate at lower altitudes of more than 70 ppbv/h locally. In the model, O 3 destroyed near the surface is rapidly replaced by O 3 from higher altitudes by vertical mixing. In Figure  9 , we note that the difference CTRL-T1 in the vertical mixing rate is negative (downwards) between 200 and 800 m and positive from surface up to 150 m. Net photochemical destruction at the surface is larger than vertical mixing rate, therefore, the net impact of oil/gas emissions on O 3 is negative very close to the platforms. Downwind of the facilities a different behavior is observed. According to the model, O 3 is photochemically produced in the boundary layer reaching maximum average values of up to Tables 5 and 6 . C1 and C2 represent the lines used to plot vertical cross sections in Figure 9 . DOI: https://doi.org/10.1525/elementa.124.f8 Table 5 : Contribution from oil/gas extraction emissions to surface O 3 and aerosols. The values are calculated as daytime average for ozone in the area A 1 and A 2 (see Figure 8) , and diurnal average for aerosols in the areas A 3 and A 4 (see Figure 10) +0.6 ppbv/h at 550-750 m. The difference CTRL-T1 in the vertical mixing tendencies is negative at these altitudes, whereas it is positive close to the surface suggesting that surface O 3 far from platforms is influenced by O 3 transported downwards to the surface by turbulent mixing. Given that platform emissions are highly uncertain, the sensitivity tests discussed in the previous section can also be used to shed light on the sensitivity of modeled O 3 to NO x and NMVOC emissions downwind from the facilities. Sensitivity tests show that regional budget of O 3 calculated in areas A 1 and A 2 is sensitive to both NO x and NMVOC emissions. When NO x emissions are doubled (T2), surface O 3 within A 1 (19 July) is lower by up to 2 ppbv in plumes downwind of Åsgard and Heidrun, and a weak enhancement of few tenths of ppbv is simulated in the Norne plume. O 3 decreases by up to 1 ppbv since in the run T3 there is not enough NO x to form O 3 . In the sensitivity test T4 where NMVOC emissions were increased by a factor of 5, O 3 is enhanced up to 2 ppbv but only downwind of the Åsgard complex, which are the facilities with the largest release of NMVOCs (see Table 2 ). Changes in the partial columns show a clearer pattern than results at the surface. Increasing or decreasing NO x (runs T2 and T3) produce similar increases/decreases in O 3 burdens in A1 and A2 of 1-2% while increasing NMVOC emissions by a factor of 5 produces an increase of 2-3% in Asgard C plume. This illustrates that O 3 is less sensitive to NO x emissions downwind of the platforms and in the case of NMVOC emissions it depends there being sufficient emissions for a particular source.
It is interesting to note differences in terms of amplitude of the response of O 3 to emission variations between our work and other studies examining the impacts of petroleum extraction emissions in other regions of the world. Studies conducted under very different conditions over land in winter in the Uintah Basin (Utah) and Upper Green River Basin (UGRB) (Wyoming) show a wide range of sensitivities in O 3 to emissions. Edwards et al. (2013) and Ahmadov et al. (2015) using box and 3-D models, respectively, showed that O 3 production in Uintah Basin region is sensitive to both NO x and NMVOC emissions due to the fact that ozone production is at the crossover point between NO x sensitive and VOC sensitive regimes. Differences between O 3 production in the Uintah Basin and the Norwegian Sea could be due many factors. For example, total NMVOC emissions released in Utah are 30 times larger than those over the Norwegian Sea (for a comparison see Table 2 of Ahmadov et al. (2015) ). Carter and Seinfeld (2012) examined O 3 formation in the UGRB oil/gas production region at two different sites in 2008 and 2011. They showed that, in one case, O 3 production was sensitive to NO x emissions, whereas in another case it was sensitive to NMVOC emissions. In these studies, net O 3 production was larger than reported here over the Norwegian Sea. However, it should be noted that the studies in Uintah and UGRB basins were conducted under very different atmospheric conditions compared to our study. Significant O 3 production during wintertime episodes was characterized by cold, stagnant conditions, with very shallow boundary layers and snow cover on the ground, while our study was conducted in the near Arctic summer in the Norwegian marine boundary layer. We may expect that emission sensitivities would be different under conditions such as the Arctic winter or spring when temperatures are much colder and boundary layers are shallower. The presence of sea-ice may also play a role since it can affect pollutant concentrations by, for example, modifying of surface albedo, photolysis rates and deposition velocities.
Particulate matter
Figure 10 displays the contribution of oil/gas emissions to the daytime average PM 2.5 mass at the surface and to burdens expressed as partial 1 km columns, calculated as the difference between the CTRL run and the run with emissions switched off (T1). The average contributions calculated far from the facilities in the areas A 3 and A 4 (see Figure 10 ) are provided in Tables 5 and 6. The largest amount of PM 2.5 , up to 100 ng/m 3 , predicted by the model is located close to the platforms.
On 19 July 2012, PM 2.5 shows relatively small average enhancements (around +3%) in A 3 . The average contribution to POM is about +8% at surface and about 5% in the partial 1000 m column. Black carbon is the aerosol species that changes most when oil/gas emissions are included in the simulations with changes at the surface estimated to be +2.2 ng/m 3 (+48%) with increases in the column burden of +1.8 µg/m 2 (+35%). It should be noted that the largest contribution to BC mass is from Åsgard C and Heidrun, the facilities with higher (estimated) BC emissions (see Table 2 ). The average contribution to sulfate is +3.9 ng/m 3 (+2%) at surface and +2.1 µg/m 2 (+2%) in the column, respectively. Predicted sulfate is dominated by Åsgard C emissions which is a condensate storage tanker releasing large amounts of SO 2 . Surface and column changes of SOA are estimated to be +12% and 6.9% respectively but SOA mass is very sensitive to NMVOC emissions. Results from the sensitivity test T4 with increased NMVOC emissions produce surface SOA increases of up to 7 ng/m 3 close to the facilities with respect to the CTRL run, with an average enhancement in A 3 of 1.0 ng/m 3 (+7%). Nitrate and ammonium present negligible enhancements. Unspeciated PM 2.5 increases of 7.8 ng/ m 3 (11%) at surface and 5.9 µg/m 2 (7%) in the column. With regard to the vertical distribution of the aerosol (not shown), PM 2.5 mass change (CTRL-T1) is largest from surface up to about 800 m. Finally, it is interesting to assess the relative contribution of each aerosol species to total mass. The largest contribution to PM 2.5 is given by SO 4 2-(40%). The contribution of POC and unspeciated PM 2.5 are 10% and 5% respectively, whereas black carbon and SOA are 2% of the total mass.
Aerosol mass enhancements on 20 July, during the flight downwind of Heidrun, are 2-3 times less than those calculated on 19 July (see Tables 5 and 6 ). One factor that may explain these differences is that during 20 July the wind speed in A4 is about 1 m/s larger than in A3 with respect previous day. Moreover the wind direction switched to northwesterly in early morning, whereas it was northerly all day on 19 July. This illustrates the sensitivity of the model results to different meteorological conditions. Specifically, a change in wind speed and direction leads to aerosol mass loads that differ at least by a factor 2. Tables 5 and 6 . DOI: https://doi.org/10.1525/elementa.124.f10
The differences in the columnar aerosol burden between the two days may be explained analyzing the day-to-day variability of wind speed and direction persistence in the two areas A3 and A4. The variability in the wind speed and direction results in more dispersed pollution plumes on the 20 July leading to reduced pollutant concentrations compared to 19 July.
Summary and Conclusions
In this work we have presented a study to assess the impact of oil/gas emissions on air pollution during the ACCESS aircraft campaign over the Norwegian Sea in July 2012. The campaign included sampling of pollution plumes from a range of facilities including production platforms, storage tankers, and drilling rigs. Numerical simulations were conducted with the WRF-Chem model using available point source emissions, and model results were evaluated against data collected during the campaign. The sensitivity of O 3 and aerosols to oil/gas emissions was investigated.
Emissions from activities related to oil and gas extraction are highly uncertain and represent a significant source of uncertainty in the assessment of local pollution impacts in the present-day and future Arctic or sub-Arctic regions. In this study, we used two emission estimates (NEA and TNO-MACC) to examine local and regional impacts on atmospheric composition over the Norwegian Sea in July 2012. Large differences were found between the two inventories. NO x emissions included in TNO-MACC are much smaller compared to Norwegian emissions, by a factor 20-30, whereas the TNO-MACC NMVOC emissions are 1.5-2.0 times larger than the Norwegian NEA data. It is important to note that both inventories do not include aerosol emissions. The emissions of PM, BC and primary OC for NEA were estimated using emission factors for Norwegian Arctic reported by Peters et al. (2011) .
Results from a control simulation run with NEA emissions were evaluated using the aircraft measurements. The model was run over a high-resolution domain covering the region of the ACCESS flights allowing assessment of model behavior up to 30 km downwind the facilities. WRF-Chem is able to capture the overall distribution of the plumes of NO x , O 3 , and aerosol particle number concentrations at several altitudes. Nevertheless, predicted plumes are diluted over several grid points, and modeled peaks are not precisely at the position observed. These differences are attributable to the model grid resolution (7 km) and to uncertainties in simulated winds. Simulations with TNO emissions do not reproduce observed NO x and O 3 with NO x being 10-100 times lower than the observations, and O 3 within plumes overestimated by 5 ppbv.
Modeled average NO x and O 3 concentrations in plumes are reproduced with a correlation coefficient of 0.70 and 0.45, respectively. The bias in predicted O 3 is sensitive to differences in the relative amounts of NO x and NMVOC emissions, and depends on operational procedures, such as flaring, at different facilities which can be very intermittent. Predicted NO x and aerosol particles are overestimated in the plumes downwind of facilities that were not flaring, whereas WRF-Chem captures better enhancements downwind of installations that reported normal activity. The emissions are representative of average activity and do not take in account the variations in daily activity of the facilities. The impact of uncertainties in emissions on O 3 levels in the plumes was investigated using sensitivity tests, showing that close to the platforms O 3 is sensitive to NO x rather than NMVOC emissions. Further downwind, results are sensitive to both NO x and NMVOC emissions.
In order to assess the wider impact of oil/gas emissions on O 3 and aerosols we compared NEA simulation runs to runs performed without emissions. We find that both aerosols and O 3 are enhanced up to 50 km downwind of the platforms with average daytime enhancements in O 3 of up to +5-7% (+2 ppbv) locally at the surface and larger noontime enhancements of up to 4 ppbv at around 600 m. This represents a significant regional enhancement in O 3 above background concentrations of 25-30 ppbv. These enhancements are due to a switch from net photochemical destruction close to the platforms to net photochemical production accompanied by vertical mixing of O 3 downwind. In terms of aerosols, the largest changes are found in black carbon which increases 2.2 ng/m 3 (+48%) at the surface and +1.8 µg/m 2 (+35%) in the column due to oil/gas extraction emissions. Primary PM 2.5 , to which SO4 2-makes the largest contribution, is enhanced by 7.8 ng/m 3 (11%) at the surface and 5.9 µg/ m 2 (7%) in the column. Our results indicate the necessity to improve estimates of oil/gas extractions emissions, including their temporal variability and spatial location. In addition, the impact of oil/gas emissions found in this study is likely to be underestimated because emissions from mobile platforms such as storage tankers and drilling rigs are not taken in account in either the NEA or TNO-MACC inventories. At the same time more detailed shipping emissions need to be included. Another significant source of uncertainty is associated with the fact that oil/gas extraction aerosol emissions are not included in current inventories. It is also interesting to note that the Norwegian emissions from oil and gas exploration (SNAP 5) in the TNO-MACC inventory are based on the official Norwegian emissions reporting to EMEP (available at http://www.ceip.at) as reported in 2011. The NEA emissions are apparently not included in the Norwegian reporting to EMEP, at least not at the time of construction of the TNO-MACC inventory by Kuenen et al. (2014) . Our analysis suggests that the TNO-MACC inventory does not fully represent the Norwegian offshore Oil and Gas air pollutant emissions. We suggest that a correction in the TNO-MACC data could be made for the emissions from oil and gas exploration in the Norwegian Sea based on the NEA data and information but an additional effort will be needed for the PM emissions which were also lacking in NEA.
We note also that, in this study, the impact of petroleum extraction emissions on pollutant concentrations has been calculated based on a rather short time period covering the ACCESS campaign. More accurate regional assessment would require simulations on time scales of several months, which is not the focus of the present study. Impacts may also be larger at other times of year, in particular, in winter or spring when it is expected that boundary layer depths are shallower and different chemical processes may operate due less sunlight, lower temperatures, etc.. Future exploration in the Arctic may also take place in regions with sea-ice or snow which could also have an impact on the chemical and dynamical processing of these emissions.
The results obtained in this study point to the need for further work to assess emerging air quality and climate impacts due to oil/gas emissions in the Arctic and demonstrate that improvements in current emission inventories and knowledge of processes are required in order to take in account all the various types of emissions associated with oil/gas extraction and production. For this purpose further intensive campaigns including measurements of NMVOCs, aerosol size distributions and composition, are desirable in the Arctic oil/gas extraction regions, such as northern Russia, where substantial oil/gas extraction is already occurring. In this study we have focused on the local scale impacts of these emissions. In the future, more accurate and exhaustive evaluation of oil/gas emissions impacts and their radiative forcing are desirable on regional scales.
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