In this paper, we consider the multi-band robust knapsack problem which generalizes the Γ-robust knapsack problem by subdividing the single deviation band into several smaller bands. We state a compact ILP formulation and develop two dynamic programming algorithms based on the presented model where the first has a complexity linear in the number of items and the second has a complexity linear in the knapsack capacity. As a side effect, we generalize a result of Bertsimas and Sim on combinatorial optimization problems with uncertain objective. A computational study demonstrates that the second dynamic program is significantly faster than the first algorithm, especially after application of further algorithmic ideas. The improved algorithm clearly outperforms cplex solving the compact ILP formulation.
Introduction 1
The classical knapsack problem (KP), one of the most fundamental prob-2 lems in discrete optimization, asks to select a subset of items i ∈ N = 3 {1, . . . , n} having a (positive) weight a i and a (positive) profit p i such that 4 a given capacity B is not exceeded and the total profit is maximized. This 5 problem is NP-hard but can be solved in pseudo-polynomial time via a dy-6 namic programming algorithm (DP) with complexity O(nB), see, e.g., [6, 7 counterexample in Section 3, the stated algorithm is incorrect since the do- x i ∈ {0, 1} ∀i ∈ N (1c)
We maximize the profit in (1a) while the knapsack capacity should not be that at most Γ k many deviations can lie in band k, constraints (2b), and the 89 weight of each item can deviate at most in one band, constraints (2c).
90
Since the polytope described by (2) is integral [3], i.e., the underlying 91 matrix is totally unimodular, by strong duality we can replace DEV(x,â) 92 in (1) by its dual problem
s.t. π k + ρ i ≥â k i x i ∀k ∈ {1, . . . , K}, ∀i ∈ N (3b) π k , ρ i ≥ 0 ∀i ∈ N, ∀k ∈ {1, . . . , K},
where π k are the dual variables corresponding to constraints (2b) and ρ i correspond to constraints (2c) In this section, we present an exact DP for the K-band RKP which depicts 103 a straightforward generalization of the DP for the knapsack problem [6, 10] 104 and its generalization for the RKP [8] .
105
We denote by π the vector of dual variables π k for all bands k ∈ {1, . . . , K}.
106
Applying (5), let f (j, b, π) denote the highest profit for given vector π, a fea- for a fixed vector π corresponds to solving a (non-robust) KP with a capacity
Hence, the complexity of the
.
125
The complexity of the presented DP is linear in the number of items. In many 126 applications, the knapsack capacity B is larger than the number of items n. 
leading to an algorithm with complexity O((n + 1) (K+1) B). However, this 137 is not correct. By means of the following counterexample of a two-band
138
RKP with three items, we show that for an optimal solution of (3) does not 139 hold π 1 ∈Π 1 and π 2 ∈Π 2 and hence, these sets cannot be used to compute 140 an optimal solution of the two-band RKP.
141
The considered deviation values are given in Table 1 . Further, we set Γ 1 = 142 2 and Γ 2 = 1. Then, the lowest objective value for the dual problem (3), we 143 can compute by using the sets in (9) is 13 with corresponding solution π 1 = 144 0, π 2 = 3, ρ 1 = 5, ρ 2 = 4, ρ 3 = 1. However, the optimal solution value is 12 145 with, e.g., π 1 = 0, π 2 = 4, ρ 1 = 4, ρ 2 = 3, ρ 3 = 1 and thus, π 2 / ∈ Π 2 .
146
In the following section, we present a DP with complexity linear in the capacity which uses modified versions of the sets Π k in (9) and which are 148 smaller compared to (6). By (5), we can write optimization problem (3) as minimizing the func-152 tion χ of π:
Note, we neglect x i here for simplicity. The inclusion would just cause the 154 usage of a new set N := {i ∈ N |x i = 1} instead of N .
155
The function χ is piecewise linear as every term in the maximum is lin- Now, we assume K > 1 and consider the case that all entries of the 172 vector π but one are fixed and limit the domain for the remaining π κ in such 173 a way that χ is as low as possible regarding the fixed entries of π.
174
For simplicity, we write k = κ instead of k ∈ {1, . . . , K} \ {κ} for κ ∈ {1, . . . , K} and use the notation (α) + for max{α, 0} henceforth.
176
Lemma 4.2. If π k is fixed for all k = κ with κ ∈ {1, . . . , K}, then the optimal π κ minimizing (10) lies in
In fact, the minimum is taken by the (Γ κ + 1)-largest of these values.
177
Proof. If π k is fixed for all k = κ, then i.e., the directional derivatives differ.
190
For an index κ ∈ {1, . . . , K} (an index set K ⊆ {1, . . . , K}), we denote
191
by e κ (e K ) the unit vector with all entries set to zero apart from position(s) κ
192
(K) which is (are) set to 1.
≥0 is a point of non-differentiability of the function χ with
for a κ ∈ {1, . . . , K}, then there exists at least one i ∈ N with π κ =â κ i or
Proof. First, recall the definition of the directional derivative in the direc-
196
tion e κ and of the negative directional derivative in the direction −e κ which
197
will be used in this proof.
198
∇ eκ χ(π) = lim which determine this maximum.
The set I 0 is the set of items for which all difference values (deviation minus I k at the point π.
208
Analogously for the point π+he κ , we define sets I 
The transition from point π + he κ to point π and then to π − he κ leads 212 to the following subset relations.
213
(a) I −h 0
216
This means, the changes in the sets by transition, e.g., from π + he κ to π can relations are also immediate.
Based on these relations, we can now rephrase the numerators of the 230 directional derivatives as follows.
By means of an analogue argumentation applying (b),(c),(f), and (g), we
Hence,
This concludes the proof.
235
We have shown now that in an optimal solution of (3) either a dual 
{1, . . . , K} and χ(π) ≤ χ(π ).
244
Proof. First, we define α :=â κ j − π κ and K := {k ∈ {1, . . . , K} |â one containing the remaining items:
Then, for the directional derivatives in the direction e K at π holds
see Lemma Appendix A.1 for details.
251
If the derivative is negative, we now increase all π k simultaneously until
On the other hand, if the derivative is strictly positive, we
In case of a negative derivative, i.e, 
i.e., the minimum difference between a dual variable π k and a deviation value 260 or between two difference values. Note, this minimum exists sinceâ
If ε + is defined by the first minimum, the point π has the required prop-
for ι ∈ N, κ ∈ K, l / ∈ K and we define α :=â κ ι − π κ and a new set
Then we start again from the beginning repeating 266 the same steps. We continue this procedure until one π k has the desired 267 property.
268
What remains to show is that the objective is not increased when in-
269
creasing some π k by ε + . For that purpose, we first show that the set I K 270 remains the same. So, we define a set I K analogously to I K by replacing 271 every π k by π k . By the definition of these two sets, it holds I K ⊆ I K . We 272 will now show I K ⊆ I K , i.e., these sets are equal. To this end, we consider an 273 item i ∈ I K and show i ∈ I K . We have
Hence, max
Hence, i ∈ I K and thus, I K ⊆ I K .
276
Then, for the objective function holds
The second case, when the directional derivative is strictly positive, can 278 be handled quite analogously to the previous case, see Appendix A.1.
279
Theorem 4.5. There exists a DP which solves
with a complexity linear in the knapsack capacity B.
281
Proof. By means of Theorem 4.3 and Lemma 4.4, we know that for an 282 optimal π holds π κ ∈ {â κ i | i ∈ N } ∪ {0} for at least one κ ∈ {1, . . . , K}. We 283 will prove the claim by mathematical induction.
284
For K = 2, we can either first choose π 1 ∈ {â
having n + 1 possibilities each and 2 possibilities to choose 286 the starting κ ∈ {1, 2}. For a fixed π κ with κ ∈ {1, 2}, the remaining π l , l = 287 κ, lies in {â Note, the set Π 1 × . . . × Π K is implicitly described in this proof but a 299 closed form is too large to state for K > 2, see Section 6 for K = 2. 
Uncertain Objective Coefficients

301
Based on the results presented in this section, we give a polynomial algo-302 rithm to solve an optimization problem with uncertain objective coefficients,
303
correcting the result in [11] .
304
The problem with uncertain objective coefficients reads
where c i are subject to uncertainty (c i nominal value andĉ k i deviation in band k) and the feasible region is X ⊆ {0, 1}
n . The robust counterpart of (14) can then be formalized as
with
Rewriting (15) by using (16), we get
The set Π 1 × . . . × Π K is defined as explained before by replacingâ byĉ.
305
Corollary 4.6. The problem (14) with uncertain objective coefficients can for all bands k ∈ {1, . . . , K −1} and all items i ∈ N .
317
Lemma 5.1. There exists a point π defining a minimum of function χ with 318 π k < π k+1 for all k ∈ {1, . . . , K − 1}.
319
Proof. Assume π defines a minimum of χ and there exists a κ ∈ {1, . . . , K} 320 with π κ ≥ π κ+1 . We define
and construct a point π with χ(π) < χ(π ) as follows.
Then it holds
and hence,
Therefore, for the objective function χ we have
a contradiction.
326
By means of this lemma, we have to consider only vectors π in the DP 327 with π k < π k+1 for all k ∈ {1, . . . , K − 1}. For a further reduction of the 328 number of π-vectors to be considered, we define a mapping per band to sort the corresponding deviation values non-increasingly:
Lemma 5.2. There exists a point π defining a minimum of function χ with
∀k ∈ {1, . . . , K}.
Proof. Let π be a point defining a minimum of χ with π κ >â follows.
Then we define a partition of the sets of items as
On the other hand, for i ∈ I > holds in particularâ 
Hence, regarding the objective value χ(π) we have
340
Therefore, we have to consider only vectors π in the DP with π k < π k+1 into account at all.
350
For a fixed π ∈ Π, the following KP has to be solved.
An upper bound for this problem is an optimal solution of the LP relax- 
Computational Study
367
In this section, we present an extensive computational study to evaluate 368 the performance of the derived algorithms in practice. As multi-band RKPs 369 are quite complex, we consider only two bands for this study.
370
The considered algorithms are summarized in Table 2 . The DP presented we additionally solve the ILP (4) for all instances and call this algorithm ilp.
378
In all three DPs, we solve the underlying KPs for fixed variables π via 379 algorithm MinKnap from Pisinger [13] .
380
In the following, we derive a closed form expression of the set Π reduced 381 which is used in the algorithm reduced. Assuming that π 1 ∈ {â
in an optimal solution, we first define
and then for every π 1 ∈ Π 1 , we define 384 Algorithm Description simple The DP using the simple sets Π k as defined in (6) with complexity O(nB 3 ).
reduced
The DP using the set Π reduced as defined in (18) with complexity O(2!n 3 B).
improved As algorithm reduced but the elements in Π reduced are ordered non-increasingly regarding the upper bounds as described in Section 5.2 and the solving process stops as soon as the current upper bound is less than or equal to the best solution. ilp
The ILP (4) is solved with cplex. 
Furthermore when assuming π 2 ∈ {â 2 1 , . . . ,â 2 n } in an optimal solution, we
and for every π 2 ∈ Π 2
Combining these sets, we get the set of all (π 1 , π 2 )-pairs which have to be 388 considered in the DP as
389
Π reduced :=
All computations are performed on a Linux machine with 3.40GHz Intel
390
Core i7-3770 processor and a general CPU time limit of 2h. where R = 100 and R = 1000 defines the range, and the profits are pro-398 portional to the nominal weights plus a fixed charge, i.e., p i =ā i + 10.
399
Hence, the instances are strongly correlated, see [14] . Furthermore, the knap-400 sack capacity B is randomly chosen from items n, and maximum deviation δ, we take the mean over the ten instances. The individual minimum speed-up factor, i.e., without averaging, achieved 443 by reduced ranges from 1 to 14.09. 
Evaluation of Implementational Improvements
445
We now compare improved to reduced by means of speed-up factors. for the highest number of items is the largest.
462
For R = 100, these effects cannot be seen that clearly since the problems 463 are quite small and can be solved in less than 1.5 sec with both algorithms.
464
If we do not average, the minimum speed-up factor that can be achieved 465 by improved is 2 and the maximum is 500. Table 3, see Tables B.7 the presented DP improved clearly outperforms ilp.
479
As mentioned before, the runtime of algorithm improved strongly de-
480
pends on the number of items. Hence, if the number of items is doubled, also 481 the runtime is increased by a factor of 2. Such a factor cannot be computed for algorithm ilp as more quantities than the number of items influence its 483 running time. Table 3 : Absolute solving times in sec of ilp and improved for different settings averaged over the ten instances and Γ 2 . The number of instances (out of 50) not exceeding the time limit with ilp are given in parenthesis. 
Larger Instances
485
The solving times of the DP improved are for all instances quite low (at 486 most 18.01 sec). Hence, in this subsection we briefly study the performance 487 of improved for larger instances. Therefore, we generate instances with R ∈ 488 {1000, 10000}, n ∈ {500, 1000, 2000, 5000, 10000}, and δ as before. Again, we 489 generate ten instances for each setting. Note, we generate only instances for a 490 combination of R and n which has not been considered before. The absolute 491 solving times are displayed in Figure 4 , for more details see Appendix B.
492
For R = 10000, n = 10000 and δ = 0.5, only two instance could be solved 
Conclusions
497
In this paper, we considered a generalization of the robust knapsack prob- we developed a DP with a complexity linear in the number of items n. How-501 ever, the complexity also depends on the knapsack capacity which is raised to improved DP for large instances with up to 10000 items whereupon most 517 instances could be solved within a time limit of 2h.
518
As future work, we intend to extend the computational study to instances 519 generated with different settings and to more than two bands and to study 
Proof. In order to define the numerators of the directional derivatives and 582 analog to N = I K ∪ I , we define a partition of the set of items at points π + 583 he K and π − he K as
and analogously, I
−h
and I = I h = I −h . Then, the numerators can be computed as follows.
Hence, for the directional derivatives holds In this appendix, we show the case of strictly positive directional deriva-
592
We handle this case analogously to the case when the derivative is neg-
593
ative. Hence, we define the minimum value which is possible to subtract 594 from π k without any change of the partition as follows.
Again, if ε − is defined by the first minimum, we stop the decrease of π .
597
Otherwise, we compute the new value of α, define a new set K and start
598
again from the beginning as described in the first case.
599
Once, more we have to show that the objective value does not increase 600 when decreasing π as described. To this end, let I K be the set of items 601 obtained by replacing π by π in I K . Obviously, I K ⊆ I K . To prove also I K ⊆
602
I K , we show N \ I K ⊆ N \ I K .
603
For that purpose we consider an item i ∈ N \ I K , i.e., max max
Again, by the definition of ε − ,â
and i / ∈ I K .
609
Altogether, we have I K = I K . For the objective function then holds
Appendix B. Table B .7: Absolute solving times of algorithm ilp for all considered settings averaged over all of the 10 instances which stopped before the time limit was reached. "-" denotes the cases in which all instances exceeded the time limit, see Table B .8 for the number of instances per setting not exceeding the time limit.
