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Abstract 12 
Recent developments in human neuroimaging make it possible to non-invasively measure 13 
neural activity from different cortical layers. This can potentially reveal not only which brain 14 
areas are engaged by a task, but also how. Specifically, bottom-up and top-down responses are 15 
associated with distinct laminar profiles. Here, we measured lamina-resolved fMRI responses 16 
during a visual task designed to induce concurrent bottom-up and top-down modulations via 17 
orthogonal manipulations of stimulus contrast and feature-based attention. BOLD responses 18 
were modulated by both stimulus contrast (bottom-up) and by engaging feature-based 19 
attention (top-down). Crucially, these effects operated at different cortical depths: Bottom-up 20 
modulations were strongest in the middle cortical layer and weaker in deep and superficial 21 
layers, while top-down modulations were strongest in the superficial layers. As such, we 22 
demonstrate that laminar activity profiles can discriminate between concurrent top-down and 23 
bottom-up processing, and are diagnostic of how a brain region is activated.  24 
 25 
  26 
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Introduction 27 
Using “ultra-high field” MRI systems of 7T and above, it has become possible to non-invasively 28 
measure fMRI responses at lamina-resolved spatial resolutions in humans (Dumoulin et al., 29 
2017; Koopmans et al., 2011; Polimeni et al., 2010). This has allowed researchers to ask new 30 
questions about the functional organization of the human brain, and examine communication 31 
between brain areas in more detail than previously possible (Kuehn & Sereno, 2018). One 32 
important promise of laminar fMRI is its potential ability to distinguish between bottom-up and 33 
top-down BOLD responses. While these are spatially amalgamated at standard imaging 34 
resolutions (Lawrence et al., 2017; Self et al., 2017), they are expected to be expressed at different 35 
cortical depths. Bottom-up connections between brain areas are known to target the granular 36 
layer 4, at middle cortical depths, while top-down connections target deeper and superficial 37 
layers but largely avoid layer 4 (Anderson & Martin, 2009; Felleman & Van Essen, 1991; 38 
Rockland & Pandya, 1979). It should therefore be possible to tease apart the bottom-up and top-39 
down contributions to a stimulus-driven BOLD response by examining that response across 40 
cortical depth. 41 
Previous laminar fMRI studies suggest that this is indeed the case. For example, stimulus-42 
driven responses in visual cortex have been shown to be strongest at middle depths 43 
(Koopmans, Barth, & Norris, 2010), while top-down signals embodying contextual inference, 44 
prediction, attention and working memory operate at deep and/or superficial, but not middle, 45 
cortical depths (Klein et al., 2018; Kok et al., 2016; Lawrence et al., 2018; Muckli et al., 2015; 46 
Scheeringa et al., 2016). Similar results for top-down influences have also been reported for 47 
auditory (De Martino et al., 2015) and motor cortex (Huber et al., 2017). Whilst these results are 48 
encouraging, these studies have typically measured top-down signals in the absence of a 49 
bottom-up response. The rationale for this choice is clear, as bottom-up drive could affect all 50 
cortical layers due to quick communication between layers (Self et al., 2013) and blurring from 51 
spatial hemodynamics (Uǧurbil, Toth, & Kim, 2003; Uludağ & Blinder, 2018; Yacoub et al., 2005) 52 
could obscure layer-specific top-down effects. However, being constrained to measuring top-53 
down responses in isolation limits the potential power of laminar fMRI experiments for 54 
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exploring brain function. If the overall BOLD response to a stimulus could be separated into its 55 
bottom-up, stimulus-driven component and a top-down, modulatory component, this would 56 
open the door for increasingly complex task design in laminar fMRI experiments. 57 
Here we measured lamina-resolved fMRI responses from human participants as they viewed 58 
visual stimuli and were required to attend to a specific stimulus feature (orientation). Our 59 
stimulus paradigm was designed to elicit concurrent bottom-up and top-down modulations of 60 
the stimulus-driven response through orthogonal manipulations of stimulus contrast (bottom-61 
up) and feature-based attention (top-down), both of which are known to influence early visual 62 
cortex responses (Boynton et al., 1999; Himmelberg & Wade, 2019; Kamitani & Tong, 2005; 63 
Martinez-Trujillo & Treue, 2004; Saenz, Buracas, & Boynton, 2002; Treue & Martinez Trujillo, 64 
1999).  65 
We predicted that response modulations driven by attention would operate at different cortical 66 
depths to those driven by changes in stimulus contrast. Specifically, contrast modulations were 67 
expected to be largest at middle cortical depths, as  increases in contrast should be associated 68 
with stronger bottom-up input to the granular layer (Hubel & Wiesel, 1972; Rockland & 69 
Pandya, 1979).  Top-down influences are generally expected to be strongest in the deep and/or 70 
superficial cortical depths (agranular layers, Lawrence et al., 2017). However, previous research 71 
into laminar effects of attention have been varied. Studies by Van Kerkoerle, Self, and 72 
Roelfsema (2017) and Klein et al. (2018) report largely agranular effects of attention in V1 while 73 
others report effects in all layers of V1 (Denfield et al., 2018; Hembrook-Short, Mock, & Briggs, 74 
2017). Further studies have also reported attention effects in all layers of V4 (Nandy, Nassi, & 75 
Reynolds, 2017) and the superficial layers of primary auditory cortex (De Martino et al., 2015). 76 
Moreover, previous laminar attention studies have employed spatial or object-based attention, 77 
but the laminar circuits involved in feature-based attention have, to our knowledge, not yet 78 
been studied. It is therefore not clear whether we should expect feature-based attention to 79 
modulate responses in all layers or only agranular layers. Critically, both eventualities yield the 80 
prediction that modulations from feature-based attention should be more strongly expressed in 81 
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agranular layers compared to those from stimulus contrast, which should only be strong in the 82 
granular layer. 83 
To preview, we found that fMRI responses in the early visual regions (V1-V3) were strongly 84 
modulated by changes in stimulus contrast and feature-based attention, and that these effects 85 
were indeed expressed at different cortical depths. As predicted, attentional modulations were 86 
more strongly expressed in agranular layers, particularly the superficial layers, while stimulus 87 
contrast modulations were largest in the granular layer.  88 
Results 89 
We report laminar-resolved fMRI responses from the early visual cortex (V1-V3) of 24 healthy 90 
human subjects while they viewed a series of plaid stimuli comprising two orthogonal sets of 91 
bars (one oriented 45°, hereafter referred to as ‘clockwise’, the other oriented 135°, hereafter 92 
referred to as ‘counter-clockwise’; see Figure 1). Plaids were presented in blocks of 8 stimuli, 93 
during which participants monitored changes in bar width of either the clockwise or counter-94 
clockwise bars (Kamitani & Tong, 2005). Importantly, both sets of bars varied in width 95 
independently of each other, meaning attention had to be focused on the cued orientation to 96 
succeed at the task. Stimulus contrast was also manipulated: each block of stimuli comprised 97 
either high (80%) or low (30%) contrast plaid stimuli. As such, for each stimulus block 98 
participants attended to either clockwise or counter-clockwise bars within high or low contrast 99 
plaid stimuli, which provided our top-down and bottom-up task manipulations, respectively. 100 
 
Figure 1: Task design. Plaid stimuli were presented in a block design. During stimulus 
blocks, 8 stimuli were presented at a rate of 0.5Hz (1.75s on, 0.25s off). Subjects were required 
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to respond to each stimulus (except for the first in each block), indicating whether the bars in 
the cued orientation were thicker or thinner compared to the previously presented stimulus. 
Attention was cued by the colored fixation dot: red = clockwise, green = counter-clockwise. 
Stimulus blocks were preceded by an attention cue and followed by performance feedback 
and an inter-block interval. See Materials and Methods for more information on the task and 
stimuli. 
 101 
Bottom-up and top-down modulations of the BOLD response 102 
Subjects were able to focus their attention on one set of oriented bars within a plaid and 103 
accurately discriminate changes in bar width between stimuli. On average, subjects performed 104 
at 83.5% correct (SD = 2.3) for low and 84.5% correct (SD = 1.5) for high contrast stimuli. Task 105 
difficulty was controlled by separate staircases for high and low contrast stimuli to match task 106 
difficulty across contrast levels. Despite this, the numerically small difference in task 107 
performance was significant (t [22] = 2.52, p = .019). To assess the effects of attention and 108 
stimulus contrast on brain responses, we divided visually active voxels within V1, V2 and V3 109 
into subpopulations with a strong preference for clockwise orientations over counter-clockwise 110 
or vice versa (Albers et al., 2017; see Materials and Methods). It was expected that voxels would 111 
respond more strongly during blocks in which their preferred orientation was attended, and 112 
that all voxels would respond more strongly to higher contrast stimuli.  113 
As expected, BOLD responses in early visual cortex were modulated by both subjects’ attention 114 
towards a specific orientation and changes in stimulus contrast (see Figure 2). Responses to high 115 
contrast stimuli were significantly higher than low contrast stimuli across V1-V3 (F [23, 1] = 116 
35.57, p = 4.00e-6). The size of this effect varied across areas (F [30.2, 1.3] = 46.53, p = 1.77e-8), being 117 
larger in V1 than V2 and V3. Voxel responses were also higher when their preferred orientation 118 
was attended, compared to when the orthogonal orientation was attended (F [23, 1] = 25.67, p = 119 
4.00e-5). This effect also varied across visual areas (F [46, 2] = 4.91, p = .012), being slightly 120 
smaller in V1 compared to V2 and V3. Overall, therefore, our paradigm was successful in 121 
inducing strong modulations of stimulus-driven BOLD responses using bottom-up (contrast) 122 
and top-down (feature-based attention) task manipulations.  123 
 124 
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Figure 2: BOLD modulations from feature-based attention and stimulus contrast. Average 
BOLD signal change in orientation-selective voxels from V1-V3 combined, and V1, V2 and V3 
separately. In all areas responses to high contrast stimuli (darker bars) were higher than to 
low contrast stimuli (lighter bars). Responses were also higher in voxels that preferred the 
orientation that was attended (red bars) compared to those that preferred the ignored 
orientation (blue bars). Error bars show within-subjects standard error. See text for statistical 
details. 
 127 
Dissociable laminar profiles of bottom-up and top-down response modulations  128 
Next, we determined whether the effects of feature-based attention and stimulus contrast on 129 
BOLD responses varied across cortical depth, and whether they did so differently from each 130 
other. To this end we computed separate BOLD time courses specific to three equal volume 131 
gray matter depth bins defining deep, middle and superficial cortex (Lawrence et al., 2018; van 132 
Mourik et al., 2018, see Materials and Methods for more information). Depth-specific time 133 
courses were normalized to remove overall differences in signal intensity between layers 134 
(Figure 3, Supplements 3 and 4). Note that this normalization was not critical to the results 135 
reported (Figure 3, Supplement 5). Normalized depth-specific time courses were analyzed to 136 
compare the laminar profile of activity modulations resulting from top-down attention and 137 
bottom-up stimulus contrast. To get an overall picture of depth-specific modulations across the 138 
visual cortex, we first combined voxels from V1, V2 and V3 for this analysis. 139 
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Response modulations from both feature-based attention and stimulus contrast were clearly 140 
present in depth-specific time courses (Figures 3A-D). In order to fairly compare laminar 141 
profiles across conditions, we used data from the same time points (highlighted in Figures 3A & 142 
C), which comprised the peak of the BOLD response during a block of stimuli and during 143 
which both the effects of attention (F [23, 1] = 19.95, p = 1.76e-4) and contrast (F [23, 1] = 35.98, p = 144 
4.00e-6) were significant. Within this time window, the effect of feature-based attention on 145 
neural responses was present at all cortical depths and was largest in the superficial layers 146 
(Figure 3b).  147 
There was a trend of activity differences between layers induced by the attentional 148 
manipulation (F [46, 2] = 2.82, p = .070). Unpacking this, the attentional modulation was 149 
significantly stronger in the superficial layers compared to the middle (t [23] = 2.11, p = .046) 150 
and deep layers (t [23] = 2.15, p = .042), while there was no significant difference in the strength 151 
of the attentional modulation between the deep and middle layers (t [23] = 0.36, p = .723). 152 
Modulations from changes in stimulus contrast were organized quite differently, peaking at 153 
middle depths (Figure 3d). Indeed, contrast modulations varied significantly across depth (F 154 
[46, 2] = 8.43, p = .001), being largest at middle compared to deep (t [23] = 3.79, p = .001) and 155 
superficial (t [23] = 3.56, p = .002) depths. Critically, the organization of contrast-related 156 
modulations across depth was significantly different to those caused by feature-based attention, 157 
as shown by a source (bottom-up, top-down) X layer (deep, middle, superficial) interaction (F 158 
[46, 2] = 4.39, p = .018). As such, the laminar profiles of responses modulations across the early 159 
visual cortex were dependent on whether those modulations were bottom-up or top-down in 160 
origin. 161 
We predicted that top-down effects were more likely to be expressed in agranular layers 162 
compared to bottom-up effects. To explicitly test for this, we computed a score that described 163 
whether experimental effects were more agranular or granular. This was done by averaging the 164 
effect of feature-based attention (or contrast) from the superficial and deep depth bins 165 
(agranular) and subtracting that from the middle bin (granular). As such, a positive score 166 
indicates a largely agranular effect, while a negative score indicates a granular effect. As 167 
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predicted, feature-based attention effects were more agranular compared to stimulus contrast 168 
(Figure 3E). This difference was significant (t [23] = 3.11, p = .005), and 20 of our 24 subjects 169 
showed an effect in this direction (Figure 3F). Therefore, it appears that top-down contributions 170 
to response modulations were stronger in the agranular layers compared to bottom-up 171 
contributions, which were strongest in the granular layer. As can be seen from Figure 3B, the 172 
agranular profile of attention was driven by the fact that the attentional modulation was 173 
strongest in the superficial layers.  174 
 
Figure 3: Laminar organization of top-down and bottom-up response modulations in V1-V3 
combined. A: Average BOLD time course for a block of stimuli, averaged across cortical 
depth bins. Responses from voxels that preferred the attended orientation (red line) and 
voxels that preferred the unattended orientation (blue dash) are plotted separately. B: 
Average difference between attended and unattended BOLD signals from the highlighted 
time points in panel A, plotted separately for cortical depth bins. C: Average BOLD time 
courses for blocks of stimuli contained high (dark gray line) and low contrast (light gray 
dash) stimuli. D: Average difference between responses to high and low contrast stimuli from 
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the time points highlighted in panel C, plotted separately for cortical depth bins. E: Group 
average scores indicating the whether the effects of attention (red bar) and contrast (grey bar) 
were stronger in the agranular or granular layers. Scores were computed by taking the 
average attention or contrast effect from the deep and superficial layers (left-most and right-
most data point in panels B and D, respectively) and subtracting the attention or contrast 
effect from the middle layer (middle data point in panels B and D, respectively). A positive 
score indicates a more agranular response, negative indicates more granular. Asterisks denote 
a significant paired sample t test (p = .005, see text for details). F: Difference between 
agranular – granular scores (panel E) for attention and contrast conditions for each individual 
subject. A Positive score indicates that attention modulations were stronger in agranular 
layers compared to contrast modulations, which was the case for 20 out of 24 subjects. All 
error bars show within-subject standard error. 
Laminar profiles are similar across early visual areas 175 
We next explored how modulations from feature-based attention and stimulus contrast varied 176 
across cortical depth within visual areas, and potential differences in organization between 177 
areas. We estimated depth-specific effects of attention and contrast for V1, V2 and V3 using the 178 
same methods applied to the three areas combined (Materials and Methods). Similar to our 179 
original analysis, variation in the effect of attention across depth over V1-V3 (Figure 4A) did not 180 
reach significance (F [46, 2] = 2.54, p = .090), and attention depth profiles were similar across 181 
areas (F [69.67, 3.03] = 0.44 p = .778). The effect of contrast did vary across cortical depth (F 182 
[36.28, 1.58] = 7.52, p = .004) peaking at middle depths (Figure 4B), but this profile was not 183 
significantly different between the three areas (F [92, 4] = 1.39, p = .244.  When directly 184 
contrasting these two modulatory factors, there was an overall, area independent, difference 185 
between feature-based attention and stimulus contrast that approached significance (F [46, 2] = 186 
2.74, p = .075), but no significant differences between areas (F [80.38, 3.50] = 1.00, p = .407). 187 
We also computed scores describing how agranular or granular effects of attention and contrast 188 
were within V1, V2 and V3 (Figure 4C). In general, modulations from feature-based attention 189 
were more agranular compared to those from stimulus contrast (F [23, 1] = 5.48, p = .028), and 190 
this was consistent across visual areas (F [46, 2] = 0.51, p = .607). Overall, these results show 191 
highly similar behavior of the three early visual regions (V1, V2, V3) that we examined, in terms 192 
of both their bottom-up and top-down laminar activation profiles.  193 
 194 
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Figure 4: Laminar organization of top-down and bottom-up response modulations in V1, V2 
and V3. A: Average difference between depth-specific time courses in voxels that preferred the 
attended orientation and voxels that preferred the unattended orientation in V1 (orange), V2 
(blue) and V3 (green). B: Average difference between depth-specific time courses from blocks 
containing high and low contrast stimuli for V1, V2 and V3. C: Average difference between 
attention modulations (taken from panel A) and contrast modulations (from panel B) in the 
agranular layers (average of deep and superficial bins) and granular layer (middle bin) for V1, 
V2 and V3. A positive score indicates a more agranular response, negative indicates more 
granular. All error bars show within-subject standard error. 
 197 
Discussion 198 
We measured laminar fMRI responses from the human visual cortex during a visual task 199 
designed to induce bottom-up and top-down response modulations via orthogonal 200 
manipulations of stimulus contrast and feature-based attention. BOLD responses were strongly 201 
modulated by both feature-based attention and stimulus contrast, and these effects were 202 
expressed at different cortical depths. Effects of stimulus contrast were considerably larger at 203 
middle cortical depths compared to deep and superficial depths, while effects of feature-based 204 
attention were more even across depth, peaking in superficial cortex. Moreover, by comparing 205 
the strength of attention and contrast modulation in agranular versus the granular layers, we 206 
found that attention effects were expressed more strongly in the agranular layers (specifically 207 
the superficial layers) compared to effects from stimulus contrast, which were more granular. 208 
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Our results show clear differences in how bottom-up and top-down aspects of perceptual 209 
processing affect brain responses across cortical depth and are consistent with the anatomical 210 
organization of feedforward and feedback connections between brain areas (Rockland & 211 
Pandya, 1979). To our knowledge, our study also provides the first report of how visual cortex 212 
responses are modulated by feature-based attention at the laminar level. Most importantly, we 213 
demonstrate that laminar fMRI methods can be used to examine both the bottom-up and top-214 
down components of the overall BOLD response as they co-occur during the processing of a 215 
stimulus. Previous laminar fMRI studies have either measured depth-specific effects in the 216 
absence of a physical stimulus (Kok et al., 2016; Lawrence et al., 2018; Muckli et al., 2015), or in 217 
the presence of a stimulus that was held constant (De Martino et al., 2015; Klein et al., 2018). By 218 
orthogonally manipulating stimulus contrast and feature-based attention, we have shown that 219 
top-down effects can be separated from concurrent bottom-up modulations driven by the 220 
stimulus. This opens the door for future studies to further examine the dynamic interactions 221 
between bottom-up and top-down processing that occur in the context of stimulus processing. 222 
Top-down modulations of the BOLD response were expressed at all cortical depths relatively 223 
evenly, slightly peaking in the superficial layers. This partly contrasts with our previous study, 224 
which observed top-down activation of V1 during visual working memory that was strong in 225 
the agranular layers, but much weaker in the middle layer (Lawrence et al., 2018). The most 226 
obvious difference between the two studies is the presence of a physical stimulus during top-227 
down modulation in this study, while there was no stimulus during working memory in our 228 
previous study. Each stimulus is expected to trigger a large response in the middle layer of V1 229 
driven by bottom-up connections from the LGN (Hubel & Wiesel, 1972). Interestingly, 230 
influences of feature-based attention have been reported in the LGN before (Ling, Pratte, & 231 
Tong, 2015; Schneider, 2011), suggesting that this bottom-up signal could carry attentional 232 
modulations, consistent with our data. Electrophysiological studies of laminar effects of 233 
attention report mixed results regarding the involvement of the granular layer of V1 in 234 
attention. Van Kerkoerle, Self and Roelfsema (2017) report increased spike rate and current 235 
sinks with attention that were largest in the agranular layers. In particular, Van Kerkoerle et al. 236 
report strong attentional modulations in the deep layers compared to the middle layer, which 237 
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was not the case in our data. Other studies (Denfield et al., 2018; Hembrook-Short, Mock, & 238 
Briggs, 2017) report attentional effects on spike rate in all layers of V1. However, it should be 239 
noted that these studies utilized spatial attention as opposed to feature-based attention, making 240 
it unclear how comparable their results are to our study. More research is required to further 241 
elucidate the laminar circuits involved in different modes of attentional control. 242 
The relatively similar strength of attentional modulations across cortical layers highlights an 243 
important aspect of our task design. Taken in isolation, the laminar profile of feature-based 244 
attention we report could be viewed as difficult to interpret, as there are no obvious differences 245 
between cortical depths. Crucially, however, the comparison of this profile to one derived from 246 
a manipulation of stimulus contrast revealed clear differences in how the visual cortex is 247 
modulated depending on the source of the modulation. We encourage future laminar studies 248 
exploring top-down responses to also include a bottom-up manipulation as a point of 249 
comparison, as the laminar organization of a BOLD activity difference between conditions on its 250 
own can be challenging to interpret (Self et al., 2017). 251 
It is possible that we found top-down effects were similar across cortical depth due the blurring 252 
of BOLD responses across depth bins from spatial hemodynamics. Our task involved repeated 253 
presentation of a series of visual stimuli, which is expected to cause large swathes of stimulus-254 
related activity in V1 that starts in layer 4 and quickly spreads to other layers (Self et al., 2013). 255 
This activity is in turn expected to be spatially blurred in the BOLD response by venous 256 
draining towards the pial surface, which smooths responses across cortical depth, causing 257 
stronger responses at superficial depths (Uǧurbil, Toth, & Kim, 2003; Uludağ & Blinder, 2018; 258 
Yacoub et al., 2005). It is therefore possible that repeated visual stimulation could have 259 
effectively washed out depth-specific responses, increasing the likelihood of experimental 260 
effects being uniform across depth. That said, any influence of spatial hemodynamics should be 261 
consistent across experimental conditions, and therefore accounted for in our calculation of 262 
bottom-up/top-down modulations via a subtraction of the responses to different 263 
contrast/attention conditions. Indeed, the strikingly distinct laminar profile of stimulus contrast 264 
effects that clearly peaked in the middle layers indicates that our analysis could account for the 265 
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influence of hemodynamics. Nevertheless, accurate depth-estimates of BOLD responses 266 
continues to be the biggest challenge in laminar fMRI. Recent developments in modelling 267 
spatial aspects of the BOLD response for applying a spatial deconvolution to BOLD data 268 
(Markuerkiaga & Norris, 2016, ISMRM, abstract; Marquardt,  et al., 2018) and improved 269 
measurement protocols (Huber et al., 2017) could help to alleviate this issue. 270 
We show that modulations of stimulus-driven responses were similar across areas within the 271 
early visual cortex. For stimulus contrast, this is consistent with a purely stimulus-driven effect 272 
that changes response amplitude at early, subcortical levels and is inherited through the visual 273 
system via bottom-up connections targeting layer 4 (Hubel & Wiesel, 1972; Rockland & Pandya, 274 
1979). With regards to attention, there is little work addressing laminar differences between 275 
visual brain areas. Nandy, Nassi and Reynolds (2017) report attentional modulations in all 276 
layers of V4, consistent with our findings in extrastriate areas V2 and V3, as well as V1, but they 277 
do not provide a comparison to other brain areas. Buffalo et al. (2011) report attentional 278 
modulation of gamma and alpha oscillations in deep and superficial cortex that were similar in 279 
V1, V2 and V4. Though they did not measure from granular layer neurons, and thus cannot 280 
comment on whether attentional modulations occurred in all layers or only agranular layers, 281 
the similarity of results across visual brain areas appears consistent with our study. However, 282 
we again note that how these results compare to our own is unclear as these studies used spatial 283 
attention, not feature-based attention, as well as a variety of electrophysiological measurements 284 
with an unclear relation to the BOLD signal. For future studies, laminar fMRI is well suited to 285 
exploring laminar differences between brain areas as it affords simultaneous measurements 286 
over larger areas of cortex compared to electrophysiological methods. 287 
In conclusion, we have shown that fMRI responses in visual cortex are strongly modulated by 288 
changes in stimulus contrast and feature-based attention, and that these effects operate at 289 
different cortical depths. Top-down modulations from attention were overall stronger in 290 
agranular layers (specifically the superficial layers) compared to those from stimulus contrast, 291 
which were strongest in the granular layer. We have shown that, in a task where bottom-up and 292 
top-down influences are manipulated independently, the overall BOLD response can be 293 
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separated into top-down and bottom-up components by examining how these effects are 294 
organized across depth. Future studies can use similar strategies to further explore the dynamic 295 
interactions between bottom-up and top-down processing that occur in perception and 296 
cognition. 297 
Materials and Methods 298 
Participants 299 
Twenty-six healthy participants (all right-handed, 9 males, mean age 25.5, age range 19-47) with 300 
normal or corrected-to-normal vision completed the experiment. This sample size (N=26) 301 
provided us with 80% power to detect one-sided experimental effects that had at least medium 302 
effect size (Cohen’s d>0.6). All gave written informed consent and the study was approved by 303 
the local ethics committees (CMO region Arnhem-Nijmegen, The Netherlands, and ethics 304 
committee of the University Duisburg-Essen, Germany, protocol CMO 2014/288). Participants 305 
were reimbursed for their time at the rate of €10 per hour. All participants completed a 1-hour 306 
3T fMRI retinotopic mapping session, a 1-hour psychophysics session, and a 1-hour 7T fMRI 307 
session for the main task. The experiment and analysis plan were preregistered on the Open 308 
Science Framework (https://osf.io/46adc/). 309 
Retinotopic Mapping 310 
Retinotopic mapping data were acquired and analyzed using identical methods to those 311 
reported in our previous study (Lawrence et al., 2018). In brief, brain responses to rotating 312 
wedge and expanding ring checkerboard stimuli were acquired using a Siemens 3T Trio MRI 313 
system (Siemens, Erlangen, Germany) with a 32-channel head coil and a T2*-weighted gradient-314 
echo EPI sequence (TR 1500 ms, TE 40ms, 68 slices, 2 mm isotropic voxels, multi-band 315 
acceleration factor 4). One high resolution anatomical image was also acquired with a T1-316 
weighted MP-RAGE sequence (TR 2300 ms, TE 3.03ms, 1 mm isotropic voxels, GRAPPA 317 
acceleration factor 2). Anatomical data were automatically segmented into white matter, gray 318 
matter and CSF using FreeSurfer (http://surfer.nmr.mgh.harvard.edu/). Functional data were 319 
analyzed using the phase encoded approach in MrVista (http://white.stanford.edu/software/). 320 
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Polar angle and eccentricity data were visualized on an inflated cortical surface and the 321 
boundaries of V1, V2 and V3 were drawn manually using established criteria (Engel et al., 1994; 322 
Sereno et al., 1995; Wandell, Dumoulin, & Brewer, 2007). 323 
Psychophysics procedure 324 
During the psychophysics session subjects completed the same visual task (Figure 1) that was 325 
used in the 7T main task fMRI session. Plaid stimuli were programmed in MATLAB 326 
(MathWorks, Natick, MA) and presented using PsychToolbox (Brainard, 1997) on a 24 inch 327 
BenQ XL2420T monitor (http://www.benq.eu/product/monitor/, resolution 1920 x 1080, refresh 328 
rate 120 Hz). Plaids comprised orthogonally oriented sets of bars (one set black, one set white), 329 
overlaid on top of each other. Areas of overlap between bars were made mid-gray (the same as 330 
the background), to facilitate mental separation of the two component stimuli. Subjects viewed 331 
the stimuli from a chin rest mounted 70 cm from the display and were instructed to fixate on a 332 
central fixation dot (0.5 degrees of visual angle across) at all times. Plaids were presented 333 
centrally behind an annulus mask (inner radius 1 degree, outer radius 8 degrees, and had a 334 
spatial frequency of 1 cycle/degree and random phase. Stimulus edges were softened with a 335 
linear ramp that started 0.5 degrees from the edge of the mask. 336 
The task used a block design. Stimulus blocks were preceded by an attention cue that lasted 2 337 
seconds, where attention was cued by the color of the fixation dot (red = attend clockwise, green 338 
= attend counter-clockwise). The fixation dot remained red/green for the duration of the 339 
stimulus block. Stimulus blocks comprised a series of 8 plaid stimuli presented sequentially at a 340 
rate of 0.5 Hz (1.75 seconds on, 0.25 seconds off). Subjects’ task was to press one of two buttons 341 
indicating whether the bars in the attended orientation were thicker or thinner than they were 342 
in the previously presented stimulus. Subjects were instructed to attend, but not respond to, the 343 
first stimulus in each block (as there was no preceding stimulus to compare to) and to respond 344 
to all remaining stimuli within the block. Subjects were allowed to respond at any time during 345 
stimulus presentation or the inter-stimulus interval, but the trial was marked as incorrect if they 346 
did not respond before the next stimulus was presented. Bar width for clockwise and counter-347 
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clockwise bars varied independently from each other, meaning attention had to be focused on 348 
the cued orientation in order to succeed at the task.  349 
Changes in bar width between stimuli were controlled using a QUEST (Watson & Pelli, 1983) 350 
staircase function targeting 80% correct performance, which was updated after each individual 351 
trial. Bars within the first plaid presented in each block had a bar width of 0.2 degrees ± a 352 
random increment between 0 and 0.02 degrees. For the remaining stimuli bar width was equal 353 
to the width of the previously presented stimulus ± an increment decided by the staircase. For 354 
both sets of bars, the direction of width increments was pseudo-randomized such that they 355 
were positive for 4 stimuli in each block and negative for 4 stimuli, presented in a random 356 
order. Stimulus luminance polarities were held constant within blocks but randomized between 357 
blocks, ensuring that both positive and negative luminance polarities were presented the same 358 
number of times for each experimental condition. After a stimulus block, the fixation dot turned 359 
black and was presented for 1 second. This was followed by performance feedback presented as 360 
a mark out of 7 for correct trials in the previous block, presented for 1 second. A 2 second 361 
attention cue then preceded the onset of the next stimulus block. 362 
Subjects completed 24 blocks of the task, at which point the discrimination threshold for 80% 363 
correct performance was recorded for use in the main fMRI task. This process was performed 364 
once using high contrast stimuli (80% Michelson contrast), and once using low contrast stimuli 365 
(30% Michelson contrast), meaning separate thresholds were estimated for two contrast levels, 366 
which were used to match task difficulty across contrast levels in the fMRI experiment. 367 
fMRI data acquisition 368 
fMRI data for the main experiment were acquired using a Siemens Magnetom 7T MRI system 369 
(Siemens, Erlangen, Germany) with a commercial RF head coil (Nova Medical, Inc., 370 
Wilmington, MA, USA) with one transmit (TX) and 32 receive (RX) channels and a gradient coil 371 
(Type AS095, Siemens Healthcare, Erlangen, Germany) with 38 mT/m gradient strength and 200 372 
mT/m/ms slew rate. Functional data were acquired with a T2*-weighted 3D gradient-echo EPI 373 
sequence (Poser et al., 2010; TR 3408 ms, TE 28 ms, 0.8 mm isotropic voxels, 16° flip angle, 192 x 374 
192 x 38.4 mm FOV, GRAPPA acceleration factor 4). Shimming was performed using the 375 
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standard Siemens shimming procedure for 7T. Anatomical data were acquired with an 376 
MP2RAGE sequence (Marques et al., 2010; TR 5000 ms, TE 2.04 ms, voxel size 0.8 mm isotropic, 377 
240 x 240 mm FOV, GRAPPA acceleration factor 2) yielding two inversion contrasts (TI 900 ms, 378 
4° flip angle and TI 3200 ms, 6° flip angle), which were combined to produce a T1-weighted 379 
image. We also acquired a T2-weighted HASTE scan that was used to identify the calcarine 380 
sulcus to aid functional slice positioning (TR 3230 ms, TE 67 ms, 7 coronal slices, 0.625 x 0.625 x 381 
5.10 mm voxels). Stimuli were programmed and displayed using the same methods described 382 
for the psychophysics session onto a rear-projection screen using an EIKI (EIKI, Rancho Santa 383 
Margarita, CA) LC-X71 projector (1024 x 768 resolution, refresh rate 60 Hz), viewed via a mirror 384 
(view distance ~130 cm).  385 
fMRI procedure 386 
Each subject completed 3 runs of the main task. The task was identical to the psychophysics 387 
session, except blocks of high and low contrast stimuli were randomly interleaved rather than 388 
presented in separate sessions, and timings were adjusted to sync with volume acquisition: The 389 
attention cue preceding a stimulus block was presented for 1.04 seconds, stimulus blocks lasted 390 
16 seconds, followed by 1 second of fixation, 0.5 seconds of feedback, and a 15.54 second inter-391 
block interval with a black fixation dot to allow the BOLD response to return to baseline before 392 
the next block. Changes in bar width for high and low contrast blocks were controlled by 393 
separate staircases, which were given starting estimates equal to contrast-specific discrimination 394 
thresholds measured in the psychophysics session plus a 20% increment. Due to a problem with 395 
recording button responses in one session, the behavioral results reported in the Results section 396 
were calculated using data from the remaining 23 subjects. 5 volumes were acquired per 397 
stimulus block, and 5 volumes between blocks, with 16 blocks in a single 555.5 second run. This 398 
run time also includes 3 dummy volumes that were discarded from the start of each run to 399 
allow for signal stabilization. 400 
After the main task, subjects completed an orientation localizer scan that was used to measure 401 
voxel-wise orientation preference. Single sets of oriented bars (i.e., one stimulus component 402 
from the plaid stimuli presented in isolation) were presented in an AoBo block design. Stimulus 403 
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blocks were 13.6 s long (4 TR) and separated by rest blocks of the same length. During a 404 
stimulus block bars were repeatedly presented with the same orientation at a rate of 2Hz (250 405 
ms on, 250 ms off). Stimuli were presented at 100% contrast, luminance polarity was reversed 406 
with each stimulus presentation, and phase was randomized. Stimulus blocks alternated 407 
between blocks of clockwise bars (45°) and blocks of counter-clockwise bars (135°). A total of 16 408 
stimulus blocks were presented in a 446.4 second run; the first 3 volumes were again discarded. 409 
During the scan subjects maintained fixation and pressed a button every time the fixation dot 410 
flashed white for 0.25 seconds (1 to 4 flashes per block). 411 
Preprocessing of fMRI data 412 
We used the same data processing pipeline as our previous study (Lawrence et al., 2018). 413 
Functional volumes were cropped so that only the occipital lobe remained, and spatially 414 
realigned within and then between runs using SPM8 (http://www.fil.ion.ucl.ac.uk/spm). Finally, 415 
data were highpass filtered using FEAT (fMRI Expert Analysis Tool) v6.00 416 
(https://fsl.fmrib.ox.ac.uk/fsl) with a cut off of 55 seconds to remove low frequency scanner drift. 417 
7T anatomical data were segmented into white matter, gray matter and CSF using FreeSurfer’s 418 
(http://surfer.nmr.mgh.harvard.edu/) automated procedure. The white and gray matter surfaces 419 
were then aligned to the mean functional volume using a standard rigid body registration 420 
(Greve & Fischl, 2009) followed by a recursive non-linear distortion correction that has been 421 
described previously (Lawrence et al., 2018; van Mourik, Koopmans, & Norris, 2018). 422 
Definition of functional masks 423 
We defined orientation-selective masks in V1, V2 and V3 using methods we have described 424 
previously (Lawrence et al., 2018). Note that the voxel selection procedure described here was 425 
applied to data from the orientation localizer scan; a data set that was independent from the 426 
main task. In brief, a GLM was applied to functional localizer data using FEAT v6.00 427 
(https://fsl.fmrib.ox.ac.uk/fsl) to identify voxels that responded to significantly to all stimuli 428 
presented in the localizer (z > 2.3, p < .05). For 2 subjects, there were very few voxels within the 429 
visual cortex that survived this cluster correction, indicating they had failed to remain alert for 430 
the duration of the experiment, and so we did not make any further use of their data. Next we 431 
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contrasted responses to clockwise and counter-clockwise bars, and created masks of 1,000 432 
voxels per area, containing the 500 voxels with the most positive t values in this contrast (prefer 433 
clockwise) and the 500 with the most negative t values (prefer counter-clockwise). This was 434 
done separately for V1, V2 and V3. In any cases where there were fewer than 500 voxels within 435 
an area that met the required criteria for being visually active and having an orientation 436 
preference, we used as many voxels as did fulfill the criteria. To ensure that our results did not 437 
depend on how many and which voxels we chose to include on our masks, and that the 438 
selection we ran a battery of control analyses using an array of different mask sizes (Figure 3, 439 
Supplements 1-9). Although effect sizes varied across mask sizes, all produced effects in the 440 
same direction as our main analysis. 441 
Quantification of effects of feature-based attention and stimulus contrast  442 
Overall effects of feature-based attention and changes in stimulus contrast were quantified 443 
using a temporal GLM applied using FEAT v6.00 (https://fsl.fmrib.ox.ac.uk/fsl) on the 444 
preprocessed functional data. Each of the four experimental conditions (attend clockwise high 445 
contrast, attend clockwise low contrast, attend counter-clockwise high contrast, attend counter-446 
clockwise low contrast) were modelled as separate regressors of interest and contrasted against 447 
baseline to estimate % signal changes associated with each condition. This was applied to 448 
orientation-selective masks from V1-V3 combined, and also to each area separately. % signal 449 
changes are shown in Figure 2. Signal changes associated with attended and unattended 450 
orientations were calculated by averaging responses from clockwise preferring voxels to attend 451 
clockwise blocks and counter-clockwise preferring voxels to attend counter-clockwise blocks. 452 
Likewise, unattended responses were calculated by averaging responses from clockwise 453 
preferring voxels to attend counter-clockwise blocks and vice versa. 454 
Estimation of laminar responses 455 
Laminar-specific time courses were estimated using the open fMRI analysis toolbox (van 456 
Mourik et al., 2018) as we have described previously (Lawrence et al., 2018). In brief, segmented 457 
cortical meshes were divided into five depth bins: white matter, three equivolume gray matter 458 
bins, and CSF. The proportion of overlap between each voxel within our orientation-selective 459 
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masks and these five bins were estimated, creating a matrix of depth weights describing the 460 
laminar organization of a population of voxels. These weights were regressed against the 461 
functional data from the same voxels to produce a single time course for each depth bin 462 
representative of the average response across the population at that cortical depth. This process 463 
was applied separately to the clockwise and counter-clockwise preferring voxel populations 464 
from V1-V3 combined to examine overall laminar activity across the visual cortex (Figure 3). We 465 
also did the same for V1, V2 and V3 separately to examine differences in laminar organization 466 
between areas (Figure 4). 467 
Normalization of layer-specific responses 468 
It is well established that gradient-echo BOLD suffers from a bias in signal strength whereby 469 
responses in superficial cortex are stronger than responses from deep cortex (Koopmans et al., 470 
2010; Uǧurbil et al., 2003; Uludağ & Blinder, 2018; Yacoub et al., 2005). This bias can be seen 471 
clearly in our raw data (see Figure 2, Supplement 1; Figure 3, Supplement 3). We attempted to 472 
alleviate this issue by converting time courses specific to deep, middle and superficial cortical 473 
layers to z scores, normalizing differences in overall signal strength between layers. The z 474 
scoring was performed on layer-specific time courses from a single run of the main task, 475 
meaning it was performed within layers, across all experimental conditions and within runs. 476 
This procedure removed overall amplitude and variance differences between layers, while 477 
preserving within-layer differences between conditions. This had the effect of making overall 478 
signal changes between depth bins very similar (Figure 3, Supplement 4), while preserving 479 
potential differences between depth bins that are due to experimental manipulations (rather 480 
than large differences in overall signal change). Of note, none of our results critically depend on 481 
this normalization step (Figure 3, Supplement 5), but it allowed us to interpret those results in 482 
the absence of large-scale response differences between layers that are present in the raw data. 483 
Quantification of laminar-specific effects of feature-based attention and stimulus 484 
contrast 485 
We analyzed time courses specific to deep, middle and superficial gray matter depth bins in the 486 
following way to quantify depth-specific effects of feature-based attention and stimulus 487 
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contrast. Z scored, depth-specific time courses were split into segments of 10 volumes each, 488 
corresponding to one stimulus block (5 volumes) followed by an inter-block interval (5 489 
volumes). To examine effects of feature-based attention, we computed an average attended time 490 
course by averaging responses for each block from the voxels that preferred the cued 491 
orientation in that block (i.e. prefer clockwise for attend clockwise blocks and prefer counter-492 
clockwise for attend counter-clockwise blocks), and an average unattended time course by 493 
averaging responses from voxels that preferred the ignored orientation for each block (i.e. 494 
prefer clockwise for attend counter-clockwise blocks and prefer counter-clockwise for attend 495 
clockwise blocks). To examine effects of stimulus contrast, we averaged responses from both 496 
populations of voxels, regardless of orientation preference, averaging across all high contrast 497 
blocks and low contrast blocks to produce separate average time courses for high and low 498 
contrast stimuli. This analysis procedure was performed separately on time courses from the 499 
three gray matter depth bins within each subject, and then a group average was calculated. 500 
Figures 3A&C show group average time courses for each experimental condition, averaged 501 
across gray matter bins. The strength of modulations from feature-based attention and stimulus 502 
contrast were quantified as the difference between condition-specific time courses during the 503 
peak of the stimulus driven response (highlighted in Figures 3A&C), which are plotted for each 504 
depth bin in Figures 3B&D. Finally, we computed a score to describe the extent to which an 505 
effect of interest was expressed in the agranular or granular layers. This was achieved by 506 
averaging the effect of attention or stimulus contrast (Figures 3B&D) from the superficial and 507 
deep gray matter bins (agranular) and subtracting the middle bin (granular). A positive score 508 
therefore indicates a mostly agranular effect, while a negative score indicates a granular effect. 509 
The procedure described here was applied first to voxels from all visual areas combined (Figure 510 
3), and then V1, V2 and V3 separately (Figure 4). 511 
Statistical testing 512 
Overall effects of feature-based attention and stimulus contrast (Figure 2) were assessed using a 513 
visual area (V1/V2/V3) x contrast (high/low) x attention (attended/unattended) repeated 514 
measures ANOVA. Note that, though we plot the results from V1-V3 combined in Figure 2, the 515 
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ANOVA was performed on data from the three areas separately so that it would incorporate 516 
differences between areas.  517 
The effects of feature-based attention and stimulus contrast in laminar-specific time courses 518 
from V1-V3 combined were quantified by examining the difference between attended and 519 
unattended (or high and low contrast) time courses during the peak of the stimulus-driven 520 
response during a block of stimuli (highlighted in Figures 3A&C). These were assessed using 521 
separate condition (attended/unattended or high/low contrast) x time point (6.8/10.2/13.6/17 522 
seconds) repeated measures ANOVAs. These tests were performed on time courses averaged 523 
across depth bins that are plotted in Figures 3A&C. Depth-specific time courses were analyzed 524 
in the same way, and the difference between attended/unattended and high/low contrast for 525 
each depth are plotted in figures 3B&D, respectively. We investigated whether these laminar 526 
profiles were different from each other using a modulation (attention/contrast) by depth 527 
(deep/middle/superficial) repeated measures ANOVA. A significant interaction (see Results) 528 
revealed the profiles were different from each other, so we examined them independently with 529 
one-way repeated measures ANOVAs (levels: deep/middle/superficial). In the cases that the 530 
main effect of depth was significant (i.e., for stimulus contrast), differences between depths 531 
were examined with paired-samples t tests. Finally, the difference between agranular – granular 532 
scores for attention and stimulus contrast was assessed using a paired-samples t test. 533 
Laminar-specific effects of attention and stimulus contrast were also compared between visual 534 
areas (Figure 4). Differences between laminar profiles of attention and contrast and between 535 
areas were assessed with a visual area (V1/V2/V3) x modulation (attention/contrast) x depth 536 
(deep/middle/superficial) repeated measures ANOVA. The modulation x depth interaction 537 
approached significance (see Results), and we chose to examine the effects of attention and 538 
contrast using separate ANOVAs so that we might relate these results to those obtained from 539 
V1-V3 combined. As such, we examined whether the effects of attention and contrast varied 540 
across depth and visual area using separate visual area (V1/V2/V3) x depth 541 
(deep/middle/superficial) repeated measures ANOVAs. Finally, differences in agranular – 542 
granular scores between conditions and areas were assessed using a modulation 543 
24 
 
(attention/contrast) x visual area (V1/V2/V3) repeated measures ANOVA. For all the ANOVAs 544 
we conducted, in cases where the assumption of sphericity was violated the degrees of freedom 545 
were adjusted using a Huynh-Feldt correction. 546 
Data and software availability 547 
Data and code used for stimulus presentation and analysis are available online at the Donders 548 
Research Data Repository: https://data.donders.ru.nl/collections/di/dccn/DSC_3018028.04_752 549 
References 550 
Albers, A. M., Meindertsma, T., Toni, I., & de Lange, F. P. (2017). Decoupling of BOLD 551 
amplitude and pattern classification of orientation-selective activity in human visual 552 
cortex. NeuroImage. http://doi.org/10.1016/j.neuroimage.2017.09.046 553 
Anderson, J. C., & Martin, K. A. C. (2009). The synaptic connections between cortical areas V1 554 
and V2 in macaque monkey. The Journal of Neuroscience, 29(36), 11283–11293. 555 
Boynton, G. M., Demb, J. B., Glover, G. H., & Heeger, D. J. (1999). Neuronal basis of contrast 556 
discrimination. Vision Research, 39, 257–269. 557 
Brainard, D. H. (1997). The Psychophysics Toolbox. Spatial Vision, 10(4), 433–436. 558 
Buffalo, E. A., Fries, P., Landman, R., Buschman, T. J., & Desimone, R. (2011). Laminar 559 
differences in gamma and alpha coherence in the ventral stream. Proceedings of the National 560 
Academy of Sciences, 108(27), 11262–11267. http://doi.org/10.1073/pnas.1011284108 561 
De Martino, F., Moerel, M., Ugurbil, K., Goebel, R., Yacoub, E., & Formisano, E. (2015). 562 
Frequency preference and attention effects across cortical depths in the human primary 563 
auditory cortex. Proceedings of the National Academy of Sciences, 112(52), 16036–16041. 564 
Denfield, G. H., Ecker, A. S., Shinn, T. J., Bethge, M., & Tolias, A. S. (2018). Attentional 565 
fluctuations induce shared variability in macaque primary visual cortex. Nature 566 
Communications, 9(1). http://doi.org/10.1038/s41467-018-05123-6 567 
Dumoulin, S. O., Fracasso, A., van der Zwaag, W., Siero, J. C. W., & Petridou, N. (2018). Ultra-568 
25 
 
high field MRI: Advancing systems neuroscience towards mesoscopic human brain 569 
function. NeuroImage, 168, 345–357. http://doi.org/10.1016/j.neuroimage.2017.01.028 570 
Engel, S. A., Rumelhart, D. E., Wandell, B. A., Lee, A. T., Glover, G. H., Chichilnisky, E., & 571 
Shadlen, M. N. (1994). fMRI of human visual cortex. Nature, 369, 525. 572 
Felleman, D. J., & Van Essen, D. C. (1991). Distributed hierarchical processing in the primate 573 
cerebral cortex. Cerebral Cortex, 1(1), 1–47. 574 
Greve, D. N., & Fischl, B. (2009). Accurate and robust brain image alignment using boundary-575 
based registration. NeuroImage, 48(1), 63–72. 576 
Hembrook-Short, J. R., Mock, V. L., & Briggs, F. (2017). Attentional Modulation of Neuronal 577 
Activity Depends on Neuronal Feature Selectivity. Current Biology, 27(13), 1878–1887.e5. 578 
http://doi.org/10.1016/j.cub.2017.05.080 579 
Himmelberg, M. M., & Wade, A. R. (2019). Eccentricity-dependent temporal contrast tuning in 580 
human visual cortex measured with fMRI. NeuroImage, 184(May 2018), 462–474. 581 
http://doi.org/10.1016/j.neuroimage.2018.09.049 582 
Hubel, D. H., & Wiesel, T. N. (1972). Laminar and columnar distribution of geniculo-cortical 583 
fibers in the macaque monkey. The Journal of Comparative Neurology, 146(4), 421–450. 584 
Huber, L., Handwerker, D. A., Jangraw, D. C., Chen, G., Hall, A., Stüber, C., … Bandettini, P. A. 585 
(2017). High-Resolution CBV-fMRI Allows Mapping of Laminar Activity and Connectivity 586 
of Cortical Input and Output in Human M1. Neuron, 96(6), 1253–1263.e7. 587 
Kamitani, Y., & Tong, F. (2005). Decoding the visual and subjective contents of the human brain. 588 
Nature Neuroscience, 8(5), 679–85. 589 
Klein, B. P., Fracasso, A., van Dijk, J. A., Paffen, C. L. E., te Pas, S. F., & Dumoulin, S. O. (2018). 590 
Cortical depth dependent population receptive field attraction by spatial attention in 591 
human V1. NeuroImage, 176, 301–312. http://doi.org/10.1016/j.neuroimage.2018.04.055 592 
Kok, P., Bains, L. J., van Mourik, T., Norris, D. G., & de Lange, F. P. (2016). Selective Activation 593 
26 
 
of the Deep Layers of the Human Primary Visual Cortex by Top-Down Feedback. Current 594 
Biology, 26(3), 371–376. 595 
Koopmans, P. J., Barth, M., & Norris, D. G. (2010). Layer-specific BOLD activation in human V1. 596 
Human Brain Mapping, 31(9), 1297–1304. 597 
Koopmans, P. J., Barth, M., Orzada, S., & Norris, D. G. (2011). Multi-echo fMRI of the cortical 598 
laminae in humans at 7T. NeuroImage, 56(3), 1276–1285. 599 
Kuehn, E., & Sereno, M. I. (2018). Modelling the Human Cortex in Three Dimensions. Trends in 600 
Cognitive Sciences, 22(12), 1073–1075. http://doi.org/10.1016/j.tics.2018.08.010 601 
Lawrence, S. J. D., Formisano, E., Muckli, L., & de Lange, F. P. (2017). Laminar fMRI: 602 
Applications for cognitive neuroscience. NeuroImage, In Press. 603 
http://doi.org/10.1016/j.neuroimage.2017.07.004 604 
Lawrence, S. J. D., van Mourik, T., Kok, P., Koopmans, P. J., Norris, D. G., & de Lange, F. P. 605 
(2018). Laminar Organization of Working Memory Signals in Human Visual Cortex. 606 
Current Biology, 28(21), 3435–3440. http://doi.org/10.1016/j.cub.2018.08.043 607 
Ling, S., Pratte, M. S., & Tong, F. (2015). Attention alters orientation processing in the human 608 
lateral geniculate nucleus. Nature Neuroscience, 18(4), 496–498. 609 
Marquardt, I., Schneider, M., Gulban, O. F., Ivanov, D., & Uludağ, K. (2018). Cortical depth 610 
profiles of luminance contrast responses in human V1 and V2 using 7 T fMRI. Human Brain 611 
Mapping, 39(7), 2812–2827. http://doi.org/10.1002/hbm.24042 612 
Marques, J. P., Kober, T., Krueger, G., van der Zwaag, W., Van de Moortele, P. F., & Gruetter, R. 613 
(2010). MP2RAGE, a self bias-field corrected sequence for improved segmentation and T1-614 
mapping at high field. NeuroImage, 49(2), 1271–1281. 615 
Martinez-Trujillo, J. C., & Treue, S. (2004). Feature-Based Attention Increases the Selectivity of 616 
Population Responses in Primate Visual Cortex. Current Biology, 14, 744–751. 617 
http://doi.org/10.1016/j 618 
27 
 
Muckli, L., De Martino, F., Vizioli, L., Petro, L. S., Smith, F. W., Ugurbil, K., … Yacoub, E. (2015). 619 
Contextual Feedback to Superficial Layers of V1. Current Biology, 25(20), 2690–2695. 620 
Nandy, A. S., Nassi, J. J., & Reynolds, J. H. (2017). Laminar Organization of Attentional 621 
Modulation in Macaque Visual Area V4. Neuron, 93(1), 235–246. 622 
Polimeni, J. R., Fischl, B., Greve, D. N., & Wald, L. L. (2010). Laminar analysis of 7T BOLD using 623 
an imposed spatial activation pattern in human V1. NeuroImage, 52(4), 1334–1346. 624 
Poser, B. A., Koopmans, P. J., Witzel, T., Wald, L. L., & Barth, M. (2010). Three dimensional 625 
echo-planar imaging at 7 Tesla. NeuroImage, 51(1), 261–266. 626 
Rockland, K. S., & Pandya, D. N. (1979). Laminar origins and terminations of cortical 627 
connections of the occipital lobe in the rhesus monkey. Brain Research, 179(1), 3–20. 628 
Saenz, M., Buracas, G. T., & Boynton, G. M. (2002). Global effects of feature-based attention in 629 
human visual cortex. Nature Neuroscience, 5(7), 631–632. http://doi.org/10.1038/nn876 630 
Scheeringa, R., Koopmans, P. J., van Mourik, T., Jensen, O., & Norris, D. G. (2016). The 631 
relationship between oscillatory EEG activity and the laminar-specific BOLD signal. 632 
Proceedings of the National Academy of Sciences, 113(24), 6761–6766. 633 
Schneider, K. A. (2011). Subcortical Mechanisms of Feature-Based Attention. Journal of 634 
Neuroscience, 31(23), 8643–8653. http://doi.org/10.1523/JNEUROSCI.6274-10.2011 635 
Self, M. W., van Kerkoerle, T., Goebel, R., & Roelfsema, P. R. (2017). Benchmarking laminar 636 
fMRI: Neuronal spiking and synaptic activity during top-down and bottom-up processing 637 
in the different layers of cortex. NeuroImage, (In Press). 638 
http://doi.org/10.1016/j.neuroimage.2017.06.045 639 
Self, M. W., van Kerkoerle, T., Supèr, H., & Roelfsema, P. R. (2013). Distinct Roles of the Cortical 640 
Layers of Area V1 in Figure-Ground Segregation. Current Biology, 2121–2129. 641 
Sereno, M. I., Dale, A. M., Reppas, J. B., Kwong, K. K., Belliveau, J. W., Brady, T. J., … Tootell, R. 642 
B. (1995). Borders of multiple visual areas in humans revealed by functional magnetic 643 
28 
 
resonance imaging. Science, 268(5212), 889–93. 644 
Treue, S., & Martinez Trujillo, J. C. (1999). Feature-based attention influences motion processing 645 
gain in macaque visual cortex. Nature, 399, 575–579. http://doi.org/10.1038/21176 646 
Uǧurbil, K., Toth, L., & Kim, D. S. (2003). How accurate is magnetic resonance imaging of brain 647 
function? Trends in Neurosciences, 26(2), 108–114. 648 
Uludağ, K., & Blinder, P. (2018). Linking brain vascular physiology to hemodynamic response 649 
in ultra-high field MRI. NeuroImage, 168(February 2017), 279–295. 650 
http://doi.org/10.1016/j.neuroimage.2017.02.063 651 
Van Kerkoerle, T., Self, M. W., & Roelfsema, P. R. (2017). Effects of attention and working 652 
memory in the different layers of monkey primary visual cortex. Nature Communications, 8, 653 
1–10. 654 
van Mourik, T., Koopmans, P. J., & Norris, D. G. (2018). Improved cortical boundary 655 
registration for locally distorted fMRI. bioRxiv, 248120. 656 
http://doi.org/https://doi.org/10.1101/248120 657 
van Mourik, T., van der Eerden, J. P., Bazin, P.-L., & Norris, D. G. (2018). Laminar signal 658 
extraction over extended cortical areas by means of a spatial GLM. bioRxiv, 285544. 659 
http://doi.org/10.1101/285544 660 
Wandell, B. A., Dumoulin, S. O., & Brewer, A. A. (2007). Visual field maps in human cortex. 661 
Neuron, 56(2), 366–83. 662 
Watson, A. B., & Pelli, D. G. (1983). Quest: A Bayesian adaptive psychometric method. 663 
Perception & Psychophysics, 33(2), 113–120. 664 
Yacoub, E., Van De Moortele, P. F., Shmuel, A., & Uǧurbil, K. (2005). Signal and noise 665 
characteristics of Hahn SE and GE BOLD fMRI at 7 T in humans. NeuroImage, 24(3), 738–666 
750. 667 
29 
 
Acknowledgments 668 
We are grateful to Julia Pottkämper for valuable assistance in data collection and to Matthias 669 
Fritsche and Benedikt Ehinger for helpful comments on an earlier version of the manuscript. 670 
This work was supported by The Netherlands Organisation for Scientific Research (NWO Vidi 671 
grant 452-13-016) and the EC Horizon 2020 Program (ERC starting grant 678286, 672 
‘Contextvision’), both awarded to FPdL. 673 
Declaration of Interests 674 
The authors declare no competing financial interests. 675 
  676 
30 
 
Supplementary Figure Legends 677 
 678 
 
Figure 2 – Supplement 1: Layer-specific BOLD signal changes for each experimental 
condition. Layer-specific BOLD signal change in orientation-selective voxels from V1, V2 and 
V3. In all areas responses to high contrast stimuli (darker bars) were higher than to low 
contrast stimuli (lighter bars). Responses were also higher in voxels that preferred the 
orientation that was attended (red bars) compared to those that preferred the ignored 
orientation (blue bars). For each condition signal change from deep, middle and superficial 
cortex is plotted from left to right (signified by D, M, S). Error bars show within-subjects 
standard error.  
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Figure 3 – Supplement 1: Effect of mask size on results. In our main analysis, we constructed 
ROIs for V1, V2 and V3 comprising the 1000 most selective voxels (500 that preferred 
clockwise and 500 that preferred counter-clockwise). Here we conducted a series of control 
analyses to ensure our choice of 1000 voxels did not bias our results. A: Agranular-granular 
scores for the effects of feature-based attention (red) and stimulus contrast (black) for a range 
of different mask sizes. B: Difference between agranular-granular scores for the effects of 
attention and contrast plotted in panel A. A positive difference indicates that the effect of 
attention was more agranular compared to the effect of contrast. Though effect sizes varied 
with mask size, being smaller at the extremes (likely due to increased noise in laminar 
estimates when using few voxels and the inclusion of less selective voxels when using a large 
number of voxels), attention was more agranular than contrast for all mask sizes, as was the 
case in our main analysis. In both panels, error bars depict within-subject standard error. 
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Figure 3 – Supplement 2: Results using re-sampled orientation preference masks designed to 
sample from all cortical depths equally. In our original analysis we selected voxels that were 
maximally responsive to and selective for our stimuli. This included restricting ROIs to only 
include voxels that exhibited a significant response to the stimuli presented in the stimulus 
localizer. Due to stronger overall signal in superficial cortex, this restriction created a 
sampling bias where our masks included more voxels that maximally overlapped with the 
superficial depth bin compared to other bins: on average in V1, 334 voxels (SD = 97) 
maximally overlapped with the superficial bin, compared to 141 (SD = 43) for middle and 175 
(SD = 55) for deep. Similarly, for V2 there were 331 voxels (SD = 117) for superficial, 146 (SD = 
50) for middle and 189 for deep (SD = 56) and in V3 there were 379 voxels (SD = 132) for 
superficial, 162 (SD = 55) for middle and 177 (SD = 54) for deep. Note that the total number of 
voxels reported here for each visual area do not add up to the total analyzed for each visual 
area (1000). This is because there were also a number of voxels that fell within white matter 
and CSF, which helped the spatial GLM estimate responses for these depth bins that fell 
outside the gray matter, but responses from these depths were not analyzed further. To check 
our results were not dependent on this sampling bias, we conducted the following control 
analysis. We resampled our orientation preference masks by randomly removing voxels until 
there was an equal number that maximally overlapped with each gray matter depth bin. This 
resulted in 132 voxels (SD = 40) for each depth bin in V1, 137 (SD = 46) for each depth in V2, 
and 141 (SD = 45) for each depth in V3. We recomputed our analyses using these control 
masks that sampled evenly from all cortical depths, which revealed very similar results. The 
effect of attention was significant during the highlighted time points (stats, panel A). The 
effect of attention varied across depth (F [46, 2] = 3.55, p = .037, panel B), being larger in 
superficial compared to middle (t [23] = 2.05, p = .052) and deep cortex (t [23] = 2.25, p = .034). 
The effect of stimulus contrast was significant in the highlighted time window (stats, panel C). 
The effect of contrast varied significantly across depth (F [46, 2] = 5.73, p = .006), being larger in 
the middle depth bin compared to deep (t [23] = 3.20, p = .004, panel D). The effect of attention 
was significantly stronger in the agranular layers compared to stimulus contrast (t [23] = 2.37, 
33 
 
p = .026, panel E). Overall, the results of this control analysis were similar to our main 
analysis. All error bars depict within-subjects standard error. 
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Figure 3 – Supplement 3: Raw layer-specific time courses for each condition and visual area. 
Raw group average time courses are plotted for each condition (from top to bottom: low 
contrast attended, low contrast unattended, high contrast attended, high contrast unattended) 
and for each visual area (from left to right: V1-V3 combined, V1, V2, V3). Time courses from 
deep (black lines), middle (dark grey lines) and superficial (light grey lines) layers are plotted 
separately. These average time courses were computed using raw layer-specific time courses, 
before they were normalized using within-layer z scoring (described in Materials and 
Methods), showing the bias in signal strength towards superficial cortex in the raw data. Error 
bars show within-subject standard error. 
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Figure 3 – Supplement 4: Removal of layer-specific BOLD bias. As expected, there was a bias 
in overall BOLD amplitude towards superficial cortex (see Figure S4). For the analyses 
reported in our main paper, we removed this bias by z scoring data within layers, after we 
had estimated layer-specific responses from the pre-processed voxel data. The figure shows 
normalized layer-specific time courses from V1, V2 and V3, averaged across experimental 
conditions. The bias in BOLD amplitude in superficial cortex is almost completely removed.  
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Figure 3 – Supplement 5: Main results using raw layer-specific time courses with no 
normalization. Our main results (shown in Figure 2) were obtained using layer-specific time 
courses that were normalized by z scoring data within layers. It was possible that normalizing 
in this manner could have impacted our effect sizes of interest. This is because the standard 
deviation across a time course, the denominator in a z score calculation, is somewhat 
dependent on the size of response fluctuations caused by our manipulations of attention and 
contrast. To determine whether this was the case, we repeated all the analyses from Figure 2 
of raw layer-specific time courses without any normalization. The figure shows that both the 
attention (panel A) and contrast (panel C) effect sizes appear very similar to those in Figure 2, 
indicating that any effect of within-layer z scoring on effect sizes was negligible. Layer-
specific effects (panel B, D-F) are also highly similar to those reported in our main analysis in 
Figure 2. All error bars depict within-subjects standard error. 
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Figure 3 – Supplement 6: Differences in trial-to-trial variance between cortical layers. To see 
if there were differences in signal variance between cortical layers, we computed trial-to-trial 
standard deviation in our (normalized) layer-specific time courses for each of the 10 time 
points within a single trial, and then computed the average standard deviation across time 
points. The group average standard deviation for each layer clearly shows a difference in 
overall signal variance between layers, where variance was higher in deeper cortex (F [46, 2] = 
11.41, p = 9.5e-5). It therefore appears that signals we measured from deeper cortex had 
overall lower signal strength and larger variance. Error bars show within-subject standard 
error. 
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Figure 3 – Supplement 7: Example cross section of V1 mask. Axial (left), coronal (middle) and 
sagittal (right) views of a cross section of one example subject’s V1 mask. Superficial, middle 
and deep voxels are colored in green, blue and red, respectively. Note that in our spatial GLM 
approach (described in Methods and Materials), voxels’ contributions to layer-specific time 
courses were weighted by their proportion overlap with each layer. For the purposes of 
visualization in this figure, voxels are labelled according to which layer they maximally 
overlapped with. 
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Figure 3 – Supplement 8: Layout of orientation-selective voxels in V1. Example V1 clockwise 
(blue-light blue) and counter-clockwise (red-yellow) masks for one representative subject. 
Brighter colors indicate stronger selectivity for the preferred orientation (t statistic, see 
Methods for more details). 
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Figure 3 – Supplement 9: Example layer-specific masks and statistical maps. A: Axial (left), 694 
coronal (middle) and sagittal (right) views of a cross section of one example subject’s V1 mask. 695 
Superficial, middle and deep voxels are colored in green, blue and red, respectively. Note that 696 
in our spatial GLM approach (described in Methods and Materials), voxels’ contributions to 697 
layer-specific time courses were weighted by their proportion overlap with each layer. For the 698 
purposes of visualization in this figure, voxels are labelled according to which layer they 699 
maximally overlapped with. B: Statistical map showing voxel t values for the high contrast > 700 
low contrast stimuli from the main analysis for the same slices in panel A. C: Statistical map 701 
showing voxel t values for attended > unattended orientation from the main analysis for the 702 
same slices in panel A. D: Zoom in on a region of cortex highlighted by the white dashed boxes 703 
in sagittal views in panels A-C. By comparing voxels depths (left), contrast (middle) and 704 
attention (right) t maps, it can be seen that middle-depth voxels tend to show larger contrast 705 
modulation, while superficial voxels are more modulated by attention. 706 
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