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1Department of Chemical Sciences, University of Huddersfield, Queensgate, Huddersfield, UK. 
Recently, an alternative approach to dynamic nuclear polarization (DNP) in the liquid state was 
introduced, using optical illumination instead of microwave pumping. By exciting a suitable dye 
to the triplet state which undergoes diffusive encounter with a persistent radical forming a 
quartet-doublet pair in the encounter complex, dynamic electron polarization (DEP) is generated 
via the radical-triplet pair mechanism (RTPM). Subsequent cross-relaxation generates nuclear 
polarization without the need for microwave saturation of the electronic transitions. Here, we 
present a theoretical justification for the initial experimental results, by means of numerical 
simulations. These allow investigation of the effects of various experimental parameters, such as 
radical and dye concentrations, sample geometry, and laser power, on the DNP enhancement 
factors, providing targets for experimental optimization. It is predicted that reducing the sample 
volume will result in larger enhancements, by permitting a higher concentration of triplets in a 
sample of increased optical density. We also explore the effects of pulsed laser rather than 
continuous-wave illumination, rationalising the failure to observe the optical DNP effect under 
illumination conditions common to DEP experiments. Examining the influence of illumination 
duty cycle the conditions necessary to permit use of pulsed illumination without compromising 
signal enhancement are determined, which may reduce undesirable laser heating effects. This 
first simulation of the optical DNP method therefore underpins the further development of the 
technology. 
I. INTRODUCTION 
Among all of the hyperpolarization techniques for overcoming the intrinsically low sensitivity of Nuclear 
Magnetic Resonance (NMR) spectroscopy, Dynamic Nuclear Polarization (DNP) is the most studied and 
widely applicable.1 It was first proposed by Overhauser in 1953,2 and demonstrated experimentally by 
Carver and Slichter,3 that saturating Electron Paramagnetic Resonance (EPR) transitions results in an 
increase in NMR sensitivity. This effect, due to cross-relaxation between the electron and nuclear spins, was 
later extended from lithium to free radicals in solution,4 but has never been widely applied due to technical 
challenges and problems with reducing Overhauser efficiency at the high magnetic fields necessary for high 
resolution NMR spectroscopy. Although DNP in the solid state5 has attracted a significant amount of interest 
since its renaissance in the 1990s with gyrotron driven systems now commercially available, progress with 
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solution DNP has been rather slower.6,7 Solution studies have mainly focussed on water, since its small size 
leads to fast rotational dynamics, leading to relatively high enhancements even at high magnetic fields.7–12 
There is great potential for the study of hydration dynamics of proteins and soft materials,13,14 as well as 
polarization transfer to other molecules.15 However, since water interacts very strongly with the electric 
fields of microwaves, dielectric heating is a significant issue in aqueous solutions, particularly when working 
with temperature-sensitive biological molecules, or when the coupling factor needs to be known accurately.16 
Recently, we showed that instead of using microwaves, DNP could be achieved by using optical pumping 
to generate Chemically-Induced Dynamic Electron Polarization (CIDEP).17 Utilizing the radical-triplet pair 
mechanism (RTPM) which is able to polarize a persistent radical through interaction with a photogenerated 
triplet state, leads to non-Boltzmann electron spin polarization that by slow cross-relaxation can be 
transferred to nuclei without any competition with a radical decay process. This not only has the potential to 
overcome the theoretical limit for DNP enhancements based on the ratio of the Boltzmann electronic and 
nuclear polarizations, but also avoids the technically demanding microwave irradiation step. The proof of 
principle experiment for this approach used the radical-dye pair (2,2,6,6)-tetramethylpiperidin-1-yl)oxyl 
(TEMPO) and rose bengal, which in an extensive study into the quenching of xanthene dyes in aqueous 
solution had previously been determined to produce a very strong CIDEP effect.18 In common to 
conventional microwave pumped DNP studies the NMR enhancement was initially detected on the solvent 
signal, with 1H enhancements of around −3 observed in aqueous solution at low field (0.342 T) simply by 
applying continuous optical illumination (Figure 1(a)).17 The enhancement was increased to around –4 when 
using 80(v/v)% D2O owing to increased nuclear spin lattice relaxation time, and an optimum radical 
concentration of 1 mM was found, as shown in Figure 1(b). In conventional microwave pumped DNP the 
observed enhancement increases with radical concentration, due to the stronger paramagnetic relaxation 
(Figure 1(c)), a trend also observed to some extent in the present case. At higher radical concentrations 
however the enhancement decreases, indicating that the fraction of the radicals polarized by the triplets is 
reduced at high radical concentrations (Figure 1(d)), a problem which may potentially be overcome by 
tethering the radical and chromophore to remove the reliance on intermolecular quenching. The key result of 
this initial study was to demonstrate that optically driven Overhauser DNP is possible under conditions of 
continuous optical illumination, not using the low repetition pulsed illumination familiar to previous CIDEP 
studies. Building upon this finding a similar optical DNP effect has already been shown in a covalently 
linked fullerene-nitroxide system, though with an NMR enhancement <2 arising from competing effects of 
emissive and absorptive CIDEP.19 
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Figure 1: (a) 1H NMR spectra of aqueous solvent at 14.6 MHz in a sample of a 0.2 mM rose bengal and 1.0 mM 
TEMPO, with and without 1 W illumination at 520 nm. (b) enhancment factor, (c) leakage factor, and (c) saturation 
factor as a function of TEMPO concentration, with rose bengal concentration of 0.2 mM in H2O or 20% H2O / 80% 
D2O mixture, based on 10 s illumination time with 10 μl min–1 sample flow. Experimental data are taken from ref. 17, 
with the simulations of key parameters as described below. The dashed lines in (b) and (d) refer to the upper and lower 
bounds of the uncertainty in the measurement of the rate constant for bimolecular triplet quenching by the radical, kq. 
While the demonstration of these novel optical hyperpolarization mechanisms is exciting, the 
enhancements observed thus far are relatively small. To date optical methods have not matched the results of 
microwave pumping experiments as the departure of the electron spin system from equilibrium, quantified 
by the electron saturation factor, does not when averaged over all radicals exceed the value of unity 
achievable by complete microwave saturation of the electronic transition. In optical DNP there are several 
parameters upon which the saturation factor depends, such as the radical and dye concentrations, laser 
power, optical path length of the sample, and the identity of the sample itself. Here, we will account for the 
results on the intermolecular system using numerical simulations combining a Bloch kinetic treatment of the 
DEP step with analysis of the coupled electron-nuclear spin system, achieving satisfactory agreement with 
the experimental data available to date. Through exploration of the available parameter space we predict how 
the NMR signal enhancement may be further optimized; to our knowledge, such studies have not previously 
been carried out for optically-driven Overhauser DNP. Finally, following Vieth and co-workers,20,21 we also 
model the effects of pulsed illumination to determine optimal illumination schemes and duty cycle, 
informing future attempts to realize this approach experimentally. 
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Figure 2: Energy level diagram for a spin-1/2 nucleus hyperfine coupled to an unpaired electron. w0, we, wn, and w2 
refer to zero-quantum, electron and nuclear single-quantum, and double-quantum transitions, respectively. 
II. THEORETICAL BACKGROUND 
A. Overhauser DNP 
A spin-1/2 nucleus hyperfine-coupled to an electron results in the four energy levels, as shown in 
Figure 2.16,22 The Overhauser effect is conventionally driven by the saturation of the EPR transitions (we), 
which results in polarization transfer to the nuclei owing to disparity between the zero- and double-quantum 
cross-relaxation terms (w0 and w2). The familiar steady state solution to the problem under continuous 
pumping is the Overhauser equation for the enhancement factor, ε:2,22,23 
𝜀 =
〈𝐼z〉 − 𝐼z
0
𝐼z
0 = −𝜉𝑓𝑠 |
𝛾e
𝛾n
|                                                                                                                                    (1) 
where 𝜉 is the coupling factor, f is the leakage factor, s is the saturation factor and 𝛾e,n are the electron and 
nuclear gyromagnetic ratios.  
The coupling factor may vary between +0.5 (for purely dipolar electron-nuclear interactions) and −1 (for 
purely scalar interactions), with the former situation being typical for protons.16 However, since for efficient 
polarization transfer the hyperfine interaction must be modulated by motions on a timescale close to the EPR 
frequency, 𝜉 quickly decreases at high magnetic fields and long correlation times,24 necessitating polarization 
at magnetic fields of <1 T, although significant coupling factors have recently been observed for scalar-
coupled 13C at high-field.25,26 The leakage factor describes the contribution of paramagnetic relaxation to the 
total nuclear relaxation: 
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𝑓 = 1 −
𝑇1n
𝑇1n
0                                                                                                                                                            (2) 
where 𝑇1n
0  is the relaxation time in the absence of radical, and the saturation factor describes the degree to 
which the microwave field drives the electron spins out of equilibrium: 
𝑠 = 1 −
𝑆z
𝑆z
0                                                                                                                                                               (3) 
Since the microwave field cannot invert the populations of the electron spin states, but can only equalize 
them, the saturation factor has a maximum value of 1 and overall the DNP enhancement may vary between 
+0.5|𝛾e/𝛾n| and −|𝛾e/𝛾n| (that is the maximum enhancement achievable for proton spins varies between 
+330 and −660).8,13 However, since the EPR transitions are not excited directly in the optical approach 
population inversion is theoretically possible for the electron spin system, providing |𝑠| > 1, which if 
achieved for the majority of radicals will overcome the theoretical limit on the maximum DNP enhancement. 
B. Radical-triplet pair mechanism 
As reviewed elsewhere there are numerous CIDEP mechanisms,27,28 with the RTPM and related Electron 
Spin Polarization Transfer (ESPT) mechanisms unique in that they can polarize persistent radicals, as 
opposed to the triplet mechanism and the radical pair mechanism which polarize transient radicals. For an 
optical DNP scheme it is essential that the radical persists for sufficient time to permit transfer of 
polarization to the nuclei, hence the RTPM and ESPT are ideal candidates as there is no radical decay 
process in competition with polarization transfer. In the ESPT, optical polarization of the triplet is transferred 
to the radical, demanding slow spin-lattice relaxation in the triplet state, and hence this mechanism is usually 
applicable only in solids or highly viscous solutions.27,29 The RTPM on the other hand can produce electronic 
hyperpolarization of the radical even on encounter with a thermalized triplet,30 so is active in low viscosity 
solutions in which transfer of electron polarization to nuclei via the Overhauser mechanism will be most 
effective. 
The key steps of the RTPM are shown diagrammatically in Figure 3.31 The variation in energy of the 
radical-triplet pair states as a function of the intermolecular distance r may be calculated from the radical-
triplet Hamiltonian,32 
?̂?(𝑟) = 𝑔𝜇𝐵𝐵0(𝑆TZ + 𝑆Rz) −
1
3
𝐽(𝑟)(1 + 4𝑺T ∙ 𝑺R) + 𝐷zfs (𝑆𝑇𝜁
2 −
1
3
𝑺𝑇
2)                                                  (4) 
in which SR and ST represent singlet and triplet spin states and 𝐷zfs is the axial component of the zero-field 
splitting parameter (the transverse component has been neglected). The second term represents the radical 
triplet exchange interaction which takes the conventional form, 
𝐽(𝑟) = 𝐽0 exp{−𝛽(𝑟 − 𝑑)}                                                                                                                                      (5) 
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where J0 < 0 is the interaction strength at the distance of closest approach d, and 𝛽 a range parameter. For 
simplicity the g-factors and hence electron Zeeman splitting’s of the two species have been assumed to be 
identical. The radical-triplet encounter complex is seen to consist of doublet and quartet states. The doublets 
may relax to the ground state (radical-singlet pair) via a spin-allowed process known as enhanced 
intersystem crossing (EISC), as the radical has increased the triplet decay rate compared to the spin-
forbidden triplet to singlet transition. As the equivalent process for the quartets remains spin-forbidden these 
diffusively separate, passing through the crossings of the |𝑄−3/2
𝑅𝑇 ⟩ − |𝐷+1/2
𝑅𝑇 ⟩, |𝑄−1/2
𝑅𝑇 ⟩ − |𝐷+1/2
𝑅𝑇 ⟩, and 
|𝑄−3/2
𝑅𝑇 ⟩ − |𝐷−1/2
𝑅𝑇 ⟩ levels to give separated triplet and radical. This process alone appears to have left the 
radical spin states equally populated, however, because the zero-field splitting of the triplet does not 
commute with the Hamiltonian of the radical-triplet pair the states are mixed.28 This turns the crossings into 
level anti crossings (LACs), resulting in generation of emissive electron spin polarization in the case of 
negative exchange interaction. It will be apparent from the diagram that the relative magnitude of the 
exchange and Zeeman interactions will determine the separation at which the LACs occur, and therefore 
little polarization will be generated if the applied field is so large that these occur at a distance less than the 
hard sphere collision radius. 
III. COMPUTATIONAL METHODS 
A. Generation of triplets 
The first stage in the simulation of the spin dynamics of the system is to determine the time dependent 
concentration of the photoexcited triplet state from which the DEP is generated. The number of triplet 
molecules generated from a given number of photons, 𝑛photon is: 
𝑛T = 𝑛photonΦ𝑝A                                                                                                                                                  (6) 
where Φ is the quantum yield for intersystem crossing (ISC), which equals 0.786 for rose bengal in aqueous 
solution,33 and 𝑝A is the probability of a photon being absorbed by the sample. From the Beer-Lambert law: 
𝑛T = 𝑛photonΦ(1 − 10
−𝜀[S]𝑙)                                                                                                                         (7) 
Where 𝜀 is the molar extinction coefficient (48000 M−1 cm−1 at 532 nm),17 [S] is the ground-state dye 
concentration, and l is the optical path length. The experiments in ref. 17 were carried out in a cylindrical 
tube of 1.0 mm inner diameter (I.D.), for which the average path length was calculated to be 0.78 mm. Our 
simulations will also consider a 0.4 mm I.D. tube, which has a path length of 0.31 mm. The height of the 
illumination region was 5.0 mm. The rate of triplet build-up depends on the photon flux and hence 
illumination power according to: 
𝑑𝑛T
𝑑𝑡
=
𝑑𝑛photon
𝑑𝑡
Φ(1 − 10−𝜀[S]𝑙) = 𝑃
𝜆
ℎ𝑐
Φ(1 − 10−𝜖[S]𝑙)                                                                      (8) 
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where P is the laser power, h is the Planck constant, 𝜆 is the wavelength, and c is the speed of light. 
Converting the number of triplet molecules to a concentration gives: 
𝑑[ RB2− 
3 ]
𝑑𝑡
= 𝑃
𝜆
ℎ𝑐
1
𝑉𝑁A
Φ(1 − 10−𝜀[S]𝑙)                                                                                                        (9) 
where V is the sample volume, and 𝑁A is the Avogadro constant. 
 
Figure 3: Generation of CIDEP via the RTPM: (1) Initial encounter of the radical and triplet to form a complex; (2) 
‘enhanced intersystem crossing’ permits spin-allowed quenching of the doublet states to the ground-state; (3) separation 
of the complex with passage through the LAC region to generate electron spin polarization. Energy levels may be 
calculated from equation 4 with the magnitude of the applied magnetic field B0 determining the magnitude of the 
Zeeman splitting between the energy levels at large separation distances. 
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Rate Constant Value 
kt (2.14±0.85)×10
4 s−1 
ktt (7.79±1.35)×10
8 s−1 M−1 
ksq (5.37±1.11)×10
8 s−1 M−1 
kredox* (5.39±1.43)×10
7 s−1 M−1 
kredox** (1.73±0.34)×10
8 s−1 M−1 
k-eT (4.72±1.56)×10
9 s−1 M−1 
Table 1: Rate constants for the photophysics of rose bengal. All values are taken from Ref. 33. 
The photochemistry of rose bengal was modelled according to a study by Ludvíková et al.,33 with the 
following triplet deactivation processes known to occur:34–36 
RB2− 
3
𝑘t
→ RB2− 
1                                                                                                                                                    (10) 
RB2− 
3 + RB2− 
3
𝑘tt
→ RB2− 
1 + RB2−∗ 
1                                                                                                              (11) 
RB2− 
3 + RB2− 
1
𝑘sq
→ 2 RB2− 
1                                                                                                                              (12) 
RB2− 
3 + RB2− 
1
𝑘redox∗
→    RB∙3− + RB∙−                                                                                                           (13) 
RB2− 
3 + RB2− 
3
𝑘redox∗∗
→     RB∙3− + RB∙−                                                                                                         (14) 
These correspond to decay of the triplet to the ground state (kt), triplet-triplet annihilation (ktt), self-
quenching by the ground-state (ksq), electron exchange with the ground-state (kredox*), and disproportionation 
with another triplet (kredox**), respectively. The oxidized and reduced forms of the dye can undergo back 
electron transfer to reform the ground-state (k−eT).  
RB∙3− + RB∙−
𝑘−eT
→  2 RB2− 
1                                                                                                                                (15) 
The rate constants for these processes were measured previously using laser flash photolysis, and are given 
in Table 1. In the presence of a radical, there is of course an additional process, intermolecular quenching of 
the triplet by the radical which occurs with rate constant, kq: 
RB2− 
3 + R
𝑘q
→ RB2− 
1 + R#                                                                                                                              (16)  
where the # indicates that the radical is spin-polarized. The rate constant for this process was determined 
through time-resolved EPR (TR-EPR) to be (9.0±0.2)×108 M-1 s-1 in aqueous solution without pH buffer.37 
With knowledge of the rate of triplet generation under continuous wave (CW) irradiation, and the decay 
pathways, the resultant differential equations are: 
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𝑑[ RB2− 
3 ]
𝑑𝑡
=
𝑑[T]
𝑑𝑡
= 𝑃
𝜆
ℎ𝑐
1
𝑉𝑁A
Φ(1 − 10−𝜖[S]𝑙) − 𝑘q[R][T] − 𝑘t[T] − (2 − Φ)𝑘tt[T]
2 − 𝑘redox∗[T][S]
− 2𝑘redox∗∗[T]
2 − 𝑘sq[T][S]                                                                                              (17) 
𝑑([RB∙3−] + [RB∙−])
𝑑𝑡
=
𝑑[Redox]
𝑑𝑡
= 2(𝑘redox∗[T][S] + 𝑘redox∗∗[T]
2 − 𝑘−eT[Redox]
2)                                                  (18) 
𝑑[ RB2− 
1 ]
𝑑𝑡
=
𝑑[S]
𝑑𝑡
= 𝑘t[T] + 𝑘sq[T][S] + (2 − Φ)𝑘tt[T]
2 + 2𝑘−eT[Redox]
2 − 𝑘redox∗[T][S]
− 𝑃
𝜆
ℎ𝑐
1
𝑉𝑁A
Φ(1 − 10−𝜖[S]𝑙)                                                                                              (19) 
where for brevity symbols [S] and [T] have been substituted for [ RB2− 
3 ] and [ RB2− 
1 ], and [Redox] for the 
sum ([RB∙3−] + [RB∙−]) as this pair of redox states are always created and consumed together. Note that the 
factor of (2−Φ) in the triplet-triplet annihilation term arises from the fact that this process generates a 
ground-state singlet and an excited singlet, the latter of which can undergo ISC to regenerate a triplet.33 
B. Electron and nuclear magnetization 
The electron and nuclear magnetizations are propagated as: 
𝑑〈𝑆z〉
𝑑𝑡
= 𝑃n𝑘q[R][T] −
〈𝑆z〉 − 𝑆z
0
𝑇1e
                                                                                                                         (20) 
𝑑〈𝐼z〉
𝑑𝑇
= −(𝑤2 −𝑤0)(〈𝑆z〉 − 𝑆z
0) − (𝑤0 + 2𝑤n + 𝑤2 +
1
𝑇1n
0 ) (〈𝐼z〉 − 𝐼z
0)                                                  (21) 
where 𝑃n is the net CIDEP generated per quenching event, and T1e the electron spin lattice relaxation time. 
By EPR and NMR inversion recovery experiments T1e was found to be 623 ns, and T1n was 2.587 s and 6.542 
s in 100% H2O and 1:4 H2O:D2O respectively, however in this case the individual transition probabilities are 
required as described below. The polarization generated per quenching event, Pn, may be obtained 
experimentally through numerical fitting of time-resolved EPR data by equation 20, subject to complete and 
accurate knowledge of the photochemical system as described above. Alternatively the value may be 
calculated using an equation derived by Shushin for the strong coupling limit (|𝐽0| > 𝜔0):
32 
|𝑃n| =
𝜋
45
𝐷zfs
2
𝜔0
𝑑
𝛽𝐷rt
(
1
1 + 𝑥2
+
4
4 + 𝑥2
)                                                                                                         (22) 
where the exchange interaction is assumed to take the form of equation 5, 𝐷rt is the translational diffusion 
coefficient of the radical-triplet pair and 𝑥 = 1/(𝜔0𝜏c), with 𝜏c the rotational correlation time of the triplet 
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and 𝜔0 the electron Larmor frequency. The latter approach was used here, with all parameters taken from ref 
18, giving Pn = −108 Peq. An additional hyperfine dependent polarization term Pm may be included in 
equation 20 to account for generation of multiplet polarization,38 but it has been experimentally demonstrated 
that only net polarization is significant for the xanthene – nitroxide systems discussed here.18 
The expectation values of the electron and nuclear magnetization in the 4-level system take their familiar 
form representing the population differences, 
〈𝑆z〉 = (𝑁𝛽𝛼 − 𝑁𝛼𝛼) + (𝑁𝛽𝛽 −𝑁𝛼𝛽 )                                                                                                              (23) 
〈𝐼z〉 = (𝑁𝛽𝛼 − 𝑁𝛽𝛽) + (𝑁𝛼𝛼 −𝑁𝛼𝛽)                                                                                                               (24) 
with their thermal equilibrium values calculated from the Boltzmann distribution for this system: 
𝑆z
0 =
(1 + exp (−
𝜔eℏ
𝑘B𝑇
) − exp (−
𝜔nℏ
𝑘B𝑇
) − exp (−
(𝜔e + 𝜔n)ℏ
𝑘B𝑇
)
(1 + exp (−
𝜔eℏ
𝑘B𝑇
) + exp (−
𝜔nℏ
𝑘B𝑇
) + exp (−
(𝜔e + 𝜔n)ℏ
𝑘B𝑇
))
                                                       (25) 
𝐼z
0 =
(1 + exp (−
𝜔nℏ
𝑘B𝑇
) − exp (−
𝜔eℏ
𝑘B𝑇
) − exp (−
(𝜔e +𝜔n)ℏ
𝑘B𝑇
)
(1 + exp (−
𝜔eℏ
𝑘B𝑇
) + exp (−
𝜔nℏ
𝑘B𝑇
) + exp (−
(𝜔e +𝜔n)ℏ
𝑘B𝑇
))
.                                                        (26) 
At a magnetic field of 0.342 T and a temperature of 298.15 K, these are 0.073046 %, and 0.000117 %, 
respectively. 
The transition probabilities were calculated using the force-free hard sphere (FFHS) model. This model, 
first introduced by Hwang and Freed, considers the electron-nucleus interaction to occur solely by free 
diffusion, and is known to work well for DNP of protons.16,39 The transition probabilities are calculated as: 
𝑤0 = 𝑘𝐽(𝜔I −𝜔S, 𝜏c)                                                                                                                                         (27) 
𝑤n =
3
2
𝑘𝐽(𝜔I, 𝜏c)                                                                                                                                                (28) 
𝑤2 = 6𝑘𝐽(𝜔I + 𝜔S, 𝜏c)                                                                                                                                      (29) 
where 𝜏c is the tumbling correlation time. In the FFHS model, this is redefined as the diffusion correlation 
time: 
𝜏D =
𝑑2
𝐷M + 𝐷L
                                                                                                                                                     (30) 
where DM and DL are the correlation times of the translational diffusion coefficients of the radical, and the 
molecule bearing the nucleus to be polarized, respectively, and d is the distance of closest approach between 
the nucleus and the unpaired electron. Literature values at room temperature for the related TEMPOL radical 
    
Th
is 
is 
the
 au
tho
r’s
 pe
er
 re
vie
we
d, 
ac
ce
pte
d m
an
us
cri
pt.
 H
ow
ev
er
, th
e o
nli
ne
 ve
rsi
on
 of
 re
co
rd
 w
ill 
be
 di
ffe
re
nt 
fro
m 
thi
s v
er
sio
n o
nc
e i
t h
as
 be
en
 co
py
ed
ite
d a
nd
 ty
pe
se
t. 
PL
EA
SE
 C
IT
E 
TH
IS
 A
RT
IC
LE
 A
S 
DO
I: 1
0.1
06
3/1
.51
33
40
8
11 
 
and water of 4.1×10–10 m2 s–1, 2.2995×10–10 m2 s–1, and d = 2.5 Å, were used.8 The spectral densities were 
calculated according to: 
𝐽(𝜔, 𝜏D) =
1 +
5𝑧
8 +
𝑧2
8
1 + 𝑧 +
𝑧2
2 +
𝑧3
6 +
4𝑧4
81 +
𝑧5
81 +
𝑧6
648
                                                                                         (31) 
where 
𝑧 = √2𝜔𝜏D                                                                                                                                                           (32) 
and the constant k is 
𝑘 =
32000𝜋
405
(
𝜇0
4𝜋
)
2𝑁𝐴[R]𝛾𝐼
2𝛾𝑆
2𝑆(𝑆 + 1)
𝑑(𝐷𝑀 + 𝐷𝐿)
.                                                                                                       (33) 
There has been significant debate over the appropriate form of the spectral density function in the case of 
Overhauser DNP due to discrepancy between values of the coupling factor determined by DNP and nuclear 
magnetic relaxation dispersion,24,40 but for the case of exclusively dipolar coupling and electronic relaxation 
times long compared to 𝜏D, as is the case for a nitroxide radical in water, it is appropriate to use the single 
spectral density function given above.40 Our calculations result in result in a coupling factor of 𝜉 =
(𝑤2 − 𝑤0) (𝑤0 + 2𝑤n + 𝑤2)⁄ = 0.3674 at 0.342 T, which is consistent with the experimentally determined 
value for TEMPOL of 0.36,24 justifying the use of the FFHS model with this parameter set. The simulation 
routine may be extended to account for variation in sample viscosity or magnetic field strength through 
recalculation of the transition probabilities, diamagnetic relaxation rate 1 𝑇1n
0⁄  and Pn, subject to use of an 
appropriate form of the spectral density function and knowledge of appropriate translational diffusion 
coefficients. Bearing in mind that the magnetic field dependence predicted by equation 22 has not to our 
knowledge been experimentally verified, and the necessity to correctly account for the field dependence of 
the relaxation rates, this worthwhile undertaking is beyond the scope of this initial study. 
All simulations were carried out by numerical propagation of the coupled differential equations in 
Matlab® 2017. Initially, an integration time step of 100 ps was used, since this was found to give the 
optimum balance between accuracy and efficiency. Because both the triplet concentration and the electron 
magnetization reach a steady-state after approximately 10 µs, the only parameter that varies for most of the 
simulation is the nuclear magnetization, which varies much more slowly. Therefore, when the electron 
magnetization stopped changing by more than 0.001% during a single step, a longer time step of 100 ns was 
used to reduce computational load. 
C. Sample flow 
In the previously reported experiments the sample was flowed vertically upwards through the sample cell 
at 10 μl min–1 to minimize the effects of photodegradation of the dye.17 However, this reduces the time 
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period over which the sample is illuminated, as some sample will leave the illumination region during the 
experiment, and fresh sample will enter. To take these effects into account, we first ran the simulation for 
20 s and stored the enhancement build-up curve. Then, the illumination region was divided into 1000 slices, 
with 𝑢 being the total volume below each slice. Thus, the exposure time for each slice, assuming a 
sufficiently long illumination period, is: 
𝑡ex =
𝑢
𝐹
                                                                                                                                                                  (34) 
where F is the flow rate. If tex is greater than the experiment duration, then that maximum value is taken as 
the exposure time for that slice. By cross-referencing tex to the initial DNP build-up curve the average 
enhancement over the total sample volume was determined, reducing an initially observed over estimation of 
enhancements in the simulations compared to the experimental data. 
D. Pulsed illumination 
DNP using a pulsed laser was modelled as a repeated train of laser flashes, of length τp, followed by 
delays, where the laser was switched off, of length τd. The rate of triplet generation during each pulse was 
𝑑[T]
𝑑𝑡
= 𝑃
1
𝐶
𝜆
ℎ𝑐
1
𝑉𝑁A
Φ(1 − 10−𝜖[S]𝑙) − 𝑘q[R][T] − 𝑘t[T] − (2 − 𝛷)𝑘tt[T]
2 − 𝑘redox∗[T][S]
− 2𝑘redox∗∗[T]
2 − 𝑘sq[T][S]                                                                                              (35) 
in which we have introduced a factor of 1/C, where C is the duty cycle (𝐶 = 𝜏p/(𝜏p + 𝜏d)). This enables us 
to consider the case in which the time-averaged power is equal to that of a CW laser. Between pulses, the 
same equations are propagated, albeit without the triplet state build-up term. 
Unlike in the continuous illumination case, the triplet concentration and electron magnetization do not 
reach a true steady state under pulsed illumination, so sufficient convergence to enable switching to a longer 
time step is never achieved. As direct propagation with high time resolution for the timescale of the nuclear 
polarization build-up is computationally expensive alternative approaches were used to increase efficiency. If 
the difference between the maximum saturation factors for each cycle and the previous remained below 10–10 
for 10 consecutive cycles, the saturation factor was considered to have reached a pseudo-steady state. It was 
therefore not necessary to continue to propagate the triplet concentration and electron magnetization, as they 
were assumed to be identical for all subsequent cycles. The nuclear magnetization was then further 
propagated by repeatedly using the time profile of the electron magnetization for the last cycle. For 
simulations with very low duty cycles, the electron spin magnetization was found to relax to equilibrium 
between pulses. In these cases, to improve computational efficiency, the saturation factor was assumed to be 
zero for the remainder of the cycle after the difference between the magnetization and its equilibrium value 
came to be less than 10–7 %, allowing coarser time stepping until the next laser pulse. 
IV. RESULTS AND DISCUSSION 
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A. Continuous wave illumination 
Initial simulations were carried out for 0.2 mM rose bengal and 1.0 mM TEMPO in a cell of inner 
diameter 1.0 mm under continuous illumination, in order to mirror the conditions of previous experimental 
work.17 The laser source in ref. 17 was operated at 1 W, with the incident power on the sample tube being 
0.84 W, but this does not take into account losses on entering the tube from refraction off highly curved 
surfaces of both the inner sample tube and outer support tube. An estimated lower power at the sample of 
0.7 W was therefore used in the simulations. Figure 4(a) shows the build-up curve for the triplet 
concentration, which reaches a maximum within the first 100 μs, before decreasing to a plateau over the next 
millisecond. This is attributed to the build-up of the redox species ([RB∙3−] and [RB∙−]), as shown in Figure 
4(b). Triplets are depleted during formation of these species (equations 13, 14), but the singlet state is not 
instantly repopulated. The build-up of the saturation factor shows a similar behaviour (Figure 4(c)). The final 
NMR enhancement (Figure 4(d)) reaches −2.81, which, with a saturation factor of 0.0298 and a leakage 
factor of 0.390, corresponds to that predicted by the Overhauser equation. It is noted that the build-up time 
constant is equal to the nuclear relaxation time 
 
Figure 4: Build-up of (a) triplets, (b) redox states ([RB∙3−] and [RB∙−]), and (c) saturation factor during the first 1 ms of 
continuous optical illumination. While these values rapidly reach steady-state, as shown in (d) the DNP enhancement 
builds on a much longer timescale determined by T1n. Simulations assume 0.2 mM rose bengal and 1.0 mM TEMPO, 
with illumination power of 0.7 W in a 1.0 mm I.D. tube, as in ref 17. 
    
Th
is 
is 
the
 au
tho
r’s
 pe
er
 re
vie
we
d, 
ac
ce
pte
d m
an
us
cri
pt.
 H
ow
ev
er
, th
e o
nli
ne
 ve
rsi
on
 of
 re
co
rd
 w
ill 
be
 di
ffe
re
nt 
fro
m 
thi
s v
er
sio
n o
nc
e i
t h
as
 be
en
 co
py
ed
ite
d a
nd
 ty
pe
se
t. 
PL
EA
SE
 C
IT
E 
TH
IS
 A
RT
IC
LE
 A
S 
DO
I: 1
0.1
06
3/1
.51
33
40
8
14 
 
(1.385 s) as expected. Simulations were also carried out for a sample containing 80% D2O, where a 𝑇1n
0  value 
of 6.542 s was assumed, leading to a leakage factor of 0.617, which with unchanged saturation factor gives 
an NMR enhancement of −4.46. 
The dependence of the enhancement on the radical concentration, after illuminating for 10 s is shown in 
Figure 1(b). The magnitude of the enhancement values are close to the experimental values, and reproduce 
the finding of an optimum radical concentration. In the simulations for 100% H2O solvent however the 
optimal concentration is 0.53 mM, slightly lower than the experimental value of 1.0 mM. In order to 
determine why this is the case, we examined the leakage and saturation factors. Figure 1(c) shows that the 
leakage factor increases with increasing radical concentration, as is expected. The experimental values are 
reasonably reproduced, although slightly outside of experimental uncertainty range. This is likely to be due 
to errors in the experimental measurement of the relaxation times performed in a low-field EPR 
electromagnet of lower stability and homogeneity than a conventional NMR magnet,17 and being consistent 
across the concentration range should not affect the conditions for maximum enhancement. The source of the 
discrepancy therefore seems to be the calculation of the saturation factors. Figure 1(d) shows that the 
saturation factor decreases with increasing radical concentration; this is because the increased intermolecular 
quenching at higher radical concentrations reduce the steady-state triplet concentration. It is this compromise 
between increased leakage factor and reduced saturation factor that determines the optimum radical 
concentration. It is notable that while the simulations reproduce the experimental saturation factor at high 
radical concentrations, the simulated values are significantly higher at low radical concentrations. The source 
of this discrepancy is postulated to be experimental, arising from heating effects, or photodegradation of the 
dye. Inclusion of an additional loss term is able to improve agreement but given the nature of the postulated 
degradation process is entirely unknown we did not consider use of this phenomenological term justified. It 
should also be noted that the experimental saturation factors were not measured directly, but calculated from 
the measured signal enhancement and leakage parameter, increasing uncertainty in the experimental values. 
Nevertheless, it is promising that the simulations are able to reproduce the magnitudes of the enhancements 
without need for any free fitting parameters. 
To aid in rationalization and optimization of enhancements through the optical DNP approach it is 
convenient to derive an analytical expression for the saturation factor as is possible for the microwave-driven 
approach. The steady-state solution of equation 20 may be written as: 
𝑠ss = −
𝑃n
𝑃eq
𝑘q𝑇1e[T]ss                                                                                                                         (36) 
noting that 𝑆z
0 = 𝑃eq[𝑅]. To obtain the steady-state triplet concentration [T]ss, we make the approximation 
that ground-state depletion is negligible, and thus: 
[T]ss =
2𝑋
𝐴 + √𝐴2 + 4𝐵𝑋
                                                                                                                                (37a) 
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where 
𝐴 = 𝑘q[R] + 𝑘t + 𝑘redox∗[S] + 𝑘sq[S]                                                                                                        (37b) 
𝐵 = (2 − Φ)𝑘tt + 2𝑘redox∗∗                                                                                                                            (37c) 
𝑋 = 𝑃
𝜆
ℎ𝑐
1
𝑉𝑁A
Φ(1 − 10−𝜖[S]𝑙)                                                                                                                    (37d) 
Under conditions mirroring the previous experimental study, with a TEMPO concentration of 1.0 mM, the 
steady state saturation factor is calculated to be 0.0297, in good agreement with that from a numerical 
propagation of the system as described above. While equation 36 should be applicable to any dye, 
equation 37 is based on knowledge of the photochemistry of rose bengal, though similar expressions could 
be derived for other systems subject to requisite knowledge of the photochemical pathways available. 
In order to determine a route to maximisation of the optical DNP enhancement it is instructive to consider 
the separate components of equation 37. The radical concentration [R] appears in the A term (equation 37b) 
which is seen to make both positive and negative contributions to the steady-state triplet yield. Simple 
manipulation of this concentration does not therefore provide a route to achieve an increased enhancement 
factor, as already discussed above. The B term contains only photochemical constants relating to the nature 
of the triplet and will not be considered further, whereas the X term relates to triplet generation and the effect 
of laser power. With the simplifying assumption that the sample is not flowed we consider the effect on the 
saturation and enhancement factors of doubling the laser power at the sample, Figure 5. This suggests a 
significant increase in the achieved enhancement, though it is important to consider the excessive power may 
cause photodegradation and significant sample heating, as has also plagued the microwave DNP approach. 
 
Figure 5: Simulated (a) saturation factor and (b) DNP enhancement for laser powers of 0.70 W and 1.40 W, with a 
constant rose bengal concentration of 0.2 mM in an 80% D2O solution. 
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Figure 6: Simulated (a) triplet concentration, (b) saturation factor and (c) DNP enhancement for 0.2 mM rose bengal in 
a 1.0 mm I.D. tube, and 0.5 mM rose bengal in a 0.4 mm I.D. tube, both of which provide an absorbance of 0.75 at the 
illumination wavelength. The laser power was 1.40 W, and the solution contained 80% D2O. 
The triplet generation term may also be increased through use of higher dye concentrations to increase the 
optical absorbance. It has however already been shown experimentally that increasing the concentration too 
much actually decreases the enhancement, since the ability of light to penetrate the sample is reduced.17 Due 
to the complexity of modelling penetration effects these were not explicitly included in the numerical 
simulation; instead we assume the sample to be homogeneous but require that the optical absorbance should 
not exceed unity. Considering the average over all path lengths in cylindrical tubes it was determined that the 
average absorbance of 0.75 for 0.2 mM rose bengal in a 1.0 mm I.D. tube (average path length 0.78 mm) is 
identical to that for 0.5 mM rose bengal if the tube diameter is reduced to 0.4 mm (average path length 
0.31 mm). Simulations under these conditions are shown in Figure 6, from which it may be seen that despite 
the constant absorbance the latter sample has an almost five-fold higher enhancement. This effect is 
attributed to the fact that in reducing the path length to obtain constant absorbance there is an approximately 
six-fold reduction in the absorbance volume. As seen in equation 37c the X term is inversely proportional to 
V, therefore there is an overall increase in the concentration of triplets (Figure 6a) due to the higher power 
density. While this is partially offset by increased self-quenching the higher triplet concentration shifts the 
delicate balance of competing pathways to favour a moderate increase in the optimal radical concentration, 
and overall leads to considerable improvement in the achieved enhancement. This prediction warrants future 
experimental investigation, ideally in combination with microfluidic NMR probe designs to avoid  
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Figure 7: (a) Saturation factor and (b) DNP enhancement for various electron spin-lattice relaxation times, chosen as 
multiples of the experimentally determined value for the TEMPO radical. The rose bengal concentration was kept 
constant at 0.2 mM, in a 20:80 H2O:D2O solution in a 1.0 mm I.D. tube, with a laser power of 0.7 W. 
compromise in filling factor and hence detection sensitivity, and is potentially a result of great importance 
given investigation of volume limited samples is a key application area for DNP enhanced NMR. 
Another factor strongly influencing the enhancement is the electronic relaxation time. As shown in 
equation 36, and confirmed in Figure 7, there is a linear relationship between T1e and the saturation factor. 
Manipulation of relaxation rates may be achieved by changing experimental conditions such as solvent 
viscosity and magnetic field but the most significant improvements are likely to be seen through choice of a 
more slowly relaxing radical. In all cases there are likely to also be effects on T1n and Pn, but if a more slowly 
relaxing radical can be used without compromising the RTPM efficiency, perhaps through simple isotopic 
substitution of the nitroxide,41 this ought to significantly increase the enhancement achieved. The search for 
more slowly relaxing radicals that generate significant net polarization via the RTPM, while not 
compromising the DNP saturation factor, must be a key target for future development of the optical 
Overhauser DNP method. 
B. Pulsed illumination 
While experimental demonstration of optical DNP has so far been confined to continuous illumination it 
is interesting to consider whether there are benefits from pulsed illumination as have been described in the 
microwave pumping mode.21 For example laser heating effects could potentially be minimised if continuous 
illumination can be replaced by low duty cycle pulses in order to allow cooling delays. Figure 8 shows the  
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Figure 8: Pulsed optical DNP simulation showing build-up of (a) triplet yield (b) saturation factor and (c) DNP 
enhancement. The inset in (a) shows the marginal overshoot in the initial build-up of the average triplet concentration 
above the eventual pseudo steady-state value while the inset in (b) magnifies the continued small oscillations about the 
pseudo steady-state value. Simulation parameters are pulse length 10 ns, 10% duty cycle and average illumination 
power of 0.7 W. 1.0 mM TEMPO. 0.2 mM rose bengal in 80% D2O solution in 1.0 mm I.D. tube. 
build-up curves for the triplet yield, saturation factor, and DNP enhancement calculated for a laser pulse 
length of 10 ns, and a 10 % duty cycle with average power of 0.7 W. Other experimental parameters are 
identical to those optimised in ref. 17 and used above, namely 1.0 mM TEMPO and 0.2 mM rose bengal in a 
80% D2O solution, considering a sample tube of 1.0 mm inner diameter. As expected, the triplet 
concentration (Figure 8(a)) oscillates, due to triplet generation during illumination pulses, and decay during 
delay (dark) periods. The saturation factor also oscillates (Figure 8(b), inset), although the oscillations are 
proportionally smaller and dampened since triplets are still present, and hence DEP is generated through 
triplet quenching, during the illumination delays. As with the CW simulations (Figure 4), the saturation 
factor and triplet concentration reach a maximum within a few microseconds, before falling marginally to 
achieve a pseudo-steady-state value over the course of a few hundred microseconds, as shown for the triplet 
in the inset to Figure 8(a). Damped oscillations are also seen for the enhancement factor, which reaches a 
pseudo-steady-state much more slowly with a time constant equal to the nuclear relaxation time T1n, and the 
overall enhancement achieved is comparable to the CW case. 
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Because the NMR timescale is much longer than the EPR timescale, the overall DNP enhancement factor 
depends on the average saturation factor, and by extension triplet yield, over one illumination cycle. We 
consider how these are affected by the illumination pulse length and duty cycle, beginning with comparison 
to the effects reported for pulsed microwave DNP by Vieth and co-workers.20,21 They derived an expression 
for the overall enhancement under pulsed microwave irradiation: 
𝜀 =
𝜉𝑓𝑠max𝑇1e
𝜏
×
(1 − cos𝜑)(1 − exp(−2𝜏d/𝑇1e))
1 − 2 exp(−𝜏d/𝑇1e)cos 𝜑 + exp(−2𝜏d/𝑇1e)
×
𝛾e
𝛾n
                                               (38) 
where φ is the flip angle, 𝜑 = 𝛾e𝐵1𝜏p, with 𝜏p and 𝜏d pulse and delay length respectively, B1 the microwave 
field strength and smax is a maximum saturation factor dependent on the number of hyperfine lines subject to 
on-resonance irradiation. This results in two components to the pulse length dependence of the enhancement: 
Firstly, with variation in microwave pulse length (Figure 9(a)) an oscillatory behaviour is seen, with 
saturation maximum when 𝜑 = 𝜋, 2𝜋, 5𝜋, …, and zero when 𝜑 = 0,2𝜋, 4𝜋,… Secondly, with a fixed pulse 
length the enhancement decreases as the delay becomes longer (lower duty cycle), due to relaxation effects. 
In contrast, in optically pumped DNP the EPR transitions are not irradiated directly, so coherent 
manipulation of the electron spin system is not achieved, hence no oscillatory dependence of the average 
triplet concentration, saturation factor or enhancement on the illumination pulse length is observed (Figure 
9(b)-(d)). The assumption that no electron spin polarization is generated during the illumination delays is 
also no longer valid, since triplets will still be present during this period. The dependence on both 
illumination pulse length and duty cycle is therefore rather small (<2 %) over the same duty cycle range and 
with five orders of magnitude variation in pulse length, under the condition of constant average illumination 
power. 
Given the high computational expense of propagating the full electron-nuclear spin-system, to further 
investigate pulse length effects in optical DNP we derive a simple analytical expression for the average 
enhancement under pseudo steady-state conditions: 
〈𝜀〉 = −𝜉𝑓〈𝑠〉 |
𝛾e
𝛾n
|                                                                                                                                                (39) 
where 
〈𝑠〉 = −
𝑃n
𝑃eq
𝑘q〈[T]〉𝑇1e.                                                                                                                                    (40) 
As in the CW case, it is assumed that ground-state depletion is negligible and, in addition, since the total 
triplet concentration is small we discount terms that are second order with respect to the triplet concentration 
(ktt and kredox**). After convergence, the average triplet concentrations over the pulse and the delay are: 
〈[T]〉p =
𝑋′𝐴𝜏p − [T]st𝐴 exp(−𝐴𝜏p) + 𝑋
′ exp(−𝐴𝜏p) + [T]st𝐴 − 𝑋
′
𝑌2𝜏p
                                                    (41) 
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〈[T]〉d =
[T]st′
𝑌𝜏d
(1 − exp(−𝐴𝜏d))                                                                                                                    (42) 
where 
𝑋′ =
𝑃
𝐶
𝜆
ℎ𝑐
1
𝑉𝑁A
Φ(1 − 10−𝜖[S]𝑙)                                                                                                                       (43) 
and A was previously defined by equation 37b. The average triplet yield over the entire pulse is the weighted 
average of these: 
〈[T]〉 =
𝑃𝜆Φ(1 − 10−𝜀[S]𝐿)
𝑉𝑁Aℎ𝑐(𝑘q[R] + 𝑘t + 𝑘sq[S] + 𝑘redox∗[S])
                                                                                   (44) 
and hence: 
〈𝜀〉 =
𝑃𝜆Φ(1 − 10−𝜀[S]𝐿)
𝑉𝑁Aℎ𝑐(𝑘q[R] + 𝑘t + 𝑘sq[S] + 𝑘redox∗[S])
𝑃n
𝑃eq
𝑘q𝑇1e𝜉𝑓 |
𝛾e
𝛾n
|                                                    (45) 
The intriguing result is an expression that does not depend on either the pulse length or the duty cycle, and in 
fact, gives an enhancement equal to the continuous wave value. As Figure 9(e) shows, if the assumptions we 
have made are taken into account in the numerical simulation, then this effect is reproduced, and while the 
assumptions introduce a small numerical error the average triplet concentration is indeed independent of 
pulse length in the limit of short pulses. This is a simple reflection of the condition of constant average 
illumination power, and hence constant time averaged photon flux through the sample. Deviations for longer 
pulse lengths and lower duty cycles are seen to arise as under these conditions the transient triplet 
concentration is able to periodically build to a level under which second order decay processes and ground 
state depletion become significant (Figure 9(f)). Nevertheless, equation 45 is a convenient approximation to 
determine the maximum expected magnitude of the optical DNP enhancement under pulsed illumination 
conditions based on known concentrations and kinetic parameters. 
Initial attempts to observe optical DNP used high-power pulsed lasers common to TR-EPR experiments, 
to generate significant transient electron spin magnetization, yet optical DNP was not observed under these 
conditions. To explain this observation consider for example an Nd:YAG laser with 10 ns pulse width and 
20 Hz repetition rate, which is typical of the type used for TR-EPR experiments – the duty cycle in this case 
is very low (2×10–5 %), hence it is necessary to extend the range of our simulations to lower duty cycles, 
Figure 10. With a constant pulse length the triplet yield, saturation factor, and enhancement all decrease 
sharply as the duty cycle is decreased towards this low duty cycle regime. This may seem counterintuitive 
since with a constant time averaged laser power the number of triplets generated per pulse increases with a 
lower duty cycle (Figure 10(d)). At low duty cycles however the pulse delays become long compared to the 
triplet lifetime (1 𝑘t⁄ ), hence the time averaged triplet concentration tends to zero (Figure 10(a)). Unless the  
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Figure 9: Dependence of (a) the normalised saturation factor on the pulse length in the microwave pumping case for a 
B1 field of 0.1 mT, derived using equations from Ref. 32, and dependence of the average (b) triplet yield, (c) saturation 
factor, and (d) enhancement factor on pulse length for different illumination duty cycles as indicated. (e) shows the 
influence of various approximations used in the derivation of equation 45 when calculating the average triplet yield for 
a 10% duty cycle, and (f) the maximum triplet concentration per cycle under the same conditions as (b)-(d). For all 
optical DNP simulations the illumination power is held constant at 0.7 W, with other simulation parameters as in 
Figure 8. 
electronic relaxation time is long compared to the pulse delay the electron spin system can then fully relax 
between pulses, with any portion of the delay period after full electronic relaxation contributing to decay of 
the nuclear polarization, reducing the maximum DNP enhancement achievable. What is interesting to note is 
that especially for short pulses there is a significant duty cycle range for which the achievable enhancement 
is approximately equal to the continuous illumination value. The use of high repetition pulsed laser sources 
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Figure 10: Dependence of the average (a) triplet yield, (b) saturation factor, (c) enhancement factor, and (d) maximum 
triplet yield on the illumination duty cycle for various pulse lengths as indicated. 
may therefore be beneficial, permitting use of relatively low illumination duty cycles (e.g. 0.01%) to reduce 
heating effects, without compromising the enhancement obtained. Use of more slowly relaxing radicals and 
triplets ought to extend the high enhancement window to lower duty cycles, and should be a target for future 
optimization of the radical-triplet system used in the optical DNP approach 
V. CONCLUSIONS 
In this work we have developed the first numerical simulations to describe Overhauser DNP in the 
solution state in the case of optical rather than microwave pumping. Combining Bloch and kinetic equations 
previously used to model the results of TR-EPR experiments with the Solomon equations describing 
electron-nuclear cross-relaxation, and solving numerically, the previously reported experimental results for 
optical Overhauser DNP have been reproduced from first principles. Through an initial analysis of the 
optical DNP effect as a function of experimental parameters such as radical and dye concentrations, laser 
power, and sample geometry, we have identified considerable scope for further increases in the accessible 
NMR enhancements. The most important finding in this regard is that by reducing sample volume and 
optical path length it may be possible to utilize higher dye concentrations, resulting in an increased 
concentration of photogenerated triplets and hence greater optical DNP enhancement. In combination with 
microfluidic NMR methods the optical Overhauser DNP method therefore provides potential for significant 
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sensitivity enhancements for volume limited NMR samples that could be challenging to measure under 
standard NMR conditions. 
We have also investigated the possibility of using pulsed illumination in optical Overhauser DNP. While 
coherence effects are absent from the optical approach, we found that the achievable enhancement is 
invariant to illumination pulse length and duty cycle over a wide range, provided pulse delays do not become 
long with respect to the triplet and electron spin polarization lifetimes. Within this regime time-averaged 
laser power was found to be the key determinant of the ultimate NMR enhancement, with negligible 
reduction in enhancement compared to the continuous wave regime. Extension of the experimental method 
from continuous wave to lower duty cycle pulsed illumination potentially reduces the potential for 
undesirable heating effects. Dye photobleaching is an additional potential challenge to the optically pumped 
DNP method which could be overcome by use of an appropriate system for dye regeneration,42 which may 
be a more effective if regeneration can occur during the delay periods of lower duty cycle pulsed 
illumination. 
Finally, analytical expressions were provided for the enhancement achieved in both pulsed and 
continuous illumination experiments, making use of simplifying assumptions regarding ground state 
depletion and higher order decay processes. Given breakdown of these assumptions leads to overestimation 
of the triplet concentration these expressions provide a convenient and fast way of determining the maximum 
potential enhancement, and while derived in the case of the specific known photochemistry of the rose 
bengal system could be extended for other dye systems provided the dominant photochemical pathways are 
known. This will be a powerful tool for the screening of polarizing systems to determine their potential for 
application in the optical Overhauser DNP method. The simulation approach will also be applied to consider 
the magnetic field dependence of the combined polarization mechanisms so as to determine the optimal field 
for the application of optically generated DNP. This challenging undertaking will necessitate careful choice 
of appropriate forms of the spectral density functions and experimental verification of Shushin’s equation for 
the magnitude of net RTPM polarization. 
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