Abstract. We prove existence and uniqueness of equilibrium states for a family of partially hyperbolic systems, with respect to Hölder continuous potentials with small variation. The family comes from the projection, on the centerunstable direction, of a family of partially hyperbolic horseshoes introduced in [Díaz,L., Horita,V., Rios, I., Sambarino, M., Destroying horseshoes via heterodimensional cycles: generating bifurcations inside homoclinic classes, Ergodic Theory and Dynamical Systems, 2009]. For the original three dimensional system, we consider potentials with small variation, constant on local stable manifolds, obtaining existence and uniqueness of equilibrium states.
Introduction
The Thermodynamic Formalism, inspired by Statistical Mechanics, is a part of Ergodic Theory that studies the behavior of invariant measures with regular Jacobians called equilibrium states. We formally define equilibrium states with respect to a potential as follows. Definition 1.1. Consider a continuous map G : Λ → Λ on a compact metric space Λ. We say that a G-invariant probability measure µ is an equilibrium state for G w.r.t. a potential φ : Λ → R if it satisfies h µ (G) + φ dµ = sup η h η (G) + φ dη , where the supremum is taken over all G-invariant probability measures.
The theory was introduced by Sinai in the 70s, and since then it has been extensively studied by many authors who have made great advances in the area. In [22] , the author initiated the study of equilibrium states for Anosov diffeomorphisms which would be supplemented by Bowen and Ruelle. See [18] , [19] and [5] . They considered a system that consists of an uniformly expanding map and a Hölder continuous potential. For that system they proved that it has an unique equilibrium state. Sinai, Ruelle and Bowen's strategy was to use a finite Markov partition to build a conjugacy with a Markov shift of finite type. With some adjustments the proof extends to the case of uniformly hyperbolic maps.
In the context of non-uniformly hyperbolic (in dimension bigger than one), we mention the important contributions made by Sarig (see [20] and [21] ), Buzzi and Sarig [8] , who studied countable Markov shifts, Buzzi, Paccaut and Schmitt [7] , who studied piecewise expanding maps, Oliveira and Viana [16] , and Varandas and Viana [23] , who considered non-uniformly expanding maps, among others.
More specifically, in [16] , the authors proved existence and uniqueness of equilibrium states for a family of non-uniformly expanding maps associated with a class of Hölder continuous potentials with small variation. In their work, they considered finite and not generating Markov partitions. Some rectangles are uniformly expanding and others could have some contractive behavior. They used the notion of hyperbolic times introduced by Alves, Bonatti and Viana in [1] to construct special Gibbs-type measures.
Leplaideur, Oliveira and Rios [13] studied the existence and properties of equilibrium states, for a family of partially hyperbolic horseshoes introduced by Diaz et alii in [10] . The three dimensional horseshoes were proved to be simultaneously at the boundary of the set of uniformly hyperbolic systems and the set of persistently non hyperbolic ones (see [10] ). In [13] , the authors studied the ergodic measures with support in the limit set, showing that there is a spectral gap on the set of central Lyapunov exponents. As a consequence, there is a phase transition for the potential t.log|J c |, where J c is the Jacobian of the system restricted to the (one dimensional) central direction and t ≥ 0. In fact, for a special value t 0 , there are two mutually singular equilibrium states. For t > t 0 , the equilibrium state is unique, and it is a Dirac measure. They proved the existence of equilibrium states for every t (for every continuous potential, in fact), but the question of uniqueness for 0 ≤ t < t 0 was left open. In [9] , the authors explored geometric and ergodic properties of a class of horseshoes with similar dynamical properties.
Still in the context of the partially hyperbolic horseshoes introduced in [10] , Arbieto and Prudente [3] proved that, for Hölder continuous potentials depending only on the unstable direction (thus constant on the center-stable one), the associated equilibrium state is unique.
Here we consider the same family of three dimensional horseshoes, taking the inverse map. We start by defining a two dimensional abstract map, obtained by projecting the system on two center-unstable leaves (center-stable leaves for the original map). We prove existence and uniqueness of equilibrium states, associated to Hölder continuous potentials with small variation, where, by small, we mean smaller than a fixed constant explicitly given. This part of the work is strongly inspired in the work of Oliveira and Viana [16] , but there are many extra difficulties to circumvent in our case: the degree of the map is not constant, and the number of expanding rectangles of the Markov partition is too small.
Back to the three dimensional problem, we address the question of uniqueness of equilibrium states for a special class of Hölder continuous potentials, that depend only on the center-unstable direction (complementing the direction considered in [3] ), and whose variation has the same bound as before.
This paper is organized as follows. In section 2, we introduce the family of horseshoes constructed in the paper [10] and the projected maps G = G λ,σ . We also state the main results of our work. The first main result (Theorem A) stablishes the class of potentials we deal with, and ensures the uniqueness of equilibrium states for the family G. Theorem B has intrinsic interest, and will be used for the proof of Theorem A. It guarantees the existence of an eigenfunction and eigenmeasure for the Ruelle-Perron-Frobenius transfer operator and its dual, respectively, both associated with the same eigenvalue that is the spectral radius of the operator. Theorem C gives an answer to the three dimensional problem for a family of potentials varying only on the center-unstable direction.
In section 3 we prove Theorem B. We establish the existence of a reference measure and prove the abundance of hyperbolic times for almost every point with respect to it. We find an eigenfunction for the Transfer Operator and state some of its properties. In sections 4, and 5 we prove the existence and uniqueness of the equilibrium state, which is a non-lacunary Gibbs measure. Finally, in section 6, we prove Theorem C. We use the equilibrium state for the map G to construct an equilibrium state supported on the three dimensional horseshoe, and prove the uniqueness.
Main results
where 0 < ρ < 1/3, β > 6 and f (y) = We also define
where 0 < σ < 1/3 e 3 < β 1 < 4.
For X ∈ R, we define
Points X ∈ R outsideR 0 ∪R 1 will be mapped injectively outside R. Notice that F depends on the parameters ρ, β, β 1 and σ.
In [10] , Díaz et al showed that the non-wandering set for F is partially hyperbolic, with one dimensional central direction, parallel to the y-axis. The vertical direction is expanding and the horizontal direction, parallel to the x-axis is contracting. The y-axis direction has both behaviours. Now we define the map G, which is related to the projection of F −1 in two center-stable planes. We consider an abstract space consisting by three rectangles R 1 , R 2 and R 3 defined as follows:
The rectangles are inside two planes called P 0 and P 1 as in figure 3 . Let g 0 : [0, 1] → R, g 0 (y) = f −1 (y) and let g 1 : [0, 1] → R be defined by g 1 (y) = 1 − σ −1 y. See their graphs in figure 4.
Let α = ρ −1 . We define a map G :
R i → P 0 ∪ P 1 by its restrictions G i to each rectangle R i as follows: The behaviour of the map G is similar on R 1 and R 3 . In these rectangles, the vertical direction is expanding. In the horizontal direction G sends the points from the right side to the left, except for the extreme points whose x coordinates are fixed. In the rectangle R 2 both directions are expanding.
We consider Λ the maximal invariant set of the union of the rectangles:
and from now on we call G the restriction G| Λ : Λ → Λ.
Fig. 5. Horizontal planes
Let A be the matrix:
and consider Σ A the finite type subshift with transition matrix A:
According to this the following transitions are allowed:
The map G is semi-conjugated to the shift σ on Σ A . This result is an adaptation of a result in [10] . [See Lemma 5.2] Note that the points belonging to the rectangles 1 and 2 have two pre-images while points in the rectangle 3 have just one pre-image. In figure 2 , the steps in the generation of the set Λ are depicted. Note that Λ is not a Cantor set: it contains infinitely many lines segments. It is worth to evidence that G is not conjugated to the shift σ. The entire segment [0, 1] is associated to a unique sequence on Σ A : the constant sequence (· · · 1, 1, 1 · · · ).
The topological entropy of the subshift σ is given by:
By the semiconjugacy we have h top (G) ≥ log
. We are ready to formulate the first main result of this paper.
Theorem A. Let G : Λ → Λ be as above and φ : Λ → R be a Hölder continuous potential satisfying:
Then there exists a unique equilibrium state for the system G with respect to the potential φ.
We point out that our class of potentials includes the zero potential, constant potentials and potentials similar to the ones studied in [13] with t close to zero. 
For each n ∈ N we consider the Birkhoff sum
iterating the operator we obtain, for each n ∈ N,
for every ψ ∈ C(Λ) and every η ∈ M(Λ). Now we can stablish the second main theorem of this paper. Consider φ as in the statement of the Theorem A.
Theorem B. Let λ be the spectral radius of the transfer operator L φ . There exists a probability measure ν ∈ M (Λ) and there exists a positive function h : Λ → R wich satisfies:
Theorem C. Let F :R 0 ∪R 1 → R be the three dimensional partially hyperbolic horseshoe defined in the begin of this section. Let ϕ :R 0 ∪R 1 → R be a Hölder continuous potential with sup ϕ − inf ϕ < log ω 2 . Assume that ϕ does not depend on the z-coordinate in each setR 0 andR 1 . Then there exists a unique equilibrium state for the system F with respect to the potential ϕ.
Proof of Theorem B
We consider K = {f ∈ C(Λ) | f ≥ 0} the cone of continuous non-negative functions on Λ. Then K is a normal cone which gives a partial order on C(Λ). Since L φ is a positive and bounded operator, it follows from Mazur's Theorem [see [11] ] that:
Proposition 3.1. The spectral radius of L φ , λ, is an eigenvalue for the dual operator L * φ associated an eigenmeasure ν. We can stablish a lower bound to the eigenvalue of L * φ .
Proof.
Then, we have
since lim sup n→∞ 1 n log #{G −n (x)} = log ω.
3.1. Hyperbolic times. Given n ∈ N and n symbols a j ∈ {1, 2, 3} we define the cylinder set of length n by:
When there is no risk of confusion, we denote R n to refer to R n (a 0 , · · · , a n−1 ). For each γ ∈ (0, 1) and n ≥ 1 let I(γ, n) be the set of admissible words of length n such that the proportion of symbols 1 and 3 are at least γ. That is
We can associate words in I(γ, n) with orbits, or more precisely, with cylinders sets. The points in these cylinders spend a big fraction of their orbits in the "non-hyperbolic" part of the system. We will study the exponential growth of the cardinality of these sets I(γ, n). We can estimate the cardinality by counting the number of admissible words of length n whithin at most (1 − γ)n symbols 2.
By definition, to compose a word with k symbols 2 we have to follow the conditions below:
• a symbol two is followed by a three.
• a symbol 3 is followed by 1 or 2.
• a symbol 1 is followed by 1 or 2.
It means that once we have distributed the symbols 2 the other symbols, except possibly for the first one, are already determined. Following this rules the number of words of length n with k symbols 2 is given by n − k k . If the first symbol in the word is not a 2 we have two choices: 1 or 3. According to this we have the follow estimate:
Lemma 3.2. For each n ∈ N, and 0 < k < n we have:
Proof. In fact,
By Stirling's Formula, see [4] , we have:
which finishes the proof of the lemma. we have:
Proof. In fact, we have that the inequality
holds, if and only if:
If we have n 2 − 4nk − n + 4k 2 + 2k > 0, then the previous inequality is equivalent to the following:
Which is always true. Then it is enough to verify conditions to give us n
we have:
where the first and the last inequalities always hold.To get the second inequality, it is enough to prove that:
2 , the coefficient of n 2 is positive, and the inequality is true for n large enough.
Applying the lemma 3.2 we obtain:
Note that, if we make γ → 1, we have α → 0 and hence
one. Then we can establish the following proposition.
then there exists 0 < γ < 1 which satisfies:
for n large enough.
Proof. We consider
Taking the limit in n we have
Since lim α→0 h(α) = 0 and h(
and, therefore, there exists β = β(α 0 ) satisfying the lemma. Now we define a key tool in this paper: the concept of hyperbolic times, which was introduced by Alves in [2] and extensively studied in [1] by Alves, Bonatti and Viana.
Definition 3.1. We say that n ∈ N is a (G,c)-hyperbolic time for x ∈ Λ, for some c > 0 if
If γ satisfies
there is c > 0 such that
For that it is enough to consider 0 < γ <
. From now on we will fix c > 0 as in equation 7 and we will omit c and G in the notation, referring to a hyperbolic time, instead of (G, c)-hyperbolic time.
In our setting we can prove that good admissible words are associated to cylinder sets with positive proportion of hyperbolic times. For this, we use the well known Pliss Lemma (see [1] ). Proposition 3.3. There exists θ > 0 such that for every n ≥ 1 and every admissible word (a 0 , · · · , a n−1 ) / ∈ I (γ, n) there is l > θn and numbers
|x ∈ R i . Since we have in each rectangle the following:
we can estimate b i by
Defining a t = b it where t = 0, · · · , n − 1, and since (i 0 , · · · , i n−1 ) belongs to the complement of I (γ, n), we have
where the last inequality follows from the choice of c (see equation 7) .
We consider c 1 = 2c and c 2 = 4c and then by the Pliss Lemma, there exist l > θn with θ = 2c A−2c and l integer numbers 1 ≤ n 1 < · · · < n l ≤ n for which the folllowing inequality holds:
Therefore for each x ∈ R ni we have:
Thus, n i is a hyperbolic time for x if x ∈ R ni .
Remark 3.
1. An useful property of hyperbolic times was given in [1] . Roughly they proved that, if n is a hyperbolic time for x there exists a neighborhood of the n-th iterate of x for which one every inverse branch is exponentially contracting. Moreover, the radius > 0 of the neighborhood depends only on c and on the map.
We will use this property to prove a type of distortion condition for the Birkhoff sums. For the precise statement and the proof see [1] . Proposition 3.4. There exists a constant K 0 > 0 such that if x, y belong to a hyperbolic cylinder R n , the following holds:
Proof. Assume φ is Hölder continuous with constants (C, δ). Then we have:
Also, since x and y belong to the same hyperbolic cylinder, according to the Remark 3.1 for each 1 ≤ j ≤ n we have:
Then, there is a constant K 0 > 0 which depends only on δ, c and C which satisfies:
3.2. Jacobians and conformal measures.
Definition 3.2. Let η be a probability measure on Λ. We say that a function J η G is a Jacobian of η with respect to G if it satisfies:
for all mensurable set A such that G| A is injective.
In other words, given the measure η, we consider G * η by:
The Radon-Nikodym theorem ensures that the Jacobian is essentially unique. Further, it coincides with the Radon-Nikodym derivative of the measure G * η with respect to η, J η G = dG * η dη . We will get an useful property regarding the Jacobian with respect to an iterated of G. Proposition 3.5. If the Jacobian of µ with respect to G, J µ G, exists, then for each n ∈ N the map G n also has a Jacobian and it is given by:
Proof. For each function ψ : Λ → R we define the support of ψ by supp(ψ) = {x ∈ Λ | ψ(x) = 0}. For topological spaces, one can establish another definition of Jacobian which is equivalent to the one given in the definition 3.2. We say that J µ G is a Jacobian of G with respect to µ, if for any open set U wich satisfying that G| U is injective, and for all ψ ∈ C(Λ) such that supp(ψ) ⊂ G(U ), the following holds:
Using this definition we can prove the proposition. We treat the case n = 2 since the general case follows by induction. Given an open set U suppose that G| U is injective and ψ is such that supp(ψ) ⊂ G 2 (U ). We have to show that
In fact, we have:
In the next lemma we compute the Jacobian of the dual operator eigenmeasure .
, is an eigenvalue associated with an eigenmeasure ν then we have:
(In this case, ν is said to be a conformal measure.)
Proof. Given A which satisfies G |A injective, we have to show that ν(G(A)) = A λe −φ dν. We have:
By the injectivity of G in A we get:
wich finishes the proof.
Thus, combining Proposition 3.6 and Proposition 3.5 we obtain:
Lemma 3.4. There exists K 1 > 0 satisfying:
for all x, y ∈ R n , where R n is a hyperbolic cylinder.
Proof. Given n ∈ N, the Proposition 3.5 implies that we can calculate the Jacobian of ν with respect to G n using the Jacobian of ν with respect to G. Then, according to Proposition 3.6 for each x ∈ Λ:
Consider R n a hyperbolic cylinder of length n and x, y ∈ R n . By the Proposition 3.4:
To finish the proof, consider
Given n ∈ N, let B n be the collection of cylinders R n (a 0 , · · · , a n−1 ) generated by words (a 0 , · · · , a n−1 ) ∈ I(γ, n).
Let P n be the collection of cylinders generated by words of length n belonging to I(γ, n).
Proposition 3.7. The measure of the cylinders in P n , with respect to ν, decreases exponentially when n goes to infinity. Therefore, ν almost every point x ∈ Λ belongs to elements of B n for infinitely many values of n.
Proof. Let n ∈ N and take R n ∈ P n a cylinder. Using (8), we have:
If we take the sum over all cylinders generated by words (a 0 , · · · , a n−1 ) ∈ I(γ, n) and use the Proposition 3.2, we obtain:
On the other hand, Lemma 3.1 gives us λ ≥ exp(inf φ + log ω). Since β = log(ω) 2 , we have the result.
We use the notation R n h to refer to hyperbolic cylinders of length n. In the Proposition 3.3 we obtained plenty of hyperbolic times associated to words which do not belong to the set I(γ, n).
Let H be the closure of the set of points x ∈ Λ which belong to infinitely many hyperbolic cylinders R n h . Next, we prove that H is a ν full measure set with respect to ν. Proposition 3.8. Let n 1 (x) be the first hyperbolic time of x. We have that n 1 is integrable and ν(H) = 1.
Proof. By the Proposition 3.3, for each x ∈ B n we have n 1 (x) ≤ n. Therefore, if x is such that n 1 (x) > n we have x ∈ P n . Then:
According to the Proposition 3.7, the measure of the sets in P n decreases exponentially with n, which implies that the sum in the last inequality is finite. Then, the first hyperbolic time is integrable with respect to ν. Since B n consists of cylinders generated by words in the complement of I(γ, n), the Proposition 3.3 guarantees that every point belongs to at least l hyperbolic cylinders, where l > θn. Besides that, by the Proposition 3.7, for n large enough, ν almost every point belongs to a set in B n . Thus, ν every point x in Λ belongs to a infinitely many hyperbolic cylinders, then, ν(H) = 1.
We consider for each x ∈ H, n k (x) the k-th hyperbolic time of x. We also consider θ as in the Proposition 3.3. According to the proof of Proposition 3.8 we have the following corollary:
Corollary 3.1. For ν every point x ∈ Λ and n large enough the following holds:
In the next proposition we estimate the measure of hyperbolic cylinders with respect to ν. This property will be useful later.
Proposition 3.9. There exists a constant K 2 > 0 such that for every x ∈ R n h , a hyperbolic cylinder of length n, and every n ∈ N, we have:
where P = logλ.
Proof. Let n ∈ N, R n = R n (a 0 , a 1 , · · · , a n−1 ) and x ∈ R n . By the Proposition 3.1 we have L * φ n ν = λ n ν ∀n ∈ N.
And then, we obtain
where χ R n denotes the characteristic function on R n and e P = λ. According to the transfer operator definition we can write:
Therefore, given n ∈ N for each x ∈ R n there exists a unique element y ∈ G −n (x) ∩ R n (x). We define A(n) = {y ∈ G −n (x) ∩ R n } and then:
e Snφ(x) .
By the Proposition 3.4 there exists a constant K 0 > 0 satisfying:
for all x, y that belong to the same hyperbolic cylinder, which is enough to finish the proof.
3.3. Transfer Operator Eigenfunction. In this section we will show the existence of an eigenfunction to the transfer operator of Ruelle-Perron-Fröbenius. We will, therefore, show the second part of the Theorem B and finish its proof. Besides that, we will show that any eigenfunction is positive and Hölder continuous.
Theorem 3.1. There exists an eigenfunction h : Λ −→ R associated to the operator L φ . Moreover, it is positive and associated to the eigenvalue λ = r(L φ ):
We define, for each n ∈ N, the function T n : Λ −→ R by:
We also define, for each n ∈ N:
Consider the following sequence of real numbers:
Note that for every x ∈ Λ we have:
Lemma 3.5. There exists a constant K 3 > 0 satisfying
Proof. The first inequality is trivial because λ > 0. So, it is enough to get an upper bound for λ −n Z n . Let n ∈ N, R n h a hyperbolic cylinder and y ∈ R n h . The Proposition 3.9 ensures that
By taking the supremum over every y ∈ R n and taking the sum over all hyperbolic cylinder R n of length n, we have:
To show the second part of the Lemma we take the first inequality in (9), and then:
R j be the union of hyperbolic cylinders of lenght j.
According to Corollary 3.1, for almost every point x ∈ Λ and n large enough, we have:
Note that we use Fubini's Theorem in the second equality. To finish the prove, take
3.4. Equicontinuity. Let δ be the Hölder constant of the potential φ in Theorem A. We will prove that family h n is equicontinuous.
Lemma 3.6. There exists a constant K 4 > 0 such that for n ∈ N, the function λ −n T n is Hölder continuous with constants K 4 and δ.
Proof. Since the rectangles R i , i = 1, 2 or 3, are two-by-two disjoints it is enough to consider points in the same rectangle. Let n ∈ N and x 1 , x 2 ∈ R i . Then
We group terms whose pre-images of x 1 and x 2 belong to the same hyperbolic cylinder. Thus, if y ∈ G −n (x 1 ) and z ∈ G −n (x 2 ) belong to the same hyperbolic cylinder of length n, by the Proposition 3.4:
On the other hand, we can write:
By the definiton of Z n :
where we consider K 3 as in the Lemma 3.5 and
) | converges uniformly to zero when k goes to infinity.
Proof. Given k ≥ 0 and x ∈ Λ, by definition we have:
We consider the set A k+1 of cylinders R k+1 [a 0 , a 1 , · · · , a k ] that are not hyperbolic, such that R k [a 1 , ..., a k ] are hyperbolic. In other words, A k+1 is the set of every cylinder of length k + 1, such that considering the k last symbols which generated the cylinder we have that the cylinder of length k is hyperbolic but the cylinder of length k + 1 is not hyperbolic.
Note that there is no 0 ≤ i ≤ k that is a hyperbolic time for every element of R k+1 . Otherwise, by concatenation, R k+1 would be hyperbolic, which does not happen. By definition of T k :
where γ is given by the Proposition 3.2. In fact, since no cylinder R i (a 0 , ..., a i ) is hyperbolic, the proportion of indices i ∈ {0, · · · k + 1} such that (a 0 , · · · , a k+1 ) is hyperbolic is zero, thus smaller than θ. See Proposition 3.1. Then, by the Proposition 3.2 we have:
#A k+1 ≤ e β(k+1) for k large enough.
Remember that we take β = log(ω)
2 . From the Lemma 3.1, we have that λ ≥ e inf φ+log ω , thus:
Since sup φ − inf φ < β we have that the last term in the inequality converges exponentially to zero when k goes to ∞.
Recall that:
According to the Lemma 3.6 every function λ −n T n is (K 4 , δ)− Hölder continuous, but since h n is the average of the functions λ −n T n we have that h n is also (K 4 , δ)− Hölder continuous and, then, the family (h n ) n∈N is equicontinuous.
Lemma 3.7. The sequence of functions (h n ) n∈N has at least one accumulation point. Further, any accumulation point h satisfies:
Proof. The Lemma 3.5 ensures that the h n is uniformly bounded, since it is also equicontinuous, by the Ascoli-Arzelá Theorem we have existence of an accumulation point. Let h denote one accumulation point:
We still have to show that any accumulation point h is an eigenfunction. In fact:
By the Proposition 3.10 the last term converges to zero. Besides that, the Lemma 3.5 guarantees that λ −n T n is uniformly bounded, then the correspondent term in the limit also converges to zero. Then, we have:
Lemma 3.8. There exist a constant K 5 > 0 such that
for every n ∈ N and for every x ∈ Λ.
Proof. Let x ∈ Λ and n ≥ 1, and fix m > 3. Note that every rectangle R i , i = 1, 2 or 3, cover Λ after three iterations. Let y, z ∈ G −n (x) ∩ R n h , by Proposition 3.4, since y, z belong to the same hyperbolic cylinder, we have:
On the other hand, one can write
If we fix y and take the supremum over every w in the hyperbolic cylinder R n we get: e sup Snφ| R n ≤ e K0 e −m·inf φ e Sn+mφ(y) .
Note that each cylinder of length n+m is, naturally, included in a cylinder of length n. Adding over every hyperbolic cylinder of length n, we obtain:
Comparing T n+m (x) and T n (x), we have
Let K 5 = log(ω)e K0+m(sup φ−inf φ) . Thus
Using Lemma 3.5, we have
We just proved the next lemma:
Lemma 3.9. The eigenfunction of the Transfer Operator obtained as a accumulation point of the sequence (h n ) n∈N satisfies h > 0.
We obtained, in this section, an eigenfunction for the Transfer Operator, and an eigenmeasure for its dual, both associated with the same eigenvalue, and it finishes the proof of Theorem B. Moreover we prove that the eigenfunction is positive.
Existence of equilibrium states
In this section we consider the probability measure µ := hν, where ν is the reference measure from the previous section. More precisely, µ is defined in every Borelian A by:
Since h > 0, the measures µ and ν are equivalent. We will prove µ is an equilibrium state for G with respect to the potential φ. Some of the statements and proofs are analogous to the ones in [15] and [13] , and we adapt them to our context, omitting some of the proofs.
Lemma 4.1. The probability measure µ is invariant by G.
Proof. We will show that for every continuous function ψ ∈ C 0 (Λ) we have:
In fact:
Note that (11) and (12) follows from the fact that ν is an eigenmeasure and h is an eigenfunction. We get (13) from the definition of the Transfer operator. To finish, (14) follow again from the fact that h is an eigenfunction and by the definition of µ.
We say that a sequence (a j ) of integers is non-lanunary if it is increasing and satisfies aj+1 aj → 1. Definition 4.1. An invariant probability measure η is said to be a non-lacunary Gibbs measure if there exist a constant K> 0 and a real number P satisfying
for η almost every x and for a non-lacunary sequence a j = a j (x), where R aj (x) is the cylinder of length a j contaning x. Proposition 4.1. The sequence of hyperbolic times n k (x) is a non-lacunary sequence for µ almost every x ∈ Λ.
Proof. According to the Proposition 3.8 we have that n 1 is ν-integrable. Since h is bounded, n 1 is µ-integrable. Besides, µ is invariant and µ(H) = 1, by the Proposition 3.8. Following Proposition 3.8 in [16] , we have that n k (x) is nonlacunary for µ almost every point. Proposition 4.2. The probability µ is an invariant non-lacunary Gibbs measure.
Proof. Combining the Proposition 3.9 and the fact that h is bounded, both from below and above, we have that there exists K > 0 satisfying:
for every hyperbolic cylinder R n and every x ∈ R n . By the Proposition 4.1, the sequence of hyperbolic times is a non-lacunary sequence, and then, the proposition is proved.
Lemma 4.2. The Jacobian of µ with respect to G is given by:
In particular,
Proof. Given a Borelian A where G is injective, we have to show that:
According to Proposition 3.6 we have J ν G = λe −φ . Consider (ψ n ) {n≥1} a sequence of continuous functions in Λ such that ψ n → χ A ν-a.e.p. and ψ n ≤ 2 ∀n ≥ 1 where ψ n = sup |x|=1 |ψ(x)|. Thus:
ψ n (y).
Note that the last term converges to χ G(A) (x) for µ almost every point x, since A is such that G is injective in A.
Then the Dominated Convergence Theorem allows us to conclude that
Therefore, by the Theorem B, we obtain:
Then we have
which finishes the proof of the Lemma.
Consider α a partition of Λ. We define from this a new partition for each n ∈ N:
Namely, an element P ∈ α n is written by:
where
Fix c > 0 as in equation (7) and as in remark 3.1.
Lemma 4.3. Let η be a invariant probability measure whose Lyapunov exponents are bigger than 8c, and α a partition with diameter smaller than . Then, for η almost every point x ∈ Λ, α n (x) goes to zero when n → ∞. In particular, α is a G-generating partition with respect to η.
The proof is analogous to Lema 4.3 in [15] . We want to verify that µ = hν has Lyapunov exponents as in the Lemma.
Lemma 4.4. Let (a n ) ∈ Σ A be a recurrent sequence for the shift σ with a 0 = 2. Then there exist k ∈ (0, 1) and an increasing subsequence of times (a nj ) j≥0 such that |DG nj |E c (x)| ≥ C.k j where x belongs to the cylinder of length n j generated by the first n j terms of the sequence (a n ).
This statement is adapted from Lemma 3.2 in [13] and its proof is analogous.
Lemma 4.5. The Lyapunov exponents of µ = hν are bigger than 8c.
Now we state a version of the Roklin's Formula proved by Oliveira and Viana in [15] . To compute the metric entropy of G with respect to some measure by integrating the log of Jacobian of this measure with respect to G. See [15] for the proof.
Recall the Roklin's Formula: if η is an invariant probability measure and there exists a G-generated partition with respect to η then we have: 
Proof. Lemma 4.5 and Lemma 4.3 imply that there exists a G-generating partition. Then, according to the Roklin's Formula we have
On the other hand, Lemma 4.2 shows that J µG = λ h•G h e −φ , which gives us:
The fourth equality follows from the fact that the probability measure is invariant by G.
We have to check that µ is an equilibrium state for the system (G, φ). Actually, any expanding non-lacunary Gibbs measure is an equilibrium state. This proof was given in [16] and still holds in our context. We will give the idea here. We first remember that
where the last equality is a result due Pesin in [17] , and P top (G, Λ\H) denotes the topological pressure relative to the set Λ\H. Then, using the last proposition it is enough to prove that P > P top (G, Λ\H) and P = P top (G, H). To see that P coincides with the topological pressure relative to the set H, we construct a family of partitions U m of H formed by hyperbolic cylinders and whose diameters go to zero as m → ∞. If U ∈ U m is a hyperbolic cylinder of lenght n, then, by Proposition 4.2, we have
Note that changing P for an arbitrary α, α ∈ R, in the middle term of the inequality it fails to be true for every n if α = P . Then by the definition of topological pressure relative to a set, we have P = P top (G, H).
Uniqueness
In this section we finish the proof of Theorem A proving the uniqueness of the equilibrium state. Applying the Jensen's Formula from basic calculus to the logarithm function we have the following lemma.
Lemma 5.1. Let p i and q i be positive real numbers for each i = 1, · · · , n. The next inequality holds:
Moreover, the equality holds if, and only if, the q i 's are all equal for every i = 1, · · · , n.
Proposition 5.1. Let η be an equlibrium state for the system (G, φ) of the Theorem A. The Jacobian of η is given by
Proof. Since µ = hν is an equilibrium state, (according to the previous section) it maximizes the topological pressure. If η is also an equilibrium state, we have:
Note that the last equality follows from the Lemma 4.3. Define the function g on Λ by:
We want to show that J η G = 1 g . By the definition of g we have:
We point out that the last equality follows from the invariance of η. On the other hand, using the Roklin's Formula we have:
Replacing it in the previous equation, we have:
Since η is G-invariant it yelds :
Note that any x ∈ Λ has, at most, 2 pre-images. Let f n (x) be the number of pre-images of x by G n . Consider y i ∈ G −n (x) with i = 1, · · · , f n (x) and take:
.
By equation (15), we have p i = 1. Applying the Lemma 5.1 we have
g(y i ) = log 1 = 0.
Integrating with respect to η:
Then, the equality holds. So Lemma 5.1 also guarantees that the q i 's are equal. Thus, there exists a constant which depends on x, such that
By (15), again, we have:
Then, g coincides with (J η G) −1 in every pre-image of points in a η full measure set. Finally, the invariance of η gives that they coincide in η almost every point.
From the Lemma 3.9 we have that h > 0. So, the measure given by τ = 1 h η is well-defined. We will see that this measure is an eigenmeasure for the dual transfer operator.
Lemma 5.2. Let η be an equilibrium state for the system (G, φ). Then the measure τ = 1 h η is an eigenmeasure for L * φ associated to the spectral radius of L φ . In other words, τ satisfies:
Proof. We will show that every continuous function ψ : Λ → R satisfy ψ dL * φ τ = λ ψ dτ.
In fact,
Since η is an equilibrium state, the Proposition 5.1 ensures that for every y the Jacobian of η satisfies:
Thus:
The last equality comes from the fact that h is an eigenfunction of L φ . According to the equation (16), we have:
As consequence of this result, any equilibrium state associated to (G, φ) is equivalent to an eigenmeasure and, thus, is an expanding measure: it gives full measure to the set H. Proposition 5.2. Consider the system (G, φ) as in the Theorem A. Any equilibrium state of G associated to the potential φ is a non-lacunary Gibbs probability measure.
Proof. Let η be an equilibrium state. By the Lemma 5.2 the measure τ = 1 h η is an eigenmeasure of the dual operator, L * φ , associated to the eigenvalue λ. Therefore, τ is a non-lacunary Gibbs measure. On the other hand, we can write η = hτ . So, the Proposition 3.9 guarantees that τ is a non-lacunary Gibbs measure.
Lemma 5.3. Let µ 1 and µ 2 be expanding non-lacunary Gibbs probability measures. Then µ 1 and µ 2 are equivalent.
This result is proven in [16] . In our context, it follows easier since the rectangles have empty boundaries.
We are now able to finish the proof of the Theorem A. Let η be an ergodic equilibrium state for the system (G, φ). Then η is expanding, and Proposition 5.2 ensures that η is a non-lacunary Gibbs invariant measure. On the other hand, the probability measure µ = hν (where h and ν are given by the Theorem B is also expanding and an invariant non-lacunary Gibbs measure. But the Lemma 5.3 ensures that two expanding non-lacunary Gibbs probability measures are equivalent. Then µ is ergodic and we have µ = η. This concludes the proof of Theorem A.
Equilibrium states for the Horseshoe
In this section we prove Theorem C. Let G : Λ → Λ be the map defined in the section 2. Consider also the high dimension Horseshoe F : Ω → Ω also defined in section 2 and consider its inverse F −1 . We define a projection of the parallelepipedsR 0 andR 1 onto the planes P 0 and P 1 , π :R 1 ∪R 2 → P 0 ∪ P 1 by:
It is straightforward to check that π is continuous, surjective and
Proof. Since the inverse horseshoe contracts in the Oz direction, for each X ∈ Λ its restriction to a fiber π −1 (X),
) is a contraction. The number S(n, , π −1 (X)) which is de maximum of the cardinalities of the sets (n, )-separated in π −1 (X) is constant and depends only on not on n. Thus
Since the projection π is actually a semiconjugacy between the inverse Horseshoe F −1 and the map G, we have [See [5] ]:
By the Lema 6.1 we get:
On the other hand, because π is a semiconjugacy we have the other inequality imediately (see [6] ), wich gives us:
Thus we proved that the topological entropy of these two maps are equal.
6.1. Existence. Consider the system (G, φ), with G as defined in the section 2 and φ a potential Hölder continuous with small variation:
Let µ φ be the unique equilibrium state associated to the system (G, φ) obtained in Theorem A. Let A Λ be the Borel σ-algebra in Λ and define A 0 := π −1 (A Λ ) . Thus, A 0 is a σ-algebra in the Horseshoe, whose elements are given by A = π −1 (B), where B is a Borelian. Notice that A 0 ⊂ F −1 (A 0 ). If for each n ∈ N we define A n := F −n (A 0 ) we have a increasing sequence of σ-algebras:
For each n define a probability measure µ n :
Notice that µ n depends also on φ. Using the semiconjugacy it is straightforward to prove that each µ n is invariant by F −1 . Finally, we consider
It is easy to see that µ is well-defined. We have to prove that µ is σ-additive. For this we will use the following criterium from classical measure Theory.
Proposition 6.1. Let A be a σ-algebra on Ω and µ : A → [0, 1] satisfying
for every finite family (A i ) of disjoints sets on A. If there exists a family C ⊂ A which satisfies: 1) C is a compact class: if
2) C has the approximation property: for all A ∈ A we have
then µ is a probability mesure on A.
We will construct a family C which satisfies the conditions (i) and (ii) in Proposition above.
We consider K Λ the collection of all compacts on Λ and we define K 0 := π −1 (K Λ ) a subfamily of the σ-algebra A 0 .
We define C := ∞ n=0 F −n (K 0 ) which is contained in A and is a compact class with the approximation property:
By the continuity of F −1 , (C i ) i∈N is a family of nested compact sets, therefore
2) Let A ∈ A. Using the regularity of the measure µ φ on Λ we have
To finish it is enough to notice that for all A ∈ A there exists B ∈ K Λ such that µ (A) = µ φ (B). Then, by the criterium we proved that µ is a probability measure on A. Since every µ n is invariant by F −1 the measure µ is also F −1 -invariant.
Lemma 6.2. The extension of the σ-algebra A coincides with the Borel σ-algebra on Ω.
Proof. Since π is continuous we have that A is contained in the Borel σ-algebra.
It is enough to prove that for all X ∈ Ω there exists a fundamental system of neighborhoods of X contained in A. Let X ∈ Ω and remember that ρ < 1 is the factor of contraction in the direction of the z-axis. For each n ∈ N, by the uniform continuity of G n there exists
. Therefore, for every n ∈ N and X ∈ B n (X), we have diamB n (X) = ρ n + 1 n which goes to zero when n goes to infinity. Lemma 6.3. We have h µ (F −1 ) ≥ h µ φ (G).
Proof. Using the well known Brin-Katok Theorem we can compute the entropy by the formula [see [24] ]:
h µ φ (G) = lim
→0
lim sup n→+∞ 1 n log 1 µ φ (B n G (X, )) for almost every X on Λ with respect to µ φ , where B n G (X, ) denotes the dynamical ball of G centered on X and with radius and lenght n. We notice that, given > 0, by the continuity of π, (on a compact space) there exists 0 ≤ δ ≤ such that π(B(Z, δ)) ⊂ B(π(Z), ) for every Z ∈ Ω.
Using this fact it is straightforward to check that Consider ϕ := φ • π. Thus ϕ is a real function in Ω.
Proposition 6.2. Given the system (F −1 , ϕ) the probability measure µ is an equilibrium state associated to it.
Proof. Let µ be an F −1 -invariant probability measure on Ω. Consider a probability measure on Λ, defined by η := µ • π −1 . We have:
It follows from a result due Ledrapier and Walters [12] . For a proof of the statement see Theorem 4.1 of [3] . According to Lema 6.1 we have Λ h top (F −1 , π −1 (X))dµ(X) = 0.
By the semiconjugacy, η is G-invariant, thus h η (G) + φ dη ≤ P top (G, φ)
Going back to the inequality we get:
Since the last inequality holds for any F −1 -invariant measure:
On the other hand, π is a semiconjugacy, which implies [see [6] ] P top (G, φ) ≤ P top (F −1 , ϕ).
Therefore the topological pressure of both systems coincide. Notice that, by change of variables, we get φ dµ φ = φ • π dµ = ϕ dµ .
Using the fact that h µ (F −1 ) ≥ h µ φ (G), proved in Proposition 6.3, and that the topological pressures coincides we have:
Thus µ is an equilibrium state associated to (F −1 , ϕ).
6.2. Uniqueness. In the last section we constructed a probability measure provenient of the equilibrium state on the space Λ. We proved that this measure is actually an equilibrium state for the horseshoe associated to a potential which projects onto the potential on Λ.
Consider the equilibrium state µ for (F −1 , ϕ) obtained in the section 6.1. Assume that there is another equilibrium state η which is different of µ . We define a probability measure on Λ by the push-forward of η : η(A) := η (π −1 (A)) for all A Borelian set.
We will prove that the measure η differs of the unique equilibrium state on Λ, given by Theorem A.
Lemma 6.4. The probability measure η is different of the equilibrium state µ φ .
Proof. We suppose that η = µ which implies that there exists an A ∈ A satisfying η (A) = µ (A) . The σ-algebra A , wich coincides with the Borelians on Λ, was obtained as A = A 0 ∪ F −1 A 0 ∪ · · · ∪ F −n A 0 ∪ · · · Thus there exists A 0 ∈ A 0 and n 0 ∈ N such that A = F −n0 (A 0 ). Remember also that A 0 = π −1 (A Λ ) and therefore there exists B ∈ A Λ such that A 0 = π −1 (B). Using that µ is invariant by F −1 we have:
On the other hand, we have:
Since η (A) = µ (A) we have that η(B) = µ φ (B) and the Lemma is proved.
By supposing the existence of another equilibrium state for the Horseshoe we defined a probability measure on Λ, denoted by η, that does not coincide with the unique equilibrium state on Λ. We are going to prove that η is an equilibrium state on Λ which contradicts the uniqueness of equilibrium states to the system (G, φ) and therefore we have proved that there is only one equilibrium state to the Horseshoe associated to the potential ϕ.
Lemma 6.5. The probability measure η is an equilibrium state associated to the system (G, φ).
Proof. We have to prove that:
In the section 6.1 we proved that P top (G, φ) = P top (F −1 , ϕ). Besides that we proved that η is an equilibrium state to (F −1 , ϕ). Thus we have:
Then it is enough to prove:
The integrals in the inequality coincide (by a change of variables). By the Lema 6.3 we have h η (G) ≥ h η (F −1 ) which finishes the proof.
