A high-precision optical probe based on the principle of focusing-range detection is developed in this research. The probe adopted for use was directly taken from the pick-up head of a CD player. Because its principle is similar to that of the autofocusing probe, the characteristics of each component of the head were investigated and its conversion into a focusing probe was attempted. The S-curve within the focusing range can be analysed, revealing the linear relationship between the normalized focus-error signal (FES) and the measured distance. The system accuracy of the probe was found. Within the measurement range of 10 µm the linearity error was about 1%, the standard deviation was about 34 nm and the frequency response was about 8 kHz. Some practical applications were carried out, namely profile measurements of a step height, a CD surface and a silicon-wafer grating. All results were highly consistent with the nominal values.
Introduction
Technologies of ultra-precision machining have grown rapidly in recent years. The corresponding inspection technologies with both resolution and accuracy in the submicrometre or even nanometre range have also received great attention worldwide. Most researchers, however, have devoted their efforts to developing sophisticated and expensive systems such as STM [1] , AFM [2] , confocal probes [3] and autofocusing probes [4] . Although these systems are very useful in ultra-precision profile measurements, they can be employed only by organizations having sufficient budgets, such as the famous Molecular Measuring Machine (MMM) project which has been being developed by the NIST since 1988 [5] . Some mature laser technologies in precision measurement can be categorized in principle into the following categories: (i) triangulation method [6, 7] , (ii) autofocusing methods [4, 8] , (iii) confocal methods [3] , (iv) scattering methods [9, 10] and (v) heterodyne interferometric methods [11] [12] [13] [14] . § The success of compact-disc technology is based on the development of highly sophisticated, compact and inexpensive pick-up heads, which have provided a basis for many applications such as position measurements [15] and angle measurements [16] . A three-dimensional profilometer utilizing the 'in-focus' signal of a CD-player reading head was developed for contact-lens measurement [17] . This research was intended to develop a low-cost optical probe with measurement capability in the submicrometre range. The pick-up head of the commercial CD player was adopted for use on the basis of its principle of focus error. By appropriate modification of its signal processing unit, this head can be converted into a profile probe with submicrometre accuracy. In principle, instead of using the 'in-focus' signal, this research directly output the analogue S-curve signal, which also made fast measurement possible.
The principle of the measurement
A pick-up head was taken from a commercial CD player (SONY CXA1753M, with numerical aperture (NA) 0.45, wavelength 780 nm and depth of focus ±2.3 µm [18] ). In principle, it is an autofocusing laser probe, as shown in figure 1 . Light from a laser diode is first polarized by a grating plate. Having passed through a beam splitter and a quarterwave plate (mounted on the beam splitter), it is focused by an objective lens onto the object surface as a spot approximately 1 µm in diameter, about 2 mm from the sensor. The reflected beam signal is imaged onto a four-quadrant photodetector within the sensor by means of the quarter-wave plate. The photodiode outputs are combined to give a focus-error signal (FES) which is used to control the position of a movable lens within the sensor such that the focal spot of the beam remains coincident with the object surface. It should be noted here that, in the original structure of the pick-up head, the objective lens is suspended by a voice-coil motor. The lens will be actuated to vary its position dynamically in order to track the disc in focus when the fly height changes. Because in this research we are interested only in the signals within a fixed focusing range, the voice-coil motor was therefore purposely glued so as to be inactive, yielding a focusing probe. This is why the voice-coil motor is not shown in figure 1 . Experimental tests showed that, with an adhesive epoxy resin, the objective lens could be fixed steadily with only 25 nm variation [19] . The FES is defined here as where V 1 , V 2 , V 3 and V 4 are the output voltages of the quadrant detectors A, B, C and D respectively, shown in figure 2.
In this system, the focusing signal is detected by the astigmatic method, as shown in figure 3 . At the focal plane, the spot is a pure circle, whereas, away from the focal plane, the spot appears an elliptical shape in various orientations inside or outside the focal planes. The light pattern is then detected by the photodiode to produce a FES, which outputs an S-curve proportional to the distance, as shown in figure 4 . The linear range can be found to be about 30 µm and this is the measuring range we can use to detect a change in the profile of the object surface. The output power of the laser diode is very sensitive to the ambient temperature. An automatic powercontrol (APC) circuit is usually employed to stabilize the output power via a feedback signal from the power monitor. In this work, an APC circuit was designed to monitor and control the driving power of the laser diode through a power detector and a reference voltage. It was found that, with an APC circuit, the variation of the input voltage of the laser diode could be maintained within ±0.03 V during a 4 h run.
In comparison with 0.6 V drift with a normal power supply under the same test conditions, the use of an APC circuit in this system is significant. 
Calibration of the system

The dynamic performance
The S-curve-performance test
In the profile measurement of ultra-fine surfaces, we are interested in the characteristics of the S-curve with respect to the test surface. Figure 7 shows the set-up for the S-curve calibration. The object was fixed and the pick-up head was driven by a micro-positioning stage, made by Parker Co. The displacement of the stage was detected by a HP 5529 laser interferometer whose readout was plotted against the FES of the pick-up head. Figure 8 shows that different object materials, due to their different reflectivities, may produce different S-curves. Such a phenomenon is reasonable in that the better the surface roughness the steeper the S-curve. The reproducibility of the S-curve for a particular material was 1.002 1.004 20 1.004 1.002 Figure 11 . The arrangement of two gauge blocks. also investigated. It was found that only with the normalized FES, i.e. the measured FES divided by the sum of the signal intensity, could the S-curve remain highly reproducible. A typical example for a polished metal surface is given in figure 9 . From figure 9, if we select the linear range as 10 µm (from 50 µm to 60 µm of the position), statistical results of nine runs show that the averaged linearity error is about 1% and the mean standard deviation is 33.9 nm. The linearity error for each run is defined as linearity error = (maximum residual of fitted line) /(linear range).
(2)
Step Erro Another investigation that we performed concerned the effect of the slope of the tested surface. It was also found that, within ±2.5 • variation in slope angle of the tested surface, the standard deviation of the S-curve's slope is 0.205. This is regarded as the acceptable range for the slope of the tested surface.
Experimental results
Three cases were examined in this study, namely the step height of gauge blocks, the surface profile of a CD and the grating on the surface of a silicon wafer. The probe was carried by a linear stage in such a way as to move across the object surface in incremental steps.
The positioning accuracy of the linear stage
Just like with all precision-measurement instruments, the motion accuracy of the probe carrier should also be verified for the profile measurements. This research employed a low-cost precision micro-position stage made by Parker Co. A preliminary calibration of the positioning accuracy of this stage was carried out using the HP 5529 laser interferometer [20] . From experiments, two types of pitch errors for a microstage investigation were found and their causes analysed. Model simulations of error were derived and feed-forward compensation schemes were implemented respectively. It was found that the feed mechanism could resolve the cyclical errors of larger pitches and motormechanism yields for cyclical errors of smaller pitch. By compensating for the mechanical errors, the positional accuracy could be enhanced from ±2.5 to ±0.5 µm. Moreover, with the implementation of fine pitch-error compensation, the final accuracy could be further enhanced N5 Design note Figure 15 . The gratings on a wafer measured by use of an AFM. from 0.6 to ±0.1 µm, as shown in figure 10 . A significant improvement in the positional control of the microstage was achieved.
The step height of gauge blocks
Two grade-one gauge blocks with nominal lengths of 1.004 and 1.002 mm respectively were put together on a reference plane, as shown in figure 11 . The focusing probe scanned the surface across the step height. Received signals were dramatically influenced by the chamfer of each block, which reflected the light away from the sensor. The sum of light intensity accordingly dropped and hence the FES jumped up, as shown in figure 12 . Using the least-squares method, two straight lines can be fitted to two sides of surface data respectively, as shown in figure 13 . The distance of the offsets of these two straight lines (0.5513 and −1.5651) was found to be about 2.11 µm, which is very close to the nominal value.
It was also found from this example that the sinusoidal waviness imposed on the measured profile was entirely caused by the waviness error of the linear stage because its wavelength was exactly the same as the pitch of the stage. Because its amplitude will be superimposed on the surface data in profile measurements of the following two applications, a simple sinusoidal function with amplitude 0.35 µm and pitch 0.5 µm was employed to represent the waviness error of the stage, which will be subtracted from the measured data. Figure 16 . The gratings on a wafer measured by this system.
The surface profile of a CD
From the specifications given by the manufacturer, the track distance of the investigated CD is 1.5 µm and the height is 0.2 µm. Using a precision microstage, with feed-forward compensation of its calibrated positioning error to drive the focusing probe and with compensation of the measured data for waviness error, the surface profile can be obtained as shown in figure 14 . It was found that the measured track distance was around 1.4-1.7 µm and the peak-to-valley distance was 0.15 µm on average. The errors could be due to the uneven etched depth of the CD and the spot size of the laser beam (1 µm). However, the deviation was not too bad.
The grating of a silicon wafer
A silicon wafer was coated with photoresist and gratings were etched into it. Its surface profile was first measured by using an AFM, with results as shown in figure 15 . Compared with the profile measured by the developed system, plotted in figure 16 , the scale height of 1 µm and the intergrating space of 2 µm are all quite consistent. It is proved that the developed system has an accuracy level similar to that of the commercial AFM. An interesting phenomenon is found from this and the previous examples, namely that, even with a higher slope than expected, the surface profile can still be detected. It is true that, for a mirror surface, as used in the tilt-effect test in section 3.2, the light will be deflected if the slope is large. However, both the investigated grating samples have obvious roughness, which can scatter some of the light back to the photodetector. The normalized FES is essentially insensitive to the intensity of the light received. In addition, the spot size is about 1 µm in diameter, which projects an area beam, rather than an infinitesimal beam, onto the surface. From this study, it is also realized that the principle of the focusing probe observes the law of light scattering. The received signals refer to the mean changes of height of the projected area.
Concluding remarks
Optical probing has become more and more important for precision profile measurements in recent years. Although some autofocusing measurement systems can be found on the market, the prices are normally extremely high, say, of the order of £20 000. In this research we directly adopted for use a low-cost pick-up head from a CD player and developed our own signal processor. The voice-coil motor of the pickup head was glued so as to be inactive, yielding a focusing probe. Using the linear range of the S-curve, the optical probe developed could satisfy the following specifications (i) The system linearity error is about 1% with standard deviation 34 nm. (ii) The measuring range is 10 µm. (iii) The bandwidth is at least 8 kHz.
Other useful items of information are worth pointing out here; namely that the carrying stage should be calibrated for its positioning error and waviness error before use and that the focusing probe observes the law of light scattering. The focusing-probe system developed can be used not only for high-precision profile measurements but also possibly for dynamic or microvibration measurements. In future we will try to attain a larger measuring range for which the whole autofocusing function of the pick-up head will be fully utilized.
