The Ipv6 neighbor discovery protocol is unable to meet the networking and address configuration requirements of the nodes in the wireless sensor network (WSN). To address this problem, the 6lowpan network architecture is presented in this paper, and based on the architecture, a method for configuring addresses of the 6lowpan nodes and a basic process for interaction during neighbor discovery are proposed. A context management and distributing strategy is also proposed to expanded 6lowpan domain, providing an approach to the standard protocol RFC6775. Simulation results show that the proposed 6lowpan neighbor discovery protocol is highly feasible and effective.
INTRODUCTION
The IPv6 in Low-Power Wireless Personal Area Networks (6LoWPAN) [1] is an IPv6-based low-speed wireless personal area network standard. The 6LoWPAN Working Group was created by the Internet Engineering Task Force (IETF) Working Groups to standardize an adaptation layer on top of IEEE 802.15.4 [2] physical (PHY) layer for IPv6 network [3] . The adaptation layer provides header compression and packet fragmentation/reassembly, enabling IPv6 packets to be carried on the WSN.
The 6LoWPAN Neighbor Discovery (6LoWPAN-nd) protocol is an indispensable part of the 6LoWPAN standard. It specifies the node address configuration methods, networking process and the neighboring route discovery process. But the standard IPv6 neighbor discovery protocol is unsuited for lowpower wireless network and cannot support the operation of the adaptation layer in 6LoWPAN. Therefore, many works have been done to simplify the IPv6 neighbor discovery protocol and incorporate necessary functions [4, 5] . IETF released the latest neighbor discovery protocol RFC6775 [6] in 2012. However, the 6lowpan-nd protocol proposed by Shelby et al. failed to provide detailed schemes for command overhead control, node registration, node acknowledgement and the support for the 6LoWPAN wireless sensor network with multiple border routers.
In addition to the 6LoWPAN network architecture, this paper proposes a neighbor discovery protocol for 6LoWPAN, including the design of the address configuration method, the basic protocol for 6LoWPAN neighbor discovery and interaction, and the enhanced context distribution and synchronization strategy for the expanded 6LoWAPN domain. Finally, the 6LoWPAN and neighbor discovery protocols in the kernel of Contiki are improved via Cooja, achieving communication and networking between the 6LoWPAN node and the gateway. The test demonstrates the feasibility and effectiveness of the proposed neighbor discovery protocol. Fig.1 shows the 6LoWPAN network architecture consisting of sensor nodes, routers, 6LoWPAN border routers (6LBRs), resource management platform and several Internet of Things applications. On the sensing layer, the architecture classifies the device nodes with heterogeneous codes or protocols using the virtual domain classification method. Unlike what the Internet gateway means, 6LBRs is on the network layer, meaning that it needs to forward the packets on the network layer and adapt to different sensing networks by performing address configuration and conversion. Due to the diversity, heterogeneity and large number of terminals in the Internet of Things environment, the Internet of Things resource management platform locates and acquires resources effectively via terminal resource addrress. 
II. DESIGN OF THE 6LOWPAN NETWORK ARCHITECTURE

III. DESIGN OF THE 6LOWPAN BASED NEIGHBOR DISCOVERY PROTOCOL
A. Address configuration scheme 6LBRs configures addresses (e.g. 16-bit short address and IPv6 address) of nodes in 6LoWPAN using the address configuration scheme. The greatest characteristics of 6LoWPAN is that all network nodes use the IPv6 address format. The 6LoWPAN address compression protocol supports many IPv6 addressing methods, such as the address generated by adding a prefix to IID from the local link address, Dynamic Host Configuration Protocol (DHCP), and the multicast address.
Due to its ability of stateless auto-configuration of address, IPv6 is more suited for unsupervised and data-intensive Internet of Things scenarios. An IPv6 address can be allocated to each node without the use of external servers and the need to manually configure nodes. Therefore, 6LoWPANuses IPv6's stateless auto-configuration of address to generate the IPv6 address via the link layer address. To achieve cross-network global routing, the address field can be totally omitted after the IPv6 address derived from the globally unique link layer address is compressed using the 6LoWPAN protocol. Hence, the 6LoWPAN node can generate the IPv6 address via the internationally unique device link address (i.e. EUI-64 address), i.e. prefix + EUI-64. Fig.2 shows how the EUI-64 address forms the IPv6 address and the address format after being compressed via the 6LoWPAN protocol. Fig.2 shows the 6LoWPAN network addressing method. A complete addressing system still requires a series of address generating processes and address registration schemes, as shown in fig.3 . First, 6LoWPAN nodes generate the local link address using their own EUI-64 address. The network prefix can be acquired via interaction between the local link address and 6LBR. The global IPv6 address is configured using the prefix, and the configured address is then registered with 6LBR. The code addressing process is completed after 6LBR perform srepetitious address detection.The steps above are all based on the 6LoWPAN neighbor discovery protocol.
Meanwhile, the prefix of the context used for compressing the 6LoWPAN address is distributed by the neighbor discovery protocol. The scheme for context management and distribution is discussed in detail in Section C.
B. The basic protocol of 6LoWPAN-ND
Consider the low-power low-speed properties of the wireless sensor network, the Neighbor Discovery Protocol (Ipv6 ND) [7] is simplified in this paper. To achieve this, the functions regarding the Neighbor Solicitation message multicasting in the IPv6 ND protocol, the periodic reception of the Router Advertisement (RA) message, and the address analysis by the nodes, are omitted. The complicated schemes are carried out by the boundary router as much as possible. Basic ND message and options are retained, such as Router Solicitation (RS),Router Advertisement(RA), Neighbor Solicitation(NS), Neighbor Advertisement(NA), Source link layer address option (SLLAO), and Prefix information option(PIO). Some new options are added for the 6LoWPAN protocol, such as 6LoWPAN Context Option (6CO), authorized border router option(ABRO) and the address registration option. The fundamental functions of the basic messages and options used in 6LoWPAN-ND are listed in TABLEI, where the red options are the newly added options to the IPv6 ND protocol. As mentioned above, when newly added to the network, the 6LoWPAN node makes the router request, acquires the prefix (prefix,context)and registers the address via the neighbor discovery protocol. The prefix and address information is periodically maintained and updated in subsequent communication processes. Fig. 4 shows the basic interaction process for discovering the neighbor in 6LoWPAN.
During the network initialization, the address of the newly added node has not been configured and registered, so the 6LoWPAN packets transmitted within the network are labelled with the local address of the link. In this case, the format of the data transmitted in the 6LoWPAN network is shown in fig.5 . Because 6LoWPAN-ND is a simplified version of IPv6 ND, we briefly describe the interaction steps and the new options it carries. The network initialization and subsequent communication processes share almost the same interaction steps, the following discussions are focused on their difference.
Step 1: Node (A) generates the local link address via the link layer EUI-64, and the SLLAO option is formed for interaction in the neighbor discovery protocol.
Step 2: A acquires the router and its prefix information by sending the multicast RS message carrying the SLLAO option. A default router and its network prefix are chosen. SLLAO carries the local link address of the sensor node.
During network initialization, A chooses a default router by sending the multicast RS message. But in the subsequent communication process, A acquires the router and prefix information for its router again directly by sending the unicast RS message. The sending of this unicast message is only triggered when the valid lifetime of the default router or its prefix (prefix,context) is approaching.
Step 3: On reception of the RS message, 6LBR(B) duplicates its SLLAO option so that it can be carried when replying to the RA message.
Step 4: The unicast RA message is sent to the node A via the RA message. In addition to the SLLAO option, it also carries the context option 6CO and the authoritative border router option (ABRO).
The node A only receives the prefix and context that is not only consistent with the default ABRO message but also sent by the border router. Prefix denotes the prefix of the 6LoWPAN domain and is carried by the PIO option. The context message carries the prefix for address compression. If the IPv6 host (C) is from the external network, then the RA message may carry the prefix (i.e. context(c)) of the network where the host C is located. Therefore, a RA message can carry several 6CO options simultaneously.
Step 5: The node A generates a temporal global unique IPv6 address IP(A) in a prefix+IID manner. Only on reception of the acknowledgement from the gateway will it be confirmed as the formal IPv6 address.
Step 6: A registers the address by sending the ARO option in the NS message to the gateway B, and ARO carries the temporal IPv6 address IP(A). During subsequent communications, A periodically sends the NS message carrying the ARO option to B.
Step 7: On reception of the NS message from A, the gateway B records IP(A) stored in its ARO and queries its neighbor's caching table. If the table is not full and no address items are the same in the table, add a new item to the neighbor's caching table and makes a reply to the successfully registered ARO option via the NA message. Otherwise, make a reply to the ARO option that fails in registration. If the context-based compression methodis chosen for the packets in the lowpan domain, then 6LBR in the lowpan domain needs to configure and manage the context and the context ID. If the context-based compression methodis chosen for the packets in the expanded lowpan domain, then the context information in two or more border routers is required to be consistent with each other.
C. Context management and distribution scheme
The context is an IPv6 prefix of any length or address (/128). Context information is carried in optional 6CO, which allows dissemination of multiple contexts identified by a Context ID(CID). Fig.6 presents the 6LoWPAN Context Option format, where C, CID, Valid Lifetime and Context Prefix are configured by 6LBR. Up to 16 6COs are carried in RA message [6] . Usually, it is the 6LBR to manage the context entry and disseminate them to nodes through RA message. When a 6CO option is received in a RA message by nodes, it can be employed to add or update the information in Context Table ( CT), a conceptual data structure maintained by sensor nodes and routers for the context information received from 6LBR. The whole concept of the context is shown in fig.7 .
1) Multi-source synchronization strategy in the expanded 6lowpan domain
Based on the context synchronization within the 6lowpan domain with a single border route in the neighbor discovery protocol, a multi-source synchronization strategy is introduced in this paper to enable the information and time synchronization of the context between different border routes. That is, the context information of the border routes is first synchronized and then the border routes disseminate this context information so that the context information and version numbers received by the routes and hosts in the expanded lowpanare from the same virtual border route. This provides an approach to the synchronization of contexts from different border routes in the expanded lowpan domain.
According to RFC6775, the original prefix information in the border gateway is configured manually or acquired through the DHCPv6 protocol. Therefore, we should first ensure the consistency of the prefix information (i.e. the consistency of the context table created by 6LBRS) when 6LBRS is originally configured (unless stated otherwise, 6LBRs hereafter refers to the border routes in the same expanded 6lowpan domain). The consistency information that needs to be checked in PIO is as specified as in the RFC4861 standard literature; the consistency information that needs to be checked in 6CO includes the context prefix, valid lifetime and CID. Afterwards, the version number in the ABRO option created by each LBR is updated and the multi-source synchronization between 6LBRs is triggered. The updating of the version number is related to the prefix content, its valid lifetime, CID in 6CO and its valid lifetime.
The context updating scenarios that may occur in the 6lowpan domain can be classified into the following categories: (a) a 6LBR acquires the IPv6 address prefix of a communicating host in the external network by using the DHCPv6 protocol, adds its address prefix to the context table items, updates the version number of this table item, and triggers a new round of multi-source synchronization. (b) The valid lifetime of a context expires and is equal to 0, and the table item needs to be deleted. (c) The valid lifetime of a context is changed. All these changes can trigger the multisource synchronization scheme, and the synchronization steps are as follows: STEP 1:Set the update option in the 6CO table item to 1, meaning that this table item enters the updating and synchronization stage, unlike the reply to the RS message and the distribution of the periodic RA message.
STEP 2:
This 6LBR will broadcast the updated CID, context content and the version number (i.e. the 6CO item, including the update label), to other 6LBRs and wait for their replies.
STEP 3:
On reception of the 6CO items whose update is set to 1, other border routes compare the received version number and the local version number. If the received version number is larger than the local one, then it will update the CID record, store the new version number, set update to 0, and reply to the response message. If the received version number is less than or equal to the local one, then it will not perform the updating operations, abandon this option and send the acknowledgement.
STEP 4:
On reception of all LBRs' acknowledgements, this 6LBR will set update among the 6CO items to 0, and write the new prefix context information into the 6CO items.
For border routes that initiate multi-source synchronization, setting of the Update flag bit can prevent the routes from distributing the context items to routes and nodes within the 6lowpan domain before finishing synchronization with other border routes. For other synchronized border routes, it can effectively determine the updating information is the synchronization information from between border routes or from other synchronization information.
2) Method for distributing the context information within the expanded 6lowpan domain
The synchronization strategy above only guarantees the uniqueness of the context items configured between6LBRs and the version numbers in the ABRO options. But while distributing the items, there are so many border routes and there exists the item synchronization problem.
The border routes distributes the context information by distributing the RA messages. According to the standard, there are two scenarios for the RA message: (a) the border routes periodically distribute the context information while periodically distributing the RA message; (b)the host node sends the RS request and the border route acknowledges the RA message.
a) The method of 6LBRs periodically distributing the context information
While distributing the context information within the 6lowpan domain, two time intervals can be set: MinRtrAdvInterval and MaxRtrAdvInterval. The periodic distribution interval is 600s at most and 0.33*MaxRtrAdvInterval by default. According to this standard, the concept of synchronization time is introduced in this paper. That is, before periodically distributing the RA message, all 6LBRs wait for a period of synchronization time before periodical distribution. Setting of the synchronization time is helpful for border routes in ensuring the consistency of the context information between border routes before periodically distributing the RA message. The duration of the synchronization time can be determined based on the configurable maximum and minimum periodic distribution intervals. Therefore, some scope for the adjustment of the synchronization time should be allowed by considering the network conditions and the number of nodes in the 6lowpan domain. The reference value of the synchronization time is set to 0.05* MaxRtrAdvInterval (MaxRtrAdvInterval>600s) in this paper. If MaxRtrAdvInterval<=600s, then the default value is 30s.
During the synchronization time, 6LBRs have three states: in the first state, there is no new update to trigger synchronization, so wait until the end of the synchronization time to trigger a 6LBR to send the synchronization information; on reception of all acknowledgements from 6LBRs, distribute the RA message to other LR and Host. In the second state, an update that can trigger synchronization is created during the synchronization time,so wait until the end of synchronization to enter the stage of RA message distribution. In the third state, an update is ongoing during the synchronization time, so wait until the end of synchronization to enter the stage of RA message distribution.The method for periodically distributing the context relies on the multi-hop RA message distribution approach in Neighbor Discovery Optimization for 6LoWPAN draft-ietf-6lowpan-nd-18. The interaction processing between LRs or between LR and LNs, as well as the RA receiving and forwarding process are all the same as the single-LBR6lowpan domain processing steps.
The design above can ensure that all the context information received by hosts in the expanded 6lowpan domain is the version of the context information that has been synchronized by 6LBRs. This guarantees the consistency of the context information of the hosts in the domain, enabling hosts to normally compress and decompress addresses of the 6lowpan packets.
b) LN sends a RS request to LBR to update the context because the valid lifetime of the context item expires
Change of any context item can promptly trigger the item synchronization between 6LBRs. The synchronization time that lasts before periodic distribution of the RA message guarantees updating and further ensures synchronization of the context items between 6LBRs. Therefore, when a LR sends the RS request, to prevent the host from multicasting RS due to the failure to promptly acknowledge the RA message, 6LBR that receives the RS request directly sends the context information of the locally available version to the host to update the context information in the host.
IV. EXPERIMENTS
The Cooja simulator is used in this paper to achieve networking and communication between 6LoWPAN sensor nodes and 6LBR nodes by modifying the 6Lowpan and neighbor discovery protocols in the contiki system. The effectiveness and feasibility of the proposed protocol is demonstrated.
The packets captured by tap0 during initialization is shown in fig.8 . It can be seen that during initialization, the RS/RA interaction uses the local link address. After the acquisition of the network prefix, the sensor nodes uses the global address to register with the gateway via the NS/NA pair, and then follows the neighbor discovery information maintenance process normally.
The sensor nodes periodically multicast RS. Fig.9 shows the data of printf in the nodes.The gateway unicasts RA to the sensor nodes, which carries two 6CO options: the Ethernet and the 6LoWPAN network prefix, as shown in fig.10 .The sensor nodes unicast NS to the gateway, which carries the ARO option as shown in fig.11 .The gateway unicasts NA back to the nodes, which carries the ARO option as shown in fig.12 . After networking, the nodes unicasts NS carrying ARO to the gateway in order to maintain the registration status of the neighbor's cache in the gateway (it takes the node address 60s to register with the gateway, so the node will send the registration message to the gateway when 1/3 of the registration time is left, i.e. 40 seconds later). After the reception, the gateway will acknowledge by unicasting NA carrying ARO. As shown in the following figure, the message pairs are {13，14}, {18，19} and {20, 21}. In addition, {15, 16} and {17，18} are the NS and NA messages generated during neighbor discovery. They do not carry ARO. To achieve forward compatibility, these messages are not banned, as shown in fig.13 . After networking, the nodes unicast RS to the gateway every 90s in order to update the routing status (the lifetime of each context item is 120s, and the gateway will ask the gateway for new context status when the lifetime has only 30s left). After the reception, the gateway will acknowledge by unicasting RA carrying 6CO and ABRO.
V. CONCLUSION
This paper studies the 6LoWPAN-based neighbor discovery protocol and proposes a 6LoWPAN-based basic network architecture. Based on the proposed architecture, we also provide the scheme for configuring the 6LoWPAN node addresses and the basic neighbor interaction protocol. Meanwhile, the context management and distribution scheme for the expanded 6LoWPAN domain is proposed as an approach to the problem of the standard 6Lowpan-ND protocol which does not support the expanded 6lowpan network. Finally,6lowpan networking and neighbor discovery is implemented via simulations to demonstrate the effectiveness of the proposed protocols.
