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Management Body of Knowledge)[5]や CMM (Capability Maturity Model)[6][7] /CMMI 
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の意思決定とその根拠(Design Decisions and Design Rationale)に関する情報を IBIS 




































さらに，標準化団体 OASIS (Organization for the Advancement of Structured Information 
























ポリシー記述言語としては，DMTF (Distributed Management Task Force)の CIM 
(Common Information Model) を用いてモデル化された管理対象に対してポリシーを記
述する CIM-SPL (CIM - Simplified Policy Language) [61][62]や，PCIM (Policy Core 










イベントと条件とアクションの組みで表現する ECA ルール( Event Condition Action 











































































































































































Plan-Do-See モデルを導入しており，図 2-1 に示すように，レビュー計画を立案し(Plan)，
計画に沿ってレビューを実施して，議事録を作成，配布する(Do)。次に設計経緯の確
認とレビューの十分性の評価を行っている(See)。 
以降，この Plan-Do-See のそれぞれで実施されている内容について詳細に説明する。 
 
 


































































































































































































図 2-4 にしたがって，支援 1 から支援 3 までの各支援方式の概要を説明する。 
 








































































































2.3.3 支援 1: 議事録フォーマットの策定と議事録作成支援 
定めた議事録フォーマットの記述項目と記述ルールを図 2-5 に示す。議事録に記述
すべき項目は，大きく二つある。1 つはレビューの開催情報で，もう 1 つはレビュー
における議事内容である。レビューの開催情報には，タイトル(会議名)，実施日時，出
席者，報告者などを記述する。議事内容には，議題名を見出しとして，1 つの議題に
対する議事内容が 1 つの段落になるように記述する。議事内容部分には，1 つ以上の
議題を記述する。 
  
図 2-5 議事録の記述ルール 
 
記述ルール 1 レビュー項目表の項目名を見出しとする 









































































図 2-7 レビュー実施回数集計表の例 












大項目 小項目 議事録件数 有識者参加回数



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































や期間の異なる 5 つのプロジェクトを対象とした。 
最も利用頻度の高いプロジェクトは文書管理(中規模)で，1 ヶ月あたりの議事録登録
件数が 20 件以上であった。このことから，このプロジェクトでは，毎日 1 件以上，日
によっては 2 件以上の議事録登録があり，議事録作成が積極的に行われたことが分か
った。他のプロジェクトについても，単純計算で 2 日に 1 件の登録があることから，
本システムの利用による議事録の作成，登録が徹底されたことが分かった。 




































18 385 21.4 3,555 9.2 37.7 52.5
文書管理(大規模) 
 
20 319 16.0 2,842 8.9 85.0 79.3
グループウェア 
 
39 418 10.7 4,181 10.0 91.1 54.5
公共系 
アプリケーション 
39 352 17.6 3,913 11.1 30.0 9.9
開発環境 
 
40 374 9.4 3,405 9.1 64.2 29.9
 
 








































































































































する。表 2-1 に示した通り，プロジェクト当たりの議事録件数は平均で約 350 であっ
た。また，議事録一件当たりの議題数は平均で約 10 件であった。そこで，350 回分の













































































(3) 1 つの設計項目についてレビューの質を評価する時間 






表 2-1 から，1 つの設計項目に対するレビューは，平均 13 回程度で完了することが
分かっており，そのため，OS の全文検索機能を使ってもヒットするのは平均 13 件程








































それから 9 年，適用開始から 12 年たった，本論文執筆中の 2011 年 6 月現在では，
日立グループ内の 6 つの事業部で利用され，利用しているプロジェクトは情報システ
ムの設計開発部門だけでなく，調達部門や企画部門，総務部門にも広がっている。1999






































































るボリュームを，ネットワークを介して複数のサーバ機器で共有する NAS (Network 







本項では，従業員数約 500 人の研究所における IT 環境の例をリスト 1 に示し，発生
し得る障害の種類とそれに対する障害原因解析手順の具体例を示す。また，リスト 1



















































































































































(2)IP-SAN (Internet Protocol based Storage Area Network)トポロジー 
ネットワーク経由ディスクスペース提供モデルでは，ストレージ装置のボリューム
を 1 つまたは複数の IP-Switch を経由して，iSCSI 技術を使ってサーバに提供する。こ
のような iSCSI 技術を利用した接続形態を IP-SAN トポロジーと呼ぶ。このトポロジー
での典型的な障害は，サーバ側で，提供されたディスクにアクセスできないという障




の可能性を 1 つ 1 つチェックすることで原因を特定する。 
 
(3)File-Share トポロジー  
ファイル共有ディスクスペース提供モデルでは，ストレージ装置のボリュームを




原因としては，サーバの NIC エラー，サーバ OS で動作する Samba クライアントの設
定ミスまたはプログラムエラー，サーバと NAS 装置間の IP-Switch のポートエラーが





トレージボリュームを NAS 装置やファイル共有サーバに，FC-Switch (Fibre Channel 
Switch)を経由して提供する。このような FC-Switch を使ってボリューム提供する接続
形態を FC-SAN トポロジーと呼ぶ。このトポロジーでの典型的な障害は，NAS 装置や
サーバでボリュームにアクセスできないという障害である。原因としては，ストレー
ジ装置と NAS 装置またはサーバ間の FC-Switch の FC ポートエラー，ストレージ装置
のコントローラエラー，ストレージ装置のボリュームエラーが考えられる。運用管理
 47 
者は，これら IT 機器とそれを構成するコンポーネントを 1 つ 1 つチェックすることで
障害原因箇所を特定する。 
 
(5)VM-Host トポロジー  
仮想サーバ提供モデルでは，物理サーバ上で動作するサーバ仮想化ソフトウェア(ハ
イパーバイザ)が，1 つまたは複数の仮想サーバを実行する。このようなハイパーバイ
ザを利用した形態を VM-Host (Virtual Machine - Host)トポロジーと呼ぶ。このトポロジ
ーでの典型的な障害は，仮想サーバの性能障害である。原因としては，ハイパーバイ
ザの負荷上昇，仮想サーバの負荷上昇が考えられる。運用管理者は，ハイパーバイザ











障害原因を特定することはできない。そのため，運用管理者は 1 つ 1 つの障害イベン
トを目視で確認し，障害の原因を特定する必要があるが，数百，数千の IT 機器を有す
るデータセンタでは，IT 機器とそれを構成するコンポーネントを 1 つ 1 つチェックす
るには数が多く，障害原因箇所の特定は一日掛かりの作業となっている。 
 




















































































































































ルである DMTF の CIM[90]が利用できる。CIM を利用した管理モデルは，サーバ系で
は SMASH (Systems Management Architecture for Server Hardware)[91]，デスクトップ/モ
バイル系では DASH (Desktop and mobile Architecture for System Hardware)[92]，仮想サー
バ系では VMAN (Virtualization Management)[93]，ストレージ系では SNIA (Storage 






表 3-1 汎用解析ルール記述の文法 
<汎用解析ルール> ::= <IF 部> <THEN 部> 
<IF 部> ::= ‘IF’ <条件>+ 
<条件> ::= ‘<’ <装置指定部> (‘[‘ <リソース指定部> <イベント指定部> (‘FREQ(’数値’)’)? ‘]’ )* ‘>’ 
<装置指定部> ::= <装置種別> | <装置種別> ‘.’ <関係演算子> 
| <装置種別> ‘.’ <関係演算子> ‘(’ <演算子条件> ‘)’ 
<装置種別> ::=‘server’ | ‘ip-switch’ | ‘fc-switch’ | ‘storage’ 
<関係演算子> ::= ‘contain’ | ‘belong’ | ‘associate’ | ‘providedIpSAN’ | ‘providedFcSAN’ | 
‘providedFileShare’ | ‘directConn’ | ‘hostedVM’ 
<リソース指定部> ::= <リソース種別>  
| <リソース種別> ‘.’ <関係演算子> ‘(’ <演算子条件> ‘)’ 
| <リソース種別> ‘.’ <プロパティ名> ‘.’ <関係演算子> ‘(’ <演算子条件> ‘)’ 
<リソース種別> ::= ‘DiskDrive’ | ‘IscsiDrive’ | ‘IscsiInitiator’ | ‘Port’ | … 
<イベント指定部> ::= <イベント演算子>? <外部イベント> 
<イベント演算子> ::= ‘NOT’ 
<外部イベント> ::= ‘Error’ | ‘CommErr’ | ‘LinkDown’ | … 
<THEN 部> ::= ‘THEN’ <結論部> 














表 3-2 関係演算子 
# 演算子 意味と記述例 
1 contain ある管理対象を包含する管理対象。 
例) LAN ポートを持つネットワークアダプタ：
NetworkAdapter.contain(LanPort) 
2 belong ある管理対象に包含されている管理対象。  
例) NetworkAdapter に属している LAN ポート：
LanPort.belong(NetworkAdapter) 































条件を記述する際に一般に用いられる AND や OR などの演算子は不要とし，1 つの
ルールに出現する条件は，すべて AND として扱う。複数ルール間の関係は OR として
扱うことで，OR を表現したい場合は，条件の異なるルールを別途記述すれば良いよう




図 3-5 汎用解析ルール記述の概略 
 
3.3.2 汎用解析ルールの作成手順 
本項では，3.2.1 項で挙げた 5 つのトポロジーのうち，IP-SAN トポロジーに対する
解析ルールを例として，その作成手順を示す。 
障害原因解析はトポロジーに基づいて行うため，はじめにトポロジーの管理モデル
を作成する。IP-SAN トポロジーの管理モデルは，図 3-6 のように表現できる。図 3-6
によれば，サーバは iSCSI イニシエータを有しており，LAN (Local Area Network)ポー
ト経由で IP 通信を行い，ストレージ装置内のボリュームを利用している。ストレージ
装置は，装置内のボリュームを iSCSI ポート経由でサーバに提供している。 
次に，障害伝播範囲の確認を行う。管理モデルに基づいて，トポロジーを構成する
各管理クラスから関連を辿っていくことで障害原因となり得る不具合を列挙する。例
えば，サーバにおいて iSCSI ドライブが参照できなくなる障害は，図 3-6 の IscsiDrive
クラスで障害が発生することを意味する。そのため，IscsiDrive クラスから関連を辿っ
ていって，障害原因となり得る不具合を列挙する。すなわち，(a) iSCSI ドライブの動
作の前提となる iSCSI イニシエータの通信障害(IscsiInitiator クラスの CommERR)，(b) 
iSCSI イニシエータの動作条件になっている LAN ポートの通信障害(LanPort クラスの




<storage [StorageController ERROR] >
THEN






ラスの LinkDown)，(d) IP スイッチのポートに接続された，ストレージの iSCSI ポート
の通信障害(IscsiPort クラスの LinkDown)，(e)ストレージの iSCSI ポート経由でボリュ
ームを提供するストレージコントローラの状態異常(StrageController クラスの ERROR)，
の 5 つが列挙できる。 
 
 




































図 3-7 トポロジーパターン指定による解析ルール 
 
表 3-3 作成した汎用解析ルールの数 
トポロジーパターン 汎用解析ルール数 
(1) IP-Network トポロジー 6
(2) IP-SAN トポロジー 71
(3) FC-SAN トポロジー 63
(4) File-Share トポロジー 10








ルール展開処理と呼ぶ。ルール展開処理は，図 3-4 に示した RCA システムのアーキテ
(c) IPスイッチのポート障害を根本原因として検出するルール
IF




<ip-switch Result (Port LinkDown)>
(e) ストレージ装置のコントローラエラーを障害原因として検出するルール
IF
<server.providedIpSan [IscsiInitiator CommERR]> 
<ip-switch>
<storage [StorageController ERROR] >
THEN


























を IF-THEN 形式で表現すると，図 3-11 のようになる。 
図 3-11 のルール 1 は，IF 部の要素として「A」と「B」と「C」を持ち，THEN 部に
「結論①」を持つ。図 3-10 において，ルールオブジェクト「ルール 1」には，条件オ
ブジェクト「条件要素 A」と「条件要素 B」，「条件要素 C」が関連付けられている。 
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図 3-8 ルール展開処理手順 
 
 
図 3-9 IP-SAN の実トポロジー 
































図 3-10 ルールメモリの構造 
 
 
図 3-11 ルールメモリの IF-THEN 表現 
 
また，ルールオブジェクト「ルール 1」には，結論オブジェクト「結論①」が関連
付けられている。また，図 3-11 のルール 2 は，IF 部の要素として「A」と「D」を持
ち，THEN 部に「結論②」を持つ。図 3-10 において，ルールオブジェクト「ルール 2」
には，条件オブジェクト「条件要素 A」と「条件要素 D」が関連付けられている。ま
た，ルールオブジェクト「ルール 1」には，結論オブジェクト「結論②」が関連付け
られている。図 3-11 で，「ルール 1」と「ルール 2」で共通して条件要素となってい
る「条件要素 A」が，図 3-10 の表現では，1 つの条件オブジェクトとすることが重要
である。イベント A を受信したときには，条件オブジェクト「条件要素 A」を発火さ















































IF A & B & C
THEN 結論①
ルール2：
IF A & D
THEN 結論②
ルール3：
IF B & D
THEN 結論③
ルール4：















用いられている SNMP (Simple Network Management Protocol)の Trap を利用する。サー
バに対しては，監視対象が Microsoft 社の Windows が稼働するサーバであれば，WMI 
(Windows Management Instrumentation)というインタフェースを利用し，Linux などの
Unix 系サーバであれば，SSH (Secure Shell)の仕組みを利用する。ストレージ装置に対














































































ブジェクトは「条件要素 A」と「条件要素 B」，「条件要素 C」であるが，イベント A
のみ受信した段階では，「条件要素 A」のみが発火状態である。「ルール 1」に結線
された条件オブジェクトの数は 3 であり，そのうち発火状態の条件オブジェクトの数
は 1 であるので，式(1)により確信度を計算すると，1/3 であり，0.3 となる。「ルール
2」についても同様に確信度を計算すると，1/2 であり，0.5 となる。したがって，イベ
ント A を受信した段階では，ルール 2 の方が，より確からしいということになる。続
いてイベント B とイベント C を受信したときには，同様に確信度を計算し，ルール 1

























図 3-13 に示す。イベント A を受信したとき，ルール 1 の確信度は 1/3，ルール 2 は 1/2
である。イベント B を受信すると，ルール 1 の確信度は 2/3，ルール 3 は 1/2 となる。
イベント C を受信すると，ルール 1 の確信度は 3/3 となる。その後，イベント A が生
存期間を終了し，ルール 1 の確信度が 2/3，ルール 2 は 0 となる。さらに，イベント B
が終了し，ルール 1 が 1/3，ルール 3 が 0 となる。イベント C が終了すると，ルール 1
が 0 となる。 
 
 


















































































態にする，というルールを記述する。IF-THEN 形式で表現すると，例えば，「IF A freq(3) 












て，障害原因解析結果を表示するためのユーザインタフェースの例を図 3-16 に示す。 


















Count=1 Count=2 Count=3 Count=1
ポーリング間隔

















































































































図 3-17 ルールマトリクス方式の概要 
 







せず，一定で，約 400 ミリ秒となった。 
また，図 3-18 によれば，解析ルール数が 200 を超える場合に，従来方式に比べ，提
案方式の解析時間が短くなる。そこで，表 3-3 に示した汎用解析ルールと 3.2.1 項に
示した従業員 500 人の研究所のモデルに内在するトポロジー数により，ルールメモリ
内に構築される解析ルール数を計算し，ルール数がどの程度になるか確認する。計算


























P1 の確率 = 3/4 (0.75)
P2 の確率 = 1/3 (0.33)








図 3-18 1 つの障害イベントの解析処理時間の比較 
 
表 3-4 ルールメモリ内の解析ルール数 
トポロジーの種類 
汎用解析ルール数 トポロジー数 ルールメモリ内の 
解析ルール数 
(a) (b) (c)=(a)×(b) 
IP-Network トポロジー 6 3 18 
IP-SAN トポロジー 71 2 142 
FC-SAN トポロジー 63 2 126 
File-Share トポロジー 10 2 20 
VM-Host トポロジー 27 3 81 
Server 単体 97 500 48,500 
IP-Switch 単体 9 20 180 
FC-Switch 単体 6 3 18 
Storage 単体 39 5 195 
RCA サーバとの通信 9 3 27 


























デスクトップ環境と自席 PC を接続する IP スイッチの段数を 3 段とすると，解析ルー
ルの条件要素数は 500 + 500 + 1 の合計 1001 個となる。これは，IP スイッチが多段に
接続されている場合に，解析ルールとしては，IP スイッチは 1 つであるとして，ルー
ル化するためである。1 段目の IP スイッチが障害を起こすか，または，2 段目の IP ス
イッチが障害を起こすか，または，3 段目の IP スイッチが障害を起こすか，という，
OR の解析ルールを 3 つ作成するためである。そのため，IP-Network トポロジー数は 3
と数える。IP-Network トポロジー向けの汎用解析ルール数は 6 であるので，ルールメ
モリ内に構築される解析ルール数は 18 となる。 
IP-SAN トポロジーは，各デスクトップ環境に対して，ストレージ装置から iSCSI ド
ライブを割り当てるトポロジーである。デスクトップ環境とストレージ装置は同じデ
ータセンタに存在するため，IP スイッチの段数は 2 であるとする。IP-Network トポロ
ジーの場合と同様に計算すると，IP-SAN トポロジー向けの汎用解析ルール数は 71 で
あるため，ルールメモリ内に構築される解析ルール数は 142 と計算できる。同様に，







析ルール数は合計で 49,307 となる。 
以上，従業員 500 人の研究所のモデルで示した環境においては，1 つの障害イベン


















3.8.1 項と同様，ルールマトリクス形式と比較を行う。ルール数を 300 に固定して，
4 つの障害イベントの解析で結論が導ける解析ルール，すなわち，条件要素数が 4 つ
のルールについて，障害イベントを受信するたびに解析を行う場合の累積解析時間を





















































































































品名：Hitachi IT Operations Analyzer)[77][78]に組み込まれ，2009 年 4 月にリリースされ，





























































能であり，一方，DB サーバはスケールアウト不可能であるものとする。図 4-1 は，こ







図 4-1 Web3 階層システムに対するポリシー制御のシナリオ 




Load Balancer Web/AP Server
Web/AP Server
DB Server





Detect Condition = {Server Down}
Action = {Replace Server}
Detect Condition ={(Web>80%)&&(DB>80%)}
































































Web3 階層システムでは，アクセス数の増大によって Web/AP サーバの負荷はどれも同
様に高くなる。Web/AP サーバ毎に CPU 負荷を監視し，負荷増大に対して Web/AP サ
ーバを追加するアクションを実行するポリシーを適用した場合，高負荷を示すイベン
トが複数の Web/AP サーバから重複して報告されることになる。その結果，1 台の
Web/AP サーバの追加で Web/AP 層としての負荷低減が可能な場合であっても，イベン
トの数だけ Web/AP サーバが追加されてしまう。 
 















イベントと条件とアクションの組みで表現する ECA ルール(Event Condition Action 








る。例えば，図 4-2 は，業務システム ABC にポリシーA とポリシーB，ポリシーC が
設定され，ポリシーA とポリシーB は同時実行不可，ポリシーA とポリシーC は同時













図 4-2 従来方式による新規ポリシー追加時の同時実行条件の調整 
4.3.2 課題を解決するポリシー実行制御方式 


















Constraint = {“Policy B”}
Detect Condition = {
(Web>80%)&&(DB<80%)
}
Action = {  Add Web/EJB Server }
Policy B
Constraint = {“Policy A”, “Policy X”}
Detect Condition = { … }
Action = { … }
Policy C
Constraint = {“Policy X”}
Detect Condition = { … }
Action = { … }
業務システムABCに設定されたポリシー群
Policy X
Constraint = {“Policy B, “Policy C”}
Detect Condition = { … }





























Load Balancer Web/AP Layer





























Apply To =“Front-end Layer”
Detect Condition 
= { (Web>80%)&&(DB<80%) }
Action






Apply To =“Web Layer”
Detect Condition
= { Server Down }
Action





Apply To =“Back-end Layer”
Detect Condition
=  { Server Down }






































































































明する。ポリシーA は，優先度が低のポリシーで，アクション 1 及びアクション 2 の
2 つのアクションを持つ。ポリシーB は，優先度が高で，1 つのアクションしか持たな
い。ここで，優先度は，数値が少ない方が優先度は高いものとする。これら 2 つのポ
リシーが，ポリシーA，ポリシーB という順番で，図 4-7 の時間軸の t0，t1 でそれぞれ
イベント発生したときのポリシー実行の制御対象の切り替えは，効果判定の完了後の






































が動作するサーバのスペックは，CPU が Intel 社の Pentium4 2GHz で，メモリは 2GByte














































































































































































表 4-1 適用するポリシー 









ポリシーB 障害時に Web/AP 
サーバを切替え 






間，すなわち，図 4-7 の(b)の時間は 371 ミリ秒となった。また，同時実行可否の判定
処理に要した時間はそれぞれ 10 ミリ秒と 16 ミリ秒であった。 
 













230 (a) 10 4.34
ポリシーB: 
イベント受信から待ち状態になるまで 
371 (b) 16 4.31
 
次に，優先度によるポリシー実行の切替えに要する時間の計測結果を表 4-3に示す。
ポリシーA からポリシーB への切り替えに要する時間，すなわち，図 4-7 の(c)の時間
は 220 ミリ秒，ポリシーB からポリシーA への切り替えに要する時間，すなわち，図 7
の(d)の時間は 365 ミリ秒であった。 
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表 4-3 優先度によるポリシー実行の切替え時間 
ポリシー実行切替え 切替え時間(ミリ秒) 
ポリシーA からポリシーB (c) 220 
ポリシーB からポリシーA (d) 365 
 
次に，この値の妥当性について考察する。例えば，サーバ数を 10,000，業務システ
ムの数を 1,000，設定されているポリシーの総数を 50,000 であるとする。また，ポリ
シーの起動契機となるイベントの発生頻度を 3 日に 1 回(16,666 回/日 = 694 回/時 = 12
回/分)，ポリシー実行時間を平均 30 分とし，その 30 分(1,800 秒)の間に 360 回のポリ
シー起動があるとする。この場合，ポリシー実行制御機能による，イベント受信後の
同時実行可否の判定に要する時間と優先度によるポリシー実行の切替えに要する時間














ら 50 まで，10 刻みで変化させたときのポリシー総記述工数について，従来方式と提
案方式の場合について比較する。 



































図 4-9 ポリシーの総記述工数 
 
図 4-3 を変更しない場合は，ポリシーの適用先オブジェクトを「Web3Tier Online 
Shopping」とするのが簡単である。しかし，ロック範囲が広くなるという問題がある。
一方，図 4-3 を変更する場合は，図 4-3 に対し，「Mid Layer」を追加配置し，「Web/AP 




































図 4-10 業務システムの論理構成ツリーで効率的な条件指定ができない例 
 
 












Front-end Layer Back-end LayerMid Layer
Web/AP Layer Database Server
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れらの実行頻度を 1 ヶ月に 1 回程度とした。 
 
表 4-4 ポリシーのアクションの実行頻度(仮定) 














Load Balancer 単体アクション Load Balancer 5 1
Web/AP Layer 単体アクション Web/AP Layer 5 1
Database Server 単体アクション Database Server 5 1
 
次に，業務システムの論理構成ツリーの構成案を 3 つ挙げ，ロック時間を比較する
ことで，どの構成案が良いか検討する。3 つの構成案を図 4-12 に示す。 
構成案 1 は，4.3.2 項の図 4-3 と同じ構成であり，「Web/AP Layer」を「Front-end Layer」
の配下に配置した構成である。この場合，Web/AP サーバの動的スケールアウトのア
クションの 1 ヶ月当たりのロック時間は 300 分となり，DB サーバの動的スケールアッ
プのロック時間 20 分／月よりも長い。ロックの範囲は，それぞれ図示した通りであり，
よりロック時間が長い方のアクションのロック範囲を狭くできている。 
構成案 2 は，「Web/AP Layer」を「Back-end Layer」の配下に配置した構成である。
この場合，よりロック時間の長いアクションのロック範囲の方が広くなっている。 
構成案 3 は，「Load Balancer」と「Web/AP Layer」，「Database Server」を同位に「Web3Tier 
Online Shopping」の直下に配置した構成である。この場合は，常に最もロック範囲の
広い「Web3Tier Online Shopping」でロックしなければならい。 
構成案 1 から 3 までの，1 ヶ月当たりのロック時間とロック範囲の比較から，構成
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ントが報告される。ノウハウを持つ管理者であれば，ある種類のイベントは 1 日に 10
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