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ON ITOˆ FORMULAS FOR JUMP PROCESSES
ISTVA´N GYO¨NGY AND SIZHOU WU
Abstract. A well-known Itoˆ formula for finite dimensional processes, given in terms of
stochastic integrals with respect to Wiener processes and Poisson random measures, is re-
visited and is revised. The revised formula, which corresponds to the classical Itoˆ formula
for semimartingales with jumps, is then used to obtain a generalisation of an important
infinite dimensional Itoˆ formula for continuous semimartingales from Krylov [14] to a class
of Lp-valued jump processes. This generalisation is motivated by applications in the theory
of stochastic PDEs.
1. Introduction
This is a review paper on some Itoˆ formulas in finite and infinite dimensional spaces. First
we consider finite dimensional Itoˆ-Le´vy processes, which are RM -valued stochastic processes
X = (Xt)t≥0 given in terms of stochastic integrals with respect to Wiener processes and
Poisson random measures. They play important roles in modelling stochastic phenomena
when jumps may occur at random times, see for example, [4] and [5]. Chain rules, called
Itoˆ formulas, for their transformations φ(Xt) by sufficiently smooth functions φ are basic
tools in the investigations of the stochastic phenomena modelled by Itoˆ-Le´vy processes, see,
e.g., [13] and the references therein. It is therefore important to have Itoˆ formulas for large
classes of processes X and functions φ. Note that classical Itoˆ’s formula, (2.4) below, holds
only under some restrictive conditions, which are not satisfied in important applications, for
example in applications to filtering theory of partially observed jump diffusions. Therefore
we revisit the chain rule (2.4) for finite dimensional Itoˆ-Le´vy processes, discuss its limitations,
and derive formula (2.12) from it, which corresponds to a well-known Itoˆ formula for general
semimartingales, and is valid without restrictive conditions on the Itoˆ-Le´vy processes X and
on the functions φ.
In the second part of the paper we discuss infinite dimensional generalisations of the Itoˆ
formula (2.12) from point of view of applications in stochastic PDEs (SPDEs). In the theory
of parabolic SPDEs, arising in nonlinear filtering theory, the solutions v = vt(x) of SPDEs
have the stochastic differentials
dvt(x) = (f
0
t (x) +
d∑
i=1
∂
∂xi
f it (x)) dt+
∑
r
grt (x) dm
r
t (1.1)
with appropriate random functions fα and gr of t ∈ [0, T ] and x = (x1, ..., xd) ∈ Rd, and
a sequence of martingales (mi)∞i=1 is. This stochastic differential is understood in a weak
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2 I. GYO¨NGY AND S. WU
sense, i.e., for each smooth function ϕ with compact support on Rd we have the stochastic
differential
d(vt, ϕ) = ((f
0
t , ϕ)−
∑
i
(f it ,
∂
∂xi
ϕ)) dt+
∑
r
(grt , ϕ) dm
r
t ,
where (u, v) denotes the Lebesgue integral over Rd of the product uv for functions u and v
of x ∈ Rd. In the L2-theory of SPDEs fα and gr are L2(Rd,R)-valued functions of (ω, t),
satisfying appropriate measurability conditions, and to get a priori estimates, a suitable
formula for |v|2L2 plays crucial roles. Such a formula in an abstract setting was first obtained
in [17] when (mi)∞i=1 is a sequence of independent Wiener processes. The proof in [17] is
connected with the theory of SPDEs developed in [17]. A direct proof was given in [16],
which was generalised in [8] to the case of square integrable martingales m = (mi). A nice
short proof was presented in [15], and further generalisations can be found, for example, in [9]
and [18]. The above results on Itoˆ formula are used in the L2-theory of linear and nonlinear
SPDEs to obtain existence, uniqueness and regularity results under various assumptions see,
e.g., [7], [16], [17], [18] and [19]. To have a similar tool for studying solvability, uniqueness
and regularity problems for solutions in Lp-spaces for p 6= 2 one should establish a suitable
formula for |vt|pLp , which was first achieved in Krylov [14] for p ≥ 2 when (mi)∞i=1 is a sequence
of independent Wiener processes.
In section 3 we present a generalisation of the main result from Krylov [14] to the case
when the stochastic differential of vt is of the form
dvt(x) = (f
0
t (x) +
d∑
i=1
∂
∂xi
f it (x)) dt+
∑
r
grt (x) dw
r
t +
∫
Z
ht(z, x)p˜i(dz, dt), (1.2)
where p˜i(dz, dt) is a Poisson martingale measure with a σ-finite characteristic measure µ on
a measurable space (Z,Z), and h is a function on Ω× [0, T ]× Z × Rd. This is Theorem 3.1
below, which is a slight generalisation of Theorem 2.2 on Itoˆ’s formula from [10] for |vt|pLp
for p ≥ 2. We prove it by adapting ideas and methods from Krylov [14]. In particular, we
use the finite dimensional Itoˆ’s formula (2.19) below for |vεt (x)|p for each x ∈ Rd, where vεt
is an approximation of vt obtained by smoothing it in x. Hence we integrate both sides of
the formula for |vεt (x)|p over Rd, change the order of deterministic and stochastic integrals,
integrate by parts in terms containing derivatives of smooth approximations of f i, and finally
we let ε → 0. Though the idea of the proof is simple, there are several technical difficulties
to implement it. We sketch the proof of Theorem 3.1 in section 3, further details of the
proof can be found in [10]. Theorem 3.1 plays a crucial role in proving existence, uniqueness
and regularity results in [11] for solutions to stochastic integro-differential equations. In [11]
instead of a single random field vt(x) we have to deal with a system of random fields v
i
t(x)
for i = 1, 2, ...,M , and we need estimates for ||∑i |vi|2|1/2|Lp . This is why in Theorem 3.1
we consider a system a random fields vi, i = 1, 2, ...,M .
There are known theorems in the literature on Itoˆ’s formula for semimartingales with
values in separable Banach spaces, see for example, [3], [20], [21], [22] and [23]. In some
directions these results are more general than Theorem 3.1, but they do not cover it. In
[3] and [21] only continuous semimartingales are considered and their differential does not
contain Dif
i dt terms. In [20], [22] and [23] semimartingales containing stochastic integrals
with respect to Poisson random measures and martingale measures are considered, but they
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do not contain terms corresponding to Dif
i. Thus the Itoˆ formula in these papers cannot be
applied to |vt|pLp when the stochastic differential dvt is given by (1.2).
In conclusion we present some notions and notations. All random elements are given
on a fixed complete probability space (Ω,F , P ) equipped with a right-continuous filtration
(Ft)t≥0 such that F0 contains all P -zero sets of F . The σ-algebra of the predictable subsets
of Ω × [0,∞) is denoted by P. We are given a sequence w = (w1t , w2t , ...)t≥0 of Ft-adapted
independent Wiener processes wr = (wrt )t≥0, such that wt − ws is independent of Fs for
any 0 ≤ s ≤ t. For an integer m ≥ 1 we are given also a sequence of independent Poisson
random measures pik(dz, dt) on [0,∞)×Zk, with intensity measure µk(dz) dt for k = 1, 2, ..m,
where µk is a σ-finite measure on a measurable space (Zk,Zk) with a countably generated
σ-algebra Zk. We assume that the process pikt (Γ) := pik(Γ× (0, t]), t ≥ 0, is Ft-adapted and
pikt (Γ) − piks (Γ) is independent of Fs for any 0 ≤ s ≤ t and Γ ∈ Zk such that µk(Γ) < ∞.
We use the notation p˜ik(dz, dt) = pik(dz, dt)− µk(dz)dt for the compensated Poisson random
measure, and set p˜ikt (Γ) = p˜i
k(Γ × (0, t]) = pikt (Γ) − tµk(Γ) for t ≥ 0 and Γ ∈ Z such that
µk(Γ) < ∞. If m = 1 then we write pi, p˜i, Z, Z and µ in place of pi1, p˜i1, Z1, Z1 and µ1,
respectively. For basic results concerning stochastic integrals with respect to Poisson random
measures and Poisson martingale measures we refer to [1] and [12].
Let M > 0 be an integer. The space of sequences ν = (ν1, ν2, ...) of vectors νk ∈ RM with
finite norm
|ν|`2 =
( ∞∑
k=1
|νk|2)1/2
is denoted by `2 = `2(RM ), and by l2 when M = 1. We use the notation Di to denote the
i-th derivative, i.e.
Di =
∂
∂xi
, i = 1, 2, ...,M.
For vectors v from Euclidean spaces, |v| means the Euclidean norm of v. The space of
smooth functions with compact support in RM is denoted by C∞0 (RM ). For integers k ≥ 1
the notation Ck(RM ) means the space of functions on RM whose derivatives up to order k
exist and are continuous, and Ckb (RM ) denotes the space of functions on RM whose derivatives
up to order k are bounded continuous functions. When we talk about the derivatives up to
order k of a function f then among these derivatives we always consider the “ zero order
derivative” of f , i.e., f itself.
2. Itoˆ formulas in finite dimensions
We consider an RM -valued semimartigale X = (X1t , ..., XMt )t≥0 given by
Xt = X0 +
∫ t
0
fs ds+
∫ t
0
grs dw
r
s
+
m∑
k=1
∫ t
0
∫
Zk
h¯ks(z)pi
k(dz, ds) +
m∑
k=1
∫ t
0
∫
Zk
hks(z) p˜i
k(dz, ds), for t ≥ 0, (2.1)
where X0 is an RM -valued F0-measurable random variable, f = (f it )t≥0 and g = (girt )t≥0 are
predictable processes with values in RM and `2 = `2(RM ), respectively, h¯k = (h¯ikt (z))t∈[0,T ]
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and hk = (hikt (z))t≥0 are RM -valued P ⊗ Z-measurable functions on Ω × R+ × Z for every
k = 1, 2, ...,m, such that almost surely for every k = 1, 2, ...,m
h¯ikt (z)h
jk
t (z) = 0 for i, j = 1, 2, ...,M , for all t ≥ 0 and z ∈ Z, (2.2)
and
m∑
k=1
(∫ T
0
∫
Zk
|h¯kt (z)|pik(dz, dt) +
∫ T
0
∫
Zk
|hkt (z)|2µk(dz) dt
)
<∞,
∫ T
0
|ft|+ |gt|2`2 dt <∞
(2.3)
for every T > 0. Here and later on, unless otherwise indicated, the summation convention
with respect to repeated integer-valued indices is used, i.e., grs dw
r
s means
∑
r g
r
s dw
r
s .
The following Itoˆ’s formula is well-known for m = 1.
Theorem 2.1. Let conditions (2.2) and (2.3) hold and assume there is a constant K such
that |hk| ≤ K for all (ω, t, z) ∈ Ω × R+ × Z and k = 1, 2, ...,m. Then for any φ ∈ C2(RM )
the process (φ(Xt))t≥0 is a semimartingale such that
φ(Xt) = φ(X0) +
∫ t
0
f isDiφ(Xs) +
1
2g
ir
s g
jr
s DiDjφ(Xs) ds+
∫ t
0
girs Diφ(Xs) dw
r
s
+
m∑
k=1
∫ t
0
∫
Zk
φ(Xs− + h¯ks(z))− φ(Xs−)pik(dz, ds)
+
m∑
k=1
∫ t
0
∫
Zk
φ(Xs− + hks(z))− φ(Xs−) p˜ik(dz, ds)
+
m∑
k=1
∫ t
0
∫
Zk
(
φ(Xs + h
k
s(z))− φ(Xs)− hiks (z)Diφ(Xs)
)
µk(dz) ds (2.4)
holds almost surely for all t ≥ 0.
Proof. This theorem, with a finite dimensional Wiener process w = (w1, ..., wd1) in place of
an infinite sequence of independent Wiener processes and for m = 1 is proved, for example,
in [12], see Theorem 5.1 in chapter II. Following this proof with appropriate changes one can
easily prove the above theorem as follows. Since µk is σ-finite for k = 1, 2, ...,m, for each
k we have an increasing sequence (Zkn)
∞
n=1 of sets Z
k
n ∈ Zk such that Zk = ∪∞n=1Zkn and
µk(Zkn) < ∞ for every n. For a fixed integer n ≥ 1 let ρk1 < ρk2 < ... denote the increasing
sequence of times where the jumps of Nk := (pikt (Z
k
n))t≥0 occur. Similarly, let τ1 < τ2 < ...
be the jump times of the process N =
∑m
k=1Nk. Then ρ
k
i and τi are stopping times for every
k = 1, 2, ...,m and i ≥ 1, and for almost every ω ∈ Ω the set of time points {τi(ω) : i ≥ 1}
contains all points of discontinuities of (Xnt (ω))t≥0, where the process Xn is defined by
Xnt = X0 +
∫ t
0
fs ds+
∫ t
0
grs dw
r
s +
m∑
k=1
∫ t
0
∫
Zk
h¯ks(z)1Zkn(z)pi
k(dz, ds)
+
m∑
k=1
∫ t
0
∫
Zk
hks(z)1Zkn(z)pi
k(dz, ds)− V nt for t ≥ 0 (2.5)
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with
V nt :=
m∑
k=1
∫ t
0
∫
Zk
hks(z)1Zkn(z)µ
k(dz) ds.
Clearly, φ(Xnt ) = φ(X
n
0 ) +A
n
t +B
n
t with
Ant =
∑
i≥1
(
φ(Xnτi∧t)− φ(Xnτi∧t−)
)
, Bnt =
∑
i≥1
(
φ(Xnτi∧t−)− φ(Xnτi−1∧t)
)
,
where we set τ0 := 0 and X
n
τi∧t− := X
n
τi− for t ≥ τi and Xnτi∧t− := Xnt for t < τi. By Itoˆ’s
formula for Itoˆ processes we have
φ(Xnτi∧t−)− φ(Xnτi−1∧t) =
∫ τi∧t−
τi−1∧t
Dlφ(X
n
s )f
l
s +
1
2Djlφ(X
n
s )g
jrglr ds
+
∫ τi∧t−
τi−1∧t
Dlφ(X
n
s )g
lr
s dw
r
s −
∫ τi∧t−
τi−1∧t
Dlφ(X
n
s ) dV
n
s ,
which gives
Bnt =
∫ t
0
Dlφ(X
n
s )f
l
s +
1
2Djlφ(X
n
s )g
jrglr ds
+
∫ t
0
Dlφ(X
n
s )g
lr
s dw
r
s −
∫ t
0
Dlφ(X
n
s ) dV
n
s . (2.6)
Notice that ρki has a density with respect to the Lebesgue measure for i ≥ 1, and ρki and
ρlj are independent for k 6= l. Hence P (ρki = ρlj) = 0 for k 6= l and positive integers i, j.
Consequently, for almost every ω ∈ Ω we have {τi(ω) : i ≥ 1} = ∪mk=1{ρki (ω) : i ≥ 1} such
that the sets in the union are almost surely pairwise disjoint. Hence, taking also into account
condition (2.2), we get that almost surely
Ant =
m∑
k=1
∑
i≥1
(
φ(Xn
ρki ∧t)− φ(X
n
ρki ∧t−)
)
= A¯nt + A˜
n
t
for all t ≥ 0, where
A¯nt =
m∑
k=1
∫ t
0
∫
Zk
(
φ(Xns− + h¯
k
s(z))− φ(Xns−)
)
1Znk (z)pi
k(dz, ds),
A˜nt =
m∑
k=1
∫ t
0
∫
Zk
(
φ(Xns− + h
k
s(z))− φ(Xns−)
)
1Znk (z)pi
k(dz, ds)
=
m∑
k=1
∫ t
0
∫
Zk
(
φ(Xns− + h
k
s(z))− φ(Xns−)
)
1Znk (z) p˜i
k(dz, ds)
+
m∑
k=1
∫ t
0
∫
Zk
(
φ(Xns− + h
k
s(z))− φ(Xns−)
)
1Znk (z)µ
k(dz) ds.
Combining this with (2.6) we get
φ(Xnt ) = φ(X0) +
∫ t
0
Dlφ(X
n
s )f
l
s +
1
2Djlφ(X
n
s )g
jrglr ds+
∫ t
0
Dlφ(X
n
s )g
lr
s dw
r
s
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+
m∑
k=1
∫ t
0
∫
Zk
(
φ(Xns− + h¯
k
s(z))− φ(Xns−)
)
1Znk (z)pi
k(dz, ds),
+
m∑
k=1
∫ t
0
∫
Zk
(
φ(Xns− + h
k
s(z))− φ(Xns−)
)
1Znk (z) p˜i
k(dz, ds)
+
m∑
k=1
∫ t
0
∫
Zk
(
φ(Xns− + h
k
s(z))− φ(Xns−)−Dlφ(Xns )hlks (z)
)
1Znk (z)µ
k(dz) ds.
Hence we can finish the proof by letting n→∞ and using standard facts about convergence
of Lebesgue integrals and stochastic integrals with respect to Wiener processes and random
measures. 
In some publications only the natural conditions (2.2) and (2.3) are assumed in the for-
mulation of the above theorem, but these conditions are not sufficient for (2.4) to hold, as
the following simple example shows.
Example 2.1. Consider a one-dimensional semimartingale (Xt)t∈[0,T ] given by (2.1) with
f = 0, g = 0, h¯ = 0 and ht(z) = 1t>0t
−1/4, t ≥ 0, z ∈ Z = R \ {0}, when pi(dz, dt) is the
measure of jumps of a standard Poisson process and p˜i(dz, dt) = pi(dz, dt) − µ(dz)dt is its
compensated measure, where µ = δ1 is the Dirac measure on Z concentrated at 1. Then
obviously conditions (2.2) and (2.3) hold, and for φ(x) = x4 the last integrand in (2.4) is
|Xs− + hs(z)|4 − |Xs−|4 − 4X3s−hs(z) =
3∑
i=1
ci(s, z)
with
c1(s, z) = 6|Xs−|21s>0s−1/2, c2(s, z) = 4Xs−1s>0s−3/4, c3(s, z) = 1s>0s−1.
Clearly,∫ t
0
∫
Z
|ci(s, z)|µ(dz) ds <∞ for i = 1, 2, and
∫ t
0
∫
Z
c3(s, z)µ(dz) ds =∞
for every t > 0, which shows that the last integral in (2.4) is infinite. Similarly, one can show
that almost surely∫ t
0
∫
Z
(|Xs− + hs(z)|4 − |Xs−|4)2 µ(dz) ds =∞ for every t > 0,
which means the stochastic integral with respect to p˜i(dz, ds) in (2.4) does not exist.
It is easy to see that the last two integrals in (2.4) are well-defined as Itoˆ and Lebesgue
integrals, respectively, under the additional boundedness assumption on h. Instead of this
extra condition on h one can make additional assumptions on φ to ensure that formula (2.4)
holds. It is sufficient to assume that the derivatives of φ up to second order are bounded.
Such a condition, however, excludes the applicability of Itoˆ’s formula to power functions
φ(x) = |x|p for p ≥ 2. Notice that for any φ ∈ C2(RM ) the conditions
m∑
k=1
∫ T
0
∫
Zk
|φ(Xs + hks(z))− φ(Xs)|2 µk(dz) ds <∞ (2.7)
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and
m∑
k=1
∫ T
0
∫
Zk
|φ(Xs + hks(z))− φ(Xs)− hks(z)∇φ(Xs)|µk(dz) ds <∞ (a.s.) (2.8)
ensure the existence of the last two integrals in (2.4) respectively. Thus we can expect that
under conditions (2.2)-(2.3) and (2.7)-(2.8) formula (2.4) is valid.
Theorem 2.2. Let conditions (2.2)-(2.3) and (2.7)-(2.8) hold. Assume φ ∈ C2(RM ). Then
φ(Xt) is a semi-martingale such that (2.4) holds almost surely for all t ≥ 0.
Proof. This theorem is a slight generalisation of Theorem 5.2 in [2]. For the convenience
of the reader we deduce this theorem from Theorem 2.1 here. For notational simplicity we
assume m = 1, with additional indices the case m > 1 can be proved in the same way.
For vectors a = (a1, ...., aM ) ∈ RM and functions φ ∈ C2(RM ) we define the functions Iaφ
and Jaφ by
Iaφ(v) = φ(v + a)− φ(v), Jaφ(v) = φ(v + a)− φ(v)− aiDiφ(v), v ∈ RM . (2.9)
Assume first φ ∈ C2b (RM ). Approximate h by h(n) = (h1(n), ..., hM(n)) and define
X
(n)
t = X0 +
∫ t
0
fs ds+
∫ t
0
grs dw
r
s +
∫ t
0
∫
Z
h¯s(z)pi(dz, ds) +
∫ t
0
∫
Z
h(n)s (z) p˜i(dz, ds)
for integers n ≥ 1, where hi(n)t = −n∨ hit ∧ n. Then (2.4) holds with Xi(n)t and hi(n)t in place
of Xit and h
i
t, respectively, for each i = 1, 2, ...,M . Clearly,∫ T
0
∫
Z
|h(n)s (z)− hs(z)|2 µ(dz) ds→ 0 (a.s.) for each T > 0,
which implies ∫ t
0
∫
Z
h(n)s (z) p˜i(dz, ds)→
∫ t
0
∫
Z
hs(z) p˜i(dz, ds)
in probability uniformly in t ∈ [0, T ]. Consequently for each T > 0 we have
sup
t∈[0,T ]
|X(n)t −Xt| → 0
in probability. It is easy to see∫ t
0
f isDiφ(X
(n)
s ) +
1
2g
ir
s g
jr
s DiDjφ(X
(n)
s ) ds→
∫ t
0
f isDiφ(Xs) +
1
2g
ir
s g
jr
s DiDjφ(Xs) ds,∫ t
0
girs Diφ(X
(n)
s ) dw
r
s →
∫ t
0
girs Diφ(Xs) dw
r
s ,∫ t
0
∫
Z
I h¯s(z)φ(X
(n)
s− )pi(dz, ds)→
∫ t
0
∫
Z
I h¯s(z)φ(Xs−)pi(dz, ds)
in probability uniformly in t ∈ [0, T ] for T > 0. Furthermore, by Taylor’s formula we have
|Jh(n)s (z)φ(X(n)s )| ≤
∫ 1
0
(1− θ)|hi(n)s (z)hj(n)s (z)Dijφ(X(n)s + θh(n)s (z))| d ≤ C|hs(z)|2
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|Ih(n)s (z)φ(X(n)s )| ≤
∫ 1
0
|∇φ(X(n)s + θh(n)s (z))h(n)s (z)| dθ ≤ C|hs(z)|2
with a constant C independent of n. Hence by Lebesgue’s theorem on dominated convergence
for T > 0 we have∫ T
0
∫
Z
|Jh(n)s (z)φ(X(n)s )− Jhs(z)φ(Xs)|µ(dz) ds→ 0 for t ≥ 0
and ∫ T
0
∫
Z
|Ih(n)s (z)φ(X(n)s )− Ihs(z)φ(Xs)|2 µ(dz) ds→ 0 for T ≥ 0
in probability, which implies∫ t
0
∫
Z
Ih
(n)
s (z)φ(X
(n)
s− ) p˜i(dz, ds)→
∫ t
0
∫
Z
Ihs(z)φ(Xs−) p˜i(dz, ds)
in probability uniformly in t ∈ [0, T ] for each T > 0. Hence, letting n→∞ in (2.4) with h(n)
and X(n) in place of h and X, respectively, we prove the theorem for φ ∈ C2b (RM ).
For φ ∈ C2(RM ) we define φn for integers n ≥ 1 by φn(x) = φ(x)ζ(x/n), x ∈ RM , where ζ is
a smooth function on RM with values in [0, 1] such that ζ(x) = 1 for |x| ≤ 1 and ζ(x) = 0 for
|x| ≥ 2. Then φn ∈ C2b (RM ), and therefore (2.4) holds with φn in place of φ. Thus it remains
to take limit as n → ∞ for each term in (2.4) with φn in place of φ. Clearly as n → ∞, we
have
φn(x)→ φ(x), Diφn(x)→ Diφ(x), Dijφn(x)→ Dijφ(x)
uniformly on compact subsets of RM for i, j = 1, 2, ...,M . Hence it is easy to see∫ t
0
f isDiφn(Xs) +
1
2g
ir
s g
jr
s DiDjφn(Xs) ds→
∫ t
0
f isDiφ(Xs) +
1
2g
ir
s g
jr
s DiDjφ(Xs) ds
and ∫ t
0
girs Diφn(Xs) dw
r
s →
∫ t
0
girs Diφ(Xs) dw
r
s
in probability, uniformly in t ∈ [0, T ] as n→∞. Using the simple identity
Ia(ϕφ)(x) = φ(x)Iaϕ(x) + ϕ(x+ a)Iaφ(x), a, x ∈ RM
with ϕ = φn and a = hs(z), we get
|Ihs(z)φn(Xs)− Ihs(z)φ(Xs)| ≤ |φ(Xs)||Ihs(z)ζn(Xs)|+ |1− ζn(Xs + hs(z))||Ihs(z)φ(Xs)|
≤ C
n
|φ(Xs)||hs(z)|+ |1− ζn(Xs + hs(z))||Ihs(z)φ(Xs)|
≤ C
n
|φ(Xs)||hs(z)|+ |Ihs(z)φ(Xs)| (2.10)
with a constant C independent of n, and since limn→∞ |1− ζn(Xs + hs(z))| = 0, we have
lim sup
n→∞
|Ihs(z)φn(Xs)− Ihs(z)φ(Xs)| = 0 for every (ω, s, z).
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Hence by (2.10), taking into account conditions (2.3) and (2.7) on h and Ihs(z)φ(Xs), we can
apply Lebesgue’s theorem on dominated convergence to obtain
lim
n→∞
∫ T
0
∫
Z
|Ihs(z)φ(Xs)− Ihs(z)φn(Xs)|2 µ(dz) ds = 0 (a.s.),
which implies that for n→∞ we have∫ t
0
∫
Z
Ihs(z)φn(Xs) p˜i(dz, ds)→
∫ t
0
∫
Z
Ihs(z)φ(Xs) p˜i(dz, ds)
in probability uniformly in t ∈ [0, T ] for each T > 0. Similarly, we get
lim
n→∞
∫ T
0
∫
Z
|I h¯s(z)φn(Xs)− I h¯s(z)φ(Xs)|pi(dz, ds) = 0 (a.s.)
for every T ≥ 0. Using the identity
Ja(ϕφ)(x) = φ(x)Jaϕ(x) + ϕ(x)Jaφ(x) + IaϕIaφ, a, x ∈ RM
with ϕ = φn and a = hs(z), we get
Jhs(z)φ(Xs)− Jhs(z)φn(Xs)
= (1− ζn(Xs))Jhs(z)φ(Xs) + φ(Xs)Jhs(z)ζn(Xs) + Ihs(z)φ(Xs)Ihs(z)ζn(Xs).
Hence taking into account |(1− ζn(Xs))| ≤ 1,
|Jhs(z)ζn(Xs)| ≤
∫ 1
0
(1− θ)|his(z)hjs(z)Dijζn(Xs + θhs(z))| dθ ≤
C
n
|hs(z)|2,
|Ihs(z)φ(Xs)Ihs(z)ζn(x)| ≤ C
n
|Ihs(z)φ(Xs)||hs(z)| ≤ C
n
(|Ihs(z)φ(Xs)|2 + |hs(z)|2)
and limn→∞ |(1− ζn(Xs))| = 0, we obtain
|Jhs(z)φ(Xs)− Jhs(z)φn(Xs)|
≤ |Jhs(z)φ(Xs)|+ C
n
(|φ(Xs)||hs(z)|2 + |Ihs(z)φ(Xs)|2 + |hs(z)|2) (2.11)
with a constant C independent of n, and
lim
n→∞ |J
hs(z)φ(Xs)− Jhs(z)φn(Xs)| = 0 for all (ω, s, z).
Thus by virtue of (2.11) and conditions (2.2), (2.7) and (2.8) on h, Ih(Xs) and J
h(Xs), we
can use Lebesgue’s theorem on dominated convergence again to get
lim
n→∞
∫ T
0
∫
Z
|Jhs(z)φn(Xs)− Jhs(z)φ(Xs)|µ(dz) ds (a.s.)
for every T ≥ 0, which completes the proof of Theorem 2.2. 
Remark 2.1. The above theorem is useful if one can check that conditions (2.7)-(2.8) are
satisfied. If Diφ and Dijφ are bounded functions for every i, j = 1, 2, ...,M , then conditions
(2.7)-(2.8) are always satisfied, since for every t > 0∫ t
0
∫
Z
|Ihs(z)φ(Xs)|2 µ(dz) ds =
∫ t
0
∫
Z
∣∣∣ ∫ 1
0
∇φ(Xs + hs(z))hs(z) dθ
∣∣∣2 µ(dz) ds
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≤ C
∫ t
0
∫
Z
|hs(z)|2 µ(dz) ds <∞ (a.s.)
and∫ t
0
∫
Z
|Jhs(z)φ(Xs)|µ(dz) ds =
∫ t
0
∫
Z
|
∫ 1
0
(1− θ)his(z)hjs(z)Dijφ(Xs + θhs(z))dθ|µ(dz) ds
≤ C
∫ t
0
∫
Z
|hs(z)|2µ(dz)ds <∞ (a.s.)
with a constant C. Thus by virtue of the above theorem, under the conditions (2.2) and (2.3)
Itoˆ formula (2.4) holds if the first and second order derivatives of φ are bounded continuous
functions. As Example 2.1 shows Theorem 2.2 is not applicable to φ(x) = |x|p for p ≥ 2.
Next we formulate an Itoˆ formula which holds under the natural conditions. (2.2)-(2.3)
Theorem 2.3. Let conditions (2.2) and (2.3) hold, and let φ from C2(RM ). Then φ(Xt) is
a semimartingale such that
φ(Xt) = φ(X0) +
∫ t
0
Diφ(Xs)g
ir
s dw
r
s +
∫ t
0
Diφ(Xs)f
i
s +
1
2DiDjφ(Xs)g
ir
s g
jr
s ds
+
m∑
k=1
∫ t
0
∫
Zk
φ(Xs− + h¯ks(z))− φ(Xs−)pik(dz, ds) +
m∑
k=1
∫ t
0
∫
Zk
Diφ(Xs−)hiks (z) p˜i
k(dz, ds)
+
m∑
k=1
∫ t
0
∫
Zk
φ(Xs− + hks(z))− φ(Xs−)−Diφ(Xs−)hiks (z)pik(dz, ds) (2.12)
almost surely for all t ≥ 0.
Proof. We prove Theorem 2.3 by rewriting Itoˆ formula (2.4) into equation (2.12) under the
additional condition that h is bounded, and then we dispense with this condition by approx-
imating h by bounded functions. For notational simplicity we assume m = 1, for m > 1 the
proof goes in the same way. First in addition to the conditions (2.2) and (2.3) assume there
is a constant K such that |h| ≤ K. By Taylor’s formula for Iaφ(v) and Jaφ(v), introduced
in (2.9), for each v, a ∈ RM we have
|Iaφ(v)| ≤ sup
|x|≤|a|+|v|
|Dφ(x)||a|, |Jaφ(v)| ≤ sup
|x|≤|a|+|v|
|D2φ(x)||a|2, (2.13)
where |Dφ|2 := ∑Mi=1 |Diφ|2 and |D2φ|2 := ∑Mi=1∑Mj=1 |DiDjφ|2. Since (Xt)t≥0 is a cadlag
process, R := supt≤T |Xt| is a finite random variable for each fixed T . Thus we have∫ T
0
∫
Z
|Jht(z)φ(Xt−)|µ(dz) dt ≤ sup
|x|≤R+K
|D2φ(x)|
∫ T
0
∫
Z
|ht(z)|2 µ(dz) dt <∞ (2.14)
and∫ T
0
∫
Z
|Jht(z)φ(Xt−)|2µ(dz) dt ≤ sup
|x|≤R+K
|D2φ(x)|2K2
∫ T
0
∫
Z
|ht(z)|2 µ(dz) dt <∞ (2.15)
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almost surely. Clearly,∫ T
0
∫
Z
|Diφ(Xt−)hit(z)|2 µ(dz) dt ≤ sup
|x|≤R
|Dφ(x)|2
∫ T
0
∫
Z
|ht(z)|2 µ(dz) dt <∞ (a.s.).
Hence, by virtue of (2.15) the stochastic Itoˆ integral∫ t
0
∫
Z
φ(Xs− + ht(z))− φ(Xs) p˜i(dz, ds) =
∫ t
0
∫
Z
Ihs(z)φ(Xs−)p˜i(dz, ds)
can be decomposed as∫ t
0
∫
Z
Ihs(z)φ(Xs−)p˜i(dz, ds) =
∫ t
0
∫
Z
Jhs(z)φ(Xs−) p˜i(dz, ds)+
∫ t
0
∫
Z
Diφ(Xs−)his(z) p˜i(dz, ds),
and by virtue of (2.14) and (2.15),∫ t
0
∫
Z
Jhs(z)φ(Xs−) p˜i(dz, ds) +
∫ t
0
∫
Z
Jhs(z)φ(Xs−)µ(dz) ds =
∫ t
0
∫
Z
Jhs(z)φ(Xs−)pi(dz, ds).
Hence ∫ t
0
∫
Z
Ihs(z)φ(Xs−) p˜i(dz, ds) +
∫ t
0
∫
Z
Jhs(z)φ(Xs−)µ(dz) ds
=
∫ t
0
∫
Z
Diφ(Xs−)his(z) p˜i(dz, ds) +
∫ t
0
∫
Z
Jhs(z)φ(Xs−)pi(dz, ds),
which shows that Theorem 2.3 holds under the additional condition that |h| is bounded. To
prove the theorem in full generality we approximate h by h(n) = (h1(n), ..., hM(n)), where
hint = −n ∨ hit ∧ n for integers n ≥ 1, and define
X
(n)
t := X0+
∫ t
0
fs ds+
∫ t
0
grs dw
r
s+
∫ t
0
∫
Z
h¯s(z)pi(dz, ds)+
∫ t
0
∫
Z
h(n)s (z) p˜i(dz, ds), t ∈ [0, T ].
Clearly, for all (ω, t, z)
|h(n)| ≤ min(|h|, nM) and h(n) → h as n→∞.
Therefore Theorem 2.3 for X(n) holds, and
lim
n→∞
∫ T
0
∫
Z
|h(n)t (z)− ht(z)|2 µ(dz) dt = 0 (a.s.),
which implies
sup
t≤T
|X(n)t −Xt| → 0 in probability as n→∞.
Thus there is a strictly increasing subsequence of positive integers (nk)
∞
k=1 such that
lim
k→∞
sup
t≤T
|X(nk)t −Xt| = 0 (a.s.),
which implies
ρ := sup
k≥1
sup
t≤T
|X(nk)t | <∞ (a.s.).
Hence it is easy to pass to the limit k → ∞ in φ(X(nk)t ) and in the first two integral terms
in the equation for φ(X
(nk)
t ) in Theorem 2.3. To pass to the limit in the other terms in
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this equation notice that since pi(dz, dt) is a counting measure of a point process, from the
condition for h¯ in (2.3) we get
ξ := pi-ess sup |h¯| <∞ (a.s.), (2.16)
where pi-ess sup denotes the essential supremum operator with respect to the measure pi(dz, dt)
over Z × [0, T ]. Similarly, from the condition for h we have
η := pi-ess sup |h| <∞ (a.s.). (2.17)
This can be seen by noting that for the sequence of predictable stopping times
τj = inf
{
t ∈ [0, T ] :
∫ t
0
∫
Z
|hs(z)|2 µ(dz) ds ≥ j
}
, j = 1, 2, ...,
we have
E
∫ T
0
∫
Z
1t≤τj |ht(z)|2 pi(dz, dt) = E
∫ T
0
∫
Z
1t≤τj |ht(z)|2 µ(dz) dt ≤ j <∞,
which gives∫ T
0
∫
Z
|ht(z)|2 pi(dz, dt) <∞ almost surely on Ωj = {ω ∈ Ω : τj ≥ T} for each j ≥ 1.
Since (τj)
∞
j=1 is an increasing sequence converging to infinity, we have P (∪∞j=1Ωj) = 1, i.e.,∫ T
0
∫
Z
h2t (z)pi(dz, dt) <∞ (a.s.), (2.18)
which implies (2.17). By (2.16) and the first inequality in (2.13), we have
|I h¯t(z)φ(X(nk)t− )|+ |I h¯t(z)φ(Xt−)| ≤ 2 sup
|x|≤ρ+ξ
|Dφ(x)||h¯t(z)| <∞
almost surely for pi(dz, dt)-almost every (z, t) ∈ Z × [0, T ]. Hence by Lebesgue’s theorem on
dominated convergence we get
lim
k→∞
∫ T
0
∫
Z
|I h¯s(z)φ(X(nk)s− )− I h¯s(z)φ(Xs−)|pi(dz, ds) = 0 (a.s.),
which implies that for k →∞∫ t
0
∫
Z
I h¯s(z)φ(X
(nk)
s− )pi(dz, ds)→
∫ t
0
∫
Z
I h¯s(z)φ(Xs−)pi(dz, ds)
almost surely, uniformly in t ∈ [0, T ]. Clearly,
|Diφ(X(nk)t− )hi(nk)t (z)|2 + |Diφ(Xt−)hit(z)|2 ≤ 2 sup
|x|≤ρ
|Dφ(x)|2|ht(z)|2
almost surely for all (z, t) ∈ Z × [0, T ]. Hence by Lebesgue’s theorem on dominated conver-
gence
lim
k→∞
∫ T
0
∫
Z
|Diφ(X(nk)t− )hi(nk)t (z)−Diφ(Xt−)hit(z)|2 µ(dz) dt = 0 (a.s.),
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which implies that for k →∞∫ t
0
∫
Z
Diφ(X
(nk)
s− )h
i(nk)
s (z) p˜i(dz, ds)→
∫ t
0
∫
Z
Diφ(Xs−)his(z) p˜i(dz, ds)
in probability, uniformly in t ∈ [0, T ]. Finally note that by using the second inequality in
(2.13) together with (2.17) we have
|Jh(nk)t (z)φ(X(nk)t− )|+ |Jht(z)φ(Xt−)| ≤ 2 sup
|x|≤ρ+η
|D2φ(x)||ht(z)|2
almost surely for pi(dz, dt)-almost every (z, t) ∈ Z× [0, T ]. Hence, taking into account (2.18),
by Lebesgue’s theorem on dominated convergence we obtain
lim
k→∞
∫ T
0
∫
Z
|Jh(nk)t (z)φ(X(nk)t− )− Jht(z)φ(Xt−)|pi(dz, dt) = 0 (a.s.),
which implies that for k →∞∫ t
0
∫
Z
Jh
(nk)
s (z)φ(X
(nk)
s− )pi(dz, ds)→
∫ t
0
∫
Z
Jhs(z)φ(Xs−)pi(dz, ds)
almost surely, uniformly in t ∈ [0, T ] for every T > 0, that finishes the proof of the theorem.

Remark 2.2. One can give a different proof of Theorem 2.3 by showing that for finite measures
µk, the Itoˆ formula for general semimartingales, Theorem VIII.27 in [6], applied to (Xt)t≥0,
can be rewritten as equation (2.12). Hence by an approximation procedure one can get the
general case of σ-finite measures µk.
Corollary 2.4. Let conditions (2.2) and (2.3) hold. Then for any p ≥ 2 the process |Xt|p is
a semimartingale such that
|Xt|p =|ψ|p + p
∫ t
0
|Xs|p−2Xisgirs dwrs
+ p2
∫ t
0
(
2|Xs|p−2Xisf is + (p− 2)|Xs|p−4|Xisgi·s |2l2 +
M∑
i=1
|Xs|p−2|gi·s |2l2
)
ds
+
m∑
k=1
p
∫ t
0
∫
Zk
|Xs−|p−2Xis−hiks (z) p˜ik(dz, ds)
+
m∑
k=1
∫ t
0
∫
Zk
(|Xs− + h¯ks |p − |Xs−|p)pik(dz, ds)
+
m∑
k=1
∫ t
0
∫
Zk
(
|Xs− + hks |p − |Xs−|p − p|Xs−|p−2Xis−hiks
)
pik(dz, ds) (2.19)
almost surely for all t ≥ 0, where, and through the paper, the convention 0/0 := 0 is used
whenever it occurs.
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Proof. Notice that φ(x) = |x|p for p ≥ 2 belongs to C2(RM ) with
Di|x|p = p|x|p−2xi, DjDi|x|p = p(p− 2)|x|p−4xixj + p|x|p−2δij ,
where δij = 1 for i = j and δij = 0 for i 6= j. Hence it is easy to see that Theorem 2.3 applied
to φ(x) = |x|p gives the corollary. 
The above corollary will be used to obtain an Itoˆ’s formulas for jump processes in Lp-spaces
presented in the next section.
3. Itoˆ formula in Lp spaces
Itoˆ formulas in infinite dimensional spaces play important roles in studying stochastic
PDEs. Our theorem below is motivated by applications in the theory of stochastic integro-
differential equations arising in nonlinear filtering theory of jump diffusions. To present it
first we need to introduce some notations, where T is a fixed positive number, and d ≥ 1 and
M ≥ 1 are fixed integers.
The Borel σ-algebra of a topological space V is denoted by B(V ). For p, q ≥ 1 we denote
by Lp = Lp(Rd,RM ) and Lq = Lq(Z,RM ) the Banach spaces of RM -valued Borel-measurable
functions of f = (f i(x))Mi=1 and Z-measurable functions h = (hi(z))Mi=1 of x ∈ Rd and z ∈ Z,
respectively such that
|f |pLp =
∫
Rd
|f(x)|p dx <∞ and |h|qLq =
∫
Z
|h(z)|q µ(dz) <∞.
The notation Lp,q means the space Lp ∩ Lq with the norm
|v|Lp,q = max(|v|Lp , |v|Lq) for v ∈ Lp ∩ Lq.
As usual, W 1p denotes the space of functions u ∈ Lp such that Diu ∈ Lp for every i = 1, 2, ..., d,
where Div means the generalised derivative of v in x
i for locally integrable functions v on
Rd. The norm of u ∈W 1p is defined by
|u|W 1p = |u|Lp +
d∑
i=1
|Diu|Lp .
We use the notation Lp = Lp(`2) for Lp(Rd, `2), the space of Borel-measurable functions
g = (gir) on Rd with values in `2 such that
|g|pLp =
∫
Rd
|g(x)|p`2 dx <∞.
For p, q ∈ [0,∞) we denote by Lp = Lp(Lp,q) and Lp = Lp(Lq) the Banach spaces of Borel-
measurable functions h = (hi(x, z)) and h˜ = (h˜i(x, z)) of x ∈ Rd with values in Lp,q and Lq,
respectively, such that
|h|pLp =
∫
Rd
|h(x, ·)|pLp,q dx <∞ and |h˜|
p
Lp
=
∫
Rd
|h˜(x, ·)|pLq dx <∞.
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For p ≥ 2 and a separable real Banach space V we denote by Lp = Lp(V ) the space of
predictable V -valued functions f = (ft) of (ω, t) ∈ Ω× [0, T ] such that
|f |pLp = E
∫ T
0
|ft|pV dt <∞.
In the sequel V will be Lp(Rd,RM ), Lp(Rd, `2), or Lp(Rd,Lp,2). When V = Lp(Rd,Lp,2) then
for Lp(V ) the notation Lp,2 is also used. For ε ∈ (0, 1) and locally integrable functions v of
x ∈ Rd we use the notation v(ε) for the mollifications of v,
v(ε)(x) =
∫
Rd
v(x− y)kε(y) dy, x ∈ Rd, (3.1)
where kε(y) = ε
−dk(y/ε) for y ∈ Rd with a fixed function k ∈ C∞0 of unit integral. If v
is a locally Bochner-integrable function on Rd, taking values in a Banach space, then the
mollification of v is defined as (3.1) in the sense of Bochner integral.
Recall that the summation convention with respect to integer valued indices is used
throughout the paper.
Assumption 3.1. Let ψi be an Lp(Rd,R)-valued F0-measurable random variable, (uit)t∈0,T
be a progressively measurable Lp-valued process and let f
iα, gi = (gir)∞r=1 and hi be pre-
dictable functions on Ω × [0, T ] × Z with values in Lp(Rd,R), Lp(Rd, l2) and Lp(Rd,Lp,2),
respectively, for each i = 1, 2, ...,M and α = 0, 1, ..., d, such that the following conditions are
satisfied for each i = 1, 2, ...,M .
(i) We have uit ∈W 1p for P ⊗ dt-a.e. (ω, t) ∈ Ω× [0, T ] such that∫ T
0
|uit|pW 1p dt <∞ (a.s.). (3.2)
(ii) Almost surely
Kpp(T ) :=
M∑
i=1
∫ T
0
∫
Rd
∑
α
|f iαt (x)|p + |git(x)|pl2 + |hit(x)|
p
Lp,2 dx dt <∞ (3.3)
(iii) For every ϕ ∈ C∞0 (Rd) we have
(uit, ϕ) = (ψ,ϕ) +
∫ t
0
(f iαs , D
∗
αϕ) ds+
∫ t
0
(girs , ϕ) dw
r
s +
∫ t
0
∫
Z
(his(z), ϕ) p˜i(dz, ds) (3.4)
for P ⊗ dt-almost every (ω, t) ∈ Ω× [0, T ].
In equation (3.4), and later on, we use the notation (v, φ) for the Lebesgue integral over
Rd of the product vφ for functions v and φ on Rd when their product and its integral are
well-defined. Below u stands for (u1, ..., uM ).
Theorem 3.1. Let Assumption 3.1 hold with p ≥ 2. Then there is an Lp(Rd,RM )-valued
adapted cadlag process u¯ = (u¯it)t∈[0,T ] such that equation (3.4), with u¯ in place of u, holds for
each ϕ ∈ C∞0 (Rd) almost surely for all t ∈ [0, T ]. Moreover, u = u¯ for P ⊗ dt-almost every
(ω, t) ∈ Ω× [0, T ], and almost surely
|u¯t|pLp = |ψ|
p
Lp
+ p
∫ t
0
∫
Rd
|u¯s|p−2u¯isgirs dx dwrs
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+
p
2
∫ t
0
∫
Rd
2|us|p−2u¯isf i0s − 2|us|p−2Dkuisf iks − (p− 2)|us|p−4uisf iks Dk|us|2 dx ds
+
p
2
∫ t
0
∫
Rd
(p− 2)|us|p−4|uisgi·s |2l2 + |us|p−2
M∑
i=1
|gi·s |2l2 dx ds
+ p
∫ t
0
∫
Z
∫
Rd
|us−|p−2uis−his dx p˜i(dz, ds)
+
∫ t
0
∫
Z
∫
Rd
(|u¯s− + hs|p − |u¯s−|p − p|u¯s−|p−2u¯is−his) dxpi(dz, ds) (3.5)
for all t ∈ [0, T ], where u¯s− means the left-hand limit in Lp of u¯ at s. If f i = 0 for i = 1, 2, ..., d
then the above statements hold if Assumption 3.1 is satisfied with (i) replaced in it with the
weaker condition that ∫ T
0
|uit|pLp dt <∞ (a.s.). (3.6)
Notice that for M = 1 equation (3.5) has the simpler form
|u¯t|pLp = |ψ|
p
Lp
+ p
∫ t
0
∫
Rd
|us|p−2usgrs dx dwrs
+
p
2
∫ t
0
∫
Rd
(
2|us|p−2usf0s − 2(p− 1)|us|p−2f isDius + (p− 1)|us|p−2|gs|2l2
)
dx ds
+p
∫ t
0
∫
Z
∫
Rd
|u¯s−|p−2u¯s−hs dx p˜i(dz, ds)
+
∫ t
0
∫
Z
∫
Rd
(|u¯s− + hs|p − |u¯s−|p − p|u¯s−|p−2u¯s−hs) dxpi(dz, ds). (3.7)
Theorem 3.1 generalises Theorem 2.1 from [14], and we use ideas and methods from [14] to
prove it. The basic idea in [14] adapted to our situation can be explained as follows. Assume
first that f iα = 0 for α = 1, 2, ..., d, and suppose from (3.4) we could show the existence of a
random field u¯ = u¯(t, x) and suitable modifications of the integrals of f i := f i0s (x), g = g
ir
s (x)
and his(x, z) against ds, dw
r
s and p˜i(dz, ds), respectively, satisfying appropriate measurability
conditions such that the equation
u¯it(x) = ψ
i(x) +
∫ t
0
f is(x) ds+
∫ t
0
girs (x) dw
r
s +
∫ t
0
∫
Z
his(x, z) p˜i(dz, ds) (3.8)
holds for every x ∈ Rd and i = 1, 2, ...,M . Then applying Itoˆ’s formula (2.19) from Corollary
2.4 to |u¯t(x)|p = (
∑
i |u¯it(x)|2)p/2 for every x ∈ Rd, then integrating over Rd, and finally using
suitable stochastic Fubini theorems, we could obtain (3.5) when f iα = 0 for α ≥ 1. When
f iα 6= 0 we could take
ui(ε), ψi(ε), f i(ε) := f i0(ε) +
d∑
k=1
Dkf
ik(ε), gir(ε) and hi(ε)
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instead of ui, ψi, f i, gir and hi above, respectively to apply the theorem in the special
case, and let ε→ 0 in the corresponding Itoˆ formula after integrating by parts in the terms
containing Dkf
ik(ε) for k = 1,....,d. Notice that we can formally obtain equation (3.8) from
(3.4) with f i1 = ... = f id = 0 and a suitable process u¯ in place of u, by substituting δx,
the Dirac delta at x, in place of ϕ. Clearly, we cannot substitute δx, but we can substitute
approximations kε(x− ·) of it to get
u¯
i(ε)
t (x) = ψ
i(ε)(x) +
∫ t
0
f i(ε)s (x) ds+
∫ t
0
gir(ε)s (x) dw
r
s +
∫ t
0
∫
Z
hi(ε)s (x, z) p˜i(dz, ds) (3.9)
in place of (3.8). Therefore the above strategy is modified as follows. One chooses suitable
representative of the stochastic integrals in (3.9) so that one could apply Itoˆ’s formula (2.19)
to |u¯(ε)t (x)|p for each x ∈ Rd, integrate the obtained formula over Rd, then interchange
the order of the integrals, and finally let ε → 0 to prove equation (3.5) when f ik = 0 for
i = 1, 2, ...,M and k = 1, 2, ..., d.
To implement the above idea we fix a p ≥ 2 and introduce a class of functions Up, the
counterpart of the class Up given in [14]. Let Up denote the set of RM -valued functions
u = ut(x) = ut(ω, x) on Ω× [0, T ]× Rd such that
(i) u is F ⊗ B([0, T ])⊗ B(Rd)-measurable,
(ii) for each x ∈ Rd, ut(x) is Ft-adapted,
(iii) ut(x) is cadlag in t ∈ [0, T ] for each (ω, x),
(iv) ut(ω, ·) as a function of (ω, t) is Lp-valued, Ft-adapted and cadlag in t for every ω ∈ Ω.
The following lemmas present suitable versions of Lebesgue and Itoˆ integrals with values in
Lp. The first two of them are obvious corollaries of Lemmas 4.3 and 4.4 in [14].
Lemma 3.2. Let f ∈ Lp(V ) for V = Lp(Rd,RM ). Then there exists a function m ∈ Up such
that for each ϕ ∈ C∞0 almost surely
(mt, ϕ) =
∫ t
0
(fs, ϕ) ds
holds for all t ∈ [0, T ]. Furthermore, we have
E
∫
Rd
sup
t≤T
|mt(x)|p dx ≤ NT p−1E
∫ T
0
|fs|pLp ds,
with a constant N = N(p,M).
Lemma 3.3. Let g be from Lp(V ) for V = Lp(Rd, `2). Then there exists a function a ∈ Up
such that for each ϕ ∈ C∞0 almost surely
(at, ϕ) =
∞∑
r=1
∫ t
0
(grs , ϕ) dw
r
s
holds for all t ∈ [0, T ]. Furthermore, we have
E
∫
Rd
sup
t≤T
|at(x)|p dx ≤ NT (p−2)/2E
∫ T
0
|gs|pLp ds
with a constant N = N(p,M).
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The proof of the following lemma can be found in [10].
Lemma 3.4. Let h ∈ Lp,2. Then there exists a function b ∈ Up such that for each real-valued
ϕ ∈ Lq(Rd) with q = p/(p− 1), almost surely
(bt, ϕ) =
∫ t
0
∫
Z
(hs, ϕ) p˜i(dz, ds) (3.10)
for all t ∈ [0, T ], and
E sup
t≤T
|(bt, ϕ)| ≤ 3T (p−2)/(2p)|ϕ|Lq
(
E
∫ T
0
|ht|pLp(L2) dt
)1/p
. (3.11)
Furthermore
E
∫
Rd
sup
t≤T
|bt(x)|p dx ≤ NE
∫ T
0
|ht|pLp(Lp) dt+NT
(p−2)/2E
∫ T
0
|ht|pLp(L2) dt ≤ N
′|h|pLp,2
(3.12)
with constants N = N(p,M) and N ′ = N ′(p,M, T ).
We are now in the position to sketch the proof of Theorem 3.1. Technical details can be
found in [10].
Proof of Theorem 3.1(Sketch). By using standard stopping time arguments we may assume
E|ψi|pLp <∞ and that
E
∫ T
0
|uit|pW 1p dt <∞, EK
p
p(T ) <∞ and E
∫ T
0
|uit|pLp dt <∞
hold in place of (3.2), (3.3) and (3.6), respectively for every i = 1, 2, ...,M . We prove first
the last sentence of the theorem. We have f ik = 0 for i = 1, 2, ...,M , k = 1, 2, ..., d and use
the notation f i := f i0. By Lemmas 3.2, 3.3 and 3.4 there exist a = (ai) and b = (bi) and
m = (mi) in Up such that for each ϕ ∈ C∞0 almost surely
(ait, ϕ) =
∫ t
0
(f is, ϕ)ds, (b
i
t, ϕ) =
∫ t
0
(girs , ϕ)dw
r
s
and
(mit, ϕ) =
∫ t
0
∫
Z
(his, ϕ) p˜i(dz, ds)
for all t ∈ [0, T ] and i = 1, ...,M . Thus a+b+m is an Lp-valued adapted cadlag process such
that for u¯t := ψ + at + bt +mt we have (u¯t, ϕ) = (ut, ϕ) for each ϕ ∈ C∞0 for P ⊗ dt almost
every (ω, t) ∈ Ω × [0, T ]. Hence, by taking a countable set Φ ⊂ C∞0 such that Φ is dense in
Lq, we get that u¯ = u for P ⊗ dt almost everywhere as Lp-valued functions. Moreover, for
each ϕ ∈ C∞0
(u¯it, ϕ) = (ψ,ϕ) +
∫ t
0
(f is, ϕ) ds+
∫ t
0
(girs , ϕ) dw
r
s +
∫ t
0
∫
Z
(his(z), ϕ) p˜i(dz, ds) (3.13)
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almost surely for all t ∈ [0, T ], i = 1, 2, ...,M , since on both sides we have cadlag processes.
By the estimates of Lemmas 3.2, 3.3 and 3.4,
E
∫
Rd
sup
t≤T
|ut(x)|p dx
≤ N
(
E|ψ|pLp + |f |
p
Lp + |gs|
p
Lp + |h|
p
Lp,2
)
<∞, (3.14)
where N = N(p,M, T ) is a constant. Substituting kε(x− ·) in place of ϕ in equation (3.13),
for ε > 0 and x ∈ Rd we have (3.9) almost surely for all t ∈ [0, T ] for i = 1, 2, ...,M . Hence
by Corollary 2.4 for each x ∈ Rd we have almost surely
|u¯(ε)t (x)|p = |ψ(ε)(x)|p +
∫ t
0
p|u¯(ε)s−(x)|p−2u¯i(ε)s− (x)gir(ε)s (x) dwrs
+
∫ t
0
p|u¯(ε)s−(x)|p−2u¯(ε)is− f i(ε)s (x) ds
+p2
∫ t
0
(
(p− 2)|u¯(ε)s−(x)|p−4|u¯i(ε)s− (x)gi·(ε)s (x)|2l2 + |u¯
(ε)
s−(x)|p−2|g(ε)s (x)|2`2
)
ds
+
∫ t
0
∫
Z
p|u¯(ε)s−(x)|p−2u¯(ε)is− (x)h(ε)is (x) p˜i(dz, ds) +
∫ t
0
∫
Z
Jh
(ε)
s (x,z)|u¯(ε)s−(x)|p pi(dz, ds), (3.15)
for all t ∈ [0, T ], where the notation
Ja|v|p = |v + a|p − |v|p − aiDi|v|p = |v + a|p − |v|p − pai|v|p−2vi
is used for vectors a = (a1, ..., aM ) := u¯
(ε)
s−(x) and (v1, ..., vM ) := h
(ε)
s (x, z) ∈ RM . Further-
more, integrating (3.15) over Rd and using deterministic and stochastic Fubini theorems, see
in [10], we get
|u¯(ε)t |pLp = |ψ(ε)|
p
Lp
+
∫ t
0
∫
Rd
p|u(ε)s |p−2ui(ε)s gir(ε)s dx dwrs
+p2
∫ t
0
∫
Rd
2|u(ε)s |p−2ui(ε)s f i(ε)s + (p− 2)|u(ε)s |p−4|ui(ε)s gi·(ε)s |2l2 + |u(ε)s |p−2|g(ε)s |2l2 dx ds
+
∫ t
0
∫
Z
∫
Rd
p|u(ε)s−|p−2ui(ε)s− hi(ε)s dx p˜i(dz, ds) +
∫ t
0
∫
Z
∫
Rd
Jh
(ε)
s |u(ε)s−|p dxpi(dz, ds) (3.16)
almost surely for all t ∈ [0, T ]. Finally, by taking ε → 0 in (3.16), we obtain (3.5) with
f ik = 0 for i = 1, 2, ...,M and k = 1, 2, ..., d.
Let us prove now the other statements of the theorem. By taking ϕ(ε) in place of ϕ in
equation (3.4) we get
(u
i(ε)
t , ϕ) = (ψ
i(ε), ϕ) +
∫ t
0
(f (iε)s , ϕ) ds+
∫ t
0
(gir(ε)s , ϕ) dw
r
s +
∫ t
0
∫
Z
(hi(ε)s , ϕ) p˜i(dz, ds) (3.17)
for P ⊗ dt almost every (ω, t) ∈ Ω× [0, T ] for each ϕ ∈ C∞0 , i = 1, 2, ...,m, where
f i(ε)s :=
d∑
k=1
Dkf
ik(ε)
s + f
i0(ε)
s , i = 1, 2, ...,M, k = 1, 2, ...., d.
Hence by virtue of what we have proved above we have an Lp-valued adapted cadlag process
u¯ε = (u¯iε) such that for each ϕ ∈ C∞0 almost surely (3.17) holds with u¯iε in place of ui(ε) for
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all t ∈ [0, T ]. In particular, for each ϕ ∈ C∞0 we have (u(ε), ϕ) = (u¯ε, ϕ) for P ⊗ dt-almost
every (ω, t) ∈ Ω × [0, T ]. Thus u(ε) = u¯ε, as Lp-valued functions, for P ⊗ dt-almost every
(ω, t) ∈ Ω× [0, T ], and almost surely (3.16) holds for all t ∈ [0, T ]. Moreover, using that by
integration by parts∫
Rd
|u(ε)s |p−2ui(ε)s Dkf ik(ε)s dx = −
∫
Rd
|u(ε)s |p−2f ik(ε)s Dkui(ε)s dx
−p−22
∫
Rd
|u(ε)s |p−4Dk|u(ε)s |2f ik(ε)s ui(ε)s dx
for P ⊗ dt-almost every (ω, t) ∈ Ω× [0, T ], we get
|u¯εt |pLp = |ψ(ε)|
p
Lp
+ p
∫ t
0
∫
Rd
|u¯εs|p−2u¯εsgir(ε)s dx dwrs
+p
∫ t
0
∫
Rd
|u¯εs|p−2u¯εsf0(ε)s − |u¯εs|p−2f ik(ε)s Dkui(ε)s dx ds
−p2
∫ t
0
∫
Rd
(p− 2)|u(ε)s |p−4Dk|u(ε)s |2f ik(ε)s ui(ε)s dx ds
+
∫ t
0
∫
Rd
(p− 2)|u¯(ε)s−|p−4|u¯i(ε)s− gi·(ε)s |2l2 + |u¯
(ε)
s−|p−2|g(ε)s |2`2 dx ds
+ p
∫ t
0
∫
Z
∫
Rd
|u¯εs−|p−2u¯εs−h(ε)s dx p˜i(dz, ds) +
∫ t
0
∫
Z
∫
Rd
Jh
(ε) |u¯εs−|p dxpi(dz, ds) (3.18)
almost surely for all t ∈ [0, T ]. Hence by Davis’, Minkowski and Ho¨lder inequalities, using
standard estimates we obtain
E sup
t≤T
|u¯εt |pLp ≤ 2E|ψ(ε)|
p
Lp
+NE
∫ T
0
|h(ε)t |pLp(Lp) dt+NT
p−1|f0(ε)|pLp
+NT (p−2)/2
(
|g(ε)|pLp + E
∫ T
0
|h(ε)t |pLp(L2) dt+
d∑
α=1
|fα(ε)|pLp +
d∑
α=1
|Dαu(ε)|pLp
)
(3.19)
with a constant N = N(p, d), where fα(ε) := (f1α(ε), ..., fMα(ε)), and recall that |v|Lp means
the Lp-norm of |(
∑M
i=1 |vi|2)1/2| for RM -valued functions v = (v1, ..., vM ) on Rd. Hence
E sup
t≤T
|u¯εt − u¯ε
′
t |pLp → 0 as ε, ε′ → 0.
Consequently, there is an Lp-valued adapted cadlag process u¯ = (u¯t)t∈[0,T ] such that
lim
ε→0
E sup
t≤T
|u¯εt − u¯|pLp = 0.
Thus for each ϕ ∈ C∞0 (Rd) we can take ε→ 0 in
(u¯iεt , ϕ) = (ψ
i(ε), ϕ) +
∫ t
0
(f i(ε)s , ϕ) ds+
∫ t
0
(gir(ε)s , ϕ) dw
r
s +
∫ t
0
∫
Z
(hi(ε)s , ϕ) p˜i(dz, ds)
= (ψi(ε), ϕ) +
∫ t
0
(f i0(ε)s , ϕ) ds−
∫ t
0
(f ik(ε)s , Dkϕ) ds+
∫ t
0
(gir(ε)s , ϕ) dw
r
s
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+
∫ t
0
∫
Z
(hi(ε)s , ϕ) p˜i(dz, ds)
and it is easy to see that we get
(u¯it, ϕ) = (ψ
i, ϕ) +
∫ t
0
(f iαs , D
∗
αϕ) ds+
∫ t
0
(girs , ϕ) dw
r
s +
∫ t
0
∫
Z
(his, ϕ) p˜i(dz, ds)
almost surely for all t ∈ [0, T ]. Hence u¯ = u for P ⊗ dt-almost every (ω, t) ∈ Ω × [0, T ].
Finally letting ε→ 0 in (3.18) we obtain (3.7). 
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