INTRODUCTION
In this paper we investigate the optimal strategy for sequencing capacity expansion projects facing uncertain growing demand. We consider both the optimal détermination of the order in which projects must be introduced and the optimal timing of sufch introductions. The optimality criterion used here is minimization of the expected discounted costs involved in satisfying the demand.
Probiems of this type under certainty have been extensively discussed in the literature (see, e.g., Butcher et al [1969] , Erlenkotter [1973] , Erlenkotter and Trippi [1976] , Manne [1972] ). Less attention has been paid to the case where uncertainty prevails (see, e.g., Manne [1961] , Tapiero [1973] , [1979] , Giglio [1970] ). These publications have usually treated capacity as continuous and assumed that capacity incréments of any size are possible. Most of them considered regenerative or récurrent expansion projects and assumed that the demand is described by a Wiener process (thus allowing for a négative demand). Another feature common to papers concerning capacity expansion is the treatment of capacity as a completely rigid notion.
Here we present a different framework, which may fit a large class of capacity expansion projects. Our system services some uncertain growing demand and is composed of several projects, introduced sequentially into the system. Our analysis is applicable to the following kinds of Systems:
(a) A water system servicing some région, each project representing a dam; (b) A transportation facility such as a highway or an airport, each project representing additional lanes or runways;
(c) A power system generating electricity, each project representing a power plant.
The demand for the services of the system (henceforth, the demand) is a random variable, always depending on economie conditions and on time. At any period, the economie conditions may be in one of a fmite number of states (dépression, economie boom, and so on), which evolve over time following a Markov chain process. Conditional on the state of the economy, the demand is a random variable depending on a multitude of unpredicted factors such as relative priées, changes in tastes, world events, weather conditions, etc. The demand is growing, in the sense that, for any state of the economy, the séquence of distribution functions of the demand shifts to the right.
We assume that the system can always satisfy the demand. However, the costs involved in so doing depend on the available capacity relative to the demand. We assume that, the larger the capacity, the higher the fixed costs and the lower the marginal costs of supplying the demand. The costs include both pecuniary and nonpecuniary costs incurred by the users of the system, the latter category including poor quality of water, road congestion, low reliability of the power system, etc. Thus, our model is applicable to public projects as well as to profit motivated projects. Since there is no agreement in the literature concerning the appropriate shape (linear, concave, or convex) of a R.A.LR.O. Recherche opérationnelle/Opérations Research représentative cost function (see Walters [1963] , pp. 48-52) our model has the advantage that it can accommodate any shape of cost function.
In Section II we assume that the order in which projects must be introduced into the system is predetermined by engineering or location constraints. Under this assumption, we concentrate on finding the optimal timing for the introduction of new projects. It is shown that the optimal sequencing policy is charactenzed by certain séquences of critical numbers and critical intervals (nonoverlapping and exhaust the real line to the right of the critical values) which are functions both of time and of the economie state and capacity at that time. In each period one must compare the current demand with the appropriate critical value. Then, if the demand exceeds the critical value, capacity must be increased. Otherwise, the décision should be postponed to the next period. Given that demand exceeds the appropriate critical value, one can détermine according to the critical interval that covers the demand, which project or projects should be added to the system.
In Section III we analyze the effects of increased uncertainty (dispersion, risk) on the optimal policy and on the results obtained using the optimal policy. In the literature only Manne [1961] investigated this problem. In his model, treating the case where backlogs of demand are allowed (the case most similar to ours, and most relevant for practical purposes), Manne (ibid., p. 648) has shown that when the costs of backlogged demand are linear, increased variance has an undetermined effect on the minimum expected discounted costs. No intuitive explanation has been provided for this result. Here we shall analyze the effect of increased uncertainty using a broader (than variance) définition of increased risk, and investigate this effect under various assumptions about the shape of the cost functions. It is shown that with increased uncertainty, if the cost functions are linear, one must wait for higher demands before the maximal capacity is reached. Surprisingly, the expected time that elapses until maximal capacity is reached may not increase with greater uncertainty. The reason for this result is that greater uncertainty implies a higher probability of obtaining high values for the demand and thus of exceeding the critical values. This may offset the effect of the higher critical numbers.
Another surprising result is that the expected discounted costs decrease with increasing uncertainty. An intuitive reason for this result is that greater uncertainty implies a higher probability of obtaining extreme values. An increase in the probability of high values tends to increase the expected costs, while an increase in the probability of low values tends to decrease these costs. At first glance, it seems that these two effects should cancel out. The first effect, however, is somewhat weaker than the second, because when a high demand is observed its influence on the costs may be partially offset by expanding capacity. This net effect on expected costs will be called in the sequel the "sequential décision factor".
The same conclusions are reached also when costs are concave, or linear up to some large output. Contrary to what might be expected, the above results are not necessarily reversed when costs are convex.
In Section IV we drop the assumption that the order of introducing new projects is predetermined, and present an optimal strategy for simultaneously determining the order in which projects must be introduced and timing such introductions.
THE MODEL
Suppose a system services the demand for some product (henceforth, the demand). In order to satisfy this demand, the capacity of the system may be increased by introducing projects 1,2, . . ., K The problem considered here is to détermine the optimal timing fcr introducing the projects iiito the System. It is assumed in this section that the order in which the projects are introduced is predetermined, given by 1,2, . . ., K. Several projects however can be added at the same time. The optimality criterion is minimization of the expected discounted costs involved in servicing the demand, where the discount factor is some known |3<1.
In any period the demand dépends on the economie state at that time. There are I possible states of the economy, s u s 2 , . . -, S/. These states evolve over time, following a stationary Markov chain process, That is, the probability TTt hat the economy is in state Sj at time t+ 1, given that it was in state s* at time t, is the same for all t. Conditional on the state s* of the economy, the demand JC t is a random variable with cumulative distribution function (CDF) F it (x) and expectation u^. The growth trend in the demand is represented by the assumption:
It is further assumed that for i = 1,2, . . ., /, the séquences {F it (x) } converage toF,(x) O. We dénote by c k (x) the costs of satisfying the demand given that the system includes projects 1,2, . . ., k (in this case we say, elliptically, that capacity (*) It has been shown in some empirical studies, for situations fitting our model, that the demand indeed converges. See, e. g. 3 Rausser [1976] , p. 326.
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The costs of installing projects k + 1, . . ., m, given that existing capacity is k, are denoted by M km and we define M kk = 0. The effect of increasing capacity on costs is represented by assuming that for any demand, x, the higher the fixed costs and the Iower the marginal costs of satisfying this demand. That is:
We also have to assume that E [c K (x)] is finite [where the expectation is taken with respect to i\ (x)], since otherwise no meaningfui évaluations of expected costs can be made. It is also assumed that for all k<m^K, there exists an x** such that c k (x) > c m (x) whenever x ^ x* fc and F m (x* k ) < 1 for some l This assumption simply states that for some relevant demands, the costs when capacity is m, are Iower than the costs when capacity is k. Unless this assumption is made, there may be no justification for considering capacity m in our analysis. The above two assumptions imply that two cost functions corresponding to different capacities cross exactly once. A possible description of these functions is provided in figure 1 . The way cost functions of various projects can be aggregated dépends on the nature of the projects at hand. When the projects are plants producing some product, the aggregation can be vol. 16, n° 4, novembre 1982 achieved by optimally allocating output among plants. In service Systems when the main advantage of increasing capacity is the réduction of delays to customers and greater reliability of the System (e. g., transportation Systems, computer facilities, etc), one must compute the delays and waiting times under various capacities, and compute the costs accordingly.
The optimal expansion strategy is described in: Proof : Dénote by V it (x) the expected discounted costs of operating the system starting at time u given that the capacity is k, the economie state is s*, the observed demand is x, and the optimal policy is always pursued. The expected discounted costs of operating the system, evaluated before the demand at t has been observed, are hence given by
, where E is the expectation operator with respect to the CDF F it (x).
It then follows from Bellman's [1957] principle of optimality that: fc {«^m(x)} (2.3) where:^T
Z (2.4)
Since for any m>k, c k (x) intersects c m (x) at most once it follows that also the u i( km (x)'s intersect at most once ('see figure 1 for a typical description of these functions). Denoting by \|/ ït * m ; the point where u it km j and uu 1 ""*-1 intersect, and noting the properties (2. 2) of the cost functions, one can verify that the K? t (x)'s can be written as: ) F ü x j e.
••••ƒ;

Jx) (2.7)
where the \|/'s satisfy: 
EFFECT OF INCREASED UNCERTAINTY ON THE OPTIMAL TIMING POLICY
We now evaluate the effect of increased uncertainty on the critical values \|/** and on the expected discounted costs W\ t . We define increased uncertainty (dispersion, risk) as an increase in the risk of each X\ for all i-1,2, . . ., ƒ and t=l,2, . . .,00 ( 4 ). We employ the Rothschild-Stiglitz [1970] définition of increasing risk. We briefly review the définition. Let z x and z 2 be two random variables with cumulative distribution functions H 1 (z) and H 2 (z), respectively. Then z 1 is riskier than z 2 if H 1 (z) is obtained from H 2 (z) by taking weight from the center of the probability distribution and moving it to the tails, while keeping the mean of the distribution constant. Rothschild and Stiglitz have shown that this définition of increased risk is equivalent to two other définitions: that an increase in risk is the addition of white noise to a random variable ( 5 ) and that for all concave nondecreasing functions g(z), E 1 [g(z) ]<^E 2 [g(z) ], where £,(.) dénotes the expectation operator with respect to H J (z), j = 1,2. In the sequel we shall mainly make use of the latter définition.
The effect of increased uncertainty on the minimal expected discounted costs and on the optimal strategy dépends, as will be shown, on the shape of the cost functions c k (x). Walters [1963] reviewed the literature dealing with the empirical measurement of cost functions. The main conclusion from his review is that the shape of cost functions differ considerably from industry to industry, and that it is hard to find agreement even about the shape of cost functions within an industry. In public utilities, however, there is relatively greater agreement. Walters (ibid. 9 p. 50) finds about short run cost functions in these industries that "... over the observed range of output, marginal cost is constant". In profit motivated industries one tends to conjecture that U shaped cost functions are the most prevalent ones. Surprisingly, constant marginal costs have been found in a large number of industries. Some of these findings however can be attributed to the fact that measured outputs were below capacity (ibid., p. 51).
Consequently, we have decided to analyze the effect of increased uncertainty under alternative assumptions concerning the shape of the cost functions. We have chosen to start with the case where costs are linear at the relevant range of demands. This is a convenient starting point since it élucidâtes the effect of increased uncertainty, and the results of other cases can be obtained as simple corollaries of this case. In what follows we let r be a shift parameter dentoing risk, and introducé this parameter explicitly in the CDF of X\ which will now be denoted by F it (x, r) . We dénote by W^t (r 0 ), \|#" (r 0 ) the minimal expected discounted costs and critical values when risk is r 0 , and by W^(r x ), \|^/"(ri) the same variables when risk is ri>r 0 .
We show in proposition 3.1 that if the costs are linear, then the minimal expected discounted costs tend to decrease with increased uncertainty, and the critical limits leading to maximal capacity (i. e., the \|/?*'s) tend to increase with increased uncertainty. In the proof of this proposition we use the following lemma. The first inequality stems from the induction assumption. The second inequality follows from the définition of increased uncertainty since the minimum of several linear functions is a concave function (see lemma A. 2). Thus it follows that W k i t (r 0 )^ W%(r{) for ail t^T.
The linearity assumption and (2.2) imply that:
where/> k </? fe+1 and q k >q k + u fc = l, . . .,£-!.
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Since, from (2. 8), the critical values \|/** satisfy:
it follows that:
Since W£ t + 1 is independent of risk and since W k tt+1 tends to decrease with increased risk it follows that \|/^ tends to increase with increased risk, i. e.:
Q.E.D. We should note that with greater uncertainty one must wait for higher demands to come along before maximal capacity is reached. This, however, does not necessarily imply that the expected time required to reach the maximal capacity increases with increased uncertainty (see Section V for a counter example; an intuitive explanation has been given above).
We now turn to examine how the above results change when the linearity assumption is dropped. For this we note that the crucial part in the proof of lemma 3.1 (and hence of proposition 3.1) is the part where the concavity of V k t (x) has been used to establish the second inequality in (3.1). Thus, it is the concavity of V% (x) rather than the linearity of the cost functions, which is the more relevant source of the above results. The same conclusions therefore hold whenever the functions V k t (x) are concave. Consider for example the case vol. 16, n° 4, novembre 1982 where there are only two projects ( 6 ) 5 suppose that with probability 1 the maximal capacity can satisfy the demand ( 7 ), and dénote by A x the capacity of Project 1. Suppose also that the cost functions are linear up to capacity and then rise sharply. In this case the functions FÎt(x) will be concave if the functions uf t (x) and uf t (x) intersect below A u i.e., if capacity is "large enough". (See f\g, 2.) Such a situation is not uncommon. Walters [1963] , p. 51 Fig. 2 mentions several time-series studies of cost functions where it has been shown that for the firms in the sample, costs were linear and measured outputs were well below capacity. This implies that over a long period of time, these firms increased capacity before full capacity has been reached. Such a behavior is consistent with the situation depicted in figure 2 .
It is evident that the same results (as in proposition 3. 1) hold also when the cost functions are concave. Surprisingly however, these results are not necessarily reversed when the cost functions are convex. This is due to the fact that K£(x), the minimum of several (in this case) convex functions, is neither necessarily convex nor concave. It thus follows that when costs are convex, the ( 6 ) This can easily be extended to the case of more than two projects. ( 7 ) If costs of exceeding capacity are infinité (i. e., if capacity is considered as a completely rigjd notion), then the assumption that £[c K (x) ] is f mite implies the present assumption. minimal expected discounted costs can either increase or decrease depending on the parameters of the problem. A heuristic explanation runs as follows: when costs are convex, increased uncertainty has two effects on the minimal expected discounted costs. On the one hand the expected value of any convex function tends to increase with increased uncertainty. However, the "sequential décision factor" tends to decrease the expected costs since the effect of higher demands can be somewhat mitigated by increasing capacity.
THE CASE WHERE THE ORDER OF INSTALLING PROJECTS IS NOT PREDETER-MINED
There are no conceptual différences between this case and the former one. Notation however should be somewhat modified and more computations are usually required to arrive at the optimal solution. For this case we need the following définitions and notations: N 9 {1,2,...,X}; Â, set of all subsets of N; A, element of Â; OL(A), number of éléments in A\ A 9 N-A, i. e., set of éléments of N which are not in A; cp, empty set; AB, the set {AVB}; M^B, costs of increasing capacity from A to AB. Suppose the costs of supplying the demand are given by c A (x) if the projects whose subscripts are in A have already been installed (we call these projects, elliptically, the projects in A), Then, in accordance with (2. 3), we assume that A => B implies c A (0) > c B (0), c A (x) < c B (x). Suppose at time t the projects in A are in opération, and the state of the economy is s t . Then the minimal expected discounted costs of supplying the current and future demand, V? t (x), conditional on the current demand x, may be obtained as follows. Under the above conditions one has 2 aU) possible actions available at time t Namely, either install no project, or increase capacity to AB, where BGA. In the latter case one should choose the action which minimizes the expected discounted costs. It thus turns out that in this case the number of computations in each stage is 2 aU) , compared with OL(A) in the former case. In the type of projects that we consider, engineering and location considération will usually eliminate many expansion possibilities. Thus the amount of computations involved will usually be tolerable even if X is large.
Let:
Then, if capacity is increased to AB (B -q> means that no project is installed), the expected discounted costs of supplying the current and future demand are: «fW = c,BW + P^f + i + M^ (4. 1) that is, Uu B (x) is the sum of the costs M AB of increasing capacity from A to AB, the costs of supplying the current demand, and the discounted expected costs P Wf t B of future opérations. Hence:
The same techniques used in section II can also be applied hère to détermine the W$'s. Also the optimal expansion policy is of a similar structure as in the case where the order of installing the projects is predetermined. For any i, t and A there is a critical limit v| /^ such that if x < \(/^ capacity is not increased. If x>\|/^> some critical intervals détermine which projects should be installed. In the context of a simple example, figure 3 illustrâtes the structure of the optimal policy. In our example JV = { 1,2,3,4}, A = {1,2} and the possible AB sets are: A, A u A 2y A 3 , where A x = { 1, 2, 3 }, A 2 = { 1, 2,4 }, A 3 = { 1, 2, 3, 4 }. If 0gxg\|/^ capacity is not increased, if ^fn<^^^Û l capacity should be increased to A u and so on.
AN EXAMPLE
In our example we consider a situation in which there are two projects to séquence and we assume that there are only two states of the economy. The notation in this section corresponds to that used in section IIL The parameters of the problem are given below.
Transition probabilities: 
parameters.
The costs of servicing the demand x when project k is the only one in opération are given by:
where:
The costs of servicing the demand x when both projects 1 and 2 are in opération are given by:
The costs of installing project k are M k> k = 1,2, where:
The discount factor p is assumed to be 0.9.
The random variables X\. lj2 . It may easily be verified that for i=l,2 and t-\y 2, . . ., QO, JQ has a Gaussian-like shape, with mean \k it and variance (6/32) vl \i it .
From this form of the variance it follows that, the larger t?o, the larger is the dispersion of Z}. Thus the effect on the analysis of changes in risk will be examined by inspecting the effect on the analysis of changes in v ö .
RESULTS
The main results are summarized in tables I and II below. Table I lists the \|/ lt *s for Î; 0 = 0. 75. The optimal policy may be read from this table as follows. Suppose the state of the economy in period 5 is 1, and project 2 is in opération. Then, if the demand exceeds 113, project 1 must be introduced. Otherwise no expansion should take place.
An interesting result revealed in table I is that xHr^^r-In other words, the critical values corresponding to improved economie conditions (when the demand is on the average higher) are lower than those corresponding to less favorable economie conditions. The reason for this is the following. When economie conditions are favorable, it follows from the Markov process generating the economie conditions that favorable economie conditions are expected to prevail in the near future. Hence it is advantageous to increase capacity in order to meet these high future demands, even if current demand is low.
In table II we present the expected costs, W\ x^ k = 1,2, i= 1,2, for t= 1 and four values of t; 0 . We also present the following statistics: E(T? k ): the expected time elapsing from the origin until full capacity is reached, if the project introduced at the origin is k and the state of the economy at that time is s ; ; E(Tf): the expected time elapsing from the origin until full capacity is reached, if the first project introduced is determined optimally and the state of the economy at the origin is s ( ; £,-: the probability that project 1 is the first one introduced, given that the economie state at the origin is s t .
It follows from table II that E (Tf k ) is not a monotone function of v 0 . This confirms our statement in section I that the expected time elapsing until the maximal capacity is reached does not necessarily increase with greater uncertainty. In our example it turns out, owing to the bounded range of the XJ's, that it is always optimal to introducé project 1 first, and to introducé project 2 a few years later. The reason for this is that the installation costs of project 2 are high. Thus the benefits derived from postponing the introduction of project 2 are large relative to (Wh-Wfi)-the benefits derived by introducing it first. 
