Abstract Affine matrix rank minimization problem is a fundamental problem with a lot of important applications in many fields. It is well known that this problem is combinatorial and NP-hard in general. In this paper, a continuous promoting low rank non-convex fraction function is studied to replace the rank function in this NP-hard problem. Inspired by our former work in compressed sensing, an iterative singular value thresholding algorithm is proposed to solve the regularization transformed affine matrix rank minimization problem. For different a > 0, we could get a much better result by adjusting the different value of a, which is one of the advantages for the iterative singular value thresholding algorithm compared with some state-of-art methods. Some convergence results are established and numerical experiments show that this thresholding algorithm is feasible for solving the regularization transformed affine matrix rank minimization problem. Moreover, we proved that the value of the regularization parameter λ > 0 can not be chosen too large. Indeed, there exists λ > 0 such that the optimal solution of the regularization transformed affine matrix rank minimization problem is equal to zero for any λ >λ. Numerical experiments on matrix completion problems show that our method performs powerful in finding a low-rank matrix and the numerical experiments about image inpainting problems show that our algorithm has better performances than some state-of-art methods.
Abstract Affine matrix rank minimization problem is a fundamental problem with a lot of important applications in many fields. It is well known that this problem is combinatorial and NP-hard in general. In this paper, a continuous promoting low rank non-convex fraction function is studied to replace the rank function in this NP-hard problem. Inspired by our former work in compressed sensing, an iterative singular value thresholding algorithm is proposed to solve the regularization transformed affine matrix rank minimization problem. For different a > 0, we could get a much better result by adjusting the different value of a, which is one of the advantages for the iterative singular value thresholding algorithm compared with some state-of-art methods. Some convergence results are established and numerical experiments show that this thresholding algorithm is feasible for solving the regularization transformed affine matrix rank minimization problem. Moreover, we proved that the value of the regularization parameter λ > 0 can not be chosen too large. Indeed, there exists λ > 0 such that the optimal solution of the regularization transformed affine matrix rank minimization problem is equal to zero for any λ >λ. Numerical experiments on matrix completion problems show that our method performs powerful in finding a low-rank matrix and the numerical experiments about image inpainting problems show that our algorithm has better performances than some state-of-art methods.
Keywords Affine matrix rank minimization · Low-rank · Matrix completion · Fraction function · Iterative singular value thresholding algorithm · Image inpainting Mathematics Subject Classification (2010) 90C26 · 90C27 · 90C59
Introduction
In recent years, affine matrix rank minimization problem (ARMP) has attracted much attention in many important application fileds such as collaborative filtering in recommender systems [1, 2] , minimum order system and low-dimensional Euclidean embedding in control theory [3, 4] , network localization [5] , and so on. ARMP can be viewed as the following mathematical form (ARMP) min 
is a special case of ARMP, where X and M are both m × n matrices and Ω is a subset of indexes set of all pairs (i, j). If the projector P Ω : R m×n → R m×n is defined as
and the resulting matrix is X Ω = P Ω X, then the matrix completion problem can be reformulated as min X∈R m×n rank(X) s.t. P Ω X = X Ω .
Usually, ARMP could be transformed into the following regularization problem min
where λ > 0, which is called the regularization parameter. Unfortunately, although rank(X) characterizes the rank of the matrix X, and it is a challenging non-convex optimization problem and is known as NP-hard [6] . Nuclear-norm affine matrix rank minimization problem (NuARMP) is the most popular alternative [1, 4, [6] [7] [8] [9] , and the minimization has the following form (NuARMP) min
for the constrained problem and (RNuARMP) min
for the regularization problem, where X * = m i=1 σ i (X) is called nuclearnorm of matrix X, and σ i (X) presents the i-th largest singular value of matrix X arranged in descending order.
As the compact convex relaxation of the NP-hard ARMP, NuARMP possesses many theoretical and algorithmic advantages [10] [11] [12] [13] . However, it may be suboptimal for recovering a real low-rank matrix. In fact, NuARMP or RNuARMP may yield a matrix with much higher rank and need more observations to recover a real low-rank matrix [1, 11] . Moreover, the nuclear-norm is a loose approximation of the rank function and tends to lead to biased estimation by shrinking all the singular values toward to zero simultaneously, and sometimes results in over-penalization in its regularization model as the l 1 -norm in compressed sensing [14] .
With recent development of non-convex relaxation approach in sparse signal recovery problems, many researchers have shown that using a continuous non-convex function to approximate the l 0 -norm is a better choice than using the l 1 -norm [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . This brings our attention back to the non-convex functions and we replace the rank function by a continuous promoting low-rank non-convex function. Through this transformation, ARMP can be translated into a transformed ARMP (TrARMP) which has the following form (TrARMP) min
for the constrained problem and (RTrARMP) min
for the regularization problem, where the continuous promoting low rank nonconvex function P (X) is in terms of singular values of matrix X, typically,
2 depends only on the diagonal entries of matrix X, RTrARMP reduces to a regularization vector minimization problem (RVMP) which is based on non-convex function in the form of (RVMP) min
where A ∈ R d×l , l = min{m, n}, and P (x) = l i=1 ρ a (x i ) for any x ∈ R l . In this paper, a continuous promoting low-rank non-convex function
is studied to replace the rank(X) in RTrARMP, where the non-convex function
is called the non-convex fraction function, and the parameter a ∈ (0, +∞). It is easy to verify that ρ a (t) is increasing and concave in t ∈ (−∞, +∞), and
The non-convex fraction function ρ a (t) is called "strictly non-interpolating" in [27] , and widely used in image restoration. German in [27] showed that the non-convex fraction function gave rise to a step-shaped estimate from rampshaped data. And in [28] , Nikolova demonstrated that for almost all data, the strongly homogeneous zones recovered by the non-convex fraction function were preserved constant under any small perturbation of the data.
Inspired by our former work in compressed sensing [29] , an iterative singular value thresholding algorithm (ISVTA) is proposed to solve RTrARMP in this paper. For different a > 0, we could get a much better result by adjusting different values of parameter a, which is one of the advantages for ISVTA compared with some state-of-art methods.
The rest of this paper is organized as the following. In Section 2, we recall the iterative thresholding algorithm (ITA) of RVMP, and ISVTA is proposed to solve RTrARMP in Section 3. In section 4, the convergence of ISVTA is established. In Section 5, we demonstrate some numerical experiments on matrix completion problems and image inpainting problems, and numerical results show that ISVTA performs powerful in finding a low-rank matrix and the numerical results for image inpainting problems show that our algorithm performs much better than some state-of-art methods. Some conclusion remarks are presented in Section 6.
Iterative thresholding algorithm (ITA) for solving RVMP
In this section, the iterative thresholding algorithm (ITA) of RVMP is recalled for all positive parameter a > 0, which underlies the algorithm to be proposed. Before the analytic expression of ITA, some crucial results need to be introduced for later use. 
and
Lemma 2 [29] The optimal solution to β * = arg min β∈R f λ (β) is the threshold function defined as
where g λ (γ) is defined as
(1 + 2 cos(
φ(γ) = arccos 27λa
(1 + a|γ|) 3 − 1 , and the threshold value satisfies
Lemma 3 The optimal solution β * defined in Lemma 2 is monotone.
Proof For different γ 1 and γ 2 , let
Then, we have
By adding them, we have
This completes the proof. 
Definition 1
The iterative thresholding operator R λ,P is a diagonally nonlinear analytically expressive operator, and can be specified by
where
Nextly, we will show that the optimal solution to RVMP can be expressed as an iterative thresholding operation.
For any λ, µ ∈ (0, +∞) and z ∈ R l , let
Theorem 1 [29] For positive parameters µ, a and λ, if
T is a local optimal solution to min
where parameter t * is defined in (16) and g λµ is obtained by replacing λ with λµ in g λ .
T is an optimal solution to RVMP and 0 < µ < A −2 2 , then the optimal solution x * satisfies the fixed point equation
By Definition 1, Theorem 1 and Theorem 2, the ITA for solving RVMP can be naturally defined as
and R λµ is obtained by replacing λ with λµ in R λ . The more detailed accounts of ITA for solving RVMP can be seen in [29] .
Iterative singular value thresholding algorithm (ISVTA) for solving RTrARMP
Inspired by ITA for solving RMVP in Section 2, iterative singular value thresholding algorithm (ISVTA) is proposed to solve RTrARMP in this section. We begin with the definition of a key building block, namely, the iterative singular value thresholding operator of RTrARMP.
Definition 2
The iterative singular value thresholding operator G λ,P is a diagonally nonlinear analytically expressive operator, and can be specified by
where g λ is defined in Lemma 2, and
Before computing ISVTA for solving RTrARMP, we need the following von Neumann's trace inequality which plays a key role in our later analysis. 
Lemma 4 (von Neumann's trace inequality) For any matrices
T as the singular value decompositions (SVDs) of matrices X and Y simultaneously.
Define a function of matrix
According to the von Neumann's trace inequality in Lemma 4, the iterative singular value thresholding operator of matrix Y * can be presented in the following description.
T be the SVD of matrix X ∈ R m×n . Then the iterative singular value thresholding operator of matrix Y * with the parameter t * > 0 can be expressed as
where the parameter t * is the threshold value defined in (21) .
can be rewritten as
By using the trace inequality in Lemma 4, we have
Noting that the above equality holds when Y admits the singular value decomposition
where U and V are the left and right orthonormal matrices in the SVD of matrix X. In this case, the optimization problem (24) reduces to
which is consistent with Lemma 2, and since the function g λµ (·) is monotone by Lemma 3. So, there exists
Noting that g λµ (·) acts only on the nonnegative part of the real line since all the σ i (X) are nonnegative. Hence, we can see that the iterative singular value thresholding operator of the problem (24) has the form of (25) . This completes the proof.
The iterative singular value thresholding operator G λµ,P simply applies the iterative thresholding operator R λµ,P defined in Section 2 to the singular values of X, and effectively shrinking them towards zero. This is the reason why we refer to this transformation as the singular value thresholding operator for the non-convex fraction function. In some sense, the thresholding operator G λµ,P is a straightforward extension of the iterative thresholding operator R λµ,P . It is clear that if many of the singular values of matrix X are below the threshold value t * , the rank of G λµ,P (X) may be considerably lower than the rank of matrix X, like the iterative thresholding operator which is applied in RVMP to sparse outputs whenever some entries of the input are below the threshold value t * . In the following process, we will show that the optimal solution to RTrARMP can also be expressed as an iterative singular value thresholding operation.
For any positive parameters λ > 0, µ > 0 and Z ∈ R m×n , let
Clearly, C µ (X, X) = µC λ (X).
Theorem 4 For any fixed λ > 0 and 0 < µ <
Proof By the definition of C µ (X, Z), we have
where the first inequality holds by the fact that
F . This completes the proof.
Theorem 5 For any fixed λ > 0, µ > 0 and matrix Z ∈ R m×n , then min
Proof In accordance with the definition, C µ (X, Z) can be rewritten as
which implies that min X∈R m×n C µ (X, Z) for any fixed λ > 0, µ > 0 and matrix
Therefore, X * is an optimal solution of C µ (X, Z) if and only if σ i (X * ) solves the problem
This completes the proof.
Theorem 4 shows that X * is an optimal solution to min 
Assume that the SVD for matrix B µ (X * ) is U * Diag(σ(B µ (X * )))(V * ) T and σ(B µ (X * )) represents the singular value vector of matrix B µ (X * ) and σ i (B µ (X * )) represents the i-th largest entries of the singular value vector σ(B µ (X * )), then
which means that the singular values of the matrix X * satisfy
for i = 1, · · · , m, where t * is the threshold value and it is defined in (21).
We are now in the position to introduce the ISVTA which is proposed to solve RTrARMP.
Starting with X 0 , inductively define for k = 0, 1, 2, · · · ,
T until a stopping criterion is reached, and
where U k and V k are unitary matrices, the singular value vector σ(B µ (X k )) comes from the SVD of matrix B µ (X k ), σ i (B µ (X k )) represents the i-th largest entries of the singular value vector σ(B µ (X k )), and t * is the threshold value which is defined in (21) .
It is well known that the quantity of the solution of a regularization problem depends seriously on the setting of the regularization parameter λ > 0. However, the selection of the proper regularization parameters is a very hard problem. In most and general cases, an trial and error method, say, the crossvalidation method, is still an accepted or even unique choice. Nevertheless, when some prior information is known for a problem, it is realistic to set the regularization parameter more reasonably and intelligently.
To make it clear, we suppose that the matrix X * of rank r is the optimal solution to RTrARMP, and the singular values of matrix B µ (X * ) are denoted as
Then by Theorem 3, the following inequalities hold
where t * is the threshold value which is defined in (21). According to t * 3 ≤ t * 2 , we have
which implies
For convenience, we denote λ 1 and λ 2 the left and the right of above inequality respectively. Above estimate helps to set optimal regularization parameter. A choice of λ is
In practice, we approximate σ i ((B µ (X * ))) by σ i ((B µ (X k ))) in (34), say, we can take
(35) in applications. When doing so, the ISVTA will be adaptive and free from the choice of regularization parameter. Noting that (35) 
Scheme 2: µ = µ 0 , λ n = λ * defined in (34) and a = a 0 .
There is one more thing needed to be mentioned that the threshold value t * = t * 2 when the parameter λ n = λ 1 and the threshold value t * = t * 3 when the parameter λ n = λ 2 in Scheme 2.
Moreover, we also proved that the value of λ can not be chosen too large. Indeed, there existsλ > 0 such that the optimal solution of RTrARMP is equal to zero for any λ >λ. We should declare that the results derived in this following discussion are worst-case ones, implying that the kind of guarantees we obtain are over-pessimistic for all possibilities. Before we embark to this discussion, we first discuss some useful results of RTrARMP which play a key role in analysis.
Lemma 5 Let X * be the optimal solution of RTrARMP, rank(X * ) = r, X * = U * Σ * (V * ) T and A(X * ) = Avec(X * ) = A(V * ⊗U * )vec(Σ * ). Then the columns in matrix B * = A(V * ⊗ U * ) corresponding to the support of vector y * = vec(Σ * ) are linearly independent.
Proof By the optimality of X * and X * = U * Σ * (V * ) T , we have
r×mn , y * = vec(Σ * ) ∈ R mn , and rank(X * ) = y * 0 = r. Without loss of generality, we assume
T and C ∈ R d×r be the sub-matrix of B * , whose columns in matrix B * corresponding to z * . Define a function g : R d×r → R by
We have
Since σ i (X * ) > 0, i = 1, 2, · · · , r, the function g is continuously differentiable at z * . Moreover, in a neighborhood of z * ,
which implies that z * is a local minimizer of the function g. Hence, the second order necessary condition for min
holds at z * . The second order necessary condition at z * gives that the matrix
is positive semi-definite, and the matrix M = Diag
is positive, the matrix C T C must be positive definite. Hence the columns of C must be linearly independent. This completes the proof.
Theorem 6 Let X * be the optimal solution of RTrARMP and rank(X * ) = r. Then the following statements hold.
Denote byλ the constant
Then for all λ ≥λ, X * = 0.
Proof (1) Let X * be the optimal solution of RTrARMP. Then we have
.
(2) By Lemma 5, the first order necessary condition for
at z * gives
Multiplying by (z * ) T both sides of equality above yield
Because the columns of C are linearly independent, C T C is positive definite (see the proof of Lemma 5), and hence
which implies that
Together with λa
we obtain that λa
Hence, for any i ∈ {1, 2, · · · , r},
which is a contradiction with (40), as claimed. This completes the proof.
Convergence analysis for ISVTA
In this section, we mainly study the convergence of ISVTA to a stationary point of the iteration (30) under some certain conditions.
Theorem 7
Let {X k } be the sequence generated by the ISVTA with the step size µ satisfying 0 < µ <
k } converges to a stationary point of the iteration (30).
Proof 1) By the proof of Theorem 5, we have
Combined with the definition of C λ (X) and C µ (X, Z), we have
, we get
(45) That is, the sequence {X k } is a minimization sequence of function C λ (X), and
By (45), we have
. (47) Combing (46) and (47), we get
Thus, the series
F is convergent, which implies that
(similar to [30] in sparse signal recovery problems). Then Assume that X * is a limit point of {X k }, then there exists a subsequence of {X k }, which is denoted as {X kj } such that X kj → X * as j → ∞. Since the iterative scheme
we have
By (48), it follows that
Combining the following fact that
This implies that the limit point X * of the sequence {X k } satisfies the equation
Numerical experiments
In this section, we first present numerical results of ISVTA for matrix completion problems, and then compare it with some state-of-art methods (singular value thresholding algorithm (SVTA) and singular value projection algorithm (SVPA) respectively proposed in [11] and [31] ) for image inpainting problems. Numerical experiments on matrix completion problems show that our method performs powerful in finding a low-rank matrix and the numerical experiments about image inpainting problems show that our algorithm has better performances than SVTA and SVPA. Among all of the experiments, differing from the Scheme 2, we set u = u 0 = 5, and
The experiments are all conducted on a personal computer ( Intel(R) Core (TM) i5-6200U with CPU at 2.30GHz, 8.0 GB RAM under 64-bit Ubuntu system) with MATLAB 8.0 programming platform (R2012b).
Completion of random matrices
In this subsection, we carry out a series of experiments to demonstrate the performance of the ISVTA. All the experiments here are conducted by applying our algorithm to a typical ARMP, i.e., random low rank matrix completion problems. We generate m × n matrices M of rank r as the matrix products of two low rank matrices M 1 and M 2 where M 1 ∈ R m×r , M 2 ∈ R r×n are generated with independent identically distributed Gaussian entries and the matrix M = M 1 M 2 has rank at most r. The set of observed entries Ω is sampled uniformly at random among all sets of cardinality s. We denote the following quantities and they help to quantify the difficulty of the low rank matrix recovery problems -Sampling ratio: SR = s/mn. -Freedom ration: FR = s/r(m + n − r), which is the ratio between the number of sampled entries and the 'true dimensionality' of a m × n matrix of rank r, and it is a good quantity as the information oversampling ratio.
The stopping criterion is usually as following
where X k and X k−1 are numerical results from two continuous iterative steps and Tol is a given small number. In addition, we measure the accuracy of the generated solution X opt of our algorithms by the relative error (RE) defined as following
In these experiments, we test ISVTA on random low-rank matrix completion problems with different parameter 'a', and set a = 1, 3, 5, 7, 30, 100, respectively. Table 4 Numerical results of ISVTA for matrix completion problems with different n and FR but fixed rank, SR=0.40. Table 1 , 2 report the numerical results of ISVTA for the random low-rank matrix completion problems with SR = 0.40 when we fix n = 100 and vary the rank of the matrix M from 11 to 22 with step size 1. Table 3 , 4 present the numerical results of ISVTA in the case where the rank is fixed to 11 and n is varied from 100 to 1200 with step size 100. By the performances of ISVTA for completion of random low rank matrices compared with different a and FR. Table 1 , 2, 3, 4 show that for known rank scheme, our method performs powerful in finding a low-rank matrix, and a = 1 is the optimal strategy when FR is close to 1.
Image inpainting
In this subsection, we demonstrate performances of ISVTA on image inpainting problems. The ISVTA is tested on some medical grace images (255 × 192 Brain angiography image (BAI), 395 × 549 Hand angiography image (HAI) and 419 × 400 Intracranial venous image (IVI)). We use the SVD to obtain their approximated low-rank images with rank r = 30, 40, 30, respectively. Numerical results of ISVTA for theses low-rank image inpainting problems are reported in Table 5 Table 5 , 6 show that ISVTA performs powerful in finding a low-rank matrix on image inpainting problems. Indeed, we could get an exact low-rank image by the ISVTA by choosing proper a. Moreover, it is necessary to point out that our method does not work well for all a > 0, and we can find that a = 100 is not a good strategy for the low-rank IVI either SR = 0.40 or SR = 0.50. The numerical results of ISVT, SVTA and SVPA compared in Table 5 
Conclusions
It is well known that affine matrix rank minimization problem is combinatorial and NP-hard in general. Therefore, it is important to choose a suitable substitution for it. In this paper, a continuous promoting low-rank non-convex fraction function is studied to replace the rank function in this NP-hard problem, and then the NP-hard affine matrix rank minimization problem can be translated into a transformed affine matrix rank minimization problem. Inspired by Table 10 Numerical results of SVPA with SR=0.5, 0.4, 0.35 for image inpainting problems our former work in compressive sensing, the iterative singular value thresholding algorithm is proposed to solve the regularization transformed affine matrix rank minimization problem. For different a > 0, we can get a far more better result by adjusting the values of the parameter a, which is one of the advantages for the iterative singular value thresholding algorithm compared with some state-of-art methods. We proved that the value of the regularized parameter λ > 0 can not be chosen too large. Indeed, there existsλ > 0 such that the optimal solution of the regularization transformed affine matrix rank minimization problem is equal to zero for any λ >λ. Moreover, some convergence results are established and numerical experiments show that this thresholding algorithm is feasible for solving the regularization transformed affine matrix rank minimization problem. Numerical experiments on completion of low-rank random matrices show that our method performs powerful in finding a low-rank matrix and the numerical experiments for the image inpainting problems show that our algorithm have better performances than some state-of-art methods.
