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Abstract— We investigate an alternative formulation of 
phonetic feature representations for SVM-based speaker 
verification.  The new features are based on conditional 
likelihood representations rather than the joint-likelihood or 
bag-of-ngram calculations traditionally used. Conditional 
likelihoods are shown to be a more natural method of modelling 
phonetic information, and improve upon conventional joint 
likelihoods in a number of cases. The problem of feature 
normalisation is also examined, with a previously proposed non-
parametric method based on rank shown to be particularly 
useful.  Combinations of feature representations are examined 
and the potential for complementary information between joint 
and conditional likelihoods considered.  Additionally, feature 
compensation is applied to conditional likelihoods with 
considerable improvement in performance. 
 
Index Terms—Speaker verification, support vector machines, 
phonetic features 
 
I. INTRODUCTION 
IGNIFICANT progress has been made in utilizing high-level 
linguistic features for speaker verification in order to aid 
traditional acoustic approaches.  Here we consider the 
problem of classifying speakers using phonetic information to 
capture pronunciation idiosyncrasies.  Although Support 
Vector Machines (SVMs) have been shown to be an effective 
modelling system, selecting appropriate features and 
normalisation techniques still presents a considerable 
challenge. 
The process of phonetic speaker modelling is typically 
divided into the following stages [1]: 
1. Phonetic token extraction: A phone recognizer is 
used to create a phonetic transcription of the speech 
sample.  The sample is represented as a vector of n-
gram (n-length phone sequence) counts. 
2. Probability estimation: The raw n-gram counts are 
converted to expected likelihoods. 
3. Normalisation: Feature vectors are scaled or 
otherwise manipulated in order to better capture the 
desired information.  This typically involves 
 
The authors are with the Speech and Audio Research Laboratory, 
Queensland University of Technology, GPO Box 2434, Brisbane, Australia, 
4001. (e-mail: bj.baker@qut.edu.au). 
weighting features based on an a priori-determined 
“importance” factor, or altering features to fit a 
different distribution.  
4. Kernel evaluation: This is the standard SVM 
modelling step, applying a linear kernel to the 
normalised feature vectors. 
Although the literature contains a large body of work on 
feature normalisation [1]-[3], limited work has been presented 
on techniques for likelihood estimation. This is an important 
step in modelling phonetic features as it is closely related to 
feature extraction. The formulation of probability estimates 
can subtly alter the type of information which is captured by 
the model. 
Here we propose a new formulation of probability estimates 
based on conditional likelihoods, rather than conventional 
joint likelihoods.  Section 2 gives a detailed description of the 
conditional likelihoods and normalisation techniques which 
will be used. In sections 3 and 4 we examine the performance 
of normalisation techniques when applied to conditional 
likelihoods. Section 5 considers the pruning of feature vectors 
and the potential for complementary information between 
joint and conditional probabilities.  Finally Section 6 
investigates the performance of feature compensation when 
applied to conditional likelihoods. 
II. PHONETIC FEATURES 
A number of studies have investigated phonetic 
information.  Campbell, et al.[2] used an open-loop phone 
recognizer (OLPR) to create a phonetic speech transcription 
and applied a number of normalisation techniques.  This was 
later extended by Hatch, et al. [4] to utilize lattice counts, 
giving a significant increase in performance.  Both of these 
authors follow the “bag-of-ngram”  process outlined by 
Doddington [5] where n-gram counts are converted to 
probabilities based on simple joint likelihoods.  
A. Conditional Likelihoods 
Traditionally, phonetic speaker verification systems have used 
bag-of-ngram feature representations that are based on joint 
likelihood calculations, i.e. the chance of a given sequence of 
N phones occurring out of all observed sequences of N 
phones.  For example, 3-gram likelihoods are given by [6]: 
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This reflects the aim of verification systems to exploit 
idiosyncrasies of pronunciation.  In contrast, speech 
recognition technology typically relies on conditional 
probabilities – the chance of a given phone occurring given 
that it was preceded by a certain sequence of N-1 phones.  In 
this case the intention is to predict the pattern of speech while 
maintaining an awareness of context (past information).  We 
propose using conditional probability estimates for phonetic-
based speaker verification, in an attempt to capture different – 
and possibly complementary – speaker information. 
Conditional likelihoods are derived from the n-gram joint 
likelihoods: 
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Conditional likelihoods have the advantage of being able to 
more readily identify characteristic transitions.  For example, a 
3-gram joint likelihood approach estimates the probability of a 
three-phone sequence occurring out of all three-phone 
sequences in the background data. In contrast, a conditional 
likelihood model estimates the probability of a certain phone 
occurring given that two preceding phones had been spoken.  
The two methods are modelling subtlety different 
characteristics.  Hence conditional probabilities are capable of 
representing fundamentally different information, even though 
they are derived from the same feature set [6].  
B. Normalisation Techniques 
Normalisation is an important stage in SVM-based systems.  
Raw probabilities are not particularly effective at speaker 
modelling until they are manipulated into a form which better 
represents the underlying information.  Several different 
approaches have been taken, but the two most relevant are 
described here. 
Campbell, et. al proposed a number of different 
normalisation techniques, but the Term Frequency Log-
Likelihood Ratio (TFLLR) has been shown to be the most 
effective for phonetic n-grams [3].  As with many 
normalisation methods, this is based on applying a weighting 
to each feature.  SVMs are not invariant to feature space 
scaling, so vectors can be multiplied by constants based on 
prior knowledge to give “useful” (information-containing) 
features more weight in the determination of the SVM 
decision boundary [1]. 
The TFLLR makes the assumption that infrequent n-grams 
contain more useful information, and hence have a higher 
weighting value jD : 
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where )|( Bdp j  is the likelihood estimate of the n-gram   
jd  in the background set. 
Campbell, et al.’s  later discussion [3] on probability 
estimates highlights the key problem with the TFLLR and 
related techniques.  Infrequent n-grams, generally believed to 
contain the most useful information, are subject to significant 
noise in sparse training conditions.  The weighting terms 
hence have a very large dynamic range and disproportionately 
weight noisy n-grams. 
The recent development of rank normalisation (here 
referred to as “RankNorm”) [1] aims to counter the problems 
of dynamic range by converting the feature vectors to a 
uniform, ordinal distribution.  Each feature value jx is 
replaced by its rank in the background data, normalised to the 
interval [0, 1]: 
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This treats all features equally, and removes the uncertainty 
about the actual distribution of probability estimates.  Its 
authors [1] suggest that the non-parametric nature of 
RankNorm makes it useful for investigations of new feature 
types, so it is particularly relevant here to the discussion of 
conditional likelihoods. 
III. EXPERIMENTAL DATA 
The normalisation techniques were tested on the male 
subset of the NIST 2005 Speaker Recognition Evaluation 
(SRE) [7].  Training and testing of the models were performed 
using single conversation sides from the 4-wire task.  The 
SVM background (impostor) data was drawn from the 
NIST2004 corpus, using a total of 1900 conversation sides.  
RankNorm lookups were performed against a set of 994 NIST 
2004 and 297 NIST 2005 conversation sides.  Phonetic 
transcripts were created using an English open-loop phone 
recognizer generating lattice-based counts proposed in [4].  
Evaluations were performed with the LIBSVM software 
library. [8] 
IV. NORMALISATION TECHNIQUES FOR CONDITIONAL 
LIKELIHOODS 
Initially, baseline experiments were performed to compare 
the joint and conditional likelihood forms.  Both 2-gram and 
3-gram feature vectors were generated and then normalised as 
previously described.  No pruning was applied to these 
vectors so as to eliminate any conflicting variables. 
Table 1 shows the results of the evaluation.  With no 
normalisation, conditional probabilities perform significantly 
better than joint likelihoods.  This outcome suggests that the 
conditional probabilities are a more natural representation for 
 capturing phonetic idiosyncrasies. 
The TFLLR does not perform particularly effectively on 
conditional probabilities.  Although it gives a small 
performance increase for 2-grams, 3-gram results are 
significantly worse.  This suggests that the distributions of 
conditional probabilities may not be affected to the same 
degree by the dynamic range problems that normalisations 
like the TFLLR are designed to counter. 
A key assumption made in the TFLLR normalisation is that 
infrequent (ie. low-probability) n-grams contain more 
information than frequent tokens.  However, this assumption 
does not necessarily carry across to conditional probabilities. 
It appears the TFLLR does not handle the distribution of 
conditional likelihoods as effectively. 
In both the 2- and 3-gram conditional case, the best-
performing method is RankNorm.  As its authors explain [1], 
RankNorm makes no assumptions about the underlying 
feature distributions.  This allows it to generalize well to 
different data – in this case, conditional likelihoods.   
It is common in phonetic speaker modelling [1] to limit the 
feature representation to only the most commonly occurring n-
grams (referred to as “pruning”).  Applying this to 3-gram 
data showed keeping the top 20,000 features gave the 
maximum improvement in performance, as shown in Table 2. 
As with joint likelihoods, the most infrequent conditional n-
grams appear to have high noise components and degrade 
performance. 
V. COMBINING PHONETIC FEATURE REPRESENTATIONS 
Each likelihood representation (joint or conditional) or n-
gram length (such as 2-grams or 3-grams) can be viewed as a 
different feature set.  They can be used alone, or combined to 
extend the feature representation.  Two main techniques exist 
to perform this combination: 
1. A simple linear weighting (here an equal weighting) 
can be applied to the scores resulting from each 
system before they are added. 
2. The feature vectors can be concatenated prior to 
evaluation of the SVM, hence using the SVM itself 
to determine the most relevant features. 
It could be reasonably expected that the latter method 
would provide better results, but later results show this is not 
always the case. 
A. Combining N-gram Features 
Phonetic speaker verification systems typically combine 1-, 
2- and 3-gram data in a single feature vector and then prune 
the most frequently occurring n-grams.  In effect, this is using 
the second method above to combine the different n-gram 
features.  Our investigation into the effectiveness of this 
approach builds on earlier work by [9]. 
Table 3 shows the combined results of the 2- and 3-gram 
RankNorm systems described.  Although it has previously 
been assumed that the different length n-grams contain 
complementary information [6], the concatenated feature 
vectors show no improvement over the basic 3-gram system.  
In contrast, the equally-weighted scores give an improved 
EER, but worse MinDCF. 
One of the major reasons given for pruning is that 
infrequent n-grams are believed to have high noise 
components.  Since it was suspected that these noise 
components were adversely affecting the feature combination, 
the experiment was repeated with only the top 20,000 3-gram 
features retained (see Table 4). 
Not only has this given better the individual 3-gram system 
performance, but combining the feature sets resulted in an 
overall improvement.  This is a key finding: not only do the 
noisy features adversely affect their own feature set; they also 
TABLE 2 
PRUNING OF 3-GRAM FEATURES (RANKNORM) 
Features Joint Likelihoods 
Conditional 
Likelihoods 
MINDCF EER MINDCF EER 
All features 0.0477 16.3 0.0477 15.5 
Pruned (20,000) 0.0468 14.9 0.0447 13.4 
TABLE 3 
COMBINING N-GRAM FEATURES WITHOUT PRUNING (RANKNORM) 
FEATURE SET MINDCF EER 
2-gram Joint 0.0532 16.2 
3-gram Joint 0.0477 16.3 
Concatenated Vectors 0.0478 16.3 
Equal-Weighted Scores 0.0500 16.0 
TABLE 5 
COMBINING CONDITIONAL N-GRAM FEATURES (RANKNORM) 
FEATURE SET MINDCF EER 
2-gram Conditional 0.0476 14.7 
3-gram Conditional (Pruned) 0.0447 13.4 
Concatenated Vectors 0.0438 13.3 
Equal-Weighted Scores 0.0446 14.3 
 
TABLE 4 
COMBINING N-GRAM FEATURES WITH PRUNING (RANKNORM) 
FEATURE SET MINDCF EER 
2-gram Joint 0.0532 16.2 
3-gram Joint (Pruned) 0.0468 14.9 
Concatenated Vectors 0.0468 15.0 
Equal-Weighted Scores 0.0490 15.5 
TABLE 1 
COMPARISON OF NORMALISATION TECHNIQUES 
Normalisation Joint Likelihoods Conditional Likelihoods 
MINDCF EER MINDCF EER 
2-gram     
None 0.0591 21.0 0.0564 15.1 
TFLLR 0.0524 16.5 0.0540 14.8 
RankNorm 0.0532 16.2 0.0476 14.7 
3-gram     
None 0.0578 19.5 0.0621 15.6 
TFLLR 0.0478 15.0 0.0711 17.2 
RankNorm 0.0477 16.3 0.0477 15.5 
 
 reduce the effectiveness of any combined representations.  
Hence care must be taken when selecting features for 
combination. 
Consider the alternative case where conditional likelihoods 
are used (see Table 5).  In contrast to previous experiments, 
here the concatenated feature vectors have shown an 
improvement in both MinDCF and equal error rate.  This 
supports the previous assertion that conditional likelihoods are 
a more natural fit to the n-gram data – in this case, the 2-gram 
and 3-gram data are more easily combined by the SVM. 
B. Combining Likelihoods 
Previous investigations have highlighted the possibility of 
conditional likelihoods containing complementary information 
to joint likelihoods [6]. As previously described, the two 
methods aim to capture subtly different speaker 
characteristics; hence it is reasonable to assume they may 
contain distinct information. 
Tables 6 and 7 show combinations of joint and conditional 
likelihoods. Again, pruned 3-gram vectors are used to reduce 
the influence of undesired features on the combination.  In this 
case the results obtained from weighted scores and feature 
vector concatenation are similar.  For both the 2-gram and 3-
gram data, a key problem is visible: not only do the combined 
scores give no significant improvement; in most cases they are 
worse than the best-performing subsystem.  If complementary 
information is not present, a reasonable fusion system could 
be expected to perform no worse than its best component 
system.  This has not occurred with either combination 
method. 
The reasons behind this behaviour are not clear, and are a 
potential avenue for further investigation.  Previous research 
[6] has demonstrated the complementary nature of conditional 
probabilities using other modelling techniques, and SVMs 
could be reasonably expected to follow this behaviour.  
However, these results suggest that new techniques are 
required for selecting appropriate features to combine.  It 
cannot be assumed that simply combining different feature 
types in a single SVM will extract complementary 
information.  In fact the opposite is true; mixing different 
types of feature representations can degrade overall 
performance.  Further research is required to develop 
techniques for identifying complementary features. 
VI. FEATURE COMPENSATION 
To examine the effects of feature compensation on the 
previously described systems, Nuisance Attribute Projection 
(NAP) was applied [10].  A NAP corank of 16 was 
empirically determined to provide optimal results for all 
methods. A subset of 797 conversation sides from the SVM 
background data was used for NAP training.  Note that 
pruning was not applied in this experiment.  As both pruning 
and NAP aim to remove noise components, it is difficult to 
apply them together without interference. 
Table 8 shows all systems gave a significant improvement 
with NAP applied.  Both 2-gram probabilities gave similar 
results, showing NAP is effective at reducing the noise present 
in joint probabilities.  The 3-gram systems gave far better 
results than simple pruning, suggesting that NAP is more 
effective at suppressing the noise introduced by infrequent n-
grams.  Interestingly the 3-gram joint likelihoods showed a 
greater increase in performance over the conditional 
likelihoods, outperforming them when NAP was applied.  
Again, this points towards joint likelihoods inherently having 
a large noise component, which is being removed by NAP.  
Conditional probabilities give a more natural feature 
representation for basic systems, but do not respond to 
normalisation techniques as effectively.  Further investigation 
of the distributions of conditional features may lead to more 
effective compensation techniques. 
VII. CONCLUSIONS AND FUTURE DIRECTIONS 
Conditional likelihoods have been shown to be an effective 
formulation of probability estimates for phonetic features in 
SVMs. They improve upon conventional joint likelihoods in a 
number of situations.  RankNorm was found to be particularly 
useful in modelling features with unknown distributions. 
Although it was suggested that complementary information 
exists between joint and conditional probabilities, this could 
not be demonstrated.  Experiments hinted at more complex 
effects being involved when multiple feature types are 
combined in an SVM, an area with significant potential for 
further research. 
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