Abstract | In this paper we study the system capacity of cellular systems with time-division multiple access and slow time-frequency hopping (F-TDMA). System capacity is de ned as the number of users/cell bit/s/Hz, for a given maximum outage probability. Outage is de ned as the event that the mutual information of the interference channel falls below the actual code rate. We develop a general framework and a numerical example based on a typical urban mobile environment.
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II. Channel model
We consider a total system bandwidth W Hz, user information rate R b bit/s and maximum decoding delay T s.
Transmission is organized in frames of bandwidth W and duration T f . Each frame is partitioned into slots of bandwidth W s and duration T s . User signals are divided into bursts which occupy one slot. Guard bands and guard intervals are inserted in order to make signal bursts approximately time-and band-limited over the slots. The total number of slots in a frame is Q = (T f =T s )(W=W s ). We consider a system with reuse K 1, where cells are grouped into clusters of adjacent cells of size K and the total number Q of slots in a frame is equally partitioned among the K cells forming a cluster. Each cell has a total of N c = Q=K available slots per frame. Users belonging to the same cluster are mutually orthogonal, while users belonging to di erent clusters may interfere. No coordination among users in di erent clusters is assumed. Active users in the system transmit one signal burst per frame, over a given predetermined hopping sequence. At each time any user in a given cluster experiences interference from at most one user from each other cluster. If the same hopping code is assigned to all clusters, two users in di erent clusters which are assigned the same hopping sequence may interfere over many consecutive bursts. As noted in 7] , this highly correlated interference may create very unfavorable worst-case situations. This can be avoided by assigning di erent hopping codes to di erent clusters. We will consider the following two limiting cases: i) Pairs of users interfere over all consecutive bursts (minimum interferer diversity, or mID). ii) A user experiences interference from di erent users over di erent bursts (maximum interferer diversity, or MID).
Because of dynamic channel allocation strategies and/or in order to limit interference between co-channel cells, only a fraction 0 < u 1 of the N c time-frequency slots are used at the same time in each cell. We call u the channel utilization. In the following, we assume that there are always N u = uN c active users in each cell. As usual, we model voice activity by a Bernoulli random variable such that P( = 1) = p, i.i.d. for di erent bursts and/or di erent users 4].
Code words are interleaved, partitioned into blocks and modulated into signal bursts. Because of real-time speech transmission, a maximum interleaving delay T is imposed. The interleaving depth, i.e., the number of bursts spanned by a code word, is M = T=T f . Code words are sequences of length N s M with elements in the complex signal set X (assumed to have unit average energy). N s denotes the burst length (in symbols). Following 6], we are interested in analyzing the system for large N s and nite (small) M.
The gain experienced by a signal transmitted over a distance d is determined by the propagation path gain which depends on d ? , by a random path gain which depends on slow, log-normally distributed frequency-at shadowing = 10 sh =10 , ( N(0; 1) and sh is the shadowing factor), and by a random frequency-selective gain due to multipath fading. We consider multipath frequency-selective Rayleigh fading characterized by the impulse response c( ; t) 2, Ch. 14] (namely, c( ; t) is the response at time t to an impulse at time t ? ). In most terrestrial personal communication applications, the Doppler bandwidth is very small (terminals move at walking speed). Then, we adopt a blockfading model 6] where c( ; t) is piecewise constant with respect to t. The transmission of M bursts spanned by a code word is characterized by the M impulse responses fc m ( ) : m = 0; : : :; M ? 1g.
As for the hando , we consider the following two basic situations: i) Each mobile is connected to the closest base station (distance-driven hando , or DDH). ii) Each mobile is connected with the most favorable base station among a set of close base stations (path-driven hando , or PDH) 5]. In the latter case, hando is driven only by the shadowing and the distance-dependent path gain.
Finally, as far as power control is concerned, we will consider the following cases: i) Constant transmitted power, or CTP. ii) Each transmitter knows ideally the slowly-varying, frequency-at gain due to distance and shadowing and compensates for it perfectly (ideal slow power control, or ISPC). In any case, no attempt is made to compensate for Rayleigh fading. Equivalent discrete-time channel model. Each i-th reuse cluster is characterized by a unit-energy user waveform s i (t), which may be di erent for di erent clusters. The waveform spreading factor is L = W s T (assumed common to all the s i (t)'s), and the number of symbols in a signal burst is given by N s = W s T s =L, where 1 is a factor which takes into account the F-TDMA overhead (guard intervals, guard bands, header and tail symbols and training sequences for channel identi cation and equalization). We can disregard overhead, which will be automatically taken into account by the factor , and consider only the information-bearing part of the signal transmitted by user i over the m-th burst, which can be written as III. System capacity versus outage probability
Since users transmit signal bursts of N s = W s T s =L symbols every T f seconds with a code rate , the user bit-rate is given by R b = W=(LKN c ). Hence, the maximum number of active users per cell of system with channel utilization u is given by N u = u W=(LKR b ). It is intuitive to de ne the system capacity as the ratio u =(LK) users/cell bit/s/Hz. As noted in 6], under the strict decoding delay constraint T and under the block-fading assumption, the channel cannot be treated in an ergodic stationary fashion. This is because a code word spans a small number M of \channel realizations" although the code word length N s M is very long. The mututal information of the M-block channel is a random variable and Shannon capacity is zero, since the mutual information between the input (transmitter 0) and the output (receiver 0) during a time span T has a non-zero probability of being below any speci ed rate > 0. We de ne the channel state S m that collects all the random variables which determine the discrete-time channel (2) and we let S = fS m : m = 0; : : :; M?1g denote the sequence of channel states over M bursts. Let I M (S) denote the \instantaneous" conditional mutual information of the M-block channel (in bit/symbol), conditioned on the channel state sequence S,
Following 6], we de ne the outage probability for a given code rate as P out ( ) = P(I M (S) < ). Then, we de ne the F-TDMA system capacity expressed in user/cell bit/s/Hz as C sys = u LK supf 0 : P(I M (S) < ) P out g (5) IV. Mutual information
In order to compute the mutual information we assume: i) The channel delay spread T d is negligible with respect to the signal burst duration T 
To this pourpose we consider s i (t) to be the strictly Nyquist bandlimited waveform The choice of waveforms s i (t) of the type (8) corresponds to multicarrier spread-spectrum. Outage probability for vanishing code rate. In general, the cdf of I M (S) must be evaluated by Monte Carlo simulation. An exception is represented by the case of very low coding rate ( ! 0). In this case the system capacity is also 1 We use to indicate the frequency variable in continuous-time Fourier transforms and f to indicate the frequency variable in discrete-time Fourier transforms.
vanishing. Nevertheless, for some applications, it might be interesting to study the limit of P out ( ) as ! 0, for a given ratio b = E b =N 0 , where E b is the average received energy per bit in the case of ISPC (i.e., for jA 0 j = 1). In 8] we show that the limit of the outage probability amounts to the evaluation of the cdf of a quadratic form of correlated Gaussian random variables, which can be computed in closed form via the residue method.
V. Results
In the framework developed in the previous sections we can compare di erent systems con gurations, in terms of C sys . This is in fact a fair comparison, yielding the best solution for given channel and voice activity statistics, as long as the fundamental assumptions of the underlying model hold.
We considered the following very common parameter values 6;5]: Decoding delay T = 100 ms; Propagation exponent = 4; Shadowing factor sh = 8 dB; Doppler bandwidth B d = 50 Hz; Number of interfering tiers k t = 3 (the number of interfering signals is N = 37); Voice activity with p = 3=8 or p = 1. The latter models either the case of no voice activity exploitation and the case of continuous data transmission. Moreover, since capacity is independent on the cell radius r, we let r = 1 and we consider normalized distances. In the examples we considered the uplink (from the mobiles to the base stations).
Monte Carlo simulation is used in order to evaluate outage probability P(I M (S) < ) as a function of . For the generation of the random variables which determine the user channel we refer to 4] and references therein. From direct computation we get that with DDH and ISPC the average transmitted energy per symbol (for a normalized cell radius r = 1) is E ' 1:82. In the case of PDH, from Monte Carlo simulation we get E = 0:23. Di erent hando and power control strategies should be compared for the same transmitted average energy per bit. In our examples we considered E=( N 0 ) = E b = 10 dB. In passing, the comparison of E with shows that power control with DDH increases the average transmitted power, while with an e cient hando implementation achieves a signi cant power saving.
We considered the Rayleigh fading channel model for a typical urban environment, with a truncated-exponential multipath intensity pro le with a total delay spread of 7 s. Fading is considered independent for di erent users and/or for di erent bursts. In this paper we consider interleaving depths M = 1; 2; 4; 8 2 . Outage probability results. 
; 2; 4; 8 and corresponds to the following combinations of interferer diversity and voice activity: Case a) mID and p = 1; Case b) mID and p = 3=8; Case c) MID and p = 1; Case d) MID and p = 3=8. We note that PDH and ISPC have a large impact on P out ( ) if used jointly, as expected. Coding over several bursts has a very large e ect with MID, while it has little e ect with mID. This fact has been noticed in 7] for particular coded modulation schemes. Moreover, coding over several bursts provides particularly large improvements when voice activity is exploited together with interferer diversity. Fig. 4 shows P out ( ) vs. for K = u = 1, spreading factors L = 1; 2; : : :; 8 and signal bandwidths W s = 0:2 L MHz. Fig. 5 shows P out ( ) vs. for K = L = u = 1 and W s ranging from 200 kHz to 1:6 MHz. For the sake of readability only the curves for M = 1; 2 and 8 are shown. All sets of curves are obtained with MID, voice activity p = 3=8, PDH and ISPC. Similar results (not shown) for di erent K and u have been obtained. By comparing these charts we note that the most e ective countermeasure to reduce outage probability is increasing the reuse factor K, followed by decreasing channel utilization u, by signal bandwidth expansion with spreading (Fig. 4) and by signal bandwidth expansion without spreading (Fig. 5) . Increasing the signal bandwidth without spreading still provides bene t in terms of outage, due to fading frequency selectivity. On the other hand, C sys is decreased by a factor u=(KL), so that, for a given desired outage probability, simple signal bandwidth expansion with K = L = u = 1 may yield the largest C sys , as we will see in the next section. System capacity results. All the results of this section are obtained in the case of PDH and ISPC. We x the desired outage probability threshold as P out = 10 ?2 . We obtain the corresponding code rate by numerically solving for the equation P out ( ) = P out . This yields the maximum code rate for the required P out . Hence, the corresponding C sys is obtained by multiplying this value by u=(KL) (see (5)). From these charts we conclude that, even though spreading L > 1 and channel utilization u < 1 reduce outage probability, they do not maximize system capacity. This is because the achieved code rate increase is not su cient to compensate for the capacity reduction by u=L. Depending on the interleaving depth M, there exists an optimal reuse K that maximizes C sys . In general, K = 1 yields the best C sys if M 4.
VI. Conclusions
A number of observations on optimal F-TDMA system design can be pointed out: i) Coding over several bursts, interferer diversity and voice activity exploitation must be jointly implemented in order to increase C sys and achieve reuse 1. ii) In any case, waveform spreading L > 1 and channel utilization u < 1 do not seem to provide any bene t from the system capacity viewpoint. iii) C sys increases by expanding the signal bandwidth with L = 1. Then, a good strategy for approaching the maximum C sys is coded OFDM. iv) The largest system capacity value found in our simulations is C sys = 1:74 is achieved by K = L = u = 1, W s = 1:6 MHz and = 1:74 bit/symbol (with the considered typical urban fading model, larger signal bandwidths yield only negligible capacity increases). This code rate can be approached by standard QAM coded modulation (e.g., 16QAM with a powerful concatenated coding scheme with rate slightly less than 1=2). There is no need for high code rates and complicated signal alphabets.
In order to give an idea about how many users per cell can be served by a well-designed system approaching C sys ' 1:7, 
