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Abstract
J.W. Robbin and D.A. Salamon [Linear Algebra Appl. 317 (2000) 225] generalized the
classical Vandermonde determinant to the signed or unsigned exponential Vandermonde de-
terminant and proved that both of them are positive. In this paper we shall generalize their
results to more extensive matrices. © 2001 Elsevier Science Inc. All rights reserved.
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Robbin and Salamon [1] generalized the classical Vandermonde determinant to
the signed or unsigned exponential Vandermonde determinant and proved that both
of them are positive. In this paper we shall generalize their results to more extensive
matrices.
Let n  1; a := (a0, a1, a2, . . . , an), x := (x0, x1, x2, . . . , xn)T be real vectors;
and
W(x; a) :=

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

(1)
be an (n+ 1)× (n+ 1) real matrix, where si ∈ {1,−1}, i = 1, . . . , n.
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Theorem 1. The generalized Vandermonde determinant
w(x; a) := w(x0, x1, . . . , xn; a0, a1, . . . , an) := det(W(x; a))
is positive for
an > an−1 > · · · > a1 > a0, xn sn xn−1 sn−1 · · · s2 x1 s1 x0 > 0,
where
si :=
{
 if si = −1,
> if si = 1.
Proof. Formula (1) implies that det(W(x; a)) = (∏ni=0 xa0i ) det(W(x; b)), hence
w(x; a) > 0 if and only if w(x; b) > 0, where b := a − a0(1, 1, . . . , 1). Therefore,
we may assume, without loss of generality, that a0 = 0, hence the 0th column of
it is (1, 1, . . . , 1)T. We shall prove it by induction on n. When n = 1, w(x; a) =
x
a1
1 − s1xa10 > 0 is trivial. Suppose the conclusion holds for any integer less than n.
It is easy to see that
w(x0, . . . , xn−1, xn−1; a)
= (1 − sn)xan−1n−1 w(x0, . . . , xn−1; a0, . . . , an−1)  0
(w(x0, . . . , xn−1; a0, . . . , an−1) > 0 by induction hypothesis); and that
w(x, a)= w(x0, x1, · · · , xn−1, xn−1; a)
+
∫ xn
xn−1
w(x0, x1, . . . , xn; a)
xn
dxn > 0.
Both summands of above expression are nonnegative, and the first one is positive
when sn = −1. When sn = 1, we have xn > xn−1 and the integral will be positive
if the integrand w(x0, x1, . . . , xn; a)/xn > 0. Therefore the proof will be done if
we can prove the following stronger formula:
wn+1−m(x0, x1, . . . , xn; a) := 
mw(x0, x1, . . . , xn; a)
xnxn−1 · · · xn+1−m > 0 (2)
for m = 1, 2, . . . , n, xn sn xn−1 sn−1 · · · s2 x1 s1 x0 > 0. By the differentia-
tion rule for determinant of a matrix of functions (see, e.g., formula (6.5.9) of [2])
we find that the determinant wk(x; a) = det(Wk(x; a)) has the following properties:
(i) for i = 0, 1, . . . , k − 1, the ith row of wk(x; a) is the same as the ith row of the
matrix W(x; a) in (1);
(ii) for i = k, . . . , n, the ith row of wk(x; a) is the derivative of the ith row of
W(x; a) with respect to xi , i.e., (0, a1xa1−1i , a2xa2−1i , . . . , ansnxan−1i ).
We now prove formula (2) by induction on k = n−m+ 1. First consider the
case k = n+ 1 −m = 1, or m = n. The off diagonal entries in the 0th column of
w1(x, a) vanish and for i, j > 0 the (i, j) entry is ±ajxaj−1i . Hence
w1(x, a) = a1a2 · · · anw(x1, x2, . . . , xn; a1 − 1, a2 − 1, . . . , an − 1)
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by expansion by minors in the top row and then factoring out aj from the jth col-
umn. The term w(x1, x2, . . . , xn; a1 − 1, a2 − 1, . . . , an − 1) on the right-hand side
is also a generalized Vandermonde determinant with smaller size, and it is positive by
induction hypothesis (on n). This proves w1(x; a) > 0. Now assume by the induc-
tion hypothesis (on k) that wk(x; a) = wk+1(x; a)/xk > 0. By subtraction the
kth row from the (k + 1)th row and expansion minnors in the (k + 1)th row of the
determinant wk(x; a) yields
wk+1(x0, . . . , xk−1, xk−1, xk+1, . . . , xn; a)
= (1 − sk)xakk wk(x0, . . . , xk−1, xk+1, . . . , xn; a˜) sk 0,
where a˜ = (a0, . . . , ak−1, ak+1, . . . , an) is of dimension n (one less than the dimen-
sion of a) and wk(x0, . . . , xk−1, xk+1, . . . , xn; a˜) is positive by induction hypothesis
on k. Hence
wk+1(x, a)= wk+1(x0, . . . , xk−1, xk−1, xk+1, . . . , xn; a)
+
∫ xk+1
xk
wk(x0, x1, . . . , xn; a)dxk > 0,
and the proof of (2) is completed. 
Theorem 2. Let W(x; a) be the matrix as given in Theorem 1; U be the following
(n+ 1)× (n+ 1) matrix:

u0 u′1 u′2 · · · u′n
u0 u1 u′2 · · · u′n
u0 u1 u2 · · · u′n
.
.
.
u0 u1 u2 · · · un


,
where u0 > 1; u1, . . . , un; u′1, . . . , u′n are any real numbers satisfying uj  u′j +
(sj − 1)xajj , j = 1, . . . , n. Then det(W(x; a)+ U) > 0 for an > an−1> · · · > a1>
a0 = 0, xn sn xn−1 sn−1 · · · s2 x1 s1 x0 > 0.
Proof. We claim that det(W(x; a)+ U) > 0 if and only if detB > 0, where
B =


1 + u0 s1xa10 + b1 s2xa20 + b2 · · · snxan0 + bn
1 + u0 xa11 s2xa21 + b2 · · · snxan1 + bn
1 + u0 xa12 xa22 · · · snxan2 + bn
.
.
.
1 + u0 xa1n xa2n · · · xann


with bj = u′j − uj satisfying (1 − sj )x
aj
j  bj for j = 1, 2, . . . , n, because
det(W(x; a)+ U) and det B share the same 0th column: (1 + u0)(1, 1, . . . , 1)T; and
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the jth column (j = 1, . . . , n) of det B is equal to the jth column of det(W(x; a)+
U) minus the multiple of the jth column multiplied by uj/(1 + u0), hence the two
determinants are equal by the calculation rules for the determinant. Now denote
w˜(x; a) := detB;
w˜n+1−m(x; a) := 
mw˜(x; a)
xnxn−1 · · · xn+1−m , m = 1, 2, . . . , n.
Then for i = 0, 1, . . . , k − 1, the ith row of the determinant w˜k(x; a) is the same as
the ith row of the matrix B; for i = k, . . . , n, the ith row of w˜k(x; a) is the derivative
of the ith row of B with respect to xi , i.e., (0, a1xa1−1i , a2x
a2−1
i , . . . , ansnx
an−1
i ).
Observe that both the matrix B and the matrix W(x; a) in (1) with a0 = 0 have their
0th columns to be positive multiples of (1, 1, . . . 1)T; and for j = 1, 2, . . . , n the
difference between the jth column of matrix B and the jth column of W(x; a) is
bj (1, 1, . . . , 1, 0, . . . , 0)T which is independent of x. Therefore an argument very
similar to the one given in the proof of Theorem 1 can work successfully to prove
Theorem 2. We omit the details. 
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