Abstract-In this paper, we introduce a new decoding algorithm for DCT-based video encoders, such as Motion JPEG (M-JPEG), H26x, or MPEG. This algorithm considers not only the compression artifacts but also the ones due to transmission, acquisition or storage of the video. The novelty of our approach is to jointly tackle these two problems, using a variational approach. The resulting decoder is object-based, allowing independent and adaptive processing of objects and backgrounds, and considers available information provided by the bitstream, such as quantization steps, and motion vectors. Several experiments demonstrate the efficiency of the proposed method. Objective and subjective quality assessment methods are used to evaluate the improvement upon standard algorithms, such as the deblocking and deringing filters included in MPEG-4 postprocessing.
I. INTRODUCTION

A. Need for Efficient Video Decoders
W
ITH THE recent advent of digital technologies, and the ever-increasing need for speed and storage, compression is more and more widespread. Compression algorithms are integrated in most recent devices: JPEG for digital cameras and Motion-JPEG (M-JPEG) for digital camcorders. MPEG-2 is used for digital TV and DVDs, H263 in videophones. MPEG-4 is used in "best-effort" applications such as video streaming on the Internet, and soon will be integrated in mobiles and PDAs, sharing the wireless field with the emerging H.264 standard [17] . All these algorithms are block-transform based; they consequently produce visually annoying compression artifacts, such as the well-known blocking effect. Moreover, most of these applications suffer from transmission over noisy channels leading also to some artifacts. Last but not least, storage and playback of the video can also introduce some artifacts. For instance, tape damage or head clogging can produce block loss, mosaic effects on small areas of pixels, blotches, banding, etc. In the rest of the paper, the term "dropout" will stand for any defect introduced by the transmission chain, except compression artifacts. In all the applications above, image quality is a key issue. For "best effort" applications, it is up to the manufacturer to include algorithm that will improve the visual quality as much as possible. Better video quality can be obtained if and only if, each kind of artifact is jointly processed. So, when using the standard compression algorithm at low bitrates, it may be necessary to improve the quality at the decoder side. Similarly, equivalent visual quality can be achieved with lower bitrates using such a post-processing algorithm.
Very few approaches have been proposed to tackle both problems simultaneously. Consequently, we propose in this paper a new decoding method, adapted to DCT-based compression algorithms, that will deal simultaneously with compression and transmission artifacts, and dropouts.
B. Review of Existing Techniques
The proposed decoding algorithm deals with blocking effects and dropouts, using an object-based approach. We start with a survey of existing restoration techniques.
1) Removal of Blocking Artifacts:
Very different approaches have been proposed to reduce blocking effects, particularly in still images. Post-processing methods were initiated in [34] by Gersho, who applied a nonlinear space-variant filtering to block coding methods. More recently, methods based on global and local filtering [29] , wavelet thresholding [15] , and criterion minimization [45] have also been suggested. Advanced methods, adopting a global approach for decoding, with the minimization of a criterion measuring blocking effects [31] , or wavelet thresholding and projection [21] avoid the classic problems (such as edge smoothing) of video post-processing methods. Nevertheless, video sequence processing requires more than an independent processing of consecutive images. The temporal characteristics of blocking effects must be considered in the decoding scheme. Consequently, these methods are not suitable for video sequences. Actually, there are less approaches dedicated to DCT-based video sequences that we might expect. In [46] , Galatsanos applies a decoding method for MPEG, based on the theory of projections onto convex sets. In [42] , and [6] , DCT domain algorithms are applied: coefficients are adjusted to remove discontinuities at block corners. In [8] , local slopes are evaluated and modified to achieve global smoothness, a noniterative post-processing technique is applied in [32] , and a Wiener-filter based restoration method is proposed in [44] . Most of the methods developed for blocking effects reduction in sequences have the main drawback of being post-processing approaches: they do not consider the
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information provided by the bitstream, such as quantization values, motion vectors, type of macroblock (I,P) etc. Due to this lack of information, they generally do not solve the problem of luminance variation inside the DCT-blocks, and local filtering applied to block corners causes smoothing that tends to reduce the details in the sequence. More recently, algorithms like MPEG-4 informative deblocking [33] applies a detection of the artifacts in the spatial domain, while the correction is frequential and uses 1 4 DCTs. Filtering operations are performed along the 8 8 block edges. Both luminance and chrominance data are filtered. Two different filtering modes are used depending on the strength of the artifact: the "DC offset mode," or the "Default mode." In the "Default mode," a signal adaptive smoothing scheme is applied by differentiating image details at the block discontinuities using the frequency information of neighbor pixel arrays. The filtering scheme in "default mode" is executed by replacing the immediate boundary pixel values. In the "DC offset mode," a stronger filtering is applied, due to the DC offset, for all the block boundaries first along the horizontal edges followed by the vertical edges. If a pixel value is changed by the previous filtering operation, the updated pixel value is used for the next filtering. More information on this deblocking filtering are available in [16, Annex F] .
2) Removal of Transmission Artifacts and Dropouts: Transmission artifacts are usually removed using error control and concealment techniques. These techniques are numerous. We recommend to read the review [41] written by Wang and Zhu for more information. Nevertheless, let us detail some methods of interest: spatial interpolation is very simple and low cost, but often results in blurring [13] . Motion compensated temporal prediction gives generally good results if motion vectors are available [10] . Other methods are using POCS [37] , or bayesian approaches [36] . Kokaram suggests a detection method in [26] and a spatial interpolation method in [27] for missing data. In [14] , a local analysis of spatio-temporal anisotropic gray-level continuity for film blotch removal is proposed, and in [30] a method for blotch and scratch detection in image sequences is developed. Unfortunately, these dropouts detection and interpolation methods are all post-processing approaches, and are often dedicated to a single kind of artifact.
3) Object-Based Approaches for Restoration: Object-based approaches require efficient motion segmentation. This problem has recently been widely investigated, and very different kinds of approaches have been proposed, for instance, let us mention methods for object segmentation [18] , [19] and for object segmentation with tracking [11] , [20] . Many methods exploit the temporal and spatial information in the video sequence to differentiate foreground from background: in [40] , an automatic spatio-temporal and object based segmentation algorithm is proposed and in [9] a real time object detection one. Noise removal and simultaneous displacement estimation were proposed by Katsaggelos in [3] . The same problem is developed in [28] : Kornprobst deals with the problem of segmentation and restoration in a coupled way using an optimization approach.
Unfortunately, none of these methods considers both blocking effects removal and segmentation. Consequently, on the one hand, results of segmentation are strongly affected by these blocking artifacts, while on the other hand, methods applied for blocking effects reduction cannot benefit from an efficient motion segmentation, to apply separated and adapted processing for moving objects and for the background of the sequence.
C. Main Contribution and Paper Organization
Coding artifact removal is a tricky problem: one might believe that applying a process such as the one used in MPEG-4 VM8 is sufficient. In fact, subjective experiments show that viewers are sensitive to improvements, according to regions of interests and masking properties. The key-issue, in proposing an object-based decoder, is to be able to deal with these properties, and so, smooth/clean more or less backgrounds and objects, according to their own properties. This is a major contribution of our approach.
Numerous standardized decoders already exist on the market. Our motivation for providing an "advanced decoder," where processing is included inside the decoder is twofold.
• First, we take benefit from the information provided by the encoder, that is available after the decoder for standard post-processing methods. The information are the quantizations steps, the motion vectors, the dequantized values in the DCT domain, and the type of the macroblocks (I or P).
• Second, the joint error-concealment/compression artifact reduction approach is a key-point enabling better results than when applying two independent tasks. Some recent studies address the interaction between compression artifacts reduction and error concealment methods. But, to our knowledge, the problem of jointly reducing blocking effects and dropouts by a global decoding approach has not yet been considered. Our object-oriented method is based on five steps (see Fig. 1 ).
1) The background of the scene is estimated and blocking effects are removed, while an accurate representation of the moving parts of each image is computed. 2) Each object is spatially isolated from the others and tracked, in order to be processed separately. A database of spatial and temporal characteristics of the objects is built. 3) Objects corresponding to dropouts on the background are removed according to spatio-temporal assumptions. 4) Quantization noise and blocking effects are removed on each object independently. 5) Processed objects and backgrounds are gathered, to build the final sequence.
The paper is organized as follows. In Sections II and III, the decoding method adapted to blocking effects and dropouts removal is proposed. Section IV is devoted to experimental results. We show that our method achieves an enhanced decoding: it increases significantly the visual quality of the sequence both objectively and subjectively. 
II. REDUCTION OF COMPRESSION ARTIFACTS
A. Notation
In the rest of the paper, we suppose that the image of the sequence corresponds to a projection of the moving objects onto the background with ( if the pixel ( , ) belongs to the background and 0 otherwise [28] ). Let us define , the image of the coded/decoded M-JPEG sequence in the DCT transform domain, by (1) where is the number of images contained by the sequence and is the DCT operator. The quantizer is defined as an additive noise model [35] such that (2) with the quantization noise. Fig. 1 .
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The basic idea of several spatio-temporal segmentation methods is to perform a temporal average of the video in order to separate the background and the moving objects. The principal advantage of this kind of processing is its low computational cost but the drawbacks are numerous, especially
• it is necessary to have an important number of images (generally two or three seconds of video) in order to perform the processing; • the background needs to be static; • a scene-cut is disastrous; • these methods are not robust when images are corrupted by blocking artifacts introduced by compression. The goal of our approach is clearly to suppress the drawbacks encountered in the classical post-processing methods and to allow 1) obtaining different background for each image of the sequence, resulting in a more realistic reconstructed sequence; 2) "on the fly" processing, i.e., progressive processing.
Then, it is not necessary to know the entire video sequence to perform the spatio-temporal segmentation process for image ; 3) robust segmentation when the camera moves or when there is a scene-cut; 4) restoration efficiency even at low bitrate.
2) Proposed Criterion:
The problem consists in finding the estimated background for the frame [22] , [23] . The main idea of our method is based on the observation that moving objects are characterized by strong temporal discontinuities. Then, to separate the moving objects from the background we perform a temporal smoothing on each pixel that presents strong temporal derivative. This problem is expressed as an inverse problem by introducing the following functional given formula (3): (3) where is the inverse DCT operator, is the support of the image in the spatial domain and stands for the temporal derivative between current image and a temporal average image noted . It is defined by:
Note that is a coefficient which permits to control the convergence of the criterion toward or . As described in Table I , criterion (3) allows us to 1) extract the background by using the information contained in the observed image (term A); 2) replace inside the objects by an adaptive temporal average noted (term B).
For each frame, the estimated background images are given by
The optimal solution of this minimization problem is obtained when and equivalent to and (
The solution of system (5) is then given by the following algorithm.
Repeat
Step 1 is weighted by these values of , not to take into account objects for the computing of the average that produces the estimated background.
The image can be defined as a weighted average of the previous images , as given in (6) Fig. 2. Temporal evolution of a pixel intensity for a typical video sequence of 50 frames. We can see the effect of the temporal smoothing when the pixel belongs to a moving object.
The computation of this weighted average, which takes into account the object position, permits to accelerate the convergence of the minimization problem toward the solution . As we can see in the example presented in Fig. 2 , this iterative process is powerful: in the case of a sequence with a static background, it totally removes the moving objects from the background.
C. Processing of the Background 1) Noise and Ringing Removal:
The criterion proposed in (3) performs the spatio-temporal segmentation but does not re- move the artifacts due to DCT coding. Thus, we must introduce in this criterion regularization constraints containing a priori assumptions on the solution to obtain. The first constraint on the solution we introduce is (7) where is a Lagrangian parameter and a potential function described in [7] . This function has special properties such that RESULT) large gradient associated to edges can be preserved and, at the same time, homogeneous areas are smoothed isotropically. The choice of the potential function as an edge preserving regularization function is addressed in [39] . Furthermore, the potential function needs to satisfy the following properties [7] :
• : isotropic smoothing in homogeneous areas; • : preservation of edges; • is strictly decreasing in order to avoid instabilities; where stands for the derivative of .
2) Removal of Blocking Effects:
In our approach, we tackle the problem of DCT blocking effects by reducing temporal variation of luminance inside the blocks with (3). Moreover, we can also work on block edges. In fact, image coding using DCT generates blocking effects which have typical characteristics in the wavelet (or space-frequency) domain [24] (see Fig. 3 ): wavelet coefficients [1] of block edges appear in horizontal and vertical high frequencies of wavelet coefficient sub-images [21] . Thus, significant wavelet energy results directly from DCT-block edges. The basic idea is to reduce the amplitude of the corresponding wavelet coefficients, while preserving the others. This choice is built on two ideas. The coefficients to remove
• are well located spatially in the wavelet domain (their position depends on the size of the DCT blocks); • consist of isolated horizontal and vertical lines in high frequencies (because of the structure of the blocks).
It is possible to reduce these DCT artifacts by introducing in the criterion the following second constraint (8) which performs a soft thresholding of blocking artifacts in the wavelet domain. The support of the image in the wavelet domain is noted and represents the wavelet operator, is a parameter adjusting the soft-thresholding, and is a potential function. Indeed, introducing constraint (8) in the minimization process implies that the term and thus must be small, depending on the value of which control the soft thresholding. The value of depends on the choice of the wavelet coefficients to remove.
is set to 1 if the coefficient is to be removed, otherwise is set to 0. With these assumptions, the MSE of coefficients with appropriate 3 3 patterns is evaluated [21] , to set the value of . This allows us to remove blocking effects but moreover, it avoids the appearance of "wrong objects" in the moving parts sequence : DCT causes temporal variation of intensity of blocks that could be interpreted as small moving objects.
The functions and we used in our approach correspond to the Green's function [12] given by with if if
3) Incorporating Quantization Constraint: During the decoding, the introduction of constraint performs smoothing and tends to put values out of the quantization interval, increasing quantization noise. This global approach for the decoding, instead of a post-processing one, reduces these alterations: the knowledge of the quantization matrix used by the coder limits the possible values of each pixel of the reconstructed image to the quantization interval [38] . For a transformed coefficient, the possible values for belong to the interval , with the quantization value for this coefficient, determined by the quantization matrix. Consequently, we introduce the penalty (10) (10) where is the support of the image in the DCT transform domain, is a weighting factor for the penalty and (11) In (10), if , i.e., , we find such that tends to 0, i.e., tends to or equivalently tends to . Thus, the value of is automatically projected onto the higher bound of the quantization interval. Similarly, if , i.e., the value of is projected onto the lower bound of the quantization interval, . This term reduces quantization errors, but moreover, allows multiple successive compression/decompression of the sequence without accumulation of quantization errors. This is a fundamental advantage when transmission media have lower rate capacity than the compressed video, and bitrate transcoding is needed to meet the channel constraints.
4) New Criterion:
The complete criterion can be rewritten as (12) It performs a spatio-temporal segmentation and remove simultaneously compression artifacts (blocking effects and quantization noise). As we have seen in Section II-B2, the optimal solution of this minimization problem is obtained when , equivalent to
with if if if (14) while the optimal map of moving objects is still given by (5b).
To solve the nonlinear equation (13), we use the half-quadratic regularization method developed in [7] which permits to ensure convexity of the criterion in . The minimization consists in a sequence of linear systems, solved by an iterative method like Gauss-Seidel or conjugate gradient. In order to find the optimal solution, alternate minimizations in and are performed as defined in Section II-B2 until convergence in . This iteration process, associated with the simultaneous regularization, removes all residual trails of objects from the background, even for slow moving objects.
D. Processing of the Moving Objects
This section corresponds to part 2 of Fig. 1 . Remember that the minimization of functional (12) gives
• the estimation of a background image for each frame, on which blocking effects were removed; • a representation of the moving parts of the sequence, without being negatively influenced by blocking artifacts that appear in the original sequence.
1) Preprocessing:
The aim of this section is to extract from this representation a list of objects and their spatial and temporal characteristics, in order to be able to process them separately in the next section. Thus, elementary methods were chosen as tools for spatial segmentation and tracking and are described briefly in Sections II-D1a and II-D1b. More elaborate ones could be applied, such as [4] , [11] , [20] . a) Spatial segmentation: The images are processed. First, each moving object is spatially isolated from the others in each image. A thresholding controls the amount of objects in the image. Then, binary mathematical morphology operations are performed (combinations of dilations and erosions with a 3 3 structuring element), to connect different components in complete objects. Finally, each object is labeled and its spatial properties are evaluated: height, width, barycentre, size. Small objects of size lower than a given threshold (typically 50 pixels) corresponding to noise are immediately removed. b) Tracking: For each object in image , motion estimation is performed using a simple block matching algorithm. The motion vector corresponding to the motion of object from image to image is obtained. Notice that for MPEG, motion vectors are directly available from the bitstream. If the motion vector field of the object is coherent, the tracking of the object is successful. The knowledge of the motion vectors gathered with the spatial ones results in the accurate knowledge of each object of the sequence.
2) Objects Processing: This section corresponds to part 4 of Fig. 1 . At this point, we isolated and labeled each object, and we know its motion during the sequence. Thus, each object can be processed independently. The processing detailed in this section is applied to each object: computation time is highly reduced on parallel computers. c) Blocking effects and quantization noise removal: Let represent the object in the image , with , , is the number of images, and the number of objects detected in these images. For each object , and for each image , the new representation of the object is obtained with the minimization of the criterion (15) (15) The data driven term performs a temporal average with motion compensation. It is given by (16) where is the support of the object in the spatial domain. The value of depends on the object characteristics. If the shape of the object changes rapidly, has to be small. The motion vector results from the motion estimation detailed in Section II-D1b.
As explained in Section II-C2, the term (17) performs the spatial regularization on the object: smoothing while preserving sharp edges. The term (18) performs the soft thresholding in wavelets domain to remove blocking effects. The support of object in the wavelet transform domain is noted . Finally (19) performs the projection onto the quantization interval to reduce quantization noise on the object. The support of object in the DCT transform domain is noted . The values of and are given in (11) . As well as for the background, blocking effects are reduced spatially on blocks edges, by constraints (17) and (18), and temporally by the term (16) . Here, the functions and also correspond to the Green's function.
d) Criterion minimization in :
The estimated object is given by (20) The optimal solution of this minimization problem is obtained with , equivalent to (21) where is the function given in (14) . The method to find the solution of (21) is the same as the one given in Section II-C4.
E. Handling of MPEG I, P, and B Frames
All the previous explanations were given for either M-JPEG frames, or I-frames of a MPEG codec. For P-and B-frames, slight modification are applied.
Constraint (10) is removed, since quantization values for Pand B-macroblocks are for the residual images. The operator in term A of (3) is removed, and consequently represent the MPEG decoded frames (in the spatial domain). This part requires further studies, for instance to apply specific criterion directly on the residual P-or B-frame, or to take into account macroblocks from P-and B-frames that have been I-encoded, because of non coherence of the motion vectors. Moreover, the notion of GOP, and the detection of the I-frames are indicators of possible scene cut, that could help for resetting the average .
F. Sequence Reconstruction
This section corresponds to part 5 of Fig. 1 . The final sequence is reconstructed by projecting the objects on the estimated backgrounds : (22) with as the representation of the gathered objects, for the frame . For a given pixel ( , ), if it belongs to a moving object, and the pixel from is used. Otherwise, the pixel from is used.
III. REMOVAL OF TRANSMISSION, ACQUISITION AND STORAGE ARTIFACTS
A. Dropouts: Causes and Consequences
The removal of the dropouts is fully integrated in the decoding method described in Section II. Dropouts in video sequences can result from the following.
• Transmission: current networks are not adapted to the transmission of video sequences. Many efforts consisted in understanding the packet delay and loss behavior [2] , to design network algorithms such as routing and flow control. Noisy channels involve losses of packets that can have very different effects on the visual aspect of the decoded sequence, depending on the role of the corrupted or lost area. In M-JPEG and MPEG I-frames, losses often appear as blocks or horizontal lines. If MPEG B/P-frames are corrupted, losses appear as shiftings in the sequence, objects can be duplicated, or their motion modified.
• Acquisition: a real-time DV compression performed by the new digital camcorders, or acquisition via video capture cards can produce defects on the sequence. In the case of camcorders, dropouts encountered are due to small bugs in the real time codec, that appear most of the time as small rectangular areas with uniform color: they do not appear to replicate any other set of pixels in the image.
• Storage: the principal means of storage used are magnetic tapes. Magnetic tapes are fragile, sensitive to repetitive playbacks, and liable to the unavoidable chemical breakdown of molecules and particles. Head clogging or dust on the tape produces a "banding effect": bands of image freeze and finally dissolve, producing a mosaic of small rectangular dropouts in the next images.
All these causes result in the same damage to the video: loss of blocks, shifting, banding, color alteration, are the most frequent.
B. Dropouts Detection and Removing
The removal of the dropouts requires very few additional computations thanks to the foreground/background separation and the object-based approach of the method. It corresponds to parts 3 and 4 of Fig. 1 . The dropouts are removed from the background by (3) . But of course, each dropout was detected as a moving object and appears in the sequence, representing the moving objects. The basic idea is to remove these objects according to spatial and temporal assumptions. For instance, the main characteristic of a dropout is its short-life appearance in the sequence. Furthermore, it is also possible to benefit from the transmission channel characteristics if the transport layer protocol is known [25] . Such objects are removed from the sequence, and thus are not considered during the sequence reconstruction. They are replaced by the estimated background: resulting interpolation of missing data is temporal, because background was computed by a temporal average.
On moving objects, dropouts removal is performed by (16) . The temporal average and the regularization on each object reduce the variation of intensity between the dropout and its proximity. Moreover, for , if one pixel value for is very different from the others, it is assumed to belong to a dropout, and is not considered in the temporal average, not to affect the final value. Resulting interpolation of moving objects is spatial and temporal.
IV. EXPERIMENTAL RESULTS
This section presents the results of the evaluation of the method. In the first part, the improvement in term of compression artifact reduction is assessed using both objective and subjective tests. In the second part, results on transmission, storage and playback artifacts removal are presented. Finally, the complexity of the algorithm is evaluated. Table II presents the seven CIF sequences (352 288 pixels) of various contents and characteristics that were used for the benchmark.
A. Compression Artifacts Reduction 1) Test Set Description:
Sequences were MPEG-4 encoded, by a Philips proprietary encoder, derived from the VM12 having only single VOP of rectangular size, with block-based DCT coding. Several bitrates between 700 kb/s and 100 kb/s were applied to each sequence. Each GOP holds 50 frames (only I-and P-frames). The proposed algorithm, called OMD (for Optimal MPEG Decoder), is compared to the standard decoder, with and without the postprocessing algorithm included in MPEG-4 VM8 [33] , i.e., spatial deblocking and deringing filters.
2) Objective Evaluation: At low bitrates, PSNR is definitely unable to assess the visual quality of image sequences, and a-fortiori to rank post-processing methods. Moreover, PSNR deals with image fidelity, and not with image quality. Consequently, we chose two other objective metrics that are expected to predict subjective quality more accurately. The first one, the Generalized Blocking Impairment Metric (GBIM) [43] , evaluates the amount of blocking artifacts in a sequence, taking into account luminance masking effect. The second one, the Overall Linear quality Metric (OLqM) [5] , measures three impairments due to compression: blocking effect, ringing artifact, and corner outliers. The lower the values of the metrics, the lower the amount of impairments in the sequence. Table III shows the results of the objective evaluation, by averaging the values obtained for each bitrates.
Results provided by both GBIM and OlqM are coherent: they show that the impairment reduction is effective for each postprocessed sequence, and that OMD sequences have less artifacts than MPEG-4 post-processing ones. Objective tests indicate the amount of impairment, and so give a global idea of the visual quality. Nevertheless, these metrics only concentrate on impairments (undesirable features) and not on attributes (desirable features) such as sharpness, contrast, or resolution. This is why subjective tests are required to confirm the feeling that the proposed algorithm improves upon current state of the art in term of visual quality.
3) Subjective Evaluation: A combination of evaluation by advanced experts and subjects with and without expertise in video processing was used. Twelve people were asked to give a score between 0 (worst) and 100 (best), according to perceived visual quality.
Video segments include the original source and the processed versions. The monitor used for experimentations is a Barco professional-grade high definition monitor. The maximum observation angle is 30 , and the room illumination is low. Finally, the viewing distance is in the range of 4H to 6H, four to six times the height of the picture, recommended by the Video Quality Expert Group (VQEG) [47] , and compliant with the Recommendation ITU-R BT.500-10. Table IV shows the subjective scores obtained.
The scale of subjective scores can be interpreted as follows: if the difference between two scores is smaller or equal to 2, the differences between the two sequences are hardly distinguish-able. For a difference above 2, all experts and some naives start seeing the differences, and for a difference above 5, everyone clearly see the difference.
These results show that OMD performs really better on sequences with static background, and as well as MPEG-4 postprocessing on moving background sequences. A deeper analysis of the results even shows that OMD performs better on moving background sequences for expert viewers. Naives meet with difficulties for seeing differences between post-processing methods, especially at high bitrates. Most of the time, naïve viewers prefer very smoothed video (like MPEG-4 post-processed) for fast moving sequences. Fig. 4 presents the results on the reconstructed sequence "Van," encoded by the M-JPEG algorithm. The compression rate is 12.6:1. Such a low compression rate is sufficient to exhibit severe artifacts because the original (uncompressed) sequence is very noisy. Frame (a), corresponding to the original uncompressed image of the sequence, describes the motion of the objects. Frame (b) corresponds to a window extracted from the original, (c) shows the same window, M-JPEG coded and then reconstructed with a standard decoder. As can be observed, lots of artifacts appear in the background and on the objects. Frame (d) is the sequence decoded by the proposed method. The reduction of blocking artifacts has a significant visual impact, and leads to more accurate images. Artifacts were smoothed out, avoiding excessive blurring of the discontinuities. Moreover, noise present on the original sequence was efficiently removed.
The tuning of the parameters is most certainly empirical, but some general rules can be applied. Table V summarizes the values of the main parameters depending on the quantization value . ( is the factor that multiplies the quantization matrix, between 1 and 31 for the MPEG-4 codec). Of course does not reflect exactly the amount of blockiness, that depends on the content of the scene too. Fig. 5 represents the decoding results on an I frame from the sequence "Surfing," encoded by MPEG-4 VM12, at 300 kb/s. This sequence presents large textured areas, and very fast motion. Fig. 5(a) shows the complete original frame, (b) the original, (c) the MPEG-4 decoded frame, (d) the sequence with MPEG-4 post-processing applied, and (e) the proposed method. Arrows highlight some blocking artifacts that remains in (d) but are removed in (e). This points out the limits of the MPEG-4 post-processing method, in tough conditions, i.e. textured areas, fast motions or very low bitrates.
Observing these results, it is important to keep in mind that
• the aim is not fidelity with the original, but final visual quality; • video quality differs from still image quality.
During subjective tests, we observed that most of the time, viewers (especially naive ones) prefer smoother images when video is played back, depending on their own regions of interest. Here is an advantage of our method: the object-based decoding approach allows adaptive smoothing according to the region types.
B. Transmission Artifacts and Dropout Removal 1) Modeling of the Channel:
In order to simulate realistic loss of cells, the Internet behavior was simulated according to the works of J. C. Bolot [2] . The channel is characterized by the round trip delay , and by the unconditional loss probability , where corresponds to a lost cell. The probability for a cell to be lost, knowing that the previous cell was lost, called conditional loss probability, is given by . In this experiment, the Internet is simulated by a markovian model (see Fig. 6 ) that consists in two states: "G" for "good," where all cells are perfectly received, and "B" for "bad," where all of them are lost. With this model, the global rate loss is given by (23) where is the probability to move from "G" to "B" state, and the probability to stay in the "B" state. 2) Results: ATM cell losses were simulated on the sequence "Road," used in the COST211 European project. In order to produce realistic losses, we chose and [2] . The corresponding global loss rate is 11.8%. Sending 150 images of the M-JPEG compressed sequence at 220 kb/s, required to send 28 296 ATM cells of 48 bytes of data each. Among these 28 296 cells, 3962 were lost. Fig. 7 corresponds to the 110th image of the corrupted sequence. In particular, ten slices have been lost on this image, both on the objects and on the background. Fig. 7 (c) presents the decoding with the standard method without the cell loss. Fig. 7 (a) and (d) present the decoding with standard method with cell losses, and Fig. 7(7) and 7(e) the reconstructed image with the proposed method.
The recovery on the background is very efficient, due to convergence of these pixels to the advanced temporal average, and the motion compensation on the objects. On the objects, losses were recovered too. Nevertheless, this result could be improved using a more accurate motion estimation. It clearly appears that the decoding method takes benefit of the iterative optimization approach, and its object based particularity. Fig. 8 corresponds to images of sequence "Hall." This sequence was encoded by MPEG-1 algorithm, with a target rate set to 256 kb/s. Three transmission channel errors were simulated: Fig. 8(a) and (c) correspond to a loss of 256 bytes, and Fig. 8(b) was obtained by randomly modifying 128 consecutive bytes of the sequence, that have probably affected P and B frames. In Fig. 8(a) and (c), the defect is detected in the image as a large new object that appears and progressively dissolves on four consecutive images. It has no repercussion on the background estimation in (3). Spatial and temporal characteristics of this dropout allow to remove it easily. In Fig. 8(b) , the detected object is not associated with objects from the previous or the next frame. So, it is removed, considered as a dropout. But moreover, it is substituted by the object from the previous frame, because corresponding objects from previous and next frame are associated by the tracking.
C. Complexity Evaluation
To conclude, let give an idea of the complexity of the algorithm. Tests on a Pentium II 450 MHz, with 512 M showed that for the "Hall" sequence, the processing of 100 frames requires 11.2 times more time than the standard decoding. In this sequence, two objects are detected and processed. Computation time depends on the number of objects and the number of iterations. Iterations are stopped when the evolution of two successive estimated image is lower than a threshold. According to Fig. 1 , the most time-consuming process are the block 1 (57%) and the block 4 (34%).
Some simplifications are possible: a tradeoff between decoding precision and complexity is currently investigated.
In conclusion, we estimate that a configuration yielding to pleasant results can be obtained for a processing that costs 3.2 times more than the standard decoding. These changes consist for instance in performing the thresholding in wavelets domain as a pre-processing in the decoder.
V. CONCLUSION
This paper presents a decoding scheme for block-coded video sequences. This efficient new method for improving visual quality differs from existing techniques by tackling simultaneously the problem of blocking effects corresponding to compression artifacts, and the problem of dropouts due to acquisition, transmission and/or storage errors. It performs simultaneously an estimation of the background and a detection of moving objects using motion segmentation. A second step consists in processing each object independently. Experimental results show that our method increases the visual quality of the reconstructed sequence. Compared to standard decoding, annoying temporal effects resulting from DCT blocks are largely reduced.
