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Abstract
Changes in the magnetic field generated within Earth’s core that occur over years to centuries
are known as geomagnetic secular variation (SV). These temporal variations arise from motions
of the electrically conducting outer core fluid, and magnetic diffusion. Diffusive field changes
are often considered much slower than those associated with fluid flow. For yearly to decadal
SV, diffusion is therefore neglected in the widely adopted frozen-flux approximation.
However, several studies have stressed the incompatibility of frozen flux with the SV ob-
served over the 20th century. In particular, the approximation conflicts with the emergence of
reversed-flux patches (RFPs) on the core-mantle boundary (CMB), which are regions where
the sign of radial magnetic field differs from the otherwise prevalent dipole field aligned with
Earth’s rotation axis (i.e. the axial dipole field). In this thesis, we first introduce a method
to characterise RFPs and their evolution. Subsequently, we show how these features have
proliferated, strengthened, and migrated towards the geographic poles, matching the observed
weakening of the axial dipole.
We introduce a formalism allowing the inversion of the observed SV for an initial magnetic
field throughout the core, assuming purely diffusive SV. With this method we demonstrate that
pure diffusion is consistent with the SV over several decades, and can reproduce fundamen-
tal SV characteristics such as westward drift, recent North Magnetic Pole acceleration, and
reversed-flux emergence.
We also use our inverse formalism to augment frozen-flux models for core fluid motion by
including magnetic diffusion. This hybrid scheme is shown to more accurately predict yearly
SV than steady core flow, in particular that of South Atlantic RFPs. Finally, we use this hybrid
forecasting method to compute a candidate model for the 2020.0 International Geomagnetic
Reference Field. Our predictions also show how future axial dipole decay is no longer due to
poleward migration of RFPs.
v
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Chapter 1
Introduction
1.1 A historical perspective
‘Extraordinary claims require
extraordinary evidence.’
Carl Sagan
It was Gilbert (1600) who was first to consider our planet Earth as one (giant) magnet — an
extraordinary claim indeed, considering the lack of knowledge of Earth’s interior at the time.
His idea was supported by experiments involving the use of a spherical magnet (a terella), and
his work therefore remains one of the earliest examples of experiment-based science in general.
However, the discovery and study of naturally occuring magnets, historically referred to
as lodestones, predates Gilbert’s (1600) seminal work by several centuries. For instance, the
Ancient Greek philosopher Thales of Miletus reported the ability of these rocks to remotely
attract or repel other physical bodies, which was then attributed to the soul that resides inside
them (Mitchell, 1946). In addition, the Ancient Greeks are accredited with the etymology of
the word ‘magnet’, a reference to the region of Magnesia where such lodestones were found.
The magnetic properties of lodestones have also independently been documented by the
Chinese of the 1st century, who were first to note that these rocks tend to align themselves
(roughly) along the north-south direction (Needham, 1962). Almost a millennium later, that is
in the 11th century, it is again in China where the use of this aligning property is introduced for
the purpose of navigation, and also where the first magnetic compass is manufactured (Wang,
1948). The use of these compasses subsequently led to the observation that their needle does
not strictly point towards the geographic north, marking the first notion of magnetic declination,
i.e. the angular distance between the compass needle and geographic north (Needham, 1962).
By the 17th century, the concept of magnetic declination had reached Western Europe. At
this time, it was understood that this quantity can vary significantly around the globe and in
time, and it was widely acknowledged that these spatial variations in declination are useful
for the purposes of naval navigation, as these allow an estimation of geographic longitude.
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Motivated by this practical use, the end of the 17th century saw the first large-scale mapping of
magnetic declination, focused in particular at the Atlantic Ocean. This expedition was ordered
and captained by Sir Edmund Halley, who also was first to interpret the temporal variation
among declination measurements in terms of a westward drift. He hypothesised that this drift
resulted from the rotation of concentric shells of magnetised material inside the Earth (Halley,
1692), a suggestion consistent with the proposition by Gilbert (1600). Despite the fact that
this theory has since been disproven, in part because the Earth’s interior is generally too hot to
sustain such remnant magnetism (the ambient temperature at these depths are above the Curie
temperature, see e.g. Tauxe (2010)), the westward drift remains a widely studied property of
the Earth’s magnetic field to this day (e.g. Bullard et al., 1950, Finlay and Jackson, 2003).
1.2 Earth’s core
At present, Halley’s hypothesis can be considered at least partially true. Namely, it is now
widely accepted that our approximately spherical Earth (with a mean radius of 6371 km) is
indeed layered. Specifically, it has a predominantly metallic core (which will be the main
region of interest for this thesis), surrounded by a rocky mantle, which is subsequently overlain
by a thin crust (≈ 5-50 km thick). The interface between the core and mantle, residing at
a depth of approximately 2,886 km, is the core-mantle boundary (CMB). This separation is
clearly manifest in seismological observations (Oldham, 1906, Gutenberg, 1912), which are
consistent with marked discontinuities in the properties of Earth’s constituents at this boundary.
For example, when crossing from the mantle to the core the density increases from 5.6 to 10
g cm−3, and the velocity of seismic P-waves (i.e. longitudinal pressure waves discharged by
earthquakes) decreases from 13.7 to 8.1 km s−1 (Dziewonski and Anderson, 1981) (Fig. 1.1).
Compositional differences between the two regions explain these differences: the mantle is
predominantly rich in silicates, whereas the core consists mostly of liquid iron (e.g. Fowler,
2005). In addition, the core itself is partitioned into an inner and outer core. Their separation
at a radius of roughly 1220 km is known as the inner-core boundary (ICB), and has originally
been observed from reflections of seismic P-waves (Lehmann, 1936) (Fig. 1.1). While the
CMB also reflects a material change, the ICB predominantly marks the phase difference of a
solid inner and liquid outer core.
Ultimately, this large-scale layered structure results from the differentiation of the initial
bulk composition Earth acquired during its formation approximately 4.5 Gyr ago (e.g. Wood
et al., 2006). This formation event, driven by gravitational accretion, has allowed large amounts
of potential energy to be converted to thermal energy (heat). This heat is still continuously
radiated into space, and the current total heat transfer at Earth’s surface is estimated at 43-49
TW (Pollack et al., 1993, Lay et al., 2008).
To constrain the dynamics of the fluid that comprises the outer core, it is crucial to know
what portion of this global heat budget is transferred through the CMB. Unfortunately, the
total CMB heat flux remains poorly constrained, and typical estimates range between 3 to 15
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Figure 1.1: The one-dimensional global-scale structure of the Earth in terms of density ρ (in g cm−3)
and seismic shear and pressure wave velocities VS and VP (both in km s−1), respectively (Dziewonski
and Anderson, 1981). Notable interfaces within this structure include the core-mantle boundary (CMB)
at a radius of 3480 km, and the inner-core boundary (ICB) at a radius of 1220 km (image adapted from
Olson (2007)).
TW (Sleep, 1990, Lay et al., 2008). Nevertheless, it is thought to exceed the conductive heat
transport inside the outer core due to adiabatic decompression, which is roughly 0.3 and 6 TW
near the ICB and CMB respectively (Roberts et al., 2003, Stacey and Loper, 2007). Thermal
convection must therefore take place within the core, through which thermally buoyant core
fluid rises upward and subsequently cools, thereby contributing to the overall transport of heat
towards the CMB.
As the core has cooled over time, the ambient pressures at large depth have caused it to
freeze radially outward, and this process is widely believed to have formed the solid inner core
(e.g. Sumita and Bergman, 2015). However, the inner core age remains a subject for debate,
and based on energetic, chemical, and magnetic considerations, estimates of the inner core age
exist of 0.5-2.5 Ga (Labrosse et al., 2001, Lassiter, 2006, Aubert et al., 2009, Biggin et al.,
2015, Davies et al., 2015). Because the core continues to cool, inner core freezing is ongoing,
and these inner core ages imply an average growth rate of the ICB radius of roughly 0.5-2.5
mm yr−1. The outer core fluid is an iron alloy, a property consistent with the observation that
the outer core density is roughly 10% lighter than that of pure iron (Birch, 1964). As a result,
freezing of the inner core is associated with the release of light (non-iron) elements into the
outer core. However, it remains difficult to establish the exact composition of the outer core;
candidate light elements include silicon, oxygen, sulphur, hydrogen, carbon, magnesium, or
some mixture of these (Poirier, 1994, O’Rourke and Stevenson, 2016). Nevertheless, it is ac-
knowledged that the presence of these light elements increases the buoyancy of the lowermost
outer core, and that these compositional differences therefore contribute significantly to the
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Figure 1.2: A schematic representation of the motions in the outer core. The dashed line marks Earth’s
rotation axis, and the cylinder aligned with this axis that encloses the inner core (the tangent cylinder)
is shown by dotted lines. Thin arrows indicate the direction of core fluid motion outside the tangent
cylinder, typically arranged in columnar vortices. The tangent cylinder dynamically separates the core
fluid.
convective motion within the outer core (e.g. Jones, 2015).
Earth’s rotation strongly affects the nature of convection within the outer core. A well-
known example of such rotation-dominated fluid motion follows from the Taylor-Proudman
theorem (Proudman, 1916, Taylor, 1917), which applies to some extent to the outer core. This
scenario considers a steady and inviscid flow for which the Coriolis force (associated with
the rotation) balances pressure (i.e. geostrophic balance). Then, there can exist no fluid flow
variation along the direction parallel to the axis of rotation. As the inner core is impermeable,
the application of this constraint to the outer core implies that the fluid outside an (imaginary)
cylinder, that is one aligned with the rotation axis and containing the inner core (the tangent
cylinder), is entirely separated from the rest of the outer core (Fig. 1.2). While such rotational
effects are thought to take place in the outer core, the Taylor-Proudman scenario remains a
much too simplified view of the true outer core dynamics. This theorem relies on ignoring for
example thermal, viscous, and electrodynamic processes, which are frequently accounted for in
(computationally demanding) numerical simulations of core convection. Still, these numerical
models confirm the highly cylindrical nature of core convection, and typically render vortices
within columns aligned with the rotation axis, which transport core fluid from and towards the
equatorial plane (e.g. Christensen and Wicht, 2015) (Fig. 1.2). For example, by considering a
non-magnetic and steady linearised force balance comprising thermal, rotational, and viscous
effects within numerical simulations of core convection, workers have demonstrated that the
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thickness of these columns generally decreases with rotation rate — extrapolation of these
simulated results to Earth-like conditions yields a column thickness of no more than 300 m
(e.g. Jones, 2015), further demonstrating that core convection is strongly rotation-controlled.
However, for the real Earth non-linear and magnetic effects are expected, which are capable of
significantly widening these convective rolls (e.g. Jones, 2015).
It is currently debated whether the core convects in its entirety. Specifically, several authors
have argued for a thermally or chemically stratified layer at the top of the core, in which radial
fluid motion is strongly suppressed. Constraints on the existence of this layer come from
seismic waves, particularly from travel time differences between SnKS phases travelling within
a thin region beneath the CMB (Lay and Young, 1990, Garnero et al., 1993, Helffrich and
Kaneshima, 2010, Kaneshima, 2018), but also from magnetic considerations (Whaler, 1980,
Gubbins, 2007, Buffett, 2014). In addition, data from mineral physics are consistent with high
thermal conductivity below the CMB, that is in excess of 90 W m−1 K−1 (Pozzo et al., 2012,
Gomi et al., 2013). Such values imply that most of the CMB heat flow may be accounted for
with only thermal conduction within a layer below the CMB, and barring any heat transport
associated with dynamical instabilities arising from shearing between the stratified layer and
the rest of the outer core (e.g. barotropic and baroclinic instabilities), this would circumvent the
need for radial convective motion. However, the existence of this layer remains controversial,
and estimates for its depth extent range considerably, from about 50 km (Garnero et al., 1993)
to possibly up to 450 km (Kaneshima, 2018).
1.3 Magnetohydrodynamic considerations
It is now widely accepted that these turbulent, convective motions of the (electrically conduct-
ing) fluid comprising the outer core generate a magnetic field that we observe at Earth’s surface
(the so-called core or main field). Essentially, the outer core is a dynamo, converting kinetic
energy to magnetic energy — this process is therefore suitably referred to as the geodynamo.
Such a mechanism was originally proposed by Larmor (1919) a century ago in an attempt to
explain the Sun’s magnetic field, but was considered applicable also to the Earth following
further developments in the 20th century (an overview of these is given by Olson (2007)). The
physical processes that govern the geodynamo are ultimately placed within the broader field of
magnetohydrodynamics (MHD), and in this section we shall touch upon some of its aspects,
allowing observations of the core field to be linked to processes operating inside the core. Ac-
cordingly, these theoretical considerations will provide the necessary physical context for the
discussion on the temporal evolution of Earth’s magnetic field that is given later.
In what follows, bold characters shall denote real 3-vectors (unless state otherwise). Fur-
thermore, we assume a spherical, concentric Earth and core, with radii a and c, respectively.
Accordingly, we adopt a spherical coordinate system, with the origin in Earth’s centre and the
position vector r = (r, θ, ϕ)T , where r, θ, and ϕ denote radius, colatitude, and longitude,
respectively.
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1.3.1 Maxwell’s equations
The basis for the theory of the geodynamo (or classical electrodynamics in general) is formed
by Maxwell’s equations, which in differential form read
∇ ·E = ς
ε0
, (1.1)
∇ ·B = 0, (1.2)
∇×E = −∂B
∂t
, (1.3)
∇×B = µ0
(
J+ ε0
∂E
∂t
)
, (1.4)
where E is the electric field, ς the electric charge density, B is the magnetic field (in place of
the commonly used field H = B/µ0), t is time, J is electric current density, and the constants
ε0 and µ0 are respectively the permittivity and permeability of free space. These equations
represent respectively Gauss’s law, Gauss’s law for magnetism (corresponding to the absence
of magnetic monopoles), Faraday’s law of induction, and Ampere’s circuital law (e.g. Fleisch,
2008).
MHD is generally a classical (non-relativistic) subject, and therefore it is sufficient to con-
sider Ampere’s law (eq. 1.4) without the displacement current term, i.e. the second term on
the r.h.s. To illustrate this, consider first eq. (1.3), which has the order-of-magnitude relation
E/L ∼ B/T , with E ,L,B, and T characteristic scales for the electric field, length, the mag-
netic field and time. Combining this scaling with the ratio of the displacement current to the
l.h.s. term in (1.4) then yields
|µ0ε0(∂E/∂t)|
|∇ ×B| ∼
1
c2
EL
BT =
(U
c
)2
, (1.5)
where the velocity scale U = L/T and c = (µ0ε0)− 12 is the speed of light in vacuum. A
typical estimate for the velocity of core fluid motion is 5 × 10−4 m s−1 (e.g. Holme, 2015),
whereas c ≈ 3 × 108 m s−1. Neglect of the displacement current is therefore justified for the
Earth’s core and is known as the MHD approximation.
1.3.2 The induction equation
This approximation has considerable advantages, and we now use it to link magnetic field
variations to the Earth’s core dynamically. Doing so requires another equation, that is Ohm’s
law for a moving conductor:
J = σ(E+ u×B) (1.6)
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with σ the electric conductivity and u the fluid velocity. While we shall not further specify
u, we note that the ICB and CMB are impermeable boundaries, therefore ur = 0 at these
interfaces. In addition, the mantle is widely considered electrically insulating, therefore it is
common to assume that σ = |J| = 0 for r > c. Equation 1.4 implies therefore that outside the
core, the magnetic field is curl-free, a property that we will be used later. Nevertheless, B can
be shown to be continuous across the CMB (Gubbins and Roberts, 1987).
Combining eq. (1.3), (1.4), and (1.6) together with the MHD approximation yields
∂B
∂t
= ∇× (u×B− η∇×B), (1.7)
with η = (µ0σ)−1 the magnetic diffusivity. For the case of uniform diffusivity this equation
simplifies to
∂B
∂t
= ∇× (u×B) + η∇2B, (1.8)
where we have used eq. (1.2) and the identity
∇×∇× v ≡ ∇(∇ · v)−∇2v, (1.9)
with v is any 3-vector. Equation (1.8) is known as the induction equation (for uniform diffu-
sivity), which explicitly gives time changes in the magetic field as the sum of two (r.h.s.) terms:
the first is the induction term representing the interaction between the fluid flow and the mag-
netic field, which may allow fluid motion to generate a magnetic field; the second is a diffusive
term which results in an overall decay of the magnetic field. It is of note that eq. (1.1)-(1.4)
and (1.6) considered both the electric and magnetic field, whereas the induction equation is
entirely independent of E (due to the MHD approximation). This shows that for our purposes,
the electric field is only of secondary importance. Still, if need be, E can readily be determined
from eq. (1.4) and (1.6) when u and B are known.
An expanded representation of the induction term in eq. (1.8) is
∇× (u×B) = (B · ∇)u− (u · ∇)B− (∇ · u)B, (1.10)
which results from the application of eq. (1.2) and the vector identity
∇× (v ×w) ≡ (w · ∇)v − (v · ∇)w + (∇ ·w)v − (∇ · v)w. (1.11)
The terms of eq. (1.10) represent different mechanisms for temporal field change due to fluid
flow. The first r.h.s. term describes how fluid flow changes along magnetic field lines, and
therefore represents dynamical stretching of the magnetic field; the second characterises the
converse, that is how the magnetic field changes along field lines of fluid flow, i.e. advection
of the magnetic field; the final term denotes field strengthening or weakening due to flow
convergence or divergence, respectively.
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1.3.3 Magnetic energy conservation
Although the temporal variabilty of the magnetic field is already given by eq. (1.8), the dynamo
mechanism can also be viewed from an energetic perspective. First of all, magnetic energy is
defined as B2/(2µ0), and the temporal evolution of this quantity may be described with eq.
(1.3), giving
1
2µ0
∂B2
∂t
=
1
µ0
B · ∂B
∂t
= − 1
µ0
B · (∇×E). (1.12)
Using the vector identity
∇ · (v ×w) ≡ w · (∇× v)− v · (∇×w) (1.13)
for any 3-vectors v and w, and combining it with eq. (1.12), (1.4) (under the MHD approxi-
mation), and (1.6) results in
1
2µ0
∂B2
∂t
= − 1
µ0
∇ · (E×B)− J
2
σ
− u · (J×B). (1.14)
Finally, we integrate this equation over some (stationary) volume Λ, and by application of the
divergence theorem the total magnetic energy balance becomes
1
2µ0
∫
Λ
∂B2
∂t
dΛ = − 1
µ0
∫
∂Λ
(E×B) · nˆdS −
∫
Λ
J2
σ
dΛ−
∫
Λ
u · (J×B) dΛ, (1.15)
where nˆ is the outward normal vector orthogonal to the boundary surface ∂Λ, and dS an
infinitesimal surface element. The first term on the r.h.s. corresponds to the flux of electro-
magnetic energy through ∂Λ, characterised by the vector (E×B)/µ0 (known as the Poynting
vector). The second term represents Ohmic dissipiation or Joule heating due to the core fluid’s
finite conductivity. Note that this term is always negative, and without sources external to Λ,
dynamo action must therefore take place to sustain the field against Ohmic dissipation. Such a
source of magnetic energy is given by the third term, which is the energy from the electromag-
netic force on the core fluid (i.e. the Lorentz force).
1.3.4 The frozen-flux approximation
We have established that the temporal evolution of the magnetic field is produced by the two
r.h.s. terms in the induction equation (eq. 1.8), but how important are they relative to each
other? To shed light on this issue, consider their following ratio
||∇ × (u×B)||
||η∇2B|| ∼
UL
η
=
τd
τu
= Rm, (1.16)
where τd = L2/η and τu = L/U are characteristic time scales for field changes due to dif-
fusion and fluid flow respectively, and Rm denotes the magnetic Reynolds number (compare
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for example with the more common hydrodynamic Reynolds number Re, defined instead by
the kinematic diffusivity). In other words, the magnitude of Rm characterises the disparity
between the diffusive and fluid flow time scales. If we use conventional estimates for the above
quantities (L = 106 m, U = 5 × 10−4 m s−1, and η = 2 m2 s−1), we find Rm ∼ 102, and
the time scales τd = 16 kyr and τu = 65 yr. Therefore, it appears that temporal changes in
B due to diffusion are much slower than those produced by the fluid flow. When considering
field evolution over short time scales (yearly to decadal field changes, say), it seems reasonable
then to ignore the diffusive contribution in the induction equation entirely, or equivalently to
treat the core fluid as an electrical superconductor (σ →∞) (Roberts and Scott, 1965). Such a
treatment gives the induction equation in reduced form
∂B
∂t
≈ ∇× (u×B), (1.17)
≈ (B · ∇)u− (u · ∇)B. (1.18)
This is the frozen-flux approximation.
The equation above relies on the assumption that the core fluid is incompressible, i.e. it is
assumed that ∇ · u = 0. Such a simplification is also widely made in for example geodynamo
simulations to reduce the complexity of the associated governing equations, which are already
difficult to solve numerically. It is of note, however, that the outer core mass density is believed
to vary by about 20% from the ICB to the CMB, and these variations may be particularly
important for the core’s thermal evolution (Anufriev et al., 2005).
There is an intuitive reason for the name of frozen flux: under this approximation the
magnetic field evolves by moving with the flow as though it were ‘frozen’ into the core fluid.
Let us briefly illustrate this by considering some material line element dl. Its change due to
some background flow u is then described with a material derivative(
∂
∂t
+ u · ∇
)
dl = u(r+ dl)− u(r) = (dl · ∇)u, (1.19)
where the r.h.s. follows from a first-order Taylor series. It may readily be seen that this equation
has the same form as eq. (1.18). As such, the magnetic field lines will subsequently evolve
as though they are material lines and therefore move along with the flow. This is known as
Alfve´n’s theorem (Alfve´n, 1942).
1.3.5 Backus’ conditions for frozen-flux
Along with the frozen-flux approximation (eq. 1.18) comes a set of constraints on the evolution
of the radial magnetic field Br, derived by Backus (1968). Just below the CMB core fluid flow
is horizontal (recall that it is a material boundary), in which case this component of the field
varies in time according to
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∂Br
∂t
= rˆ · ∇ × (u×B), (1.20)
= −∇H · (BruH), (1.21)
where ∇H := ∇ − rˆ∂/∂r is the horizontal divergence, and uH − urrˆ. If we integrate this
equation over a spherical surface P bounded by a null-flux curve (i.e. ∀r ∈ ∂P,Br = 0), we
find
∫
P
∂Br
∂t
dS = −
∫
P
∇H · (BruH) dS, (1.22)
= −
∫
∂P
(BruH) · nˆdP, (1.23)
= 0, (1.24)
where nˆ is normal to ∂P and we have applied the divergence theorem. This result implies
that for a perfect conductor the magnetic flux within a null-flux bounded curve is conserved.
We may extend this result by considering all such curves on the CMB, which either bound a
surface over which Br < 0 (P−) or Br > 0 (P+). The total flux change through all these
patches is then
0 =
∑
i
∫
P+i
∂Br
∂t
dS −
∑
j
∫
P−i
∂Br
∂t
dS, (1.25)
=
∑
i
∫
P+i
∂|Br|
∂t
dS +
∑
j
∫
P−i
∂|Br|
∂t
dS, (1.26)
=
d
dt
∫
CMB
|Br| dS, (1.27)
as the union of all P+i and P
−
j is the CMB. Therefore, for a perfectly conducting fluid, the
total unsigned flux over the CMB is conserved. Equations (1.24) and (1.27) are Backus’ (1968)
conditions for CMB field evolution under the frozen-flux approximation, and will appear fre-
quently throughout this work.
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1.4 Geomagnetic measurements
Although the core field is generated thousands of kilometers below our feet, it permeates
throughout the overlying mantle and crust, allowing us to measure the field at Earth’s surface
and above. Ultimately, these observations allows us to constrain the dynamics inside the core,
using theoretical considerations such as those given in the previous section. In this section,
different types of measurements are discussed, as well as how these are used to build space and
time-dependent models of the core field.
First of all, it is important to note that the geomagnetic field, i.e. Earth’s magnetic field
measurable at its surface, is a superposition of several magnetic sources. We already discussed
the core or main field, and based on its magnitude it forms the largest contribution to the total
geomagnetic field. However, there exist other magnetic fields of internal origin, e.g. those from
the permanently and inductively magnetised rocks within the lithosphere, and from electrical
currents in the oceans. While these contributions are not as strong as the core field (around 1%
of the core field strength (e.g. Maus et al., 2002, Maus, 2010)), they can exhibit considerable
spatial variation and need to be accounted for. Temporal variation of the internal magnetic
field originates predominantly from the core. These changes typically take place over decades
to centuries, hence the time derivative of the internal field is termed the geomagnetic secular
variation (SV). It is these timescales and the associated secular variation that will be the focus
of this thesis. Lastly, sources of external origin include those due to electrical current systems in
the ionosphere and magnetosphere, known jointly as the external field. At Earth’s surface, this
contribution is much weaker than the internal field (around 2-5% of the internal field strength
(e.g. Hulot et al., 2015)), and operates on shorter (second to daily) time scales. Again, in order
to be able to study the core field exclusively, geomagnetic measurements need to correct for
this additional source.
Let us now briefly introduce the geomagnetic quantities that are typically measured. As
noted earlier, magnetic fields are vector quantities, and have a direction and magnitude. The
local field direction measured in terms of its components that point to the north, to the east, and
downward, are typically denoted as the X , Y , and Z-components (Fig. 1.3). The horizontal
components X and Y are associated with the horizontal intensity H , whereas the full length of
the magnetic field vector is denoted by F . As mentioned in section 1.1, historical geomagnetic
observations are often declination measurements, defined by the non-linear relationship D =
tan−1(Y/X). Similarly, the vertical angle between the horizontal and full magnetic field is
referred to as inclination I = tan−1(Z/H). The inclination defines the North Magnetic Pole
(NMP), that is the location on the Northern Hemisphere where I = 90◦ (and similarly for the
South Magnetic Pole), a commonly studied property of the field. It is of note that in contrast to
declination measurements, which have been documented systematically from the 16th century
onward, measuring field intensity became possible only after 1832 thanks to the work of Gauss
(1837).
In what follows, we shall discuss several sources of geomagnetic observations, and their
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Figure 1.3: The local components of the magnetic field and their respective angles (image from Hulot
et al. (2015))
strengths and weaknesses.
1.4.1 Geomagnetic observatories
A continuous source of geomagnetic data is those provided at geomagnetic observatories,
where measurements of Earth’s magnetic field are made at fixed time intervals. Several ob-
servatories had been set up by the early 19th century, and currently there are approximately
150 observatories spread around the globe (that is within the INTERMAGNET consortium,
see http://www.intermagnet.org/). While observatory data has historically been
provided as annual or hourly means, 1-minute means are also becoming available at an in-
creasing rate. There is a major advantage to observatory measurements, which is that they have
continuously monitored field evolution over decadal to centennial time scales with high tem-
poral resolution. However, they are rather unevenly distributed across the Earth’s surface, with
most observatories situated in Western Europe, and relatively few in the Southern Hemisphere
and across the oceans.
1.4.2 Satellite missions
For two decades (1999 — ) the observatory data have been complemented by continuous mea-
surements made by satellites in low-orbit (typically at altitudes of several hundreds of km).
These circumnavigate the entire Earth approximately every 90 minutes, and therefore pro-
vide geomagnetic measurements with unprecedented spatial coverage. However, because they
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move continuously, differences among satellite measurements require additional data treatment
to separate spatial and temporal field variability. Moreover, these measurements are relatively
new, and can therefore not be used to investigate the field on historical time scales, in con-
trast to observatory data. The first global (intensity only) measurements were made by the
POGO satellite series, specifically the OGO-2, OGO-4, and OGO-6 missions operating from
1965 to 1971 (Cain, 2007). These missions were succeeded by the MAGSAT satellite, oper-
ating from 1979 to 1980, which was the first to also provide global directional observations
of the field (Purucker, 2007). The most recent mission is titled SWARM (Friis-Christensen
et al., 2006), a constellation mission launched in 2013 and led by the European Space Agency
(ESA) which comprises three identical satellites, which together provide directional and in-
tensity measurements at a sampling frequency of 1 Hz with measurement errors less than 0.5
nT. Other continuous satellite measurements have been made by CHAMP (which operated be-
tween 2000-2010, see also Reigber et al. (2002)) and the Danish mission Ørsted (which has
operated since 1999 onward, see also Neubert et al. (2001)). Satellite measurements have been
employed by for example Finlay et al. (2016a) (in addition to observatory data) to build the
CHAOS-6 field model, which describes the space and time variability of the core field over
approximately the past two decades.
1.4.3 Historical logs
A third source for geomagnetic observations are historical logs made primarily for navigational
purposes, as mentioned in section 1.1. A monumental effort of cataloging these measurements,
some of which date back to the 16th century, was made by Jackson et al. (2000) and Jonkers
et al. (2003) to which the reader is referred for further details. However, we note here that
these observations have relatively poor spatial coverage, as these were made predominantly
along former trade routes in the Atlantic and Indian oceans. Additionally, most observations
in these logs are declination measurements which, in absence of intensity measurements, con-
strain only the morphology of the magnetic field and not its strength. Nevertheless, this source
of geomagnetic data has proven invaluable, and in the landmark study by Jackson et al. (2000)
these observations have been combined to build the gufm1 field model, describing the his-
torical secular variation of the core field from 1590 to 1990. In addition, Gillet et al. (2013,
2015) employed historical measurements in addition to observatory and satellite data to build
the COV-OBS and COV-OBS.x1 ensemble field models for the periods 1840-2010 and 1840-
2015 respectively, which comprise multiple model realisations from an optimised probability
distribution (of which 100 are published).
1.4.4 Palaeomagnetism
Further constraints on the history of Earth’s magnetic field come from palaeomagnetism, which
may easily be regarded as a separate field of research by itself. Nevertheless, because of its
valuable contributions to our understanding of Earth’s magnetic field and the geodynamo, some
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of its characteristics are touched upon here.
In essence, palaeomagnetism concerns the ancient magnetic field recorded by igneous or
sedimentary rocks, or artificially baked materials. During their formation, and while their
temperature is below the Curie temperature, magnetic minerals comprising the rock tend to
align themselves along the ambient magnetic field, i.e. that of Earth (e.g. Tauxe, 2010). As
a result, these rocks record the geomagnetic field state at the time of solidification (much like
a cassette tape). Together with the absolute dating of the rocks, this magnetisation property
provides us with a powerful tool, for investigating the field of up to billions of years in the past,
which allows us to constrain the behaviour of the ancient geodynamo. In fact, palaeomagnetic
field intensities indicate that the Earth’s magnetic field (and hence the geodynamo) is at least as
old as 3.5 Gyr, and that the ancient field was approximately 50% weaker than its present-day
configuration (Tarduno et al., 2007, 2010).
Unfortunately, palaeomagnetic data are incredibly sparsely distributed over the globe and
through time. Therefore, at a single point in time they often constrain only the largest wave-
length of the field, which is typically assumed to be that of a dipole field tilted with respect to
Earth’s rotation axis (this is known as the geocentric axial dipole (GAD) hypothesis). With the
use of this approximation, which is confirmed a valid representation for the time-averaged field
over at least several tens of thousands of years (Acton et al., 1996, Driscoll and Wilson, 2018),
it is evident that the dipole component has reversed polarity numerous times over the lifetime
of the field (e.g. Cox et al., 1963). Such polarity transitions are referred to as geomagnetic
reversals. Despite this reversing behaviour, long-term magnetic field variation is generally
characterised by stable, non-reversing periods (with a typical time scale of 100 kyr), inter-
rupted by relatively fast reversal events (often these transitions take less than 10 kyr (Clement,
2004)). In any case, it is clear that the frequency at which reversals occur is far from steady:
palaeomagnetic data are replete with long periods such as the Cretaceous normal superchron
(84-121 Ma) during which no reversals occurred (Cande and Kent, 1995), but also unstable
periods (e.g. 150-170 Ma) characterised by high reversal rates, possibly in excess of 12 Myr−1
(Tominaga et al., 2008); estimates for the present-day reversal frequency are around 4 Myr −1
(Biggin et al., 2012).
It remains unclear what exactly triggers a geomagnetic reversal. However, they are ob-
served within numerical simulations of the geodynamo (Kageyama and Sato, 1995, Glatzmaier
and Roberts, 1995), indicating that these are characteristic features of the geomagnetic field.
With the use of such simulations, several authors have additionally found that reversals are
more frequent when either the total CMB heat flow or its heterogeneity are increased (Glatz-
maier et al., 1999, Driscoll and Olson, 2009, Olson et al., 2010, Olson and Amit, 2014). These
variations in CMB heat flow, and therefore the reversal frequency, may reflect the thermal
control of mantle convection on the geodynamo (Biggin et al., 2012).
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1.5 Core field modelling
Geomagnetic data are certainly useful to investigate the core field at a specific location or at a
single point in time. However, can we use such observations to obtain better understanding of
the field morphology on a global scale, including regions which are not sampled? Similarly, if
we were to know the field morphology exactly at two epochs, how well can we constrain the
field between those dates? Models of the core field, often simply referred to as field models,
aid in resolving such issues. In this section, we will summarise how such observation-based
models of the core field can be constructed, and comment on several characteristic features of
the field manifest in these models.
1.5.1 Mathematical representation
To construct core field models it is necessary to choose a suitable mathematical representation
of the field. Earlier we considered the magnetic field as a vector field; such a representation
corresponds to three unknowns (in three-dimensional space). Computational considerations
require the field to be discretised (a computer can only represent a finite numerical resolution).
We therefore introduce here another representation widely used within the geomagnetism com-
munity, which reduces the number of free parameters and allows for a discrete parameterisa-
tion.
We assume that the region outside the core is an electrical insulator, in which case no
electrical currents can exist there, and therefore∇×B = 0 for r > c (eq. 1.4). Then, the field
may be represented by a scalar potential V such that
B = −∇V. (1.28)
This representation must satisfy the absence of magnetic monopoles (eq. 1.2), therefore the
scalar potential is a potential field:
∇2V = 0. (1.29)
Solutions to the above exist in the form of spherical harmonics, and if we exclude external
sources (at r > a), these have the canonical form (e.g. Hulot et al., 2015)
V (r, t) = a
∞∑
l=1
l∑
m=0
(
a
r
)l+1(
gml (t)Y
m
l,0(θ, φ) + h
m
l (t)Y
m
l,1(θ, φ)
)
, (1.30)
= a
∞∑
l=1
l∑
m=0
(
a
r
)l+1(
gml (t) cos(mϕ) + h
m
l (t) sin(mϕ)
)
Pml (cos θ), (1.31)
where l and m respectively denote spherical harmonic degree and order, Y ml,n are the so-called
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spherical harmonics, which have either azimuthal cosine or sine dependence (with n a binary
index used here to distinguish between the two types), the Pml (x) are the associated Legendre
functions, and the gml and h
m
l are the time-dependent Gauss coefficients. Within geomag-
netism, it is common practice to adopt Schmidt quasi-normalised Pml (x), so that the spherical
harmonics obey the orthogonality condition∫
Ω(1)
Y ml,nY
j
i,k dS =
4pi
2l + 1
δliδmjδnk, (1.32)
with Ω(r) a spherial surface of radius r (e.g. Winch et al., 2005). Therefore, projecting V (if
known) on any of the spherical harmonics with the above norm, one may solve for the Gauss
coefficient associated with that harmonic. Conversely, if the Gauss coefficients are known,
then the spherical harmonic representation and eq. (1.28) allow V and all vector components
of the field to be straightforwardly computed at any location or time. The orthogonality of the
harmonics may also be utilised to compute power spectra of the field or Lowes-Mauerberger
spectra (Lowes, 1974), defined as
1
4pi
∫
Ω(r)
B2(r) dS =
∞∑
l=1
Wl(r), (1.33)
:=
∞∑
l=1
(l + 1)
(
a
r
)2l+4 l∑
m=0
(gml )
2 + (hml )
2. (1.34)
Due to practical limitations, it is necessary to truncate eq. (1.31) and (1.34) at some degree
l ≤ L, which is variable among types of models. For observation-based models it is generally
necessary to set L ≤ 14, as higher-degree core field contributions are difficult to separate from
those of crustal field (Langel and Estes, 1982). Therefore, the horizontal resolution of such
models is inherently limited. For forward numerical simulations however, truncation of the
spherical harmonic series is constrained only by computational limitations, and it is typical
for such models that L > 100 — a recent state-of-the-art geodynamo model has even been
reported with L = 1000 (Schaeffer et al., 2017).
It is important to note that the radial solution in eq. (1.31) depends on l. As a consequence,
high degree features become much more attenuated with increasing altitude compared to low
degree contributions. As we will see later, the modelled core field at the CMB (r = c) is
therefore characterised by relatively short wavelengths compared to their corresponding repre-
sentation of the field at Earth’s surface (r = a).
Lastly, time-dependent models require also an expansion onto a time-dependent basis,
which usually takes the form
gml (t) =
∑
k
kg
m
l φk(t), (1.35)
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where the kgml are coefficients associated with the temporal basis functions φk(t). Various
choices for φk(t) exist, although a currently popular choice is that of B-splines (e.g. de Boor,
1978), motivated by the reduced computational requirements associated with these functions,
and the fact that they are relatively smooth functions (conforming to the idea that a simple
solution is preferred over a complex one).
1.5.2 General inverse strategy
Models of the core field derived from geomagnetic observations (section 1.4) are generally
a solution to an ill-posed inverse problem. Within geomagnetism, these are generally of the
overdetermined type, in which case the inconsistency among data prohibits the existence of
a single solution that fits all data exactly. The associated forward problem, derived using the
mathematical representation given in the previous section for instance, has the discretised form
d = G(m) (1.36)
where d is a data vector containing all observations (e.g. field measurements at various loca-
tions and at a single point in time),m some model vector (e.g. the Gauss coefficients at a single
point in time), and G the relation between the two. It should be clear that while we previously
considered only 3-vectors, the data and model vectors can have any dimension. If we consider
the case that G is linear (G(m) = Gm), a solution for m could in principle be computed by
multiplying the system of equations by G−1. However, for an ill-posed problem such a matrix
is singular — in fact, G need not even be square!
A more feasible approach is therefore not to fit all data exactly, but instead find some model
mˆ that minimises the overall misfit to the data, which is defined by a cost or objective function.
A typical choice for this norm is the damped weighted L2 or Euclidean norm, in which case
Φ(m) :=
(
d−G(m))TC−1d (d−G(m))+ λmTC−1m m. (1.37)
where the associated weights are provided by the data and model covariance matrices Cd and
Cm, respectively. The first term on the r.h.s. represents a weighted least-squares residual be-
tween the model and the data, in other words the overall fit to the data provided by the model
— ideally the data is matched optimally, and this term is therefore as low as possible. How-
ever, such a small residual may be associated with large magnetic field amplitudes or gradients
within the model, which may be harder to justify (for example from physical considerations).
Therefore, a second regularisation term is often included to penalise the overall model com-
plexity (second term on the r.h.s.). Different choices of regularisation exist, all of which result
in a different weighting matrixC−1m . The non-negative damping parameter λ is then a measure
for the trade-off between a good fit to the data and model complexity; choosing an appropriate
value for this parameter is generally not trivial, and may require additional constraints. In any
case, minimising an objective function of the form of eq. (1.37) will provide a model that fits
the data, while also penalising model complexity.
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A typical method of minimising the cost function is by finding mˆ for which the objective
function is stationary, i.e. when
∇mˆΦ(mˆ) = 0. (1.38)
When G is linear in m (i.e. when G(m) = Gm), the Euclidean cost function is quadratic in
m, and the expression above yields an explicit solution for the optimal model that minimises
Φ:
mˆ = (GTC−1d G+ λC
−1
m )
−1GTC−1d d. (1.39)
As mentioned earlier, while mˆ is uniquely determined in this case, it may return unrealisti-
cally large amplitudes or gradients. These may be reduced by choosing a sufficiently large λ,
although increased regularisation is often associated with compromising on the fit to the data.
Additional complications may arise when G is nonlinear in m (for example when d contains
declination data), in which case the explicit solution above cannot be used. Then, the objective
function needs to be minimised iteratively, for example through the use of Newton’s method
(see e.g. Menke, 2018).
1.5.3 Core flow models
The methods described above may be used to compute some model of the core field that best
fits geomagnetic measurements, which for instance comprises a set of Gauss coefficients (eq.
1.31). A related class of models exists, which are the result of an inversion of geomagnetic
observations for the motion of core fluid just below the CMB, sometimes modelled jointly with
the Gauss coefficients. Such core flow models take advantage of the frozen-flux approximation,
in which diffusion is negligible, and therefore a direct relation exists between the field and fluid
flow (eq. 1.18). The associated discretised problem then has the form of eq. (1.36), where the
data vector may contain time derivatives of Gauss coefficients, and the model coefficients could
for example be spectral coefficients describing fluid flow (e.g. Whaler, 1986).
The solution to this problem is, however, always non-unique. This may readily be seen
from equation (eq. 1.18): only one equation is employed to obtain two (horizontal) flow com-
ponents. As such, the problem is strongly underdetermined, which implies that additional
information or constraints on the flow should be introduced to compute a meaningful solution.
Since there are several ways of doing so, there exists a variety of core flow models each with
different underlying assumptions (see Holme (2015) for an overview). A most common method
to mitigate this ill-posedness is to adopt some form of regularisation (e.g. as in eq. 1.37), for
example by penalising the kinetic energy of the obtained flow (Madden and Le Moue¨l, 1982)
or the flow heterogeneity (Bloxham, 1988). The latter method is often referred to as the use
of the ‘strong norm’, as it penalises the small-wavelength flow more strongly compared to the
former. However, for either type of regularisation the downside is that the flow is restricted
to be mostly of large scale, depending on the magnitude of the damping parameter. Another
§1.5 Core field modelling 19
Figure 1.4: The steady part of a model for core fluid motion just below the CMB over 2001.0-2010.0
(image from Whaler and Beggan (2015)).
way of improving the conditioning of the core flow inversion is to assume the flow is purely
toroidal, reducing the degrees of freedom of the solution. This type of flow is motivated by
the potentially stratified layer in the outermost core, which would inhibit radial flow (Whaler,
1980). While the toroidal constraint improves the conditioning of the problem, the associated
flows have been shown to imperfectly match the observed SV (Lesur et al., 2015). A reduction
in the number of free parameters of the flow model may also be accomplished by considering
steady flows. Still, time-dependent flows are particularly valuable as these can be linked to
length-of-day variations (Jault et al., 1988), therefore providing some physical justification for
core flow modelling. Finally, we comment on tangentially geostrophic flows, which are built
on the assumption that the forces associated with rotation, buoyancy, and pressure gradients are
in balance. Such a constraint can be shown to provide better conditioning than that of toroidal-
only flows, although the assumed force balance is expected to fail near the equator (the Coriolis
force is zero there) (Backus and Le Moue¨l, 1986).
As an example, Fig. 1.4 shows the steady part of a model for core flow below the CMB for
the period 2001.0-2010.0, computed by Whaler and Beggan (2015). A characteristic feature of
this flow pattern is the westward motion in the equatorial Atlantic, which is commonly used to
explain the westward drift in magnetic features discussed earlier. Additionally, these models
often render gyre-like circulation beneath the Southern Indian Ocean, and small-amplitude
flow in the Pacific Hemisphere. These features are shared among various core flow models,
even though each may be subject to other assumptions on the nature of the flow (a comparison
of flow models is given by Bloxham and Jackson, 1991). Nonetheless, differences in such
assumptions may still result in significant local variation among flow patterns.
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Figure 1.5: The radial field at the CMB and in 1840.0 (a) and 2015.0 (b) according to the COV-OBS.x1
field model (Gillet et al., 2015). Null-flux curves are denoted in green.
1.5.4 Characteristics of secular field evolution
There exists a variety of time-dependent models of the core field, each derived with different
methods, assumptions, and/or data (e.g. Jackson et al., 2000, Lesur et al., 2008, Gillet et al.,
2015, Finlay et al., 2016a). Here, we will discuss some of the commonly found features of the
field in these models.
Maps of the radial field at the CMB (Fig. 1.5) confirm that the field is well approximated
by a dipole aligned with the axis of rotation, as the magnetic field is mainly orientated radi-
ally inwards/outwards in the Northern/Southern Hemisphere. Although this axial dipole field,
defined by the g01 coefficient (eq. 1.31), is dominant over all other multipole contributions,
it has been weakening for several centuries (Barraclough, 1974, Gubbins et al., 2006). The
axial dipole decay may be expressed as a weighted integral of the radial CMB field. Then,
patches of Br with a sign different to the prevalent axial dipole, often referred to as reversed-
flux patches (RFPs), can be shown to contribute destructively to the magnitude of the axial
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Figure 1.6: The field intensity F at the Earth’s surface in 2010.0, according to the CHAOS-4 field
model (Olsen et al., 2014) (image from Hulot et al. (2015)).
dipole field. Within the present-day field, several of such patches reside in the South Atlantic
(Fig. 1.5). Therefore, several authors have linked the temporal evolution of these patches to
the decaying axial dipole, and have proposed this as a potential mechanism for geomagnetic
polarity reversals (Gubbins and Roberts, 1987, Olson and Amit, 2006, Gubbins et al., 2006,
Terra-Nova et al., 2015). Specifically, it has been shown that over the 20th century RFPs have
weakened the axial dipole by migrating towards the geographic poles (where the associated av-
eraging kernel is of higher amplitude) (Olson and Amit, 2006, Terra-Nova et al., 2015, Finlay
et al., 2016b), for example due to the gyre-like motion beneath the Indian Ocean (Fig. 1.4).
However, such studies do not usually consider the evolution of non-reversed field, which too
may be weakening and/or migrating, and could therefore play an important role in the observed
axial dipole decay.
The reversed-flux patches have a clear signature on the magnetic field at the Earth’s sur-
face. These features cause a local cancellation of the radial field, resulting in reduced overall
field intensity (Terra-Nova et al., 2017). This is demonstrated in (Fig. 1.6), a map of the
surface intensity at 2010.0. The surface field is characterised by high-intensity lobes at inter-
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mediate to high-latitude (near North America, Siberia and south of Australia), corresponding
to the predominantly axially dipolar nature of the field, which are classically attributed to fluid
downwelling motion near the tangent cylinder (Christensen et al., 1998). However, there is a
distinct region covering most of South America where the field is anomalously weak, typically
less than 30,000 nT. This weak-field region is known as the South-Atlantic Anomaly (SAA),
and is potentially a persistent feature of the field. For example, there is evidence that this fea-
ture has existed for several centuries, and may have emerged even before 950 AD (Hartmann
and Pacca, 2009, Tarduno et al., 2015, Hartmann et al., 2019). Because the non-dipole field
is generally thought to change over shorter time scales (Lhuillier et al., 2011), the SAA may
be the result of the thermal interaction between the core and mantle (Tarduno et al., 2015,
Terra-Nova et al., 2019), as the latter evolves comparatively slowly. Additional interest in the
SAA comes from the increased radiation damage to aircraft and satellites travelling within this
region, as the locally reduced intensity of the core field results in increased susceptibility to
incoming charged particles (e.g. those expelled due to solar activity) (Heirtzler, 2002).
1.5.5 Appraising frozen flux
As the frozen flux approximation allows us to render core fluid motion below the CMB, it is
certainly tempting to neglect diffusion in the induction equation (eq. 1.8). Still, is it actually
appropriate to do so for Earth’s core?
By consideration of the argument that Rm is rather large for Earth’s core, we may indeed
be convinced that such neglect is allowed (section 1.3.4). However, the parameters used to
compute this number are not necessarily well-constrained. For example, the magnetic length
scale L ≈ 103 km is generally based on the horizontal morphology of the field, as described
by observation-based field models. As such, the high-Rm argument falls short of considering
also the radial length of the magnetic field, which is poorly constrained. In addition, several
authors have argued for much reduced radial magnetic length scales below the CMB (Olson
et al., 2010, Finlay and Amit, 2011, Terra-Nova et al., 2016), which would subsequently lead to
smaller Rm. Furthermore, earlier we used U ≈ 5× 10−4 km s−1, but this values is classically
derived by attributing the westward drift rate to fluid flow, which therefore supports frozen-flux
only in a circular manner. It seems therefore that the value of Rm, and its implications for the
evolution of the core field, should be considered with caution.
We have already seen that for negligible diffusion, the total magnetic flux change over
patches bounded by a null-flux curve is invariant with time (eq. 1.24). Therefore, this con-
dition provides a means to test the validity of frozen flux quantitatively. Accordingly, several
authors have constructed field models at different epochs and found that the frozen-flux con-
straint was not satisfied. For example, Bloxham and Gubbins (1985) and Bloxham and Gubbins
(1986) found that the overall flux through reversed-flux patches in the South Atlantic, which are
inherently bounded by Br = 0 contours, increased significantly over the 20th century. Later
the violation of Backus’ frozen-flux constraints was confirmed also by Chulliat and Olsen
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(2010) and Asari et al. (2010). However, such observation-based studies may incorporate the
frozen-flux constraint (eq. 1.24) as an additional penalisation term in the minimised objective
function (e.g. of the form of eq. 1.37), and considering the problem of choosing an appropriate
scaling factor to this term objectively, it remains difficult to unambiguously detect violation of
frozen flux with these methods. Moreover, several workers have succesfully constructed field
models that are consistent with frozen flux (Gubbins, 1984, Constable et al., 1993, Wardinski
and Lesur, 2012).
Magnetic diffusion was first modelled together with (steady) core flow by Voorhies (1993),
which allowed for an improved fit to geomagnetic field models compared to steady flow only.
Later, Gubbins (1996) provided a more general method to co-estimate the fluid flow and diffu-
sive contributions to secular variation and found that diffusion is indeed required to explain the
overall intensification of an RFP below South Africa. Bloxham (1986) proposed a mechanism
explaining the temporal evolution of RFPs physically, that of a local fluid upwelling concen-
trating the field below the CMB followed by radial magnetic diffusion, a process known as
flux expulsion. Such an interaction has also been observed in numerical geodynamo simula-
tions (Aubert et al., 2008), which are often characterised by values of Rm that are considered
Earth-like (Christensen et al., 2010). Therefore, even if Rm is large, diffusion could still be
capable of contributing significantly to the short-term evolution of the core field. However,
such simulations have also demonstrated that the fluid flow just below the CMB can reliably
be inverted for with frozen flux, although the necessary truncation of the spherical harmonic
representation (e.g. by setting L = 14) can lead to increased uncertainty of inverted flow struc-
tures, in particular that of low-latitude motions commonly used to explain the westward drift
(Rau et al., 2000).
1.5.6 Forecasting core field evolution
Every five years sees a new release of the field models within the International Geomagnetic
Reference Field (IGRF) series and the World Magnetic Model (WMM) series. These pragmatic
models, used for a variety of purposes such as exploration geophysics and navigation (Meyers
and Davis, 1990), come in the form of a set of Gauss coefficients which describe the field at a
single epoch. In addition, these models also provide the estimated secular variation coefficients
{g˙ml , h˙ml } over the next five years. If these are assumed steady, they can be used to forecast
field evolution over the next five years (until the release of a newer IGRF or WMM iteration).
Note that an out-of-cycle update to the 2015 WMM model has recently been released (Chulliat
et al., 2019).
The last decade or so has seen the introduction of more advanced methods aimed at fore-
casting core field evolution. Often, these forecasts rely on data assimilation techniques, which
are designed to correct the observed temporal core field evolution with some numerical model
describing its forward evolution. Not only does such an updated trajectory provide a better fit
to the data, it also allows for more accurate predictions of field evolution than the IGRF/WMM
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steady SV forecasts. Data assimilation has already been applied widely over the past decades,
e.g. for weather forecasting, however it is relatively recent that these techniques have been ap-
plied within the context of geomagnetism (for an overview of developments see e.g. Fournier
et al. (2010)). Following the proof-of-concept studies by Fournier et al. (2007) and Kuang et al.
(2008), a first application to geomagnetic forecasting was made by Beggan and Whaler (2009),
in which the forward field evolution was described by the relatively simple case of steady core
fluid motion. Indeed, this method provides forecasts with improved global accuracy compared
to the Gauss coefficient extrapolation provided by the IGRF and WMM models: over a period
of 5 years (that is the period between releases of the IGRF and WMM models) their global
forecast error is less than 30 nT, while at the end of such a period the linear extrapolation of
Gauss coefficients is accurate only within approximately 80 nT.
However, in reality core fluid motion is not steady. Furthermore, magnetic diffusion could
also be important for short-term field change (as discussed in the previous section). The per-
formance of these forecasts was also limited by the occurrence of geomagnetic jerks, i.e. jump
changes in the second time derivative of the field. More elaborate (and computationally ex-
pensive) forecasts are those by Aubert (2015), who utilised full-sphere geodynamo simulations
in a data assimilation scheme, and reported a much improved predictability with respect to
the IGRF forecasts when a prediction window of several decades is considered. Additionally,
Barrois et al. (2017) and Barrois et al. (2018) have constructed a data assimilation scheme
that relies on the statistics derived from the same geodynamo simulation as employed by
Aubert (2015). However, as a result their analysis appears too strongly biased towards the
time-average geodynamo reference state (in which the SV approximately vanishes) to match
observed trends. Morever, it is of note that as with any modern geodynamo model, their con-
trol parameters are separated from Earth-like values by several orders of magnitude, and may
therefore not truly reflect the dynamics inside the core. Recently, Ba¨renzung et al. (2018)
have proposed a simulation-independent frozen-flux data assimilation scheme. They report
forecasts with higher accuracy than those based the IGRF SV prediction, in particular when
predictions over several decades to centuries are considered. Their limit of predictability can
exceed several centuries (depending on the spherical harmonic degree), consistent with the
geodynamo predictability horizon of several centuries reported by Hulot et al. (2010). How-
ever, this approach still relies on the frozen-flux hypothesis, and if diffusion is indeed relevant
for short-term SV, accounting for diffusion may improve core field predictions and possibly
extend the predictability limit of purely flow-based forecasts.
1.6 Outline of thesis and motivation
This thesis concerns the role of magnetic diffusion in the overall geomagnetic secular variation.
This diffusive contribution is often assumed to operate on time scales of tens of thousands of
years, and has therefore widely been neglected when considering the yearly-to-decadal evo-
lution of the core field. However, both observation-based and numerical studies indicate that
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it may provide an important contribution to secular variation, in particular for the growth and
intensification of reversed-flux patches observed over the 20th century. Therefore, our main
research aim is to explore to what extent diffusion can explain the short-term SV. Such infor-
mation may be valuable, for example as a means to improve forecasts of short-term core field
evolution, which frequently rely on a frozen-flux description of SV. These issues are addressed
in the following chapters:
• Chapter 2 concerns a characterisation of the reversed and normal-flux evolution over the
past century or so using time-dependent field models, in which we describe their growth,
intensification, and migration over this period.
• In Chapter 3 we introduce the purely diffusive end-member model to secular varia-
tion, and test how well it fits secular variation and several of its characteristics, such
as reversed-flux emergence.
• Chapter 4 is an application to forecasting the short-term core field evolution, in which
we employ purely flow-based predictions, and consider a extension based on magnetic
diffusion to improve these forecasts.
• In Chapter 5 we present final concluding remarks and outline several implications asso-
ciated with this work.
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Chapter 2
The reversed and normal flux
contributions to axial dipole decay for
1880-2015
M. C. Metman1, P. W. Livermore1, and J. E. Mound1
1School of Earth and Environment, University of Leeds, Leeds LS2 9JT, United Kingdom
‘Gotta have opposites, light and dark, dark and light,
continually in a painting. If you have light on light,
you have nothing. If you have dark on dark, you
basically have nothing. It’s like in life.’
Bob Ross
Abstract
The axial dipole component of Earths internal magnetic field has been weakening since at least
1840, an effect widely believed to be attributed to the evolution of reversed flux patches (RFPs).
These are regions on the core-mantle boundary (CMB) where the sign of radial flux deviates
from that of the dominant sign of hemispheric radial flux. We study dipole change over the
past 135 years using the field models gufm1, COV-OBS.x1 and CHAOS-6; we examine the
impact of the choice of magnetic equator on the identification of reversed flux, the contribution
of reversed and normal flux to axial dipole decay, and how reversed and normal field evolution
has influenced the axial dipole. We show that a magnetic equator defined as a null-flux curve
of the magnetic field truncated at spherical harmonic degree 3 allows us to robustly identify
reversed flux, which we demonstrate is a feature of at least degree 4 or 5. Additionally, our
results indicate that the evolution of reversed flux accounts for approximately two-thirds of
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the decay of the axial dipole, while one third of the decay is attributed to the evolution of the
normal field. We find that the decay of the axial dipole over the 20th century is associated
with both the expansion and poleward migration of reversed flux patches. In contrast to this
centennial evolution, changes in the structure of secular variation since epoch 2000 indicate
that poleward migration currently plays a much reduced role in the ongoing dipole decay.
2.1 Introduction
Observations of Earth’s internal magnetic field reveal that its largest component is that of the
axial dipole, which has been in decline since at least 1840 at a rate of approximately 15 nT yr−1
(Barraclough, 1974, Gubbins, 1987, Gubbins et al., 2006) (see also Fig. 2.1). The strength
of this component is measured by the degree one, order zero spherical harmonic or Gauss
coefficient g01 (e.g. Backus et al., 1996). A determination of this component has been possible
since Gauss’ work in the 1830’s and estimates have been refined by modern observatory and
satellite data (e.g. Finlay et al., 2016a).
The coefficient g01 can be computed with knowledge of the radial magnetic field Br on the
core-mantle boundary (CMB) through evaluation of the integral:
g01(t) =
3c
8pia3
∫
S
Br(r, t) cos θ dS (2.1)
where t is time, r is the position vector, a and c are the radii of the Earth and its outer core
respectively, θ is colatitude and S is the area of the CMB (Gubbins, 1987). Figure 2.1 shows
the integrand of Eq. (2.1) evaluated at the CMB at epochs 1840.0 and 2015.0. The integral is
negative and therefore so is g01 . However, there are regions on the CMB where the integrand is
positive, which therefore contribute destructively towards |g01|. These regions may be referred
to as reversed flux patches (RFPs).
Temporal variation in Br, and therefore in |g01|, ultimately results from the convection of
the electrically conducting iron-alloy that comprises the outer core. However, Eq. (2.1) illus-
trates that the secular variation of |g01| may be expressed mathematically in terms of Br at the
CMB only. With this in mind, the observed decay of |g01| has most often been attributed to the
secular evolution of RFPs (Gubbins, 1987, Gubbins et al., 2006). In particular, various authors
have stressed the importance of the evolution of the Southern Hemisphere RFPs underneath
the southern tips of South America and Africa (Bloxham and Gubbins, 1985, Gubbins, 1987,
Bloxham et al., 1989, Olson and Amit, 2006, Terra-Nova et al., 2016). For example, Olson
and Amit (2006) and Finlay et al. (2016b) employed geomagnetic secular variation models to
determine core flow at the CMB, and combined these flow and field models to map the associ-
ated contributions to axial dipole decay. Olson and Amit (2006) show that as much as roughly
80% of the instantaneous change in the axial dipole for 1980 may be the result of meridional
advection of the field. Over archeomagnetic timescales (in particular the past 3 ka) Terra-Nova
et al. (2015) found that RFPs have existed and that they contribute to axial dipole decay, this
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Figure 2.1: The magnitude of the axial dipole coefficient g01 for the period 1840.0 to 2015.0 (left), and
the spatial distribution of Br cos (θ) on the CMB for the COV-OBS.x1 mean model at epochs 1840.0
(top right) and 2015.0 (bottom right).
signal being clearer especially over the past several centuries when resolution of field models is
greater. In particular, by using a null-flux line (whereBr = 0) as a magnetic equator in place of
the geographic equator, they showed that spherical harmonic field components of degree 4 and
higher are important in describing RFP evolution. They were able to partition the flux patches
into a variety of types and quantified the contribution of each to the decay of |g01|.
Models of Earth’s internal field can generally be divided in two types: those that adopt the
frozen-flux approximation (Roberts and Scott, 1965), that is they neglect diffusive contributions
to secular variation (e.g. Bloxham and Gubbins, 1986, Constable et al., 1993, Lesur et al., 2010,
Wardinski and Lesur, 2012); and those that do not (e.g. Jackson et al., 2000, Gillet et al., 2013,
2015, Finlay et al., 2016a). In frozen-flux models field evolution is rather restricted, there can
be no net change in magnetic flux through a given RFP and RFPs are not allowed to merge or
divide (Backus, 1968). This may be a problem as the intensification of reversed flux may well
be the result of flux expulsion (Bloxham, 1986), a diffusive process that is absent from frozen-
flux field models. Some models additionally conserve radial vorticity (e.g. Jackson et al.,
2007, Asari and Lesur, 2011), so that poleward migration of RFPs is allowed only if there is
an associated change in the morphology of that patch (Jackson, 1996). With such constraints,
RFPs are then expected to contribute to axial dipole decay only by growing in surface area or
by migrating towards the geographic poles. In what follows, we will therefore refrain from
using frozen-flux models.
In this study, we build upon this previous work to address three objectives. Firstly, we
evaluate the impact of the choice of the magnetic equator on RFP characteristics. As we will
show later, the use of a magnetic equator with a relatively complex morphology can hamper the
robust characterisation of reversed flux evolution, and a spatially smooth equator is therefore
more appropriate for our analysis. The second objective is to quantify the importance of the
reversed portion of the field for axial dipole decay, relative to the unreversed or normal part of
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the CMB field. Finally, we evaluate what characteristics of the RFP secular evolution contribute
to this decay, specifically their intensification, migration, and growth in combined surface area.
This work is outlined as follows: section 2.2 specifies the field models used for our anal-
ysis, followed by our means of RFP identification in section 2.3. Sections 2.4 and 2.5 present
respectively how the reversed and normal contributions to axial dipole decay are computed,
and how this decay is interpreted in terms of RFP evolution. Our results are discussed in more
detail in section 2.6 which also concludes our work.
2.2 Field models
We employed the field models gufm1 (Jackson et al., 2000), COV-OBS.x1 (Gillet et al., 2015),
and CHAOS-6 (Finlay et al., 2016a) for the time periods 1840-1990, 1840-2015, and 1999-
2015 respectively. The first model has been used in earlier works concerning reversed flux
evolution (e.g. Gubbins et al., 2006, Olson and Amit, 2006, Terra-Nova et al., 2015) and the use
of COV-OBS.x1 and CHAOS-6 allows us to extend their analysis by 25 years. Additionally, the
lengths of the investigated periods for gufm1 and COV-OBS.x1 are larger than all non-dipole
secular variation timescales (Lhuillier et al., 2011), such that significant temporal variation of
the non-dipole field (and therefore that of reversed flux) is captured.
Among these field models there are similarities in terms of the data they are built upon. For
example, the models gufm1 and COV-OBS.x1 rely on the compilation made by Jackson et al.
(2000) (described in detail by Jonkers et al., 2003), which includes observations of marine and
land surveys, observatory annual means (OAMs), and satellite data from the POGO and Magsat
missions. Also, COV-OBS.x1 and CHAOS-6 both incorporate recent directional and intensity
observations from the missions Ørsted, CHAMP, SAC-C, and Swarm, as well as OAMs up to
the years 2013.5 and 2015 respectively. Moreover, the three models are constructed without
the use of the frozen-flux approximation, so that the temporal evolution of RFPs is not further
restricted.
The field models use different underlying modelling strategies, which result in different
spatial and temporal behaviour, even at times when the same data are used. The models gufm1
and CHAOS-6 employ regularisation that ensures convergence of the spatial and temporal
field spectra, while satisfactorily fitting the data. By contrast, COV-OBS.x1 is the result of
a Bayesian (stochastic) inference obtained with a priori means and covariance information (for
details see Gillet et al., 2013). This model comprises an ensemble of members, all of which fit
the data satisfactorily and none of which are regularised. This ensemble enables us to determine
uncertainties in field structure and derived quantities.
For all models we computed Br for yearly intervals using a spherical harmonic expansion
up to degree 14 on a 0.45◦×0.45◦ latitude-longitude grid (i.e., 400× 800 grid points). Several
integral quantities (discussed in the following sections) were computed on the same grid for
gufm1, the COV-OBS.x1 mean model, all 100 COV-OBS.x1 ensemble members, and CHAOS-
6. The use of a higher resolution grid was tested (up to double the resolution) and did not yield
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significantly different results.
2.3 Identification of RFPs using a magnetic equator
2.3.1 Choice of magnetic equator
The first step in describing reversed flux is selecting a magnetic equator that partitions the CMB
into two magnetic hemispheres (which may not be of equal surface area), each characterised
by its dominant sign of radial flux. Reversed flux patches are then regions where the sign of Br
is opposite to the dominant sign of flux of the magnetic hemisphere in which they reside. The
choice of the magnetic equator is non-unique; previous studies have employed both low (Olson
and Amit, 2006) and high morphological complexity (Terra-Nova et al., 2015). It is sensible
to define the magnetic equator according to a null-flux curve of a field truncated to a certain
spherical harmonic degree leqmax. For example, truncating to the axial dipole component alone
gives the geographic equator, a full degree 1 expansion yields a great circle tilted with respect
to the geographic equator, and a higher degree multipole expansion yields an undulating curve.
Note that a magnetic equator constructed using a degree of truncation leqmax < 14 will in general
not align with null-flux curves of the degree 14 magnetic field used in this study.
2.3.2 Construction of a discrete magnetic equator
Any definition of the magnetic equator that depends on the morphology of the CMB field will
evolve through time. Terra-Nova et al. (2015) presented and employed an algorithm that allows
the determination of the magnetic equator for any given field morphology. Their algorithm
finds an initial longitude along which there is only one location whereBr = 0 (strictly speaking
where there is only one change in sign of Br) and then repeatedly selects the closest grid
location to this point at which Br = 0 as the next point on the equator. Joining these grid
points together then defines a discretised magnetic equator.
Our method of defining the magnetic equator is based on the algorithm of Terra-Nova et al.
(2015), although we extended it in two ways. Firstly, it can not always be guaranteed that there
exists an initial longitude along which there is only one location where Br = 0. This can
for example be the case when a RFP resides on the geographic North Pole. As an alternative
approach, we chose an arbitrary initial longitude and selected the latitude at which Br = 0
closest to the geographic equator. We do this by searching for a change in sign of Br on our
grid and then use a linear interpolation between grid points to find the location where Br = 0.
This location is then taken as the starting point of the discrete magnetic equator.
Secondly, we found that the magnetic equator constructed by the algorithm of Terra-Nova
et al. (2015) was very sensitive to the structure of the magnetic field, particularly near the
geographic equator when multiple null-flux curves were relatively close. There were cases
where the iterative construction of the equator incorrectly joined nearby but separate null-flux
curves, manifest by a local jump in the curvature of the magnetic equator. In order to enforce
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Figure 2.2: A visual representation in longitude-latitude space of the quantities involved in the magnetic
equator construction algorithm. Locations already classified as part of the discrete equator at some
iteration k are rk−1 and rk. For this iteration, we find the candidate locations ci, each with an associated
distance si and tangential angle ζi with respect to the current candidate location rk. The next candidate
location rk+1 is then chosen such that it minimises the norm χi among all candidates. Therefore for
this iteration rk+1 = c1, as this candidate has a smaller tangential angle compared to c2 but an equal
distance to rk.
smoothness in the magnetic equator we scan along nearby lines of equal longitude for locations
which have a change of sign in Br, constructing a set of candidate locations defining the next
point on our discrete magnetic equator. Then, we compute an unsuitability norm χi = αsi+βζi
for every ith candidate location, which involves both distance (si) and the change in tangential
angle (ζi) between the current and candidate locations.
As an example, consider Fig. 2.2 which shows for some iteration k the locations rk and
rk−1 comprising the (incomplete) discrete equator. Now, the task at hand is to identify a set
of candidate locations (where Br = 0) by scanning along the line of longitude that meets with
rk and those lines adjecent to it. In this example case, the operation returned the candidate
locations ci in Fig. 2.2 (locations already part of the discretised magnetic equator are not
considered candidates). Both of these candidates have an associated distance to the current
location rk (si) and describe an angular distance between rk − rk−1 (ζi). We finally select
the next equator location rk+1 as the candidate that best minimises both distance to rk and
smoothness of the equator, that is
rk+1 = arg min
ci
χ(ci). (2.2)
For our example in Fig. 2.2 s1 = s2 and ζ2 > ζ1, therefore we would obtain rk+1 = c1.
This procedure only leaves us with an appropriate choice for the coefficients α and β de-
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scribing the importance of distance and smoothness respectively. We fix the value of α and
select β in a number of steps. Initially, we set β = 0 and select the candidate locations which
minimise χi (this mimics the algorithm of Terra-Nova et al. (2015)). If at some iteration we
find a new equator location for which ζi > 3pi/4, we deem this point unacceptable, as such
a large change in tangential angle often indicates the magnetic equator connects to a different
null-flux curve. Subsequently, we restart the equator construction algorithm with an increased
β. This process is repeated until no candidate points which minimise χi have an associated
ζi > 3pi/4.
Having defined the magnetic equator we assign the dominant radial magnetic flux in the
northern magnetic hemisphere to have negative sign and positive for the southern magnetic
hemisphere. Within each magnetic hemisphere any grid point at which the sign of Br is differ-
ent from the dominant sign is assigned to be reversed. This defines the distribution of reversed
flux in a point-wise manner.
2.3.3 Quantifying reversed flux
Any choice of magnetic equator presents problems for the identification of reversed flux. Us-
ing the geographic equator as the magnetic equator is undesirable as the Earth’s dipole field
is tilted; consideration of this component alone fragments individual low-latitude features into
separate reversed and normal regions (Fig. 2.3a and 2.3b). This results in a substantial increase
in the number of reversed flux regions which would otherwise not be considered as reversed.
Conversely, an leqmax = 14 multipole expansion results in diversions of the equator to high lat-
itudes encompassing large geographic areas. For example, for the year 1900 there is a large
intrusion of the magnetic equator into the southern geographic hemisphere, caused by the con-
nection of the reversed flux beneath the South Atlantic to the northern magnetic hemisphere
(Fig. 2.3i and 2.3j). We assert that for the field models considered in this work this region
should be considered a reversed flux patch in the southern magnetic hemisphere, because there
are times when this region is present but is not connected to the northern magnetic hemisphere.
This effect is quantified in Figure 2.4a where we show the combined reversed flux area AR
(see section 2.5 for details) normalised by the total CMB area S as a function of time, using a
magnetic equator obtained with leqmax = 14. There are clear discontinuities in AR which occur
when null-flux curves defining the boundaries of reversed flux disconnect from or connect to
the magnetic equator. Of further note is that the spread among the COV-OBS.x1 ensemble
members is relatively large near the end of the 20th century, precisely when data quality and
quantity is relatively high. The change in ensemble spread during this period reflects how
for this type of magnetic equator the identification of reversed flux is particularly sensitive to
small-scale features of the field. For example, a very small temporal change in the morphology
of the field may yield the merging of a RFP and the opposing magnetic hemisphere, which will
strongly affect the secular variation of AR. On the other hand, similar change in field structure
elsewhere that does not result in such a merge, will have little effect on AR. Therefore, the
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(a) Br, geographic equator (b) RFPs, geographic equator
(c) Br, leqmax = 1 (d) RFPs, leqmax = 1
(e) Br, leqmax = 3 (f) RFPs, leqmax = 3
(g) Br, leqmax = 4 (h) RFPs, leqmax = 4
(i) Br, leqmax = 14 (j) RFPs, leqmax = 14
Figure 2.3: The radial field Br on the CMB (left) and the associated distribution of RFPs (right) for
epoch 1900.0 and several configurations of the magnetic equator (solid black line).
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(a) leqmax = 14 (b) leqmax = 3
Figure 2.4: The combined reversed to CMB surface area ratio AR/S as a function of time for all COV-
OBS.x1 ensemble members, using a magnetic equator with leqmax = 14 (a) and l
eq
max = 3 (b). Shown
are the results for gufm1 (black curve), the COV-OBS.x1 mean model (dark red curve), and all COV-
OBS.x1 ensemble members (thin red curves). The thick light red curve is the average among the results
for the ensemble members, and the dark and light gray areas correspond to confidence intervals of one
and two times the standard deviation, respectively.
use of a magnetic equator defined with leqmax = 14 makes it difficult to robustly quantify the
temporal evolution of reversed flux, and we therefore deem it unacceptable for our analysis.
Of additional interest in this figure is that although the results for COV-OBS.x1 and CHAOS-6
appear to be consistent, there is an apparent disagreement between COV-OBS.x1 and gufm1
during the first four decades of the time period shown: AR according to gufm1 shows an
almost constant value, whilst AR according to COV-OBS.x1 exhibits rapid decline. This time
period coincides with the start-up period for the COV-OBS.x1 model, and is likely to be a
manifestation of an end effect (N. Gillet, personal communication, 2016). For this reason, we
focus attention on the period 1880-2015 for the remainder of this work.
A magnetic equator that is defined using a low degree of truncation will limit the occurrence
of large intrusions, whereas increasing leqmax reduces the combined surface area of divided low-
latitude reversed flux. Figures 2.3c to 2.3h show the effect of the choosing of leqmax ∈ {1, 3, 4}
on the identification of reversed flux. The choice of leqmax = 1 is undesirable as it still fragments
low-latitude features particularly underneath the Pacific. Conversely, for leqmax = 4 the equator
assumes a shape that resembles the hemispherical intrusion of leqmax = 14. The choice l
eq
max = 3
gives the most structured magnetic equator, such that the combined surface area of divided
low-latitude reversed flux is acceptable, while avoiding the problematic intrusion.
The sensitivity of reversed flux identification to magnetic equator complexity has also been
quantified by computing time series of AR/S for various l
eq
max (Fig. 2.5). It appears that de-
creasing leqmax generally yields a larger value ofAR/S, due to the associated inclusion of divided
low-latitude RFPs. However, the trends among all continuous curves remain similar. It is also
of note that the apparent lowest degree of complexity for the magnetic equator we can employ
before any discontinuities develop is leqmax = 4. Nevertheless, this is not a robust choice for the
magnetic equator, as it still yields jumps in magnetic equator morphology. These jumps can not
be detected from the AR time series (Fig. 2.5); however, they can be seen in other quantities.
For example, the change in magnetic equator morphology between 1946 and 1947 yields neg-
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Figure 2.5: The combined reversed to CMB surface area ratio AR/S as a function of time and for
various leqmax. Solid and dashed curves represent even and uneven l
eq
max respectively.
(a) (b)
Figure 2.6: The distribution of reversed flux for epochs 1946.0 (a) and 1947.0 (b).
ligible overall change in AR (Fig. 2.6), whereas the classification of Br within the magnetic
hemispheres has changed abruptly. Also, these maps illustrate the unrealistic identification of
normal flux, with normal features in the Southern Hemisphere completely detached from the
Northern Hemisphere. Considering these difficulties with leqmax = 4, we instead adopt l
eq
max = 3
for the remainder of this work, and to maintain consistency among our results we do so for all
field models. Under this definition of the magnetic equator, for the COV-OBS.x1 model Fig.
2.4b shows an initial fall in the total flux patch area, a stable period between 1880 and 1920
when AR/S is constant, and a gradual increase in AR/S to the present day. This behaviour
is largely parallelled by gufm1, although it has no initial decay and for all times AR/S is less
than that calculated from COV-OBS.x1. Moreover, we again find agreement among CHAOS-6
and COV-OBS.x1 results, although the former model appears to yield a slightly lower rate of
change in AR/S. Lastly, Fig. 2.4b shows that over the time periods investigated RFPs do not
cover more than 20% of the CMB.
An alternative characterisation of RFPs, in addition to their area, is by their typical spherical
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(a) leqmax = 3
(b) leqmax = 14
Figure 2.7: The ratio of the combined RFP area relative to the CMB surface area AR/S as a function
of time and degree of truncation lmax for the COV-OBS.x1 mean model, using either a magnetic equator
obtained with leqmax = 3 (a) or l
eq
max = 14 (b).
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Figure 2.8: The ratio of the combined reversed flux area relative to the CMB surface area AR/S
averaged over the investigated periods with leqmax = 3 and as a function of lmax.
harmonic degrees. For our choice of magnetic equator leqmax = 3, figure 2.7a shows the effect
of truncating the field to degree lmax by its flux patch area AR/S as a function of time. There
appears to exist a minimum degree of truncation required to resolve RFPs, which is time-
dependent. For example, during the second half of the investigated period there are almost no
RFPs for lmax ≤ 3; however, setting lmax = 4 yields a marked increase in RFP area. In earlier
times, setting lmax = 4 resolves relatively less reversed flux and it appears that lmax = 5 is
required to resolve the majority of RFPs for that period. Also, Fig. 2.7a shows that lmax and
AR are not strictly positively correlated, as AR/S exhibits a decline within the ranges lmax = 9
to 11 and lmax = 5 to 8 for the approximate periods 1880-1910 and 1950-2015, respectively.
To assess the robustness of the above characterisation of reversed flux we briefly consider
the effect of applying the same analysis using a magnetic equator defined using leqmax = 14.
Figure 2.7b shows two key features: first is the signature of the intrusion which is particularly
noticeable between 1880 and 1920 for lmax ≥ 10. Second is that we find a clearer signature of
the characteristic spherical harmonic degree defining RFPs of least 5. This matches the results
presented in Fig. 2.7a as in both cases an lmax of at least 5 is required to resolve a significant
portion of the reversed field. Lastly, Figure 2.8 shows the total flux patch area for leqmax = 3
and as a function of lmax when time averaged. It shows for gufm1 and the COV-OBS.x1 mean
model that there is no single characteristic minimum degree for the whole of the period and
that the inclusion of degrees 4 and 5 yields the greatest increases in AR/S. This illustrates
the particular importance of these degrees for resolving reversed flux over the corresponding
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time periods. However, the CHAOS-6 results demonstrate that for approximately the past
two decades that RFPs are predominantly degree 4 features, and that there is also a small
contribution from degree 3, reflecting a change in the typical wavelength of these features.
2.4 Contributions to the axial dipole
Having defined RFPs we are now in a position to compute the contributions from the combined
area of RFPs, SR, and the combined area of normal field (i.e. the remaining regions), SN ,
to the axial dipole coefficient g01 . Following Eq. (2.1) we can partition these contributions as
follows
g01(t) =
3c
8pia3
(∫
SR(t)
Br(r, t) cos θ dS +
∫
SN (t)
Br(r, t) cos θ dS
)
= g01,R(t) + g
0
1,N (t) (2.3)
The above expression explictly shows how g01 may be expressed in terms of the reversed and
normal flux distribution. Using the grid specified in section 2.2, g01,R and g
0
1,N are computed
through 2-D trapezoidal integration at yearly intervals, where only quadrilaterals with four
nodal points that are designated reversed contribute to g01,R, while the remaining quadrilaterals
contribute to g01,N .
The time-dependence of the contributions g01,R and g
0
1,N is shown in Fig. 2.9a and 2.9b,
respectively. Both gufm1 and the ensemble mean of COV-OBS.x1 show a monotonic increase
in g01,R from about 1900 onwards. According to either model, the increase in g
0
1,R over the 20
th
century amounts to approximately 1.3·103 nT: this is roughly two-thirds of the decay in |g01| (of
about 1.8 · 103 nT, see Fig. 2.1) over that time. However, it should be noted that our estimate
of the reversed axial dipole contribution is likely to be a lower bound due to differences in
the magnetic equator we consider and the geographic equator which defines the axial dipole.
For example, by employing our magnetic equator there exist field features that are considered
reversed and still enforce the actual dipole.
Figure 2.9b shows the time dependence of g01,N , which is an important but a less frequently
considered contribution to the axial dipole. Its increase since 1900 parallels that of g01,R, al-
though to a lesser extent. Indeed, the change in g01,N is one third of the decay in |g01| over
the 20th century. Comparing figures 2.4b and 2.9a we see that, compared with COV-OBS.x1,
gufm1 provides a lower value for AR and its corresponding g01,R.
2.5 Characterisation of reversed flux patch evolution
In this section we focus on characterising the increases in g01,R and g
0
1,N over the 20
th century
in terms of reversed- and normal-flux evolution respectively, which have jointly contributed to
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(a) (b)
Figure 2.9: The reversed (a) and normal contributions (b) to the axial dipole field over the investigated
periods (the same colouring as in Fig. 2.4 applies).
the decline of |g01| over this period. Inspection of Eq. (2.3) shows that secular increases in
g01,R/N can be due to a change in one or more of SR/N (growth/reduction of combined area),
the latitude-weighted area (poleward/equatorward migration), or Br (flux (de)intensification).
We test which of these effects have importance for the evolution of g01,R/N by computing the
quantities:
AR(t) =
∫
SR(t)
dS , (2.4)
ΦR/N (t) =
1
AR/N (t)
∫
SR/N (t)
|Br(r, t)| dS , (2.5)
ΘR/N (t) =
1
AR/N (t)
∫
SR/N (t)
| cos θ| dS , (2.6)
which represent, respectively, the combined reversed surface area (note that AN (t) +AR(t) =
S), the average unsigned Br over SR/N , and the average unsigned cosine latitude weighting
factor average over SR/N .
The time-dependency of AR has already been shown in Fig. 2.4b. As mentioned above it
shows a gradual growth over the 20th century which amounts to a relative increase of about 11%
for the COV-OBS.x1 ensemble average and more than 30% for gufm1. The correlation between
these increases and those in g01,R (Fig. 2.9a) suggests that the decay in |g01| may be linked to
an increase in RFP area. However, this takes no account of where RFPs are located. Figure
2.10a shows that ΘR has increased by 27% according to COV-OBS.x1 and 51% according
to gufm1 over the 20th century. This indicates that in these models RFPs show a significant
average poleward migration. Of further note is that since 2000, ΘR has been approximately
constant and therefore has not contributed itself to any recent change in g01 , in contrast to its
significant role over the past century. Lastly, Fig. 2.10b shows that the average radial flux
through RFPs has increased significantly over the 20th century by approximately 14% and 21%
for COV-OBS.x1 and gufm1, respectively. In common with previous figures, the estimates for
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(a) (b)
Figure 2.10: The average over the combined RFP area of | cos θ| (a) and |Br| (b) as a function of time
(the same colouring as in Fig. 2.4 applies).
(a) (b)
Figure 2.11: The average over the combined normal area of | cos θ| (a) and |Br| (b) as a function of
time (the same colouring as in Fig. 2.4 applies).
ΦR from gufm1 are lower than those from COV-OBS.x1.
Taken together, the relative increases of AR, ΘR and ΦR suggest that the decay in |g01| over
the past century is manifest at the CMB as a combination of growth of RFP area, poleward
migration, and flux intensification within RFPs over that period. Comparing the magnitudes
of the increases in the quantities we consider, the relative increase in ΘR is roughly twice that
of AR and ΦR, such that more than half of the increase in g01,R over the 20
th century may be
attributed to poleward migration and the remaining increase may be equally ascribed to each
of reversed flux expansion and intensification (Table 2.1).
The evolution of the normal field is characterised by the time-series of the quantities ΘN
and ΦN , shown in Fig. 2.11a and 2.11b, respectively. It is clear that ΘN has remained relatively
constant over the 20th century with a relative change of less than 5% over this period for both
COV-OBS.x1 and gufm1. The average intensity of normal-flux, ΦN , has undergone a relative
increase of approximately 10% over the investigated period, a change that strengthens the axial
dipole. The overall influence of the changes in the normal-field quantities is to weaken the
axial dipole, mainly due to the change in AN , with the impact of changes in ΘN and ΦN on g01
approximately cancelling (Table 2.1).
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A Θ Φ total
g01,R 0.3 0.7 0.3 1.3
g01,N 0.6 0.2 -0.3 0.5
Table 2.1: The approximate impact of changes in the integral quantities A, Θ and Φ over the 20th
century on the axial dipole contributions g01,R/N in units of 10
3 nT.
2.6 Discussion and conclusions
We set out to address three issues in the determination of RFP evolution and their influence
on the decay of the axial dipole. First, we needed to define a magnetic equator enabling the
identification of RFPs. We investigated the use of null-flux curves for different degrees of
truncation of the magnetic field. We found that the use of a degree three field provided a robust
method of identifying RFPs, and that RFPs are features of at least degree 5. Our choice of
magnetic equator contrasts with that of Terra-Nova et al. (2015) who used a null-flux curve
of the total field (in this case of degree 10) as the magnetic equator, and with Olson and Amit
(2006) who used the geographic equator. As we show, neither of these are effective for our time
period: setting leqmax to be lmax of the total field produces a large intrusion of the magnetic equator
into the southern hemisphere during approximately 1880-1920, while the use of a geographic
equator fragments low-latitude features. Over a longer archeomagnetic timescale (about the
past three millennia), Terra-Nova et al. (2015) showed that RFPs are features of degree at least
4, which is consistent with our results.
The second issue we addressed was to quantify the contribution of the reversed and normal
flux regions on the CMB to the decay of the axial dipole. The g01 coefficient can be altered
by changes in the area of reversed or normal flux (AR and AN ), the latitudinal migration of
flux patches (as characterised by ΘR and ΘN ), or changes in flux intensity within the patches
(as characterised by ΦR and ΦN ); first-order estimates of each of these effects are given in
Table 2.1. We found that roughly two-thirds of the decay over the 20th century may be attributed
to RFPs and one-third to the evolution of the normal field. Although normal field provides a
smaller contribution, it is sufficiently significant such that the decay of the axial dipole can not
exclusively be attributed to the reversed part of the field (Gubbins, 1987). However, given that
the total reversed surface area relative to the area of the CMB is 20% at most, the axial dipole
appears to be particularly sensitive to changes in the reversed portion of the field compared to
the normal field.
Third, we find that in the field models considered, the most important contributions to the
decrease in |g01| arise from the changed partitioning of reverse and normal field area at the CMB,
and the poleward migration of RFPs. It is interesting to note that these dominant contributions
over the past century may not continue to reflect the current (or future) secular variation of the
axial dipole. For example, the contribution to dipole decay arising from the average poleward
migration of RFPs plateaued at around epoch 2000 (Fig. 2.10a); the continuing decrease of g01
since that time is primarily due to increases in the average amplitude of reversed flux within
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the RFPs (Fig. 2.10b).
Our results are consistent with the work of Terra-Nova et al. (2015) who find a similar
time dependence over the 20th century for the contribution of the reversed field to the axial
dipole, although this is to be expected as they employ the CALS3k.4b field model which is
constrained by gufm1 for the years 1840 to 1990 (Korte and Constable, 2011). Additionally,
by using gufm1 for the same period as in this study, Olson and Amit (2006) find that the fall in
|g01| is mostly due to secular variation in the Southern Hemisphere. This is again consistent with
ou/ results as we find that the evolution of RFPs, which reside predominantly in the Southern
Hemisphere, account for most of the |g01| decay. Our results also demonstrate the significance
of poleward migration of RFPs for axial dipole decay, similar to the studies of Olson and
Amit (2006) and Finlay et al. (2016b). However, both studies highlight the importance of
equatorward flow of intense normal flux beneath the southern Indian Ocean, which contrasts
with our finding that the reversed flux contribution to axial dipole decay is more than twice as
large as its normal counterpart. We find evidence for equatorward advection of normal field,
but its contribution to axial dipole decay appears to be relatively small. It is possible that these
discrepancies can be explained by the fact that the flow models from the previous studies are
constrained by the frozen-flux approximation, unlike our approach.
In this study we compared results from COV-OBS.x1 and gufm1; although based on simi-
lar data the models show a marked difference in the RFP identification from 1840 to 1880. The
major difference during this period is in the representation of small scale magnetic features.
Whereas gufm1 has relatively strong temporal and spatial damping that penalises small scales,
by contrast COV-OBS.x1 has no damping, and apparently has anomalously strong small scale
features between 1840 and 1880 that is likely due to an end effect (N. Gillet, personal com-
munication, 2016). For this reason we restrict attention to the period of 1880 onwards. As the
investigated quantities (Eq. 2.3-2.6) are particularly sensitive to the distribution and intensity
of the short-wavelength reversed field, the relatively strong regularisation inherent in gufm1
has a signature in all of our plots that characterise the area and magnitude of RFPs, by having
markedly lower estimates of our descriptive quantities than COV-OBS.x1 (Fig. 2.4, 2.9a and
2.10). Despite these differences, the general trends agree and therefore both models support
the conclusions that we have reached.
Both gufm1 and COV-OBS.x1 are constructed without frozen-flux constraints on RFP evo-
lution. The use of models that employ such constraints (e.g. Bloxham and Gubbins, 1986,
Constable et al., 1993, Lesur et al., 2010, Wardinski and Lesur, 2012) may yield significantly
different results than those presented in this work. This is especially the case for the quantities
AR and ΦR that respectively represent RFP surface area and intensity. If models that addi-
tionally conserve radial vorticity were to be applied in our analysis (e.g. Jackson et al., 2007,
Asari and Lesur, 2011), then this may also yield different results for the evolution of ΘR, as
in that case poleward migration of an RFP is allowed only if there is an associated change in
the morphology of that patch (Jackson, 1996). Thus, for these models the decay of the axial
dipole remains to be explained and further work will be required to determine how it may be
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attributed to different aspects of CMB field evolution. Within the models we have analysed,
poleward migration of RFPs is an important contributor to 20th century dipole decay; however,
this process contributes little to the ongoing decay after the year 2000.
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Addendum: Chapter 2 — The
reversed and normal flux contributions
to axial dipole decay for 1880-2015
Before moving on to the next chapter, we further discuss the characterisation of historical axial
dipole decay made in the previous chapter, and draw some additional conclusions.
First of all, this chapter focused on several global integral quantities, i.e. those defined in
eq. (2.3)-(2.6). By considering time series of these quantities over decadal to centennial time
scales, we determined how axial dipole decay is manifest, in a global sense, in the evolution of
the radial field at the CMB. Since the global quantities depend on the distribution of reversed
and normal magnetic flux on the CMB, this analysis required a choice for the magnetic equa-
tor. If this equator is of short wavelength, or equally if the largest spherical harmonic degree
defining the magnetic equator (denoted by leqmax) is high, large jump discontinuities will occur
in the time series of the integral quantities (compare for example Fig. 2.4a and 2.4b). We have
demonstrated that with such discontinuities, a meaningful interpretation of these time series is
impossible. Setting leqmax well below the largest degree of the field model analysed (in our case,
setting leqmax < lmax = 14) is also preferred because such a choice ensures that the mapping of
reversed and normal flux does not depend on knowledge of the small-wavelength field, which
is relatively uncertain. Thus, a sufficiently small leqmax is preferable.
Conversely, we also provided motivation to allow for at least some curvature in the mag-
netic equator by setting leqmax not ‘too low’ either. Namely, while a small value for this parameter
will prevent the occurrence of jump discontinuities in the time series of our global quantities,
it will also result in increased fragmentation of field patches bounded by null-flux curves at
low latitude (Fig. 2.3). Still, to what extent is an intermediate choice for the magnetic equator
actually better? For example, due to the latitude-dependent averaging kernel associated with
g01 (eq. 2.1), field features near the geographic equator already provide a relatively small con-
tribution to the axial dipole. Therefore, reversed-flux fragmentation is likely of little influence
when computing the normal and reversed contributions to axial dipole decay (e.g. through eq.
2.3). Additionally, while in chapter 2 our preferred choice was to set leqmax = 3, it is clear that
for this choice there is still a considerable amount of fragmentation (compare Fig. 2.3e and 2.3f
with 2.3i and 2.3j). In other words, an intermediate choice for the magnetic equator does not
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eliminate low-latitude flux fragmentation completely. Moreover, while we have shown for the
field models used in chapter 2 that setting leqmax = 3 yields continuous time series of our integral
quantities, strictly speaking this can not be guaranteed when this choice of equator is applied
to other field models. This compatibility issue does for example not arise when using the mag-
netic equator with minimal curvature, that is the geographic equator, as it is independent of the
morphology of the field. This choice has additional value since it is much easier to discretise,
and circumvents the need for the algorithm described in section 2.3.2. With the considerations
above in mind, the geographic equator should then also be regarded as a reasonable choice for
the magnetic equator, if not better than one defined by leqmax = 3.
In our work we considered the magnetic field described by observation-based models,
which can not be resolved for spherical harmonic degrees larger than 14 due to lithospheric
contamination (Langel and Estes, 1982). The situation is different for numerically simulated
core fields: for these models horizontal resolution of the field is limited only by computational
resources, and therefore allows the resolution of core field features of much smaller wavelength
(often lmax > 100). With this in mind, what is an appropriate choice for the largest degree of
the magnetic equator leqmax when analysing such simulated magnetic fields? As the field is well
resolved at all wavelengths, there is no need for a conservative choice for this parameter, i.e.
one that prevents the reversed-flux distribution to depend on the small-wavelength field. It
is also possible that when the field is expanded up to such high spherical degrees that hemi-
spherical intrusions such as those in Fig. 2.3i and 2.3j do not occur and with that prevents
the occurrence of jump discontinuities of the integral quantities we study. In this case, for
numerically simulated fields setting leqmax much larger than 3, and perhaps l
eq
max = lmax, would
define a magnetic equator that allows for time-series analysis of our integral quantities, while
also producing minimal fragmentation of patches bounded by null-flux curves at low latitudes.
However, if these conditions apply for geodynamo simulations is difficult to confirm a priori,
and an appropriate choice of leqmax for these models therefore requires further study.
A magnetic equator allows us to map the distribution of reversed and normal field at the
CMB, and therefore to compute the integral quantities which depend on these distributions (eq.
2.3-2.6). But how well-defined are such integral quantities? For example, inspection of Fig.
2.8 leads to the conclusion that the total reversed-flux surface area (eq. 2.4) increases with the
degree of truncation of the field, even for relatively high lmax. In other words, the mapping of
reversed-flux on the CMB is possibly not converged with spherical harmonic degree. There-
fore, while we state in chapter 2 that reversed-flux is of degree 4-5 (as field features of these
degrees give relatively large contributions to the total reversed surface area), this should by no
means be interpreted as a hard bound. In fact, Fig. 2.8 gives the impression that if we were
to know the field up to a degree much larger than lmax = 14, then distribution of reversed and
normal flux could be different. This property of reversed flux is particularly problematic for
models depending on archeomagnetic and paleomagnetic data, which are resolved well only up
to spherical harmonic degree 4 or so (e.g. Korte et al., 2011). For such models, a reliable map-
ping of reversed flux is therefore difficult. This is in accordance with the results of Terra-Nova
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et al. (2015) who found relatively few RFPs over archeomagnetic periods, and a significant
increase in the number of RFPs over the past four centuries when geomagnetic data became
less sparsely distribution over the globe. Still, since the strength of the axial dipole decay is
ongoing, higher degree features (such as RFPs) will inevitably become more prominent. The
reversed-flux proliferation observed by Terra-Nova et al. (2015) may therefore well be a true
property of the temporal evolution of the core field over these time scales, and would then be
indicative of the untenability of frozen flux over such periods.
Another, yet similar, issue with the analysis of global integral quantities which depend on
field morphology has been presented by Holme and Olsen (2006), and later by Holme et al.
(2011). They demonstrate with a field model derived from modern satellite data that the SV
spectrum is ‘blue’ (the power in the SV increases with spherical harmonic degree). As such,
there is more power in the wavelengths of SV which are relatively uncertain. Holme and Olsen
(2006) point out an important consequence of this property of the field, namely that the change
in the global frozen-flux condition (eq. 1.27) is not converged up to lmax = 14. Although
we have found in chapter 2 that the radial field has globally intensified, and that the total
reversed-flux surface area has increased, with the considerations presented above we arrive at
the conclusion that observation-based field models do likely not contain sufficient information
to test the frozen-flux hypothesis with the use of global integral quantities. Therefore, one
should be cautious of interpreting our results in the previous chapter as a failure of frozen flux
over the historical period.
A key point of the previous chapter that also requires addressing revolves around our char-
acterisation of axial dipole decay in terms of field evolution at the CMB (section 2.5). More
specifically, we partitioned the decay in three parts associated with the (re)distribution of re-
versed flux on the CMB, flux (de)intensification, and meridional migration of the field (eq.
2.4-2.6). For example, we found that approximately half of the decay of the reversed field over
the 1880-2015 period was due to poleward migration of RFPs (Table 2.1). However, by making
such estimations, we have implicitly assumed that these processes are independent; generally
speaking this is not the case. For instance, the surface area of a single RFP (in which Br is
constant, say) could expand towards the equator, and while this would increase and decrease
the integral quantities AR and ΘR respectively, these variations may cancel and generate little
effective change in the axial dipole strength. Conversely, the same patch could also have ex-
panded towards the poles, in which case variation in the variable AR underestimates the effect
of this morphological change on the axial dipole. Therefore, attributing axial dipole decay to
changes in these integral quantities, as has been done to compute the values in Table 2.1, is not
straightforward, and a meaningful interpretation of these variations in terms of core processes
is therefore even more difficult.
That brings us to the next chapter. We have highlighted here considerable difficulties of
using observation-based models of the core field to analyse temporal variation of global integral
quantities which depend on field morphology, and with that to assess to what extent the frozen-
flux approximation is appropriate for Earth’s core over the centennial to decadal time scales.
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Furthermore, we have not physically explained the dipole decay in terms of core processes,
only characterised it in a mathematical sense in terms of CMB field evolution. In the following
chapter, we shall therefore appraise frozen flux using a different strategy, as well as introduce
some physical considerations. More specifically we shall determine to what extent magnetic
diffusion alone can explain historical field evolution — if this is for example not the case, then
we may state with more confidence that SV is well described by the frozen-flux approximation.
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Chapter 3
Modelling decadal secular variation
with only magnetic diffusion
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‘Even a broken clock is right twice a day.’
English proverb
Abstract
Secular variation (SV) of Earth’s internal magnetic field is the sum of two contributions, one
resulting from core fluid flow and the other from magnetic diffusion. Based on the millenial
diffusive timescale of global-scale structures, magnetic diffusion is widely perceived to be too
weak to significantly contribute to decadal SV, and indeed is entirely neglected in the com-
monly adopted end-member of frozen-flux. Such an argument however lacks consideration of
radially fine-scaled magnetic structures in the outermost part of the liquid core, whose diffu-
sive timescale is much shorter. Here we consider the opposite end-member model to frozen
flux, that of purely diffusive evolution associated with the total absence of fluid flow. Our work
is based on a variational formulation, where we seek an optimised full-sphere initial magnetic
field structure whose diffusive evolution best fits, over various time windows, a time-dependent
magnetic field model. We present models which are regularised based on their magnetic energy,
and consider how well they can fit the COV-OBS.x1 ensemble mean using a global error bound
based on the standard deviation of the ensemble. With these regularised models, over time pe-
riods of up to 30 years, it is possible to fit COV-OBS.x1 within one standard deviation at all
times. For time windows up to 102 years we show that our models can fit COV-OBS.x1 when
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adopting a time-averaged global uncertainty. Our modelling is sensitive only to magnetic struc-
tures in approximately the top 10% of the liquid core, and show an increased surface area of
reversed flux at depth. The diffusive models recover fundamental characteristics of field evolu-
tion including the historical westward drift, the recent acceleration of the North Magnetic Pole
and reversed-flux emergence. Based on a global time-averaged residual, our diffusive models
fit the evolution of the geomagnetic field comparably, and sometimes better than, frozen-flux
models within short time windows.
3.1 Introduction
The magnetic field generated within the Earth’s fluid outer core exhibits continuous change
in time over yearly to decadal timescales, termed secular variation (SV). Global geomagnetic
field models constructed from ground-based observatories, satellites and other data sources are
often expressed in terms of time-dependent Gauss coefficients {gml , hml }, each of degree l and
order m, which correspond to a spherical harmonic partitioning of the field; decadal changes
of selected spherical harmonic components are shown in Fig. 3.1.
Secular variation results from two processes within the liquid core: interaction between
outer core fluid flow and the magnetic field, and magnetic diffusion (e.g. Jackson and Fin-
lay, 2015). The general balance between these two processes is quantified by the magnetic
Reynolds number
Rm =
UL
η
=
τd
τu
, (3.1)
with U and L characteristic fluid velocity and magnetic length scales respectively, η the mag-
netic diffusivity, and typical time scales for diffusion and advection denoted by τd and τu
respectively. Estimates of these quantities (L = 103 km, U = 20 km yr−1, and η = 63 km2
yr−1, e.g. Jackson and Finlay, 2015) yield the time scales τd = 16 kyr and τu = 63 yr, and
Rm ∼ 102 (where the tilde denotes order of magnitude). The disparity between these time
scales implies that for decadal SV diffusion may be neglected, an approximation commonly
referred to as that of frozen flux as introduced by Roberts and Scott (1965).
This assertion has proven extremely valuable over the past decades. Not only have sev-
eral authors demonstrated a mathematical consistency between geomagnetic observations and
frozen-flux constraints on core field evolution (e.g. Gubbins, 1984, Constable et al., 1993,
Wardinski and Lesur, 2012), the approximation has also allowed the inversion of SV observa-
tions on the Earth’s surface and above for core fluid motions along the core-mantle boundary
(CMB) (e.g. Vestine et al., 1967, Whaler, 1980, Bloxham, 1988). In addition, frozen flux has
been utilised to further constrain the space and time-variability of core fluid flow (Olsen and
Mandea, 2008, Aubert, 2012, Livermore et al., 2017), to forecast SV over periods of less than
a decade (Beggan and Whaler, 2009, Whaler and Beggan, 2015, Ba¨renzung et al., 2018, Beg-
gan and Whaler, 2018), and to explain length-of-day variations resulting from core-mantle
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Figure 3.1: Time series of the Gauss coefficients g01 (a), g08 (b), and g014 (c) obtained from the mean
COV-OBS.x1 field model for the period 1840.0-2015.0 (Gillet et al., 2015b).
coupling (Jault et al., 1988, Jackson et al., 1993, Gillet et al., 2015a).
Although frozen flux has been shown to be a useful approximation, there is ongoing dis-
cussion regarding what part of the observed SV can truly be attributed to magnetic diffusion,
which relates to the parameters that define Rm (Eq. 3.1). Firstly, typical estimates for L are
based only on horizontal CMB field morphology, and a typical magnetic length scale in the
radial direction remains poorly constrained (e.g. Holme, 2015), although for the region just
below the CMB it has been estimated at several tens to hunderds of km (Amit and Christensen,
2008, Chulliat and Olsen, 2010, Terra-Nova et al., 2016). In light of this, several authors have
stressed the inevitable failure of the approximation if magnetic features are indeed of suffi-
ciently small radial scale, for example due to the concentration of toroidal field beneath the
CMB through fluid upwelling, a process known as flux expulsion (Bloxham, 1986, Gubbins
and Kelly, 1996). Secondly, the velocity scale U is usually estimated by directly attributing
the observed secular westward drift of equatorial magnetic features (Halley, 1692, Finlay and
Jackson, 2003) to fluid flow, showing only (in a circular argument) that the frozen-flux ap-
proximation is consistent with high-Rm. What this argument does not consider, however, are
alternative processes that may explain the westward drift (such as waves (Hide, 1966) or diffu-
sion) which would require smaller magnitude flows to explain the residual SV and thus have a
smaller associated Rm.
Aside from these theoretical considerations, the importance of diffusion has also been high-
lighted with numerical simulations of the geodynamo. Such models can yield observable dif-
64 Chapter 3: Modelling decadal secular variation with only magnetic diffusion
fusion through flux expulsion (Aubert et al., 2008, Aubert, 2014), despite the fact that these
models are typically characterised by Earth-like Rm (Christensen et al., 2010). Furthermore,
the special geodynamo case of steady core fluid motion has been demonstrated to be incom-
patible with frozen flux (Gubbins and Kelly, 1996, Love, 1999). More recently, Barrois et al.
(2017) employed statistics derived from geodynamo simulations to demonstrate that even on
short time scales diffusion contributes up to approximately 10% of the overall SV at the core-
mantle boundary, although separating this diffusive signal from errors related to finite horizon-
tal resolution remains non-trivial (Barrois et al., 2018).
Local failure of frozen flux has also been inferred from observations of the core mag-
netic field, using the constraint that without diffusion the total magnetic flux through patches
bounded by null-flux curves should remain steady (Backus and Bullard, 1968). For instance,
recent rapid change of the north Magnetic Pole and of the radial magnetic field under St. He-
lena have been attributed to flux expulsion (Chulliat et al., 2010, Chulliat and Olsen, 2010).
Gubbins (1996) made an initial attempt to invert for core motion with the explicit inclusion
of diffusion, and estimated a considerable radial gradient of toroidal field of 20 nT m−1 be-
neath the South Atlantic, sufficient to explain the local intensification of magnetic flux of 500
MWb. However, it remains difficult to unambiguously detect such expulsion patches and hence
a signature of magnetic diffusion in the core (Amit, 2014). Furthermore, it is challenging to
distinguish magnetic diffusion from energy transfer between unresolved small scale flow and
the observed large-scale magnetic field (Roberts and Glatzmaier, 2000).
In this paper, we will test whether magnetic diffusion is capable of generating decadal SV
that matches the observation-based model COV-OBS.x1 (Gillet et al., 2015b). To do this, we
use a variational formulation, where we seek the 3D structure of an initial magnetic field whose
subsequent evolution best explains SV over a defined time window. Variational data assimi-
lation has been implemented successfully in several nonlinear geodynamo models (Fournier
et al., 2007, Li et al., 2014) but here, owing to the lack of any coupling through the absent
flow, the optimal initial field can be found in a particularly simple way as a solution to a lin-
ear system. We consider various time windows to assess whether a purely diffusive model is
consistent with SV on yearly, decadal, and centennial time scales. This approach allows us to
explore a new end-member model of the secular variation, that of pure diffusion, and compare
it against models of the more traditional frozen-flux type. Our purely diffusive model is not
intended to fully represent the mechanism responsible for SV, but rather to test whether it is
sufficient to reconstruct the observed SV and to probe the field below the core-mantle boundary
using the inherent assumptions of the model. While the formalism by Gubbins (1996) permits
diffusion as a correction term for frozen flux, and could be utilised to jointly invert observed
field evolution for the frozen-flux and diffusive contributions to SV, we present here a new
scheme which considers diffusion as the sole contribution to SV.
This work is structured as follows: we first describe in Section 3.2 how we optimise the
initial full-sphere magnetic field to match SV through its diffusive evolution; the resultant
diffusive models along with their general and local characteristics are presented in Section 3.3;
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Section 3.4 discusses the geophysical implications of our results. Four appendices describe
technical details including depth-sensitivity and numerical convergence.
3.2 Methods
In this section we present our variational formalism for a diffusing 3D magnetic field. Assum-
ing that the solid inner core has the same electrical conductivity as the liquid core, the same
diffusion equation is obeyed everywhere in the core by the magnetic field and we therefore seek
full-sphere solutions, which are also therefore valid in a spherical shell. We begin by briefly in-
troducing the associated forward problem and its canonical solutions: the decay modes. These
functions are used in Appendix A.1 to determine the resolving power of our methodology as
a function of depth. We also present an alternative representation of the forward model using
Galerkin polynomials, which turns out to be numerically much better conditioned than that
based on decay modes. Finally, we consider a means of regularising the inverse solution by
penalising the total magnetic energy.
3.2.1 Decay modes
Here, a set of analytical (forward) solutions to the (dimensional) magnetic diffusion equation
are given (Gubbins and Roberts, 1987). If we were provided with the structure of the mag-
netic field throughout the entire core, these solutions would describe the temporal evolution of
that field in the absence of fluid flow. We start with the three-dimensional magnetic diffusion
equation for uniform magnetic diffusivity, which reads(
∂
∂t
− η∇2
)
B = 0, (3.2)
where t is time, and B denotes the core field. Because the field is solenoidal, it may be parti-
tioned into its toroidal and poloidal parts:
B = BT +BS = ∇× (Tr) +∇×∇× (Sr), (3.3)
with BT and BS the toroidal and poloidal field respectively, and T and S their respective
defining potentials. Applying this decomposition simplifies the diffusion problem to the scalar
equations (
∂
∂t
− η∇2
)
T =
(
∂
∂t
− η∇2
)
S = 0. (3.4)
Both of these equations may be solved to obtain a diffusive description for all vector compo-
nents of the field. However, the toroidal field inside the core is unobservable (the field outside
the core is purely poloidal) and we therefore restrict attention to the poloidal diffusion problem
by setting T = 0. The scalar S is then expanded in real-valued Schmidt quasi-normalised
spherical harmonics Yα(θ, φ) (θ and φ denote colatitude and longitude, respectively), the index
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α corresponding to the harmonic of degree 1 ≤ lα ≤ L for some L, and order 0 ≤ mα ≤ lα,
which has either azimuthal sine or cosine dependence. This representation then requires(
∂
∂t
− ηD2lα
)
rsα(r, t) = 0, (3.5)
with r radius, sα the spherical harmonic coefficients of S, and where we have defined the
operator
D2lαf(r) =
(
∂2
∂r2
− lα(lα + 1)
r2
)
f(r). (3.6)
This equation has the solution
sα(r, t) =
N∑
n=1
qnαd
n
lα(r, t),
=
N∑
n=1
qnαjlα
(
knlαr
c
)
exp
[
−η
(
knlα
c
)2
(t− t0)
]
, (3.7)
where dnlα(r, t) denotes the n
th decay mode of degree lα, the qnα a set of constants, jlα(z) the
spherical Bessel function of the first kind, knlα the n
th root of jlα+1(z), and c the core radius.
The initial state is given by the expression evaluated at the initial time t0. The decay modes
form an orthonormal set in terms of an all-space energy norm (Backus, 1958). This solution
allows us to express the radial field Br up to degree L satisfying the diffusion equation as:
Br(r, t) =
1
r
L(L+2)∑
α=1
lα(lα + 1)sα(r, t)Yα(θ, φ),
=
1
r
L(L+2)∑
α=1
N∑
n=1
qnαlα(lα + 1)jlα
(
knlαr
c
)
× exp
[
−η
(
knlα
c
)2
(t− t0)
]
Yα(θ, φ). (3.8)
Using this decay mode expansion, we may already describe our following inverse approach
qualitatively. Consider for example Fig. 3.2, showing the time dependence of the first five
modes for lα = 1 (a) and lα = 14 (b), where their initial amplitude has been normalised to
unity. It can readily be seen that all individual modes decay monotonically with time, and that
their respective rate of decay increases with lα and n. However, a linear combination of modes
need not always decay, as is the case for the difference d3lα − d5lα (solid black curve), which
exhibits transient growth (e.g. Livermore and Jackson, 2006). Although the modes are formally
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Figure 3.2: Time dependence of the first five decay modes dnlα for (a) lα = 1 and (b) lα = 14,
normalised to have initial positive unit amplitude. While a single mode always decays monotonically, a
linear combination of these functions may exhibit transient strengthening (solid curve).
orthogonal in a global sense, they are not orthogonal when evaluated at a single value of r = c
and thus transient effects can readily occur. In the same way, there may exist a combination of
modes that describes an initial field configuration whose evolution matches the observed SV
(which shows in general both transient decay and growth) over some time window.
We also use the decay modes a priori to estimate the sensitivity of the CMB field evolution
to magnetic diffusion within different regions of the core. It may be expected that the core is
not sampled uniformly; we consider diffusion only over time intervals of decades to centuries,
and bearing in mind the slow 16 kyr timescale of global modes, the diffusive evolution of
deep magnetic structures may not have a signature in CMB SV within such time intervals. In
Appendix A.1, we show that for pure diffusion the CMB field evolution can only constrain the
magnetic structure within a region close to the CMB. This layer spans approximately the top 80
km when one decade of diffusion is considered (Fig. A.2a); for 175 years, which matches the
full COV-OBS.x1 time window, this region extends to roughly the upper 400 km (Fig. A.2b).
Therefore, even though we shall seek an optimal full-sphere magnetic structure, structures
below the sensitivity depth should not be interpreted geophysically.
3.2.2 A Galerkin discretisation
While the decay modes solve the magnetic diffusion equation exactly, the series in Eq. (3.8)
is characterised by slow (algebraic) convergence in N (e.g. Boyd, 2000), associated with poor
numerical conditioning of the inverse problem. In the following, as an expedient alternative,
we solve the radial diffusion problem (Eq. 3.5) with a Galerkin polynomial basis set in radius,
yielding faster (spectral) convergence and much better conditioning. To do so, we approximate
rsα(r, t) =
N∑
n=1
ξnα(r)ϕ
n
α(t)q
n
α, (3.9)
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with ϕnα(0) = 1. We choose the radially dependent basis functions to be built from weighted
Jacobi polynomials (Livermore, 2010) of the form
ξnα(r) = A
n
αψ
n
α(r/c), (3.10)
where Anα is a normalisation constant and
ψnα(r) = r
lα+1
[
n(2l+2n−1)P (0,lα+1/2)n (2r2−1)−(n+1)(2l+2n+1)P (0,lα+1/2)n−1 (2r2−1)
]
,
(3.11)
with P (α,β)n (z) a Jacobi polynomial. The poloidal vector modes Bnα = ∇×∇× (ξnαYαrˆ) have
the property of orthogonality over all space (Chen et al., 2018, Li et al., 2018), through the
integral (see also Appendix A.4)
∫
R3
Bnα ·Bpβ dV =
4pilα(lα + 1)
2lα + 1
(3.12)
×
[ ∫ c
0
(
∂ξnα
∂r
)(
∂ξpβ
∂r
)
+
lα(lα + 1)
r2
ξnαξ
p
β dr +
lα
c
ξnα(c)ξ
p
β(c)
]
,
:= 〈ξnα, ξpβ〉lα , (3.13)
which may be used to find the constant Anα. Such orthogonality is identical to that satisfied
by the decay modes, but the Galerkin modes are much better numerically conditioned as they
show asymptotic spectral convergence. The radial dependence of these functions is visualised
in Fig. 3.3, which are not only regular at the origin, but also obey the matching conditions
appropriate to an external potential field.
Through substitution of the approximation (Eq. 3.9) in the radial diffusion equation (Eq.
3.5), and by projecting the result on ξjα(r) using Eq. (3.13), we obtain the system of equations:
∂
∂t
ϕα = ηHαϕα, (3.14)
where ϕα := (ϕ
1
α, ϕ
2
α, . . . , ϕ
N
α )
T is the time-dependent solution for a given α and Hα,ij :=
〈D2lα [ξiα], ξ
j
α〉lα . The total solution, exact within the truncation specified, can be written
rsα(r, t) = ξ
T
α(r)expm
[
ηHα(t− t0)
]
qα, (3.15)
where expm[·] denotes the matrix exponential. When t = t0, the given matrix exponential is
the identity matrix, in which case one recovers the initial magnetic structure. Note also that for
the particular case of using the decay modes in place of the Galerkin polynomials, the matrix
Hα and so expm[Hα] are diagonal, and so the above representation is equivalent to the solution
given in Eq. (3.7).
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Figure 3.3: The Jacobi polynomials ξnlα as a function of radius, for lα = 1 (a) and lα = 14 (b), here
normalised such that their extremum is of positive unit amplitude.
3.2.3 Unregularized inverse strategy
A least-squares variational analysis
With this discretisation of the diffusive forward problem, we are now in a position to define the
variational scheme. Accordingly, we consider the objective function
Runreg =
∫
T
∫
CMB
(
Bobsr (t)− Bˆr(t)
)2
dS dt, (3.16)
where the time period is T = [t0, te], Bobsr is the radial field prescribed by a time-dependent
geomagnetic field model, and Bˆr(t) denotes the radial component of our modelled field. We
seek an initial structure of the magnetic field that minimises Runreg.
Discretising the temporal integrals, and expressingRunreg in terms of the model coefficients
gives the reduced form
Runreg = (g −Dqˆ)TW(g −Dqˆ), (3.17)
with g and qˆ vectors containing all Gauss coefficients (which are known) evaluated at a set
of time points and all model coefficients (which are to be found) respectively, the matrix D
a blockwise-diagonal (one block per spherical harmonic mode) forward mapping describing
purely diffusive SV, and W a diagonal weighting matrix related to the scheme of numerical
time integration. Adopting decay modes in place of Galerkin polynomials results in a compa-
rable form but with different D. For the derivation and exact definition of these quantities, the
reader is referred to Appendix A.2. Key here is the fact that the objective function depends only
quadratically on qˆ, in contrast to much more complex schemes that include nonlinear feedback
from the core flow (e.g. Li et al., 2014). Taking variations to find the minimum of Runreg, with
respect to qˆ, then directly gives the optimal set of coefficients
qˆ = (DTWD)−1DTWg. (3.18)
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In this paper we will consider only using this variational technique with the geomagnetic
field model given by the mean of the COV-OBS.x1 ensemble (Gillet et al., 2015b). This model
of spherical harmonic degree L = 14 spans 175 years (1840.0-2015.0) that is sufficient to
cover our range of time window lengths, and extends (almost) to the present day using modern
satellite data.
It is worthwhile briefly considering our inversion scheme in the landscape of other math-
ematical inverse problems associated with diffusion. A well known example is the backwards
heat conduction problem (e.g. Miranker, 1961) in which complete knowledge of a temperature
profile is assumed at some final time t = te, and the task is to find the initial temperature profile
at t = t0 that evolves through heat diffusion (conduction) to match the final state; such a prob-
lem is in general tractable but ill-posed. The problem that we consider here is quite different:
as described above, the structure of the evolving magnetic field is known only at r = c (rather
than everywhere), but for all times in [t0, te] (rather than at a single time). We have therefore
traded complete information of structure at a single time, for partial structural information at
all times. A solution of the backwards conduction problem requires two boundary conditions,
as it is a second order equation like the magnetic diffusion equation. In our case we also sup-
ply two sets of information at the boundary. Firstly we constrain the poloidal scalar through
matching to the field model. Secondly, we constrain the radial derivative of the poloidal scalar
by virtue of the matching condition associated with the electrically insulating mantle at r = c.
Our problem is therefore fully specified and optimal solutions exist, although we may not be
able to fit the data exactly (Runreg > 0, see e.g. Appendix A.3).
Matrix conditioning and choice of radial basis functions
In order for our inverse approach to be viable, it is necessary that the solution of Eq. (3.18) is
numerically realisable. Of particular concern is whether the numerical inverse of the weighted
Gramian matrixDTWD is computationally tractable, which can be quantified by its two-norm
condition number
κ(A) = ||A||2||A−1||2 = σmax
σmin
, (3.19)
where A is any matrix, || · ||2 denotes the L2 matrix norm, and σmin/max are the smallest and
largest singular value of A respectively. One can derive for any linear system Ax = b that
||δx||
||x|| ≤ κ(A)
||δb||
||b|| . (3.20)
where δx and δb are respectively some perturbation in x and b. In other words, the relative
change in x (in our case the model vector q representing the initial magnetic field structure),
is bounded by the relative change in the vector b (in our case the vector g containing all
Gauss coefficients) multiplied with the condition number. A large condition number therefore
signifies an ill-posed problem associated with non-uniqueness of the solution.
§3.2 Methods 71
1
1020
1040
1060
1080
2 4 6 8 10 12 14 16 18 20
C
on
d
it
io
n
n
u
m
b
er
of
D
T l α
W
l α
D
l α
N
lα = 1 | Galerkin method
lα = 14 | Galerkin method
lα = 1 | decay modes
lα = 14 | decay modes
Figure 3.4: The condition number of the weighted Gramian block matrices, for lα = 1 (red) and
lα = 14 (blue), as a function of N , the number of basis functions used, and using either decay modes
(dashed) or the Galerkin polynomials (solid).
Moreover, as an approximate rule of thumb, if our matrix DTWD (which is to be inverted
in eq. 3.18) has a condition number 10a, the number of inaccurate trailing digits of qˆ is a when
the solution is expressed numerically with floating-point representation (e.g. Cheney and Kin-
caid, 2008). Thus in standard double-precision (about 16 digits), with a condition number of
1012, qˆ can be expected correct to about 4 significant figures; matrices with condition numbers
in excess of 1016 or so cannot be inverted in double precision.
Fig. 3.4 shows the condition numbers (measured in the standard 2-norm) for the diagonal
blocks of D associated with lα = 1 and lα = 14, representing the extreme cases, as a function
of the number of basis functions (either polynomial or decay modes). Here, we used 201 time
points (this ensures a numerically converged solution, see Appendix A.3), and sextuple (256-
digit) precision in place of the more commonly used double (16-digit) precision to ensure that
all calculations shown were accurate.
The condition numbers, many of which are far in excess of 1016, highlight the ill-posedness
of the inverse problem. Physically, this may be understood by the difficulty of constraining the
magnitude of initially fine scales because they diffuse very rapidly: this is a problem for both
the decay mode and Jacobi polynomial representations. In practice, the large condition num-
bers mean that in double precision the radial resolution available for this method is extremely
limited.
However, there are two ways in which we can mitigate these effects. First, it should be
noted that the Galerkin scheme has a much lower condition number than the decay modes for
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fixed N , an effect particularly noticeable for block matrices of high spherical harmonic degree.
This means that for any given condition number threshold the Galerkin method allows more
radial modes and therefore increased resolution. The better conditioning achieved with the
Galerkin method therefore motivates us to apply it to our inverse approach. Second, we can
use very high precision in our calculations (we have used up to 256 digits using the symbolic
toolbox for Matlab), making possible a resolution of 30 radial polynomial modes (with typical
condition numbers of 1095 and 1070 for the decay modes and Galerkin polynomials, respec-
tively). However, as will be pointed out in the next section, we will end up adopting a means
of regularising the solution, thereby ameliorating the ill-conditioning of the diffusive inverse
problem without the need of such high-precision variables.
3.2.4 Regularised inverse strategy
A penalised variational approach
Minimising an objective function of the form of Runreg (Eq. 3.16) ensures an optimal fit to
SV without consideration of the spatial complexity of the initial optimal magnetic field. It may
therefore be unsurprising that the initial (t = t0) magnetic structures can show large spatial
fluctuations in amplitude. For example, if we consider the optimisation over the time window
2005.0-2015.0, and the associated initial field over the upper 80 km of the core (its sensitivity
depth: the field below this depth is likely poorly resolved, see Appendix A.1), we find a root-
mean-square (RMS) average |B| of about 1025 mT. Similarly, for the period 1840.0-2015.0,
the optimal model has an RMS field strength in excess of 1029 mT over its sensitivity depth of
400 km. Such huge amplitudes cannot be reconciled with the RMS field strength for the core,
which has been estimated at 2.5 to 4 mT (Gillet et al., 2010, Buffett, 2010). It is likely that the
ill-posedness of the unregularised inverse diffusion problem leads to these extreme solutions,
and possibly the rule of thumb which specifies the number of accurate floating-point digits
mentioned in the previous section does not hold for the large condition numbers computed
here.
Therefore, we consider also the minimisation of an associated regularised objective func-
tion
Rreg =
∫
T
∫
CMB
(Bobsr − Bˆr)2 dS dt+ λ
∫
R3
Bˆ20 dV, (3.21)
where the second term corresponds to penalising the energy of the initial magnetic field Bˆ0
over all space, scaled with a damping parameter λ. Note that for purely diffusive SV the
total magnetic energy monotonically decays with time (e.g. Gubbins and Roberts, 1987) and
this regularisation term will therefore penalise magnetic energy over the entire time period.
Nevertheless, this constraint still permits any local exchange of magnetic energy, such as the
overall energetic growth at the CMB observed for the 20th century (Huguet et al., 2018). The
choice of this regularisation differs from that adopted elsewhere, e.g. the dissipation norm
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of Gubbins and Bloxham (1985), and is motivated by the fact that it directly penalises our
modelled RMS field amplitudes, therefore reconciling these with the estimates by Gillet et al.
(2010), Buffett (2010). In addition, it is easily expressed in terms of our model coefficients by
the very simple structure (see Appendix A.4 for a derivation):∫
R3
Bˆ20 = qˆ
T qˆ. (3.22)
The discretised regularised objective function is then
Rreg = (g −Dqˆ)TW(g −Dqˆ) + λqˆT qˆ, (3.23)
whose minimum with respect to qˆ then yields
qˆ = (DTWD+ λINL(L+2))
−1DTWg, (3.24)
where Ip is the p× p identity matrix, with p = NL(L+ 2).
Choosing the damping parameter
The solutions (Eq. 3.24) parametrise a one-dimensional family of solutions that minimise
the associated objective function Rreg. We now address which solution we should choose.
Ultimately, we are interested only in the solution that best describes secular variation with
realistic amplitudes in the modelled core magnetic structure. In the following we shall find
values for this parameter we consider optimal, based on how λ affects the trade-off between
the residual and the regularisation term.
Figure 3.5 shows a tradeoff curve for λ, showing the RMS residual in Br (i.e. the square
root of Runreg (Eq. 3.16) averaged over the CMB and T ) as a function of the associated
initial magnetic energy (defined over all space) for various time windows, where every datum
represents a choice of λ. These models have been calculated using double (16-digit) precision,
30 basis functions, and 201 time points (these values ensure a numerically converged solution,
see Appendix A.3). We note that for the data plotted, the regularisation term ensures that
double-precision is sufficient: clearly as λ → 0 (and in fact for values of the energy in excess
of roughly 1032 J) we recover approximately the unregularised problem for which much higher
precision is needed. For all time windows, there appears to exist a regime in which the solutions
do not contain enough energy to allow an adequate fit to the observations, typically when the
energy is below 1027 J. Decreasing λ, and so increasing the energy beyond this point to roughly
1029 J, yields a significant reduction in the residual. This is particularly noticeable for short
time windows; allowing increased energy in the longer time windows results in a relatively low
improvement in the residual.
For all time windows, we consider λ optimal if it is on the “knee” of the trade-off curve,
after the initially rapid decline of the residual (diamonds in Fig. 3.5). This knee is difficult to
define quantitatively for time windows spanning several decades, therefore all preferred values
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Figure 3.5: The RMS residual of Br as a function of the initial magnetic energy of the solution, for
several time windows (from t0 to 2015.0). Every datum represents a choice for the damping parameter
λ. Diamonds indicate our preferred trade-off between the residual and regularisation term.
for λ have been picked by eye, which range between 10−18 and 10−3 (supplementary data file
1 lists these values). Lastly, we note that all our preferred models have a full-core RMS field
strength between 0.6 and 1.3 mT, and are therefore consistent with the 2.5 or 4 mT estimates
provided by Gillet et al. (2010) and Buffett (2010).
3.3 Optimised purely diffusive models
3.3.1 Regularised models
Here we present a set of purely diffusive models, comprising regularised inversions for an
initial magnetic structure whose subsequent evolution is described by the mean COV-OBS.x1
model. These solutions have been obtained for varying time windows terminating at 2015.0,
and have been computed with 30 basis functions, 201 time points (ensuring a numerically
converged solution, Appendix A.3), and optimal λ values which have been selected using the
criteria presented in section 3.2.4. For these models, we show a number of results. First, we
compare time series of selected Gauss coefficients over a single time window. Secondly, we
present Br residual error spectra for several time windows. We also demonstrate how the total
residual changes as a function of the window length. Finally, we map Br and B˙r residuals at
the CMB and at selected epochs.
Figure 3.6 shows time series of the Gauss coefficients g01 , g
0
8 , and g
0
14, for the period 1990.0-
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Figure 3.6: Comparison between time series of selected Gauss coefficients from the regularised dif-
fusion model for 1990.0-2015.0 (black dashed), and the mean COV-OBS.x1 model (solid red). Gray
shaded areas represent the mean COV-OBS.x1 model ± one standard deviation.
2015.0, from the COV-OBS.x1 mean (solid red) and diffusive model (dashed black). Gray
shaded areas correspond to the time-dependent one standard deviation error bounds. Despite
the correct qualitative behaviour of the diffusive model, only the high-degree coefficients are
fit within the COV-OBS.x1 uncertainty. For instance, while the regularised diffusion model
captures the overall decay of g01 , the diffusive time series is generally outside the COV-OBS.x1
error budget. Conversely, the regularised fit to g014 is well within the COV-OBS.x1 error budget
at all times. This effect is in part driven by the relative increase in the COV-OBS.x1 error
budget with degree: for degree 1 the relative uncertainty is small, typically < 0.1% for this
period, whereas for degree 14 it may be as large as 25%. Nevertheless, the diffusive fits to g01
and g08 also lack the short-term variability required to fit COV-OBS.x1 within the uncertainty
at all times.
That diffusion captures higher degree features of the field more easily is quantified with
spherical harmonic error spectra (Fig. 3.7), which have been computed for various time win-
dows using
E(lα) =
(lα + 1)
2
2lα + 1
(
a
c
)2lα+4 lα∑
mα=0
1
T
∫
T
(
gα(t)− gˆα(t)
)2
dt. (3.25)
This spectrum relates to the residual in Eq. (3.16): the sum of E(lα) over lα is the mean
squared error in Br averaged over T and the CMB. Shown as solid curves Fig. 3.7 are also the
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Figure 3.7: Time-averaged spectra of the residual Br at the CMB for the regularised diffusion models
(dashed), and the time-dependent standard deviation of COV-OBS.x1 (solid). Line colours and symbols
represent different time windows spanning from t0 to 2015.0.
COV-OBS.x1 uncertainty spectra, computed with Eq. (3.25) and with the integrand taken to be
the variance; the total mean squared uncertainty is then the sum of the uncertainty spectrum.
Readily noticeable is the contrast of rather flat diffusion error spectra, and the COV-OBS.x1
uncertainty spectra increasing monotonically with lα, demonstrating that high degree features
are more likely to be fit within the uncertainty. Also, for all degrees, the average error increases
when a longer time window is considered, therefore for longer periods only relatively high
degree features are captured well: for 2010.0-2015.0 degrees 3 to 14 are within the uncertainty
bounds; for 1985.0-2015.0 only degrees 10 to 14 are within these bounds.
While for most degrees the regularised 1985.0-2015.0 error spectrum is orders of magni-
tude larger than the COV-OBS.x1 uncertainty, the total residual is actually smaller than the total
uncertainty based on a single standard deviation. We confirm this by showing for the complete
set of diffusion models the time-averaged RMS residual as a function of time window length,
together with this uncertainty (Fig. 3.8). It then becomes evident that with our regularised
diffusion models, we may fit SV over 102 years, without producing a time-averaged residual
greater than the COV-OBS.x1 error budget based on one standard deviation. Additionally, we
find 30 years to be the longest time window for which regularised diffusion fits SV while the
total residual is smaller than the total uncertainty at all points in time. Nevertheless, it is of
note that if we consider the 1913.0-2015.0 (102 year) diffusive model and compute the asso-
ciated time-averaged residual over a shorter period (here taken as 1990.0-2015.0), we find it
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Figure 3.8: The time average of the RMS Br residual over the CMB as a function of time window
length, for the regularised diffusion models (solid blue). Also shown are two time-average global uncer-
tainties for COV-OBS.x1, one computed with one standard deviation among Gauss coefficients (dashed
red), and the other from maximum differences between the 100 published ensemble members and the
ensemble mean (dot-dashed yellow).
amounts to 4.78 · 104 nT - now roughly 2.5 times as large as the total COV-OBS.x1 uncer-
tainty for the 1990.0-2015.0 period. A similar procedure but with these residuals evaluated at
the Earth’s surface yields an average of 810.5 nT for the full period; when averaged over the
1990.0-2015.0 period with the use of the same model, this residual equals approximately 1162
nT. These differences are indicative of an overall temporal growth of the residual, which we
find for almost any choice of T . Shown in Fig. 3.8 is also a more generous global uncertainty
measure computed using Eq. (3.25) based on the maximum difference between the 100 pub-
lished COV-OBS.x1 ensemble members and the ensemble mean. It can readily be seen that
the regularised diffusion models fit COV-OBS.x1 within this uncertainty bound over the full
1840.0-2015.0 period.
As the total error and its associated spectrum describe how well diffusion fits only in an av-
erage sense, we illustrate also how the residual varies spatio-temporarily. In Fig. 3.9 the radial
field is shown at the CMB and at selected epochs, as prescribed by COV-OBS.x1 and the reg-
ularised 1990.0-2015.0 model (a,d,g and b,e,h respectively; see also supplementary animation
1). Also shown at these epochs is the corresponding unsigned difference between these two
models (Fig. 3.9c, f, and i; see also supplementary animation 2). We find good global agree-
ment between the models through visual comparison; this is also reflected by the associated
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Figure 3.9: The radial field at the CMB and at selected epochs, as described by COV-OBS.x1 (a,d,g)
and the regularised 1990.0-2015.0 diffusion model (b,e,h); figures c, f, and i show the corresponding
unsigned difference between the two models. Null-flux curves are represented in green.
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Figure 3.10: As Fig. 3.9, but for the time derivative of the radial field.
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error amplitudes, which are low compared to the radial field itself. Still, we observe an overall
growth of the unsigned residuals with time, these errors being the largest towards the end of
the period. Spatially, the residuals describe a pattern where the largest amplitudes reside in the
Indo-Atlantic Hemisphere, in particular under Siberia, and the Pacific generally accommodat-
ing lower amplitudes. These high error amplitudes beneath the southern Indian Ocean and Asia
correlate with regions for which significant secular acceleration has been reported (Olsen and
Mandea, 2008). As such, Fig. 3.9 demonstrates that it is more difficult for the diffusion model
to replicate COV-OBS.x1 where it locally describes relatively fast field change.
We confirm this statement by investigating the fit of SV on the CMB. Figure 3.10 shows
B˙r on the CMB and at selected epochs for COV-OBS.x1 and the regularised 1990.0-2015.0
diffusion model (a, d, g, and b, e, h, respectively; see also supplementary animation 3); the
associated unsigned SV differences are given in c, f, and i (see also supplementary animation
4). The residual patterns in Fig. 3.9 bear resemblance to the SV described by COV-OBS.x1, as
both are characterised by relatively large amplitudes under Siberia, the South Atlantic, and the
Indian Ocean, in particular at 2015.0. Furthermore, the residual SV amplitudes are relatively
large compared to B˙r, although it is of note that we do not explicitly minimise the SV residual.
Particularly striking is the initially high amplitude SV described by the diffusion model, which
is associated with large residuals at 1990.0. However, these amplitudes diminish quickly, and
we find reasonable global agreement midway through the time period. The diffusion models
tend to produce higher SV initially, which diminishes through time, such that they best explain
the rate of change near the centre of the modelling period. The SV residuals increase in mag-
nitude towards the end of the period, and by 2015.0 it is particularly difficult for the diffusion
model to match the SV amplitudes beneath Siberia.
3.3.2 Comparison with core field characteristics and evolution
The results presented above, and in particular Fig. 3.8, suggest that a globally optimised field
structure with an associated diffusive time dependence is consistent with core field evolution
on yearly to decadal time scales. In this section, we focus on how certain local features of the
field are represented by these diffusive models.
Depth extent of reversed flux patches
Figure 3.11 shows the initial (t = t0) radial field for the regularised 1990.0-2015.0 diffusive
model, at selected depths inside the core (see also supplementary animation 5). Because this
model is expected to be poorly resolved below roughly 3400 km radius (see Appendix A.1), we
only highlight the modelled field structure between this depth and the CMB. In general, the field
is found to contain more structure and to be of higher amplitude at greater depth. Additionally,
the axial dipole is less prevalent within deeper regions of the core, as reversed-flux patches
(RFPs) (Gubbins, 1987, Olson and Amit, 2006, Terra-Nova et al., 2015, Metman et al., 2018),
i.e. areas horizontally bounded by null-flux curves where the sign of Br is opposite to the one
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Figure 3.11: The radial field Br from the regularised 1990.0-2015.0 diffusion model at t = t0 and
selected depths inside the core. Null-flux curves are represented in green.
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expected from the dipole component of the field, show a marked expansion and proliferation
with increasing depth. We find in our regularised inversions that some of the RFPs on the CMB
extend down to the limit of our resolving depth of 85 km inside the core; indeed, patches can
merge or separate as depth increases.
Westward drift
One of the most characteristic features of historical field evolution is the secular drift of the
field towards the west, prevalent particularly within the Atlantic equatorial region. This overall
westward movement of the low-latitude field is also manifest in COV-OBS.x1, as may readily
be observed by evaluating the associated radial field at the equator as a function of time and
longitude (Fig. 3.12a and c). The regularised 1913.0-2015.0 diffusion model, which fits COV-
OBS.x1 within its uncertainty based on the global time-averaged metric, is able to locally
reproduce the 0.2◦ drift rate (Fig. 3.12b). However, this model only provides realistic drift
rates during approximately the first forty years of the modelling period, after which the model’s
diffusive azimuthal field motion decelerates. Nevertheless, the total westward displacement of
the low-longitude field is matched reasonably. If we consider a shorter time window (e.g.
1990.0-2015.0), the corresponding regularised diffusion model gives the correct drift rates at
all times (Fig. 3.12d).
Recent North Magnetic Pole acceleration and Arctic emergence of reversed flux
The North Magnetic Pole (NMP), i.e. the location on Earth’s surface where the magnetic
field vector points vertically downwards, has been shown to have accelerated over the past
three decades (e.g. Mandea and Dormy, 2003). The 1913.0-2015.0 regularised diffusion model
appears incompatible with this trend, as the NMP moves relatively slowly for this model, and
ultimately stalls almost entirely (Fig. 3.13a, contoured circles). However, if we focus on
the period during which pole acceleration occurred, e.g. for the period 1990.0-2015.0, the
regularised diffusion model shows an NMP trajectory with much improved agreement with
COV-OBS.x1 (Fig. 3.13b). However, there remains some discrepancy between the two models
at the end of the period, with the NMP from the diffusive model decelerating and unable to
match the COV-OBS.x1 pole location at 2015.0.
Chulliat et al. (2010) attribute the NMP acceleration to growth and intensification of a patch
of reversed flux under the New Siberian Islands. The recent evolution of this patch is shown in
Fig. 3.14, an equal area projection of Br at selected epochs according COV-OBS.x1 (a, c, and
e) and the 1990.0-2015.0 diffusion model (b, d, and, f). Both field models highlight in almost
identical fashion how the New Siberian Islands patch expands and intensifies. Additionally, for
both models we observe a net migration of this patch towards the southwest. For the diffusion
model, the evolution of the patch can be linked to field morphology at greater depth (Fig. 3.11):
it should be noted that the patch extends to our sensitivity depth limit of 85 km, where it is of
higher amplitude and displaced towards the southwest compared to the field configuration at
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Figure 3.12: Time-longitude plots of the radial field at the equator according to COV-OBS.x1 (a and
c), and the regularised 1913.0-2015.0 and 1990.0-2015.0 diffusion models (b and d, respectively). The
black line corresponds to a drift rate of 0.2◦ yr−1 towards the west. Null-flux longitudes are represented
in green.
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Figure 3.13: The position of the North Magnetic Pole on the Earth’s surface as a function of time,
according to COV-OBS.x1 (crosses; a and b) and the regularised diffusion models for 1913.0-2015.0
and 1990.0-2015.0 (circles; a and b, respectively). The colour of the crosses and circles denotes time.
84 Chapter 3: Modelling decadal secular variation with only magnetic diffusion
Figure 3.14: Polar projection of Br at the CMB and selected epochs, for COV-OBS.x1 (a, c, and e) and
the 1990.0-2015.0 diffusion model (b, d, and f). Null-flux curves are represented in green.
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Figure 3.15: Time series of the eastward magnetic component Y (a) and its time derivative (b) at the
Chambon La Foreˆt (CLF) observatory, according to COV-OBS.x1 (red), the regularised 1990.0-2015.0
diffusion model (blue), and first differences of observatory monthly means (black). The dashed line
denotes the approximate timing of a geomagnetic jerk.
the CMB, so that subsequent diffusive evolution of this initial state will yield the intensification
and migration displayed in Fig. 3.14.
Surface geomagnetic time series and the late 20th century jerk
Finally, we examine how well a globally optimised diffusion model may capture the local time
series of a single field component at the Earth’s surface. Specifically, we consider once more
the regularised 1990.0-2015.0 diffusion model and the COV-OBS.x1 mean, and its represen-
tation of the eastward field component Y at the Chambon La Foreˆt (CLF) observatory (Fig.
3.15a). Our interest is focussed on a geomagnetic jerk, i.e. a stepwise change in the second
time derivative of a magnetic field component, which has been observed at this station at ap-
proximately 1999.0 (Mandea et al., 2000). We therefore compare also the time derivative Y˙
(Fig. 3.15b). The diffusive model captures the magnitude and growth of Y in a general sense,
although the two curves clearly diverge towards the end of the time period. However, the time
derivatives for both models show little agreement; COV-OBS.x1 has more short-term vari-
ability with no significant overall trend, whereas the diffusive model has generally smoother
behaviour and an overall decay. Although the diffusive model renders an abrupt change in Y˙
during the first 2 years, it is too early and of significantly different magnitude to resemble the
late 20th century jerk.
3.4 Discussion
We have introduced new, purely diffusive, end-member models for geomagnetic secular varia-
tion, which are obtained by minimising a global residual objective function with respect to the
magnetic field structure at the start of the given time window. For chosen time periods up to
102 years, these states are found to be globally consistent with the COV-OBS.x1 field model,
as their associated time-averaged residual is smaller than the time-averaged COV-OBS.x1 un-
certainty based on a single standard deviation. Additionally, for a 30 year time window, we
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find the global diffusive residual to be within the COV-OBS.x1 uncertainty at all times. Al-
though these diffusive models are designed to fit COV-OBS.x1 on a global scale, they exhibit
consistency with regional-scale field evolution. For instance, diffusion appears capable of re-
producing much of the secular westward drift of the equatorial field over the 1913.0-2015.0
period. As such, it demonstrates that westward drift can not be uniquely attributed to fluid
flow along the CMB, although this is the most common interpretation (Bullard et al., 1950,
Jault et al., 1988, Aubert et al., 2013). Moreover, our diffusive models recover both the recent
shift of the North Magnetic Pole and the strengthening of reversed flux in the Arctic region, in
agreement with the idea that these two phenomena may be linked dynamically (Chulliat et al.,
2010).
However, we considered also the local fit of our models at a single location on the Earth’s
surface. In particular, we showed that our models could not reproduce the signature of a late
20th century jerk. While jerks remain poorly understood, we consider it unlikely that these
are generated through regional-scale magnetic diffusion. However, it should be noted that
within our formalism, observatory time series are not fit directly; indeed, it may be possible
to fit a local time series of SV at the expense of large global residuals. Another issue is that
we minimise a global residual with respect to the field model COV-OBS.x1, that is already a
spatio-temporarily smoothed representation of the true core field and its time evolution. The
models presented here are therefore the result of an indirect inversion, and have accordingly
undergone additional (implicit) regularisation. This secondary smoothing may explain how
the models fit well globally but still produce a large misfit to field evolution at one particular
location. A potential modification of our formalism is to directly minimise the misfit to ground
and/or virtual satellite observatory (Mandea and Olsen, 2006) data instead of an intermediate
spherical harmonic field model, which may confirm with more confidence how well magnetic
diffusion alone can fit local geomagnetic time series.
Let us briefly compare how well field evolution is described by both SV end members,
which relate to either frozen flux or magnetic diffusion. Whaler and Beggan (2015) and Beg-
gan and Whaler (2018) report frozen-flux fluid flow and acceleration models with associated
RMS hindcast errors in |B| at the Earth’s surface on the order of tens of nT, over a period
of 5 years. Evaluating our 5-year (2010.0-2015.0) regularised diffusion model at the surface,
we find the respective diffusive error is only 1.3 nT. It is important to recognise however that
our diffusive models have more degrees of freedom compared to these particular frozen-flux
models. Choosing a coarse radial resolution for the diffusive models (N = 2) in order that
the number of degrees of freedom are the same produces a 5-year time-averaged RMS error
in |B| at the Earth’s surface of almost 93 nT. However, there is no physical reason why we
should deliberately penalise our diffusive models in such a comparison. Furthermore, the sim-
ple measure of global misfit does not take into account how well either method captures the
evolution of local features: either method could be superior in describing SV within a specific
geographic area. Assuming the models by Whaler and Beggan (2015), Beggan and Whaler
(2018) are illustrative of the broader suite of core flow models that have been developed (see
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Holme (2015) for an overview), we conclude that the diffusive end-member model of secular
variation provides an equally acceptable mathematical description of decadal field evolution.
Additionally, our results confirm that diffusion need not be restricted to the global time scale
of τd ≈ 16 kyr. Furthermore, the effective Rm near the top of the core could be much lower
than canonical estimates, because fine radial magnetic field structure reduces the typical length
scale and when diffusion explains a significant amount of the SV large-magnitude flows are
not required. Hence, for our purely diffusive models Rm is much closer to estimates of a local
Rm ∼ 1 that apply just below the CMB (e.g. Amit and Christensen, 2008, Finlay and Amit,
2011).
Although both frozen-flux and purely diffusive models may adequately describe field evo-
lution, neither end member of secular variation should be considered fully representative of the
physical processes that govern the geodynamo. For example, while fluid flow can (re)generate
the magnetic field, diffusion enters only as a sink term in the description of total magnetic
energy evolution (e.g. Gubbins and Roberts, 1987). Nevertheless, in the absence of fluid flow
there may still be a local energetic exchange, as demonstrated by the regularised 1840.0-2015.0
diffusion model, for which we find an overall threefold increase of the magnetic energy on the
CMB. This result also contrasts with a previous suggestion that time variability in the CMB
magnetic energy relates only to fluid flow (Huguet et al., 2018). However, it should be noted
that such local purely diffusive field growth is inherently transient, which explains the observed
overall increase of modelling errors with time (e.g. in Fig. 3.6, 3.9, 3.12, and 3.15a), and the
increased difficulty of using diffusion to explain field evolution over relatively long time win-
dows (Fig. 3.8).
The dissipative nature of diffusion may also be illustrated with a comparison of field states,
e.g. the regularised 2000.0-2015.0 model evaluated at 2010.0 and the initial state for the regu-
larised 2010.0-2015.0 model: over the sensitivity region we find that the overall relative differ-
ence in B between these states amounts to roughly 72%, and this large temporal discontinuity
between field states may suggest that one decade is sufficient to dissipate a significant part of
the initial state. As such, on longer (geological) time scales diffusion alone could not have
sustained the field throughout the core’s lifetime, estimated to be on the order of billions of
years (e.g. Tarduno et al., 2010, Biggin et al., 2015). The evolution of the field over these
geological time scales highlights a further limitation of pure diffusion, namely its inability to
explain the numerous global polarity reversals that have occurred over the field’s lifespan (e.g.
Glatzmaier and Coe, 2015). We therefore underline once more that pure magnetic diffusion is
not a self-sustainable process physically capable of explaining SV indefinitely. Furthermore,
as diffusion is entirely unrelated to core fluid motion, it can not explain the observed decadal
length-of-day variations due to angular momentum exchange between the core and mantle,
while the frozen-flux hypothesis has allowed these to be linked to SV (Jault et al., 1988, Jack-
son et al., 1993, Gillet et al., 2010). Likewise, frozen-flux does not capture magnetic field
evolution completely and without diffusion it would allow small scale features of the field to
grow indefinitely, leading to its failure to match the observed field. Nevertheless, while neither
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SV end member can explain field evolution completely, both descriptions may be utilised to fit
SV on yearly to decadal time scales.
Naturally, a more complete model would consider the combined effects of both fluid flow
and diffusion, which could for example be envisaged by considering diffusion as a correction
term to frozen flux (Gubbins, 1996). Alternatively, one could envisage a scheme where diffu-
sion is not strictly corrective, but where it is instead made an arbitrary part of the SV at the
CMB. Together with the methods presented here, such a partitioning of the SV would allow
the frozen-flux and diffusive parts to be fit individually. By subsequently varying the amount
of SV that is attributed to diffusion, a hybrid model (incorporating frozen-flux and diffusion)
which best explains the total SV could be obtained.
Lastly, we comment on the relevance of our work to the proposed stratified layer at the
top of the liquid core with a possible depth of several hundreds of km (e.g. Whaler, 1980, Lay
and Young, 1990, Gubbins, 2007, Buffett, 2014). Within such a layer, core fluid flow would be
principally horizontal with radial flow suppressed. If this layer is indeed persistent over several
hundreds of km, it is then not straightforward to physically justify the large radial magnetic
gradients manifest within the sensitivity region comprising only approximately the top 80 km
of the core. On the contrary, for the case of whole-core convection these gradients could more
easily be linked to flux expulsion driven by upwelling. Nevertheless, our work demonstrates
a mathematical consistency between diffusion and observed SV that holds in the presence or
absence of such a stratified layer. The short-term evolution of the field can therefore not be
used as evidence for or against a stratified layer.
To conclude, we have presented a purely diffusive description of geomagnetic secular varia-
tion. Our diffusive SV end-member models have been obtained through the global optimisation
of an initial magnetic field and have a subsequent diffusive evolution that fits the COV-OBS.x1
field model over various time windows with a given uncertainty. While purely diffusive SV is
described analytically by the decay modes, we use a Galerkin method which yields a much bet-
ter conditioned inverse problem. We find that diffusion alone can adequately describe historical
field evolution over time windows ranging up to 102 years, and can reproduce characteristic
aspects of SV such as westward drift, recent North Magnetic Pole movement and emergence
of reversed-flux patches.
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Addendum: Chapter 3 — Modelling
decadal secular variation with only
magnetic diffusion
To what extent can magnetic diffusion alone explain the temporal evolution of the core mag-
netic field over yearly to decadal time scales? In the previous chapter we set out to answer
this question, and introduced a formalism to construct purely diffusive models which best fit an
observation-based core field model. It is possible that after reading this chapter, the reader feels
convinced that magnetic diffusion provides a description of field evolution that is at least as
‘good’ as frozen-flux end-member models of SV. In fact, following a comparison with (frozen-
flux) core flow models, we too have stated: ‘[...], we conclude that the diffusive end-member
model of secular variation provides an equally acceptable mathematical description of decadal
field evolution.’
Perhaps, in retrospect, the question above is ill-posed. Namely, while both end-members
models of SV (i.e. frozen-flux and pure diffusion) have been shown to be mathematically
consistent with the observed field evolution on yearly to decadal time scales, a diffusive de-
scription of SV nevertheless contains less realism on physical grounds. For instance, and as
already stated in section 3.4, fluid motion is required to generate a magnetic field through dy-
namo action to counter Ohmic dissipation, and can therefore sustain SV over longer periods.
This signifies a fundamental difference between diffusion and fluid motion: the former acts
to diminish existing field gradients, while the latter can also enhance these. As such, fitting
the observed field evolution with pure diffusion over extended periods of time is problematic.
This limitation of diffusion is also apparent from our results in Chapter 3: we find a general
increase of the diffusive residual with time (e.g. Fig. 3.15a), while the SV produced by dif-
fusion exhibits overall decay (e.g. Fig. 3.15b). Similarly, by comparing Fig. 3.12a and 3.12b
we find that our diffusive models reproduce the westward drift for a period of only 50 yr or
so, while in fact it has been ongoing for at least 400 yr (e.g. Halley, 1692, Finlay and Jackson,
2003). In contrast, core flow models have been shown to be able to match the field evolution at
historical epochs (Whaler and Holme, 2011). But perhaps it is most important to note that core
flow models allow a prediction of angular momentum exchange between the core and mantle
that correlates with observed variations in length-of-day (e.g. Jault et al., 1988). As such, there
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is independent verification that core flow models contain realism. For purely diffusive models
of SV, confirmation that these models are meaningful is (at this stage) lacking, and as such we
stress that these should not be considered as a realistic alternative to frozen-flux descriptions of
the field.
Let us also briefly revisit the goodness-of-fit described by our diffusive models. In Chapter
3 we state that pure diffusion fits the field evolution described by the COV-OBS.x1 field model
over several decades, and even over a century. However, it must be noted that this assertion
is ultimately based on the error budget provided by this field model. As can be noted from
Fig. 3.6 and 3.7, the posterior uncertainties provided by COV-OBS.x1 increase rapidly with
spherical harmonic degree. Consequently, whether or not diffusion fits COV-OBS.x1 within
the global error budget (as discussed in Fig. 3.8) depends strongly on these high-degree un-
certainties, and therefore also on the spherical harmonic degree of truncation of the field. How
well would the diffusive models then perform if the degree of truncation L < 14? Figure 3.7
demonstrates that with decreasing L the total error budget decreases much more rapidly than
the total diffusive residual. As such, the largest time window we could fit with diffusion be-
fore our global residual (eq. 3.16) exceeds the global error budget would most likely be much
shorter when L < 14. While we state that diffusion can explain field evolution over 102 yr,
this bound should therefore be adopted with caution. Also, since the conclusions reached in
Chapter 3 rely strongly on the uncertainties assigned to the field model used, it would be in-
teresting to investigate how pure diffusion can reproduce the field evolution described by other
field models. However, we emphasise again that a more meaningful approach is to make use of
geomagnetic data directly, instead of field models that already give a smoothed representation
of observed core field evolution.
Nevertheless, difficulties of fitting COV-OBS.x1 due to a reduced error budget could (at
least partially) be mitigated by setting the damping parameter λ (eq. 3.21) smaller, effectively
putting more magnetic energy in our modelled structure of the core field. The RMS field
amplitudes of our modelled fields (a quantity proportional to the square root of the associated
magnetic energy) is always less than 1.3 mT, and therefore well below the estimates of 2.5
to 4 mT for the RMS field strength inside the core (Buffett, 2010, Gillet et al., 2010). Such
a choice for assigning a smaller value to the damping parameter would therefore be perfectly
reasonable, and may allow diffusion to fit COV-OBS.x1 globally even when L < 14.
To summarise, we have shown that our purely diffusive models are mathematically con-
sistent with historical field evolution. However, this assertion likely depends strongly on the
spherical harmonic degree of truncation, such that the length of the time window over which
we can fit field evolution with diffusion is reduced by setting a lower degree of truncation. In
addition, we lack independent verification that these diffusive models are physically realistic,
in contrast to flow models derived from frozen flux. A meaningful interpretation of geomag-
netic secular variation is therefore still (primarily) in terms of core fluid motion just below the
CMB. For this reason, we propose in the following chapter a means of combining our purely
diffusive formalism with core flow modelling. Specifically, we shall employ our diffusive for-
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malism to augment core flow models, resulting in an improved fit to the SV described by some
field model, and we will also use both end-member models to give improved forecasts of field
evolution over yearly time scales.
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‘I think we agree, the past is over.’
George W. Bush
Abstract
The Earth’s internal magnetic field is generated through motion of the electrically conductive
iron-alloy fluid comprising Earth’s outer core. Temporal variability of this field, termed secular
variation, resuls from two processes: one is the interaction between core fluid motion and the
magnetic field, the other is magnetic diffusion. Because diffusion is widely thought to take
place over relatively long, millenial time scales, it is common to disregard it when considering
short-term field changes (the frozen-flux approximation), which allows a mapping of the core
fluid motion along the CMB using observations of SV at Earth’s surface. Subsequently, such
flow models have been used to predict variation in the magnetic field. However, recent work
suggests that diffusion may contribute significantly also on short time scales, manifest for ex-
ample by the evolution of areas on the CMB where the sign of the radial field is different to
the prevalent axial dipole (i.e. reversed-flux patches), suggesting that diffusion may need to be
accounted for when considering short-term SV. Therefore, we introduce here a hybrid method
to forecast field evolution which considers field changes due to fluid flow and diffusion. These
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predictions rely on fitting the SV described by the CHAOS-6 field model with steady core fluid
motion, and subsequently using the associated residual to model magnetic diffusion. With this
approach, we find that including diffusion yields a reduction in the global forecast error at
Earth’s surface, which can be as large as 25% at the end of a 5-year forecasting period; at the
CMB the this error reduction can be in excess of 77%. These differences are explained by the
fact that diffusion acts predominantly to reduce forecast errors of spherical harmonic degree 8
and above. Moreover, we demonstrate that including magnetic diffusion represents the evolu-
tion of reversed-flux patches more accurately, and that their predicted movement will cease to
weaken the axial dipole field. Lastly, we predict the movement of the North Magnetic Pole up
to 2025.0, which has a trajectory and displacement rate similar to that observed over the the
past two decades.
4.1 Introduction
Earth’s time-dependent internal magnetic field, commonly referred to as the core or main field,
is generated through turbulent motion of the fluid and electrically conducting iron alloy com-
prising Earth’s outer core. Although this field is generated within the core, it permeates the
core-mantle boundary (CMB) and the overlying solid mantle, allowing it to be observed at
the Earth’s surface and above. Downwards continuation of surface observations allow models
of the core field to be constructed, which describe its spatial variability as well as its time-
dependence over the past decades to centuries (e.g. Jackson et al., 2000, Lesur et al., 2008,
Sabaka et al., 2015, Gillet et al., 2015, Finlay et al., 2016a). While temporal variation of the
field, referred to as secular variation (SV), is ultimately the result of core fluid motion and mag-
netic diffusion (e.g. Jackson and Finlay, 2015), the latter contribution is often neglected under
the frozen-flux assumption (Roberts and Scott, 1965). This approximation has allowed various
workers to use geomagnetic observations to also model core fluid motion along the CMB (e.g
Vestine et al., 1967, Whaler, 1980, Le Moue¨l, 1984, Bloxham, 1988, Lesur et al., 2010, Kloss
and Finlay, 2019).
More recently, that is over the past decade or so, several workers have utilised such flow
models to predict field evolution on yearly to decadal time scales, for example by calculating
the field change that is expected when these fluid motions persist in time (Beggan and Whaler,
2009, Whaler and Beggan, 2015). In contrast, Aubert (2015) utilised full-sphere simulations of
the geodynamo to forecast field evolution, an approach that is computationally more expensive,
but does allow both core fluid flow and magnetic diffusion to be accounted for. Another fore-
casting method is given by Barrois et al. (2017), who do not employ geodynamo simulations
directly, but instead predict field change using the statistical properties of the so-called Coupled
Earth simulation (Aubert, 2013). Various authors have also implemented the use of an (ensem-
ble) Kalman filter aimed at geomagnetic forecasting (Beggan and Whaler, 2009, Barrois et al.,
2017, 2018, Ba¨renzung et al., 2018, Beggan and Whaler, 2018), an approach that also allows
for a prediction of the uncertainties associated with the core field, and for the forecast to be
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updated rather easily when new data becomes available.
There are several benefits to estimating the future state of the core field. For instance, such
knowledge can contribute to our understanding of the physical processes governing SV, by
retrospectively comparing field forecasts with geomagnetic observations (referred to as hind-
casting). More practical advantages relate to naval and aerial navigation and orientation. For
example, airport runway names correspond to the magnetic field configuration at the runway
locations, and the non-steady nature of the field has required several runways to be renamed,
a costly operation that field forecasts could help mitigate. In addition, forecasts allow the
mapping of future hazardous regions, e.g. those where low-orbit spacecraft are more prone to
damage from cosmic radiation (Heirtzler, 2002). Such a region is the South Atlantic Anomaly
(SAA), where field intensities on the Earth’s surface are anomalously low (typically less than
30,000 nT or so) (e.g. Hartmann and Pacca, 2009), currently covering parts of South Brazil
and Uruguay (The´bault et al., 2015).
In this work, we introduce a novel hybrid method for forecasting field evolution on yearly
time scales, by combining the work of Whaler and Beggan (2015) and Metman et al. (2019).
While magnetic diffusion is often considered negligible on short time intervals, we model it
alongside core fluid motion, motivated by the fact that diffusion (like core fluid motion) can
explain field evolution over several decades (Metman et al., 2019), and that a description of
both physical processes governing SV (i.e. fluid flow and diffusion) could return forecasts of
increased accuracy. Several authors have already forecast field evolution by accounting for
magnetic diffusion (Aubert, 2015, Barrois et al., 2017), however our methods are fully in-
dependent of numerical geodynamo simulations (and therefore computationally inexpensive),
and independent from the parameter space associated with such simulations, which typically
deviates strongly from Earth-like values (e.g. Christensen et al., 2010). This work is structured
as follows: section 4.2 contains our forecasting strategy, in which we first consider the special
case of negligible magnetic diffusion, and subsequently extend that formalism by modelling
diffusion; section 4.3 contains several forecasting results, and demonstrations of how diffu-
sion improves forecast performance; in the final section 4.4 we reflect on our results and their
implications.
4.2 Methods
Here, we present our two-step method of forecasting core field evolution over yearly timescales.
The first step consists of choosing a time window, hereafter referred to as the modelling period,
and matching the SV over this period by modelling the processes governing the temporal evo-
lution of the field. We then select a second time window over which we forecast field evolution
by continuing these models forward in time. In what follows, this general approach is first ap-
plied together with the widely adopted frozen-flux limit of negligible diffusion, so that we may
attribute SV to the motion of core fluid along the CMB only. This allows us to demonstrate
that the spatial complexity of core fluid flow does not yield a significant global improvement of
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field forecasts when it is increased beyond a certain level. While this result may be attributed
to our disregard of processes such as flow acceleration and radial flow, or to our means of reg-
ularisation, we consider here the case of accounting for magnetic diffusion to further reduce
forecast errors. Accordingly, we propose an extended forecasting approach, for which we use
models which separately describe flow and diffusion to provide a more complete description
of SV.
4.2.1 Field forecasts driven by core fluid flow only
We present in this section a method of forecasting field changes for the special case of negligi-
ble magnetic diffusion, largely based on the formalism by Whaler and Beggan (2015). We start
with the radial part of the induction equation in the frozen-flux limit, describing time variabil-
ity of the radial core magnetic field for a perfectly conducting fluid, which reads for the region
immediately below the CMB as
B˙r = −∇H · (uBr) := B˙ur . (4.1)
Here, ∇H · = (∇ − rˆ∂r) ·, u is the core fluid velocity (assumed horizontal and steady) , and
r is radius. It is clear that in this end-member case of secular variation, SV has only one
contribution entirely governed by fluid flow, which we denote by B˙ur .
As mentioned earlier, we proceed by first considering a modelling period T , which is reg-
ularly discretised with one-month time steps. Then, we find a steady u that best describes B˙r
over this period, by employing the formalism by Whaler and Beggan (2015). Specifically, we
fit B˙r as prescribed by the CHAOS-6-x7 field model (Finlay et al., 2016b), which is expanded
up to spherical harmonic degree L = 14. Additionally, u is assumed solenoidal (conforming
to an incompressible fluid) allowing its partitioning into its toroidal and poloidal parts, each of
which is also expanded by spherical harmonics up to degree Lu (see e.g. Whaler, 1986). To
circumvent the ill-posedness associated with this flow inversion we adopt the ‘strong’ norm by
Bloxham (1988) penalising flow complexity, in place of explicitly assuming flow morphology
(e.g. purely toroidal (Whaler, 1980) or tangentially geostrophic flow (Le Moue¨l, 1984); see
Holme (2015) for an overview). Our modelled flow then minimises an unweighted quadratic
cost function through
u = (ATA+ γD)−1AT g˙, (4.2)
where the matrix A corresponds to the equations of condition, g˙ is the vector containing the
time derivative of all Gauss coefficients each evaluated at a set of time points, and D is the
regularisation matrix scaled with a damping paramter γ = 5 × 10−5 (see for more details
Beggan and Whaler, 2008, Whaler and Beggan, 2015). Several modelling periods are used,
their length ranging from 1 to 9 years, and each terminating at the start of the subsequent
forecast period.
Using these fluid flow models, core field forecasts are realised using a first-order Taylor
§4.2 Methods 103
series of Br. In conjunction with the frozen-flux approximation, and under the assumption that
fluid flow modelled over T remains steady over the forecasting period, this series approximates
the time evolution of Br in terms of the flow-related SV contribution explicitly as
Br(tk) ' Br(tk−1) + (tk − tk−1)B˙ur (tk−1), (4.3)
with the integer k an index corresponding to the time discretisation. This description allows a
field forecast to be computed iteratively, using the field state and the flow contribution to SV
at tk−1. Additionally, the initial field state at the start of the forecast period (i.e. for k = 0) is
prescribed by CHAOS-6-x7. For simplicity, the time step over the forecasting period tk− tk−1
is once more set at one month for all k.
4.2.2 Hybrid forecasts for field advection and diffusion
For the hybrid forecasts, our starting point is the full induction equation, which includes also
the diffusive term:
B˙r = −∇H · (uBr) + η
r
∇2(rBr), (4.4)
= B˙ur + B˙
d
r , (4.5)
where η is the magnetic diffusivity (assumed uniform). We first apply the methods used for
the frozen-flux case described in the previous section to optimise a steady u over a modelling
period of choice. However, this flow model will never describe the SV over T perfectly, and is
therefore associated with a nonzero SV residual B˙r − ˆ˙Bur , where the hat denotes a best-fit es-
timate. To also model magnetic diffusion, motivated by the fact that increasing the complexity
of fluid flow beyond a certain amount does not significantly reduce forecast errors (as will be
shown later), we subsequently assume that B˙dr = B˙r − ˆ˙Bur .
Magnetic diffusion is modelled using the formalism given by Metman et al. (2019), who
provide a forward solution to the diffusion equation in terms of Galerkin polynomials (see eq.
(8) and (15) in their work). While their study considers fitting the time-dependent Br using
this Galerkin solution, their matrix exponential notation allows a straightforward derivation for
the time-derivative, which we utilise to write the forward solution
B˙dr =
L(L+2)∑
α=1
ηlα(lα + 1)
r2
ξTα(r)Hαexpm
[
ηHα(t− t0)
]
qαYα(θ, φ), (4.6)
where Yα is the real-valued Schmidt semi-normalised spherical harmonic of degree 1 ≤ lα ≤
L, and order 0 ≤ mα ≤ lα, which has either azimuthal sine or cosine dependence, and where
L is the degree of truncation of the core field (here we set L = 14). Moreover, θ and φ
denote respectively colatitude and longitude, the coefficients qα describe the structure of Bdr
throughout the core, and expm[·] is the matrix exponential. The reader is referred to Metman
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et al. (2019) for a detailed description of the vector containing the radial basis functions ξα(r)
(whose dimensionN corresponds to the number of radial modes used to describeBdr ), and that
of the associated matrixHα relating to the radially dependent part of the Laplacian in eq. (4.4).
Our aim is to best explain the flow residual with diffusion, therefore the optimised coeffi-
cients qˆα are obtained through the minimisation of the regularised quadratic cost function
F =
∫
T
∫
CMB
(
B˙dr − ˆ˙Bdr
)2
dS dt+ λ
∫
R3
ˆ˙B20 dV. (4.7)
This choice of regularisation differs from that of Metman et al. (2019), who penalise large
magnetic amplitudes throughout of the core. However, such a constraint could still result in
high-amplitude SV, therefore we adopt a regularisation norm penalising the time-derivative
field (second term on the r.h.s. of the cost function). The norm can also be interpreted as a
penalisation of spatial heterogeneity of the modelled structure of Bdr , similar to the norm used
by Bloxham (1988) to minimise flow heterogeneity. The cost function is expressed in terms of
our model coefficients, reducing it to
F = (g −Gqˆ)TW(g −Gqˆ) + λqˆTHTHqˆ, (4.8)
with qˆ = (qˆ1, qˆ2, . . . , qˆL(L+2))T , W a diagonal weighting matrix related to Simpson’s rule
for the numerical integration in time (see Appendix B in Metman et al., 2019),
G = diag(G1,G2, . . . ,GL(L+2)) a blockwise-diagonal forward mapping describing purely
diffusive SV, where each block is defined as
Gα,ij =
ηlα
c2
(
c
a
)lα+2(
ξTα(c)Hαexpm[ηHα(ti − t0)]
)
j
, (4.9)
and tk is the kth nodal point in time. The least-squares cost function is then minimised as
qˆ = (GTWG+ λHTH)−1GTWg˙d. (4.10)
where g˙d := g˙ − ˆ˙gu, and ˆ˙gu are the best-fit secular variation coefficients from a flow model.
Having estimated both the fluid flow and magnetic diffusion over the modelling period,
we are now in a state to make hybrid forecasts of the core field. This is achieved by using a
first-order Taylor series where time evolution ofBr written in terms of both these contributions:
Br(tk) ' Br(tk−1) +
(
B˙ur (tk−1) + B˙
d
r (tk−1)
)
(tk − tk−1), (4.11)
where the contributions B˙ur and B˙
d
r are computed through forward continuation of their respec-
tive descriptions obtained for the modelling period. Like the flow-only forecasts, we use time
intervals of one month.
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4.3 Results
In this section, we use the methods described above to invert the SV described by the time-
dependent CHAOS-6-x7 field model (Finlay et al., 2016b) for core fluid flow, or for fluid flow
and diffusion, for which several modelling time windows are used. These models are first em-
ployed for the computation of hindcasts over 2010.0-2015.0, which allows us to assess the de-
pendency of global and regional forecast errors on the parameter space used to account for core
fluid motion and magnetic diffusion. Specifically, we show first for purely flow-based forecasts
(obtained with Lu = 8 and Lu = 14) the RMS error in B as a function of time. Subsequently,
we inspect time-averaged spectra of the RMS forecast error. Moreover, we make a compar-
ison of forecasts based on only fluid flow and those accounting for fluid flow and diffusion,
by showing for several N the RMS forecast error as a function of time, time-averaged error
spectra, time series of Gauss coefficients, and maps of the unsigned Br residual at the CMB
and at the surface. Subsequently, we present a hybrid forecast for the 2018.0-2025.0 period,
which includes the expected evolution of reversed-flux patches, and the predicted movement
of the North Magnetic Pole. For comparison, we show also forecasts for which the SV in
eq. (4.11) is predicted by a secondary field model, that is the 11th International Geomagnetic
Reference Field (IGRF-11) (Finlay et al., 2010) for the 2010.0-2015.0 forecast period, and
the out-of-cycle 2015 World Magnetic Model (WMM2015v2) (Chulliat et al., 2019) for the
2018.0-2025.0 period.
4.3.1 Purely flow-driven forecasts for 2010.0-2015.0
The global accuracy of our purely flow-driven (N = 0) forecasts is given as a function of time
in Fig. 4.1, that is in terms of the RMS forecast error in B with respect to CHAOS-6-x7. These
forecasts have been derived with 1, 3, 5, 7, or 9 years of SV data, with Lu = 8 (a and c) and
Lu = 14 (b and d), and are evaluated at either the Earth’s surface (a and b) or at the CMB
(c and d). Also indicated is the forecast computed with the expected SV as given by IGRF-
11 (thick dashed curves). The other line styles correspond to the length of modelling time
window. For all forecasts, it can readily be seen that the global error increases monotonically
with time, where this error grows more linearly when evaluated at the CMB (Fig. 4.1c and d)
than at Earth’s surface (Fig. 4.1a and b). Moreover, we find that the choice of modelling time
window affects the forecast accuracy more strongly when it is evaluated at the Earth’s surface,
and that a shorter modelling period generally yields more accurate forecasts. In fact, at the
Earth’s surface only the 2007.0-2010.0 and 2009.0-2010.0 forecasts are more accurate than the
IGRF-11 prediction; at the CMB all flow-based forecasts are more accurate than the IGRF-11
prediction. Additionally, by comparing panels a-b with c-d it can be seen there is no significant
error reduction when the spatial flow complexity is increased by changing Lu = 8 to Lu = 14.
The RMS forecast errors at 2015.0 for the flow-only predictions are summarised in Table 4.1
and 4.2.
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Figure 4.1: The RMS forecast error at the Earth’s surface (a and b) and the CMB (c and d), for flow-
only forecasts with Lu = 8 (a and c), with Lu = 14 (b and d), or with the SV prescribed by IGRF-11
(a-d). The line styles denote the choice of modelling time window.
Lu
2001.0-2010.0 2003.0-2010.0 2005.0-2010.0 2007.0-2010.0 2009.0-2010.0
N = 0 N = 2 N = 0 N = 2 N = 0 N = 2 N = 0 N = 2 N = 0 N = 2
8 109 81 99 78 90 75 79 67 66 62
14 107 80 97 77 97 77 78 67 65 62
Table 4.1: The RMS forecast error with respect to CHAOS-6-x7 (in nT) at the Earth’s surface and at
2015.0, obtained with several modelling periods, with Lu ∈ {8, 14}, and with N ∈ {0, 2}.
Lu
2001.0-2010.0 2003.0-2010.0 2005.0-2010.0 2007.0-2010.0 2009.0-2010.0
N = 0 N = 2 N = 0 N = 2 N = 0 N = 2 N = 0 N = 2 N = 0 N = 2
8 3.2 1.2 3.1 1.1 3.0 0.92 2.8 0.69 2.8 0.62
14 3.1 1.2 3.0 1.1 2.9 0.92 2.8 0.69 2.7 0.62
Table 4.2: As Table 4.1, but with the error evaluated at the CMB (in 104 nT).
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Figure 4.2: Power spectra of the RMS flow-only forecast error at Earth’s surface, computed with the
2001.0-2010.0 and 2009.0-2010.0 modelling periods (a and b, respectively) and several Lu.
These RMS forecast errors may be partitioned in terms of spherical harmonic degree as
E(l) =
l∑
m=0
(l + 1)
5
∫ 2015.0
2010.0
(
gml (t)− gˆml (t)
)2
+
(
hml (t)− hˆml (t)
)2
dt, (4.12)
where gml and h
m
l are the time-dependent Gauss coefficients in their canonical representation,
and the factor 5 arises from the averaging over a 5-year period. The sum of E(lα) over lα
is then the squared error in |B|, averaged over the Earth’s surface and over the period T .
These time-averaged error spectra have been computed for T = [2010.0, 2015.0], using the
modelling periods 2001.0-2010.0 and 2009.0-2010.0 (Fig. 4.2a and 4.2b, respectively), and
several Lu; error spectra for the IGRF-11 SV forecast have also been computed. As suggested
by Fig. 4.1, these spectra show there is no significant improvement when Lu is increased
beyond 8. Additionally, we find that increasing Lu only returns a significant error reduction
for field features of degree 7 or lower. For 8 < lα < 14, the shape of these error spectra are
similar to those for the IGRF-11 SV prediction, whereas for lα < 8 and the 2001.0-2010.0
modelling period it actually performs better than the flow-dependent forecasts. Additionally,
for the 2009.0-2010.0 period error amplitudes are relatively small, confirming that a shorter
modelling period returns more accurate forecasts.
4.3.2 Hybrid forecasts for 2010.0-2015.0
As more spatially complex flows do not necessarily provide more accurate forecasts (increasing
Lu beyond 8 does not significantly reduce the RMS forecast error), we now focus attention on
forecasts that depend on the sequential estimation of core-fluid flow and magnetic diffusion.
To that end, we have adopted the hybrid forecasting scheme (section 4.2.2), for which we have
set damping parameters λ between 10−9 and 10−8 (depending on the modelling time window)
to regularise the diffusive solution (eq. 4.10). These values ensure we invert matrices with
a (2-norm) condition number < 108, such that our solutions are computationally tractable
when using double precision variables. For the presented hybrid forecastsN ≤ 2, such that the
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degrees of freedom used to model diffusion is always less than or equal to that used to the model
the most complex fluid flow considered above (that is less than or equal to 448 when Lu = 14).
It is true that using such a low number of radial modes ignores diffusion of radially fine-scaled
features, and therefore imperfectly captures SV over the modelling period. However, larger N
are generally found to return rapid temporal variation of the core field predictions, associated
with large forecast residuals. A conservative choice for N is therefore in line with our primary
objective of improving geomagnetic forecasts.
Figure 4.3 shows the RMS forecast error for the forecast period 2010.0-2015.0 in B with
respect to CHAOS-6-x7, evaluated at the Earth’s surface or at the CMB (a-b and c-d, respec-
tively), and obtained with Lu = 8 (a and c) or Lu = 14 (b and d); in all cases N = 2.
Compared to the purely flow-based predictions (Fig. 4.1), we find the hybrid scheme has a
smaller global error at all times. The relative improvement made when diffusion is accounted
for depends, among other things, on the modelling period used. For example, at the Earth’s
surface we find for a modelling period of 2001.0-2010.0 and Lu = 14 a global forecast er-
ror reduction of 25% at 2015.0, while for 2009.0-2010.0 modelling window this reduction is
only 5%. The relative overall improvement is much greater at the CMB: for Lu = 14 and the
2001.0-2010.0 modelling period the RMS forecast error at 2015.0 is reduced by 61%; using
T = [2009.0, 2010.0] instead gives an RMS error reduction in excess of 77% at 2015.0. Lastly,
we note that with the hybrid scheme we again find that increasing Lu from 8 to 14 generally
yields a negligible reduction in global forecast error, as the relative improvement is typically
1%. The purely flow-based and hybrid RMS forecast errors at 2015.0 are listed in Table 4.1 (at
Earth’s surface) and 4.2 (at the CMB) for several modelling windows.
Error spectra of the global RMS error at Earth’s surface are given in Fig. 4.4, which have
been computed with the 2001.0-2010.0 and 2009.0-2010.0 modelling periods (a and b, respec-
tively), Lu = 14, and several N ; the error spectrum associated with the IGRF-11 SV forecast
is given as dashed curves. For both modelling periods it can be noted that including magnetic
diffusion predominantly results in reduced errors for degrees higher than 8, although for the
2001.0-2010.0 modelling window diffusion also improves forecasts for features of degree 1
to 5 when N = 2. Similar to the purely flow-based forecasts we find that the IGRF-11 SV
forecast returns rather large residuals for degree 9 and above, whereas for degrees 2 to 8 the
N = 2 forecasts perform similarly (2001.0-2010.0) or better (2009.0-2010.0); for degree one
and the 2001.0-2010.0 time window the IGRF-11 prediction outperforms the other forecasts.
Predicted time series of individual Gauss coefficients also demonstrate how accounting for
magnetic diffusion mainly affects the predicted evolution of intermediate to high-degree field
features. For example Fig. 4.5 shows time series of the Gauss coefficients g01 , g
0
7 , and g
0
14,
as described by CHAOS-6-x7 (solid red). Shown jointly are the Gauss coefficients from the
forecasts obtained with the 2009.0-2010.0 modelling period, Lu = 14, and either N = 0
or N = 2 (dashed black and dotted blue, respectively). Additionally, the dot-dashed green
curves show the time series from the IGRF-11 SV prediction. Clearly, magnetic diffusion has
little effect on the forecast for g01 , as all predictions exhibit similarly linear, yet overestimated
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Figure 4.3: As Fig. 4.1, but for the hybrid forecasts based on fluid flow and diffusion with N = 2.
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Figure 4.4: As Fig. 4.2, but for the hybrid forecasts based on fluid flow and diffusion with Lu = 14
and N ∈ {0, 1, 2}.
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Figure 4.5: Time series of selected Gauss coefficients from CHAOS-6-x7 (solid red) and those predicted
with Lu = 14 and N = 0 (dashed black), with Lu = 14 and N = 2 (dotted blue), and with the SV
prescribed by IGRF-11 (dot-dashed green). The 2009.0-2010.0 modelling period was used for the flow
and hybrid forecasts.
growth. Moreover, all forecasts show a strengthening in g07 , although the purely flow-based
prediction overestimates the slope, and the hybrid and IGRF-11 forecasts cannot match the
decelaration towards the end of the period. This recent behaviour of g07 coincides with an
obsereved geomagnetic jerk in 2014 (Torta et al., 2015), i.e. a jump change in the secular
acceleration. The evolution of g014 as given by CHAOS-6-x7 is not at all matched by the purely
flow-driven and IGRF-11 forecasts, whereas the hybrid forecast is markedly more accurate.
However, it should be noted that the IGRF-11 forecast is only for spherical harmonic degree 9
and lower, therefore higher degree coefficients are necessarily assumed constant.
Lastly, we comment on the spatial distribution of forecast errors with respect to CHAOS-6-
x7. For example, Figure 4.6 shows the unsigned error in Br at the CMB and at selected epochs
for the forecasts calculated with Lu = 14, the 2009.0-2010.0 modelling period, and with either
N = 0 (a and b) or N = 2 (c and d). It is evident that the hybrid forecast produces much
reduced errors everywhere (compare Fig. 4.6a and b with c and d), where particularly large
error reductions are found below the west of Chile, the South Atlantic, and Central Asia. The
largest error amplitudes are found along the−90◦ and 90◦ meridians and along the−30◦ circle
of latitude, coinciding with the regions where CHAOS-6-x7 has the fastest field change; the
smallest forecast errors are generally in the Pacific Hemisphere. Similarly, Fig. 4.7 shows for
the same forecast the unsignedBr error at Earth’s surface. Clearly, the error reduction acquired
with the hybrid approach is not as significant as at the CMB since it is of small scale. At Earth’s
surface, we find a hemispherical asymmetry in error distribution, with the largest errors within
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Figure 4.6: The unsigned residual Br at the CMB and at selected epochs, for the forecasts obtained
with the 2009.0-2010.0 modelling window, Lu = 14, and with either N = 0 (a-b) or N = 2 (c-d).
Figure 4.7: As Fig. 4.6, but at the Earth’s surface. Note the change in colourbar scale.
112 Chapter 4: Forecasting secular variation with core flow and diffusion
−29420
−29410
−29400
−29390
−29380
−29370
−29360
−29350
−29340
2020 2025
(a) g01 / nT
78.0
78.4
78.8
79.2
79.6
80.0
80.4
80.8
81.2
2020 2025
(b) g07 / nT
-0.335
-0.330
-0.325
-0.320
-0.315
-0.310
2020 2025
(c) g014 / nT
Epoch Epoch
2009-2018
2011-2018
2013-2018
2015-2018
2017-2018
Epoch
WMM2015v2
Figure 4.8: Predicted evolution of selected Gauss coefficients from the hybrid forecasts (obtained with
Lu = 14, N = 2, and several modelling windows), and with the SV prescribed by WMM2015-v2.
the Indo-Pacific Hemisphere and the smallest in the Atlantic.
4.3.3 Hybrid forecasts for 2018.0-2025.0 and IGRF-13 main field candidate
We present now hybrid forecasts of core field evolution for the period 2018.0-2025.0. These
predictions have been obtained with Lu = 14, N = 2, and several modelling time windows
ranging from 2009.0-2018.0 to 2017.0-2018.0, which have been sampled monthly. The same
λ-values are used as in the previous section, where the exact choice depends on the length of
the modelling time window (e.g. for the 1-year modelling windows 2017.0-2018.0 and 2009.0-
2010.0, λ is equal). For comparison, we also computed a forecast by substituting in eq. (4.11)
the SV prediction from the out-of-cycle World Magnetic Model for 2015-2020 (WMM2015v2)
(Chulliat et al., 2019), which goes up to for spherical harmonic degrees 12.
Fig. 4.8 shows predicted time series of selected Gauss coefficients. For g01 and g
0
14 we ex-
pect to see continued growth, in agreement with their behaviour over 2010.0-2015.0 (Fig. 4.5).
In contrast, g07 has strengthened over 2010.0-2015.0 or so (Fig. 4.5), whereas we find for this
coefficient accelerated decay up to 2025.0. Since in our formalism flow-related contributions
to predicted field evolution are steady (we consider only steady core fluid motion), this increas-
ingly rapid decay exemplifies how magnetic diffusion can provide a significant contribution
to the full hybrid forecast. Furthermore, faster axial dipole decay is expected from forecasts
computed with longer modelling windows, while for the evolution of g07 and g
0
14 we find no
discernible correlation with the modelling windows used. Lastly, we find more disparity be-
tween the hybrid and WMM2015v2 forecasts with increasing spherical harmonic degree; this
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Figure 4.9: Predicted evolution of the relative reversed surface area with ACMB the CMB surface area
(a), the average magnetic flux through reversed flux patches (b), and the averaged unsigned latitudinal
weighting factor over reversed flux (c).
difference is particularly large for g014, as the WMM2015v2 SV forecast is constant for degrees
13 and above.
We have also calculated the expected change in several global quantities describing the
manifestation of reversed flux on the CMB (Fig. 4.9), motivated by the reduced hybrid forecast
errors in the South Atlantic (Fig. 4.6), where these features are particularly prevalent (Gubbins
and Roberts, 1987, Terra-Nova et al., 2015, Metman et al., 2018). These quantities measure the
reversed-flux surface area on the CMB (AR), the average magnetic flux through the reversed
surface area (Φ), and a measure of the average latitude of reversed flux (Θ ∈ [0, 1], vanishes
when reversed flux is concentrated at the equator), defined respectively as
AR(t) =
∫
SR(t)
dS, (4.13)
Φ(t) =
1
AR(t)
∫
SR(t)
|Br(r, t)| dS, (4.14)
Θ(t) =
1
AR(t)
∫
SR(t)
| cos θ| dS, (4.15)
where SR is the combined reversed part of the CMB. These three quantities have all been
computed with a degree-3 magnetic equator (see for more details Metman et al., 2018). For the
period 2018.0-2025.0, we expect an overall growth and intensification of reversed-flux patches
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Figure 4.10: Predicted movement of the North Magnetic Pole (circles), obtained with Lu = 14,N = 2,
and the 2009-2010 time window. Squares indicate the trajectory described by CHAOS-6-x7.
(Fig. 4.9a and b), and predict these features to migrate towards the equator (Fig 4.9c). This
predicted movement contrasts with the overall poleward migration of reversed flux over the
20th century, which has been considered the main cause for the axial dipole decay over that
period (Finlay et al., 2016b, Metman et al., 2018). As such, the forecast future decay of the
axial dipole (Fig. 4.8), can be attributed only to growth and intensification of the reversed field.
Finally, we comment on the continued movement of the North Magnetic Pole, which has
accelerated over the past three decades (Mandea and Dormy, 2003). The hybrid Lu = 14,
N = 2, forecast obtained with the 2017.0-2018.0 modelling window, predicts this pole will
continue to steadily move towards Russia, and to cross the 180◦ meridian over 2018.0-2025.0,
with an time-average velocity of approximately 46 km yr−1.
4.4 Discussion
We have presented a new, computationally inexpensive method to forecast the short-term evo-
lution of the core magnetic field. With our framework, we combine the work of Whaler and
Beggan (2015) and Metman et al. (2019), by first inverting the SV as given by a time-dependent
field model (here chosen to be CHAOS-6-x7) for steady core fluid motion, and subsequently
inverting the SV residual generated by this flow to model magnetic diffusion. The associated
forecasts are then computed by evaluating the flow and diffusion models at some time of inter-
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est, to calculate the associated field change. We find limited reduction in global forecast accu-
racy when the spatial complexity of fluid flow is increased beyond Lu = 8, whereas accounting
for diffusion with coarse radial resolution can result in a significant forecast improvement on
yearly timescales, in particular for features of high spherical harmonic degree. Therefore, due
to the attenuation of the field away from the CMB, the hybrid forecasts (accounting for fluid
flow and diffusion) perform particularly well at the CMB (compare e.g. Table 4.1 and 4.2).
Moreover, by correcting for diffusion we find relatively large forecast error reductions in the
South Atlantic, demonstrating that patches of reversed-flux are captured well with the hybrid
scheme. Reversed-flux patches are expected to contribute to axial dipole decay up to 2025.0
through their proliferation and intensification. Lastly, we find persistent rapid movement of the
North Magnetic Pole up to 2025.0, with an average velocity of 46 km yr−1.
Our flow models have little effect on the prediction of field features characterised by a
spherical harmonic degree higher than 8. For these degrees, the purely flow-based forecast
error spectra (Fig. 4.2) are independent of the spatial complexity of the flow. Moreover, the
lα > 8 part of these error spectra bears a striking resemblance to those of the IGRF SV forecast.
SV predictions from the latter model are provided up to degree 8 only (see e.g. Table 2 in Finlay
et al., 2010), therefore predictions for higher degree coefficients are made by assuming constant
SV (often referred to as a no-cast). Since our flow models produce high-degree forecast errors
very similar to those obtained with this no-cast (Fig. 4.2), it is seems that our core flows
generate little to no high-degree SV. This behaviour is, for example, also observed in Fig. 4.5
for the case of Lu = 14, N = 0, which shows little overall temporal change in g014 compared
to other (lower-degree) coefficients. How can we explain the limited SV produced by our
modelled high-degree flow? It is likely that this behaviour is due to the regularisation imposed
in the flow inversion, which may damp small-wavelength flow to such an extent that it provides
a negligible contribution to global field evolution. Further investigation is required to determine
if this is a robust feature of our flow-based forecasts, e.g. by considering the effect different
damping parameter values, or different means of regularisation (e.g. the use of a kinetic energy
norm (Madden and Le Moue¨l, 1982) in place of the ‘strong’ norm (Bloxham, 1988) used here,
which will penalise higher degree flow less).
The global forecasting accuracy achieved with our hybrid method is comparable, and oc-
casionally higher, than that reported in previous works. For example, Beggan and Whaler
(2009), Aubert (2015), Whaler and Beggan (2015), and Beggan and Whaler (2018) already
reported forecasts for which the global RMS error steadily increases over yearly time scales
(as we demonstrate in Fig. 4.1 and 4.3). In addition, for the modelling periods 2001.0-2010.0,
2005.0-2010.0, and 2007.0-2010.0 our global RMS forecast error at the Earth’s surface in
2015.0 is smaller than for the forecasts presented by Whaler and Beggan (2015) and Beggan
and Whaler (2018) (see respectively Table 2 and 1 in these works). When we compare our re-
sults with the best performing forecast of Whaler and Beggan (2015) (i.e. that obtained with the
2007.0-2010.0 modelling window) the relative difference in the RMS surface error at 2014.5 is
slight, approximately 5%. Similarly, Ba¨renzung et al. (2018) report an RMS forecast error at
116 Chapter 4: Forecasting secular variation with core flow and diffusion
the Earth’s surface of 66 nT at the end of a 2010.0-2015.0 forecasting period, which is roughly
6% higher than our best performing hybrid forecast (Table 4.1). Considering these rather small
reductions in forecast error obtained with our hybrid scheme, we emphasise once more that
accounting for magnetic diffusion appears useful predominantly for forecasting field evolution
at the CMB instead of at the Earth’s surface, with the CMB error reductions being proportion-
ally much larger (Table 4.2). Additionally, we note that the RMS error in |B| describes only
how well the field is forecast in an average sense, and other methods may still outperform our
hybrid approach regionally or locally.
We note a clear positive correlation between the length of the modelling period and the
global forecast error (Fig. 4.1 and 4.3), which is likely due to the steady nature of our mod-
elled core flows. Within a relatively long modelling period (e.g. 2001.0-2010.0), there is an
increased amount of short-period fluctuation in the SV, which a steady flow cannot explain.
Indeed, the reduction in the RMS surface error achieved with the hybrid scheme is relatively
large for long modelling periods (Table 4.1), which may be attributed to diffusion allowing a
more accurate description of short-period SV over the modelling period. A better description
of short-period SV could also be accomplished by including higher-order terms in eq. (4.11),
e.g. by also observations of secular acceleration for fluid flow acceleration (as done by Whaler
and Beggan (2015)) and/or calculating the secular acceleration generated by diffusion (e.g. by
taking a time derivative of eq. (4.6)). As the error of truncation associated with eq. (4.11)
is then O((tk − tk−1)3) (for sufficiently short time intervals), such an approach could allow
for forecasts of further increased accuracy. Nevertheless, it is of note that our hybrid forecasts
generally perform better than those based on fluid flow and flow acceleration (e.g. Whaler and
Beggan, 2015), suggesting that accounting for diffusion is more advantageous than including
higher-order terms in eq. (4.11).
Within our formalism, it is assumed that the SV residual between CHAOS-6-x7 and the
steady core-flow models may be fully attributed to magnetic diffusion, while in reality it is
uncertain how much diffusion truly contributes to the observed short-term SV. Recent work
has shown that magnetic diffusion alone can account almost entirely for core field evolution
even over short time windows (Metman et al., 2019), therefore the diffusive contribution to
short-term SV need not be small with respect to that of fluid flow. Nevertheless, we consider it
more physically realistic to let core fluid flow explain most of the SV, as purely diffusive field
evolution is not self-sustainable (e.g. Gubbins and Roberts, 1987), and depends on fluid flow
to generate the concentrations of the magnetic field that subsequently diffusive (e.g. Bloxham,
1986). These considerations are reflected within our approach, by first inverting SV for core
fluid flow before correcting for diffusion, and not vice versa, although the induction equation
dictates that fluid flow and diffusion occur simultaneously. We find that the diffusion term
acts primarily as a correction for high spherical harmonic degrees. This behaviour is certainly
physically reasonable as diffusion should operate most rapidly on small magnetic length scales.
Our means of accounting for diffusion therefore appears a reasonable method to augment the
frozen-flux description, as this approximation should indeed fail for sufficiently small magnetic
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length scales.
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Addendum: Chapter 4 — Forecasting
secular variation through sequential
estimation of core fluid flow and
magnetic diffusion
In Chapter 3 we demonstrated how magnetic diffusion alone can reproduce the historical evo-
lution of the core magnetic field described by the COV-OBS.x1 field model, although in the
subsequent addendum we discussed several difficulties with this assertion. For example, the
conclusions of Chapter 3 rely strongly on the COV-OBS.x1 error budget and may not hold
when only the large scale field is considered. Also, from physical considerations, motion of
core fluid along the CMB should still be considered dominant with respect to diffusion in the
overall SV over yearly/decadal time scales. Therefore, we introduced in Chapter 4 a method
to better fit SV over a given period by supplementing core flow models with a models of pure
diffusion (and not, for example, vice versa). Using our core flow and diffusive models, we pro-
ceeded to forecast core field changes over yearly time scales. Revisiting the results presented
in Chapter 4, what added value does diffusion provide for the purposes of forecasting yearly
variations in the field?
First of all, we note that although our hybrid forecasts are more accurate than those based
on fluid motion alone (compare e.g. Table 4.1 and 4.2), by computing these hybrid predictions
we have in fact ignored several difficulties which arise from using our diffusive formalism
alongside frozen-flux core flow modelling. More specifically, this hybrid approach is prob-
lematic since both end-member models of SV are employed to infer information over different
regions of the core. For example, our starting point for the sequential modelling of fluid flow
and diffusion is the radial induction equation (eq. 4.4), which is valid only within a thin region
just below the CMB where ur = 0. When we adopt the frozen-flux limit (η → 0), we may
solve the reduced induction equation for core fluid motion within this region only, leaving out-
side consideration any fluid motion below this boundary region (where ur 6= 0). This creates
an inconsistency with our subsequent diffusive modelling, for which we consider full-sphere
solutions for the magnetic field over the whole core, while we have not accounted for deeper
fluid motion that interacts with the magnetic field to generate SV. However, it is worth reit-
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erating that our purely diffusive solutions are sensitive only to approximately the top 1% of
the core (as demonstrated in Appendix A.1). As such, our sequential modelling of core flow
and diffusion is nevertheless consistent in the sense that both end-member approaches effec-
tively sample roughly the same region of the core, and therefore any errors associated with
disregarding deeper flow structures is possibly limited.
A similar issue relates to the fact that our diffusive formalism is based on the assumption
of zero toroidal field inside the core (i.e. on setting T = 0). Such an approach was motivated
by recognising that the field outside the core is strictly poloidal, and therefore the toroidal field
inside the core lies completely in the null space. In reality, magnetic diffusion, as represented
in the second term in the r.h.s. of eq. 4.6, depends on both the poloidal and toroidal field.
However, for the special case that ur = 0 the induction equation for the poloidal field separates,
such that poloidal SV (either the inductive or diffusive contributions) depends only on the
poloidal field itself (Bloxham and Jackson, 1991). Although this result applies to a boundary
layer close to the CMB in which radial motion is inhibited, at lower depths time variations
due to diffusion has both poloidal and toroidal contributions. Since we consider diffusion over
over the whole core, it is therefore plausible that the toroidal field contaminates our (poloidal)
diffusive solutions. While these effects are not accounted for within our diffusive formalism,
we may nevertheless follow the same reasoning as earlier, and state that since our diffusive
models effectively sample only a thin layer just beneath the CMB (in particular for the yearly
time windows considered in Chapter 4), contamination from diffusion of the toroidal field is
perhaps limited.
Possibly more problematic is the fact that with our sequential approach, we have implicitly
assumed that diffusion and fluid flow are separable. This assertion allowed a partitioning of the
SV into a frozen-flux and diffusive part, and with that improved geomagnetic forecasts. How-
ever, core fluid motion and magnetic diffusion occur jointly and can strictly not be separated.
An example of interaction between fluid flow and diffusion is the process of flux expulsion
(Bloxham, 1986), through which fluid motion enhances field gradients which subsequently dif-
fuse. (Paradoxically, this process is often thought to generate reversed-flux patches and moti-
vated us to study magnetic diffusion in the first place!) An important consequence of this notion
is that our partitioning of SV into frozen-flux and diffusive parts is not necessarily meaningful.
Therefore, while our method allows for improved core field forecasts, we stress that the reader
should exercise caution when interpreting the fluid flow and diffusive models geophysically.
Possibly, the interaction between core flow and diffusion can be more realistically modelled in
an iterative fashion. For example, one could adopt the following method:
1. For some modelling period, sequentially estimate the core flow and diffusive contribu-
tions to SV, as has been done throughout Chapter 4.
2. Substract the estimated diffusive SV from the total SV observed over the modelling
period.
3. Re-estimate the core fluid motion using the SV difference computed in step 2.
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4. Re-estimate the diffusive SV contribution from the difference between the total and re-
estimated frozen-flux SV computed in step 3.
5. Repeat steps 2-4 until some criterion specifying the convergence of the flow and diffusive
models has been met.
While there is no a priori guarantee that such a method will converge, it could provide a less
arbitrary partitioning of the SV into its flow and diffusive parts than is done in Chapter 4, and
to some extent takes into account interaction between the two.
Although our hybrid forecasting method may be geophysically inconsistent for the reasons
described above, it has nevertheless allowed the production of geomagnetic predictions with
increased accuracy. However, a comparison between Table 4.1 and 4.2, and similarly one be-
tween Fig. 4.6 and 4.7, demonstrates that the reduction in the global forecast error obtained
by accounting for magnetic diffusion is significant only at the CMB. Since geomagnetic mea-
surements are ultimately made at Earth’s surface and above, it seems that our hybrid forecasts
have only a small advantage over forecasts based on core fluid motion alone, and our hybrid
method will likely provide only marginally better estimates of magnetic components or decli-
nation there at Earth’s surface (for example for the purpose of naval/aerial orientation). On a
similar note, we find some improvement near South America, which alludes to a better fore-
casts of the South Atlantic Anomaly with our hybrid method. The improvement is, however,
rather insignificant, and considering this feature will show little change over the yearly periods
considered in Chapter 4 (e.g. Aubert, 2015), it seems the hybrid method again provides little
added value to forecasting the evolution of this anomalous region. That being said, considering
the little additional computational overhead our sequential method requires compared to flow-
only forecasts (for a single forecast, computing the diffusive contributions takes only seconds),
there seems little reason not to model also magnetic diffusion when forecasting yearly field
evolution.
Furthermore, Fig. 4.7 clearly demonstrates that at Earth’s surface our forecasts produce
the largest errors within the Pacific Hemisphere, where data coverage is typically poor. This
particular region is also relatively ‘quiet’, that is to say SV of the radial field is typically of low
amplitude there (see e.g. Fig. 3.10 for global maps of B˙r on the CMB from COV-OBS.x1).
This is a rather counter-intuitive result: how could it be more difficult to forecast field evolution
for areas in which there is less overall field variation? Most likely, it is not matching the mag-
nitude of the SV that is problematic, but instead its temporal variation, that is the second time
derivative of the field or secular acceleration. As such, we suggest our forecasts lack the capac-
ity to match sharp temporal variations in the SV, for example manifest as geomagnetic jerks.
Indeed, Torta et al. (2015) analysed observatory data and detected a jerk within our testing pe-
riod of 2010.0-2015.0 (at approximately 2014.0) in all (X , Y , and Z) components of the field.
Moreover, they demonstrate a correlation with local (observatory) signatures of this jerk and
global maps at Earth’s surface of the temporal changes in secular acceleration (a measure of the
‘sharpness’ of geomagnetic jerks) at 2014.0 from CHAOS-5. Their map showing changes in
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the secular acceleration of the Z-component (denoted by ∆Z¨ in Fig. 3 of their work), which in
this case is the only relevant component since in Chapter 4 we forecast variations in Br, agrees
well with both the flow-only and hybrid forecast errors in Br at Earth’s surface (Fig. 4.7). In
other words, our forecast residuals are of high amplitude where jump changes in the secular
acceleration are more pronounced, and so there is an indication that our ability to accurately
forecast yearly field changes is limited predominantly by the occurrence of geomagnetic jerks.
We therefore arrive at a similar conclusion as the one by Whaler and Beggan (2015), namely
that in order to improve yearly core field forecasts, a better representation of geomagnetic jerks
is required. As Fig. 4.7 illustrates, and as already demonstrated in Chapter 3, modelling mag-
netic diffusion does not eliminate this problem. As such, we need to rely on other aspects of
the (magneto)hydrodynamics of Earth’s core which could explain jerks, for example torsional
oscillations (Bloxham et al., 2002, Holme and De Viron, 2013) or Alfe`n waves (Aubert, 2018,
Aubert and Finlay, 2019).
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Chapter 5
Discussion and conclusions
‘You’ve got to get obsessed, and stay obsessed!’
‘Iowa Bob’, in John Irving’s The Hotel New
Hampshire
5.1 Discussion
The role of magnetic diffusion in the geomagnetic secular variation has been the main interest
of this thesis, a contribution that is neglected in the commonly used frozen-flux assumption.
However, observation-based studies suggest that this process has signatures in the secular vari-
ation, and is often thought particularly important for the observed emergence of patches of
reversed-flux in the radial field on the core-mantle boundary. In chapter 2 we developed a
method to identify these features and study their evolution with time-dependent field models,
which is based on the magnetic equator defined by the radial core field of spherical harmonic
degree 3. With this method we have confirmed that over the 20th century these reversed patches
have grown in area, intensified and migrated towards higher latitudes, thereby contributing to
the observed weakening of the axial dipole. In a similar fashion, we also find that the non-
reversed or normal part of the field has contributed to axial dipole decay, and is accountable for
approximately one-third of the total decay since 1880.0.
Combining these results for the reversed and normal partitions, it becomes clear then that
the total unsigned radial magnetic flux integrated over the CMB has increased with time, con-
sistent with the observed overall energetic field growth at the CMB (e.g. Huguet et al., 2016).
Recall the constraint that when diffusion is a negligible contribution to the SV, the integrated
unsigned magnetic flux through the CMB should be conserved (eq. 1.27). Our results from
chapter 2 clearly contradict this condition, and with that the frozen-flux assumption that diffu-
sion is restricted to relatively slow, millenial time scales. We therefore have given observation-
based indications of magnetic diffusion contributing significantly to SV on shorter, decadal
time scales, similar to the work of Chulliat et al. (2010a) and Chulliat and Olsen (2010).
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These trends suggest non-negligible diffusion on relatively short time scales from an ob-
servational point of view, but to what extent are they consistent with diffusion from a physical
perspective? This is the issue tackled in chapter 3, in which we assumed purely diffusive
secular variation in the absence of core fluid motion (i.e. the opposite end-member to the
frozen-flux description). Within this end-member regime, we constructed globally optimised
models which fit the observation-based and time-dependent field model COV.OBS.x1 (Gillet
et al., 2015), by inverting for the initial field structure throughout the core. With this approach,
we find that purely-diffusive secular variation is indeed consistent with the emergence, inten-
sification, and movement of reversed flux over the 20th century, as it is in fact with the entire
secular variation over several decades. In addition, our purely diffusive models recover other
characteristic features of field evolution such as the westward drift and the accelerated move-
ment of the North Magnetic Pole. While the time scale of diffusion is widely assumed to be
much longer than that of core fluid motion, we have given direct evidence that this need not
be true, and that diffusion can contribute significantly on yearly to decadal time scales. A link
between the evolution of reversed flux patches and significant diffusion just below the CMB is
therefore certainly plausible.
However, we have shown that diffusion can fit the observed secular variation for only ap-
proximately a century (that is, from 1912.0 to 2015.0), whereas reversed-flux growth and in-
tensification may have been ongoing over several centuries (Terra-Nova et al., 2015). Further-
more, our method of modelling pure diffusion does not provide any physical justification for
how the initial field states are generated, and diffusion alone is likely incapable of forming the
large radial gradients observed in these initial states. These considerations imply that diffusion
needs to be accompanied by sufficient radial fluid flow. As radial expulsion of magnetic field
(e.g. Bloxham, 1986) can enhance magnetic diffusion below the CMB, this mechanism there-
fore remains a more complete explanation of the emergence of reversed flux. Nevertheless,
we have shown that the involvement of diffusion with the time-dependence of reversed-flux
patches and the short-term secular variation is viable.
Our purely diffusive formalism was subsequently used in chapter 4 to extend models de-
scribing steady core fluid motion by including a contribution from magnetic diffusion, which
allowed us to improve forecasts of yearly secular variation. We find that these hybrid forecasts
are generally more accurate than those based on fluid flow only, and accounting for diffusion
reduces the global forecast error by 5-25% at Earth’s surface and at the CMB this error reduc-
tion may be in excess of 77%. Additionally, we find that RFP evolution in the South Atlantic
is captured particularly well with this hybrid approach. This result is consistent with that by
Gubbins (1996), who argued that even with a background fluid flow, diffusion is necessary to
account for the evolution of patches of RFPs in the South Atlantic. Our hybrid forecasts also
indicate that RFPs will continue to contribute to axial dipole decay. However, we find that the
end of the 20th century marks a change in the associated governing processes, with poleward
migration predicted to actually strengthen the axial dipole, whereas in chapter 2 it is shown
that over the 20th century it played a major role in its weakening (consistent with the work
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by Olson and Amit (2006), Finlay et al. (2016a)). Moreover, the total reversed surface area is
predicted to grow at an accelerated rate of roughly 18 × 104 km2 yr−1, whereas the charac-
teristic growth rate over the 20th century is approximately 4.5 × 104 km2 yr−1. Although our
forecasts have been obtained with use of only one field model series, that of CHAOS-6 (Finlay
et al., 2016b), the COV-OBS.x1 model (Gillet et al., 2015) also exhibited reduced poleward
migration of reversed flux by the end of the 20th century (Fig. 2.10a). The predicted migration
of RFPs towards the equator (Fig. 4.9) is appears therefore a robust feature not associated with
differences in the assumptions used to construct these field models.
However, we stress that examining our results requires caution as they rely entirely on the
interpretation and/or application of field models unconstrained by frozen flux; however, there
are field models that fit geomagnetic observables and obey frozen flux (e.g. Gubbins, 1984,
Constable et al., 1993, Lesur et al., 2010, Wardinski and Lesur, 2012). The overall increase
in the unsigned flux found in chapter 2 may therefore only be due to the assumptions used to
derive the field models we utilised there, and may not reflect the true secular variation. The use
of frozen-flux constrained field models may have led to much reduced overall growth and/or
intensification of reversed flux. In such a scenario, it would then have been more difficult to
link RFP evolution to magnetic diffusion, although pure diffusion could still fit the global field
evolution described in such frozen-flux field models.
Whaler and Beggan (2015) report that the accuracy of their purely flow-based forecasts is
reduced when geomagnetic jerks occur within the modelling period. Such events have been
observed within the periods considered in chapter 4, that is around 2003 (Olsen and Mandea,
2007, Feng et al., 2018), 2007 (Chulliat et al., 2010b), and 2014 (Torta et al., 2015). In ad-
dition, we noted in chapter 3 the difficulty of using a globally optimised diffusion model to
explain jerks, when manifest in a locally measured time series of a field component derivative.
It appears therefore unlikely that our sequential estimation of core fluid motion and diffusion
as described in chapter 4 is capable of describing these phenomena, and may require a different
explanation such as torsional oscillations (Bloxham et al., 2002, Holme and De Viron, 2013)
or quasi-geostrophic Alfe`n waves (Aubert, 2018). As a longer modelling time window is more
likely to contain such events, this may at least in part explain how the forecast accuracy is
generally reduced when the length of the modelling window is increased.
5.2 Recommendations for future work
Few observational constraints exist on the magnetic field inside the core. While we have noted
that the modelled initial field states in chapter 3 correspond to average field amplitudes consis-
tent with those given by Buffett (2010) and Gillet et al. (2010), it remains difficult to further
ascertain to what extent our model states are physically realistic. As such, a useful extension
of the study in chapter 3 would be to compare our three-dimensional diffusive models with
those obtained with numerical geodynamo simulations. Aubert et al. (2008) and Pen˜a et al.
(2016) already investigated the magnetic structure within numerical geodynamo simulations;
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in this future work we would specifically expand on the presence of large magnetic field gra-
dients, the associated short-term diffusion, and the ratio of the flow and diffusive contributions
to field evolution in a region close to the CMB. As our purely diffusive formalism is only able
to resolve the field several tens of km below the CMB, focussing attention to such a boundary
region would allow us to meaningfully establish any correlations with the magnetic structures
obtained in chapter 3, which would aid in determining to what extent our purely diffusive mod-
els are physically realistic. Nevertheless, the interpretation of boundary layers within such
geodynamo simulations should be interpreted with caution, considering the disparity between
the typical parameter space associated with these models and that characteristic for Earth (see
e.g. Glatzmaier, 2002).
Earlier, we commented on the fact that while magnetic diffusion can fit a time-dependent
field model over a considerable time span, such field models are inherently a smoothed rep-
resentation of the true secular variation. As a result, explaining the local (unsmoothed) field
evolution at a specific location with our diffusion models proved to be more difficult (Fig.
3.15). It is therefore possible that the mathematical consistency between pure diffusion and
SV described by the field model COV-OBS.x1 (chapter 3) arises partially due to the fact that
the latter is a smoothed representation of SV in COV-OBS.x1. We suggest therefore to expand
the methods provided in section 3, by fitting instead to local geomagnetic measurements and
not the Gauss coefficients provided by field models. Such an extended scheme may result in a
nonlinear relation between model coefficients and data (e.g. when declination data are used),
therefore the minimisation of the objective function through the explicit solution in eq. (3.24)
may no longer be applicable. Fitting geomagnetic data in place of a field model may require a
more general iterative optimisation approach, but will more firmly test the consistency between
magnetic diffusion and observed secular variation.
Lastly, Beggan and Whaler (2009) utilised a sequential approach to data assimilation by
means of a Kalman filter, in which the forward prediction steps were made by assuming SV
to be governed entirely by steady core fluid motion. In their work, this fluid flow has been
estimated by fitting field evolution over a time window preceding the forecasting period, as
has been done in chapter 4. However, we have found that accounting for magnetic diffusion
in addition to modelling steady core flow fits the observed field evolution better, and thus
allows for more accurate field forecasts. As such, it would be worthwhile to further develop
the Kalman scheme of Beggan and Whaler (2009), by computing the forward field evolution
expected from both fluid flow and diffusion (as in chapter 4), which could increase the accuracy
of these forecasts and their associated error estimates. While a Kalman filter incorporating the
effects of diffusion has already been developed by Barrois et al. (2017) and Barrois et al.
(2018), their formalism relies on statistics derived from geodynamo simulations, and therefore
on a parameter space likely unrealistic for Earth’s core. It would therefore be valuable to
compare their methods with those of Beggan and Whaler (2009) (when corrected for diffusion),
in particular to determine if the simulation-derived statistical quantities used by Barrois et al.
(2017) and Barrois et al. (2018) produce results that are consistent with the hybrid Kalman
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scheme proposed here.
Although magnetic diffusion is commonly assumed to be too slow to contribute signifi-
cantly to geomagnetic secular variation over yearly to decadal time scales, motivating its omis-
sion in the widely adopted frozen-flux approximation, it is often thought important for the
observed emergence of RFPs over the 20th century. In this thesis we have shown that diffusion
alone can fit global secular variation as described by observation based field models over at
least a century, and can reproduce characteristic features such as reversed-flux emergence, the
westward drift, and acceleration of the North Magnetic Pole. In addition, we presented a hy-
brid scheme to compute yearly geomagnetic forecasts based on core fluid motion and diffusion,
which is shown to be more accurate than forecasts based on steady core flow only.
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Appendix A
Supplemental material for Chapter 3
A.1 Depth sensitivity of SV observations
Here, we present our means to determine what region of the core our model of purely diffusive
SV is sensitive to, given data on the CMB. We do this by quantifying the diffusive signature on
the CMB of delta-function structures at various depths. We use the decay modes presented in
section 3.2.1, and define with these functions the initial magnetic anomaly
rsα(r, t0) = δ(r − r0) '
N∑
n=1
qnαrd
n
lα(r, t0), (A.1)
where δ(x) is the Dirac delta function centred at r0 ∈ (0, c). To find the associated coefficients
qnα we project onto the decay modes using the functional inner product
〈f, g〉lα :=
4pilα(lα + 1)
2lα + 1
[ ∫ c
0
(
∂f
∂r
)(
∂g
∂r
)
+
lα(lα + 1)
r2
fg dr +
lα
c
f(c)g(c)
]
, (A.2)
which for f = g = rsα corresponds to the magnetic energy over all space defined by sα (e.g.
Li et al., 2018), see also Appendix A.4. The projection then yields the coefficients
qnα =
〈δ(r − r0), rdnlα(r, t0)〉lα
〈rdnlα(r, t0), rdnlα(r, t0)〉lα
=
2r0d
n
lα
(r0, t0)
c3j2lα+1(k
n
lα
)
(A.3)
(see appendix A.5). With these coefficients, we may compute for all lα a diffusive response
[rsα(c, t)]
t1
t0
, that is the amplitude of the anomaly at the CMB after t1 − t0 years of diffusion.
To determine how sensitive CMB observations are to different depths inside the core, we vary
the radius r0 at which the initial anomaly is centred.
Figure A.1 shows the amplitude of three different resultant anomalies for each
lα ∈ {1, 8, 14} after 175 years of diffusion (matching the full COV-OBS.x1 period), which are
centred at r0 ∈ {c/4, c/2, 0.95c}. These have been computed with N = 200, which ensures
numerical convergence, as integration over [0, c] of the decay mode representation of the delta
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Figure A.1: Amplitude of the degree 1, 8, and 14 magnetic anomalies, centred at three different depths:
(c/4, c/2, 0.95c) after 175 years of diffusion.
function is within one percent of unity. While all anomalies assume similar curvature, the
decay of these features is noticeably faster for higher degrees, with this separation being more
pronounced at greater depth. Additionally, the anomalies at 0.95c are spatially less symmetric
compared to those at greater depth, due to the imposed matching condition at r = c (Gubbins
and Roberts, 1987; Eq. 3.56). This figure confirms that the diffusive evolution of deep magnetic
structures is unobservable at the CMB after 175 years, since the amplitude of the relatively deep
r0 = c/4 anomaly is negligible beyond c/2. Conversely, the diffusion of shallow features, such
as the r0 = 0.95 anomaly, has a clear signature at the CMB.
Figure A.2 highlights this depth sensitivity in more detail, by showing for all degrees the
diffusive response at the CMB as a function of the central radius r0, for 10 and 175 years
of diffusion (a and b, respectively). In both figures, the response is weaker for features of
increasing degree, and this discrepancy is more striking when the time window is lengthened.
Most importantly, these response functions demonstrate that for pure diffusion the CMB field
evolution can only constrain the magnetic structure within the uppermost core, that is the upper
80 km when one decade of diffusion is considered (Fig. A.2a); for 175 years of diffusion the
CMB field evolution is sensitive to roughly the upper 400 km (Fig. A.2b).
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Figure A.2: The diffusive response at the CMB of the magnetic impulse anomaly as a function of the
radius at which the anomaly is centred, after 10 years (a) and 175 years (b).
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A.2 Derivation of the diffusive least-squares residual
In this paper, there are two representations of the magnetic field. The first is the poloidal
field defined within the electrically conducting core (e.g. Gubbins and Roberts, 1987), and the
second is geomagnetic field model defined as a potential field. Respectively these are given by
Br(r, t) =
1r
∑L(L+2)
α=1 lα(lα + 1)sα(r, t)Yα(θ, φ), r ≤ c∑L(L+2)
α=1 (lα + 1)
(
a
r
)lα+2gα(t)Yα(θ, φ), r ≥ c (A.4)
Constructing the residual on r = c then leads to
(Br − Bˆr)|r=c =
L(L+2)∑
α=1
(lα + 1)
(
a
c
)lα+2[
gα(t)− lα
c
(
c
a
)lα+2
sˆα(c, t)
]
Yα(θ, φ), (A.5)
where the hat denotes our modelled field. It then follows from the orthogonality of the spherical
harmonics that:
∫
CMB
(Br − Bˆr)2 dΩ = 4pic2
L(L+2)∑
α=1
(lα + 1)
2
2lα + 1
(
a
c
)2lα+4[
gα(t)− lα
c
(
c
a
)lα+2
sˆα(c, t)
]2
.
(A.6)
We may substitute the Galerkin approximation for the poloidal coefficients (Eq. 3.15), and
write the coefficients gα(tk) and sˆα(tk) as gα,k and sˆα,k respectively. Time integration of this
residual then yields:
∫
T
∫
CMB
(Br − Bˆr)2 dΩ ' 4pic2
L(L+2)∑
α=1
(lα + 1)
2
2lα + 1
(
a
c
)2lα+4
(gα −Dαqˆα)TT(gα −Dαqˆα)
(A.7)
where Dα,ij = lαc2
(
c
a
)lα+2(ξα(c)T expm[Hα(ti − t0)])j , and T a diagonal weighting matrix
corresponding to the numerical temporal integration scheme used. Here we use Simpson’s rule,
in which case:
Tij =

δt/3 δij i = 1 or i = K
4δt/3 δij i even and 1 < i < K
2δt/3 δij i odd and 1 < i < K
(A.8)
with δt the interval length between time points, andK the number of time points (see appendix
A.6). If we define the quantities: q = (q1,q2, . . . ,qL(L+2))T , g = (g1,g2, . . . ,gL(L+2))T ,
D = diag(D1,D2, . . . ,DL(L+2)), Wα = 4pic2
(lα+1)2
2lα+1
(
a
c
)2lα+4T, and
W = diag(W1,W2, . . . ,WL(L+2)) we may further simplify the residual and show that it
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corresponds to a weighted least-squares problem:∫
T
∫
CMB
(Br − Bˆr)2 dΩ dt = (g −Dq)TW(g −Dq) (A.9)
with the solution minimising this residual:
qˆ = (DTWD)−1DTWg (A.10)
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A.3 Numerical convergence
The least-squares solution (Eq. 3.18) relies on several approximations, namely the use of
a finite radial truncation N and a discretised numerical time integration with K abscissae:
here we use Simpson’s rule. We test what values of N and k are needed for an accurate and
numerically converged solution.
Firstly, consider Fig. A.3 showing a normalised objective function Runreg, that is the RMS
error in Br, against the number of basis functions N used for the inversion. These solutions
have been obtained using sextuple (256-digit) precision and the mean COV-OBS.x1 field model
(Gillet et al., 2015) over the period 1840-2015, with either K = 103 or K = 203 time points
(purple crosses and green circles, respectively). It can be seen that the residual decreases
monotonically with N ; for N > 21 there is a regime in which this decay is more gradual. As
such, increasing N beyond 30 can be expected to return a much reduced increase in accuracy
— the relative difference between the N = 29 and N = 30 residuals is already only about 1%.
We therefore consider the solution to be sufficiently converged for N = 30. For this choice of
N , the figure also shows that K = 103 and K = 203 produce almost the same result.
Secondly, Fig. A.4 shows the normalised Runreg as a function of the number of time points
used, acquired with the same field model and floating-point precision as for Fig. A.3, and
for either 2 or 30 basis functions (purple crosses and green circles, respectively). The rate of
convergence appears rather sensitive to the number of basis functions, as a converged solution
for N = 30 requires significantly more time points compared to the N = 2 case. However, for
both choices the relative change in the residual when increasing K beyond 203 is less than 1%,
so we consider this number of time points to be sufficient.
The requirements in terms of truncation parameters for both N and K follow similarly for
the regularised cases.
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Figure A.3: Dependence of the unregularised objective function Runreg, normalised to represent an
RMS residual in space and time, on the number of basis functions used for the inversion. Purple crosses
and green circles correspond to the use of 103 or 203 time points, respectively.
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RMS residual in space and time, on the number of time points used for the inversion. Purple crossed
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A.4 Derivation of the magnetic energy regularisation term
To incorporate the energy term into our inverse problem, we need to express it in terms of our
model coefficients. To do so we first partition all magnetic energy into internal an external
partsas ∫
R3
Bˆ20 dV =
∫
Vint
Bˆ20 dV +
∫
Vext
Bˆ20 dV, (A.11)
where Vint is the core volume and Vext is the space outside the core. To derive an expression
for the field exterior to the core, we use the approximation of no electrical currents for r ≥ c.
Then, ∇×B = 0 outside the core, from which it follows that (Gubbins and Roberts, 1987)
T = 0, r ≥ c, (A.12)
∇2S = 0, r ≥ c. (A.13)
Since S is a potential field outside the core, it permits solutions in the form of spherical har-
monics (excluding external sources):
S =
L(L+2)∑
α=1
sα(c)
(
c
r
)lα+1
Yα(θ, φ), r ≥ c. (A.14)
As T = 0, the external field Bext is purely poloidal and fully constrained by the poloidal field
inside the core, and we can derive (using eq. 3.3)
Bext = ∇
(
∂(rS)
∂r
)
= −∇V. (A.15)
The external field is then
Bext(r) = −
L(L+2)∑
α=1
lαsα(c)∇
[(
c
r
)lα+1
Yα(θ, φ)
]
. (A.16)
Therefore, we may write
∫
Vext
Bˆ20 dV = 4pic
L(L+2)∑
α=1
l2α(lα + 1)
2lα + 1
sˆ2α(c). (A.17)
Besides some algebra, deriving the above requires the identity∫
Ω(1)
∂Yα
∂θ
∂Yβ
∂θ
+
1
sin2 θ
∂Yα
∂φ
∂Yβ
∂φ
dS =
4pilα(lα + 1)
2lα + 1
δαβ, (A.18)
where Ω(1) is the surface of the unit sphere. This identity can be obtained by considering a
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surface gradient operator ∇S = (r∇ − r∂r) = (0, ∂θ, 1sin θ∂φ)T and the associated surface
analogue of the divergence theorem (Backus et al., 1996)∫
S
∇S · v dS =
∫
∂S
v · dl, (A.19)
where S ⊆ Ω(1) is some spherical surface, ∂S its boundary over the solid angle, dl a line
element, and v some vector. We may then write the l.h.s. of eq. (A.18) as
∫
Ω(1)
(∇SYα) · (∇SYβ) dS =
∫
Ω(1)
∇S · (Yα∇SYβ)− Yα∇2SYβ dS, (A.20)
=
∫
Ω(1)
YαL
2Yβ dS, (A.21)
which follows from eq. (A.19) and the fact that ∂Ω(1) = ∅, and where L2 = 1sin θ ( ∂∂θ sin θ ∂∂θ +
1
sin θ
∂2
∂φ2
). Finally, by recognising the eigenproperty L2Yα = lα(lα + 1)Yα, and by adopting
Schmidt semi-normalisation of the Yα, one arrives at eq. (A.18).
Our modelled internal model field is also poloidal, and by using eq. (A.18) again we can
derive:
∫
Vint
Bˆ20 dV = 4pi
L(L+2)∑
α=1
lα(lα + 1)
2lα + 1
∫ c
0
lα(lα + 1)
r2
(rsˆα)
2 +
(
∂(rsˆα)
∂r
)2
dr (A.22)
Adding the internal and external contributions we obtain:
∫
R3
Bˆ20 = 4pi
L(L+2)∑
α=1
lα(lα + 1)
2lα + 1
[ ∫ c
0
lα(lα + 1)
r2
(rsˆα)
2+
(
∂(rsˆα)
∂r
)2
dr+clαsˆ
2
α(c)
]
(A.23)
We apply the Galerkin approximation rsα(r, t0) =
∑N
n q
α
nξ
α
n (r):
∫
R3
Bˆ20 =
L(L+2)∑
α=1
N∑
n=1
N∑
j=1
qˆαn〈ξαn , ξαj 〉lα qˆαj
By definition 〈ξαn , ξαj 〉lα = δnj , so that
∫
R3
Bˆ20 =
L(L+2)∑
α=1
qTαqα = qˆ
T qˆ (A.24)
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A.5 Orthogonality of spherical Bessel functions of the second kind
A.5.1 Alternative orthogonality
The spherical Bessel functions of the second kind jl(z) obey the orthogonality∫ 1
0
r2jl(knlr)jl(kmlr) dr =
1
2
[jl+1(knl)]
2δmn, (A.25)
where knl is the nth root of jl(z). We will show here that an alternative but similar relation
holds, that of
∫ 1
0
r2jl+1(knlr)jl+1(kmlr) dr =
1
2
[jl+1(knl)]
2δmn. (A.26)
For simplicity, we first introduce the abbreviation jml := jl(kmlr). Similarly, j
m ′
l will denote
djml / dr. We start our derivation from the recursion relation
j′l(kr)−
l
r
jl(kr) = −kjl+1(kr) (A.27)
(see Abramowitz and Stegun, 1964; eqn. 10.1.22). Substituting this in Eq. (A.26) yields
∫ 1
0
r2jl+1(knlr)jl+1(kmlr) dr =
1
klmkln
∫ 1
0
l2jml j
n
l + j
m ′
l j
m ′
l
−lr d
dr
(
jml j
n
l
)
dr (A.28)
Integration by parts of the last term then gives
∫ 1
0
r2jl+1(knlr)jl+1(kmlr) dr =
1
klmkln
∫ 1
0
l(l + 1)jml j
n
l + r
2jm ′l j
m ′
l dr, (A.29)
as by definition jl(kml) = 0. Next, we use the derivative identity
d
dr
(
f(r)
d
dr
g(r)
)
=
(
d
dr
f(r)
)(
d
dr
g(r)
)
+ f(r)
d2
dr2
g(r), (A.30)
which gives
∫ 1
0
r2jl+1(knlr)jl+1(kmlr) dr =
1
klmkln
∫ 1
0
l(l + 1)jml j
n
l + r
2 d
dr
(
jml
d
dr
jnl
)
− r2jml
d2
dr2
jnl dr. (A.31)
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Another identity is that of
d2
dr2
rf(r) = 2f ′(r) + rf ′′(r), (A.32)
which subsequently implies that
∫ 1
0
r2jl+1(knlr)jl+1(kmlr) dr =
1
klmkln
∫ 1
0
l(l + 1)jml j
n
l + r
2 d
dr
(
jml
d
dr
jnl
)
− rjml
d2
dr2
(
rjnl
)
+ 2rjml j
n ′
l dr. (A.33)
Conveniently, integration by parts of the second term on the r.h.s. lets it cancel against the
rightmost one, therefore we may omit these terms. Moreover, the jl(z) obey the eigenfunction
property
d2
dr2
rjnl = −k2lnrjnl +
l(l + 1)
r2
rjnl , (A.34)
which reduces eq. (A.33) to
∫ 1
0
r2jl+1(knlr)jl+1(kmlr) dr =
∫ 1
0
r2jl(klm)jl(kln) dr. (A.35)
Therefore the orthogonalities in eq. (A.25) and eq. (A.26) are equivalent.
A.5.2 Application to the energy norm
Consider the functional inner product of the form
〈f, g〉l :=
∫ 1
0
∂f
∂r
∂g
∂r
+
l(l + 1)
r2
fg dr + lf(1)g(1), (A.36)
which is used widely throughout this work. Here, we demonstrate that this norm relates to the
alternative orthogonality given above through
〈rjml+1, rjnl+1〉l = k2nl
∫ 1
0
r2jml+1j
n
l+1 dr =
1
2
(
knl jl+1(knl)
)2
δmn. (A.37)
To derive this we first use integration by parts, and for the leftmost term of the integrand in Eq.
(A.36) doing so yields
∫ 1
0
(
∂
∂r
rjml+1
)(
∂
∂r
rjnl+1
)
dr =
[
rjml+1
(
∂
∂r
rjnl+1
)]1
0
−
∫ 1
0
rjml+1
(
∂2
∂r2
rjnl+1
)
dr. (A.38)
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There is the recursion relationship(
∂
∂r
jl(kr)
)
+
l + 1
r
jl(kr) = kjl−1(kr) (A.39)
(see Abramowitz and Stegun, 1964, Eq. 10.1.21), and substitution for the boundary term gives
∫ 1
0
(
∂
∂r
rjml+1
)(
∂
∂r
rjnl+1
)
dr = −ljl+1(kml)jl+1(knl)
−
∫ 1
0
rjml+1
(
∂2
∂r2
rjnl+1
)
dr (A.40)
The remaining integral may be simplified using the eigenfuntion relation (Eq. A.34):
∫ 1
0
(
∂
∂r
rjml+1
)(
∂
∂r
rjnl+1
)
dr = −ljl+1(kml)jl+1(knl) +
∫ 1
0
k2nlr
2jml+1j
n
l+1
−l(l + 1)jml+1jnl+1 dr. (A.41)
Clearly, there is cancellation against the other terms in eq. (A.36) — all that remains is
〈rjml+1, rjnl+1〉l = k2nl
∫ 1
0
r2jml+1j
n
l+1 dr =
1
2
(
knl jl+1(knl)
)2
δmn. (A.42)
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A.6 Numerical integration
While many functions representing physical quantities are continuous in a mathematical sense,
often these must unavoidably be represented as a discrete sequence, for example because the
associated quantity can only be sampled at a finite rate. Any operations on such a sampled
function, such as integration, must then also be treated discretely.
We consider a continuous function f : R→ R and its discrete analogue fk with the integer
k ∈ [0,K]. In other words, we know the function f at K + 1 grid points xk. Consider also the
domain I ⊆ R, partitioned into N intervals such that
I = ∪Nn=0In = {[a0, a1], [a1, a2], . . . , [aN−1, aN ]}. The strategy for the approximate (numer-
ical) integration of f is to represent it by a different interpolating polynomial for every interval
In. Then, the sum of the integrals of all In will approximate the complete integral of f over I .
A.6.1 Lagrange interpolating polynomials
While there exist various types of interpolating functions we consider here only Lagrange in-
terpolating polynomials, which approximate f as
f(x) ' PM (x) :=
M∑
m=0
Cm(x)f(xm), (A.43)
where Cm are called the cardinal functions or basis polynomials. For Lagrange polynomials
these are defined as
Cm(x) =
M∏
j = 0,
j 6= m
x− xj
xm − xj , (A.44)
which have the property: Cm(xk) = δmk, therefore PN fits the interpolating values f(xk)
exactly. Note that the number of interpolating points determines the degree of the interpolating
polynomial: a polynomial of degreeK requiresK+1 interpolating points. By varying the order
M of the interpolating polynomials one can obtain several numerical interpolation methods,
and we will discuss several choices below.
A.6.2 Rectangle rule (M = 0)
Let us apply these interpolating functions to the integration over In for the case M = 0. First,
we arrange our grid points so that xn ∈ In. This implies there is only one interpolating point
(i.e. xn) for every In, and the interpolant for that interval is then simply PN = f(xn) (the
evaluation of the basis polynomials returns the empty product, so C0 = 1). It follows then that,∫
In
f(x) dx '
∫
In
P0(xn) dx = f(xn)hn, (A.45)
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where hn = an+1 − an is the length of the nth interval. However, we have not yet specified
where xn is placed in In. Typical choices are xn = an (left rectangular), xn = an+1 (right
rectangular), or xn = (an + an+1)/2 (midpoint rectangular). Here we consider only the
midpoint rectangular integration. Applying this to the full domain I gives
∫
I
f(x) dx =
N∑
n=0
∫
In
f(x) dx '
N∑
n=0
f(xn)hn (A.46)
A.6.3 Trapezium rule (M = 1)
We now arrange our grid to have two interpolation points for every In. More specifically, we
set xn = an, so that the grid points align with the boundaries of In. The local interpolating
polynomial is now of degree 1, such that
P1(x) =
x− xn+1
xn − xn+1 f(xn) +
x− xn
xn+1 − xn f(xn+1). (A.47)
Integrating this function yields∫
In
P1 dx =
(
f(xn+1) + f(xn)
)hn
2
. (A.48)
Therefore,
∫
I
f(x) dx ' 1
2
N∑
n=0
(
f(xn+1) + f(xn)
)
hn (A.49)
This type of numerical integration is known as the trapezium rule.
A.6.4 Simpson’s rule (M = 2)
For our final case, consider three equally spaced grid points xk in In, i.e. x2n = an, x2n+1 =
(an+1 + an)/2 and x2n+2 = an+1. With three interpolating points the local interpolant be-
comes:
P2(x) =
(x− x2n+1)(x− x2n+2)
(x2n − x2n+1)(x2n − x2n+2)f(x2n) +
(x− x2n)(x− x2n+2)
(x2n+1 − x2n)(x2n+1 − x2n+2)f(x2n+1)
+
(x− x2n)(x− x2n+1)
(x2n+2 − x2n)(x2n+2 − x2n+1)f(x2n+2) (A.50)
Again, we integrate over In:∫
In
P2(x) dx =
h
3
(
f(x2n) + 4f(x2n+1) + f(x2n+2)
)
, (A.51)
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where h = x2n+1 − x2n = x2n+2 − x2n+1 = (x2n+2 − x2n)/2. It follows then that
∫
I
f(x) dx ' h
3
N∑
n=0
(
f(x2n) + 4f(x2n+1) + f(x2n+2)
)
(A.52)
This is Simpson’s rule for numerical integration. Note that this type of integration requires that
K = 2N + 1, i.e. the number of interpolation points must be odd.
A.6.5 Application to least squares minimisation
Consider the total squared residual
φ =
∫
I
(
f(t)− fˆ(t))2 dt, (A.53)
where f(t) and fˆ(t) are respectively a continuous function and its best-fit estimate. Applying
the rectangle approximation to the integration above we obtain
φ ' δt
K∑
k=0
(
f(tk)− fˆ(tk)
)2
, (A.54)
where we have assumed the uniform interval length hk = δt. By letting f(tk) = fk and
f = (f0, f1, . . . , fK)
T , we may write the above as
φ = (f − fˆ)TW(f − fˆ), (A.55)
where in this case W = δtI and represents the weights provided by the integration scheme.
Thus, the rectangular integration of time series residual yields a discrete unweighted least-
squares residual. This is not true for example for the trapezium rule, in which case
φ ' δt
2
K∑
k=0
(fk − fˆk)2 + (fk+1 − fˆk+1)2. (A.56)
Now, we find some overlap in the summation. That is, the endpoints f0 and fK have only one
term in the above equation, and the weight of these terms is half that of all other terms. We
may therefore write the above in the form given by Eq. (A.55), where
W = δt

1
2 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
0 0 · · · 0 12

(A.57)
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In a similar fashion, we may derive for Simpson’s rule the integration weights as
Wij =

δijδt/3, i = 1 or i = K + 1
4δijδt/3, 1 < i < K + 1 and i even
2δijδt/3, 1 < i < K + 1 and i odd
(A.58)
with δij the Kronecker delta.
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