We consider the higher order Lidstone boundary value problem. New upper and lower estimates for positive solutions of the problem are obtained. A discussion of the sharpness of the estimates is included.
Introduction
We consider the 2n-th order Lidstone boundary value problem u (t) = f t, u(t) , 0 t 1, (1.5)
(1.6)
The boundary value problem (1.5)-(1.6) has applications in the study of elasticity. Eq. (1.5) is often referred to as the beam equation, because it describes the deflection of an elastic beam under a certain force. The boundary conditions (1.6) mean that the beam is fulcrum supported at both ends t = 0 and t = 1. In 2007, Yang [12] studied the problem (1.5)-(1.6) and proved the following theorem. Note that Theorem 1.1 provides both an upper and a lower estimate to positive solutions of the problem (1.5)-(1.6). As to the problem (1.3)-(1.4), the following result is now well known. The Lidstone boundary value problem is also related to the interpolation theory. We refer the reader to [1, 2, 7] for more details.
The main purpose of this paper is to generalize the estimates in Theorems 1.1 and 1.2 to the higher order case. The techniques used in [12] work well for the fourth order case, but they do not easily apply to the general higher order case. In this paper we shall take a new approach to prove some upper and lower estimates for positive solutions of the higher order problem (1.1)-(1.2). As usual, here by a positive solution to the problem (1.1)-(1.2), we mean a solution u(t) such that
The problem of finding upper and lower estimates for positive solutions of boundary value problems is interesting in its own right, and it has important applications, too. For example, once we find some a priori upper and lower estimates for positive solutions of a certain boundary value problem, we can use them together with the Krasnosel'skii fixed point theorem to derive a set of existence and nonexistence conditions for positive solutions of the problem. This has now become a standard approach (see [8] for a paper taking this approach). And, we know that sharper estimates result in sharper existence and nonexistence conditions. Finding estimates is usually not an easy task, but progress has been made through the years. We now make a very short list of some recent results. Recently, upper and/or lower estimates have been found for positive solutions of boundary value problems of the beam equation in [6, 8, [11] [12] [13] , for positive solutions of the (n, p) boundary value problem in [9] , for positive solutions for the higher order right focal problem in [10] , and for symmetric positive solutions of the higher order Lidstone problem in [5] .
The rest of this paper is organized as follows. In Section 2, we fix some notations. In Section 3, we prove some technical lemmas. In Section 4, we state and prove our main results-some upper and lower estimates for positive solutions of the higher order problem (1.1)-(1.2). In Section 5, we study some properties of the estimates obtained in Section 4. In Section 6, we discuss the sharpness of the estimates.
Notations
First, we define the Green function for the problem (1.1)-(1.2). Define the function
For j 2, we define 
It is easy to verify that, for each j 1, we have
Now we define some functions and constants, which will be used later to give the estimates for positive solutions of the
2)
The expressions of w j (2 j 5) are given below.
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Theoretically we can find the expression of w j for every j 1 through iteration. It follows from (2.2) that, for each j 2,
The next lemma summarizes some basic properties of w n .
Lemma 2.1. For each n 1, we have
Lemma 2.1 can be easily proved by an induction on n. The proof is straightforward and is therefore omitted. Now we continue to define the necessary constants and functions. For each n 1, we let β n be the point in [0, 1] where w n achieves its maximum on [0, 1] . It is obvious that β 1 = 1. If n 2, then β n is the unique zero of w n in (0, 1). The uniqueness of β n will be proved in a corollary to Lemma 3.6 in the next section. For each n 1, we define α n = 1 − β n . The values of β 2 , β 3 , and β 4 are given below:
It seems that if j 5, then β j cannot be written in closed form. The numerical values of β 5 and β 6 are given below:
Later we will show that β n gets closer and closer to 1/2 as n increases. Once the value of β n is determined, we can calculate α n easily.
We continue to define the necessary functions. For each n 1, we define a n :
and we define h n :
In the next section, we shall prove that α n < β n for each n 1. Therefore the function h n is well defined.
Since a n is a constant multiple of w n , all the equations and inequalities in Lemma 2.1 hold if w n is replaced with a n .
It is easy to see that a n = b n = h n = 1, n 1. The functions g n (t) and h n (t) will be used to estimate positive solutions of the problem (1.1)-(1.2). We leave it to the reader to show that, for each n 1, the functions a n , b n , g n , and h n are continuous on [0, 1] . Below are the expressions of g n (t) and h n (t) for n = 1, 2, 3, 4, 5:
the expressions of g 2 (t) and h 2 (t) were given in Theorem 1.1;
where
Lemmas
The following lemma is a simple fact from Calculus.
By applying Lemma 3.1 repeatedly, we can prove the next lemma.
The proof of Lemma 3.2 is omitted.
Proof. It is obvious that the lemma is true when n = 1. So we assume n 2 in the rest of the proof.
To prove the lemma, it suffices to show that ψ(t) 0, 0 t 1. For 0 i n − 1, we have
We also have
By Lemma 3.2, we have ψ(t) 0 for 0 t 1. The proof of the lemma is now complete. 2
As a direct consequence of Lemma 3.3, we have
The following is a technical lemma.
, and u (t) 0 for 0 t 1. Then we have:
The proof of Lemma 3.5 is straightforward and is therefore omitted. The next lemma generalizes Lemmas 2.2 and 2.3 in Yang [12] to the higher order case. 
Proof. By Lemma 3.2, we have u(t) 0, u (t) 0, and u (t) 0 for 0 t 1. Note that u(0) = u(1) = 0, u(r) > 0, and u (t) 0 for 0 t 1. By (2) of Lemma 3.5, we have u(t) > 0 for 0 < t < 1.
Thus we proved (i) of the lemma.
Now we prove (ii). Assume to the contrary that
By (1) By Lemma 2.1, for each n 1, we have w n (t) > 0 for 0 < t < 1. Combining Lemmas 2.1 and 3.6, we see that if n 2 then β n is the unique zero of w n in (0, 1). Likewise, if n 2 then β n is the unique zero of a n in (0, 1) , and α n is the unique zero of b n in (0, 1). We also note that a n (β n ) = b n (α n ) = 1, n 1. We point out that part (iii) of Lemma 3.6 does not hold for the second order (n = 1) case. Below is a counterexample. 
, and φ (t) 0 for 0 t 1. However, φ has infinitely many zeros in (0, 1).
We need some more technical lemmas before we can prove the main theorems. The proof of Lemma 3.9 is very similar to that of Lemma 3.8 and is therefore omitted. 
7)
and u(t 0 ) < 0 for some t 0 ∈ (0, 1),
Proof. The lemma is trivial if n = 1. So we let n 2 in the rest of the proof. Assume to the contrary that u(s 0 ) 0 for some s 0 ∈ (t 0 , 1). For each i = 0, 1, 2, . . . ,n, we define 
If we repeatedly apply Lemma 3.8 to ψ 2 (t), . . . , ψ n−2 (t), then we can finally show that there exist t n−1 and s n−1 such that 0 < t n−1 < s n−1 < 1, ψ n−1 (t 2 ) < 0, and ψ n−1 (s 2 ) > 0. Note that ψ n−1 (0) = 0.
By applying Lemma 3.9 to ψ n−1 (t), we see that there exists t n such that 0 < t n < 1 and ψ n (t n ) < 0. This contradicts (3.1). Proof. We shall prove c β n first. Assume to the contrary that 0 < β n < c < 1. If we define
14)
(3.15)
By Lemma 3.6, we have
In short, we have
(3.17)
By combining (3.13), (3.14), (3.15), and (3.16) and applying Lemma 3.10, we see that ψ(t) < 0 on (β n , 1). This contradicts (3.17). Thus we have proved c β n .
Next we shall use a "symmetry argument" to prove α n c. Let 
Proof.
Step 1: First, we shall show that u(t) 0 on (0, t 0 ). Assume to the contrary that u(t 1 ) < 0 for some t 1 ∈ (0, t 0 ). (3.18) Combining (3.1), (3.6), (3.7), and (3.18) and applying Lemma 3.10, we see that u(t) < 0 on (t 1 , 1). This contradicts u(t 0 ) = 0. Thus we proved u(t) 0 on (0, t 0 ).
Step 2: Now we show that u(t) 0 on (t 0 , 1). Assume to the contrary that u(t 2 ) > 0 for some t 2 ∈ (t 0 , 1).
(3.19)
Combining (3.1), (3.6), (3.7), and (3.19) and applying Lemma 3.11, we see that u(t) > 0 on (0, t 2 ). This contradicts u(t 0 ) = 0. Thus we proved u(t) 0 on (t 0 , 1).
Step 3: We have shown that u(t) 0 on (0, t 0 ). Now we shall show that u(t) = 0 on (0, t 0 ). Assume to the contrary that u(t 1 ) > 0 for some t 1 ∈ (0, t 0 ). 
Let v(t) = −u (t), 0 t 1, and let m = n − 1. Then
Combining (3.21), (3.22), (3.23), and (3.25) and applying Lemma 3.10 to v(t) with n replaced with m, we see that v(t) < 0 for θ 2 < t < 1. This contradicts (3.26). Thus we proved u(t) = 0 on (0, t 0 ).
Step 4: In a very similar fashion to Step 3, we can show that u(t) = 0 on (t 0 , 1). The proof of Step 4 is left to the reader. The proof of the lemma is now complete. 2
Upper and lower estimates
The next theorem is the first of our main results.
2), and (3.12), and c
Proof. It is obvious that the theorem is true when n = 1. So we let n 2 for the rest of the proof. By Lemma 3.14, we have α n c β n . To prove the theorem, it suffices to show that c = α n and c = β n .
We shall prove c = β n first. Assume to the contrary that c = β n . Let ψ(t) = u(t) − u(c)a n (t), 0 t 1. Then By a "symmetry argument", we can show that c = α n . The proof of the theorem is now complete. 2
Proof. Let u(t) = sin(πt), 0 t 1. Then u(t) satisfies (3.1), (1.2), and (3.12), and 1/2 is the only zero of u in (0, 1). Now the lemma follows easily from Theorem 4. 
Proof. If n = 1, then the lemma is trivial. So we assume that n 2.
We shall prove u(t) u a n (t) on [β n , 1] first. Let c be the unique zero of u in (0, 1). We note that, by (iv) of Lemma 3.6,
If we define
By a "symmetry argument", we can show that
The proof is complete. 2 Proof. If n = 1, then the lemma is trivial. So we assume that n 2. Let c be the unique zero of u in (0, 1). We shall prove u(t) u a n (t) on [0, c] first. We note that, by (iv) of Lemma 3.6, we have a n (c) < a n (β n ) = 1.
If we define 
The proof is complete. 2
Now we are ready to state the second main theorem. Note that when n = 1, Theorem 4.5 reduces to Theorem 1.2; when n = 2, Theorem 4.5 reduces to Theorem 1.1. Therefore Theorem 4.5 generalizes Theorems 1.2 and 1.1 to the higher order case.
Convergence of {g n } and {h n }
We begin with a lemma about the monotonicity of {α n } and {β n }. Proof. We note that β n+1 is the unique zero of w n+1 in (0, 1). By Lemma 2.1, w n+1 satisfies (3.1) and (1.2). Now by Lemma 4.1, we have β n+1 < β n .
The inequality α n+1 > α n follows immediately. The proof is complete. 2
Proof. We shall prove (5.1) first. We note that a n+1 (t) satisfies 
Obviously L is a linear continuous operator on C [0, 1]. It is well known that the eigenvalues of L are 
or equivalently,
If we let
Note that The proof of Theorem 5.5 is now complete. 2
Discussion of sharpness of the estimates
Each time we obtain a pair of upper and lower estimates for positive solutions of a boundary value problem, we face the question of the sharpness of the estimates. In a recent paper [4] , it was proposed that we use a ratio-the ratio of the L 1 norm of the upper estimate to the L 1 norm of the lower estimate-as a measure of the sharpness. In this section, we denote the ratio by Smr (short for sharpness-measuring-ratio). If the ratio is large, then the gap between the lower and upper estimates is large, and so this indicates that there might be some room for improvement.
Using the software Maple, we can easily compute the Smr for the estimates obtained in Theorem 4.5. It is easy to see that, when n 3, our estimates in Theorem 4.5 are very sharp. The size of h 3 is only 6.46% larger than that of g 3 , and the size of h 4 is only 1.575% larger than that of g 4 .
It is interesting that the gap between h n and g n becomes smaller as n increases. In fact, by using Theorem 5.5, we can easily show that the Smr of the estimates g n and h n approaches 1 as n tends to +∞.
