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Abstract
We study a certain subgroup of the mapping class group of a surface with boundary by obtaining an action of this subgroup
on a polynomial algebra. This action comes from a lift of the action of the subgroup on a trace algebra, Magnus having done
a similar thing for the braid groups. We then investigate the invariant theory for this action and various representations that this
action affords. In particular, we obtain finite permutation representations and infinite linear representations of these subgroups that
are non-trivial on subgroups of the Torelli group.
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1. Introduction
Let Fn be a free group of rank n and let Bn ⊂ Aut(Fn) be the braid group on n strands [2].
Actions of groups on trace algebras have been investigated by Vogt [28], Fricke and Klein [7] and more recently
by Magnus [19]. These authors were interested in studying invariants of differential equations, Teichmüller spaces
and automorphisms of free groups (respectively). One thus sees the variety of applications that this idea has. In [19]
Magnus found that a certain action of the braid groups on a subalgebra of a trace algebra, which was not a polynomial
algebra, lifted to an action on a finitely generated polynomial algebra; he described this result as ‘surprising’ [19,
p. 100]. In [11] we gave an explanation of where this lifted action comes from together with a generalization of the
action.
If one thinks of braid groups as being mapping class groups of a planar surface with boundary [2], then it is natural
to wonder whether there is an analogous action of the mapping class group of a non-planar surface with (or without)
boundary on a polynomial algebra. In the context of the outer-automorphism group of a certain free group (of which
the mapping class group is a subgroup) we have the following related result of Horowitz [9,10]: Let Σg,n,m denote
a surface of genus g < ∞ with n < ∞ punctures and m 1, m < ∞, boundary components and let Mg,n,m denote
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considered will be over C.
Theorem 1.1. There is a finitely generated polynomial ring Rg,n,m and an ideal Ig,n,m of Rg,n,m such that there is
a representation
Mg,n,m → Aut(Rg,n,m/Ig,n,m).
The idea of the proof is as follows: recall the basic trace identities for 2 × 2 matrices:
trace(A) = trace(A−1); trace(I2) = 2;
trace(AB) = trace(BA) = trace(A)trace(B)− trace(AB−1). (1.1)
Since m  1 we see that for any choice of p ∈ ∂(Σg,n,m), the fundamental group π1(Σg,n,m,p) is a finitely
generated free group (of rank N = 2g + n+m− 1). Then the action of Mg,n,m fixes p and so gives rise to an action
of Mg,n,m on π1(Σg,n,m,p), i.e., we have a monomorphism
Mg,n,m → Aut
(
π1(Σg,n,m,p)
)
.
Suppose that
π1(Σg,n,m,p) ∼= FN = 〈x1, . . . , xN 〉.
Introduce the following set TN of generators for the polynomial ring Rg,n,m over C. For any increasing sequence
s = [i, j, k, . . . ,m] of distinct elements of {1, . . . ,N} we have a trace generator ts ∈ Rg,n,m, which we think of as
corresponding to trace(xixj xk . . . xm). It is possible, using the above trace relations (1.1), to prove:
Proposition 1.2. [9] Let FN and ts be as in the above. Then for any y ∈ FN the trace of y is a polynomial in the
elements of the set TN .
In general TN will have 2N − 1 elements:
t1, t2, . . . , tN , t12, t13, . . . , tN−1,N , t123, . . . , t12...N .
Now let Ig,n,m be the ideal of Rg,n,m consisting of all elements w such that w is zero when one substitutes
trace(mimjmk . . .mr) for each ti,j,k,...,r (for any choice of matrices mi,mj , . . . ∈ SL(2,C) and all 1  i < j < k <
· · · < r N ). It is now clear that Aut(FN), and so Mg,n,m, acts on Rg,n,m/Ig,n,m. This explains Theorem 1.1.
The idea of this paper will be to indicate how we can lift the above representation to an action of certain subgroups
of Mg,n,m (which will be isomorphic to braid groups) on Rg,n,m.
If n + m > 0, then the fundamental group π1(Σg,n,m) is a free group and the ideal Ig,n,m depends only on the
rank N of this free group. We also denote it by IN . Very little is known about IN , however [9] it is known that if
N = 3, then IN is the principal ideal generated by the element
E = t2123 − P t123 +Q, (1.2)
where
P = t1t23 + t2t13 + t3t12 − t1t2t3;
Q = t21 + t22 + t23 + t212 + t213 + t223 + t12t13t23 − t1t2t12 − t1t3t13 − t2t3t23 − 4.
We have not been able to find actions of the full mapping class groups Mg,0,1, g  2, on a polynomial algebra,
however we have found that certain subgroups do so act; these subgroups we now describe. From [25,26] we have the
following definition: let γ1, . . . , γr be simple closed curves on Σg,0,1, based at p, such that
(1) they generate a rank r free subgroup of the fundamental group π1(Σg,0,1);
(2) the geometric intersection numbers ι(γi, γj ) are 0 or 1; and
(3) if Γ is the graph with vertices γi and an edge where ι(γi, γj ) = 1, then Γ should be isomorphic to the graph of
type Ar or Dr .
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T (γr) is isomorphic to the Artin group of the graph Γ . Here, for a simple closed curve γ , we denote the Dehn twist
about γ by T (γ ). For the situation where the graph is not of type Ar or Dr this is not true; see [30] and references
therein. A system of curves γ1, . . . , γr satisfying (1), (2), and (3) above will be called a geometric monodromy system
of type Ar or Dr (respectively). Note that r = 2g is maximal for Σg,0,1.
In the type Ar case the Artin group of type Ar is just the braid group Br+1. Thus this, together with Magnus’s result,
might indicate some hope of finding a representation of such a subgroup of the mapping class group as automorphisms
of a polynomial algebra. In fact we have Theorem 1.3 below which gives such an action. In that result we will let
+ denote the symmetric difference of sets and if s, t are ordered sequences of elements of N, each with distinct
elements, then s + t will denote the ordered sequence whose corresponding set is the symmetric difference of the sets
that s and t determine. We further extend this to monomials in Rg,0,1 as follows: any such monomial m is a product
m = ts1 ts2 . . . tsu , where each si is an ordered subsequence of {1, . . . ,2g}; then we let
σ(m) = s1 + s2 + · · · + su.
Recall the symplectic representationMg,n,m → Aut(H1(Σg,n,m,Z)) [20, Theorem N13]. The kernel of this repre-
sentation is called the Torelli subgroup Ig,n,m. A result of Mess [21] tells us that I2,0,0 is an infinite rank free group.
In general Ig,0,0 and Ig,0,1 are generated by Dehn twists on bounding curves (called bounding twists) together with
elements T (c1)T (c2)−1, the product of Dehn twists about disjoint, homologically non-trivial, but homologous simple
closed curves c1, c2 (called bounding pairs) [13,27]. We will letKg,n,m denote the subgroup of Ig,n,m that is generated
by all Dehn twists on bounding simple closed curves. Note that I2,0,0 =K2,0,0.
Theorem 1.3. If γ1, . . . , γ2g is a geometric monodromy system of type A2g for the surface Σg,0,1, with Ei the Dehn
twist about γi , then it is possible to lift the restriction to the subgroup 〈E1, . . . ,Er〉 ⊂Mg,0,1, r  2g, of the repre-
sentation Mg,0,1 → Aut(Rg,0,1/Ig,0,1), so as to give a representation
Gr = 〈E1, . . . ,Er〉 → Aut(Rg,0,1).
Moreover, if π1(Σg,0,1) is a free group of rank at least 3, then this representation is faithful.
Also, if r, g  2, then Gr intersects the Torelli subgroup non-trivially. If g = 2, then this intersection projects onto
the Torelli group of the closed genus two surface.
Lastly, if α ∈ 〈E1, . . . ,E2g〉 and ts is a trace generator of Rg,0,1, then for monomials m1,m2 of α(ts) we have
σ(m1) = σ(m2).
This result gives another ‘surprising’ lift for the action of the braid group on a trace algebra. The proof of this result
requires finding the right lifts for the action of the Ei on Rg,0,1. Whether this can be accomplished for type Dn is not
known, however it should be pointed out that the Artin group of type Bn is isomorphic to a subgroup of finite index
in the braid group Bn+1, namely to 〈σ1, σ2, . . . , σn−1, σ 2n 〉; see [6, §5].
Thus the intersection of G4 ⊂M2,0,1 and the Torelli group I2,0,1 acts on a finitely generated polynomial algebra
and this gives a different way to look at the Torelli subgroup, to be contrasted with the nilpotent quotient method
initiated by Johnson [15]. We will later determine G4 ∩ I2,0,1.
In fact, for general genus we obtain a representation of the intersection of G2g and the Torelli subgroup by matrices
whose coefficients are in the ring Q[cos(θ1), . . . , cos(θ2g)], where θ1, . . . , θ2g are indeterminates and which in the
g = 2 gives a 5 × 5 matrix representation which is highly non-Abelian and reminiscent of the Jones representation.
We will prove Theorem 1.3 in Section 2; however we will also consider various properties of this action, including:
the invariant theory for this action; the action on finite orbits (which give finite permutation representations of Gr )
and representations coming from a certain G2g-invariant decomposition of Rg,0,1.
We will give a brief idea of what each of these properties entails in the following subsections. The results listed in
each subsection will be proved after Section 2.
1.1. Invariant theory
In this section we will mainly consider the invariant theory for the action of Gr , r  2g, on Rg,0,1. Any invariant
element of Rg,0,1 will give an invariant for the action of Gr ⊂Mg,0,1 on the trace ring Rg,0,1/Ig,0,1. However, we
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action of Mg,0,1. Thus trace(δ) ∈ Rg,0,1/Ig,0,1 represents an invariant element of this quotient ring for the action of
Mg,0,1. We have not found a representative of trace(δ) in Rg,0,1 which is fixed by G2g .
First consider the invariant theory for the actions of G2 and G3 on subrings of R2,0,1.
Consider the group G3 = 〈E1,E2,E3〉 acting on the subring Q[t1, t2, t3, t12, t13, t23, t123]: the element t13 is fixed
by G3 and otherwise we have (see Section 2):
E1 : t1 
→ t1; t2 
→ t1t2 − t12; t12 
→ t2; t3 
→ t3; t23 
→ t1t23 − t123; t123 
→ t23;
E2 : t1 
→ t12; t2 
→ t2; t12 
→ t12t2 − t1; t3 
→ t2t3 − t23; t23 
→ t3; t123 
→ t123;
E3 : t1 
→ t1; t2 
→ t23; t12 
→ t123; t3 
→ t3; t23 
→ t23t3 − t2; t123 
→ t123t3 − t12.
In (1.2) we defined an element E which generated I3. It is easy to check that each generator E1,E2,E3 fixes this
element. One can also check that t1t3 − t12t23 + t2t123 is invariant for 〈E1,E2,E3〉. This gives some of
Theorem 1.1.1. (i) If we consider the action of the group G2 = 〈E1,E2〉 ⊂ G2g on the polynomial ring Q[t1, t2, t12],
then the ring of invariants is
Q
[
t21 + t22 + t212 − t1t2t12
]
.
(ii) If we consider the action of the group G3 = 〈E1,E2,E3〉 ⊂ G2g on the polynomial ring Q[t1, t2, t12, t3, t13,
t23, t123], then the ring of invariants contains
Q
[
t13, t1t3 − t12t23 + t2t123, E = t2123 − P t123 +Q
]
.
We conjecture that (ii) gives the full ring of invariants in this case.
Next consider the invariant theory for the actions of G2g on Rg,0,1. Recall that the generators for Rg,0,1 are ts
where s is a non-empty strictly increasing subsequence of 1,2, . . . ,2g. For any n we let Ln denote the line graph
on n vertices; denote these vertices by 1,2, . . . , n where consecutive integers are joined by an edge. To each such
subsequence s we associate a subgraph Γ (s) of Ln. This is the full subgraph on the vertices of s. Each such subgraph
Γ (s) has a number of connected components. Let Cn,k be the set of subsequences s of (1,2, . . . , n) where Γ (s) has k
connected components and let cn,k = |Cn,k|. Note that cn,k = 0 if k > n/2. We also easily see that c2g,g = g + 1 and
cn,1 =
(
n+1
2
)
. We will denote the elements of C2g,g as u0, u1, . . . , u2g where
ui = (2,4,6, . . . ,2g)+ (1,2, . . . , i), i = 0, . . . ,2g.
Thus u0 = (2,4,6, . . . ,2g),u1 = (1,2,4,6, . . . ,2g),u2 = (1,4,6, . . . ,2g), etc.
Lemma 1.1.2. For all s ∈ C2g,1 there are s1(s), s2(s) ∈ C2g,g , which are unique up to order, such that
s = s1(s)+ s2(s).
For all n, k we have
cn,k =
(
n+ 1
2k
)
.
For s ∈ Cn,k we let sign(s) = (−1)j where j is the length of the sequence s.
For g  1 we let
Jg =
2g∑
i=0
t2ui +
∑
s∈C2g,1
sign(s)× ts ts1(s)ts2(s).
Theorem 1.1.3. For all g  2 the element Jg is invariant under the action of G2g = 〈E1, . . . ,E2g〉.
The following result will also prove useful for studying representations of G2g .
S.P. Humphries / Topology and its Applications 154 (2007) 1053–1083 1057Theorem 1.1.4. Let Rg,1 denote the subring of Rg,0,1 generated by ts , s ∈ C2g,1, and 1. For 1 < k  g, let Ig,k denote
the Rg,1 ⊕Ig,2 ⊕· · ·⊕Ig,k−1-module generated by ts , s ∈ C2g,k . Then each of Rg,1,Ig,2, . . . ,Ig,g is invariant under
the action of G2g and we have:
Rg,0,1 = Rg,1 ⊕ Ig,2 ⊕ Ig,3 ⊕ · · · ⊕ Ig,g.
If x ∈ Rg,0,1 is G2g-invariant, then we can uniquely write
x = r1 + i2 + i3 + · · · + ig,
where r1 ∈ Rg,1, ik ∈ Ig,k for all 2 k  g, and where each of r1, i2, . . . , ig is G2g-invariant.
Note that Jg ∈ Ig,g .
We now define two n × n matrices Mn,1,Mn,2 that were inspired by the ‘Main Lemma’ of Magnus’s paper
[19, p. 94]. Let Mn,1 be the symmetric matrix with all diagonal entries 2 and whose ij entry (for i  j ) is ti+1,i+2,...,j
and let Mn,2 be the symmetric matrix whose ij entry (for i < j ) is t1···i t1···j − ti+1,i+2,...,j . Thus
Mn,1 =
⎛
⎜⎜⎜⎜⎝
2 t2 t23 t234 . . .
t2 2 t3 t34 . . .
t23 t3 2 t4 . . .
t234 t34 t4 2 . . .
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ ,
Mn,2 =
⎛
⎜⎜⎜⎜⎜⎝
t21 − 2 t1t12 − t2 t1t123 − t23 t1t1234 − t234 . . .
t1t12 − t2 t212 − 2 t12t123 − t3 t12t1234 − t34 . . .
t1t123 − t23 t12t123 − t3 t2123 − 2 t123t1234 − t4 . . .
t1t1234 − t234 t12t1234 − t34 t123t1234 − t4 t21234 − 2 . . .
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎟⎠ .
Note that detMn,1,detMn,2 are in Rg,1.
Conjecture 1.1.5. For each positive even integer n = 2g the element
det(Mn,1)+ det(Mn,2) ∈ Rg,1
is invariant under the action of G2g .
We have checked this conjecture for g = 2,3. We note the paper [12] of C. Krattenthaler and the author that
discusses how one can obtain trace identities from determinants of certain matrices.
1.2. Representations
We next consider representations of the subgroups 〈E1, . . . ,Er 〉. We note the following possible ways of obtaining
representations of these subgroups:
(1) Find a point in the corresponding coordinate space C2n−1 (or R2n−1) which has a finite orbit under the
〈E1, . . . ,Er 〉 action (by Nielsen transformations). We then obtain a representation of 〈E1, . . . ,Er〉 as a permuta-
tion group acting on this finite orbit. It will also sometimes be possible to extend these finite permutation repre-
sentations to the whole of the mapping class group, so as to give a finite permutation representation of Mg,0,1.
(2) Use the decomposition of Rg,0,1 given in Theorem 1.1.4 to obtain representations by finding invariant ideals of
the summands in this decomposition. See below for more details.
(3) Do the kind of thing that Johnson did in his study of the Torelli group, only relative to our homomorphism
〈E1, . . . ,Er 〉 → Aut(Rg,0,1). This will use Theorem 1.1.4. We also obtain representations of subgroups of the
Torelli group which are not just restrictions to the Torelli group of representations of G2g . In one example we
obtain a representation of the intersection of the Torelli subgroup with G4 which is a perfect group of order 12010
and has centre Z10.2
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We will now say some more about these and give some examples.
For (1) we first consider the genus two situation.
Example 1.2.0. One can check that the orbit (under Nielsen transformations) of the point v = (t ′s) ∈ R15, where t ′4 = 1,
t ′12 = 1, t ′13 = 1 and all other t ′s are zero, has 720 elements. This gives a permutation representation ρ :G4 → S720.
The image of this representation is an extension of S5 by Z106 .
There is an obvious epimorphism Mg,0,1 →Mg,0,0. We will let Gr,0 denote the image of Gr in Mg,0,0 under this
epimorphism.
Now the Torelli subgroup I2,0,0 is the normal closure of the element (E1E2)6 in M2,0,0, which represents the
Dehn twist about a bounding simple closed curve on the surface [27]. However, even though G4,0 = 〈E1, . . . ,E4〉0 ⊂
M2,0,0 contains the Torelli subgroup, it need not follow automatically that I2,0,0 is the normal closure of (E1E2)6 in
〈E1, . . . ,E4〉. However we have:
Lemma 1.2.1. (i) The subgroup 〈E1,E2,E3,E4〉0 ofM2,0,0 has index six. The group 〈E1,E2,E3,E4〉0 is isomorphic
to B5/〈z2〉, where z = (E1E2E3E4)5 is a generator of the infinite cyclic centre of B5.
(ii) The Torelli subgroup I2,0,0 is the normal closure in 〈E1,E2,E3,E4〉0 ⊂M2,0,0 of the element (E1E2)6.
Let τg,0,1 and τg,0,0 denote the hyper-elliptic involutions on the surfaces Σg,0,1 and Σg,0,0 (respectively) which
may be chosen so that they invert our chosen set of generators for π1(Σg,0,∗), so that, for example, if a1, . . . , a2g are
generators of π1(Σg,0,1) as in Fig. 1, then τg,0,1(ai) is conjugate to a−1i for all 1 i  2g.
Now we note that G2g centralizes τg,0,1 and that G2g,0 centralizes τg,0,0. Let CM2,0,1(τ2,0,1) denote the centralizer
of τ2,0,1 in M2,0,1.
Lemma 1.2.2. (i) The subgroup G4 ∩ I2,0,1 is isomorphic to an infinite cyclic central extension of I2,0,0.
(ii) The subgroup G4 ∩ I2,0,1 is generated by z2 together with K2,0,1 ∩CM2,0,1(τ2,0,1).
Example 1.2.0 (continued). We now calculate the normal closure of the image of (E1E2)6 in the permutation group
ρ(G4) (this normal closure being, by the above lemma, the image of the subgroup G4 ∩ I2,0,1 under ρ) and find that
it is Z93 < Z
10
6 . Thus the subgroup G4 ∩ I2,0,1 of the Torelli group has an interesting image under this representation.
The occurrence of the exponent 9 in the above is explained in Example 1.2.6 below.
Although G2g, g > 1, has infinite index in Mg,0,1 it is sometimes possible to obtain from a representation of G2g
a representation of Mg,0,1. We explain this as:
The induction construction. Let G be a group with a finite presentation 〈X|R〉 and let H = 〈h1, . . . , hm〉 be a sub-
group of G. Let ρ be a finite permutation representation or a linear representation of H and let 〈Y |T 〉 be a presentation
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to a word t ′(h1, . . . , hm) in the free group F(X). Let P ′ be the presentation
P ′ = 〈X | R,{t ′(h1, . . . , hm), t ∈ T }〉.
Thus P ′ is a presentation for a group G′ which is a quotient of G with quotient map π :G → G′. Let H ′ = π(H). If
we are lucky, then the following might hold:
(L1) H ′ will have finite index in G′; and
(L2) kerπ |H ⊆ kerρ.
First suppose that (L1) is true where ρ is a finite permutation (or linear) representation. Then H ′ = π(H) is finite
and since the index [G′ : H ′] is finite we see that G′ is a finite group. Thus we obtain a representation G → G′ of G
onto a finite group. Of course ρ(H) may not be isomorphic to the subgroup H ′.
Suppose that (L1) and (L2) hold. In this situation we use (L2) to obtain a representation ρ′ of H ′: for h′ ∈ H ′
we choose h ∈ H such that π(h) = h′ and then define ρ′(h′) = ρ(h). Condition (L2) will guarantee that this is well-
defined. Then we use (L1) to induce a representation IndG′
H ′(ρ) of G
′ and so obtain a representation of G which we
denote by IndGH (ρ).
Note that if we have (L1), then we can find a finite presentation for H ′ using the Reidemeister–Schreier process.
Then (L2) can be checked using this presentation: just check that each relation in the presentation for H ′ is in the
kernel of ρ.
Example 1.2.0 (continued). For ρ as in Example 1.2.0 with G =M2,0,1, H = G4, we find [18] that ρ(G4) has the
presentation〈
a, b, c, d | aba = bab, ac = ca, ad = da, bcb = cbc, bd = db, cdc = dcd, a12,
(ab−1)3,
(
b(cd)3
)2 = ((cd)3b)2, b2(cd)3 = (cd)3b2〉.
To see this note that the group 〈a, b | aba = bab, (ab−1)3, a12〉 (which one can show is a subgroup of the above group)
has order 1296 and that the index of the subgroup 〈a, b, d〉 ∼= 〈a, b〉 × 〈d〉 is 466 560; thus the group with the above
presentation has order 466 560 · 12 · 1296 = |ρ(G4)|.
Adding in these extra relations to the presentation of G =M2,0,1 given in [31] gives the presentation
G′ = 〈a, b, c, d, e | aba = bab, ac = ca, ad = da, ae = ea, bcb = cbc, bd = db, be = eb,
cdc = dcd, ce = ec, ded = ede, (abcd)5 = edcba2bcde,
a12, (ab−1)3,
(
b(cd)3
)2 = ((cd)3b)2, b2(cd)3 = (cd)3b2〉.
One now shows that the index of the subgroup π(G4) = 〈a, b, c, d〉 in G′ is 96. Thus |G′|  96 · |ρ(G4)|. We now
show that |G′| 96 · |ρ(G4)|/3. To do this we need only note that the subgroup 〈a, b, c〉 has index 207 360 and order
at least 1 119 744 (the action of G′ on the cosets of the subgroup 〈a, b, d, e〉 will give this bound for example). We
thus obtain a representation
ρ′ = IndM2,0,1G4 (ρ) :M2,0,1 → G′,
where ρ′(〈a, b, c, d〉) ∼= ρ(G4), with ρ(G4) described above. This representation represents the Torelli subgroup non-
trivially: one can show that the normal closure in G′ of (ab)6 contains the subgroup Z93.
All calculations in this example were accomplished using MAGMA [18].
Conjectures 1.2.3.
(i) For all g we have G2g = CMg,0,1(τg,0,1).
(ii) Kg,0,1 ∩CMg,0,1(τg,0,1) ⊂ G2g ∩ Ig,0,1.
(iii) The kernel of the epimorphism G2g → G2g,0 is 〈z2〉, where z is a generator of the infinite cyclic centre of G2g .
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a bounding simple closed curve which is invariant under the hyper-elliptic involution τg,0,1.
This paper includes proofs of these conjectures for g = 2.
Example 1.2.4. For g = 2 we let v = (1,1,0,0, . . . ,0) ∈ R15. Here we order the 15 generators of R2,0,1 as follows:
t1, t12, t123, t1234, t124, t13, t134, t14, t2, t23, t234, t24, t3, t34, t4.
Then the orbit of v has 160 elements and the action of G4 on this orbit gives a group of order 2923105. Let
V = (1,1,0,0,V1,V2,V3,V4,0,0,0,V5,0,0,0),
for any values Vi . Then the orbit of V has 5120 elements and the action of G4 gives a permutation group of order
21323105. The stabilizer of V has order 2122310.
Now one checks that the image of the intersection G = G4 ∩ I2,0,1 under this representation is a solvable, non-
nilpotent group of order 212039. The derived series of G is G = G(0),G(1),G(2),G(3) = {id}, where
G(0)/G(1) ∼= Z93, |G(1)/G(2)| = 280
and G(2) ∼= Z202 × Z104 is the centre. The exponent 9 is explained by Example 1.2.9. (We used MAGMA [18] for these
calculations.)
Later we will give more examples of representations coming from finite orbits.
We will now give a general method for finding lots of points in R2N−1 having finite orbits for the action of G2g ,
each such finite orbit then giving a permutation representation of G2g . The method given will not include the above
examples. We begin by giving a different derivation of the symplectic representation.
Introduce variables θ1, θ2, . . . , θ2g and let 〈θ1, . . . , θ2g〉 denote the free Abelian group generated by the θi . For each
trace generator ts ∈ Rg,0,1 we let
θ(ts) = θs(θ1, . . . , θ2g) =
∑
i∈s
θi .
Let
Θg :R
2g → R22g−1
denote the function determined by
Θg(θ1, . . . , θ2g) =
(
2 cos
(
θs(θ1, . . . , θ2g)
));
here the ts are coordinate functions for R2
2g−1 (in some fixed order). We note that the function Θg is a trace function
in the following sense: Let Mj =
(
exp(iθj ) 0
0 exp(−iθj )
)
, for j = 1, . . . ,2g. Then
Θg(ts1,s2,...,sr ) = trace(Ms1Ms2 . . .Msr ).
Thus Θg corresponds to considering traces in the case of commuting matrices (cf. [8]).
Now let
θ ′s(θ1, . . . , θ2g) = θs(θ1, . . . , θ2g),
if s ∈ C2g,1 and θ ′s(θ1, . . . , θ2g) = 0 otherwise. Let
Θ ′g(θ1, . . . , θ2g) =
(
2 cos
(
θ ′s(θ1, . . . , θ2g)
))
.
In general we have the following result which gives infinitely many periodic points for this action of G2g :
Theorem 1.2.5. The action of G2g on Rg,0,1 induces a linear representation
Tg :G2g → Aut
(〈θ1, . . . , θ2g〉).
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the natural representation Mg,0,1 → Sp(2g,Z) to the subgroup G2g .
For any α ∈ G2g we have
α
(
Θg(θ1, . . . , θ2g)
)= Θg(Tg(α)(θ1, . . . , θ2g)), (1.3)
where the action of α is by Nielsen transformations.
The image Im(Θg) of Θg is homeomorphic to the compact quotient (S1)2g/(x = −x) and Im(Θg) contains a dense
set of periodic points for the G2g action.
The restriction of the θs and Θg to Rg,1 gives the representation Θ ′g . The image Im(Θ ′g) of Θ ′g is homeomorphic
to the quotient (S1)2g/(x = −x) and Im(Θ ′g) contains a dense set of periodic points for the G2g action.
The function Θg gives the following matrix representation of G2g in SL(2g,Z):
E1 
→ M1 =
⎛
⎜⎜⎜⎜⎝
1 −1 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ ,
E2 
→ M2 =
⎛
⎜⎜⎜⎜⎝
1 0 0 0 . . .
1 1 −1 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ ,
E3 
→ M3 =
⎛
⎜⎜⎜⎜⎝
1 0 0 0 . . .
0 1 0 0 . . .
0 −1 1 1 . . .
0 0 0 1 . . .
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ , etc. (1.4)
The symplectic form fixed by the above matrices is represented by the matrix⎛
⎜⎜⎜⎜⎝
0 −1 0 0 . . .
1 0 −1 0 . . .
0 1 0 −1 . . .
0 0 1 0 . . .
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ . (1.5)
If we fix a positive integer n, then by taking values of θi to be of the form 2kiπ/n, ki ∈ Z, we obtain points of R22g−1
which have finite orbits. The image under Θg or Θ ′g of the set of all such points (with varying n) is dense in the image
of Θg or Θ ′g (respectively).
Recall the decomposition of Rg,0,1 given in Theorem 1.1.4. It will be convenient to let Ig,1 denote Rg,1. Order the
sequences s ∈ C2g,1 ∪C2g,2 ∪· · ·∪C2g,g , and so obtain an ordering for the coordinates of R22g−1. Let Vg,k denote the
subspace of R22g−1 corresponding to the s ∈ C2g,k . We now describe two ways to obtain representations of subgroups
of G2g , including representations of subgroups of the Torelli group.
First method. Suppose that we have an orbit O ⊂ Vg,1 for G2g ; for example, a finite orbit of the type described
above using Θ ′g . Let the corresponding permutation representation be denoted by ρO :G2g → Sym(O) and let K(O)
denote the kernel of ρO . Now let v = (v1, . . . , v22g−1) ∈ O, so that vi = 0 unless the index i corresponds to the
trace generator ts with s ∈ C2g,1. Then we let V = V (v) denote the vector which is equal to v in the coordinates
corresponding to ts for s ∈ C2g,1 and otherwise let V have entry Vsi , i = 1, . . . , u, where these Vsi are independent
generators of a polynomial ring Q[Vs1 , . . . , Vsu ]. For g = 2 we did this in Example 1.2.4. We write
V = V (v) = v + V2(v).
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show that α(V (v)) = V ′(v) where V ′(v) = v + V ′2(v) and each entry (V ′2(v))si is a linear sum of Vs1 , . . . , Vsu with
coefficients which are elements of Z[v1, . . . , v22g−1], so that(
V ′2(v)
)
si
=
∑
j
cij (v)(V2)sj .
Then the matrices (cij (v)) determine a representation ρ′ = ρ′(v) :K(O) → GL(u,C). Putting these all together we
obtain a representation
ρ×(O) =
∏
v∈O
ρ′(v) :K(O) →
∏
v∈O
GL(u,C).
This can be generalized as follows: suppose that O is an orbit in Vg,1 ⊕ · · · ⊕ Vg,k, k  1. If v ∈O, then we let
V = V (v) denote the vector which is equal to v in the coordinates corresponding to ts for s ∈ C2g,1 ∪ · · · ∪C2g,k and
otherwise let V have entry Vsi , i = 1, . . . , u, where these Vsi are independent generators. Now proceed as in the above
to obtain a representation of ker(G2g → Sym(O)).
Example 1.2.6. For g = 2 order the 15 generators of R2,0,1 as in Example 1.2.4. Then the coordinates corresponding
to elements of C4,1 are those numbered 1,2,3,4,9,10,11,13,14,15 and those for C4,2 are 5,6,7,8,12. Let v =
(π,0,0, . . . ,0) ∈ R15. Then the orbit O of v has 20 elements and the action of G4 on this orbit gives the group
Cox(D5), a group of order 1920 = 120 × 24. Let
V = (π,0,0,0,V1,V2,V3,V4,0,0,0,V5,0,0,0) ∈ R[V1, . . . , V5].
The group ρ×(K(O)) (the matrix group described above) is the Abelian group Z10. The calculation of this matrix
group (using MAGMA [18]) provides a representation of ρ×(K(O)) as matrices of degree 100 = 5 × 20, which we
simultaneously diagonalize. A calculation of an integral basis yields a basis of the form b1, . . . , b6,2b7, . . . ,2b10,
where b1, . . . , b10 are primitive generators.
One finds that the element (E1E2)6 has all coordinates even (relative to the basis b1, . . . , b10). Let H denote the
image of K(O(v))∩ I2,0,1 under ρ×. Then H ∼= Z10 and the quotient is:
ρ×
(
K
(O(V )))/H ∼= Z92 × Z6.
Here the 9 is explained in Example 1.2.9 below (we used Lemma 1.2.1 and MAGMA [18] for these calculations).
Second method. This can be thought of as an example of the generalized first method, but is of independent inter-
est. We start with the vector v = (vi) = Θ ′g(θ1, . . . , θ2g) ∈ Vg,1; let the coordinates where v is zero be in positions
r1, . . . , ru. We now let V be the vector which is equal to v in coordinates where v is non-zero and otherwise let the
ri coordinate of V be Vri . Thus, for example, if g = 2 and the generators ts are as in Example 1.2.4, then we would
have:
V = (2 cos(θ1),2 cos(θ1 + θ2),2 cos(θ1 + θ2 + θ3),2 cos(θ1 + θ2 + θ3 + θ4),V1,V2,V3,V4,
2 cos(θ2),2 cos(θ2 + θ3),2 cos(θ2 + θ3 + θ4),V5,2 cos(θ3),2 cos(θ3 + θ4),2 cos(θ4)
)
.
Now choose α ∈ G2g ∩ Ig,0,1. Then from Theorem 1.2.5 we see that α(v) = v and so α(V ) = v + V ′(α), where
again each entry V ′(α)ri is a linear sum of the Vrj with coefficients in Z[v1, . . . , v22g−1]. Fixing v and varying
α ∈ G2g ∩ Ig,0,1 gives a representation
ℵSpg (v) :G2g ∩ Ig,0,1 → GL
(
u,Z[v1, . . . , v22g+1]
)
.
Since we can take the θi to be algebraically independent indeterminates it is easy to see that the dependence on v is
only slight. We illustrate this method in the following example.
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GL(4,Z[cos(θ1), cos(θ1 + θ2), . . .]). One can calculate ℵSp2 (v)((E1E2)6) as follows:⎛
⎜⎜⎜⎝
1 + 4(cos2(θ2)− cos2(θ1)) 0 0 −4 cos(θ2)+ 4 cos(θ1)c12 4 cos(θ1)− 4 cos(θ2)c12
0 1 0 0 0
0 0 1 0 0
4 cos(θ2)− 4 cos(θ1)c′12 0 0 −3 + 4 cos2(θ1) 4 sin(θ1) sin(θ2)
−4 cos(θ1)+ 4 cos(θ2)c′12 0 0 −4 sin(θ1) sin(θ2) 5 − 4 cos2(θ2)
⎞
⎟⎟⎟⎠ .
Here c12 = cos(θ1 + θ2), c′12 = cos(θ1 − θ2). One can check that this matrix is a transvection (an elementary matrix
of infinite order and determinant 1, or equivalently, a matrix of the form I + A, where A2 = 0, det(I + A) = 1,
rank(A) = 1). Since this does not give a representation of all of G4 it does not follow that every bounding twist will
represent as a transvection. We have checked that the following bounding twists do represent as transvections:
E−13 (E1E2)
6E3, E
−1
4 E
−1
3 (E1E2)
6E3E4, E
−1
2 E
−1
3 (E1E2)
6E3E2, E
−1
1 E
−1
2 E
−1
3 (E1E2)
6E3E2E1.
Thus ℵSp2 (v) gives us a 5 × 5 matrix representation of a subgroup of the Torelli group such that at least some of the
bounding twists in this subgroup are represented as transvections. This is awfully reminiscent of the Jones represen-
tation of M2,0,0 [16, pp. 362–363] which gives a degree 5 representation of M2,0,0.
We can also check that the central element (E1E2E3E4)10 represents under ℵSp2 (v) as a transvection.
We note that two n×n transvections T1, T2 generate a free group of rank 2 if |trace(T1T2)−n| 4 (see for example
[17, p. 168]). Thus it is easy to show that any two of the above transvections generate a free group of rank 2. Thus we
obtain a non-Abelian representation of G4 ∩ I2,0,1.
We now give more details of what we mean in (2) of Section 1.2. For k = 2, . . . , g we have a subring Ig,k which is
an Rg,1 ⊕Ig,1 ⊕· · ·⊕Ig,k−1-module; this is described in Theorem 1.1.4. Let mg,k denote the ideal of Ig,k generated
(as an R1 ⊕Ig,1 ⊕· · ·⊕Ig,k−1-module) by the elements of C2g,k . Let mmg,k denote the mth power of mg,k . Then taking
our coefficients C to be Q we see that mg,k/m2g,k is a vector space of dimension c2g,k over Q and that mg,k/m
2
g,k is
also a QG2g-module. Thus we obtain representations of G2g in this manner. More generally for any 1  s < r we
obtain a finite-dimensional representation space msg,k/m
r
g,k . We have:
Theorem 1.2.8. For 2  k  g and coefficients C = Q the action of G2g on the finite-dimensional vector space
mg,k/m
2
g,k is irreducible. The image of this representation of G2g is the Coxeter group Cox(D2g+1).
Also, the action of G2g on the finite-dimensional vector space mg,k/m2g,k is orthogonal.
Now let us describe representations of type (3), noting that this is inspired by the work of Johnson [14,15].
Recall that mg,0,1 denotes the maximal ideal of Rg,0,1 and that K(D2g) denotes the kernel of the representation
G2g → Aut(mg,0,1/m2g,0,1). Then using Lemma 1.2.2 and the action of G2g given in (2.2) we see that G2g ∩ I2g,0,1
is contained in K(D2g). In general we let α ∈ Ig,0,1 ∩K(D2g). Then we have:
α(ts) = ts +Xs(α), (1.6)
where the terms in Xs(α) are all of degree greater than one. Let X(2)s (α) denote the sum of all terms of degree 2 in
Xs(α); we will think of X(2)s (α) as being a symmetric 2-tensor in the generators ts . Following the analogy given by
the work of D. Johnson [14,15], we see that the map (α, ts) 
→ X(2)s (α) gives a map
δα :Rg,0,1 → m2g,0,1/m3g,0,1,
which kills m2g,0,1 and so induces a map
δα :Rg,0,1/m
2
g,0,1 → m2g,0,1/m3g,0,1.
Let
H1 = H1(g,0,1) = mg,0,1/m2 .g,0,1
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δ :G2g ∩ Ig,0,1 → H ∗1 ⊗m2g,0,1/m3g,0,1,
is a homomorphism.
Later we will show that the action of G2g on Rg,0,1 fixes mg,0,1 and so we obtain an action on Rg,0,1/m2g,0,1 =
H1 ⊕ C. As indicated in Theorem 1.2.8 this is an orthogonal action, namely there is a basis for the H1 ∼= Z22g−1
such that relative to this basis the action of α ∈ G2g is represented as an orthogonal matrix. Thus H ∗1 is canonically
isomorphic to H1 using this form. Thus we obtain an isomorphism
H ∗1 ⊗m2g,0,1/m3g,0,1 ∼= H1 ⊗m2g,0,1/m3g,0,1,
and so a representation
ℵg :K(D2g)∩ Ig,0,1 → H1 ⊗ m2g,0,1/m3g,0,1.
Let Tg(2) = m2g,0,1/m3g,0,1. Recall that G2g/K(D2g) ∼= Cox(D2g+1) gives the action of G2g on mg,0,1/m2g,0,1.
Since K(D2g) ∩ Ig,0,1 is a normal subgroup of G2g we see that there is an action of G2g on Tg(2). Since
K(D2g) acts trivially this makes Tg(2) a QCox(D2g+1)-module where Cox(D2g+1) is the image of 〈E1, . . . ,E2g〉 in
Aut(Tg(2)).
The decomposition of Rg,0,1 given in Theorem 1.1.4 will give a splitting of the representation ℵg and we will
denote the part coming from the Rg,1 summand by ℵg,1. Here Rg,1 is a polynomial ring of degree
(2g+1
2
)
.
Example 1.2.9. We consider the g = 2 case. Here R2,1 has degree 10 with generators
t = (t1, t12, t123, t1234, t2, t23, t234, t3, t34, t4).
Then mod m32,0,1 we have
(E1E2)
6(t) = (t1, t12, t123 − 2t1t23 − 2t12t3, t1234 − 2t1t234 − 2t12t34, t2,
t23 + 2t1t123 − 2t2t3, t234 + 2t1t1234 − 2t2t34, t3 + 2t12t123 + 2t2t23,
t34 + 2t12t1234 + 2t2t234, t4),
so that
ℵg,1
(
(E1E2)
6)= t123 ⊗ (−2t1t23 − 2t12t3)+ t1234 ⊗ (−2t1t234 − 2t12t34)
+ t23 ⊗ (2t1t123 − 2t2t3)+ t234 ⊗ (2t1t1234 − 2t2t34)
+ t3 ⊗ (2t12t123 + 2t2t23)+ t34 ⊗ (2t12t1234 + 2t2t234).
One now calculates that the image of this element under the action of G4 has dimension 9 and is not irreducible, but
splits as 9 = 4 + 5 (we used MAGMA [18] for this calculation).
Let ker(ℵg) denote the kernel of ℵg . Then elements of ker(ℵg) act trivially on the quotient mg,0,1/m2g,0,1, but not
necessarily trivially on mg,0,1/m3g,0,1. One can use this idea to define further finite-dimensional representations of
ker(ℵg), and then to define further finite-dimensional representations of the kernel of this new representation, etc. All
of this is in the spirit of the work of Johnson [14,15].
Lastly, in this section, recall the function Θg which we may interpret as a ring epimorphism:
Θg :Q[ts | s ∈ C2g,k,1 k  g] → Q
[
cos
(
θs(θ1, . . . , θg)
) | s ∈ C2g,k, 1 k  g],
where Θg(ts) = 2 cos(cos(θs(θ1, . . . , θ2g))). Let Kg denote the kernel of this epimorphism. Then we have:
Theorem 1.2.10. The ideal Kg is G2g-invariant.
S.P. Humphries / Topology and its Applications 154 (2007) 1053–1083 1065We now investigate the ideal Kg . For s ∈ C2g,k we let t ′s denote the element Θg(ts) = 2 cos(cos(θs(θ1, . . . , θg))).
Since θ1, . . . , θ2g are algebraically independent it follows that t ′1, t ′2, . . . , t ′2g are also algebraically independent (over
C = Q). For s ∈ C2g,k we let |s| denote the length of the sequence s.
Consider the free Abelian group Gn(θ) generated by θ1, . . . , θn. We let COSn denote the Q-module generated by
all cos(θ), θ ∈ Gn(θ). Then we have:
Theorem 1.2.11.
(i) For all s ∈ C2g,k with |s| > 1 there is a polynomial
Ps(x) ∈ Q[t1, t2, . . . , t2g][x],
such that Ps(ts) ∈ Kg . Further, Ps(x) is irreducible and has degree 2|s|−1.
(ii) More generally, let θ =∑ni=1 λiθi, λi ∈ Z. Then cos(θ) satisfies a polynomial
Pθ (x) ∈ Q[t1, t2, . . . , tn][x],
of degree at most 2n−1.
(iii) Any 2n−1 + 1 elements of COSn are linearly dependent over cos(θ1), . . . , cos(θn): for all e1, . . . , er ∈ COSn,
r > 2n−1, there are f1, . . . , fr ∈ Q[cos(θ1), . . . , cos(θn)] (not all 0) such that ∑ri=1 fiei = 0.
If, in (ii) of the above result we had n = 1, then the polynomials Pθ would be Chebyshev polynomials. So for n > 1
we may think of the polynomials Pθ as being generalized Chebyshev polynomials.
Example 1.2.12. We have:
P12(x) = x2 − t1t2x + t21 + t22 − 4;
P123(x) = x4 − t1t2t3x3 +
(
t21 t
2
2 + t21 t23 + t22 t23 − 2
(
t21 + t22 + t23
))
x2
+ t1t2t3
(
8 − t21 − t22 − t23
)
x + t41 + t42 + t43 − 2
(
t21 t
2
2 + t21 t23 + t22 t23
)+ t21 t22 t23 .
We are able to give generators for the ideal Kg . Suppose that ts ∈ Rg,0,1 is a trace generator where s =
(s1, s2, . . . , sr , sr+1, . . . , sk) with 1  r < k, s1 < s1 < · · · < sk and s1 > 1. Then we let u = (s1, s2, . . . , sr ),
v = (sr+1, . . . , sk). Also, we choose 1 < i  2g. Then it is easy to check that the following are elements of Kg :
2tuv − t1t1uv + t1ut1v − tutv;
t1uv
(
4 − t21
)+ t1t1ut1v + t1tutv − 2tut1v − 2tvt1u;
t21 + t2i + t21i − t1ti t1i − 4.
Theorem 1.2.13. The elements listed above (for all such u,v and i > 1) give a generating set for the ideal Kg .
We conclude this section with three last examples of finite representations of G4. We constructed these example
with the aid of Darrin Doud who showed us matrices representing subgroups of SL(2,C) of orders 120 and 24:
Example 1.2.14. Order the generators of R2,0,1 as in Example 1.2.4. Then the orbit of
(0,−1,−1,0,−1,1,1,1,−1,1,0,−1,1,1,1) ∈ R15
has 7680 elements. The action of G4 gives a group U of order 296934552 whose composition factors include A5 and
PSp(4,3) (each occurring once), the rest being Z2s and Z3s. The image N of the normal closure of (E1E2)6 is a group
of order 2955340. The derived series quotients of N are of orders 275, 340, 2400, 2480.
Example 1.2.15. Order the generators of R2,0,1 as in Example 1.2.4. Let ζ5 be a fifth root of unity. Then the orbit of(
0,0, ζ 3 + ζ 2,−2,0,−ζ 3 − ζ 2,−ζ 3 − ζ 2 − 1,0, ζ 3 + ζ 2 + 1,0,0,−ζ 3 − ζ 2 − 1,0,0,−ζ 3 − ζ 2)5 5 5 5 5 5 5 5 5 5 5 5
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of A5, the rest being Z2s. The image N of the normal closure of (E1E2)6 is a group of order 12010 whose composition
factors are 10 copies of A5 and 10 copies of Z2. Moreover N is perfect and the centre of N is Z102 .
For a related example one can also check that the orbit of(
0,2,0,0,−2,−ζ 35 − ζ 25 , ζ 35 + ζ 25 ,0,0, ζ 35 + ζ 25 ,−ζ 35 − ζ 25 ,0,0,0,−2
)
has 960 = 1920/2 elements. The action of G4 gives a group J of order 232311511 whose composition factors include
11 copies of A5. The image N1 of the normal closure of (E1E2)6 is a group of order 6010 whose composition factors
are exactly 10 copies of A5. The group N1 is perfect and we conjecture that it is the canonical normal subgroup of
index 10 in the wreath product A5 wr Z10.
Now consider condition (L1). A presentation of M2,0,1 is given in [31] as
M2,0,1 =
〈
a, b, c, d, e | aba = bab, ac = ca, ad = da, ae = ea, bcb = cbc, bd = db, be = eb,
cdc = dcd, ce = ec, ded = ede, (abcd)5 = edcba2bcde〉.
Now the elements
a20, b−1a2b−1ab−1a4b−2ab−1ab−3, (b−1a3b−2)3, b−1ab−1ab−1a2b−1a2b−1ab−1ab−2ab−1, (abcd)5
are all in the kernel of the representation G4 → J . Adding these to the above presentation ofM2,0,1 give a presentation
for a group K with generators which we still call a, b, c, d, e. Then one can calculate the index [K, 〈a, b, c, d〉] to be 6
so that we have condition (L1). Thus using the inductive construction we obtain a representation of all of M2,0,1.
Example 1.2.16. Order the generators of R2,0,1 as in Example 1.2.4. Then the orbit of (1,1, . . . ,1) ∈ R15 has 3456
elements. The action of G4 gives a group W order
120 · 216!/2 · 2860
whose composition factors include A5 and A216, the rest being Z2s. The image N of the normal closure of (E1E2)6
is also the image of the pure braid group P5 <G4. Thus W/N ∼= S5. Moreover N is perfect and the centre of N is Z42.
The composition factors for N start with A216 and then have 860 copies of Z2.
1.3. Miscellaneous cases
If one chooses a different basis for the free group π1(Σg,n,m), n + m > 0 (of rank N ), then one will obtain
a different action of the generators Ei ∈ G2g on the free group and so on the trace ring Rg,n,m/Ig,n,m. If one is lucky
one might obtain interesting representations that will give lifts to actions on Rg,n,m. We have managed to find such
representations in the case g = 2, n = 0, m = 1; we will end up with a representation of B6 acting on a polynomial
algebra with 15 generators (the above gave an action of B5 on a polynomial algebra with 15 generators). In this
situation N = 4 and we choose the following set of trace generators for the ring R2,0,1:
T4 = {t1, t2, t3, t4, t12, t13, t14, t23, t24, t34, t132, t142, t134, t234, t1342}.
We will denote these elements (in the above order) by q1, . . . , q15 in what follows.
For the free group π1(Σ2,0,1,p) ∼= F4 we can choose simple closed curve generators a, b, c, d , where the element
R= cd−1c−1dba−1b−1a,
is a loop around the single boundary component. Let E1,E2,E3,E4,E5 denote the standard Dehn twist generators
for M2,0,1 (see [2, p. 183], [29,3]) where E1, E2, E3, E4, E5 are the Dehn twists about the curves b, a, bc, d , c
(respectively) so that EiEi+1Ei = Ei+1EiEi+1 for i = 1, . . . ,4, etc. The action of E1, . . . ,E5 on F4 = 〈a, b, c, d〉 is
given by
E1(a, b, c, d) = (ba, b, c, d);
E2(a, b, c, d) = (a, ba−1, c, d);
E3(a, b, c, d) = (cba, cbc−1, cbcb−1c−1, cbdbcb−1c−1);
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E5(a, b, c, d) = (a, b, c, cd). (1.7)
Let Q = (q1, . . . , q15). Then the action on the ring generated by the qi is as follows:
E1(Q) = (q5, q2, q3, q4, q2q5 − q1, q11, q12, q8, q9, q10,
q2q11 − q6, q2q12 − q7, q15, q14, q2q15 − q13);
E2(Q) = (q1, q1q2 − q5, q3, q4, q2, q6, q7, q1q8 − q11,
q1q9 − q12, q10, q8, q9, q13, q1q14 − q15, q14);
E3(Q) = (q11, q2, q3, q14, q2q11 − q6,−q1q2 + q5 + q6q8,
− q1q2q9 − q3q4q6 + q5q9 + q6q8q9 + q6q10 + q7, q8,
− q3q4 + q8q9 + q10, q3q14 − q9,−q1 + q8q11,
− q1q9 − q3q4q11 + q8q9q11 + q10q11 + q12,
− q1q2q14 − q4q6 + q5q14 + q6q8q14 + q13,
− q4 + q8q14,−q1q14 − q4q11 + q8q11q14 + q15);
E4(Q) = (q1, q2, q3q4 − q10, q4, q5, q4q6 − q13, q7, q4q8 − q14, q9,
q3, q4q11 − q15, q12, q6, q8, q11);
E5(Q) = (q1, q2, q3, q10, q5, q6, q13, q8, q14, q3q10 − q4, q11,
q15, q3q13 − q7, q3q14 − q9, q3q15 − q12). (1.8)
Let R = Q[q1, . . . , q15]/I4 denote the trace ring. Then one can check directly, using the standard presentation
of B6, that
Theorem 1.3.1. The above action of M2,0,1 on the quotient ring R lifts to an action of the braid group B6 on the
polynomial ring Q[q1, . . . , q15].
This gives another ‘surprising’ lift for the action of the braid group B6. One can also check that the centre represents
trivially. One can show that the kernel is exactly the centre (see the proof of Theorem 1.3).
In the following result the group G4 = 〈E1,E2,E3,E4〉 ⊂M2,0,1 is isomorphic to B5 [25,26] and by the last
result G4 acts faithfully on the polynomial algebra. Thus we may identify it with its representation as automorphisms
of Z[q1, . . . , q15] given in (1.8).
Theorem 1.3.2. The following element is invariant for the action of 〈E1,E2, . . . ,E5〉 on Z[q1, . . . , q15]:
−q1q2q3q4q15 + q1q2q3q11 + q1q2q4q12 + q1q2q10q15 + q1q3q4q13 − q1q3q6 − q1q4q7
− q1q10q13 + q2q3q4q14 − q2q3q8 − q2q4q9 − q2q10q14 + q3q4q5q15 − q3q5q11
− q4q5q12 − q5q10q15 − q6q9q15 + q6q12q14 + q7q8q15 − q7q11q14 − q8q12q13 + q9q11q13.
The subgroup G4 = 〈E1,E2,E3,E4〉 ⊂M2,0,1 has the following properties:
(1) The subring R1 = Z[q1, q2, q4, q5, q6, q8, q11, q13, q14, q15] is G4-invariant. The following element of R1 is fixed
by the action of G4:
−q21 + q1q2q5 − q1q4q11q14 + q1q8q11 + q1q14q15 − q22 − q2q4q6q15 + q2q6q11
+ q2q13q15 − q24 + q4q5q6q14 + q4q6q13 + q4q8q14 + q4q11q15 − q25 − q5q6q8
− q5q13q14 − q26 − q28 − q211 − q213 − q214 − q215.
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this ideal is G4-invariant:
−q1q3q9q15 + q1q9q10q11 + q1q9q12 − q2q3q12q13 + q2q6q10q12 + q2q7q12 − q23
+ q3q4q10 + q3q5q9q13 + q3q7q13 + q3q9q14 + q3q12q15 − q5q6q9q10 − q5q7q9
− q6q7q10 − q27 − q8q9q10 − q29 − q210 − q10q11q12 − q212.
(3) We have the G4-invariant direct sum decomposition:
Z[q1, . . . , q15] = R1 ⊕ I2.
Example 1.3.3. Here is an example of a representation of the subgroup 〈E1, . . . ,E4〉 of 〈E1, . . . ,E5〉 (which we really
think of as a subgroup ofM2,0,1) that is obtained from the action on a finite set of points. One can check that the orbit
of the point
v = (0,0,0,1,1,1,0,0,0,0,0,0,0,0,0,0) ∈ R15,
has 1000 elements. The action of 〈E1,E2,E3,E4〉 on this orbit gives a permutation group having composition factors
Z2 −A5 − Z2 −A25 − Z×512 −A25 − Z×512 −A25 − Z×502 −A25 − Z×482 −A25 − Z×482 ,
where we write our composition factors horizontally instead of vertically, and where Z×u2 indicates Z2 −Z2 −· · ·−Z2
where we have u of the Z2s.
Using Lemma 1.2.1 we now calculate the normal closure of the image of (E1E2)6 in the above permutation group
(this thus being the image of the subgroup 〈E1, . . . ,E4〉 ∩ I2,0,1) and find that it has composition factors
A25 − Z×482 −A25 − Z×482 −A25 − Z×482 −A25 − Z×482 −A25 − Z×482 .
Thus the subgroup G4 ∩ I2,0,1 has an interesting image under this representation. This concludes our example of
a representation coming from a finite orbit for the action of 〈E1, . . . ,E4〉.
2. The ring Rg,n,m and the An case
In this section we will prove Theorem 1.3 in the case where r = 2g (the maximal value) in the An case. The cases
r < 2g follow since Bn is naturally a subgroup of Bn+1. In Fig. 1 we define the curves a1, a2, . . . , a2g+1 on Σg,0,1,
where p is a point on the boundary of Σg,0,1.
Note that {a1, . . . , a2g} is a free generating set for π1(Σg,0,1,p). Also note that the boundary element is
δg,0,1 =
(
a−12g a
−1
2g−2a
−1
2g−4 . . . a
−1
2
)
(a1a2a3 . . . a2g)
(
a−12g−1a
−1
2g−3a
−1
2g−3 . . . a
−1
1
)
.
Let Ei denote the Dehn twist about the curve ai . The actions of Ei , E−1i , i  2g, on the free group π1(Σg,0,1,p)
are as follows:
Ei(aj ) = aj if j = i ± 1, Ei(ai−1) = ai−1ai, Ei(ai+1) = a−1i ai+1;
E−1i (aj ) = aj ifj = i ± 1, E−1i (ai−1) = ai−1a−1i , E−1i (ai+1) = aiai+1. (2.1)
We note that the boundary element δg,0,1 is fixed by this action.
For any sequence 1  i1 < i2 < · · · < ir  2g we introduce a generator ti1i2...ir ∈ Rg,0,1, which will represent
the trace of ai1ai2 . . . air in Rg,0,1/Ig,0,1. Using the basic trace identities in (1.1) and the action (2.1) we obtain the
following action of E1,E2, . . . ,E2g on the ts = ti1i2...ir :
Ei(ts) = ts if i ± 1 /∈ s;
Ei(tu,i−1,i,v) = tu,i−1,i,vti − tu,i−1,v if i − 1, i ∈ s, i + 1 /∈ s;
Ei(tu,i−1,v) = tu,i−1,i,v if i − 1 ∈ s, i, i + 1 /∈ s;
Ei(ts) = ts if i − 1, i + 1 ∈ s;
Ei(tu,i,i+1,v) = tu,i+1,v if i − 1 /∈ s, i, i + 1 ∈ s;
Ei(tu,i+1,v) = ti tu,i+1,v − tu,i,i+1,v if i − 1, i /∈ s, i + 1 ∈ s. (2.2)
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inverses of the Ei (this is part of our proof that we have an action of the group G2g = 〈E1,E2, . . . ,E2g〉 on the ring
generated by the ts ):
E−1i (ts) = ts if i ± 1 /∈ s;
E−1i (tu,i−1,i,v) = tu,i−1,v if i − 1, i ∈ s, i + 1 /∈ s;
E−1i (tu,i−1,v) = ti tu,i−1,v − tu,i−1,i,v if i − 1 ∈ s, i, i + 1 /∈ s;
E−1i (ts) = ts if i − 1, i + 1 ∈ s;
E−1i (tu,i,i+1,v) = ti tu,i,i+1,v − tu,i+1,v if i − 1 /∈ s, i, i + 1 ∈ s;
E−1i (tu,i+1,v) = tu,i,i+1,v if i − 1, i /∈ s, i + 1 ∈ s. (2.3)
One can now check directly that (2.3) gives the inverse of the action (2.2) of the Ei on the polynomial ring generated
by the ts .
Now the subgroup G2g of the mapping class groupMg,0,1 is isomorphic to the braid group B2g+1 [25,26] and so it
is straightforward to check that the above action of the generators Ei , E−1i leads to an action of the group G2g on the
polynomial ring Rg,0,1: one checks that the action of the Ei satisfies the braid relations EkEk+1Ek = Ek+1EkEk+1,
etc. This is easily checked using (2.2).
By construction this representation is a lift of the action on the trace algebra Rg,0,1/Ig,0,1.
We can homogenize the above action by the introduction of a new variable z (which one can think of as hav-
ing degree −1, if each ts has degree 1): replace coefficients C by C[z] for an indeterminate z. Then, for example,
(2.2) becomes:
Ei(ts) = ts if i ± 1 /∈ s;
Ei(tu,i−1,i,v) = ztu,i−1,i,vti − tu,i−1,v if i − 1, i ∈ s, i + 1 /∈ s;
Ei(tu,i−1,v) = tu,i−1,i,v if i − 1 ∈ s, i, i + 1 /∈ s;
Ei(ts) = ts if i − 1, i + 1 ∈ s;
Ei(tu,i,i+1,v) = tu,i+1,v if i − 1 /∈ s, i, i + 1 ∈ s;
Ei(tu,i+1,v) = zti tu,i+1,v − tu,i,i+1,v if i − 1, i /∈ s, i + 1 ∈ s.
There is a similar expression for the action of E−1i . One easily sees that this also gives an action of G2g .
We now show that there is no kernel for this action. Note that we have homomorphisms
G2g → Aut(Rg,0,1) → Aut(Rg,0,1/Ig,0,1),
and so it will suffice to show
(1) that the composite map G2g → Aut(Rg,0,1/Ig,0,1) has kernel which is contained in the centre of the braid
group G2g , and then
(2) that the centre is faithfully represented in its action on Rg,0,1.
The statement (1) is essentially a result of Horowitz [10] (see also [19, §3]) which shows that as long as the rank
of the free group is at least 3, the kernel of this map is the group of inner automorphisms.
We now show:
(i) the only inner automorphisms, for the action of G2g on F2g given in (2.1), are in the centre of the braid group
G2g (this then proves (1)); and
(ii) that the centre of G2g acts faithfully on Rg,0,1.
For (i) we note that the boundary element δg,0,1 is fixed by this action of G2g ⊂ Aut(F2g) and so any in-
ner automorphism in G2g would also have to fix this element, i.e., would have to conjugate δg,0,1 to itself. Since
δg,0,1 is not a proper power of an element of the free group F2g a result in elementary combinatorial group theory
[17, Chapter 1, Proposition 2.17] shows that any element commuting with δg,0,1 must be a power of δg,0,1. However
one knows [2,5] that the centre of G2g ∼= B2g+1 is the cyclic subgroup generated by 2 = (E1E2 . . .E2g)2g+1. We
now show that 4 has the effect of conjugating by δg,0,1. This will do (i).
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gation.
Proof. Let d = E1E2 . . .E2g. Then from (2.1) we see that
d(x1, x2, x3, . . . , x2g−1, x2g)
= (x2, x3, . . . , x2g−1, x2g, (x−12g−1x−12g−3x−12g−5 . . . x−13 x−11 )(x2x4 . . . x2g−2)x2g)
= (x2, x3, . . . , x2g−1, x2g, (x1x3 . . . x2g−3x2g−1)−1(x2x4 . . . x2g−2)x2g).
Now let
E = x2x4x6 . . . x2g, O = x1x3x5 . . . x2g−1, P = x1x2x3 . . . x2g.
Then from the above we have δg,0,1 = E−1PO−1 and
d(x1, x2, . . . , x2g) =
(
x2, x3, . . . , x2g−1, x2g,O−1E
)
.
Now d(O) = E and
d(E) = x3x5 . . . x2g−1O−1E = x−11 E,
so that
d(x2g) = O−1E;
d2(x2g) = E−1x−11 E;
d3(x2g) = E−1x1x−12 x−11 E;
d4(x2g) = E−1x1x2x−13 x−12 x−11 E;
...
d2g+1(x2g) = E−1x1x2 . . . x2g−1x−12g x−12g−1 . . . x−12 x−11 E. (2.4)
It follows that
d2g+1(x1, x2, . . . , x2g) =
(
d2(x2g), d
3(x2g)
)
, . . . , d2g+1(x2g)
= (E−1x−11 E,E−1x1x−12 x−11 E,E−1x1x2x−13 x−12 x−11 E, . . . ,
E−1x1x2 . . . x2g−1x−12g x
−1
2g−1 . . . x
−1
2 x
−1
1 E
)
.
From (2.4) we see that
2(E) = d2g+1(E) = E−1OP−1E,
showing that the action of 2 is not a conjugation. This also shows that
4(x1) = d2g+1
(
E−1x−11 E
)
= E−1PO−1E(E−1x−11 E)−1E−1OP−1E
= δg,0,1x1δ−1g,0,1;
4(x2) = d2g+1
(
E−1x1x−12 x
−1
1 E
)
= E−1PO−1E(E−1x−11 E)(E−1x1x−12 x−11 E)−1(E−1x1E)(E−1OP−1E)
= δg,0,1x2δ−1g,0,1; etc.
This concludes the proof of Lemma 2.1 and so of (i) above. 
To see that 〈4〉 acts non-trivially on Rg,0,1 we just show that 〈4〉 acts non-trivially on the quotient of Rg,0,1 by
the ideal m3 where m = mg,0,1. We recall the definition of the symmetric difference s + s′ of subsequences s, s′ for
generators ts , ts′ .
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(i) For 1 i  2g we have
di(t2,4,6,...,2g) = (−1)i t{1,...,i}+{2,4,6,...,2g} −
i∑
j=1
(−1)j t{1,...,j−1}+{2,4,6,...,2g}t{j,...,i} mod m3.
(ii) d2g+1(t2,4,6,...,2g) = t2,4,6,...,2g −
2g∑
i=1
t1,...,i t{1,...,i}+{2,4,6,...,2g} mod m3.
(iii) For all ts we have d(ts) = ts mod m2 if 2g /∈ s, while d(ts) = −ts mod m2 if 2g ∈ s. Lastly, for all ts we have
d2g+1(ts) = ts mod m2.
Proof. (i) follows by induction on i using (2.2). Then (ii) follows from (i) with i = 2g, together with (2.2).
Let π = (1,2, . . . ,2g) ∈ S2g . For (iii) we note from (2.2) that if 2g /∈ s, then d(ts) = tπ(s) mod m2 and that each
application of one of the Ei in d = E1E2 . . .E2g does not change the sign of the unique term of degree one.
So now we assume that 2g ∈ s. Let m = min(s) and define the following subsets of {1,2, . . . ,2g}:
g0 = {1, . . . ,m− 1}, c1 = {m, . . . ,m+m1}, g1 = {m+m1 + 1, . . . ,m+m1 +m2}, . . . ,
gr−1 = {j, . . . , k − 1}, cr = {k, . . . ,2g},
where the elements of the gi are not in s, the elements of the ci are in s and the elements of the ci and the gi are each
an interval of integers. So we have c1 ∪ · · · ∪ cr = s.
First consider the case where m = 1. Then g0 = ∅. Using (2.2) we see that acting by Ek+1Ek+2 . . .E2g reduces cr
to {k} and multiplies the unique degree one monomial by (−1)|cr |−1. Acting by Ek , then has no effect on the unique
degree one monomial, while acting by Ej+1Ej+2 . . .Ek−1 adds in j + 1, j + 2, . . . , k − 1 to cr and multiplies the
unique degree one monomial by (−1)|gr−1|−1. Continuing we see that the effect of acting by d is to change the sign
by
(−1)|c1|−1+|g1|−1+|c2|−1+|g2|−1+···+|gr−1|−1+|cr |−1.
But we note that
|c1| + |g1| + |c2| + |g2| + · · · + |gr−1| + |cr | = 2g,
and that there are an odd number of −1s in the above exponent. So in this case the sign does change.
Now assume that m> 1 so that 1 /∈ c1. Then an argument as in the m = 1 case above shows that the effect of acting
by d is to change the sign by
(−1)|g0|+|c1|−1+|g1|−1+|c2|−1+|g2|−1+···+|gr−1|−1+|cr |−1.
Here we note that doing E1E2 . . .Em−1 changes the sign by (−1)|g0|, not by (−1)|g0|−1. Again we similarly have
|g0| + |c1| + |g1| + |c2| + |g2| + · · · + |gr−1| + |cr | = 2g,
and that there are an odd number of −1s in the sum in the above exponent. Thus the sign does change in this case.
This proves the first part of (iii).
By the above, the only time that the sign of the degree one part of d(ts) changes is if 2g ∈ s; thus to prove the rest
of (iii) we need to show that there are an even number of 0 i  2g such that if di(ts) = tu mod m2, then 2g ∈ u.
To do this we interpret the action of d mod m2 in the following way: Let Z2g2 be the Z2 vector space of dimension 2g
and identify the subsequence s = (i1, i2, . . . , ir ), i1 < i2 < · · · < ir , with the vector v(s) which has a 1 in the positions
i1, i2, . . . , ir and a 0 in all other positions.
Then what we need to do is to show that for any v ∈ Z2g2 there are an even number of the vectors v, d(v), d2(v),
. . . , d2g(v) which have a 1 in the last coordinate position. This is then equivalent to showing that the sum
v + d(v)+ d2(v)+ · · · + d2g(v) = (I2g + d + d2 + · · · + d2g)v
has a zero in the last coordinate position.
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M1 =
⎛
⎜⎜⎝
1 1 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
...
...
...
...
. . .
⎞
⎟⎟⎠ ; M2 =
⎛
⎜⎜⎝
1 0 0 0 . . .
1 1 1 0 . . .
0 0 1 0 . . .
...
...
...
...
. . .
⎞
⎟⎟⎠ ;
M3 =
⎛
⎜⎜⎝
1 0 0 0 . . .
0 1 0 0 . . .
0 1 1 1 . . .
...
...
...
...
. . .
⎞
⎟⎟⎠ ; etc.
Here Ei gets represented as Mi . This is a standard symplectic representation of the symmetric group S2g+1 over Z2
(see [4, Proposition 7.8]). It follows that d = E1E2 . . .E2g is represented as
D =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 . . . 0 1
1 0 0 0 . . . 0 1
0 1 0 0 . . . 0 1
0 0 1 0 . . . 0 1
...
...
...
. . . . . .
. . .
...
0 0 0 0 . . . 1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
∈ SL(2g,Z2).
Thus we need to show that (I2g +D +D2 + · · · +D2g)v has 0 as its last coordinate for any v ∈ Z2g2 . Now for any
1 k  2g we have
Dk =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 . . . . . . 1 1 0 . . . 0
0 0 0 . . . . . . 1 0 1 . . . 0
...
...
...
...
...
...
...
...
. . .
...
1 0 0 . . . . . . 1 0 0 . . . 1
0 1 0 . . . . . . 1 0 0 . . . 0
0 0 1 . . . . . . 1 0 0 . . . 0
...
...
...
. . .
...
...
...
...
...
...
0 0 0 . . . 1 1 0 0 . . . 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where the column of 1s is the (2g + 1 − k) the column. It follows that I2g +D +D2 + · · · +D2g is the zero 2g × 2g
matrix, so that (I2g +D +D2 + · · · +D2g)(v) = 0 ∈ Z2g2 certainly has zero in its last entry. This concludes the proof
of (iii) of Lemma 2.2. 
Now from Lemma 2.2(ii), we have
d2g+1(t2,4,6,...,2g) = t2,4,6,...,2g −
2g∑
i=1
t1,...,i t{1,...,i}+{2,4,6,...,2g} mod m3,
and from Lemma 2.2(ii), it follows that
d2g+1
( 2g∑
i=1
t1,...,i t{1,...,i}+{2,4,6,...,2g}
)
=
2g∑
i=1
t1,...,i t{1,...,i}+{2,4,6,...,2g} mod m3.
It follows that
d2(2g+1)(t2,4,6,...,2g) = t2,4,6,...,2g − 2
2g∑
i=1
t1,...,i t{1,...,i}+{2,4,6,...,2g} mod m3,
and so for all k ∈ Z we have
d2k(2g+1)(t2,4,6,...,2g) = t2,4,6,...,2g − 2k
2g∑
t1,...,i t{1,...,i}+{2,4,6,...,2g} mod m3.
i=1
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We now consider the last statement of Theorem 1.3. This is clearly true if we take α to be one of the generators
E±1i as we see from (2.2) and (2.3). Now the result for general α follows by induction on the length of α relative to
these generators.
Now to see that G2g, g > 1, meets the Torelli group Ig,0,1 non-trivially we only need to note that the element
(T (γ1)T (γ2))6 = (E1E2)6 is in G2g and is the Dehn twist about a bounding curve. In fact the normal closure in G2g
of this element is a subgroup of the Torelli group.
This concludes the proof of Theorem 1.3. 
Remark 2.3. We remark that since the action of 4 on F2g is that of a conjugation, the action of 4 on the trace ring
Rg,0,1/Ig,0,1 is trivial. However, what we have shown is that the lift that we have chosen of that action to an action on
Rg,0,1 is non-trivial; this is what gives the faithfulness of the action of G2g .
3. Proofs for Sections 1.1–1.3
Proof of Lemma 1.1.2. Recall that ui = (2,4, . . . ,2g)+ (1,2, . . . , i), i = 0, . . . ,2g, are all of the elements of C2g,g .
It follows that if 1 i < j  2g, 1 r > s  2g and (i, i + 1, . . . , j) = ur + us , then
(i, . . . , j) = ur + us = (2,4, . . . ,2g)+ (1,2, . . . , r)+ (2,4, . . . ,2g)+ (1,2, . . . , s) = (r + 1, . . . , s),
and we must have r = i − 1, s = j . We put
s1
(
(i, . . . , j)
)= (2,4, . . . ,2g)+ (1, . . . , i − 1),
s2
(
(i, . . . , j)
)= (2,4, . . . ,2g)+ (1, . . . , j).
Then we note that s1((i, . . . , j)), s2((i, . . . , j)) ∈ C2g,g , as required. This gives the first part of Lemma 1.1.2.
We will need the following definition: if e = {i, i+1}, e′ = {j, j +1}, i < j , are edges of Ln, then the edge interval
that they determine is the set of edges {k, k + 1}, i  k  j , between them, together with the vertices i + 1, . . . , j
between these edges, but not the vertices i, j + 1.
Now an element of Cn,k is an induced subgraph of Ln having k components. For the rest of this proof we will
think of Ln as the subgraph of Ln+2 on the vertices {2, . . . , n+ 1}. Each component K of an element Z of Cn,k then
corresponds to a choice of two (distinct) edges of Ln+2 (so that the component K consists of the vertices between
these two edges). Here if we have two components K1,K2 of Z, then the corresponding sets of edges will determine
disjoint edge intervals of Ln+2. Thus any such subgraph Z gives a set of 2k edges of Ln+2. It follows that this set of 2k
edges of Ln+2 determined by the components of Z completely determine Z and that conversely, any set of 2k edges
of Ln+2 determines a set of k components of a subgraph of Ln: the first two edges determine the first component, the
third and fourth edges determine the second component, etc. Since Ln+2 has n+ 1 edges we see that cn,k =
(
n+1
2k
)
, as
required. This concludes the proof of Lemma 1.1.2. 
Proof of Theorem 1.1.3. Introduce the notation vij = ti,i+1,...,j ∈ C2g,1 when 1 i < j  2g, so that in Lemma 1.1.2
we have:
s1(vij ) = (2,4, . . . ,2g)+ (1, . . . , i − 1) = ui−1,
s2(vij ) = (2,4, . . . ,2g)+ (1, . . . , j) = uj .
Lemma 3.1. For 1 i < j  2g we have:
Ei(uj ) =
⎧⎨
⎩
uj if j = i − 1, i;
ui−1 if j = i;
tiuj − ui if j = i − 1.
For i < j we have:
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Ej(vij ) = tj vij − vi,j−1; Ej(vi,j−1) = vi,j ;
Ei(vi−1,i ) = tivi−1,i − vi−1,i−1; Ei(vi−1,i−1) = vi−1,i ,
where in all other cases we have Ei(vrs) = vrs .
Proof. This follows directly from (2.2). 
We use the above to show that the element Jg is invariant under the action of G2g . It will suffice to show that Jg
is fixed by each generator Ei , i  2g. We do this by indicating how various terms cancel in Ei(Jg). Recalling the
definition of Jg and using the above we see that
Jg =
2g∑
r=0
u2r +
∑
s∈C2g,1
sign(s)× ts ts1(s)ts2(s)
=
2g∑
r=0
u2r +
∑
1rs2g
sign(vrs)× vrsur−1us,
where sign(vrs) = (−1)r+s+1.
Now if r, s = i −1, i, i +1, then Ei(vrs) = vrs , and if i −1, i +1 ∈ [r, s] or i −1, i +1 /∈ [r, s], then Ei(vrs) = vrs .
This takes care of some of the terms of Jg , while for the others we collect terms as follows: first consider the situation
where j > i + 1; then by Lemma 3.1 we have:
(−1)i+j+1Ei(vijui−1uj ) = (−1)i+j+1vi+1,j (tiui−1 − ui)uj ;
(−1)i+1+j+1Ei(vi+1,j uiuj ) = (−1)i+j (tivi+1,j − vij )ui−1uj ,
so that
(−1)i+j+1Ei(vijui−1uj )+ (−1)i+1+j+1Ei(vi+1,j uiuj )
= (−1)i+j+1vijui−1uj + (−1)i+1+j+1vi+1,j uiuj .
Thus the above sum of two terms is fixed by Ei .
Now if r = i, s = i + 1, then we again use Lemma 3.1 to get:
(−1)2Ei(vi,i+1ui−1ui+1) = vi+1,i+1(tiui−1 − ui)ui+1;
(−1)1Ei(vi+1,i+1uiui+1) = (−1)(tivi+1,i+1 − vi,i+1)ui−1ui+1.
Thus Ei(vi,i+1ui−1ui+1 − vi+1,i+1uiui+1) = vi,i+1ui−1ui+1 − vi+1,i+1uiui+1, as required for these terms.
For r = s = i we next find other sums of monomials which are fixed; we have:
−Ei(vi,iui−1ui) = −vi,i(tiui−1 − ui)ui−1;
Ei
(
u2i−1
)= (ui−1ti − ui)2 = u2i−1t2i − 2ui−1tiui + u2i ;
Ei
(
u2i
)= u2i−1.
Since vii = ti this shows that
Ei
(−vi,iui−1ui + u2i + u2i−1)= −vi,iui−1ui + u2i + u2i−1,
so that −vi,iui−1ui + u2i + u2i−1 is fixed by Ei . For r = s = i − 1 we similarly have:
Ei(−vi−1,i−1ui−2ui−1 + vi−1,iui−2ui) = −vi−1,i−1ui−2ui−1 + vi−1,iui−2ui,
giving more subsums of Jg that are fixed by Ei .
There are various other subsums, all of the kind (−1)i+k+1(vkiuk−1ui − vk,i+1uk−1vi+1), which are also fixed
by Ei . Checking these cases completes the proof of Theorem 1.1.3. 
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Rg,0,1; then, using the action of G2g given in Section 2, one sees that each such direct summand is G2g-invariant
(one need only consider the action of the generators Ei ). The rest is also straightforward. This completes the proof of
Theorem 1.1.4. 
Proof of Theorem 1.1.1. Part (ii) is a simple calculation. It is also similarly easy to see that e = t21 + t22 + t212 − t1t2t12
is invariant under 〈E1,E2〉. Thus we need only show that any 〈E1,E2〉-invariant element f ∈ Q[t1, t2, t12] is in Q[e].
Now we have the ring homomorphism
Θ :Q[t1, t2, t12] → Q[cos θ1, cos θ2, cos θ1 + θ2],
Θ(t1) = 2 cos θ1, Θ(t2) = 2 cos θ2, Θ(t12) = 2 cos θ1 + θ2.
It is easy to check that Θ(e) = 4. The proof of (i) will follow if we can show:
(1) Θ(f ) ∈ Q; and
(2) kerΘ = Q[e].
For suppose that (1) and (2) are true; then since f is invariant and Θ(f ) ∈ Q we have
Θ
(
f −Θ(f ))= Θ(f )−Θ(f ) = 0.
Thus by (2) we have f −Θ(f ) = ey, y ∈ Q[t1, t2, t12], Θ(f ) ∈ Q, and since e, f are both 〈E1,E2〉-invariant it follows
that y is 〈E1,E2〉-invariant. Thus, since degy < degf , induction on the degree of f will give Theorem 1.1.1(i). We
now prove (1) and (2).
As indicated in (1.4), the action of E1,E2 on Q[cos θ1, cos θ2, cos(θ1 + θ2)] corresponds to the action of the matri-
ces
(
1 −1
0 1
)
,
(
1 0
1 1
)
on θ1, θ2.
For (1) we first expand Θ(f ) using the Taylor series for cos θ1, cos θ2, cos θ1 + θ2. This Taylor series can be written
Θ(f ) =∑∞i=0 fi , where Each fi is a polynomial of degree i in θ1, θ2. Of course f0 ∈ Q; if Θ(f ) /∈ Q, then let m> 0
be minimal such that fm = 0. Write fm =∑mi=0 ciθ i1θm−i2 , ci ∈ Q. Since f is 〈E1,E2〉-invariant we see that 〈E1,E2〉
must fix fm. But for all k ∈ Z we have:
m∑
i=0
ciθ
i
1θ
m−i
2 = fm = Ek1(fm) =
m∑
i=0
ci(θ1 − kθ2)iθm−i2 .
It easily follows that ci = 0 for i = 1, . . . ,m. Similarly, by acting by E2 it follows that ci = 0, i = 0, . . . ,m− 1. Thus
fm = 0 and (1) follows.
For (2) we let K = kerΘ . Then e ∈ K . Note that x = cos θ1, y = cos θ2 are algebraically independent functions
and that Θ(e) gives a relation for z = cos(θ1 + θ2) which is quadratic over Q[x, y]. Now suppose that we had some
element g ∈ kerΘ which was not in Q[e]. Then this would result in an invariant expression of the form t12U + V,
where U,V ∈ Q[t1, t2]. However it is clear that no such relation can hold. This proves (2) and concludes the proof of
Theorem 1.1.1. 
Proof of Lemma 1.2.1. (i) In [2, p. 184] (or [29]) we find the following presentation of M2,0,0 given by Birman and
Hilden:
〈
a, b, c, d, e | aba = bab, ac = ca, ad = da, ae = ea, bcb = cbc, bd = db, be = eb,
cdc = dcd, ce = ec, ded = ede, (abcde2dcba)2, (abcde2dcba, a), (abcde)6〉. (3.1)
In [2] Birman uses the notation a = ζ1, b = ζ2, c = ζ3, d = ζ4, e = ζ5 and we identify these a, b, c, d with the elements
E1,E2,E3,E4 of G4,0 = 〈E1,E2,E3,E4〉0. That the index of G4,0 = 〈a, b, c, d〉 in M2,0,0 is 6 is now a calculation
using the Reidemeister–Schreier algorithm [18, Version 2.10].
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→
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tq2 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
q2 − q q 0 0 −q + 1 0 0 0 0 0
q2 − q 0 q 0 0 −q + 1 0 0 0 0
q2 − q 0 0 q 0 0 −q + 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
;
E1E2E3E4 
→
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 tq2 0 0 0 0 0 0
0 0 0 0 0 0 tq2 0 0 0
0 0 0 0 0 0 0 0 tq2 0
0 0 0 0 0 0 0 0 0 tq2
q2 0 0 0 0 0 0 0 0 0
0 q2 0 0 0 0 0 0 0 0
0 0 q2 0 0 0 0 0 0 0
0 0 0 0 q2 0 0 0 0 0
0 0 0 0 0 q2 0 0 0 0
0 0 0 0 0 0 0 q2 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
One can also use MAGMA to find a presentation for the subgroup 〈E1,E2,E3,E4〉0. Then Lemma 1.2.1(i)
will follow if we can show that each relation r (= 1) in this presentation is a word r = r(a, b, c, d) such
that r(E1,E2,E3,E4) ∈ 〈E1,E2,E3,E4〉 is an even power of the generator z = (E1E2E3E4)5 of the centre of
〈E1,E2,E3,E4〉 ∼= B5 (and that we actually obtain z2 as such an element). To do this we need a convenient way
to represent 〈E1,E2,E3,E4〉 ∼= B5 and we choose Bigelow’s faithful matrix representation [1] of B5 by 10 × 10 ma-
trices over Z[q, t, q−1, t−1]. Above we have given the Bigelow images of the elements E1, π = E1E2E3E4 as these
generate B5:
E2 = πE1π−1, E3 = π2E1π−2, E4 = π3E1π−3.
One now calculates the matrices M1, . . . ,M4 representing E1, . . . ,E4. Then for each relation r(E1, . . . ,E4) for the
group 〈E1, . . . ,E4〉0 we check that r(M1, . . . ,M4) is in the subgroup 〈z2〉 and that this subgroup is generated by all
of these r(M1, . . . ,M4). This concludes the proof of Lemma 1.2.1(i).
(ii) Now let
φ :M2,0,0 → Aut
(
H1(Σ2,0,0,Z)
)∼= Sp(4,Z),
be the symplectic representation. This is onto [20] and one can obtain a presentation for the symplectic group Sp(4,Z)
by adding the relation (ab)6 to the presentation forM2,0,0 given in (3.1) [27]. Using this presentation for Sp(4,Z) we
can similarly show that the index of the subgroup φ(〈E1,E2,E3,E4〉0) in Sp(4,Z) is also 6. Then elementary group
theory shows that 〈E1,E2,E3,E4〉0 contains the kernel of φ, namely I2,0,0.
Using MAGMA one can find the following set of (right) coset representatives:
1,E5,E5E4,E5E4E3,E5E4E3E2,E5E4E3E2E1,
for the subgroup G4,0 in M2,0,0. Now by [27], I2,0,0 is the normal closure in M2,0,0 of (E1E2)6 and since I2,0,0
is contained in 〈E1,E2,E3,E4〉0 we see that I2,0,0 is the normal closure in 〈E1,E2,E3,E4〉0 of the following six
elements:
(E1E2)
6,E5(E1E2)
6E−15 ,E5E4(E1E2)
6E−14 E
−1
5 ,E5E4E3(E1E2)
6E−13 E
−1
4 E
−1
5 ,
E5E4E3E2(E1E2)
6E−12 E
−1
3 E
−1
4 E
−1
5 ,E5E4E3E2E1(E1E2)
6E−11 E
−1
2 E
−1
3 E
−1
4 E
−1
5 .
But using only the braid relations in the presentation for M2,0,0 we see that
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6E−15 = (E1E2)6,
E5E4(E1E2)
6E−14 E
−1
5 = (E1E2)6,
E5E4E3E2(E1E2)
6E−12 E
−1
3 E
−1
4 E
−1
5 = E5E4E3(E1E2)6E−13 E−14 E−15 ,
E5E4E3E2E1(E1E2)
6E−11 E
−1
2 E
−1
3 E
−1
4 E
−1
5 = E5E4E3(E1E2)6E−13 E−14 E−15 .
This shows that I2,0,0 is the normal closure in 〈E1, . . . ,E4〉 of the elements (E1E2)6 and E5E4E3(E1E2)6E−13
E−14 E
−1
5 . Thus to prove Lemma 1.2.1(ii) it suffices to show that E5E4E3(E1E2)6E−13 E−14 E−15 = (E3E4)6, and then
that (E3E4)6 is a conjugate of (E1E2)6.
In (1.7) we have noted the action of M2,0,1 on the fundamental group π1(Σ2,0,1) = 〈a, b, c, d〉. It follows that the
action of M2,0,0 on the fundamental group π1(Σ2,0,0) = 〈a, b, c, d | cd−1c−1dba−1b−1a〉 is also as given in (1.7).
However in this latter case we are considering the action up to conjugacy, i.e., the faithful representation of M2,0,0
as a subgroup of Out(π1(Σ2,0,0)). This is a particular case of a classical result of Nielsen [22–24] which says that
Mg,0,0 embeds in Out(π1(Σg,0,0)). Thus we have a way to check that E5E4E3(E1E2)6E−13 E−14 E−15 (E3E4)−6 = 1,
namely we need to find an element w ∈ π1(Σ2,0,0) such that for any x ∈ {a, b, c, d} we have
(x)E5E4E3(E1E2)
6E−13 E
−1
4 E
−1
5 (E3E4)
−6 = wxw−1.
We will show that w = b−1d−1bcdc−1 will work. We will do the case x = a, leaving the rest (which are similar)
to the reader. Now one easily checks that (where we indicate changes with parentheses):
(a)E5E4E3(E1E2)
6E−13 E
−1
4 E
−1
5 (E3E4)
−6
= wb−1db(cd−1c−1dba−1b−1a)b−1d−1bbab−1d−1b−1db
= w(b−1dbb−1d−1b)bab−1d−1b−1db
= w(bab−1d−1)b−1db
= wacd−1c−1b−1db
= waw−1.
This shows that I2,0,0 is the normal closure in 〈E1,E2,E3,E4〉0 of (E1E2)6 and (E3E4)6. However these elements
are conjugate in 〈E1,E2,E3,E4〉0 since αE1E2α−1 = E3E4 where α = E1E2E3E4 (this is an easy consequence of
the braid relations). This concludes the proof of Lemma 1.2.1. 
Proof of Lemma 1.2.2. (i) From Lemma 1.2.1 we see that the map π :G4 →M2,0,0 has kernel the infinite cyclic
subgroup generated by z2, where z generates the centre of G4. Now we note that z2 ∈ I2,0,1, since z2 is equal to the
Dehn twist about a curve parallel to the boundary of Σ2,0,1. Thus z2 ∈ I2,0,0 and the restriction
π ′ :G4 ∩ I2,0,1 → I2,0,0 ⊂M2,0,0
of π has kernel kerπ ∩I2,0,0 = 〈z2〉. To prove Lemma 1.2.2(i), we now need only show that π ′ is onto. Now we know
from a result of Mess [21] that I2,0,0 is a free group of infinite rank, where one can choose a set of free generators to be
certain bounding twists (Dehn twists along bounding simple closed curves). We will now show that if T (c) ∈ I2,0,0 is
a bounding twist, then there is a bounding simple closed curve c′ ⊂ Σ2,0,1 such that T (c′) ∈ G4 and π ′(T (c′)) = T (c).
This will conclude the proof of Lemma 1.2.2(i).
Let c12 ⊂ Σ2,0,0 denote the bounding simple closed curve such that T (c) = (E1E2)6 ∈ G4,0 and let c′12 ⊂ Σ2,0,1
denote the bounding simple closed curve such that T (c′) = (E1E2)6 ∈ G4. Let T (c) ∈ I2,0,0 be a non-central bound-
ing twist. Then by Lemma 1.2.1 there is α ∈ G4,0 such that α(c12) = c, from which it follows that αT (c12)α−1 = T (c).
Now let α′ ∈ G4 be a lift of α and let α′(c′12) = c′. Then
π ′
(
T (c′)
)= π ′(α′T (c12)(α′)−1)= T (c),
as required for Lemma 1.2.2(i).
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For Lemma 1.2.2(ii) we note that K2,0,1 ∩ CM2,0,1(τ2,0,1) is generated by all bounding twists T (c′) where c′ is
fixed by τ2,0,1. Let Cτ2,0,1 denote the set of all bounding simple closed curves in Σ2,0,1 which are fixed by τ2,0,1 and
let Cτ2,0,0 be the corresponding set for Σ2,0,0 and τ2,0,0. Then there is a canonical projection
η :Cτ2,0,1 → Cτ2,0,0,
and (ii) will follow if we can show that this is a bijection. This we now prove.
Suppose that η(c1) = η(c2). Then T (η(c1)) = T (η(c2)) (as elements of M2,0,0). Since the kernel of π :G4 →
M2,0,0 is in the centre it follows that T (c1) and T (c2) must commute. This means that ι(c1, c2) = 0, i.e., we can
τ2,0,1-equivariantly isotope c1 and c2 to be disjoint. Now both c1 and c2 are τ2,0,1-invariant; thus Σ2,0,1 \ c1 has two
connected components A,B say, where A is a Σ1,0,1 and B is a Σ1,0,2. Also c1 ⊂ A¯ ∩ B , c2 ⊂ A ∪ B and both A
and B are τ2,0,1-invariant. Now any bounding simple closed curve on A is parallel to c1; so if c2 ⊂ A, then c1 = c2.
Assume now that c2 ⊂ B . We have drawn B in Fig. 2 (on the left).
We may choose a fundamental domain X ⊂ B for the action of τ2,0,1 on B so that X is a Σ0,0,2 and where
X∩ τ2,0,1(X) = C ∪D∪E, where E is one of the boundary components of X and C,D are disjoint closed connected
subsets of the other boundary component of X. See Fig. 2. Now put c2 in general position relative to C,D,E, noting
that we can do this so that the resulting image is still τ2,0,1-invariant. Then every component of X ∩ c2 is an arc with
end points in C ∪ D ∪ E. If any such arc can be homotoped into C ∪ D ∪ E, then we may do this (and then pull it
to the other side), thus decreasing the number of points of (C ∪ D ∪ E) ∩ c2 (use an inner-most arc argument). Now
if an arc γ of X ∩ c2 goes from C to D, then we may choose an outermost such arc (an arc that is furthest from E).
It follows that γ ∪ τ2,0,1(γ ) is parallel either to the boundary of Σ2,0,1 or to c1. Thus we may assume that there are
no such arcs. It follows that X ∩ c2 may only have arcs which (i) join C to C and E to C or (ii) join D to D and E
to D. Assume the first situation, as the second is similar. Then D ∩ c2 = ∅, however we must have an equal number of
points on D ∩ c2 as on C ∩ c2, since c2 is τ2,0,1-invariant. Thus this situation is not possible. This completes the proof
of Lemma 1.2.2(ii). 
Proof of Theorem 1.2.5. We first check that the map Ei 
→ Mi , where the Mi are as in (1.4) extends to give a rep-
resentation of the braid group G2g . This is straightforward. Thus Tg :G2g → Aut(〈θ1, . . . , θ2g〉), Tg(Ei) = Mi , is
a representation. It is similarly easy to check that the form given in (1.5) is fixed by these matrices.
Next we prove the compatibility of the actions indicated in (1.3). It will suffice to consider the action of the
generators Ei as indicated in (2.2). Consider the first non-identity action:
Ei(tu,i−1,i,v) = tu,i−1,i,vti − tu,i−1,v if i − 1, i ∈ s, i + 1 /∈ s.
Now in this situation we have:
Mi
(
θ(tu,i−1,i,v)
)= θ(tu,i−1,i,v)+ θ(ti).
We also have θ(tu,i−1,v) = θ(tu,i−1,i,v) − θ(ti), so that the result in this case will follow if we can show that the
following trigonometric relation holds:
2 cos
(
θ(tu,i−1,i,v)+ θ(ti)
)= 2 cos(θ(ti))× 2 cos(θ(tu,i−1,i,v))− 2 cos(θ(tu,i−1,i,v)− θ(ti)).
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cos(a + b) = 2 cos(a)× cos(b)− cos(b − a),
from which the above relation follows.
The rest of the cases are either similar to this or easier: the above trigonometric identity is all that one needs to use.
Since cos θ is periodic we see that Θ determines a map defined on (S1)2g, S1 = R/(2π), such that Θ(x) = Θ(y)
if and only if x = ±y (x, y ∈ (S1)2g). Thus Θ gives a homeomorphism of (S1)2g/(x = −x) with its image.
Now for n ∈ N let Wn denote the set of all x = (xi) ∈ (S1)2g where each xi has the form 2πk/n. Then for any
α ∈ G2g we see from (1.4) together with what we have proved above, that α(x) ∈ Wn. The set
W∞ =
∞⋃
n=1
Wn
is a dense set in (S1)2g and so Θ(W∞) is a dense subset of Im(Θ). This concludes the proof of Theorem 1.2.5. 
Proof of Theorem 1.2.10. We wish to show that Kg is G2g-invariant. Let
p = p(t1, t2, . . . , t1,2,...,2g) ∈ Rg,0,1.
Then p ∈ Kg if and only if
Θ(p) = p(2 cos(θ1),2 cos(θ2), . . . ,2 cos(θ1 + θ2 + · · · + θ2g))= 0.
Here we recall that θ1, . . . , θ2g are independent indeterminates. Let α ∈ G2g . Then by Theorem 1.2.5 we have
Θ
(
α
(
p(t1, t2, . . . , t1,2,...,2g)
))
= p(2 cos(Tg(α)θ1),2 cos(Tg(α)θ2), . . . ,2 cos(Tg(α)θ1 + Tg(α)θ2 + · · · + Tg(α)θ2g)),
which is zero since θi 
→ Tg(α)θi is a linear representation. Thus Θ(αp(t1, t2, . . . , t1,2,...,2g)) = 0, showing that
α(p(t1, t2, . . . , t1,2,...,2g)) ∈ Kg , as required. This concludes the proof of Theorem 1.2.10. 
Proof of Theorem 1.2.11. We first consider the last statement. We first prove:
Lemma 3.2. Let θ =∑ni=1 λiθi , λi ∈ Z.
(i) Then cos(θ) can be written as an integral sum of terms in the variables
cos(θ1), cos(θ2), . . . , cos(θn), sin(θ1), sin(θ2), . . . , sin(θn),
where each such term has the form
q
(
cos(θ1), cos(θ2), . . . , cos(θn)
)× sin(θi1) sin(θi2) . . . sin(θir ),
where q is a monomial, i1, i2, . . . , ir is a strictly increasing subsequence of 1,2, . . . , n and r is even.
(ii) Similarly, sin(θ) can be written as an integral sum of terms in the variables cos(θ1), cos(θ2), . . . , cos(θn), sin(θ1),
sin(θ2), . . . , sin(θn), where each such term has the form
q
(
cos(θ1), cos(θ2), . . . , cos(θn)
)× sin(θi1) sin(θi2) . . . sin(θir ),
where q is a monomial, i1, i2, . . . , ir is a strictly increasing subsequence of 1,2, . . . , n and r is odd.
(iii) For any increasing subsequence i1 < i2 < · · · < i2r of 1,2, . . . , n the function cos(θi1 + θi2 + · · · + θi2r ) has the
from
cos(θi1) cos(θi2)× · · · × cos(θi2r )+X,
where each term of X is a monomial in cos(θi1), cos(θi2), . . . , cos(θi2r ) multiplied by some monomial μs
in sin(θi1), sin(θi2), . . . , sin(θi2r ), where μs is of degree at most 2r − 2 and is of degree one in each of
sin(θi1), sin(θi2), . . . , sin(θi2r ). There is a similar expression for sin(θi1 + θi2 + · · · + θi2r ) obtained by inter-
changing sin and cos in the above.
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the form
cos(θi1) cos(θi2)× · · · × cos(θi2r+1)+X,
where each term of X is a monomial in cos(θi1), cos(θi2), . . . , cos(θi2r+1) multiplied by some monomial μs in
sin(θi1), sin(θi2), . . . , sin(θi2r+1), where μs is of degree at most 2r and is of degree one in each of sin(θi1), sin(θi2),
. . . , sin(θi2r+1). There is a similar expression for sin(θi1 + θi2 + · · · + θi2r+1) obtained by interchanging sin and
cos in the above.
Proof. The proof of (i) and (ii) is by simultaneous induction on ∑ni=1 |λi |, using the basic trig identities.
The proof of (iii) and (iv) is by induction on r , using the basic trig identities. 
Now for (iii) of Theorem 1.2.11 we note that for fixed n ∈ N there are exactly 2n−1 of the products of the form
sin(θi1) sin(θi2) × · · · × sin(θi2s ) where 0  2s  n; we denote these elements by sn,1, . . . , sn,2n−1 . Thus, using the
above lemma, if ei ∈ COSn, i  r , r > 2n−1, then we can write each ei as
ei =
2n−1∑
j=1
qij sn,j , qij ∈ Q
[
cos(θ1), . . . , cos(θn)
]
.
Since θ1, . . . , θn are indeterminates we see that Q[cos(θ1), . . . , cos(θn)] is a principal ideal domain and so we can
solve equations over its field of fractions Fn. Since r > 2n−1 we have more equations than variables and so we
have a linear dependence
∑r
i=1 wiei = 0, wi ∈Fn, which we can turn into a linear dependence
∑r
i=1 w′iei = 0, w′i ∈
Q[cos(θ1), . . . , cos(θn)]. This proves (iii) and (ii) follows since by (iii) the elements 1, cos(θ), cos(θ)2, . . . , cos(θ)2n−1
are linearly dependent over Q[cos(θ1), . . . , cos(θn)]. Now (i) follows from (ii). Lastly, (iv) is similar to (iii). 
Proof of Theorem 1.3.1. The proof of Theorem 1.3.1 is an easy calculation.
Proof of Theorem 1.3.2. For this one checks the invariance of the given element under each of E1, . . . ,E5; this
proves the first statement. Then the invariance of the subring in (1), the ideal in (2) and the elements in (1) and (2)
are easy calculations using the action of 〈E1, . . . ,E5〉 given by (1.8). These invariant elements were found using
MAGMA [18].
Since each generator qi is in either R1 or I2, we see that Q[q1, . . . , q15] ⊂ R1 + I2. Now there is a ring epimor-
phism φ :Q[q1, . . . , q15] → R1 where φ(qi) = qi if qi ∈ R1 and φ(qi) = 0 if qi ∈ I2. The kernel of this epimorphism
is clearly the ideal I2, while the restriction of φ to R1 is the identity; the direct sum decomposition of Theorem 1.3.2
follows. 
Proof of Theorem 1.2.8. The classes [ts] ∈ mg,0,1/m2g,0,1 are a basis for mg,0,1/m2g,0,1 and relative to this basis
the matrix of a generator Ei is a monomial matrix M(Ei) (having one non-zero element in each row and column).
These non-zero entries are ±1; this all follows from (2.2). It follows that M(Ei)M(Ei)T = I22g−1, showing that the
representation is orthogonal. The subrepresentation mg,k/m2g,k is also orthogonal by a similar argument since the
classes [ts], s ∈ C2g,k , form a basis in this case.
Next note that the matrices M(Ei), i  2g, satisfy M(Ei)4 = I , (M(Ei)M(Ei+1))3 = I and we will now show that
these relations, with the braid relations, give a presentation for Cox(D2g+1). First note that adding the relation M(Ei)2
gives the symmetric group S2g+1. We now investigate the normal closure of the elements M(Ei)2. Here we note that
the matrix M(Ei)2 is diagonal with diagonal entries ±1 and that the −1 entries occurring correspond to the ts where
exactly one of i − 1, i + 1 occur in s. It follows that M(E1)2, . . . ,M(E2g)2 generate a subgroup N isomorphic to Z2g2
(and we have already noted that the quotient by this subgroup is isomorphic to S2g+1). Further, the action of S2g on
N is exactly the action that Cox(D2g+1) has on the kernel of the epimorphism Cox(D2g+1) → S2g+1. It follows that
〈M(E1), . . . ,M(E2g)〉 ∼= Cox(D2g+1).
We now show that the action of G2g on each mg,k/m2g,k, k = 1, . . . , g, is irreducible. Fix k,1  k  g, and note
that G2g acts transitively on the set of elements [ts] ∈ mg,k/m2 , s ∈ C2g,k . Recall from the above that the matrixg,k
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2 is diagonal with diagonal entries ±1 and that the −1 entries occurring correspond to the [ts] where exactly
one of i − 1, i + 1 occur in s. This statement also applies to the restriction of M(Ei)2 to mg,k/m2g,k .
We first consider the case k = g. Above we have given a basis u0, u1, . . . , u2g+1 for mg,g/m2g,g . Let W be an
invariant subspace of mg,g/m2g,g . Then the transitivity of the G2g action on the ts , s ∈ C2g,g, implies that there is
w ∈ W , w = 0, such that the coefficient of u1 is non-zero in w; write w = c0u0 + c1u1 + w′, where w′ has no u1 or
u0 term in it and c1 = 0. Now E21(w) = −c0u0 − c1u1 +w′ and so we see that v = c0u0 + c1u1 ∈ W . It easily follows
from the action given in (2.2) that the span of v,E1(v),E2(v) contains u1 and so, by transitivity, contains all of the ui .
Thus W = mg,k/m2g,k . So now we may assume that k < g.
Next note that the element
t
(2)
g,k = t1,2,5,6,9,10,...,2k−5,2k−4,2k−1,2k,
is in V2g,k and that this element of mg,k/m2g,k is in the −1-eigenspace of each of M(E1)2,M(E2)2, . . . ,
M(E2k)2,M(E2k+1)2.
Lemma 3.3. Let g  2 and 1 k < g. Then the element t (2)g,k is the only element of the form ts where s ∈ C2g,k which
is in the −1-eigenspace of each of
M(E1)
2,M(E2)
2, . . . ,M(E2k)
2,M(E2k+1)2.
Proof. The proof is by induction on g. 
Now suppose that W is an invariant subspace of mg,k/m2g,k and let w ∈ W . Again the transitivity of the action of
G2g on the [ts] ∈ mg,k/m2g,k , where s ∈ C2g,k, implies that we may assume that the coefficient of t (2)g,k is non-zero. We
now act by one of M(E1)2, . . . ,M(E2k)2,M(E2k+1)2 so as to reduce the number of non-zero entries in w.
Suppose that the entry of w corresponding to the generator ts = t (2)g,k is non-zero. Then by Lemma 3.3 there is some
1 i  2k + 1 such that M(Ei)2(ts) = ts . Then we can write w = w1 +w2, where
(1) if ctr is a non-zero term of w, then ctr is a non-zero term of either w1 or w2;
(2) the coefficient of t (2)g,k in w1 is non-zero;
(3) M(Ei)2(w1) = −w1,M(Ei)2(w2) = w2.
Then M(Ei)2(w) = −w1 +w2 and so the span of w = w1 +w2 and M(Ei)2(w) = −w1 +w2 contains the word w1
having a smaller number of non-zero entries than does w and for which the coefficient of t (2)g,k in w1 is non-zero. Thus
we have shown that the element t (2)g,k is in w. The transitivity of the action of G2g on the set of ts , s ∈ C2g,k, shows
that W is equal to mg,k/m2g,k . This concludes the proof of Theorem 1.2.8. 
Proof of Theorem 1.2.13. As indicated in Section 1.2, one can easily check that the following are in Kg (1 < i,
1 < u< v):
(i) 2tuv − t1t1uv + t1ut1v − tutv ;
(ii) t1uv(4 − t21 )+ t1t1ut1v + t1tutv − 2tut1v − 2tvt1u;
(iii) t21 + t2i + t21i − t1ti t1i − 4.
Suppose that r ∈ Kg . Then we may use (i) above to remove from r any occurrences of the variable ts = tuv where s
has no 1 in it and has length at least two. We do this starting with a generator ts of the above type which has s of
maximal length among all such generators occurring in the monomials of r . Thus we may now assume that all of the
generators ts occurring in the monomials of r have the form ti , t1w for i = 1, . . . , n and w an increasing subsequence
not containing 1.
Now choose from the generators t1w one such generator where w is of maximal length. Assume that this length is
at least three and write t1w = t1uv , where u,v are non-empty sequences. Then we can use (ii) above to substitute for
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numerator of this element and repeat the above process. This will reduce r to an element in the subring
Mg = Q[t1, t2, . . . , t2g, t12, t13, . . . , t1,2g].
We now show that any element of Mg ∩ Kg is in the ideal generated by the elements (iii).
We may now suppose that r is such an element where r involves the generators t12, t13, . . . , t1k , where k is minimal.
Suppose first that k = 2. Then we have the element r and from (iii) we also have t212 + t21 + t22 − t1t2t12 − 4 ∈ Rg .
Thus using this latter relation we may reduce r to an element r ′ which has degree at most 1 in t12. But we see from
Lemma 3.4 below that t12 does not satisfy a linear polynomial over Q[t1, t2, . . . , t2g]. Thus r ′ has no occurrences of t12
terms and so r ′ ∈ Q[t1, t2, . . . , t2g]. It follows that r ′ = 0. This starts an induction.
We now consider Lemma 3.4; the rest of the proof by induction will be given after Lemma 3.4. Let Eg denote
the trigonometric expansion function for cosines, so that for any p ∈ Rg,0,1 we use cos(a + b) = cos(a) cos(b) −
sin(a) sin(b) and sin2(a) = 1 − cos2(a) to reduce p to a polynomial E(p) in cos(θi), sin(θi), i  2g, where the
sin(θi)s have degree at most 1. We will write
E(p) =
∑
κu(p)su, (3.2)
where su is a product of distinct sin(θi)s (i  2g) and κu ∈ Q[cos(θ1), . . . , cos(θ2g)].
Lemma 3.4. Let p ∈ Rg,0,1 with Eg(p) as in (3.2). Then p ∈ Kg if and only if κu(p) = 0 for all u.
Proof. Certainly if κu(p) = 0 for all u, then Eg(p) = 0 and so p ∈ Kg .
Now consider the situation where p ∈ Kg and let E(p) =∑κu(p)su. If κu(p) = 0 for all u, then we are done,
so assume that this is not the case and let y  2g denote the largest index such that sin(θy) occurs as a factor of
some monomial of E(p). We further assume that p is a minimal such example, i.e., that y is minimal among all such
examples. Then we can write
0 = E(p) = A+B sin(θy),
where sin(θy) does not occur in A or B and by the minimality of p we must have A,B = 0. Thus only cos(θy) and
powers thereof occur in A,B . It follows that if we replace θy by −θy , then we obtain A−B sin(θy) = 0, from which
it follows that A = B = 0, a contradiction. This concludes the proof of Lemma 3.4. 
Now assume that k > 2. Then again we have r and t21k + t21 + t22 − t1t2t1k − 4 ∈ Rg , which allows us to reduce r
to r ′ which has degree at most 1 in t1k . This allows us to write r ′ = y + zt1k , where t1k does not occur in any term of
y or z. Then we have
0 = E(r ′) = E(y)+E(z) cos(θ1) cos(θk)−E
(
z sin(θ1)
)
sin(θk),
from which it follows that E(z sin(θ1)) = 0 (as in the proof of Lemma 3.4 we replace θk by −θk). But this shows that
E(z) = 0, contradicting the minimality of k. This concludes the proof of Theorem 1.2.13. 
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