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DEFORMATIONS OF CONSTANT MEAN CURVATURE SURFACES
PRESERVING SYMMETRIES AND THE HOPF DIFFERENTIAL
DAVID BRANDER AND JOSEF F. DORFMEISTER
ABSTRACT. We define certain deformations between minimal and non-minimal
constant mean curvature (CMC) surfaces in Euclidean space E3 which preserve
the Hopf differential. We prove that, given a CMC H surface f , either minimal
or not, and a fixed basepoint z0 on this surface, there is a naturally defined family
fh, for all h ∈ R, of CMC h surfaces that are tangent to f at z0, and which have
the same Hopf differential. Given the classical Weierstrass data for a minimal
surface, we give an explicit formula for the generalized Weierstrass data for the
non-minimal surfaces fh, and vice versa. As an application, we use this to give
a well-defined dressing action on the class of minimal surfaces. In addition, we
show that symmetries of certain types associated with the basepoint are preserved
under the deformation, and this gives a canonical choice of basepoint for surfaces
with symmetries. We use this to define new examples of non-minimal CMC
surfaces naturally associated to known minimal surfaces with symmetries.
1. INTRODUCTION
Let Σ ⊂ C be a simply connected domain. The classical Weierstrass representa-
tion for minimal surfaces states that given a pair (dω, ν), where dω = µ(z)dz is a
holomorphic 1-form and ν a meromorphic function on Σ, and appropriate orders
of vanishing, then the formula
f = 2ℜ
∫ z
z0
fz dz, fz dz =
(
(1−ν2)e1− i(1+ν2)e2−2ν e3
)
dω,
gives a minimal surface f : Σ→ R3. Conversely, all minimal immersions of Σ can
be obtained this way. This representation is one of the major tools in the study of
minimal surface theory.
For non-minimal constant mean curvature (CMC) surfaces, an infinite dimensional
analogue to the Weierstrass representation was given in the 1990’s by Dorfmeister,
Pedit and Wu in [8]. If we take the above 1-form fz dz as the Weierstrass data
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for a minimal surface, then the analogous coordinate-independent data for a non-
minimal surface is the normalized potential ηˆ , which can be expressed in local
coordinates as
(1.1) ηˆ =
(
0 −H2 a(z)
Q(z)
a(z) 0
)
λ−1dz,
where Q is a holomorphic function, and a is meromorphic (with appropriate orders
of vanishing), and λ is an S1-parameter. The holomorphic bilinear form Qdz2 is
called the Hopf differential and is well-defined independent of coordinates. The
surface is obtained by integrating ηˆ , performing a loop group decomposition, and
applying the Sym-Bobenko formula, a simple formula involving the factor 1/H.
The loop group decomposition is non-trivial to write down explicitly in practice,
which means that it is more difficult to use this representation to construct or study
CMC surfaces when compared with minimal surfaces.
The 1-forms fzdz and ηˆ are unique given a choice of basepoint z0 on Σ. Although
one cannot substitute H = 0 directly into the Sym-Bobenko formula, it is a plausi-
ble guess that taking the limit as H tends to zero in the potential (1.1) might lead to
a minimal surface. The main result of this article is more useful than that, because
it includes the converse:
Theorem 1.1. Let Σ⊂ C be a contractible domain.
(1) Let f : Σ→ E3 be a conformally immersed minimal surface, and a base-
point z0 ∈ Σ fixed. Then there is a canonical family of conformally im-
mersed CMC h surfaces fh : Σ→ E3, all with the same Hopf differential
as f , such that f = f0 and all of the maps fh, together with their tangent
planes, agree at the point z0. The family depends real analytically on h. If
(µdz,ν) are the classical Weierstrass data for f , with coordinates chosen
so that µ(z0) = 1 and ν(z0) = 0, then the normalized potential for fh is
(1.2) ηˆh =
(
0 −hµ
−νz 0
)
λ−1dz.
(2) Conversely, let H be any non-zero real number and fH : Σ→ E3 be a CMC
H immersion. For a given basepoint z0 let
(1.3) ηˆH =
(
0 −H2 a
Q
a 0
)
λ−1dz,
be the associated normalized potential. For any meromorphic function g,
let Ord(g(z)) denote the order of vanishing of g at the point z. Let Σ∗ be
the open dense subset of Σ on which the following conditions are satisfied:
(a) the function a is holomorphic;
(b) at any zero of a we have Ord(Q) = (Ord(a)−2)/2.
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Then the surface fH
∣∣
Σ∗ : Σ
∗→ R is part of a family fh : Σ∗→ E3, of CMC
immersions, for all h ∈ R, and the normalized potential for fh is given by
substituting h for H in (1.3). If coordinates are chosen such that a(z0) is
a real number, then the minimal surface f0 : Σ∗ → E3 has the classical
Weierstrass data
µ(z)dz =
a(z)
2
dz, ν =−
∫ z
z0
Q(τ)
a(τ)
dτ.
The proof of this theorem is given in Section 4.3. In item (2), the map f0 is defined
on the whole of Σ, but may have branch points at poles or zeros of a. Note also
that, if the basepoint z0 is changed to a different basepoint z˜0, then the resulting
family f˜h is not the same family as fh. We also remark that if, in item (1), the data
are given such that ν(z0) 6= 0, then there is an alternative, more general, formula
for ηˆh given below at (4.13).
H = 10−8, H = 1
FIGURE 1. Left: Almost minimal version of Enneper’s surface of
order 2. Right: 3-legged Mr. Bubble, or Smyth surface.
Given a CMC surface or minimal surface, although the associated family depends
on the choice of the basepoint, there is sometimes a natural such choice, and there-
fore a canonical family associated. For example, Enneper’s surface of order k (See
Example 5.4 below) has a finite order rotational symmetry about a central point.
Such a symmetry is preserved under the deformation if the basepoint is chosen to
be this central point, and therefore, making this choice, there is one natural family
of CMC surfaces that have this symmetry and which includes Enneper’s surface at
h = 0. As we will see below, these turn out to be Smyth surfaces, studied in [12].
Solutions, computed numerically for H = 10−8 and H = 1, are shown in Figure 1.
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1.1. The dressing action on minimal surfaces. The dressing action is a group
action on the space of solutions, which generally exists for any integrable system
represented by maps into loop groups. It was introduced into the study of harmonic
maps by Uhlenbeck [13]. See Wu [14] for a description for the case of CMC sur-
faces. Dressing can be described as an action on the normalized potential ηˆ . A
minimal surface also has a normalized potential, but, unlike in the non-minimal
case, the correspondence is not bijective: there are many minimal surfaces with
the same normalized potential. In [7], the dressing action is defined, via these nor-
malized potentials, on minimal surfaces, giving an action on the set of equivalence
classes of minimal surfaces with the same potential. In Section 6, we use the anal-
ysis of Wu [14] to determine the class of dressing elements that are independent
of h, in Theorem 6.1. A corollary of this, together with Theorem 1.1, is that the
dressing action defined in [7] in fact gives a well-defined group action on the space
of minimal immersions. This is Theorem 6.3.
1.2. Properties preserved under the deformation. The classical Weierstrass data
for many minimal surfaces is known. Therefore, Theorem 1.1 can easily be used
to construct examples of non-minimal CMC surfaces, with the generalized Weier-
strass data given explicitly by (1.2). Clearly, it is of interest to know what properties
are preserved as the mean curvature h varies.
Global topological properties are not preserved: it is true that any minimal sur-
face can be represented by Weierstrass data on a contractible domain (the universal
cover); and the same holds for any non-minimal CMC surface other than the round
sphere. However, in general, any closing properties of the surface will be lost as h
varies.
Because the Hopf differential is preserved, it follows (see Remark 4.4) that, not
only umbilic points, but also principal curves in the coordinate domain are pre-
served under the deformation. Moreover, (see Remark 4.5), the values of the prin-
cipal curvatures at the basepoint are given explicitly by κ±(z0) = ±κ0 + h, where
±κ0 are the principal curvatures at z0 for the minimal surface in the family. This
gives a local picture of the deformation around the basepoint.
In Section 7 we investigate surfaces with symmetries. We consider surfaces which
have a reflection symmetry about a plane and surfaces with a finite order rotational
symmetry about a point in the surface. In the first case, if the plane of symmetry
contains the basepoint, then we show that the surface has such a symmetry if and
only if coordinates can be chosen such that the Weierstrass data are real-valued
along the real line. In the second case, if the rotation point is the basepoint z0, then
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we show that the surface has the symmetry if and only if the Weierstrass data have
Laurent expansions including only certain powers of z. Consequently, Theorem
7.4 states that such symmetries are preserved under this deformation, provided the
basepoint is chosen appropriately.
2. THE LOOP GROUP FORMULATION AND DPW METHOD
In this section we summarize well known facts about CMC surfaces and their con-
struction via integrable systems methods. The notation and conventions are the
same as those used in [2], where more details and references can be found.
2.1. The loop group characterization of CMC maps. Let Σ be a contractible
Riemann surface, and suppose f : Σ→ E3 is a conformal immersion with mean
curvature H. Choosing conformal coordinates z = x+ iy, a function u : Σ→ R
is defined by the expression ds2 = 4e2u(dx2 + dy2) for the induced metric. The
matrices for the first and second fundamental forms I and II, with respect to the
coordinates x,y are then:
(2.1) I =
(
4e2u 0
0 4e2u
)
, II =
(
4He2u+Q+ Q¯ i(Q− Q¯)
i(Q− Q¯) 4He2u− (Q+ Q¯)
)
,
where H := e−2u〈 fxx+ fyy,N〉/8 is the mean curvature, and Q := 〈N, fzz〉. The dif-
ferential 2-form Qdz2 is called the Hopf differential.
The Lie algebra su(2), is identified with E3 via the following basis, which is or-
thonormal with respect to the inner product 〈X ,Y 〉=−Trace(XY )/2:
e1 =
(
0 −i
−i 0
)
, e2 =
(
0 1
−1 0
)
, e3 =
(
i 0
0 −i
)
.
Given a choice of unit normal N, the coordinate frame F : Σ→ SU(2) is uniquely
determined (up to sign) by the conditions
(2.2) AdFe1 =
fx
| fx| , AdFe2 =
fy
| fy| , AdFe3 = N.
Differentiating the expressions fz = euAdF(e1 − ie2) and fz¯ = euAdF(e1 + ie2),
one obtains the following expression for the connection coefficients U := F−1Fz
and V := F−1Fz¯:
(2.3) U =
1
2
(
uz −2Heu
Qe−u −uz
)
, V =
1
2
( −uz¯ −Q¯e−u
2Heu uz¯
)
.
If H is constant, we can extend the frame F to a loop group valued map Fˆ as
follows: first extend the Maurer-Cartan form of F to a loop-algebra valued 1-form
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αˆ := Uˆdz+Vˆ dz¯, where
(2.4) Uˆ =
1
2
(
uz −2Heuλ−1
Qe−uλ−1 −uz
)
, Vˆ =
1
2
( −uz¯ −Q¯e−uλ
2Heuλ uz¯
)
.
The 1-form αˆ satisfies the Maurer-Cartan equation dαˆ + αˆ ∧ αˆ = 0 for all λ ∈
C \ {0} if and only if the mean curvature H is constant or, equivalently, the Hopf
differential is holomorphic.
Now fix a basepoint z0 ∈ Σ and set E0 := F(z0). We extend the initial condition E0
to a twisted loop Eˆ0 by the formula
(2.5) Eˆ0 =
(
A0 λB0
−λ−1B¯0 A¯0
)
, where E0 =
(
A0 B0
−B¯0 A¯0
)
.
Now integrating αˆ with the initial condition Fˆ(z0) = Eˆ0, one obtains the extended
frame Fˆ : Σ→ ΛGσ , a map into the twisted group of loops in G := SU(2).
If we denote, for a ΛGC-valued map Xˆ , the corresponding map into the group GC,
obtained by evaluating at the loop value λ = 1, by X = Xˆ |λ=1, then the above no-
tation for F and Fˆ is consistent.
If h is any nonzero real number, and λ0 ∈ S1, the Sym-Bobenko formula is:
(2.6) Sh,λ0(Fˆ) :=−
1
2h
(
2iλ∂λ Fˆ Fˆ−1 + Fˆe3Fˆ−1− e3
)∣∣
λ=λ0
.
Note that if Fˆ : Σ→ ΛGσ is a smooth map, thenSh,λ (Fˆ) : Σ→ su(2) = E3 is also
smooth. We will mainly use the formula for the case λ0 = 1, and therefore use the
notationSh(Fˆ) =Sh,1(Fˆ).
If Fˆ is an extended coordinate frame for a CMC H surface, and H 6= 0, then f is
retrieved by the formula
(2.7) f (z) =SH(Fˆ(z))+ f (z0).
Moreover, the Sym-Bobenko formula is invariant under right multiplication by a
diagonal unitary matrix valued function. This corresponds to a change of SU(2)
frame for the Gauss map. Hence there is a well defined lift [Fˆ ] : Σ→ ΛGσ/K,
where K = Gσ is the diagonal subgroup, of any CMC H immersion f of a simply
connected surface, independent of coordinates and choice of frame; and, if H 6= 0,
the formulaSH([Fˆ ]) is well defined and gives f up to a translation. The case H = 0
will be discussed below.
Slightly more generally, define an admissible frame to be any smooth map Fˆ , from
a Riemann surface Σ into ΛGσ with the property that the Maurer-Cartan form
Fˆ−1dFˆ is a Laurent polynomial of the form αˆ = α−1λ−1 +α0 +α1λ where the
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(0,1) part of α−1 is zero. The reality condition and twisting on ΛGσ mean we can
write
αˆ = Aλ−1dz+α0+ A¯λdz¯,
where A is an off-diagonal su(2)-valued function and α0 is a diagonal su(2)-valued
1-form. The admissible frame is regular if the upper right component A12 is non-
vanishing. For H 6= 0, the extended coordinate frame described above is a regular
admissible frame.
Finally, for any regular admissible frame Fˆ and any value of (h,λ ) ∈ R∗×S1, the
map f =Sh,λ (Fˆ) is a conformal CMC h immersion into R3.
2.2. The DPW construction. Let ΛGCσ denote the group of twisted loops in GC=
SL(2,C) and Λ+GCσ and Λ−GCσ the subgroups of loops which extend holomorphi-
cally to the unit disc and the exterior disc {λ | |λ | > 1} in the Riemann sphere
respectively. For the purpose of normalizations, we also use the subgroups
Λ−∗ G
C
σ := {B ∈ Λ−GCσ | B(∞) = I},
Λ+P G
C
σ := {B ∈ Λ+GCσ | B(0) = diag(ρ,ρ−1), ρ ∈ R, ρ > 0}.
The Birkhoff decomposition [11] states that any g in a certain open dense subset of
ΛGCσ (called the big cell) has a unique factorization
(2.8) g = g−g+, g− ∈ Λ−∗ GCσ , g+ ∈ Λ+GCσ .
The Iwasawa decomposition [11] states that any g in ΛGCσ can be uniquely ex-
pressed as a product
(2.9) g = FB, F ∈ ΛGσ , B ∈ Λ+P GCσ .
In both decompositions, the factors on the right hand side depend real analytically
on g. If one takes g− ∈ Λ−GCσ instead of Λ−∗ GCσ , and B ∈ Λ+GCσ instead of in
Λ+P G
C
σ , then the factors in the decompositions are only unique up to a middle term
which is a constant loop.
A brief version of the DPW method (see [8, 6]) states the following: let Fˆ : Σ→
ΛGσ be an extended frame for a non-minimal CMC H immersion f : Σ→ E3,
where Σ is a contractible Riemann surface. Assume Fˆ(z0) = Eˆ0, of the form
(2.5), at some fixed basepoint z0. The coordinate frame Fˆ is uniquely determined
by z0 and E0. Hence a unique meromorphic map Φˆ : Σ → ΛGCσ is defined by
the normalized Birkhoff decomposition, performed pointwise over the pre-image
Σ◦ := {z ∈ Σ | Eˆ−10 Fˆ(z) ∈ Λ−∗ GCσ ·Λ+GCσ} of the big cell:
Eˆ−10 Fˆ = ΦˆGˆ+, Φˆ(z) ∈ Λ−∗ GCσ , Gˆ+(z) ∈ Λ+GCσ .
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For the rest of this section and the next, we take Eˆ0 = I, to simplify the expressions.
This has no effect on the geometry - a change of Eˆ0 amounts to an isometry of the
ambient space E3.
Note that it is simple to check that Φˆ is holomorphic on Σ◦, and it is shown in [8]
that this map has only poles at the boundary of this open dense set. Moreover, in
conformal coordinates z = x+ iy, the Maurer-Cartan form of Φˆ has the form:
ηˆ = Φˆ−1dΦˆ=
(
0 −H2 a
Q
a 0
)
λ−1dz,
where a(z) is meromorphic and Q(z)dz2 is the (holomorphic) Hopf differential of
f . The 1-form ηˆ is called a normalized potential for f , and Φˆ is called a nor-
malized meromorphic frame. An explicit formula for the normalized potential, in
terms of the metric and Hopf differential, is given by Wu in [15].
Conversely, given a pair of functions (a,Q), with a meromorphic and Q holomor-
phic, if the zeros and poles have certain sufficient (and necessary) conditions, then
the formula above for ηˆ is a meromorphic potential for a CMC surface [3]. The
surface is uniquely determined by ηˆ and the basepoint z0. The most straightforward
condition on the poles and zeros of ηˆ is that a is holomorphic and non-vanishing,
but in general one has
Theorem 2.1. [3] Let Ord(Q) denote the vanishing order of Q at a point. Then
necessary and sufficient conditions for ηˆ to correspond to a smooth surface around
the point are:
(1) If Ord(a)< 0 then Ord(a) =−2 or, for some integer r ≥ 1, either
Ord(Q) =
−Ord(a)
2r
−2, or Ord(Q) = −Ord(a)−2
2r
−2;
(2) If Ord(a)> 0, then, for some integer r ≥ 1,
Ord(Q) =
Ord(a)
2r
−2, or Ord(Q) = Ord(a)+2
2r
−2.
Note that the above conditions also ensure that the potential is meromorphically
integrable, because they rule out the possibility that ηˆ has a pole of order 1. We
further remark that if a has a zero and Ord(Q)≥ Ord(a), so that ηˆ is holomorphic
at the point, then the surface has a branch point.
If ηˆ is holomorphic, then a frame Fˆ is recovered as follows: solve the equation
dΦˆ= Φˆηˆ , with Φˆ(z0) = I. For each z perform the unique Iwasawa decomposition
Φˆ= Fˆ Bˆ+, Fˆ(z) ∈ ΛGσ , Bˆ+(z) ∈ Λ+P GCσ .
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Then Fˆ is an extended frame for a CMC H surface f = SH(Fˆ). This is not the
coordinate frame for f in general (assuming a is non-vanishing so that f is im-
mersed), but represents the same map [Fˆ ] : Σ→ ΛGσ/K, and therefore the same
surface.
If ηˆ has poles, then one can prove that the surface f is also immersed at a pole of
ηˆ . To do this, one needs to perform dressing first (see [3]).
3. FROM CMC SURFACES TO MINIMAL SURFACES
Let Σ be a contractible Riemann surface, and fH : Σ→ E3 a conformal immersion
of constant mean curvature H 6= 0. Choose a base point z0, and coordinates for
E3 so that the coordinate frame satisfies F(z0) = E0 = I. There is associated a
unique normalized potential ηˆ , as described above. Let us now consider H as a
real parameter, and write
ηˆh = Φˆ−1dΦˆ=
(
0 −h2 a
Q
a 0
)
λ−1dz,
and denote by Φˆh the associated normalized meromorphic frame with Φˆh(z0) = I.
The conditions on the zeros and poles of the potential for it to correspond to a
smooth surface (Theorem 2.1) do not depend on h, but only on a and Q. These
conditions are necessarily satisfied, since ηˆH came from an immersed CMC sur-
face. Hence, there is a smooth CMC immersion fh : Σ→ E3 corresponding to ηˆh
for every h 6= 0. Given the choice of basepoint z0, the initial conditions FˆC,h(z0) = I
for the coordinate frame, and fh(z0) = fH(z0) for the surface, fh is uniquely deter-
mined by the formula
fh(z) =Sh(FˆC,h(z))+ fH(z0).
If we restrict to the preimage of the big cell, we also have a unique Birkhoff de-
composition
FˆC,h = ΦˆhGˆh,+, Gˆh,+ ∈ Λ+GCσ .
Thus we have a family fh : Σ→ E3 of immersed surfaces of constant mean curva-
ture h, all with the same Hopf differential, Qdz2, and such that fh and fH , together
with their tangent planes, agree at z0. Moreover, the family fh depends real an-
alytically on h, because h appears analytically in the data and all the operations
performed to obtain fh preserve this property. We now show that this family in-
cludes the value h = 0:
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Theorem 3.1. Let fH be as above, with extended coordinate frame FˆC. Let Σ◦
denote the pre-image under FˆC of the big cell, i.e. the open dense set
Σ◦ := {z ∈ Σ | FˆC(z) ∈ Λ−∗ GCσ ·Λ+GCσ}.
(1) The map F : Σ×R∗ → E3, given by F (z,h) = fh(z), extends to a real
analytic map Σ×R→ E3.
(2) The map f0
∣∣
Σ◦ : Σ
◦→E3 given by restrictingF (z,0) to Σ◦ is a conformally
immersed minimal surface with Hopf differential Qdz2 and metric given by
(3.1) ds2 = (1+ |g|2)2|a|2(dx2+dy2), g(z) =
∫ z
z0
Q(τ)
a(τ)
dτ.
The map f0, together with its tangent plane, agrees with fH at z0.
Proof. Item 1: The idea of the argument is to get two expressions for fh(z): one
that is very explicit, but only defined on an open dense set; and another that is not
so explicit, but defined everywhere.
We give the argument first on Σ◦, which is an open dense set, and then extend to
Σ. On Σ◦ we can use, instead of the coordinate frame, the unique smooth frame Fˆh
given by the following Iwasawa decomposition
(3.2) Φˆh = FˆhBˆh,+, Bˆh,+(z) ∈ Λ+P GCσ .
Note thatSh(Fˆh) has the same value whether one uses this frame or the coordinate
frame. This frame has the advantage that it can be computed explicitly at h = 0,
where the potential
ηˆ0 =
(
0 0
Q
a 0
)
λ−1dz
can be integrated to obtain
Φˆ0 =
(
1 0
λ−1g 1
)
, g(z) =
∫ z
z0
Q(τ)
a(τ)
dτ.
The Iwasawa decomposition (3.2) is
(3.3) Φˆ0 = Fˆ0Bˆ+, Fˆ0 =
1√
1+ |g|2
(
1 −λ g¯
λ−1g 1
)
, Bˆ+(z) ∈ Λ+P GCσ .
Now fh, which is real analytic in h on R∗, is given by
fh = Sh(Fˆh)+ fH(z0)
= − 1
2h
(
2iλ
∂ Fˆh
∂λ
Fˆ−1h + AdFˆhe3− e3
)∣∣∣∣
λ=1
+ fH(z0).
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fH(z0) is constant, so we only need consider the first term. By construction, the ex-
pression inside the parentheses is analytic for all h, and therefore has an expansion
in h, around h = 0, given by(
2iλ
∂ Fˆh
∂λ
Fˆ−1h + AdFˆhe3− e3
)∣∣∣∣
λ=1
=C0+O(h).
Analyticity of fh at h = 0 will follow if we can show that C0 = 0. But Fˆh = Fˆ0 +
O(h), and so
(3.4) C0 =
(
2iλ
∂ Fˆ0
∂λ
Fˆ−10 + AdFˆ0e3− e3
)∣∣∣∣
λ=1
.
It is easy to verify that this expression is zero for any loop Fˆ0 in ΛGσ of the form(
A −λ B¯
λ−1B A¯
)
,
and Fˆ0, given at (3.3), is indeed of this form. Thus, C0 = 0.
Finally we must consider points z on the boundary of Σ◦, that is, points where ηˆ
has a pole. In this case let us consider the extended coordinate frame FˆC,h. For
h 6= 0, this frame is well defined on the whole of Σ, because it is constructed from
the coordinate frame of a smooth surface. Moreover, it is analytic in all parameters.
On the pre-image of the big cell, Σ◦, we have the relation
FˆC,h = Fˆh
(
µ 0
0 µ¯
)
,
for some unitary function µ , constant in λ . Hence, for z ∈ Σ◦, one obtains:(
2iλ∂λ FˆC,h Fˆ−1C,h + AdFˆC,he3− e3
)∣∣∣
λ=1
=
(
2iλ
∂ Fˆh
∂λ
Fˆ−1h + AdFˆhe3− e3
)∣∣∣∣
λ=1
= C0+O(h).
We have already shown that C0(z) = 0 for z ∈ Σ◦. Since C0 is continuous (in fact
analytic) in z, and Σ◦ is open and dense, it must vanish everywhere. By a similar
argument to that given above on Σ◦, applied now to the expression involving FˆC,h
on Σ, it follows that, for all z, the map fh(z) is analytic in h at h = 0.
Item 2:
First note that the extended coordinate frame FˆC,h, for h 6= 0, is in the big cell for all
z ∈ Σ◦. Otherwise, ηˆh would have a pole on Σ◦: but this condition is independent
of h, and ηˆH has no poles on this set. Now, Birkhoff decomposing FˆC,h pointwise
we have FˆC,h = ΦˆhHˆ+,h, for a unique real-analytic Λ+GCσ -valued map Hˆ+,h, which
12 DAVID BRANDER AND JOSEF F. DORFMEISTER
has a Fourier expansion in λ of the form
Hˆ+,h =
(
ρ−1h 0
0 ρh
)
+O(λ ).
It follows that Uˆh := Fˆ−1C,h (FˆC,h)z is of the form
Uˆh =
 ∗ −ρ2h ha2 λ−1
ρ−2h
Q
a
λ−1 ∗
 .
Differentiating the formula fh(z) =Sh(FˆC,h(z))+ f (z0), we obtain
d fh
dz
=
1
2
aρ2h AdFC,h(e1− ie2).
Similarly, since the reality condition on the loop group means that Vˆh := Fˆ−1C,h (FˆC,h)z¯ =
−Uˆh
t
one computes d fhdz¯ =
1
2 aρ
2
h AdFC,h(e1+ ie2), so that
d fh
dx
= aρ2h AdFC,h(e1),
d fh
dy
= aρ2h AdFC,h(e2).
We want to take the limit as h→ 0. For this consider the normalized frame Fˆh,
given by (3.2). This has the Birkhoff decomposition Fˆh = Eˆ0ΦˆhBˆ−1h,+, with the
Fourier expansion
Bˆ−1h,+ =
(
ρ˜−1h 0
0 ρ˜h
)
+O(λ ), ρ˜h(z) ∈ R>0.
Since the factor Xˆ ∈ ΛGσ of any Iwasawa decomposition Φˆh = Xˆ Bˆ+ is unique up
to right multiplication by a constant (in λ ) matrix, the values Bˆ−1h,+(z) and Hˆh,+(z)
are necessarily related by left multiplication by such a matrix, and we have
ρ(z) = ρ˜(z)eiθh(z), θh(z) ∈ R.
Thus we have ∥∥∥∥∂ fh∂x
∥∥∥∥= ∥∥∥∥∂ fh∂y
∥∥∥∥= ρ˜2h |a|.
Now by the explicit Iwasawa decomposition (3.3) of Φˆ0, we have, at h = 0,
ρ˜0 =
√
1+ |g|2, g(z) =
∫ z
z0
Q(τ)
a(τ)
dτ.
It follows that
(3.5)
∥∥∥∥∂ f0∂x
∥∥∥∥= ∥∥∥∥∂ f0∂y
∥∥∥∥= (1+ |g|2)|a|.
Together with the fact that ∂x fh and ∂y fh are orthogonal for all h 6= 0, this implies
that f0 is conformally immersed on Σ◦, with metric given by (3.1). The fact that
the mean curvature is zero and the Hopf differential is Qdz2 follow by continuity
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with respect to the parameter h.

Remark 3.2. The above proof shows, in fact, that f0 is conformally immersed on
the set where (1+ |g|2)|a| is finite and non-vanishing. This set includes Σ◦, but
would be larger in general.
4. FROM MINIMAL SURFACES TO CMC SURFACES
The connection between the loop group formulation for CMC surfaces and the clas-
sical Weierstrass representation for minimal surfaces was investigated by Dorfmeis-
ter, Pedit and Toda [7]. More details of the setup used here can be found (with
slightly different conventions) in that reference.
4.1. The classical Weierstrass representation in terms of the SU(2)-frame.
Choosing the symmetric space representation S2 = SU(2)/S1, where S1 is the di-
agonal subgroup, and the complex structure given by
pC = C
(
0 0
1 0
)
⊕C
(
0 1
0 0
)
= T (1,0)0 S
2⊕T (0,1)0 S2,
a map g : Σ→ S2 is holomorphic if and only if any lift F into SU(2) satisfies
F−1dF = α ′p+αk+α ′′p , with α ′p a T
(1,0)
0 S2-valued 1-form. Hence the expression
(2.3) shows that a conformally immersed surface in E3 is minimal if and only if its
Gauss map is holomorphic.
The classical Weierstrass representation for the surface is obtained as follows: if
FC is the coordinate frame defined by (2.2), we can write
FC =
(
A B
−B¯ A¯
)
, F−1C ∂zFC =
1
2
(
uz 0
Qe−u −uz
)
.
We deduce from this that
A = e−u/2s, B = e−u/2r¯,
for a pair of holomorphic functions s and r which satisfy
eu = ss¯+ rr¯, Q = 2(rsz− srz).
Since FC is the coordinate frame, we have fz = euAdF(e1− ie2), which works out
to
(4.1) fz = (s2− r2)e1− i(s2+ r2)e2−2sr e3,
and the Weierstrass representation is
(4.2) f = 2ℜ
∫ z
z0
fzdz.
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The commonly used Weierstrass representation states that, given a holomorphic
function µ and a meromorphic function ν on Σ, such that µν2 is holomorphic,
then a minimal surface f : Σ→ R3 is given by the above integral, with
(4.3) fz = µ(1−ν2)e1− iµ(1+ν2)e2−2µν e3.
(The conventions used here are chosen here for convenience). The surface is regu-
lar at points where either
(1) Ord(µ) = 0 and Ord(ν)≥ 0, or
(2) 0≤ Ord(µ) =−2Ord(ν).
Comparing this with our data, we have: s2 = µ , r2 = µν2, sr = µν . Thus, given
classical Weierstrass data µ and ν , the coordinate frame above is well defined on
the set Σ: the function µ has zeros only of even order and, up to an irrelevant sign,
we can solve for
(4.4) s =
√
µ, r = ν
√
µ,
and the metric and Hopf differential are given by
(4.5) eu = |µ|(1+ |ν |2), Q =−2µνz.
Note that s and r are both holomorphic, and so no meromorphic functions are used
in this alternative representation.
4.2. The loop group frames for a minimal surface. Comparing the extended co-
ordinate frame FˆC of a CMC surface with the normalized potential ηˆ , one deduces
that the surface is minimal if and only if the normalized potential is of a simple
form:
ηˆ =
(
0 0
p 0
)
λ−1dz,
where p is some meromorphic function.
For the coordinate frame FC derived above, the extended frame FˆC, defined by (2.4),
has the simple expression:
(4.6) FˆC = e−u/2
(
s λ r¯
−λ−1r s¯
)
=
1√
|µ|(1+ |ν |2)
( √µ λν√µ
−λ−1ν√µ √µ
)
.
On the other hand, as we showed for ηˆ0 in the proof of Theorem 3.1, we can, on
the set Σ◦ on which p has no poles, integrate ηˆ explicitly, with the initial condition
Φˆ(z0) = I, and perform an Iwasawa decomposition to obtain another frame
Fˆ = Eˆ0
1√
1+ |q|2
(
1 −λ q¯
λ−1q 1
)
, Eˆ0 = FˆC(z0) =
(
A0 B0λ
−B¯0λ−1 A¯0
)
,
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where q(z) =
∫ z
z0 p(τ)dτ . The integral is well defined because any poles of p, on Σ,
are assumed to be of even order. This amounts to:
(4.7) Fˆ =
1√
1+ |q|2
(
A0+B0q λ (−A0q¯+B0)
λ−1(A¯0q− B¯0) A¯0+ B¯0q¯
)
.
The frame Fˆ differs from FˆC by right multiplication by a map into S1. In other
words
FˆC = Fˆ
(
eiθ 0
0 e−iθ
)
.
As pointed out previously (at (3.4)), we haveSh(Fˆ) = 0 for the type of loop given
at (4.7), so a minimal surface is not likely to be obtained from its extended frame
by a variant of the Sym-Bobenko formula. This is consistent with the fact that, un-
like a non-minimal CMC surface, a minimal surface is not determined by its Gauss
map – one needs to know the Hopf differential as well.
Comparing FˆC and Fˆ , we see that the ratio ν/(−1) is the same as (A¯0q− B¯0)/(A0+
B0q) which is solved to get
(4.8) q =
B¯0−A0ν
A¯0+B0ν
,
and hence a formula for p = qz in terms of µ and ν . We summarize this as:
Proposition 4.1. Let Σ ⊂ C be a simply connected domain, and f : Σ→ R3 a
minimal immersion with classical Weierstrass data µ and ν . Choose any basepoint
z0 ∈ Σ. Let FˆC be the extended coordinate frame given by (4.6), and (2.2), denoting
the initial data for FC(z0) by
(4.9) E0 =
(
A0 B0
−B¯0 A¯0
)
, A0 =
√µ0√
|µ0|(|ν0|2+1)
, B0 =
ν0
√µ0√
|µ0|(|ν0|2+1)
.
Then the Hopf differential and normalized potential for Fˆ are given by
(4.10) Q =−2µνz, ηˆ =
(
0 0
pλ−1 0
)
dz, p =− νz
(A¯0+B0ν)2
.
Conversely: Let Q be a holomorphic function and p a meromorphic function on Σ,
such that:
(1) Ord(p) 6=−1;
(2) Q/p is holomorphic, and we have Ord(Q)(z) ≥ −Ord(p)(z)− 2 at any
pole z of p.
Let z0 ∈ Σ\{poles of p}∪{zeros of Q/p}. Set
q =
∫ z
z0
p(τ)dτ, A¯0 :=
(
Q(z0)
p(z0)
p¯(z0)
Q¯(z0)
)1/4
16 DAVID BRANDER AND JOSEF F. DORFMEISTER
and
ν :=−A¯20q, µ :=
Q
2p
A¯−20 .
Then µ and ν are the Weierstrass data for a unique minimal surface (possibly with
branch points) f : Σ→ R3, given by the Weierstrass formulae (4.2) and (4.3). The
surface is regular at any point where either
(i) Ord(Q) = Ord(p), or
(ii) Ord(Q) =−Ord(p)−2, where Ord(p)≤−2.
The Hopf differential is given by Qdz2, the coordinate frame for f has initial con-
dition
(4.11) F(z0) =
(
A0 0
0 A¯0
)
,
and the normalized potential for Fˆ is given by(
0 0
pλ−1 0
)
dz.
.
Proof. The formulae at (4.10) for Q and p in terms of µ and ν have already been
derived, since p is obtained by differentiating the formula (4.8) for q.
For the converse, first note that q is well defined because of the assumption (1)
on the poles of p. Next, ν is meromorphic, µ is holomorphic and the assump-
tion (2) that Q/p is holomorphic implies that, if p has a zero at a point then
Ord(µν2) = Ord(−Qq2/(2p)) = Ord(Q)+Ord(p)+ 2 > 0 at this point. On the
other hand if p has a pole then the assumption on the orders of vanishing implies
that Ord(µν2)≥ 0. Thus µν2 is holomorphic. Hence µ and ν can be taken as the
Weierstrass data for a minimal surface f : Σ→ R3. The surface is regular at points
where Ord(µ) = 0 and Ord(ν)≥ 0, or Ord(µ) =−2Ord(ν)≥ 0, which translates
to the conditions (i) and (ii).
Finally, we have ν0 = ν(z0) = 0, and µ0 = µ(z0) = Q(z0)/(2A¯20 p(z0)), and the ini-
tial condition E0 from (4.9) is that stated at (4.11). By the first part of the Theorem,
the corresponding normalized potential and the Hopf differential for f are given by
the formula at (4.10), as
ηˆ =
(
0 0
p˜λ−1 0
)
dz, p˜ =− νz
(A¯0+B0ν)2
=−−A¯
2
0 p
A¯20
= p,
and Q˜ =−2µνz = (Q/(p))A¯−20 (qzA¯20) = Q.

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4.3. Proof of Theorem 1.1. Consider the meromorphic data (ηˆ0,Q), where
ηˆ0 =
(
0 0
p 0
)
λ−1dz,
associated, by Proposition 4.1, to a minimal immersion f : Σ→ E3. The data is
unique given a basepoint z0. After a translation and rotation of E3, and a simple
change of conformal coordinates, we may assume that
µ(z0) = 1, ν(z0) = 0,
so that Eˆ0 = I. The function p then simplifies to −νz and the function a = Q/p is
then, by (4.10) reduced to
a := Q/p = 2µ.
This is holomorphic, and so we can define a normalized meromorphic potential
(4.12) ηˆh =
(
0 −hQ2p
p 0
)
λ−1dz =
(
0 −hµ
−νz 0
)
λ−1dz,
for any real value of h.
According to Theorem 3.1, there is a continuous family of CMC h surfaces fh
associated to ηˆh, which includes a minimal surface f0. We now show that f0 is the
original surface f :
Theorem 4.2. Let f , ηˆh and z0 be as above. Then, for every h 6= 0, the 1-form
ηˆh is the normalized potential for a unique immersed CMC h surface fh : Σ→ E3,
obtained via the DPW construction with initial condition Eˆ0 = I. The map f0 : Σ→
E3, obtained from Theorem 3.1 as f0(z) =F (z,0), is identical with f .
Proof. To see that the CMC-h surface corresponding to ηˆh is smooth we can use
the conditions in Theorem 2.1: here a = 2µ and Q = −2µνz. By the assump-
tions on µ and ν , the function a has no poles, and a has a zero if and only if it
is of order n = 2k and the function ν has a zero of order k. In this case, we have
Ord(Q) = k− 1 = n+22 − 2, which satisfies the second condition of Theorem 2.1,
with r = 1.
Finally, we must show that f0 = f . We know from Theorem 3.1 that f0
∣∣
Σ◦ is an
immersed minimal surface, and from equation (3.1) the metric is given by eu =
1
2 | fx|= 12(1+ |g|2)|a|. In the present situation, a = 2µ and g = q =−ν , and so we
have
eu = |µ|(1+ |ν |2).
This is the same as the formula at (4.5) for the metric of f , and so f and f0 have
the same metric on Σ◦. They also have the same Gauss map and Hopf differential.
Hence they are the same surface up to an isometry. Finally, it follows from the
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choice of initial condition F(z0) for both surfaces, that both maps satisfy f (z0) = 0
and fz(z0) = e1− ie2. Hence f
∣∣
Σ◦ = f
∣∣
Σ◦ . Since both maps are real analytic, and
Σ◦ is dense, they are identical.

We can now finish the proof of Theorem 1.1:
Proof. The first item is Theorem 4.2. The second item follows from Theorem 3.1
for h 6= 0 and, for h = 0, from the converse part of Proposition 4.1: suppose that
conditions (a) and (b) of Theorem 1.1 are satisfied. Since a(z0) is assumed real, the
constant A0 is equal to 1. We first need to check that conditions (1) and (2) of the
proposition are satisfied. Here p = Q/a, and it follows from the conditions on the
vanishing orders of Q and a in Theorem 2.1 that this cannot have a pole of order
1, giving condition (1). Condition (2) is equivalent to our assumptions 2a and 2b
on the orders of vanishing of Q and a. Thus, f0 is a, possibly branched, minimal
immersion, with the given Weierstrass data µ and ν . Finally, the regularity condi-
tions (i) and (ii) of Proposition 4.1 are equivalent to condition (b) of the theorem,
and so f0 : Σ∗→ E3 is immersed.

Remark 4.3. If the classical Weierstrass data µ and ν are not given such that
µ(z0) = 1 and ν(z0) = 0: using the general formulae for Q and p given at (4.10),
one obtains in the place of (4.12) the formula:
(4.13)
ηˆh =
 0 −hµΓ0(ν¯0ν+1)2
− νz
Γ0(ν¯0ν+1)2
0
λ−1dz, Γ0 := µ¯0|µ0|(|ν0|2+1) ,
where ν0 = ν(z0) and µ0 = (µ(z0)).
Remark 4.4. Considering the expressions at (2.1) for the first and second funda-
mental forms, the fact that the Hopf differential is the same for every h shows that
not only umbilics, but also principal curves, are preserved under the deformation.
The Weingarten matrix for fH is
WH = I−1II =
(
H + 12 e
−2uℜQ −12 e−2uℑQ
−12 e−2uℑQ H− 12 e−2uℜQ
)
.
At an umbilic point there are no principal directions. In a neighbourhood of a point
which is not umbilic we can always assume that coordinates are chosen so that Q is
real; that is, the coordinates are isothermic (conformal principal coordinates) and
the Weingarten matrix is diagonal. Since Q is constant with respect to h under the
deformation, these coordinates are also isothermic for fh, for every h.
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Remark 4.5. The expression for the Weingarten matrix Wh also shows what hap-
pens geometrically around the basepoint z0 as h varies. Assuming Q is real, the
principal curvatures are the eigenvalues: κ± = h± 12 e−2uQ. Comparing the co-
ordinate frame FˆC,h with the meromorphic frame Φˆh, and using their relation-
ship via the Iwasawa decomposition Φˆh = FˆBˆ+, where Bˆ+(z0) = I, we have that
eu(z0) = a(z0)/2, independent of h. Thus the principal curvatures for fh at the base-
point are given by
κ±(z0) =±C0+h, C0 := 12e
−2u(z0)Q(z0).
Assuming the basepoint is not umbilic so that we can take C0 > 0, we see that
the surface is negatively curved at the basepoint for h ∈ (−C0,C0), flat at z0 for
h=±C0 and positively curved for |h|>C0. As h grows large, the surface becomes
spherical around the point z0.
5. EXAMPLES
5.1. Non-minimal CMC surfaces associated to well-known minimal surfaces.
As mentioned in the introduction, Theorem 1.1 gives a means to define non-minimal
CMC surfaces from known minimal surfaces. In general one has the question of
which basepoint to choose, as different choices will result in different non-minimal
surfaces. We consider here some examples where there is a canonical choice of
basepoint: we will show in the next section that if a CMC surface fH has a re-
flective symmetry with respect to a plane in R3 then, if the basepoint is chosen
to be some point on the intersection of this plane with the surface, the associated
surfaces fh, for h ∈ R also have the same symmetry. A similar statement holds for
finite order rotational symmetries about some axis.
In the examples below, the basepoints are chosen for the following reasons: for the
sphere, all points are the same. For the catenoid, the circle of smallest radius lies in
a plane of symmetry of the surface - choosing a basepoint on this circle will result
in non-minimal CMC surfaces with the same planar symmetry, and all points on
the circle are the same geometrically. For the helicoid, any point on the central axis
is geometrically the same, and such a point is a natural choice. Enneper’s surface
of order k has a finite order rotational symmetry about an axis through the point
z0 = 0, and so this is a natural choice of basepoint to produce CMC surfaces with
the same symmetry.
Example 5.1. The simplest minimal surface is the plane, which has Weierstrass
data µ = µ0, ν = ν0, where µ0 and ν0 are non-zero constants. Using the formula
(4.13), we obtain the potential
ηˆ =
(
0 −h|µ0|(1+ |ν0|2)
0 0
)
λ−1dz.
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This is the potential for a once-punctured round sphere of radius 1/h. Note that in
this example f0 is complete, but fh is not complete for h 6= 0. More precisely, f0
has a planar end as |z| → ∞, whilst fh has a finite limit.
H = 10−10 H = 0.1 H = 10
FIGURE 2. Various CMC H surfaces in the catenoid family, with
basepoint on the catenoid chosen on the parallel of smallest radius.
Example 5.2. The Catenoid: taking the Weierstrass data µ = −e−z/2 and ν =
−ez on C2 gives a covering of the catenoid. We compute the potentials for the
associated non-minimal CMC surfaces. The function ν is never zero, so we use the
formula (4.13) with basepoint z0 = 0. Here ν0 = −1, µ0 = −1/2 and the formula
(4.13) gives
ηˆ =
(
0 −h 14 e−z(ez+1)2
−2ez(ez+1)−2 0
)
λ−1dz, z0 = 0.
Some examples are plotted in Figure 2. The surface with H = 0.1 looks rather like
an unduloid, but it does not close up. The surface, around the basepoint z0, shrinks
to a tiny sphere as H grows large.
Example 5.3. The Helicoid: The helicoid is obtained by multiplying µ by i in the
data for the catenoid. Thus the potentials for the associated surfaces are
ηˆ =
(
0 ih4 e
−z(ez+1)2
2ez(ez+1)−2 0
)
λ−1dz, z0 = 0.
Plots for different values of H are shown in Figure 3. Three plots of the "almost
minimal" surface with H = 0.001 are shown in Figure 4. On the large scale it
looks like a chain of spheres, although it does not close up. The "sphere" shown is
of radius 1000. The third image is at the center of the second image at close range.
Example 5.4. Enneper’s surface: Enneper’s surface of order k ≥ 1 is given by
µ = 1, ν = zk on C. This gives associated CMC-h surfaces with potentials
ηˆ =
(
0 h
kzk−1 0
)
λ−1dz, z0 = 0.
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H = 10−10, H = 0.1 H = 5
FIGURE 3. CMC H surfaces in the helicoid family with basepoint
chosen on the central axis.
FIGURE 4. Several plots of the helicoidal surface of CMC H = 0.001.
These potentials are known: for the case k = 1 and h = 1 we obtain a round cylin-
der. However the surfaces do not close up in general. The other cases are known as
Smyth surfaces – defined by B. Smyth in [12]) – or (k+1)-legged Mister Bubbles.
See Figure 1.
6. THE DRESSING ACTION
The dressing action is an action by Λ+P G
C
σ on the space of CMC immersions from
a simply connected domain Σ ⊂ C into E3. A description of the action can be
found in [14]. The action is defined as follows: for a loop h+ ∈Λ+P GCσ , and a CMC
immersion with extended frame Fˆ , the pointwise Iwasawa decomposition
h+Fˆ(z) = F˜(z)G˜+(z), F˜(z) ∈ ΛGσ , G˜+(z) ∈ Λ+P GCσ ,
gives an extended frame F˜ for a new CMC surface. Note that this can be equiva-
lently defined by the Iwasawa decomposition h+Φˆ(z) = F˜(z)C˜+(z), where Φˆ is a
meromorphic extended frame for f , to get the same extended frame F˜ .
It is a question of interest whether two CMC surfaces are in the same dressing or-
bit: for example all CMC tori are in the dressing orbit of the cylinder [9].
Note that if f˜ = (h+)# f is obtained from f by dressing by h+, and Φ˜ and Φˆ are
their respective normalized meromorphic frames, with basepoint z0, then writing
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the normalized Birkhoff decompositions Fˆ = ΦˆBˆ+ and F˜ = Φ˜B˜+, and substituting
in the above relation F˜ = h+FˆB˜−1+ , we obtain the relation
Φ˜= h+ΦˆWˆ+, Wˆ+(z) ∈ Λ+P GCσ , Wˆ+(z0) = h−1+ .
where Wˆ+ = Bˆ+G˜−1+ B˜
−1
+ . If we denote by Σ∗ the open dense set on which both
Φ˜ and Φˆ have no poles, then the above formula shows that Wˆ+ : Σ∗ → Λ+GCσ is
holomorphic.
Conversely, given f and Φˆ as above, any holomorphic map Wˆ+ from a neighbour-
hood U of z0 into Λ+P G
C
σ corresponds to a dressing by the element h+ = Wˆ+(z0)
−1.
The new solution has meromorphic frame Φ˜ = Wˆ+(z0)−1ΦˆWˆ+. At the level of
potentials, the new surface has the potential
(6.1) ηˆ#Wˆ+ := Wˆ−1+ ηˆWˆ++Wˆ
−1
+ dWˆ+.
Thus if ηˆH =
(
0 −H2 a
Q
a 0
)
λ−1dz, we have
η˜H = ηˆ#Wˆ+ =
(
0 −H2 aρ2
Q
aρ2 0
)
λ−1dz, Wˆ+ =
(
ρ−1 0
0 ρ
)
+o(λ ).
In other words the data (a(z),Q(z)) are dressed to (ρ2(z)a(z),Q(z)), where ρ is
some meromorphic function. In particular the Hopf differential is the same for
both surfaces.
We say that ηˆ and η˜ are dressing equivalent if (6.1) holds for some meromorphic
function Wˆ+, and formally dressing equivalent if the relation holds for some formal
power series Wˆ+.
If we take the potentials ηˆH and η˜H above, and let H vary, then, for ηˆh and η˜h to
be dressing equivalent, the gauge Wˆ+ will also depend on h. Thus, even if ηˆH is
dressing equivalent to η˜H at some value H of h, it is not automatic that the whole
families of surfaces are dressing equivalent.
Theorem 6.1. Let ηˆh and η˜h be two normalized meromorphic potentials with mero-
morphic data (a,Q) and (a˜,Q), and let z0 be the associated basepoint. Suppose
that either Q(z0) 6= 0 or z0 is a simple root of Q. Then:
(1) The potentials ηˆh and η˜h are formally dressing equivalent for every h 6= 0.
The gauge Wˆ+,h can be computed locally around z0.
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(2) The map Wˆ+,h extends to h = 0 if and only if it is constant in h and has the
form
Wˆ+ =
(
a0 b1λ
0 a−10
)
,(6.2)
a0 =
√
a
a˜
, b1 =
a˜
Q
d
dz
√
a
a˜
, where
db1
dz
= 0.(6.3)
Proof. Wu [14] has studied the general problem of dressing two normalized po-
tentials ηˆ and η˜ into each other. Formally, it is enough to solve the equations
(5.11)-(5.16) in [14] for the map Wˆ+. (The symbols E, p and q used in [14] corre-
sponds to ours via E =−h2 Q, p =−h2 a, and q =−h2 a˜.) Writing
Wˆ+,h(z) =
(
∑∞k=0 a2k(z)λ 2k ∑
∞
k=0 b2k+1(z)λ 2k+1
∑∞k=0 c2k+1(z)λ 2k+1 ∑
∞
k=0 d2k(z)λ 2k
)
,
the equations (also correcting two typographic errors in [14]) to be solved are:
a0 = d−10 =
√
a
a˜
,(6.4)
2b′n+bn
(
Q′−
(
a′
a
+
a˜′
a˜
)
Q
)
=
(
a′′n−1−a′n−1
a′
a
)
a˜, (n≥ 1),(6.5)
cn =
2
h
(
−bnQ
aa˜
+
a′n−1
a
)
, (n≥ 1),(6.6)
a2 =
1
2
a0b1c1− b
′
1
ha˜
, d2 =
1
2
d0b1c1+
b′1
ha
,(6.7)
an =
1
2
a0
n/2−1
∑
j=0
b2 j+1cn−2 j−1− 12a0
n/2−1
∑
j=1
a2 jdn−2 j−
b′n−1
ha˜
, (n≥ 4),(6.8)
dn =
1
2
d0
n/2−1
∑
j=0
b2 j+1cn−2 j−1− 12d0
n/2−1
∑
j=1
a2 jdn−2 j−
b′n−1
ha
, (n≥ 4).(6.9)
As discussed in [14], Theorem 5.17, there is always a solution Wˆ+,h for any h 6= 0,
which takes care of item 1 of this theorem.
We now consider item 2. Assume that the solution extends to h = 0. We argue by
induction on n that:
an is independent of h for all n , an = dn = 0 for n > 0,
cn = 0 for all n, bn = 0 for n > 1.
Clearly, our hypothesis holds for n = 0, by equation (6.4). Assume now that the
hypothesis holds for n− 1, and consider n. If n is odd, we need to consider only
bn and cn. By equation (6.5), bn is independent of h, because the right hand side of
the equation has this property (the inductive hypothesis). But then the expression
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−2bnQaa˜ +
2a′n−1
a on the right hand side of equation (6.6) is also independent of h, and
therefore, if cn is defined for h = 0, the equation (6.6) becomes
(6.10) cn = 0 and bn =
a′n−1a˜
Q
.
If n = 1 we obtain the formula at (6.3) for b1, and if n ≥ 3 we obtain, using the
inductive hypothesis on an−1, that bn = 0. That deals with the odd case.
Now if n is even, we are considering an and dn. We first discuss an. If n = 2 we
have, from (6.7), that a2 = 12 a0b1c1−
b′1
ha˜ . We know that c1 = 0, and that b
′
1/a˜ is
independent of h. Hence we must have
(6.11) b′1 = a2 = 0.
If n≥ 4, we use equation (6.8), which reduces, by the inductive hypothesis to
an = 0.
The argument for dn is identical, using (6.9).
Thus we have proved the formula (6.2) for Wˆ+ by induction. The formulae at (6.3)
are given at (6.4), (6.10) and (6.11). This proves the "only if" direction of item
2, and the "if" direction is just the observation that the stated conditions for Wˆ+ at
(6.3) do give a solution to Wu’s equations (6.4)-(6.9). 
Remark 6.2. Note that, again using Theorem 5.17 of [14], an analogous statement
to Theorem 6.1 holds for the case that Q has an umbilic of order greater or equal
to 2. The only difference is that, in addition to the conditions at (6.3), one also
requires all the dressing invariants (of which there are many for higher order um-
bilics) must be satisfied by both potentials. The dressing invariants are independent
of h (see Lemma 3.2 of [14]), and so there is no further argument needed.
6.1. Dressing minimal surfaces. The dressing action on minimal surfaces, de-
fined in [7] in the same way as for non-minimal surfaces, via the meromorphic
potential, is an action on equivalence classes of minimal surfaces, all of which
have the same normalized potential. For the minimal case, there is not a unique
minimal surface related to a normalized potential. Theorem 6.1 defines a natural
class of dressing elements h+ ∈ Λ+P GCσ , namely given by
(6.12) h+ = Wˆ+(z0)−1 =
(
a0(z0)−1 −b1(z0)λ
0 a0(z0)
)
,
where Wˆ+ is as in the theorem, which can be used to define dressing as an action
on the class of minimal surfaces. But, in [7], it is also shown (in Lemma 5.1) that
when dressing normalized potentials for minimal surfaces, one can, without loss of
generality, assume that the dressing element h+ is indeed of the form (6.12), any
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other coefficients being irrelevant. Thus, what we have really established here is
the following:
Theorem 6.3. Let Σ ⊂ C be a simply connected domain with basepoint z0. The
dressing action, defined in [7] on normalized potentials of minimal surfaces, gives
a well-defined group action on the space of minimal immersions f : Σ→ R3.
Note that, given an element h+ of the above form, the dressing action on a minimal
immersion can be calculated using the classical Weierstrass data (µdz,ν), the for-
mulae in Theorem 1.1 for a and Q, and solving the equations at (6.3) for µ˜ and ν˜ .
If f has an umbilic of order greater than 1 at z0, one expects some complications
in this procedure.
7. SURFACES WITH SYMMETRIES
In this section we consider minimal and non-minimal CMC surfaces with sym-
metries that are either reflections about a plane or finite order rotations about a
point contained in the surface. Symmetries of CMC surfaces have been studied by
Dorfmeister and Haak in [4] and [5], and a more general derivation of the potentials
that correspond to symmetries can be found in those references.
Definition 7.1. Let f : Σ→R3 be a conformal immersion of a contractible domain.
(1) We say that f has a reflective symmetry with respect to a plane Π ⊂ R3
if there exist conformal coordinates z for Σ such that Σ is symmetric about
the real axis in these coordinates, that is Σ= Σ, and such that:
f (z¯) = RΠ( f (z)), ∀z ∈ Σ,
where RΠ is the reflection about the plane Π.
(2) Let n be a positive integer. We say that f has a fixed-point rotational sym-
metry of order n and axis l if there exist conformal coordinates z for Σ such
that eiθΣ= Σ, where θ = 2pi/n, and such that:
(7.1) f (eiθ z) = Rl f (z), ∀z ∈ Σ,
where Rl is the rotation of angle θ about the line l.
We will first show how these symmetries are reflected in the Weierstrass data. For
the rest of this section we always consider a contractible domain Σ⊂ C, with base
point z0 = 0, and a conformal CMC H immersion f : Σ → E3. If H 6= 0, we
let ηˆH = off-diag(−H2 a, p)λ−1dz be the associated normalized potential, where
p=Q/a. If H = 0, we let (µ,ν) be the classical Weierstrass data, chosen such that
µ(0) = 1 and ν(0) = 0.
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7.1. Reflections about a plane. Observe that, since the components of the matri-
ces e1 and e3 are pure imaginary, whilst the components of e2 are real, the reflection
about the plane e1∧ e3 in R3 = su(2) is given by
X 7→ −X¯ .
The next lemma shows that a CMC surface is symmetric about the plane e1∧ e3 if
and only if coordinates and basepoint can be chosen such that the Weierstrass data
are real along the real line.
Lemma 7.2. Suppose Σ is symmetric about the real axis, that is Σ = Σ, and let
f : Σ→ E3 be a CMC immersion with associated data as above. Then
(7.2) f (z¯) =− f (z), ∀ z ∈ Σ,
if and only if the associated Weierstrass data satisfy the condition
(7.3) ηH(z) = ηH(z¯), ∀ z ∈ Σ, if H 6= 0,
(7.4) (µ(z),ν(z)) = (µ(z¯),ν(z¯), if H = 0.
Proof. First suppose that f (z¯) = − f (z). It follows that f (R∩Σ) ⊂ span{e1,e3},
and so, for real values of z, we have fx parallel to the plane e1∧ e3. It also follows
from the symmetry that the surface is perpendicular to the plane. This means that
fy must be parallel to e2, for real z. Using this fact in the definition of the coordinate
frame (2.2), with initial condition E0 = I, we find that, alongR, the frame is SO(2)-
valued:
F(x,0) =
(
cosθ sinθ
−sinθ cosθ
)
, θ(x,0) ∈ R.
Case H 6= 0: The above expression for F(x,0) means that, for real z, the extended
coordinate frame Fˆ takes values in ΛGσρ , the fixed point subgroup with respect to
the involution ρ given by (ργ)(λ ) := γ(λ¯ ), for γ ∈ ΛG. The involution ρ is of the
first kind, which means that the group ΛGCσρ is Birkhoff decomposable (see [1]),
which simply means that both the factors in the normalized Birkhoff decomposition
Fˆ(x,0) = Fˆ−(x,0)Fˆ+(x,0),
take values in ΛGCσρ . Now the normalized potential is ηˆ = Fˆ
−1
− dFˆ−, and the reality
condition ρ , which is valid along the real axis, amounts to saying that the func-
tions a(x,0) and p(x,0) are real valued. Since Σ is connected, and the functions are
meromorphic, this is equivalent to the condition (7.3).
Conversely, suppose that ηH(z) =ηH(z¯) for all z. It follows that Φˆ(z¯) = Φˆ(z) for all
z∈Σ. Let Fˆ be the unique frame obtained by the pointwise Iwasawa decomposition
Φˆ= Fˆ Bˆ+, Fˆ(z) ∈ ΛGσ , Bˆ+(z) ∈ Λ+P GCσ .
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The corresponding decomposition for ¯ˆΦ is just the conjugate of this: ¯ˆΦ = ¯ˆF Bˆ+.
From this, the above symmetry of Φˆ, and the uniqueness of the Iwasawa decom-
position, we conclude that
Fˆ(z¯) = Fˆ(z).
Using this condition in the Sym-Bobenko formula
f :=− 1
2H
(
2iλ∂λ Fˆ Fˆ−1 + Fˆe3Fˆ−1− e3
)∣∣
λ=1 ,
we immediately obtain that f (z¯) =− f (z).
Case H = 0: Here the coordinate frame is
FC = e−u/2
(
s r¯
−r s¯
)
,
and it follows from the above form for F(x,0) that the functions s and r are real
valued along the real line. Since they are holomorphic, this means s(z) = s(z¯) and
r(z) = r(z¯) for all z, and hence µ = s2 and ν = sr/µ have the same property.
Conversely, if µ and ν have the symmetry given at (7.4), then the potential ηˆh =
off-diag(−hµ,−νz)λ−1dz has the symmetry (7.3). Hence, by the case explained
above for H 6= 0, the non-minimal CMC h surface, fh : Σ→ E3, associated to this
potential, satisfies fh(z¯) = − fh(z) for all z, and for every h 6= 0. By Theorem 1.1,
we have that this family depends continuously on h, and that f0 = f . By continuity,
f also has the symmetry.

7.2. Fixed-point rotational symmetries. In Definition 7.1 for rotational symme-
tries, little generality is lost by taking l to be the oriented x3-axis, and in our iden-
tification of E3 = su(2) the symmetry condition (7.1) amounts to:
(7.5) f (eiθ z) = AdT f (z), T =
(
eiθ/2 0
0 e−iθ/2
)
, θ =
2pi
n
.
This condition is reflected in the Weierstrass data for a CMC surface as follows:
Lemma 7.3. Suppose that the the domain Σ is rotationally symmetric, specifically
eiθΣ = Σ, where θ = 2pi/n. Let f : Σ→ E3 be a conformal CMC immersion with
associated data as above. Then
(1) If H 6= 0, then f has the rotational symmetry (7.5) if and only if, for all
z ∈ Σ, we have
a(eiθ z) = a(z),
p(eiθ z) = e−2iθ p(z).
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(2) If H = 0, then f has the rotational symmetry (7.5) if and only if, for all
z ∈ Σ, we have
µ(eiθ z) = µ(z),
ν(eiθ z) = e−iθν(z).
Proof. Given the symmetry condition (7.5), set g(z) = f (eiθ z) = AdT f (z). Cal-
culating the coordinate frame for g, one obtains that the coordinate frame for f ,
defined by (2.2), satisfies
(7.6) FC(eiθ z) = AdT FC(z),
for all z, and this condition is also valid for the extended coordinate frame FˆC.
Conversely, given a CMC H surface with extended frame FˆC, the Sym-Bobenko
formula shows that the symmetry (7.6) implies that f has the symmetry (7.5). This
argument is also valid for the case H = 0, taking the limit H → 0 in the Sym-
Bobenko formula. Thus, in either case, the condition (7.5) is equivalent with the
same condition for FˆC.
Case H 6= 0: The meromorphic extended frame is obtained by the normalized
Birkhoff decomposition FˆC(z) = Φˆ(z)Gˆ+(z), and the condition (7.6) gives us
FˆC(eiθ z) = Φˆ(eiθ z) Gˆ+(eiθ z)
= T Φˆ(z) Gˆ+(z)T−1
= AdT Φˆ(z)AdT G+(z).
The uniqueness of the Λ−∗ GCσ factor in the normalized Birkhoff decomposition im-
plies that
Φˆ(eiθ z) = AdT Φˆ(z).
Differentiating, one obtains
(7.7) Φˆ−1Φˆz
∣∣
eiθ z = e
−iθAdT
(
Φˆ−1Φˆz
)∣∣
z,
which is to say(
0 −H2 a(eiθ z)
p(eiθ z) 0
)
λ−1dz =
(
0 −H2 a(z)
e−2iθ p(z) 0
)
λ−1dz.
Thus a and p satisfy the conditions stated in the theorem. Conversely, integrating
a potential ηˆ with the symmetry given at (7.7), all steps of the above argument can
be reversed to conclude that the corresponding CMC surface f has the required
symmetry.
Case H = 0: For the minimal case, the coordinate frame has the form
FC = e−u/2
(
s r¯
−r s¯
)
,
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where µ = s2 and µν = sr. If the surface has the symmetry (7.5) then the metric is
invariant under z 7→ eiθ z, and hence u(eiθ z) = u(z). Thus the symmetry (7.6) of FC
reduces to: s(eiθ z) = s(z) and r(eiθ z) = e−iθ r(z). This implies the stated conditions
for µ and ν .
Conversely, given a minimal surface with Weierstrass data satisfying the given
symmetry conditions, the associated non-minimal surface, with basepoint z0 =
0, given in Theorem 1.1, has normalized potential ηˆh = off-diag(−ha/2, p) =
off-diag(−hµ,−νz). The symmetry assumptions on µ and ν give a(eiθ z) = a(z)
and p(eiθ z) = e−2iθ p(z). Hence this is the potential for a CMC h surface satisfying
the symmetry (7.5). By continuity, the symmetry also holds at h = 0. 
H = 10−8, H = 2
FIGURE 5. Two surfaces in the same family, which has an order
5 rotational symmetry.
7.3. Preservation of symmetries under deformations. A Euclidean motion of
the ambient space will always bring a line l to the x3-axis, or a plane Π to the plane
e1∧e3. Furthermore, the symmetry conditions of the Weierstrass data are indepen-
dent of h: in particular, for both symmetries, the Weierstrass data for a minimal
surface satisfy the symmetry condition if and only if the generalized Weierstrass
data for the associated non-minimal surfaces do also. Hence the results of the
previous two lemmas have the following corollary:
Theorem 7.4. Let H be any real number. Let fH : Σ→ E3 be a conformal CMC
H immersion, and let fh, for h ∈ R, be the family associated by Theorem 1.1, with
basepoint z0 = 0. Then fH satisfies one of the symmetries at Definition 7.1 if and
only if fh satisfies the same symmetry for all h.
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7.4. Examples with rotational symmetries. The conditions on a and p in Lemma
7.3 are equivalent to the following Laurent expansions for a(z) and p(z):
a(z) =∑
j
an j zn j, p(z) =∑
j
pn j−2 zn j−2.
Example 7.5. As an example with an order 5 rotational symmetry, we numerically
computed solutions corresponding to the potential
ηˆ =
(
0 −h2(5.1+1.5z5+0.35z10)
1.25z3+4.15z8 0
)
λ−1dz.
The images of discs around the coordinate origin for the surfaces corresponding to
h = 10−8 and h = 2 are shown at Figure 5.
Example 7.6. Kusner’s surface with p = 3, defined in [10], has Weierstrass data
µ =
i(
√
5z3+1)2
(z6+
√
5z3−1)2 , ν =
z2(z3−√5)√
5z3+1
.
It is proved in [10] that this minimal surface is complete, non-orientable, has finite
total curvature−10pi , has 3 embedded flat ends, and contains 3 straight lines which
lie in a plane. The dihedral group of order 6 acts by reflections around these lines.
The corresponding potential, with basepoint z0 = 0, is
ηˆ =
 0 −h (√5z3+1)2(z6+√5z3−1)2
−2
√
5iz(z6+
√
5z3−1)
(z3+1)2 0
λ−1dz.
The cases H = 10−9 and H = 1 are shown in Figure 6.
H = 10−9 H = 1 H = 1
FIGURE 6. Left: A disc around the symmetry point in an almost
minimal version of Kusner’s surface with p = 3. Right two im-
ages: The CMC 1 version.
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