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Introduction
Dans ce travail on a essaye´ d’e´tudier les formes qui proviennent de la ge´ome´trie alge´brique. Il s’agit la`
d’un bien vaste programme, qui reste une proble´matique toujours aussi fascinante du fait qu’elle contribue
a` pre´ciser le lien entre les formes qui existent explicitement (la ge´ome´trie alge´brique e´tant pre´cise´ment un
de ces modes de ge´ne´ration automatique de formes, mais qui ne demande qu’a` eˆtre renouvele´ et enrichi par
d’autres modes de construction) et la totalite´ des formes de´ﬁnie seulement implicitement.
Plus pre´cise´ment je me suis principalement inte´resse´ a` ce qui se passe en dimension 1, c’est-a`-dire pour les
courbes alge´briques. La situation est dans ce cas parfaitement comprise (depuis Riemann) sur les complexes:
Toute surface ferme´e orientable est re´alisable comme une courbe alge´brique. Ici, et dans tout ce qui suit,
nous supposons toujours les courbes projectives.
On peut alors se demander ce qui se produit sur les re´els. Notre motivation originelle e´tait simplement de
comprendre comment la partie re´elle d’une courbe alge´brique re´elle† est dessine´e sur la surface de genre g,
image du lieu complexe de la courbe. Il s’agit alors essentiellement de savoir comment l’alge`bre dessine des
cercles sur un bretzel. On s’est toujours borne´ au cas lisse. Sans hypothe`se de lissite´ certains cercles peuvent
s’agglutiner pour former des huit ou s’e´vanouir sur des points; penser aux cubiques (cf. Figure 1).
et son plongement dans
la courbe complexe
σ
comment ce huit est plongé
dans le lieu complexe qui est 
un tore pincé (par evanes-
cence d'un cycle)
σ
une cubique nodale
dont la partie réelle est
homéomorphe à une 
figure huit 
une cubique nodale avec
un point double isolé;
partie réelle homéomorphe à 
un cercle union un point 
Figure 1
A priori on pourrait par exemple s’imaginer qu’une cubique
plane lisse—dont on sait que le lieu complexe est une surface
de genre 1—et dont la partie re´elle posse`de 1 composante, soit
un cercle trivialement dessine´ sur le tore, ou` par trivialement
on entend en bordant un disque (cf. Figure 2). Mais une telle
circonstance est facilement e´carte´e en tenant compte du fait que
le cercle forme´ de la partie re´elle de la courbe doit eˆtre le lieu ﬁxe
d’une involution (celle induite par la conjugaison complexe), qui
devrait donc e´changer un disque avec un tore troue´.
un cercle trivialement 
plongé dans un tore
σ
Figure 2
Le bon point de vue n’est donc pas des cercles trace´s sur une surface, mais une involution (qui renverse
l’orientation) sur une surface. Une fois ce point de vue adopte´, on peut montrer que toutes les formes
topologiques, qui sont des surfaces syme´triques, c’est-a`-dire des surfaces orientables munies d’une involution
qui renverse l’orientation, sont en fait re´alisables alge´bro-ge´ome´triquement, soit comme l’action de la conju-
gaison complexe sur le lieu complexe d’une courbe re´elle lisse. Ce fait fut observe´ par Klein, et il conﬁrme
qu’en dimension (complexe) 1, toutes les formes topologiques sont en fait re´alisables par l’alge`bre. [Tout ce
que la topologie autorise, l’alge`bre le re´alise]. Le Chapitre 0 donne une explication de ce fait en s’appuyant
sur un the´ore`me de Brusotti; que l’on conc¸oit essentiellement comme un instrument permettant de singer en
ge´ome´trie alge´brique la ﬂexibilite´ absolue des chirurgies topologiques. [Ce faisant on s’expose bien suˆr a` une
petite critique d’ordre historique, du fait que le the´ore`me italien est de 40 ans poste´rieur a` celui de Klein,
mais on peut se prote´ger tre`s facilement en pre´tendant que le the´ore`me de Brusotti (1921) n’est en re´alite´
† Plus ge´ne´ralement a` chaque fois que l’on parlera d’une varie´te´ re´elle; nous entendrons par la` que l’on s’est donne´
un syste`me d’e´quations polynomiales dont tous les coeﬃcients sont des nombres re´els, ainsi une varie´te´ re´elle ne doit
pas eˆtre confondue avec l’ensemble de ses points re´els, c’est-a`-dire l’ensemble de toutes les solutions re´elles du syste`me
d’e´quations envisage´. On se devait de le pre´ciser, du fait que cette convention de langage n’est pas universellement
suivie.
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que l’aboutissement formalise´ d’une ide´e qui e´tait dans le vent bien avant meˆme que Klein n’entre en sce`ne,
puisque qu’elle se manifeste de´ja` dans les travaux de 1876 de Harnack ([Ha]), et semble trouver sa source
plus ante´rieurement encore chez Plu¨cker (1839) (cf. par exemple les observations de Klein dans [K3], p. 11).]
Une autre fac¸on rigolote d’e´noncer le re´sultat de Klein est de dire que toute surface (topologique) qu’elle
soit orientable ou non, avec ou sans bord, est re´alisable par la ge´ome´trie alge´brique en ce sens que si la
surface donne´e est ferme´e et orientable on peut la re´aliser comme lieu complexe d’une courbe complexe,
et que sinon on peut toujours la re´aliser comme le quotient (du lieu complexe) d’une courbe re´elle par la
conjugaison complexe.
Une fois ce phe´nome`ne observe´, il m’a semble´ attrayant d’e´tudier s’il se reproduit en dimension supe´rieure.
Il s’agit alors dans un premier temps de de´cider, si toute varie´te´ de dimension 4 est re´alisable par la
ge´ome´trie alge´brique en ce sens pre´cis, calque´ du cas des courbes, qu’elle serait toujours re´alisable (disons
home´omorphiquement) soit comme une riemannienne (i.e. l’espace topologique sous-jacent au lieu complexe
d’une surface alge´brique) ou soit comme une kleine´enne (i.e. l’espace topologique quotient du lieu complexe
d’une surface alge´brique re´elle par la conjugaison complexe). Bien suˆr ici les kleine´ennes des surfaces re´elles
sont toujours des varie´te´s topologiques (sans bord!) et qui de surcroˆıt sont toujours orientables, du fait que
dans ce cas la conjugaison complexe pre´serve l’orientation. Ceci nous oblige d’entre´e de jeu a` restreindre
notre tentative de ge´ome´trisation aux varie´te´s de dimension 4 qui sont orientables, ce qui constitue de´ja`
une petite de´ception vis-a`-vis de la ﬂexibilite´ absolue qui se manifestait chez les courbes. Mais bien suˆr
cette tentative de ge´ome´trisation (qui repose sur rien de plus solide qu’un simple de´calquage de ce qui se
passe pour les courbes) s’est comple`tement eﬀondre´e, lorsque j’ai pris connaissance (dans des travaux de
Letizia, Silhol et Donaldson) de quelques petites formules, issues d’une combinaison des the´ories de Smith
et de Hodge, reliant les invariants holomorphes (q, pg) de la riemannienne d’une surface alge´brique re´elle
aux invariants topologiques (b1, b+2 ) de sa kleine´enne. C’est la` (entre autres) l’un des buts poursuivi dans le
Chapitre 1, qui contient par ailleurs une pre´sentation de quelques kleine´ennes de surfaces. On y expose en
particulier les re´sultats connus concernant la connaissance comple`te des kleine´ennes des surfaces dans P3 de
degre´ ≤ 4. Cette connaissance pour le cas du degre´ 4 est le fruit d’une ide´e tre`s astucieuse de Donaldson, a`
savoir la possibilite´ de de´former la structure complexe jusqu’a` rendre l’involution donne´e par la conjugaison
complexe holomorphe! Par ailleurs c’est l’unique chapitre du travail qui ne s’occupe pas des courbes.
De´crivons maintenant l’objet du Chapitre 2, et pour cela revenons aux courbes. Compte tenu du fait
observe´ par Klein—qui ne fournit rien de moins qu’une compre´hension de´ﬁnitive de la topologie des courbes
alge´briques re´elles lisses—une prochaine question, moins intrinse`que, mais qui se pose ne´anmoins naturelle-
ment est de savoir ce qu’il advient lorsque l’on se restreint aux courbes planes lisses, dont on est apre`s tout
tente´ de pre´tendre que ce sont celles dont le mode de ge´ne´ration est le plus imme´diat. Mais cette facilite´ du
mode de ge´ne´ration s’est ave´re´e eˆtre assez trompeuse quant a` l’exploration de leur topologie qui est quelque
peu plus sinueuse que ne l’e´tait celle des courbes abstraites. Pre´cisons d’abord notre question:
Proble`me de Klein. Caracte´riser les surfaces syme´triques re´alisables comme l’action de la conjugaison
complexe sur le lieu complexe d’une courbe re´elle lisse du plan.
La question fut souleve´e par Felix Klein lui-meˆme, puis par d’autres auteurs dont notamment Gross-Harris
en 1981 (cf. [GrHa], p. 177). Klein pose cette question dans une note en bas de page (que nous reproduisons
ci-dessous) ajoute´e a` ses œuvres comple`tes (cf. [K3], p. 155), ou` il semble pressentir l’existence de contraintes
non triviales; sans pour autant pre´ciser leur nature—se contentant seulement de justiﬁer son intuition en
invoquant la particularisation des modules re´alise´s par les courbes planes d’un degre´ donne´, au sein de la
totalite´ des courbes de genre correspondant:
Es hat mir immer vorgeschwebt, dass man durch Fortsetzung der Betrachtungen des Textes Genaueres u¨ber
die Gestalten der reellen ebenen Kurven beliebigen Grades erfahren ko¨nne, nicht nur, was die Zahl ihrer Zu¨ge,
sondern auch, was deren gegenseitige Lage angeht. Ich gebe diese Hoﬀnung auch noch nicht auf, aber ich muss
leider sagen, dass die Realita¨tstheoreme u¨ber Kurven beliebigen Geschlechtes (welche ich aus der allgemeinen
Theorie der Riemannschen Fla¨chen, speziell der “symmetrischen” Riemannschen Fla¨chen ableite) hierfu¨r nicht
ausreichen, sondern nur erst einen Rahmen fu¨r die zu untersuchenden Mo¨glichkeiten abgeben. In der Tat sind ja
die doppelpunktslosen ebenen Kurven n-ten Grades fu¨r n > 4 keineswegs die allgemeinen Repra¨sentanten ihres
Geschlechtes, sondern wie man leicht nachrechnet, durch (n− 2)(n− 4) Bedingungen partikularisiert. Da man
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u¨ber die Natur dieser Bedingungen zuna¨chst wenig weiss, kann man noch nicht von vornherein sagen, dass alle
die Arten reeller Kurven, die man gema¨ss meinen spa¨teren Untersuchungen fu¨r p = n−1·n−22 ﬁndet, bereits im
Gebiete besagter ebener Kurven n-ter Ordnung vertreten sein mu¨ssten,...
Personnellement, je me suis heurte´ (en faisant des tentatives de construction) a` la diﬃculte´ expe´rimentale
de construire une quintique (courbe de degre´ 5) se´parante [ceci signiﬁe que la partie re´elle disconnecte le lieu
complexe] et dont la partie re´elle ne posse`de qu’une seule composante. Et ensuite comme je l’ai appris graˆce
a` un article d’Alexis Marin ([Mar1]), une telle courbe ne peut en fait exister, comme il re´sulte d’une ine´galite´
due a` V.A. Rohlin—bien qu’on n’en trouve pas de mention explicite dans ses travaux†—qui aﬃrme la chose
suivante:
Ine´galite´ de Rohlin. La partie re´elle d’une courbe plane se´parante posse`de toujours au moins autant de
composantes que la moitie´ de son degre´.
(Une quintique se´parante doit donc au moins posse`der 2, 5 composantes connexes!) La technique utilise´e
par Rohlin pour mettre en e´vidence ce re´sultat est simplement celle de l’e´tude de l’intersection des classes
d’homologies de´ﬁnies par les deux moitie´s de la courbe se´parante convenablement rebouche´es. Cette bre`ve
indication sugge`re de´ja` que l’instrument qui faisait de´faut a` Klein e´tait la the´orie de l’intersection, e´labore´e
comme on le sait seulement un peu plus tard par Poincare´. (J’ignore s’il existe une de´monstration de
l’ine´galite´ de Rohlin qui repose seulement sur les techniques de la ge´ome´trie alge´brique du 19e`me sie`cle.)
Cette restriction e´tant note´e, il est alors relativement facile de montrer que c’est essentiellement la seule
qui entrave la topologie des courbes planes re´elles (mise a` part bien entendu les contraintes triviales sur le
genre qui doit eˆtre de la forme g = (d−1)(d−2)2 et le fait que pour les degre´s impairs le nombre de composantes
de la partie re´elle doit au moins eˆtre e´gal a` un). On obtient de la sorte une re´ponse comple`te a` la question de
Klein; en de´crivant donc exactement les surfaces syme´triques susceptibles d’une re´alisation comme l’action
de la conjugaison complexe sur le lieu complexe d’une courbe re´elle lisse plonge´e dans le plan. Je tiens juste
a` pre´ciser que ce re´sultat n’avait pas e´chappe´ a` V.M. Kharlamov et O.Ya. Viro (tous deux e´tudiants de
Rohlin), et qui e´taient arrive´s dans leur se´minaire a` cette meˆme conclusion—mais qu’ils se sont abstenus de
publier du fait que la re´solution du proble`me de Klein ne´cessite seulement le recours a` la me´thode classique
de construction dite de la petite perturbation (ce que nous appelons le the´ore`me de Brusotti). Voila` donc
pour l’objet du Chapitre 2.
Le Chapitre 3 est ne´ lui d’une observation tre`s simple. Graˆce a` Klein, on sait que la topologie d’une courbe
re´elle est assujettie a` la dichotomie eˆtre se´parante ou non, suivant que la partie re´elle C(R) de la courbe
disconnecte ou non son lieu complexe C(C). A chaque fois que l’on voit une courbe re´elle, on est en droit
de se demander si elle est ou non se´parante, et on voudrait notamment disposer de crite`res permettant de
de´tecter l’e´ventuel caracte`re se´parant d’une courbe alge´brique re´elle donne´e.
Si la courbe est plane, et si en outre elle est construite via le proce´de´ de Brusotti de petite variation des
coeﬃcients, alors on verra dans le Chapitre 2 comment un the´ore`me “ge´ne´tique” duˆ a` T. Fiedler fournit la
re´ponse. [J’ignore par contre toujours s’il existe une proce´dure permettant, a` partir de la donne´e de l’e´quation
d’une courbe plane, qui est une forme ternaire F (x0, x1, x2) =
∑
i+j+k=d aijk x
i
0 x
j
1 x
k
2 a` coeﬃcients re´els, de
de´cider si la courbe qu’elle de´ﬁnit est ou non se´parante.]
Mais pour une courbe re´elle quelconque (non ne´cessairement plane), je me suis aperc¸u qu’un crite`re souvent
utile pour mettre en e´vidence son e´ventuel caracte`re se´parant consiste a` exhiber un morphisme re´el vers la
droite projective P1 (munie de sa structure re´elle standard) dont les ﬁbres au-dessus des points re´els sont
toutes exclusivement forme´es de points re´els. Il s’agit la` d’une proprie´te´ tre`s spe´ciale pour le morphisme
exprimant une sorte de “principe de conservation du nombre” miraculeusement valide meˆme au niveau re´el;
qui permettrait d’aﬃrmer grosso modo qu’une courbe re´elle, dont la partie re´elle se comporte comme une
courbe complexe est se´parante.
Un morphisme re´el jouissant de cette proprie´te´ a e´te´ qualiﬁe´ de sature´. On peut par exemple faire usage
de ce crite`re pour mettre en e´vidence le caracte`re se´parant d’une courbe hyperelliptique re´elle d’e´quation
y2 = f(x) avec f(x) > 0 (pour tout x re´el), vu que dans ce cas la projection hyperelliptique (celle sur l’axe
† Mais comme nous l’expliquerons plus loin, cette ine´galite´ suit tre`s facilement d’une formule de Rohlin, qui elle
ﬁgure explicitement dans ses travaux publie´s.
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Fig. 3b)
C4
x
y
x
f(x)
le graphe de f(x) tel que f(x) est
toujours strictement positif
la courbe hyperelliptique y  = f(x)2
Fig. 3a)
des x) est un morphisme sature´ (cf. Fig. 3a)); ainsi que pour une quartique plane C4 ⊂ P2 avec deux ovales
emboˆıte´s, en la projetant depuis un centre de perspective situe´ a` l’inte´rieur du nid (cf. Fig. 3b)).
Il restait alors a` savoir si ce crite`re est infaillible, c’est-a`-dire s’il permet de de´tecter toutes les courbes
se´parantes; ou encore:
Proble`me d’existence pose´ par les courbes se´parantes. E´tant donne´ une courbe se´parante, peut-on
toujours trouver un morphisme sature´ vers la droite?
On a re´ussi a` veriﬁer que tel est bien le cas. La re´solution de ce proble`me d’existence s’est ave´re´e assez
de´licate en ge´ne´ral. Dans le cas particulier des courbes se´parantes qui sont Harnack-maximales (i.e. les
courbes qui re´alisent la borne de Harnack, cf. Chapitre 0, Proposition 2.2), le re´sultat est plus facile a`
e´tablir, et faisait entre autres l’objet d’un travail de Johannes Huisman, cf. [Hui2]. J’ai aussi appris tout
dernie`rement que ce proble`me avait en fait de´ja` e´te´ aborde´ par Riemann (cf. [Rie]), du moins dans le
cas particulier des surfaces a` bord planaires qui dans notre langage correspondent aux courbes Harnack-
maximales. Cette e´tude fut ensuite reprise par Schottky (cf. [Sch]).
Pour re´soudre le proble`me en ge´ne´ral, j’ai ﬁnalement trouve´ un argument qui permet (moyennant seule-
ment l’usage du the´ore`me d’Abel†) de re´duire cette question d’existence a` un principe de nature purement
topologique; dont la simplicite´ est telle que je ne peux resister a` le mentionner dans cette introduction de´ja`:
Principe d’irrigation. Sur un tore (re´el) de dimension g (e´quipe´ d’une loi de groupe), on suppose trace´es
g courbes fondamentales (i.e. qui forment une base du H1), alors tout point du tore peut s’e´crire comme une
somme de (au moins) g points situe´s sur les g courbes trace´es. [De manie`re image´e: si on irrigue un tore
topologiquement, alors on l’engendre alge´briquement.]
Une fois ce proble`me d’existence re´solu, je me suis aperc¸u qu’un re´sultat essentiellement e´quivalent avait
de´ja` e´te´ obtenu par L.V. Ahlfors (en collaboration avec son e´tudiant P. Garabedian) en 1950 (cf. [Ah]), et ce
dans la cate´gorie (paralle`le) des surfaces de Riemann a` bord‡. Evidemment avec un peu de bon sens on doit
juste admettre—pour saisir l’e´quivalence de notre e´nonce´ avec celui d’Ahlfors—que l’identite´ classique entre
surfaces de Riemann ferme´es et courbes alge´briques projectives se “prolonge” en une correspondance entre
surfaces de Riemann a` bord et courbes re´elles se´parantes, bon sens qui d’ailleurs peut eˆtre comple`tement
e´limine´ si on prend la peine par exemple de consulter le travail de formalisation d’Alling-Greenleaf [AG2].
En fait je n’ai pas re´ussi a` m’extirper de ce proble`me d’existence, sans un renseignement de nature
quantitative (a` savoir un controˆle sur le degre´ du morphisme)—et ma grande surprise fut alors que mon
re´sultat co¨ıncidait avec celui d’Ahlfors non seulement dans sa substance existentielle-qualitative, mais e´tait
aussi rigoureusement identique du point de vue quantitatif. Mais mettons cet aspect (bassement) quantitatif
un instant de coˆte´, pour y revenir un peu plus tard, de´sirant plutoˆt pour l’instant essayer de de´gager quelques
applications de la solution apporte´e a` ce proble`me d’existence en vue de la voir non seulement comme une
curiosite´, mais aussi comme un outil.
Quelques applications de la solution apporte´e au proble`me d’existence.
• Il y a tout d’abord l’application a` la the´orie elle-meˆme—qui consiste simplement a` observer que ce re´sultat
fournit une caracte´risation purement ge´ome´trique des courbes re´elles se´parantes, notion qui a` l’origine e´tait
† Dont on utilise toutefois l’implication non triviale, qui en re´alite´ est due a` Riemann—cf. par exemple les remarques
de H. Weyl dans [We], p. 126.
‡ C’est-a`-dire une surface a` bord munie d’une structure de surface de Riemann sur son inte´rieur.
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de nature topologique, mais qui ﬁnalement s’ave`re eˆtre e´quivalente a` la condition strictement ge´ome´trique
(il serait peut-eˆtre meˆme plus pre´cis de dire R-arithme´tique) d’existence d’un morphisme sature´ vers P1,
condition qui ne fait plus du tout re´fe´rence a` la topologie—ce qui permettrait a` la rigueur de de´ﬁnir pour
tout corps k une notion de courbe se´parante sur k, comme e´tant simplement une courbe de´ﬁnie sur k qui
admet un morphisme sature´ vers P1, c’est-a`-dire dont les ﬁbres au-dessus des points k-rationnels de la droite
sont toutes exclusivement forme´es de points k-rationnels de la courbe.
• Une autre application potentielle me semblait re´sider dans la recherche d’une ge´ne´ralisation de la notion
des courbes se´parantes aux varie´te´s de dimension supe´rieures†. De fac¸on plus pre´cise, j’ai essaye´ d’e´tudier, si
la notion de courbe se´parante et l’e´nonce´ d’Ahlfors (conside´re´s comme un tout) se ge´ne´ralisent aux varie´te´s
de dimensions supe´rieures—dans ce sens qu’il existerait une de´ﬁnition des varie´te´s re´elles se´parantes—qui
jouisse de cette double aptitude a` eˆtre de nature topologique, tout en e´tant e´quivalente a` la notion purement
ge´ome´trique d’admettre un morphisme sature´ vers une varie´te´ “cible”, qui jouerait le roˆle tenu par P1
dans le cas des courbes. Pour l’instant il s’agit la` d’une proble´matique qui n’a pas encore rec¸u de re´ponse
satisfaisante. J’ignore donc si l’identite´ substantielle entre “eˆtre se´parante” et “admettre un morphisme
sature´ vers P1” est un phe´nome`ne spe´ciﬁque aux courbes ou si au contraire c’est la manifestion particulie`re
d’un phe´nome`ne plus ge´ne´ral.
• Une application plus palpable re´side dans le fait qu’elle re´pond a` une question souleve´e par G. Wilson
qui e´tait (cf. [Wil], p. 67):
I do not know if one can tell whether or not X divides by examining only the real part XR ⊂ RP 2.
Auquel le the´ore`me d’Ahlfors (ou plus exactement sa formulation en terme de courbes re´elles) permet de
re´pondre qu’une courbe plane est se´parante si et seulement si il existe un pinceau sature´ de courbes planes,
c’est-a`-dire un pinceau dont les membres re´els de´coupent sur la courbe donne´e exclusivement des points re´els.
(En fait je l’e´nonce ainsi pour faire simple, mais en re´alite´ il se pourrait que le pinceau pre´sente des points
bases imaginaires conjugue´s situe´s sur la courbe, si bien qu’a` priori on doit se contenter de l’e´nonce´ suivant:
une courbe plane est se´parante si et seulement si il existe un pinceau de courbes planes, dont les membres
re´els de´coupent sur la courbe donne´e des points qui de`s que mobiles sont re´els.) D’ou` une re´ponse par
l’aﬃrmative a` la question de Wilson, et d’ailleurs cette possibilite´ de voir le caracte`re se´parant d’une courbe
re´elle a` partir de la seule inspection de son lieu re´el n’est nullement spe´ciﬁque au cas des courbes planes.
Mais comme le montrent les exemples suivants il faut avoir de bons yeux (et surtout beaucoup de yeux...)
Apre`s l’exemple de la quartique C4 avec deux ovales
emboˆıte´s de la Fig. 3b), on peut conside´rer l’exemple
d’une quartique C4 avec 4 composantes (cf. Fig. 4a)).
Dans ce cas on a bien suˆr de la peine a` trouver un centre
de perspective, duquel toute droite issue n’aurait que des
points d’intersection re´el avec la quartique—mais le re-
cours a` un pinceau de coniques passant par 4 points situe´s
a` l’inte´rieur des 4 ovales (cf. Fig. 4b)), nous donne un
pinceau sature´ (puisque chaque conique re´elle du pinceau
de´coupe sur la quartique 8 points re´els)—ce qui re´ve`le le
caracte`re se´parant de la courbe C4 envisage´e. Fig. 4a) Fig. 4b)
C4
Un exemple un peu plus sophistique´ ne´cessitant le re-
cours a` un pinceau de cubiques est le suivant; on conside`re
la sextique C6 de la Fig. 5a) avec 9 composantes, obtenue
en lissiﬁant une re´union de 3 coniques transverses. On
peut alors envisager un pinceau de cubiques engendre´ par
deux cubiques de´ge´ne´re´es re´union de 3 droites par un
meˆme point (et individuellement de´ﬁnies sur R) et dont
les 9 points d’intersection sont soigneusement positionne´s
a` l’inte´rieur des 9 ovales de la sextique C6 (cf. Fig. 5b)). Fig. 5a) Fig. 5b)
C6
† Signalons que cette proble´matique avait de´ja` e´te´ aborde´e, notamment par O. Ya. Viro, qui propose comme de´ﬁnition
simplement l’annulation dans l’homologie du lieu complexe de la classe fondamentale modulo 2 de´ﬁnie par la partie
re´elle (cf. [Vi2], p. 263).
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Du fait que tous les membres re´els de ce
pinceau sont de partie re´elle connexe comme
le montre la Figure 6, on de´duit que chaque
membre re´el du pinceau coupe, pour d’e´videntes
raisons topologiques, la courbe C6 en au moins
2 · 9 = 18 points re´els, soit en le nombre max-
imum de points autorise´ vu que 18 est aussi
e´gal a` 3 · 6, ce qui montre que le pinceau en-
visage´ est sature´, et donc que la sextique donne´e
C6 est se´parante. Ainsi on voit, du moins en
the´orie, que notre the´ore`me fournit une re´ponse
a` la question de Wilson, mais il n’en demeurre
pas moins que les choses deviennent vite com-
plique´es, et qu’il reste une grande part de ﬂair
dans la proce´dure qui consiste a` de´busquer un
pinceau sature´ re´ve´lateur du caracte`re se´parant
de la courbe donne´e. Un principe semblant tout
de meˆme se de´gager est d’imposer des points base
situe´s a` l’inte´rieur des ovales les plus profonds,
c’est-a`-dire les e´le´ments minimaux pour la rela-
tion d’ordre donne´e par l’emboˆıtement. Figure 6
Donnons enﬁn un dernier exemple illustrant explicitement le fait que la me´thode n’est pas re´serve´e aux
courbes planes. On conside`re deux quadriques
dans l’espace P3 dont les parties re´elles sont (dis-
ons) des sphe`res et dont l’intersection de´ﬁnie une
courbe C4 de P3 de degre´ 4 avec deux com-
posantes (Fig. 7a)). En prenant le pinceau des
plans autour d’une droite l bien choisie (Fig. 7b))
on de´ﬁnit un morphisme sature´ de C4 vers P1. Fig. 7a)
l
Fig. 7b)
Il faut cependant se garder de croire que le type topologique du plongement C(R) ⊂ P2(R) suﬃt a` lui seul
a` de´terminer la connaissance du plongement C(R) ⊂ C(C), autrement dit l’alternative se´parante ou non.
Un exemple illustrant ceci est donne´ par les deux sextiques de la Figure 8 dont l’une d’elles est se´parante et
l’autre non†, bien que toutes deux pre´sentent la meˆme “conﬁguration”, a` savoir 9 ovales non emboˆıte´s.
Figure 8
C6
séparante non séparante
+
+
+
+
+
+
-
lissification 
compatible
avec les
orientations
lissification 
incompatible
avec les
orientations
=
=
C6
Ainsi dans notre re´ponse a` la question de Wilson, c’est vraiment la connaissance exacte du plongement
C(R) ⊂ P2(R) au sens “rigide” qui est requise pour extraire l’information se´parante ou non, par le biais de
la possibilite´ ou non d’exposer la courbe a` un pinceau auxiliaire sature´.
• On aurait aussi pu espe´rer de´duire certaines proprie´te´s spe´ciales des courbes se´parantes (et notamment
l’ine´galite´ de Rohlin relative a` la topologie des courbes planes se´parantes) de cette ge´ome´trisation de la
condition se´parante en terme de morphismes sature´s. Il s’agirait la` certes d’une application modeste, mais
† Comme on le verra au Chapitre 2 le simple fait que les lissiﬁcations eﬀectue´es soient compatibles ou non avec les
orientations assure que la courbe est se´parante ou non.
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qui permettrait de´ja` de tester l’utilite´ de notre e´nonce´ sur un terrain concret. En outre ceci me semble ne pas
eˆtre comple`tement de´nue´ d’inte´reˆt du fait que l’approche de Rohlin est malheureusement entache´e—comme
on le verra dans le Chapitre 2—d’une division en fonction de la parite´ du degre´†. Mais je dois reconnaˆıtre
qu’en de´pit de nombreuses tentatives, je ne suis pas parvenu a` de´nicher un argument qui fasse apparaˆıtre
l’ine´galite´ de Rohlin comme corollaire de l’existence de morphismes sature´s vers P1. Je vais tout de meˆme
exposer ci-dessous une tentative de relier Ahlfors a` Rohlin pour indiquer la diﬃculte´ que l’on rencontre (ou
du moins celle que je n’ai pas su contourner).
Soit donc Cm ⊂ P2 une courbe de degre´ m se´parante. On note r le nombre de composantes connexes de
Cm(R), et il s’agit de montrer r ≥ m2 . D’apre`s le re´sultat d’existence, l’hypothe`se se´parante se traduit en
l’existence d’un morphisme sature´ f : Cm → P1. On a alors la relation
(1) d =
r∑
i=1
di
entre d le degre´ du morphisme f et di le degre´ de l’application f(R)|Ci : Ci → P1(R) en restriction a` la
composante Ci de Cm(R). La courbe e´tant en outre suppose´e plane ce morphisme est induit par un pinceau
d de courbes planes de degre´ disons k. On peut en outre supposer le pinceau d sans point base sur la courbe
Cm, si bien que d = km. On est alors tente´ par l’assertion suivante:
Assertion ne´buleuse. Chaque composante de Cm(R) peut eˆtre “remplace´e” par une conique ou une droite
suivant qu’il s’agisse d’un ovale ou d’une pseudo-droite‡. De fac¸on pre´cise, supposons (juste pour ﬁxer les
ide´es) le degre´ de la courbe m pair, si bien que chaque composante est un ovale. On aﬃrme alors que pour
chaque ovale Ci il existe une conique Ei telle que l’ovale s’applique diﬀe´omorphiquement sur la conique Ei(R)
en longeant les feuilles du feuilletage (avec singularite´s) de P2(R) de´ﬁnit par le pinceau d.
Cette assertion est facile a` illustrer sur les exemples explicites que nous avons donne´ (cf. Figure 9), mais
est malheureusement de´licate a` justiﬁer en ge´ne´ral.
Figure 9
C4C4
En l’admettant, on obtient alors la majoration di ≤ 2k, vu que le nombre di peut eˆtre exprime´, apre`s avoir
choisi Γk un membre re´el quelconque du pinceau d, comme:
di = card(Ci ∩ Γk(R))
= card(Ei(R) ∩ Γk(R)) [d′apre`s l′assertion]
≤ card(Ei(C) ∩ Γk(C)) = 2k.
D’ou`, en tenant compte de (1), l’ine´galite´ km = d =
∑r
i=1 di ≤ 2rk, qui simpliﬁe´e par k ≥ 1 donne
l’ine´galite´ de Rohlin r ≥ m2 . Mais on est bien entendu seulement a` moitie´ convaincu et en particulier on
e´prouve un sentiment de de´ception que le chemin d’Ahlfors vers Rohlin soit aussi rocailleux.
† Je peux meˆme avouer que c’est entre autres l’espoir d’obtenir une de´monstration uniﬁe´e de l’ine´galite´ de Rohlin
qui me motivait a` e´tablir le the´ore`me d’existence de morphismes sature´s.
‡ Rappelons qu’un cercle plonge´ dans P2(R) est nomme´ ovale ou pseudo-droite suivant qu’il borde ou non un disque
dans P2(R).
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Enﬁn les derniers paragraphes du Chapitre 3, sont consacre´s a` la possibilite´ d’ame´liorer quantitativement
le the´ore`me d’Ahlfors. Mais pour ne pas faire paraˆıtre la chose plus technique qu’elle ne l’est en re´alite´; je
dois m’autoriser une petite excursion chez les courbes complexes. D’abord, le principe d’irrigation, que l’on a
invoque´ pour e´tablir le the´ore`me d’existence de morphismes sature´s, est de nature suﬃsament ge´ne´rale, pour
que son domaine d’applicabilite´ ne se limite pas qu’a` cette seule question de ge´ome´trie re´elle. Il permet aussi
par exemple de s’appliquer a` la situation plus de´pouille´e, d’une courbe complexe livre´e avec son plongement
dans la jacobienne. Dans ce contexte tre`s bien e´tudie´, il livrait malheureusement seulement la surjectivite´
de l’application d’Abel-Jacobi en degre´ 2g, alors que comme on le sait bien depuis le milieu du 19e sie`cle
(Jacobi-Riemann), la surjectivite´ vaut de´ja` de`s que les dimensions l’autorisent, c’est-a`-dire en degre´ g (c’est
le fameux the´ore`me d’inversion de Jacobi †).
On a alors vite remarque´ qu’une petite variante de la me´thode d’irrigation livre en fait une de´monstration
imme´diate du the´ore`me d’inversion de Jacobi. L’ide´e e´tant simplement que pour ce qui concerne le plonge-
ment d’une courbe (de genre g ≥ 1) dans sa jacobienne, tout se passe comme si la courbe e´tait un bouquet de
g tores bidimensionnels qui irriguent le tore de dimension re´elle 2g image de la jacobienne. [Cette intuition
se formalise sans peine au moyen de l’homologie, et plus spe´ciﬁquement graˆce a` la notion du produit de
Pontrjagin, qui est simplement l’ope´ration qui apparaˆıt sur l’homologie d’un espace qui est un groupe.] La
morale c’est que l’existence de Jacobi aurait e´te´ bien simpliﬁe´e s’il avait ve´cu apre`s Poincare´ et Brouwer.
Evidemment je me suis vite rendu compte que cette de´monstration purement topologique (et donc tre`s
e´le´mentaire) du the´ore`me d’inversion de Jacobi, n’e´tait pas reste´e inconnue. Mais parmi tous les livres qui
traˆıtent de la question, je n’en connais qu’un seul, celui de C.H. Clemens (cf. [Cl], pp. 131–132) qui adopte
cette approche pourtant tellement eﬃcace.
C’est cette petite excursion chez les courbes complexes qui m’a sugge´re´ la possibilite´ d’ame´liorer le premier
the´ore`me d’existence, et conduit en retour a` un the´ore`me de repre´sentation conforme plus pre´cis que celui
d’Ahlfors.
Indiquons enﬁn par le Leitfaden qui suit les rapports logiques entres les divers chapitres, qui montre en
particulier qu’apre`s la lecture du Chapitre 0, l’ordre de lecture des 3 chapitres restants est comple`tement
arbitraire. La nume´rotation des e´nonce´s, ainsi que celles des ﬁgures est re´-initialise´e au de´but de chaque
chapitre, si bien que la re´fe´rence a` un e´nonce´ ou a` une ﬁgure est toujours implicitement relative au chapitre
courant, sauf pre´cision expresse du chapitre concerne´.
Chapitre 0
Chapitre 2 Chapitre 3
Chapitre 1
courbes
surfaces
Signalons qu’une partie des re´sultats de cette the`se avait de´ja` fait l’objet d’un article paru a` l’Enseignement
Mathe´matique (cf. [Gab]), dont le contenu recouvre les Chapitres 0 et 2 du pre´sent expose´. On a cependant
ici rajoute´ quelques de´tails, notamment au paragraphe 2.2 (du Chapitre 2) ou` l’on a essaye´ de re´diger une
de´monstration comple`te de l’ine´galite´ de Rohlin (du moins pour les courbes de degre´ pair).
Je tiens ﬁnalement a` remercier les membres de la Section de Mathe´matiques de Gene`ve pour l’atmosphe`re
tre`s stimulante dont j’y ai be´ne´ﬁcie´, en particulier M. Kervaire, F. Ronga et C. Weber pour leur aide.
Je remercie aussi J. Huisman, A. Marin (et l’organisation RAAG) pour les invitations a` la participation
d’expose´s, qui ont toujours e´te´ une source de clariﬁcation; ainsi que V.M. Kharlamov et O.Ya. Viro
dont les remarques—m’indiquant avec beaucoup de pre´cision leur fac¸on de re´soudre le proble`me de Klein—
m’ont permis de condenser la pre´sentation du Chapitre 2. Je remercie e´galement F. Ronga, J. Huisman et
F. Mangolte d’avoir accepte´ de faire partie du jury de cette the`se. Enﬁn, j’exprime ma reconnaissance au
professeur D. Coray pour son aide tout au long de la pre´paration de ce travail.
† De´montre´ par Jacobi dans le cas hyperelliptique et par Riemann en ge´ne´ral, via les fonctions theta.
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Chapitre 0: Topologie des courbes re´elles abstraites:
l’action de Galois sur le lieu complexe
0.1 La surface syme´trique attache´e a` une courbe re´elle lisse
Une courbe alge´brique projective complexe C ⊂ Pn lisse et irre´ductible est pour la topologie transcendante
une surface connexe compacte orientable, et donc une sphe`re avec un certain nombre g d’anses.
Si en outre on suppose C re´elle (i.e. de´ﬁnies par des e´quations a` coeﬃcients re´els), alors la conjugaison
complexe, par le biais de son action sur Pn(C) coordonne´e par coordonne´e (x0, . . . , xn) → (x0, . . . , xn),
pre´serve globalement le lieu complexe C(C) en ﬁxant point par point le lieu re´el, que l’on note C(R).
A une courbe re´elle C est donc associe´e une surface syme´trique† (X,σ), c’est-a`-dire une surface connexe
compacte orientable X munie d’une involution σ qui renverse l’orientation (vu que cette dernie`re se souvient
d’avoir e´te´ antiholomorphe et que nous travaillons en dimension complexe 1).
Remarque. En ge´ne´ral pour X une varie´te´ alge´brique re´elle de dimension n, l’involution σ : X(C)→ X(C)
induite par la conjugaison complexe renverse l’orientation pour n impair, et la pre´serve sinon; comme on le
voit en e´crivant la matrice de (z1, . . . , zn) → (z1, . . . , zn) relativement a` la R-base canonique de R2n ∼= Cn.
L’objet du pre´sent chapitre est de montrer, par analogie avec le cas complexe ou` l’on sait que toute surface
de genre g est re´alisable comme le lieu complexe d’une courbe, que tout objet topologique admissible est
re´alisable alge´bro-ge´ome´triquement: autrement dit dans le cas pre´sent (ou` l’on fait une hypothe`se de re´alite´)
que toute surface syme´trique est re´alisable comme l’action de la conjugaison complexe sur le lieu complexe
d’une courbe re´elle‡. Notre approche est la suivante:
• On commence par rappeler la classiﬁcation (topologique) des surfaces syme´triques en termes de trois in-
variants: le genre, le nombres de composantes ﬁxes et l’alternative se´parante ou non (la de´ﬁnition pre´cise sera
donne´e au paragraphe suivant). On va en outre exhiber une chirurgie qui permet de construire re´cursivement
toutes les surfaces syme´triques.
• Cette fac¸on dynamique de penser a` la totalite´ des surfaces syme´triques va nous permettre de rede´montrer
le the´ore`me de Klein: simplement en eﬀectuant une “de´formation” de courbes alge´briques qui singe la
chirurgie a` laquelle nous venons de faire allusion. Pour ce faire on invoquera un re´sultat duˆ a` Brusotti, qui
stipule que l’on peut lissiﬁer de fac¸on inde´pendante les nœuds d’une courbe plane dont les seules singularite´s
sont nodales. Cette preuve du the´ore`me de Klein nous semble pre´senter l’avantage d’e´viter tout transit par
les surfaces de Riemann: on pre´fe`re travailler directement sur leurs manifestations projectives.
0.2 La classiﬁcation topologique des surfaces syme´triques
On va d’abord classer les surfaces syme´triques (X,σ) a` home´omorphisme e´quivariant pre`s. [C’est la
relation naturelle vu qu’un morphisme de´ﬁni sur R entre varie´te´s alge´briques re´elles est e´quivariant pour les
actions de Galois]. Une fac¸on de re´soudre cette question de classiﬁcation est simplement de noter l’existence
d’une correspondance canonique entre les surfaces syme´triques qui nous inte´ressent et les surfaces a` bord,
ou plus exactement une certaine classe d’entre elles. Pre´cisons cette correspondance:
Tout d’abord e´tant donne´ une surface syme´trique (X,σ), du fait que σ renverse l’orientation, son action
se line´arise au voisinage d’un point ﬁxe comme une syme´trie plane par rapport a` une droite. Il en re´sulte
que le quotient Y = X/σ est une surface connexe a` bord, dont le bord s’identiﬁe a` Fix(σ). Remarquons que
Fix(σ) peut d’ailleurs eˆtre vide; tel est le cas par exemple pour la surface syme´trique donne´e par la sphe`re
S2 munie de l’involution antipodale. Ainsi le terme surface a` bord doit eˆtre compris au sens large ci-dessus,
en admettant—comme d’ailleurs la de´ﬁnition de la notion de varie´te´ a` bord l’indique sans ambigu¨ıte´—que
les surfaces a` bord englobent les ferme´es, comme cas particulier.
† La terminologie est inspire´e de Klein qui parlait de “symmetrischen Riemannschen Fla¨chen”.
‡ Noter que ceci re´sout comple`tement la question de la topologie des courbes re´elles, et justiﬁe par la` meˆme le titre
(du pre´sent chapitre) qui pourrait sembler pre´tentieux, par exemple compte tenu du fait que le proble`me de Hilbert
(relatif a` la position mutuelle des ovales) est tre`s loin d’eˆtre re´solu, mais ce dernier n’entre pas dans le cadre stricte
que l’on s’est ﬁxe´ puisque la donne´e n’est pas seulement celle d’une courbe re´elle, mais aussi celle d’un plongement
dans le plan.
11
Inversement, nous allons montrer qu’une surface a` bord Y (suppose´e inorientable si sans bord) de´termine
une surface syme´trique en prenant son “reveˆtement des orientations”. D’ordinaire cette notion est de´ﬁnie
pour les varie´te´s sans bord, mais elle admet une extension e´vidente au cas des varie´te´s a` bord:
Construction ge´ne´rale: le reveˆtement des orientations d’une varie´te´ a` bord. Soit Y une varie´te´ a` bord
quelconque (on peut la supposer momentane´ment de dimension arbitraire). Pour chaque point y inte´rieur
a` une telle varie´te´ Y il y a deux fac¸ons d’orienter une petite sphe`re (de codimension 1) autour de y, tan-
dis qu’autour d’un point du bord ∂Y il n’y a pas de telle sphe`re et donc a` fortiori pas de proce´de´ de
“de´doublement” du point par les orientations locales. On de´ﬁnit Y˜ comme l’ensemble des points de Y avec
enrichissement—lorsque cela est possible—du choix d’une orientation locale. On dispose alors sur Y˜ d’une
involution τ qui e´change les deux orientations locales et ﬁxe la copie de ∂Y , ainsi que d’une projection
Y˜ → Y donne´e par l’oubli des orientations locales. Apre`s avoir munit Y˜ de la topologie e´vidente (la moins
ﬁne qui rende la projection Y˜ → Y continue), on ve´riﬁe que Y˜ est une varie´te´ ferme´e orientable sur laquelle
τ renverse l’orientation. On appelle Y˜ → Y par extension de langage le reveˆtement des orientations de la
varie´te´ a` bord Y . (Noter bien suˆr que si Y est sans bord on retrouve la de´ﬁnition usuelle du reveˆtement des
orientations).
En particularisant ceci a` notre situation ou` Y est une surface a` bord et si on suppose en outre que cette
dernie`re n’est pas un bretzel (=surface ferme´e orientable), alors Y˜ est connexe de sorte que (Y˜ , τ) de´ﬁnit une
surface syme´trique.
Ve´riﬁons maintenant que l’on e´tablit ainsi un dictionnaire entre la totalite´ des surfaces syme´triques et une
certaine classe de surfaces a` bord, a` savoir celles qui si elles sont ferme´es sont inorientables—autrement dit
celles qui ne sont pas des bretzels†.
Proposition 2.0. Il existe une correspondance canonique entre les surfaces syme´triques et les surfaces a`
bord qui ne sont pas des bretzel donne´e en associant a` une surface syme´trique (X,σ) son quotient X/σ, et
dans l’autre sens en associant a` une surface a` bord qui n’est pas un bretzel Y son reveˆtement des orientations
Y˜ muni de l’involution τ d’e´change des orientations locales.
Preuve. En eﬀet e´tant donne´ une surface syme´trique (X,σ), il s’agit de ve´riﬁer que le reveˆtement des
orientations (Y˜ , τ) du quotient Y = X/σ est e´quihome´omorphe a` la surface syme´trique (X,σ) donne´e. On
munit tout d’abord X d’une orientation globale (c’est possible puisque X est suppose´e orientable). On note
ensuite que la projection π : X → Y se rele`ve au reveˆtement des orientations Y˜ via le proce´de´ qui consiste
a` associer a` chaque point x de X l’image par la projection canonique π : X → Y de l’orientation locale en
x (induite par l’orientation globale ﬁxe´e) ce qui de´ﬁnit une orientation locale en le point y = π(x) et donc
un point de Y˜ . Comme σ renverse l’orientation, l’application ainsi de´ﬁnie X → Y˜ est e´quivariante, et c’est
clairement un home´omorphisme (puisque c’est une bijection continue d’un compact vers un se´pare´).
Il suit de la` en particulier que le quotient Y = X/σ d’une surface syme´trique (X,σ) ne peut pas eˆtre un
bretzel. En eﬀet si Y e´tait un bretzel, du fait que (X,σ) peut eˆtre reconstruite comme le reveˆtement des
orientations de Y on aurait que X posse`de deux composantes connexes (contraire a` l’hypothe`se faite sur X
dans la de´ﬁnition de surface syme´trique).
Dans l’autre sens e´tant donne´ une surface a` bord Y , il s’agit de ve´riﬁer que le quotient de l’espace total
Y˜ de son reveˆtement des orientations modulo l’involution τ d’e´change des orientations locales est la surface
a` bord donne´e Y . C’est clair: la projection Y˜ → Y passe tautologiquement au quotient et donne une
application continue Y˜ /τ → Y qui est un home´omorphisme (pour la meˆme raison qu’avant).
En outre le caracte`re fonctoriel de ce dictionnaire relativement aux morphismes e´vidents‡ montre que la
classiﬁcation des surfaces syme´triques peut eˆtre ramene´e a` celles des surfaces a` bord.
† Je signale en passant une petite impre´cision a` ce sujet dans mon expose´ ante´rieur (cf. [Gab], p. 141) ou` j’aﬃrmais
de manie`re trop simpliste la pre´sence d’un dictionnaire entre surfaces syme´triques et surfaces a` bord. Notons aussi
qu’il aurait peut-eˆtre e´te´ plus de´sirable—pour ne pas avoir a` endurer cette restriction au niveau des surfaces a` bord
—d’envisager des surfaces syme´triques plus ge´ne´rales (qui incluerait comme objet l’union disjointe de 2 copies d’un
bretzel avec l’involution qui e´change les deux copies). C’est d’ailleurs sur cette notion de surfaces syme´triques que ne
serions tombe´ si au lieu d’envisager des courbes re´elles irre´ductibles sur C, nous les avions conside´re´ tout au de´but
comme irre´ductibles sur le corps de de´ﬁnition R.
‡ A` savoir les applications continues e´quivariantes d’une part et les applications qui pre´servent le bord d’autre part.
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D’autre part en relevant sur X une triangulation du quotient Y , on voit que χ(X) = 2χ(Y ), car la
projection X → Y est “plisse´e” le long des cercles invariants de caracte´ristique d’Euler nulle.
Revenons au point de vue surface syme´trique. Pour une telle surface (X,σ) l’observation fondamentale est
la suivante:
Lemme 2.1. La surface prive´e des cercles ﬁxes X \ Fix(σ) a au plus deux composantes connexes, et si
elle en a deux elles sont e´change´es par σ.
Preuve. Il suﬃt d’observer que la base du reveˆtement a` 2 feuilles X \ Fix(σ) → Y \ ∂Y est connexe, ce
qui re´sulte du fait qu’une surface connexe a` bord prive´e de son bord reste connexe.
On note g le genre de X et r le nombre de composantes de Fix(σ), l’ensemble des points de X ﬁxes par σ.
Proposition 2.2 (Borne de Harnack). Soit (X,σ) une surface syme´trique, alors r ≤ g + 1.
Preuve. L’argument suivant est de Klein (cf. [K1], p. 72). Par le lemme pre´ce´dent, la surface X prive´e
de tous les cercles ﬁxes sauf un est encore connexe, vu que le cercle que l’on conserve soude les e´ventuelles
2 composantes connexes de X \ Fix(σ). Ainsi si r > g + 1, on pourrait eﬀectuer g + 1 coupures sur X
sans la disconnecter, ce qui contredit la de´ﬁnition de Riemann du genre comme e´tant le nombre maximal de
coupures que l’on peut pratiquer sur la surface sans la morceler.
Exemple. Un miroir sur une “somme connexe rectiligne” de g tores fournit une surface syme´trique re´alisant
la borne de Harnack (cf. Figure 1).
Figure 1
involution induite par une 
reflexion planaire sur un bretzel 
symétriquement disposé dans R3
=
Deﬁnition (Klein). Une surface syme´trique (X,σ) est se´parante (a = 0) si Fix(σ) disconnecte X, et
non-se´parante (a = 1) sinon. Dans le cas se´parant on appelle moitie´ de (X,σ) l’une des deux composantes
de X \ Fix(σ).
Notons qu’une surface syme´trique avec r = g+1 cercles ﬁxes, est ne´cessairement se´parante. C’est imme´diat
avec la de´ﬁnition de Riemann du genre.
Observons aussi qu’une surface syme´trique (X,σ) est se´parante si et seulement si le quotient Y = X/σ
est orientable. En eﬀet dans le cas se´parant, le quotient s’identiﬁe a` l’adhe´rence d’une des moitie´s (via
l’ope´ration qui consiste a` prendre la trace d’une orbite sur l’adhe´rence de la moitie´), et est donc orientable
car plonge´ dans X. La re´ciproque est claire si on raisonne avec le reveˆtement des orientations.
Proposition 2.3 (Congruence de Klein). Si (X,σ) est se´parante, alors r ≡ g + 1 (mod 2).
Preuve. Le quotient Y = X/σ est orientable et posse`de r composantes de bord, il est donc le re´sultat de
l’excision de r disques ouverts disjoints dans une surface orientable Y ∗ sans bord de genre disons p ≥ 0; par
suite χ(Y ) = χ(Y ∗)−r = (2−2p)−r. Or χ(X) = 2−2g, et la relation χ(X) = 2χ(Y ) donne 1−g = 2−2p−r,
d’ou` r = g + 1− 2p ≡ g + 1 (mod 2).
En se servant du dictionnaire entre surfaces syme´triques et surfaces a` bord, et en se souvenant que ces
dernie`res sont classe´es par les 3 invariants que sont la caracte´ristique d’Euler, le nombre de composantes de
bord et l’orientabilite´ (cf. p. ex. [Mas1], p. 42), on retrouve le:
The´ore`me 2.4 (Klein-Weichold). Deux surfaces syme´triques sont e´qui-home´omorphes si et seulement
si elles ont meˆmes invariants (g, r, a).
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Nous allons montrer par des exemples que les re-
strictions recense´es jusqu’ici sur les invariants (g, r, a),
a` savoir
1) r ≤ g + 1
2) r = g + 1 entraˆıne a = 0
3) a = 0 entraˆıne r ≡ g + 1 (mod 2)
4) r = 0 entraˆıne a = 1
sont les seules. Pour l’instant leurs valeurs admis-
sibles sont sche´matise´es sur le diagramme des invo-
lutions (cf. Figure 2), qui pour une valeur ﬁxe´e du
genre comporte 2 e´tages: le premier e´tage correspond
aux surfaces se´parantes (a = 0) et le second aux non-
se´parantes (a = 1). La structure combinatoire de ce
diagramme montre que l’ope´ration nume´rique
(g, r, a) → (g + 1, r + 1, a)
a = 1
0 1 2 3 4 5 6
a = 0
r
a = 1
a = 0
(non-séparante)
(séparante)
= surface symétrique
   minimale
0
1
2
3
0 1 2 3 4 5 6
r
4
5
= l'opération 
   d'attachement
   d'une anse baguée
Figure 2
(symbolise´e par des ﬂe`ches sur la Figure 2) fournit un mode de ge´ne´ration exhaustif des invariants des
surfaces syme´triques a` partir des mode`les minimaux symbolise´s par des pastilles noires sur la Figure 2.
Cette ope´ration n’est autre que l’attachement d’une anse bague´e, dont voici la description: Soit (X,σ) une
surface syme´trique d’invariants (g, r, a). On lui attache une anse bague´e base´e en deux points syme´triques
distincts p et pσ de la surface (cf. Figure 3). On peut alors prolonger a` l’anse l’involution donne´e sur X en
ﬁxant exactement la bague, d’ou` une nouvelle surface syme´trique d’invariants (g + 1, r + 1, a). Noter que
cette ope´ration pre´serve bien l’invariant a, par exemple car elle revient a` faire un trou (=exciser un disque
ouvert) dans le quotient, ce qui pre´serve l’orientabilite´.
bague
p
p
p
p
Figure 3
Les surfaces syme´triques minimales relativement a` cette ope´ration sont de deux “types”:
1. Les surfaces syme´triques avec r = 0 (et donc non-se´p-
arantes), s’obtiennent respectivement a` partir de la sphe`re an-
tipodale et du tore antipodal en leur attachant re´cursivement une
“paire d’oreilles” (cf. Figure 4). En particulier, pour toutes les
valeurs du genre, il existe une surface syme´trique sans point
ﬁxe. [Par tore antipodal on entend, comme le sugge`re la Fig-
ure 4, la surface syme´trique obtenue par exemple en restreignant
l’action de l’antipodie (x, y, z) → (−x,−y,−z) de R3, a` un tore
de revolution d’axe de re´volution une droite vectorielle de R3]. tore antipodal
sphère antipodale
Figure 4
2. Les surfaces syme´triques se´parantes avec r = 1 et donc
avec g ≡ 0 (mod 2) (d’apre`s la congruence de Klein), peuvent se
de´duire de la sphe`re e´quatoriale en lui attachant re´cursivement
une paire d’oreilles comme l’indique la Figure 5. [Par sphe`re
e´quatoriale, on entend bien suˆr la sphe`re S2 ⊂ R3 munie de
l’involution (x, y, z) → (x, y,−z) de reﬂexion planaire].
sphère équatoriale
Figure 5
0.3 Les petites de´formations des courbes planes nodales (Brusotti)
Notre outil principal est le the´ore`me de Brusotti sur l’inde´pendance de la simpliﬁcations des nœuds
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(=points doubles ordinaires) d’une courbe plane (cf. [Br] ou [BR], pp. 269-275). On va en faire un dou-
ble usage, aussi bien pour les courbes abstraites, que pour les courbes du plan:
• D’abord, en ce qui concerne les courbes abstraites, pour faire du plan P2 l’habitacle de de´formations
explicites de courbes alge´briques re´elles, permettant en particulier d’imiter dans l’alge´brique l’ope´ration
topologique d’attachement d’une anse bague´e, et on va obtenir ainsi une de´monstration purement projective
du the´ore`me de Klein aﬃrmant que toutes les surfaces syme´triques sont re´alisables comme l’action de la
conjugaison complexe sur une courbe re´elle (cf. le paragraphe suivant 0.4).
• Et ensuite comme outil de construction de courbes re´elles lisses dans le plan: la me´thode classique
(inaugure´e par Harnack) consiste a` se donner deux courbes re´elles transverses (dont la topologie est bien
comprise, typiquement des droites ou des coniques) puis de lissiﬁer la re´union de leur partie re´elle; le the´ore`me
de Brusotti assure alors l’existence d’une courbe alge´brique re´elle dont la partie re´elle re´alise toutes les
lissiﬁcations prescrites. Cette remarquable ﬂexibilite´ graphique des courbes planes re´elles nodales va jouer
un roˆle crucial pour re´pondre a` la question de Klein, dans le Chapitre 2.
The´ore`me 3.1 (Brusotti 1921). • Soit Γ ⊂ P2 une courbe plane de degre´ d (non ne´cessairement ir-
re´ductible) dont les seules singularite´s sont des nœuds p1, . . . , pδ. Alors pour tout choix de points doubles
S ⊂ {p1, . . . , pδ}, il existe une courbe plane ∆ de meˆme degre´ d voisine de la courbe donne´e Γ qui simpliﬁe
les nœuds prescrits S et conserve les nœuds restants (modulo mouvements inﬁnite´simaux).
• Si en outre la courbe Γ est re´elle, alors la courbe simpliﬁe´e ∆ peut elle aussi eˆtre choisie re´elle, pour
autant que chaque simpliﬁcation d’un nœud imaginaire s’accompagne de celle du nœud imaginaire conjugue´.
De plus chaque noeud re´el (qu’il soit isole´ ou non†) admet deux modes de simpliﬁcations (cf. Figure 6)
que l’on peut prescrire de fac¸on inde´pendante.
pour un nœud isole´ pour un nœud non-isole´
disparition du
   point réel isolé
  naissance 
d un ovale      
modèle local: x2 y2 (x iy)(x iy) 0 xy 0modèle local:+ = + _ = =
,
Figure 6
0.4 Le the´ore`me de Klein via Brusotti
La classiﬁcation topologique des surfaces syme´triques e´tant eﬀectue´e, on se demande maintenant lesquelles
proviennent de l’action de Galois sur une courbe alge´brique re´elle. La re´ponse est donne´e par le:
The´ore`me 4.1 (Klein 1882). Toutes les surfaces syme´triques sont re´alisables comme l’action de Galois
sur le lieu complexe d’une courbe alge´brique re´elle irre´ductible et lisse.
Preuve. Notre strate´gie est, rappelons-le, base´e sur l’inspection de la structure combinatoire du diagramme
des involutions (Figure 2, p. 14), qui nous a sugge´re´ cette fac¸on dynamique de penser a` la totalite´ des surfaces
syme´triques, comme engendre´e par l’ope´ration d’attachement d’une anse bague´e a` partir de certains mode`les
minimaux. Notre de´monstration se de´compose donc en deux e´tapes qui consistent, d’abord a` re´aliser les
mode`les minimaux, puis de singer alge´bro-ge´ome´triquement la chirurgie d’attachement d’une anse bague´e.
• 1e`re Etape: Re´alisation des mode`les minimaux.
On conside`re des courbes hyperelliptiques re´elles Γ0 : y2 = f(x) ou` f(x) est un polynoˆme re´el de degre´
2g + 2 ayant des racines distinctes. La normalise´e Γ˜ de la courbe projective Γ ⊂ P2 associe´e a` Γ0 est alors
une courbe re´elle de genre g (comme on le voit par exemple avec la formule de Riemann-Hurwitz ou ce qui
revient au meˆme via un argument de caracte´ristique d’Euler).
† Isole´ en tant que point de la partie re´elle Γ(R) bien suˆr.
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1. Les surfaces syme´triques minimales avec r = 0
peuvent alors eˆtre re´alise´es comme suit: si f(x) est
choisi tel que f(x) < 0 pour tout x ∈ R, alors
Γ0(R) est vide et donc Γ˜(R) aussi. On obtient de
la sorte (en conside´rant Γ˜) pour tout entier g une
courbe re´elle de genre g avec r = 0. Autrement
dit pour toutes les valeurs du genre, il existe une
courbe re´elle sans point re´el.
x
f(x)
x
y
graphe de f(x) la courbe hyperelliptique y  = f(x)2
partie réelle 
invisible
pour f(x) tel que f(x) est
toujours strictement négatif Figure 7a)
2. Quant aux surfaces syme´triques minimales avec r = 1 on va les obtenir en choisissant f(x) tel que
f(x) > 0 pour tout x ∈ R. D’abord l’hypothe`se de positivite´ faite sur f assure que les ﬁbres de la projection
π : Γ0 → A1 sur l’axe des x au-dessus des points re´els sont exclusivement forme´es de points re´els. Il en
re´sulte que la courbe Γ˜ est se´parante.
[En eﬀet π induit un morphisme Γ˜ → P1 de´ﬁni
sur R et qui jouit de la proprie´te´ remarquable que
ses ﬁbres au-dessus des points re´els sont toutes ex-
clusivement forme´es de points re´els (Figure 7b)).
Autrement dit un point imaginaire n’est jamais en-
voye´ sur un point re´el, π se restreint donc en une
application Γ˜(C) \ Γ˜(R) → P1(C) \ P1(R) entre les
lieux imaginaires. Or le but ayant 2 composantes
x
y
x
f(x)
pour f(x) tel que f(x) est
toujours strictement positif
la courbe hyperelliptique y  = f(x)2
Figure 7b)
connexes, on en de´duit que la source posse`de elle aussi 2 composantes connexes, d’ou` l’assertion. Il s’agit la`
en fait d’une observation de caracte`re ge´ne´ral, et qui constitue le point de de´part du Chapitre 3.]
La congruence de Klein entraˆıne alors que r ≡ g+1 (mod 2). Mais la restriction de π : Γ˜→ P1 aux points
re´els induit un reveˆtement de degre´ 2 du cercle, si bien que r(Γ˜) ne peut valoir que 1 ou 2. En particulier
on voit que pour tout entier g pair, il existe (avec Γ˜) une courbe se´parante de genre g avec r = 1; d’ou` la
re´alisibilite´ cherche´e des surfaces syme´triques minimales avec r = 1.
• 2e`me Etape: Mode`lisation alge´bro-ge´ome´trique de l’ope´ration d’attachement d’une anse bague´e.
Soient C une courbe re´elle lisse et Γ ⊂ P2 un mode`le R-birationnel plan de C ayant au pire des singularite´s
nodales, que l’on de´duit de C moyennant une succession de projections ge´ne´riques. On choisit p ∈ Γ(C)\Γ(R)
un point imaginaire lisse, de sorte que p admette un conjugue´ strict pσ 
= p. On trace alors la “se´cante galois-
ienne” l := ppσ, qui pour un choix ge´ne´rique
de p sera transverse a` Γ. Une telle droite est
de´ﬁnie sur R (car invariante par Galois), la
surface syme´trique correspondante (l(C), σ)
est donc une sphe`re e´quatoriale. [En ef-
fet l e´tant une droite, la surface syme´trique
correspondante peut soit eˆtre une sphe`re
e´quatoriale ou antipodale, seconde possibilite´
que l’on exclut du fait que l est non seulement
une droite abstraite, mais est plonge´e dans P2
de fac¸on line´aire et posse`de donc des points
re´els]. On peut ensuite, d’apre`s le the´ore`me
de Brusotti, simpliﬁer simultane´ment les deux
points doubles p et pσ sur la courbe re´ductible
Γ ∪ l. On obtient ainsi ∆ une courbe re´elle
irre´ductible, dont la normalise´e ∆˜ se de´duit
topologiquement de la courbe originale C
pre´cise´ment en attachant une anse bague´e en
deux points syme´triques comme le montre la
Figure 8.
simplification
de
normalisation
projection
dans le plan
    formation
de pinces
attachement
d anses
gommage
des pinces
,
ppp
p p p
p p
Γ l
C
∆
∆
Figure 8
Γ
adjonction d'une
sécante galoisienne
apparition d'une
sphère équatoriale
surface
symétrique
 sous-jacente
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Remarque (de J. Huisman). On peut aussi de´montrer le The´ore`me 4.1 par des me´thodes transcendantes
(i.e. via structures presque complexes e´quivariantes et puis GAGA). On renvoie pour cette approche a` [Hui1]
(cf. Theorem 15.1, p. 163).
Une manie`re rigolote de re´sumer le The´ore`me de Klein (4.1), ou plus exactement d’en faire une synthe`se
avec celui de Riemann, est de dire que
The´ore`me de ge´ome´trisation mixte. Toute surface, qu’elle ait du bord ou non, qu’elle soit orientable
ou pas, est en un certain sens re´alisable par la ge´ome´trie alge´brique. Plus pre´cisement si la surface est
orientable et sans bord, on peut (d’apre`s Riemann) la re´aliser comme le lieu complexe C(C) d’une courbe
alge´brique complexe C, et sinon on peut toujours (d’apre`s Klein) la re´aliser comme le quotient C(C)/σ pour
C une courbe alge´brique re´elle convenable.
Ainsi tout ce que la topologie autorise l’alge`bre le re´alise (ge´ome´trisation mixte riemanno-kleine´enne). Il
nous a semble´ inte´ressant de savoir si ce phe´nome`ne (i.e. la possibilite´ d’une telle ge´ome´trisation) se reproduit
en dimension supe´rieure. On va y apporte´ une re´ponse comple`te dans le chapitre suivant. Evidemment la
possibilite´ d’une telle ge´ome´trisation, qui concernerait donc d’abord les varie´te´s de dimension 4, serait une
chose tre`s remarquable puisqu’elle comblerait ce qui semble-t-il demeure une des grandes lacunes a` ce jour,
a` savoir l’absence (meˆme a` un niveau seulement conjectural†) d’un programme de ge´ome´trisation pour les
varie´te´s de dimension 4 (cf. p. ex. [FM2], p. 2).
† Ceci pourrait sembler un peu errone´ compte tenu de la spe´culation (qui remonterait a` R. Thom, cf. [FM1],
p. 15) qui voudrait que toute varie´te´ compacte de dimension 4 simplement connexe soit diﬀe´omorphe a` une somme
connexe d’un nombre ﬁni de surfaces alge´briques (e´ventuellement munies de l’orientation oppose´e a` celle induite par
la structure complexe). Mais cette ge´ome´trisation est limite´e au cas simplement connexe! Par exemple S1 × S3
n’aucune chance d’eˆtre re´alise´e a` la Thom vu que b2 d’une surface alge´brique est strictement positif. On verra
cependant au chapitre suivant que S1 × S3 peut eˆtre re´alise´e a` la Klein, i.e. comme le quotient S(C)/σ pour S une
surface re´elle. Rappelons par ailleurs que cette spe´culation de Thom s’est e´ﬀondre´e en 1993 graˆce a` un travail de
Gompf et Mrowka (cf. [GoMr]).
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Chapitre 1: Proble`me analogue pour les surfaces
et pre´sentation de quelques kleine´ennes
On commence par poser ci-dessous une question relative aux surfaces qui peut sembler na¨ıve puisque
calque´e sur les courbes, mais qui a cependant constitue´ pour moi une source de motivation importante pour
le passage au cas des surfaces re´elles. C’est pourquoi je tiens a` la soulever ci-apre`s, et a` lui apporter une
re´ponse comple`te dans ce qui suit. Bien que la re´ponse a` cette question s’averera ne´gative, ceci aura tout de
meˆme de positif de fournir un premier renseignement partiel au proble`me de de´crire les types de diﬀe´omorphie
de dimension 4 re´alisables comme le quotient du lieu complexe d’une surface re´elle sous l’action de Galois.
Rappelons d’abord que nous avons conclut le Chapitre 0 en observant que toute surface (a` bord) est
re´alisable par la ge´ome´trie alge´brique. D’autre part en dimension 4 on ne dispose pas d’une classiﬁcation
pour les varie´te´s (le π1 s’y oppose), d’ou` la spe´culation de dire que c’est la ge´ome´trie alge´brique qui fournit
la “classiﬁcation” ou tout au moins une ge´ome´trisation pour la totalite´ des varie´te´s de dimension 4. De fac¸on
pre´cise, le phe´nome`ne observe´ pour les courbes conduit a` soulever la:
Question (Ge´ome´trisation mixte). Est-ce que toute varie´te´ M4 ferme´e orientable de dimension 4 est
re´alisable soit comme S(C) pour S une surface alge´brique complexe, ou comme le quotient S(C)/σ du lieu
complexe par la conjugaison complexe, pour S une surface alge´brique re´elle?
Commentaire. D’abord il est bien connu que si S est une surface alge´brique re´elle, alors le quotient S(C)/σ
est une varie´te´ diﬀe´rentiable (sans bord!) de dimension 4 (cf. [Hir3], p. 253, [Mar2] ou [Don1]), qui en outre
est orientable car dans ce cas l’involution σ : S(C) → S(C) pre´serve l’orientation. [Raison pour la lissite´
du quotient: l’involution σ se R-line´arise au voisinage d’un point ﬁxe, comme la transformation de matrice
diagonale (1,−1, 1,−1), et donc (1, 1,−1,−1), soit dans le second facteur R2 comme une rotation de 180o,
ce qui donne un quotient lisse.]
Terminologie. Convenons d’appeler riemannienne d’une varie´te´ alge´brique complexe X lisse la varie´te´
topologique (voire diffe´rentiable) sous-jacente a` son lieu complexe X(C), et kleine´enne d’une varie´te´ alg-
e´brique re´elle X, l’espace topologique Y = X(C)/σ quotient de son lieu complexe par l’involution induite
par la conjugaison complexe.
Et en fait, apre`s avoir observe´ que contrairement aux riemanniennes des surfaces, il n’y a pas de contraintes
sur les nombres de Betti des kleine´ennes des surfaces re´elles (cf. §1.2 pour les de´tails), on a meˆme e´te´ conduit
a` espe´rer que notre tentative de ge´ome´trisation des M4 puisse aboutir en se passant des lieux complexes,
autrement dit en faisant l’e´conomie des riemanniennes:
Question bis (Ge´ome´trisation purement kleine´enne). Est-ce que toute varie´te´ M4 ferme´e orientable
de dimension 4 est de´ja` re´alisable comme S(C)/σ pour S une surface alge´brique re´elle?
Note. Bien suˆr pour donner un sens pre´cis a` ces questions on doit pre´ciser la cate´gorie envisage´e: la
topologique (TOP) ou la diﬀe´rentiable (DIFF). Si on se place dans TOP, la re´ponse (a` ces deux questions) est
“trivialement” ne´gative compte tenu de l’existence de varie´te´s topologiques de dimension 4 qui n’admettent
pas de structure diﬀe´rentiable. [Rappel: ceci suit des re´sultats de Freedman (1982) et Rohlin (1952); en
eﬀet d’apre`s Freedman toute forme unimodulaire est re´alisable comme la forme d’intersection d’une M4
topologique simplement connexe (cf. [Fr], pp. 368–369); et donc en particulier la forme E8 paire de signature
8 est re´alisable par une varie´te´ note´e |E8|. Mais une telle varie´te´ (qui est unique en fait, mais peu importe)
n’est pas lissiﬁable, compte tenu du the´ore`me de Rohlin qui veut que la signature d’une M4 lisse simplement
connexe et a` forme d’intersection paire est divisible par 16 (cf. [R1] ou pour un argument plus e´le´mentaire
par exemple [Mat]).] Ainsi si on connaˆıt beaucoup de topologie en dimension 4 la re´ponse est trivialement
non dans TOP, et donc la question se pose dans DIFF. Dans ce qui suit nous allons montrer que meˆme dans
DIFF la re´ponse est ne´gative, et en particulier notre argument remontrera de fac¸on plus e´le´mentaire l’e´nonce´
dans TOP.
Un des rares renseignement que j’ai rencontre´ dans la litte´rature a` ce sujet est celui apporte´ par un article
de Donaldson ([Don1], p. 22):
...the problem of understanding the diﬀeomorphism type of the quotient seems to be quite open.
ainsi que la formulation
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An attractive feature of this class of manifolds is that one can...
dont j’avais de la peine a` de´chiﬀrer la signiﬁcation exacte, du fait qu’elle ne pre´cisait pas explicitement si la
classe en question est stricte.
En re´alite´, on va montrer que les questions ci-dessus admettent toutes des re´ponses ne´gatives, comme il
devient assez e´vident une fois que:
• l’on regarde la kleine´enne comme une M4 canoniquement oriente´e,
• et que l’on dispose de la connaissance—issue d’une combinaison des the´ories de Smith et de Hodge—de
quelques petites formules dues a` M. Letizia reliant (en les identiﬁant!) les invariants holomorphes (q, pg) de
la riemannienne d’une surface alge´brique re´elle S aux invariants topologiques (b1, b+2 ) de sa kleine´enne (vue
avec son orientation canonique).
• et enﬁn lorsque l’on joint a` ceci quelques conside´rations ge´ographiques classiques sur les invariants
(q, pg) des surfaces alge´briques (en ce sens qu’elles remontent a` Castelnuovo-de Franchis).
Le lecteur de´sirant seulement se convaincre du caracte`re restreint des kleine´ennes des surfaces au sein de
la totalite´ des M4 ferme´es orientables—ou ce qui revient au meˆme a` des de´tails techniques pre`s de´sirant
apporter des re´ponses ne´gatives aux questions ci-dessus—est invite´ a` lire seulement le §1.2a) (ou` l’on montre
que le b1 de la riemannienne d’une varie´te´ re´elle et e´gale au double du b1 de sa kleine´enne), puis le §1.5
(ou` l’on montre d’abord que le genre ge´ome´trique pg = h2,0 de la riemannienne d’une surface re´elle et e´gale
au nombre de carre´s positifs b+2 de la forme d’intersection de sa kleine´enne, puis ou` l’on explique ensuite
comment ces deux formules permettent de mettre en e´vidence le caracte`re restreint des kleine´ennes au sein
des M4 orientables). On sera alors en mesure de pre´ciser un peu la formulation de Donaldson en insistant sur
le fait que cette classe de varie´te´s est stricte. Ce renseignement bien que n’e´tant ﬁnalement qu’un corollaire
assez instantane´ des formules de Letizia n’avait a` ma connaissance jamais e´te´ e´nonce´ explicitement. Ainsi
notre travail, qui pourrait sembler ne´gatif, contient tout de meˆme ceci de positif d’indiquer qu’il est illusoire
d’espe´rer re´aliser toute varie´te´ de dimension 4 comme une kleine´enne, et fournit de la sorte un premier
renseignement au proble`me suivant:
Proble`me (Letizia–Donaldson). Caracte´riser les varie´te´s de dimension 4 re´alisables comme klein-
ne´enne d’une surface.
On notera par ailleurs que les formules de Letizia montrent—outre l’impossibilite´ de re´aliser toute M4
orientable comme une kleine´enne—que le proble`me de Letizia-Donaldson contient comme sous-proble`me
celui de la ge´ographie des invariants (q, pg) des surfaces alge´briques (qui a` ma connaissance n’a pas encore
rec¸u de solution comple`te). Ceci indique de´ja` la diﬃculte´ du proble`me, qui au stade des connaissances
actuelles semble bien loin de recevoir une solution comple`te. Plus modestement il est de´ja` inte´ressant de
se limiter a` l’e´tude de quelques cas particuliers de kleine´ennes qui donnent souvent de tre`s jolis exemples
de varie´te´s de dimension 4. Pour ne citer qu’un exemple signalons la varie´te´ de dimension 4 envisage´e par
N. Habegger (de´ﬁnie comme le quotient de la quartique de Fermat x40 + x
4
1 + x
4
2 + x
4
3 = 0 par l’involution
(x0, x1, x2, x3) → (x1,−x0, x3,−x2), cf. [Hab])—dont la vertue essentielle est de montrer que l’on ne peut
s’aﬀranchir de l’hypothe`se de simple connexite´ dans le the´ore`me de Rohlin†—est pre´cise´ment (par construc-
tion) une kleine´enne. Ainsi les kleine´ennes des surfaces, plutoˆt que de vouloir toutes les classer (assez anecdo-
tique), apparaˆıssent peut-eˆtre avant tout comme un pre´cieux mode de ge´ne´ration de varie´te´s diﬀe´rentiables
de dimension 4 susceptible de raﬃner notre compre´hension des varie´te´s lisses (=diﬀe´rentiables) de dimension
4, qui reste encore tre`s fragmentaire‡, en de´pit des e´normes de´veloppements des 20 dernie`res anne´es. Il s’agit
la` d’un espoir maintes fois formule´ par Donaldson (cf. [Don1], p. 21 et [Don2], p. 144).
Par ailleurs notre expose´ contient une description des types de diﬀe´omorphie re´alisables comme kleine´enne
de surfaces de petit degre´ dans P3 allant jusqu’au degre´ 4. Il s’agit la` de re´sultats connus, mais dont on
propose souvent des de´monstrations un peu diﬀe´rentes—et il nous semble parfois plus simple que celles
qui e´taient connues (tel est surtout le cas pour l’exemple le plus simple qui soit a` savoir la kleine´enne du
plan qui est comme on sait S4). La pre´sentation de ces exemples culmine avec le cas du degre´ 4 (qu’il
est commode d’inte´grer dans le contexte plus ge´ne´ral des surfaces K3) qui ne´cessite le recours a` certaines
† Relatif a` la divisibilite´ par 16 de la signature d’une varie´te´ diﬀe´rentiable de dimension 4 simplement connexe et a`
forme d’intersection paire.
‡ Rappelons par exemple que l’on ne sait toujours pas si il y a ou non unicite´ de la structure diﬀe´rentiable sur S4.
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techniques sophistique´es (conjecture de Calabi, structure quaternionique sur les surfaces K3, etc...) qui
merveilleusement misent bout a` bout par Donaldson livrent (en particulier) une connaissance comple`te des
kleine´ennes des quartiques de P3†.
Nous allons commence´ par de´crire quelques exemples explicites de kleine´ennes de surfaces alge´briques
re´elles (en commenc¸ant donc par le plan P2 et les quadriques dans P3). De ces exemples e´le´mentaires se
de´gagera de´ja` le principe selon lequel la conside´ration des kleine´ennes permet d’attraper, par le biais de la
ge´ome´trie alge´brique, des varie´te´s de dimension 4, qui semblaient tre`s e´trange`res a` la ge´ome´trie alge´brique—
du moins lorsque l’on se limitait aux riemanniennes.
1.1 Les kleine´ennes du plan et des quadriques
Il est bien connu d’apre`s Kuiper-Massey (cf. [Ku] ou [Mas2], et aussi [Mar2]) que l’on a l’home´omorphisme
suivant (en fait il s’agit meˆme d’un diﬀe´omorphisme):
The´ore`me 1.1 (Kuiper-Massey 1974). On a P2(C)/σ ∼= S4, autrement dit la kleine´enne du plan
projectif est la sphe`re de dimension 4.
On pre´sente ci-dessous deux de´monstrations de l’isomorphisme de Kuiper-Massey, base´es toutes deux sur
la possibilite´ de voir P2(C) comme la varie´te´ des groupes de deux points sur la sphe`re S2, ce qui permet
essentiellement de raisonner de fac¸on bidimensionnelle, et donc (peut-eˆtre) de convivialiser quelque peu les
arguments originaux de Kuiper-Massey. En fait via l’identiﬁcation entre P2(C) et la varie´te´ des groupes de
deux points sur la sphe`re, il y a deux fac¸ons e´quivalentes de penser a` l’involution de conjugaison complexe
sur P2(C) suivant qu’on la conside`re comme induite par la structure re´elle standard sur P1(C) (sphe`re
e´quatoriale) ou par la structure invisible (sans point re´els) sur P1(C) (sphe`re antipodale). Ensuite l’ide´e
c’est de conside´rer une application “trace”, qui a` un point de P2(C) (i.e. un groupe de deux points D = p+q
de la sphe`re P1(C)) associe la somme (formelle) de D avec son conjugue´. Cette trace, suivant le point de vue
adopte´, exhibera la kleine´enne du plan d’abord comme reveˆtement a` deux feuillets de la boule de dimension
4 ramiﬁe´ le long de son bord, tandis que le second point de vue l’exhibera lui comme un vrai reveˆtement
de l’espace projectif re´el de dimension 4. La seconde de´monstration me semble plus jolie (compte tenu de
l’absence de ramiﬁcation de la trace), mais ne´cessite la connaissance d’un tout petit fait “d’alge`bre line´aire”
a` savoir l’unicite´ de la structure re´elle sur les espaces projectifs complexes de dimension paire.
Preuve (selon le point de vue: Kuiper-Massey au pays des groupes de 2 points qui gigotent sur la sphe`re
de Riemann). On utilise l’isomorphisme entre la n-e`me puissance syme´trique P1(n) de la droite projective
P
1 et l’espace projectif Pn, donne´ par prendre le lieux des ze´ros d’une forme binaire
f(x0, x1) = a0xn0 + a1x
n−1
0 x1 + . . .+ an−1x0x
n−1
1 + anx
n
1
de degre´ n. On peut donc en particulier re´interpre´ter P2(C) comme la varie´te´ P1(C)(2) des groupes de
deux points sur la sphe`re de Riemann P1(C) ∼= S2. L’isomorphisme P1(n) ∼= Pn e´tant de´ﬁni sur R (vu que
les racines du polynoˆme conjugue´ sont les conjugue´es des racines d’un polynoˆme donne´), l’involution σ sur
P
2(C) correspond a` l’involution sur P1(C)(2) induite par l’involution standard sur P1(C). On conside`re alors
l’application “trace”
π : P2(C)/σ −→ P1(4)(R)
induite par celle qui a` un groupe D de deux points de P1(C) associe D + Dσ la somme avec son conjugue´,
qui est un groupe de 4 points syme´trique, et de´ﬁni donc un point de P1(4)(R), que l’on pourrait identiﬁer a`
P
4(R). On observe ensuite que π n’est pas surjective: par exemple un groupe de 4 points avec 2 points re´els
distincts et deux points conjugue´s (cf. Fig. 1a)), n’est pas dans l’image de π.
† Signalons en passant que cette connaissance permettra en particulier de reconnaˆıtre que la varie´te´ envisage´e par
Habegger n’est en re´alite´ pas autre chose qu’une surface d’Enriques.
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En fait, l’image de π est constitue´e des groupes
de 4 points syme´triques suivants (cf. sur la Fig-
ure 1 les 5 conﬁgurations de´limite´es par la grosse
ceinture). L’inte´rieur de l’image de π est forme´e des
groupes de 4 points syme´triques qui sont tous imag-
inaires (car de`s que D+Dσ a un point re´el, alors ce
point re´el est double, mais alors en le de´doublant
sur P1(R) on obtient un diviseur syme´trique qui
n’est plus dans l’image de π, cf. Fig. 1a)).
Or la varie´te´ de ces groupes de 4 points (ceux
qui correspondent a` l’inte´rieur de l’image de π)
s’identiﬁe aux groupes de deux points situe´s dans
l’he´misphe`re nord de la sphe`re, et donc aux groupes
de deux points d’une 2-cellule e2, et donc a` une 4-
cellule [car en identiﬁant la 2-cellule a` C, on voit
en utilisant une fois de plus la correspondance entre
racines et coeﬃcients d’un polynoˆme que se donner
un groupe de deux points sur C revient a` se donner
un polynoˆme unitaire de degre´ 2, et donc un point
de C2].
Figure 1
π
σ
P (   )C1
Im(  )π
Im(  )π
Im(  )π
9
deux points dans la 
fibre au dessus d'un 
point intérieur
seulement un point
dans la fibre au des-
sus d'un point du bord
Fig. 1a)
Fig. 1b)
Fig. 1c)
On aﬃrme que le bord ∂Im(π) de l’image de π est une sphe`re de dimension 3, de sorte que l’image de
π est home´omorphe a` une boule B4 de dimension 4. En re´sume´ π exhibe la kleine´enne du plan P2(C)/σ
comme reveˆtement double de la boule B4 ramiﬁe´ le long de son bord ∂B4 = S3; vu qu’un diviseur inte´rieur
a` l’image peut s’e´crire de deux manie`res comme D+Dσ (cf. Fig. 1b)), alors que la ﬁbre d’un diviseur situe´
sur le bord de l’image est re´duite a` un point (cf. Fig. 1c)). Ce qui permet de conclure que P2(C)/σ ∼= S4.
Il nous reste donc a` ve´riﬁer que ∂Im(π) ∼= S3. Pour cela, on note d’abord que le bord de l’image de π
s’identiﬁe (via une projection de la sphe`re de Riemann sur le plan de son e´quateur) a` la varie´te´ M3 des
groupes de deux points du disque unite´ D2 = {z ∈ C | |z| ≤ 1}, tels que l’un d’eux au moins est situe´ sur le
cercle unite´ ∂D2 = S1. Et cette dernie`re varie´te´ M3 n’est qu’un le´ger de´guisement de S3, comme le montre
l’argument suivant:
• E´tant donne´ un point de S3, conc¸u comme un couple (a, b) de nombres complexes tels que |a|2+ |b|2 = 1,
on lui associe un point de M3 en conside`rant une normalisation simultane´e des deux racines du polynoˆme
z2 + az + b qui sont non toutes nulles.
• Inverse´ment e´tant donne´ un point α + β de M3 (notation divisorielle), on lui associe les coeﬃcients
(−(α + β), αβ) du polynoˆme P (z) = (z − α)(z − β), convenablement normalise´s de sorte qu’ils de´ﬁnissent
un point de S3. [Si on ope`re sur α, β avec une homothe´tie re´elle de facteur λ, alors les coeﬃcients de
P (z) se voient multiplie´s par λ et λ2 respectivement, et c’est donc relativement a` cette action “tordue” de
R>0 sur C2 − {0} qu’il convient de normaliser les coeﬃcients, pour obtenir l’inverse de la ﬂe`che pre´ce´dente
S3 →M3.]
Variante encore plus simple pour Kuiper-Massey. Au lieu de penser a` P2 comme la
varie´te´ des groupes de deux points sur la sphe`re de Riemann avec sa structure re´elle
standard, on peut aussi y penser comme la varie´te´ des groupes de deux points sur la
sphe`re avec sa structure re´elle “twiste´e”, i.e. celle qui est sans point re´els. Raison:
l’isomorphisme entre P2 et P1(2) admet aussi une description ge´ome´trique: on ﬁxe une
conique E (lisse) dans P2 et on conside`re e´tant donne´ un point p du plan les deux
points de tangences des deux droites issues de p qui sont tangentes a` la conique E (cf.
p
Figure 2
Q
P
E
Figure 2). Maintenant sur les re´els on dispose de deux choix pour la conique E que l’on peut choisir avec
ou sans point re´els, second choix qui conduit a` l’identiﬁcation P2 ∼= E(2) cherche´e.
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On conside`re ensuite comme avant l’application π qui a` un
groupe de deux points D associe D+Dσ, qui est un groupe de
4 points syme´trique pour l’involution antipodale. Ainsi π va de
P
2(C)/σ dans E(4)(R). Mais E(4) est isomorphe (sur C) a` P1(4)
et donc a` P4. Or compte tenu du fait bien connu qu’il y a unicite´
de la structure re´elle sur les espaces projectifs de dimension
paire (cf. de´tails ci-dessous), on en de´duit que l’isomorphisme
E(4) ∼= P4 tient meˆme sur R; en particulier E(4)(R) s’identiﬁe
a` P4(R) l’espace projectif re´el de dimension 4. Par ailleurs on
voit facilement (cf. Figure 3) que π est surjective et mieux que
c’est un reveˆtement (a` deux feuillets) ce qui permet de conclure
(connexite´ de la kleine´enne) que P2(C)/σ est home´omorphe a`
la sphe`re S4.
π σ P (   )C1
deux points dans la fibre
au dessus d'un groupe de 
4 points symétrique formé
de points distincts
Fig. 3a)
σσ
π σ P (   )C1
Fig. 3b)
σσ
deux points aussi dans la fibre
au dessus d'un groupe de 
4 points symétrique formé
de points agglutinés
On obtient de la sorte une de´monstration tre`s e´le´mentaire de Kuiper-Massey, modulo juste la connais-
sance de l’unicite´ de la structure re´elle (=involution antiholomorphe) sur les espaces projectifs complexes de
dimension paire, fait qui remonte a` C. Segre (1891) (cf. [Se], pp. 430–432), mais qui est plus explicitement
e´nonce´ par A. Comessatti (cf. [Co], pp. 13–14), et dont on reproduit ci-dessous la de´monstration:
Proposition (Segre 1891). Pour n pair, il y a unicite´ (a` isomorphisme re´el pre`s) de la structure re´elle
sur l’espace projectif complexe Pn(C).
Preuve. Soient donc σ, τ deux structures re´elles sur Pn(C), il s’agit de montrer
l’existence d’un automorphisme f de Pn(C) e´quivariant relativement a` σ et τ , c’est-
a`-dire faisant commuter le diagramme ci-contre. On va construire cet automorphisme
en spe´ciﬁant son image sur un groupe ordonne´ de n+ 2 points ge´ne´riques.
P
n(C)
f−→ Pn(C)
σ ↓ ↓ τ
P
n(C)
f−→ Pn(C)
Rappelons d’abord que le groupe des automorphismes de Pn ope`re de fac¸on simplement transitive sur les
groupes ordonne´s de n + 2 points de l’espace Pn qui sont ge´ne´riques; ce qui dans le cas pre´sent signiﬁe que
la supression d’un point quelconque du groupe conduit toujours a` un groupe de n+1 points de Pn qui n’est
contenu dans aucun hyperplan de Pn (cf. par exemple [vdW], p. 14). Il suﬃt alors de choisir un groupe
p1, . . . , pn+2 de n + 2 points conjugue´s deux a` deux sous σ (ce qui est possible du fait que n est suppose´
paire), ainsi qu’un meˆme tel groupe de points q1, . . . , qn+2 mais cette fois conjugue´s deux a` deux sous τ .
Il existe alors un unique automorphisme f qui prolonge une bijection e´quivariante choisie entre ces deux
groupes de points. Mais alors les automorphismes f et τfσ ont meˆme restriction au groupe de n+2 points,
et sont donc e´gaux. D’ou` l’automorphisme e´quivariant cherche´.
Comple´ment (dont on aura pas a` faire usage). Pour n impair, il existe par contre exactement deux
structures re´elles sur Pn(C). Ce qui est e´vident, c’est que l’on a d’abord l’existence de deux structures re´elles
distinctes: la standard induite par
σ : (x0, . . . , xn) → (x0, . . . , xn)
et la “twiste´e” induite par l’involution
τ : (x0, x1, . . . , xn−1, xn) → (x1,−x0, . . . , xn,−xn−1)
dont un mode`le plus convivial est fournit par la n-e`me puissance syme´trique de la sphe`re de Riemann munie
de l’involution antipodale, qui sont distinctes du fait que la premie`re a des points re´els, alors que la seconde
n’en a point. Et ce sont les seules car si τ est une structure re´elle sur Pn(C), alors
• si τ posse`de des points ﬁxes, alors du fait que n est impair on peut choisir un groupe de n + 2 points
syme´trique avec un point re´el et les autres conjugue´s deux a` deux, et alors le meˆme argument qu’avant
montre que cette structure re´elle est isomorphe a` la standard.
• Par contre si τ est sans point ﬁxe, l’argument est plus de´licat.
Note historique. En fait l’histoire de Kuiper-Massey semble eˆtre un terrain fertile a` la controverse. Par
exemple de´ja` en 1971 dans un fameux article d’Arnol’d, on trouve mention de CP 2/σ ∼= S4 (cf. [Ar], p. 175).
Il semblerait en fait meˆme que Pontrjagin de`s les anne´es 30 mentionnait le re´sultat (cf. [Fin2], p. 120). Quoi
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qu’il en soit la seconde de´monstration propose´e, qui exhibe l’e´nonce´ de Kuiper-Massey comme corollaire
instantane´ de l’unicite´ de la structure re´elle sur les espaces projectifs complexes de dimension paire, sugge`re
meˆme de faire remonter l’origine de Kuiper-Massey a` C. Segre.
Ensuite il est instructif d’e´tudier les kleine´ennes des surfaces quadriques S = S2 ⊂ P3. On distingue alors 3
cas, suivant la signature de la forme quadratique qui de´ﬁnit la quadrique en question, ou suivant la topologie
de la partie re´elle, les e´quations typiques e´tant:
1) x20 + x
2
1 + x
2
2 + x
2
3 = 0
2) x20 + x
2
1 + x
2
2 − x23 = 0
3) x20 + x
2
1 − x22 − x23 = 0
Remarque. En fait ce n’est pas la signature qui intervient mais seulement sa valeur absolue, car les formes
4) x20 − x21 − x22 − x23 = 0
5) − x20 − x21 − x22 − x23 = 0
sont homothe´tiques aux pre´ce´dentes (via multiplication par −1 et e´ventuelle permutation des coordonne´es)
et ne livrent donc pas de nouvelle quadrique.
Proposition 1.2 (Letizia).
1) La kleine´enne de la quadrique S telle que S(R) = ∅ est la grassmannienne G des droites re´elles de P3.
2) La kleine´enne de la quadrique S telle que S(R) ∼= S2 est une sphe`re, est diﬀe´omorphe a` la varie´te´ des
groupes de deux points sur la sphe`re S2, et donc au plan projectif complexe CP 2†.
3) La kleine´enne de la quadrique S telle que S(R) ∼= S1 × S1 est un tore, est diﬀe´omorphe a` la sphe`re S4.
Preuve de 1). Pour la quadrique sans point re´el, l’argument est particulie`rement simple, presque tau-
tologique. En eﬀet, e´tant donne´ un point du quotient Y = S(C)/σ, c’est-a`-dire une paire de points conjugue´s
{p, pσ} de S(C) (qui est stricte, i.e. p 
= pσ du fait que S(R) = ∅), on conside`re la droite l = ppσ passant
par cette paire de points conjugue´s. La droite l est donc re´elle. Inversement, e´tant donne´ une droite re´elle
l de P3, son lieu complexe l(C) de´coupe sur S(C) une paire de points conjugue´s (car l et S sont toutes
deux de´ﬁnies sur R et du fait que les situations de´ge´ne´re´es l tangente a` S, voire l contenue dans S sont
incompatibles avec S(R) = ∅). D’ou` l’assertion 1).
Preuve de 2). Un point du quotient Y est soit une paire de points conjugue´s
stricte {p, pσ} de S(C) ou un point de la partie re´elle p ∈ S(R) ∼= S2. Dans le
premier cas, on peut tracer la droite re´elle l par p et pσ, et on obtient ainsi une
droite “farouche”, i.e. dont la partie re´elle l(R) est disjointe de S(R) [car sinon l(C)
couperait S(C) en 3 points au moins, et serait donc contenue dans S(C). Mais ceci
est impossible vu que les droites sur S ne sont pas invariantes par la conjugaison
l
p
p
Figure 4
S(   )R   
Q
P
σ]. Ensuite dans le pinceau des plans contenant la droite l il y en a exactement deux qui sont tangents a` la
sphe`re S(R), dont les lieux de tangence de´terminent deux points P,Q sur la sphe`re S(R) (cf. Figure 4).
Inversement la donne´e de deux tels points P,Q ∈ S(R) permet de re´cupe´rer l une droite farouche (comme
l’intersection des plans tangents a` S en ces deux points), et donc en intersectant l avec S une paire de points
conjugue´s de S. Cette correspondance se prolonge de fac¸on naturelle au second cas, faisant correspondre a`
p ∈ S(R), le groupe de 2 points 2p de S(R). En re´sume´ on voit que Y s’identiﬁe a` (S2)(2) la varie´te´ des
groupes de deux points sur la sphe`re S2.
Enﬁn en identiﬁant S2 ∼= P1(C), on peut aussi y reconnaˆıtre CP 2, en utilisant la correspondance P1(C)(2) ∼=
P
2(C) donne´e par prendre le lieu des ze´ros d’une forme quadratique binaire ax20 + bx0x1 + cx
2
1.
Preuve de 3). Pour une telle quadrique on sait que S  P1 × P1 est le produit de deux droites re´elles
standard. On note p1, p2 les deux projections S → P1, qui induisent (par fonctorialite´ de la kleine´enne)
pi : Y → D2 et dont le produit donne une application
p : Y → D2 ×D2.
† On verra plus loin que si l’on regarde la kleine´enne avec son orientation canonique, elle est en re´alite´ positivement-
diﬀe´omorphe a` CP
2
(qui est la varie´te´ CP 2 munie de l’orientation oppose´e a` celle spe´ciﬁe´e par la structure complexe).
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La ﬁbre au-dessus d’un point (q1, q2) ∈ D2 ×D2 ge´ne´rique est constitue´e de deux points de Y , ou` ge´ne´rique
signiﬁe qu’aucun des deux points n’est situe´ sur le bord d’un disque (cf. Fig. 5a)). En eﬀet dans ce cas il y
a au niveau de S(C), 4 points de S(C) au-dessus du point (q1, q2) de D2 ×D2. Mais parmi ces 4 points qui
se projettent sur (q1, q2) et qui sont donc de la forme (p1, p2),(pσ1 , p
σ
2 ) et (p
σ
1 , p2),(p1, p
σ
2 ), il y en a seulement
2 qui donnent des points distincts de Y .
Si par contre un des deux points (q1, q2) ∈ D2×D2 est situe´ sur le bord d’un disque, alors la ﬁbre de p se
re´duit a` un point (cf. Fig. 5b)).
CP (  )1
σ
= D2
D 2 D 2
q
1 q2
q
1
q
2
D2
Cette projection est ramifiée
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             sont égaux 
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P 1 P1
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Ainsi l’application p exhibe Y comme reveˆtement double de la 4-cellule D2 × D2 ramiﬁe´ au-dessus de
(S1×D2)∪ (D2×S1), qui n’est autre que le bord de D2×D2, compte tenu de la formule ge´ne´rale qui veut
que le bord d’un produit X × Y soit ∂(X × Y ) = (∂X × Y ) ∪ (X × ∂Y ). [D’ailleurs au passage on retombe
sur la repre´sentation de S3 comme la re´union de deux tores pleins recolle´s de fac¸on standard le long du tore
S1 × S1.] Ainsi le lieu de ramiﬁcation de p co¨ıncide avec le bord de son but. Ce qui permet ﬁnalement de
reconnaˆıtre que Y n’est autre que S4, en utilisant la description de la sphe`re Sn comme reveˆtement double
de la cellule Dn ramiﬁe´ le long de son bord ∂Dn = Sn−1.
Variante pour la preuve de 3). On utilise encore le fait que S  P1×P1 est le produit de deux droites re´elles
standard. La projection p : S → P1 sur un des facteurs est donc de´ﬁnie sur R, et induit donc une application
entre les kleine´ennes p : Y → D2. Les ﬁbres de cette applications sont des sphe`res S2 au-dessus des points
inte´rieurs au disque D2 et des disques au-dessus des points du bord ∂D2 (cf. Fig. 6a)). Ainsi en restreignant
cette ﬁbration a` un segment horizontal, on voit un ﬁlm de´butant par D2 qui se gonﬂe instantane´ment sur
S2 pour ce re´ecraser sur D2, ce qui ge´ne`re S3 (cf. Fig. 6a)). Pour l’instant on se contente d’observer que
c’est vrai si on abaisse toutes les dimensions d’une unite´ comme le sugge`re la Fig. 6c), qui montre un ﬁlm
de´butant par D1 se gonﬂant sur S1, pour ﬁnalement se re´e´craser sur D1 ge´ne`re la sphe`re S2.
D2 S2
La fibration  π
CP (  )1
σ
=D 2
S 3
D 2
D2
S 4
S 2D 2
S 1
D1
D1
Fig. 6c)Fig. 6a) Fig. 6b)
S 2
D 1
S 2
Fig. 6d)
24
Et ﬁnalement en laissant varier verticalement ce segment horizontal (cf. Fig. 6a), on obtient un ﬁlm
de´butant par D2 se gonﬂant sur S3 pour ﬁnalement se re´e´craser sur D2, ce qui montre que Y est S4. En
eﬀet si on abaisse les dimensions d’une unite´ on peut voir D1 se gonﬂe sur S2 comme la famille des ellipso¨ıdes
e´quifocales dans un espace euclidien de dimension 3 (cf. Fig. 6d).
On ge´ne´ralise ensuite cette construction en disposant dans l’espace euclidien R4 de dimension 4, un cercle
contenu dans un plan H et comme avant on construit un solide ellipso¨ıdal en conside´rant pour chaque plan
contenant H l’ellipso¨ıde dans H de foyer le cercle S1.
Ces exemples montrent de´ja` que la conside´ration des kleine´ennes permet d’e´largir conside´rablement la
classe des varie´te´s de dimension 4 re´alisables par la ge´ome´trie alge´brique, vu que des varie´te´s telles que S4
ou G ont b2 = 0† et sont donc hors d’atteinte de la ge´ome´trie alge´brique “classique”, mais sont cependant
re´alisables comme kleine´enne.
Ils montrent aussi que contrairement a` ce qui se produisait pour les courbes [ou` riemanniennes et klein-
e´ennes peuplaient des territoires disjoints], une varie´te´ diﬀe´rentiable donne´e M4 de dimension 4 peut eˆtre
simultane´ment re´alisable comme une riemannienne et une kleine´enne. Par exemple la varie´te´ CP 2 apparaˆıt
a` la fois comme la riemannienne du plan projectif P2, mais aussi comme la kleine´enne d’une quadrique dont
la partie re´elle est une sphe`re, comme nous venons de le voir avec le point 2) de la Proposition 1.2.
Objection possible. En fait si on regarde la kleine´enne comme une varie´te´ oriente´e, la kleine´enne de la
quadrique sphe´rique (i.e. celle de partie re´elle S2) n’est en re´alite´ pas CP 2, mais CP
2
qui de´signe la varie´te´
oriente´e obtenue en renversant l’orientation naturelle sur CP 2; celle spe´ciﬁe´e par la structure complexe. Ceci
re´sulte par exemple de la formule b+2 (Y ) = pg(X) que l’on verra plus loin (cf. §1.5, Formule 5.1). Ceci
de´molit l’exemple ci-dessus de ge´ome´trisation simultane´e de CP 2 comme riemannienne et kleine´enne. Mais
on verra plus loin (comme conse´quence de travaux de Wang, cf. §1.4) que CP 2 vu comme varie´te´ oriente´e
est ne´anmoins re´alisable comme kleine´enne; et ce comme kleine´enne d’une surface K3 re´elle, de partie re´elle
home´omorphe a` S10 une surface de genre 10.
1.2 Les nombres de Betti des kleine´ennes: pas de contraintes!
On se propose maintenant d’e´tudier quels sont les nombres de Betti re´alisables par les kleine´ennes.
Il est d’abord utile de rappeler que tout couple d’entiers (b1, b2) est re´alisable comme les deux premiers
nombres de Betti d’une varie´te´ M4 orientable. [En eﬀet il suﬃt d’observer que S4 re´alise (0, 0), et que CP 2
re´alise (0, 1) et S1 × S3 re´alise (1, 0), puis de faire des sommes connexes].
Par contre on sait bien que si M4 est une riemannienne, i.e. la varie´te´ diﬀe´rentiable sous-jacente au lieu
complexe d’une surface alge´brique (projective), alors on a les contraintes suivantes:
1) b2 > 0
2) b1 ≡ 0(mod 2) [Picard, Lefschetz ou Hodge]
qui montrent que les riemanniennes sont tre`s loin d’eˆtre les M4 les plus ge´ne´rales qui soient. Par exemple
les varie´te´s S4 et S1 × S3 ne sont pas re´alisables comme riemannienne d’une surface alge´brique complexe.
Note. En passant on peut signaler (bien que nous n’allons pas en faire usage) que ces deux contraintes
ne constituent par un syste`me complet de contraintes pour les (b1, b2) des riemanniennes, comme on peut le
de´duire assez facilement du the´ore`me de Castelnuovo-de Franchis qui impose la contrainte supple´mentaire:
3) si b2 = 1 alors b1 = 0
Il n’est pas diﬃcile alors de ve´riﬁer que 1), 2) et 3) est un syste`me complet de contraintes pour les nombres
de Betti des riemanniennes.
Cela e´tant dit, on va montrer qu’en revanche pour les kleine´ennes il n’y a aucune contraintes sur leurs
deux premiers nombres de Betti (b1, b2). Pour le montrer on va s’appuyer sur deux observations:
a) une formule de duplication pour les nombres de Betti impairs.
b) le comportement des nombres de Betti d’une kleine´enne sous l’eﬀet d’un e´clatement.
† Le fait que b2(G) = 0 peut se voir de la fac¸on suivante: d’abord la projection π : S(C)→ G est un vrai reveˆtement
a` 2 feuillets, et c’est donc le reveˆtement universel, vu que l’espace total est diﬀe´omorphe a` S2×S2. Par suite le groupe
fondamental π1(G) ∼= Z2 et donc b1(G) = 0. On a aussi χ(S(C)) = 2χ(G), et donc 4 = 2(2 − 2b1(G) + b2(G)),
d’ou` b2(G) = 0.
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1.2a) La relation fondamentale pour b1
En fait pour S une surface alge´brique re´elle, on a la relation suivante entre le premier nombre de Betti de
sa riemannienne X = S(C) et celui de sa kleine´enne Y = S(C)/σ:
The´ore`me 2.1 (Formule de Letizia-Silhol). b1(X) = 2 b1(Y ).
Elle se de´montre en combinant les the´ories de Smith et de Hodge.
Preuve. On note π : X = S(C)→ Y = S(C)/σ la projection canonique.
• D’abord la the´orie de Smith nous dit que π∗ : H∗(Y,C)→ H∗(X,C) est un isomorphisme sur son image
qui est forme´e des e´le´ments ﬁxes par σ∗ : H∗(X,C)→ H∗(X,C).
• D’autre part l’involution σ∗ : H∗(X,C)→ H∗(X,C) pre´serve la de´composition de Hodge
Hi(X,C) =
⊕
p+q=i
Hp,q(X)
(pour s’en convaincre on pense a` la description explicite de cette de´composition en terme de formes har-
moniques et l’assertion re´sulte alors du caracte`re isome´trique de l’action de Galois vis-a`-vis de la me´trique
induite par celle de Fubini-Study sur l’espace projectif complexe ambiant), et e´tant induite par σ : X → X
qui est antiholomorphe elle le fait en e´changeant les types, i.e. σ∗(Hp,q) ⊂ Hq,p. De ce fait l’application
ϕ : H1,0(X)−−−−−→ H1(X,C)inv
ω −→ ω + σ∗ω
(ou` H1(X,C)inv de´signe le sous-espace de H1(X,C) ﬁxe sous σ∗) est un isomorphisme d’inverse ψ donne´
par ω → ω1,0, c’est-a`-dire la restriction a` H1(X,C)inv de la projection
π1,0 : H1(X,C) = H1,0(X)⊕H0,1(X)→ H1,0(X)
sur la composante de type (1, 0). En eﬀet ψϕω = ψ(ω + σ∗ω) = ω puisque σ∗ω est de type (0, 1). Et
inversement pour ω ∈ H1(X,C)inv, on voit, en e´crivant ω = ω1,0 + ω0,1 et en identiﬁant la composante de
type (0, 1) dans σ∗(ω) = ω, que σ∗(ω1,0) = ω0,1. Par suite ϕψω = ϕ(ω1,0) = ω1,0 + σ∗ω1,0 = ω.
En combinant ces deux renseignements le the´ore`me en re´sulte, puisque
b1(X) = dimH1(X,C) = 2 dimH1,0(X) [d′apre`s Hodge]
= 2 dimH1(X,C)inv [compte tenu de l′iso. ϕ ci−dessus]
= 2 dimH1(Y,C) [d′apre`s Smith]
= 2 b1(Y ).
Remarques. • Cette de´monstration est expose´e dans Silhol, cf. [Si], pp. 10–12.
• On peut s’interroger sur la possibilite´ de trouver une de´monstration de la formule de duplication (2.1) qui
soit purement topologique, inde´pendante de tout recours a` la the´orie de Hodge, car alors on disposerait d’une
nouvelle de´monstration du fait que le b1 d’une surface alge´brique complexe est pair. [Modulo e´videmment le
principe qui veut que toute surface de´ﬁnie sur C, peut moyennant une variation continue de ses coeﬃcients
eˆtre “de´forme´e” sans alte´rer le type d’home´omorphie de son lieu complexe en une surface qui est de´ﬁnie sur
R.] Mais une telle possibilite´ est certainement illusoire du fait qu’il existe des surfaces de Hopf re´elles. Si
on y parvenait, alors on assisterait a` un curieux renversement de situation, a` savoir la possibilite´ d’exploiter
la ge´ome´trie alge´brique re´elle comme outil pour l’e´tude de la topologie des varie´te´s projectives complexes,
alors que traditionnellement (et ce essentiellement depuis Klein) c’est le processus inverse qui pre´domine.
Il pourrait s’agir la` d’une premie`re e´tape de re´cupe´rage de re´sultats standard, en espe´rant meˆme que cette
me´thode de re´alite´ deviennent a` long termes un outil pour attaquer la diﬃcile question de la topologie des
varie´te´s projectives complexes, et notamment pour trancher la question de savoir si la topologie des varie´te´s
projectives se re´duit a` de la ge´ome´trie diﬀe´rentielle a` la Ka¨hler-Hodge ou si au contraire on peut lui insuﬄer
un petit parfum R-arithme´tique. De fac¸on pre´cise on pourrait espe´rer que ce point de vue apporte quelques
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pre´cisions sur la question suivante (qui semble malheureusement toujours ouverte, mais importante ne serait
ce que pour justiﬁer le reﬂexe tre`s re´pandu de nos jours consistant a` approcher la question de la topologie
des varie´te´s projectives complexes dans le contexte e´largi des varie´te´s ka¨hleriennes):
Question (Kodaira). Est-ce que toute varie´te´ ka¨hlerienne compacte est home´omorphe (voire diﬀe´o-
morphe) au lieu complexe d’une varie´te´ projective?
• Le meˆme argument montre plus ge´ne´ralement que pour V une varie´te´ projective re´elle et lisse de dimen-
sion arbitraire, les nombres de Betti impairs de sa riemannienne V (C) sont e´gaux aux doubles de ceux de sa
kleine´enne V (C)/σ, i.e.
b2i+1(V (C)) = 2 b2i+1(V (C)/σ).
Il suﬃt, en eﬀet, de choisir un scindement de la cohomologie complexe H2i+1(X,C) = W ⊕W en deux
morceaux e´change´s par la conjugaison complexe—par exemple
W = H2i+1,0(X)⊕ · · · ⊕Hi+1,i(X)
et de re´pe´ter mot pour mot l’argument pre´ce´dent.
Exemple. Il est notamment rigolo d’illustrer ceci avec l’exemple des courbes elliptiques re´elles C: dans ce
cas la kleine´enne Y = C(C)/σ est soit une bouteille de Klein, un ruban de Mo¨bius, ou une couronne suivant
que r = 0, 1 ou 2, et dans tous les cas on a bien b1(Y ) = 1.
1.2b) Eﬀet d’un e´clatement sur les nombres de Betti d’une kleine´enne
Soit S une surface alge´brique re´elle. On peut toujours
a) e´clater une paire de points conjugue´s p, pσ,
b) et si en outre S(R) 
= ∅ on peut e´clater un point re´el.
On obtient ce faisant une nouvelle surface re´elle S˜, et on se propose de de´crire l’e´volution subie par les
nombres de Betti de la kleine´enne pour chacune de ces deux ope´rations.
Dans le premier cas, la partie re´elle est clairement inchange´e, tandis que dans le second, elle se de´duit de
S(R) en faisant sa somme connexe avec RP 2, i.e.
S˜(R) ∼= S(R)#RP 2.
[En eﬀet la partie re´elle de l’e´clate´e se de´duit de celle de S, en oˆtant un disque contenant p, et en recollant a`
sa place un ﬁbre´ en intervalle de base un cercle dont le bord est connexe, c’est-a`-dire un ruban de Mœbius;
qui par ailleurs est bien le re´sultat de l’excision d’un disque ouvert dans RP 2, d’ou` l’assertion.]
D’autre part le reveˆtement π : X → Y ramiﬁe´ le long de S(R) montre que:
(0) χ(X) = 2χ(Y )− χ(S(R)),
et donc (vu que la dualite´ de Poincare´ se´vit e´galement sur la kleine´enne Y , du fait que cette dernie`re est
aussi orientable)
(1) 2− 2b1(X) + b2(X) = 2(2− 2b1(Y ) + b2(Y ))− χ(S(R))
ce qui, compte tenu de la relation fondamentale b1(X) = 2b1(Y ), peut se re´e´crire comme:
(2) b2(X) = 2 + 2b2(Y )− χ(S(R))
On est maintenant en mesure de de´crire l’eﬀet des deux manie`res d’e´clater une surface alge´brique re´elle
sur les nombres de Betti de sa kleine´enne. D’abord compte tenu de la relation fondamentale (2.1) et de
l’invariance du b1 du lieu complexe par e´clatement, on voit que le b1 de la kleine´enne n’est pas aﬀecte´ dans
les deux cas.
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Proposition 2.2. Soit S une surface alge´brique re´elle.
a) Si on e´clate une paire de points conjugue´s, les nombres de Betti de la kleine´enne se transforment comme
(b1, b2) (b1, b2 + 1).
b) Tandis que si on e´clate un point re´el, les nombres de Betti de la kleine´enne restent inchange´s
(b1, b2) (b1, b2).
Preuve. En eﬀet pour a), le membre de gauche de la formule (2) ci-dessus subit un accroissement de 2
unite´s, alors que χ(S(R)) reste inchange´e; et donc b2(Y ) subit un accroissement d’une unite´.
Pour b) le membre de gauche de (2) augmente de 1, alors que χ(S(R)) diminue de 1 [car S˜(R) =
S(R)#RP 2]; de sorte que b2(Y ) reste inchange´.
Remarque. En fait on peut pre´ciser la Proposition 2.2 en de´crivant exactement la modiﬁcation subie
par le type de diﬀe´omorphie de la kleine´enne sous l’eﬀet d’un e´clatement (et ce sans utiliser la relation
fondamentale).
Il suﬃt en eﬀet d’abord de se souvenir du:
Fait (Hirzebruch(1951)–Mandelbaum-Moishezon(1976). (cf. [Hir1], p. 80, et [MM])) E´clater un
point d’une surface (complexe) revient (au niveau de sa riemannienne) a` eﬀectuer une ope´ration de somme
connexe avec CP
2
(qui est la varie´te´ de dimension 4 oriente´e obtenue a` partir de CP 2 en renversant son
orientation complexe).
Preuve. En eﬀet la surface e´clate´e S˜ se de´duit de S, en lui oˆtant une boule U de dimension 4 contenant
le point p centre de l’e´clatement π : S˜ → S, et en recollant a` sa place l’espace V 4 = π−1(U) qui est ﬁbre´ en
disque D2 de base une sphe`re de Riemann P1(C) (correspondant a` la droite exceptionnelle de l’e´clatement)
et de bord S3. Or le re´sultat de l’excision dans le plan P2(C) d’une boule autour du point base d’un
pinceau de droites fournit aussi un tel ﬁbre´ (de bord S3) et donc par unicite´, V 4 est ce ﬁbre´ (ne´cessite
donc la connaissance des D2-ﬁbre´s au-dessus de S2). Ceci montre de´ja` que S˜ est la somme connexe de S
avec CP 2 ou CP
2
. On peut alors s’appuyer sur le the´ore`me de la signature de Hodge, en vertu duquel
b+2 = 2pg + 1, relation qui compte tenu de l’invariance birationnelle de pg, e´tablit celle de b
+
2 ; et permet
d’e´carter l’e´ventualite´ que S˜ soit S#CP 2, e´ventualite´ qui aurait pour eﬀet d’augmenter b+2 d’une unite´.
Variante plus concre`te. Compte tenu de la nature locale de l’ope´ration d’e´clatement, on peut identiﬁer
le ﬁbre´ π−1(U) a` la varie´te´ des couples (q, l) tel que le point q est simultane´ment sur la droite l et dans la
boule B2 = {(z, w) | |z|2 + |w|2 ≤ 1} ⊂ C2 “ﬁbre´e” par le pinceau des droites vectorielles de C2 (cf. Fig 7a)).
Fig. 7a)
droites marquées par un point dans B 2
P (C)2
B2
inversion
droites marquées par un point hors de B 2
P (C)2
 points hors de B 2
oubli de la droite
Fig. 7b) Fig. 7c)
Or moyennant une inversion par rapport a` la sphe`re S3 = ∂B2 (cf. Fig. 7b)), ce ﬁbre´ est isomorphe (en
tant que ﬁbre´) a` la varie´te´ des couples (q, l) tel que le point q est dans P2(C) \B2. Or cet espace s’identiﬁe
(via oubli de la droite) a` la varie´te´ des points q de P2(C) \ B2 (cf. Fig. 7c)). Enﬁn du fait que l’inversion
renverse l’orientation complexe, on voit que S˜ se de´duit de S par une ope´ration de somme connexe avec
CP
2
.
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De ce fait on de´duit alors aise´ment, de la possibilite´ d’exciser des boules adapte´es a` l’involution σ, la
proposition suivante qui de´crit la modiﬁcation subie par la kleine´enne d’une surface re´elle sous l’eﬀet des
deux manie`res d’e´clater une telle surface:
Proposition 2.3. Soit S une surface alge´brique re´elle.
a) E´clater une paire de points conjugue´s revient au niveau de la kleine´enne a` faire une ope´ration de somme
connexe avec CP
2
.
b) Alors qu’e´clater un point re´el revient au niveau de la kleine´enne a` eﬀectuer une ope´ration de somme
connexe avec CP
2
/σ ∼= S4 [en utilisant Kuiper-Massey], ce qui ne modiﬁe pas le type de diﬀe´omorphie.
Application: les kleine´ennes des surfaces cubiques.
Muni de ce seul renseignement on pourrait espe´rer pousser notre connaissance des kleine´ennes des surfaces
alge´briques re´elles de P3 jusqu’a` englober le degre´ 3. Mais il y a une petite subtilite´ qui tient au fait que l’on
doit se limiter a` celles qui sont R-birationnellement triviales. Rappelons d’abord qu’une surface cubique dans
P
3 pouvant toujours eˆtre repre´sente´e comme le plan e´clate´ en 6 points ge´ne´riques (cf. par exemple [GH],
p. 489), on en de´duit qu’une surface cubique re´elle qui R-birationnellement e´quivalente au plan, est toujours
repre´sentable comme le plan P2 e´clate´ en 6 points (ge´ne´riques) syme´triques pour l’action de la conjugaison
complexe, soit donc
• en 6 points re´els,
• ou en 4 points re´els et une paire de points conjugue´s,
• ou en 2 points re´els et 2 paires de points conjugue´s
• ou enﬁn en 3 paires de points conjugue´s.
Les kleine´ennes respectives sont S4, CP
2
, CP
2
#CP
2
= 2CP
2
et enﬁn CP
2
#CP
2
#CP
2
= 3CP
2
, [en
utilisant la notation usuelle kM pour la somme connexe de k copies de la varie´te´ M ].
Mais il existe d’autre part dans P3 des surfaces cubiques (lisses) de partie re´elle non connexe—par exemple
une petite peturbation d’une quadrique de partie re´elle sphe´rique et d’un plan de partie re´elle disjointe—et
qui de ce fait ne peuvent eˆtre birationnellement e´quivalente sur R au plan. Ainsi si on de´sire pousser notre
connaissance des kleine´ennes jusqu’au degre´ 3 on doit traˆıter aussi ce cas—pour lequel on invoque la:
Proposition 2.4 (Letizia 1984). Lorsqu’une surface re´elle de P3 franchit l’hypersurface discriminant
en assistant a` l’e´vanescence d’un cercle au niveau de sa partie re´elle, sa kleine´enne subit une ope´ration de
somme connexe avec CP
2
.
Justiﬁcation heuristique. On utilise le principe que la chirurgie
subie par la kleine´enne ne de´pend pas du “patient” auquel elle
s’applique, c’est-a`-dire le fait que toutes les surfaces lorsqu’elles
traversent le discriminant (de la fac¸on indique´e dans l’e´nonce´)
subissent le meˆme traitement; de sorte qu’il suﬃt d’e´tudier ce
qu’il advient pour une surface “test” que l’on peut choisir a` notre
convenance. On peut donc—contrairement a` l’usage—se ramener
a` un proble`me global. Par ailleurs la chirurgie subie est claire-
ment une ope´ration de somme connexe comme on le voit en ﬁx-
ant une boule euclidienne autour du point singulier de la surface
de transition. On conside`re alors comme surface test, la surface
quadrique re´elle de partie re´elle home´omorphe a` un tore, et sa
S 2
Figure 8Dans  P (R)3
S1 S1 torepincé
de´formation vers une quadrique sphe´rique (cf. Figure 8). Du fait que la kleine´enne de la premie`re surface
est S4 et que celle de la seconde est CP
2
, on en de´duit bien l’assertion.
On peut alors de´crire le type de diﬀe´omorphie de la kleine´enne de la dernie`re cubique S3 de partie re´elle
non connexe; simplement en la concevant comme le re´sultat de l’e´vanescence d’un cercle sur une cubique de
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partie re´elle home´omorphe a` RP 2 (cf. Figure 9, qui repre´sente un pinceau de surfaces
cubiques—que l’on peut obtenir comme le re´sultat de la re´volution de la partie re´elle
de cubiques planes (repre´sente´es ci-contre)—et donc d’e´quation (aﬃne) x2 + y2 = f(z)
avec f(z) = f(z, λ) un polynoˆme de degre´ 3 qui de´pend d’un parame`tre λ, et ayant pour
des valeurs successives de λ, une seule, puis trois racines re´elles, e.g. f(z, λ) = f(z)−λ
avec f(z) un polynoˆme cubique avec une racine re´elle et pre´sentant une bosse, i.e. avec deux extremums
locaux.)
Figure 9
dans  P (R)3cercle
évanescent S  (R)    RP3 2 S  (R)    RP     S3
2 2 S  (R)    RP     S3 2 2
Or la cubique de de´part n’est autre du fait que sa partie re´elle est RP 2, que le plan P2 e´clate´ en 6 points
imaginaires conjugue´s, dont la kleine´enne est 3CP
2
. La Proposition 2.4 montre alors que la kleine´enne de la
cubique non connexe est 4CP
2
. En re´sume´, on obtient ainsi, tenant compte aussi du fait classique en vertu
duquel l’espace des surfaces cubiques re´elles lisses posse`de exactement 5 composantes connexes†, l’e´nonce´
suivant:
The´ore`me 2.5 (Letizia 1984). Les kleine´ennes des surfaces cubiques lisses de P3 re´alisent 5 types de
diﬀe´omorphie, qui sont S4 et αCP
2
avec 1 ≤ α ≤ 4.
1.2c) Conclusion sur les nombres de Betti des kleine´ennes
La kleine´enne Y de P2 est S4 et re´alise donc (b1, b2) = (0, 0). [Cela peut aussi se de´duire (en e´vitant
Kuiper-Massey) de la relation fondamentale qui donne b1(Y ) = 12b1(P
2(C)) = 0; et de la formule (2); qui
spe´cialise´e a` P2 donne 1 = 2 + 2b2(Y )− 1, d’ou` b2(Y ) = 0.]
Ensuite, en e´clatant des paires de points conjugue´s sur P2, la Proposition 2.2 a) montre que tous les couples
d’entiers de la forme (0, n) sont re´alisables comme les nombres de Betti (b1, b2) d’une kleine´enne.
En conside´rant ensuite une surface S = Cg × P1, produit d’une courbe Cg de genre g par une droite, on
obtient une surface, dont la riemannienne a pour deux premiers nombres de Betti (b1, b2) = (2g, 2). Si en
outre Cg et P1 sont re´elles, alors S sera une surface re´elle avec χ(S(R)) = 0 [car S(R) = Cg(R)× P1(R) qui
est soit vide ou une union disjointe de tores S1 × S1]. D’apre`s la relation fondamentale (2.1), le premier
nombre de Betti de la kleine´enne est b1(Y ) = g. Et la formule (2) se re´duit a` b2(X) = 2 + 2b2(Y ), d’ou`
on tire que b2(Y ) = 0. En re´sume´ les deux premiers nombres de Betti de la kleine´enne d’une surface de la
forme S = Cg × P1 sont (g, 0), et ce inde´pendamment des structures re´elles introduites sur les deux courbes
facteurs.
Petite remarque. Il ne faut pas croire que ceci contredit le fait que pour la quadrique S2 ⊂ P3 (qui est donc
isomorphe a` P1 × P1) dont la partie re´elle est une sphe`re S2, la kleine´enne est CP 2 (Proposition 1.2 2)) de
nombres de Betti (0, 1) (qui n’est pas de la forme (g, 0)!). Mais il n’en est rien car cette quadrique n’est pas
le produit de deux droites re´elles avec la structure re´elle produit [car si c’e´tait le cas, du fait que S2(R) est
non vide, S2 ne pourrait qu’eˆtre le produit de deux droites re´elles e´quipe´es de la structure re´elle standard,
mais alors la partie re´elle serait un tore, et non une sphe`re.]
† Fait qui remonte d’ailleurs aussi a` Klein (cf. [K3], pp. 11–62).
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Il suﬃt alors d’e´clater des paires de points
conjugue´s sur une surface de la forme S =
Cg × P1, pour re´aliser tout couple d’entiers
(m,n) comme nombres de Betti (b1, b2) de
la kleine´enne d’une surface alge´brique re´elle
convenable (cf. Figure 10).
Bien suˆr, cela—a` de´faut d’e´tablir notre
spe´culation sur la ge´ome´trisation des M4—
montre de´ja` que les invariants topologiques
les plus simples que sont les nombres de
Betti ne suﬃsent pas a` de´celer le caracte`re
restreint des kleine´ennes au sein des M4 ori-
entables; et illustre une fois de plus la ﬂex-
ibilite´ topologique accrue des kleine´ennes
vis-a`-vis des riemanniennes.
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éclatement d'une paire
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1.3 S1 × S3 vu comme une kleine´enne
Pour que notre tentative de ge´ome´trisation ait des chances d’eˆtre vraie, on devrait pouvoir attraper la
varie´te´ S1 × S3 comme une kleine´enne. C’est ce que l’on se propose de faire dans ce petit paragraphe.
(Rappelons que S1 × S3 n’est pas re´alisable comme riemannienne; ceci illustre donc une fois encore la
ﬂexibilite´ des kleine´ennes).
Nous sommes donc a` la recherche d’une surface re´elle S telle que la kleine´enne associe´e S(C)/σ soit S1×S3.
On va localiser un candidat S en se servant des nombres de Betti (b1, b2) comme lunette de vise´e; i.e. on
utilise la ge´ographie des nombres de Betti pour localiser grossie`rement un candidat S, puis on raﬃnera le tir
en e´tudiant le type de diﬀe´omorphie de sa kleine´enne. Compte tenu du paragraphe pre´ce´dent (§1.2c)), on
sait que le vecteur de Betti de S1 × S3 qui est (b1, b2) = (1, 0) est re´alisable comme les nombres de Betti de
la kleine´enne d’une surface de la forme S = C × P1 avec C une courbe elliptique (de genre 1).
On va montrer que moyennant introduction de structures re´elles convenables sur les courbes facteurs, on
peut non seulement satisfaire a` l’e´galite´ des nombres de Betti, mais aussi a` celle des types de diﬀe´omorphie.
• Si on prend des structures re´elles sur C et P1 telles que l’une d’elles au moins ne posse`de pas de points
re´els, alors la surface S sera sans point re´el de sorte que la projection π : S(C) → Y = S(C)/σ est un vrai
reveˆtement (sans ramiﬁcation) a` deux feuillets. De ce fait le groupe fondamental de S(C) qui est abe´lien
libre de rang 2 s’injecte dans π1(Y ), ce qui exclut la possibilite´ que Y ∼= S1 × S3.
• Si on prend par contre pour C une courbe ellip-
tique re´elle avec deux composantes et pour P1 la droite
re´elle standard, alors on va montrer que la kleine´enne
correspondante est S1 × S3. Pour le voir on conside`re
la projection sur le premier facteur p : S → C. C’est
un morphisme de´ﬁni sur R, qui induit donc une appli-
cation entre les kleine´ennes p : Y → C(C)/σ. Or la
kleine´enne C(C)/σ de la courbe C est un cylindre ou
ce qui revient au meˆme une couronne. Les ﬁbres de p
au-dessus des points inte´rieurs a` la couronne sont des
sphe`res S2, alors que celles au-dessus des points situe´s
sur le bord de la couronne sont des he´misphe`res nord
C(  )C
σ
D2 S 2
La fibration  p
S 2D 2
Figure 11
de la sphe`re de Riemann, c’est-a`-dire des disques (cf. Figure 11). La de´ge´nerescence de la ﬁbre ge´ne´rique
vers une ﬁbre au-dessus d’un point du bord, peut eˆtre pense´e comme une sphe`re S2 qui s’applatit de plus
en plus pour ﬁnalement s’e´craser sur un disque (cf. Figure 11).
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Ensuite lorsque l’on restreint
la ﬁbration p a` un rayon R
de la couronne, on assiste
(en regardant les ﬁbres au-
dessus d’un point mobile qui
parcourt ce rayon R) a` un
ﬁlm, qui commence par un
disque D2, qui se gonﬂe in-
stantane´ment en une sphe`re
S2, pour ﬁnalement se re´-
e´craser sur un disque. La
forme engendre´ par un tel
ﬁlm est bien suˆr la sphe`re S3
D2 S 2
La fibration  p restreinte
     à un rayon  R
S 2
R
D2
D 2
La sphère S  vue
comme un coussin
3
D 2
La sphère S  vue comme
un coussin lissifié
3
C(  )C
σ
Figure 12
(comme le sugge`re la Figure 12 qui repre´sente la situation avec des dimensions abaisse´es d’une unite´), et
par suite p−1(R) est une sphe`re S3. Et ceci vaut meˆme dans la cate´gorie diﬀe´rentiable comme le sugge`re le
coussin lissiﬁe´: en dimension 2 un diﬀe´omorphisme explicite se construit facilement en voyant les courbes de
niveau sur la sphe`re S2 comme l’image via une projection centrale d’une famille d’ellipses e´quifocales trace´es
sur le plan (euclidien) tangent au poˆle nord de la sphe`re sur l’he´misphe`re nord de la sphe`re S2, cf. Fig. 13a).
S1
D1
D1
La famille des ellipses équifocales
et sa projection sur la sphère S 2
S2
D2
D2
La famille des ellipsoides 
équifocales
R3
R3
La famille des ellipsoides équifocales
S2
S3 R4
D2
Fig. 13a) Fig. 13b) Fig. 13c)
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S2 R3
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Cette construction en dimension 2 se ge´ne´ralise naturellement en dimension qui nous inte´resse en con-
side´rant dans R3 euclidien, la famille des ellipso¨ıdes e´quifocales de foyer un cercle S1, cf. Fig. 13c) que l’on
peut de´ﬁnir comme le re´sultat d’un mouvement de re´volution autour de l’axe A orthogonal au plan du cercle
et passant par son centre de la famille des ellipses e´quifocales trace´es dans un plan H contenant l’axe A et
de foyers H ∩ S1.
Enﬁn en laissant varier le rayon R, on voit que Y ∼= S1 × S3. En fait notre argument montre dans un
premier temps que Y est un ﬁbre´ en sphe`re de dimension 3 de base un cercle S1. Mais on sait d’apre`s la
classiﬁcation de tels ﬁbre´s qu’il y a au-dessus de S1 exactement deux ﬁbre´s en sphe`re, le trivial et une sorte
de bouteille de Klein ge´ne´ralise´e (cf. par exemple Steenrod, [St] p. 134). En outre on sait que l’espace total
de cet unique ﬁbre´ non trivial n’est pas orientable (excepte´ dans le cas ou` la ﬁbre est une S0), et comme
d’autre part Y , en tant que kleine´enne d’une surface est orientable, on en tire bien que Y est le ﬁbre´ trivial.
Remarque. En fait on se rend compte maintenant que l’on aurait tout aussi bien pu prendre pour C une
courbe elliptique re´elle avec r = 1, on obtient alors une surface S = C × P1 ayant la meˆme kleine´enne. [En
eﬀet dans ce cas la couronne de l’exemple pre´ce´dent est remplace´e par un ruban de Mo¨bius, mais alors le
meˆme argument qu’avant, qui utilisait en re´alite´ seulement le fait que C(C)/σ est un ﬁbre´ en intervalle de
base un cercle, montre a` nouveau que Y ∼= S1 × S3.]
1.4 S2 × S2 vu comme une kleine´enne et un aperc¸u des travaux de Donaldson-Wang
Pour que notre tentative de ge´ome´trisation purement kleine´enne ait des chances d’aboutir, on devrait
pouvoir attraper la varie´te´ S2 × S2 comme une kleine´enne. Si on adopte la meˆme me´thode qu’avant,
consistant a` utiliser la lunette de vise´e donne´e par les nombres de Betti, on obtient (du fait que les nombres
32
de Betti de S2×S2 sont (b1, b2) = (0, 2)) le candidat: S le plan P2 e´clate´ en deux paires de points conjugue´s.
Mais pour ce candidat S, la kleine´enne correspondante Y est compte tenu de la Proposition 2.3, diﬀe´omorphe
a` S4#CP
2
#CP
2
= 2CP
2
, en particulier sa forme d’intersection est
(−1 0
0 −1
)
et donc H2(Y,Z) contient des e´le´ments de self-intersection −1. Or sur S2 × S2 toute classe d’homologie est
de self-intersection paire, ce qui exclut la possibilite´ que Y soit diﬀe´omorphe a` S2 × S2. Le meˆme argument
montre aussi que l’autre candidat: S une quadrique dont la partie re´elle est une sphe`re S2 que l’on e´clate en
une paire de points conjugue´s ne re´alise pas S2 × S2. En conclusion la me´thode beˆte e´choue a` exhiber une
varie´te´ aussi simple que S2 × S2 comme une kleine´enne.
En fait comme je l’ai appris graˆce a` l’article de Wang [Wa], la varie´te´ S2 × S2 est re´alisable comme
kleine´enne d’une surface quartique dans P3. En fait on dispose meˆme d’une connaissance explicite des varie´te´s
de dimension 4 re´alisables comme kleine´enne de surfaces quartiques dans P3. Cette connaissance est base´e
sur une remarque de Donaldson (connue sous le nom de Donaldson’s trick). Il s’agit du raisonnement suivant
(dont on expose d’abord la structure dans ses grandes lignes, pour ensuite combler les de´tails techniques
dans l’espoir de ne pas noyer le lecteur):
• Etape 0: L’argument dans ces grandes lignes. Soit S une surface K3 (=surface analytique complexe
compacte simplement connexe et de ﬁbre´ canonique trivial) que l’on suppose en outre munie d’une involution
antiholomorphe σ : S → S. On dira alors que S est re´elle, et noterons avec un le´ger abus de notation S(R)
le lieu ﬁxe de σ. Notre surface K3 est donc en particulier une varie´te´ de Calabi-Yau (=varie´te´ analytique
complexe de type ka¨hlerien et de ﬁbre´ canonique topologiquement trivial ou ce qui revient au meˆme a` premie`re
classe de Chern nulle c1 = 0). La solution apporte´e par S.-T. Yau a` la conjecture de Calabi entraˆıne que
l’on peut munir S d’une structure quaternionique (ou hyperka¨hler), qui induit une famille parame´tre´e par
S2 (=les racines de −1 dans le corps des quaternions H de Hamilton) de structures complexes sur S. On
va alors montrer qu’il existe au sein de cette famille de structures complexes—que l’on pourrait interpre´ter
comme un “twisteur” de Penrose—une nouvelle structure complexe (que l’on pourrait qualiﬁer de mutante)
rendant l’involution donne´e σ : S → S holomorphe. Ceci a pour me´rite de convertir la kleine´enne S/σ en une
riemannienne—et en particulier va conduire a` une description comple`te des types de diﬀe´omorphie re´alise´s
comme kleine´enne d’une surface K3 re´elle. On munit dore´navant S d’une telle structure complexe mutante.
On va alors montrer que:
• Si σ est sans point ﬁxe, alors le quotient S/σ est une surface d’Enriques.
• Et sinon le crite`re de rationalite´ de Castelnuovo montre que le quotient S/σ est une surface rationnelle,
et est donc diﬀe´omorphe a` S2 × S2 ou a` CP 2#αCP 2 avec α ≥ 0. On pourra meˆme ensuite expliciter les
valeurs possibles pour le parame`tre α.
Au ralenti, les de´tails sont les suivants:
• Etape 1: Holomorphisation de l’involution. Essayons d’abord de comprendre un peu plus en de´tail,
cette fabuleuse possibilite´ d’“holomorphiser” l’involution antiholomorphe donne´e. Avant tout il est utile
d’oublier l’involution σ, et de rappeler alors comment le re´sultat de Yau, joint a` une observation de Hitchin
permet de munir une surface K3 quelconque S (avec un marquage d’une classe de Ka¨hler ω) d’une structure
quaternionique, et donc en particulier d’une sphe`re S2 de structures complexes. (Cette construction est
expose´e dans [BPV], pp. 264–266). L’ide´e est la suivante:
comme c1(S) = 0, le re´sultat de Yau livre l’existence d’une unique me´trique ka¨hlerienne g (pense´e ici
comme riemannienne) Ricci-plate telle que la forme de Ka¨hler associe´e ωg soit ω. Ensuite comme S est
simplement connexe et compte tenu du fait que la courbure de la connexion induite sur le ﬁbre´ canonique
KS =
∧2
TS∗ par la connexion de Levi-Civita` (sur le ﬁbre´ tangent) n’est autre que la courbure de Ricci,
la condition Ricci-plate assure que le transport paralle`le (au niveau du ﬁbre´ canonique) est invariant par
homotopie, ce qui permet par transport paralle`le de construire une section paralle`le du ﬁbre´ canonique K
(se souvenir de la description de la condition Ka¨hler en terme du paralle´lisme de la structure complexe). On
note ωI cette section paralle`le, qui en particulier est donc holomorphe relativement a` la structure complexe
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donne´e sur S, note´e I. Disposant de ωI , on construit ensuite une nouvelle structure presque complexe J
de´ﬁnie comme un multiple re´el convenable de l’ope´rateur J1 donne´ par:
g(J1(Y ), Z) = Re(ωI(Y,Z))
Ceci munit S d’une structure presque quaternionique, i.e. une paire {I, J} de structures presque complexes
qui anticommutent (I ◦ J = −J ◦ I). Mais en fait J est paralle`le (puisque construite a` partir de ωI qu’il
l’est)—ce qui assure l’inte´grabilite´ de J . [En eﬀet compte tenu du crite`re d’inte´grabilite´ de Newlander-
Nirenberg, il suﬃt pour e´tablir l’inte´grabilite´ d’une structure presque complexe J de ve´riﬁer qu’elle est sans
torsion, ou` la torsion de J (=tenseur de Nijenhuis) est de´ﬁnie par
N(X,Y ) = 2{[JX, JY ]− [X,Y ]− J [X,JY ]− J [JX, Y ]} .
Or si en outre J est paralle`le relativement a` une connexion de torsion T , on a la formule suivante (cf. [KN],
vol. II, p. 145) pour la torsion de J en terme de la torsion de la connexion
−1
2
N(X,Y ) = T (JX, JY )− J(T (JX, Y ))− J(T (X,JY ))− T (X,Y )
qui montre en particulier que si la connexion est sans torsion, la structure presque complexe J l’est aussi. Ce
qui montre plus ge´ne´ralement, qu’une structure presque complexe, paralle`le relativement a` une connexion
sans torsion est inte´grable.] D’ou` la structure quaternionique annonce´e sur S, et qui la muni en particulier
d’une sphe`re S2 (constitue´e de tous les ope´rateurs de la forme bI + cJ + dK ou` K = I ◦ J , et b, c, d ∈ R tels
que b2 + c2 + d2 = 1) de structures complexes comprenant I comme structure particulie`re. En outre cette
sphe`re de structures complexes ne de´pend que du couple (S, ω).
Maintenant si en outre S, la surface K3 donne´e, est munie d’une involution antiholomorphe σ : S → S,
alors en choisissant la forme de Ka¨hler ω adapte´e a` l’involution (i.e. telle que σ∗(ω) = −ω ou ce qui revient
au meˆme telle que σ est une isome´trie pour la me´trique riemannienne g correspondante), la construction ci-
dessus (de Hitchin-Yau) livre une sphe`re S2 de structures complexes; qui he´rite d’une involution σ : S2 → S2
induite par σ : S → S; et explicitement donne´e par Qσ = σQσ pour Q ∈ S2. Ainsi σ : S2 → S2 ﬁxe les
structures complexes telles que σ est holomorphe et antiﬁxe celles telles que σ est antiholomorphe. Enﬁn
le petit calcul ci-dessous montre (en choisissant une ωI re´elle, i.e. telle que ωI(σY, σZ)) = ωI(Y,Z)) que
Jσ = J , d’ou` l’existence cherche´e d’une structure complexe mutante, c’est-a`-dire rendant σ holomorphe.
[En eﬀet comme σ est une isome´trie pour g, on a
g(σJ1σY,Z) = g(J1σY, σZ) = Re(ωI(σY, σZ)) = Re(ωI(Y,Z)) = Re(ωI(Y,Z)) = g(J1Y,Z) ,
d’ou` par non de´ge´ne´rescence σJ1σ = J1.]
En fait sachant que Jσ = J , on peut meˆme s’inte´resser a` la question de l’unicite´ d’une telle structure
mutante; il suﬃt en eﬀet d’e´crire σ : S2 → S2 en coordonne´es, et on s’aperc¸oit alors que σ est une rotation
de 180o, qui ﬁxe donc deux points et antiﬁxe un cercle de points. De sorte qu’il y a en fait dans S2 exactement
deux structures (J et −J) qui rendent σ holomorphe, et tout un cercle de structures (passant par la structure
originelle I) relativement auxquelles σ continue d’eˆtre antiholomorphe.
• Etape 2: Structure ge´ome´trique sur la kleine´enne. Ensuite du fait que Fix(σ) en tant que lieu ﬁxe d’une
involution antiholomorphe est (s’il est non vide) de codimension re´elle 2 dans S, il re´sulte que relativement
a` la nouvelle structure complexe introduite sur S (rendant σ holomorphe), l’involution σ se C-line´arise
au voisinage d’un point ﬁxe comme (z, w) → (z,−w). De ce fait le quotient S/σ he´rite d’une structure
complexe compatible (i.e. rendant la projection canonique π : S → S/σ holomorphe), puisque que les
fonctions z, w2 invariantes (sous σ) passent au quotient et fournissent un atlas holomorphe sur l’espace
quotient S/σ. En re´sume´ on voit que σ ait des points ﬁxes ou non, le quotient admet toujours une structure
complexe compatible.
Ensuite (ayant en vue d’appliquer le crite`re de rationalite´ de Castelnuovo), il serait de´sirable de se conva-
incre que cette structure complexe sur S/σ est en re´alite´ sous-jacente a` une structure de surface projective, et
cette assertion vaut meˆme lorsque la surface K3 de de´part S n’est pas alge´brique! La raison est la suivante:
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du fait qu’une surface K3 est toujours Ka¨hler (the´ore`me de Siu, cf. [Siu] ou [Be2]), le quotient S/σ he´rite
lui aussi d’une structure Ka¨hler. Pour e´tablir la projectivite´ de Y , il suﬃt, compte tenu d’un corollaire bien
connu du the´ore`me de plongement de Kodaira, [en vertu duquel toute varie´te´ ka¨hlerienne compacte avec
h2,0 = 0 est projective (cf. [KM], Theorem 8.3)], de voir que pg(Y ) = 0. Or Y e´tant Ka¨hler on a d’apre`s
Hodge la relation b+2 (Y ) = 2pg(Y ) + 1, qui combine´e a` la formule ge´ne´rale de Letizia pg(X) = b
+
2 (Y ) [que
nous de´montrerons au paragraphe suivant], montre que pg(Y ) = 0 (puisque pg(X) = 1). D’ou` la projectivite´
du quotient Y .
Cela e´tant
• si σ est sans point ﬁxe, il est bien connu que Y est une surface d’Enriques (cf. [Be], p. 100).
• et sinon Y est une surface projective avec q = P2 = 0, et alors le crite`re de rationalite´ de Castelnuovo
nous dit que S est rationnelle.
L’annulation de ces deux invariants s’obtient de la manie`re suivante:
− Pour q(Y ), on a du fait que Y est ka¨hlerienne b1(Y ) = 2q(Y ), qui combine´e a` la formule de duplication
b1(X) = 2b1(Y ) donne b1(X) = 4q(Y ). Or vu que b1(X) = 0, cela donne l’annulation cherche´e de q(Y ).
− Pour montrer que P2(Y ) = 0, l’argument est le suivant: d’abord la formule de Riemann-Hurwitz
ge´ne´ralise´e (cf. par exemple [BPV], p. 41) applique´e au reveˆtement ramiﬁe´ π : X = S → Y = S/σ donne
KX = π∗KY +R
ou` R est le diviseur de ramiﬁcation qui dans le cas pre´sent est Fix(σ). Vu que 2R = π∗(π(R)) cela entraˆıne,
2KX = π∗(2KY + π(R)). Or KX = 0, ce qui compte tenu de l’injectivite´ de π∗ (cf. de´tails ci-dessous)
permet de conclure que 2KY = −π(R), et donc a` la ne´gativite´ de 2KY , d’ou` l’annulation cherche´e de P2(Y ).
[Il reste donc a` e´tablir l’injectivite´ de π∗; c’est la` une conse´quence imme´diate de la fonctorialite´ de la suite
exacte longue de cohomologie induite par la suite de l’exponentielle 0 → Z → O → O∗ → 1. En eﬀet le
morphisme (holomorphe) π : X → Y induit:
· · · −→ H1(X,O) −→ H1(X,O∗) c1−→ H2(X,Z) −→ · · ·
↑ ↑ π∗  ↑ H2(π)
· · · −→ H1(Y,O) −→ H1(Y,O∗) c1−→ H2(Y,Z) −→ · · ·
Or la ﬂe`che H1(Y,O∗) c1−→ H2(Y,Z) est injective (car q(Y ) = 0), et la ﬂe`che verticale H2(π) est aussi
injective, d’apre`s la the´orie de Smith. La commutativite´ du carre´  permet alors d’en de´duire l’injectivite´
annonce´e de π∗ : Pic(Y )→ Pic(X).]
Etape 3: Topologie des surfaces rationnelles. Enﬁn quant a` la dernie`re assertion—qui a` partir de la
rationalite´ de Y permet d’en de´duire sa topologie—elle re´sulte du the´ore`me suivant bien connu†:
Proposition 4.1 (conse´quence de Steenrod-Hirzebruch-Vaccaro-Andreotti 1945-1957). Toute
surface rationnelle est diﬀe´omorphe a` une somme connexe CP 2#αCP
2
pour un certain entier α ≥ 0, ou a`
S2 × S2.
Preuve. On s’appuye sur le re´sultat duˆ a` Vaccaro-Andreotti selon lequel toute surface rationnelle S se
de´duit, moyennant une succession d’e´clatements, du plan P2 ou d’une surface d’Hirzebruch Σn avec n ≥ 0
(cf. [Va], [An] ou [GH], p. 520). Rappelons que pour n ≥ 0, Σn est de´ﬁnie comme la sous-varie´te´ de
P
2×P1  (x, y) (avec x = (x0, x1, x2) et y = (y1, y2)) d’e´quation x1yn1 −x2yn2 = 0 (cf. [Hir1]). La restriction
de la projection sur le second facteur a` Σn de´ﬁnit un morphisme πn : Σn → P1, qui exhibe Σn comme P1-
ﬁbre´ au-dessus de P1, et donc comme espace ﬁbre´ en sphe`res S2 au-dessus de S2. Par ailleurs la classiﬁcation
de Steenrod (cf. [St], p. 134) nous apprend qu’il n’y a que deux tels ﬁbre´s (car π1(SO(3)) = Z2). Or π0
et π1 sont deux tels ﬁbre´s, et qui en outre sont distincts du fait que leurs espaces totaux le sont, puisqu’il
s’agit respectivement de Σ0 = P1 × P1 ∼= S2 × S2 et de Σ1 = Blp(P2) ∼= CP 2#CP 2, qui se distinguent par
la parite´ de leurs formes d’intersections. Ainsi pour tout entier n, Σn est home´omorphe a` Σ0 ∼= S2 × S2
† Souvent e´nonce´ (cf. p. ex. [FM1], p. 7), mais jamais avec une preuve comple`te, c’est pourquoi on ressent le besoin
d’en donner une ci-apre`s.
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ou Σ1 = Blp(P2) ∼= CP 2#CP 2‡. Maintenant le re´sultat de Vaccaro-Andreotti (=la description des mode`les
minimaux des surfaces rationnelles) montre qu’une surface rationnelle S (quelconque) est diﬀe´omorphe soit
a` CP 2#αCP
2
ou a` Σn#βCP
2
. Dans le premier cas, on tombe sur une varie´te´ de la forme annonce´e, et dans
le second on doit distinguer deux cas, suivant que Σn est home´omorphe a` Σ0 ou a` Σ1:
• si Σn ∼= Σ1, alors on tombe sur CP 2#CP 2#βCP 2 = CP 2#(β + 1)CP 2, qui est de la forme annonce´e.
• sinon Σn ∼= Σ0, et alors on obtient (S2 × S2)#βCP 2, qui de`s que β ≥ 1 est de la forme requise compte
tenu du diﬀe´omorphisme classique (S2×S2)#CP 2 ∼= CP 2#2CP 2 [qui se montre en projetant une quadrique
lisse de P3 depuis l’un de ses points, et en re´solvant la singularite´ de cette application rationnelle par le biais
d’un e´clatement]. D’ou` la proposition.
• Etape 4: De´termination des valeurs possibles pour α. Dans le cas ou` Y ∼= CP 2#αCP 2, on peut meˆme
pre´ciser les valeurs admissibles pour α, en s’appuyant sur l’ine´galite´ de Comessatti. Il s’agit du re´sultat
ge´ne´ral suivant:
Proposition 4.2 (Comessatti-Petrovsky-Oleinik-Kharlamov). Soit S une surface projective lisse
re´elle (voire plus ge´ne´ralement une surface ka¨hlerienne compacte munie d’une structure re´elle). Alors la
caracte´ristique d’Euler de la partie re´elle satisfait |χ(S(R))− 1| ≤ h1,1 − 1.
Preuve. On se permet de rappeler l’argument, surtout du fait que l’e´nonce´ est valide dans un contexte
plus ge´ne´ral (cf. [Kh2] ou [Wil], pp. 62–63), mais l’argument se simpliﬁe pour les surfaces. Une fois de plus
l’e´nonce´ s’obtient en combinant un e´nonce´ topologique a` la the´orie de Hodge, et re´sulte plus pre´cise´ment
d’une inspection de l’action de Galois sur la de´composition de Hodge. En eﬀet, la formule de la trace
de Lefschetz applique´e a` l’involution σ : S(C) → S(C) (on suppose dans un premier temps que l’on se
trouve dans le cas alge´brique) nous permet d’exprimer la caracte´ristique d’Euler du lieu ﬁxe χ(S(R)) comme
la somme alterne´e des traces des endomorphismes induit en (co)-homologie (le “co” comme copain, e´tant
pre´fe´rable ici a` l’homologie pour pouvoir ensuite copiner avec Hodge, qui nous invite aussi a` travailler avec
des coeﬃcients complexes):
χ(S(R)) =
4∑
i=0
(−1)i Trace(Hi(σ))
Il suﬃt maintenant pour chaque i d’expliciter les traces correspondantes.
• Pour i = 0, 4, on a trivialement Trace(Hi(σ)) = 1 (puisque σ pre´serve l’orientation).
• Pour i = 1, 3, on a Trace(Hi(σ)) = 0, car Hi(σ) e´change les deux composantes de la de´composition de
Hodge.
• Enﬁn pour i = 2, l’action de σ sur H2(X,C) = H2,0 ⊕ H1,1 ⊕ H0,2 pre´serve cette de´composition en
permutant les types—elle laisse invariant les sous-espaces H1,1 et H2,0 ⊕H0,2. En restriction a` ce dernier,
l’endomorphisme ne laisse pas de trace pour la meˆme raison qu’avant (cas i = 1, 3). Ceci montre que
Trace(H2(σ)) est e´gal a` la trace de H2(σ) restreinte a` H1,1. Ensuite du fait que la classe d’une section
hyperplane de´ﬁnie sur R voit son orientation se renverse´e sous σ, l’endomorphisme posse`de au moins un
vecteur propres de valeur propre −1. Par suite
−h1,1 ≤ Trace(H2(σ)) ≤ h1,1 − 2 .
D’ou` d’apre`s Lefschetz, 2 − h1,1 ≤ χ(S(R)) = 2 + Trace(H2(σ)) ≤ h1,1, ce qui e´quivaut bien au re´sultat
annonce´.
Remarque. Si on de´sire l’e´nonce´ dans le cas ka¨hlerien, il suﬃt a` partir d’une me´trique ka¨hlerienne quel-
conque de la moyenniser via l’involution σ, pour obtenir une nouvelle me´trique ka¨hlerienne “adapte´e” a`
l’involution, et dont la forme de Ka¨hler ω ve´riﬁera alors σ∗(ω) = −ω, ce qui permet ensuite de reproduire
l’argument ci-dessus (apre`s avoir troque´ la section hyperplane contre la classe de Ka¨hler).
‡ En fait Hirzebruch de´crit meˆme (loc. cit. p. 81) comment en fonction de la parite´ de n, les types d’home´omorphie
des surfaces Σn se re´partissent entre Σ0 et Σ1, mais on peut pour notre objet faire l’e´conomie de cette pre´cision.
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De manie`re plus de´taille´e, l’involution antiholomorphe σ donne´e sur S, in-
duit pour tout point p ∈ S, une application antiline´aire σ : TpS → TpσS entre
les espaces tangents holomorphes (encore note´e σ pour ne pas trop alourdir
les notations). Il est alors naturel d’exiger d’une me´trique hermitienne h sur
S qu’elle soit e´quivariante, i.e. qu’elle fasse commuter le diagramme ci-contre:
TpS × TpS
h−−→ C
σ × σ ↓ ↓ conj
TpσS × TpσS h−→ C
En formule cette condition d’e´quivariance s’e´crit h(σ(u), σ(v)) = h(u, v); et elle entraˆıne aussitoˆt l’anti-
invariance cherche´e de ω (i.e. σ∗(ω) = −ω), puisque la forme de Ka¨hler ω se de´duit de h, essentiellement en
prenant sa partie imaginaire (en fait avec la convention usuelle on a ω = − 12 Im(h), cf. par ex. [GH], p. 28).
Ainsi il reste a` montrer que l’on peut toujours introduire sur S une me´trique ka¨hlerienne e´quivariante. Ce
qui est tre`s simple; partant d’une me´trique ka¨hlerienne quelconque h, il suﬃr d’envisager h˜ de´ﬁnie par:
h˜(u, v) = h(u, v) + h(σ(u), σ(v))
et on ve´riﬁe alors sans peine (tenant compte de l’antiline´arite´ de σ) que h˜ de´ﬁnit une me´trique hermitienne,
qui en outre est ka¨hlerienne et qui enﬁn (par construction) jouit de la proprie´te´ d’e´quivariance requise.
On peut maintenant revenir a` la de´termination des valeurs possibles pour le parame`tre α. Comme b2(Y ) =
1 + α et vu que pour une surface K3 on a (comme pour une surface quartique) b2(X) = 22†, la relation (2)
qui e´tait b2(X) = 2 + 2b2(Y )− χ(S(R)) donne
b2(Y ) =
20 + χ(S(R))
2
.
D’autre part, en particularisant l’ine´galite´ de Comessatti 2− h1,1 ≤ χ(S(R)) ≤ h1,1 a` notre surface K3, on
voit (vu que h1,1 = 20 pour une surface K3)
que χ(S(R)) varie entre −18 et 20. En outre
toutes les valeurs interme´diaires (paires bien suˆr)
sont atteintes. On donnera plus loin un argu-
ment pour e´tablir ce renseignement. Par suite
α varie entre 0 et 19. En fait en consultant
par exemple le livre de Silhol (cf. [Si], p. 189),
on apprend meˆme (graˆce surtout aux travaux de
l’e´cole russe) que la table ci-contre repre´sente la
totalite´ des valeurs possibles pour les invariants
(χ(S(R)), b∗(S(R),Z2)) des surfaces K3 re´elles
(de partie re´elle non vide) [b∗ de´signant le nom-
bre total de Betti]. 0 4 8 12 16 20-4-8-12-16
b (S(R))
*
Figure 14
-18
b (S
(R)
)
0
b (S(R))
1
1
2
χ(S(R))
4
8
12
16
20
24
Mais pour notre objet—qui rappelons-le—est de fournir une description comple`te des kleine´ennes des
surfaces K3, on n’aura pas vraiment besoin du renseignement tre`s pre´cis apporte´ par la Figure 14; mais en
meˆme temps notre objet ne´cessite (pour des raisons que nous allons expliquer prestement) le recours a` un
renseignement encore plus pre´cis dans le cas tre`s exceptionnel (χ, b∗) = (−16, 20).
Observons tout d’abord que l’invariant χ(S(R))—ou ce qui revient au meˆme b2(Y )—de´termine univoque-
ment le type topologique de la kleine´enne Y , compte tenu de la liste tre`s restreinte dans laquelle l’argument
de Donaldson a de´ja` permis de canaliser la topologie de la kleine´enne d’une surface K3—sauf dans le cas
ou` b2(Y ) = 2 (qui correspond a` χ(S(R)) = −16), ou` les deux possibilite´s S2 × S2 et CP 2#CP 2 peuvent
se pre´senter. Ce qui va nous permettre de les distinguer (et par la` meˆme ensuite de montrer que les deux
possibilite´s se produisent eﬀectivement), c’est la condition relative a` la surface S d’eˆtre se´parante au sens
de Viro (ou de type I0 ou Iabs dans la terminologie russe), c’est-a`-dire la condition (qui ge´ne´ralise la con-
dition se´parante pour les courbes), obtenue en exigeant outre la non-vacuite´ de S(R), la nullite´ de la classe
d’homologie fondamentale de S(R) modulo 2 dans S(C). Le re´sultat pre´cis est le suivant:
† En ge´ne´ral cela re´sulte de la formule de Noether χ(OS) = 112 (K2 + χ(S)).
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Lemme 4.3 (Wang 1995). Soit S une surface K3 re´elle avec une kleine´enne ambigu¨e, i.e. telle que
χ(S(R)) = −16, de sorte que Y est S2 × S2 ou CP 2#CP 2. Alors sa kleine´enne Y = S/σ est S2 × S2 si et
seulement si S est se´parante au sens de Viro (i.e. S(R) ∼ 0 ∈ H2(S(C),Z2))) .
Preuve. D’abord on observe que ce qui distingue les deux quotients Y possibles, c’est la divisibilite´ par
deux de la classe canonique KY dans le groupe Pic(Y ); qui est divisible par deux lorsque Y ∼= S2×S2 et ne
l’est pas sinon. Par ailleurs on rappelle que l’on a
(3) KX = π∗KY +R.
ou` R est le diviseur de ramication de la projection π : X → Y qui n’est autre que Fix(σ) = S(R).
[⇒] Ainsi si Y ∼= S2 × S2, KY est divisible par deux et alors en conside´rant l’image de la relation
KX = π∗KY + R ∈ Pic(X) par l’homomorphisme compose´ Pic(X) → H2(X,Z) → H2(X,Z2) [la premie`re
ﬂe`che e´tant donne´e par la construction de la classe fondamentale d’un diviseur] on voit que S(R) ∼ 0.
[⇐] Re´ciproquement si S(R) = 0 ∈ H2(X,Z2), la relation (3) montre que la re´duction modulo 2 de π∗KY
est 0, et donc que [π∗KY ] est divisible par 2 dans H2(X,Z). Il suit de la` que [KY ] est aussi divisible
par 2 dans H2(Y,Z). [En eﬀet le pull-back π∗ : H = H2(Y,Z) → G = H2(X,Z) est injectif (car suivi
de l’homomorphisme naturel G → H il donne la multiplication par 2 qui est injective puisque H est sans
torsion). En outre l’image de π∗ est Fix(σ∗). Ainsi si α ∈ H ⊂ G est e´gal a` 2β avec β ∈ G, alors α = 2σ∗β,
et donc 2(β − σ∗β) = 0, d’ou` β − σ∗β = 0 (car G sans torsion), i.e. β ∈ H.] On en de´duit donc que
Y ∼= S2 × S2.
Ensuite on rappelle qu’une M -surface, c’est-a`-dire une surface re´alisant la borne de Harnack-Smith-Thom
(4) b∗(S(R)) ≤ b∗(S(C))
de type K3 (ou plus ge´ne´ralement a` premie`re classe de Chern re´duite modulo 2 nulle, e.g. toute surface de
degre´ pair dans P3) est automatiquement se´parante (cf. [Vi2], pp. 264–266).
[L’argument peut se re´sumer comme suit: il suﬃt (en vertu de la dualite´ de Poincare´) de voir que S(R)·α = 0
pour tout α ∈ H2(S(C),Z2). Or en choisissant un cycle a repre´sentant α de manie`re a` ce qu’il soit transverse
a` son conjugue´ σ(a), on voit que S(R) · α = α · σ∗(α); puisque a ∩ σ(a) ne peut contenir, outre les points
de a ﬁxes sous σ, que des paires de points conjugue´s, dont la pre´sence (e´ventuelle) n’aﬀecte pas le nombre
d’intersection modulo 2. Par ailleurs, la suite exacte de Smith montre (outre l’ine´galite´ (4) ci-dessus) que
dans le cas Harnack-maximal (i.e. si (4) est une e´galite´), l’action σ∗ : H∗(X,Z2) → H∗(X,Z2) induite
en homologie mod. 2 par l’involution σ : X → X est triviale (cf. [R3], pp. 302–303 ou [BR], p. 306), de
sorte que le nombre d’intersection S(R) · α a` e´valuer, se re´duit ﬁnalement a` la self-intersection α · α de la
classe α. La nullite´ de cette dernie`re est standard; elle re´sulte de la formule de Wu (cf. [MS], p. 132), qui
fournit la caracte´risation suivante de la seconde classe de Stiefel-Whitney w2 (d’une M4 oriente´e) en terme
du cup-produit:
w2  a[M4] = a  a[M4] pour tout a ∈ H2(M4,Z2) ,
ainsi que du fait que c1 re´duite modulo 2 n’est autre que w2 (cf. [Hir2], p. 71).]
Ce fait (combine´ au Lemme de Wang) montre qu’une surface K3 re´elle avec χ(S(R)) = −16 et qui en
outre est une M -surface posse`de une kleine´enne diﬀe´omorphe a` S2 × S2.
Pour construire explicitement une telle surface on peut s’appuyer sur le mode de ge´ne´ration de surfaces
K3 que procure la conside´ration d’un reveˆtement double de P2 ramiﬁe´ au-dessus d’une sextique lisse C6 ⊂ P2
(cf. [GH], p. 593 pour une de´monstration du fait qu’un tel reveˆtement de´ﬁnit bien une surface K3). Si en
outre C6 est re´elle, alors on sait qu’il existe sur la surface K3 deux structures re´elles, dont les parties re´elles
respectives recouvre doublement chacune des deux re´gions du plan P2(R) en lesquelles le signe d’une forme
ternaire F (x0, x1, x2) de´ﬁnissant C6 morcelle le plan. Ainsi une C6 re´elle de´termine, non pas une, mais
deux surfaces K3 re´elles; celle dont la partie re´elle recouvre la re´gion non orientable sera dite, de´duite de la
sextique par exte´riorisation—et l’autre (dont la partie re´elle recouvre la re´gion orientable) sera dite de´duite
par inte´riorisation.
On conside`re alors la sextique C6 suivante (cf. Figure 15). Le reveˆtement double correspondant a` l’exte´rio-
risation de C6 de´ﬁni une surface K3 re´elle (alge´brique) de partie re´elle S(R) ∼= S10 unionsq S2, l’union disjointe
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d’une surface de genre 10 et d’une sphe`re de dimension 2. Ainsi cette surface posse`de bien χ(S(R)) =
(2 − 2 · 10) + 2 = −16, et est en outre Harnack-maximale [puisque b∗(S(R)) = 2 + 2 · 10 + 2 = 24, qui est
e´gal a` b∗(S(C))]. D’ou` une surface re´elle de kleine´enne S2 × S2, ce que nous cherchions.
Si on de´sire non seulement une surface K3, mais une quartique dans P3, on peut invoquer un argument
de de´formation:
Fait 4.4 (La me´thode de Kharlamov 1975). (cf. [Kh2], [Ris] ou [Si], p. 193) Toute surface K3 re´elle
peut eˆtre de´forme´e en pre´servant l’hypothe`se de re´alite´ vers une quartique re´elle lisse de P3.
Remarque. Alternativement, et ce de fac¸on bien plus e´le´mentaire, la surface quartique cherche´e de partie
re´elle S10 unionsq S2, et livrant donc S2 × S2 comme kleine´enne peut eˆtre construite a` la main, sans avoir recours
a` la the´orie des de´formations des structures analytiques complexes. C’est ce que fait Hilbert dans [Hil].
Et enﬁn les travaux des Russes indiquent (malheureusement sans donner d’arguments) que pour χ(S(R)) =
−16 et dans le cas non maximal, il existe aussi bien des surfaces se´parantes que des non se´parantes (cf. [Vi1],
p. 73 ou [DIK], pp. 84–85, Figure 3). Cette dernie`re pre´cision permet d’e´noncer le:
The´ore`me 4.5 (Wang 1995). La kleine´enne d’une surface quartique lisse dans P3 (ou plus ge´ne´ralement
d’une surface K3 re´elle) est diﬀe´omorphe soit a` une surface d’Enriques, soit a` CP 2#αCP
2
avec 0 ≤ α ≤ 19
ou a` S2 × S2, et toutes ces possibilite´s se produisent eﬀectivement. En particulier il existe exactement 22
types de diﬀe´omorphie re´alisables comme kleine´enne d’une surface quartique dans P3.
Preuve. Compte tenu de tout ce qui a e´te´ dit il nous reste a` ve´riﬁer deux choses:
1. Que toutes les valeurs interme´daires −18 ≤ χ(S(R)) ≤ 20 (paires) sont re´alise´es.
2. Que pour χ(S(R)) = −16 et dans le cas non maximal, il y a aussi bien existence de surfaces se´parantes
que de non se´parantes. En fait il suﬃt, pour e´tablir le the´ore`me de Wang, d’exhiber une surface non
se´parante.
• L’assertion 1. peut se de´montrer de fac¸on assez conceptuelle sans avoir a` entreprendre une laborieuse
re´alisibilite´ de chaque invariant au cas par cas. Pour cela on s’appuye de fac¸on essentielle sur la me´thode de
Kharlamov, qui rappelons-le permet toujours de convertir une K3 en une quartique, du moins tant qu’on
s’inte´resse seulement a` sa topologie. L’ide´e est de construire deux surfaces K3 extreˆmales (relativement a`
l’ine´galite´ de Comessatti), i.e. avec χ(S(R)) = −18 et 20 respectivement, puis de conside´rer essentiellement
une “de´formation” de l’une vers l’autre, ce qui aura pour eﬀet de balayer toutes les valeurs interme´diaires.
D’abord on exhibe facilement deux surfaces K3 extreˆmales par la me´thode du reveˆtement double de P2
ramiﬁe´ le long d’une sextique C6 avec 10 ovales non emboˆıte´s (cf. Figure 16).
Puis la me´thode de Kharlamov nous les convertit en des quartiques S1 et S2 dans P3 ayant meˆme topologie
e´quivariante, et donc en particulier meˆmes parties re´elles. On peut alors parler du pinceau π = S1, S2 de
quartiques qu’elles engendrent, et quitte a` le perturber un peu, on peut le rendre transverse au discriminant
∆ ⊂ |OIP3(4)| [de degre´ 108, mais peu importe si ce n’est que c¸a risque de ﬂuctuer beaucoup...], de sorte
qu’en joignant S1 a` S2 dans son lieu re´el π(R) on a un segment de quartiques re´elles, dont la partie re´elle
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subit (a` chaque fois que l’on franchit le discriminant) des “chirurgies de Morse” (i.e. S(R) se modiﬁe soit
par l’e´vanescence d’un cercle ou d’une sphe`re ou leur processus spatio-temporel inverse). Mais quelque soit
la modiﬁcation subie par la partie re´elle S(R), sa caracte´ristique d’Euler χ(S(R)) subit (invariablement)
une ﬂuctuation de ±2. Ainsi reliant S1 a` S2 par un chemin dans π(R) ∼= S1, on voit que toutes les valeurs
interme´diaires de χ(S(R)) sont eﬀectivement re´alise´es.
• Quant a` la seconde assertion (relative a` l’existence d’une surface K3 re´elle avec χ(S(R)) = −16 et
qui soit non se´parante), on peut l’e´tablir comme suit: a` nouveau on conside`re un reveˆtement double du plan
ramiﬁe´ le long d’une sextique de sche´ma re´el “un ovale qui entoure 9 ovales non emboˆıte´s”(cf. Figure 17), ce
qui de´ﬁnit—apre`s avoir opte´ pour l’inte´riorisation—une surface K3 re´elle S de partie re´elle S9 une surface
de genre 9 (cf. Figure 17).
E2
C6C4
l1
l4
Figure 17 S(R)   S 9
schéma réel
intériorisation
Le fait que C6 soit non se´parante (car r = 10 et compte tenu de la congruence de Klein, cf. Proposition
2.3 du Chapitre 0) entraˆıne que S est a` son tour non se´parante. [Esquisse de l’argument: Il s’agit de voir
que S(R) n’est pas homologue a` ze´ro modulo 2. On va le montrer en exhibant un 2-cycle qui coupe S(R)
transversalement en un seul point. Comme C6 est non se´parante, il existe un cercle ε trace´s sur C6(C) qui
coupe le lieu re´el C6(R) en un seul point q0. Compte tenu de la simple-connexite´ de P2(C) ce cercle borde
un disque δ trace´ sur P2(C), et en outre on peut s’arranger pour que ce disque e´vite P2(R), a` l’exception
du point q0. Ensuite du fait que ce disque δ est de bord contenu dans le lieu de ramiﬁcation du morphisme
S → P2, son image inverse par le morphisme S → P2 de´ﬁnit un 2-cycle sur S(C), note´ γ. Ensuite quitte a`
bouger δ on peut supposer γ lisse et transverse a` S(R). D’ou` alors (avec γ) un 2-cycle qui coupe S(R) en
un seul point de fac¸on transverse, ce que nous cherchions.]
On peut re´sumer notre connaissance des kleine´ennes des surfaces lisses de degre´ d dans P3 par le tableau:
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1.5 Nos tentatives de ge´ome´trisation e´chouent: l’obstruction issue des formules de Letizia
En re´alite´ la kleine´enne d’une surface alge´brique re´elle S est non seulement une varie´te´ de dimension 4
orientable, mais vient meˆme e´quipe´e d’une orientation canonique, he´rite´e de l’orientation complexe sur S(C),
qui passe au quotient compte tenu de ce que l’involution de conjugaison complexe pre´serve l’orientation.
Cette remarque e´tant faite, on peut se demander:
Question (Ge´ome´trisation kleine´enne oriente´e). Est-ce que toute M4 oriente´e est re´alisable comme
une kleine´enne dans la cate´gorie oriente´e?
En fait il est assez facile de voir que la re´ponse est ne´gative, ce qui aura ensuite pour conse´quence de
ruiner les deux tentatives de ge´ome´trisation initiales. On va le de´duire simplement de la conside´ration des
invariants (b1, b2, b+2 ) attachables a` toute M
4 oriente´e, ou` b+2 de´signe le nombre de carre´s positifs de la forme
d’intersection
H2(M,R)×H2(M,R)→ R .
Comme on sait a` une surface re´elle S sont attache´s deux objets: la riemannienne X = S(C) et la kleine´enne
Y = S(C)/σ. Et leurs invariants sont relie´s par les formules:
b1(X) = 2b1(Y ) et b2(X) = 2 + 2b2(Y )− χ(S(R))
Si en outre on regarde la kleine´enne avec son orientation, alors on dispose de l’invariant b+2 (Y ), qui est
relie´ a` X par la formule suivante [dont j’ai pris connaissance graˆce a` [Don1], p. 21, mais qui en re´alite´ se
trouve de´ja` dans l’article de Letizia (cf. [Let], p. 308)]:
Formule de Letizia-Donaldson 5.1.
(5) pg(X) = b+2 (Y )
ou` pg(X) de´signe le genre ge´ome´trique de X, c’est-a`-dire le nombre de 2-formes holomorphes line´airement
inde´pendantes sur X.
Esquisse de de´monstration de la formule (5). La projection X π→Y induit H2(X) π
∗
←−H2(Y ), qui induit un
isomorphisme sur son image, qui est forme´e des e´le´ments invariants par σ∗ : H2(X) → H2(X). Donc les
e´le´ments qui viennent d’en bas Y sont invariants par σ, et si en outre ils sont positifs ils habitent soit dans
H2,0 ou dans H1,1 ou` il n’y a qu’un carre´ positif, concre´tise´ par la classe d’une section hyperplane pour
un certain plongement projectif. Or en ﬁxant un plongement re´el, cette section est une courbe re´elle dont
l’orientation est renverse´e par la conjugaison complexe, et n’est donc pas invariante par σ∗. Ainsi les classes
qui sont a` la fois invariantes et positives sont en correspondance avec H2,0. D’ou` la formule annonce´e, qui
est donc une fois de plus une conse´quence d’une combinaison des the´ories de Smith et de Hodge.
Remarque. Wang sugge`re aussi une de´monstration de cette formule base´e sur la formule d’Hirzebruch
permettant de calculer la signature d’un reveˆtement ramiﬁe´ (cf. [Wa], p. 60), mais sauf malentendu de ma
part cette de´monstration livre le re´sultat seulement en pre´sence de l’hypothe`se superﬂue de l’orientabilite´ de
la partie re´elle. En outre, du fait que cet argument de Wang ne´cessite aussi le recours a` la the´orie de Hodge,
la de´monstration ci-dessus (qui est en fait celle de Letizia) me semble reste´e nettement plus de´sirable.
Ce renseignement e´tant acquis il est maintenant facile de voir le caracte`re restreint des kleine´ennes (vue avec
leur orientation canonique) au sein des M4 oriente´es, simplement en comparant les ge´ographies respectives
de leurs invariants (b1, b2, b+2 ).
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• D’abord en ce qui concerne les M4 oriente´es, on a bien suˆr la contrainte b+2 ≤ b2, et c’est la seule comme
on le voit aise´ment en faisant des sommes connexes de CP
2
, CP 2 et de S1 × S3. En eﬀet e´tant donne´ un
triple ordonne´ d’entier (b1, b2, b+2 ) tel que b
+
2 ≤ b2, la somme connexe
b1(S1 × S3)#b+2 CP 2#(b2 − b+2 )CP
2
de´ﬁni une M4 oriente´e dont les nombres de Betti oriente´s sont les entiers donne´s (b1, b2, b+2 ).
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Figure 18
•D’autre part en ce qui concerne les kleine´ennes on a b1(Y ) = 12b1(X) = q(X) ou` q(X) de´signe l’irre´gularite´
de X (la dernie`re e´galite´ re´sultant de la the´orie de Hodge), et la formule (2) reliant b2(Y ) et b2(X) modulo
la connaissance de χ(S(R)). Mais cette dernie`re e´tant relativement ne´buleuse, je propose tout simplement
d’ignorer ce renseignement. Et enﬁn on dispose de la tre`s pre´cise relation (5). En re´sume´
(b1, b+2 )(Y ) = (q, pg)(X).
Ainsi toute contrainte sur la ge´ographie des invariants (q, pg) d’une surface alge´brique complexe, se traduit
en une contrainte sur les invariants (b1, b+2 ) des kleine´ennes. Or on sait en s’appuyant sur la classiﬁcation des
surfaces alge´briques complexes que la ge´ographie des invariants (q, pg) est fortement entrave´e. De manie`re
pre´cise on sait que les surfaces S classe´es en fonction de leur dimension de Kodaira κ se distribuent dans 4
classes suivant que κ = −1, 0, 1, 2. Pour les deux premie`res classes κ = −1, 0 la classiﬁcation est suﬃsamment
explicite pour donner une connaissance exacte des valeurs possibles de (q, pg), et pour les deux classes
restantes (κ = 1, 2) on dispose, a` de´faut d’une connaissance exacte† des valeurs possibles, de l’ine´galite´
pg ≥ q − 1, renseignement qui suﬃt a` mettre en e´vidence le caracte`re particulier des invariants (q, pg), et
donc de montrer le caracte`re restreint des kleine´ennes au sein des M4 oriente´es.
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Figure 19
† J’ignore si on connaˆıt la ge´ographie de (q, pg).
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En re´alite´, il n’est certainement pas inutile de se reme´morer avec pre´cision les arguments de la the´orie des
surfaces alge´briques complexes qui imposent cette grosse contrainte sur les invariants (q, pg). C’est ce qu’on
fait dans la proposition suivante, dont l’ingre´dient essentiel est le the´ore`me de Castelnuovo-de Franchis.
Proposition 5.2. Soit S une surface alge´brique avec χ(OS) < 0, alors pg(S) = 0.
Preuve. D’abord la formule de Noether
χ(OS) = K
2 + χ(S)
12
montre que K2 < 0 ou χ(S) < 0. Mais dans les deux cas, il est bien connu qu’alors S est re´gle´e, i.e.
birationnellement e´quivalente au produit C × P1 d’une courbe par une droite, cf. par exemple [GH], p. 558
et 554 respectivement. Et donc en particulier pg(S) = 0.
• En fait dans le cas ou` K2 < 0, on peut arriver a` la conclusion cherche´e pg = 0, sans avoir a` pre´ciser
la structure birationnelle de S. L’argument est simplement le suivant: si pg 
= 0, alors il existe D ∈ |K| un
diviseur eﬀectif. Mais alors comme K2 < 0, on a K ·D < 0, et donc en e´crivant D = ∑niCi avec ni > 0,
on voit que K · Ci < 0 pour un certain i. Mais alors D · Ci < 0 entraˆıne, compte tenu de Ci · Cj ≥ 0 pour
i 
= j, que C2i < 0. En re´sume´ on a K · Ci < 0 et C2i < 0, ce qui implique via la formule d’adjonction
2g(C)− 2 = K · C + C2
que g(Ci) = 0 et que C2i = −1, et donc que Ci est une courbe exceptionnelle. Ce qui contredit l’hypothe`se
de minimalite´, qu’il est loisible de faire sur S.
• Pour le second cas, i.e. si χ(S) < 0 alors on de´roule simplement le subtil argument de Castelnuovo-de
Franchis (cf. pp. 555–558 de [GH]).
Etape 1. S’il existe deux 1-formes holomorphes ω1, ω2 line´airement inde´pendantes sur S telles que ω1∧ω2 =
0, alors S est regle´e.
Etape 2. Si χ(S) < 0, alors il existe deux 1-formes holomorphes ω1, ω2 line´airement inde´pendantes sur S
telles que ω1 ∧ ω2 = 0.
De la` on tire que S est re´gle´e, et donc en particulier que pg = 0
En re´sume´ nous avons montre´:
Proposition 5.3. Toute varie´te´ M4 de dimension 4 oriente´e dont les nombres de Betti oriente´s (b1, b2, b+2 )
satisfont 0 < b+2 < b1 − 1 n’est pas re´alisable comme kleine´enne d’une surface alge´brique re´elle.
Le premier exemple explicite qui vient a`
l’esprit d’une telle varie´te´ est
3(S1 × S3)#CP 2,
compte tenu de la combinatoire combine´e
des Figures 18 et 19, que l’on peut amal-
gamer moyennant les formules de Letizia
(q(X) = b1(Y ) et pg(X) = b+2 (Y )), pour
obtenir la Figure 20.
• Cela e´tant, on s’est place´ dans la
cate´gorie oriente´e pour mettre en e´vidence
le caracte`re topologiquement restreint des
kleine´ennes, mais on pourrait espe´rer que
notre tentative de ge´ome´trisation soit ne´an-
moins vraie dans la cate´gorie non-oriente´e.
Mais il re´sulte de ce qui vient d’eˆtre dit que
tel ne peut pas eˆtre le cas, comme le montre
l’argument suivant:
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On se restreint simplement aux varie´te´s de dimension 4 orientables pour lesquelles on peut de´ﬁnir un
invariant b+2 , c’est-a`-dire les varie´te´s qui sont dans l’image par le foncteur qui oublie l’orientation, des
varie´te´s M4 oriente´es de signature τ = b+2 − b−2 nulle.
Pour ces varie´te´s orientables on peut de´ﬁnir l’invariant b+2 , et les invariants (b1, b2, b
+
2 ) re´alisables par de
telles varie´te´s correspondent au plan b2 = 2b2+. La combinatoire montre que la projection (b1, b2, b+2 ) →
(b1, b+2 ) est surjective en restriction a` ces varie´te´s. On voit donc que toute varie´te´ orientable anonyme (i.e.
telle qu’une fois oriente´e elle est de signature nulle) telle que 0 < b+2 < b1− 1 n’est pas re´alisable comme une
kleine´enne dans la cate´gorie non-oriente´e. Le premier exemple qui vient a` l’esprit est 3(S1×S3)#CP 2#CP 2.
Cette varie´te´ n’est pas home´omorphe a` une kleine´enne. Voila` qui montre que la tentative de ge´ome´trisation
purement kleine´enne est trop optimiste.
• Cela e´tant on peut maintenant revenir a` notre question initiale de ge´ome´trisation “mixte”, qui e´tait
de savoir si toute M4 orientable est re´alisable soit comme une riemannienne, soit comme une kleine´enne;
spe´culation qualiﬁe´e de mixte, du fait qu’elle combine riemannienne et kleine´enne—et rappelons aussi que
c’est cette tentative de ge´ome´trisation qui nous inte´resse le plus, puisque c’est elle qui calque au mieux le
phe´nome`ne qui se produisait pour les courbes.
Mais dans ce cas aussi on voit que les varie´te´s anonymes qui ont 0 < b+2 < b1 − 1 et en outre b1 impair
(par exemple celle que nous avions de´ja` envisage´e plus haut 3(S1 × S3)#CP 2#CP 2) ne sont ni re´alisables
comme riemannienne [vu que b1 est impair], ni comme kleine´enne [vu que (b1, b+2 ) sont dans le “triangle des
Bermudes” ∆ = {(b1, b+2 ) | 0 < b+2 < b1 − 1} qui interdit la re´alisabilite´ comme kleine´enne]. Ce qui re´pond
par la ne´gative a` notre question.
Conclusion. Les 3 questions admettent toutes des re´ponses ne´gatives.
Il reste la possibilite´ que la ge´ome´trisation riemanno-kleine´enne soit re´cupe´rable si au lieu de se placer dans
la cate´gorie alge´brique projective, on se place dans celle des varie´te´s analytiques complexes—qui, comme on
le sait bien depuis Hopf ([Ho]), est strictement plus vaste (a` partir de la dimension complexe 2); on tombe
alors sur la question:
Question. Est-ce que toute M4 ferme´e orientable est re´alisable comme la riemannienne d’une surface
analytique complexe compacte S, ou comme la kleine´enne S/σ d’une surface analytique complexe S re´elle,
c’est-a`-dire munie une involution antiholomorphe σ?
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Chapitre 2: Topologie des courbes re´elles planes: une question de Klein
2.1 Position du proble`me de Klein
Comme nous l’avons fait observer dans le Chapitre 0, Felix Klein disposait non seulement de la classiﬁcation
topologique des surfaces syme´triques, mais il savait aussi qu’elles sont toutes re´alisables comme l’action de la
conjugaison complexe sur le lieu complexe d’une courbe alge´brique re´elle. Cela e´tant Klein se demandait ce
qu’il advient si l’on se restreint aux courbes planes (cf. [K3], p. 155, note en bas de page); de fac¸on pre´cise:
Proble`me de Klein. Caracte´riser les surfaces syme´triques re´alisables comme l’action de la conjugaison
complexe sur le lieu complexe d’une courbe re´elle lisse du plan.
Ce proble`me fut repose´ par Gross et Harris en 1981 (cf. [GrHa], p. 177). Il revient a` e´tudier les plongements
possibles de C(R) dans le lieu complexe C(C) d’une courbe plane C ⊂ P2; alors que le plongement de C(R)
dans P2(R) est l’objet du tre`s diﬃcile 16e proble`me de Hilbert, qui reste ouvert a` ce jour pour les degre´s
d ≥ 8, et l’objet du pre´sent chapitre est de re´soudre le proble`me de Klein pour tous les degre´s.
L’expose´ s’organise de la fac¸on suivante:
• On commence par rappeler certains travaux de V.A. Rohlin, desquels re´sultent (entre autres) une
restriction qui aﬃrme qu’une courbe plane se´parante posse`de beaucoup de composantes, en fait au moins
autant que la moitie´ de son degre´.
• Ensuite, quelques variations autour d’une me´thode classique de Hilbert (originellement conc¸ue pour
la construction de courbes Harnack-maximales) vont nous permettre de construire des courbes planes qui
re´alisent tous les invariants non prohibe´s par Rohlin, obtenant ainsi une solution comple`te a` la question de
Klein-Gross-Harris.
2.2 Quelques contraintes: l’ine´galite´ de Rohlin
Pour une courbe plane lisse C ⊂ P2, le genre est g = (d−1)(d−2)2 , ou` d de´signe le degre´ de la courbe C.
On va donc se restreindre aux genres de cette forme, et il devient maintenant commode de substituer aux
invariants (g, r, a) les invariants (d, r, a).
Pour les degre´s d impairs, une courbe plane re´elle a toujours des points re´els (conside´rer l’intersection avec
une droite de´ﬁnie sur R); si bien qu’il est impossible de re´aliser la surface syme´trique sans point ﬁxe. Je me
re´fe´rerai a` cette restriction sous le terme de restriction de Galois.
Ensuite en prolongeant les travaux de Klein sur le de´nombrement des caracte´ristiques-
theta re´elles impaires (cf. [K2]), Gross et Harris ont mis en e´vidence une restriction plus
subtile: si d ≡ 5 (mod 8) (auquel cas g ≡ 0 (mod 2)), alors il n’existe pas de courbe plane
se´parante avec r = 1 (cf. [GrHa], Prop. 7.1, p. 173). Noter pourtant qu’une telle surface
syme´trique existe abstraitement puisque g est pair (cf. Figure 1). Ainsi de´ja` en degre´ 5,
les courbes planes pre´sentent des lacunes vis-a`-vis des invariants (d, r, a): impossibilite´ de
fabriquer une quintique (plane re´elle lisse) se´parante n’ayant qu’une composante. Figure 1
En fait on a une restriction beaucoup plus forte due a` Rohlin (dont j’ai pris personnellement connaissance
graˆce a` un article d’A. Marin, cf. [Mar1], p. 59):
The´ore`me 2.1 (Ine´galite´ de Rohlin). Si C est une courbe plane re´elle lisse se´parante de degre´ d, alors
le nombre r de composantes de sa partie re´elle C(R) satisfait r ≥ [d+12 ]; ou ce qui revient au meˆme r ≥ d2 .
Preuve. Etant donne´ une courbe se´parante C, Rohlin observe que la partie re´elle C(R) admet deux
orientations de signes oppose´s comme bord des moitie´s de C(C) \ C(R) et parle d’orientations complexes.
En supposant maintenant la courbe plane, il compare pour chaque paire d’ovales emboˆıte´s, les orientations
complexes de ses deux ovales a` celles comme bord des orientations de l’anneau de´limite´ par la paire dans
P
2(R). Lorsque ces orientations co¨ıncident il parle d’une paire positive, et dans le cas contraire d’une paire
ne´gative, et note Π+ et Π− leur nombre respectif. En calculant l’intersection dans P2(C) des deux moitie´s
(rebouche´es par les adhe´rences des inte´rieurs des ovales) il obtient la formule:
(1) 2(Π+ −Π−) = r − k2
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ou` k = d2 et ou` l’on suppose le degre´ d pair (le cas des degre´s impairs ne´cessite une discussion paralle`le
eﬀectue´e par Mishachev [Mi]). Pour plus de de´tails on renvoie a` [R4], ou` la formule (1) est de´montre´e dans
le cas particulier des courbes Harnack-maximales (aussi appele´es M -courbes), et pour l’e´nonce´ ge´ne´ral, on
consultera [R5], p. 91.
Ensuite il est purement formel a` partir de la formule de Rohlin (1) de de´duire l’ine´galite´ de Rohlin. En
eﬀet, si Π = Π+ +Π− de´signe le nombre total de paires d’ovales emboˆıte´s, on a Π ≤ (r2), et alors d’apre`s (1):
r = k2 + 2(Π+ −Π−) ≥ k2 − 2Π− ≥ k2 − 2Π ≥ k2 − 2
(
r
2
)
= k2 − r(r − 1) .
En se concentrant sur les membres extreˆmes, on en tire r2 ≥ k2, et donc r ≥ k. Ce qui est pre´cise´ment
l’ine´galite´ de Rohlin pour d pair. On laisse au soin du lecteur, la taˆche analogue pour les degre´s impairs en
utilisant cette fois la formule de Mishachev (cf. [R5], p. 91).
La suite du Chapitre 2 est consacre´e a` la de´monstration du the´ore`me suivant qui re´pond comple`tement a`
la question de Klein:
The´ore`me Principal 2.2 (Kharlamov, Viro). Les restrictions de Galois (si d ≡ 1 (mod 2) alors r ≥ 1)
et de Rohlin (si a = 0 alors r ≥ [d+12 ]) sont les seules contraintes sur les invariants (d, r, a) de Klein pour
les courbes alge´briques planes re´elles lisses.
Compte tenu de la position centrale occupe´e par l’ine´galite´ de Rohlin dans le proble`me de Klein, on tient
juste ci-dessous a` en fournir une preuve directe, exactement adapte´e a` notre objet (et qui notamment e´vite de
transiter par le renseignement plus ﬁn qu’est la formule de Rohlin). L’ide´e utilise´e est cependant exactement
celle de Rohlin, dont on ne fait qu’extraire le strict ne´cessaire requis pour la proble´matique de Klein.
Preuve directe de l’ine´galite´ de Rohlin. Soit donc C = Cd une courbe plane re´elle lisse se´parante de degre´
d. Si le degre´ d est pair, on peut reboucher les deux moitie´s C+ et C− par les r disques Di inte´rieurs aux
ovales de C(R). On munit C+ et C− de l’orientation induite par l’orientation naturelle de C(C) induite
par la structure complexe. On laisse ensuite ces orientations se propager sur les disques de colmatages Di
(cf. Figure 2), ce qui munit chaque disque Di de 2 orientations oppose´es. On note D+i et D
−
i ces deux
disques oriente´s suivant que l’orientation est induite par C+ ou C−. On obtient ainsi deux 2-cycles entiers
Γ+ = C+ +
∑r
i=1 D
+
i et Γ
− = C− +
∑r
i=1 D
−
i du plan P
2(C) qui sont tels que Γ+ + Γ− = C(C) vu que les
orientations sur les disques de colmatages se compensent deux a` deux.
Γ+
Γ−
C +
C −
C(R)
P  (R)2
Figure 2
Comme l’involution σ renverse l’orientation de C(C), l’image du cycle Γ+ par σ : P2(C) → P2(C) est −Γ−.
Par suite vu que σ induit la multiplication par −1 sur H2(P2(C),Z) [puisqu’elle renverse l’orientation du
lieu complexe H d’une droite de´ﬁnie sur R] on en de´duit que Γ+ ∼ Γ−. Il suit de la` (en tenant compte de
Γ+ + Γ− = C(C) ∼ dH) que Γ+ ∼ d2H. Autrement dit le degre´ d’une moitie´ rebouche´e est e´gal a` la moitie´
du degre´ de C(C). Calculons maintenant l’intersection des deux cycles Γ+ et Γ−. Vu qu’ils sont tous deux
homologues a` d2H, leur nombre d’intersection Γ
+ · Γ− vaut (d2 )2.
Mais d’autre part on aﬃrme que le nombre Γ+ · Γ− est majore´ par r2. (Noter que l’ine´galite´ de Rohlin
r ≥ d2 s’ensuivra.) Pour le voir on va mettre les deux cycles Γ+ et Γ− en position “plus transverse” en
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poussant l’un d’eux (disons Γ−) par un champ de vecteurs v “normal” a` Γ−. L’ide´e est de construire un
champ v qui permet d’e´liminer des points d’intersection sans en cre´er de nouveaux.
Construction de v. On part d’un champ de vecteurs tangent u a` P2(R) n’ayant que des ze´ros isole´s, ne
s’annulant pas sur C(R) et qui en outre est normal a` C(R). On conside`re ensuite le champ iu (de´duit
du pre´ce´dent via multiplication par i) et qui est donc normal a` P2(R) et donc en particulier a` la chaˆıne
de colmatage
∑r
i=1 D
−
i . Puis du fait que u est normal a` C(R), il suit que iu est normal a` C(C) le long
de C(R); ceci re´sulte du fait que l’on munit P2(C) d’une me´trique 〈 , 〉 rendant aussi bien l’involution
σ, que la multiplication par i isome´trique. [En eﬀet si ξ est un vecteur tangent (non nul) a` C(R) en un
point p ∈ C(R), on a par hypothe`se 〈u(p), ξ〉 = 0 et donc aussi 〈iu(p), iξ〉 = 0 compte tenu du caracte`re
isome´trique de la multiplication par i. Par ailleurs on a (en utilisant successivement σ isome´trie, puis
l’antiline´arite´ de σ) 〈iu(p), ξ〉 = 〈(iu(p))σ, ξσ〉 = 〈−iu(p)σ, ξσ〉 = 〈−iu(p), ξ〉, d’ou` 〈iu(p), ξ〉 = 0. En re´sume´
iu(p) est simultane´ment orthogonal a` ξ et iξ; ce qui e´tablit—vu que les deux vecteurs ξ et iξ forment une
R-base de l’espace tangent TpC(C)—l’orthogonalite´ annonce´e de iu a` C(C) le long de C(R).] De ce fait iu
peut eˆtre prolonge´ normalement a` la moitie´ C− et donne un champ de vecteurs normal a` Γ−. On note v ce
champ.
Mise en position transverse. Ensuite en poussant le cycle Γ− le long des trajectoires ge´ode´siques ge´ne´re´es
par ce champ v, on obtient une petite perturbation Γ−ε de Γ
− qui coupe Γ+ seulement en des points isole´s.
En outre pour un temps d’inte´gration suﬃsamment court, l’intersection
Γ+ ∩ Γ−ε ne peut qu’eˆtre localise´e sur les disques de colmatages de Γ+,
autrement dit en poussant Γ− on e´limine des points d’intersection sans en
cre´er de nouveaux. Ceci re´sulte de la construction:
• D’abord la moitie´ C− ayant e´te´ pousse´e par un champ de vecteurs
normal a` C(C), sa perturbation C−ε reste au sein de la restriction NC− a` la
moitie´ C− d’un voisinage tubulaire N ﬁxe´ de C(C) dans P2(C) (cf. Fig.2a)
ci-contre), ce qui assure en particulier que C−ε ne rencontre pas C
+.
• D’autre part C+ ne rencontre pas ∑ri=1 D−i,ε . Ceci re´sulte du fait
que Di se fait pousser par un champ de vecteurs qui sur C(R) est non
nul et simultane´ment normal a` C(C) et a` P2(R). [On se contente ici de
sugge´rer la raison par la Fig.2b) qui illustre—avec des dimensions abaisse´es
d’une unite´—le fait requis, a` savoir que pousser par un champ de vecteurs
simultane´ment normal et non nul sur l’intersection rend disjoint.] C’est
la meˆme raison qui assure aussi que
∑r
i=1 D
+
i ne rencontre pas C
−
ε .
C +
C −
C(R)
εC −
C −N
C +
εD−D−i
C +
i,
Fig.2b)
Fig.2a)
Majoration du nombre Γ+ · Γ−. Ainsi le nombre Γ+ · Γ− est e´gal Γ+ · Γ−ε (vu que Γ−ε est homologue a`
Γ−) et ce dernier est e´gal a` la somme des indices d’intersection locaux. D’apre`s ce qui pre´ce`de les seules
contributions apporte´es a` ce nombre proviennent des chaˆınes de colmatages
∑r
i=1 D
+
i et
∑r
j=1 D
−
j,ε. Or la
contribution apporte´e par chaque paire ordonne´e de disques D+i ,D
−
j,ε n’est pas autre chose (a` un e´ventuel
signe pre`s) que la somme des indices du champ de vecteurs tangent u sur le disque D2 = Di ∩Dj, a` moins
que Di ∩Dj ne soit vide, auquel cas la contribution est bien suˆr nulle.
[En eﬀet si ξ1, ξ2 est une base de l’espace tangent TpP2(R) repre´sentant l’orientation de D−j , la R-base de
TpP
2(C) correspondant a` l’indice d’intersection en p note´ ι(D+i ·D−j,ε)p est ξ1, ξ2, ξ1 + εiu(ξ1), ξ2 + εiu(ξ2) (a`
une e´ventuelle permutation de ξ1, ξ2 pre`s suivant que l’orientation de D+i co¨ıncide ou non a` celle de D
−
j ) qui
de´ﬁnit la meˆme orientation que ξ1, ξ2, iu(ξ1), iu(ξ2) et qu’il s’agit de comparer a` l’orientation ξ1, iξ1, ξ2, iξ2
spe´ciﬁe´e par la structure complexe de P2(C); mais ces deux bases ne diﬀe`rent que d’un signe moins et de
l’indice du champ u en p (note´ ιp(u)), si bien que ι(D+i ·D−j,ε)p = ±− ιp(u) (le signe ± ne de´pendant que de
i, j et non de p). D’ou` en sommant
∑
p ι(D
+
i ·D−j,ε)p = ±
∑
p−ιp(u).]
Cette contribution (celle apporte´e par la paire D+i ,D
−
j,ε) est donc soit nulle ou e´gale (au signe pre`s) a` la
caracte´ristique d’Euler d’un disque et vaut alors ±1.
Comme il y a r2 telles paires la majoration cherche´e Γ+ · Γ− ≤ r2 en re´sulte.
Ceci fournit une de´monstration de l’ine´galite´ de Rohlin du moins pour les courbes de degre´ pair. Pour les
degre´s impairs, il y a deux attitudes possibles: soit on essaye d’adapter l’argument topologique de Rohlin,
c’est ce que fait Mishachev, soit on se rame`ne au cas de degre´ pair moyennant une petite perturbation
convenable du doublage de la courbe. C’est l’ide´e de Makeev (cf. [R5], p. 91).
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Note heuristique. On voudrait mentionner une autre justiﬁcation de l’ine´galite´ de Rohlin, qui pre´senterait
l’avantage (si on parvenait a` la justiﬁer) d’eˆtre uniforme en la parite´ du degre´. Le genre d’une courbe plane
lisse Cd est comme on sait
(d−1)(d−2)
2 = 1+2+3+ . . .+(d− 2), ainsi lorsque le degre´ augmente d’une unite´,
le genre subit un accroissement qui une fois sur deux est impair. Or la courbe e´tant suppose´e se´parante,
on est tente´ de dire qu’elle se de´duit d’une courbe de degre´ un de moins en attachant une succession de
paires d’oreilles ou d’anses bague´es (ce qui augmente r d’une unite´) [cf. Figures 3,4,5 du Chapitre 0 pour
la description de ces ope´rations]. Il s’ensuit que pour une courbe plane se´parante, r est au moins e´gal a` la
moitie´ du degre´ (vu qu’une fois sur deux l’accroissement du genre est impair, il provoque ne´cessairement le
recours a` l’attachement d’une anse bague´e). Cet argument peut-il eˆtre rendu rigoureux?
2.3 La ge´ne´tique chez les courbes planes re´elles
Avant de construire des courbes, notre proble`me exige une compre´hension du comportement de l’invariant
a lorsque l’on “accouple” deux courbes planes re´elles lisses transverses en simpliﬁant tous leurs points
d’intersection a` la Brusotti.
Il est peut-eˆtre instructif (avant d’e´noncer le re´sultat ge´ne´ral qui re´pond a` cette question) de commencer
par un exemple explicite: on conside`re a` cet eﬀet une paire de coniques C1 ∪ C2 que l’on lissiﬁe de deux
manie`res distinctes (cf. Figure 3). Il s’agit de de´cider pour chacune de ces quartiques C4 si elle est ou non
se´parante.
La me´thode est tre`s simple: on dessine les courbes complexes correspondants aux deux coniques qui sont
deux sphe`res e´quatoriales, et on utilise le fait que chaque point double lissiﬁe´ revient a` attacher une anse. A
ce stade, on voit de´ja` que la quartique est de genre 3. Puis en regardant de plus pre`s comment est lissiﬁe´e
la partie re´elle, on peut a` l’inte´rieur de chacune de ces anses dessiner en plus la partie re´elle qui donne deux
brins trace´s sur l’anse et de la` on tire la connaissance du plongement de C4(R) dans C4(C).
C4
C4
surface symétrique
     sous-jacente
le lieu réel
disconnecte
le lieu complexe
Figure 3
le lieu réel
ne disconnecte pas
le lieu complexe
*
*
A
B
Pour le premier choix de simpliﬁcation eﬀectue´, toutes les simpliﬁcations sont compatibles avec les orienta-
tions, et la surface syme´trique correspondante est repre´sente´e par le premier dessin de la Figure 3, sur lequel
on voit manifestement que le lieu re´el disconnecte le lieu complexe. (En eﬀet partant d’un point imaginaire
A situe´ dans l’ex-he´misphe`re nord d’une des sphe`res e´quatoriales et en se de´plac¸ant en e´vitant la partie re´elle
au travers d’une anse on atte´rit dans un he´misphe`re de l’autre sphe`re (position B sur la Figure), puis en
re´empruntant une anse on retombe ne´cessairement [du fait que toutes les anses sont twiste´es] dans le meˆme
he´misphe`re d’origine, de sorte que l’on explore seulement une moitie´ du lieu imaginaire C4(C)\C4(R), ce qui
prouve que la courbe est se´parante.) Par contre pour le second choix de simpliﬁcation, il y a de la mixite´e
[certaine anses twiste´es, d’autres non], de sorte que le lieu imaginaire est connexe.
En ge´ne´ral, on a le re´sultat suivant duˆ a` Fiedler (cf. [Fi], pp. 7–9):
The´ore`me 3.1 (Fiedler 1978). Soient C1, C2 deux courbes planes de degre´s respectifs d1, d2 re´elles,
lisses et transverses, et C une courbe re´elle lisse de degre´ d = d1 + d2 voisine de C1 ∪ C2 qui simpliﬁe (de
fac¸on non-pre´cise´e pour l’instant) tous les points doubles de C1 ∪ C2.
• Il suﬃt qu’une des deux courbes C1 ou C2 soit non-se´parante, pour que la courbe C le soit, et ce
inde´pendamment des simpliﬁcations eﬀectue´es. Autrement dit en termes ge´ne´tiques, non-se´parant est un
caracte`re dominant.
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• Si par contre les courbes C1 et C2 sont de caracte`res re´cessifs, c’est-a`-dire se´parantes, et si en outre
tous les d1 · d2 points d’intersection de C1 avec C2 sont re´els (cette condition pourra eˆtre satisfaite dans les
constructions a` venir) alors, d’apre`s Brusotti, la courbe C1∪C2 peut eˆtre simpliﬁe´e de 2d1·d2 fac¸ons distinctes,
mais parmi tous ces choix de simpliﬁcations, exactement deux livrent des courbes se´parantes, a` savoir celui
qui est toujours positif, respectivement toujours ne´gatif, relativement a` des orientations complexes ﬁxe´es de
C1 et C2. De plus pour un tel choix de simpliﬁcations dicte´ par les orientations complexes, l’orientation
complexe de la courbe simpliﬁe´e C se de´duit par transfert de celle de l’un de ses deux parents.
Preuve. Seule la seconde assertion ne´cessite une explication. La simpliﬁcation de chaque nœud de C1∪C2
(qui sont tous re´els et non-isole´s) revient a` attacher une anse contenant deux brins re´els sur l’union disjointe de
C1(C) avec C2(C). Cette anse prive´e des brins re´els relie une moitie´ de C1 avec une moitie´ de C2 (ainsi que les
moitie´s conjugue´es correspondantes). Ainsi pour que la courbe simpliﬁe´e C soit se´parante, il faut (et il suﬃt)
que toutes les simpliﬁcations eﬀectue´es correspondent a` des attachements d’anses reliant syste´matiquement
les meˆmes moitie´s. Ainsi notre seule liberte´, si on aspire a` fabriquer une courbe C se´parante, re´side dans le
choix des deux moitie´s que l’on relie initialement, et il est clair que l’on dispose de deux tels choix.
2.4 Construction de courbes
On va commencer par traiter le cas des degre´s pairs, le cas des degre´s impairs admettera ensuite un
traitement similaire.
Les constructions qu’on va entreprendre se de´composent en les e´tapes suivantes:
Etape 0. On commence par s’entraˆıner avec les petits degre´s d = 2, 4.
Etape 1. On rappelle la me´thode de Hilbert de construction de courbes Harnack-maximales.
Etape 2. Ensuite en vertu de Brusotti, on va explorer d’autres choix de simpliﬁcations qui vont livrer
des courbes non-se´parantes avec moins d’ovales.
Etape 3. On disposera alors de´ja` d’un syste`me d’invariants permettant d’attraper toutes les non-
se´parantes, via une ope´ration simple qui consiste a` rajouter une petite conique.
Etape 4. A ce stade, il nous restera a` re´aliser les courbes se´parantes non prohibe´es par Rohlin, qui
s’obtiendront en exploitant les 2 choix de simpliﬁcations compatibles avec les orientations complexes.
Etape 5. Enﬁn, en re´pertoriant les invariants ainsi re´alise´s, on constatera qu’il nous manque encore
quelques invariants non prohibe´s par Rohlin, que l’on attrapera cependant par de petites constructions ad
hoc.
2.4.1 Les courbes de degre´ pair
Etape 0. • Pour d = 2 on a g = 0, et il n’y a alors que deux surfaces syme´triques qui sont la sphe`re
e´quatoriale et antipodale, respectivement re´alise´es par x2 + y2 = 1 et x2 + y2 = −1.
Observer plus ge´ne´ralement que xd + yd = −1 livre les invariants (d, r = 0, 1) pour tout d pair.
• Pour d = 4, on conside`re une paire de coniques re´elles C2 ∪ E2 ⊂ P2 s’intersectant en 4 points re´els,
que l’on peut de´former en les quartiques re´elles lisses de la Figure 4. D’apre`s Fiedler la premie`re et la
dernie`re de ces courbes (que Klein appelait la Gu¨rtelkurve) sont se´parantes (les simpliﬁcations eﬀectue´es
e´tant compatibles avec les orientations complexes) et toutes les autres sont non-se´parantes.
Gürtelkurve
séparanteséparante
Figure 4
E2
C2
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En se souvenant des 6 surfaces syme´triques de genre g = 3 (cf. Figure 2 du Chapitre 0), on observe que
pour d = 4 il n’y a pas de restrictions aux invariants de Klein.
Un argument plus synthe´tique pour re´veler le caracte`re se´parant de la Gu¨rtelkurve, consiste a` regarder le
pinceau des droites passant par un point p re´el choisi le plus a` l’inte´rieur du nid (cf. Figure 4). Ce pinceau
jouit de la proprie´te´ remarquable que tous ses membres re´els (qui sont des droites re´elles par p) de´coupent
sur C4 exclusivement des points re´els. Le morphisme correspondant C4 → P1 est donc sature´, c’est-a`-dire
que ses ﬁbres au-dessus des points re´els sont toutes exclusivement forme´es de points re´els. Par suite, il envoie
les points imaginaires de C4 sur des points imaginaires du pinceau, autrement dit il induit une application
continue entre les lieux imaginaires C4(C) \C4(R)→ P1(C) \P1(R). Le but de cette application e´tant forme´
de deux composantes connexes (puisque la surface syme´trique sous jacente a` P1 est une sphe`re e´quatoriale), et
tenant compte de l’e´quivariance de cette application vis-a`-vis des actions de Galois (=conjugaison complexe),
il s’ensuit que le lieu imaginaire C4(C) \ C4(R) doit lui aussi posse´der deux composantes connexes; d’ou` le
caracte`re se´parant de la Gu¨rtelkurve C4.
Remarque. C’est la` exactement le meˆme argument que celui donne´ au Chapitre 0 pour de´tecter le caracte`re
se´parant d’une courbe hyperelliptique y2 = f(x) avec f(x) > 0 (pour tout x re´el). Et ces deux exemples ont
constitue´ pour moi le point de de´part de tout le discours du Chapitre 3.
Ce meˆme argument montre plus ge´ne´ralement que la borne infe´rieure de Rohlin est toujours re´alise´e, i.e.
pour tout degre´ d il existe une courbe plane re´elle lisse se´parante avec r = [d+12 ] composantes. En eﬀet, en
perturbant un peu une re´union de k cercles concentriques, on peut obtenir une courbe Cd lisse de degre´ pair
d = 2k avec r = k composantes. Une telle courbe est se´parante, il suﬃt comme plus haut de conside´rer le
pinceau des droites par un point choisi le plus a` l’inte´rieur du nid, qui a` nouveau induit un morphisme sature´
de Cd vers P1 . Pour les degre´s impairs, il suﬃt simplement de rajouter a` la conﬁguration pre´ce´dente une
droite re´elle a` l’inﬁni (et de lissiﬁer le tout).
Note. En fait cet argument montre aussi qu’une courbe ayant cette conﬁguration est automatiquement
se´parante. Ceci re´pond a` une question souleve´e par Marin (cf. [Mar1], p. 59):
Est-ce qu’une courbe ayant cette disposition [dont tous les ovales sont emboˆıte´s les uns dans les autres] se´pare
sa complexiﬁe´e?
Etape 1. Rappelons maintenant la me´thode de Hilbert de construction de M -courbes (cf. par exemple
[Gu], p. 20) qui s’eﬀectue se´pare´ment suivant la parite´ du degre´.
Conside´rons deux coniques re´elles
C2 et E2 s’intersectant en 4 points
re´els p1, p2, p3, p4, et C04 une quar-
tique voisine de C2∪E2 avec r = 4.
Soit ϑ4 = l1 · l2 · l3 · l4 une quartique
re´union de 4 droites re´elles in-
tersectant chacune l’arc de E2(R)
de´limite´ par p1 et p2 en 2 points
(cf. Figure 5), et conside´rons alors
C4 := C04 +εϑ4 ou` ε de´signe un pe-
tit nombre re´el. Cette petite per-
turbation a pour eﬀet de faire “vi-
brer” un des ovales de notre quar-
tique C04 relativement a` la conique
E2 (cf. Figure 5). On applique en-
suite Brusotti a` la courbe C4 ∪ E2
et le choix de simpliﬁcations de la
Figure 5 fournit une courbe lisse
C6 qui posse`de r = 4+(3+4) = 11
ovales, ce qui constitue la borne de
Harnack pour d = 6.
E2
C2
p1 p2
p3p4
C6C4
l1
l4
Figure 5
La me´thode de Hilbert peut se sche´matiser par le dessin de la Figure 6 qui fournit un mode de repre´sentation
plus commode des oscillations de la Figure 5; qui y sont repre´sente´es de fac¸on “zoome´e”, ce qui demeure
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ne´anmoins topologiquement ﬁde`le. En exploitant les 2 choix de simpliﬁcations de C4 ∪E2 compatibles avec
des orientations complexes on obtient deux courbes se´parantes avec r = 4 + (3 + 4) = 11 et r = 4 + 1 = 5
respectivement (cf. Figure 6).
Remarque. Noter ici qu’il
n’est meˆme pas ne´cessaire de
connaˆıtre explicitement l’orien-
tation complexe de C4, vu que
l’intersection C4∩E2 est mono-
polise´e par un seul ovale de C4.
Il suﬃt d’orienter (arbitraire-
ment) les ovales de C4(R) et de
E2(R) se rencontrant, et ces ori-
entations “locales” (i.e. d’un
ovale sur chaque courbe) se
prolongeront univoquement en
des orientations complexes des
ovales restants, mais qu’il est
inutile d’expliciter vu qu’elles
n’inﬂuenceront pas le choix de
simpliﬁcations.
E2
C4
C6
C6
Figure 6
4
3
Etape 2. L’observation importante est maintenant qu’en faisant varier le choix des simpliﬁcations de la
courbe C4 ∪ E2 de la Figure 6 (ce qui est loisible d’apre`s Brusotti), on peut aussi obtenir les courbes de
la Figure 7, qui sont toutes non-se´parantes (les deux choix se´parants ayant de´ja` e´te´ exploite´s). Observer
que l’invariant r diminue successivement d’une unite´ r = 10, 9, . . . , 4 jusqu’a` atteindre la borne de Harnack
relative au degre´ pair pre´ce´dent. Je parle de grignotage d’ovales dans une M -courbe de Hilbert.
...
Figure 7
On ite`re ensuite la construc-
tion de Hilbert en faisant
vibrer un ovale de la M -
courbe C6 de la Figure 6,
ce qui fournit une nouvelle
courbe C6 de degre´ 6 qui os-
cille a` travers E2 au voisi-
nage de l’ovale excite´ (cf.
Figure 8). Ensuite en sim-
pliﬁant les points doubles de
C6 ∪ E2, on peut obtenir la
courbe C8 de degre´ 8 de la
Figure 8, qui posse`de r =
11 + (5 + 6) = 22 ovales.
E2
C6 C8
Figure 8
6
5
Remarque. On observe que l’on rajoute toujours a` l’invariant r deux entiers conse´cutifs, ce qui permet de
se convaincre que les courbes Cd construites par Hilbert re´alisent bien toujours la borne de Harnack, puisque
r = (1 + 2) + (3 + 4) + . . .+ (d− 3) + (d− 2) + 1 = (d−1)(d−2)2 + 1 = g + 1.
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Faisons le point sur le dia-
gramme des involutions, que
l’on a restreint aux degre´s
pairs, des valeurs des invari-
ants (d, r, a) obtenus par cette
me´thode de grignotage dans
une M -courbe de Hilbert (cf.
Figure 9), qui repre´sente les
invariants ainsi re´alise´s par des
pastilles noires.
2 0
4 3
6 10
8 21
0 1 2 3 4 5 10 15 20 r
a = 1
a = 0
= grignotage d ovales
= collage d une petite conique
,
,
d
Figure 9
Cette me´thode fournit des courbes non-se´parantes Cd avec un invariant r de´croissant successivement d’une
unite´ jusqu’a` atteindre la borne de Harnack relative au degre´ pair pre´ce´dent, i.e. M(d− 2) = g(d− 2) + 1.
Etape 3. Ensuite e´tant donne´ une courbe non-se´parante Cd, on peut toujours lui rajouter une petite
conique C2, c’est-a`-dire une conique re´elle, ayant des points re´els, mais de partie re´elle disjointe de celle de
Cd et (de complexiﬁe´e) transverse a` Cd. La courbe Cd ∪ C2 posse`de alors 2d nœuds imaginaires conjugue´s
dont la simpliﬁcation fournit une courbe Cd+2 non-se´parante (non-se´parant e´tant un caracte`re dominant) et
qui posse`de un ovale de plus que la courbe donne´e, i.e. r(Cd+2) = r(Cd) + 1. On baptise cette ope´ration le
collage d’une petite conique.
Remarque. Pour fabriquer une telle petite conique, il suﬃt de choisir un point p de P2(R) n’appartenant
pas a` Cd(R) et de perturber un peu le produit d’une droite imaginaire l passant par p et transverse a` Cd
avec sa droite conjugue´e lσ de sorte que le point re´el isole´ p de la conique de´ge´ne´re´e l ∪ lσ se transforme en
un petit ovale autour de p. On peut de´ja` observer que cette ope´ration s’appliquera e´galement lorsque d sera
impair.
Ainsi il est aise´ (au niveau des courbes non-se´parantes) de re´aliser l’ope´ration (d, r, 1) → (d + 2, r + 1, 1).
D’autre part, comme les non-se´parantes avec r = 0 s’obtiennent en conside´rant l’e´quation xd + yd = −1,
on constate avec satisfaction en contemplant le diagramme des involutions (cf. Figure 9), que l’on dispose
de´ja` d’un syste`me de courbes non-se´parantes permettant, moyennant ite´ration successive de l’ope´ration de
collage d’une petite conique, d’attraper toutes les courbes non-se´parantes restantes. Ceci montre qu’en degre´
pair tous les invariants des courbes non-se´parantes sont re´alisables dans le plan.
Etape 4. A ce stade il ne nous reste plus qu’a` construire les courbes se´parantes non prohibe´es par Rohlin,
i.e. avec r tel que:
d
2
≤ r ≤ g(d) + 1 = (d− 1)(d− 2)
2
+ 1 et r ≡ g(d) + 1 (mod 2) .
L’ide´e pour attraper d’autres
valeurs interme´diaires de r
consiste a` appliquer la meˆme
technique de vibration d’un
ovale, mais cette fois a` une
courbe se´parante non ne´ces-
sairement Harnack-maximale.
Explicitement, au lieu de de´-
marrer avec une M -courbe
de degre´ 4, on conside`re la
quartique C4 de la Figure 10
avec (d, r, a) = (4, 2, 0) (la
Gu¨rtelkurve). On peut faire
vibrer un ovale de C4 relative-
ment a` E2 (cf. Figure 10), et
les 2 choix de simpliﬁcations
de C4 ∪E2 compatibles avec
E2
C4
C6
C6
Figure 10
des orientations complexes livrent des courbes se´parantes avec r = 2 + (3 + 4) = 9 et r = 2 + 1 = 3 ovales
respectivement (cf. Figure 10).
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Plus ge´ne´ralement, la meˆme technique (de vibration d’un ovale de Cd relativement a` une conique ge´ne´ra-
trice E2, suivie des 2 simpliﬁcations de Cd ∪ E2 compatibles avec des orientations complexes) permet de
construire a` partir d’une courbe d’invariants (d, r, 0) deux courbes se´parantes d’invariants (d+2, r+2d−1, 0)
et (d+2, r+1, 0) avec r croˆıssant respectivement a` la vitesse de la borne de Harnack (lissiﬁcation maximale)
et a` vitesse 1 (lissiﬁcation atte´nue´e).
Visualisons les invariants ainsi
re´alise´s sur le diagramme des in-
volutions (cf. Figure 11). On
observe que pour d = 8, les
lissiﬁcations atte´nue´es et maxi-
males eﬀectuent une “jonction”
(cf. Figure 11), qui ne fera
que s’accroˆıtre pour les degre´s
supe´rieurs. Ce qui garan-
tit que l’on a mis la main
sur presque tous les invari-
ants Rohlin-admissibles pour les
courbes se´parantes.
restriction de Rohlin2 0
4 3
6 10
8 21
0 1 2 3 4 5 10 15 20 r
a = 1
a = 0
d
lissification atte´nue´e lissification maximale
Figure 11
l'invariant manquant
7
Etape 5. On note cependant que pour d = 6, il nous manque encore la courbe d’invariants (d, r, a) =
(6, 7, 0) qui e´chappe a` cette me´thode. Il n’est cependant pas diﬃcile d’imaginer une petite construction ad
hoc qui colmate cette lacune e´phe´me`re. On conside´re a` cet eﬀet la conﬁguration de 3 coniques transverses de
la Figure 12, dont la de´formation propose´e fournit la courbe C6 manquante d’invariants (d, r, a) = (6, 7, 0).
(Noter que c’est l’unique endroit dans tout l’argument ou` il est ne´cessaire de connaˆıtre explicitement une
orientation complexe).
E2
C4 C6
Figure 12
En re´sume´ nous avons de´montre´:
The´ore`me 4.1. Pour les courbes planes re´elles lisses de degre´ pair, la restriction de Rohlin est la seule
sur les invariants (d, r, a).
2.4.2 Les courbes de degre´ impair
Il nous reste maintenant
a` traiter le cas des cour-
bes de degre´ impair; les
valeurs admissibles des in-
variants (d, r, a) sont alors
re´pertorie´es dans la Fig-
ure 13. (La structure de
l’argument propose´ e´tant
rigoureusement identique au
cas des degre´s pairs; on sera
plus bref.)
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restriction de Galois
restriction de Rohlin
1 0
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r
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d
Figure 13
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A nouveau on utilise la me´thode de
Hilbert, qui pour les degre´s impairs de´marre
avec C1 une droite re´elle et E2 une conique
re´elle rencontrant C1 en deux points re´els.
La de´formation de C1 ∪ E2 de la Figure 14
fournit une M -courbe C3 de degre´ 3.
Ensuite on construit une M -courbe C5
de degre´ 5 en faisant vibrer une des com-
posantes de C3, ce qui fournit une nou-
velle cubique C3 oscillant relativement a` la
conique ge´ne´ratrice E2 (cf. Figure 14). La
simpliﬁcation dessine´e des points doubles
de C3∪E2 fournit la M -courbe C5 cherche´e.
E2
C1
C3
C3
E2
C5
Figure 14
Ensuite la meˆme technique de grignotage des ovales nouveau-ne´s dans une M -courbe de Hilbert, fournit
des courbes non-se´parantes avec un invariant r de´croissant successivement d’une unite´ jusqu’a` atteindre la
borne de Harnack relative au degre´ impair pre´ce´dent, i.e. M(d−2). Les invariants (d, r, a) ainsi re´alise´s sont
sche´matise´s par des ﬂe`ches sur la Figure 13. Ensuite en comple´tant la famille des courbes ainsi obtenues
avec les courbes de Fermat de degre´ impair Fd : xd + yd = 1 qui ont r = 1 et qui sont non-se´parantes pour
d ≥ 3 (d’apre`s l’ine´galite´ de Rohlin par exemple), on met a` nouveau la main sur un syste`me de courbes
permettant d’engendrer toutes les non-se´parantes via l’ope´ration de collage d’une petite conique. Ainsi la
restriction de Galois est la seule pour les courbes non-se´parantes de degre´ impair.
Pour les se´parantes, la meˆme me´thode qu’avant fournit les invariants de´limite´s par la ligne en tirets sur le
diagramme des involutions (cf. Figure 13). On observe cette fois que l’on manque deux invariants Rohlin-
admissibles, a` savoir (d, r, a) = (5, 5, 0) et (d, r, a) = (7, 10, 0): le premier s’obtient en rajoutant une droite
a` une courbe d’invariants (d, r, a) = (4, 4, 0), puis en simpliﬁant de fac¸on compatible avec les orientations
complexes (cf. Figure 15).
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Le second s’obtient de la meˆme manie`re a` partir de la courbe de la Figure 10 d’invariants (d, r, a) = (6, 9, 0)
(cf. Figure 16).
En re´sume´ nous avons montre´:
The´ore`me 4.2. Pour les courbes planes re´elles lisses de degre´ impair, les restrictions de Galois et de
Rohlin sont les seules sur les invariants (d, r, a).
Cela re´sout donc comple`tement le proble`me de Klein de la caracte´risation des surfaces syme´triques
re´alisables comme courbes re´elles lisses dans le plan.
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Chapitre 3: Une caracte´risation des courbes se´parantes
3.1 Introduction
Soit C une courbe alge´brique re´elle projective, lisse et ge´ome´triquement irre´ductible de genre g. La
conjugaison complexe induit une involution σ sur le lieu complexe C(C), qui ﬁxe le lieu re´el C(R). Il en
re´sulte que le lieu imaginaire C(C) \ C(R) est soit connexe, ou forme´ de deux composantes, auquel cas on
dit que C est se´parante. L’objet de ce chapitre est d’e´tablir le fait suivant: dire qu’une courbe re´elle est
se´parante e´quivaut a` l’existence d’une fonction alge´brique re´elle qui prend des valeurs re´elles seulement sur
le lieu re´el de la courbe.
Il nous semble que ce re´sultat est a` rapprocher d’un the´ore`me de Witt, qui aﬃrme que les courbes re´elles
sans points re´els, sont exactement celles qui admettent une paire de fonctions re´elles dont la somme des
carre´s vaut −1 (cf. [Wi], Satz 2).
En fait, comme je l’ai appris graˆce aux articles de Alling-Greenleaf [AG1] et de Geyer-Martens [GM], un
re´sultat e´quivalent fut de´montre´ par L.V. Ahlfors en 1950, qui de´duit d’un proble`me d’extre´malisation la
possibilite´ de repre´senter toute surface de Riemann a` bord comme reveˆtement holomorphe du disque, en
appliquant seulement le bord de la surface sur le bord du disque (cf. [Ah], §4, pp. 122–133). [L’e´quivalence
de cet e´nonce´ avec le noˆtre re´sulte de la correspondance naturelle (fonde´e sur le principe de syme´trie de
Schwarz et le double de Schottky) entre surfaces de Riemann a` bord et surfaces de Riemann ferme´es munies
d’une involution antiholomorphe dont le lieu ﬁxe disconnecte la surface.]
Il y a donc une passerelle entre les proble`mes de repre´sentation conforme des surfaces de Riemann a` bord
et la ge´ome´trie alge´brique re´elle sur une courbe se´parante.
On propose ici un argument on l’espe`re plus direct qui permet, moyennant seulement le the´ore`me d’Abel, de
ramener cette question d’existence au simple fait topologique; selon lequel tout point d’un tore T g = (R/Z)g
peut s’e´crire comme somme de g points situe´s sur g lacets fondamentaux, c’est-a`-dire qui forment une base
de l’homologie de T g.
Cette premie`re me´thode fournit exactement le meˆme degre´ g + 1 que celui obtenu par Ahlfors. Ensuite
on va montrer qu’en raﬃnant un peu l’e´tude, notre me´thode livre en fait une ame´lioration quantitative du
the´ore`me original d’Ahlfors, qui reﬂe`te parfaitement la topologie de la surface de Riemann a` bord S, qui est
de´termine´e par les deux entiers p (=le genre de la surface a` bord S) et r (=le nombre de contours† de S).
Plus pre´cise´ment, on va montrer qu’il est possible d’abaisser le degre´ r + 2p obtenu par Ahlfors a` r + p.
3.2 L’exemple de la Gu¨rtelkurve
On commence par de´crire l’exemple qui a mo-
tive´ originellement ce travail. On conside`re une
quartique C4 ⊂ P2 re´elle obtenue en lissiﬁant une
paire de coniques re´elles comme l’indique la Fig-
ure 1. On se demande si cette courbe, que Klein
appelle la Gu¨rtelkurve, est ou non se´parante.
Figure 1
C4
Proposition 2.1. La Gu¨rtelkurve est se´parante.
Preuve. Les membres re´els du pinceau des droites passant par un point re´el choisi a` l’inte´rieur de l’ovale
le plus profond du nid (cf. Figure 1), de´coupent sur la courbe C4 seulement des points re´els. Le morphisme
correspondant f : C4 → P1 posse`de donc des ﬁbres au-dessus des points re´els qui sont toutes seulement
forme´es de points re´els. Par suite f induit une ﬂe`che continue C4(C) \C4(R)→ P1(C) \P1(R) entre les lieux
imaginaires, d’ou` il re´sulte que C4 est se´parante, vu que P1 l’est.
3.3 La notion de morphisme sature´ et formulation du proble`me d’existence
De´ﬁnition 3.1. Un morphisme f : C → P1 de´ﬁni sur R est dit sature´ si ses ﬁbres au-dessus des points
re´els sont toutes seulement forme´es de points re´els.
† Par contour on entend une composante connexe du bord ∂S.
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Remarque 3.2. On ve´riﬁe facilement qu’un tel morphisme ne peut avoir de point de ramiﬁcation re´el. [En
eﬀet le comportement local de f est donne´ par l’application de C dans C, z → w = zk avec k entier, dont les
ﬁbres au-dessus des points re´els w sont toutes re´elles seulement lorsque k = 1.] Par suite f(R) : C(R)→ P1(R)
est un reveˆtement topologique du cercle. En particulier le degre´ d d’un morphisme sature´ f : C → P1 est
toujours au moins e´gal au nombre r de composantes de C(R).
Le raisonnement ci-dessus pour la Gu¨rtelkurve fournit plus ge´ne´ralement le crite`re suivant:
Proposition 3.3. Si une courbe re´elle C admet un morphisme sature´ vers P1, alors C est se´parante†.
On est alors tente´ par la re´ciproque:
Proble`me 3.4. Pour C une courbe se´parante, existe-t-il toujours un morphisme sature´ de C vers P1?
Dans ce qui suit, on va montrer que la re´ponse a` cette question est aﬃrmative.
3.4 Le cas facile des courbes Harnack-maximales
On propose d’abord de re´soudre le Proble`me 3.4 pour les courbes qui re´alisent la borne de Harnack, i.e.
celles avec r = g + 1 ovales. Ces courbes sont automatiquement se´parantes, car le genre peut se de´ﬁnir
comme le nombre maximal de courbes disjointes que l’on peut enlever a` la surface sans la disconnecter.
Proposition 4.1 (Huisman). Soit C une courbe re´elle avec r = g + 1 (et donc se´parante). Il existe
alors un morphisme sature´ f : C → P1 de degre´ g + 1.
Preuve. On rappelle que tout diviseur eﬀectif D0 de degre´
d = g+1 sur une courbe C de genre g bouge, i.e. dim |D0| ≥ 1
[ceci re´sulte de l’ine´galite´ de Riemann dim |D0| ≥ deg(D0)−g].
Vu que r = g+1, on peut choisir D0 un groupe‡ de d = g+1
points avec un point sur chaque composante de C(R), cf. Fig-
σ
Figure 2
C(R)
ure 2. On choisit ensuite une se´rie g1d re´elle dans |D0| contenant D0. Quitte a` lui soustraire son e´ventuel lieu
base B, on obtient une g1δ qui induit un morphisme f : C → P1 re´el. Lorsqu’on bouge D0 −B dans le cercle
g1δ (R), on ge´ne`re une famille de diviseurs syme´triques dont les points restent par continuite´ prisonniers de
leurs ovales respectifs. Ceci montre de´ja` que f est sature´ de degre´ δ ≤ g + 1. Or d’apre`s la Remarque 3.2,
le degre´ de f est au moins e´gal au nombre d’ovales r = g + 1, et lui est donc e´gal.
Note. En fait on trouve des traces de ce raisonnement par continuite´ de´ja` dans [EC], Libro Terzo p. 264;
mais ces derniers ne s’inte´ressant pas a` la notion de morphisme sature´ ils en de´duisent seulement une
de´monstration de la borne de Harnack. Par contre l’e´nonce´ ci-dessus ﬁgure explicitement dans un travail de
J. Huisman (cf. [Hui2], Prop. 3.2, p. 87).
Remarque. Malheureusement cette de´monstration ne s’e´tend pas aux courbes qui ne sont pas Harnack-
maximales, car alors en choisissant nos g+1 points sur les r ovales, le principe des tiroirs nous contraint d’en
disposer deux au moins sur un meˆme ovale; d’ou` une “surpopulation” qui ne nous met pas a` l’abri d’une
e´ventuelle collision entre ces deux points, qui apre`s s’eˆtre produite les propulserait dans le lieu imaginaire,
ruinant notre tentative “bon marche´” de construction d’un morphisme sature´.
3.5 Reformulation du proble`me au moyen de l’e´quivalence line´aire
Ce petit paragraphe est une simple retraduction de la condition d’existence d’un morphisme sature´ en
termes de l’e´quivalence line´aire sur les groupes de points de la courbe. Re´unissons d’abord quelques:
De´ﬁnitions 5.1. Si C est se´parante, une moitie´ de C est l’une des deux composantes de C(C) \ C(R).
Un diviseur eﬀectif est dit unilate´ral si son support est entie`rement contenu dans une moitie´ de C.
Pour re´soudre le Proble`me 3.4, on va s’appuyer sur l’observation suivante:
† On peut bien suˆr dans cet e´nonce´ remplacer P1 par une courbe se´parante quelconque.
‡ Par groupe de points on entend un diviseur eﬀectif.
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Lemme 5.2. Soit C une courbe se´parante. L’existence d’un morphisme sature´ f : C → P1 e´quivaut a`
celle d’un diviseur unilate´ral D sur C line´airement e´quivalent a` son conjugue´ Dσ.
Preuve. [⇒] Si f : C → P1 est un morphisme sature´, f induit une application C(C)\C(R)→ P1(C)\P1(R)
continue entre les lieux imaginaires, et applique donc chaque moitie´ de C sur une moitie´ de P1. Le pull-back
f∗(q) d’un point imaginaire q ∈ P1(C) \ P1(R) est donc un diviseur unilate´ral D tel que D ∼ Dσ.
[⇐] Re´ciproquement si un tel di-
viseur D existe, on peut parler de
la g1d engendre´e par D et D
σ, qui
est re´elle et sans point base (vu que
les supports de D et Dσ sont dis-
joints). Le morphisme correspon-
dant f : C → g1d est donc re´el.
En particulier g1d ∼= P1 est la droite
re´elle standard, vu que C(R) 
= ∅,
puisque C est suppose´e se´parante.
D
f
D diviseur unilatéral
Figure 3
Dσ
g1d
C(R)
C +
σ D0 g1d (R)
Il en re´sulte que lorsque D circule dans g1d en e´vitant g
1
d(R), on ge´ne`re des diviseurs dont les points n’ayant
le droit de franchir C(R), restent dans la moitie´ de C, qui contient D. Ainsi en laissant de´ge´ne´rer D sur
un point D0 ∈ g1d(R) situe´ sur l’e´quateur (cf. Figure 3), on voit que D0 est limite de diviseurs unilate´raux;
mais e´tant aussi syme´trique, il en re´sulte que D0 est seulement forme´ de points re´els. Enﬁn D0 pouvant eˆtre
arbitrairement choisi dans g1d(R), cela montre bien que le morphisme construit f est sature´.
Tout revient donc a` exhiber un diviseur unilate´ral D tel que D ∼ Dσ. Pour ce faire on va s’appuyer sur
le the´ore`me d’Abel, qui permet de re´duire les questions d’e´quivalence line´aire a` la ge´ome´trie du plongement
d’une courbe dans sa jacobienne: deux diviseurs de meˆme degre´ sont line´airement e´quivalents si et seulement
les sommes de leurs points vus dans la jacobienne co¨ıncident.
3.6 Re´solution du proble`me via le the´ore`me d’Abel
Notons C(d) la d-ie`me puissance syme´trique de la courbe C et J = Cg/Λ sa jacobienne, ou` Λ est le re´seau
des pe´riodes d’une base ﬁxe´e ω1, . . . , ωg de l’espace des 1-formes holomorphes sur C, c’est-a`-dire
Λ =
{(∫
γ
ω1, . . . ,
∫
γ
ωg
)
∈ Cg | γ ∈ H1(C(C),Z)
}
.
On conside`re le morphisme d’Abel µ : C(d) → J de´ﬁni pour D =∑di=1 pi par
µ(D) =
( d∑
i=1
∫ pi
p0
ω1, . . . ,
d∑
i=1
∫ pi
p0
ωg
)
ou` p0 ∈ C(C) est un point base.
Vu qu’on suppose la courbe C de´ﬁnie sur R, on peut choisir une base ω1, . . . , ωg forme´e de diﬀe´rentielles
re´elles. [Dire qu’une diﬀe´rentielle ω est re´elle signiﬁe que la fonctionnelle d’inte´gration correspondante
∫
ω
est e´quivariante pour la conjugaison complexe, i.e.
∫
γσ
ω =
∫
γ
ω.] La jacobienne J he´rite alors naturellement
d’une structure re´elle, induite par σ : Cg → Cg le produit de g conjugaisons complexes, vu que l’hypothe`se
de re´alite´ faite sur les ωi entraˆıne la stabilite´ du re´seau Λ par σ. Si en outre on choisit p0 re´el, le morphisme
µ est de´ﬁni sur R, c’est-a`-dire e´quivariant pour les conjugaisons complexes.
Cela e´tant, la condition requise D ∼ Dσ e´quivaut d’apre`s le the´ore`me d’Abel a` µ(D) = µ(Dσ), ou encore
µ e´tant e´quivariant a` µ(D) = µ(D)σ, i.e. a` µ(D) ∈ J(R). En conside´rant le premier morphisme d’Abel
µ : C → J [qui est le µ pre´ce´dent pour d = 1], et tenant compte de la relation µ(D) = ∑di=1 µ(pi), notre
proble`me revient a` trouver d points P1, . . . , Pd ∈ J situe´s dans µ(C+) [ou` C+ est une moitie´ de notre courbe
se´parante] et tels que leur somme P1 + . . . + Pd ∈ J(R) soit un point re´el de la jacobienne. Au niveau du
groupe quotient T g = J/J(R), il s’agit alors d’exprimer 0 comme somme de d points π1, . . . , πd appartenant
au sous-ensemble Ω = π(µ(C+)) de T g, ou` π : J → T g est la projection canonique. Le quotient T g est
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un groupe de Lie (re´el) connexe compact abe´lien de dimension g, et est donc isomorphe au tore (R/Z)g.
En de´ﬁnitive, on est ramene´ a` re´soudre dans un tore T g l’e´quation
∑d
i=1 πi = 0 sous la contrainte que les
solutions πi soient dans le sous-ensemble Ω ⊂ T g.
Il reste donc a` pre´ciser le plongement de Ω dans T g; nous allons le faire en montrant que Ω ∪{0} contient
une base de l’homologie en dimension 1 du tore T g. Ce renseignement bien que partiel sera suﬃsant pour
notre objet.
Preuve de ce renseignement. Pour l’e´tablir, on
commence par choisir une base de H1(C(C),Z)
adapte´e a` la syme´trie σ comme l’indique la Fig-
ure 4; qui est donc constitue´e des 1-cycles suiv-
ants:
α1, . . . , αr−1, β1, . . . , βr−1,
α˜1, . . . , α˜p, α˜
σ
1 , . . . , α˜
σ
p , β˜1, . . . , β˜p, β˜
σ
1 , . . . , β˜
σ
p
avec donc ασi = αi (invariant), β
σ
i = −βi (anti-
invariant) et α˜i, β˜i entie`rement trace´s dans la
moitie´ C+, et ou` p = g+1−r2 , dont l’inte´gralite´
est assure´e par la congruence de Klein r ≡ g +
1 (mod 2) (cf. Proposition 2.3 du Chapitre 0).
L’entier p peut s’interpre´ter grosso modo comme
le nombre de “trous” d’une moitie´.
β
β
β
α
σ
σ
σ
σ
Figure 4
C(R)
C +
σ
α
α α α
α
α
p0
p p
pp
1
1
1
1 1
2 r−1
β1 β2 βr−1
β
Les pe´riodes correspondantes note´es
A1, . . . , Ar−1, B1, . . . , Br−1,
A˜1, . . . , A˜p, A˜
σ
1 , . . . , A˜
σ
p , B˜1, . . . , B˜p, B˜
σ
1 , . . . , B˜
σ
p
satisfont donc Ai ∈ Rg et Bi ∈ (iR)g. Notons
que l’involution σ sur J pre´serve les sous-tores
Ti de dimension 2, de´ﬁnis comme les projections
par p : Cg → J = Cg/Λ des 2-plans vectoriels
suivants
• RAi +RBi, pour lesquels σi (=restriction de
σ a` Ti) ﬁxe deux composantes,
• et RA˜i +RA˜σi , RB˜i +RB˜σi , pour lesquels σi
ﬁxe une composante.
B
...
...
...
1 Br −1
A1
A1
A1
B1
Ap
Ap
Bp
B1
σ Bpσ
σσ
A
r −1
Figure 5.-Visualisation de
la jacobienne d'une courbe 
réelle séparante
r −1 fois
p fois
Dans les deux cas le quotient Ti /Fix(σi) modulo les points ﬁxes est un cercle, mais dans le premier cas, le
cycle fondamental du quotient provient de l’image d’une demi-pe´riode, alors que dans le second c’est l’image
d’une pe´riode comple`te.
Il s’ensuit que les images par l’application compose´e π ◦ µ : C → J → T g
• des r − 1 demi-cycles β+1 , . . . , β+r−1 de´ﬁnis par β+i = βi ∩ C+, i.e. la trace des βi sur l’adhe´rence de C+
• ainsi que des 2p cycles α˜1, . . . , α˜p, β˜1, . . . , β˜p
sont des cycles† trace´s sur Ω ∪ {0} (notons les γ1, . . . , γg)—qui en outre forment une base de l’homologie du
quotient T g. D’ou` le renseignement annonce´ sur Ω ∪ {0}.
Tout va alors de´couler du lemme suivant, qui aﬃrme grosso modo que si on irrigue un tore topologiquement,
on l’engendre alge´briquement:
Lemme 6.1 (Principe d’irrigation). Soit T g un tore de dimension g sur lequel sont trace´s g 1-cycles
γ1, . . . , γg : S1 → T g qui forment une base de l’homologie de T g. Alors tout point de T g peut s’e´crire comme
somme de g points π1 + . . .+ πg avec πi ∈ γi pour i = 1, . . . , g.
† En eﬀet, bien que β+i ne soit pas un cycle, ses extre´mite´s e´tant re´elles, elles se soudent lorsqu’on quotiente par
J(R); c’est pourquoi son image dans T g forme bien un cycle.
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Preuve. Il revient au meˆme de voir que l’application γ : (S1)g → T g de´ﬁnie par
γ(z1, . . . , zg) = γ1(z1) + . . .+ γg(zg)
est surjective. Il suﬃt pour cela de montrer que son degre´ topologique est non nul. On ﬁxe un isomorphisme
ϕ : T g ≈−→(S1)g de sorte que via cette identiﬁcation, les γi soient homologues aux facteurs ei du tore canonique
(S1)g. Soit γ˜ l’application compose´e (S1)g
γ→ T g ϕ→ (S1)g. L’homomorphisme de Ku¨nneth
H1(S1)⊗ . . .⊗H1(S1)︸ ︷︷ ︸
g facteurs
→ Hg((S1)g)
est dans le cas pre´sent un isomorphisme, et sa naturalite´ entraˆıne que si fi : S1 → S1 de´signe l’application
compose´e S1
ji−→(S1)g γ˜−→(S1)g πi−→S1 ou` ji est l’injection dans le i-e`me facteur, et πi la i-e`me projection,
alors H1(f1)⊗ . . .⊗H1(fg) commute via Ku¨nneth a` Hg(γ˜).
Hg((S1)g)
Hg(γ˜)−−−−−−−−−−−−−−−−−−→ Hg((S1)g)
| ↑
Ku¨nneth | | Ku¨nneth
↓ |
H1(S1)⊗...⊗H1(S1)︸ ︷︷ ︸
g fois
H1(f1)⊗...⊗H1(fg)−−−−−−−→ H1(S1)⊗...⊗H1(S1)︸ ︷︷ ︸
g fois
Or les H1(fi) sont des isomorphismes, car par construction la classe fondamentale du cercle S1 s’envoie par
fi successivement sur ei via ji, puis sur γi via γ, puis sur ei via l’identiﬁcation ϕ, et donc en de´ﬁnitive sur
la classe fondamentale du cercle via πi. Ceci implique successivement que H1(f1) ⊗ . . . ⊗H1(fg) et Hg(γ˜)
en sont aussi, et donc que γ˜ est de degre´ ±1. D’ou` le lemme.
Note. En fait une preuve plus limpide du Lemme 6.1 s’oﬀre a` nous lorsque on dispose de la notion du produit de
Pontrjagin, que l’on introduira au §3.9. Anticipons un peu. On conside`re a` nouveau l’application γ : (S1)g → T g
de´ﬁnie au de´but de la preuve pre´ce´dente. Il s’agit d’e´tudier l’homomorphisme Hg(γ) : Hg((S1)g) → Hg(T g). Or
d’apre`s Ku¨nneth on a un isomorphisme Hg((S1)g) ∼= H1(S1)⊗ · · · ⊗H1(S1) (g fois), et d’autre part le produit de
Pontrjagin (note´ ) fournit une ope´ration multiline´aire
H1(T g)× . . .×H1(T g)→ Hg(T g)
Ces deux ﬂe`ches s’incrivent dans un diagramme commutatif:
Hg((S1)g)
Hg(γ)−−−−−−−−−−−−−−−−−−→ Hg(T g)
| ↑
Ku¨nneth | | Pontrjagin
↓ |
H1(S1)⊗...⊗H1(S1)︸ ︷︷ ︸
g fois
H1(γ1)⊗...⊗H1(γg)−−−−−−−→ H1(T g)⊗...⊗H1(T g)︸ ︷︷ ︸
g fois
Il suit de la` que Hg(γ) applique la classe fondamentale de (S1)g sur γ1  · · ·  γg, qui n’est autre que la classe
fondamentale du tore T g. D’ou` une autre fac¸on de voir le lemme.
Ceci permet de conclure de la fac¸on suivante: on choisit πg+1 un point de Ω. Noter que πg+1 est non
nul, car Ω ne contient pas 0, puisque µ(C+) ne rencontre pas J(R) compte tenu du fait que µ : C → J
est un plongement (de`s que g ≥ 1) de´ﬁni sur R. Le Lemme 6.1 applique´ a` l’oppose´ −πg+1 ∈ T g, montre
qu’il existe g points π1, . . . , πg situe´s respectivement sur les courbes γ1, . . . , γg et donc dans Ω ∪{0} tels que
π1+. . .+πg = −πg+1. Noter que π1, . . . , πg sont non tous nuls vu que πg+1 
= 0. Ainsi π1+. . .+πg+πg+1 = 0,
ce qui exprime bien 0 comme somme de d ≤ g+1 points qu’on peut supposer eˆtre dans Ω, quitte a` omettre
les πi qui seraient e´ventuellement nuls. Cela ache`ve de de´montrer l’existence d’un morphisme sature´. En
re´sume´, nous avons de´montre´ le:
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The´ore`me 6.2. Soit C une courbe se´parante de genre g. Il existe alors un morphisme sature´ f : C → P1.
De plus il est toujours possible d’exhiber un tel morphisme de degre´ infe´rieur ou e´gal a` g + 1, mais le degre´
de f ne peut eˆtre abaisser en dessous du nombre r de composantes connexes de la partie re´elle, qui constitue
une borne infe´rieure absolue pour le degre´ d’un morphisme sature´.
Remarque 6.3. L’exemple de la Gu¨rtelkurve C4 montre qu’on ne peut pas toujours escompter trouver
un morphisme sature´ qui re´alise la borne infe´rieure r. En eﬀet du fait que le nombre minimal de feuillets
requis pour concre´tiser une courbe plane lisse Cm ⊂ P2 de degre´ m comme reveˆtement de P1 est m − 1, la
Gu¨rtelkurve est seulement trigonale. Il est donc impossible d’atteindre r = 2.
Mise en garde 6.4. Il ne faut pas croire que g + 1 constitue une borne supe´rieure pour le degre´ d’un
morphisme sature´, comme pourrait le laisser penser l’ambigu¨ite´ de la formulation suivante (extraite de
l’encyclope´die japonaise, cf. [EDM], p. 1367):
L. Ahlfors proved that a Riemann surface of genus g bounded by m contours can be mapped conformally to
an at most (2g +m)-sheeted unbounded covering surface of the disk.
En eﬀet une fois l’existence d’un diviseur unilate´ral D tel que D ∼ Dσ e´tablie, on peut e´videmment conside´rer
ses multiples kD qui satisferont encore la condition d’unilate´ralite´, ainsi que kD ∼ kDσ et qui induiront
donc des morphismes sature´s de degre´ kdeg(D), que l’on peut rendre arbitrairement grand.
Enonce´ en termes de fonctions, le The´ore`me 6.2 donne en particulier:
Corollaire 6.5. Une courbe re´elle C est se´parante si et seulement si il existe une fonction alge´brique
re´elle qui prend des valeurs re´elles seulement sur le lieu re´el de C.
3.7. Ame´lioration quantitative du the´ore`me d’Ahlfors
Le re´sultat du The´ore`me 6.2 que l’on vient d’e´tablir est en fait exactement celui obtenu par Ahlfors, qui
obtient comme nous l’existence d’un morphisme sature´ de degre´ g + 1 (cf. [Ah], Theorem 10, p. 132). Noter
que ce degre´ de concre´tisation tient seulement compte du genre g, mais ignore l’invariant r.
On propose dans ce qui suit de montrer que le re´sultat d’Ahlfors peut eˆtre substantiellement ame´liore´, en
repre´sentant la surface avec un nombre plus e´conomique (mais ne´anmoins universel, c’est-a`-dire qui de´pend
seulement de la topologie et non de la structure complexe) de feuillets au-dessus du disque, et ce en tenant
parfaitement compte de la topologie de la surface de Riemann a` bord.
Evidemment, compte tenu de la Remarque 3.2, le re´sultat d’Ahlfors est optimal pour les courbes Harnack-
maximales avec r = g+1—qui dans son langage correspondent aux surfaces de Riemann a` bord planes, c’est-
a`-dire celles qui se plongent dans le plan complexe C, [qui sont aussi classiquement qualiﬁe´es de schlicht†]).
Mais par contre on va voir qu’il n’en est rien en ge´ne´ral, en montrant qu’il est en re´alite´ toujours possible
d’exhiber un morphisme sature´ de degre´ e´gal a` la moyenne de r et g + 1. De fac¸on pre´cise:
The´ore`me 7.1. Soit C une courbe se´parante de genre g et r le nombre de composantes de C(R). Il existe
alors toujours un morphisme sature´ f : C → P1 de degre´ infe´rieur ou e´gal a` r+g+12 = r+ p (p s’interpre´tant
alors comme le genre d’une moitie´ de C).
Enonce´ en termes de surfaces de Riemann a` bord cela devient:
The´ore`me 7.1’. Soit S une surface de Riemann a` bord de genre p avec r composantes de bord. Il
existe alors toujours (inde´pendamment de la structure complexe sur S) un reveˆtement (ramiﬁe´) holomorphe
f : S → D2 vers le disque qui applique seulement le bord de S sur le bord du disque, et de degre´ infe´rieur ou
e´gal a` r+ p = r+g+12 (g s’interpre´tant alors comme le genre du double (de Schottky) de la surface a` bord S).
Remarque 7.2. Observer que ce re´sultat (7.1) est compatible avec le fait classique aﬃrmant que pour une
courbe complexe de genre g ge´ne´rale, le degre´ minimal d’un morphisme vers P1 est [ (g+1)2 ] + 1 (cf. [GH],
p. 261). De plus dans le cas complexe, on sait (loc. cit.) que pour g impair il y a une famille a` un parame`tre
de telles concre´tisations, tandis que pour g pair un nombre ﬁni (il est donc probable qu’il en va de meˆme
pour les morphismes sature´s).
† Rappelons qu’en allemand “schlichten” signiﬁe “aplanir”.
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Exemple. Pour illustrer ce nouveau the´ore`me
conside´rons encore une fois l’exemple de la
Gu¨rtelkurve avec g + 1 = 3 + 1 = 4 et r = 2.
Le The´ore`me 7.1 pre´dit l’existence d’un mor-
phisme sature´ de degre´ d = 3, et tel est bien
le cas comme on le voit en laissant de´ge´ne´rer
le centre de projection sur l’ovale interne de la
quartique (cf. Figure 6). Figure 6
C4 C4
Un autre exemple plus sophistique´ est le suivant: on conside`re la sextique C6 obtenue en de´formant la
conﬁguration suivante de trois coniques (cf. Figure 7) . Les simpliﬁcations eﬀectue´es e´tant compatibles avec
les orientations complexes, cette courbe est se´parante. Mais cela peut aussi se voir de fac¸on synthe´tique en
conside´rant le pinceau des coni-
ques passant par 4 points dis-
tribue´s a` l’inte´rieur des 4 ovales
les plus profonds. Toutes les co-
niques de ce pinceau de´coupent
12 points re´els sur C6, ce qui
rede´montre le caracte`re se´parant
de C6. Le morphisme sature´ est
ici de degre´ 12. Or on s’attend
avec 7.1 a` ce qu’il en existe un
de degre´ la moyenne de r = 5 et
g+1 = 11, i.e. 8 et tel est bien le
cas comme on le voit en laissant
a` nouveau de´ge´ne´rer les 4 centres
de projection sur les ovales.
C6
Figure 7
Avant de s’embarquer dans la de´monstration de ce nouveau re´sultat, je tiens a` raconter le cheminement
qui m’a sugge´re´ la possibilite´ d’une telle ame´lioration. C’est l’objet du paragraphe suivant.
3.8 Excursion chez les courbes complexes
et preuve heuristique du the´ore`me d’existence raﬃne´
Ce que nous avons fait jusqu’a` pre´sent, peut se re´sumer en disant que l’on a re´ussi a` e´tablir l’existence
d’un morphisme sature´ en s’appuyant sur un fait de nature topologique (le Lemme 6.1) que l’on aime bien
appele´ le principe d’irrigation. Son champ d’application n’est bien suˆr nullement limite´ a` cette seule question
de ge´ome´trie re´elle des courbes se´parantes.
Il est en particulier instructif de voir ce que donne notre me´thode d’irrigation dans le contexte plus
“simple” d’une courbe alge´brique complexe C (lisse irre´ductible). [Plus simple, ne serait ce que du fait que
la topologie d’une courbe complexe est e´pingle´e par un seul entier le genre g, alors qu’il en faut deux g et
r pour spe´ciﬁer celle d’une courbe re´elle se´parante.] Du fait que le morphisme d’Abel µ : C → J induit un
isomorphisme sur le H1, le principe d’irrigation (Lemme 6.1) s’applique aux images A1, . . . , Ag, B1, . . . , Bg
d’une base α1, . . . , αg, β1, . . . , βg de H1(C,Z), et montre que tout point de la jacobienne peut s’e´crire comme
somme de 2g points qui coulissent sur les 2g courbes fondamentales. En particulier cela donne la surjectivite´
de µ : C(d) → J pour d = 2g, alors qu’il est bien connu que la surjectivite´ vaut de´ja` pour d = g (c’est la`
l’objet du classique the´ore`me d’inversion de Jacobi). C’est cette de´faillance de notre me´thode dans le cas
classique ferme´ qui nous a sugge´re´ la possibilite´ d’ame´liorer le the´ore`me d’Ahlfors.
Mais cette de´faillance du principe d’irrigation n’est en re´alite´ qu’apparente, comme le montre l’argument
heuristique suivant—qui permet de re´habiliter le principe d’irrigation:
la courbe C est plonge´e dans sa jacobienne J qui est un tore de dimension 2g, et cette courbe est une
surface orientable de genre g, mais modulo une homologie elle y est plonge´e comme g tores de dimension
2 qui irriguent le tore J = T 2g. Par suite tout point de J peut s’e´crire comme somme de g points situe´s
sur ces g tores, et en espe´rant que cette proprie´te´ se conserve lors d’une “homologie”, on obtient une
justiﬁcation heuristique du the´ore`me d’inversion de Jacobi. On reconnaˆıt ici sans peine qu’il s’agit toujours
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d’une manifestation du meˆme principe d’irrigation: a` l’irrigation unidimensionnel (a` laquelle nous nous e´tions
initialement limite´) se substitue simplement une irrigation par des cycles bidimensionnels.
Cette observation e´tant faite, on peut revenir a` notre contexte de ge´ome´trie re´elle des courbes se´parantes,
et c’est la pre´diction heuristique analogue (a` celle que nous venons de faire), qui nous a conduit au the´ore`me
d’Ahlfors raﬃne´ (7.1).
En eﬀet, la donne´e est maintenant une courbe re´elle se´parante: et dans ce cas le syste`me—constitue´
• des r−1 courbes B+1 , . . . , B+r−1 de´ﬁnies comme les images des β+i —qui rappelons-le de´signent les traces
des cycles βi sur l’adhe´rence de la moitie´, (cf. Figure 4, p. 58)—dans le tore quotient T g = J/J(R),
• et des p tores τ1, . . . , τp bidimensionnels (de´ﬁnis pour l’instant seulement ne´buleusement par le biais
de la Figure 8 comme le re´sultat de l’e´vanescence de cercles sur la moitie´)
qui sont tous “dessinables” sur la moitie´—irrigue le tore quotient T g, de sorte que 0 peut eˆtre exprime´
comme somme de (r− 1) + p+1 = r+ p points de Ω, d’ou` une justiﬁcation heuristique du re´sultat annonce´
(The´ore`me 7.1).
α 1
pβp α
C +
Figure 8
C(R)
τ p
τ1β
β
α 11
p pα
ββ β1 2 r−1+ +
+β1+ β2+ βr−1
+
β1
On a donc recours—dans notre contexte non classique—a` une sorte d’irrigation “mixte”; en ce sens qu’elle
est obtenue en combinant cycles de dimensions 1 et 2. Enﬁn tout ceci conduit peut eˆtre a` faire apparaˆıtre
notre raﬃnement du the´ore`me d’Ahlfors comme une sorte d’analogue du the´ore`me d’inversion de Jacobi
pour les surfaces de Riemann a` bord.
La suite du chapitre n’est qu’une simple tentative de formalisation des deux arguments heuristiques que
nous venons de donner. On va d’abord le faire dans le cas classique. L’inte´reˆt de proce´der ainsi est double:
• primo on obtient une de´monstration purement topologique du the´ore`me d’inversion de Jacobi—ce qui
est en soi n’est pas rien, surtout dans la mesure ou` on re´vele que c’est un the´ore`me de ge´ome´trie alge´brique,
qui se re´duit en re´alite´ a` de la topologie combinatoire, et
• deuxio cela fournit l’opportunite´ de surmonter progressivement les diﬃculte´s: en se plac¸ant d’abord
dans le contexte sobre attache´ a` la donne´e d’une courbe complexe, on dispose d’un terrain plus propice
pour formaliser l’intuition de l’irrigation; formalisation qui une fois acquise permettra de s’aventurer avec
plus d’aisance dans la structure “topologico-combinatoire” touﬀue e´manant de l’e´tude d’une courbe re´elle
se´parante.
3.9 De´monstration du the´ore`me d’inversion de Jacobi via la topologie combinatoire
L’argument intuitif du paragraphe pre´ce´dent se formalise facilement comme suit:
on conside`re l’application d’Abel µ : Cg → J de´ﬁnie cette fois au niveau du produit Cg (et non pas
sur le produit syme´trique, ce qui compliquerait le calcul de l’homologie) et on va montrer que son degre´
topologique est non nul. [Noter que les varie´te´s Cg et J e´tant complexes, le choix d’une racine de −1 les
orientent simultane´ment, de sorte que le degre´ de µ est meˆme de´ﬁni sans ambigu¨ıte´ de signe si on voudrait].
Il s’agit donc d’e´tudier l’homomorphisme induit sur l’homologie de dimension maximale
H2g(µ) : H2g(Cg) −→ H2g(J) .
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Or d’apre`s Ku¨nneth on a H2g(Cg)  H2(C)⊗ . . .⊗H2(C)︸ ︷︷ ︸
g facteurs
, et l’on va se ramener a` savoir ce qu’induit
µ : C → J au niveau du H2.
D’autre part en exploitant la structure de groupe sur J , l’addition J × J +−→J induit Hi(J × J)→ Hi(J)
qui pre´compose´ avec le produit exte´rieur en homologie Hp(J) × Hq(J) ×−→Hi(J × J) pour p, q un couple
d’entiers tel que p+ q = i, fournit une ope´ration biline´aire
 : Hp(J)×Hq(J) −→ Hi(J)
appele´e le produit de Pontrjagin (cf. [Pon] ou [LB], p. 104).
Ce produit peut plus ge´ne´ralement se de´ﬁnir pour tout groupe de Lie G (voire un groupe topologique).
Mais dans le cas abe´lien, il satisfait en outre a` la relation d’anticommutativite´:
σ  τ = (−1)pqτ  σ pour σ et τ des cycles de dimensions respectives p et q
(cf. [Dold], p. 195). Relation dont on aura a` faire usage plus loin, et qui re´sulte aussitoˆt du fait que le produit
exte´rieur en homologie satisfait
i∗(σ × τ) = (−1)pqτ × σ
ou` i est l’involution de G×G qui e´change les facteurs, et i∗ de´signant l’homomorphisme Hp+q(i) induit en
homologie (cf. par exemple [Dold], p. 191).
Il suit de la` que l’anneau de Pontrjagin (H∗(T g),+, ) d’un tore T g (de dimension re´elle g) est naturellement
isomorphe—en tant qu’alge`bre gradue´e par la dimension des classes d’homologie—a` l’alge`bre exte´rieure sur
sa composante homoge`ne de degre´ un H1(T g):
(0) H∗(T g) ∼=
∧
H1(T g)
En particulier si γ1, · · · , γg est une base de H1(T g), le produit de Pontrjagin γ1  · · ·  γg de´crit une classe
fondamentale de T g.
Preuve de (0). On conside`re l’inclusion i : H1(T g) ↪→ H∗(T g). Comme i(x)  i(y) = −i(y)  i(x) (d’apre`s
la relation d’anticommutativite´ ci-dessus), on a aussi i(x)  i(x) = 0 pour tout x ∈ H1(T g), vu que H2(T g)
est sans torsion. Il existe donc d’apre`s la proprie´te´ universelle de l’alge`bre exte´rieure (cf. p. ex. [Jac], vol.
II, p. 141) un unique morphisme d’alge`bres
∧
H1(T g) → H∗(T g), dont on ve´riﬁe sans peine que c’est un
isomorphisme.
En ite´rant g-fois le produit de Pontrjagin on obtient une application multiline´aire
H2(J)× . . .×H2(J)︸ ︷︷ ︸
g fois
−→ H2g(J) ,
qui s’inscrit—ou plus exactement la ﬂe`che correspondante au niveau du produit tensoriel—naturellement
dans le diagramme suivant; qui est commutatif car les applications qui y ﬁgurent sont de´ﬁnies au moyen de
la loi de groupe sur J .
H2g(Cg)
H2g(µ)−−−−−−−−−−−−−−−−−−→ H2g(J)
| ↑
(1) Ku¨nneth | | Pontrjagin
↓ |
H2(C)⊗...⊗H2(C)︸ ︷︷ ︸
g fois
H2(µ)⊗...⊗H2(µ)−−−−−−−→ H2(J)⊗...⊗H2(J)︸ ︷︷ ︸
g fois
La connaissance de l’homomorphisme qui nous inte´resse H2g(µ) se rame`ne donc a` celle de l’homomorphisme
H2(µ) : H2(C)→ H2(J); qui fait l’objet du lemme suivant:
Lemme 9.1. Soit α1, . . . , αg, β1, . . . , βg une base symplectique de H1(C,Z), c’est-a`-dire telle que αi ·αj =
βi · βj = 0 et αi · βj = δij, et notons A1, . . . , Ag, B1, . . . , Bg leurs images dans H1(J,Z) par le morphisme
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d’Abel µ : C → J . Alors le cycle fondamental de l’image µ(C)—ou ce qui revient au meˆme l’image du cycle
fondamental H2(µ)([C])—est homologue a`
∑g
i=1 Ai  Bi dans H2(J,Z).
Preuve. L’ide´e de la de´monstration est la suivante: apre`s avoir contracte´
la surface de genre g sous-jacente a` C, sur un bouquet B de g tores de
dimension 2 comme l’indique la Figure 9, on peut trouver une factorisation
“homotopique”
C
µ−−−−→ J
(2) p↘ ↗ ϕ
B
de l’application d’Abel µ : C → J au travers de ce bouquet, i.e. une
application ϕ qui fasse commuter le diagramme (2) a` homotopie pre`s. Pour
l’application compose´e ϕ ◦ p, il sera alors ﬂagrant qu’elle enverra le cycle
fondamental de C sur le produit de Pontrjagin
∑g
i=1 Ai  Bi. Le lemme en
re´sulte alors par invariance homotopique de l’homologie.
L’argument de´taille´ est le suivant:
Pre´liminaire sur le mode`le 4g-gonale et concre´tisation ge´ome´trique de
l’hypothe`se symplectique. On se repre´sente d’abord la surface de genre g,
sous-jacente a` C, de la facon habituelle: soit comme quotient d’un 4g-gone
∆ [home´omorphe au disque] modulo la relation d’e´quivalence, qui identi-
ﬁe les points du bord de ∆ suivant le code α1β1α−11 β
−1
1 . . . αgβgα
−1
g β
−1
g
(cf. Fig. 9.a)). On note C(1) l’image du bord ∂∆ dans C, puisque ce
n’est autre que le 1-squelette de C, pour la structure cellulaire introduite
par le biais de la repre´sentation 4g-gonale. Noter que c’est ici qu’on fait
usage de l’hypothe`se symplectique, faite sur la base du H1. En eﬀet la
repre´sentation 4g-gonale livre non seulement la surface mais aussi une base
de son H1 en orientant le 1-squelette comme bord de la 2-cellule, base qui
est symplectique. Inversement e´tant donne´ des cycles qui forment une base
symplectique, on peut toujours la repre´senter de la sorte. [On peut meˆme
s’e´pargner tout ceci, quitte a` supposer directement dans l’e´nonce´ du lemme,
la base α1, . . . βg repre´sente´e par un syste`me de “retrosection” telle que sur
la Fig. 9.b).]
β
β
β
β
g
g
g
g
∆
0
C
B
π
p
Figure 9
α
α
α
α
1
1
1
1
−1
−1
−1
−1
Γ =
β1 1
T1
C   =(1)
α
α1
β1
Fig. 9.a)
Fig. 9.b)
Description de la contraction du bretzel C sur le bouquet B. Ensuite en quotientant C par le sous-espace
Γ de´ﬁni comme l’image par la projection canonique π : ∆ → C de la re´union des g rayons issus de l’origine
0 du disque ∆, et reliant 1 sommet sur 4 (les origines des αi) du 4g-gone ∆ (cf. Fig. 9a)), on obtient un
bouquet B =
∨g
i=1 Ti de g tores Ti de dimension 2, vu qu’une fois ces g rayons contracte´s on voit g 2-cellules
munies chacune de la relation d’e´quivalence αiβiα−1i β
−1
i sur leur bord.
Construction de l’application ϕ. Evidemment µ : C → J n’e´tant pas constante sur Γ (car injective de`s
que g ≥ 1), elle ne passe pas au quotient B = C/Γ. Par contre sa restriction a` C(1) induit elle—du fait que
C(1) ne rencontre Γ qu’en un seul point—une application ϕ(1) : B(1) → J de´ﬁnie sur B(1) l’image de C(1)
dans B. On construit ϕ : B → J , en recollant les applications ϕi : Ti → J de´ﬁnies sur chaque pe´tale Ti du
bouquet par
ϕi(z1, z2) = ϕ(1)(z1) + ϕ(1)(z2)
apre`s avoir ﬁxe´ une identiﬁcation entre Ti et S1×S1. Les ϕi se recollent, vu que les centres des Ti s’envoient
via les ϕi tous sur µ(p0) = 0.
Ve´riﬁcation du fait ﬂagrant. L’application µ˜ : C → J compose´e de p : C → B avec l’application ϕ : B → J
satisfait alors
H2(µ˜)([C]) =
g∑
i=1
Ai  Bi .
En eﬀet [C] s’envoie d’abord—via H2(p)—sur la somme
∑g
i=1 τ˜i des cycles fondamentaux τ˜i = α˜i  β˜i de
chacune des pe´tales Ti du bouquet, ou` α˜i, β˜i de´signent les images respectives de αi, βi dans le bouquet B.
64
D’autre part par construction de ϕ, on a H2(ϕ)([Ti]) = Ai Bi†, vu que ϕ(α˜i) = Ai et ϕ(β˜i) = Bi. Par suite
il vient bien comme annonce´
H2(µ˜)([C]) = H2(ϕ ◦ p)([C]) = H2(ϕ)
(
H2(p)([C])
)
= H2(ϕ)
( g∑
i=1
τ˜i
)
=
g∑
i=1
H2(ϕ)(τ˜i) =
g∑
i=1
Ai  Bi .
Commutativite´ du triangle (2) a` homotopie pre`s. Il reste a` ve´riﬁer que les applications µ et µ˜ sont
homotopes. Mais c’est la` une simple conse´quence du fait qu’elles ont meˆme restriction au 1-squelette de C.
En eﬀet, de ce fait on peut de´ﬁnir une application continue
F : ∂(∆× I) = (∆× ∂I) ∪ (∂∆× I)→ J
en recollant les applications suivantes:
• µ ◦ π sur la base infe´rieure ∆× {0} du “cylindre plein” ∆× I,
• µ˜ ◦ π sur sa base supe´rieure ∆× {1},
• et l’application µ ◦ π|∂∆ : ∂∆→ J sur le cylindre ∂∆× I identiquement au cours du temps.
On dispose a` ce stade de F de´ﬁnie sur le bord ∂(∆× I) de la 3-cellule ∆× I, bord qui est home´omorphe a`
une sphe`re S2. Or J ≈ T 2g e´tant home´omorphe a` un tore, on de´duit—du fait que [S2, Tn] = {∗} ne contient
a` homotopie pre`s que l’application constante—que l’application F s’e´tend a` la 3-cellule ∆ × I. Extension
qui fournit (par passage au quotient de ∆ a` C) l’homotopie cherche´e reliant µ a` µ˜.
On est maintenant en mesure de conclure. La commutativite´ du diagramme (1) combine´e au Lemme 9.1
montre que le ge´ne´rateur C × . . .× C (g fois) de H2g(Cg) s’envoie—via H2g(µ)—sur
(3) (
g∑
i=1
Ai  Bi)  . . .  (
g∑
i=1
Ai  Bi) .
On note τi = Ai  Bi. Du fait que le produit de Pontrjagin est alterne´ on a τi  τi = 0, de sorte que les
seules contributions proviennent des facteurs τi1  . . .  τig avec ij distincts deux a` deux. Enﬁn la relation
d’anticommutativite´ σ  τ = (−1)pqτ  σ pour σ, τ des cycles de dimensions p et q, montre que l’expression
(3) se re´duit—apre`s re´ordonnage des contributions—a`
g!(τ1  . . .  τg) = g![J ].
La dernie`re e´galite´ reposant sur le fait que pour un tore Tn de dimension n le produit de Pontrjagin α1. . .αn
d’une base α1, . . . αn de H1(Tn) repre´sente sa classe fondamentale. Le degre´ de µ : Cg → J est donc g! 
= 0,
d’ou` la surjectivite´ cherche´e de µ : Cg → J . Voila` donc une de´monstration purement topologique du
the´ore`me d’inversion de Jacobi (qui en particulier ne repose ni sur Riemann-Roch, ni sur le proper mapping
theorem).
Remarque. Cet argument purement topologique pour obtenir le the´ore`me d’inversion de Jacobi est aussi
pre´sente´ dans le livre de Clemens [Cl], p. 131–132. Notre de´monstration ge´ome´trique s’en distingue juste du
fait qu’elle est purement exprime´e dans le langage de l’homologie—ce qui en particulier permet de contourner
la dualite´ de Poincare´.
3.10 De´monstration du the´ore`me d’existence raﬃne´
On note Ω = Ω ∪ {0}, ou` Ω de´signe le sous-ensemble de T g = J/J(R) de´ﬁni au §3.6, c’est-a`-dire l’image
de la moitie´ C+ dans le tore quotient T g. Pour e´tablir le The´ore`me 7.1—aﬃrmant qu’il existe toujours un
morphisme sature´ de degre´ infe´rieur ou e´gal a` r + p—il suﬃt de montrer l’assertion suivante:
Proposition 10.1. L’ensemble (d− 1)Ω = {π1 + . . .+ πd−1 | πi ∈ Ω} est e´gal a` tout T g pour d = r + p.
† C’est meˆme vrai en tant que cycle, si on avait pris la peine de de´ﬁnir le produit de Pontrjagin au niveau des cycles.
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Rappel de pourquoi cela suﬃt. On a vu au §3.6 que l’existence d’un morphisme sature´ de degre´ d e´quivaut
a` la possibilite´ de repre´senter 0 comme somme de d points π1 + . . . + πd tous situe´s dans le sous-ensemble
Ω. D’autre part si (d − 1)Ω est e´gal a` tout T g pour un certain entier d, alors une telle repre´sentation est
possible. En eﬀet il suﬃt de choisir un point πd ∈ Ω, et alors −πd ∈ T g. Mais d’apre`s l’hypothe`se, il existe
π1, . . . , πd−1 ∈ Ω (non tous nuls) tels que π1 + . . .+ πd−1 = −πd et donc π1 + . . .+ πd−1 + πd = 0.
Intuitivement la Proposition 10.1 repose sur l’observation que le syste`me constitue´ des
• r − 1 courbes B+1 , . . . , B+r−1 et des
• p tores τi = A˜i  B˜i [ou` A˜i, B˜i sont les 1-cycles de T g image des α˜i, β˜i de´ﬁnis par la Figure 4 (p. 58)]
qui sont tous “dessine´s” sur Ω irrigue le tore T g = J/J(R). (La condition d’irrigation peut se formaliser en
disant que leur produit de Pontrjagin B+1 . . .B
+
r−1τ1. . .τp fournit la classe fondamentale du tore ambiant
T g). Intuition qui est donne´e par la Figure 5 (p. 58) et arithme´tiquement conﬁrme´e par (r − 1) + 2p = g.
Preuve de la Proposition 10.1. Pour obtenir une de´monstration formelle de (10.1), on introduit l’application
suivante
ψ : Ω
d−1 −→ T g,
(π1, . . . , πd−1) →
d∑
i=1
πi
dont il s’agit d’e´tablir la surjectivite´ pour d = r+p. On va le faire en s’appuyant sur un crite`re homologique
de surjectivite´.
Oﬀrons-nous le luxe de quelques remarques pas indispensables, mais utiles pour la compre´hension. Pour
l’instant rappelons que nous avons de´ja` fait deux fois usage du crite`re classique de surjectivite´ (degre´ brouw-
erien 
= 0⇒ surjectivite´ d’une application continue e´quidimensionnelle entre varie´te´s oriente´es)
1) d’abord pour le lemme d’irrigation
2) et ensuite pour la preuve du the´ore`me d’inversion de Jacobi
Mais a` l’application ψ qui intervient maintenant, on ne peut pas directement appliquer ce crite`re de surjec-
tivite´. Deux obstacles a` cela:
• d’abord la source Ω d−1 n’est pas une varie´te´. Pour s’en convaincre, il suﬃt de noter que Ω de´ja` n’en est
pas une, e´tant par de´ﬁnition Ω∪{0}, et c’est donc aussi l’image dans J/J(R) de la surface a` bord C+. Or les
r composantes de bord de la moitie´ C+ (compactiﬁe´e) sont toutes contracte´es sur l’origine 0 (cf. Figure 10),
de sorte que Ω s’apparente plutoˆt a` une sorte de “parachute”.
ββ β
β
β
ββ
pα
α1
1
Ω
0
C(R)
C
β2
p
1 β
β pα
α1
p
1
1 2 r−1
r−1
Figure 10
• ensuite l’application ψ n’est pas e´quidimensionnelle. En eﬀet la source de ψ est de dimension (re´elle)
2(d− 1) = 2(r+ p− 1) = 2(r− 1+ p) = 2(r− 1+ g+1−r2 ) = 2(r− 1) + g+1− r = g+ r− 1 ≥ g. Ainsi ψ est
“sur-dimensionnelle”.
Nous allons reme´dier a` l’absence de degre´ pour ψ, en utilisant le crite`re homologique de surjectivite´
suivant—qui est une ge´ne´ralisation directe du crite`re de surjectivite´ classique:
Lemme 10.2. Soit f : M → N une application continue ou` N de´signe une varie´te´ (connexe) de dimen-
sion n. Si l’homomorphisme Hn(f) : Hn(M,Z) → Hn(N,Z) induit en homologie de dimension donne´e par
celle du but N est non nul, alors f est surjective.
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Preuve. Sinon f e´vite un point q de N . Mais N − {q} se re´tracte par de´formation sur la varie´te´ a` bord
N˜ de´duite de N en lui excisant une boule ouverte de dimension n centre´e en q. On a donc Hn(N − {q}) =
Hn(N˜) = 0, et vu que f factorise par N − {q} on en de´duit par fonctorialite´ que Hn(f) = 0.
Remarque. La de´monstration utilise seulement que N est un espace pour lequel il existe un entier n tel
que l’excision d’un point quelconque de N annule son Hn.
Appliquons ce lemme a` ψ. On doit ve´riﬁer que Hg(ψ) est non nul. La formule de Ku¨nneth donne
Hg(Ω
d−1
) =
⊕
i1+...+id−1=g
Hi1(Ω)⊗ . . .⊗Hid−1(Ω).
Vu que (r − 1) + 2p = g (et supposant d = r + p), cette somme contient le terme
H1(Ω)⊗ . . .⊗H1(Ω)︸ ︷︷ ︸
r−1 fois
⊗H2(Ω)⊗ . . .⊗H2(Ω)︸ ︷︷ ︸
p fois
D’autre part, du fait que l’application ψ est fabrique´e moyennant la loi de groupe sur T g le diagramme
suivant commute:
Hg(Ω
d−1
)
Hg(ψ)−−−−−−−−−−−−−−−−−−−−−−−→ Hg(T g)
| ↑
(4) Ku¨nneth | | Pontrjagin
↓ |
H1(Ω)⊗...⊗H1(Ω)︸ ︷︷ ︸
r−1 fois
⊗H2(Ω)⊗...⊗H2(Ω)︸ ︷︷ ︸
p fois
i∗−→H1(T g)⊗...⊗H1(T g)︸ ︷︷ ︸
r−1 fois
⊗H2(T g)⊗...⊗H2(T g)︸ ︷︷ ︸
p fois
ou` i∗ est la ﬂe`che induite par l’inclusion i : Ω ↪→ T g.
Commutativite´ qui permet de ramener la connaissance de Hg(ψ) a` celle de H2(i) : H2(Ω) → H2(T g).
Concernant cette dernie`re on a le:
Lemme 10.3. Le cycle fondamental ω de Ω est homologue a`
∑p
i=1 A˜i  B˜i dans H2(T
g,Z).
Preuve intuitive. La de´monstration heuris-
tique se fait en e´vanouissant des cercles sur
Ω comme l’indique la Figure 11. Une fois les
cercles e´vanouis, il reste
∑p
i=1 A˜i  B˜i, plus
l’image continue d’une sphe`re (cf. Figure 11).
Mais cette dernie`re ne contribue pas du fait
que le groupe des classes d’homotopie [S2, Tn]
d’une sphe`re de dimension 2 dans un tore est
trivial—du fait que S2 est simplement con-
nexe et vu que le reveˆtement universel de Tn
est contractile. D’ou` l’assertion.
β
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De´monstration du Lemme 10.3. L’argument est essentiellement le meˆme que celui qu’on a donne´ pour une
courbe complexe, modulo un petit pre´liminaire; qui consiste simplement a` observer que tout devient plus
clair, si on “de´balle” un petit peu Ω, en introduisant le bretzel de genre p qui “vit au-dessus” de Ω. Ce qui
permet de se ramener a` la situation connue d’un bretzel qui s’envoie dans un tore (de´ja` rencontre´e lors de la
de´monstration du Lemme 9.1), et il suﬃt alors de re´pe´ter mot pour mot l’argument pre´ce´dent.
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L’argument pre´cis est le suivant: On conside`re sur la surface
a` bord C+ la relation d’e´quivalence ∼ donne´e par l’appartenance
a` une meˆme composante connexe de bord. Le quotient par cette
relation C+/ ∼ est une surface de genre p (ou` comme d’habitude
p = g+1−r2 ). On note Σ cette surface (cf. Figure 12).
L’application compose´e C+
µ→ J → T g = J/J(R) passe au
quotient Σ, et donne une application ε : Σ→ Ω; qui postcompose´e
avec l’inclusion Ω
i
↪→ T g donne l’application
ν : Σ
ε Ω i↪→ T g .
On reconnaˆıt alors en cette application ν d’un bretzel vers un
tore un analogue parfait—du moins au niveau topologique—de
l’application d’Abel µ : C → J . On peut alors recopier mot pour
mot l’argument pre´ce´dent (celui de la preuve du Lemme 9.1), qui
se re´sume en disant qu’il existe une factorisation homotopique de
ν au travers d’un bouquet B de p tores
Σ
ν−−−−→ T g
p↘ ↗ ϕ
B
α
Σ
αp
α 1
pα
C +
Figure 12
β1
βp
β1
βp
et cela conduit—dans le cas pre´sent—a` la formule H2(ν)([Σ]) =
∑p
i=1 A˜i  B˜i. Or la classe fondamentale ω
de Ω est H2(ε)([Σ]), on obtient bien
H2(i)(ω) = H2(i)(H2(ε)([Σ]))
= H2(i ◦ ε)([Σ])
= H2(ν)([Σ]) =
p∑
i=1
A˜i  B˜i. D′ou` le lemme.
Cela e´tant il est maintenant facile de ve´riﬁer que l’homomorphisme ψ∗ := Hg(ψ) est non trivial. En eﬀet,
e´valuons le sur l’e´le´ment β+1 ⊗ . . .⊗β+r−1⊗ω⊗ . . .⊗ω (p fois ω). On obtient compte tenu de la commutativite´
du diagramme (4):
ψ∗(β+1 ⊗ . . .⊗ β+r−1 ⊗ ω ⊗ . . .⊗ ω) = B+1  . . .  B+r−1  ω  . . .  ω
= B+1  . . .  B
+
r−1  (
p∑
i=1
A˜i  B˜i)  . . .  (
p∑
i=1
A˜i  B˜i).
Les seules termes de cette somme qui subsistent sont ceux qui fournissent un objet de dimension g non-
de´ge´ne´re´: ils s’obtiennent en prenant de chacune des p sommes des 2-tores τi = A˜i  B˜i deux a` deux
distincts. L’expression ci-dessus se re´duit donc—par biline´arite´ du produit de Pontrjagin et tenant compte
du fait que les τi, e´tant de dimension 2, commutent entre eux—a`
B+1  . . .  B
+
r−1  p!(τ1  . . .  τp) .
Or la classe fondamentale du but T g est [T g] = B+1  . . .  B
+
r−1  τ1  . . .  τp. Ainsi l’e´le´ment envisage´
a pour image p![T g] 
= 0, ce qui conﬁrme bien la non-nullite´ de ψ∗—et ache`ve par la` meˆme la preuve de la
Proposition 10.1.
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