mobility of electrons inside the streamer channel. Therefore we expect that in a simulation with a more realistic mobility the electric field inside the streamer channel would be slightly lower, leading to a higher potential difference between two colliding streamer tips.
Between 10 kV/cm and 300 kV/cm, which is the most important range for streamer dynamics our mobility deviates from the field-dependent mobility by about 30%, either by under-or by overestimating it. We investigated the role of this deviation by running our simulations with electron mobilities µ = 245 cm 2 V −1 s −1 and µ = 429 cm 2 V −1 s −1 , corresponding roughly to reduced electric fields E/n of 10 3 Td and 10 2 Td, where n is the air density and 1 Td = 10 −17 V cm 2 . The outcome of these simulations appears in figure S2 , which plots the highest electric field within the computational volume as a function of time. The differences between the three simulations are minor, with small variations in development times and indistingishable peak field values.
As expected, the higher the electron mobility the faster the streamers and the sooner they collide.
II. COMPARISON WITH ELECTROSTATIC SIMULATIONS
To verify our FDTD code we compared it with a purely electrostatic code in a situation where which has been previously used in several publications to investigate streamer dynamics [3] [4] [5] [6] [7] [8] .
The code is based on the adaptive-refinement scheme described by Montijn et al. [9] . For this comparison we used the same transport coefficients and reaction rates as described in the main text for the FDTD code.
Both with the code presented in this work (PESTO) and with ARCoS, we simulated a negative streamer propagating between two planar electrodes separated by 5 cm. The applied electric field is 40 kV/cm and the streamer is initiated by a neutral, half-gaussian ionization seed centered in the central axis at the upper electrode with a peak electron density of 10 16 cm −3 . Since the photoionization approximations employed in the two codes are different, we opted here for disabling this feature in both cases. Figure S3 shows the results of the two simulations after 4 ns (after this time the streamer undergoes pseudo-branching and further evolution is quite dependent on the discretization details). The two simulations yield practically identical results, which gives us confidence in the correctness of our implementation. We emphasize that the two programs that produced these results are completely independent, not sharing any source code.
