In this paper, an image matching algorithm combining a SVD matching approach and scale invariant measure is proposed to relate images with large-scale variations. To obtain a better performance on handling redundant points, we modify the SVD matching approach which enforces the condition of minimal distance between the structures of point patterns at the same time ensures the likeliness of the matched points. Together with the adoption of scale invariant features, the proposed method can match features undergoing significant scale changes and provide a set of matches containing a high percentage of correct matches without any statistical outlier detection.
INTRODUCTION
Image matching is a process of identifying the corresponding image tokens across a pair of images. 1 With the development of epipolar geometry 2 , establishing a reliable feature correspondence has become increasingly crucial for many computer vision problems, for instance, image recognition, mosaicing, motion tracking, pose estimation and 3D reconstruction. Due to several reasons, including reliability of extraction, ease of discrimination and sophistication of theory, feature point is more commonly chosen in image matching. This paper aims at effectively relating images with significant scale changes which result from, for example, zooming and photographing with large position offset.
A classical and successful strategy for reliably corresponding image points from two uncalibrated images is summarized 2 as: (i) Detect salient points e.g., corner points 3 independently from both images; (ii) Compute potential matches; (iii) Remove mismatches or outliers through robust statistical methods while estimating the fundamental matrix which encapsulates all geometric relations between the two views. Further feature counterparts can be guide-matched by the determined fundamental matrix. 2 Although the robust statistical methods such as RANdom SAmpling Consensus 4 (RANSAC) and Least Medium Square 5 (LMedS) are able to tolerate a fraction of incorrect matches, in a number of situations such as repetitive patterns or wide baseline cases where the percentage of mismatches is too high, they are inefficient or may even fail. Establishing a good number of putative matches is crucial in the whole matching process.
Putative correspondences are usually established by measuring closeness of photometric values between regions or windows centred at the salient points. Cross correlation has long been a commonly used similarity measure and is demonstrated to be very successful in relating images. In early days, the correlation windows are simply a square of an empirically chosen size. However, windows with the same shape and size are not appropriate for matching images with wide baselines or large scale changes since images are notably deformed from one to another. Recently active researches have been performed on wide baseline matching. In order to handle the image deformation due to changes of view, Pritchett and Zisserman 6 choose correlation windows first by finding a set of local planar homographies. However, the method can only be used when the image structures are found to contain large planar regions. A more successful way of relating images is to use features which are invariant to (can be repeatedly computed regardless of) scale or affinity transformations. At the same time, various scales or affine invariant feature descriptors are developed (see Baumberg   7   ,  Lowe  8 and Mikolajczyk and Schmid  9 ) . From a recent performance evaluation of local descriptors from Mikolajczyk and Schmid 10 , the cross correlation method gives a reasonable result as compared with other descriptors. In this paper, cross correlation scores are used to measure similarity of two feature points for simplicity of algorithm development. To relate images with large scale differences, Dufournaud et al. 11 develop a multi-scale matching framework as follows: (i) points of interest and descriptors are computed at several scales; (ii) interest points in every two scale levels are compared following a robust matching algorithm. Although the algorithm can handle images with very large scale changes, the computation is however exhaustive.
Different types of matching algorithms described above are mainly based on photometric comparison. Scott and Longuet-Higgins 12 propose another approach for pairing points of uncalibrated images by operating on their distances. This approach pairs up two sets of points by performing a Singular Value Decomposition (SVD) on a matrix consisting of the distances across the points. Pilu 13 improves the algorithm by incorporating similarity measure in it and demonstrates the usefulness of considering both intensity and geometry information in the pairing process.
In this paper, we propose a modification of the SVD matching algorithm. A similarity transformation consisting of one translation and scaling is applied to one of the images preceding the SVD matching algorithm, such that the centroid of points in that image is coincident with that in the other image, their coordinates are then measured by the same scale. The transformation separates the undesired points out from the good ones and therefore suppresses their effects in the pairing process. With the transformation, a significant improvement is made over the original SVD method. Accompanying with scale invariant features, the proposed algorithm is demonstrated to have given a better and more consistent correspondences for images with large scale differences even without any outlier detection.
The paper is organized as follows. Some background information on Scale-Space theory and a scale invariant feature extraction method are described in Section 2. Section 3 summarizes and explains the SVD matching algorithm. In Section 4, a modified SVD matching algorithm is proposed. Experimental results and discussions are given in Section 5 and 6 respectively.
SCALE INVARIANT FEATURES FOR IMAGE MATCHING
Computation of similarities between the feature points across two images is carried out on their windows. Since imaged objects appear in various scales in different images, it is unreasonable to use a particular window size for an object in different views especially in the case of matching images with large scale variations. Scale-space theory provides a solution to the problem of window size selection. In this section, some basic concepts of scale-space are briefly introduced, and a method of extracting scale invariant features is given.
An image usually consists of structures of both coarse and fine resolutions and can be characterized by a multi-level representation called scale-space 14 . A precise mathematical definition of scale-space can be stated as follows. Given a grey level image I(x, y) where x and y are the image coordinates, its scale space L(x, y, t), which consists of an extra parameter t called scale parameter (which originally is the time parameter of heat diffusion equation 14 ) other than the spatial parameters x and y, is defined to be the solution of the heat diffusion equation ) with the original image. For computational purpose, the scale space may be sampled along the scale dimension yielding a set of scale space images which are Gaussian images (or simply Gaussian). The scale of a Gaussian is equal to the standard deviation of the applied Gaussian kernel.
An important property of function L is that its derivatives are invariant to spatial rescaling of the original image when they are properly normalized.
14 With this nice property, Lindeberg suggests that features which are invariant to image rescaling can be extracted by locating the extrema of t∇ 2 L called scale normalized Laplacian of Gaussian (LoG), where the extrema are obtained by comparing every pixel to its neighbours at the current and adjacent scale levels. Comparing with other possible derivative functions, Mikolajczk 15 concludes from various experiments that LoG can produce image features of highest stability with respect to scale variations. From (1) and substituting t= σ 2 , it can be shown that difference of Gaussian (DoG), which is subtraction between two adjacent Gaussian images in the discrete scale space L (see Figure 1 ), gives a finite difference approximation to the LoG operation. In other words, the desired scale invariant features can be located from the extrema of the DoG images whose computation is more efficient than that of LoG. To improve feature stability, edge responses should be eliminated by considering the Harris response function 3 , while accuracy of feature localization is enhanced by performing an interpolation which fits a quadratic function to the sample points. For further details of implementation and issues concerning computational efficiencies, the reader is referred to Lowe's paper 8 .
The features used in our matching algorithm are located by the method described above since they can be repeatedly detected regardless of what scale of the image is, which is of particularly importance in matching images with significant scale differences. Note that every feature is now associated with a scale value according to which layer it is detected from. Besides being used for determining the size of correlation windows, the scale values of the features are also used to determine the ratio of the scales of images. This ratio is employed to suppress the effect of rogue points arising from different fields of views of images.
IMAGE MATCHING BY SINGULAR-VALUE-DECOMPOSITION
Image matching usually relies on the photometric similarity between image features if no prior knowledge is obtained on the epipolar geometry of the two views. This section describes another image matching technique, the SVD matching approach 12 , in which image features across two images are paired according to their proximities. The section first introduces a method used to associate point patterns by operating on a likelihood matrix, then describes how the points' geometric and photometric information is employed in the likelihood matrix. A main advantage of adopting the SVD technique in image matching than merely measuring the similarity between features is that the SVD technique provides a coherent pairing which is especially useful in the case of images with repetitive patterns (in which case a feature may have high correlation scores with several points in the other image (see Figure 3) ). Although there are a few degenerate 'UU situations 12 , the SVD matching method, in general, gives superior results to the other methods using purely similarity measures.
Singular-Value-Decomposition Matching
Given that two sets of feature points in two different images as {x i }(i= 1, 2, … , m) and {x' j }(j= 1, 2, … , n). If the likelihood of each pair of points as a match is known, the points can be paired to maximize the overall sum of likelihood subject to one-to-one correspondence constraint. When a likelihood matrix G∈ℜ m×n is formed with its i-j entry G ij representing how likely the features x i and x' j are matched (with the likelihood value varying from 1 for highly related pair to 0 for unrelated pair), the likelihood maximization problem can be simplified to a problem of determining a pairing matrix P∈ℜ m×n which maximizes the inner product P :
. The pairing matrix indicates how point patterns should be associated. The inner product maximization problem 12, 15 can be solved by applying a SVD on G, and the pairing process is called SVD matching.
SVD matching approach is to first apply a SVD on the likelihood matrix G as G= U D V T where U and V are orthogonal square matrices of dimension m and n respectively, and D is a m × n diagonal matrix containing the singular values of G in descending order. The pairing matrix can then be computed as P = U E V T where E is a m × n diagonal matrix with all its diagonal values equal to 1. If P ij of P is the greatest element in both its row and column, the feature x i is associated with the feature x' j . Due to the orthogonality of P, all points cannot be strongly associated with more than one feature, the one-to-one mapping constraint is satisfied naturally. The algorithm is shown as follows. Perform a SVD on the likelihood matrix G as G= U D V T .
2.
Set E to be a m × n matrix with E ij = 1, ∀ i= j, and E ij = 0 otherwise. 3.
Compute the pairing matrix P as P = U E V T .
4.
Locate and stack all (i, j) pairs that P ij > P kj and P ij > P il , ∀ k≠i, l≠j, into a pairing list.
5.
Output the pairing list. The result of SVD matching approach depends on how the likelihood matrix G is defined. Scott and LonguetHiggins 12 propose a way to associate points using their distances (or proximities). This likelihood matrix and its modification proposed by Pilu 13 are shown below.
Scott and Longuet-Higgins' Proximity Matrix
Inspired by human visual system, Ullman concludes that a point pair which appears at similar locations in their images is more likely to be a match. He therefore develops the minimal mapping theory 1 that features across two images which can successfully be related by minimizing the total distance covered by the image elements subjecting to one-to-one correspondence constraint. Scott and Longuet-Higgins 12 prove that, instead of using total distance, sum of squared distances covered by all points should be minimized in order to cope with image translation, shearing and scaling deformations. The sum-of-squared-distance minimization problem is in fact a likelihood maximization problem where the likelihood matrix G now comprises mutual point distance information. Scott and Longuet-Higgin call G the proximity matrix.
Scott and Longuet-Higgins define the proximity matrix G with its i-j entry as 
where r ij is the Euclidean distance between points x i and x' j , and δ a distance unit. The value of G ij reflects the interaction degree or proximity between x i and x' j . It decreases monotonically from 1 for adjoining pair (likely to be a match) to 0 for distant pair (unlikely to be a match). The distance unit δ is a parameter controlling the degree of interaction. For instance, when δ is small, G ij drops rapidly with r ij resulting that only nearby points is allowed to be paired in the later process. An important property of G ij is that when δ is significantly large comparing to r ij . G ij can be approximated up to the first order as
Therefore, one-to-one mapping from point indices i to j that maximizes ∑ 
Correlation-weighted Proximity Matrix
However, the SVD algorithm using Scott and Longuet-Higgins' proximity matrix cannot be subjected to rogue points (i.e., feature points appear in one image but are missing in the other). Unfortunately rogue points are common in real situations because there is no absolutely accurate feature detector and the images being matched usually have different fields of views. The algorithm, therefore, cannot be directly applied to match real images. To remedy this weakness of the algorithm, based on the belief that rogue points are appeared to be different from the interested ones, Pilu 13 proposes to expel dissimilar features from the pairing process. Each element of Scott and Longuet-Higgins' proximity matrix G is weighted by a corresponding similarity measure as 
where c ij is the correlation score between two gray level patches around x i and x' j . Pilu calls the resulting G w correlationweighted proximity matrix. Since correlation score c ij changes from -1 for uncorrelated patches to 1 for identical patches, the elements of both G w still range from 0 to 1. Similar to the G defined by Scott and Longuet-Higgins, the parameter δ in Pilu's still provides a freedom in adjusting the interaction between feature points. Note that when δ of (4) is selected to be very large, the amended algorithm becomes a maximal sum of correlation mapping. The best matching result is obtained when δ is equal to the average displacement of the correspondences. Pilu's paper suggests that a good result is usually found when δ is set to be one eighth of the image width. 13 The SVD matching algorithm can be further extended by embedding the proximities with other pair-wise constraints or defining other likelihood matrix. For example, Henrichsen et al. 17 include the match strength (a measure of support for each match) proposed by Zhang et al. 5 in the SVD matching.
SCALE INVARIANT IMAGE MATCHING BY SINGULAR VALUE DECOMPOSITION
In Section 3, it is shown how images are related using singular value decomposition. In this section, we propose an algorithm extended from the SVD matching technique to relate images with large scale difference.
In order to relate two images with large scale difference, feature points have to be extracted at the correct location irrespective of the image scale. In this paper, the feature detection technique described in Section 2 is adopted. Each feature is represented by a correlation window where the (half) window size is determined by the associated scale of the feature point. In this work, it is selected to be four times the detected scale in which the detected features have a dimension about 3.5 times the detected scale (see Figure 2 ). To compare windows of different dimensions, the windows are sampled or normalized to a standard dimension, say the mean of all window sizes.
Even though there are methods to measure the similarity of features across the two images with different scales, SVD matching is not directly applicable to images with significant variations in fields of views due to the appearance of a number of rogue points in the image with larger zoom factor. Some of those rogue points fortuitously acquire a reasonable correlation score with their neighbouring points in the other images causing ambiguities in the SVD pairing process ( Figure 5 ). To suppress the effects of the rogue points due to zooming, images should be transformed before undergoing the SVD matching process. The transformation which requires knowledge on the scale difference and translation between images is to move the rogue points away from the interested points in order to lower their possibilities to be paired.
There are two stages in our approach. In the first stage, a set of putative point correspondences between two images is established by cross correlation matching 5 when the windows are properly normalized 7 . To guarantee that there will be a sufficient number of correct matches, a high correlation threshold says 0.8 to 0.9 is set. As mentioned in Section 2, every feature is associated with its scale. Once the ratios between scales of the matched pairs are calculated, the scale difference between two images could subsequently be determined from the peak of histogram of the scale ratios. This is because the scale ratio of scale invariant correspondences is equal to the scale ratio of the two images. For example, from Figure 4 the images' scale ratio is determined to be 3. One may find that there is a peak at scale ratio of 1 other than the determined value. It is because a limited range of scale is defined in the feature extraction. The ambiguity can be resolved by investigating the point distributions (i.e. distances of the points to the centroid). The centroid of an image is taken to be median of the coordinates of the matched points. The reason of using the median instead of mean is to avoid the influence of outlier matches. In the second stage, the images are rescaled according to their scale ratio and the origins of the images are translated to the centroids of the matched points. The SVD matching, Algorithm 1, is carried out with the interaction parameter δ set to be the median of displacements of the putative matches. The proposed algorithm is given in Algorithm 2.
Algorithm 2: Scale-invariant SVD matching Algorithm 1.
Use Scale invariant method to determine feature points with scaling values {x i , s i } and {x' j , s' j } (i.e., Section 2).
2.
Compute c ij with their own window sizes.
3.
Apply winner-takes-all strategy with an appropriate correlation threshold value (e.g., 0.8) to extract a set of putative correspondences ℑ from the correlation matrix [c ij ] ∈ℜ m×n .
4.
Compute two transformations from ℑ (including translation and isotropic scaling) to transform the two different sets of feature points into a common frame.
5.
Compute the proximity matrix G w .
6.
Apply Algorithm 1 to G w to compute the pairing matrix P.
7.
Output the pairing list.
RESULTS
Several experiments have been performed on various images. Comparisons are made on the results obtained from cross correlation matching, normal SVD matching and our proposed method. The experimental results acquired show that our proposed method gives the best and most consistent correspondences regardless of scale variations, and excellent performance is obtained even at a scale factor of more than 3. Although there are inevitably a few mismatches, these mismatches can easily be removed by any commonly used disparity coherence techniques, like the median flow filter 18 since the majority of the resultant matches are correct. Alternatively the false matches may be resolved by robust statistical methods at the same time the epipolar geometry between the two images is being recovered.
Without lost of the generality the image with larger scale is selected to be the second image for each image pair. Figure 6 illustrates three image pairs with different scale variations: they are 1: 1.2 (the Stone), 1: 2.1 (the Book) and 1: 3.1 (the Building). The image pairs are then matched by three matching methods: cross correlation matching, SVD matching and scale invariant SVD matching. Cross correlation matching refers to the winner-take-all algorithm maximizing the resultant sum of cross correlation score. Pilu's correlation weighted matrix is adopted in the SVD matching. Scale invariant SVD matching refers to our algorithm. Note that the three algorithms use the same set of cross correlation scores. The correlation threshold for a match is selected to be 0.8 for all these methods. The obtained matches are then verified by using the corresponding geometric model computed from a sufficient number of manually marked point pairs. Table 1 summarizes the matching results including total number of matches and mismatches of the three matching methods. For image pairs with small differences in scales, for example in case of the "Stone" images, the SVD matching algorithm gives a more consistent result than the cross correlation one. Since a translation is applied in the scale invariant SVD matching algorithm, its resulting matches are not necessarily the same as the normal SVD one. However, as the image scale variation increases (in the case of the Book and Building), the performance of the SVD matching degraded and only a few matches are returned due to the conflict between the rules of proximity similarity (1+c ij )/2. The proposed algorithm returns a reasonable number of matches and gives the best percentage of correct matches among the three algorithms regardless of scale variations of the images. A particular high percentage of mismatches is found in the Book images. It is partly due to the inaccuracy of the selected feature point detector which limits the performance of all matching algorithms. Moreover, several English characters were repeated at very close locations in the images. The Building image pair demonstrates the usefulness of using the technique of SVD matching in relating images with repetitive patterns.
DISCUSSION
This paper has proposed a new effective method for matching images with large scale variations. We have shown that the new algorithm gives good and consistent correspondences even without outlier detection. Our method has several advantages over the original Singular Value Decomposition image matching algorithm. First, the transformation preceding the SVD matching separates rogue points out from the SVD pairing process. Secondly, no preset value is required for the interaction parameter as it is automatically determined at the putative matching stage. Although an additional step is needed, the correlation matching is very fast as comparing with the SVD computation. On the other hand, the correlation matching can be used to reduce the number of candidates by removing those having low correlation 
Building
Book score values with all points in the other image. As the dimension of the matrix G is reduced, the computation time for SVD computation is reduced.
