ABSTRACT In order to obtain accurate underwater target tracking results in forward-looking sonar image sequences, an adaptive particle swarm optimization (APSO) algorithm is proposed to track the underwater target. Specifically, an adaptive inertia weight is first applied to solve the problem of diversity loss and premature convergence in the PSO algorithm. Then, the individual optimal fitness value of a random particle selected from particle swarm is compared with that of the current particle, and the larger one is used to update the velocity of the particle to further prevent particles from falling into the local optimum. On this basis, when the underwater target is occluded, a new update strategy based on an adaptive discrete swarm optimization algorithm is used to update the particle's position according to the level of occlusion so as to achieve a better tracking result. Finally, the experimental results show that the proposed APSO can accurately complete underwater target tracking. Compared with other algorithms, the proposed APSO has higher tracking accuracy and faster tracking speed, and it has a certain effectiveness and adaptability.
I. INTRODUCTION
With the deep understanding of the ocean, the strategic position of the ocean has become more and more important. Sonar as a kind of underwater detection equipment, has important significance for the exploration, research and development of the sea in the human beings [1] . Forward looking sonar has been developed rapidly in recent years, it is mainly used in underwater target location, underwater target tracking and obstacle avoidance [2] . In particularly, underwater target tracking in forward looking sonar image sequences has gradually attracted more and more attention.
Currently, numerous algorithms have been proposed for providing exceptional underwater target tracking performance. Among them, probability hypothesis density [3] , Kalman filter [4] , particle filter (PF) [5] are the most commonly used. Clark et al. [6] proposed an underwater target tracking method based on Gaussian mixture probability hypothesis density. The experimental results demonstrate that the algorithm can successfully track multiple targets in the environment of strong clutter interference. In addition, Quidu et al. [7] introduced Kalman filter for multi-target tracking in forward looking sonar image sequences, this algorithm was designed for still target lying on a flat seafloor. On this basis, a framework using navigation data for performing robust multi-target tracking based on Kalman filter is proposed to track an obstacle in a series of sonar images [8] , but this work cannot be used for moving obstacles tracking. Later, Karoui et al. [9] developed a sequential procedure to detect various obstacle signatures, and used the debiased converted measurement Kalman filter and the joint probabilistic data association filter to estimate the target positions and velocities, this method can track still and moving targets. In 2016, Mandic et al. [10] used sonar and ultrashort-baseline (USBL) measurements combined with extended Kalman filter to achieve precise and reliable underwater target tracking. Reference [11] used PF for underwater target tracking in forward looking sonar image sequences, this method can hold fine robustness to decrease the influence of environment by the adaptive variance of noise. However, PF suffers from high computation cost because it requires a larger number of particles to represent the posterior density of the object state. Li et al. [12] adopted an improved Otsu method to detect the underwater target, and then carried out the underwater target tracking through PF algorithm combined with multi-feature adaptive fusion strategy, but this algorithm was affected by noise greatly. However, performance of Kalman filter has some limitation when apply to underwater target tracking. In addition, state dynamics and observation processes can be highly nonlinear which makes none of above can satisfy requirements for Kalman filter. In order to solve the non-linear and nonGaussian problems, PF as an effective approach is used for underwater target tracking in forward looking sonar image sequences. However, the improvement of the tracking accuracy is always accompanied by an increase in computational complexity, because of PF requires a larger number of particles to represent the posterior density of the object state. Therefore, there are some limitations in the improvement of these two algorithms. In order to obtain better underwater target tracking results, PSO as a swarm intelligence method [13] is beginning to be notice due to its robustness and flexibility.
PSO [15] as a swarm intelligence optimization algorithm was proposed by Kennedy and Eberhart [14] in 1995. It is an evolutionary computing technology inspired by social behavior of bird flocking or fish schooling. PSO can effectively solve the problem of large amount of computation in PF, which has been paid more and more attention in recent years. PSO has fast searching speed and high efficiency. However, PSO is easily trapped into the local optimum and failed in finding the true global optimum due to its diversity loss of particle in the iterative process. Therefore, A series of improved algorithms have been proposed. Liu et al. [16] presented a particle swarm optimization with particle filter algorithm (PSO-PF) based on PSO to track the underwater target for autonomous underwater vehicles, this method used PSO to optimize the sampling in order to move the sampled distribution to higher probability distribution, however, it increased the computational complexity. In order to track multiple pedestrians, an interactive particle swarm optimization algorithm is developed for multi-target tracking [17] . The proposed algorithm can accurately track multiple targets in a complex environment. To achieve a trade-off between exploration and exploitation abilities, Wang et al. [18] proposed adding the diversity enhancement mechanism and the neighborhood search strategy in PSO, the proposed algorithm solved the problem of diversity loss in PSO to some extent. In 2016, Pornsing et al. [19] developed an adaptive inertia weight strategy and used multiple group strategies to avoid premature convergence. Amudha et al. [20] compared the application of genetic algorithm and PSO based on deformable template matching for human eye tracking, the results show that the prediction accuracy of PSO is better than genetic algorithm. To handle the occlusion problem, Bae et al. [21] proposed an ADSO for video tracking framework, when the target is occluded, it can update the searching strategies adaptively to recapture the target. On this basis, Kang et al. [22] proposed a novel discrete swarm optimization algorithm based on invariant moment features for target tracking. However, the ability of the particle to exploit a global optimum is reduced.
In these regards, to obtain more accurate tracking results and faster tracking speed, this paper presents an APSO to track the underwater target in real forward looking sonar image sequences. Using an adaptive inertia weight firstly to balance the exploration and exploitation abilities according to iterative times and fitness value of particles. Then, a velocity update strategy is proposed to update the velocity of particle using a random particle selected from particle swarm. On this basis, one of the key advantages of this paper is a new update strategy is used to update the particle's position. Compared with the results of ADSO, PSO-PF, PF and PSO, the proposed APSO can achieve better tracking accuracy and faster tracking speed for underwater occluded target. Moreover, it still has a certain effectiveness and adaptability for target with large contrast changes, weak and small target, and target affected by noise. Therefore, the proposed APSO has important theoretical and practical value.
II. PARTICLE SWARM OPTIMIZATION
The swarm is defined as a set of N particles, each particle i represents a point in a D dimensional space, where i = 1, 2, · · · , N is the particle's index. x ij is the position of the ith particle, j = 1, 2, · · · , D. v ij represents the velocity of the ith particle. In each iteration, each particle is attracted by the individual optimal position (pbest) of the ith particle and the global optimal position (gbest) as follows: (2) where w is inertia weight, t is the current iterative times, c 1 and c 2 are the learning factors, where c 1 is the individual factor, c 2 is the social factor, r 1 and r 2 are random numbers within the range of [0, 1] .
The target tracking with PSO is considered as an efficient algorithm, not only can it archive relatively high tracking accuracy but also it requires less computation. However, when target is occluded, the particles will fall into a local optimum [15] . Because all particles move toward to the local optimum in PSO, it is not easy for the particles to jump out of the local optimum and cannot track the target correctly. To overcome this drawback, an APSO algorithm is proposed to track the underwater target in forward looking sonar image sequences in this paper.
III. THE PROPOSED ADAPTIVE PARTICLE SWARM OPTIMIZATION
In the proposed APSO, an adaptive inertia weight is firstly presented to solve the problem of diversity loss and premature convergence. Then, to further prevent particles from falling into the local optimum, a velocity update strategy is proposed to update the velocity of particle using a random particle 46834 VOLUME 6, 2018 selected from particle swarm. Finally, when the underwater target is occluded, a new update strategy based on ADSO [21] is used to update the particle's position according to the level of occlusion, so as to achieve a better tracking result.
A. ADAPTIVE INERTIA WEIGHT
The inertia weight w is a very important parameter, which is used to balance between exploration ability and exploitation ability of particles [19] . When the value of w is large, the particle has strong exploration ability, while small w means the particle has good exploitation ability. In the early search stage of particle swarm, larger w can be used to avoid the particles falling into the local optimum. While in the late stage of search, smaller w can be used to find the optimal solution. The premature convergence problem in PSO means that the particles cannot find the global optimum and fall into the local optimum. In order to solve the premature convergence problem in PSO, an adaptive inertia weight is proposed.
In the target tracking process, the balance between exploration ability and exploitation ability is an important condition to avoid particle falling into the local optimum. In PSO, as the number of particle iterations increases, the inertia weight should be reduced continuously, so that PSO has a strong exploration ability in the early iteration and has strong exploitation ability in the late iteration. For each particle in particle swarm, when the particle's fitness value is small, the particle should have strong exploration ability for searching a global optimal solution. When the particle's fitness value is large, the particle should have strong exploitation ability to keep particles close to the global optimal solution. Therefore, an adaptive inertia weight is proposed according to iterative times and fitness value of particles. It is expressed as follows:
where t is the current iterative times, t max is the maximum iterative times, f is the fitness value of the current particle, f max = max (f ) is the global optimal fitness value, w ini is the initial inertia weight, w min is the minimum inertia weight.
B. VELOCITY UPDATE OF PARTICLES
In order to further solve the problem of particle falling into the local optimum, a random particle selected from particle swarm is used to update the velocity of the particle. The position of the particle at the next moment is determined by the particle's current position, pbest and gbest in PSO [14] . However, as all particles move towards to pbest and gbest in particle swarm, the diversity of the particles will be lost and they will easily fall into the local optimum, and thus the target position cannot be accurately found. In order to solve this problem, this paper proposed a velocity update strategy based on a random particle selected from particle swarm. In the iterative process, the particles are no longer only based on individual optimal information and the global optimal information to evolve and update, particles will learn from a random particle in the swarm. Specifically, if the particle's individual optimal fitness value is better than random particle's individual optimal fitness value, particle will update according to the pbest and gbest. Otherwise, particle will update according to the optimal position of random particle (rbest) and gbest. The velocity and position update of particles is shown as:
where c 1 , c 2 , and c 3 are learning factors. Three learning factors in the proposed APSO are adaptively adjusted according to three fitness values in this paper. The three learning factors can be defined as follows:
where fit 1 is the optimal fitness value of the current particle i, fit 2 is the global optimal fitness value, and fit 3 is the optimal fitness value of the random particle r. For each particle in the particle swarm, it adjusts learning factors adaptively according to fit 1 , fit 2 , and fit 3 , when the current particle's individual optimal fitness value is larger, the value of c 1 is larger, the particle learn more from pbest. When the global optimal fitness value is larger, the value of c 2 is larger, the particle learn more from gbest. When the random particle's individual optimal fitness value is larger, the value of c 3 is larger, the particle learn more from rbest. The values of fit 1 , fit 2 , and fit 3 are given by:
fit 2 = max {fitness (1) , fitness (2) , · · · , fitness (N )} (8)
where fitness (i) is the optimal fitness value of the current particle i, and fitness (r) is the optimal fitness value of the random particle r. When the optimal fitness value of the current particle i is greater than or equal to that of the random particle r, the fitness value of fit 1 is fitness (i), and the value of fit 3 is set to 0, which means, the current particle's position is updated according to pbest and gbest. When the optimal fitness value of particle i is smaller than that of random particle r, the value of fit 1 is set to 0 and the value of fit 3 is set to fitness (r). That is, the current particle's position is updated according to rbest and gbest.
To verify the superiority of the proposed APSO in searching ability, Sphere function and Griewank function are used to test position distribution of particles. Sphere function is unimodal and contains only one global optimal solution. Griewank function is multimodal and contains many local optimal solutions, but only one global optimal solution [23] . Fig. 1 shows position distribution of particles in the proposed APSO and PSO. The relevant parameters are as follows. The dimension of the solution space is 2, the population size is 30, and the maximum iterative times is 5.
As can be seen from Fig. 1 , the solution scope is relatively larger in the proposed APSO, and the proposed APSO more easily obtains the global optimum. Therefore, compared with PSO, the proposed APSO can increase population diversity and improve searching ability.
To further verify the effectiveness of the proposed APSO in searching ability, the fitness values are calculated by Sphere and Griewank functions in the proposed APSO and the PSO. The optimization results are shown in Fig. 2 . The relevant parameters are as follows. The dimension of the solution space is 10, the population size is 30, the maximum iterative times is 100.
As depicted in Fig. 2 , whether it is unimodal function or multimodal function, the fitness values of the proposed APSO are always smaller than the PSO in the iterative process. Therefore, the global optimum of the proposed APSO is always better than the PSO. The optimization results further show that the searching ability of the proposed APSO is better than the PSO.
C. NEW UPDATE STRATEGY
PSO can deal with the problem of continuous variables very well, but it is not well-defined for solving the problems with discrete variables and sequencing problems. When tracking target in PSO, if the target is occluded or the target disappears briefly, it cannot relocate the target quickly and effectively. To solve the occlusion problem, Bae et al. [21] proposed an adaptive discrete swarm optimization algorithm (ADSO). According to the level of occlusion, the particles will adaptively update their searching strategies. It can achieve effective tracking in case of target occlusion to a certain extent. According to the target occlusion situation, the particle position in the current dimension is replaced by the global optimal position, or the position of the particle is randomly generated. With this particle position update strategy, the positions of several particles are set to the gbest in previous frame, which weakens the ability of the algorithm to develop a global optimal position.
A new update strategy is proposed to update the particle's position, which can be used to solve the problem of poor tracking performance in case of occlusion. The algorithm regenerates new random particles in search space according to the level of occlusion. When the target is occluded, new particles are generated to explore the target position, and the target position can be quickly relocated. In this way, the diversity of particle in the swarm can be guaranteed. The new update strategy is:
where H (f ) is a parameter adjusted according to the level of occlusion, the value range is [0, 1]. R is a random number ranging from 0 to 1. X represents the random position in the search space. When the random number R is less than H (f ), the position of the particle is obtained according to Eq. (4) and Eq. (5). Otherwise, the position of the particle is randomly generated in the search space. The larger the value of H (f ), the smaller the level of occlusion, the larger probability of the particle's position is obtained from the particle iteration equation. The smaller the value of H (f ), the greater the level of occlusion, and the larger probability of the particle's position is regenerated in the search space. The parameter H (f ) can be given by: where f t−1 is the fitness value of the current particle in last frame, F min 1 , F min 2 are the predefined thresholds to figure out whether occlusion has occurred or not, the value range is [0, 1] where F min 2 < F min 1 . When f t−1 < F min 2 , the tracking process has reached the ''complete occlusion'' level of occlusion that H (f ) would be set to 0, which means all the particles would distributed in searching space randomly. When F min 2 ≤ f t−1 < F min 1 , means the tracking process has reached the level of partial occlusion that H (f ) would be set to H (f ) · f t−1 , particles will be regenerated according to the fitness value with a certain probability. When F min 1 ≤ f t−1 < 1, the parameter H (f ) would keep its previous value. By dividing fitness value into three situations, the parameter H (f ) can be adaptively to control the probability of regenerated particles in order to solve the occlusion problem.
D. UNDERWATER TARGET TRACKING USING APSO
To apply the proposed APSO in underwater target tracking, the target to be tracked in the image is selected using a rectangular region (x 0 , y 0 , w 0 , h 0 ). (x 0 , y 0 ) is the target's center coordinate, the target width is w 0 , and the height is h 0 , then initialize the particles in the search space, for the particles p i , i = 1, 2, · · · , N , also have four information representative particles,
is the center point of the region represented by the particle, w i , h i are the width and height. According to the target region information and particle information. the features of the target and particle region can be obtained. The particle's fitness can be calculated according to the fitness function, then target is tracked by Eq. (10) and Eq. (11) .
Hu moment invariant feature [24] have the features of invariance such as translation, rotation and scaling. According to the characteristics of forward looking sonar image, the hu invariant moment feature is more suitable for feature extraction. In each iteration, feature extraction is performed for each particle, and the similarity measure of the target feature is used to calculate the fitness value of the particle. In this paper, the correlation coefficient method is used as the fitness function. It is expressed as:
46838 VOLUME 6, 2018 FIGURE 6. Position errors of image sequences (210th frame to 250th frame). where H 1 (k) is the target moment invariant feature, H 2 (k) is the moment invariant feature of the particle, n is the size of the feature vector.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
This section shows numerical examples to validate the generality and effectiveness of the proposed APSO for underwater target tracking in real forward looking sonar image sequences. All experiments use the same features and the same fitness function in this paper. Based on the reference papers and our past experience, the relevant parameters are as follows:
In the experiment, the number of particles and iterative times are shown in Table 2 .
To evaluate the performance of the proposed APSO for underwater target tracking, the normal target, occluded target, target with large contrast changes, weak and small target, and target affected by noise are selected for experimental comparison in forward looking sonar image sequences. And the proposed APSO is compared with ADSO [21] , PSO-PF [16] , PF [5] , and PSO [14] to verify the effectiveness. The selected image sequences are processed by pseudo color processing [25] respectively in this paper, the image resolution is 751 × 502 pixels.
In order to demonstrate the effectiveness of the proposed APSO for tracking the normal target, the 1st frame to 60th frame are selected in forward looking sonar image sequences. Fig. 3 shows the tracking results of the normal target when frame is 15th, 30th, 50th, and 60th respectively.
As depicted in Fig. 3 , the proposed APSO and other algorithms can track the target position normally before 50 frames. From the tracking results between 50th and 60th frame, it can be seen that PF algorithm has a serious tracking error during the tracking process.
To compare the experimental results more clearly, the center position error curves (1st frame to 60th frame) of normal VOLUME 6, 2018 target are shown in Fig. 4 . The center position error is the Euclidean distance between the real position of the underwater target and the position of the underwater target tracked by the algorithm, which is used to determine the accuracy of the tracking algorithm.
As seen from in Fig. 4 , the PF has the phenomenon of tracking error, and the PSO-PF can solve the tracking error problem of PF, but the tracking accuracy is not high and unstable, the proposed APSO, ADSO, and PSO can get a good tracking result. Especially, the proposed APSO has better tracking accuracy and stability.
In order to verify the effectiveness of the proposed APSO for tracking the occluded target, the 210th frame to 250th frame are selected in forward looking sonar image sequences. Fig. 5 shows the tracking results of occluded target when frame is 215th, 225th, 235th, and 245th respectively. Fig. 6 shows the center position error curves (210th frame to 250th frame) of occluded target to further compare the experimental results more clearly.
From the tracking results in Fig. 5 and Fig. 6 , the PF has serious underwater target tracking error after the 215th frame, and the algorithm is ineffective. The PSO-PF and PSO also have serious tracking errors when the target is occluded at the 230th frame. Although ADSO and the proposed APSO can track the position of the underwater target, the proposed APSO has better tracking accuracy and stability.
Similarly, in order to further verify the effectiveness of the proposed APSO for tracking the target with large contrast changes, the 355th frame to 435th frame of forward looking sonar image sequences are selected. Fig. 7 shows the tracking results of target with large contrast changes when frame is 370th, 380th, 400th, and 425th respectively. Fig. 8 shows the center position error curves (355th frame to 435th frame) of target with large contrast changes.
From the tracking results in Fig. 7 and Fig. 8 , both PF and PSO have tracking errors during the tracking process. By comparing the proposed APSO, ADSO, PSO-PF, the proposed APSO has better stability and tracking accuracy in the case of the target with large contrast changes, To verify the effectiveness of the proposed APSO for tracking weak and small target, the 730th frame to 770th frame are selected in forward looking sonar image sequences. Fig. 9 shows the tracking results of weak and small target when frame is 740th, 750th, 760th, and 770th respectively. It can be seen from Fig. 9 and Fig. 10 , the PF and PSO cannot track the target effectively. Meanwhile, it has serious tracking errors in the tracking process. The ADSO, PSO-PF, and the proposed APSO can effectively track the weak and small underwater target.
In order to demonstrate the effectiveness of the proposed APSO for tracking target affected by noise, the 1085th frame to 1155th frame are selected in forward looking sonar image sequences. Fig. 11 shows the tracking results of target affected by noise. Fig. 12 shows the center position error curves (1085th frame to 1155th frame) of target affected by noise.
From the tracking results in Fig. 11 and Fig. 12 , when the target is not affected by noise, the proposed APSO has better stability and tracking accuracy. The target is affected by serious noise from 1120th frame, the proposed APSO also has a certain tracking error during the tracking process, but it still has better tracking accuracy.
To further demonstrate the advantages of the proposed APSO, Table 3 and Table 4 respectively show the average tracking center position error and the average tracking time per frame of APSO, ADSO, PSO-PF, PF, and PSO.
As can be seen from Table 3 , the average center position error of the target tracking using the proposed APSO is 4.1754, which is lower than the ADSO, PSO-PF, PF, and PSO (6.3591, 15.4991, 56.0263, 24.0126), and has better tracking accuracy. Moreover, when the underwater target is occluded, center position error of the proposed APSO is still smaller than other algorithms. the proposed APSO has a certain adaptability. Compared with ADSO and PSO-PF, the proposed APSO can reduce the error rate of 34.34% and 73.06% respectively. Therefore, the proposed APSO has a certain effectiveness for underwater target tracking in forward looking sonar image sequences. Table 4 shows that the average processing time is 0.1831 in the proposed APSO for each frame, which is lower than the average tracking time of ADSO, PSO-PF, PSO by 32.16%, 66.45%, 44.53% respectively. According to the analysis of the tracking results in Fig. 3 to Fig. 12 , although the PF has the lowest average running time, it cannot effectively track the underwater target. Therefore, the proposed APSO algorithm has better tracking accuracy and faster tracking speed.
Through the above verification and comparative experimental analysis, the proposed APSO algorithm has better tracking accuracy and faster tracking speed in forward looking sonar image sequences, and it still has effectiveness and adaptability for the occluded target, the target with large contrast changes, the weak and small target, and the target affected by noise to some extent.
V. CONCLUSIONS
Considering the growing requirements of underwater target tracking, the APSO was proposed to track the underwater target in real forward looking sonar image sequences. Specifically, adaptive inertia weight and velocity update strategy were applied to solve the loss of particle diversity and avoid particles falling into the local optimum. For occluded target, a based-ADSO update strategy was proposed to update the particle's position according to the level of occlusion, which can quickly and effectively relocate the target. The experimental results demonstrate that the proposed APSO can accurately complete underwater target tracking. Compared with other algorithms, the proposed APSO has higher tracking accuracy and faster tracking speed, and it has a certain effectiveness and adaptability for underwater target under different conditions. Therefore, the proposed method can provide better underwater target tracking and has important theoretical and practical value.
