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Abstract
This paper treats the multidimensional application of a previous iterative Monte Carlo algorithm that enables
the computation of approximations in L2. The case of regular functions is studied using a Fourier basis
on periodised functions, Legendre and Tchebychef polynomial bases. The dimensional e2ect is reduced by
computing these approximations on Korobov-like spaces. Numerical results show the e4ciency of the algorithm
for both approximation and numerical integration.
c© 2003 Elsevier B.V. All rights reserved.
Keywords: Monte Carlo method; Iterative algorithm; Polynomial approximations; Korobov spaces; Numerical integration
1. Introduction
The Monte Carlo approximation of the integral
I =
∫
D
f(x) dx;
where D = [0; 1]Q with Q∈N∗ and where f∈L2(D) is given by
=I =
1
N
N∑
i=1
f(Xi);
where Xi are N independent copies of a Q-dimensional random variable X whose components are
uniform and independent on [0,1]. The rate of convergence of this approximation given by the central
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limit theorem is f=
√
N where 2f is the variance of the random variable f(X ) that is
2f =
∫
D
f2(x) dx −
(∫
D
f(x) dx
)2
:
This makes the Monte Carlo integration a very simple tool to achieve moderate accuracy even for
high-dimensional irregular functions. A natural way to increase this accuracy is to Cnd a function
f˜ such that
∫
D f˜(x) dx =
∫
D f(x) dx and for which 
2
f˜
¡2f holds. This can be done by using a
wide number of methods, called variance reduction methods, among which the most important are
importance sampling, antithetic variables, stratiCcation method or control variates. For more details
about these methods, one can check [10–12,18]. One can use these methods to obtain Monte Carlo
methods with increased convergence rate. This is for instance done and described in [5,13,16,17].
Atanassov and Dimov [1] have built a Monte Carlo method with an optimal rate of convergence for
regular multidimensional functions. Of course, these methods are very sensitive to the dimensional
e2ect because they more or less rely on an approximation of the function f. We have developed in a
previous work [14] a Monte Carlo algorithm which enables the computation of approximations into
L2(D) on any orthonormal basis. It is based on an iterative application of the control variate method
and has led to Monte carlo estimators for numerical integration with increased rate of convergence
in dimension one for regular functions. Our goal here is to show how to use this algorithm for
regular functions in moderate dimension in trying to attenuate the dimensional e2ect. This can be
done if we can make a choice among the coe4cients to keep in the multidimensional approximation.
This is usually achieved for the Q-dimensional Fourier basis by introducing Korobov spaces [11,15]
which rely on the decay of the Fourier coe4cients am as
|am|6 c(m˜1m˜2 : : : m˜Q) ;
where m˜ = sup(1; |m|) and ¿ 1. To achieve such a decay for non-periodic functions, one has to
transform the original integral using the periodisation method [2,8,11,19] so that the function and its
derivative vanish at the extremities of the integration domain. This enables one to build integration
formulas known as lattice rules [9] which try to annihilate the most signiCcant Fourier coe4cients
belonging to Zaremba crosses ZQ;d which are deCned as
ZQ;d = {m∈ZQ=(m˜1 : : : m˜Q) = d}:
Sloan and Kachoyan [20] give an estimation of the accuracy of these lattice rules which is mainly
described by O(1=(L)) where
(L) = min{d : L⊥ ∩ ZQ;d 	= ∅}
for a given integration lattice L. We will achieve the same kind of estimation using our algorithm on
regular periodised functions with an additional term due to the iterative method. The main drawback
of the periodisation method is an artiCcial e2ect on the constant c. It grows rapidly when  increases.
This is true in one dimension [7] and even more in higher dimension [4] so that  is usually about
3. Approximations of regular functions on polynomial bases [3] check the same kind of properties
as the Fourier basis on periodised functions with fewer terms in the approximation and no need
of periodisation. We will compute these approximations on Legendre and Tchebychef polynomial
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bases. The faster version of the algorithm using Tchebychef polynomials will be compared in terms
of numerical integration to the method developed in [1].
2. Description of the approximation algorithm
We begin by a short description of the approximation algorithm and of its intrinsic properties
(see [14] for more details). We want to compute on D = [0; 1]Q the coe4cients ak = 〈f; ek〉 of
the approximation of a function f on an orthonormal basis of L2(D) whose basis functions ek are
bounded. We have
f(x) =
p∑
k=1
akek(x) + r(x)
with ak = 〈f; ek〉 and 〈r; ek〉=0. Their approximations as well as f’s are obtained using N uniform
and independent random drawings Xi by
a(1)k =
1
N
N∑
i=1
f(Xi)ek(Xi); f(1)(x) =
p∑
k=1
a(1)k ek(x):
Then we compute a correction
b(1)k =
1
N
N∑
i=1
(f(Yi)− f(1)(Yi))ek(Yi)
on these coe4cients using this time random drawings Yi independent of the previous ones. We obtain
a new approximation of ak and f at step two by
a(2)k = a
(1)
k + b
(1)
k ; f
(2)(x) =
p∑
k=1
a(2)k ek(x):
If we now perform M steps of the previous algorithm and if we replace f by its algebraic expression,
we obtain
a(M)k =
p∑
j=1
Q(M)k; j aj + T
(M)
k ; f
(M)(x) =
p∑
k=1
a(M)k ek(x):
The term
∑p
j=1 Q
(2)
k; j aj represents the estimation of ak if r(x) ≡ 0: The following lemma shows that it
is unbiased and that the variance of its components reduces geometrically if the number of drawings
used at each step of the algorithm is su4ciently large.
Lemma 2.1. There are constants C(p) and K(p)6p2, depending only of the approximation basis
such that
E(Q(M)k; j ) = #k;j; Var(Q
(M)
k; j )6
K(p)M−1
NM
C(p)M :
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The constants K(p) and especially C(p) determine the speed of convergence of the algorithm. If
we choose s; l; k; j6p and deCne
Ek;j = sup
s;l =k; j
∣∣∣∣∫
D
ek(x)ej(x)es(x)el(x) dx
∣∣∣∣ ;
C(p) depends mainly on the maximum of the Ek;j and K(p) on the number of non-zero integrals
intervening in the deCnition of the Ek;j. An important task is to try to compute these constants and
to Cnd approximation basis for which they are as small as possible. We also give in the following
lemma a control depending on r(x) of the term T (2)k which is linked to the truncation error.
Lemma 2.2. There are constants &(p) and &1(p) such that
Var(T (2)k )6 2
(
&(p)
N
+
p2
N 2
&1(p)
)∫
D
r2(x) dx
with
&(p) = sup
16k6p
sup
x∈D
e2k(x)
and
&1(p)6 &(p)C(p):
These two lemmas are valid in any dimension. Nevertheless, we will Crst explain how to make
good use of the algorithm in dimension one for regular functions. The generalisation to higher
dimensions will then come very naturally.
3. The monodimensional case
We will now give the performances of our algorithm assuming that the coe4cients ak decrease
as C=kL where L and C are positive constants. This is the natural framework for regular functions
in dimension one. We will Crst use the Fourier basis on periodised functions and then Legendre
and Tchebychef polynomial basis for which such an assumption holds. An accurate study of the
algorithm and especially of the constants C(p) and K(p) will show the superiority of the algorithm
based on Tchebychef polynomials.
3.1. Polynomial decay of the ak
The following theorem describes the accuracy of our estimators for each of the coe4cients of the
approximation basis and for the approximation itself when the ak satisfy |ak |6C=kL, ∀k¿ 1. We
will write
f(x) =
p∑
k=1
akek(x) + r(x)
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with
r(x) =
∞∑
k=p+1
akek(x)
and the approximation of f at the M th step will be given by
f(M)(x) =
p∑
k=1
a(M)k ek(x):
Theorem 3.1. Assuming the previous hypotheses and that
(i)
p
N
¡ 1;
(ii)
'(p) = max
(
sup
16k6p
∫
D
(1− e2k(x))2 dx; sup
16j; k6p;j =k
∫
D
e2k(x)e
2
j (x) dx
)
6
N
4
;
we have
E(a(M)k ) = ak ; Var(a
(M)
k )6 2
(
((p)
1
p2L−1
+ (1
K(p)M−1
NM
C(p)M
)
and also
E
(∫
D
(f(x)− f(M)(x))2 dx
)
6pVar(a(M)k ) + (2
1
p2L−1
;
where ((p), (1, (2, K(p) and C(p) are positive constants.
Proof. See [14].
3.2. Fourier basis on periodised functions
The coe4cients of the approximation of a function f on the Fourier basis do not usually satisfy
a decay as |ak |6C=kL. Even for very regular functions, such a decay can only be achieved if f
is somehow periodic. The periodisation method is the usual trick to ensure this decay and also to
get rid of singularities occurring at the boundaries of the integration domain. We will describe this
method for f∈C∞([0; 1]) using only polynomial changes of variables for periodisation. We consider
the polynomial P of lowest degree such that P(0)=0, P(1)=1 and P(i)(0)=P(i)(1)=0 if 16 i6L.
One can easily see that P is increasing, that the function g(t) = f(P(t))P′(t) is such that∫ 1
0
g(t) dt =
∫ 1
0
f(t) dt
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and that g(i)(0) = g(i)(1) = 0 if 06 i6L. Integrating by parts, we can check that the Fourier
coe4cients are decreasing as C=kL. If f is singular at the boundaries, the same kind of decay can
be achieved but with a slower speed [7]. The algorithm can now be used on the periodised function
g. Due to the special properties of trigonometric functions we have proved in [14], that K(p)=0(p),
that C(p)6 1 and that ((p) does not depend on p. This enables the convergence of the algorithm
with only a small number of random drawings at each step. We have shown furthermore that the rate
of convergence of the method for numerical integration is 1=NL−1=2−,, ∀,¿ 0. The only drawback
is the bad e2ect of periodisation on the constant C.
3.3. Legendre polynomial basis
The Legendre polynomials Ln are the orthogonal polynomials on [−1; 1] with respect to the inner
product 〈P;Q〉= ∫ 1−1 P(x)Q(x) dx such that L0(x) = 1 and Ln(1) = 1. Their norms are given by(∫ 1
−1
L2n(x) dx
)1=2
=
(
1
n+ 12
)1=2
and they verify the di2erential equation
d
dx
((1− x2)L′n) + n(n+ 1)Ln = 0;
which is the main tool used to study the quality of the approximation on the Legendre polynomial
basis. If we assume that f belongs to C2m([− 1; 1]); the coe4cients an of the mean square approx-
imations on the normalised Legendre polynomials L˜n verify |an|6C1=n2m where C1 is a constant
depending only on f [3]. The same kind of result will be of course valid on [0; 1]. The polynomial
decay of the coe4cients of the approximation is hence achieved without the need of periodisation.
On the other hand, the situation concerning the constants '(p), ((p) but mainly C(p) and K(p) is
not as favourable as with the use of the Fourier basis. K(p) =O(p2) and C(p) grows very quickly
when p increases [14]. The number of sample values used at each step of the algorithm has to be
greater to ensure its convergence but for a given value of p, the approximation of a regular function
and of its integral are a lot more accurate.
3.4. Tchebychef polynomial basis
Tchebychef polynomials are the orthogonal polynomials on [ − 1; 1] with respect to the inner
product 〈P;Q〉=∫ 1−1 P(x)Q(x)=(√1− x2) dx. Their expressions are given by Tn(x)=cos(n arccos(x)).
It shows that ‖T0‖2L2!=/ and ‖Tn‖
2
L2!
=/=2 if n¿ 1. They also verify the following di2erential equation:
d
dx
(
√
1− x2T ′n(x)) + n2
Tn(x)√
1− x2 = 0:
If we assume that f belongs to C2m([ − 1; 1]), the coe4cients an of the mean square approxi-
mations on the normalised Tchebychef polynomials T˜n verify |an|6C1=n2m where C1 is a constant
depending only on f. This shows that they have the same properties as the Legendre polynomials and
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because of their trigonometric expressions, we can expect that the convergence of the algorithm is
as fast as with the Fourier basis. It is actually the case, if we compute
〈f; T˜n〉=
∫ 1
−1
f(x)T˜n(x)√
1− x2 dx
using the Monte Carlo approximation of E(/f(V )T˜n(V )) where the density of V is (1=(/
√
1− v2))
1[−1;1](v). One can check using the same kind of computation as with the Fourier basis that K(p)=
O(p), that C(p) is equal to 1 and that ((p) is independent of p [14]. This version of the algorithm
reconciles the good properties of the two others.
4. Approximation on multivariate Fourier basis
4.1. Periodisation in multidimensional integration
We want to compute∫
D
f(x1; x2; : : : ; xQ) dx1 dx2 : : : dxQ
for a function f∈C∞(D). Even though f is very smooth, it has to be periodised to be well
approximated by its Fourier expansion. Using the same polynomial P as in dimension one, we
transform the previous integral into∫
D
f(P(t1); P(t2); : : : ; P(tQ))P′(t1)P′(t2) : : : P′(tQ) dt1 dt2 : : : dtQ:
Integrating by parts, we can now easily check that the complex Fourier coe4cients am of the function
g(t1; : : : ; tQ) = f(P(t1); P(t2); : : : ; P(tQ))P′(t1)P′(t2) : : : P′(tQ)
verify ∀m∈ZQ
|am|6 2(m˜1 : : : m˜Q)L
with m˜=sup(1; |m|) and where 2 is a positive constant. We can now use our algorithm to approximate
the function g.
4.2. Choice of the basis functions
The approximation of g on the complex Fourier basis is
g(t) =
∑
m∈ZQ
ame2i/m:t :
We can easily see that the most signiCcant coe4cients am are the ones for which the product
(m˜1 : : : m˜Q) is as small as possible. To make the selection of the coe4cients to keep according to
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this criterion, we deCne the following sets:
ZQ;d = {m∈ZQ=(m˜1 : : : m˜Q) = d}; VQ;d = {m∈ZQ=(m˜1 : : : m˜Q)6d}:
The sets ZQ;d are the Zaremba crosses which are useful to build lattice rules for numerical integration.
The error estimation of these lattice rules can be found in [20] and further developments in [9].
We will give a similar error estimation for both numerical integration and approximation using only
uniform random drawings on D. We now write g as
g(t) =
∑
m∈VQ;d
ame2i/m:t + r(t)
with
r(t) =
∑
m∈VCQ;d
ame2i/m:t :
4.3. Estimation of the truncation error
This estimation relies mainly on the control of
∫
D |r(t)|2 dt which can be done using the following
lemmas.
Lemma 4.1. We have Card(ZQ;j)6 3Qd(j)Q where d(j) is the number of divisors of j.
Proof. We deCne the sets
SQ;j = {m∈NQ∗ =m1m2 : : : mQ = j}:
If mk = 1, there are 3 values in Z, −1; 0 and 1 such that m˜k = 1. If mk 	= 1, there are 2 values in
Z, −mk and mk such that m˜k = mk . As m has Q components, we have
Card(ZQ;j)6 3QCard(SQ;j):
If we now take a component mk of m belonging to SQ;j, we have at most d(j) choices for this
component and at last
Card(ZQ;j)6 3Qd(j)Q:
Lemma 4.2. ∀,¿ 0 ∃C2(,) such that d(j)6C2(,)j,.
Proof. See [6].
Lemma 4.3. Under the previous assumptions, ∀,¿ 0, there is a constant CQ;, depending only on
Q and , such that∫
D
|r(t)|2 dt6 CQ;,
d2L−1−,
:
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Proof.∫
D
|r(t)|2 dt =
∑
m∈VCd
a2m6 2
2
∞∑
j=d+1
∑
m∈ZQ; j
1
(m˜1 : : : m˜Q)2L
6 22
∞∑
j=d+1
Card(ZQ;j)
j2L
which gives from Lemma 4.1∫
D
|r(t)|2 dt6 22
∞∑
j=d+1
3Qd(j)Q
j2L
:
From Lemma 4.2, ∀,¿ 0, there is a constant 4(,) such that
d(j)6 4(,)j,=Q
and hence∫
D
|r(t)|2 dt6 3Q224(,)Q
∞∑
j=d+1
1
j2L−,
which implies the existence of a constant Q;, verifying∫
D
|r(t)|2 dt6 Q;,
d2L−1−,
:
4.4. Convergence of the algorithm
We now give the performances of the approximation
g(M)(t) =
∑
m∈VQ;d
a(M)m em(t)
keeping the same notations as in Theorem 3.1 and computing the PQ;d = Card(VQ;d) coe4cients
which belong to VQ;d. Instead of using complex Fourier coe4cients, we will use real ones which
are products of sine–cosine functions in assessing that in the elements em(t) of the approximation
basis, sine functions will correspond to negative values of the mi and cosine functions to positive
ones.
Theorem 4.4. Assuming the previous hypotheses and that
(i)
PQ;d
N
¡ 1;
(ii)
'= sup
(
sup
k
∫
D
(1− e2k(x))2 dx; sup
j; k; j =k
∫
D
e2k(x)e
2
j (x) dx
)
6
N
4
;
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we have
E(a(M)k ) = ak ; Var(a
(M)
k )6 2
(
(1
K(PQ;d)M−1
NM
C(PQ;d)M + ((PQ;d)
1
d2L−1−,
)
and also
E
(∫
D
(g(x)− g(M)(x))2 dx
)
6PQ;dVar(a
(M)
k ) +
(2
d2L−1−,
where ((PQ;d), (1, (2, K(PQ;d) and C(PQ;d) are positive constants.
Proof. From Lemma 2.2, we have
Var(T (2)m )6 2
(
&(PQ;d)
N
+
P2Q;d
N 2
&1(PQ;d)n
)∫
D
r2(x) dx
which gives from Lemma 4.3
Var(T (2)m )6 2
(
&(PQ;d)
N
+
P2Q;d
N 2
&1(PQ;d)
)
Q;,
1
d2L−1−,
and at last as PQ;d=N ¡ 1,
Var(T (2)m )6 ((PQ;d)
1
d2L−1−,
;
where ((PQ;d)=2Q;,(&(PQ;d)+&1(PQ;d)) is a positive constant. This inequality is true for two steps.
We can easily check by induction that it is still valid if we use M steps of the algorithm which
shows that
Var(T (M)m )6 ((PQ;d)
1
d2L−1−,
:
We can now study Var(am) at the step M . We have
Var(aMm ) = E
∑
j∈VQ;d
Q(M)m;j am − am + T (M)m
2
and hence
Var(a(M)m )6 2E
∑
j∈VQ;d
Q(M)m;j am − am
2+ E((T (M)m )2)):
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For the sake of simplicity, we will now write instead Q(M)m;m of Q
(M)
m;m − 1. We have
E
∑
j∈VQ;d
Q(M)m;j am
26 22E
∑
j∈VQ;d
|Q(M)m;j |
1
(j˜1 : : : j˜Q)L
2
that is from the Cauchy–Schwarz inequality and from Lemma 2.1
E
∑
j∈VQ;d
Q(M)m;j am
26 22 K(PQ;d)M−1
NM
C(PQ;d)M
∑
j∈VQ;d
1
(j˜1 : : : j˜Q)L
2
and as L¿ 1
E
∑
j∈VQ;d
Q(M)m;j am
26 (1 K(PQ;d)M−1NM C(PQ;d)M :
We Cnally have
Var(a(M)m )6 2
(
(1
K(PQ;d)M−1
NM
C(PQ;d)M + ((PQ;d)
1
d2L−1−,
)
:
We can now look at the mean square error between g and its approximation g(M) computed by the
preceding method which is given by
E((g(x)− g(M)(x))2) = E
 ∑
m∈VQ;d
(am − a(M)m )2
+ ∫
D
r2(x) dx;
that is,
E
(∫
D
(g(x)− g(M)(x))2 dx
)
6
∑
m∈VQ;d
Var(a(M)m ) +
∫
D
r2(x) dx:
As a conclusion, we have
E
(∫
D
(g(x)− g(M)(x))2 dx
)
6PQ;dVar(a
(M)
k ) +
(2
d2L−1−,
:
Remark 4.5. The error estimations are quite similar to the one we achieved in dimension one. There
are nevertheless two drawbacks linked to the dimensional e2ect. The Crst one is of course the increase
of the number PQ;d of coe4cients that have to be computed to achieve a good approximation. The
second one is the very quick increase of the constant 2 when the degree of periodisation L and the
dimension Q increase. This will be conCrmed in the numerical experiments.
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4.5. Numerical results
The algorithm gives us an approximation of the periodised transform g of the function f. The
integral of f can be computed either as a particular coe4cient of the approximation gM of g or
by using the control variate method. The complexity of the algorithm depends mainly on PQ;d. The
following table gives some values of this constant in moderate dimensions.
d P2;d P3;d P4;d P5;d
1 9 27 81 243
2 21 81 297 1053
5 61 279 1161 4563
10 149 809 3849 16893
15 241 1391 6945 31743
To see to which dimension Q we can use the algorithm, we have to compute PQ;d at least for
d= 1 and 2. We obtain
PQ;1 = 3Q; PQ;2 = PQ;1 + 2Q3Q−1:
This shows that we cannot take Q more than about 10, if we do not want to compute more than one
million coe4cients. We now give numerical results in dimension 3 and 4 to check the algorithm’s
performance. We will try using these results to Cnd an e4cient way to adjust all the parameters
which intervene in the algorithm like the number of steps, the degree of periodisation and the number
of sample values at each step.
4.5.1. In;uence of periodisation
We Crst test the inOuence of periodisation. The degree of the polynomial which is useful for
periodisation cannot be as high as we wish. Indeed, the constant 2 grows quickly when this degree
increases. This is true in dimension one [7] and even more in higher dimensions so that usually L
is taken equal to 3 or 4 [4]. We will check this result by computing 2 =
∫
D(g(x)− g(M)(x))2 dx for
di2erent values of L in taking su4ciently many steps and sample values by step so that only the
truncation error remains. This will be done for the function f(x; y; z) = exp(x)exp(y)exp(z) in the
following table:
d; L 2 3 4 5 7
1 3:5 · 100 7:1 · 100 2:3 · 101 5:4 · 101 1:6 · 102
2 1:2 · 10−1 3:0 · 10−1 1:5 · 100 4:8 · 100 2:3 · 101
5 3:3 · 10−3 7:7 · 10−3 4:6 · 10−2 2:1 · 10−1 2:2 · 100
10 8:8 · 10−5 6:7 · 10−5 4:0 · 10−4 3:2 · 10−3 6:6 · 10−2
15 1:5 · 10−5 7:1 · 10−6 1:7 · 10−5 1:3 · 10−4 3:2 · 10−3
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Numerical results shows that for small values of d, L= 2 is preferable. When d is a little bigger
L = 3 seems to be a better choice. This corresponds to a use of a polynomial of degree 7 for
periodisation. The value L=3 will be taken in the following except for singular integrals for which
higher degree of periodisation is required [7].
4.5.2. Automatic control of the number of steps
The number of sample values at each step has to be large enough so that the variance is dimin-
ishing. This can be ensured in taking for example N = 2PQ;d. To control the number of steps, we
will use a stopping test based on the variance. Every 5 steps, we test if the variance has decreased
enough, if not the algorithm stops. We obtain the following results on the previous example.
d 1 2 5 10 15
M 10 15 25 30 35
2 6:1 · 100 3:5 · 10−2 7:2 · 10−3 5:9 · 10−5 7:3 · 10−6
These results shows that the number of steps has been optimised for a given accuracy. We will
use from now on this version of the algorithm.
4.5.3. Numerical performances of the algorithm
To check the performances of the algorithm, we will compute the variance and two approximate
values of the integral for di2erent values of d. The Crst one will be the coe4cient e0(g) and the
second one I˜ will be achieved using the control variate method with 10 000 sample values. The CPU
times will be given in seconds in all the numerical examples.
Example 4.6. We begin with the function f(x; y; z) = 1=8
√
xyz which has singularities in each
variable at 0, which has been periodised with a polynomial of degree 15 and whose integral is
equal to 1. The variance is inCnite before periodisation and worth about 6 after.
d P3;d |I − e0(g)| 2 |I − I˜ | CPU
1 27 1:8 · 10−2 1:2 · 100 4:3 · 10−3 2:0 · 10−1
2 81 7:6 · 10−3 2:7 · 10−2 6:8 · 10−4 8:0 · 10−1
5 279 8:4 · 10−4 7:0 · 10−4 8:5 · 10−5 6:4 · 100
10 809 1:1 · 10−4 8:6 · 10−6 2:6 · 10−5 4:9 · 101
15 1391 1:5 · 10−5 8:3 · 10−7 6:5 · 10−6 1:4 · 102
Numerical results are similar with f(x; y; z) = exp(x) exp(y) exp(z) which conCrms that the sin-
gularities have been eliminated. CPU time is acceptable.
Example 4.7. We now take from [4] the example in dimension 4 of the function f(x; y; z; t) =
exp(xyzt) whose integral is about 1.04. Its variance before periodisation is about 1:3 × 10−2 and
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about 7 after. We have the following table:
d P4;d |I − e0(g)| 2 |I − I˜ | CPU
1 81 6:0 · 10−2 1:6 · 10−1 3:8 · 10−3 1:2 · 100
2 297 1:4 · 10−2 1:5 · 10−2 5 · 10−4 9:1 · 100
5 1161 2:9 · 10−4 2:3 · 10−4 9:7 · 10−5 1:3 · 102
10 3849 4:6 · 10−5 2:3 · 10−5 3:9 · 10−5 1:3 · 103
CPU times are getting too large when d increases. Periodisation has increased artiCcially the
variance and the number of terms in the approximation is too large compared to the variance
reduction. Hence, we will now try to achieve a better approximation using multivariate Legendre
polynomials for which no periodisation is required.
5. Approximation on multivariate Legendre polynomials
5.1. Decay of the coe=cients
We will assume that f belongs to C2k([− 1; 1]Q). Its approximation is given by
f(x) =
∑
m∈NQ
amem(x);
where
em(x) = L˜m1(x1)L˜m2(x2) : : : L˜mQ(xQ):
We achieve the same kind of decay for the coe4cients am as with the Fourier basis. We have
|am|6 C1(m̂1m̂2 : : : m̂Q)2k ;
where C1 is a positive constant and with mˆ=sup(1; m). This is achieved by using the same reasoning
as in dimension one for each of the Q integration variables. The main tool is still the di2erential
equation satisCed by the Ln. The same decay is obviously also valid on D=[0; 1]Q and we will now
assume that
|am|6 C1(m̂1m̂2 : : : m̂Q)L :
5.2. Choice of the elements of the approximation basis
We can easily check that the most signiCcant coe4cients are the ones for which the product
m̂1m̂2 : : : m̂Q
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is as small as possible. To search the coe4cients to keep according to this criterion, we now deCne,
as we have done for the Fourier basis, the following sets:
TQ;d = {m∈NQ=(m̂1 : : : m̂Q) = d}; WQ;d = {m∈NQ=(m̂1 : : : m̂Q)6d}:
We can now give an error estimation similar to the one achieved with the Fourier basis. We have
f(t) =
∑
m∈WQ;d
amem(t) +
∑
m∈WCQ;d
amem(t)
and we will now put
r(t) =
∑
m∈WCQ;d
amem(t):
5.3. Estimation of the truncation error
We give the control on
∫
D r(t)
2 dt using the same tools as in Lemma 4.3.
Lemma 5.1. Under the previous assumptions, ∀,¿ 0, there is a constant CQ;, depending only on
Q and , such that
∫
D
r(t)2 dt6
CQ;,
d2L−1−,
:
Proof. One only has to say that
WQ;d ⊂ VQ;d:
5.4. Convergence of the algorithm
We now give the performances of the approximation
f(M)(t) =
∑
m∈WQ;d
a(M)m em(t)
keeping the same notations as in Theorem 3.1 and computing the LQ;d = Card(WQ;d) coe4cients
which belong to WQ;d.
Theorem 5.2. Assuming the previous hypotheses and that
(i)
LQ;d
N
¡ 1;
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(ii)
'= sup
(
sup
k
∫
D
(1− e2k(x))2 dx; sup
j; k; j =k
∫
D
e2k(x)e
2
j (x) dx
)
6
N
4
;
we have
E(a(M)k ) = ak ; Var(a
(M)
k )6 2
(
(1
K(LQ;d)M−1
NM
C(LQ;d)M + ((LQ;d)
1
d2L−1−,
)
and also
E
(∫
D
(f(x)− f(M)(x))2 dx
)
6LQ;dVar(a
(M)
k ) +
(2
d2L−1−,
;
where ((LQ;d), (1, (2, K(LQ;d) and C(LQ;d) are positive constants.
Proof. See Theorem 4.4.
5.5. Numerical results
The algorithm gives us an approximation of the function f. The integral of f can be computed
either as a peculiar coe4cient of the approximation gM of g or by using the control variate method.
The complexity of the algorithm depends mainly on LQ;d. The following table gives some values of
this constant in moderate dimensions.
d L2;d L3;d L4;d L5;d L6;d
1 4 8 16 32 64
2 8 20 48 112 256
5 21 62 168 432 1072
10 48 165 504 1432 3872
15 76 276 880 2592 7232
To see to which dimension Q we can use the algorithm, we have to compute LQ;d at least for
d= 1 and 2. We obtain
LQ;1 = 2Q; LQ;2 = LQ;1 + Q2Q:
This shows that we cannot take Q more than about 15, if we do not want to compute more than
one million coe4cients. There are less coe4cients to compute than with the Fourier basis and the
approximation should also be more accurate if we refer to what happened in dimension one. There
is nevertheless one main drawback for this new approach. The number of sample values at each step
has to be larger to ensure the convergence of the algorithm. We will set this parameter to 50LQ;d:
This will be enough to overcome the problems linked to the quick increase of C(LQ;d) with Q and
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d and that K(LQ;d) is a O(L2Q;d) on all the numerical examples that will be studied. To check the
performances of the algorithm, we will compute the variance and two approximate values of the
integral for di2erent values of d. The Crst one will be the coe4cient e0(f) and the second one I˜
will be achieved using the control variate method with 10 000 sample values.
Example 5.3. We Crst study the function f(x; y; z) = exp(x) exp(y) exp(z) whose integral is about
5 and the variance 7.
d L3;d |I − e0(f)| 2 |I − I˜ | CPU
1 8 2:2 · 10−1 1:8 · 100 1:6 · 10−3 1:0 · 10−1
2 20 4:7 · 10−4 1:1 · 10−3 2:7 · 10−4 2:0 · 10−1
5 62 2:1 · 10−5 2:1 · 10−6 2:3 · 10−5 1:4 · 100
10 165 4:4 · 10−7 1:3 · 10−9 1:4 · 10−7 1:9 · 101
15 276 1:2 · 10−8 1:4 · 10−11 4:6 · 10−8 7:5 · 101
We will use these results to make the comparison between our algorithm and crude Monte Carlo
integration. CPU time to make 108 random drawings using this method is about 30 s. The relative
accuracy is 10−4f. This corresponds to the accuracy achieved with our algorithm if we take d=2
for a CPU time of only 0:2 s. Comparisons are even more favourable to our algorithm when d
increases.
Example 5.4. We now take the example of the function f(x; y; z; t) = exp(xyzt) which has already
been studied using the Fourier basis.
d L4;d |I − e0(f)| 2 |I − I˜ | CPU
1 16 1:2 · 10−4 8:0 · 10−5 9:0 · 10−5 1:0 · 10−1
2 48 2:0 · 10−5 4:9 · 10−6 6:7 · 10−5 1:0 · 100
5 168 3:2 · 10−6 2:5 · 10−7 2:1 · 10−5 1:1 · 101
10 504 4:2 · 10−7 1:1 · 10−8 2:1 · 10−6 1:6 · 102
For a given d, we achieve a much better accuracy than with the Fourier basis. The number of basis
functions to achieve the approximation is also lower. This is crucial when we use the control variate
method once the approximation has been computed. The gain in terms of variance reduction needs
to compensate the additional cost due to the pointwise computation of the approximation function
f˜. Even if we do not take into account the additional time to compute this approximation, we must
have anyway
Time(f˜)
Time(f)
6
2f
2
f˜
;
where Time(f) is the pointwise CPU time of the function f. If we take d = 5, we have 2f=
2
f˜

10 000 and Time(f˜)=Temps(f)  200 which shows that this criterion is respected here.
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Example 5.5. We take at last from [11] the example of the function f(x; y; z; t; u; v) = exp((x+ y+
z + t + u+ v)=6) whose integral is around 1:66 and the variance 3:9× 10−2.
d L6;d |I − e0(f)| 2
∣∣I − I˜ ∣∣ CPU
1 64 4:5 · 10−5 1:9 · 10−5 4:1 · 10−5 1:6 · 100
2 256 2:4 · 10−7 3:7 · 10−9 6:0 · 10−7 3:4 · 101
3 448 2:2 · 10−8 5:3 · 10−11 2:7 · 10−8 1:4 · 102
5 1072 4:2 · 10−10 3:3 · 10−14 3:0 · 10−10 1:4 · 103
Numerical results are still satisfying and even more accurate than in the previous example. We
can nevertheless notice that the dimensional e2ect is now getting really disturbing. Only small values
of d should be used and the value d = 5 should not exceed especially in even higher dimensions.
We can also notice that the introduction of the sets WQ;d reduces drastically the number of terms in
the approximation basis compared to a simple Cartesian product. For example, the number of terms
in the approximation is 1072 for d = 5 instead of 46566 = 66: The use of Legendre polynomials
has enabled to get rid of the problems linked to the periodisation method occurring with the Fourier
basis but has increased the constants K(p) and C(p).
6. Approximation on multivariate Tchebychef polynomials
We now present the version of the algorithm based on multivariate Tchebychef polynomials. As
in dimension one, we can expect that this version reconciles the good properties of the two previous
versions. This will be conCrmed in the numerical results. We will also compare our algorithm to
the method developed in [1] which reaches an optimal rate of convergence for regular functions.
6.1. Numerical results
The approximation algorithm has to be slightly modiCed in order to compute the coe4cients of
the approximation. One has to use importance sampling according to the weight function !(x) =
1=(
√
(1− x2)) for each of the integration variables. The choice of the elements in the multivari-
ate Tchebychef polynomial approximation is e2ected using the same criteria as with the Legendre
polynomials. The decay of the coe4cients is achieved using the di2erential equation satisCed by the
Tn. We will now use the algorithm with only 6LQ;d random drawings instead of 50LQ;d with the
Legendre polynomials. We will Crst make a comparison with some of the previous examples after
having linearly transformed the integrals from [0; 1]Q into [− 1; 1]Q. The approximation f(M) of f
can be written
f(M)(x) =
∑
k∈WQ;d
a(M)k ek(x);
where the a(M)k are approximations of the 〈f; ek〉 and the ek the elements of the approximation basis.
It is very satisfying, but it does not directly give the value of
I(f) =
∫
D
f(x) dx:
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There are two ways to obtain this value. We can either compute
I˜(f) =
∑
k∈WQ;d
a(M)k
∫
D
ek(x) dx;
or we can use the control variate method with f(M) as an approximation of f. This will lead to an
approximate integral =I(f) using 10 000 sample values and to an approximate value of the variance
2.
Example 6.1. We begin with f(x; y; z) = exp(x) exp(y) exp(z) in the following table:
d L3;d
∣∣I − I˜ ∣∣ 2 ∣∣I − =I ∣∣ CPU
5 62 9:8 · 10−5 6:0 · 10−6 8:2 · 10−6 4:0 · 10−1
10 165 2:5 · 10−6 3:6 · 10−9 3:3 · 10−7 3:0 · 100
15 276 4:0 · 10−8 5:3 · 10−11 2:4 · 10−8 9:4 · 100
20 411 6:5 · 10−9 2:6 · 10−13 1:4 · 10−8 2:3 · 101
25 546 1:8 · 10−9 5:9 · 10−14 3:0 · 10−9 4:1 · 101
For a given value of d, we achieve almost the same accuracy as with Legendre polynomials. The
slight di2erence may be explained because the integral is not directly given by one of the coe4cients
of the approximation. On the other hand, CPU is roughly 8 times smaller which corresponds to the
ratio of the sample values used for each of the two algorithms. We can increase d to achieve even
more accuracy with still lower CPU times.
Example 6.2. We take once more the example of the function f(x; y; z; t; u; v) = exp((x + y + z +
t + u+ v)=6) in the following table:
d L6;d |I − I˜ | 2 |I − =I | CPU
2 256 6:0 · 10−6 4:8 · 10−9 1:7 · 10−6 1:8 · 101
3 448 8:2 · 10−7 2:6 · 10−10 8:0 · 10−8 5:4 · 101
5 1072 6:0 · 10−9 6:5 · 10−14 2:0 · 10−9 3:7 · 102
The conclusions are the same as with the previous example. We achieve slightly less accurate
results with signiCcantly lower CPU times.
6.2. Comparison with an optimal method
We will now compare our method to the one developed in [1] whose rate of convergence is
1
N 1=2+k=Q
for Ck functions in dimension Q. The principle of this method is to divide the integration domain
into nQ cubes, to compute the interpolation polynomial at Ck+Q−1Q well chosen deterministic points
and then use the control variate method with a small number of points m on each of the cubes. This
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corresponds in dimension 4 to about N =4×105 integration points if n=10 and to 2 millions points
if n = 15. The relative accuracies are respectively 10−7 and 10−8 on the following examples. We
will plot −log10 |I − I˜ |=|I | and −log10 |I − =I |=|I | as a function of log10(Nt) where Nt is a number of
sample values used in the approximation algorithm. We can compare with the previous results and
give an approximate value of the order of the method by computing the slope of the curve.
Example 6.3. We begin with the example of the function f(x; y; z; t) = exp(x + y + z + t) which
leads to the following graphic:
4
4.5
5
5.5
6
6.5
7
7.5
8
8.5
4 4.2 4.4 4.6 4.8 5 5.2 5.4
’res1f1’
’res2f1’
We achieve an accuracy of about 8 digits with about 4× 105 sample values. This is quite similar
to the results achieved in [1]. An approximate value of the slope is 1.4 which is a lot better than
0.5 with crude Monte Carlo.
Example 6.4. We now take the example of f(x; y; z; t) = exp(x) sin(y) cos(z) log(1+ t) which leads
to the following curve.
4
4.5
5
5.5
6
6.5
7
7.5
8
4 4.2 4.4 4.6 4.8 5 5.2 5.4
’res1f2’
’res2f2’
Numerical results are analogous to the previous ones and conCrm the e4ciency of the algorithm
on an example where integration variables do not play the same role.
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7. Conclusion
We have built and studied an iterative algorithm which appears to be a very e4cient tool in
the numerical computation of the approximation f˜ of a regular function f in moderate dimensions.
As an application, the approximate value of
∫
D f(x) dx is given either by
∫
D f˜(x) dx or by using
the control variate method. The accuracy achieved using the version of the algorithm based on
Tchebychef polynomials is almost optimal. The next step is to try to optimise the algorithm. This
can surely be done by replacing the random drawings by law discrepancy sequences and by making
some data storage to transform one step of the algorithm into a cubature formula. We can also
add that the approximation algorithm can certainly be used to build Galerkin methods for integral
equations, spectral methods, spectral Cnite elements and numerical schemes for Kinetic equations.
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