Adiabatic and Nonadiabatic Spin-transfer Torques in Antiferromagnets by Fujimoto, Junji
Adiabatic and Nonadiabatic Spin-transfer Torques in Antiferromagnets
Junji Fujimoto∗
Kavli Institute for Theoretical Sciences, University of Chinese Academy of Sciences, Beijing, 100190, China
(Dated: September 8, 2020)
Electron transport in magnetic orders and the magnetic orders dynamics have a mutual dependence, which
provides the key mechanisms in spin-dependent phenomena. Recently, antiferromagnetic orders are focused
on as the magnetic order, where current-induced spin-transfer torques, a typical effect of electron transport
on the magnetic order, have been debatable mainly because of the lack of an analytic derivation based on
quantum field theory. Here, we construct the microscopic theory of spin-transfer torques on the slowly-varying
staggered magnetization in antiferromagnets with weak canting. In our theory, the electron is captured by
bonding/antibonding states, each of which is the eigenstate of the system, doubly degenerates, and spatially
spreads to sublattices because of electron hopping. The spin of the eigenstates depends on the momentum in
general, and a nontrivial spin-momentum locking arises for the case with no site inversion symmetry, without
considering any spin-orbit couplings. The spin current of the eigenstates includes an anomalous component
proportional to a kind of gauge field defined by derivatives in momentum space and induces the adiabatic
spin-transfer torques on the magnetization. Unexpectedly, we find that one of the nonadiabatic torques has the
same form as the adiabatic spin-transfer torque, while the obtained forms for the adiabatic and nonadiabatic spin-
transfer torques agree with the phenomenological derivation based on the symmetry consideration. This finding
suggests that the conventional explanation for the spin-transfer torques in antiferromagnets should be changed.
Our microscopic theory provides a fundamental understanding of spin-related physics in antiferromagnets.
I. INTRODUCTION
Manipulation of antiferromagnetic orders by electric means
is one of the most important topics [1–4] because of its ap-
plicational potentials, such as producing no stray fields and
showing ultrafast dynamics, compared to ferromagnets. Al-
though the application is an essential driving factor, the phe-
nomena induced by the interplay of the magnetic order with
electron transport contains rich physics, which is not fully un-
derstood yet. The antiferromagnetic order is purely quantum
mechanical, and the electronic eigenstate coupled with the an-
tiferromagnetic order is no longer bare electron, in contrast
to the ferromagnetic order. Here, we call the eigenstate in
antiferromagnets the bonding/antibonding state.
The spin-transfer torques in antiferromagnets without spin-
orbit couplings have been studied more than for a decade for
spin-valve-like structures [5–11] and for slowly-varying an-
tiferromagnetic texutres [12–18], as a typical effect of the
electron transport on the antiferromagnetic order. Conven-
tionally, the spin-transfer torque in antiferromagnets has been
considered as the spin-transfer torques acting on two coupled
ferromagnets, which means that the spin torques are obtained
from the summation of the torques on each sublattice magneti-
zation [9, 12, 18]. However, this explanation is still debatable,
mainly because there is no analytic derivation in the adia-
batic regime based on an eigenstate picture which clarifies the
physics. Hence, such a fundamental microscopic theory has
long been desired.
In this paper, we present themicroscopic theory based on the
eigenstate picture for the spin-transfer torque in slowly-varying
staggered antiferromagnets with weak canting. To derive the
model based on the eigenstate picture, we use twounitary trans-
formations as schematically shown in Fig. 1. One is the real
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FIG. 1. Schematic description of the process for obtaining the ef-
fective model by using two unitary transformations U(r, t) and Vk .
(i) The laboratory frame: the quantization axis of the electron spin is
independent from space and time. (ii) The rotated frame: by using
the unitary transformation U(r, t), the electron spin is described by
the spin coherent state for the Néel vector. In addition, the spatial
variation of the Néel vector is encoded to the spin gauge field in this
frame. (iii) and (iv) The eigenstate frame: after the unitary transfor-
mation by Vk , the electron is no longer localized at a single sublattice
but spreads into both sublattices as (iii) the bonding state and (iv) the
antibonding state, which are the eigenstates of electrons coupled to
the Néel vector.
space transformation, U(r, t), in which the quantization axis
of the electron spin becomes along the local Néel vector [19],
where we call this frame the rotated frame (Fig. 1 (ii)). In
the rotated frame, the spatial variation of the Néel vector is
encoded to the real space gauge field Ar,i = −iU†∂iU, which
couples to the spin current, and the magnetization due to cant-
ing couples to the electron spin. The other transformation
Vk is the momentum space transformation to diagonalize the
Hamiltonian, where we call the frame after this transforma-
tion the eigenstate frame. In the eigenstate frame, we have the
Hamiltonian described by the eigenstates, the bonding and an-
tibonding states, each ofwhich doubly degenerates and spreads
to sublattices (Fig. 1 (iii) and (iv)).
The perturbation Hamiltonians are also transformed by the
unitary matrices U(r, t) and Vk . In the eigenstate frame, the
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2electron spin is found to be generally depending on the mo-
mentum of the eigenstate, and a nontrivial spin-momentum
locking arises for the case with no site inversion symmetry,
without considering any spin-orbit couplings. Note that the
site inversion symmetry, or site-centered inversion symmetry,
is usually used in the one dimensional (1D) quantum spin sys-
tems and is defined as the invariance under the transformation
of site index i changing to −i in the center of the i = 0 site
for 1D systems [20]. The square lattice is a case with site
inversion symmetry, and the honeycomb lattice is a case with
no site inversion symmetry (Fig. 2 (b) and (c)). The point is
that the inter-sublattice hopping matrix element is complex in
the case with no site inversion symmetry.
The spin current is defined as the current coupled with the
real space SU(2) gauge field Ar,i . In the eigenstate frame, we
find that the spin current consists of two components; one is the
ordinary spin current given by the combination of the velocity
and spin. The other is an anomalous spin current given by the
momentum space gauge field defined by Ak,i = −iV†k ∂iVk . A
similar momentum space gauge field was discussed by Cheng
and Niu [21], but it seems to be different from Ak,i .
We then evaluate the effect of the conduction electron on the
dynamics of the antiferromagnets, which is the spin-transfer
torque on the order parameters; the torques on the Néel vector
denoted by τn, and the torque on the magnetization denoted by
τm. Considering the antiferromagnetically ordered localized
spin system, we derive the equation of motion of the order
parameters in the presence of the sd exchange coupling to the
conduction electron spin. In the adiabatic regime, the spin
torque τm is given by the divergence of the anomalous spin
current, which is a novel expression, and the other torque τn is
proportional to the perpendicular component of the conduction
electron spin, which is the same form as the spin torque in the
ferromagnets. By evaluating the linear responses of anomalous
spin current and spin to the electric field, we obtain the current-
induced spin-transfer torques.
As mentioned above, the spin-transfer torque in antifer-
romagnets has been considered conventionally as the spin-
transfer torques acting on two coupled ferromagnets. For
the adiabatic spin-transfer torques defined as the spin-transfer
torque to which the adiabatic processes only contribute, we
confirm that the above explanation is valid. This agree-
ment is because, in the adiabatic regime, each of the bond-
ing/antibonding states conducts each sublattice.
We also evaluate the nonadiabatic spin-transfer torques de-
fined as the torques to which the nonadiabatic processes such
as themixing of the bonding and antibonding states contribute.
We find that one of the nonadiabatic spin-transfer torques τnan
(the superscript ‘na’ denotes the nonadiabatic) has the same
dependence as the adiabatic torque τn, which means that the
above conventional explanation does not work for the nonadia-
batic torques. This deviation is understood by the fact that the
nonadiabatic processes are characteristic of electrons coupled
to the antiferromagnetic order, which are not equivalent to the
electrons coupled to two coupled ferromagnetic orders.
We here give a comment on the relation of the adia-
batic/nonadiabatic torques to the reactive/dissipative torques.
The reactive and dissipative spin-transfer torques are defined
as the even and odd terms under the time-reversal transfor-
mation in the equation of motion of the magnetic orders. In
ferromagnets, the reactive torque is equivalent to the adiabatic
one, and the dissipative is the same as the nonadiabatic. How-
ever, in antiferromagnets, the correspondences do not realize,
since one of the nonadiabatic torques has the same form as the
adiabatic torque.
The paper is organized as follows. In Sec. II, we define
the electron system we consider, and Sec. III is devoted to the
derivation of the effective Hamiltonian in the eigenstate frame.
In Sec. IV, we present the main topic of the adiabatic and
nonadiabatic spin-transfer torques. Then, Sec. V concludes
this paper.
II. MODEL
We begin with the tight-binding model coupled to the stag-
gered magnetization slowly-varying spatially through the sd-
type exchange coupling, in which the Hamiltonian is given by
He = Ht + Hsd + Vimp. The first term is hopping Hamilto-
nian given by Ht = ∑i, j(ti jc†i cj + H.c.) with ti j the hopping
integral, which is assumed to be finite only for the nearest-
neighbors of the intra-sublattices and of inter-sublattices,
where ci is the spinor form of the annihilation operator on
the i-th site. The second term is the exchange coupling given
byHsd = −Jsd ∑i Si · (c†i σci) with the strength Jsd(> 0) and
the localized spin Si which consists of the staggered magne-
tization with weak canting. Here, σ = (σx, σy, σz) is the
Pauli matrices for spin space, and we use σ0 as the unit matrix
for spin space. Vimp denotes an impurity potential, which is
to be approximated as a nonmagnetic potential acting on the
eigenstates for simplicity, and leads to k-independent lifetime
of the bonding/antibonding states. The impurity effects are
out of focus in this paper, and we will discuss them another
paper.
In antiferromagnets with the slowly-varying staggered mag-
netization and with weak canting, the localized spin Si is
expressed by using two smooth functions; the Néel vector
N (r, t) and the magnetizationM(r, t) as Si = (−1)PiN (ri, t)+
M(ri, t), (see Fig. 2 (a)), where ri is the position of the i-th site,
and Pi describes the sign change depending on the sublattice;
Pi = 0 for i ∈ A and Pi = 1 for i ∈ B. For the case of weak
canting, the Néel vector is much larger than the magnetization;
M/N  1 with N (r, t) = Nn(r, t) and M(r, t) = Mm(r, t),
where n and m are the unit vectors. We here assume N and
M as well as S = |Si | are constant for time and space, which
leads n · m = 0.
III. EFFECTIVE HAMILTONIAN
Wenow derive theHamiltonian for the bonding/antibonding
states (Fig. 1). Firstly, we take the unitary transformation
U(r, t) such that the electron spin takes the spin coherent state
along the Néel vector; U†(n · σ)U = σz with ci = Uc˜i .
Using the spin gauge field [22–24] Ar,µ = −iU†(∂U/∂rµ) =
3Ni(t)
Mi(t)
Si
−Nj(t)
Mj(t)
Sj
A B
eˆµ
eˆν
A
B
unit cell
eˆµ
eˆν
A
B
t'
t
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t
FIG. 2. (a) The decomposition of the localized spin into the Néel vector and the magnetization. From the decomposition, we can define the
adiabatic motion of electron for the antiferromagnetic ordered state, since Ni(t) = N (ri, t) and Mi(t) = M(ri, t) are slowly-varying vector,
while the vector Si is rapidly changing. (b) and (c) Schematic figures of (two dimensional) antiferromagnetic models; (b) the square lattice,
(c) honeycomb lattice. Then intra-sublattice nearest neighbor vector is described by eˆ′ν , and inter-sublattice nearest neighbor vector is denoted
by eˆµ .
Aαr,µ(r, t)σα/2 with (r0, r1, r2, r3) = (t, x, y, z) and α = x, y, z,
we find
He = H0 +HA +Hf + O(A2r ) (1)
withH0 = ∑k Ψ†kHkΨk + Vimp and
HA = ~2
∫
ω
∑
q
jαs,i(−q)Aαr,i(q, ω), (2)
Hf = −MN Jsd
∫
ω
∑
q
sα(−q)(R−1m)αq,ω, (3)
where we introduced Ψ
k
as two sets of spinors of annihilation
operators, Hk describes the unperturbed Hamiltonian given
by Hk = Tk ρ0σ0 − (Re ηk )ρ1σ0 − (Im ηk )ρ2σ0 − Jsdρ3σz
with ρµ being the Pauli matrix for sublattice space for µ =
1, 2, 3 and being the unit matrix for µ = 0. Here, Tk and
ηk are hoppings of intra- and inter-sublattices, respectively,
and we introduced Jsd = NJsd . In this work, we assumed
that the electron is described by the inter- and intra-sublattice
nearest neighbor hoppings as shown Fig. 2 (b) and (c), we find
Tk = −2t ′∑ν Re [exp(−ik · eˆ′ν)] and ηk = t∑µ exp(−ik · eˆµ),
where t and t ′ are inter- and intra-sublattice nearest neighbor
hopping parameters, respectively, and eˆµ and eˆ′ν are inter- and
intra-sublattice nearest neighbor vectors. TheHamiltonianHA
represents the couplings of the spin current jαs,i(q) to the spin
gauge fields, where α = x, y, z is the spin index, and i = x, y, z
is spatial index. TheHamiltonianHf describes the coupling of
the magnetization and the spin in the conventional way of the
exchange coupling, where M/N  1 assures that we can treat
Hf perturbatively. Here, R is the rotational matrix defined by
U†(r, t)σU(r, t) = Rσ. The frame described by Ψk is called
the rotated frame (Fig. 1).
Secondly,Hk is not yet a diagonalmatrix, hence necessary to
be diagonalized to obtain the effective model. We diagonalize
Hk so as to hold the equation
V†
k
HkVk = Tk ρ0σ
0 − ∆k ρ3σz
=
©­­­«
Tk − ∆k
Tk + ∆k
Tk + ∆k
Tk − ∆k
ª®®®¬
with ∆k = (|ηk |2 +J 2sd)1/2. The explicit form of Vk is given in
Supplemental Material (SM) [25]. From this, we see that the
outer 2 × 2 matrix is corresponding to the bonding state and
the inner 2 × 2 matrix is the antibonding state. The spin and
spin current operator in Eqs. (2) and (3) are also transformed
by Vk .
Thirdly, we use the projection operator P± = (ρ0σ0 ±
ρ3σ
z)/2 to the bonding state for s = + and to the antibonding
state for s = −, which leads Ps(V†kΨk ) = ψk,s , where ψk,s is
annihilation operator of the bonding/antibonding state, which
can be written by using that of the spin coherent states as
ψk,s = s
(
cos(ϑk/2)cAk,s + se−iϕk sin(ϑk/2)cBk,s
cos(ϑk/2)cBk, s¯ + seiϕk sin(ϑk/2)cAk, s¯,
)
(4)
with s¯ = −s, where cX
k,ξ
is the annihilation operator of sub-
lattice X = A,B with the spin coherent state (ξ = +) and that
antiparallel to the state (ξ = −), and we introduced
sin ϑk = |ηk |/∆k, cos ϑk = Jsd/∆k (5)
and
ϕk = tan−1(Im ηk/Re ηk ). (6)
Here, ϕk depends on Im ηk , which is only finite in the case
with no site inversion symmetry. We see below that the spin
4operator of the eigenstates has an essentially different form
depending on whether the system has the site inversion sym-
metry.
We finally obtain the effective model in the adiabatic regime
where the mixing of the bonding and antibonding states is
negligible, which is given by Eq. (1) with
H0 =
∑
s=±
∑
k
ksψ
†
k,s
ψk,s + Vimp, ks = Tk − s∆k (7)
and Eqs. (2) and (3). Note that the bonding/antibonding states
doubly degenerates, and hence the spinor form can be captured
by the another Pauli matrices, which is hereafter denoted by
τµ (µ = 0, x, y, z). We call the frame described by ψk,s the
eigenstate frame. We here consider the impurity potential as
Vimp = ui
∑
k,k′,s ρ(k ′ − k)ψ†k′,sψk,s for simplicity, where ui
is the potential strength, and ρ(q) is the Fourier component
of the impurity density. The spin in Eq. (3) in the eigenstate
frame with adiabatic approximation is
sα(q) =
∑
s=±
∑
k
ψ†
k− q2 ,s
(
sταk,s
)
ψ
k+ q2 ,s
, (8)
where τk,s = (τxk,s, τ
y
k,s
, τz
k,s
) is given as
τk,s =
©­«
sin ϑk eˆϕk · τ⊥
s sin ϑk
(
zˆ × eˆϕk
) · τ⊥
τz
ª®¬ (9)
with τ⊥ = (τx, τy, 0) and eˆϕk = (cos ϕk, sin ϕk, 0). The spin
beyond the adiabatic regime is given in SM [25].
Here, we consider a specific configuration, such as the
square lattice (Fig. 2 (b)), where the inter-sublattice hopping
ηk becomes real, ηk = η∗k , hence ϕk = 0 and eˆϕk = xˆ, we find
the spin of the eigenstate as
τk,s =
©­«
sin ϑkτx
s sin ϑkτy
τz
ª®¬ .
From this, we find the following three points: (i) spin direction
is independent from the momentum in this case, and the cor-
respondences between the electron picture and the eigenstate
picture arises;
σx ↔ τx, σy ↔ τy, σz ↔ τz,
(ii) the transverse spin shrinks depending on k as sin ϑk =
|ηk |/∆k , and (iii) the chirality for the bonding state (s = +) is
opposite for the antibonding state (s = −) since the sign of the
y component depends on the bonding or antibonding states.
For the case with no site inversion symmetry, such as the
honeycomb lattice (Fig. 2 (c)), where the inter-sublattice hop-
ping does not become real, the vector eˆϕk changes depending
on k , which leads to the momentum-dependent spin direction
changing (see Eq.(9)). We emphasise that since we does not
consider any spin-orbit couplings, this spin-momentum lock-
ing is a nontrivial result. This spin-momentum lockingwithout
any spin-orbit couplings is one of the important findings in this
work. The spin-momentum locking is expected to connect to
the nontrivial spin polarization [26, 27] and the anomalous
Hall effect [28] in noncollinear antiferromagnets.
The spin current in Eq. (2) is given as js,i = ( jxs,i, j ys,i, jzs,i)
with js,i(q) = js0,i(q)+ jsA,i(q), where js0,i(q) is the ordinary
spin current given by
js0,i(q) =
∑
k,s
ψ†
k− q2 ,s
(
s
~
∂ks
∂ki
τk,s
)
ψk+ q2 ,s
, (10)
where the spin operator is given by Eq. (9), and jsA,i(q) is an
anomalous spin current given by
jsA,i(q) = Jsd
~
∑
k,s
ψ†
k− q2 ,s
©­«
(zˆ × A⊥k,i) · τ⊥
−sA⊥k,i · τ⊥
0
ª®¬ψk+ q2 ,s . (11)
Here, Aαk,i in Eq. (11) is a kind of gauge filed defined by
derivatives in momentum space Ak,i = −iV†k (∂Vk/∂ki) =
(Azk,iρ3σ0 + A⊥k,i · ρσz)/2 with
A⊥k,i(k) =
∂ϑk
∂ki
zˆ × eˆϕk −
∂ϕk
∂ki
sin ϑk eˆϕk , (12a)
Azk,i(k) =
∂ϕk
∂ki
(1 − cos ϑk ). (12b)
The expression of the anomalous spin current is also one of
the important points of this work, since this spin current con-
tributes to the spin torque as shown below in Eq. (14a). Note
that Azk,i(k) is the Berry phase in the momentum space and is
only finite in the case with no site inversion symmetry.
IV. SPIN-TRANSFER TORQUES
Here, we evaluate the spin-transfer torques on the Néel vec-
tor and magnetization. First, we derive the equation of motion
for the two order parameters in the presence of the sd exchange
coupling. The part related to the localized spin in the La-
grangian is given asLs = LB−Hs−Hsd , where the first term
in the right hand side is calculated in the continuum limit [29]
as LB = −~
∫
(dr /V)[M · (n × (∂n/∂t))], where V is the vol-
ume of the system, and the second termHs is the Hamiltonian
of the localized spin. The sd exchange coupling in the contin-
uum limit is rewritten asHsd =
∫
(dr /V)[−NJn · Σ˜− JM · s˜],
where Σ˜ and s˜ are staggered electron spin and ferromagnetic
electron spin in the laboratory frame, respectively.
The Eular-Lagrange equation is calculated as
M Ûm = n × 1
~
δHs
δn
+ τm + n × 1
~
δW
δ Ûn , (13a)
Ûn = n × 1
~M
δHs
δm
+ τn + n × 1
~M
δW
δ Ûm , (13b)
where W is the phenomenologically introduced damping
function. We find that the sd exchange coupling induces
the following spin torques in the rotated frame, R−1τm =
5(JN/~)(zˆ × 〈Σ〉neq) and R−1τn = (J/~)(zˆ × 〈s〉neq), which are
obtained as
(R−1τm)q =
iqj
2
〈 jsA, j(q, t)〉neq, (14a)
(R−1τn)q = Jsd
~
zˆ × 〈s(q, t)〉neq (14b)
in the adiabatic regime, where jsA, j(q) is the anomalous spin
current of the eigenstate given by Eq. (11), and the spin s(q)
is given by Eq. (8). Here, 〈 · · · 〉neq means the statistical av-
erage in nonequilibrium. (See SM [25] for the derivation of
Eq. (14a).) Equation (14a) suggests that the spin torque on
the magnetization m is given by the divergence of the anoma-
lous spin current. Equation (14b) is the same form as the spin
torque in ferromagnets. These two expressions (14) are one of
the important findings in this work. Note that the spin torque
τm is already the first order of q and has no zeroth order terms
with respect to q.
Then, we evaluate the spin torques (14) in the pres-
ence of the electric field. Following the linear response
theory, we have 〈 jαsA,i(q, ω)〉neq = Xαi j (q, ω)Aemj (ω) and
〈sα(q, ω)〉neq = Yαj (q, ω)Aemj (ω), where Aemj (ω) is the vec-
tor potential, and the linear response coefficients Xαi j (q, ω) and
Yαi (q, ω) are obtained from the correspondingMatsubara func-
tions X αi j (q, iωλ) = −e〈〈 jαsA,i(q), jj(0)〉〉 and Y αj (q, iωλ) =
−e〈〈sα(q), jj(0)〉〉 with the canonical correlation 〈〈A, B〉〉 =
V−1
∫ β
0 dτ e
iωλτ 〈TτA(τ), B(0)〉 by taking the analytic contin-
uation iωλ → ~ω + i0. Here, jj(q) is the electric current and
the explicit form in the eigenstate frame is given in SM [25],
and β = 1/kBT is the inverse temperature. Rewriting the Mat-
subara functions in terms of the thermal Green function, we
expand the Green function up to the first order of the Hamil-
tonian Hf for the coefficientX αi j (q, iωλ). For the coefficient
Y αj (q, iωλ), we expand the first order of the spin gauge field
Ar,i as in the calculation of the spin-transfer torques in ferro-
magnets [24, 30, 31]. Note that the terms proportional to the
spin gauge field inX αi j (q, iωλ) become the spin torques in the
second order of q since the spin gauge field is the first order
of q and Eq. (14a) is already the first order of q, so that we
neglect the terms.
After some straightforward calculations [25], the resultant
expressions for the adiabatic spin-transfer torques in the labo-
ratory frame are obtained as
τm(r, t) = MN
(Pm
e
jc · ∇
)
m(r, t), (15a)
τn(r, t) = 1N
(Pn
e
jc · ∇
)
n(r, t), (15b)
where −e is the elementary charge, jc is the charge current,
and Pm and Pn are nondimensional coefficients, which are
given in SM [25]. Equations (15) are the first main results of
this work. This result does not depend on the lattice symmetry.
The obtained spin-transfer torques τm and τn are similar
forms to that in the ferromagnets ∝ ( js · ∇)m′, where js is the
spin current and m′ is the magnetization in the ferromagnet.
Especially, Eq. (15b) is the same form as Eq. (20) in Ref. [18],
which is obtained by considering the antiferromagnet as the
two coupled ferromagnets. This agreement suggests that the
conventional explanation is valid for the adiabatic spin-transfer
torque. It is mainly because each of the doubly-degenerated
bonding/antibonding state conducts each sublattice in the adi-
abatic regime. Note that there is one difference from the case
of ferromagnets; in antiferromagnets, Pm jc and Pn jc are not
equivalent to the spin current. In ferromagnets, the charge cur-
rent accompanies with spin polarization, hence charge current
can be rewritten as js = P jc by means of the spin polariza-
tion P, while the charge current in antiferromagnets does not
accompany with spin polarization. The eigenstate is doubly
degenerated as Eq. (4), and both of two degenerated sates con-
tribute additively to the spin-transfer torques, so that charge
current induces the spin torques.
In order to treat a nonadiabatic contribution to the spin
torques, we need to consider nonadiabatic processes, which are
transitions from the bonding state to the antibonding state and
vice versa. Note that the nonadiabatic torques are not obtained
from Eqs. (14) even with the spin relaxation mechanism. The
derivation and calculation of the nonadiabatic spin-transfer
torques are given in SM [25], and we find
τnam (r, t) = iωτsdn ×
(Pnam
e
jc · ∇
)
n, (16a)
τnan (r, t) = −
1
N
(Pnan
e
jc · ∇
)
n, (16b)
where τsd = ~/2Jsd , and Pnam and Pnan are nondimensional
coefficients given in SM [25]. Here, ω is the frequency of
the external electric field E = E0e−iωt and the charge current
is given by jc = σcE, where σc is the conductivity. Equa-
tions (16) are the second main results of this work. Note that
Pnam = 0 and Pnan = 0 for the case where the intra-sublattice
hopping Tk is zero. In contrast, for the case of ∆k ' Jsd , we
find Pnam = Pnan ' 1 (see SM [25]).
In the previous work [31], we showed that the nonadiabatic
spin-transfer torque can be induced by the alternating current
in ferromagnets. Equation (16a) indicates that the alternating
current induces the nonadiabatic torque in antiferromagnets
and the direct current (ω = 0) does not give rise to the nonadi-
abatic torque on m for the case of the simple impurity poten-
tial we consider. By analogy of the case in ferromagnets [31],
iωτsd could be replaced by iωτsd + ζs, where ζs is the spin
relaxation rate, and the direct current induces the nonadiabatic
spin-transfer torque in that case.
Although the nonadiabatic spin-transfer torque (16a) is al-
ready expected from the symmetry consideration [14], the
torque (16b) is unexpectedly obtained. Equation (16b) sug-
gests that the nonadiabatic processes also contribute to the
ordinary spin-transfer torque (15b), which is essentially differ-
ent from ferromagnets, where the nonadiabatic process only
contributes to the nonadiabatic spin-transfer torques. The re-
sult (16b) indicates that the conventional explanation for the
spin-transfer torque does not work for the nonadiabatic torque.
Furthermore, the correspondences between adiabatic (nonadi-
abatic) torque and reactive (dissipative) torque, which is valid
in ferromagnets, are no longer realized due to Eq. (16b).
6For further discussion, we need to solve the equations (13)
for a specific configuration, such as a domain wall [32–34],
and the analysis is one of the future works.
V. CONCLUSION
In conclusion, we have constructed the microscopic theory
of the spin-transfer torques on the slowly-varying staggered
magnetization in antiferromagnets with weak canting. The
effective model is obtained by using the two unitary trans-
formations; one is the real space unitary transformation in
which the electron spin is to be along the Néel vector, and
the other is the momentum space unitary transformation in
which the unperturbed Hamiltonian is to be diagonalized. By
these transformations, we have two kinds of gauge fields; one
is the spin gauge field which is well-known in ferromagnetic
spintronics, and the other is the momentum space gauge field,
which is an extension of the momentum space Berry phase.
The spin operator of the eigenstates depends on the momen-
tum in general, and a nontrivial spin-momentum locking arises
in the case with no site inversion symmetry. The spin current
operator of the eigenstates has two components; one is the ordi-
nary spin current operator and the other is the anomalous spin
current which is proportional to the momentum space gauge
field. The divergence of the anomalous spin current induces
the spin torque on the magnetization in the adiabatic regime,
and the spin torque on the Néel vector is given as the same
form as the spin torque in ferromagnets. The obtained forms
for the adiabatic and nonadiabatic spin-transfer torques agree
with the phenomenological derivation based on the symmetry
consideration. For the adiabatic torques are understood by the
conventional explanation for the spin-transfer torques, but the
explanation fails for the nonadiabatic spin-transfer torque. Our
microscopic theory provides a fundamental understanding of
spin-related physics in antiferromagnets, which paves the way
for developing the antiferromagnetic spintronics.
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I. DIAGONALIZATION MATRIX
In this section, we show the explicit form of the diagonalization matrix Vk . First, we introduce the following vector form
Xk =
©­«
Re ηkσ0
Im ηkσ0
Jsdσz
ª®¬ = ∆k ©­«
σ0 sin ϑk cos ϕk
σ0 sin ϑk sin ϕk
σz cos ϑk
ª®¬ , (S1.1)
and hence the Hamiltonian is expressed as Hk = Tk ρ0σ0 − Xk · ρ. Here, we define the Vk as
Vk = χ˜k · ρ, (S1.2)
where
χ˜k =
©­«
σ0 sin(ϑk/2) cos ϕk
σ0 sin(ϑk/2) sin ϕk
σz cos(ϑk/2)
ª®¬ = χ⊥k σ0 + χzk zˆσz . (S1.3)
By using Vk , one obtains
V†
k
(
Xk · ρ
)
Vk = ∆k (χ⊥k · ρ⊥σ0 + χzk ρ3σz)
(
sin ϑk (eˆϕk · ρ⊥)σ0 + cos ϑk ρ3σz
)(χ⊥k · ρ⊥σ0 + χzk ρ3σz)
= ∆k
(
cos(ϑk/2)ρ0σ0 + i sin(ϑk/2)(zˆ × eˆϕk ) · ρ⊥σz
)
(χ⊥k · ρ⊥σ0 + χzk ρ3σz)
= ∆k ρ3σ
z, (S1.4)
where eˆϕk = (cos ϕk, sin ϕk, 0). Hence, we have V†k HkVk = Tk ρ0σ0 − ∆k ρ3σz .
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2II. PROJECTION OPERATOR AND PROJECTED SPACES
Here, we show the projection operator into the eigenstates and the projected spaces. The projection operator into the bonding
state (s = +) and into the antibonding state (s = −) are given by
Ps =
ρ0σ
0 + sρ3σz
2
, (S2.1)
or, in the matrix form,
P+ =
©­­­«
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
ª®®®¬ , P− =
©­­­«
0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
ª®®®¬ . (S2.2)
Since the operator Ps (s = ±) holds the following relation,
P2s = Ps, (S2.3)
the operator Ps is a projection operator. We also see
P+ + P− = ρ0σ0, (S2.4)
so that we have the orthogonality:
P+P− = P−P+ = 0. (S2.5)
Next, we derive the formulas for the projections of ρµσν (µ = 0, 1, 2, 3 and ν = 0, x, y, z). We first divide Psρµσν int
two classes: one is commutative, Psρµσν = ρµσνPs for (µ, ν) = (0, 0), (0, z), (3, 0), (3, z), (1, x), (1, y), (2, x), (2, y), and the
other is noncommutative Psρµσν = ρµσνPs¯ for (µ, ν) = (0, x), (0, y), (1, 0), (1, z), (2, 0), (2, z), (3, x), (3, y), where s¯ = −s. The
commutative class is equivalent to the adiabatic contribution;∑
k
(VkΨk )†ρµσνVkΨk =
∑
k
∑
s,s′
(PsVkΨk )†
(
PsρµσνPs′
)
Ps′VkΨk
=
∑
k
∑
s,s′
ψ†
k,s
(
PsρµσνPs′
)
ψk,s′
=
∑
k
∑
s,s′
ψ†
k,s
(
PsPs′ρµσν
)
ψk,s′
=
∑
k
∑
s
ψ†
k,s
(
Psρµσν
)
ψk,s, (S2.6)
where we inserted 1 = ρ0σ0 =
∑
s=± Ps and use Ps = (Ps)2 in the first equal, and PsVkΨk = ψk,s is the eigenstate operator. The
similar calculation shows that the noncommutative class is equivalent to the nonadiabatic contribution, which is a mixing of the
bonding and antibonding states, ∑
k
(VkΨk )†ρµσνVkΨk =
∑
k
∑
s,s′
ψ†
k,s
(
PsρµσνPs′
)
ψk,s′
=
∑
k
∑
s,s′
ψ†
k,s
(
PsPs¯′ρµσν
)
ψk,s′
=
∑
k
∑
s
ψ†
k,s
(
Psρµσν
)
ψk, s¯ . (S2.7)
Then, we show the explicit forms for each class.
3A. Commutative class
For the commutative class (µ, ν) = (0, 0), (0, z), (3, 0), (3, z), (1, x), (1, y), (2, x), (2, y), we have P+ρµσν ,
P+ρ0σ0 = P+ρ3σz =
©­­­«
+1 0
0 +1
ª®®®¬ ≡ τ
0
++, (S2.8a)
P+ρ1σx = P+(iρ2)(iσy) =
©­­­«
0 +1
+1 0
ª®®®¬ ≡ τ
x
++, (S2.8b)
P+ρ1(iσy) = P+(iρ2)σx = i
©­­­«
0 −i
+i 0
ª®®®¬ ≡ iτ
y
++, (S2.8c)
P+ρ3σ0 = P+ρ0σz =
©­­­«
+1 0
0 −1
ª®®®¬ ≡ τ
z
++, (S2.8d)
and P−ρµσν ,
P−ρ0σ0 =
©­­­«
+1 0
0 +1
ª®®®¬ = +τ
0
−−, P−ρ3σ
z =
©­­­«
−1 0
0 −1
ª®®®¬ = −τ
0
−−, (S2.9a)
P−ρ1σx =
©­­­«
0 +1
+1 0
ª®®®¬ ≡ +τ
x
−−, P−(iρ2)(iσy) =
©­­­«
0 −1
−1 0
ª®®®¬ ≡ −τ
x
−−, (S2.9b)
P−(iρ2)σx = i
©­­­«
0 −i
+i 0
ª®®®¬ ≡ +iτ
y
−−, P−ρ1(iσy) = i
©­­­«
0 +i
−i 0
ª®®®¬ ≡ −iτ
y
−−, (S2.9c)
P−ρ3σ0 =
©­­­«
+1 0
0 −1
ª®®®¬ ≡ +τ
z
−−, P−ρ0σ
z =
©­­­«
−1 0
0 +1
ª®®®¬ ≡ −τ
z
−−. (S2.9d)
Here, we defined τµss (s = ± and µ = 0, x, y, z).
To summarize these, we have
Psρµ=0,3σ0 = τ
µ=0,z
ss , (S2.10a)
Psρ⊥σx = τ⊥ss, (S2.10b)
Psρ⊥σy = −szˆ × τ⊥ss
= −isτzssτ⊥ss, (S2.10c)
Psρµ=0,3σz = sτ
µ=z,0
ss . (S2.10d)
4B. Noncommutative class
For the noncommutative class (µ, ν) = (0, x), (0, y), (1, 0), (1, z), (2, 0), (2, z), (3, x), (3, y), we have P+ρµσν ,
P+ρ1σ0 = P+(iρ2)σz =
©­­­«
+1
0
0
+1
ª®®®¬ ≡ τ
x
+−, (S2.11a)
P+(iρ2)σ0 = P+ρ1σz =
©­­­«
+1
0
0
−1
ª®®®¬ ≡ iτ
y
+−, (S2.11b)
P+ρ0σx = P+ρ3(iσy) =
©­­­«
+1
0
0
+1
ª®®®¬ ≡ τ
0
+−, (S2.11c)
P+ρ3σx = P+ρ0(iσy) =
©­­­«
+1
0
0
−1
ª®®®¬ ≡ τ
z
+−, (S2.11d)
and P−ρµσν ,
P−ρ1σ0 =
©­­­«
0
+1
+1
0
ª®®®¬ ≡ +τ
x
−+, P−(iρ2)σz =
©­­­«
0
−1
−1
0
ª®®®¬ ≡ −τ
x
−+, (S2.12a)
P−(iρ2)σ0 =
©­­­«
0
+1
−1
0
ª®®®¬ ≡ +iτ
y
−+, P−ρ1σ
z =
©­­­«
0
−1
+1
0
ª®®®¬ ≡ −iτ
y
−+, (S2.12b)
P−ρ0σx =
©­­­«
0
+1
+1
0
ª®®®¬ ≡ +τ
0
−+, P−ρ3(iσy) =
©­­­«
0
−1
−1
0
ª®®®¬ ≡ −τ
0
−+, (S2.12c)
P−ρ3σx =
©­­­«
0
+1
−1
0
ª®®®¬ ≡ +τ
z
−+, P−ρ0(iσy) =
©­­­«
0
−1
+1
0
ª®®®¬ ≡ −τ
z
−+. (S2.12d)
Here, we defined τµss¯ (s = ± and µ = 0, x, y, z).
To summarize these, we have
Psρ⊥σ0 = τ⊥ss¯, (S2.13a)
Psρ⊥σz = sτzss¯τ
⊥
ss¯
= −is(zˆ × τ⊥ss¯), (S2.13b)
Psρµ=0,3σx = τ
µ=0,z
ss¯ , (S2.13c)
Psρµ=0,3σy = −isτµ=z,0ss¯ . (S2.13d)
In the main text, we denote τµss as τµ for readability, and in this supplemental material we use the explicit expressions.
5III. NONADIABATIC COMPONENTS OF SPIN AND SPIN CURRENT
Here, we show the nonadiabatic components of spin and spin current operators, which are terms mixed between the bonding
and antibonding states. In the rotated frame, the spin operator is given by
sα(q) =
∑
k
Ψ†
k−qρ0σ
αΨk . (S3.1)
After the unitary transformation by Vk and the projection operation, we have the adiabatic and nonadiabatic components of the
spin:
sx(q) =
∑
k,s
ψ†
k− q2 ,s
(
s sin ϑk eˆϕk · τ⊥ss
)
ψ
k+ q2 ,s
+
∑
k,s
ψ†
k− q2 ,s
(
− cos ϑkτ0ss¯
)
ψ
k+ q2 , s¯
, (S3.2a)
sy(q) =
∑
k,s
ψ†
k− q2 ,s
(
sin ϑk (zˆ × eˆϕk ) · τ⊥ss
)
ψ
k+ q2 ,s
+
∑
k,s
ψ†
k− q2 ,s
(
is cos ϑkτzss¯
)
ψ
k+ q2 , s¯
, (S3.2b)
sz(q) =
∑
k,s
ψ†
k− q2 ,s
(
sτzss
)
ψ
k+ q2 ,s
. (S3.2c)
Note that sz does not have the nonadiabatic component in the lowest order of q. By neglecting the nonadiabatic components,
we obtain the Eq. (8) with (9) in the main text:
sα(q) =
∑
s=±
∑
k
ψ†
k− q2 ,s
(
sταk,s
)
ψ
k+ q2 ,s
, (S3.3)
where τk,s = (τxk,s, τ
y
k,s
, τz
k,s
) is given as
τk,s =
©­«
sin ϑk eˆϕk · τ⊥ss
s sin ϑk
(
zˆ × eˆϕk
) · τ⊥ss
τzss
ª®¬ (S3.4)
(In the main text, we denote τµss as τµ for readability.) We here define the nonadiabatic components as s⊥na = (sxna, syna, 0);
s⊥na(q) =
∑
k,s
ψ†
k− q2 ,s
©­«
− cos ϑkτ0ss¯
is cos ϑkτzss¯
0
ª®¬ψk+ q2 , s¯ . (S3.5)
This expression are used in Sec. VII.
The spin current operator in the rotated frame is given by
jαs,i(q) =
∑
k
Ψ†
k− q2
(
1
~
∂Hk
∂ki
σα
)
Ψk+ q2
. (S3.6)
After the unitary transformation by Vk and the projection operation, we have the spin current operator in the eigenstate frame;
jxs,i(q) =
∑
k,s
ψ†
k− q2 s
{
s
~
∂ks
∂ki
τxk,s +
Jsd
~
(zˆ × A⊥k,i) · τ⊥ss
}
ψk+ q2 s
+
∑
k,s
ψ†
k− q2 s
[
−1
~
∂ks
∂ki
cos ϑkτ0ss¯ −
is∆k sin ϑk
~
{
A⊥k,i · eˆϕk τzss¯ + i(A⊥k,i × eˆϕk )zτ0ss¯
}]
ψk+ q2 s¯
, (S3.7)
j ys,i(q) =
∑
k,s
ψ†
k− q2 s
(
s
~
∂ks
∂ki
τ
y
k,s
− sJsd
~
A⊥k,i · τ⊥ss
)
ψk+ q2 s
+
∑
k,s
ψ†
k− q2 s
[
is
~
∂ks
∂ki
cos ϑkτzss¯ −
∆k sin ϑk
~
{
A⊥k,i · eˆϕk τ0ss¯ + i(A⊥k,i × eˆϕk )zτzss¯
}]
ψk+ q2 s¯
, (S3.8)
jzs,i(q) =
∑
k,s
ψ†
k− q2 s
(
s
~
∂ks
∂ki
τzss
)
ψ
k+ q2 s
+
∑
k,s
ψ†
k− q2 s
(
is
∆k
~
A⊥k,i · τ⊥ss¯
)
ψ
k+ q2 s¯
, (S3.9)
6where τx
k,s
and τy
k,s
are given in Eq. (S3.3). By neglecting the nonadiabatic components and dividing into the ordinary spin
current js0,i and the anomalous spin current jsA,i , we have Eq. (10) and (11) in the main text:
js0,i(q) =
∑
k,s
ψ†
k− q2 ,s
(
s
~
∂ks
∂ki
τk,s
)
ψk+ q2 ,s
(S3.10)
and
jsA,i(q) = Jsd
~
∑
k,s
ψ†
k− q2 ,s
©­«
(zˆ × A⊥k,i) · τ⊥ss
−sA⊥k,i · τ⊥ss
0
ª®¬ψk+ q2 ,s . (S3.11)
Here, we define the nonadiabatic components of the spin current as
jnas,i(q) =
∑
k,s
ψ†
k− q2 s
Ji,k,sψk+ q2 s¯
+ zˆ
∑
k,s
ψ†
k− q2 s
(
is
∆k
~
A⊥k,i · τ⊥ss¯
)
ψ
k+ q2 s¯
(S3.12)
with
Ji,k,s =
(
1
~
∂ks
∂ki
cos ϑk
) ©­«
−τ0ss¯
isτzss¯
0
ª®¬ + ∆k sin ϑk~

(
A⊥k,i · eˆϕk
) ©­«
−isτzss¯
−τ0ss¯
0
ª®¬ + (A⊥k,i × eˆϕk )z ©­«
sτ0ss¯−iτzss¯
0
ª®¬
 (S3.13)
We use these expressions in Sec. VII.
IV. SPIN TORQUES IN EIGENSTATE FRAME
In this section, we show the adiabatic and nonadiabatic components of the spin torques. Since the spin torques are given as
(R−1τm)q = Jsd
~
zˆ × 〈Σ(q, t)〉neq, (S4.1)
(R−1τn)q = J
~
zˆ × 〈s(q, t)〉neq, (S4.2)
we need to know the adiabatic and nonadiabatic components of Σ(q) = ∑k Ψk− q2 ρ3σαΨk+ q2 and s(q). The expression for s(q)
is already obtained in Eqs. (S3.2). Hence, we calculate Σ(q) in the same manner as calculated s(q), and then we have
Σx(q) =
∑
k
∑
s
ψ†
k− q2 s
(
isqj
2
A⊥k, j · τ⊥ss
)
ψ
k+ q2 s
+
∑
k
∑
s
ψ†
k− q2 s
(
−τzss¯ −
iqj
2
Azk, jτ
0
ss¯
)
ψ
k+ q2 s¯
, (S4.3)
Σy(q) =
∑
k
∑
s
ψ†
k− q2 s
(
iqj
2
(zˆ × A⊥k, j) · τ⊥ss
)
ψ
k+ q2 s
+
∑
k
∑
s
ψ†
k− q2 s
(
isτ0ss¯ −
sqj
2
Azk, jτ
z
ss¯
)
ψ
k+ q2 s¯
, (S4.4)
Σz(q) =
∑
k
∑
s
ψ†
k− q2 s
(
s cos ϑkτ0ss −
isqj
2
Azk, jτ
z
ss
)
ψ
k+ q2 s
+
∑
k
∑
s
ψ†
k− q2 s
(
sin ϑk eˆϕk · τ⊥ss¯
)
ψ
k+ q2 s¯
, (S4.5)
where we keep the first order with respect to q. By using the vector form, in the adiabatic regime, we find
Σ(q) = zˆ
∑
k
∑
s
ψ†
k− q2 s
(
s cos ϑkτ0ss −
iqj
2
Azk, jτ
z
ss
)
ψ
k+ q2 s
+
iqj
2
∑
k
∑
s
ψ†
k− q2 s
©­«
sA⊥k, j · τ⊥ss
(zˆ × A⊥k, j) · τ⊥ss
0
ª®¬ψk+ q2 s
= zˆ
∑
k
∑
s
ψ†
k− q2 s
(
s cos ϑkτ0ss −
iqj
2
Azk, jτ
z
ss
)
ψ
k+ q2 s
− i~qj
2Jsd (zˆ × jsA, j(q)). (S4.6)
Hence, we have the Eq. (14a) in the main text.
For the nonadiabatic component, we find Σ⊥na = (Σxna, Σyna, 0) with
Σ⊥na(q) =
∑
k
∑
s
ψ†
k− q2 s

©­­«
−τzss¯
isτ0ss¯
0
ª®®¬ + O(q)
 ψk+ q2 s¯ . (S4.7)
We use this expression in Sec. VII.
7V. ELECTRIC CURRENT OPERATOR IN EIGENSTATE FRAME
In order to calculate the current-induced spin-transfer torques based on the linear response theory, we derive the charge current
operator in the eigenstate frame. The electromagnetic coupling in the rotated frame is given as
Hem = −e
∫
ω
∑
q
j(−q) · Aem(q, ω) (S5.1)
with the electric current operator j = jp + jA, where jp is the paramagnetic current given by jp = ( jp,x, jp, y, jp,z) with
jp,i(q) =
∑
k
Ψ†
k− q2
(
1
~
∂Hk
∂ki
)
Ψk+ q2
, (S5.2)
and jA is the anomalous current given by jA = ( jA,x, jA, y, jA,z) with
jA,i(q) = ~2
∫
ω′
∑
k,q′
Aαr, j(q + q′, ω′)Ψ†k+ q′2
(
1
~2
∂2Hk
∂ki∂k j
)
σαΨ
k− q′2
. (S5.3)
In the eigenstate frame, Eqs. (S5.2) and (S5.3) are obtained as
jp,i(q) =
∑
k,s,s′
ψ†
k− q2 s
(
1
~
∂ks
∂ki
τ0ss
)
ψ
k+ q2 s
+
∑
k,s,s′
ψ†
k− q2 s
{
−∆k
~
(zˆ × A⊥k,i) · τ⊥ss¯
}
ψ
k+ q2 s¯
, (S5.4)
and jA,i = j(1)A,i + j
(2)
A,i ,
j(1)A,i(q) =
~
2
∫
ω′
∑
q′
Aαr, j(q + q′, ω′)N α1,i j(−q′) + j(1),naA,i (q), (S5.5)
j(2)A,i(q) =
~
2
∫
ω′
∑
q′
Aαr, j(q + q′, ω′)N α2,i j(−q′) + j(2),naA,i (q) (S5.6)
with
N α1,i j(q) =
∑
k,s
ψ†
k− q2
[(
s
~2
∂2ks
∂ki∂k j
+
∆k
~2
A⊥k,i · A⊥k, j
)
ταk,s
]
ψ
k+ q2 s
, (S5.7)
N α2,i j(q) =
1
~2
∑
k,s
ψ†
k− q2
©­«
cos ϑkPi j · τ⊥ss
s cos ϑk (zˆ × Pi j) · τ⊥ss
0
ª®¬
α
ψ
k+ q2 s
, (S5.8)
where Pi j = Pji is defined by
Pi j = zˆ ×
(
∂∆k
∂k j
A⊥k,i +
∂∆k
∂ki
A⊥k, j +
∆k
2
∂A⊥k,i
∂k j
+
∆k
2
∂A⊥k, j
∂ki
)
+
∆k
2
(
Azk, jA
⊥
k,i + A
z
k,iA
⊥
k, j
)
. (S5.9)
Here, j(1),naA,i (q) and j(2),naA,i (q) are the nonadiabatic components of the anomalous current, which are found to be negligible for the
calculation in the nonadiabatic spin-transfer torques.
VI. ADIABATIC SPIN-TRANSFER TORQUES
Now, we show the calculation of the adiabatic spin-transfer torques. As shown in the main text, the adiabatic spin-transfer
torques are obtained as the linear response of the anomalous spin current and the spin to the vector potential.
〈 jαsA,i(q, ω)〉ne = Xαi j (q, ω)Aemj (ω), (S6.1)
〈sα(q, ω)〉ne = Yαj (q, ω)Aemj (ω), (S6.2)
8where the linear response coefficients Xαi j (q, ω) and Yαj (q, ω) are calculated from the corresponding correlation functions,
X αi j (q, iωλ) =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
jαsA,i(q, τ) jj(0, 0)
}〉
, (S6.3)
Y αi (q, iωλ) =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
sα(q, τ) jj(0, 0)
}〉
(S6.4)
by taking the analytic continuation iωλ → ~ω + i0;
Xαi j (q, ω) =X αi j (q, ~ω + i0), (S6.5)
Yαj (q, ω) = Y αj (q, ~ω + i0). (S6.6)
A. Linear response coefficient for adiabatic component of anomalous spin current
First, we calculate the coefficientX αi j (q, iωλ). We divideX αi j (q, iωλ) into the three terms,
X αi j (q, iωλ) =X (1)αi j +X (2)αi j +X (3)αi j , (S6.7)
where
X (1)αi j =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
jαsA,i(q, τ) jp, j(0, 0)
}〉
, (S6.8)
X (2)αi j =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
jαsA,i(q, τ) j(1)A, j(0, 0)
}〉
, (S6.9)
X (3)αi j =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
jαsA,i(q, τ) j(2)A, j(0, 0)
}〉
. (S6.10)
Here, jp, j is given by Eq. (S5.4), and j(1)A, j and j
(2)
A, j are given by Eqs. (S5.5) and (S5.6). However, X
(2)α
i j and X
(3)α
i j are higher
order contributions with respect to q, since the anomalous current is proportional to the spin gauge field, which is first order of
q. Hence, we neglectX (2)αi j andX
(3)α
i j .
RewritingX (1)αi j by means of the Green function and expanding the first order ofHf , we have
X (1)αi j = −
M
N
eJ 2
sd
~
(R−1m)βq
1
βV
∑
n
∑
k,s
1
~
∂ks
∂k j
tr
[
Cαγ
k,i,s
τ
γ
ssτ
β
k,s
] {
(g+k,s)2gk,s + g+k,s(gk,s)2
}
, (S6.11)
where g+
k,s
= gk,s(in + iωλ), gk,s = gk,s(in), and
©­«
(zˆ × A⊥k,i) · τ⊥ss
−sA⊥k,i · τ⊥ss
0
ª®¬ = ©­«
−Ayk,i Axk,i 0
−sAxk,i −sAyk,i 0
0 0 0
ª®¬
αβ ©­«
τxss
τ
y
ss
τzss
ª®¬
β
= Cks,iτβss . (S6.12)
Here, we keep the q dependence only of (R−1m)βq and set q = 0 for the other parts, since the q contributions from the other parts
are higher orders. Here, we calculate the trace as
tr
[
Cαγ
k,i,s
τ
γ
ssτ
β
k,s
]
= 2 sin ϑk (A⊥k,i × eˆϕk )zδαβ + 2s sin ϑk (A⊥k,i · eˆϕk )αβz
= 2
(
zˆ · ∂xk
∂ki
)
δαβ − 2s
{
zˆ ·
(
xk × ∂xk
∂ki
)}
αβz, (S6.13)
where
xk =
©­«
sin ϑk cos ϕk
sin ϑk sin ϕk
cos ϑk
ª®¬ , (S6.14)
9and we use the relation
sin ϑk (A⊥k,i × eˆϕk )z = (Rk zˆ) ·
[(
RkA⊥k,i
)
× Rk(sin ϑk eˆϕk )
]
= zˆ · ∂xk
∂ki
, (S6.15)
sin ϑk (A⊥k,i · eˆϕk ) =
(
RkA⊥k,i
)
· Rk(sin ϑk eˆϕk ) = −zˆ ·
(
xk × ∂xk
∂ki
)
(S6.16)
with Rαβk = 2χαk χ
β
k
− δαβ , where χα
k
is defined by Eq. (S1.3). By using
∂ks
∂k j
{
(g+k,s)2gk,s + g+k,s(gk,s)2
}
=
∂
∂k j
(
g+k,sgk,s
)
, (S6.17)
and integrating by parts, we have
X (1)αi j =
M
N
Φi j(iωλ)(R−1m)αq −
M
N
Φ′i j(iωλ)
{(R−1m)q × zˆ}α (S6.18)
with
Φi j(iωλ) =
2eJ 2
sd
~2
1
βV
∑
n
∑
k,s
∂2 cos ϑk
∂ki∂k j
g+k,sgk,s, (S6.19)
Φ′i j(iωλ) = −
2eJ 2
sd
~2
1
βV
∑
n
∑
k,s
s
{
zˆ · ∂
∂k j
(
xk × ∂xk
∂ki
)}
g+k,sgk,s . (S6.20)
Then, we take the analytic continuation, so that we obtain
Φi j(~ω + i0) = −iω2Pme σcδi, j, (S6.21)
Φ′i j(~ω + i0) = iω
2eJ 2
sd
~2
1
V
∑
k,s
s
{
zˆ · ∂
∂k j
(
xk × ∂xk
∂ki
)}
τδ(µ − ks), (S6.22)
where τ is the lifetime of the bonding/antibonding state, σc is the conductivity given by
σc =
e2
V
∑
k,s
(
1
~
∂ks
∂ki
)2
τδ(µ − ks), (S6.23)
and the nondimensional coefficient Pm is given as
Pm = e
2
σc
J 2
sd
~2
1
V
∑
k,s
[
2Jsd
∆3
k
(
∂∆k
∂ki
)2
− Jsd
∆2
k
∂2∆k
∂2ki
]
τδ(µ − ks). (S6.24)
For the case of Tk = 0, we have the simple form
Pm ' 2J 3sd/|µ|3, (Tk = 0). (S6.25)
For Φ′i j , we calculate it in two cases; the case with site inversion symmetry and the honeycomb lattice for the simplest case
with no site inversion symmetry. For the case with site inversion symmetry,
xk =
©­«
sin ϑk
0
cos ϑk
ª®¬ , zˆ · ∂∂k j
(
xk × ∂xk
∂ki
)
= 0, (S6.26)
so that Φ′i j = 0 in this case. For the honeycomb lattice, setting η = ± as the valley degree of freedom,
xk =
1
∆k
©­«
ηvkx
vky
Jsd
ª®¬ , zˆ · ∂∂k j
(
xk × ∂xk
∂ki
)
= η
∂
∂k j
(
v2
∆k
(kxδi, y − kyδi,x)
)
, (S6.27)
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and by summing η = ±, we have Φ′i j = 0.
From above, we have
〈 jαsA,i(q, ω)〉ne =
M
N
Pm
e
jc,i(R−1m)αq , (S6.28)
which leads to the result
τ(r, t) = M
N
(Pm
e
jc · ∇
)
m(r, t), (S6.29)
where Pm is given by Eq. (S6.24).
B. Linear response coefficient for adiabatic component of spin
Then, we evaluate the linear response coefficient for the adiabatic component of spin Yαj (q, ω). In the similar way of the
calculationX αi j (q, iωλ), we divide Y αj (q, iωλ) into three parts,
Y αj (q, iωλ) = Y (1)αj + Y (2)αj + Y (3)αj (S6.30)
with
Y (1)αi =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
s˜α(q, τ) j˜p,i(0, 0)
}〉
, (S6.31)
Y (2)αi =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
s˜α(q, τ) j˜(1)A,i(0, 0)
}〉
, (S6.32)
Y (3)αi =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
s˜α(q, τ) j˜(2)A,i(0, 0)
}〉
. (S6.33)
Rewriting them by means of the Green function and expanding the first order with respect to the spin gauge field, we have
Y (1)αi =
e~
2βV
Aβr, j(q)
∑
n
∑
k,s
s
~
∂ks
∂ki
tr
[
ταks
(
s
~
∂ks
∂k j
τ
β
ks
+
Jsd
~
Cβδ
ks, j
τδss
)] (
(g+ks)2gks + g+ks(gks)2
)
, (S6.34)
Y (2)αi =
e~
2βV
Aβr, j(q)
∑
n
∑
k,s
s
(
s
1
~2
∂2ks
∂ki∂k j
+
∆k
~2
A⊥k,i · A⊥k, j
)
tr
[
ταksτ
β
ks
]
g+ksgks, (S6.35)
Y (3)αi =
e~
2βV
Aβr, j(q)
∑
n
∑
k,s
1
~2
cos ϑk tr
[
ταksDβδi j,ksτδss
]
g+ksgks, (S6.36)
where
©­«
Pi j · τ⊥ss
s(zˆ × Pi j) · τ⊥ss
0
ª®¬ = ©­«
Pxi j P
y
i j 0
−sPyi j sPxi j 0
0 0 0
ª®¬ ©­«
τxss
τ
y
ss
τzss
ª®¬ = Di j,ksτss . (S6.37)
Calculating tr [· · · ], we obtain
tr
[
ταksτ
β
ks
]
= 2 sin2 ϑkδαβ, (S6.38)
tr
[
ταksCβδks, jτδss
]
= 2 sin ϑk (A⊥k, j × eˆϕk )zδαβ − 2s sin ϑk (A⊥k, j · eˆϕk )αβz, (S6.39)
tr
[
ταksDβδi j,ksτδss
]
= 2 sin ϑk (Pi j · eˆϕk )δαβ + 2s sin ϑk (Pi j × eˆϕk )zαβz . (S6.40)
For Y (1)αi , integrating by parts, we find
Y αi = ei jA
α
r, j(q) + fi jαβzAβr, j(q), (S6.41)
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where
ei j =
e~
V
∑
k
eks,i jQks(iωλ), (S6.42)
fi j =
e~
V
∑
k
fks,i jQks(iωλ) (S6.43)
with
Qks(iωλ) = 1
β
∑
n
g+k,sgk,s → −iωτδ(µ − ks) (S6.44)
and
ek,s,i j =
2s cos ϑk
~
(
s
~
∂ks
∂k j
)
∂ cos ϑk
∂ki
− sJsd
~2
∂
∂ki
sin ϑk (A⊥k, j × eˆϕk )z
+
s∆k
~2
A⊥k,i · A⊥k, j sin2 ϑk +
1
~2
cos ϑk sin ϑk (Pi j · eˆϕk ), (S6.45)
fks,i j =
Jsd
~2
∂
∂ki
[
sin ϑk (A⊥k, j · eˆϕk )
]
+
s
~2
cos ϑk sin ϑk (Pi j × eˆϕk )z . (S6.46)
By using Eqs. (S6.15), (S6.16),
sin ϑk (Pi j · eˆϕk ) =
Jsd
∆2
k
∂∆k
∂ki
∂∆k
∂k j
− Jsd
∆k
∂2∆k
∂ki∂k j
+ Jsd
(
∂xk
∂ki
· ∂xk
∂k j
)
, (S6.47)
and
sin ϑk (Pi j × eˆϕk )z = zˆ ·
(
∆k xk × ∂
2xk
∂ki∂k j
+
∂∆k
∂ki
xk × ∂xk
∂k j
+
∂∆k
∂k j
xk × ∂xk
∂ki
)
, (S6.48)
we have
eks,i j = −2cos
2 ϑk
∆k
1
~2
∂ks
∂k j
∂∆k
∂ki
− s
~2
cos2 ϑk
(
2
∆k
∂∆k
∂ki
∂∆k
∂k j
− ∂
2∆k
∂ki∂k j
)
+
∆k
~2
(
s sin2 ϑk + cos2 ϑk
) ∂xk
∂ki
· ∂xk
∂k j
, (S6.49)
fks,i j = −Jsd
~2
zˆ · ∂
∂ki
(
xk × ∂xk
∂k j
)
+
s
~2
cos ϑk zˆ ·
(
∆k xk × ∂
2xk
∂ki∂k j
+
∂∆k
∂ki
xk × ∂xk
∂k j
+
∂∆k
∂k j
xk × ∂xk
∂ki
)
. (S6.50)
Similar consideration as in Φ′(iωλ) [Eqs. (S6.26) and (S6.27)] leads to fks,i j = 0 and
Yαj (q, ω) = −iω
Pn
eJsd σcA
α
r, j(q), (S6.51)
where
Pn = e
2Jsd
σc
1
V
∑
k,s
ek,s,iiτδ(µ − ks)
=
e2Jsd
σc
1
V
∑
k,s
[J 2
sd
∆2
k
s
~2
∂2∆k
∂ki∂ki
− 2J
2
sd
∆3
k
1
~2
∂Tk
∂ki
∂∆k
∂ki
+
1
~2
s |ηk |2 + J 2sd
∆k
∂xk
∂ki
· ∂xk
∂ki
]
τδ(µ − ks). (S6.52)
For the simple case of Tk = 0 and with the site inversion symmetry, one find
Pn '
J 3
sd
|µ|3
( J 2
sd
µ2 − J 2
sd
− sign(µ)
)
. (S6.53)
We here note that Pn does not have the particle-hole symmetry. We also note that Pn →∞ when |µ| → Jsd , but the spin torque
is to be zero since σc → 0.
Hence, we obtain
〈sα(q, ω)〉ne = PneJsd jc, jA
α
r, j(q), (S6.54)
which leads to
τn =
1
N
(Pn
e
jc · ∇
)
n. (S6.55)
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VII. NONADIABATIC SPIN-TRANSFER TORQUES
Finally, we derive and calculate the nonadiabatic spin-transfer torques. In Eqs. (S3.5) and (S4.7), we have the nonadiabatic
components of s and Σ. Hence, the nonadiabatic spin torques in the rotated frame are given as
(R−1τnam )q =
JsdN
~
zˆ × 〈Σ⊥na(q, t)〉neq, (R−1τnan )q =
Jsd
~
zˆ × 〈s⊥na(q, t)〉neq, (S7.1)
so that we calculate the linear response of Σ⊥na and s⊥na to the vector potential as
〈Σαna(q, ω)〉neq = Xna,αj (q, ω)Aemj (ω), (S7.2)
〈sαna(q)〉neq = Yna,αj (q, ω)Aemj (ω), (S7.3)
where α = x, y, and the response coefficients are obtained from the corresponding Matsubara functions
X na,αj (q, iωλ) =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
Σαna(q, τ) jj(0, 0)
}〉
, (S7.4)
Y na,αj (q, iωλ) =
−e
V
∫ β
0
dτ eiωλτ
〈
Tτ
{
sαna(q, τ) jj(0, 0)
}〉
(S7.5)
by taking the analytic continuation, iωλ → ~ω + i0. We below evaluateX na,αj (q, iωλ) and Y na,αj (q, iωλ).
Σαna
s¯
s
s
s¯
s¯
s¯
s s
s¯
s
s
s¯
s¯
s
i n
+
iωλ
i n
+
iωλ
i n
+
iωλ
i n + iωλ
i n + iωλ
i n + iωλ
i n
i n
i n
i n
i n
+
iωλ
i n
i n
i n
(a) (b)
(c) (d)
(e)
(f)
Jβi,k,s¯ j
β
s,i
jnap,j1 ks
∂kj
N na(1),βij,s¯
s¯
s
i n + iωλ
i n N na(2),βij,s¯
FIG. S1. Feynman diagrams for (a)-(d) X na,(1),α
j
, for (e) X na,(2),α
j
and for (f) X na,(3),α
j
. The diagrams (a) and (d) are main contributions
with respect to the lifetime of the bonding/antibonding state.
First, we calculateX na,αj (q, iωλ). We divideX na,αj (q, iωλ) into three parts;
X na,αj (q, iωλ) =X na,(1),αj +X na,(2),αj +X na,(3),αj , (S7.6)
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where
X na,(1),αj =
−e
V
∫ β
0
dτ eiωλτ 〈Tτ{Σαna(q, τ) jp, j(0, 0)}〉, (S7.7)
X na,(2),αj =
−e
V
∫ β
0
dτ eiωλτ 〈Tτ{Σαna(q, τ) j(1)A, j(0, 0)}〉, (S7.8)
X na,(3),αj =
−e
V
∫ β
0
dτ eiωλτ 〈Tτ{Σαna(q, τ) j(2)A, j(0, 0)}〉. (S7.9)
Rewriting them by means of the Green function, we have the Feynman diagrams shown in Fig. S1, which read
X na,(1),αj =
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr [Eαγs τγss¯Jβi,k s¯]
(
1
~
∂k s¯
∂k j
g+k, s¯gk, s¯gk,sΛs +
1
~
∂ks
∂k j
g+k, s¯g
+
k,sgk,sΛs
)
+
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr
[
Eαγs τγss¯
(
− s
~
∂k s¯
∂k j
τ
β
k s¯
+
Jsd
~
Cβδ
k s¯, j
τδs¯s¯
) −∆k
~
(zˆ × A⊥k, j) · τ⊥s¯s
]
(g+k, s¯)2gk,sΛs
+
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr
[
Eαγs τγss¯
−∆k
~
(zˆ × A⊥k, j) · τ⊥s¯s
(
s
~
∂ks
∂k j
τ
β
ks
+
Jsd
~
Cβδ
ks, j
τδss
)]
g+k, s¯(gk,s)2Λs, (S7.10)
X na,(2),αj =
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr
[
Eαγs τγss¯Nna(1),βi j, s¯
]
g+k, s¯gk,sΛs, (S7.11)
X na,(3),αj =
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr
[
Eαγs τγss¯Nna(2),βi j, s¯
]
g+k, s¯gk,sΛs, (S7.12)
where (−τzss¯
isτ0ss¯
)α
=
(
0 −1
is 0
)αβ (
τ0ss¯
τzss¯
)β
≡ Eαβs τβss¯, (S7.13)
Ji,k,s = (Jxi,k,s, J
y
i,k,s
, 0) is given by Eq. (S3.13), and Λs is the vertex correction given by
Λs = 1 + niu2i
∑
k
g+k, s¯gk,sΛs . (S7.14)
Here,Nna(1),βi j, s¯ andNna(2),βi j, s¯ are the nonadiabatic components of the anomalous current. (We see below thatX na,(2),αj andX na,(3),αj
are negligible.)
The vertex correction Λs is calculated as
Λs =
1
1 − niu2i
∑
k g
+
k, s¯
gk,s
, (S7.15)
and by using
g+k, s¯gk,s =
−g+
k, s¯
+ gk,s
iωλ − 2s∆k − Σ+s¯ + Σs
'
−g+
k, s¯
+ gk,s
iωλ − 2sJsd − Σ+s¯ + Σs
, (S7.16)
where Σ+s = Σs(in + iωλ) = niu2i
∑
k g
+
k,s
and Σ = Σ(in) = niu2i
∑
k gk,s are the self energies, and we have approximate
∆k ' Jsd , we have
g+k, s¯gk,sΛs =
−g+
k, s¯
+ gk,s
iωλ − 2sJsd . (S7.17)
From this, we find the main contribution is the first term ofX na,(1),αj , which is evaluated as
X na,αj (q, iωλ) =
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr [Eαγs τγss¯Jβi,k s¯]
(
1
~
∂ks
∂k j
g+k,sgk,s −
1
~
∂k s¯
∂k j
g+k, s¯gk, s¯
)
1
iωλ − 2sJsd
=
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr [Eαγs τγss¯Jβi,k s¯]
1
iωλ − 2sJsd
∑
σ
1
~
∂kσ
∂k j
g+k,σgk,σ . (S7.18)
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The trace tr [· · · ] is calculated as
tr [Eαγs τγss¯Jβi,k s¯] =
2 cos ϑk
~
∂k s¯
∂ki
isαβz − 2∆k
~
sin ϑk (A⊥k,i · eˆϕk )isδαβ +
2∆k
~
sin ϑk (A⊥k,i × eˆϕk )ziαβz, (S7.19)
which reads
tr [Eαγs τγss¯Jβi,k s¯] =
2 cos ϑk
~
∂k s¯
∂ki
isαβz − 2 cos ϑk ∂∆k
∂ki
iαβz =
2 cos ϑk
~
∂Tk
∂ki
isαβz . (S7.20)
(the term proportional to δαβ is zero from the similar consideration as in Eqs. (S6.26) and (S6.27).)
Hence, we have
X na,αj (q, iωλ) =
e~
V
(A⊥r,i × zˆ)α
1
β
∑
n
∑
k,s
1
iωλ − 2sJsd
∑
σ
1
~2
∂Tk
∂ki
∂kσ
∂k j
g+k,σgk,σ, (S7.21)
and taking the analytic continuation, we finally obtain
Xna,αj (q, ω) = −iω
2i~2ω
~2ω2 − 4J 2
sd
Pnam
e
σc(A⊥r, j × zˆ)α, (S7.22)
where
Pnam =
e2
σc
1
V
∑
k,s
Jsd
∆k
1
~2
∂Tk
∂ki
∂kσ
∂ki
τδ(µ − ks). (S7.23)
For the case of Tk = 0, we find Pnam = 0.
From above, the nonadiabatic spin-transfer torque on the ferromagnetic vector is obtained as
τnam (r, t) =
iωτsd
1 − ω2τ2
sd
n ×
(Pnam
e
jc · ∇
)
n ' iωτsdn ×
(Pnam
e
jc · ∇
)
n (ωτsd  1). (S7.24)
The calculation of Y na,αj (q, iωλ) can be done in the similar way ofX na,αj (q, iωλ), and we have
Y na,αj (q, iωλ) '
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr [F αγs τγss¯Jβi,k s¯]
(
1
~
∂ks
∂k j
g+k,sgk,s −
1
~
∂k s¯
∂k j
g+k, s¯gk, s¯
)
1
iωλ − 2sJsd
=
~
2
e
V
Aβr,i(q)
1
β
∑
n
∑
k,s
tr [F αγs τγss¯Jβi,k s¯]
1
iωλ − 2sJsd
∑
σ
1
~
∂kσ
∂k j
g+k,σgk,σ, (S7.25)
where F αγs is defined by (− cos ϑkτ0ss¯
is cos ϑkτzss¯
)α
=
(− cos ϑk 0
0 is cos ϑk
)αβ (
τ0ss¯
τzss¯
)β
≡ F αβs τβss¯ . (S7.26)
Here, the trace is evaluated as
tr [F αγs τγss¯Jβi,k s¯] =
2 cos2 ϑk
~
∂k s¯
∂ki
δαβ − 2∆k
~
sin ϑk cos ϑk (A⊥k,i · eˆϕk )αβz +
2∆k
~
sin ϑk cos ϑk (A⊥k,i × eˆϕk )zδαβ
=
2 cos2 ϑk
~
∂Tk
∂ki
δαβ . (S7.27)
(the term proportional to αβz is zero from the similar consideration as in Eqs. (S6.26) and (S6.27).)
Finally, we have
Yna,αj (q, ω) = −iω
4~Jsd
~2ω2 − 4J 2
sd
Pnan
e
σcA
α
r, j, (S7.28)
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which leads to the nonadiabatic spin-transfer torque on the Neel vector,
τn(r, t) = 1N
1
1 − ω2τ2
sd
(Pnan
e
jc · ∇
)
n ' − 1
N
(Pnan
e
jc · ∇
)
n (ωτsd  1). (S7.29)
Here,
Pnan =
e2
σc
1
V
∑
k,s
(Jsd
∆k
)2 1
~2
∂Tk
∂ki
∂kσ
∂ki
τδ(µ − ks), (S7.30)
and For the case of Tk = 0, we have Pnan = 0, and ∆k ' Jsd , we find
Pnan = Pnam ' 1, (S7.31)
since ∂Tk/∂ki ' ∂ks/∂ki .
