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Resumen
Los sistemas de DSM por software sobre clusters de workstations constituyen una alternati-
va interesante para el procesamiento paralelo, gracias a su gran potencial para la escalabilidad
y excelente relacio´n costo/performance. Al encarar el disen˜o de un sistema de este tipo, los
aspectos fundamentales a considerar son: que sea simple y eficiente, que pueda utilizarse so-
bre una plataforma esta´ndar sin requerimientos onerosos de hardware, que minimice el efecto
negativo de false sharing proveniente de la gruesa granularidad de consistencia que acarrea
el uso del mecanismo de proteccio´n de memoria virtual, y que evite las latencias prohibiti-
vas asociadas al tra´fico de mensajes sobre protocolos de red esta´ndares durante las etapas
de sincronizacio´n. En este trabajo presentamos Hermes, un sistema de DSM por software
que resuelve la problema´tica citada con un enfoque simple y totalmente novedoso, al evitar
el costo de mantener un orden parcial de las referencias –con ciertos modelos de consistencia
relajados–. Hermes provee adema´s control de granularidad fina de complejidad y sobrecarga
mı´nima, que potencia su escalabilidad y brinda a su vez una alta flexibilidad para utilizar
el modelo de consistencia que resulte ma´s apropiado. En lo que respecta a la comunicacio´n,
proponemos recurrir al uso de interfaces de red mapeadas a memoria virtual.
Palabras clave: Procesamiento paralelo, DSM escalable, granularidad fina, consistencia re-
lajada, cache virtual.
1. Introduccio´n
A principios de la de´cada pasada surge dentro del campo del procesamiento en paralelo una
alternativa a los dos paradigmas tradicionales de multicomputadoras con pasaje de mensajes y
multiprocesadores con memoria compartida. Los sistemas de DSM (Distributed Shared Memory
– Memoria Compartida Distribuida) intentan enmascarar la necesidad de enviar expl´ıcitamente
mensajes entre los nodos componentes de un sistema distribuido, al proveer la ilusio´n de un espacio
global de memoria compartida por todos los procesadores. La idea subyacente implica interceptar
los accesos a datos residentes en memorias remotas, y de forma transparente traducirlos en mensajes
sobre la red de interconeccio´n. El nuevo paradigma propone entonces un compromiso entre las dos
alternativas tradicionales, apoya´ndose en la facilidad de implementacio´n del pasaje de mensajes e
intentando proveer la simplicidad de programacio´n que brinda la memoria compartida. La evolucio´n
de los sistemas de DSM se desarrollo´ en dos ramas claramente diferenciadas:
• Sistemas de DSM por hardware con un control de granularidad fina ejercido en el cache, y
con una red de interconeccio´n propietaria de muy baja latencia.
CACIC 2003 - RedUNCI 354
• Sistemas de DVSM, o Memoria Virtual Compartida Distribuida, compuestos por un cluster
de workstations en las que se utiliza el hardware de proteccio´n de memoria virtual para im-
plementar un control de granularidad mucho ma´s gruesa, y se utilizan substratos y protocolos
de comunicacio´n esta´ndares para la interconeccio´n de los nodos.
Dentro de la primera clasificacio´n se diferencian dos paradigmas ba´sicos: las arquitecturas CO-
MA (Cache Only Memory Architecture - Arquitectura de Memoria So´lo Cache) y CC-NUMA
(Cache Coherent Non Uniform Memory Access - Acceso a Memoria No Uniforme con Caches Co-
herentes). En las primeras se utilizan unos pseudo-caches llamados memorias de atraccio´n que
alojan bloques de cache compartidos utilizados actualmente por el procesador local. Al referenciar
una variable no presente en la memoria de atraccio´n local, el bloque de cache correspondiente
migrara´ hacia la misma y permanecera´ all´ı, minimizando la latencia de futuras referencias. Esta
migracio´n automa´tica del working set hacia el procesador, aunada al principio de localidad, son los
factores en los que se apoya esta propuesta para proveer una alta performance. Adema´s, dado el
cara´cter migratorio de los bloques no contamos en este caso con una nocio´n esta´tica de pertenencia
de los bloques a un nodo del sistema. Sin embargo, ante la escritura a un bloque compartido se
deben invalidar todas las copias del mismo –como en un SMP basado en bus–, por lo que futuras
referencias a ese bloque generara´n nuevos misses y transferencias. El primer prototipo de esta clase
de arquitecturas fue el DDM [9]. En un sistema CC-NUMA como DASH [16], se utiliza el cache
tradicional del procesador para alojar los bloques compartidos. El controlador de cache es el encar-
gado de mantener la coherencia de los contenidos del mismo, en general ayudado por un directorio
que favorece la localizacio´n ra´pida de los bloques que son owned –propiedad– del nodo local.
Un problema inherente a una configuracio´n multiprocesador de memoria compartida es el de
la consistencia de memoria. Si bien la consistencia secuencial SC [15] se presenta como el modelo
ma´s intuitivo, en cuanto generaliza la idea de coherencia que se aplica al co´mputo secuencial, su
adopcio´n implica una penalizacio´n sustancial en complejidad y/o performance. Para posibilitar op-
timizaciones, tanto a nivel de arquitectura como de compilador, resulta u´til relajar el requerimiento
de visualizar todos los accesos a memoria como secuencialmente consistentes, lo cual con las pra´cti-
cas de programacio´n ma´s usuales –libres de condiciones de carrera– no agrega mayor complejidad a
la tarea del programador. Para los sistemas de DSM del segundo tipo, tambie´n llamados sistemas
de DSM por software, cobra mayor importancia contar con un modelo de consistencia relajado para
disminuir la necesidad de comunicacio´n y actualizaciones entre los nodos del sistema.
En un sistema de DVSM tradicional como TreadMarks [12], se intercepta el primer acceso a una
pa´gina de memoria virtual compartida a trave´s del mecanismo de proteccio´n de la MMU, para en
ese momento traer el contenido actualizado de la misma. El hecho de compartir informacio´n con una
granularidad del taman˜o de la pa´gina virtual trae a colacio´n dos efectos indeseables, no presentes
en las propuestas de hardware mencionadas. Por un lado esta´ el false sharing, o compartimiento
no deseado de variables cuya actualizacio´n remota puede desencadenar invalidaciones innecesarias
y prohibitivas en te´rminos de rendimiento. Por otro lado tenemos la fragmentacio´n interna de
una pa´gina, que se traduce en la transmisio´n de gran cantidad de informacio´n innecesaria en los
momentos de actualizacio´n. Si a esto le sumamos que el sistema se ejecutara´ en general sobre
workstations esta´ndares y con una alt´ısima latencia promedio en la transmisio´n de mensajes, nos
topamos con un panorama poco optimista en cuanto a las posibilidades de esta propuesta.
Sin embargo, los sistemas de DSM por software cuentan a su favor con varios factores que
convierten su investigacio´n y desarrollo en una tarea provechosa. La utilizacio´n de modelos de
consistencia relajados, como ya dijimos, permite ocultar la latencia incurrida en las comunicaciones
al posponer y agrupar las mismas hasta el u´ltimo momento necesario [13]. Adema´s contamos con
un potencial para la escalabilidad mucho ma´s alto que en implementaciones de hardware, y la
flexibilidad inherente a la concepcio´n del sistema como co´digo de software. Esta flexibilidad se
manifiesta de varias formas, como la posibilidad de permitir mu´ltiples escritores a una misma
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pa´gina de memoria compartida [12], la utilizacio´n de una granularidad variable para la transmisio´n
y consistencia de datos [1, 18], la expansio´n del sistema para soportar plataformas heteroge´neas
[4], la aplicacio´n de varias optimizaciones so´lo realizables en un modelo de software [18], e inclusive
la utilizacio´n de varios modelos de consistencia en simulta´neo [2]. Sin embargo, quiza´s el aliciente
ma´s importante para el desarrollo de sistemas de DSM por software sea que los mismos se pueden
implementar y ejecutar sobre un cluster de workstations esta´ndares. Las mejoras progresivas en
performance de los procesadores y redes de comunicacio´n comerciales han permitido considerar
dicha configuracio´n como una alternativa va´lida y accesible para el procesamiento paralelo, en
comparacio´n con multiprocesadores con una similar cantidad de procesadores, mejor performance,
pero una diferencia de costo sustancial. Las caracter´ısticas de portabilidad, ubicuidad, y sobre todo
bajo costo que sistemas como TreadMarks revelan, hicieron de los sistemas de DSM por software
una alternativa de importancia creciente ante la poca esperanza de vida en te´rminos comerciales
de complejos y costosos disen˜os de hardware, como el KSR1 [6].
En este trabajo proponemos un sistema de DSM por software que intenta ofrecer todos los
aspectos positivos sen˜alados en distintas propuestas del a´rea. A diferencia de los sistemas de DVSM
tradicionales, nosotros contamos con un control de granularidad fina sobre los datos compartidos,
basado en la atencio´n por software de los misses de cache en una jerarqu´ıa de caches con ı´ndice
y tag virtuales. No es la primera vez que se disen˜a un sistema de software con granularidad fina,
y los mismos han probado ofrecer una performance comparable con ambiciosos sistemas de DSM
en hardware [18, 19]. A diferencia de las propuestas anteriormente citadas, en Hermes el control
de granularidad se incorpora de forma natural a la dina´mica del sistema, integra´ndose al momento
de la traslacio´n de direcciones virtuales a f´ısicas, sin incurrir en ninguna sobrecarga adicional ni
obstaculizar la escalabilidad, y proveyendo un me´todo simple para implementar cualquier modelo
de consistencia que consideremos apropiado. De esta forma hemos obtenido lo mejor de ambos
mundos: una implementacio´n flexible, altamente escalable y con el potencial para mu´ltiples mejoras
y aplicaciones, pero efectuando de una forma sencilla y barata un control de granularidad fina
t´ıpico de sistemas de hardware. Este control de granularidad fina efectuado en el cache le confiere
a Hermes un comportamiento similar al de una arquitectura flat-COMA [5].
Consideramos utilizar en este trabajo el modelo de consistencia Scope Consistency, que nos
brinda una interfaz de programacio´n ya conocida y comparable a la del modelo Release Consisten-
cy [7], pero con una optimizacio´n de la performance y necesidad de comunicacio´n cuasi o´ptima,
similar a la del modelo Entry Consistency [2]. Presentamos una implementacio´n para este mo-
delo de consistencia sencilla y carente de estructuras de datos globales, que adema´s prescinde de
la problema´tica usual de mantener una relacio´n de orden para los accesos de memoria compar-
tida a trave´s de estampillas de tiempo. Esta innovacio´n significativa que proponemos resulta en
una minimizacio´n sustancial de la necesidad de comunicacio´n y procesamiento en los puntos de
sincronizacio´n, trazando una clara diferencia con respecto a otros sistemas de DSM por software.
Por u´ltimo resaltamos el hecho que un soporte de hardware reducido, como ser´ıa una interfaz
de red mapeada a memoria virtual o el uso de un procesador dedicado, disminuir´ıa sensiblemente
el costo de env´ıo de mensajes por la red de interconeccio´n. Con esta modificacio´n prevemos una
mejora cuantitativa de performance, lo cual tornar´ıa a esta propuesta en una alternativa no solo
accesible sino adema´s eficiente para el procesamiento paralelo.
2. Hermes
El funcionamiento de Hermes se basa en la utilizacio´n de una jerarqu´ıa de caches de ı´ndice
y tag virtuales (caches virtuales o V/V de aqu´ı en adelante). Un cache V/V recibe referencias a
direcciones virtuales directamente desde el procesador, sin mediar una traslacio´n previa de dicha
direccio´n virtual a su equivalente f´ısica. Dentro del cache se indexa con una porcio´n de la direccio´n
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virtual, mientras que la otra se usa para la comparacio´n de tags. En caso de no encontrarse el bloque
deseado en el cache, recie´n en ese momento sera´ necesaria la traslacio´n de la referencia virtual fallida
a la direccio´n f´ısica correspondiente, para ubicar el dato dentro de la memoria principal. Si contamos
adema´s con una memoria cache de gran taman˜o, el hit ratio se acerca al 100 % ideal, por lo que
la necesidad de realizar traslaciones se ve sensiblemente disminuida. En [11] se prueba mediante
simulaciones que si esa traslacio´n se realiza mediante una rutina de software se puede obtener una
performance comparable –inclusive ligeramente mejor en ciertos casos– a la de las plataformas con
un esquema de traslacio´n de direcciones tradicional. La utilizacio´n de un manejador o handler de
misses por software nos brinda adema´s flexibilidad absoluta en cuanto a las tareas a ejecutar para
atender dicha falla.
Podemos integrar as´ı de manera simple y efectiva un control de granularidad fina para nuestro
sistema de DSM, aprovechando la funcionalidad del handler que se activara´ cuando es necesario
atender un faltante de bloque de cache en el u´ltimo nivel de la jerarqu´ıa. Dado que manejaremos la
consistencia y transmisio´n de informacio´n a nivel de bloques de cache, como en una implementacio´n
de hardware, reducimos considerablemente el problema de false sharing del que adolecen la mayor´ıa
de los sistemas de DSM por software que manejan una granularidad del taman˜o de la pa´gina de
memoria virtual, y no necesitamos contar con un protocolo de mu´ltiples escritores ana´logo al usado
en TreadMarks. Adema´s, el manejo por software de los misses permite implementar con facilidad
cualquier tipo de organizacio´n de memoria virtual que deseemos, y cualquier tipo de modelo de
consistencia que consideremos apropiado. Por u´ltimo, podemos implementar de forma sencilla un
prefetching impl´ıcito de la informacio´n compartida en el momento de resolucio´n de un miss de
cache, trayendo junto al bloque requerido mu´ltiples bloques adicionales que presumiblemente sera´n
utilizados a continuacio´n –por ejemplo si la estructura de datos referenciada ocupa varios bloques–.
La arquitectura que proponemos para Hermes cuenta entonces con una jerarqu´ıa de caches
virtuales que totalizan en el u´ltimo nivel un taman˜o en el orden de 4 a 16 MB. Ante la ocurrencia
de un miss de cache se generara´ una excepcio´n que pasara´ el control al handler adecuado1. E´ste debe
discernir si el miss se debe a un bloque alojado localmente o a un bloque de memoria compartida
perteneciente a un nodo remoto. Para el primer caso, el handler ejecuta el algoritmo de recorrido de
la tabla de pa´ginas (page table walking) hasta obtener el PTE con la traslacio´n correspondiente. Para
el segundo caso se env´ıa un mensaje al nodo correspondiente solicitando una copia del bloque, y de
varios bloques adicionales si utilizamos prefetching. Mediante la adicio´n al set de instrucciones de la
instruccio´n especial de dos operandos Mapped Load (carga mapeada, ver figura 1), se puede ubicar
el bloque obtenido en el cache virtual. Uno de los operandos (Rv) especificara´ la direccio´n virtual
y bits adicionales del bloque, y el otro (Rf) indicara´ la direccio´n f´ısica desde donde se realizara´ la
carga, extra´ıda del PTE correspondiente para un bloque local, o del buffer de la interfaz de red
para bloques pertenecientes a otro nodo. En la figura 2 se visualiza el funcionamiento de nuestro
mecanismo de resolucio´n de misses de cache.
Mapped Load (Rf,Rv) Rf -> Direccio´n fı´sica
Rv -> Direccio´n virtual y bits adicionales
Figura 1: Sintaxis de la instruccio´n Mapped Load
Nuestra intencio´n es utilizar un espacio de direcciones virtuales global para todos los nodos
del sistema, donde a cada nodo se le asigna propiedad sobre una porcio´n equitativa de ese espacio
de direcciones. Esta propuesta cobra mayor relevancia con el advenimiento de microprocesadores
de 64 bits, que proveen un vasto espacio de direccionado. El handler de fallos podra´ distinguir
inmediatamente entonces entre referencias a datos locales o datos remotos, ya que los log2N bits
superiores de la direccio´n indicara´n el nodo home para el bloque faltante (con N procesadores).
1Esta excepcio´n puede ser la excepcio´n usual de TLB miss, aunque no debe dispararse para el caso de un miss
en el TLB con hit en el cache.
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Figura 2: Esquema de resolucio´n de misses de cache.
Nuestro cache utilizara´ una pol´ıtica de escritura write-back, donde so´lo los bloques pertene-
cientes al espacio de direcciones local son escritos en memoria principal si al ser reemplazados se
encuentra que fueron modificados (dirty). Los bloques pertenecientes a otros nodos y en estado
dirty al ser reemplazados son, en principio, enviados a su nodo home. E´ste manejo de los bloques de
cache hace necesario contar con un modelo de consistencia de memoria relajado, y con anotaciones
expl´ıcitas para los momentos de sincronizacio´n. De esta forma, Hermes adquiere un comportamiento
similar al de una arquitectura flat-COMA, donde los bloques de memoria compartida se replican en
el cache –no la attraction memory– del procesador donde son requeridos, y adema´s tiene asignados
un nodo home para facilitar su localizacio´n. La elevada latencia inherente a un miss relacionado
con un bloque remoto hace perentorio disponer de un espacio de almacenamiento generoso para
estos items, acentuando la necesidad de contar con un cache local de gran taman˜o.
La utilizacio´n de un esquema de segmentado como el presente en el PowerPC [17] permite mane-
jar inocuamente varios de los problemas que afectan tradicionalmente a las arquitecturas con caches
virtuales. En este sistema, la parte superior de la direccio´n generada por un proceso se reemplaza
por uno de los identificadores de segmentos asociados a dicho proceso. Se extiende as´ı el ancho de
la direccio´n virtual, y esta ya no apunta a un espacio de direcciones confinado al proceso, sino a
un espacio de direcciones global comu´n (252 bytes para el PowerPC). Si dos procesos comparten
un segmento, comparten transparentemente todo un rango de direcciones virtuales globales y las
variables all´ı contenidas, existiendo adema´s una proteccio´n impl´ıcita de accesos a ese segmento –que
se traduce en la posesio´n del identificador so´lo por procesos autorizados–, y una mayor flexibilidad
en las posibilidades de mapeo de regiones de memoria. En la figura 3 vemos como se comparte
informacio´n en una organizacio´n de memoria virtual segmentada. Al contar con un espacio de di-
recciones virtuales globales –que tambie´n se puede lograr con SOs de 64 bits con un u´nico espacio
de direcciones–, evitamos algunos problemas cla´sicos de los caches virtuales relacionados con la
multiplicidad de mapeos entre direcciones virtuales y f´ısicas. Por ejemplo, no vamos a alojar en el
cache dos bloques con tags virtuales distintos pero mapeados a la misma regio´n de memoria f´ısica
–tambie´n llamados sino´nimos–, no sera´n necesarios cambios de mapeo para compartir informa-
cio´n –y evitaremos las invalidaciones de cache consecuentes–, y no habra´ superposicio´n entre los
espacios de direcciones de distintos procesos –evitando tambie´n invalidaciones durante cambios de
contexto–.
La traslacio´n de direcciones por software so´lo durante la atencio´n de misses de cache permite
considerar la eliminacio´n del TLB en favor de un mayor taman˜o de memoria cache, como se propone
en el disen˜o original de [11]. Sin embargo, para acceder a la informacio´n de estado de una pa´gina de
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Figura 3: Compartimiento de informacio´n en una organizacio´n de memoria virtual segmentada.
memoria virtual –como los bits de proteccio´n–, deberemos replicar la misma para todos los bloques
de cache que componen la pa´gina, y al ocurrir una modificacio´n aplicarla en cada bloque presente
en el cache. Dentro de la informacio´n que sera´ necesario replicar debe incluirse adema´s la traslacio´n
virtual a f´ısica para la pa´gina, necesaria al momento de propagar las escrituras en el cache a memoria
principal. Asumiendo con una pol´ıtica write back que la mitad de los bloques reemplazados estara´n
dirty, no ser´ıa razonable ejecutar nuevamente la parte del handler que recorre la tabla de pa´ginas
para estos casos, porque el impacto en la performance global del sistema ser´ıa cr´ıtico. Podemos llegar
al extremo de replicar el PTE completo dentro de cada tag del cache virtual, y posibilitar entonces
la supresio´n total del TLB al cumplir su funcio´n la memoria asociativa de tags del cache virtual. Si
bien creemos que en un ambiente DSM como el que aqu´ı proponemos la frecuencia relativamente
baja de cambios en la informacio´n de estado de una pa´gina disminuira´ el costo incurrido por
esa operacio´n, no podemos olvidar que la utilizacio´n de arquitecturas esta´ndar y la supresio´n de
hardware adicional es una de las principales razones por las cuales se utilizan sistemas de DSM
por software. Una solucio´n ma´s natural para este problema consiste en la utilizacio´n racional del
TLB –apoyado en las capacidades de manejo por software del mismo provistas por la mayor´ıa de
las arquitecturas comerciales– para conservar las traslaciones de pa´ginas cacheadas con permiso de
escritura.
Para completar la funcionalidad de Hermes, requerimos ciertas capacidades de control del cache
presentes tambie´n en varias arquitecturas comerciales. Es necesario efectuar locking de bloques de
cache para evitar que las instrucciones del handler sean expulsadas durante su ejecucio´n, generando
un miss anidado e irresoluble. Por otro lado, la atencio´n de un miss provocado por el handler implica
soportar referencias f´ısicas para el mismo –y tambie´n para atender otras operaciones cruciales–.
Las referencias f´ısicas obligan a identificar en el cache virtual bloques con tags f´ısicos. Para estos
bloques el sistema debera´ mantener coherencia por hardware entre el cache y memoria principal.
Caso contrario, durante una escritura asincro´nica en memoria principal –una operacio´n de E/S
por ejemplo– se deben invalidar los bloques afectados y bloquear futuros accesos hasta el fin de la
transferencia.
Hemos presentado en este cap´ıtulo un sistema que provee de forma automa´tica un control
de granularidad fina sobre la informacio´n, ana´logo al de implementaciones de DSM por hardware
mucho ma´s ambiciosas, y que adema´s deja el juego abierto para desarrollar en una capa superior el o
los modelos de consistencia que creamos apropiados. Esto se logra con una plataforma uniprocesador
de performance comparable a aquellas con traslacio´n de direcciones por hardware, y sin recurrir
a ningu´n tipo de sobrecarga adicional, rutinas de software –ma´s alla´ del handler de misses–, o
estructuras de datos extras, caracter´ısticas omnipresentes en los sistemas de DSM por software
tradicionales. La u´nica restriccio´n que imponemos es que el modelo de consistencia debera´ ser
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relajado y con anotaciones expl´ıcitas de los puntos de sincronizacio´n. En el siguiente cap´ıtulo
desarrollaremos una versio´n de Hermes que utilizara´ el modelo Scope Consistency.
3. Modelo de consistencia Scope Consistency
El modelo de consistencia Scope Consistency [10] que implementaremos sobre Hermes se basa
en el uso de contextos de consistencia, entidades que encapsulara´n un conjunto de variables cuyo
acceso debe ser sincronizado. Mediante el uso de operaciones acquire y release sobre un lock aso-
ciado, arbitramos el acceso a las variables contenidas en un contexto de consistencia, garantizando
exclusio´n mutua al momento de efectuar las escrituras. Llamamos sesio´n de un contexto al frag-
mento de la ejecucio´n del programa donde se realiza el acquire del lock correspondiente, se accede
a las variables asociadas, y finalmente se libera el contexto mediante un release. La diferencia fun-
damental entre consistencia Scope y Release es que las variables son agregadas dina´micamente a
un contexto a medida que se las accede dentro de una sesio´n, y que so´lo las variables pertenecientes
al contexto requerira´n sincronizacio´n en el momento de un acquire.
Si bien esto puede obstaculizar el paso de programas escritos para consistencia Release a con-
sistencia Scope debido a asunciones que ya no son va´lidas (referirse a los autores [10]), el modelo
ofrece una performance similar al de la consistencia Entry, focalizando el gasto de comunicacio´n y
procesamiento durante etapas de sincronizacio´n en las variables que exclusivamente lo necesitan.
Aparte de las primitivas acquire y release proveemos la tradicional primitiva barrier y la primitiva
create scope, una herramienta para crear dina´micamente nuevos contextos.
Previo al disen˜o de un protocolo para implementar el modelo de consistencia Scope, considera-
mos necesario formalizar ciertas situaciones indeseables y no previstas espec´ıficamente en el modelo.
El objetivo fue aislar pra´cticas de programacio´n erro´neas que desencadenen condiciones de carrera
en la ejecucio´n de un programa en paralelo, y cuyo tratamiento implique adema´s una sobrecarga
adicional en la ejecucio´n del protocolo e innecesaria para el caso usual de programas “correctos”.
Un programa escrito para el modelo de consistencia Scope Consistency que responda a las reglas a
continuacio´n enunciadas no sufrira´ de dichas inconsistencias, y caera´ dentro de la clasificacio´n de
los properly labelled programs [7].
Regla 1. Toda variable incluida en el a´mbito de sesiones de uno o ma´s contextos de
consistencia no debera´ ser accedida fuera de dichos contextos.
El objetivo de esta regla es evitar el acceso no arbitrado a variables para las cuales se intenta
sincronizar su utilizacio´n. En particular, la escritura de una variable incluida en un contexto de
consistencia fuera de la seccio´n cr´ıtica generara´ una condicio´n de carrera.
Regla 2. Toda variable que sufre modificaciones en el a´mbito de una sesio´n de un contexto
de consistencia no debera´ ser modificada en el a´mbito de una sesio´n de otro contexto de
consistencia.
En este caso deseamos evitar la utilizacio´n de contextos anidados, y la inclusio´n de variables en
ma´s de un contexto de consistencia. Como vemos en la tabla 1, al permitir la escritura “legal” de
una variable en mu´ltiples a´mbitos se genera tambie´n una condicio´n de carrera.
Enunciaremos adema´s una tercera regla que es ma´s bien una expresio´n de deseo:
Regla 3. Toda variable que no este contenida dentro de un contexto de consistencia
debera´ ser una variable de so´lo-lectura.
Para el modelo de consistencia Scope, Hermes no hace –ni debe hacer– ningu´n tipo de previsio´n
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P0 P1 P2
Acquire(L0)
Acquire(L1)
X2=2
Release(L1)
Release(L0)
Acquire(L1) Acquire(L0)
X2=4 X2=X2+1
Release(L1) Release(L0)
Tabla 1: ¿Cua´l es el valor consistente de X2?
para variables de este u´ltimo tipo2. Sin embargo, es muy usual encontrar aplicaciones paralelas que
modifican variables de forma irrestricta, utilizando como u´nica herramienta de sincronizacio´n las
barreras. Es por eso que la sobrecarga de ejecucio´n de la primitiva barrier estara´ estrechamente
relacionada a la vigencia de esta tercer regla, y que so´lo se asumira´ la validez de las reglas 1 y 2.
En la implementacio´n de Hermes del modelo de consistencia Scope, al solicitar un nodo el acquire
de un contexto, el pedido entra a una cola FIFO dentro del servidor del lock correspondiente. La
concesio´n del lock conlleva el env´ıo al nodo de todos los bloques que contienen las variables asociadas
al contexto de consistencia, evitando as´ı la ocurrencia de misses de cache durante la ejecucio´n de
la sesio´n –salvo por variables referenciadas por primera vez en tal a´mbito–. El sistema maneja
as´ı una granularidad de transmisio´n y sincronizacio´n variable, con el bloque de cache como unidad
ba´sica, y asociada al taman˜o actual del contexto de consistencia. Existen varias posibilidades para
la obtencio´n de los bloques, de acuerdo al apoyo de hardware subyacente:
Con actualizacio´n automa´tica En este caso todas las modificaciones son inmediatamente propa-
gadas a los nodos homes, por lo que durante un acquire el propio servidor del lock pide la
transmisio´n de los bloques desde su home al nuevo poseedor del contexto. Necesitamos mane-
jar una lista de access notices (notificaciones de acceso) indicando que bloques fueron incor-
porados al contexto. Durante el release la lista actualizada se env´ıa al servidor de lock, y se
invalidan todos los bloques de cache que constituyen el contexto, ya que no sera´n utilizados
hasta un nuevo acquire, luego de ser modificados en sesiones del contexto en otros nodos.
Sin actualizacio´n automa´tica En este caso los bloques de cache permanecera´n en el nodo luego
de efectuado el release, y tambie´n la lista de access notices. Ante un nuevo acquire, el no-
do enviara´ y posteriormente invalidara´ los bloques que todav´ıa permanezcan en su cache,
mientras que utilizara´ la lista de access notices para rastrear aquellos bloques que hayan sido
expulsados. Finalmente la lista de access notices se env´ıa al nuevo usuario del contexto.
Sin lista de access notices Independientemente de la existencia de un hardware de actualiza-
cio´n automa´tica, el nodo que realiza el release copia todos los bloques de cache que constituyen
el contexto a una locacio´n privada de su memoria local, y luego los invalida. Cuando un nodo
inicia el acquire del contexto, e´ste se le transferira´ de forma monol´ıtica. Las ventajas de este
enfoque son mu´ltiples, ya que optimizamos la utilizacio´n del substrato de comunicaciones,
suprimimos la lista de access notices, y disminuimos la sobrecarga asociada a las operaciones
de sincronizacio´n, tanto en te´rminos de gestio´n del servidor de lock, como en cantidad de
mensajes intercambiados.
La simplicidad de implementacio´n del protocolo de consistencia en cualquiera de sus versiones,
combinada con la ausencia de estructuras de datos que crezcan proporcionalmente con la cantidad
2En general, en el nodo home se hallara´ una versio´n parcialmente actualizada de la variable, en funcio´n de las
expulsiones del bloque afectado de los caches de otros nodos.
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de nodos o el taman˜o del problema, resultan en una sobrecarga mı´nima en la ejecucio´n de las
operaciones de sincronizacio´n y en un potencial para la escalabilidad pra´cticamente irrestricto. La
existencia de los contextos de consistencia permite ajustar con certeza el alcance de las operaciones
de sincronizacio´n, y asumir al momento de realizar un acquire que las hipote´ticas copias locales de
las variables asociadas estara´n indefectiblemente desactualizadas. Esto nos permite introducir uno
de los aportes ma´s novedosos de este trabajo, la supresio´n de los intervalos y time stamps dedicados
al mantenimiento de un orden parcial de las referencias a memoria compartida.
Hermes cuenta tambie´n con ciertas operaciones adicionales, comu´nmente presentes en sistemas
de DSM, que sirven un doble propo´sito: incrementar la funcionalidad del modelo de programacio´n, y
ofrecer herramientas para optimizar la performance de las aplicaciones. La implementacio´n de estas
operaciones en software es relativamente sencilla, ya que constituyen variaciones de la meca´nica
del handler de misses del sistema. En primer lugar, contamos con una operacio´n de prefetching
expl´ıcito, similar a la planteada en la seccio´n anterior, pero con la posibilidad de indicar el nodo
origen de la informacio´n. Adema´s, para programas que no respondan a la regla 3 mencionada
ma´s arriba, podemos recurrir a una operacio´n deliver –ana´loga a la presente en el DASH– que
propagara´ una modificacio´n en un bloque de cache a un conjunto de nodos especificados. Si adema´s
podemos almacenar en los nodos receptores el autor de la modificacio´n, esto nos resultara´ de suma
utilidad al momento de ejecutar una barrier. Debemos recordar aqu´ı que los bloques de memoria
compartida pertenecientes a nodos remotos son siempre ubicados en el cache mediante operaciones
de software (como la resolucio´n de un miss o un acquire), por lo que en una estructura de datos
auxiliar podemos llevar un registro de tales bloques y de informacio´n adicional relacionada. La
existencia de esta estructura de datos no afectara´ la escalabilidad del sistema, ya que su taman˜o es
proporcional al taman˜o del cache y no a la cantidad de procesadores ni al taman˜o del problema.
Para finalizar esta seccio´n analizaremos la implementacio´n de la primitiva de sincronizacio´n
global o barrier. Para variables contenidas en contextos de consistencia, el procesamiento asociado
a una barrier consiste simplemente en propagar al home las modificaciones todav´ıa pendientes
y efectuar las invalidaciones necesarias. Esta tarea la efectu´a sin restricciones el u´ltimo nodo en
realizar un acquire, teniendo en cuenta que ningu´n otro nodo tendra´ copias de los bloques afec-
tados –salvo el home–. Para aplicaciones donde no se observa la regla 3 anteriormente enunciada,
la carencia de estructuras de datos adicionales y de estampillas de tiempo complicara´ el proceso,
al existir variables modificadas sobre las que no se guarda informacio´n alguna. Para cada bloque
compartido presente en el cache y no perteneciente a un contexto de consistencia se debera´ no-
tificar su posesio´n al nodo home correspondiente, propagando adema´s las modificaciones. Dado
que es perentorio evitar la ocurrencia de misses de cache debido a su atencio´n en software, los
suprimiremos aqu´ı utilizando un protocolo de actualizacio´n. Los nodos registrara´n los poseedores
de bloques compartidos, y una vez terminadas las actualizaciones hara´n un multicast de la versio´n
consistente de cada bloque a los nodos remotos que notificaron poseer una copia. Al no poder de-
terminar una relacio´n de orden temporal entre dichas copias, deberemos sobreescribir todo bloque
potencialmente inconsistente, au´n cuando el mismo no lo sea. El uso de la operacio´n deliver co-
mentada anteriormente puede reducir sensiblemente el costo de esta operacio´n al establecer una
relacio´n causal entre las copias de una variable, evitando as´ı sobreescrituras innecesarias.
4. Soporte de Hardware
En esta seccio´n del trabajo detallaremos el soporte de hardware necesario para la imple-
mentacio´n de Hermes. Como ya mencionamos en la introduccio´n, un problema fundamental de
los sistemas de DSM por software es la sobrecarga asociada con el pasaje de mensajes por me´todos
tradicionales. Existe una opcio´n inicial para resolver este problema, consistente en la utilizacio´n de
un procesador dedicado al tratamiento de mensajes de la red. Este procesador especial se puede
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localizar dentro de la interfaz de la red (como en el Berkeley NOW), o puede ser cualquiera de los
procesadores componentes de un SMP (como en el Intel Paragon). En ambos casos la mejora en los
tiempos de transmisio´n y recepcio´n de mensajes es sustancial [14], por lo que ambas alternativas
representan soluciones va´lidas.
Una segunda opcio´n consiste en adoptar una tecnolog´ıa especialmente disen˜ada para aliviar este
problema en los sistemas de DSM por software, las llamadas interfaces mapeadas a memoria virtual
[3]. La idea de este tipo de interfaces es utilizar ciertas regiones de memoria virtual como canales
directos a otros procesadores a trave´s de la red, como observamos en la figura 4. Al escribir en
una de estas regiones, la escritura sera´ capturada por la interfaz y propagada automa´ticamente al
procesador receptor –por ende el te´rmino actualizacio´n automa´tica–. Las acciones por software vin-
culadas al pasaje de mensajes se reducen entonces a una simple instruccio´n STORE, elimina´ndose
as´ı las notables sobrecargas asociadas a los protocolos usuales, como TCP/IP. El costo de software
para el env´ıo de un mensaje desaparece, y la latencia –sobre todo para mensajes pequen˜os– se
reduce exclusivamente al tiempo de transmisio´n de la interfaz y de la red de interconeccio´n. Conta-
mos adema´s con un mecanismo impl´ıcito de proteccio´n para el acceso a la interfaz de red, provisto
por el subsistema de memoria virtual del procesador.
Figura 4: Mecanismo de actualizacio´n automa´tica para interfaces mapeadas a memoria virtual.
Para Hermes, nuestra intencio´n es utilizar la interfaz Memory Channel de DEC [8], que se puede
conectar al bus PCI presente en la mayor´ıa de las ma´quinas en existencia. Dentro de la tabla de
pa´ginas, asignamos a algunas pa´ginas virtuales que sera´n marcadas como salientes una direccio´n
de E/S dentro del bus PCI. Al escribir en una de esas pa´ginas, la traslacio´n enviara´ la escritura a
trave´s del bus PCI a la interfaz Memory Channel, y para esa direccio´n en particular la misma posee
una tabla de traslacio´n propia que indicara´ a que pa´gina de memoria f´ısica de que nodo propagarla.
De la misma forma se mapean pa´ginas de memoria virtual como entrantes. Las mismas debera´n
estar fijas en memoria (pinned) para recibir modificaciones remotas de pa´ginas salientes de otros
nodos, a trave´s de la tabla de traslacio´n de la interfaz local. La interfaz Memory Channel provee
un modelo simple de actualizacio´n automa´tica, con una performance sustancialmente superior a los
me´todos de pasaje de mensajes esta´ndares La latencia mı´nima alcanzada por el Memory Channel
para el env´ıo de un mensaje pequen˜o es de 2.9 µs, contra 190 µs que consume la transmisio´n del
mismo mensaje utilizando TCP/IP sobre Ethernet de 10Mbit.
Al integrar esta interfaz en nuestro sistema debemos disen˜ar un protocolo ad hoc que permita
la transmisio´n de mensajes de control comunes, la transmisio´n de mensajes con bloques para ser
cargados por la primitiva acquire o el handler de misses, y la posibilidad de realizar propagacio´n
automa´tica de las modificaciones. Esto u´ltimo se lograra´ alocando en cada nodo un nu´mero fijo
de pa´ginas de memoria virtual como compartidas y fijando las mismas en memoria principal.
Dentro del cache virtual los bloques de nodos remotos –que esta´n mapeados a pa´ginas salientes– se
escribira´n con pol´ıtica write through. Gracias al TLB obtendremos la traslacio´n hacia la direccio´n
apropiada en el bus PCI para la interfaz Memory Channel, que propagara´ la escritura a la memoria
f´ısica del nodo remoto. Deber´ıamos preocuparnos en principio de mantener una coherencia entre la
memoria f´ısica y el cache virtual en cada nodo, pero teniendo en cuenta el modelo de consistencia
planteado en este trabajo –y la implementacio´n desarrollada–, esto no sera´ necesario. El procesador
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so´lo necesita tener una visio´n coherente en su cache de las variables para las cuales ha abierto una
sesio´n de un contexto de consistencia, y luego de que recibe en su cache la copia ma´s actualizada
de las mismas durante el acquire, nadie podra´ acceder al contexto en simulta´neo junto a e´l.
Por el momento, la implementacio´n pra´ctica de Hermes en un cluster de workstations se ve
impedida por la inexistencia de una arquitectura comercial que cuente con una jerarqu´ıa de caches
virtuales. Por ejemplo, encontramos que el cache de instrucciones L1 del Alpha 21164 cuenta con
tags e ı´ndices virtuales, pero el resto de los componentes de la jerarqu´ıa son tradicionales caches
f´ısicos. La ausencia de arquitecturas que adopten los caches virtuales se explica por tres razones
estrechamente relacionadas:
• Por un lado, los caches virtuales son afectados por numerosos problemas debidos a los sino´ni-
mos, aunque estos son fa´cil y elegantemente solucionables mediante el uso de la segmentacio´n.
• Sin embargo, no hay esp´ıritu en el mercado actual de microprocesadores comerciales para en-
carar proyectos con modificaciones tan significativas a un modelo arquitectural estandarizado.
Esto ocurre por el difundido uso de los microprocesadores como building blocks de configura-
ciones SMP de mayor poder computacional y probado e´xito comercial.
• Dado que los SMP se basan en protocolos de snooping sobre las transacciones en un bus
comu´n conectado a la memoria principal, un procesador con caches virtuales que desconozca
en principio la traslacio´n del bloque sobre el que trabaja no podra´ conectarse a ese bus.
Existen dos alternativas para solucionar este problema: el almacenamiento ya comentado de
la traslacio´n f´ısica para cada bloque del cache virtual, o la utilizacio´n de un bus dual con
l´ıneas para realizar snooping sobre la direccio´n virtual y l´ıneas para comunicar la direccio´n
f´ısica al mo´dulo de memoria. En ambos casos esta´ involucrado tambie´n el uso de hardware
adicional no estandarizado.
El resto de los requerimientos arquitecturales para la implementacio´n de Hermes, como la in-
corporacio´n de la instruccio´n Mapped Load al instruction set, o un taman˜o significativo de cache,
esta´n ampliamente difundidos dentro de las arquitecturas comerciales conocidas.
5. Conclusiones y Trabajo Futuro
En este trabajo hemos comentado los lineamientos sobre los que se ha desarrollado la evolucio´n
de los sistemas de DSM durante la u´ltima de´cada, identificando caracter´ısticas positivas de las
distintas propuestas presentadas en ese tiempo. A continuacio´n hemos propuesto un nuevo disen˜o
al que llamamos Hermes, que apoya´ndose sobre el uso de una jerarqu´ıa de caches virtuales y
traslacio´n de direcciones por software, integra varias de dichas caracter´ısticas de forma simple,
y con complejidad y costo mı´nimo: control de granularidad fina, implementacio´n en software,
ausencia de estructuras de datos que obstaculicen la escalabilidad, y flexibilidad absoluta para
la utilizacio´n de modelos de consistencia y otro para´metros del sistema. Sobre esta base hemos
desarrollado una implementacio´n del modelo de consistencia Scope Consistency para el cual se
profundiza la tendencia iniciada, constituyendo en definitiva un sistema de procesamiento paralelo
totalmente innovador, a´gil, eficiente, altamente escalable, y carente de la significativa sobrecarga de
procesamiento asociada tradicionalmente a los sistemas de DSM por software. Equipando al sistema
con una interfaz de red mapeada a memoria virtual logramos el u´ltimo de los objetivos planteados
–la minimizacio´n sustancial de la latencia promedio para la transmisio´n de mensajes–, y estamos
en condiciones de asegurar que Hermes constituye una alternativa barata y competitiva dentro del
campo del procesamiento en paralelo. Si bien la implementacio´n del sistema esta´ supeditada al
desarrollo de una arquitectura con caches virtuales, planeamos continuar el desarrollo de Hermes
con un cuidadoso trabajo de simulacio´n del sistema, para confirmar sus potencialidades y ajustar
distintos para´metros de disen˜o.
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