Objectives: This study presents a procedure allowing the numerical synthesis of exposure data reported in different ways in the literature, including summary parameters and single measurements. The procedure was applied to literature regarding formaldehyde exposure in the reconstituted wood panels industry, including oriented-strand board (OSB), medium density fibre board (MDF) and particle board (PB).
INTRODUCTION
In many exposure assessment situations, either because of a lack of resources for prospective sampling or because of the need to characterize past exposures, literature is the main source of information. In addition to information describing exposure generating processes and tasks, quantitative exposure measurements are reported in a number of studies. Several authors have underlined the limits of the use of published data in the scope of risk analysis (Caldwell et al., 2001; Marquart et al., 2001; Money and Margary, 2002; Tielemans et al., 2002) . Hence, some studies lack details about determinants of exposure, about characteristics of the study population or about statistical parameters. It then becomes difficult to integrate all the available numerical data, especially when numerous studies are available and different statistical parameters are reported. Thus, most literature analyses are reported in the form of tables presenting the results of each individual study and expert opinion is used to make a global assessment. On the other hand, quantitative assessments of *Author to whom correspondence should be addressed. E-mail: michel.gerin@umontreal.ca exposure, particularly for occupational epidemiology, become increasingly preferred over qualitative or semiquantitative assessments (Ahrens and Stewart, 2003) .
Recently, Caldwell et al. (2000) , in a review on solvent exposure, calculated averages of the reported arithmetic means weighted by the associated sample sizes. The authors had to exclude numerous studies that did not report results as arithmetic means. Tielemans et al. (2002) , and Money and Margary (2002) have proposed theoretical frameworks for the use of exposure data available in the published literature, mainly by presenting quality criteria regarding the internal and external validity of the studies.
The main objective of our study was to develop a method to summarize exposure data reported in different ways in the literature by estimating common statistical exposure parameters from different types of exposure metrics and by simulating exposure data from the estimated parameters to allow their combined analysis with single measurements. This paper presents the proposed procedure and its application to formaldehyde exposure data in the reconstituted wood panels industry. This study should not be regarded as a literature review of formaldehyde exposure in this sector, which would include information of a much wider scope than the summary of exposure levels presented here.
The reconstituted wood panels industry is part of the larger Veneer, Plywood and Engineered Wood Product Manufacturing group of the North American Industry Classification System (NAICS). It includes several processes that can be classified as either plywood products or composition boards. The processes included in this study are limited to particle board (PB), medium density fibre board (MDF) and oriented strand board (OSB), which all belong to the composition board category. Occupational exposure to formaldehyde in this industry comes mainly from the degradation of the resins during and after the pressing operation.
METHODS
An exhaustive literature review of formaldehyde exposure levels published before and up to 2001 was conducted in the reconstituted wood panels industry. The study was limited to PB, MDF and OSB. All publications reporting formaldehyde levels measured in workplaces in this industrial sector were retained for further analysis. The exposure levels were formatted into a relational database (the 'initial' database, see Fig. 1 ) and allocated to specific jobs/ work zones based on the work by Lavoué et al. (2005) . The personal measurements were also classified in exposure groups identified in the same study: group 1 'Office' includes administration and foremen; group 2 'Maintenance-quality control' includes laboratory technicians, maintenance workers and cleaners; group 3 'Production' includes press operators, assistant press operators, finishers, shippers; and group 4 'Floater' includes floaters and press-miscellaneous tasks. The area measurements were classified in seven zones: 'Raw materials receiving-chip preparation', 'Resin productionstorage', 'Main production-press', 'Finishing', 'Storage-shipping', 'Operator booth and other departments' (non-production areas).
Step 1 of the procedure: calculation of common statistical parameters
The initial database contained two types of exposure data: single exposure concentrations, each representing one measurement (SM record, see Fig. 1 ), and sets of summary parameters, each set summarizing a number of measurements (SS record, see Fig. 1 ). Each record of this database was associated with values for different variables such as work zone, job group, source article. The SS records also contained some of the following parameters: sample size (N), arithmetic mean (AM), arithmetic standard deviation (ASD), geometric mean (GM), geometric standard deviation (GSD), range (with minimum a and maximum b), median or an empirical percentile of the distribution of the measurements (P P x , with x/100 the cumulative probability associated with the value of the percentile). The first step of the methodology consisted, for each of the SS records without GM and GSD, in estimating them from available parameters. This was performed using the following equations:
Estimation of GM from GSD and AM.
Estimation of GSD from GM and AM.
Estimation of GSD from AM and ASD.
Estimation of GM from AM and ASD.
Estimation of GM from [a,b] .
Estimation of GSD from GM andP P x . (see Appendix for details)
with Z x the x-th percentile of the standard normal distribution.
Estimation of GSD from [a,b] . (see Appendix for details)
with W median the theoretical median standardized range (see Appendix).
Equations 1-4 are based on the theoretical correspondence between the different parameters characterizing the lognormal distribution (Rappaport, 2000) . Equation 5 is based on the fact that the expected values of the maximum and minimum of a sample from a normal distribution are symmetrical around the mean of the distribution (Zwillinger and Kokoska, 2000) . Equation 6 is based on the fact that the xth percentile of a sample from a normal distribution is a good approximation of the xth percentile of the parent distribution (see Appendix). The assumptions linked to equation 7 are detailed in the Appendix.
If GM was not available but the sample median was, the latter was used as an estimate of GM. If neither GM nor the median was reported, GM was estimated from AM and GSD (equation 1) or from AM and ASD (equation 4). GM was estimated from the range (equation 5) only when it was the only available parameter.
GSD, if not available, was determined from AM and ASD (equation 3), from AM and GM (equation 2) or from GM andP P x (equation 6). When none of the previous methods could be used, GSD was estimated from the theoretical median of the standardized range (equation 7, see Appendix). When the estimation of GSD was not possible, the median of the GSDs estimated for the other sets of measurements was used.
Steps 2 and 3 of the procedure: simulation of exposure data and creation of the measurement database
In step two of the methodology, each SS record was replaced with a number of concentrations equal to the reported sample size, drawn at random from a lognormal distribution with the GM and GSD estimated for that particular SS. In step 3 of the methodology, a new measurement database was created by combining the original single measurements and the simulated measurements. The procedure was repeated 1000 times creating 1000 replicas of the measurement database. Hence, while the values simulated from SS measurements differed for each replica, the SM values did not change. Personal and area measurements were separated before further analysis.
Analysis of the measurement database
For personal and area concentrations, GMs and GSDs stratified by process and by period of time were calculated for each of the 1000 replicas of the analysis database. For each stratum, the median of the 1000 resulting GMs was used as the exposure metric and the relative standard deviation (RSDs) of the 1000 GMs was computed as a measure of variability caused by the simulation.
For the personal measurements 90% of the data were in the PB process. Moreover 70% of the PB data corresponded to the 'unknown' category of the job classification and the data for which the job was known were almost entirely (87 out of 96 data) in the most recent time period category (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) . Because of this severely unbalanced structure, we restricted the analysis of personal data to calculation of stratified GMs for the most populated categories of process, job group and time period. For the area measurements, PB also represented $90% of the data, but inside the PB process data were approximately evenly distributed across categories of work zone and time period. Therefore, statistical modelling was used to analyse the area PB data.
A total of 200 replicas of the area PB data were randomly selected among the 1000 initially created and linear mixed-effects models were fitted to the log-transformed concentrations. The model was constructed in a manual forward stepwise procedure similarly to that described in Lavoué et al. (2005) , using the Bayesian information criterion (BIC) as a discrimination tool. Backward stepwise selection was also performed to check the consistency of the resulting model. At each step of the procedure, the model was fitted to the 200 datasets and median values of the BIC were used to decide if a variable would be included or not. The tested fixed effects tested included time period (1965-1974, 1975-1984, 1985-1994) , work zone and sampling duration (<1 h, 1-6 h, >6 h, unknown). The source of the data (i.e. article) was tested as a random effect to evaluate the extent of the difference between sources after taking into account the fixed effects. Since the measurements simulated from SS records were generated with differing variances, a different residual variance for each record was modelled. In addition, the variance of single measurements was modelled as different across sources. The parameters of the final model were computed as the mean of the 200 restricted maximum likelihood (REML) estimates resulting from fitting the common model to the 200 replicas of the area PB data. RSDs were also computed to assess the variability of the results. Internal validation of the models was conducted by graphically assessing normality and independence assumptions for the residuals and estimates of the random effects in a random subsample of 10 models.
During the creation of the measurement database, personal and area single measurements reported as below a limit of detection were replaced with the limit of detection divided, respectively, by ffiffi ffi 2 p and 2, based on the GSDs of the non-censored values (Hornung and Reed, 1990) . Ranges including a limit of detection (e.g. <0.2-3) were used for estimation of GM and GSD only when the range was the only available parameter because of the potential for important bias. In this case, the lower limit of the range was replaced by the limit of detection divided by ffiffi ffi 2 p for personal measurement or 2 for area measurements in equations 5 and 7 (Hornung and Reed, 1990) .
Partial validation of the equations used to estimate GMs and GSDs
In order to provide some insight on the validity of the estimation tools presented above (equations 1-7), a limited simulation study was conducted. A total of 500 samples of sizes 5, 10 and 30 were generated from a lognormal distribution with GM = 1 and GSD = 2.5. For each generated sample, the sample GM and GSD were calculated, as well as all the parameters used in equations 1-7. From these parameters, four estimations of the GMs and GSDs were, in turn, determined using the estimators in equations 1-7. For each estimator, the relative bias was calculated as the average relative difference between the estimate and the sample GM or GSD, and the relative precision as the RSD of the bias. The relative bias and precision were stratified by sample size.
All calculations presented in this paper, including the Monte Carlo simulations, were performed with the statistical package S-plus Ó 6.1 for Windows professional edition (Insightful Corp.).
RESULTS

Simulation procedure
A total of 22 publications were abstracted into the relational database. Nine publications were excluded from the analysis: one only reported results from semiquantitative colorimetric tubes (Herbert et al., 1995) ; one described a plant located in a tropical area (Malaka and Kodama, 1990) ; the sample size could not be estimated in two publications (Edling et al., 1985; Edling et al., 1988) ; one was excluded because the facilities surveyed did not use a formaldehyde-based resin to bond the wood-particles (Daniels et al., 1988) ; in another the results summarized a mix of area and personal measurements, which could not be distinguished (Mortimer, 1982b) . Finally, three publications were excluded because they used the same dataset presented in a paper of wider scope (Niemelä et al., 1980; Niemelä and Vainio, 1981; Niemelä, 1986) ; this left 13 publications for further analysis. Table 1 shows, for each of the 13 publications included in the analysis, the number of single concentrations (SM records) and of summarized sets of measurements (SS records) provided. Among the journal articles retained for analysis, three presented exposure data taken by different organizations in several facilities in a country (Kauppinen and Niemelä, 1985; Triebig et al., 1989; Niemelä et al., 1997) . Three were epidemiological studies, mainly on the respiratory effects of formaldehyde exposure (Horvath et al., 1988; Imbus and Tochilin, 1988; Herbert et al., 1994) . One article reported the summary of formaldehyde levels in the French occupational exposure database COLCHIC (Carton, 1995) while another reported results of different sampling methods for formaldehyde in a facility manufacturing wood panels (Wentrup et al., 1986) .
Neither GM nor GSD were reported in any of the analysed papers. AM was available in 44 of the 49 measurement sets while ASD appeared in 1. The median was available in 26 sets. The range was reported in 42 sets and one publication, representing 2 measurement sets, reported the sample's 95th percentile. This resulted in 53% of the estimated GMs determined from the median, 41% from AM and the range (GSD estimated from equation 7 then GM estimated from equation 1), 4% from AM and GSD set to the median of the other GSDs (equation 1), and 2% from AM and ASD (equation 4). The GSDs were estimated from the different parameters in the following proportions: range for 59% (equation 7), AM and median for 26% (equation 2), median of the other GSDs for 8%, AM andP P x for 4% (equation 6), AM and ASD for 2% (equation 3).
Ten of the 49 measurement sets represented less than 10 measurements each while 20 sets represented more than 10 measurements each. For 19 of the sets, the sample size was not provided explicitly in the publication but could be estimated from other information provided (e.g. sample size of other similar measurement sets in the source article). Regarding the final datasets, including simulated and actual measurements, the analytical and sampling methods, and a crude description of the sampling strategy were reported respectively in 10 and 7 of the 13 analysed publications. Most of the reported sampling strategies were of the type 'placed in areas representative of normal exposure conditions' or 'presumed maximal exposure jobs'. For 33% of the measurements, information about the associated work zone or job was not provided. The sample duration was not reported for 20% of the measurements. Twenty percent of measurement durations were below 1 h, 52% were between 1 and 6 h, and 8% were greater than 6 h.
Analysis of the measurement database
Personal measurements. The final database contains 376 personal measurements, of which 320 were simulated from 11 SS records. The measurement sets comprised a median of 22 measurements (range 5-109). The personal database represents data from eight publications. None of the 56 single measurements were reported under a limit of detection. The personal measurements had a median GM of 0.53 mg m À3 (RSD = 3%) and a median GSD of 2.80 (RSD = 3%). Table 2 shows the median GMs, 90th percentiles, and their respective RSDs for personal measurements after stratification by job group, time period and process, for strata with more than five values.
Area measurements. The final database contains 498 area measurements, of which 412 were simulated from 38 SS records which comprised a median of 21 measurements (range 4-61). The area database represents data from 10 publications. Twelve of the 86 single measurements were reported under a limit of detection. The area measurements had a median GM of 0.79 mg m À3 (RSD = 3%) and a median GSD of 4.36 (RSD = 3%). The median GMs after stratification by process were: MDF 0.22 mg m Table 3 . Table 4 presents the GMs for the different time periods and work zones predicted from the models by using the average coefficients presented in Table 3 . A significant within-source correlation was found in the area Group 'Office' includes administration and foreman, group 'Maintenance-Quality control' includes laboratory technician, maintenance worker and cleaner, group 'Production' includes press operator, assistant press operator, finisher, and shipper. c All data coming from one source, labelling the task as 'chipboard pasting', which we interpreted as corresponding to a mix of 'Office' and 'Maintenance-Quality control'.
d
Non-variable parameters since they were estimated from single measurements (SM records, see Figure 1 ). data, with an average intraclass correlation coefficient of 0.23. The variable modelling a different variability for the different sets of measurements was refined in a 'post hoc' manner by aggregating categories with estimates less than 10% different from each other. This aggregation was performed because the important initial number of categories yielded a non-definite positive approximate variance-covariance matrix in the REML optimization. The refined variable (from 42 to 9 categories) improved the model fit significantly in terms of BIC. This corresponds to within-source GSDs varying from 1.36 to 5.79 (RSDs not shown). Graphical assessment of 10 randomly chosen models yielded satisfactory conformity to the model assumptions. Table 5 shows the relative bias and precision of the estimates of GM and GSDs obtained with equations 1-7 compared to the sample GMs and GSDs, for sample sizes 5, 10 and 30.
Partial validation of the equations used to estimate GMs and GSDs
DISCUSSION
Information available in the literature
The analysis of the literature database revealed several limitations, in the context of exposure assessment, of the information reported in the publications, similar to those described by Money and Margary (2002) and Caldwell et al. (2001) . Hence, although only looking systematically at crude information (statistical summary parameters, job/work zone sampled, sample size, crude sampling strategies and analytical methods), our results show high percentages of data for which this information was lacking or not adequate.
Most available area exposure data came from the main-production and finishing work zones (74% of the data for which this information was available). Likewise, only 3 job strata had more than 10 measurements available (press operator, finisher and chipboard pasting, representing 71% of the documented data). These results underline a potential for misinterpretation of exposure levels for which no information on the job/workplace is provided.
Statistical modelling
Our simulation procedure yielded area and personal datasets different from exposure datasets commonly described in the literature only in that they contain multiple concentration data 'columns' due to the replication of the simulation process. Although these datasets could have been interpreted using several numerical analysis methods, we initially had planned to use linear mixed-effect models, which are increasingly considered as the state of the art analysis tool in occupational hygiene (Burdorf and Van Tongeren, 2003) . However, personal data were so severely unbalanced that the available variables were almost perfectly correlated, which prevented any modelling effort to disentangle their independent influence on the response. We therefore performed a stratified analysis of these measurements in categories with Table 4 . Predicted GMs (mg m À3 ) for formaldehyde area measurements stratified by time period and work zone in the particle board process Work zone 1965 Work zone -1974 Work zone 1975 Work zone -1984 Work zone 1985 Work zone -1994 Main production zone 2.83 (1.91-4.19) The intercept represents the estimated AM of the log-transformed concentrations (mg m À3 ) for the following combination of variable: main production zone, and period [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] . Estimates of the AM of log-transformed concentrations for other combinations of levels of the variables are obtained by adding the appropriate coefficients, for example, adding 0.99 to the intercept to change the period to 1965-1974. enough data. Mixed-effects models were used to analyse the area PB data, in which data were spread approximately evenly between categories of the different variables.
The fixed-effects of the model constructed for the area data explained an important fraction of the variability of the simulated data (38%), which indicates the usefulness of such an analysis even with crude information on potential determinants of exposure. The model identified a clear time trend in the data, with an estimated 5-to 6-fold reduction in exposure levels between the periods 1965-1974 and 1985-1994 . The main production area was also shown as the highest exposure zone, with the zones corresponding to post-or pre-pressing operations associated with lower exposure levels. These results are very similar to those reported by Lavoué et al. (2005) , who analysed formaldehyde exposure data measured in 12 plants manufacturing wood panels in Quebec. The 'unknown-other' category in our study corresponds to low exposure levels compared to the other zones. This is due to the fact that a significant proportion of these data were classified as 'other' in the initial database, and, as such, probably corresponds to very low exposure locations such as administration or the exterior of the facility.
Moderate correlation was found between concentrations coming from the same publication for area measurements when simple random-effect models were fitted to the data. This suggests that there were differences among the various sources due to undocumented factors. Thus, significant bias could be present in any assessment based on a small fraction of the available publications if sufficient information is not provided.
Exposure levels estimated/predicted in our study
Personal measurements for the most recent available period (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) showed formaldehyde levels around 0.60 mg m À3 for the most exposed jobs (i.e. job group 'Production') in the PB process and slightly lower levels in the MDF process (0.40 mg m
À3
). Other job groups corresponded to lower exposures, by a factor of 1.5-2. The presence of a decrease of exposure over time was less clear in the case of personal measurements than that observed in the area model. There were only five values for 1965-1974, and Table 2 shows that although exposures in the 'unknow' job category for PB decreased from 1975-1984 to 1985-1994 , they increased in the case of job group 'Production'. Non-stratified GMs nevertheless show a trend similar to that observed in the area models. The GM corresponding to the 'unknown category' is higher than both group 'Maintenance-quality control' and 'Production', which suggests that most of the unknown data come from high exposure jobs, most probably a mix of group 'Production' and 'Floater' (Group 'Floater' corresponded to the highest exposures in the study of Lavoué et al.) . This confirms the risk of exposure misclassification when interpreting data with little ancillary information.
Area measurements were markedly lower in OSB (GM = 0.05 mg m
) than in the two other processes. This is not unexpected and is due to the fact that phenol-formaldehyde resins used in OSB are more resistant to hydrolysis than urea-formaldehyde and melamine-urea-formaldehyde resins, which are used in MDF and PB. MDF concentrations (GM = 0.22 mg m À3 ) also seemed lower than PB levels, but did not differ from PB levels after correction by time period and zone (most of the MDF levels correspond to 1984-1995 and the 'Other-unknown' zone). PB concentrations, predicted for the most recent period, show formaldehyde GMs at 0.42 mg m À3 in the main production zone, and between 0.12 mg m À3 and 0.23 mg m À3 in the other zones.
The personal and area exposure levels reported above are very similar to predictions made from the models presented in the study of Lavoué et al. in the same industrial sector in Quebec for the year 1990 and for what the authors labelled 'governmental data' as opposed to 'research' data (calculations not shown). These predictions were generally less than 20% different from the GMs presented in Tables 2  and 5 . In their study, Lavoué et al. found that levels taken by governmental hygienists were consistently higher than those measured by a research team in the same facilities after correction for other determinants of exposure. They concluded that 'governmental' data probably corresponded to 'worst case' sampling strategies. Our observations would therefore imply that such bias also exist in the data we extracted from the literature. Unfortunately, only three of the seven publications reporting a crude description of the sampling strategy stated explicitly that it was a 'worst-case' strategy; they represented 20% of all the measurements. Moreover these data were not higher than the rest of the data after correction for process, time period and job/zone. Thus it remains unclear how the different and mostly unknown sampling strategies used in the literature influenced our results.
The data in our study corresponded to variable sampling times (20% <1 h, 52% 1-6 h, 8% >6 h, 20% unknown). Several authors have observed an influence of the sampling duration on exposure levels, generally a decrease in exposures when the duration increases (Raaschou-Nielsen et al., 2002; Kolstad et al., 2005; Lavoué et al., 2005) . Including a nominal variable corresponding to the sampling time did not improve the fit of the area models. In the case of personal data, median GMs stratified only by the sample time category showed increasing exposures with increasing sample time : <1 h (0.36 mg m ). However, this trend was inversed when using MDF data from 1984 to 1995 stratified by job group and category of sample time. It is therefore difficult to conclude on the existence of an influence of the sample time in our data. This may be due to the classification scheme we used, which was warranted by the lack of precision in the information provided in the articles.
Validity of the simulation methodology
Monte Carlo simulations used to merge aggregated and single measurements yielded moderately variable results. Indeed the RSDs of the summary parameters (GMs and GSDs) calculated from the 1000 replications are between 10 and 20%. These results are confirmed by the similar variability observed in the parameters of the mixed-effects model fitted to the 200 simulated datasets and point to the possibility of using less replications in future studies.
The first main limitation of our methodology regards the calculations used to estimate distribution parameters from very limited information. The simulation study we performed in order to evaluate the accuracy of the different estimators in equations 1-7 showed moderate bias and precision for most methods, with errors decreasing when the sample size increased. Indeed, the maximum bias for the estimation of GMs decreased (in absolute value) from 18% for a sample size of 5, to 5% for a sample size of 30. Table 5 also shows that the different methods used are associated with different biases and precisions. For example GM2 in Table 5 is negatively biased whereas the other estimators are positively biased. In this particular case, the sign of the bias is easily explained by the fact that equation 1, when used to estimate the distribution arithmetic mean, provides a positively biased estimate (Hewett and Ganser, 1997) . Therefore, GM estimated from GSD and an unbiased estimate of the distribution arithmetic mean (the sample arithmetic mean) will be negatively biased. Since the set of available parameters is often different between sources of data, the error introduced by the estimation methods will also vary across sources. We chose an average value of GSD (2.5) to perform the validation (Buringh and Lanting, 1991) . Since the GSD we estimated during this study were slightly lower (median values of, respectively, 1.7 and 2.2 for personal and area measurements), the actual error in our estimates should be lower than that observed in Table 5 . Altogether, we believe these results are promising since the accuracy of the estimation methods seems acceptable compared to the uncertainty generally associated with occupational exposure assessment. However, more extensive simulation studies should be conducted to fully evaluate the methods presented here. Such studies could permit the determination of a prioritizing scheme for the choice of specific equations and allow the specification of sample sizes below which some methods should not be used. Moreover, error propagation studies could help characterize the uncertainty associated with the concurrent use of several equations in the estimation (e.g. GSD estimated from an equation and then estimation of GM using the GSD estimate).
The second main limitation of our methodology regards the assumption that every set of data summarized in the analysed articles followed a lognormal distribution. This assumption is central in our methodology because it is used in the methods of estimation of GM and GSD and during the simulation process. It is now well established that airborne concentrations of contaminants in the workplace tend to follow, at least approximately, a lognormal distribution, and most methods of interpretation of exposure levels rely heavily on this assumption (Mulhausen and Diamano, 1998; Rappaport, 2000) . We believe there was little risk of important departure from the assumption of lognormality in most of our data since each set of measurements came from the same occupational setting and was further characterized by process, time period and job/zone. However, we did not quantify the robustness of our simulation method to such departures, and recommend that other studies be conducted to evaluate it.
While we believe that the procedure we propose permitted to recreate exposure data representative of the data summarized in the articles we analysed, their representativeness of occupational exposure to formaldehyde in the general population cannot be assessed directly. It depends on the validity of the publications themselves. In our study, all data available in the literature were retrieved, and only very crude criteria were used to discard irrelevant data before analysis. In particular, the authors did not use the criteria proposed by Tielemans et al. According to those criteria, a large part of the data summarized in this study would have been excluded because of the lack of adequate summary parameters and ancillary information (Tielemans et al., 2002) . We chose to include as much data as possible in order to maximize the dataset available to test the feasibility of our methodology and assess the variability caused by the aggregation of different studies. However, it is plausible that the inclusion of multiple studies in the analysis permitted to compensate to some extent for study-specific biases. Moreover, the analysis of the simulated area datasets with statistical models yielded plausible quantitative results regarding the influence of the different variables and the models explained an important percentage of the variability of the simulated data. Finally, the observations drawn from the analysis of the simulated data were similar to the results obtained in an analysis made on an external source of exposure data in the same industrial sector (Lavoué et al., 2005) .
CONCLUSION
The new method we used in this study allowed the inclusion in the analysis of data that would have been discarded if conventional methods (e.g. average of the means weighted by the sample size or variance) had been used. Moreover, single measurements could be analysed along with summarized measurements. In addition, the equations and assumptions used to simulate the exposure data are explicit and permit the computational aggregation of all available data. This ensures reproducibility of the results by researchers other than the initial assessor(s) and permits quantitative assessment of the uncertainty, as opposed to the 'black box' of expert-only assessments. Finally, the database-like format resulting from the simulation procedure enables to produce the same kind of analyses one would conduct on a standard exposure dataset, in particular the use of statistical models to explore potential exposure determinants. The authors would like to emphasize that such 'all numerical' analysis should not be taken as a replacement for expert analysis of the literature but merely as a tool for industrial hygiene meta-analyses, available to help the exposure assessor to integrate in a consistent and transparent way the results available from several exposure studies. Further analysis of this methodology, by the use of quality criteria to down-weigh or exclude some data, or by using simulations to assess the accuracy of the estimation equations, will allow for a better appraisal of the potential of this methodology for exposure assessment. Similar studies in other industrial settings and for other contaminants are also warranted to assess the generalizability of our results.
