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We attack the problem of recovering an image (a function of two variables) 
from experimentally available integrals of its grayness over thin strips. This 
problem is of great importance in a large number of scientific areas. An im- 
portant version of the problem in medicine is that of obtaining the exact density 
distribution within the human body from X-ray projections. 
This paper proposes an algorithm for finding an optimal Bayesian estimate 
of an unknown image from the projection data, shows that the algorithm is 
geometrically convergent, reports on its computer implementation, and 
demonstrates it performance on a medical problem. 
l .  INTRODUCTION 
In ordinary usage, medical X-rays are passed through the body, projecting 
images of bones, organs, air spaces, and tumors (if any are present) onto a 
two-dimensional sheet of film. This important diagnostic tool suffers from a 
major shortcoming: overlapping structures in such a single X-ray projection 
are difficult or sometimes impossible to unravel, especially when the differ- 
ences in X-ray densities, as between tissue and an embedded tumor, are 
slight. Recently developed mathematical procedures for combining X-ray 
projections taken at different angles around the body now make it possible to 
reconstruct a quantitative three-dimensional representation f the internal 
structure of a living human being. With this new information, diagnosis 
becomes more accurate. Beyond their contribution to medicine, these new 
methods for "reconstruction from projections" have a broad range of applica- 
tions. In microscopy and nondestructive t sting, for example, the structure 
of three-dimensional objects can be reconstructed from projected electrons, 
protons, X-rays, and light. In astronomy, two-dimensional images of galaxies 
can be reconstructed from radio and X-ray signals by mathematically identical 
methods. 
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Three-dimensional reconstruction can be greatly simplified by recon- 
structing only a thin (two-dimensional) slice of an object at a time. A two- 
dimensional cross section can be regarded as a "picture." We will, therefore, 
be concerned with the reconstruction of a two-dimensional picture from its 
one-dimensional projections. 
For a detailed description of the problem as well as a survey of the many 
algorithms that have been proposed for its solution see Gordon and Herman 
(1973). For a typical application in medicine see Robbet  al. (1974). 
We first discuss how pictures and their projections may be represented in a 
computer. A picture may be stored as a two-dimensional rray of numbers 
each representing the density of one small square or "picture element." 
These picture elements may also be called "pixels." A projection of a picture 
likewise must be stored as a one-dimensional rray or list of numbers. Each 
number represents the total X-ray density in a narrow strip across the picture, 
which we call a "ray." The total density within the ray is called the "ray 
sum." We have two problems. An actual object is not, of course, divided into 
pixels, and there is no simple relationship between the rays and the pixels, 
although we often speak of the contribution that a given pixel makes to a 
given ray. 
Let x denote the image to be reconstructed. I f  the picture is divided into 
n ~ (= N) pixels, x is an N-dimensional vector, whose [(u --  1) n + v]th 
component denotes the density in the pixel in the uth row and vth column. 
Let M be a matrix, whose (i, j)th element denotes the contribution of thejth 
pixel to the ith ray. Thus Mx is a vector of the ray sums in the various rays. 
(That there exists such a matrix is already an assumption about the physical 
nature of taking projections; it is unlikely to be exactly true for any matrix M. 
In practice we have to go further and actually choose a matrix M, which 
introduces more inaccuracy into our problem. However, this "discretization" 
is essential to our approach ere. There are other approaches which avoid this 
particular source of inaccuracy, see, e.g., Gordon and Herman (1973).) I f  y 
is the vector of our actual measurement of the ray sums, then 
y = Mx + e, (1) 
where e is a vector of the errors which are due to tbe inaccuracy of the 
physical measurement. (We might also consider that e includes the error due 
to the discretization procedure, but that will make our assumptions below 
about the nature of e less reasonable.) The reconstruction problem is to find 
methods for estimating the image vector x from the measurement vector y. 
Hurwitz (1975) has proposed that Bayesian analysis is an appropriate tool 
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to study image reconstruction. He has derived some formulas which, under 
certain circumstances, provide us with the most likely estimate of the image to 
be reconstructed based on the projection data. We now summarize those 
results of Hurwitz which will be used in this paper. 
Assumptions. (1) It is assumed that x is a random vector with a multi- 
variate Gaussian distribution, whose covariance matrix ~ is a positive definite 
symmetric matrix. Thus, it is assumed that the a priori probability density 
function for x is 
1 1 (x - -  (x ) ) r f i  -1 (x - -  (x ) ) ]  , (2) 
P°(x) = (2n)N/~ (det 8)1/2 × exp [--  ~- 
where (x)  is the expected value of x. 
(2) It is assumed that the vector e of Eq. (1) is a random vector with a 
multivariate Gaussian distribution, whose expected value is the zero vector 
and whose covariance matrix ½E -1 is a positive definite symmetric matrix. 
It can be proved (see Hurwitz, 1975) that, under these assumptions, the 
vector X, which is the most likely value of x having seen y, satisfies 
(1 + 2fiMrEM) (X  -- (x)) = 2flMrE(y -- M(x)) .  (3) 
(This is a generalization of Eq. (16) of Hurwitz, 1975, to the case of 
nonzero (x).)  
In this paper we give an algorithm which produces a sequence x°, x 1, x~,... 
such that lim~.~ x ~ = X. The algorithm has the following form: 
x ° = <x)  
x ~+1 = x *~ + ( l /e )  ( -x  ~ + <x) + 2~MrE(y -- Mx~)), 
(4) 
where a is a positive number. 
This algorithm is based on an iterative procedure for the calculation of the 
generalized inverse of a matrix, which appeared, for example, in Ben-Israel 
and Greville (1974, Chap. 7, Sect. 5). We show that, provided 
> (Amax[3MTEM) 4- 0.5, (5) 
(Zmax~MrEM denotes the maximum eigenvalue of f iMrEM), the algorithm 
is guaranteed to converge, and, in fact, 
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where 0 ~</x < 1, and b is a scalar, dependent on ~ only. (H x I] denotes the 
Euclidean or 2-norm of x.) 
We show that the value of/z is minimized if cr is chosen to be 
(Amax~MTEM) + (Am~nflMTEM) @ 1, (7) 
(where Amtn~MTE21g is the minimum eigenvalue of fiMrEM), and find that 
this minimized value of/x is 
Amax~MrEM- hminfiMrEM 
Amax~MTEM @ hmu~MrEM + l" (8) 
We give an algorithm for reasonably rapid estimation of the optimal value 
of a as given in Eq. (7). 
We discuss the computer implementation of our algorithms, and we 
demonstrate them on an actual image reconstruction problem: the recon- 
struction of a chest cross-section from X-rays. In this problem the dimen- 
sionality of x is 3969, and the size of the matrix M is 6300 × 3969. In spite of 
the large size of the matrices involved, one iteration took under two minutes 
on a CDC 6400, and reasonable convergence is achieved in about 13 iterations. 
We compare the results of this reconstruction with those produced by other 
reconstruction techniques, and discuss its usefulness for medical applications. 
At the end we look into some related approaches to the reconstruction 
problem. 
2. THE ALGORITHM AND ITS PROPERTIES 
Let d be any real matrix with m rows and let b be any m-dimensional 
column vector. It  is well known (see, for example, Ben-Israel and Greville 
(1974, Chap. 3, Sect. 1) that there is a unique vector V such that 
(i) V is a linear combination of the rows of A, 
(ii) V satisfies 
ArA V = drb. 
An iterative algorithm for finding V is the following: 
vO~O 
vn+l =v  ~ -k(1/a)AZ(b--Av~), 
(9) 
(lO) 
where g is a positive number. 
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For nonsingular ArA  this is a case of Richardson's method (Young, 1971, 
Sect. 11.4). A similar algorithm is discussed by Ben-Israel and Greville 
(1974, Chap. 7, Sect. 5) for finding the generalized inverse of a matrix. From 
their results it follows that if 
/£ = max 
a is  a Pos i t i ve  
e igenva lue  of .4 TA 
then, for all n, 
and hence, for all n, 
[ 1 - -  (A/a)[, (11) 
li V - v"+l  l] <~ ~11 v - v"  ll , (12) 
II v - v ~ [I ~< t~" I[ v IL. (13) 
Thus the convergence of the algorithm in (10) is guaranteed provided that 
cr > (AmaxArA)/2, 
since this implies that/z < 1. 
It is easy to see that 
l I / x=max 1 AmaxArA-- , 1 G 
(14) 
A+~inArA , (15) 
(h+inArA is the minimum positive eigenvalue of ArA), and, in view of (14), 
t~ reaches its minimum value when 
;~maxArA + ;~+inArA 
a = 2 (16) 
In this sense the value of ~ given by (16) is optimal and yields 
;~maxAr A - -  )~+inArA 
= M~A~.  A + ~+i A~A.  (17) 
It is also not difficult o show that if Eq. (14) is valid then, for all n, 
l] Av~+l -- b II < 1[ Av~ -- b [I. (18) 
We are now going to show how the algorithm of Eq. (10) can be used to 
find an X which satisfies Eq. (3). 
First note that since both/3 and E are positive definite and symmetric, so 
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are/31/z and Ell 2 (see, for example, Halmos, 1958, Sect. 72), and 51/3 has an 
inverse. Multiplying both sides of Eq. (3) by 5 1/2 we get that X must satisfy 
(5-~/3 q- 251/3MrEMS~/35-x/~) (X  --  (x ) )  = 25*/2MrE(y --  M<x>). (19) 
Let 
V = ~-z/3(X - -  (x>), i.e., X = 51/3 V q- (x>. (20) 
Then V must satisfy the equation 
(I  + 25*nMTEMS~/2) V = 251nMrE(y  - -  M<x}). (21) 
Let A be the matrix and b the vector 
0 
b = ((2)1n E, /3 (y_  M(x>))"  (22) 
Then Eq. (21) can be written exactly in the form of Eq. (9). 
Since Eq. (21) has clearly a unique solution, the algorithm of Eq. (10) 
must lead to it, provided e satisfies Eq. (14). Substituting A and b from Eq. 
(22) into the algorithm of Eq. (10) we get 
v ° ~0 
v ~+1 = v ~ + (1/,~) ( - -vn  + 251/~MTF4y  - -  M(x> - -  Mfll/2vn)). 
(2.3) 
If we let 
x '~ = 51/3vn -k <x>, i.e., v n = 5-I/2(x '~ --  (x>) (24) 
we get 
x ° = (x> 
x ~+1 -~ x n + (I/a) ( -x  '~ -~ (x> + 25MTE(y  - -  Mx" ) ) ,  
(25) 
which is the same as Eq. (4). 
From Eqs. (13), (20), and (24) it follows that 
II x - x n II = II M~l=(V - v~)li ~ t~ ~ II 5 ~I= [I x II Vll 
~< t~" II pl/~ ii × !15-1/3(x - <x))ll 
[-~n(hmaxS/~min~)l/2 IF X - -  <x>l I . 
(26) 
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Since for cr satisfying Eq. (14) 1/~ [ < 1, this shows that the algorithm of 
Eq. (25) gives a sequence which converges to X. 
3. ESTIMATION OF THE EIGENVALUES 
I f  ~ is an eigenvalue of ArA, with A as in Eq. (22), then there exists an 
eigenvector v such that 
(I + 2/31/ZMTEM/31/2) v = kv. (27) 
Therefore 
2/31/2iVITEM/31/2v = (a - -  1) v. (28) 
Since the matrix on the left hand side of Eq. (28) is positive semidefinite, 
all its eigenvalues are nonnegative. It follows, therefore, that all eigenvalues of 
ArA are greater than or equal to one. 
From Eq. (28) it follows that 
fiMrEM(pl/2v) = ~2 1 (/31/2v). (29) 
Since/31/3 is nonsingular it follows that ~ is an eigenvalue of ATA if and only if 
(A --  1)/2 is an eigenvalue of [3MrEM. 
In particular 
;~maxArA = 2Amax~MTEM + 1 
;~+mA rA = 21mm/3MrEM + 1. 
From this and Eqs. (14), (16), and (17) follow that a sufficient condition 
for the convergence of the algorithm in Eq. (4) is given by Eq. (5), and that the 
value of a given by Eq. (7) is optimal, leading to a value of t* given by Eq. (8). 
Finally, Eq. (6) follows from Eq. (26). Thus all the equations in the intro- 
duction are now justified. 
We are still left with the practical problem of finding a as given by Eq. (7). 
For this we need to estimate )tmax/3MrEM and Amin/3MrEM. 
In order to estimate Amax/3MTEM we can make use of a result of Varga 
(1962, Theorem 2.2). Based on the physical interpretation of the matrices/3, 
M, and E, we make the additional assumption that none of them have negative 
elements. Thus /3MrEM also has no negative elements. Furthermore it is 
easy to see that if the matrix M represents the dependence of the measure- 
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ments on the image values, then MrM (and hence f iMrEM for reasonable fi 
and E) is irreducible (see Varga, 1962, Sect. 2.3). 
Under these circumstances it is the case that for any vector z with the ith 
element z~ positive for all i (1 ~< i ~< N) 
(fiMTEMz)~ min (fiMrEMz)~ < AmaxfiMrEM < max (3l) 
l<<.i<~N Z i l<~i<~N Z i 
Consider therefore the following algorithm, which produces two sequences 
of vectors {z ~} and {5~}, as well as three sequences of numbers, (An}, (l~} and 
z ° = (vector of all l's, dimension N) 
~ : fiMTEMz n 
N 
l ~ = min (2x~/zi n) (32) 
u ~ : max (~zn/zi  n) 
l<.i~N 
= 
As far as the sequence {A ~} is concerned, this is nothing but the well known 
power method (see, for example, Ralston, 1965, Sect. 10.2) for estimating 
AmaxfiMrEM. In addition, if the conditions for the convergence of A n to 
AmaxflMrEM are satisfied, we shall also have that 
lim 1 n = lim A n = lim u ~ : Am~xfiM~'EM, (33) 
and, in view of Eq. (31) and the fact that under reasonable conditions all 
elements of z ~ will be positive, 
l v ~ AmaxfiMrEM ~ u n. (34) 
Thus, we can estimate AmaxfialrEM to any desired accuracy using the algo- 
rithm of Eq. (32). 
In all our experiments we found the convergence of the algorithm in 
Eq. (32) extremely fast (e.g., 3 decimal places in 4 iterations). One reason for 
this is that, for the application area of interest, z ° (a uniform picture) is likely 
to be a good estimate of the eigenvector associated with the maximum eigen- 
value. 
372 HERMAN AND LENT 
Now we discuss how to estimate ),minfiMrEM. Since all eigenvalues of 
fiMrEM are nonnegative, 
),min~MrEM = [1 --  ),max(/-- (1/3) fiMTEM)] 3, (35) 
provided that 
3 ~ ),max~MrEM. (36) 
Since we have already estimated Amax[3MTEM, the power method can now be 
used to estimate ),max(/-- (1/3) fiMrEM). Although in this case we do not 
have as strong a condition for convergence as indicated by Eq. (34) for 
),maxfiMrEM, the power method is a reasonable choice, since most of the 
work for its computer implementation would already be done in Eq. (32). 
In the application area of our interest it has been found that ),min~MTEM 
is very near to zero in all cases. This is not surprising, since the matrix M 
which associates the image values with the measurements is likely to have a 
nonempty null space, consisting of those images which cast no shadow in the 
directions of our projections. Hence, in practice it is not unreasonable to 
choose cr to be u" @ 1, where n is a small number (like 4), and u ~ is obtained 
by the algorithm of Eq. (32). 
4. COMPUTER IMPLEMENTATION 
For the computer implementation of our algorithm, we have made some 
additional assumptions concerning the matrices fi and E. 
We have assumed that the covariance matrix fi has nonzero entries only at 
those points which are diagonal, or which represent a pair of pixels which 
have a point in common. Further, we have assumed that all diagonal elements 
in fi are the same (i.e., that all image elements have the same variance) and 
that the covariance of densities in two pixels depends only on the distance 
between their centers. Thus/3 can be uniquely described by three numbers; 
the first representing the variance of the densities in the pixels, the second 
representing the covariance between densities in neighboring pixels and the 
third representing the covariance between densites in diagonally neighboring 
pixels. 
We have also assumed that the noise in the measurements (see Eq. (1)) is 
uncorrelated noise with a zero mean. Thus, the covariance matrix ½E -1 is a 
diagonal matrix all of whose entries are s ~ where s is the standard eviation of 
the noise in the measurements. Thus, E is a diagonal matrix with entries 
1/(2,3). 
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Under such assumptions, the algorithm described in Eq. (4) with the 
optimum choice of ~ gives rise to the algorithm 
x ° = <x) (37) 
x '~+1 = (1/(g + 2s2)) (gx" + 2s2<x) @ 2flMr(y --  2~lx~)), 
where g is our estimate of kmax[3MrM @ kmin/3MrM. 
We now discuss why the algorithm in Eq. (37) can be implemented so that 
it works rapidly even if the matrices involved are large. The matrix 1li r will be 
a sparse matrix, since it indicates the contributions of pixels to measurements, 
and in a shadowgraph only about n out of the n 2 pixels contribute to a single 
measurement. Furthermore, there is usually a simple geometric relationship 
which provides us with the location and size of the nonzero entries of M. 
Thus multiplications by M and M r are easily carried out. Multiplication by 
M corresponds to a "projection" of an image onto measurements, and multi- 
plication by M r corresponds to a "back-projection" (see, e.g., Gordon and 
Herman, 1974) of the measurements into an image. In our program the choice 
of the matrix M is based on the assumptions that rays are infinitely thin and 
the density within a pixel is uniform, and so the contribution of the ith pixel to 
the flh ray sum is simply the length of intersection of the ith pixel by the jth 
ray. Using the simple geometrical relationships resulting from these assump- 
tions, we are able to carry out the iterative step of Eq. (37) without ever 
explicitly forming M or M r. 
In our present implementation (x) is chosen to be a vector all of whose 
elements are 2, which is the estimated average grayness of the image (i.e., 
X the estimated value of 1/N~i=l i). In the usual applications the data 3' 
provides us with an accurate stimate of the & even though the image x is 
unknown. 
N 
Let 2 ~ = 1IN 7~=1 xi . It would be desirable if for all n, 2 *~ was close to 2. 
This is certainly so at the beginning and in the limit, but we found significant 
discrepancies between 2 ~ and 2 at the intermediate steps. In the following 
algorithm we correct his. We found that the correction has also resulted in a 
very much improved rate of convergence. 
a? ° = (vector of 2's, dimension N) 
N 
-= z 1 
2 ~+~ = (1/(g + 2s2)) (gx '~ + 2s2(x) -k 2fiMr(y -- Mx'~)), 
where g is as in Eq. (37). 
This is the algorithm we have eventually adopted. 
643/31/4-6 
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5. NUMERICAL EXAMPLE USING A MEDICAL PROBLEM 
We have been working on the problem of reconstructing cross sections of 
the heart and lungs inside the intact horax (Robb et al., 1974). We demonstrate 
the performance of the algorithm of Eq. (38) for such an example. 
Using Miller et. al. (1964, pp. 268, 299) as a guide we have created by 
superimposition f a number of ellipses and rectangles of uniform grayness a 
realistic mathematical phantom of a cross section of an intact dog. (See Fig. la 
for a half-tone display of a 63 × 63 digitized version of our phantom.) 
We have mathematically calculated what perfect X-ray measurements would 
be from 60 equally spaced point sources around a circle, with 105 diverging 
rays from each. We have added noise to this with standard eviation (s) 0.05, 
which is about 2.5% of a typical measurement. From these 6300 measure- 
ments (y) we have attempted to recapture the 63 × 63 -- 3969 pixels of our 
phantom (x). We now report on the various phases of the reconstruction 
process. All times refer to a CDC 6400 machine and FORTRAN coding. 
(i) Calculation ofg of Eq. (38). We carried out the algorithm of Eq. (32) 
with E = I for four iterations. This gives us an estimate of AmaxfiMTM 
which was accurate within 1% of its value. Figure 2 shows a graph of the 
estimated values of AmaxfiMTM in the four iterations. In the figure the upper 
and lower bounds (u ~ and l ~) on AraaxfiMrM are indicated for each iteration. 
On this basis for the rest of the program we estimated g to be 16.0142, which 
was u 4. 
The estimation of ~trnaxfiMrM took approximately one minute. 
In this and later calculations, the three nonzero values which occur in fi 
(see Sect. 4) were chosen to be 0.012, 0.006 and 0.003 with covariance 
decreasing with distance. These values were chosen fairly arbitrarily, based 
on experience. 
(ii) Calculation of the x ° of Eq. (38). As we have described x ° was chosen 
to be a vector whose elements are all ~ which is the estimated average grayness 
of the image. Since the actual image was designed by us, it average grayness 
could be calculated. To five decimal places its value is 0.09407. The estimate 
of ~ based on the measurements y, turned out to be 0.09404, a very good 
estimate. 
(iii) Calculation of x ~ of Eq. (38). For the rather large matrices we are 
considering in this demonstration each iteration of Eq. (38) took about 1.5 
minutes. We have therefore restricted ourselves to 13 iterations, even though 
the analysis reported on below indicates that further iterations would lead to 
improved results. 
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Fro. 2. Iterative stimates of the maximum eigenvalue of f lMrM,  together with 
upper and lower bounds using the algorithm of Eq. (32). 
Parts of our analysis are summarized in Fig. 3, which shows how the 
values of three quantities change with the iteration number n. 
Figure 3a plots the value of 
xn _ xO + 1 5MT(Mx,~ _ y )  . (39) 
Under our assumption about the nature of the matrix E, this is nothing but 
the norm of the difference between the l ft and right sides of Eq. (3), with X 
replaced by the estimate xn. Since the limit of x n is X, the value of Eq. (39) 
converges to zero. As we see from Fig. 3a, further iterations would be 
desirable. 
Figure 3b plots the value of 
N~ 
Z u x, ,"  (4O) 
9=1 i 
This is the correction factor we introduced in Eq. (38) to speed up conver- 
gence. As expected, in later iterations this factor approaches 1, in iteration 13 
it is 0.99283. 
Figure 3c plots the normalized root-mean-square distance of our estimate 
x n from the digitized version of the original x, i.e., 
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Ftc. 3. Graphs of values given by the formulas in (a) Eq. (39); (b) Eq. (40); 
(c) Eq. (41). 
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The lower this value, the better is our estimate of the original image. At 
iteration 13, this value is 0.30187. From this point of view our procedure has 
practically settled down by iteration 13, the percentage improvement in the 
last iteration is only about 3%. 
(iv) The final result of the reconstruction. The half-tone display of the 
vector x 1~ is shown in Fig. lb. Although many of the major features of the 
original image have been reconstructed, this is not a particularly good 
reconstruction considering the available data. For example, from the same 
data using the ART3 technique with selective smoothing described in detail 
by Herman, Lakshminarayanan, d Rowland (1975) (a variant of the ART 
algorithm proposed by Gordon, Bender, and Herman, 1970), we obtain the 
far superior econstruction, shown in Fig. lc, for about one tenth the cost! 
Comparison of the two techniques with five other test patterns yielded 
similar results. 
A more quantitative demonstration f the relative merits of the two methods 
is given in Figs. 4a and 4b. Here we plotted the values along two vertical 
columns (the 21st and 36th out of the 63) of the digitized version of the 
original phantom, as well as the values produced by the Bayesian method and 
by ART3. The physiological features that are being reconstructed are also 
indicated on these graphs. The ventricular cavities are denser than cardiac 
muscle, since an injection of radio-opaque material is assumed. It is clear 
from Fig. 4 that ART3 is superior from the point of view of a diagnostician; 
it reproduces physicological features more accurately, and in particular, 
detects the small tumor in the lung (Fig. 4a) which the Bayesian method 
fails to detect. 
There are a number of reasons for the inferior appearance of the result of 
the reconstruction algorithm described in this paper. One is, of course, that 
we terminated the process too early, and so our estimate x18 is still some 
distance from X. However, the lack of significant change in the visual appear- 
ance of x ~ for the last few iterations, as well as the flattening out of the curve 
in Fig. 3c (the same quantity had value about 0.15 for the reconstruction 
shown in Fig. lc), suggests that probably even the "optimal" Bayesian 
estimate X would not be as good a reconstruction asthe one shown in Fig. lc. 
Some improvements are of course possible. A better choice of (x) for 
cross sections of the thorax than the x ° of Eq. (38) could have been obtained, 
for example, by using Miller et al. (1964). Also, the covariance matrix/9, 
even though fairly reasonable, was rather arbitrarily selected. The choice of 
the matrix M could possibly be improved as well. 
There are other features, however, of the ART3 algorithm, which pro- 
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FIG. 4. Graphs of exact density values of the 63 X 63 digitized version of the 
original shown in Fig. la (solid line), reconstruction using the Bayesian algorithm 
shown in Fig. lb (broken line) and reconstruction using ART3 shown in Fig. lc 
(dotted hne) along (a) the 21st column, (b) the 36th column. 
duced Fig. lc, which are not easily incorporated into a Bayesian procedure of 
the type described by Hurwitz (1975). For example, the ART3 algorithm of 
Herman, Lakshminarayanan, and Rowland (1974) uses a selective smoothing 
after each iteration, which smoothes graynesses within regions which appear 
homogeneous, but enhances boundaries between regions. Such a nonlinear 
operation has no place in a solution of Eq. (3), which by its very nature 
is linearly dependent on the data. 
ART3 is only one of the many methods which have been proposed for 
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image reconstruction (see Gordon and Herman, 1974). It is a good method, 
but by no means the best for all possible situations (see Gordon and Herman, 
1974; Herman, Lakshminarayanan, and Rowland, 1975). Since the many 
experiments we carried out on six different est patterns clearly indicated the 
superiority of ART3 to the algorithm of Eq. (38), it appears that the Bayesian 
approach, in spite of its great mathematical ppeal, will have to be substan- 
tially improved before it can become a serious competitor to other image 
reconstruction techniques. 
6. RELATED APPROACHES 
In our derivation and proofs we made the assumption that noise is present 
in the data, and so the value of s in Eq. (38) is positive. Nevertheless even if s 
is equal to 0, Eq. (38) describes an algorithm which in fact strongly resembles 
the SIRT algorithm of Gilbert (1972). However, in this case the proof of 
convergence given above breaks down, since as s approaches 0, the value of 
/, given by Eq. (8) approaches 1. A separate proof of convergence for this 
special case has been found. 
We now wish to consider briefly other procedures for solving Eq. (3). 
Direct inversion of the matrix (I 47 2~MTEM) is often not practicable, 
because of the size of the matrices involved. Apart from the very large cost of 
such an inversion, even after the inverse has been obtained, multiplication of 
a vector by the inverse may take as long or longer than the whole iterative 
procedure described in this paper. This is because the original matrices are 
very sparse, while (I 47 2fiMrEM) -1 is almost invariably dense. Nevertheless, 
for smaller problems uch inversion is feasible. For example, Kashyap and 
Mittal (1975) reported that in a similar problem (to be discussed below), 
where the aim was the reconstruction of a 32 X 32 digitization from 7 
projections with 32 rays in each projection, inversion took 25 minutes and 
multiplication by the inverse took 7 seconds on a CDC 6500 computer. Since 
their inverse matrix was of size 1024 × 218, while the inverse matrix for the 
problem described in Section 5 would be of size 3969 × 6300, a simple 
scaling shows that the multiplication by the inverse matrix for our example 
would take over 10 minutes, that is over half the time which our iterative 
procedure took on a CDC 6400. The one-time cost of the inversion would 
however be tremendous, probably well over 10 hours, possibly as long as 
30 hours. There are very few instances where such an overhead is justified, 
especially when we consider the numerical difficulties associated with testing 
the accuracy of an inversion of such large size. 
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Iterative solutions different from ours are also possible. For example, 
Hurwitz has proposed an iterative algorithm which is similar to ART. 
Initially, it seems to approximate he original image faster than the algorithm 
of the present paper, but in longer runs our algorithm performed better. A 
convergence proof for the Hurwitz algorithm has recently been found. Alter- 
natively, the same basic procedure that wehave described can be speeded up, 
for example, by using the techniques described by Varga (1962, Chap. 5). 
Kashyap and Mittal (1975) proposed an alternative approach to the 
reconstruction problem. They suggest hat if the data y contains noise, we 
should be looking for the vector X which minimizes 
J (X) =/30 II y - MX I13 + ~XTCX + XTX, (42) 
where/30 and a are appropriately chosen nonnegative constants and C is a 
matrix defined as follows. For any N-dimensional vector x representing a 
digitized picture, let 2/denote the average density in the pixels which touch 
the ith pixel (xi is a linear form for the vector x, which has at most eight non- 
zero terms). Then C is the positive semidefinite symmetric matrix such that 
xrCx = 2 (x~-  ~i)~, (43) 
i r i s  
where S is the set of i's such that ith pixel is not on the boundary. 
This approach in fact turns out to be a special case of the Bayesian approach, 
since it is easy to see (by setting the partial derivatives of the expression i  
Eq. (42) to 0) that the X which minimizes J (X) satisfies 
(I -[- ~C -~- floMrM) X = fioMry. (44) 
Equivalently, X must satisfy 
(I  4-/3o(1 + ~C) -~ MrM)  X =/3o(I ~- aC) -~ Mrs, (45) 
which is a special case of Eq. (3) with/3 ---- e(I1 -w' aC) -1, E a diagonal matrix 
with all entries/30 and (x} the zero vector. Using these values, the algorithm 
of Eq. (38) is directly applicable for minimizing ](X) (set s : 1/(2flo)~/2). 
It is however computationally preferable to use a different approach, which 
does not require inversion of (I ~-aC). Apart from saving time on the 
inversion, a program which uses the original sparse matrix (I q- c~C) is likely 
to be faster than one which uses (I -~ aC) -1, which may not be sparse at all. 
By setting 
= {(I~- ~C)I/2~ ( 0 ) ,  and V= X, (46) 
.4 \ (/3o) ~/e M ] '  b ~- ,(fio)~/2 y / 
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we see that Eq. (44) is a special case of Eq. (9), and thus the algorithm of 
Eq. (10) is applicable. This leads to the algorithm 
x0=0 
x ~+~ = x ~ + (1/~) ( - - ( I  + ~C) x ~ + floMr(y -- Mx~)). 
(47) 
Practically the same algorithm has been previously derived by Kashyap and 
Mittal (1975) using a descent method. 
If the a's are chosen so that convergence is guaranteed (see Eq. (5)), the 
algorithms of Eq. (38) and Eq. (47) converge to the same vector, and the 
latter is only slightly less costly to run on a computer. Hence our conclusions 
above regarding the relative usefulness of ART3 and the Bayesian approach 
seem to carry over when comparing ART3 with the approach of Kashyap 
and Mittal (1975). Thus our experience runs counter to the claims of 
Kashyap and Mittal (1975), who stated that the optimization of J produces 
superior reconstructions to those produced by ART as originally described 
by Gordon, Bender, and Herman (1970). Also, ART is less expensive. For 
the example reported on in detail in this paper, the Bayesian procedure 
required a computer un about 10 times longer than the ART3 method. 
This was typical of our other experiments a well. Kashyap and Mittal (1975) 
themselves estimate that one iteration of their procedure on their small 
example described above would take at least 25 seconds on a CDC 6500 
computer, while the whole ART3 procedure on our much larger example 
(29 times as many rows and four times as many columns in the M matrix) 
took altogether about 120 seconds on a CDC 6400 computer. Similarly, the 
reconstruction using ART3 of heart cross-sections from X-ray data reported 
on in Robb et al. (1974) took about 60 seconds on a CDC 3500 computer 
(64 × 64 digitized picture, 35 projections). Thus it is clear that ART recon- 
structions are at least an order of magnitude cheaper than ones using Eq. 
(47). As far as the accuracy of the reconstruction is concerned, the issue is less 
clear. First of all, if we use real, noisy projection data, reconstructions 
produced by ART3 (Herman, Lakshminarayanan, and Rowland, 1974) are 
far superior to those produced by the original ART (Gordon, Bender, and 
Herman, 1970). Based on our experience reported on in this paper, they also 
appear to be superior to the Bayesian approach for certain covariance matrices 
/~. The matrices ½(I + ~C) -1 and the covariance matrices fl we have tried 
attempt to reflect he same idea: there is a conelation between earby pixels. 
Hence it appears to us reasonable that reconstructions u ing Eq. (47) will not 
produce substantially better esults than those we produced by Eq. (38) and 
so are likely to be inferior to ART3 reconstructions. This is, however, still 
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very conjectural, and a detailed investigation of the merits of various quadratic 
optimization approaches to the reconstruction problem (including that of 
Kashyap and Mittal, 1975) forms the subject matter of a separate study 
(Herman and Lent, 1976). 
7. CONCLUSIONS 
In this paper we have proposed an algorithm to find the optimal Bayesian 
estimate of an unknown image based on its projection data and certain 
assumptions on the nature of the image space and the noise in the data. We 
have shown that our algorithm converges to the desired solution at a geometric 
rate, and we have shown how the rate of convergence can be estimated and 
improved. We have reported on the computer implementation of the 
algorithm and demonstrated its performance on a medical problem. Based on 
such demonstrations, the performance of our algorithm does not appear to be 
as good as that of some alternative algorithms; however, it is expected that a 
choice of parameters eflecting a better knowledge of the statistical properties 
of the image space will eventually lead to a much improved performance. 
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