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Resumen
Este trabajo esta´ enmarcado en el proyecto TASTRI2 (Teleoperacio´n Asistida y Supervisio´n de
Tareas Robo´ticas a trave´s de Internet 2) de teleoperacio´n bilateral a trave´s de la red Internet 2
del MEC (Ministerio de Educacio´n y Ciencia).
En la teleoperacio´n intervienen cinco agentes: el operador, el maestro, el canal de comunicacio´n,
el esclavo y el entorno. Se considera teleoperacio´n bilateral un esquema en el cual el maestro
recibe informacio´n de control del esclavo. Si la u´nica realimentacio´n que hay es visual, no se
considera bilateral, ya que la recibe directamente el operador, no el maestro. En el caso del
proyecto TASTRI2, se controla el robot mediante un dispositivo ha´ptico de seis grados de libertad
con realimentacio´n de fuerza tambie´n de seis grados de libertad. El operador recibe informacio´n
de dos tipos. El primero consiste en una realimentacio´n de la fuerza ejercida por el robot, aplicada
a trave´s del dispositivo ha´ptico. El segundo es un flujo de video de la celda de trabajo. Este flujo
se trata de un v´ıdeo tridimensional que utiliza la te´cnica estereosco´pica e implementa ayudas
mediante te´cnicas de realidad aumentada.
Este documento trata sobre el disen˜o e implementacio´n del software que se ha de ejecutar en
el controlador del robot a teleoperar. El principal cometido de este programa es comunicarse
con el dispositivo maestro y seguir sus consignas de posicio´n y/o velocidad. Tambie´n se encarga
de realizar el procesado que los datos puedan requerir y de implementar ciertas medidas de
seguridad que protejan al robot de posibles cortes o perturbaciones de la comunicacio´n.
La plataforma de hardware utilizada para este proyecto consiste en un robot industrial TX90
y un controlador CS8C, ambos de la casa Sta¨ubli. El sistema operativo que se ejecuta en el
controlador es VxWorks, un sistema orientado a las aplicaciones multitarea de tiempo real.
Para la implementacio´n se utiliza una librer´ıa de control a bajo nivel con interfaz en C llamada
LLI (Low Level Interface). Esta librer´ıa permite realizar el control del robot tanto actuando
directamente sobre los pares aplicados en las articulaciones como enviando consignas de posicio´n
o velocidad.
Se han realizado varios experimentos con diferentes esquemas de control, dando resultados al-
tamente satisfactorios. El estado actual del programa deja la puerta abierta a proseguir la
investigacio´n disen˜ando e implementando nuevos esquemas de control.
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1 Prefacio
Ya en el siglo XVII se utilizaba en los molinos de viento un mecanismo, conocido como regulador
centr´ıfugo, que controlaba la presio´n ejercida entre las piedras del molino. Este aparato se basaba
en el principio de realimentacio´n negativa, para conseguir que cualquier desviacio´n del punto de
funcionamiento hiciera que el propio sistema tendiese a volver a dicho punto, sin necesidad de
realizar ajustes de forma manual.
Ma´s tarde, en el an˜o 1788, James Watt aplico´ un regulador de este tipo al control de la va´lvula
de admisio´n de una ma´quina de vapor, consiguiendo importantes mejoras en el rendimiento de
e´sta. Este u´ltimo hecho es el que habitualmente se considera el nacimiento de la automa´tica o
teor´ıa de control, que en la actualidad se ha convertido en una importante disciplina cient´ıfica.
Desde el art´ıculo publicado por James Clerk Maxwell en 1868 y titulado On Governors (Sobre
Reguladores) hasta el d´ıa de hoy, la automa´tica ha visto grandes avances, tanto en el campo
puramente matema´tico de la teor´ıa de control como en su aplicacio´n a todos los niveles.
Hoy es muy frecuente encontrar automatismos en cualquier a´mbito, desde pequen˜os aparatos
en los hogares, hasta enormes robots en los procesos industriales. La razo´n del e´xito de estos
sistemas es, principalmente, la capacidad que tienen de ejecutar tareas de gran precisio´n con
velocidades muy elevadas y una excelente repetibilidad.
Sin embargo, dichos sistemas tiene tambie´n sus carencias. Existe una gran cantidad de tareas
que para una persona resultan muy simples, y que sin embargo au´n no se han conseguido resolver
automa´ticamente de forma satisfactoria. Estas son tareas que requieren un nivel de abstraccio´n
que dado el actual estado del arte no es posible alcanzar mediante un algoritmo matema´tico o
un programa de ordenador.
Es necesario, entonces, recurrir a una solucio´n mixta, que requiera la presencia de una persona
para suplir esta carencia de inteligencia del auto´mata, pero en la cual el sistema de control ayude
a e´sta a conseguir una mayor precisio´n y efectividad. Una posible solucio´n a este problema la
dan la teleoperacio´n y la realidad aumentada, y sobre estas trata este proyecto.
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2 Introduccio´n
Este proyecto se integra dentro del proyecto TASTRI2 de teleoperacio´n bilateral desarrollado en
el Institut d’Organitzacio´ i Control. El proyecto TASTRI2 propone un esquema de teleoperacio´n
en el cual un usuario puede controlar un robot situado en una ubicacio´n remota, disponiendo
para ello de cierta informacio´n del robot y su entorno. Dicha informacio´n consiste, en este caso
concreto, en un flujo de v´ıdeo 3D y en una realimentacio´n de fuerza aplicada en el dispositivo
de control ha´ptico. La figura 2.1 muestra de forma esquema´tica la estructura de este proyecto.
Dado que la gestio´n del flujo de v´ıdeo 3D se realiza de manera independiente al control del robot
en ambas celdas, no se trata sobre esta parte del proyecto en esta memoria.
El proyecto que se presenta en este documento trata sobre el disen˜o e implementacio´n del
software que, ejecuta´ndose en el controlador del robot, permita a e´ste comunicarse con el centro
de control y seguir sus o´rdenes. Para llevar a cabo esta tarea se ha trabajado conjuntamente con
los integrantes del equipo de robo´tica del IOC, especialmente con Emmanuel Nun˜o, quien ha
desarrollado el software del centro de control y ha realizado el estudio teo´rico de los esquemas
de control.
El primer paso ha consistido entonces en definir los objetivos generales. Dado que se trata de
un proyecto de investigacio´n, e´ste no esta´ orientado de forma directa hacia la consecucio´n de
una determinada tarea de produccio´n por parte del robot. Sin embargo, s´ı forma parte de los
requerimientos el conseguir una plataforma con la mayor flexibilidad y reusabilidad. De esta
manera e´sta podra´ ser utilizada por otros investigadores en futuros estudios relacionados con
este proyecto.
Para cumplir estos objetivos se ha procedido siguiendo los pasos expuestos a continuacio´n.
2.1. Plataforma experimental
Se ha comenzado con el estudio de la plataforma tanto f´ısica (hardware) como lo´gica (software)
sobre la cual se implementa el esquema de teleoperacio´n propuesto en TASTRI2. Esta plataforma
se divide segu´n dos criterios, el funcional y el de su localizacio´n.
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Figura 2.1 Proyecto de teleoperacio´n bilateral TASTRI2
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Segu´n la funcionalidad se tiene una parte dedicada a la captura, transmisio´n y representacio´n
del v´ıdeo en tres dimensiones y otra parte dedicada al control del robot. De estas dos partes
se trata u´nicamente la dedicada al control del robot, la cual es totalmente independiente de la
gestio´n del flujo de v´ıdeo.
Segu´n el criterio de la localizacio´n, se tienen tambie´n dos partes diferenciadas. La primera es
el centro de control, que es donde se situ´a el operador del robot para controlarlo mediante el
dispositivo ha´ptico. La segunda parte es la celda remota, en la que esta´n contenidos tanto el
robot como su controlador. Se estudian ambas partes en el cap´ıtulo dedicado a ello, poniendo
especial e´nfasis en los componentes de la celda remota.
2.2. Caracter´ısticas
Una vez establecida la plataforma de trabajo se ha definido el comportamiento deseado del
sistema, intentando realizar las mı´nimas asumpciones sobre la aplicacio´n final, de forma que se
obtenga una solucio´n con la mayor flexibilidad.
En esta fase se ha determinado que´ tipo de consignas se env´ıan al robot, que´ algoritmos de
control se implementan, co´mo se distribuyen las tareas entre el centro de control y la celda
remota, y los restantes aspectos que definen el funcionamiento final del esquema propuesto.
2.3. Disen˜o
A continuacio´n se ha abordado el disen˜o del programa informa´tico para el controlador del ro-
bot. Se ha intentado obtener un programa sencillo y robusto. El objetivo principal, adema´s de
su correcto funcionamiento, ha sido conseguir un programa que facilite a futuros usuarios su
modificacio´n para adptarlo a nuevas aplicacio´nes o esquemas de control.
2.4. Comprobacio´n
Se han realizado despue´s ciertos ensayos pra´cticos para evaluar la bondad de la solucio´n imple-
mentada. Los resultados de estos ensayos se exponen tratando de observar tanto la efectividad
del esquema de teleoperacio´n como de los algoritmos de control aplicados.
2.5. Presupuesto e impacto ambiental
Para acabar se ha planteado el presupuesto del proyecto y un estudio de su impacto ambiental,
desde el punto de vista de su aplicacio´n comercial. El presupuesto incluye tanto el precio del
equipo necesario como el coste de su implementacio´n por parte del personal cualificado. El
impacto ambiental se ha calculado a partir de los consumos ele´ctricos y tiene tambie´n en cuenta
los posibles ahorros que este proyecto aporta.
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3 Descripcio´n de la plataforma experimental
La plataforma f´ısica sobre la cual esta´ montado el proyecto de teleoperacio´n bilateral TASTRI2
puede dividirse en dos partes principales, que se comunican a trave´s de la red. La primera parte
es el centro de control, donde se situ´a el operador para manejar el robot. La segunda, donde se
encuentra el robot, es la celda remota.
Adema´s de esta divisio´n segu´n la separacio´n f´ısica de los dos puestos de trabajo, tambie´n se puede
realizar una distincio´n diferente. Esta corresponde a dos partes que se desarrollan independien-
temente una de la otra. Por un lado esta´ la parte que se encarga de la captura, transmisio´n y
representacio´n de la sen˜al de v´ıdeo estereosco´pico y de la modficacio´n de este video para an˜adir
ayudas visuales (realidad aumentada). Por el otro lado esta´ la parte correspondiente al control
del robot, con el flujo de consignas de control y realimentaciones que necesita.
Dado que este proyecto consiste en la implementacio´n del programa que se ejecuta en el contro-
lador del robot esclavo, y que este es independiente de parte encargada de la emisio´n del v´ıdeo
estereoscopico, no se ha abordado e´sta u´ltima, que ha sido objeto de otro proyecto de fin de
carrera [2].
3.1. Centro de control
El centro de control es el lugar donde se situ´a el operador para controlar el robot. El dispositivo
que utiliza el operador para este fin se denomina, en este esquema, dispositivo maestro.
En este caso concreto, el dispositivo maestro es un dispositivo ha´ptico llamado Phantom Pre-
Figura 3.1 Dispositivo ha´ptico Phantom Premium
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mium comercializado por SensAble. Se considera dispositivo ha´ptico a todo aquel que permite
interactuar mediante el tacto y aplica fuerzas, vibraciones y/o movimientos al usuario. El di-
positivo ha´ptico Phantom Premium, mostrado en la figura 3.1, tiene seis grados de libertad
de medicio´n y seis de actuacio´n. Esto significa que puede captar movimientos en los tres ejes
cartesianos y rotaciones en los tres a´ngulos: cabeceo, balanceo y guin˜ada (yaw, pitch y roll). A
su vez tamibe´n puede proporcionar realimentacio´n de fuerza en los ejes cartesianos y de par en
los tres ejes mencionados.
El reducido taman˜o de este dispositivo hace que sea necesario escalar sus movimientos para
trasladarlos al robot. Esto tambie´n ocurre con la realimentacio´n de la fuerza ejercida por el
robot, que debe ser reducida para que quede dentro del rango de esfuerzos aplicables por el
Phantom.
Este dispositivo se conecta mediante un puerto paralelo a un PC ordinario, y dispone de una
API (Application Programming Interface) llamada Ghost que permite programar aplicaciones
en C/C++ que interactu´en con e´l.
3.2. Celda remota
Se denomina celda remota al lugar donde se encuentra el dispositivo que se desea controlar y
que recibe la denominacio´n de dispositivo esclavo.
En el caso concreto de este proyecto, el dispositivo esclavo consiste en un robot industrial de
seis grados de libertad. Este robot es operado a trave´s de un controlador situado tambie´n en la
celda remota. Ambos se encuentran en el interior de una celda de seguridad dentro de la cual
no puede haber ningu´na persona durante la operacio´n del robot.
A continuacio´n se exponen los diferentes elementos que componen la celda remota, tanto har-
dware como software.
3.2.1. Hardware
Para la experimentacio´n realizada, se ha utilizado un robot TX90 con un controlador CS8C,
ambos de la casa Sta¨ubli, instalados en el Laboratorio de Robotica del IOC que se halla ubicado
en la planta 11 del edificio H de la ETSEIB.
Robot TX90
Este robot tiene seis grados de libertad, todos ellos de rotacio´n, accionados por servomotores.
El robot tiene el aspecto que puede verse en la figura 3.2.
Se trata de un robot de taman˜o mediano y esta´ dirigido al a´mbito industrial. Su estructura le
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Figura 3.2 Robot TX90 de Sta¨ubli
dota de una gran versatilidad, y es posible utilizarlo para diversas aplicacio´nes. El robot puede
ser montado tanto en el suelo como en el techo.
El peso del robot sin herramienta es de 111 Kg. y puede manipular en las mejores condiciones
una carga ma´xima de 14 Kg. lo que hace que su ratio carga peso sea de 0,13.
Dispone de sensores de posicio´n absolutos, lo cual evita tener que calibrarlo cada vez que se
arranca, a diferencia de los robots en los que los sensores son incrementales, donde se ha de
realizar una maniobra de puesta en cero para poder situar la posicio´n absoluta del robot.
Dispone tambie´n de frenos de parqueo, para cuando esta´ deshabilitada la potencia de los motores,
y de circuitos ele´ctricos y neuma´ticos que permiten realizar las conexiones necesarias en la base,
circulando hasta la herramienta por el interior del robot.
Las dimensiones del robot pueden verse en la figura 3.3.
Para cualquier informacio´n adicional, el manual de instrucciones del TX90 [7] detalla las carac-
ter´ısticas del robot.
Controlador CS8C
El armario controlador CS8C es, al igual que el robot TX90, un producto de la casa Sta¨ubli, y
es uno de los controladores compatibles con este robot. Es un controlador con etapa de potencia
integrada de taman˜o muy compacto, tal y como se puede ver en la figura 3.4.
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Figura 3.3 Dimensiones del robot TX90
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Figura 3.4 Controlador CS8C de Sta¨ubli
Los principales mo´dulos que lo componen son el mo´dulo calculador, el mo´dulo de potencia y el
mo´dulo de comunicacio´n.
El mo´dulo calculador tiene una arquitectura similar a un PC de sobremesa, con procesador
Pentium Celeron, y dispone de una memoria flash para almacenar su sistema operativo y sus
programas. El sistema operativo utilizado es el VxWorks, un sistema multitarea de tiempo real
que se describe en la seccio´n 3.2.2.
La etapa de potencia integrada en el armario controla los seis servomotores del robot y dispone
de todos los sistemas de seguridad necesarios, incluyendo la integracio´n con el sistema de parada
de emergencia de la celda. Este mo´dulo incorpora el conector mediante el cual se realiza la
conexio´n con el robot.
En el mo´dulo de comunicacio´n hay disponibles diversas entradas y salidas. En e´l se realiza la
conexio´n con la ce´lula de seguridad y con los distintos botones de parada de emergencia que haya
conectados al sistema. Tambie´n integra una tarjeta de red ethernet mediante la cual el robot
puede acceder a cualquier red, sea esta local o directamente Internet. En este mo´dulo tambien
se pueden encontrar un puerto serie de 9 patas y dos puertos USB. Finalmente, tambie´n esta´n
integrados en este mo´dulo los conectores para las sen˜ales de entrada y salida digitales.
Otra caracter´ıstica interesante de este controlador es que permite realizar el arranque de forma
esta´ndar desde su memoria flash, pero tambie´n permite el arranque por red y el arranque me-
diante un dispositivo USB. Esto es muy u´til a la hora de experimentar, ya que permite realizar
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Figura 3.5 Mando MCP
todas las pruebas necesarias sin necesidad de modificar el contenido del sistema original.
Por u´ltimo, este controlador dispone tambie´n de un puerto para conectar el mando MCP, el
cual puede verse en la figura 3.5. Este mando esta´ disen˜ado para operar el robot en la propia
planta. Dispone de controles para habilitar y deshabilitar la potencia, un boto´n de parada de
emergencia y una pantalla junto con un teclado que permiten realizar varias acciones. Mediante
la pantalla y el teclado el usuario puede ejecutar aplicaciones, modificar diversos para´metros
del robot, recibir informacio´n sobre el robot e incluso mover de forma manual cada una de sus
articulaciones. Para poder realizar esta u´ltima accio´n, el mando tiene integrado un pulsador de
seguridad el cual debe presionarse con firmeza para que el robot permita la habilitacio´n de la
potencia.
3.2.2. Software
El primero de los componentes de software que hay que mencionar es el sistema operativo que
se ejecuta en el controlador del robot. Se trata de VxWorks, un sistema multitarea de tiempo
real. Sobre este sistema operativo se ejecutan los programas que controlan el robot.
Existen dos formas diferentes de programar el robot TX90 de Sta¨ubli que se ha utilizado para
la experimentacio´n. La primera de ellas se trata del lenguaje VAL3, que es utilizado en las
aplicaciones industriales debido a su facilidad de uso. La segunda forma es utilizar la librer´ıa
LLI (Low Level Interface) para desarrollar un programa que controle el robot.
VxWorks
VxWorks es un sistema operativo multitarea de tiempo real. Las aplicaciones de tiempo real
tienen requisitos temporales que se han de cumplir, algunos de los cuales pueden ser de caracter
cr´ıtico. Esto es as´ı en casos como el control de instrumentos me´dicos, o el control de procesos
qu´ımicos peligrosos. En estas situaciones es de vital importancia que el sistema sea predecible y
cumpla con sus requisitos en los plazos indicados.
El ser muy estr´ıcto con la predictibilidad de la respuesta temporal del sistema hace que se
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sacrifique algo de rendimiento. Esto es debido a que muchos de los procedimientos utilizados
por los sistemas operativos para optimizar el tiempo de respuesta son totalmente impredecibles
en tiempo de ejecucio´n. Es el caso de las memorias cache´ o los predictores de saltos.
En los sistemas de tiempo real habitualmente se aplica el paradigma de programacio´n multi-
tarea. Segu´n este paradigma, un programa se divide en varias tareas de ejecucio´n independiente.
Cada tarea que forma parte de un programa puede estar en un momento determinado en estado
activo o de espera, ya sea por necesitar un recurso que otra tarea esta´ usando, por esperar a
que ocurra cierto evento o por esperar a que llege un cierto instante en el tiempo. Se asume que
las distintas tareas activas se ejecutan en paralelo. Pero esto, salvo en los casos de arquitecturas
multi-procesador en los que haya tantos procesadores como tareas, no es cierto. As´ı pues, existe
el problema de co´mo repartir el tiempo de procesador entre las diferentes tareas activas en un
momento dado.
Al igual que la mayor´ıa de sistemas operativos de tiempo real, VxWorks gestiona el pseudo-
paralelismo mediante una combinacio´n de los dos tipos de planificacio´n ma´s extendidos. El
primer tipo se denomina preemptive scheduling, y consiste en que la tarea que se ejecuta en la
CPU en un momento determinado u´nicamente deja su lugar si lo requiere otra tarea de mayor
prioridad. Este tipo de planificacio´n tiene el problema de que una tarea puede acaparar todo el
tiempo de procesador cuando hay otras tareas activas de igual prioridad esperando. Para evitar
esto se introduce el segundo tipo de planificacio´n, llamado Round-Robin. Segu´n e´ste, el tiempo
de procesador se divide en rodajas de una duracio´n determinada que se reparten de igual forma
entre las diferentes tareas activas. La combinacio´n de estos dos tipos de planificacio´n consiste
en repartir el tiempo de procesador de igual manera entre todas las tareas activas que en un
momento dado compartan la mayor prioridad.
Adema´s del tiempo de procesador, tambie´n hay otros recursos que deben ser compartidos por las
diferentes tareas. Estos recursos van desde los diferentes componentes de hardware que pueden
servir u´nicamente una peticio´n en cada momento, hasta zonas de memoria compartida para
intercambiar informacio´n entre las diferentes tareas. La necesidad de evitar que varias tareas
se interfieran mutuamente durante la utilizacio´n de estos recursos plantea el problema de la
exclusio´n mutua.
Este problema se evita en la mayor´ıa de los casos a trave´s de un mecanismo de software deno-
minado sema´foro. Estos sema´foros se pueden asignar a cualquier recurso de forma que regulen
el acceso de las diferentes tareas a e´ste. Su funcionamiento es el siguiente. Cuando una tarea
necesita un recurso compartido, ha de comprobar primero si el semaforo le permite el paso. Si
no es as´ı, la tarea en cuestio´n puede optar por esperar o proseguir su ejecucio´n prescindiendo de
este recurso. Si el sema´foro le permite el acceso, la tarea bloquea el sema´foro, realiza con este
recurso las operacio´nes que le sean necesarias, y vuelve a liberar el sema´foro al terminar.
Existen distintos tipos de sema´foros, as´ı como distintos tipos de problemas que puede generar
el uso de e´stos. Dichos problemas pueden llegar a significar el bloqueo total de varias tareas, en
el caso de llegar a un deathlock. El caso ma´s sencillo de esta situacio´n es cuando una tarea A
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tiene en su poder el recurso R1 y necesita el R2 para realizar una accio´n y liberarlos ambos, y
una tarea B controla el recurso R2 y necesita tambie´n el R1 para poder acabar la accio´n. En
este caso ninguna de las dos tareas puede acabar su accio´n y liberar su recurso y por lo tanto
no hay salida alguna.
Evitar estas situaciones de bloqueo esta´ unicamente en manos del programador. En algunos casos
se implementa como medida de seguridad un mecanismo de vigilancia que en caso de detectar
un bloqueo de este estilo reinicia el sistema. Esta accio´n es, sin embargo, poco deseable en la
mayor´ıa de casos, y debe evitarse mediante un disen˜o apropiado del software.
Para mayor informacio´n sobre este sistema operativo, existen diversos manuales de los que se
ha obtenido informacio´n para la elaboracio´n de este proyecto. El manual de programador para
VxWorks [6], el manual de programacio´n en red de VxWorks [4] y el manual de referencia de la
API de VxWorks [5] han sido los ma´s utilizados.
VAL3
Los robots Sta¨ubli se programan en el a´mbito industrial con un lenguaje llamado VAL3, que
permite su manipulacio´n en los espacios cartesiano o articular de una manera muy sencilla.
Este lenguaje permite enviar al robot puntos en el espacio cartesiano arbitrariamente alejados
del lugar donde se encuentre su elemento terminal, dejando que el controlador se encargue de
crear la trayectoria a seguir y de convertirla al espacio de configuracio´n articular. VAL3 tambie´n
permite manipular el robot directamente en el espacio articular, pero a diferencia de la librer´ıa
LLI, no permite interactuar de manera directa con los pares en las articulaciones, ni para lectura
ni para escritura.
Utilizando VAL3, un usuario sin conocimientos de control puede programar cualquier tarea sin
demasiados problemas. Esto hace que dicho lenguaje sea el ideal para aplicaciones industriales,
donde muchas veces el personal de planta no tiene la cualificacio´n necesaria para programar
mediante lenguajes ma´s complejos ni para disen˜ar el control del robot. Adema´s en e´ste a´mbito
no se requiere tanto un control total del robot como un proceso sencillo y eficaz para programarlo
ra´pidamente, lo cual hace que VAL3 sea la herramienta ma´s acorde.
Este lenguaje dispone de todas las herramientas habituales en los lenguajes de programacio´n
para tiempo real. Esto incluye programacio´n multitarea, sistemas de planificacio´n basados en
prioridades, mecanismos de exclusio´n mu´tua y otras.
En VAL3 se trabaja mediante unos conjuntos denominados aplicaciones y que esta´n compuestos
por programas, variables globales, bibliotecas y tareas. Los programas son lo que en otros lengua-
jes se conoce como tareas, y cada uno de ellos esta´ compuesto por una secuencia de instruccio´nes
de VAL3, unas variables locales y unos para´metros, que pueden ser definidos cuando se realiza
la llamada al programa. Las variables globales son variables compartidas por los distintos pro-
gramas dentro de una aplicacio´n y que por lo tanto han de ser protegidos por los mecanismos
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de exclusio´n mutua pertinentes. Las bibliotecas tienen la misma estructura que una aplicacio´n,
pero esta´n disen˜adas para contener programas de cara´cter general que puedan ser utilizados por
otras aplicaciones o programas. Por u´ltimo, se considera una tarea a todo aquel programa que
este´ ejecuta´ndose en un momento dado dentro de una aplicacio´n.
Como ya se ha dicho, el lenguaje VAL3 permite trabajar directamente en el espacio cartesiano,
manejando de forma interna la cinema´tica inversa del robot. Tambie´n permite cierto control
por parte del usuario en cuanto a la configuracio´n del robot, puediendo e´ste determinar si desea
una configuracio´n derecha (righty) o izquierda (lefty) del hombro, y si desea tambie´n que las
configuraciones del codo y la mun˜eca sean positiva o negativa.
Cuando se trabaja con este lenguaje, la forma de mover el robot es mediante unas instrucciones
propias de VAL3 que se van an˜adiendo a una pila y las cuales el robot va ejecutando una detra´s
de otra. Es importante notar que hasta que el robot no acaba una instruccio´n no comienza a
ejecutar la siguiente, haciendo que la modificacio´n de las trayectorias sea poco dina´mica. Esto
se puede hacer u´nicamente mediante una instruccio´n de reinicio que detiene la instruccio´n de
movimiento actual y descarta todas las que esta´n en la pila en espera. De cualquier manera, esta
caracter´ıstica de VAL3 hace que sea poco indicado para aplicarlo en un esquema de teleoperacio´n,
en el cual a cada instante el robot debe seguir los movimientos del dispositivo maestro.
VAL3 ofrece tres instrucciones de movimiento diferentes, en funcio´n de co´mo se desea que sea
la trayectoria que una los puntos inicial y final del movimiento. La primera de ellas no impone
restriccio´n alguna a la trayectoria, y el controlador determinara´ cua´l es la ma´s eficiente dada
la configuracio´n del robot. Otra instruccio´n permite comandar movimientos en los cuales el
elemento terminal del robot se ha de mover en l´ınea recta entre los puntos inicial y final del
movimiento. Por u´ltimo, tambie´n puede ordenarse un movimiento en el cual la trayectoria a
seguir por el elemento terminal sea circular.
LLI
La LLI o Low Level Interface es una librer´ıa de C que puede utilizarse para controlar una serie
de robots Sta¨ubli. Esta librer´ıa, junto con el sistema operativo en tiempo real VxWorks, son la
base necesaria para desarrollar aplicaciones que requieran un control a bajo nivel del robot.
Mediante esta librer´ıa pueden realizarse varias acciones sobre el robot, como leer y escribir en
las entradas y salidas digitales, dar y quitar potencia a los motores, y, lo ma´s importante, leer los
sensores y mandar consignas a los motores. La utilidad principal de esta librer´ıa es esta u´ltima,
leer la sen˜al de realimentacio´n y escribir las nuevas consignas, o dicho de otra manera, controlar
el robot.
La librer´ıa LLI esta´ orientada a una tarea muy determinada, y por lo tanto tiene ciertas carac-
ter´ısticas que se han de tener en cuenta a la hora de utilizarla.
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Control del robot. La LLI, a diferencia de VAL3, permite manipular el robot u´nicamente
en el espacio articular. Esto significa que para implementar cualquier tarea especificada en el
espacio cartesiano es necesario conocer el modelo cinema´tico del robot, tanto en su forma directa
como inversa.
El esquema de control que esta´ implementado por la LLI se divide en tres bucles en serie. El
primero es el bucle de posicio´n, el siguiente es el bucle de velocidad y el u´ltimo el bucle de par.
Hay que destacar que mientras que el periodo con el que se actualizan las consignas del usuario
es de 4 ms., los bucles internos de control del servo funcionan a una frecuencia mucho mayor.
La librer´ıa permite enviar al robot cuatro sen˜ales de control a cada articulacio´n en cada inte-
rrupcio´n as´ı como recibir cuatro lecturas de realimentacio´n. Las cuatro consignas de control y
las lecturas de realimentacio´n son las siguientes:
- Consignas:
Posicio´n angular. Esta consigna permite determinar a que´ posicio´n se ha de mover la
articulacio´n en el ciclo actual. La unidad que utiliza es el radia´n.
Velocidad angular. Esta consigna permite determinar a que´ velocidad se ha de mover
la articulacio´n durante el ciclo actual. La unidad que utiliza es el radia´n por segundo.
Feedforward de velocidad angular. Esta consigna permite modificar la salida del bu-
cle de control de velocidad. La unidad que utiliza es el radia´n por segundo.
Feedforward de par. Esta consigna permite modificar la salida del bucle de control de
par. La unidad que utiliza es el newton metro.
- Sen˜ales de realimentacio´n:
Posicio´n angular. Esta lectura determina la posicio´n angular en la que se encuentra la
articulacio´n. La unidad que utiliza es el radia´n.
Velocidad angular. Esta lectura determina la velocidad angular con la que se mueve la
articulacio´n. La unidad que utiliza es el radia´n por segundo.
Par aplicado. Esta lectura determina el par aplicado en la articulacio´n. La unidad que
utiliza es el newton metro.
Error de posicio´n. Esta lectura determina el error entre la consigna de posicio´n angular
y la verdadera posicio´n angular.
Todo esto se puede visualizar a trave´s del esquema de la figura 3.6, que muestra mediante un
diagrama co´mo se encadenan los diferentes bucles de control y co´mo interviene cada variable en
ellos.
Modos de trabajo. La librer´ıa LLI ofrece dos modos de trabajo, que difieren u´nicamente en
el tipo de consigna que se env´ıa al robot. El primero es el modo de posicio´n y velocidad, en el
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Figura 3.6 Esquema de la LLI en modo de posicio´n y velocidad
cual se controla el robot por medio de las consignas de posicio´n y velocidad. El segundo, de ma´s
bajo nivel, es el modo de par o torque mode, mediante el cual se actu´a directamente sobre los
pares aplicados por los motores.
En el primer modo, el de posicio´n y velocidad, se env´ıa cada 4 ms. un par de valores nuevos
para estas dos consignas. El controlador coge entonces estas dos sen˜ales y las hace pasar por un
interpolador, el cual devuelve u´nicamente una sen˜al de posicio´n, pero a una frecuencia mucho
ma´s elevada. Esta sen˜al de posicio´n pasa entonces a trave´s de los tres bucles ya mencionados,
obteniendo finalmente una consigna de par que se aplica directamente en forma de corriente en
los motores.
Adema´s de estas dos sen˜ales, el modo de posicio´n y velocidad tambie´n permite enviar dos sen˜ales
de feedforward, una de velocidad y otra de par. Estas sen˜ales, tal y como aparece en el esquema
de la figura 3.6, actu´an sobre las sen˜ales de velocidad y par del control del servo respectivamente.
El problema que se plantea es que se desconoce la funcio´n de transferencia de cada parte del
control, y por lo tanto actuar mediante estas sen˜ales puede producir efectos inesperados.
La ventaja de trabajar con la LLI en el modo posicio´n y velocidad frente a trabajar con VAL3
es que se tiene un control total del robot pudiendo determinar de forma precisa co´mo ha de
moverse cada articulacio´n en cada instante de tiempo. Sin embargo, este modo tambie´n introduce
importantes inconvenientes respecto a VAL3.
La mayor´ıa de las aplicaciones que se puedan pensar para un robot de este estilo contienen
especificaciones o restricciones definidas en el espacio cartesiano, ya que resulta mucho ma´s fa´cil
e intuitivo hacerlo de esta manera. Si se trabaja con la LLI, el usuario ha de encargarse de
transformar cada conjunto de coordenadas, y resulta necesario para ello disponer del modelo
cinema´tico inverso del robot. Salvo en robots extremadamente sencillos este modelo es muy
complejo y se ha de tratar con sumo cuidado, ya que para la mayor parte del espacio de trabajo
del robot ofrece multiples soluciones que pueden diferir mucho entre ellas. Adema´s de esto,
VAL3 permite enviar al robot consignas de posicio´n arbitrariamente alejadas de la posicio´n
actual y se encarga internamente de la planificacio´n de la trayectoria. Este trabajo tambie´n
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Figura 3.7 Esquema de la LLI en modo de par
queda en manos del usuario cuande se utiliza la LLI, ya que se ha de determinar la posicio´n del
robot cada 4 ms. A estos problemas hay que an˜adir los efectos adversos que puede introducir el
interpolador de la sen˜al de posicio´n. E´ste requiere que las sen˜ales de posicio´n y velocidad que se
le entregan sean coherentes entre s´ı, ya que de lo contrario la sen˜al de posicio´n saliente puede
presentar discontinuidades que crean fuertes vibraciones en los motores del robot. Por todo esto,
en funcio´n de la aplicacio´n a realizar se ha de valorar si es mejor quedarse con VAL3 o utilizar
este modo de la LLI.
En el segundo modo de trabajo de la LLI se desactivan los bloques de control de posicio´n
y velocidad, quedando u´nicamente el bucle de control del par. El esquema resultante puede
observarse en la figura 3.7. De esta manera, u´nicamente se puede actuar sobre el robot a trave´s
de la sen˜al de feedforward de par. La ventaja de utilizar este modo es que permite implemetar
cualquier controlador que se desee a partir de las lecturas de posicio´n y velocidad. Sin embargo,
el disen˜o de un controlador para un robot de seis grados de libertad no es una tarea sencilla,
por lo que este modo no se recomienda a no ser que se desee implementar alguna aplicacio´n que
requiera este nivel de control sobre el robot.
Sincronizacio´n del programa. Para asegurar un buen funcionamiento del robot, la lectura
de sensores y escritura de consignas se ha de hacer de forma sincronizada con los bucles de
control de los servomotores de cada articulacio´n. Cuando se utiliza la LLI esta sincronizacio´n
se hara´ con la ayuda de la placa Starc del controlador CS8C. Esta placa se encarga de lanzar
una interrupcio´n cada 4 ms. de forma sincronizada con los bucles internos de control. Mediante
la LLI se puede asignar una funcio´n a esta interrupcio´n, la cual es llamada perio´dicamente, de
manera que se puede utilizar para actualizar la consigna de control a la frecuencia necesaria.
Dado que esta funcio´n se ejecuta en el contexto de los manejadores de interrupcio´n, no es deseable
que se alargue ma´s de lo estr´ıctamente necesario. Esto se debe a que las interrupciones se ejecutan
en un contexto separado del resto de tareas y que tiene asignado una prioridad ma´xima. Por
ello, una funcio´n que se ejecute en este contexto puede robar por completo el tiempo de CPU
a otras tareas cr´ıticas. Para solucionarlo, se recomienda que el cuerpo de la funcio´n asignada a
la interrupcio´n perio´dica consista unicamente en la entrega de un sema´foro binario ya que esta
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accio´n es sumamente ra´pida. Este sema´foro, que es utilizado para la sincronizacio´n, se recoge
desde una tarea cualquiera, con lo que se consigue que esta tarea se ejecute de manera s´ıncrona
cada 4 ms. pero ya bajo la misma pol´ıtica de planificacio´n que el resto de tareas.
Desde esta tarea, que se denominara´ a partir de ahora tarea s´ıncrona, se realizan las acciones
de leer las sen˜ales de realimentacio´n de cada articulacio´n del robot, procesar la informacio´n de
la manera que sea necesaria y enviar al robot una nueva consigna.
Otras utilidades. Adema´s de las acciones estr´ıctamente necesarias para controlar el robot, la
LLI tambie´n pone a disposicio´n del usuario otras herramientas que pueden resultar necesarias o
de gran ayuda en funcio´n de la aplicacio´n.
La primera, y quiza´s la ma´s utilizada es la posibilidad de dar o quitar potencia a los motores
del robot. Esta utilidad se puede utilizar cuando el robot va a estar inactivo durante un periodo
relativamente largo para evitar que los motores trabajen u´nicamente para sujetar el robot.
Cuando se quita la potencia a los motores, se activan unos frenos en cada articulacio´n para
evitar que el robot caiga.
Tambie´n hay una funcio´n que permite consultar ciertas variables sobre el estado del robot en
un momento determinado. Estas variables son:
- Estado de inicializacio´n: Inicializado / No inicializado / Sin licencia
- Estado de la potencia: Activada / Desactivada / Activando / Desactivando
- Estado de calibracio´n: Calibrado / No calibrado / Calibrando
- Estado de reposo: En reposo (Posicio´n estabilizada) / No en reposo
- Estado de emergencia: Parada de emergencia / No hay emergencia
Tambie´n se pueden consultar otros para´metros que no var´ıan en tiempo de ejecucio´n, como son:
el tipo de robot, el nu´mero de articulaciones, el tiempo de ciclo o la versio´n del software del
controlador.
Otra de las posibilidades que tiene el programador es asignar una funcio´n cualquiera para que
sea llamada cuando aparezca algu´n evento. El generador de eventos llama a esta funcio´n cuando
cualquier evento ocurre, y le pasa como argumento una cadena con la descripcio´n de dicho evento.
Esto permite que se pueda manejar cada evento de la manera deseada por el programador.
Por u´ltimo, tambie´n se pueden manipular, a trave´s de la LLI las entradas y salidas digitales situa-
das en el controlador. Estas entradas y salidas pueden ser utilizadas para diferentes propo´sitos,
siendo el ma´s comu´n el controlar la herramienta que se situ´a como elemento terminal.
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4 Especificaciones del programa
Antes de comenzar con el disen˜o de la aplicacio´n para el controlador, se han de plantear de ma-
nera clara y exhaustiva los requerimientos funcionales de dicha aplicacio´n. La correcta ejecucio´n
de este paso es vital en fases ma´s avanzadas del proyecto, debido a que la su´bita aparicio´n de
una nueva caracter´ıstica a implementar puede obligar a la reestructuracio´n del programa entero.
En este momento conviene tambie´n determinar el reparto de trabajo entre las diferentes ma´qui-
nas que intervienen en el esquema de teleoperacio´n. De esta forma, a partir de este momento se
puede trabajar independientemente en el disen˜o e implementacio´n de cada una de los programas
necesarios.
Para plantear las especificaciones se parte de la base de que el objetivo final es obtener un
sistema en el cual el usuario pueda teleoperar el robot mediante el dispositivo ha´ptico. Adema´s
se desea que este sistema sea flexible a la hora de integrar nuevos algoritmos de control, de forma
que sirva como herramienta para validar futuros desarrollos teo´ricos.
El proceso sigue los siguientes pasos. Primero se determinan los esquemas de control a imple-
mentar, analizando sus propiedades. Teniendo decidido el control del robot, se define co´mo ha
de ser la estructura del sistema, y que´ interaccio´n tendra´ el usuario con e´l. Finalmente se detalla
la distribucio´n de la carga de trabajo entre las diferentes ma´quinas y el protocolo utilizado en
las comunicaciones.
4.1. Tipo de control
El principal problema que plantea la teleoperacio´n es el retardo en la transmisio´n de algunas de
las variables dentro del esquema de control. Esto ha propiciado que aparezcan numerosas teor´ıas
sobre el control de sistemas con retardo de tiempo.
Los investigadores Anderson y Spong, propusieron en su art´ıculo ”Bilateral control of teleo-
perators with time delay” [1] la utilizacio´n de variables de onda para transformar el canal de
comunicacio´n en pasivo. Este canal se usa para interconectar ambos dispositivos maestro y
esclavo, que cumplen tambie´n las condiciones de pasividad. En esta situacio´n, dado que la in-
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terconexio´n de sistemas pasivos resulta pasivo, basta con realizar la razonable hipo´tesis de que
el operario y el entorno son pasivos para asegurar la estabilidad del sistema.
Esta solucio´n al problema del retardo temporal tiene sin embargo un inconveniente importante.
La utilizacio´n de variables de onda fuerza a controlar el robot con consignas de velocidad, lo
cual inevitablemente introduce en el sistema una cierta deriva en la posicio´n del esclavo respecto
a la del maestro.
Para resolver este problema ha habido multitud de propuestas. El problema de la mayor´ıa de
ellas esta´ en que se basan en hipo´tesis dif´ıciles de verificar.
En este proyecto se trabaja con los esquemas propuestos por Emmanuel Nun˜o y Luis Basan˜ez en
el art´ıculo A Globally Stable Proportional Plus Derivative Controller for Bilateral Teleoperators
[3]. En este art´ıculo se demuestra que es posible obtener un comportamiento estable en teleopera-
cio´n utilizando un sencillo esquema tipo PD, siempre que se introduzca suficiente amortiguacio´n
en ambos manipuladores. Para esto basta con asumir las habituales hipo´tesis sobre la pasividad
del operario y el entorno.
Se desarrollan tres controladores en este art´ıculo. La primera opcio´n es la de utilizar un esquema
P con amortiguacio´n para controlar el robot y el dispositivo ha´ptico. El segundo esquema de
control propuesto sustituye el controlador tipo P del dispositivo ha´ptico por una realimentacio´n
de fuerza. Tambie´n se propone utilizar un esquema PD para el control de ambos dispositivos.
Los modelos dina´micos que se utilizan para los dispositivos maestro y esclavo son
Mm(qm)q¨m +Cm(qm, q˙m)q˙m + gm(qm) = τm − τ h
M s(qs)q¨s +Cs(qs, q˙s)q˙s + gs(qs) = τ e − τ s
(4.1)
donde i = m para el maestro e i = s para el esclavo y los vectores qi, q˙i, q¨i ∈ ℜ
n representan la
posicio´n articular y su primera y segunda derivada respectivamente. M i(qi) ∈ ℜ
n×n se refiere a
la matriz de inercia, Ci(qi, q˙i) ∈ ℜ
n×n a los efectos centr´ıfugos y de coriolis, gi(qi) ∈ ℜ
n modela
la fuerza de la gravedad, τ i ∈ ℜ
n son las sen˜ales de control y τh ∈ ℜ
n, τ e ∈ ℜ
n las fuerzas
ejercidas por el humano y el entorno respectivamente.
Se asume adema´s que el retardo de posicio´n es constante e igual a T ≥ 0 y que el operador
humano y el entorno son sistemas pasivos.
4.1.1. Control proporcional con amortiguacio´n
El primer esquema propuesto aplica como sen˜ales de control un par proporcional al error de
posicio´n ma´s un te´rmino de amortiguacio´n. Las ecuaciones para el control P amortiguado son
τm(t) = Km[qs(t− T )− qm(t)]−Bmq˙m(t)
τ s(t) = Ks[qs(t)− qm(t− T )] +Bsq˙s(t)
(4.2)
donde Ks, Km, Bs y Bm son constantes positivas.
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Con esto se tiene
Proposicio´n 1 Tomando las dina´micas expresadas segu´n 4.1, las sen˜ales de control 4.2, los
sistemas humano y entorno considerados pasivos y tomando unas constantes tales que
B′mBs > T
2KmKs (4.3)
con B′m = Bm − ǫ para algu´n ǫ > 0
(i) Las velocidades y errores de posicio´n estara´n acotados. Es decir, q˙m, q˙s, (qm − qs) ∈ L∞.
Adema´s q˙i ∈ L2.
(ii) Si adema´s se asume que
(1) El operador y el entorno no esta´n en contacto con los dispositivos maestro y esclavo
respectivamente.
(2) Se an˜ade un te´rmino de compensacio´n de gravedad a cada controlador de forma que
τm(t) = Km[qs(t− T )− qm(t)]−Bmq˙m(t) + gm(qm)
τ s(t) = Ks[qs(t)− qm(t− T )] +Bsq˙s(t)− gs(qs)
(4.4)
(3) Los te´rminos
∂M
jk
i
∂qri ∂q
l
i
esta´n acotados.
puede afirmarse que en estas condiciones las velocidades del maestro y el esclavo tienden
asinto´ticamente a cero y se consigue coordinacio´n de la posicio´n, es decir
l´ım
t→∞
| qm(t)− qs(t− T ) |= 0 (4.5)
Dada la extensio´n de la misma, se omite la demostracio´n de esta proposicio´n, que puede encon-
trarse en [3].
La Proposicio´n 1 afirma que la condicio´n 4.3 es suficiente para la estabilidad del sistema, pero
no dice que sea necesaria. La siguiente proposicio´n dice que
Proposicio´n 2 Considerando la Proposicio´n 1 y asumiendo que las ganacias proporcionales y
la amortiguacio´n del controlador expuesto en 4.4 no cumplen la condicio´n 4.3, es decir,
B′mBs ≤ T
2KmKs (4.6)
donde B′m = Bm − ǫ y Bi, Ki son estr´ıctamente positivas, entonces, para todo T > 0, existe un
sistema de la forma 4.1 tal que el sistema en lazo cerrado es inestable para algu´n valor de Bi,
Ki que satisfaga 4.6.
Junto con estas proposiciones tambie´n se presenta el siguiente corolario
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Corolario 1 La Proposicio´n 1 tambie´n se cumple cuande se sustituye el control proporcional
por otro proporcional y derivativo de la forma
τm(t) = Kdm[q˙s(t− T )− q˙m(t)] +Km[qs(t− T )− qm(t)]−Bmq˙m(t)
τ s(t) = Kds[q˙s(t)− q˙m(t− T )] +Ks[qs(t)− qm(t− T )] +Bsq˙s(t)
(4.7)
donde Kdm, Kds son constantes arbitrarias no negativas y Ks, Km, Bs y Bm satisfacen 4.3.
4.1.2. Control proporcional con realimentacio´n de fuerza amortiguado
En los casos en los que se utiliza la realimentacio´n de fuerza en el dispositivo maestro, el ca´lculo
de la consigna a aplicar se realiza segu´n
τm(t) = −τ s(t− T )−Bmq˙m (4.8)
Esta parte demuestra que puede controlarse el teleoperador reflejando en el maestro la fuerza
generada por el esclavo, y aplicando en el esclavo el esquema proporcional arriba propuesto,
siempre y cuando se inyecte suficiente amortiguacio´n en el sistema.
Proposicio´n 3 Tomando el modelo de teleoperador propuesto en 4.1 y sustituyendo en 4.2 la
ecuacio´n del maestro por 4.8, puede afirmarse que tomando unas constantes tales que
Bm
Ks
> T 2(3 + 1
2ǫ
) + ǫ+ 1
Bs
Ks
> T 2 + ǫ
(4.9)
para algu´n ǫ > 0,
(i) Las velocidades y errores de posicio´n estara´n acotados. Es decir, q˙m, q˙s, (qm − qs) ∈ L∞.
Adema´s q˙i ∈ L2.
(ii) Si adema´s se asume que
(1) El operador y el entorno no esta´n en contacto con los dispositivos maestro y esclavo
respectivamente.
(2) Se an˜ade un te´rmino de compensacio´n de gravedad a cada controlador de forma que
τm(t) = −τ s(t− T )−Bmq˙m + gm(qm)
τ s(t) = Ks[qs(t)− qm(t− T )] +Bsq˙s(t)− gs(qs)
(4.10)
(3) Los te´rminos
∂M
jk
i
∂qri ∂q
l
i
esta´n acotados.
puede afirmarse que en estas condiciones las velocidades del maestro y el esclavo tienden
asinto´ticamente a cero y se consigue coordinacio´n de la posicio´n, es decir
l´ım
t→∞
| qm(t)− qs(t− T ) |= 0 (4.11)
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4.1.3. Seleccio´n de controladores
Tomando el desarrollo de los controladores expuestos, se ha decidido cua´les de ellos se iban
a implementar en el programa. Dado que plantear diferentes controladores aumenta poco la
complejidad del desarrollo, se han implementado en el programa las tres propuestas presentadas
en [3]. Adema´s de ellas se ha implementado tambie´n la opcio´n, no contemplada en el art´ıculo,
de utilizar la realimentacio´n de fuerza en el maestro con el control PD en el esclavo.
Dado que la librer´ıa LLI brinda tambie´n la posibilidad de utilizar su propio esquema de control
de posicio´n y velocidad, se han introducido tambie´n dos controladores que utilizan este recurso.
Esta introduccio´n no corresponde a ningu´n desarrollo teo´rico, dado que el control de posicio´n y
velocidad integrado en la LLI es de cara´cter cerrado, y no se tiene conocimiento de su funcio-
namiento interno. Las dos posibilidades que se incluyen en el programa son las de controlar el
robot mediante consignas de posicio´n y mediante consignas de velocidad.
En el primer caso el maestro env´ıa consignas de posicio´n al controlador, donde mediante una
derivacio´n nume´rica se obtiene una consigna de velocidad, de forma que puedan ser introducidas
en el bloque del interpolador. La ecuacio´n que se utiliza para esta funcio´n es
qs(t) → q˙s(t) =
qs(t)− qs(t−∆t)
∆t
(4.12)
En el segundo caso el maestro env´ıa consignas de velocidad, que se integran nume´ricamente para
obtener la correspondiente consigna de posicio´n para el interpolador. La integracio´n se realiza
como si se tratara de una consigna escalonada. Esto se obtiene de despejar de 4.12 la posicio´n
en funcio´n de la velocidad, quedando
q˙s(t) → qs(t) = qs(t−∆t) + q˙s(t)∆t (4.13)
Utilizando estos controladores se ha podido comparar el eficacia de los modelos propios frente
al control implementado internamente por Sta¨ubli.
Los controladores implementados en el programa de control aparecen resumidos en el cuadro
4.1.3, junto con unas etiquetas que se utilizan en adelante para referirse a cada uno de ellos. A
excepcio´n de los dos primeros casos, recie´n mencionados, todos actu´an sobre el robot a trave´s
del par aplicado en las articulaciones.
4.2. Otras caracter´ısticas
Adema´s del intercambio de sen˜ales de control, deben tenerse en cuenta las dema´s formas de
interactuar con el robot que pueden ser necesarias en una sesio´n de trabajo con e´ste.
Dado que esta plataforma esta´ destinada a realizar diferentes experimentos con distintos esque-
mas de control, es apropiado disponer de la posibilidad de cambiar entre uno y otro durante la
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Nombre Maestro Esclavo
Control de posicio´n P amortiguado Control posicio´n LLI
Control de velocidad P amortiguado Control velocidad LLI
Control P P amortiguado P amortiguado
Control P con Real. de fuerza Real. de fuerza amortiguada P amortiguado
Control PD PD amortiguado PD amortiguado
Control PD con Real. de fuerza Real. de fuerza amortiguada PD amortiguado
Cuadro 4.1 Controladores
ejecucio´n del programa. Estos algoritmos deben ser adema´s calibrados mediante el ajuste de las
constantes.
Para observar el funcionamiento del sistema se ha implementado la posibilidad de leer, a trave´s
de una pantalla, los valores de las diferentes sen˜ales de control y de realimentacio´n. De esta
manera se puede conocer mejor el estado del robot y se pueden realizar los ajustes de las sen˜ales
de control de forma ma´s precisa.
Si se actu´a sobre el lazo de control en tiempo de ejecucio´n pueden aparecer discontinuidades en
las sen˜ales de control que resultan peligrosas para la estabilidad del robot. Para prevenir esto
se desactiva previamente la potencia de los motores. Al hacer esto el robot queda sujeto por
unos frenos esta´ticos que evitan que se caiga por su propio peso, y pueden entonces realizarse
modificaciones en el lazo de control sin riesgo para el sistema.
El hecho de que la cinema´tica del robot y del dispositivo ha´ptico sean diferentes hace que cada
uno tenga sus propias singularidades en el mapa de conversio´n entre el espacio cartesiano y
el articular. Trabajar cerca de alguna de estas singularidades puede resultar problema´tico si la
cinema´tica inversa del robot no es capaz de resolverlas satisfactoriamente. Por ello se ha decidido
definir unas coordenadas de inicio para la teleoperacio´n que se encuentren lo suficientemente
alejadas de los puntos singulares, y se ha implementado un mecanismo mediante el cual se puede
enviar el robot desde el lugar donde se encuentre a la posicio´n de inicio de forma automa´tica.
Para llevar a cabo estas acciones es necesario disponer de una interfaz adecuada. Esta interfaz
puede ser integrada en el PC que controla el dispositivo maestro, de forma que desde el centro
de control se pueda controlar por completo el sistema. Esta solucio´n presenta dos inconvenientes
importantes. El primero es que el flujo de datos conteniendo las sen˜ales de control y las reali-
mentaciones necesita todo el ancho de banda posible, para evitar incrementar au´n ma´s el retardo
temporal en el lazo de control. A esto hay que an˜adir que no es recomendable, desde el punto de
vista de la seguridad, dejar el control del sistema a un agente remoto. Hay que tener en cuenta
que un mal funcionamiento de la red o incluso la conducta maliciosa de algu´n extran˜o podr´ıan
suponer un funcionamiento defectuoso del robot causando dan˜os a las instalaciones o incluso a
las personas. Por este motivo, se descarta el ceder el control total del robot al PC sito en el
centro de control. Como excepcio´n a esta regla, se ha implementado un mecanismo que permite
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activar y desactivar la potencia y modificar el esquema de control, pero u´nicamente cuando se
ceda el control desde la celda del robot.
El controlador dispone de varias interfazes para conectarse desde otro PC. Las que se han
utilizado son la ethernet y la conexio´n serie. Dado que la interfaz ethernet es la ma´s ra´pida de
las dos, e´sta se ha utilizado para el flujo de sen˜ales de control. La conexio´n por el puerto serie
sirve a su vez para conectar un PC adyacente al controlador. Usando esta conexio´n, se accede a
un terminal remoto que permite observar lo que imprime por pantalla el controlador. Mediante
las librer´ıas de VxWorks se imprime en este terminal cualquier informacio´n que se desee y se leen
del teclado las o´rdenes del usuario. Esta interfaz, aunque algo rudimentaria, da lugar a poder
construir una sencilla interfaz.
4.3. Distribucio´n y comunicaciones
Los distintos esquemas de control que se proponen no requieren una gran carga de trabajo,
incluso considerando el ca´lculo de la compensacio´n de la gravedad. Esto hace que la carga de
trabajo computacional sea muy liviana en ambos dispositivos: maestro y esclavo.
A pesar de que el ca´lculo de las consignas sea sencillo hay otro aspecto que requiere algo ma´s
de trabajo. La librer´ıa LLI permite trabajar u´nicamente en el espacio articular y para conseguir
la coordinacio´n en el espacio cartesiano a partir de la coordinacion en el espacio articular es
necesario que la cinema´tica de los dos dispositivos involucrados sea equivalente. Dado que el
robot y el dispositivo ha´ptico tienen cinema´ticas diferentes, no es posible actuar de esta forma.
Por lo tanto se trabaja en el espacio cartesiano con el dispositivo maestro, y se obtienen las
posiciones y velocidades articulares para el robot mediante el modelo cinema´tico inverso de e´ste.
Dado que el controlador del robot es un dispositivo cerrado y que resulta muy costoso mejorar
sus prestaciones, se ha tomado la decisio´n de llevar la mayor parte posible de la carga de trabajo
al PC del centro de control. Al ser este un PC de sobremesa, tiene la ventaja de poder ampliarse
si resulta necesario y de ser compatible con la mayor´ıa de recursos de software existentes para
optimizar los ca´lculos necesarios. As´ı pues, el robot trabaja exclusivamente en el espacio articular.
Siguiendo esta distribucio´n de trabajo, la informacio´n de control que se transmite entre las dos
celdas queda definida. Desde el centro de control se env´ıa al robot en todo momento las posiciones
y velocidades articulares deseadas. En el sentido inverso la informacio´n a enviar depende del
esquema de control que se utilice. En los casos en los que no se aplique la realimentacio´n de
fuerza en el dispositivo maestro, el robot env´ıa como realimentacio´n las lecturas de posicio´n y
velocidad articular. Cuando el maestro se controle con la realimentacio´n de fuerza, el robot pasa
a enviar los pares aplicados en las articulaciones. En este caso se env´ıan tambie´n las velocidades
articulares, ya que estas son necesarias para el calculo del Jacobiano inverso que se utiliza para
convertir los pares en las articulaciones a fuerzas y pares en el espacio cartesiano.
El flujo de informacio´n que esto supone se puede estimar mediante
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4 valores
articulacion× periodo
× 6 articulaciones× 250
periodos
s
×N
bytes
valor
= 6000N
bytes
s
(4.14)
donde los cuatro valores representan las dos sen˜ales que viajan en cada sentido, 250 Hz es la
frecuencia de muestreo con la que se ejecuta el lazo de control y N representa la precisio´n con
la que se transmiten los datos.
Para codificar los mensajes que se envian entre las ma´quinas se usa una codificacio´n ASCII, la
cual tiene la ventaja de que puede leerse fa´cilmente el contenido de cualquier paquete enviado o
recibido. El problema es que este me´todo no empaqueta de forma o´ptima la informacio´n que se ha
de enviar. De todas maneras, incluso en un caso extremo en el que cada valor se env´ıe utilizando
20 caracteres, el flujo de informacio´n no supera los 120 kB
s
. Este flujo se puede transmitir sin
problemas por Internet.
5 Desarrollo de la aplicacio´n del controlador
En este cap´ıtulo se trata el disen˜o e implementacio´n de la aplicacio´n informa´tica desarrollada
en este proyecto.
Esta aplicacio´n se desarrolla en lenguaje C++ utilizando la librer´ıa LLI, descrita en la seccio´n
3.2.2. Para compilar el programa, se trabaja con un compilador cruzado. Wind River comercializa
una entorno de programacio´n para VxWorks que se ejecuta bajo Windows llamado Tornado, el
cual incorpora un compilador de este tipo. El archivo ejecutable que se obtiene al compilar el
co´digo, se copia a una memoria flash USB junto con los archivos de arranque de VxWorks y se
ejecuta arrancando el controlador desde dicha memoria.
La primera seccio´n trata sobre el reparto de la aplicacio´n en subtareas y sobre los cometidos
de cada una de ellas. El problema de la comparticio´n de recursos e informacio´n se trata en la
segunda seccio´n. En la tercera se explica el disen˜o de la interfaz de usuario. Por u´ltimo, se explica
la implementacio´n concreta de cada parte del programa.
5.1. Divisio´n en subtareas
Los sistemas de control habitualmente se ajustan bien al aplicacio´n del paradigma de progra-
macio´n multitarea. Estos sistemas generalmente tienen varios niveles de actuacio´n, desde la
interaccio´n con componentes f´ısicos hasta el ca´lculo del algoritmo de control. Cada uno de estos
niveles tiene caracter´ısticas diferentes y la programacio´n multitarea permite atacar cada uno de
forma independiente de los dema´s.
Utilizando un sistema de prioridades, el paradigma de programacio´n multitarea permite com-
paginar de forma eficiente procesos cr´ıticos para el sistema con otros de caracter ma´s accesorio.
En el caso aqu´ı tratado hay que asegurar que una tarea actualice cada cuatro milisegundos la
sen˜al de control del robot. Conviene que esta tarea se vea afectada lo menos posible por agentes
poco previsibles o totalmente no deterministas. Este es el caso de la comunicacio´n por red. Las
llamadas a las funciones que se encargan de gestionar las comunicaciones son muy poco predeci-
bles ya que dependen de varios factores ajenos al programa, como la existencia o no de mensajes
que recibir. Por esta razo´n es necesario separar la gestio´n de las comunicaciones del algoritmo
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Figura 5.1 Esquema general de la aplicacio´n
de control propiamente dicho.
Segu´n este razonamiento, se podr´ıa construir el sistema utilizando dos tareas, una para calcular el
algoritmo de control y otra encargada de las comunicaciones. Sin embargo este enfoque tambie´n
plantea un problema. Las comunicaciones se pueden dividir en dos flujos diferentes, el de entrada
y el de salida, con propiedades tambie´n diferentes. El flujo de salida es el ma´s regular, ya que
cada vez que se realiza un ciclo del bucle de control env´ıa los datos pertinentes a trave´s de la red.
Esto ocurre cada cuatro milisegundos. En cambio, el flujo de entrada de consignas para el robot
no tiene tal regularidad, ya que se ve afectado por la variabilidad del tiempo de transmisio´n
de la red. Es por esto que conviene designar una tarea as´ıncrona independiente que escuche
en un puerto determinado esperando recibir informacio´n de consignas del centro de control. El
env´ıo de informacio´n a dicho centro se realizara´ tambie´n desde otra tarea independiente pero
sincronizada con la tarea de control.
El funcionamiento de cada una de las tareas, una vez puesto en marcha el sistema esta´ resumido
en el esquema de la figura 5.1. En este esquema se ve la tarea principal en el centro, la tarea
encargada de recibir informacio´n por la red a la izquierda y la encargada de enviar la realimen-
tacio´n a la derecha. Los bloques ovalados representan los espacios de memoria compartidos por
las diferentes tareas.
Cada una de estas tareas ejecuta su bucle principal durante la operacio´n del robot. En cada bucle
hay un punto, marcado con una l´ınea transversal que cruza las l´ıneas conectoras, en el cual la
tarea espera un evento determinado. Este evento es de distinto tipo para cada una de ellas. La
tarea de control despierta de su espera perio´dicamente, mediante un sema´foro entregado por
la rutina asignada al generador de interrupciones Starc cada cuatro milisegundos. La tarea que
env´ıa la realimentacio´n por red tiene un comportamiento casi perio´dico tambie´n, activa´ndose
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cuando la tarea de control llega al final de su bucle (l´ınea puntuada en la figura 5.1). Finalmente,
la tarea que recibe las consignas depende de un evento externo para activarse. Este evento
consiste en la llegada de una nueva consigna por la red.
Hay que mencionar que asumir un cierto orden en la ejecucio´n de las tareas en un programa de
este tipo es una pra´ctica que puede llevar a cometer graves errores. Esto no supone un problema
con las tareas de control y env´ıo de realimentacio´n, ya que su sincronismo esta´ forzado por
disen˜o, pero puede suponerlo en el caso de la tarea de recepcio´n de consignas, que depende de
eventos externos. Se asume que la tarea de control usara´ la u´ltima consigna disponible en el
momento en el que sea despertada por el generador de interrupciones, pudiendo esto suponer la
pe´rdida o reutilizacio´n de algunas consignas.
Finalmente se an˜ade una cuarta tarea para resolver un problema descubierto en las pruebas
relizadas durante el desarrollo. Este problema surge en el volcado de datos a un archivo. Inicial-
mente se implementa una rutina en cada tarea para recoger los datos. En las pruebas, debido
a que las distintas tareas escriben informacio´n en varios archivos, el controlador pierde mucho
tiempo con los diversos accesos a archivo y le es imposible ejecutar el programa a la velocidad
adecuada. Para evitarlo, se crea una cuarta tarea que va rellenando un buffer con datos enviados
por las otras tareas y vuelca dicho buffer a un archivo cada vez que se llena. Esta tarea es la de
menor prioridad, por lo que u´nicamente se ejecuta cuando ninguna de las otras tres esta´ activa.
De esta manera se consigue que el control del robot se vea menos afectado por los retrasos que
causa el acceso a los archivos.
Se ha optado por variables globales para compartir la informacio´n de control y una funcionalidad
llamada Message Queue para enviar la informacio´n a la tarea que accede al archivo. En el caso
de la informacio´n que se env´ıa para escribir en el archivo, la tarea es la de menor prioridad.
Dado que puede pasar mucho tiempo sin que el planificador permita que dicha tarea se ejecute,
conviene que la solucio´n elegida para enviar la informacio´n pueda almacenar varios mensajes.
La solucio´n que mejor permite hacer esto es la Message Queue, una pila a la cual se an˜aden
mensajes para ser recogidos segu´n una pol´ıtica FIFO.
El intercambio de informacio´n de control, sin embargo, tiene unos requerimientos distintos. En
este caso, cuando llega una sen˜al nueva y la anterior no ha sido procesada au´n, esta u´ltima deja
de tener intere´s en favor de la ma´s reciente. Adema´s el proceso ha de ser lo ma´s ra´pido posible,
para asegurar la correcta ejecucio´n del control del robot. Estos requisitos se satisfacen mejor
utilizando simplemente variables compartidas protegidas mediante sema´foros.
5.2. Comparticio´n de recursos
Los recursos compartidos que hay en este programa son u´nicamente la tarjeta de red y las
secciones de memoria utilizadas en la comunicacio´n entre tareas. En el caso de la tarjeta de red,
la librer´ıa de VxWorks usada para gestionar los sockets implementa internamente un mecanismo
de seguridad para sistemas multitarea; esto se denota diciendo que es thread-safe. El u´nico recurso
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que hay que proteger manualmente es el conjunto de secciones de memoria compartida.
Estas secciones de memoria compartida se protegera´n mediante sema´foros de forma que u´nica-
mente una tarea pueda leer y/o escribir en cada una de ellas en un momento dado. Para ello se
asigna a cada variable compartida un sema´foro y unas variables auxiliares locales, de forma que
se pueda maximizar el tiempo durante el cual cada sema´foro esta´ disponible.
En cuanto a la posible aparicio´n de Deadlocks, se asume lo siguiente. Para que pueda ocurrir un
bloqueo total del sistema de este tipo, es estr´ıctamente necesario que dos o ma´s tareas tengan
alguna seccio´n de co´digo durante la cual necesitan dos o ma´s recursos diferentes simulta´neamente.
Dado el tipo de recursos compartidos y su utilizacio´n en este programa, es posible imponer que
ninguna tarea incluya secciones en las que necesite bloquear dos sema´foros. Cumpliendo esto,
en adelante no hay que preocuparse de que surja una situacio´n de bloqueo.
5.3. Interfaz
La interfaz de usuario implementada en el programa permite cierto la interaccio´n con el programa
en tiempo de ejecucio´n. Dado que no es estrictamente necesario disponer de un entorno gra´fico,
se utiliza una interfaz basada en un terminal remoto al que se accede mediante la conexio´n serie.
La interaccio´n se realiza a trave´s de un menu´ textual de varios niveles, que permite realizar
las acciones necesarias sobre el programa. Cada nivel de este menu´ presenta distintas opciones
numeradas y el usuario puede elegir entre ellas mediante el teclado.
Mediante dicha interfaz, un usuario situado en la celda remota puede realizar las siguientes
acciones:
Habilitar y deshabilitar la potencia de los motores
Seleccionar entre los distintos algoritmos de control
Modificar los valores de los para´metros de control
Enviar el robot a posiciones predefinidas
Configurar el muestreo de datos a archivo y por pantalla
Las posiciones predefinidas incluidas en el programa son la posicio´n de inicio por defecto del
robot, que equivale a cero grados en todas las articulaciones, y la posicio´n de inicio definida para
la teleoperacio´n, que es
θteleop = (0; 35,3453; 85,305; 0;−30,65;−20) (5.1)
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donde los diferentes valores corresponden a los a´ngulos, en grados, de las articulaciones desde la
1 a la 6.
En la configuracio´n del muestreo de datos es posible activar y desactivar la impresio´n de datos
tanto a archivo como por pantalla. La impresio´n por pantalla no se realiza en cada ciclo de
control ya que resultar´ıa totalmente ilegible. Para evitar esto se imprimen datos cada quinientos
periodos, es decir, cada 2s.
5.4. Implementacio´n
Para la implementacio´n del programa se ha tenido que decidir entre usar C y C++, ya que el
compilador incluido en Tornado acepta ambos tipos de co´digo. Por una parte interesa C++ ya
que incluye algunas caracter´ısticas avanzadas, como la parametrizacio´n mediante templates que
puede ser u´til para implementar futuros algoritmos que se adapten a diferentes tipos de datos.
Segu´n algunos autores, el co´digo obtenido con C++ es menos eficaz que el obtenido con C,
debido a estas caracter´ısticas avanzadas. No obstante, se ha decidido finalmente utilizar co´digo
C++, intentando no abusar de este tipo de caracter´ısticas, pero de forma que este´n disponibles
en el futuro sin que haya que modificar nada.
A continuacio´n se detalla la implementacio´n de cada parte del programa, incluyendo fragmentos
de co´digo alla´ donde pueda resultar de intere´s. Se divide la explicacio´n en varias partes, segu´n
la estructura lo´gica del programa. Esta estructura coincide en gran medida con la divisio´n de
los distintos archivos en los que se organiza el co´digo del programa.
5.4.1. Definicio´n de constantes
Este programa utiliza algunos para´metros que permiten modificar su comportamiento en algunos
aspectos. En lugar de colocar valores nume´ricos donde se necesitan, se recurre a constantes
definidas en alguna parte del co´digo que resulte fa´cil de acceder y modificar. Para ello, en
lugar de usar macros de compilador, se ha optado por utilizar variables globales definidas como
constantes. Estas variables se definen todas en un u´nico archivo de forma que se localizan en un
so´lo lugar los para´metros de funcionamiento del programa.
Aqu´ı se definen todo tipo de variables, desde enteros hasta cadenas de caracteres, de la siguiente
manera
const int NB OF JNTS = 6 ;
const double TELEOPHOME[ ] = {0 .0 , 0 . 0 , 0 . 0 , 0 . 0 , 0 . 0 , 0 . 0} ;
const char MASTERADDR[ ] = ” 147 . 83 . 37 . 197 ” ;
y se declaran en un archivo de cabecera mediante
exetrn const int NB OF JNTS ;
exetrn const double TELEOPHOME [ ] ;
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exetrn const char MASTERADDR [ ] ;
Este archivo de cabecera se incluye desde cualquier otro archivo que necesite usar estas cons-
tantes.
5.4.2. Rutina de interrupcio´n
Como ya se ha comentado antes, la librer´ıa LLI ofrece una rutina para asignar una funcio´n
cualquiera a un generador perio´dico de interrupciones. Esta funcio´n debe usarse para sincronizar
el programa con los lazos de control de los servos. Tal y como se recomienda en la documentacio´n
de la LLI, se crea una sencilla funcio´n que entrega un sema´foro para evitar trabajar mucho tiempo
en el contexto de los manejadores de interrupcio´n.
La funcio´n usada se ha implementado de la siguiente manera.
void i s r (void )
{
semGive ( isrSemId ) ;
}
La variable isrSemId es un identificador de sema´foro, que se inicializa al principio del programa.
5.4.3. Funcio´n principal
Para que la fase de enlace del proceso de compilacio´n se realice correctamente la funcio´n principal
ha de declararse expl´ıcitamente como funcio´n de C. Dado que esta funcio´n u´nicamente puede
implementar funcionalidades de C, se crea una funcio´n separada y se llama a esta funcio´n desde
la funcio´n principal. Para llevarlo a cabo, el co´digo necesario es
extern ”C” {
void CS8 star t ( const char∗ x pathSys , const char∗ x pathUsr ,
const char∗ x pathLog )
{
cout << endl << ”Entered CS8 start , c a l l i n g mainfunction ( ) ” << endl ;
i f ( mainfunction ( x pathSys , x pathUsr , x pathLog ) ) {
cout << endl << ”mainfunction f a i l e d ” << endl ;
}
}
} // ex t e rn ”C”
donde la funcio´n CS8 start() es la equivalente a la ma´s conocida main(). Sus para´metros de
entrada los asigna la rutina de arranque, y contienen las rutas para las carpetas Sys, Usr y
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Log, usadas por la LLI. Estos valores se pasan ma´s adelante a la LLI a trave´s de la rutina
LLI construct().
De esta manera, todas las acciones necesarias para la inicializacio´n se realizan dentro de main-
function(), declarada en un archivo *.cpp. En esta funcio´n s´ı se podra´n utilizar recursos propios
de C++.
En mainfunction() se dan los siguientes pasos. Primero se crean todas las variables necesarias
para la inicializacio´n del sistema y las variables ba´sicas, como enteros o caracteres, se inicializan
con valores por defecto. El resto de variables, es decir, los identificadores para los sema´foros,
pilas de mensajes y del propio robot se inicializan a continuacio´n con las llamadas pertinentes.
El identificador del robot, necesario en subsiguientes llamadas a funciones de la LLI se obtiene
al llamar a la rutina que inicializa el sistema. Esta rutina es LLI construct() y requiere que se
le pase un puntero a la funcio´n elegida para conectarse con el generador de interrupciones y las
tres cadenas con las rutas a los directorios Sys, Usr y Log. Su forma es la siguiente.
robotId = LLI construct (& i s r , x pathSys , x pathUsr , x pathLog ) ;
Los sema´foros se crean de dos tipos. Para la sincronizacio´n de tareas se utilizan sema´foros
binarios, que son los ma´s sencillos. Tienen dos estados, libre y ocupado, e implementan una cola
de espera. Estos sema´foros tienen la ventaja de ser los ma´s ra´pidos y los que consumen menos
recursos del sistema. Para crear uno de estos sema´foros se hace de la siguiente manera:
synchSem = semBCreate (SEM Q PRIORITY, SEMEMPTY) ;
En esta llamada se especifica la forma de gestionar las tareas en espera, que en este caso es en
funcio´n de su prioridad, y su estado inicial, que en este caso es vac´ıo.
En el caso de los sema´foros que se usan para proteger las variables compartidas, se ha preferido
usar sema´foros de exclusio´n mu´tua o Mutex Semaphores. Estos sema´foros tambie´n tienen dos
estados y una cola de espera, al igual que los binarios. La diferencia es que estos incorporan un
mecanismo llamado de inversio´n de prioridad, para asegurar que las tareas de ma´s alto nivel
esperen lo mı´nimo posible hasta la liberacio´n de los recursos. Para crearlos hay que especificar
tambie´n co´mo ha de gestionar la cola, y adema´s indicar que se desea activar el mecanismo de
inversio´n de prioridad. El estado inicial es siempre por defecto lleno o libre, ya que inicialmente
los recursos no esta´n en uso. Se declaran haciendo
cmdLockSem = semMCreate (SEM Q PRIORITY |SEM INVERSION SAFE) ;
Las variables synchSem y cmdLockSem son del tipo SEM ID, y sirven para identificar un sema´fo-
ro concreto en el resto del programa.
Finalmente, tambie´n se inicializa la cola de mensajes, de una forma similar a los sema´foros. En
la llamada se ha de especificar el nu´mero ma´ximo de mensajes que han de caber en la cola,
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el taman˜o ma´ximo de estos mensajes y el orden en el que se entregan estos. La llamada de la
funcio´n que inicializa la cola tiene la forma
msgQ = msgQCreate (MSG Q SIZE ,MSGMAX LEN,MSG Q FIFO ) ;
dondeMSG Q SIZE yMSG MAX LEN son constantes definidas en el programa, yMSG Q FIFO
es una macro incluida en VxWorks que indica que los mensajes se entregan mediante una pol´ıtica
FIFO.
A continuacio´n se procede a crear las tareas. Previamente se inicializa la informacio´n que estas
van a necesitar, mediante unas estructuras de datos y funciones creadas con este propo´sito. Un
ejemplo de ello es el co´digo que sigue, donde se asignan los valores pertinentes en una estructura
de datos auxiliar, se copia esta estructura sobre una estructura global que es utilizada por la
tarea a crear y finalmente se crea la tarea.
synchroData synchroData = {cmd , fbk , cmdLockSem , cmdNewSem ,
fbkLockSem , fbkReadySem , &controlMode ,
&powerState , controlModeSem ,
powerStateSem , msgQ , Kp, Kd, B, KBSem,
goHomeSem , goTeleopHomeSem ,
printJointCmdOnScreenSem ,
printJointFbkOnScreenSem , f i leWriteSem ,
synchSem , robotId } ;
setSynchroData ( synchroData ) ;
cout << endl << ”Creating thread” << endl ;
synchroTaskId = taskSpawn ( ” synchro ” , 125 , VX FP TASK, 5000 ,
(FUNCPTR) synchroFunction , 0 , 0 , 0 , 0 , 0 ,
0 , 0 , 0 , 0 , 0 ) ;
Los para´metros que se le pasan a la funcio´n taskSpawn() son un nombre para la tarea, la
prioridad, un conjunto de opciones, la memoria asignada para dicha tarea, un puntero a la funcio´n
donde esta´ implementado el co´digo que se ejecuta en la tarea y diez parametros opcionales para
ser entregados como para´metros de entrada a esta funcio´n. La u´nica opcio´n que se ha activado,
mediante VX FP TASK, sirve para hacer posible que esta tarea manipule variables de coma
flotante.
Una vez creadas todas las tareas se inicializa el hardware del controlador mediante una lla-
mada a la funcio´n LLI init(). Entre otras cosas, esta funcio´n pone en marcha el generador de
interrupciones, por lo que las dos tareas s´ıncronas comienzan a funcionar inmediatamente.
Despue´s de inicializar el hardware se activa la potencia de los motores con LLI enable(), para
que la tarea de control comienze a mover el robot a la posicio´n de inicio para teleoperar. La
propia tarea se encargara´ de quitar la potencia una vez el robot llegue a la posicio´n deseada,
queda´ndose a la espera de que el usuario vuelva a activar la potencia para teleoperar.
Control Remoto de un Robot Industrial 43
Finalmente, se llama a la funcio´n que se encarga de la interfaz. La informacio´n necesaria para
esta funcio´n se le pasa, de forma similar a las tareas creadas, usando una estructura de datos.
menuData menuData = { robotId , &remoteMode , &controlMode ,
&controlModeCheck , remoteModeSem ,
controlModeSem , controlModeCheckSem , Kp, Kd, B,
KBSem, goHomeSem , goTeleopHomeSem ,
printJointCmdOnScreenSem , printJointFbkOnScreenSem ,
printRecvBufOnScreenSem , printSendBufOnScreenSem ,
f i l eWr iteSem } ;
menu(menuData ) ;
Cuando el usuario sale del menu´, el programa vuelve a mainfunction() y se acaba el programa.
5.4.4. Interfaz
Como ya se ha dicho, la interfaz esta´ completamente basada en una terminal de texto, por lo
que es extremadamente simple. La meca´nica que sigue es imprimir las opciones numeradas en el
terminal mediante el comando cout, recoger la entrada del usuario mediante el cin y realizar la
accio´n deseada comparando la entrada del usuario con las distintas opciones usando un switch.
Todo ello se introduce en un bucle tipo do . . . while() de forma que se ejecute mientras el usuario
no seleccione la opcio´n de salir.
El menu´ principal por ejemplo se implementa de la siguiente manera.
do {
LLI s tate (menuData . robotId , &s ta t e ) ;
cout << endl << ”\ tChoose an opt ion : ” << endl ;
cout << ”\ t0 : Exit menu . ” << endl ;
cout << ”\ t1 : Enable power . ” << endl ;
cout << ”\ t2 : Disab le power . ” << endl ;
cout << ”\ t3 : S e l e c t mode . ” << endl ;
cout << ”\ t4 : Set Kp. ” << endl ;
cout << ”\ t5 : Set Kd. ” << endl ;
cout << ”\ t6 : Set B. ” << endl ;
cout << ”\ t7 : Go to . . . ” << endl ;
cout << ”\ t8 : Data sampling setup . ” << endl ;
c in >> s e l e c t i o n ;
cout << endl ;
( . . . )
switch ( s e l e c t i o n ) {
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case 0 :
break ;
case 1 :
( . . . )
break ;
case 2 :
( . . . )
break ;
( . . . )
default :
cout << endl << ” Inva l i d opt ion ” << endl ;
break ;
}
} while ( s e l e c t i o n ) ;
Control de la potencia
Las opciones Enable power y Disable power comprueban que se cumplen ciertas condiciones de
seguridad antes de habilitar o deshabilitar la potencia. La primera es que el modo de control
remoto este´ desactivado. En este modo u´nicamente se puede habilitar y deshabilitar la potencia
desde el centro de control. Tambie´n se comprueba que los modos de control del maestro y del es-
clavo coincidan, para evitar malinterpretar las consignas y tratar como posicio´n una consigna de
velocidad o viceversa. El co´digo que realiza estas comprobaciones para el caso de la habilitacio´n
de potencia es el siguiente:
i f ( ! remoteMode ) {
semTake(menuData . controlModeCheckSem ,−1);
controlModeCheck = ∗(menuData . controlModeCheck ) ;
semGive (menuData . controlModeCheckSem ) ;
semTake(menuData . controlModeSem ,−1);
mode = ∗(menuData . controlMode ) ;
semGive (menuData . controlModeSem ) ;
i f (mode == controlModeCheck ) {
LLI enable (menuData . robotId ) ;
}
else cout << endl << ”Can ’ t enab le power , l o c a l and remote
con t r o l modes don ’ t match” << endl ;
}
else cout << endl << ”Can ’ t enab le power , remote mode i s on” << endl ;
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En este fragmento de co´digo se puede ver co´mo se accede a las variables compartidas control-
ModeCheck y menuData.controlMode, esperando antes a que el sema´foro este´ libre mediante la
llamada a semTake().
Modos de control
La siguiente opcio´n permite seleccionar entre los distintos modos de control de que se dispone.
Esta seleccio´n se realiza mediante un sub-menu que presenta las distintas posibilidades de con-
trolador, entre las cuales se elije introduciendo el nu´mero del algoritmo deseado. En funcio´n de
si el tipo de control seleccionado utiliza el modo de posicio´n y velocidad o el modo de par de
la LLI, se elige el modo adecuado de trabajo. Para ello se llama a la rutina LLI ioctrl() de la
siguiente manera.
i f ( LL I i o c t r l (menuData . robotId ,LLI SET TORQUE MODE, ( void ∗)NULL)
== LLI OK) {
cout << endl << ”Torque mode s e t ” << endl ;
semTake(menuData . controlModeSem , −1);
∗(menuData . controlMode ) = mode ;
semGive (menuData . controlModeSem ) ;
}
En este caso se ha puesto la LLI en modo par. Para utilizar el modo de posicio´n y velocidad hay
que sustituir la macro LLI SET TORQUE MODE por LLI SET POS VEL MODE.
Para´metros de control
Si se elige cualquiera de las opciones para cambiar los para´metros del control, hay una pequen˜a
rutina que pide al usuario que introduzca los para´metros para cada articulacio´n uno a uno. Al
finalizar de introducirlos, la rutina los muestra y pide al usuario que confirme los valores. Si el
usuario los confirma, estos valores se asignan a las variables que almacenan los para´metros del
control. Esta rutina tiene la siguiente forma:
do {
cout << endl << ”Please i n s e r t the Kp va lues : ” ;
for ( int i =0; i<NB OF JNTS; i++) {
c in >> Kp [ i ] ;
}
cout << endl << ”The va lues entered are : ” ;
for ( int i =0; i<NB OF JNTS; i++) {
cout << Kp [ i ] << ” ” ;
}
cout << endl << ”Do you agree ? (y/n) ” ;
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c in >> accept ;
} while ( accept != ’y ’ ) ;
semTake (menuData .KBSem,−1);
for ( int i =0; i<NB OF JNTS ; i++) {
menuData .Kp[ i ] = Kp [ i ] ;
}
semGive (menuData .KBSem) ;
Ordenes de movimiento
La opcio´n de enviar al robot a una posicio´n predeterminada enlaza con otro sub-menu en el que
se decide si se desea enviar el robot a home o al punto inicial de teleoperacio´n. La implementacio´n
de este menu´ comprueba antes de enviar la orden que la potencia se encuentre deshabilitada.
De lo contrario imprime un mensaje diciendo que es imposible llevar a cabo la peticio´n. Este es
el co´digo que implementa esta accio´n:
LLI s ta te (menuData . robotId , &s ta t e ) ;
i f ( s t a t e . m enableState == LLI DISABLED) {
semGive (menuData . goHomeSem ) ;
cout << endl << ”Request accepted , p l e a s e enab le power . ” << endl ;
}
else cout << endl << ”Unable to accept , d i s ab l e power f i r s t . ” << endl ;
Cabe destacar que la orden de iniciar la rutina de movimiento del robot se transmite mediante
la liberacio´n de un sema´foro binario. Este me´todo se ha considerado como el ma´s sencillo para
enviar ordenes concretas de este tipo.
Muestreo de datos
Finalmente esta´ la opcio´n de configurar el muestreo de datos. El almacenamiento de datos en el
archivo esta´ predeterminado, y la u´nica decisio´n posible es activarlo y desactivarlo. Se presenta
desactivado por defecto ya que al ejecutarse el bucle de control cada cuatro milisegundos, la
cantidad de informacio´n generada es muy grande, y puede llenar por completo la memoria
disponible en muy poco tiempo. As´ı pues solamente se realizara´ la recogida de datos en el
archivo cuando el usuario la active porque va a comenzar algu´n ensayo de intere´s.
El muestreo de datos por pantalla s´ı tiene un caracter ma´s configurable, y permite activar
y desactivar la impresio´n por pantalla de varias variables. Las variables disponibles para ser
imprimidas por pantalla son el contenido de la consigna que se env´ıa al robot, el contenido de la
realimentacio´n obtenida del robot y los mensajes que salen y entran por la red. En cualquiera
de los casos, se imprimira´ u´nicamente un valor cada dos segundos.
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5.4.5. Tarea de control
El co´digo que se ejecuta en la tarea de control esta´ implementado en la funcio´n synchroFunc-
tion(). Esta funcio´n contiene un bucle infinito a cada ciclo del cual se realizan todas las opera-
ciones necesarias para controlar el robot. Adema´s de este bucle, al inicio de la funcio´n se realizan
algunas operaciones de inicializacio´n.
Estas acciones de inicializacio´n consisten en declarar las variables locales necesarias para la ejecu-
cio´n y asignarles valores por defecto, obtener el periodo exacto entre interrupcio´n e interrupcio´n
mediante una llamada a LLI ioctrl() y llevar el robot a la posicio´n de inicio de teleoperacio´n de
forma automa´tica.
A continuacio´n se entra en el bucle infinito, en el cual se repiten las mismas acciones a cada
ciclo de control.
En primer lugar se comprueba si el usuario ha enviado alguna orden de movimiento a posiciones
definidas. Si es as´ı, se pasa en control temporalmente a la rutina que genera la trayectoria y
mueve el robot. Esto se hace comprobando un sema´foro de la siguiente manera.
i f ( semTake ( synchroData . goHomeSem , 0 ) == OK) {
goToJnt (HOME, cycleTime , jointCmd ) ;
}
En la llamada a semTake(), el segundo para´metro es el tiempo que se ha de esperar al sema´foro
en caso de que este´ ocupado. En este caso no se espera nada ya que el sema´foro esta´ utiliza´ndose
u´nicamente como indicador de la orden de mover el robot. Si el sema´foro no esta´ libre, sig-
nificando que el usuario no ha dado tal orden, la rutina semTake() finaliza inmediatamente y
devuelve ERROR. Si el sema´foro esta´ disponible la rutina devuelve OK y por lo tanto se llama
a la rutina goToJnt().
Despue´s de esta comprobacio´n, la tarea espera a que el sema´foro de sincronizacio´n este´ disponible
para empezar a ejecutar el resto del bucle. En este caso tambie´n se comprueba un sema´foro para
pedir paso, sin embargo se hace de diferente manera. En el campo destinado al tiempo de espera
se pone un −1 que significa que la espera no tiene l´ımite. En este punto del programa, la tarea se
detiene hasta que el generador de interrupciones llama a la rutina isr() que entrega el sema´foro.
Esto hace que se ejecute una iteracio´n del bucle cada cuatro milisegundos, de forma coordinada
con el control de los servos. El bucle queda de la siguiente manera.
while (1 ) {
semTake( synchSemId , −1);
( . . . )
}
Cuando el generador de interrupciones indica que comienza un ciclo nuevo, la primera accio´n
que se realiza es obtener la informacio´n disponible del robot. Esto se hace mediante las siguientes
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llamadas a funciones de la LLI.
LLI s ta te ( synchroData . robotId , &s ta t e ) ;
LLI get ( synchroData . robotId , jo intFbk ) ;
LLI state() rellena una estructura de datos con informacio´n sobre el estado del robot, y LLI get()
recoge la informacio´n de realimentacio´n de cada articulacio´n del robot.
Una vez recogida la realimentacio´n del robot, se realizan todos los pasos necesarios para entregar
la nueva consigna, dejando para despue´s las acciones menos urgentes. Para poder enviar la nueva
consigna al robot, se han de realizar unos pocos pasos.
El primero de ellos es comprobar si en la memoria compartida hay algu´n valor nuevo. Si es as´ı,
se toma el sema´foro de exclusio´n mutua, se copia este nuevo valor de la consigna a una variable
local y se vuelve a liberar el sema´foro.
i f ( semTake( synchroData . cmdNewSem,0)==OK) {
semTake( synchroData . cmdLockSem , −1);
for ( int i =0; i<2∗NB OF JNTS ; i++)
cmd [ i ] = synchroData . cmd [ i ] ;
semGive ( synchroData . cmdLockSem ) ;
}
De la misma manera que la nueva consigna, tambie´n se leen desde variables compartidas el modo
de control y los para´metros a usar en los algoritmos.
Una vez se dispone de esta informacio´n se rellena la estructura LLI jointCmd, utilizada para
actualizar la consigna del robot, con los valores adecuados. Dado que la forma de rellenar esta
estructura depende del tipo de control que se use, se utiliza la instruccio´n de control switch para
definir diferentes comportamientos en funcio´n del tipo de control activo.
Si el modo activo es el de posicio´n, se copia el valor de la consigna recibida en el campo destinado
a consigna de posicio´n. La derivada nume´rica de esta consigna se introduce en el campo de
velocidad, y se ponen los valores de feedforward de par a cero. En el caso de que el modo sea el
de velocidad el procedimiento es el inverso a este, obteniendo la posicio´n mediante integracio´n
nume´rica de la velocidad.
En el caso de que el esquema de control seleccionado sea uno de los que controlan el robot
mediante el modo de par, los campos de posicio´n y velocidad de la estructura se rellenan con
los valores de la realimentacio´n. Esto es necesario cuando se utiliza este modo, para que puedan
actuar correctamente los mecanismos de seguridad integrados en esta librer´ıa. Seguidamente se
calcula el valor de par a aplicar en cada articulacio´n segu´n la formula adecuada a cada modo
de control. A este par se le suma a continuacio´n un termino de compensacio´n de la gravedad,
de forma que se obtengan los mejores resultados a pesar de la simpleza del controlador. Una
vez completado el ca´lculo del valor de par en cada articulacio´n, estos valores se copian en la
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estructura LLI jointCmd.
Sea cual sea el modo de trabajo, el campo de feedforward de velocidad se pone siempre a cero,
ya que no se utiliza en ninguno de ellos.
Cuando la estructura de datos LLI jointCmd tiene todos los campos actualizados, la nueva
consigna se env´ıa al robot mediante una llamada a la rutina LLI set.
Una vez enviada la nueva consigna al robot, se copian los valores de realimentacio´n leidos al inicio
del bucle en una zona de memoria compartida, para que la tarea de env´ıo de realimentacio´n por
red pueda recogerla. Para que esta tarea sepa que hay nueva informacio´n se entrega un sema´foro
binario que se utiliza a este efecto.
Por u´ltimo, antes de cerrar la iteracio´n, se realizan las operaciones necesarias para la recogida
de datos. Se comprobara´ si el usuario ha configurado el sistema para la impresio´n por pantalla
o a archivo de informacio´n de la que sea duen˜a esta tarea y si es as´ı se sirve la peticio´n.
5.4.6. Rutina goToJnt()
Para poder situar el robot en una posicio´n de inicio adecuada para la teleoperacio´n, se crea
una rutina que mueve el robot a cualquier posicio´n deseada. A esta rutina se le da el nombre
goToJnt() ya que indica que sirve para mover el robot a un punto definido en espacio articular
(Jnt viene de joint, que significa articulacio´n).
Al llamar a esta rutina, ella lee la posicio´n actual del robot. Junto con la posicio´n actual y la
posicio´n deseada que se le ha pasado, se calcula los coeficientes de un polinomio de orden cinco
que genera la trayectoria a seguir por cada articulacio´n. Se ha elegido este orden de polinomio ya
que tiene seis para´metros con los cuales imponer las posiciones inicial y final deseadas, as´ı como
velocidades y aceleraciones iniciales y finales nulas.
Se utiliza este polinomio ya que el modo de posicio´n y velocidad del robot no acepta aceleraciones
bruscas. Imponiendo que los valores de aceleracio´n articular comiencen y acaben en cero, se
asegura que el arranque y la frenada sean lo suaves que deben ser.
Una vez calculados los coeficientes de los polinomios para cada articulacio´n, se entra en un
bucle similar al implementado en la tarea de control. Este bucle se encargara´ de mover el robot
durante cierto nu´mero de interrupciones hasta llegar a la posicio´n deseada. Cuando se llega a
dicha posicio´n la rutina finaliza y devuelve el control del robot al bucle principal de la tarea de
control.
Si por razones de seguridad se deshabilitase la potencia durante la ejecucio´n de esta maniobra,
la funcio´n implementa un mecanismo mediante el cual los coeficientes del polinomio son recal-
culados. Una vez se vuelve a habilitar la potencia, el movimiento empieza de nuevo desde la
posicio´n en la que se ha detenido el robot.
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5.4.7. Tarea de env´ıo de paquetes
La tarea de env´ıo de paquetes ejecuta el co´digo incluido en la funcio´n sendFucntion(). Esta
funcio´n contiene el bucle que se ejecuta cada vez que es necesario enviar una nueva sen˜al de
realimentacio´n al centro de control.
Antes de entrar en el bucle infinito esta funcio´n realiza ciertos pasos de inicializacio´n. El primero
de ellos es crear las variables locales necesarias para este trabajo e inicializarlas con su valor por
defecto. A continuacio´n se crea el socket utilizado para la comunicacio´n por red utilizando la
siguiente llamada:
sockFd = socket (PF INET , SOCKDGRAM, 0 ) ;
Esta llamada especifica que el socket se utilizara´ para comunicacio´n por internet mediante la
macro PF INET. La opcio´n SOCK DGRAM indica que el protocolo a utilizar es el protocolo
UDP. Este protocolo es mucho ma´s ra´pido que el TCP y por lo tanto es la mejor opcio´n para
este proyecto. En el u´ltimo para´metro de la llamada pueden especificarse opciones adicionales,
pero en este caso no se utilizan.
Cuando el socket ha sido creado, se ha de rellenar una estructura tipo sockaddr in con la direccio´n
a la cual se han de enviar los paquetes, mediante los siguientes pasos:
masterAddr . s i n f am i l y = AF INET ;
masterAddr . s i n p o r t = htons (MASTERPORT) ;
masterAddr . s in addr . s addr = inet addr (MASTERADDR) ;
memset(&(masterAddr . s i n z e r o ) , ’ \0 ’ , 8 ) ;
Una vez esta´ todo listo para el env´ıo de paquetes y antes de comenzar con el bucle infinito, se
obtiene de un servidor horario la hora exacta. De esta forma se puede enviar con cada sen˜al de
realimentacio´n una marca de tiempo universal que el centro de control puede utilizar para el
ana´lisis de los datos. Esto se realiza de la siguiente manera.
i f ( sntpcTimeGet ( ” 146 . 164 . 48 . 5 ” ,10000000000 ,& time)==ERROR) {
cout << endl << ”Could not r e t r i e v e coord inated time . ” << endl ;
}
else {
i f ( c l o ck s e t t ime (CLOCKREALTIME,&time)==−1) {
cout << endl << ”Error s e t t i n g coord inated time . ” << endl ;
}
else {
cout << endl << ”Coordinated time s e t . ” << endl ;
}
}
En este fragmento de co´digo, la llamada a sntpcTimeGet() se encarga de obtener el tiempo
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coordinado de un servidor cercano. Si la llamada resulta exitosa, el valor de tiempo que se
obtiene se asigna al reloj del sistema mediante clock settime().
En este momento esta´ todo a punto para comenzar el env´ıo de informacio´n con marcas de tiempo
por la red. Comienza entonces el bucle infinito, que se desarrolla de la siguiente manera. Al
comienzo del bucle, se espera mediante un sema´foro binario a que la tarea de control notifique que
hay una nueva sen˜al de realimentacio´n disponible. Cuando esto ocurre, se lee toda la informacio´n
necesaria para el env´ıo de un paquete, se encadena toda en forma de cadena de caracteres en un
buffer auxiliar y se procede a su env´ıo.
Para rellenar el buffer, se utilizan las funciones sprintf(), strcpy() y strcat(), que sirven para
escribir, copiar y concatenar cadenas respectivamente. El procedimiento consiste en utilizar un
buffer auxiliar para escribir cada valor a enviar en forma de cadena de caracteres mediante
sprintf(). En caso de tratarse del primer dato que se introduce, se copia la cadena auxiliar
sobre la que se env´ıa mediante strcpy(). De esta manera se borra el contenido previo del buffer,
sustituye´ndolo por el contenido del buffer auxiliar. A continuacio´n se copia el siguiente valor
a enviar en el buffer auxiliar, pero esta vez no se copia sino que se concatena con el buffer
principal. Se colocan todos los componentes uno a uno en el buffer, seguidos del s´ımbolo @. El
co´digo que se encarga de esto es el siguiente:
s p r i n t f ( va lueStr , ” %i ” , remoteMode ) ;
s t r cpy ( bu f f e r , va lu eS t r ) ;
s p r i n t f ( va lueStr , ” %i ” , controlMode ) ;
s t r c a t ( bu f f e r , ” ” ) ;
s t r c a t ( bu f f e r , va lu eS t r ) ;
s p r i n t f ( va lueStr , ” %i ” , powerState ) ;
s t r c a t ( bu f f e r , ” ” ) ;
s t r c a t ( bu f f e r , va lu eS t r ) ;
for ( int i =0; i<3∗NB OF JNTS ; i++) {
s p r i n t f ( va lueStr ,MSG DIGITS, va lu es [ i ] ) ;
s t r c a t ( bu f f e r , ” ” ) ;
s t r c a t ( bu f f e r , va lu eS t r ) ;
}
c l o ck ge t t ime (CLOCK REALTIME, &time ) ;
s p r i n t f ( va lueStr , ” %i ” , time . t v s e c ) ;
s t r c a t ( bu f f e r , ” ” ) ;
s t r c a t ( bu f f e r , va lu eS t r ) ;
s p r i n t f ( va lueStr , ” %03i ” , time . tv n sec /1000000) ;
s t r c a t ( bu f f e r , ” . ” ) ;
s t r c a t ( bu f f e r , va lu eS t r ) ;
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s t r c a t ( bu f f e r , ”@” ) ;
Una vez se ha llenado el buffer con el contenido que se debe enviar por Internet, el env´ıo se
realiza a trave´s del socket mediante la siguiente llamada:
sendLen = sendto ( sockFd , bu f f e r , s t r l e n ( b u f f e r )+1 , 0 ,
( sockaddr ∗)&masterAddr , s izeof ( sockaddr ) ) ;
El primer argumento, sockFd, es el identificador del socket creado en la parte de inicializacio´n
de la tarea. A continuacio´n se pasa el buffer que contiene la informacio´n a enviar, seguido de
su taman˜o en bytes. El siguiente argumento es un puntero a la estructura sockaddr in creada
al inicio y que contiene la direccio´n del dispositivo maestro. Finalmente se especifica el taman˜o
de la variable que contiene la direccio´n introducida en el campo anterior. Se puede comprobar
si el env´ıo ha sido correcto comprobando que el taman˜o de la cadena enviada, que se escribe en
sendLen, coincide con el contenido del buffer.
Antes de acabar el bucle, esta tarea escribe en pantalla la cadena enviada si el usuario ha activado
esta opcio´n desde el menu´. Esto lo hace, como toda impresio´n de datos por pantalla, so´lo cada
quinientos ciclos del bucle, de la siguiente manera:
i f ( counter >= SCREEN PRINT PERIOD) {
i f ( semTake ( sendData . printSendBufOnScreenSem ,0)==OK) {
semGive ( sendData . printSendBufOnScreenSem ) ;
cout << endl << ”Sent ” << sendLen << ” bytes o f : ” <<
bu f f e r << endl ;
}
counter = 0 ;
}
counter++;
5.4.8. Tarea de recepcio´n de paquetes
El co´digo que ejecuta esta tarea esta´ implementado en la funcio´n recvFunction(), y su estructura
es muy similar a la de la tarea de env´ıo de paquetes.
Durante la fase de inicializacio´n tambie´n debe crear un socket. Sin embargo, al tener que esperar
paquetes entrantes, se debe especificar en que´ puerto se deben esperar las llegadas de estos
paquetes. Para ello, se utiliza una funcio´n llamada bind(), que permite especificar en que´ puerto
se quiere escuchar. Por ejemplo, si se tiene definida una constante RECV PORT con el nu´mero
de puerto de escucha, la forma de especificarlo es, una vez creado el socket, hacer lo siguiente:
myAddr . s i n f am i l y = AF INET ;
myAddr . s i n p o r t = htons (RECVPORT) ;
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myAddr . s in addr . s addr = INADDR ANY;
memset(&(myAddr . s i n z e r o ) , ’ \0 ’ , 8 ) ;
bind ( sockFd , ( sockaddr ∗)&myAddr , s izeof ( sockaddr ) ) ;
En este fragmento, al asignar INADDR ANY al campo myAddr.sin addr.s addr, el programa
rellena este campo automa´ticamente con la IP del controlador. Una vez hecho esto, el socket
escuchara´ siempre en el puerto definido en RECV PORT.
Una vez inicializado el socket y el resto de variables comienza el bucle que se repite durante
toda la ejecucio´n del programa. En este bucle a diferencia del anterior, en lugar de empaquetar
datos y enviarlos, se reciben y se desempaquetan.
La recepcio´n de paquetes se hace de la siguiente manera. Al comienzo del bucle, se realiza una
llamada a la funcio´n recvfrom() de la siguiente manera:
addrLen = s izeof ( sockaddr ) ;
recvLen = recvfrom ( sockFd , bu f f e r , MSG LEN−1, 0 ,
( sockaddr ∗)&masterAddr , &addrLen ) ;
Cuando el programa se encuentra con esta llamada, se queda a la espera de que llegue algu´n
paquete por la red. Cuando este paquete llega, lo almacena en buffer, y devuelve en la varia-
ble recvLen el taman˜o de la cadena recibida. Por si resulta de intere´s, esta funcio´n rellena la
estructura masterAddr con la direccio´n de la ma´quina que ha enviado el paquete.
Una vez recibido el paquete, se procede a extraer los distintos elementos de la cadena de carac-
teres. Para hacerlo se utilizan las funciones strtok(), atoi() y atof(). La funcio´n strtok() toma
como argumento de entrada una cadena de caracteres y una lista de caracteres separadores, y
devuelve un puntero a una cadena auxiliar que contiene el contenido de la cadena de entrada
hasta encontrar el primer caracter separador. En este caso como se trata de nu´meros separados
por espacios, se define el espacio como caracter separador y strtok devuelve cada vez un puntero
a una cadena que contiene un u´nico nu´mero en su forma legible. Una vez se dispone del nu´mero
expresado en esta forma, se transforma a una variable nume´rica mediante atoi() o atof(), segu´n
se trate de un entero o un nu´mero de coma flotante. Una vez extraido el primer nu´mero se ha de
llamar de nuevo a strtok(), pero esta vez pasa´ndole como cadena de entrada un puntero nulo. En
este caso lo que hara´ es entregar el siguiente trozo de la cadena inicial hasta el siguiente caracter
separador, hasta que se acaban los trozos y devuelve NULL. As´ı sucesivamente, se extraen todos
los nu´meros de la cadena que llega. El co´digo que lo lleva a cabo es.
va lu eS t r = s t r t ok ( va luesStr , ” ” ) ;
remoteMode = ato i ( va lu eS t r ) ;
va lu eS t r = s t r t ok (NULL, ” ” ) ;
controlMode = ato i ( va lu eS t r ) ;
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va lueS t r = s t r t ok (NULL, ” ” ) ;
powerRequest = ato i ( va lu eS t r ) ;
va lu eS t r = s t r t ok (NULL, ” ” ) ;
counter = 0 ;
while ( va lu eS t r != NULL) {
va lues [ counter ] = ato f ( va lu eS t r ) ;
va lu eS t r = s t r t ok (NULL, ” ” ) ;
counter++;
}
Aqu´ı se extraen en primer lugar los comandos sobre el control remoto, el tipo de controlador
y la orden de habilitar o deshabilitar la potencia, y a continuacio´n se copian en el bucle while
todas las consignas contenidas en la cadena al array llamado values.
Una vez extraidos los valores de la cadena de caracteres, lo siguiente es escribir la informacio´n
en las variables compartidas para que la tarea de control pueda disponer de ella. Una vez escrita
se marcara´ esta informacio´n como nueva.
Cuando la informacio´n ya ha sido entregada, queda por u´ltimo responder a las peticiones recibi-
das en los tres primeros campos del mensaje recibido. El primer campo especifica si se activa el
control remoto. En caso de que el control remoto este activado, se comprueban los dos siguien-
tes campos, el tipo de controlador a usar y el estado de habilitacio´n de potencia deseados. En
funcio´n de su contenido, se realizan las acciones necesarias en el siguiente fragmento de co´digo:
i f ( remoteMode ) {
i f ( controlMode != prevControlMode) {
i f ( controlMode >= TORQUEP) {
i f ( LL I i o c t r l ( recvData . robotId ,
LLI SET TORQUE MODE, (void ∗)NULL)
== LLI OK) {
cout << endl << ”Torque mode s e t ”
<< endl ;
semTake( recvData . controlModeSem ,−1);
∗( recvData . controlMode ) = controlMode ;
semGive ( recvData . controlModeSem ) ;
prevControlMode = controlMode ;
}
else cout << endl << ”Error ” << endl ;
}
else {
i f ( LL I i o c t r l ( recvData . robotId ,
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LLI SET POS VEL MODE , (void ∗)NULL)
== LLI OK) {
cout << endl << ”Pos/ v e l mode s e t ”
<< endl ;
semTake ( recvData . controlModeSem ,−1);
∗( recvData . controlMode ) = controlMode ;
semGive ( recvData . controlModeSem ) ;
prevControlMode = controlMode ;
}
else cout << endl << ”Error” << endl ;
}
}
i f ( powerRequest != prevPowerRequest ) {
i f ( powerRequest ) LLI enable ( recvData . robotId ) ;
else LLI d i sab l e ( recvData . robotId ) ;
prevPowerRequest = powerRequest ;
}
}
En la primera parte, se cambia el modo de trabajo de la LLI en funcio´n del controlador a usar. En
caso de que el cambio de modo de la LLI no devuelva un error, se cambia el modo especificado
en la variable recvData.controlMode a la cual accede la tarea de control para determinar el
controlador a usar. La segunda parte llama a LLI enable() o LLI disable() en funcio´n de que se
requiera habilitar o deshabilitar la potencia, respectivamente.
5.4.9. Tarea de escritura en el disco
Esta tarea, como ya se ha comentado, recibe datos a trave´s de una pila de mensajes y con ellos
va rellenando un buffer. Cuando este buffer esta´ lleno, escribe su contenido en un archivo y
vuelve a empezar a llenarlo. Esto se hace as´ı para evitar el retardo introducido por mu´ltiples
pequen˜os accesos a archivo.
En la inicializacio´n de la tarea, se ha de abrir un archivo para escritura mediante la funcio´n
fopen().
f i l e = fopen ( writeData . f i leName , ”w” ) ;
i f ( f i l e != NULL) cout << endl << ”Writ : f i l e open” << endl ;
A partir de aqu´ı, comienza un bucle en el que la tarea recibe paquetes y los vuelca a un archivo
cuando se llena un buffer intermedio. El fragmento de co´digo que lo realiza es el siguiente.
while ( f i l e != NULL) {
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// Wait f o r data
auxBu f f e rS i ze = msgQReceive ( writeData . dataQ , auxBuffer ,
MSGMAX LEN,−1);
// I f f r e e space in b u f f e r put data in b u f f e r
i f ( b u f f e r S i z e == 0){
cout << endl << ” I n i t i a l i z i n g bu f f e r ” << endl ;
s t r cpy ( bu f f e r , auxBuffer ) ;
b u f f e r S i z e = s t r l e n ( b u f f e r ) ;
}
else i f ( (BUFFER SIZE − bu f f e r S i z e ) >= MSGMAX LEN) {
s t r c a t ( bu f f e r , auxBuffer ) ;
b u f f e r S i z e = s t r l e n ( b u f f e r ) ;
cout << endl << ” F i l l i n g bu f f e r \ t ” << s izeof ( b u f f e r )
<< ” − ” << bu f f e r S i z e << ” > ” << MSGMAXLEN
<< endl ;
}
// Else dump bu f f e r to f i l e and r e s t a r t b u f f e r
else {
cout << endl << ” Bu f f e r f u l l . ” << endl ;
i f ( (MAX FILE SIZE − f i l e S i z e ) >= BUFFER SIZE) {
cout << endl << ”Dumping bu f f e r to f i l e ”
<< endl ;
f p r i n t f ( f i l e , ” %s ” , b u f f e r ) ;
f i l e S i z e += s t r l e n ( b u f f e r ) ;
s t r cpy ( bu f f e r , auxBuffer ) ;
b u f f e r S i z e = s t r l e n ( b u f f e r ) ;
}
else {
i f ( f c l o s e ( f i l e ) ) {
cout << endl
<< ”Writ : e r r o r c l o s i n g f i l e ”
<< endl ;
else cout << endl << ”Writ : f i l e c l o s ed ”
<< endl ;
f i l e = NULL;
}
}
}
Este bucle se repite hasta que el archivo se llena y se cierra mediante fclose(). Al principio del
bucle, se espera a la recepcio´n de un mensage mediante msgQReceive. Cuando este llega, queda
almacenado en la variable auxBuffer y su taman˜o en auxBufferSize. A continuacio´n, si queda
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sitio en el buffer principal, se an˜ade el contenido de auxBuffer a e´ste. Si el buffer principal se
llena, se vuelca su contenido al archivo con fprintf() y se marca de nuevo como vac´ıo. Cuando
el contenido del archivo llega al ma´ximo definido en MAX FILE SIZE se cierra el archivo y se
termina el bucle asignando al identificador file un puntero nulo.
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6 Resultados experimentales
Los experimentos realizados con este sistema, no han podido llevarse a cabo utilizando la red
de Internet 2 debido a problemas te´cnicos ajenos. La teleoperacio´n se ha realizado por lo tanto
a trave´s de Internet. El dispositivo remoto ha estado situado en el Laboratorio de Robo´tica
del IOC en la planta 11 de la ETSEIB, y el centro de control en la Universidad de Urbana-
Champaign en Ilinois (Estados Unidos). Como se ha dicho anteriormente, se utiliza el protocolo
UDP/IP para la comunicacio´n.
6.1. Ana´lisis del retardo temporal
Para analizar el retardo temporal existente se han enviado sen˜ales sinusoidales entre el centro de
control y la celda remota. Estos experimentos han sido realizados en las mismas condiciones que
la teleoperacio´n en cuanto a momento del d´ıa y ma´quinas participantes. En estos experimentos
se han probado ambos protocolos TCP y UDP, as´ı como dos periodos de muestreo diferentes,
2ms y 4ms. Los relojes de las dos ma´quinas han sido sincronizados utilizando un servidor NTP
(Network Time Protocol).
En las gra´ficas de las figuras 6.1 y 6.2 puede verse co´mo el protocolo TCP introduce retardos
mayores y ma´s irregulares que el protocolo UDP. Esto es debido al sistema que utiliza para
asegurar que no hay pe´rdida de paquetes en la transmisio´n. El UDP, que presenta una respues-
ta mucho mejor en este ensayo, presenta una pe´rdida de u´nicamente el 2% de los paquetes.
Esta perdida se considera totalmente asumible y queda compensada por la notable mejora del
rendimiento global.
6.2. Controlador P retardado
Los controladores utilizados aqu´ı son dados por las ecuaciones, presentadas en la seccio´n 4.1.1,
τm(t) = Km[qs(t− T )− qm(t)]−Bmq˙m(t) + gm(qm)
τ s(t) = Ks[qs(t)− qm(t− T )] +Bsq˙s(t)− gs(qs)
(6.1)
Se han usado los para´metros Km = 20 y Bm = 5 para el dispositivo maestro y Ks = 750
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Figura 6.1 Sen˜al sinusoidal por TCP
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Figura 6.2 Sen˜al sinusoidal por UDP
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y Bs = 200 para el esclavo. Pueden verse los resultados en la figura 6.3. En las gra´ficas de
posicio´n, la l´ınea negra representa al dispositivo maestro y la azul discont´ınua al esclavo.
6.3. Controlador PD retardado
En este experimento se utilizan los controladores, presentados en la seccio´n 4.1.1, dados por
τm(t) = Kdm[q˙s(t− T )− q˙m(t)] +Km[qs(t− T )− qm(t)]−Bmq˙m(t) + gm(t)
τ s(t) = Kds[q˙s(t)− q˙m(t− T )] +Ks[qs(t)− qm(t− T )] +Bsq˙s(t)− gs(t)
(6.2)
Sse han usado los para´metros Km = 20, Kdm = 10 y Bm = 5 para el dispositivo maestro y
Ks = 750, Kds = 100 y Bs = 200 para el esclavo. Los resultados esta´n recogidos en la figura 6.4.
6.4. Controlador P retardado con realimentacio´n de fuerza
Los controladores utilizados en este experimento, propuesto en 4.1.2, son
τm(t) = −τ s(t− T )−Bmq˙m + gm(qm)
τ s(t) = Ks[qs(t)− qm(t− T )] +Bsq˙s(t)− gs(qs)
(6.3)
Se han usado los para´metros Bm = 25 para el dispositivo maestro y Ks = 550 y Bs = 250 para
el esclavo. Los resultados pueden verse en la figura 6.5.
6.5. Controlador PD retardado con realimentacio´n de fuerza
El u´ltimo experimento ha sido realizado utilizando los controladores dados por
τm(t) = −τ s(t− T )−Bmq˙m + gm(qm)
τ s(t) = Kds[q˙s(t)− q˙m(t− T )] +Ks[qs(t)− qm(t− T )] +Bsq˙s(t)− gs(t)
(6.4)
Se han usado los para´metros Bm = 30 para el dispositivo maestro y Ks = 550, Kds = 100 y
Bs = 250 para el esclavo. Los resultados esta´n en la figura 6.6.
6.6. Conclusiones
En primer lugar, gracias a estos experimentos se ha podido corroborar que, en efecto, el sistema
propuesto de teleoperacio´n es estable. De esto se puede inferir, por lo tanto, que el funcionamiento
de la aplicacio´n desarrollada en este proyecto tambie´n es el esperado. Si bien no puede decirse que
el acabado de dicha aplicacio´n sea el apropiado para una explotacio´n industrial de la misma, los
resultados de esta son muy satisfactorios considera´ndola como un prototipo. El trabajo restante
consistir´ıa en pulir pequen˜os problemas que se han encontrado durante las pruebas as´ı como en
optimizar el co´digo para una ejecucio´n ma´s ra´pida y robusta.
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Figura 6.3 Posiciones y error con controlador P
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Figura 6.4 Posiciones y error con controlador PD
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Figura 6.5 Posiciones y error con controlador P y realimen-
tacio´n de fuerza
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Figura 6.6 Posiciones y error con controlador PD y realimen-
tacio´n de fuerza
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En cuanto al esquema de teleoperacio´n en general, se puede decir que el robot sigue la sen˜al
enviada por el maestro de forma muy cercana. Se ve tambie´n que el retardo en el seguimiento
es bastante regular en todos los casos.
En teor´ıa no deber´ıa aparecer error esta´tico de posicio´n en ninguno de los casos, gracias a
la introduccio´n de la compensacio´n de la gravedad. Esto no se cumple en la pra´ctica, donde
s´ı aparece un pequen˜o error esta´tico en la posicio´n entre el maestro y el esclavo. Este error es
probablemente debido a no haber considerado en el modelo dina´mico utilizado en el desarrollo
teo´rico las fricciones esta´ticas del robot.
Ha sido una sorpresa observar que incluso sin utilizar la red de Internet 2 de mejor calidad, no
se aprecia el efecto de la saturacio´n de la red en ninguno de los experimentos. Se ha de suponer,
por lo tanto, que el sistema funciona correctamente incluso a trave´s de la red actual de Internet.
En definitiva, a pesar de no cumplir estr´ıctamente con lo esperado segu´n la teor´ıa, los resultados
de las pruebas son a´ltamente satisfactorios. Estos dejan lugar a que otra persona pueda seguir
trabajando sobre la misma plataforma e implementar nuevos y mejores esquemas de control.
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7 Presupuesto e impacto ambiental
7.1. Presupuesto
Este presupuesto tiene en cuenta u´nicamente la parte tratada en esta memoria. Se excluye por lo
tanto lo relacionado con la captura, transmisio´n y representacio´n del v´ıdeo en tres dimensiones
y la realidad aumentada.
En el presupuesto se tienen en cuenta dos aspectos principalmente. El primero, recogido en el
apartado 7.1.1 incluye los gastos derivados del montaje de esta plataforma para un cliente comer-
cial. El segundo aspecto es el del gasto derivado del desarrollo de esta plataforma, incluyendo
las horas de dedicacio´n de todos los involucrados. Finalmente se intenta estudiar la viabilidad
de la salida comercial de este proyecto.
7.1.1. Equipo e instalacio´n
El equipo necesario para el montaje de un sistema como el utilizado en TASTRI2 y los precios
de cada componente se recogen en los cuadros 7.1 y 7.2.
Partida Precio
Robot TX90 + Controlador CS8C 120.000 e
PC de sobremesa 600 e
Celda de seguridad 3.000 e
TOTAL 123.600 e
Cuadro 7.1 Equipo de la celda remota
El montaje y puesta en marcha del equipo del centro de control puede ser realizado por un
operario en 2 horas. En cuanto a la celda remota, los precios del robot y el controlador incluyen
la instalacio´n por parte de te´cnicos cualificados de la casa Sta¨ubli. A esto se le ha de an˜adir
el precio del montaje de la celda de seguridad, incluyendo el sistema de botones de emergencia
distribuidos por donde sean necesarios. Por u´ltimo tambie´n se ha de tener en cuenta la puesta
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Partida Precio
Phantom Haptic Device 50.000 e
PC de sobremesa 600 e
TOTAL 50.600 e
Cuadro 7.2 Equipo del centro de control
en marcha del sistema en conjunto, para lo cual se estima que es necesario el trabajo de dos
personas durante una jornada laboral. Estos gastos se recogen en el cuadro 7.3.
Partida Precio
Instalacio´n celda de seguridad 320 e
Instalacio´n del centro de control 60 e
Puesta en marcha del sistema 320 e
TOTAL 700 e
Cuadro 7.3 Precio de la instalacio´n
El total del coste del equipo y de la instalacio´n queda recogido en el cuadro 7.4.
Partida Precio
Equipo de la celda remota 123.600 e
Equipo del centro de control 50.600 e
Instalacio´n 700 e
TOTAL 174.900 e
Cuadro 7.4 Precio total del equipo y de la instalacio´n
7.1.2. Investigacio´n y Desarrollo
La inversio´n en investigacio´n y desarrollo para este proyecto es algo ma´s dificil de determinar, ya
que esta´ concebido desde el punto de vista acade´mico. Se asume en este apartado que el grupo
de trabajo esta´ formado por un jefe de proyecto, dos ingenieros dedicados al estudio teo´rico,
un ingeniero supervisor de la implementacio´n y dos programadores. Se considera tambie´n que
este equipo ha trabajado durante medio an˜o haciendo semanas de 40 horas. Esto hace un total
aproximado de 1.000 horas. El gasto en personal para la parte de I+D queda recogido en el
cuadro 7.5.
Al gasto del personal de I+D se le ha de an˜adir el gasto de la instalacio´n de todo el equipo ma´s
un PC de sobremesa para el trabajo individual de cada uno. Adema´s se necesita un lugar donde
realizar esta investigacio´n, por lo que se considera tambie´n el alquiler de una nave pequen˜a
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Puesto Cantidad Precio/hora Precio
Ing. Jefe de Proyecto 1 40 e/ h 40.000 e
Ingeniero I+D 2 20 e/ h 40.000 e
Ingeniero Planta 1 20 e/ h 20.000 e
Programador 2 12 e/ h 24.000 e
TOTAL 124.000 e
Cuadro 7.5 Gasto en personal de I+D
durante el an˜o y medio considerado, incluyendo aqu´ı los gastos de servicios. Esto deja el total
de gasto en I+D calculado en el cuadro 7.6.
Partida Precio
Personal 124.000 e
Equipo e instalacio´n 174.900 e
PCs personal 3.600 e
Alquiler nave 6.000 e
TOTAL 308.500 e
Cuadro 7.6 Gasto total en I+D
7.1.3. Viabilidad
Para que este proyecto resulte viable de forma comercial, se ha de cubrir el gran gasto en I+D
que supone. Para ello adema´s del precio del equipo e instalacio´n, se ha de an˜adir, a la hora de
decidir el precio definitivo para el cliente, una parte que sirva para cubrir estos gastos.
Tomando como hipo´tesis un escenario en el que se reciban diez pedidos, el precio que se deber´ıa
fijar para todo el sistema ser´ıa de 188.260 e. Esto se obtiene de sumar al precio del equipo e
instalacio´n una de´cima parte de los gastos fijos.
7.2. Impacto ambiental
El impacto ambiental de este proyecto es bastante reducido ya que se trata de un proyecto de
investigacio´n, ma´s que orientado a la produccio´n a gran escala. Se analizara´n los residuos que
genera la plataforma hardware utilizada as´ı como la energ´ıa consumida durante el proyecto en
forma de electricidad.
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7.2.1. Res´ıduos
Los componentes utilizados para este proyecto son el robot y el controlador, el dispositivo ha´pti-
co, la celda de seguridad y varios PCs.
El robot y el controlador son recomprados por la casa Sta¨ubli cuando dejan de ser necesarios. Al
haber sido utilizados para tareas de investigacio´n, en las cuales no se les aplica una gran carga
de trabajo, estos robots pueden ser utilizados au´n para aplicaciones industriales.
El dispositivo ha´ptico puede considerarse que contiene componentes similares a los de un PC.
Su estructura esta´ construida con pla´stico y metal, y en su interior contiene circuiter´ıa que no
difiere mucho de la de un PC o similar.
Los componentes de los dispositivos electro´nicos de este tipo deben ser recogidos, segu´n el Real
Decreto 208/2005 vigente en Espan˜a desde Agosto de 2005, por los fabricantes, vendedores y
distribuidores de los mismos. Para ello, dichos dispositivos deben ser depositados en los llamados
’puntos limpios’. En cualquiera de los casos, el reciclaje de los componentes de un PC no resulta
nada sencillo. Aproximadamente el 45% de un ordenador esta´ formado por pla´stico y silicio,
materiales dif´ıciles de reciclar. El 20% es hierro y aluminio, el cual si es fa´cil de reciclar, pero la
disposicio´n en la que se encuentran hace muy dificil su extraccio´n. Adema´s de estos, es frecuente
encontrar en los circuitos componentes to´xicos como plomo, arse´nico o mercurio, los cuales deben
tratarse adecuadamente.
La celda de seguridad esta´ construida con barras de aluminio y placas de metacrilato. De estos
el metacrilato es el ma´s dificil de reciclar, pero puede ser reciclado igualmente. El reciclaje del
aluminio resulta muy fa´cil e incluso energe´ticamente ma´s barato que obtener aluminio nuevo.
7.2.2. Consumo energe´tico
A lo largo del proyecto lo u´nico que se consume es elctricidad. La siguiente tabla muestra los
consumos de cada componente y la energ´ıa total consumida. Para calcular el total de energ´ıa
consumida se tiene en cuenta la duracio´n total del proyecto en horas y un factor de carga
que representa aproximadamente la proporcio´n de tiempo que cada dispositivo se encuentra
encendido.
Aparato Consumo Carga Consumo total
PC 120W 1 120kWh
Robot y controlador 2kW 0,2 400kWh
Dispositivo ha´ptico 500W 0,2 100kWh
Cuadro 7.7 Consumo electrico total
Teniendo en cuenta que se utilizan seis PCs, uno por persona, el consumo total de electricidad
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es
6 ∗ 120kWh+ 400kWh + 100kWh = 1220kWh (7.1)
El consumo generado no es muy elevado debido a que no existen procesos que consuman energ´ıa
de forma intensiva.
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