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1. Introduction
Let K be an infinite field. Let m,n ∈ N. Let U be a m-dimensional K-vector
space. The natural left action of the general linear group GL(U) on U⊗n commutes
with the right permutation action of the symmetric group Sn. Let ϕ, ψ be the
natural representations
ϕ : (KSn)
op → EndK
(
U⊗n
)
, ψ : KGL(U)→ EndK
(
U⊗n
)
,
respectively. The well-known Schur-Weyl duality (see [Sc], [W], [CC], [CL]) says
that
(a) ϕ
(
KSn
)
= EndKGL(U)
(
U⊗n
)
, and if m ≥ n then ϕ is injective, and hence
an isomorphism onto EndKGL(U)
(
U⊗n
)
,
(b) ψ
(
KGL(U)
)
= EndKSn
(
U⊗n
)
,
(c) if charK = 0, then there is an irreducible (KGL(U), (KSn)
op)-bimodules
decomposition
U⊗n =
⊕
λ=(λ1,λ2,··· )⊢n
ℓ(λ)≤m
∆λ ⊗ Sλ,
where ∆λ (resp., S
λ) denotes the irreducible KGL(U)-module (resp., irre-
ducible KSn-module) associated to λ, and ℓ(λ) denotes the largest integer
i such that λi 6= 0.
Let τ be the automorphism of KSn which is defined on generators by τ(si) = −si
for each 1 ≤ i ≤ n − 1. Then (by using this automorphism) it is easy to see that
the same Schur-Weyl duality still holds if one replaces the right permutation action
of Sn by the right sign permutation action, i.e.,
(vi1 ⊗ · · · ⊗ vin)sj := −(vi1 ⊗ · · · ⊗ vij−1 ⊗ vij+1 ⊗ vij ⊗ vij+2 ⊗ · · · ⊗ vin),
for any 1 ≤ j ≤ n− 1 and any vi1 , · · · , vin ∈ U .
In the case of K = C, there are also Schur-Weyl dualities for other classical
groups—symplectic groups and orthogonal groups. In this paper, we shall consider
only the symplectic case.1 Recall that symplectic groups are defined by certain
bilinear forms ( , ) on vector spaces. Let V be a 2m-dimensional K-vector space
equipped with a non-degenerate skew-symmetric bilinear form ( , ). Then (see [Gri],
[Dt, Section 4]) the symplectic similitude group (resp., the symplectic group) rela-
tive to ( , ) is
GSp(V ) :=
{
g ∈ GL(V )
∣∣∣ ∃ 0 6= d ∈ K, such that (gv, gw) = d(v, w), ∀ v, w ∈ V }
(
resp., Sp(V ) :=
{
g ∈ GL(V )
∣∣∣ (gv, gw) = (v, w), ∀ v, w ∈ V }. )
1In this paper, we will use the results by Oehms and also by Donkin on symplectic Schur
algebras. To deal with the orthogonal case, one needs analogous results for orthogonal Schur
algebras, which are not presently available.
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By restriction from GL(V ), we get natural left actions of GSp(V ) and Sp(V ) on
V ⊗n. Again we denote by ψ the natural K-algebra homomorphism
ψ : KGSp(V )→ EndK
(
V ⊗n
)
,
ψ : KSp(V )→ EndK
(
V ⊗n
)
.
Note that if 0 6= d ∈ K be such that (gv, gw) = d(v, w) for any v, w ∈ V , then(
(
√
d−1g)v, (
√
d−1g)w
)
= (v, w) for any v, w ∈ V . Therefore, if K is large enough
such that
√
d ∈ K for any d ∈ K, then g ∈ GSp(V ) implies that (a idV )g ∈ Sp(V )
for some 0 6= a ∈ K. In that case,
ψ(g) = ψ
(
(a−1 idV )(a idV )g
)
= ψ
(
a−1 idV
)
ψ
(
(a idV )g
)
=
(
a−n idV ⊗n
)
ψ
(
(a idV )g
)
= a−nψ
(
(a idV )g
)
.
It follows that
(1.1) ψ
(
KSp(V )
)
= ψ
(
KGSp(V )
)
provided K is large enough.
In the setting of Schur-Weyl duality for the symplectic group, the symmetric
group Sn should be replaced by Brauer algebras (introduced in [B]). Recall that
Brauer algebra Bn(x) over a noetherian integral domain R (with parameter x ∈ R)
is a unital R-algebra with generators s1, · · · , sn−1, e1, · · · , en−1 and relations (see
[E]):
s2i = 1, e
2
i = xei, eisi = ei = siei, ∀ 1 ≤ i ≤ n− 1,
sisj = sjsi, siej = ejsi, eiej = ejei, ∀ 1 ≤ i < j − 1 ≤ n− 2,
sisi+1si = si+1sisi+1, eiei+1ei = ei, ei+1eiei+1 = ei+1, ∀ 1 ≤ i ≤ n− 2,
siei+1ei = si+1ei, ei+1eisi+1 = ei+1si, ∀ 1 ≤ i ≤ n− 2.
Note that Bn(x) was originally defined as the linear space with basis the set of
all Brauer n-diagrams, graphs on 2n vertices and n edges with the property that
every vertex is incident to precisely one edge. One usually thinks of the vertices as
arranged in two rows of n each, the top and bottom rows. Label the vertices in each
row of a n-diagram by the indices 1, 2, · · · , n from left to right. Then si corresponds
to the n-diagram with edges connecting vertices i (resp., i+1) on the top row with
i + 1 (resp., i) on bottom row, and all other edges are vertical, connecting vertex
k on the top and bottom rows for all k 6= i, i+ 1. ei corresponds to the n-diagram
with horizontal edges connecting vertices i, i+ 1 on the top and bottom rows, and
all other edges are vertical, connecting vertex k on the top and bottom rows for all
k 6= i, i+1. The multiplication is given by the linear extension of a product defined
on diagrams. For more details, see [B], [GW].
There are right actions of Brauer algebras (with certain parameters) on tensor
space. The definition of the actions depend on the choice of an orthogonal basis
with respect to the defining bilinear form. Let δij denote the value of the usual
Kronecker delta. For any 1 ≤ i ≤ 2m, set i′ := 2m+ 1− i. We fix an ordered basis{
v1, v2, · · · , v2m
}
of V such that
(vi, vj) = 0 = (vi′ , vj′ ), (vi, vj′) = δij = −(vj′ , vi), ∀ 1 ≤ i, j ≤ m.
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For any i, j ∈ {1, 2, · · · , 2m}, let
ǫij :=

1 if j = i′ and i < j,
−1 if j = i′ and i > j,
0 otherwise,
The right action of Bn(−2m) on V ⊗n is defined on generators by
(vi1 ⊗ · · · ⊗ vin)sj := −(vi1 ⊗ · · · ⊗ vij−1 ⊗ vij+1 ⊗ vij ⊗ vij+2 ⊗ · · · ⊗ vin),
(vi1 ⊗ · · · ⊗ vin)ej := ǫij ij+1vi1 ⊗ · · · ⊗ vij−1 ⊗
( m∑
k=1
(vk′ ⊗ vk − vk ⊗ vk′ )
)
⊗ vij+2
⊗ · · · ⊗ vin .
Let ϕ be the natural K-algebra homomorphism
ϕ : (Bn(−2m))op → EndK
(
V ⊗n
)
.
The following results are well-known.
Theorem 1.2. ([B], [B1], [B2]) 1) The natural left action of GSp(V ) on V ⊗n com-
mutes with the right action of Bn(−2m). Moreover, if K = C, then
ϕ
(
Bn(−2m)
)
= EndCGSp(V )
(
V ⊗n
)
= EndCSp(V )
(
V ⊗n
)
,
ψ
(
CGSp(V )
)
= ψ
(
CSp(V )
)
= EndBn(−2m)
(
V ⊗n
)
,
2) if K = C and m ≥ n then ϕ is injective, and hence an isomorphism onto
EndCGSp(V )
(
V ⊗n
)
,
3) if K = C, then there is an irreducible (CGSp(V ), (Bn(−2m))op)-bimodules
decomposition
V ⊗n =
[n/2]⊕
f=0
⊕
λ⊢n−2f
ℓ(λ)≤m
∆(λ)⊗D(λ′),
where ∆(λ) (resp., D(λ′)) denotes the irreducible CGSp(V )-module (resp., the ir-
reducible Bn(−2m)-module) corresponding to λ (resp., corresponding to λ′), and
λ′ = (λ′1, λ
′
2, · · · ) denotes the conjugate partition of λ.
The aim of this work is to remove the restriction on K in part 1) and part 2) of
the above theorem. We shall see that the following holds for any infinite field K.
Proposition 1.3. For any infinite field K, ψ
(
KGSp(V )
)
= EndBn(−2m)
(
V ⊗n
)
.
In fact, this is an easy consequence of [Oe, (6.1), (6.2), (6.3)] and [Dt, (3.2(b))].
The proof is given in Section 2. The main result of this paper is
Theorem 1.4. Let K be an arbitrary infinite field. Then
ϕ
(
Bn(−2m)
)
= EndKGSp(V )
(
V ⊗n
)
= EndKSp(V )
(
V ⊗n
)
,
and if m ≥ n, then ϕ is also injective, and hence an isomorphism onto
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EndKGSp(V )
(
V ⊗n
)
.
Remark 1.5. 1) Note that when m < n, ϕ is in general not injective. For example,
let m = 2, n = 3, U = K2, G = Sp4(K), then it is easy to check that the element
α := (1 + s1)(1 + s2 + s2s1) + (1 + s2 + s1s2)e1(1 + s2 + s2s1) lies in the kernel of
ϕ : B3(−4)→ EndKSp4(K)(V ⊗3). In fact, ker(ϕ) = Kα.
2) It would be interesting to know if the quantized versions of Proposition 1.3
and Theorem 1.4 hold (see [BW], [CP] and [M]).
2. The algebra AsR(m)
In this section, we shall show how Proposition 1.3 follows from results of [Oe,
(6.1), (6.2), (6.3)] and [Dt, (3.2(b))].
We shall first introduce (following [Oe, Section 6]) a Z-graded R-algebra AsR(m)
for any noetherian integral domain R. Over an algebraically closed field, this alge-
bra is isomorphic to the coordinate algebra of the symplectic monoid, and the dual
of its n-th homogenous summand is isomorphic to the symplectic Schur algebra
introduced by S. Donkin ([Do2]).
Let R be a noetherian integral domain. Let xi,j , 1 ≤ i, j ≤ 2m be 4m2 commut-
ing indeterminates over R. Let AR(2m) be the free commutative R-algebra (i.e.,
polynomial algebra) in these xi,j , 1 ≤ i, j ≤ 2m. Let IR be the ideal of AR(2m)
generated by elements of the form
(2.1)

2m∑
k=1
ǫkxi,kxj,k′ , 1 ≤ i 6= j′ ≤ 2m;
2m∑
k=1
ǫkxk,ixk′,j , 1 ≤ i 6= j′ ≤ 2m;
2m∑
k=1
ǫk(xi,kxi′,k′ − xk,jxk′,j′ ), 1 ≤ i, j ≤ m.
The R-algebra AR(2m)/IR will be denoted by A
s
R(m). Write ci,j for the canon-
ical image xi,j + IR of xi,j in A
s
R(m) (1 ≤ i, j ≤ 2m). Then in AsR(m) we have the
relations
(2.2)

2m∑
k=1
ǫkci,kcj,k′ = 0, 1 ≤ i 6= j′ ≤ 2m;
2m∑
k=1
ǫkck,ick′,j = 0, 1 ≤ i 6= j′ ≤ 2m;
2m∑
k=1
ǫk(ci,kci′,k′ − ck,jck′,j′) = 0, 1 ≤ i, j ≤ m.
Note that AR(2m) is a graded algebra, AR(2m) = ⊕n≥0AR(2m,n), where the
AR(2m,n) is the subspace spanned by the monomials of the form xi,j for (i, j) ∈
I2(2m,n), where
I(2m,n) :=
{
i = (i1, · · · , in)
∣∣ 1 ≤ ij ≤ 2m, ∀ j},
I2(2m,n) = I(2m,n)× I(2m,n), xi,j := xi1,j1 · · ·xin,jn .
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Since IR is a homogeneous ideal, A
s
R(m) is graded too and A
s
R(m) = ⊕n≥0AsR(m,n),
where AsR(m,n) is the subspace spanned by the monomials of the form ci,j for
(i, j) ∈ I2(2m,n), where
ci,j := ci1,j1 · · · cin,jn .
By convention, throughout this paper, we identify the symmetric group Sn with
the set of maps acting on their arguments on the right. In other words, if σ ∈ Sn
and a ∈ {1, . . . , n} we write (a)σ for the value of a under σ. This convention carries
the consequence that, when considering the composition of two symmetric group
elements, the leftmost map is the first to act on its argument. For example, we
have (1, 2, 3)(2, 3) = (1, 3) in the usual cycle notation.
Note that the symmetric group Sn acts on the right on the set I(2m,n) by the
rule2
iσ := (i(1)σ−1 , · · · , i(n)σ−1), σ ∈ Sn.
It is clear (see [Dt]) that AsR(m,n)
∼= AR(2m,n)/IR(n), where IR(1) = 0, and for
n ≥ 2, IR(n) is the R-submodule of AR(2m,n) generated by elements of the form
(2.3)

2m∑
k=1
ǫkx(i1,··· ,in),(k,k′,k3,··· ,kn),
2m∑
k=1
ǫkx(k,k′,i3,··· ,in),(j1,··· ,jn),
2m∑
k=1
ǫk(x(i,i′,i3,··· ,in),(k,k′,j3,··· ,jn) − x(k,k′,i3,··· ,in),(j,j′,j3,··· ,jn)),
where 1 ≤ i, j ≤ m, i, j ∈ I(2m,n) such that i1 6= i′2, j1 6= j′2.
Furthermore, if one defines
∆(xi,j) =
∑
k∈I(2m,n)
xi,k ⊗ xk,j , ε(xi,j) = δi,j , ∀ i, j ∈ I(2m,n), ∀n,
then the algebra AR(2m) becomes a graded bialgebra, and each AR(2m,n) is a
sub-coalgebra of AR(2m). Its linear dual SR(2m,n) := HomR(AR(2m,n), R) is the
so-called Schur algebra over R (see [Gr]). Let SsR(m,n) := HomR(A
s
R(m,n), R).
By [Oe, Section 6], AsR(m,n) is in fact a quotient coalgebra of AR(2m,n), hence
SsR(m,n) is a subalgebra of SR(2m,n).
We define (i, j) ∼ (u, v) if there exists some σ ∈ Sn with iσ = u, jσ = v.
Let I2(2m,n)/∼ be the set of orbits for the action of Sn on I2(2m,n). For each
(i, j) ∈ I2(2m,n)/∼, we define ξi,j ∈ SR(2m,n) by
ξi,j(xu,v) =
{
1, if (i, j) ∼ (u, v),
0, otherwise,
∀ (u, v) ∈ I2(2m,n)/∼.
2This action is the so-called right place permutation action.
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The set
{
ξi,j
∣∣ (i, j) ∈ I2(2m,n)/∼} forms a R-basis of SR(2m,n). The natural
action of SR(2m,n) on V
⊗n is given as follows
ξi,j: V
⊗n → V ⊗n
va := va1 ⊗ · · · ⊗ van 7→
∑
b∈I(2m,n),
(a,b)∼(i,j)
vb, ∀ a := (a1, · · · , an) ∈ I(2m,n).
Let ξ =
∑
(i,j)∈I2(2m,n)/∼ ai,jξi,j ∈ SR(2m,n). By (2.3), it is easy to see that
ξ ∈ SsR(m,n) if and only if
(2.4)

2m∑
k=1
ǫka(i1,··· ,in),(k,k′,k3,··· ,kn) = 0,
2m∑
k=1
ǫka(k,k′,i3,··· ,in),(j1,··· ,jn) = 0,
2m∑
k=1
ǫk(a(i,i′,i3,··· ,in),(k,k′,j3,··· ,jn) − a(k,k′,i3,··· ,in),(j,j′,j3,··· ,jn)) = 0,
where 1 ≤ i, j ≤ m, i, j ∈ I(2m,n) such that i1 6= i′2, j1 6= j′2.
Let R = K be an infinite field. Recall the ordered basis
{
v1, v2, · · · , v2m
}
of V .
Let ( , ) be the unique (non-degenerate) skew-symmetric bilinear form on V such
that
(vi, vj) = 0 = (vi′ , vj′ ), (vi, vj′) = δij = −(vj′ , vi), ∀ 1 ≤ i, j ≤ m.
This form is given (relative to the above ordered basis) by the block matrix
J :=
(
0 Jm
−Jm 0
)
,
where Jm is the unique anti-diagonal m×m permutation matrix. With respect to
the above ordered basis of V , the group GSp(V ) may be identified with the group
GSp2m(K) given by
GSp2m(K) :=
{
A ∈ GL2m(K)
∣∣∣ ∃ 0 6= d(A) ∈ K, such that ATJA = d(A)J}.
Let M2m(K) denote the affine algebraic monoid of n × n matrices over K. With
respect to the above basis of V , the symplectic monoid SpM(V ), which by definition
consists of the linear endomorphisms of V preserving the bilinear form up to any
scalar (see [Dt, Section 4.2]), may be identified with
SpM2m(K) :=
{
A ∈M2m(K)
∣∣∣ ∃ d(A) ∈ K, such that ATJA = d(A)J}.
Let K be the algebraic closure of K. The coordinate algebra K[M2m(K)] is
isomorphic to AK(2m) := AK(2m) ⊗ K. The coordinate algebra of GL2m(K) is
isomorphic to K[det−1(xi,j)2m×2m;xi,j ]1≤i,j≤2m. The embedding GSp2m(K) →֒
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GL2m(K) induces a surjective map K[GL2m(K)] ։ K[GSp2m(K)]. Denote by
Asy
K
(m) (resp., Asy
K
(m,n)) the image of AK(2m) (resp., of AK(2m,n)) under this
map. Then, by [Do2],
(1) Asy
K
(2m) is isomorphic to the coordinate algebra of SpM2m(K),
(2) Asy
K
(2m) = ⊕0≤n∈ZAsyK (m,n), and the dimension of A
sy
K
(m,n) is indepen-
dent of the field K,
(3) the linear dual of Asy
K
(m,n), say, Ssy
K
(m,n) is a generalized Schur algebra
in the sense of [Do1].
The algebra Ssy
K
(m,n) is called by S. Donkin the symplectic Schur algebra.
We define AsyK (m) (resp., A
sy
K (m,n)) to be the image of AK(2m) (resp., of
AK(2m,n)) under the surjective map K[GL2m(K)] ։ K[GSp2m(K)]. It is clear
that
AsyK (m)⊗K = AsyK (m), A
sy
K (m,n)⊗K = AsyK (m,n),
and hence AsyK (2m) = ⊕0≤n∈ZAsyK (m,n).
On the other hand, by definition of SpM2m(K), it is easy to check that the
defining relations (2.1) vanish on every matrix in SpM2m(K). It follows that there
is an epimorphism of graded bialgebras from AsK(m) onto A
sy
K (m). Note that for
each 0 ≤ n ∈ Z, the dimension of both AsK(m,n) (see [Oe, (6.1)]) and AsyK (m,n) are
independent of the field K. By [Dt, (9.5)], AsC(m,n)
∼= AsyC (m,n). So the two coal-
gebras always have the same dimension. It follows that AsK(m,n)
∼= AsyK (m,n) and
AsK(m)
∼= AsyK (m). In particular, we have that SsK(m,n) ∼= SsyK (m,n). Therefore
we have
Theorem 2.5. ([Oe, (6.2)])3 For any infinite field K, there is an isomorphism of
graded bialgebras from AsK(m) onto A
sy
K (m). In particular, A
s
K(m,n)
∼= AsyK (m,n)
and SsK(m,n)
∼= SsyK (m,n) for each n ∈ N.
As a Z-submodule of EndZ
(
V ⊗nZ
)
, the algebra EndBn(−2m)Z
(
V ⊗nZ
)
is a free Z-
module of finite rank. Oehms proved in [Oe, (6.3)] that the symplectic Schur
algebra Ss(m,n) is isomorphic to the centralizer algebra EndBn(−2m)
(
V ⊗n
)
over
any noetherian integral domain. The following two results follow directly from the
construction of his isomorphism.
Theorem 2.6. ([Oe, (6.3)]) For any field K, under the natural homomorphism
SK(2m,n) → End
(
V ⊗n
)
, the subalgebra SsK(m,n) is mapped isomorphically onto
the subalgebra EndBn(−2m)
(
V ⊗n
)
.
Corollary 2.7. ([Oe, (6.3)]) For any field K, the map which sends f ⊗ a to af
naturally extends to a K-algebra isomorphism
EndBn(−2m)Z
(
V ⊗nZ
)⊗Z K ∼= EndBn(−2m)(V ⊗n).
Now we can prove Proposition 1.3. By Theorem 2.6 and the canonical iso-
morphism SsyK (m,n)
∼= SsK(m,n) from Theorem 2.5, we know that the natural
homomorphism from SsyK (m,n) to End
(
V ⊗n
)
maps SsyK (m,n) isomorphically onto
3Note that though Oehms assumed in [Oe, (6.2)] that K is an algebraically closed field,
the validity over arbitrary infinite field is an immediate consequence (as shown in our previous
discussion).
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EndBn(−2m)
(
V ⊗n
)
. Now the second author showed in [Dt, (3.2(b))] that the im-
ages of KGSp(V ) and of SsyK (m,n) (which is denoted by Sd(G) in [Dt, (3.2(b))])
in End
(
V ⊗n
)
are the same when K is infinite. It follows that for any infinite field
K,
ψ(KGSp(V )) = EndBn(−2m)
(
V ⊗n
)
.
Note that this is also equivalent to the fact that the natural evaluation map
(2.8) KGSp(V )→ SsyK (m,n) ∼= SsK(m,n)
is surjective. This completes the proof of Proposition 1.3. 
3. The action of Bn(−2m) on V ⊗n for m ≥ n
In this section, we shall give the proof of Theorem 1.4 in the case where m ≥ n.
Let R be a noetherian integral domain with q ∈ R a fixed invertible element.
It is well-known that the Hecke algebra HR,q(Sn) associated with the symmetric
group Sn, and hence the group algebra of the symmetric group Sn itself, are
cellular algebras. An important cellular basis of HR,q(Sn) is the Murphy basis,
introduced in [Mu]. Another cellular basis is the Kazhdan-Lusztig basis [KL]. The
latter one was extended by Graham-Lehrer to a cellular basis of the Brauer algebra.
Xi extended this in [Xi] to the Birman-Murakami-Wenzl algebra, a quantization of
the Brauer algebra; this algebra is also cellular. It is known that ([GL], [Xi], [E])
any cellular basis of the Hecke algebra HR,q(Sk) (k ∈ N) can be extended to a
cellular basis of the Birman-Murakami-Wenzl algebra. We shall follow Enyang’s
formulation in [E], which describes the basis explicitly in terms of the generators.
We will use the Murphy basis of RSk (k ∈ N), extended to a cellular basis of
Bn(−2m). We now describe this basis.
For a composition λ = (λ1, · · · , λs) of k (i.e., λi ∈ Z≥0,
∑
λi = k), let
Sλ = S{1,··· ,λ1} ×S{λ1+1,··· ,λ1+λ2} × · · ·
be the corresponding Young subgroup of Sk, and set xλ =
∑
w∈Sλ
w ∈ RSk. The
Young diagram associated with λ consists of an array of nodes in the plane with
λi many nodes in row i. A λ-tableau t is such a diagram in which the nodes are
replaced by the numbers 1, · · · , k, in some order. The initial λ-tableau tλ is the
one obtained by filling in the numbers 1, · · · , k in order along successive rows. For
example,
1 2 3
4 5
is the initial (3, 2)-tableau. The symmetric group Sk acts naturally on the set of
λ-tableaux (on the right), and for any λ-tableau t we define d(t) to be the unique
element of Sk with t
λd(t) = t. A λ-tableau t is called row standard if the numbers
increase along rows. If λ1 ≥ · · · ≥ λs, i.e., λ is a partition of k, then t is called column
standard if the numbers increase down columns, and standard if it is both row and
column standard. The setDλ =
{
d(t)
∣∣ t is row standard λ-tableau} is a set of right
coset representatives of Sλ in Sk; its elements are known as distinguished coset
representatives. For any standard λ-tableaux s, t, we define mst = d(s)
−1xλd(t).
Murphy [Mu] showed
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Theorem 3.1. ([Mu])
{
mst
∣∣ λ ⊢ k, s, t are standard λ-tableaux} is a cellular ba-
sis of RSk for any noetherian integral domain R.
To describe Enyang’s cellular basis of the Brauer algebra Bn(x), we need some
more notation. First we fix certain bipartitions of n, namely ν = νf := ((2
f ), (n−
2f)), where (2f ) := (2, 2, · · · , 2︸ ︷︷ ︸
f copies
) and (n − 2f) are considered as partitions of 2f
and n− 2f respectively, and 0 ≤ f ≤ [n/2]. Here [n/2] is the largest non-negative
integer not bigger than n/2. In general, a bipartition of n is a pair (λ(1), λ(2)) of
partitions of numbers n1 and n2 with n1+n2 = n. The notions of Young diagram,
bitableaux, etc., carry over easily. Let tν be the standard ν-bitableau in which the
numbers 1, 2, · · · , n appear in order along successive rows of the first component
tableau, and then in order along successive rows of the second component tableau.
We define
Dν :=
{
d ∈ Sn
∣∣∣ (t(1), t(2)) = tνd is row standard and the first column of t(1) is
an increasing sequence when read from top to bottom
}
.
For each partition λ of n− 2f , we denote by Std(λ) the set of all the standard λ-
tableaux with entries in {2f +1, · · · , n}. The initial tableau tλ in this case has the
numbers 2f + 1, · · · , n in order along successive rows. Again, for each t ∈ Std(λ),
let d(t) be the unique element in S{2f+1,··· ,n} ⊆ Sn with tλd(t) = t.
For each integer f with 0 ≤ f ≤ [n/2], we denote by B(f) the two-sided ideal
of Bn(−2m) generated by e1e3 · · · e2f−1. Note that B(f) is spanned by all Brauer
diagrams with at least 2f horizontal edges (f edges in each of the top and the
bottom rows in the diagram).
Let f be an integer with 0 ≤ f ≤ [n/2]. Let σ ∈ S{2f+1,··· ,n} and d1, d2 ∈ Dν ,
where again ν is the bipartition ((2f ), (n − 2f)) of n. Then d−11 e1e3 · · · e2f−1σd2
corresponds to the Brauer diagram where the top horizontal edges connect (2i−1)d1
and (2i)d1, the bottom horizontal edges connect (2i − 1)d2 and (2i)d2, for i =
1, 2, · · · , f , and the vertical edges are determined by d−11 σd2. By [Xi, (3.5)], every
Brauer diagram d can be written in this way.
Theorem 3.2. ([E]) Let R be a noetherian integral domain with x ∈ R. Let
Bn(x)R be the Brauer algebra with parameter x over R. Then the set{
d−11 e1e3 · · · e2f−1mstd2
∣∣∣∣ 0 ≤ f ≤ [n/2], λ ⊢ n− 2f , s, t ∈ Std(λ),d1, d2 ∈ Dν , where ν := ((2f ), (n− 2f))
}
.
is a cellular basis of the Brauer algebra Bn(x)R.
As a consequence, by combining Theorems 3.1 and 3.2, we get that
Corollary 3.3. With the above notations, the set{
d−11 e1e3 · · · e2f−1σd2
∣∣∣∣ 0 ≤ f ≤ [n/2], σ ∈ S{2f+1,··· ,n}, d1, d2 ∈ Dν ,where ν := ((2f ), (n− 2f))
}
.
is a basis of Brauer algebra Bn(x)R, which coincides with the natural basis given
by Brauer n-diagrams.
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We now specialize R to be a field K, assume m ≥ n, V = Km and consider
the special Brauer algebra Bn(−2m) = Bn(−2m · 1K)K . As pointed out in Section
1, this algebra acts on tensor space V ⊗n, centralizing the action of the symplectic
similitude group GSp(V ) and hence that of the symplectic group Sp(V ) as well.
The proof of the next result will be given at the end of the section, after a series
of preparatory lemmas.
Theorem 3.4. Let K be field. If m ≥ n, then the natural homomorphism ϕ :
Bn(−2m) → EndK
(
V ⊗n
)
is injective, if furthermore K is infinite, then it is in
fact an isomorphism onto EndKSp(V )
(
V ⊗n
)
.
Suppose that m ≥ n. Our first goal here is to show that the action of Bn(−2m)
on V ⊗n is faithful, that is, the annihilator annBn(−2m)(V
⊗n) is (0). Note that
annBn(−2m)(V
⊗n) =
⋂
v∈V ⊗n
annBn(−2m)(v).
Thus it is enough to calculate annBn(−2m)(v) for some set of chosen vectors v ∈ V ⊗n
such that the intersection of annihilators is (0). We write
ann(v) = annBn(−2m)(v) :=
{
x ∈ Bn(−2m)
∣∣ vx = 0}.
Recall that (v1, · · · , v2m) denotes an ordered basis of V , and I(2m,n) denotes
the set of multi-indices i := (i1, · · · , in) with ij ∈
{
1, · · · , 2m} for j = 1, · · · , n. We
write vi = vi1 ⊗ · · · ⊗ vin for i := (i1, · · · , in) ∈ I(2m,n). Thus
{
vi
∣∣ i ∈ I(2m,n)}
is a K-basis of V ⊗n. Consider the action of the symmetric group Sn on I(2m,n)
given by iπ = (i(1)π−1 , · · · , i(n)π−1) for i := (i1, · · · , in) ∈ I(2m,n) and π ∈ Sn.
Thus, in particular, by definition, viπ = (−1)ℓ(π)viπ. For i ∈ I(2m,n), an ordered
pair (s, t) (1 ≤ s < t ≤ n) is called a symplectic pair in i if is = i′t. Two ordered pairs
(s, t) and (u, v) are called disjoint if
{
s, t
} ∩ {u, v} = ∅. We define the symplectic
length ℓs(vi) to be the maximal number of disjoint symplectic pairs (s, t) in i. For
σ, π ∈ Sn and 1 ≤ j ≤ n − 1, it is easy to see that viσejπ is zero or a linear
combination of tensors vj with ℓs(vi) = ℓs(vj). Moreover, for f > ℓs(vi) we have
B(f) ⊆ ann(vi). Note that π 7→ (−1)ℓ(π)π for π ∈ Sn defines an automorphism τ of
the group algebra KSn, and that our action of Sn on tensor space is precisely the
standard place-permuatation action (see section 2) twisted by this automorphism.
In particular, this shows that KSn acts faithfully on V
⊗n for m ≥ n. Moreover,
for π ∈ Sn and i ∈ I(2m,n), ann(viπ) = ann(viπ) = π−1 ann(vi).
Now suppose again that m ≥ n. We shall prove by induction on f that B(f) ⊇
annBn(−2m)
(
V ⊗n
)
for all f . Since B(f) = 0 for f > [n/2], this shows the main
result of this section, that is, Bn(−2m) acts faithfully on V ⊗n if m ≥ n. The start
of the induction is the following.
Lemma 3.5. annBn(−2m)
(
V ⊗n
) ⊆ B(1).
Proof. Since m ≥ n, the tensor v := v1 ⊗ v2 ⊗ · · · ⊗ vn is defined. Then vπ =
(−1)ℓ(π)v(1)π−1 ⊗· · ·⊗v(n)π−1 for π ∈ Sn. Now B(1) is contained in the annihilator
of vπ, hence is contained in the intersection of all annihilators of vπ, as π ranges
over Sn. Hence B
(1) annihilates the subspace S spanned by the vπ, where π runs
through Sn. Then the subspace S becomes a Bn(−2m)-submodule of tensor space
(since B(1) acts as zero).
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On the other hand, since S as module for the symmetric group part, which is
isomorphic with Bn(−2m) modulo the ideal B(1), is faithful, it follows that the
annihilator of S must be in B(1). Hence annBn(−2m)
(
V ⊗n
) ⊆ B(1). 
Suppose that we have already shown annBn(−2m)
(
V ⊗n
) ⊆ B(f) for some natural
number f ≥ 1. We want to show annBn(−2m)
(
V ⊗n
) ⊆ B(f+1). If f > [n/2], we are
done already. Thus we may assume f ≤ [n/2].
For i := (i1, · · · , in) ∈ I(2m,n), we define the weight λ(vi) = λ to be the
composition λ = (λ1, · · · , λ2m) of n into 2m parts, where λj is the number of times
vj occurs as tensor factor in vi, j = 1, · · · , 2m. Note that the tensors of weight λ
for a given composition λ of n span a KSn-submodule M
λ of V ⊗n, thus
V ⊗n =
⊕
λ∈Λ(2m,n)
Mλ
asKSn-module, where Λ(2m,n) denotes the set of compositions of n into 2m parts.
It is well-known that Mλ is isomorphic to the sign permutation representation of
Sn on the cosets of the Young subgroup Sλ of Sn.
As a consequence, each element v ∈ V ⊗n can be written as a sum
v =
∑
λ∈Λ(2m,n)
vλ
for uniquely determined vλ ∈Mλ.
Fix an index c ∈ I(2m, 2f) of the form (i1, i′1, i2, i′2, · · · , if , i′f ) with 1 ≤ is ≤ 2m
for 1 ≤ s ≤ f , for example, c = (1, 1′, 2, 2′, · · · , f, f ′). Since e1e3 · · · e2f−1 acts only
on the first 2f parts of any simple tensor vi, i ∈ I(2m,n), we may consider these
operators as acting on V ⊗2f .
Let ν = νf := ((2
f ), (n − 2f)). Consider the subgroup Π of S{1,··· ,2f} ≤ Sn
permuting the rows of tν
(1)
but keeping the entries in the rows fixed. Obviously, Π
normalizes the stabilizer S(2f ) of t
ν(1) in S2f , where S2f := S{1,2,··· ,2f}. In fact,
it is well-known that the semi-direct product Ψ := S(2f ) ⋊ Π is the normalizer of
S(2f ) in S2f .
Let λ(1) ∈ Λ(2m, 2f) be the weight of vĉ with ĉ = (f+1, (f+1)′, · · · , 2f, (2f)′) ∈
I(2m, 2f). Note, if j = (j1, · · · , jn−2f ) ∈ I(2m,n− 2f) satisfies 2f + 1 ≤ js ≤ m
for s = 1, · · · , n − 2f , and if λ(2) ∈ Λ(2m,n − 2f) denotes the weight of vj ∈
V ⊗n−2f , then we obtain the weight λ ∈ Λ(2m,n) of vĉ ⊗ vj by adding λ(1) to λ(2)
componentwise. Note that
{
s
∣∣ λ(1)s 6= 0} ∩ {s ∣∣ λ(2)s 6= 0} = ∅. We write for this
weight λ = λ(1) ⊗ λ(2). We define Ef ∈ Bn(−2m) to be e1e3 · · · e2f−1.
Lemma 3.6. The weight component of vce1e3 · · · e2f−1 to weight λ(1) is(
vcEf
)
λ(1)
= (−1)f
∑
ψ∈Ψ
vĉψ = (−1)f
∑
ψ∈Ψ
(−1)ℓ(ψ)vĉψ.
Proof. By definition,
vcEf =
( m∑
j=1
(
vj′ ⊗ vj − vj ⊗ vj′
))⊗f
= (−1)f
( m∑
j=1
(
vj ⊗ vj′ − vj′ ⊗ vj
))⊗f
.
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To obtain the components in the weight space (V ⊗2f )λ
(1)
, we have to consider
all occurring simple tensors which are obtained from vĉ = w1 ⊗ · · · ⊗ wf with
wi = vf+i⊗v(f+i)′ by first permuting the tensors wi, which is done by a permutation
π ∈ Π, and then replacing (for some i ∈ {1, · · · , f}) wi by wi′ = v(f+i)′ ⊗ vf+i,
which amounts to applying a permutation σ ∈ S(2f ). On the other hand, each such
tensor occurs exactly once, and the sign (−1)ℓ(ψ) is calculated taking in account
that if we factor out (−1)f , the wi carry a positive sign and the wi′ carry a negative
sign, the elements of Π have all even length and the action of Sn on V
⊗n considered
here carries a sign as well. This proves the lemma. 
Recall ν = νf := ((2
f ), (n− 2f)) = (ν(1), ν(2)) and the definition of the set Dνf
in the beginning of this section. We set
Df = Dνf ∩Sµ where µ = ((2f), (n− 2f)) ∈ Λ(2, n).
Since tν
(2)
d is row standard for any d ∈ Dνf . Thus Df consists of all d ∈ Dνf which
fix every element in the set
{
2f + 1, · · · , n}. That is, Df = Dνf ∩S2f .
Lemma 3.7. We have the equality
S2f =
⊔
d∈Df
Ψd,
where “⊔” means a disjoint union.
Proof. Let t = tν
(1)
w, where w ∈ S2f , be a ν(1)-tableau. Then w−1S(2f )w is its row
stabilizer and w−1Πw is the subgroup of S2f permuting the rows of t. We therefore
find a ρ ∈ S(2f ) such that tw−1ρw is row standard, and then a π ∈ Π such that
tw−1ρww−1πw = tν
(1)
ρπw is row standard and has increasing first column. Thus
tν
(1)
ρπw = tν
(1)
d for some d ∈ Dνf ∩S2f = Df . Thus we have shown ψw = d with
ψ := ρπ ∈ Ψ, and hence w ∈ Ψd. To show that the union is disjoint, let d1, d2 ∈ Df
and suppose d1 = ψd2 for some ψ ∈ Ψ. Consider ti = tν(1)di, i = 1, 2. We see
from d1 = ψd2 that t1 and t2 have the same numbers in their rows, in fact up to
a permutation the same rows, since they are row standard. But the first column
has to be increasing, by definition of Dνf , hence the orders of the rows in t1 and t2
have to be the same as well. This proves d1 = d2 and the union is disjoint. 
We now turn to the full set Dνf . Fix d ∈ Dνf and let t = (t(1), t(2)) be the
corresponding νf -bitableau. Since t
(2) consists of a single row with increasing en-
tries, it is completely determined by those entries. On the other hand, taking an
arbitrary set partition {1, · · · , n} = {i1, · · · , i2f} ⊔ {i2f+1, · · · , i2n}, and inserting
the entries of the first set in increasing order along successive rows in tν
(1)
, and the
numbers in the second set in increasing order into tν
(2)
, we obtain a νf -bitableau
t = (t(1), t(2)) such that obviously d(t) ∈ Dνf . Thus we may index those elements
of Dνf by the set Pf of subsets of {1, · · · , n} of size 2f . Writing dJ for J ∈ Pf .
For an arbitrary d ∈ Dνf with tνf d = t = (t(1), t(2)), the subset J of {1, · · · , n} of
entries of t(1) is an element of Pf , and one sees by direct inspection that there is
an element d1 ∈ Df = Dνf ∩ S2f such that t = tνf dJ(d−1J d1dJ ) = d1dJ . That is,
d = d1dJ . Note also that each element dJ is a distinguished right coset representa-
tive of S(2f,n−2f) in Sn. Thus we have shown
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Lemma 3.8.
Dνf =
⊔
J∈Pf
DfdJ .
We define If to be the set of multi-indices (i2f+1, · · · , in) of length n− 2f with
2f + 1 ≤ iρ ≤ m for ρ = 2f + 1, · · · , n, where we choose the position index ρ to
run from 2f +1 to n in order to keep notation straight, when we act by element of
Sn. Note that for 2f +1 ≤ i ≤ m, we have i′ > m, hence ℓs(vk) = 0 for all k ∈ If .
For an arbitrary element v ∈ V ⊗n, we say the simple tensor vi = vi1 ⊗ · · · ⊗ vin
is involved in v, if vi has nonzero coefficient in writing v as linear combination∑
j∈I(2m,n) kjvj of the basis
{
vj
∣∣ j ∈ I(2m,n)} of V ⊗n.
Lemma 3.9. Let k ∈ If , v = vc ⊗ vk ∈ V ⊗n. Let 1 6= d ∈ Sn. If either
d 6∈ S(2f,n−2f) or d ∈ Df = Dνf ∩ S(2f,n−2f), then d−1zEf ∈ ann(v) for any
z ∈ Ψ.
Proof. Write vc = w1⊗ · · ·⊗wf with wj = vj ⊗ vj′ , j = 1, · · · , f . If d 6∈ S(2f,n−2f).
Then d−1 is not contained in S(2f,n−2f) too. In particular, there is some j, 2f+1 ≤
j ≤ n, such that 1 ≤ jd−1 ≤ 2f , and hence the basis vector vkj with 2f+1 ≤ kj ≤ m
appears at position jd−1 in vd−1. However, m < k′j ≤ 2m− 2f , hence vk′j does not
occur as a factor in vd−1 at all and hence for any z ∈ Ψ, 0 = vd−1zejd−1−1 if jd−1
is even, 0 = vd−1zejd−1 if jd
−1 is odd. As the ei’s in Ef = e1e3 · · · e2f−1 commute
we have vd−1zEf = 0 in this case. If d ∈ Df = Dνf ∩ S2f , then d and hence
d−1 as well is not contained in the subgroup Ψ of S2f defined above. Therefore
there exists j ∈ {1, 3, · · · , 2f − 1} such that jd−1, (j + 1)d−1 are not in the same
row of t(2
f )d−1. Now we see similarly as above that zEf annihilates vd
−1 for any
z ∈ Ψ. 
We are now ready to prove the key lemma from which our main result in this
section will follow easily.
Lemma 3.10. Let S be the subset{
d−11 Efσd2
∣∣∣∣ d1, d2 ∈ Dνf , d1 6= 1,σ ∈ S{2f+1,··· ,n}
}
of the basis (3.3) of Bn(−2m), and let U be the subspace spanned by S. Then
B(f) ∩
( ⋂
k∈If
ann(vc ⊗ vk)
)
= B(f+1) ⊕ U.
Proof. Since ℓs(vk) = 0, by definition of If , hence ℓs(vc ⊗ vk) = f , it follows that
B(f+1) ⊆ ann(vc ⊗ vk). This, together with Lemma 3.9, shows that the right-hand
side is contained in the left-hand side.
Now let x ∈ B(f)∩(∩k∈If ann(vc⊗vk)). Using Lemma 3.9 and the basis (3.3) of
Bn(−2m), we may assume that x = Ef
∑
d∈Dν
zdd, where ν = νf = ((2
f ), (n−2f))
and the coefficients zd, d ∈ Dν are taken from KS{2f+1,··· ,n} ⊆ KSn. We then
have to show x = 0.
Fix k ∈ If and write v = vc ⊗ vk. As in Lemma 3.6, choose the weight λ(1) ∈
Λ(2m, 2f) to be the weight of vĉ = w1 ⊗ · · · ⊗ wf , where wi = vf+i ⊗ v(f+i)′ , i =
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1, · · · , f , and let λ(2) be the weight of vk, thus λ = λ(1)⊗λ(2) is the weight of vc⊗vk.
Since V ⊗n is the direct sum of its weight spaces Mλ, we conclude (vx)µ = 0 for all
µ ∈ Λ(2m,n). In particular,
0 = (vx)λ =
(
(vc ⊗ vk)x
)
λ
=
∑
d∈Dν
(
vcEf ⊗ vk
)
λ
zdd
=
∑
d∈Dν
(
(vcEf )λ(1) ⊗ vk
)
zdd.
The latter equality holds, since the action of Sn preserves weight spaces.
By Lemma 3.6 we have
(
vcEf
)
λ(1)
= (−1)f∑ψ∈Ψ vĉψ = v̂, where again Ψ is
the normalizer of the Young subgroup S(2f ) in S2f . Thus we have to investigate∑
d∈Dν
(
v̂ ⊗ vk
)
zdd = 0 for the unknown element zd ∈ KS{2f+1,··· ,n}. Note that
(v̂ ⊗ vk)zd = v̂ ⊗ (vkzd).
We fix d ∈ Dνf . By Lemma 3.8 we find a 2f -elements subset J of {1, · · · , n}
and d1 ∈ Df ⊆ S2f such that d = d1dJ . Thus(
v̂ ⊗ vk
)
zdd =
(
v̂ ⊗ vkzd
)
d =
(
v̂ ⊗ vkzd
)
d1dJ =
(
v̂d1 ⊗ vkzd1dJ
)
dJ ,
since d1 ∈ S2f and zd ∈ KS{2f+1,··· ,n}.
If J, L ∈ Pf , J 6= L, choose 1 ≤ l ≤ n with l ∈ J but l 6∈ L. Thus there exists
an j ∈ {1, 2, · · · , 2f} which is mapped by dJ to l, but (l)d−1L > 2f . Note that
for any d ∈ Df all basis vectors vi occurring in v̂d as factors have index in the
set {f + 1, f + 2, · · · , 2f, (2f)′, · · · , (f + 2)′, (f + 1)′}, and all those vi occurring in
vkzddJ , respectively in vkzddL , have index i between 2f+1 andm. Let vi1⊗· · ·⊗vin
be a simple tensor involved in
(
v̂d1 ⊗ vkzd1dJ
)
dJ and vj1 ⊗ · · · ⊗ vjn be a simple
tensor involved in
(
v̂d2 ⊗ vkzd2dL
)
dL for d1, d2 ∈ Df . Then, by the above, we have
that 2f + 1 ≤ jl ≤ m, and either vil = vk or vil = vk′ for some f + 1 ≤ k ≤ 2f .
Consequently the simple tensors vi, i ∈ I(2m,n) involved in
{
(v̂d1 ⊗ vkzd1dJ )dJ
}
and in
{
(v̂d2 ⊗ vkzd2dL)dL
}
are disjoint, hence both sets are linear independent.
We conclude that
∑
d∈Df
(
v̂d⊗vkzddJ
)
dJ = 0 for each J ∈ Pf , hence
∑
d1∈Df
v̂d1⊗
vkzd1dJ = 0, since dJ is invertible.
Lemma 3.7 says in particular that v̂d1 is a linear combination of basis tensors
vi = vi1 ⊗ · · · ⊗ vi2f , with i ∈ ĉΨd1, and that we obtain by varying d1 through Df
precisely the partition of S2f into Ψ-cosets. These are mutually disjoint. This is
becauseS2f acts faithfully on theK-span of
{
vĉσ
∣∣ σ ∈ S2f} and hence all the basis
vectors vi, 1 ≤ i ≤ n appearing as factors in v̂d1 are pairwise distinct. Consequently
the cosets of Ψd1, d1 ∈ Df , partition the basis vectors in this set into mutually
disjoint subsets and we conclude that the basic tensors involved in v̂d1 are disjoint
for different choices of d1 ∈ Df . Therefore, the equality
∑
d1∈Df
v̂d1 ⊗ vkzd1dJ = 0
implies that v̂d1⊗vkzd1dJ = 0 for each fixed d1 ∈ Df . Now we vary k ∈ If . The K-
span of
{
vk
∣∣ k ∈ If} is isomorphic to the tensor space V ⊗n−2f for the symmetric
group S{2f+1,··· ,n} ∼= Sn−2f . Since m − 2f ≥ n − 2f , hence S{2f+1,··· ,n} acts
faithfully on it. This implies zd1dJ = 0 for all d1 ∈ Df , J ∈ Pf . Thus x = 0 and
the lemma is proved. 
Corollary 3.11. Let d ∈ Dν , ν = νf . Then
B(f) ∩
( ⋂
k∈If
ann
(
(vc ⊗ vk)d
))
= B(f+1) ⊕
( ⊕
d 6=d˜1,d2∈Dν
σ∈S{2f+1,··· ,n}
Kd˜−11 Efσd2
)
.
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Hence B(f) ∩
(⋂
d∈Dν
⋂
k∈If
ann
(
(vc ⊗ vk)d
))
= B(f+1).
Proof. First, we claim that for any d˜, d2 ∈ Dν with d˜ 6= d,(
(vc ⊗ vk)d
)
d˜−1Ef = 0,
and thus the right-hand side of the above equality is contained in the left-hand side.
By Lemma 3.9, it suffices to consider the case where dd˜−1 = w ∈ S(2f,n−2f). By
Lemma 3.8, we can write d = d1dJ , d˜ = d˜1dL, where d1, d˜1 ∈ Df , J, L ∈ Pf . Since
dJ , dL are distinguished right cosets representatives of S(2f,n−2f) in Sn, we deduce
that J = L. Hence d1 = wd˜1 and hence w ∈ S2f . By Lemma 3.7, we can write
w = zd3, where z ∈ Ψ, d3 ∈ Df . Since d 6= d˜, it follows that d1 6= d˜1. Therefore,
by the decomposition given in Lemma 3.7, we know that d1 = wd˜1 = zd3d˜1 implies
that d3 6= 1. Therefore, by Lemma 3.9, vcdd˜−1Ef = vcd−13 z−1Ef = 0. This proves
our first claim.
Second, note that the annihilator of
(
vc ⊗ vk
)
d (k ∈ If , d ∈ Dνf ) in B(f) is
precisely d−1 ann(vc ⊗ vk) ∩ B(f). By Lemma 3.10, to complete the proof of the
corollary, it suffices to show that each d−1d−11 Efσd2, where 1 6= d1, d2 ∈ Dν , σ ∈
S{2f+1,··· ,n}, can be written in the form d˜
−1
1 Ef σ˜d˜2, where d 6= d˜1, d˜2 ∈ Dν , σ˜ ∈
S{2f+1,··· ,n}. In fact, assume that d1d = zd3dJ , where z ∈ Ψ, d3 ∈ Df , J ∈ Pf .
Then by the decomposition given in Lemma 3.7, d1 6= 1 implies that d3dJ 6= d.
Note that Ψ is generated by s1, s2is2i+1s2i−1s2i, i = 1, · · · , f . Using the fact that
s1e1 = e1 and
s2is2i+1s2i−1s2ie2i−1e2i+1 = s2is2i+1e2ie2i−1e2i+1 = e2i+1e2ie2i−1e2i+1
= e2i+1e2ie2i+1e2i−1 = e2i−1e2i+1,
it is easy to see that zEf = Ef for any z ∈ Ψ. It follows that
d−1d−11 Efσd2 = (d3dJ)
−1z−1Efσd2 = (d3dJ)
−1Efσd2,
as required. This completes the proof of the corollary. 
Proof of Theorem 3.4: We have seen in Lemma 3.5 that annBn(−2m)
(
V ⊗n
) ⊆
B(1), and Corollary 3.11 implies that annBn(−2m)
(
V ⊗n
) ⊆ B(f+1) provided that
annBn(−2m)
(
V ⊗n
) ⊆ B(f). Thus by induction on f we have annBn(−2m)(V ⊗n) ⊆
B(f) for all natural numbers f . Since B(f+1) = 0 for f > [n/2] it follows that
annBn(−2m)
(
V ⊗n
)
= 0. In other words, ϕ is injective if m ≥ n.
Suppose furthermore K is an infinite field. By (2.8) the natural homomorphism
from the group algebra KGSp(V ) to the symplectic Schur algebra SsyK (m,n) is
surjective. Note that SsyK (m,n) is a quasi-hereditary algebra and V
∼= L(ε1) ∼=
△(ε1) ∼= ▽(ε1), it follows that V ⊗n is also a tilting module over SsyK (m,n). By
general theory from tilting modules (e.g. [DPS, Lemma 4.4 (c)]),
EndKGSp(V )
(
V ⊗n
)⊗K K = EndSsy
K
(m,n)
(
V ⊗n
)⊗K K
= EndSsy
K
(m,n)
(
V ⊗n
K
)
= EndKGSp(V
K
)
(
V ⊗n
K
)
,
where VK := V ⊗K K, and dimEndSsy
K
(m,n)
(
V ⊗n
K
)
= dimEndSsy
C
(m,n)
(
V ⊗nC
)
.
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Therefore
dimEndKGSp(V )
(
V ⊗n
)
= dimEndCGSp2m(C)
(
(C2m)⊗n
)
=
∑
0≤f≤[n/2]
λ⊢n−2f
(dim S˜λ)2 (by the fact that m ≥ n and [GW, (10.3.3)])
= dimBn(−2m),
where S˜λ is the cell module for Bn(−2m) associated to λ. By comparing dimen-
sions, we see that ϕ is in fact an isomorphism. This completes the proof of Theorem
3.4, and hence the proof of Theorem 1.4 in the case m ≥ n. 
4. The case m < n
We shall now embark on the case where m < n. Our proof will use the result
for m ≥ n, which was done in the previous section.
Recall that for m < n the algebra Bn(−2m) does not in general act faithfully
on V ⊗n. To prove Theorem 1.4, it suffices to show that the dimension of im(ϕ)
is independent of the choice of the infinite field K. From now on unless otherwise
stated, we assume that K is algebraically closed. In particular, by (1.1) we can
work with Sp(V ) instead of GSp(V ).
We fix m0 ∈ N such that m0 ≥ m and m0 − m is even. Let V˜ be a m0-
dimensional symplectic K-vector space with ordered basis v˜1, · · · , v˜m0 , v˜m′0 , · · · , v˜1′
and the symplectic form given by (v˜i, v˜j) = ǫ˜ij , ∀ 1 ≤ i, j ≤ 1′, where
ǫ˜ij :=

1 if j = i′ and i < j,
−1 if j = i′ and i > j,
0 otherwise.
We make the convention that 1 < 2 < · · · < m0 < m′0 < · · · < 2′ < 1′. Identifying
vi with v˜i and vi′ with v˜i′ for each 1 ≤ i ≤ m, we embed V into V˜ as a K-
subspace. In the following we shall construct objects and maps with respect to V˜
and V , which will without further notice carry a symbol “∼” if they are constructed
with respect to V˜ and without this symbol for V . The notion of the signs ǫ˜ij for
i, j ∈ {1, · · · ,m0,m′0, · · · , 1′} extends the ǫij defined in the beginning for V .
We have a natural embedding of Sp(V ) into Sp(V˜ ), that is,
(4.1) Sp(V ) =
{
g ∈ Sp(V˜ )
∣∣∣ gv˜j = v˜j , for each m+ 1 ≤ j ≤ (m+ 1)′}.
Tensor space V ⊗n is a direct summand of V˜ ⊗n; let πK : V˜
⊗n → V ⊗n be the
corresponding projection. That is, πK sends all simple tensors which contain a
tensor factor v˜i or v˜i′ for m+ 1 ≤ i ≤ m0 to zero.
The symplectic form defines a KSp(V )-isomorphism ι from V onto V ∗ :=
HomK(V,K), taking v ∈ V to ι(v) := (v,−) ∈ V ∗, thus V and hence V ⊗n are
self-dual KSp(V )-modules. The analogous statement holds for V˜ and KSp(V˜ ).
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We identify EndK(V ) with V ⊗ V ∗ in the standard way. If we represent a K-
endomorphism of V as a matrix (di,j) (i, j ∈ {1, · · · ,m,m′ · · · , 1′}), relative to a
basis (vi), then the corresponding vector of V ⊗ V ∗ is∑
i,j
dij
(
vi ⊗ ι(vj′ )
)
.
Note that ι(vj′ )(vs) = δs,j for any 1 ≤ s ≤ 1′. This construction extends easily to
tensor product by
EndK
(
V ⊗n
) ∼= V ⊗n ⊗ (V ⊗n)∗ ∼= V ⊗n ⊗ (V ∗)⊗n,
and works similarly for V˜ . If g ∈ Sp(V ), ρ : KSp(V )→ EndK
(
V ⊗n
)
is the repre-
sentation afforded by tensor space, then ρ(g) acts on EndK
(
V ⊗n
)
by conjugation.
Hence EndK
(
V ⊗n
)
is naturally a KSp(V )-module and the isomorphisms above are
KSp(V )-module maps. In particular
EndKSp(V )
(
V ⊗n
) ∼= (V ⊗n ⊗ (V ∗)⊗n)Sp(V ),
where the latter denotes the invariants of V ⊗n ⊗ (V ∗)⊗n under the left diagonal
action of KSp(V ). Using the fact that V ∼= V ∗ as KSp(V )-module, we obtain
EndK
(
V ⊗n
) ∼= V ⊗2n, and hence
EndKSp(V )
(
V ⊗n
) ∼= (V ⊗2n)Sp(V ).
Note that the above isomorphism sends a homomorphism represented by the matrix
(di,j) (i, j ∈ I(2m,n)), relative to a basis (vi), to the vector
(4.2)
∑
i,j∈I(2m,n)
di,j
(
vi ⊗ vj′
)
,
where i = (i1, · · · , in), j = (j1, · · · , jn), j ′ = (j′1, · · · , j′n). Therefore, we can express
our problem in terms of invariants. A similar construction works for V˜ and Sp(V˜ ).
Since Sp(V ) ≤ Sp(V˜ ) we may restrict V˜ ⊗2n to Sp(V ), and it is easy to see that
the projection πK : V˜
⊗2n → V ⊗2n is KSp(V )-linear. In particular, πK
(
V˜ ⊗2n
)Sp(V˜ )
⊆ (V ⊗2n)Sp(V ).
Lemma 4.3. Let θ : Bn(−2m0) → Bn(−2m) be the K-linear isomorphism which
is defined on the common basis of these algebras, consisting of Brauer diagrams, as
identity. Then the following diagram
Bn(−2m0) ϕ˜−−−−→ EndKSp(V˜ )
(
V˜ ⊗n
) ∼−−−−→ (V˜ ⊗2n)Sp(V˜ )
θ
y π′Ky πKy
Bn(−2m) ϕ−−−−→ EndKSp(V )
(
V ⊗n
) ∼−−−−→ (V ⊗2n)Sp(V )
,
is commutative, where π′K maps an endomorphism of V˜
⊗n to its restriction to
V ⊗n ⊆ V˜ ⊗n followed by the projection πK .
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Proof. We use the same symbols to denote the standard generators for the two
Brauer algebras Bn(−2m0), Bn(−2m). By definition,
θ
(
d−11 e1e3 · · · e2f−1σd2
)
= d−11 e1e3 · · · e2f−1σd2,
for any 0 ≤ f ≤ [n/2], σ ∈ S{2f+1,··· ,n}, d1, d2 ∈ Dν , where ν := ((2f ), (n − 2f)).
Note that θ is a K-linear map, but does not respect multiplication, since θ(e1e1) =
−2m0e1 6= −2me1 = θ(e1)θ(e1). The same is true for π′K .
Let Î = {m+1, · · · ,m0,m′0, · · · , (m+1)′}. We identify endomorphisms of V˜ ⊗n
(resp., of V ⊗n) with their matrices relative to the basis (v˜i) (resp., the basis (vi)).
The map π′K just sends a matrix (di,j) to its submatrix obtained by deleting those
rows and columns indexed by elements in Î, while πK sends all simple tensors which
contain a tensor factor v˜i for i ∈ Î to zero. Using (4.2), one sees easily that the
right square diagram is commutative. It remains to show that π′K ϕ˜ = ϕθ.
We identify π′K with πK . We have to show that for any 0 ≤ f ≤ [n/2], σ ∈
S{2f+1,··· ,n}, d1, d2 ∈ Dν , where ν := ((2f ), (n− 2f)),
π′K ϕ˜
(
d−11 e1e3 · · · e2f−1σd2
)
= ϕθ
(
d−11 e1e3 · · · e2f−1σd2
)
= ϕ
(
d−11 e1e3 · · · e2f−1σd2
)
,
or equivalently,
(4.4) π′K
(
ϕ˜
(
d−11
)
ϕ˜
(
e1e3 · · · e2f−1
)
ϕ˜
(
σd2
))
= ϕ
(
d−11
)
ϕ
(
e1e3 · · · e2f−1
)
ϕ
(
σd2
)
.
Note that for any w ∈ Sn both ϕ˜(w) and ϕ(w) are given by right place permu-
tation, it is trivial that π′K ϕ˜(w) = ϕ(w). Now
ϕ˜(ei) =
∑
j∈I(2m,n)
ǫ˜jiji+1 v˜j1 ⊗ · · · ⊗ v˜ji−1 ⊗
(m0∑
k=1
(v˜k′ ⊗ v˜k − v˜k ⊗ v˜k′)
)
⊗ v˜ji+2⊗
· · · ⊗ v˜jn ⊗ v˜j′1 ⊗ · · · ⊗ v˜j′i ⊗ v˜j′i+1 ⊗ · · · ⊗ v˜j′n
ϕ(ei) =
∑
j∈I(2m,n)
ǫjiji+1vj1 ⊗ · · · ⊗ vji−1 ⊗
( m∑
k=1
(vk′ ⊗ vk − vk ⊗ vk′)
)
⊗ vji+2⊗
· · · ⊗ vjn ⊗ vj′1 ⊗ · · · ⊗ vj′i ⊗ vj′i+1 ⊗ · · · ⊗ vj′n .
It is also easy to see that π′K ϕ˜(e1e3 · · · e2f−1) = ϕ(e1e3 · · · e2f−1).
Therefore, to prove (4.4), it suffices to show that for any x, y ∈ Sn,
π′K
(
ϕ˜
(
x
)
ϕ˜
(
e1e3 · · · e2f−1
)
ϕ˜
(
y
))
= π′K ϕ˜
(
x
)
π′K ϕ˜
(
e1e3 · · · e2f−1
)
π′K ϕ˜
(
y
)
.
But this follows from direct verification (although π′K is in general not an algebra
homomorphism). This completes the proof of the lemma. 
Henceforth we assume that m0 ≥ n. By Theorem 3.4, ϕ˜ is an isomorphism,
hence ϕ is surjective if and only if π′K
(
EndKSp(V˜ )
(
V˜ ⊗n
))
= EndKSp(V )
(
V ⊗n
)
, or
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equivalently, πK
((
V˜ ⊗2n
)Sp(V˜ ))
=
(
V ⊗2n
)Sp(V )
. This means that every KSp(V )-
endomorphism f of V ⊗n can be extended to an KSp(V˜ )-endomorphism f˜ of V˜ ⊗n
such that π′K
(
f˜
)
= f . It also means that every Sp(V )-invariant v of V ⊗2n can be
extended to a Sp(V˜ )-invariant v˜ of V˜ ⊗2n such that πK(v˜) = v.
To accomplish this we replace the groups Sp(V ) and Sp(V˜ ) by their Lie algebras
g = sp2m and g˜ = sp2m0 . Let A := Z[v, v−1], where v is an indeterminate over
Z, and let Q(v) be its quotient field. Let UA respectively U˜A be Lusztig’s A-
form (see [Lu3]) in the quantized enveloping algebra of g respectively g˜. For any
commutative integral domain R and any invertible q ∈ R we write UR := UA⊗AR,
where we consider R as an A-module by the specialization v 7→ q. Furthermore,
taking q = 1 ∈ Z and taking quotient by the ideal generated by the Ki − 1 for
i = 1, · · · ,m, one gets the Kostant’s Z-form (see [Ko], [Lu2, (8.15)] and the proof
of [Lu1, (6.7)(c), (6.7)(d)])
UZ ∼=
(
UA ⊗A Z
)
/〈K1 − 1, · · · ,Km − 1〉 ∼= UZ/〈K1 − 1, · · · ,Km − 1〉
∼=
(
UA/〈K1 − 1, · · · ,Km − 1〉
)
⊗A Z
in the ordinary enveloping algebra of the complex Lie algebra sp2m(C), and the
hyperalgebra
UK ∼= UZ ⊗Z K ∼=
(
UA ⊗A Z
)
/〈K1 − 1, · · · ,Km − 1〉 ⊗Z K
∼= UK/〈K1 − 1, · · · ,Km − 1〉
of the simply connected simple algebraic group Sp2m(K). Similarly we define U˜R,
U˜Z and U˜K .
It is well known that (see [Ja]) there is an equivalence of categories between
{rational Sp2m(K)-modules} and {locally finite UK-modules} such that the trivial
Sp2m(K)-module corresponds to the trivial UK-module, where the trivial UK-
module is the one dimensional module which affords the counit map of the Hopf
algebra UK . The Sp2m(K)-action on tensor space gives rise to a locally finite
UK-action on tensor space. Therefore
EndKSp(V )
(
V ⊗n
)
= EndUK
(
V ⊗n
) ∼= (V ⊗2n)UK = (V ⊗2n)Sp(V ).
This works in the same way for V˜ . Hence πK is a UK-linear map which maps the
invariants
(
V˜ ⊗2n
)U˜K
into
(
V ⊗2n
)UK
.
Our goal is to show that πK
((
V˜ ⊗2n
)U˜K)
=
(
V ⊗2n
)UK
. For this purpose, we
have to investigate certain nice bases of
(
V ⊗2n
)UK
respectively
(
V˜ ⊗2n
)U˜K
. Let
V˜A (resp., VA) be the free A-module generated by v1, · · · , vm0 , vm′0 , · · · , v1′ (resp.,
by v1, · · · , vm, vm′ , · · · , v1′). Recall that there is an action of U˜Q(v) on V˜Q(v) :=
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V˜A ⊗A Q(v) which is defined on generators as follows.
Eiv˜j :=

v˜i, if j = i+ 1,
v˜(i+1)′ , if j = i
′,
0, otherwise;
Em0 v˜j :=
{
v˜m0 , if j = m
′
0,
0, otherwise,
Fiv˜j :=

v˜i+1, if j = i,
v˜i′ , if j = (i+ 1)
′,
0, otherwise;
Fm0 v˜j :=
{
v˜m′0 , if j = m0,
0, otherwise,
Kiv˜j :=

vv˜j , if j = i or j = (i + 1)
′,
v−1v˜j , if j = i+ 1 or j = i
′,
v˜j , otherwise,
Km0 v˜j :=

v2v˜j , if j = m0,
v−2v˜j , if j = m
′
0,
v˜j , otherwise,
where 1 ≤ i < m0, 1 ≤ j ≤ 1′, and we replace v˜i′ in the usual natural representation
of U˜Q(v) with (−1)m0−iv˜i′ for each 1 ≤ i ≤ m0. This works in the same way for
UQ(v) and VA. That is, we replace vi′ in the usual natural representation of UQ(v)
with (−1)m−ivi′ for each 1 ≤ i ≤ m. The action of the generators of UQ(v) on
VQ(v) := VA ⊗A Q(v) is as follows.
Eivj :=

vi, if j = i+ 1,
v(i+1)′ , if j = i
′,
0, otherwise;
Emvj :=
{
vm, if j = m
′,
0, otherwise,
Fivj :=

vi+1, if j = i,
vi′ , if j = (i+ 1)
′,
0, otherwise;
Fmvj :=
{
vm′ , if j = m,
0, otherwise,
Kivj :=

vvj , if j = i or j = (i + 1)
′,
v−1vj , if j = i+ 1 or j = i
′,
vj , otherwise,
Kmvj :=

v2vj , if j = m,
v−2vj , if j = m
′,
vj , otherwise,
where 1 ≤ i < m, j ∈ {1, · · · ,m} ∪ {m′, · · · , 1′}. Our hypothesis that m0 −m is
even ensures that the new basis of VA is still a part of the new basis of V˜A. By
[Lu3, (19.3.5)], our new basis
{
v˜i, v˜i′
}
1≤i≤m0
(resp.,
{
vi, vi′
}
1≤i≤m
) is a canonical
basis of V˜Q(v) (resp., of VQ(v)) in the sense of [Lu3].
For any field k and any specialization v 7→ q ∈ k×, Vk ∼= Lk(ε1) ∼= △k(ε1) ∼=
▽k(ε1); it follows that Vk, hence V ⊗nk , is a tilting module over Uk. By [DPS, (4.4)],
we have that EndUk
(
V ⊗nk
) ∼= EndUA(V ⊗nA )⊗Ak, and the dimension of EndUk(V ⊗nk )
is independent of k. The same is true for V˜k and U˜k.
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For each 1 ≤ i ≤ 1′, ι(v˜i) = (v˜i,−) ∈ V˜ ∗A := HomA
(
V˜A,A
)
. Then ι(v˜1) is a
highest weight vector of weight ε1. The map v˜1 7→ ι(v˜1) extends naturally to a
U˜A-module isomorphism ι
′ : V˜A ∼= V˜ ∗A = U˜Aι(v˜1). One checks easily that
ι′(v˜i) = v
i−1ι(v˜i), ι
′(v˜i′ ) = v
2m0+1−iι(v˜i′ ), ∀ 1 ≤ i ≤ m0.
Using the isomorphism ι′, we get that
End
U˜A
(
V˜ ⊗nA
) ∼= (End(V˜ ⊗nA ))U˜A ∼= (V˜ ⊗nA ⊗ (V˜ ⊗nA )∗)U˜A
∼=
(
V˜ ⊗nA ⊗ (V˜ ∗A)⊗n
)U˜A ∼= (V˜ ⊗2nA )U˜A .
Similarly, EndUA
(
V ⊗nA
) ∼= (V ⊗2nA )UA . Consequently, for any field k and any spe-
cialization v 7→ q ∈ k×,
(
V˜ ⊗2nk
)U˜k ∼= EndU˜k(V˜ ⊗nk ) ∼= EndU˜A(V˜ ⊗nA )⊗A k ∼= (V˜ ⊗2nA )U˜A ⊗A k.
Similarly,
(
V ⊗2nk
)Uk ∼= EndUk(V ⊗nk ) ∼= EndUA(V ⊗nA )⊗A k ∼= (V ⊗2nA )UA⊗A k. Note
that when specializing q to 1, each Ki acts as identity on tensor space V
⊗2n. It
follows that (
V ⊗2nZ
)UZ ∼= EndUZ(V ⊗nZ ) ∼= EndUZ(V ⊗nZ )
∼= EndUA
(
V ⊗nA
)⊗A Z ∼= (V ⊗2nA )UA ⊗A Z,
and(
V ⊗2nK
)UK ∼= EndUK (V ⊗nK ) ∼= EndUK (V ⊗nK ) ∼= EndUA(V ⊗nA )⊗A K
∼= (V ⊗2nA )UA ⊗A K ∼= (V ⊗2nA )UA ⊗A Z⊗Z K ∼= (V ⊗2nZ )UZ ⊗Z K,
Similar results hold for V˜ , U˜ and U˜.
In [Lu3, (27.1.2)], Lusztig introduced the notion of a based module and by [Lu3,
(27.3)], and the U˜Q(v)-module M˜ := (V˜Q(v))
⊗2n is a based module. That is, there
is a canonical basis B˜ of M˜ , in Lusztig’s notation ([Lu3, (27.3.2)]), each element in
B˜ is of the form v˜i1 ⋄˜v˜i2 ⋄˜ · · · ⋄˜v˜i2n , and v˜i1 ⋄˜ · · · ⋄˜v˜i2n is equal to v˜i1 ⊗· · ·⊗ v˜i2n plus a
linear combination of elements v˜j1 ⊗ · · · ⊗ v˜j2n with (v˜j1 , · · · , v˜j2n) < (v˜i1 , · · · , v˜i2n)
and with coefficients in v−1Z[v−1], where ” < ” is a partial order defined in [Lu3,
(27.3.1)]. In particular, B˜ is an A-basis of V˜ ⊗2nA . Similarly, we define M :=
(VQ(v))
⊗2n as a module over UQ(v), and we have a canonical basis B of M . Each
element of B is of the form vi1 ⋄ vi2 ⋄ · · · ⋄ vi2n .
Let X˜+ be the set of all the dominant weights of g˜. For λ ∈ X˜+, we denote by
∆Q(v)(λ) the irreducible U˜Q(v)-module of highest weight λ. We define
M˜ [λ] :=
∑
N˜⊆M˜
N˜∼=∆Q(v)(λ)
N˜ .
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Then
M˜ =
⊕
λ∈X˜+
M˜ [λ].
For each λ ∈ X˜+, let M˜ [> λ] := ⊕λ<µ∈X˜+M˜ [µ] and define B˜[> λ] := B˜ ∩ M˜ [> λ].
By [Lu3, (27.1.8)(b)], B˜[> λ] is a Q(v)-basis of M˜ [> λ]. We define M˜ [> λ]A :=∑
b∈B˜[>λ]Ab. By [Lu3, (27.1.2)(b), (27.1.8)], it is easy to see that M˜ [> λ]A is
stable under U˜A. Hence for any specialization v 7→ q 6= 0 in some field K,
M˜ [> λ]K :=
∑
b∈B˜[>λ]Kb is U˜K-stable and the set
{
b
∣∣ b ∈ B˜[> λ]} forms a
K-basis of M˜ [> λ]K . Let M˜ [ 6= 0] := ⊕λ6=0M˜ [λ]. By [Lu3, (27.2.5)],
M˜ [ 6= 0] =
∑
µ∈X˜+−{0}
M˜ [≥ µ].
In particular, B˜[ 6= 0] := ⊔λ6=0 B˜[λ] forms an Q(v)-basis of M˜ [ 6= 0]. We define
M˜ [ 6= 0]A :=
∑
b∈B˜[ 6=0]Ab. Then M˜ [ 6= 0]A is stable under U˜A. Hence for any
specialization v 7→ q 6= 0 in some field K, M˜ [ 6= 0]K :=
∑
b∈B˜[ 6=0]Kb is U˜K-stable
and the set
{
b
∣∣ b ∈ B˜[ 6= 0]} forms a K-basis of M˜ [ 6= 0]K . The isomorphism ι′
induces a natural isomorphism V˜ ⊗2nA
∼= (V˜ ⊗2nA )∗, which we still denote by ι′. It is
clear that ι′ maps
(
V˜ ⊗2n
Q(v)
)U˜Q(v) isomorphically onto (V˜ ⊗2n
Q(v) /M˜ [ 6= 0]
)∗
. In particular,
ι′(a) vanishes on B˜[ 6= 0] for every a ∈ (V˜ ⊗2nA )U˜A . Therefore, ι′ maps (V˜ ⊗2nA )U˜A into(
V˜ ⊗2nA /M˜ [ 6= 0]A
)∗
. By comparing dimensions, we conclude that for each field K
which is an A-algebra, ι′ maps (V˜ ⊗2nK )U˜K isomorphically onto (V˜ ⊗2nK /M˜ [ 6= 0]K)∗.
As a consequence, ι′ also maps
(
V˜ ⊗2nA
)U˜A
isomorphically onto
(
V˜ ⊗2nA /M˜ [ 6= 0]A
)∗
.
Similarly, one can define X+ (the set of all the dominant weights of g), and for each
λ ∈ X+, one can define M [λ], M [> λ], B[> λ],M [ 6= 0] and B[ 6= 0]. One has that
M =
⊕
λ∈X+
M [λ], and
(
V ⊗2nA
)UA
is canonically isomorphic to
(
V ⊗2nA /M [ 6= 0]A
)∗
.
Recall that (see [Lu3, (27.2.1]),
B =
⊔
λ∈X+
B[λ], B˜ =
⊔
λ∈X˜+
B˜[λ].
By [Lu3, (27.2.5)], the image of B˜[0] (resp., B[0]) in V˜ ⊗2nA /M˜ [ 6= 0]A (resp., in
V ⊗2nA /M [ 6= 0]A) forms an A-basis of V˜ ⊗2nA /M˜ [ 6= 0]A (resp., of V ⊗2nA /M [ 6= 0]A).
Let
J0 :=
{
(i1, · · · , i2n) ∈ I(2m, 2n)
∣∣ vi1 ⋄ · · · ⋄ vi2n ∈ B[0]},
J˜0 :=
{
(i1, · · · , i2n) ∈ I(2m0, 2n)
∣∣ v˜i1 ⋄˜ · · · ⋄˜v˜i2n ∈ B˜[0]}.
Corollary 4.5. With the above notations, the set{
vi1 ⊗ · · · ⊗ vi2n +M [> 0]A
∣∣ (i1, · · · , i2n) ∈ J0}
forms an A-basis of V ⊗2nA /M [> 0]A.
23
Proof. This is clear, by the fact that the image of B[0] in V ⊗2nA /M [> 0]A is an A-
basis and each vi1 ⋄ · · · ⋄ vi2n is equal to vi1 ⊗ · · ·⊗ vi2n plus a linear combination of
elements vj1 ⊗ · · · ⊗ vj2n with (vj1 , · · · , vj2n) < (vi1 , · · · , vi2n) and with coefficients
in v−1Z[v−1]. 
Similarly, the set
(4.6)
{
v˜i1 ⊗ · · · ⊗ v˜i2n + M˜ [> 0]A
∣∣ (i1, · · · , i2n) ∈ J˜0}
forms an A-basis of V˜ ⊗2nA /M˜ [> 0]A.
Theorem 4.7. With the above notations, J0 ⊆ J˜0.
Proof. For each 1 ≤ i ≤ m0, let e˜i, f˜i (resp., ei, fi) be the Kashiwara operators of
U˜Q(v) (resp., of UQ(v)). The U˜Q(v)(sp2m0)-crystal structure on V˜Q(v) is given below:
1
1−→ 2 2−→ · · · m0−1−→ m0
m0−→m′0
m0−1−→ · · · 2−→ 2′ 1−→ 1′ ,
where
j
i−→ k ⇐⇒ f˜iv˜j ≡ v˜k (mod v−1M˜) ⇐⇒ v˜j ≡ e˜iv˜k (mod v−1M˜)
Similarly, the UQ(v)-crystal structure on VQ(v) is as below:
1
1−→ 2 2−→ · · · m−1−→ m m−→m′ m−1−→ · · · 2−→ 2′ 1−→ 1′ .
Comparing with the two crystal graphs, it is easy to see that for each 1 ≤ i ≤ m
and each j ∈ {1, · · · ,m} ∪ {m′, · · · , 1′},
max
{
k ≥ 0
∣∣∣ e˜ki v˜j 6∈ v−1M˜} = max{k ≥ 0 ∣∣∣ eki vj 6∈ v−1M},
max
{
k ≥ 0
∣∣∣ f˜ki v˜j 6∈ v−1M˜} = max{k ≥ 0 ∣∣∣ fki vj 6∈ v−1M}.
Moreover, for each m+ 1 ≤ i ≤ m0 and each j ∈ {1, · · · ,m} ∪ {m′, · · · , 1′},
e˜iv˜j ∈ v−1M˜, f˜iv˜j ∈ v−1M˜.
Let B′ (resp., B˜′) be the canonical basis of V ⊗n (resp., of V˜ ⊗n) constructed
from the canonical basis of V (resp., of V˜ ), see [Lu3, (27.3.1)]. For each λ ∈ X+
(resp., λ ∈ X˜+), let B′[λ]lo, B′[λ]hi (resp., B˜′[λ]lo, B˜′[λ]hi) be as defined in [Lu3,
(27.2.3)].
Now [Lu3, (17.2.4)] gave the rules for the action of the Kashiwara operators
e˜i, f˜i, ej , fj on tensor products. As a consequence, our previous discussion shows
that for any 1 ≤ i1, · · · , in ≤ 2m,
vi1 ⋄ · · · ⋄ vin ∈ B′[λ]hi ⇐⇒ v˜i1 ⋄˜ · · · ⋄˜v˜in ∈ B˜′[λ]hi,
vi1 ⋄ · · · ⋄ vin ∈ B′[λ]lo ⇐⇒ v˜i1 ⋄˜ · · · ⋄˜v˜in ∈ B˜′[λ]lo.
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Now applying [Lu3, (27.3.8)], which said that
B˜[0] = ∪λ∈X˜+
{
b ⋄˜ b′
∣∣∣ b ∈ B˜′[−w0(λ′)]lo, b′ ∈ B˜′[λ′]hi},
B[0] = ∪λ∈X+
{
b ⋄ b′
∣∣∣ b ∈ B′[−w0(λ′)]lo, b′ ∈ B′[λ′]hi},
our theorem follows immediately. 
Proof of Theorem 1.4: We regard Z as an A-algebra by specializing v to 1 ∈ Z,
and regardK as a Z-algebra as usual. Then it is easy to see that ι′⊗A 1K coincides
with the canonical Sp2m-module isomorphism V → V ∗, v 7→ ι(v) := (v,−) for any
v ∈ V . Let V˜Z := V˜A ⊗A Z, M˜ [ 6= 0]Z := M˜ [ 6= 0]A ⊗A Z. We have similar notations
VZ, M [ 6= 0]Z. We claim that the natural projection map
(
V˜ ⊗2n
)U˜K → (V ⊗2n)UK
is surjective.
In fact, we have the following commutative diagram
(
V˜ ⊗2n
)U˜K ∼−−−−→ ( V˜ ⊗2n
M˜ [ 6=0]K
)∗ ∼−−−−→ ( V˜ ⊗2nZ
M˜ [ 6=0]Z
)∗
⊗Z K
πK
y j∗Ky j∗Z⊗Z1y(
V ⊗2n
)UK ∼−−−−→ ( V ⊗2nM [ 6=0]K )∗ ∼−−−−→ ( V ⊗2nZM [ 6=0]Z)∗ ⊗Z K
,
where the rightmost vertical homomorphism is induced from the canonical homo-
morphism jZ : V
⊗2n
Z /M [ 6= 0]Z → V˜ ⊗2nZ /M˜ [ 6= 0]Z. Note that jZ is well-defined as
M [ 6= 0]Z ⊆ M˜ [ 6= 0]Z (which follows from the fact that for each λ ∈ X+ with λ 6= 0,
MC[λ] should be contained in M˜C[ 6= 0]).
By (4.6) and Theorem 4.7, the image of{
vi1 ⊗ · · · ⊗ vi2n +M [> 0]K
∣∣∣ (i1, · · · , i2n) ∈ J0}
under jK := jZ⊗Z1K is always linear independent, which shows that jK is injective.
Hence j∗K := j
∗
Z ⊗Z 1K is surjective. It follows that
πK
((
V˜ ⊗2n
)U˜K)
=
(
V ⊗2n
)UK
,
as required. Now using Lemma 4.3 and Theorem 3.4, we complete the proof of
Theorem 1.4 when K is algebraically closed.
Now suppose that K is an arbitrary infinite field. Let K denote the algebraic
closure of K. Note that the image of ϕ is generated (as an algebra) by{
ϕ(e1), · · · , ϕ(en−1), ϕ(s1), · · · , ϕ(sn−1)
}
,
and the canonical homomorphism
EndKSp(VK)
(
V ⊗nK
)⊗K K = EndUK (V ⊗nK )⊗K K
→ EndU
K
(
V ⊗n
K
)
= EndKSp(V
K
)
(
V ⊗n
K
)
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is an isomorphism, where UK = UZ⊗ZK, UK = UZ⊗ZK ∼= UK⊗KK. It follows
that the dimension of im(ϕ) is constant under field extensions K ⊆ K. The proof
is completed. 
Remark 4.8. The argument above in the proof of Theorem 1.4 actually shows that
πZ
((
V˜ ⊗2nZ
)U˜Z)
=
(
V ⊗2nZ
)UZ
,
or equivalently, πZ
(
End
U˜Z
(
V˜ ⊗nZ
))
= EndUZ
(
V ⊗nZ
)
.
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