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1 Introduction
According to the reference book [32] on differential algebra by Ritt, a solution (or
a zero) of a polynomial differential system Σ in n differential indeterminates, m
derivations, with coefficients in some differential field of characteristic zero (say,
the field Q of the rational numbers for simplicity), is not a n-tuple of functions
depending on m variables but a n-tuple of quantities living in some differential
field extension of the base field of Σ which annihilates the system. One refers to
such a solution as an abstract solution in this paper. This viewpoint is actually
the analogue of the classical viewpoint for usual (non differential) polynomial
systems: a solution of a polynomial system in n indeterminates and coefficients
in Q is a n-tuple of values taken in some finite field extension of Q or, more
simply, in the field C of the complex numbers since every finite field extension
of Q can be embedded in C. Indeed, Ritt wrote in his preface that his presenta-
tion of differential algebra was deeply influenced by the works of Emmy Nœther
in the 1920’s. However, the theory is much less intuitive in differential than in
non differential algebra. In particular, the universal differential field extensions
which would play, in the differential setting, the role of the field C, are much
less familiar than C for the majority of scientists. See [18, chap. III] or [11, sect.
1.5]. In his founding book, Ritt does not neglect the point of view of Analysis
∗Submitted to Foundations of Computational Mathematics.
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(this is a difference with the reference book [18] of Kolchin) but he presents it
rather quickly: he presents in sequence, the systems of differential polynomials,
a theory for differential polynomial ideals, abstract solutions and writes, page 23
of his book, that all the given definitions and arguments retain their validity, in
the analytic case i.e. with solutions of differential polynomial systems sought as
n-tuples of meromorphic functions.
Differential algebra, which was thought by Ritt and Kolchin, as a pretty ab-
stract theory, does have applications: there exists algorithms dedicated to the
elimination theory in differential polynomial ideals which are nowadays imple-
mented in computer algebra software. In particular, the Rosenfeld-Gro¨bner al-
gorithm [5, 6, 7] is implemented in the MAPLE diffalg package and in the BLAD
libraries [2]; related methods can also be found in [35, 40, 23, 30, 22, 13, 10].
These methods apply in various areas: eliminating the variables for which
no measures are available simplifies the parameters estimation problem [27];
computing the underlying explicit differential system and the hidden algebraic
constraints permits to reduce the differentiation index of differential-algebraic
equations [29] while performing the simplifications which follow the quasi-steady
state approximations simplifies model reductions [4].
This paper actually aims at widening the audience of these new methods.
To reach this goal, it presents what a solution of a differential polynomial sys-
tem is, in a more computational hence, perhaps, in a less abstract way: instead
of defining a priori what a solution is and deducing afterwards the authorized
algorithmic manipulations, one first states the very simple algorithmic manip-
ulations carried out by the above methods and one deduces afterwards the
necessary conditions that any definition of solution must satisfy in order to be
compatible with these methods. As we shall see, at least three definitions fit:
the abstract solutions, the formal power series solutions and the analytic solu-
tions. For analytic solutions, one relies on a result [19] of Lemaire, though the
material is known since the works [31, 36] of Riquier and Seidenberg. Lemaire’s
formulation, which is more modern, provides a better separation between the
construction of formal power series and the convergence theorem. The presenta-
tion of formal power series solutions gives us the opportunity to recall a normal
form algorithm which permits us to compute in algebraic structures defined by
differential generators and relations. This paper provides a better exposition
for this important algorithm, which was formerly presented too briefly in [8,
sect. 8]. The second item of our Proposition 2 is new while our Lemma 3 clar-
ifies the existing relationship between the zeros of the denominators of normal
forms and those of initials and separants of characteristic sets.
2 Basics of differential algebra
The reference books are that of Ritt and Kolchin [18, 32]. More recent texts
are [11, 38, 39, 14]. A differential ring R is a ring endowed with finitely many,
say m, abstract derivations δ1, . . . , δm i.e. unary operations which satisfy the
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following axioms:
δ(a+ b) = δ(a) + δ(b), δ(a b) = δ(a) b+ aδ(b), (∀ a, b ∈ R)
and which are assumed to commute pairwise. This paper is mostly concerned
by a differential polynomial ring R in n differential indeterminates u1, . . . , un
with coefficients in a commutative differential field K of characteristic zero,
say K = Q. Letting U = {u1, . . . , un}, one denotes R = K{U}, following
Ritt and Kolchin. The ui can be thought of as the unknown functions of the
differential equations but, at this stage, they are plain symbols. The set of
derivations generates a commutative monoid w.r.t. the composition operation.
It is denoted:
Θ = {δa11 · · · δamm | a1, . . . , am ∈ N}
where N stands for the set of the nonnegative integers. The elements of Θ
are the derivation operators. If θ = δa11 · · · δamm is a derivation operator then
ord θ = a1 + · · · + am denotes its order. The monoid Θ acts on U , giving the
infinite set ΘU of the derivatives. One indices derivations with letters e.g. δx, δy
and one denotes derivatives using subscripts e.g. uxy denotes δx δy u.
An important construction in the rings theory is that of ideals for it permits
to build factor rings of a ring R and, when R = K[X] is a polynomial ring
over a field K, to build field extensions of K. One defines differential ideals in
the differential rings theory for a similar purpose. By definition, a differential
ideal A of a differential ring R is an ideal of R which is stable under the action of
derivations: a ∈ A ⇒ δa ∈ A for all a ∈ R and derivation δ. Since the concept of
factor ring is central in this paper, let us briefly introduce it, for casual readers,
starting by analogy with the ring Z of the integer numbers. If n is a nonzero
integer, Z/nZ denotes the set of the n residue classes of the equivalence relation
modulo the ideal nZ of Z. The set Z/nZ is endowed with a ring structure by
letting (the “bar” stands for “residue class”)
a+ b = a+ b, a× b = a× b.
This definition makes sense for the class of a+b (resp. a×b) only depends on the
classes, not on the chosen representatives. If A is an ideal of a ring R, one defines
the factor ring R/A exactly the same way. Now, if A is a differential ideal of a
differential ring R, the factor ring R/A can be endowed with derivations (indeed,
as many derivations as R has), thereby becoming a differential ring, by letting
δa = δa. Again, the definition makes sense because the ideal is differential: the
class of δa only depends on the class of a, not on a [18, chap. I, §2].
If A is a finite subset of R, one denotes (A) the smallest ideal containing A
w.r.t. the inclusion relation and [A] the smallest differential ideal containing A.
If A is an ideal, then
√
A, which is called the radical of A, is the set of all the
ring elements a power of which lies in A [41, chap. III, §7]. The radical of a
(differential) ideal is a (differential) ideal [32, chap. I, §9]. A radical (perfect
in the Ritt-Kolchin terminology) ideal is an ideal equal to its radical. If S =
{s1, . . . , st} is a finite subset of R \K then
A : S∞ = {p ∈ R | ∃ a1, . . . , at ∈ N, sa11 · · · satt p ∈ A}
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is called the saturation of A by the multiplicative family generated by S. The
saturation of a (differential) ideal is a (differential) ideal [18, chap. I, Corollary
to Lemma 1].
3 Two inference rules and a theorem
Throughout this paper, Σ denotes a finite subset of the polynomial differential
ring R = K{U} endowed with m abstract derivations δ1, . . . , δm. Naively, a
solution of Σ is a n-tuple of “values” which, when substituted in the equations
of Σ, annihilate them. We are concerned by the type of algebraic structure G
in which these values can lie. The differential elimination methods cited in the
introduction rely on two inference rules and one theorem. The inference rules
are, for all differential polynomials p, q ∈ R:
1. p = 0⇒ θp = 0 where θp denotes a derivative of p of any order,
2. p q = 0⇒ [p = 0 or q = 0].
The key theorem is a Nullstellensatz. See [32, chap. I, §16] or [34, sect. 4]. See
[41, chap. VII, §3, Theorem 14] for the classical non differential version.
Theorem 1 (Nullstellensatz) Every radical differential ideal of R is an inter-
section of prime differential ideals.
To enlighten the consequences of the inference rules, let us take for first
example an ordinary polynomial differential system made of a unique equation,
a famous example [32, chap. II, example 1] of Ritt:
u2x − 4u = 0.
The first inference rule implies that one does not change the solutions of this
system by augmenting it with the infinite set of the derivatives of the equation:
u
2
x
− 4u = 0, 2ux uxx − 4ux = 0, 2ux uxxx − 2u
2
xx
− 4uxx = 0, . . . (1)
Observe that the second equation factors: 2ux uxx− 4ux = 2ux (uxx− 2). The
second rule implies that any solution of the system annihilates either the first
or the second factor. Thus the system is equivalent to the disjunction:
{
u2x − 4u = 0,
ux = 0
or
{
u2x − 4u = 0,
uxx − 2 = 0
If one solves these systems by means of Analysis, one actually gets two solutions
of the initial equation: the zero function u(x) = 0 and the family of parabolas
u(x) = (x+c)2 where c is some constant. With the wording of Analysis, the first
rule implies that one needs to look for solutions in terms of smooth functions
(over some open set which would need to be precised). This is a restriction:
consider the function f(x) of one real variable, which is zero over R− and equal
to x2 over R+. It is only differentiable once at x = 0. If one looks for solutions
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over some open set containing zero, this solution is lost. Our second example is
given by the “differential” equation
u v = 0
of the differential polynomial ring Q{u, v} endowed with the derivation δx =
∂/∂x. Applying the second inference rule, one sees that it is equivalent to:
u = 0 or v = 0.
Now, consider the function f(x) of one real variable, which is zero over R− and
equal to e−
1
x2 over R+ and the function g(x) the graph of which is symmetrical
to that of f(x) w.r.t. the ordinates axis. These two functions are smooth but
non analytic over any open set containing zero. Over any such open set, the
pair (f(x), g(x)), which is a solution of the initial equation, does not annihilate
any of the two systems produced after the splitting cases process: it is lost.
Summary 1
• The algebraic structures G in which one seeks solutions for Σ must be K-
algebras, differential (one needs to be able to differentiate their elements
infinitely many times) and integral domains.
• Whatever the differential polynomial p ∈
√
[Σ] the systems Σ and Σ∪{p}
have the same set of solutions.
4 Abstract solutions
Theorem and definition 1 Define an abstract solution of Σ as a pair:
1. a differential field extension G of K,
2. a n-tuple (u1, . . . , un) ∈ Gn which annihilates the elements of Σ.
Then a differential polynomial p ∈ R vanishes over all the abstract solutions
of Σ if and only if p ∈
√
[Σ]. In particular, Σ has no abstract solution if and
only if 1 ∈ [Σ].
Proof See [32, chap. II, sect. 7] or [11, sect. 1.4]. The implication from right to
left is immediate, using the arguments given in Summary 1. For the implication
from left to right, consider a differential polynomial p /∈
√
[Σ]. One needs to
show that Σ admits an abstract solution which does not annihilate p. Theorem 1
implies that there exists a prime differential ideal p which contains Σ but not p.
The ring R/p is a domain since p is prime. It is differential since p is differential.
Take for G the ring of fractions of the residue class ring R/p and for u1, . . . , un
the images of the differential indeterminates by the natural ring homomorphism
R → G. Evaluating a differential polynomial at u1, . . . , un amounts to taking
its image by φ. The elements of Σ are mapped to zero. The polynomial p is
mapped to some nonzero element of G. 
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Abstract solutions are very satisfactory from an algebraic point of view but,
in practice, one would like to interpret the abstract derivations as derivations
w.r.t. independent variables (δi = ∂/∂xi) and one would like solutions to be
n-tuples of “functions” of m variables uj(x1, . . . , xm). This is done in section 7
but first, one introduces characteristic sets, normal forms and purely algebraic
solutions of differential ideals.
5 Characteristic sets and normal forms
Definition 1 A ranking is a total ordering over ΘU which satisfies the two
following axioms:
1. v ≤ θv for every v ∈ ΘU and θ ∈ Θ,
2. v < w ⇒ θv < θw for every v, w ∈ ΘU and θ ∈ Θ.
See [18, chap. I, sect. 8]. Rankings such that ord θ < ordφ ⇒ θu < φv for
every θ, φ ∈ Θ and u, v ∈ U are called orderly. Rankings such that θu < φu⇒
θv < φv for every θ, φ ∈ Θ and u, v ∈ U are called Riquier. These two special
types of rankings will be especially useful in section 8.
Fix a ranking. Consider some differential polynomial p /∈ K. The highest
derivative v w.r.t. the ranking such that deg(p, v) > 0 is called the leading
derivative of p. It is denoted ld p. The leading coefficient of p w.r.t. v is called
the initial of p. The differential polynomial ∂p/∂v is called the separant of p. If
C is a finite subset of R \K then IC denotes its set of initials, SC denotes its
set of separants and HC = IC ∪ SC .
A differential polynomial q is said to be partially reduced w.r.t. p if it does not
depend on any proper derivative of the leading derivative v of p. It is said to be
reduced w.r.t. p if it is partially reduced w.r.t. p and deg(q, v) < deg(p, v). A set
of differential polynomials of R \K is said to be autoreduced if its elements are
pairwise reduced. Autoreduced sets are necessarily finite [18, chap. I, sect. 9].
To each autoreduced set C, one may associate the set L = ldC of the leading
derivatives of C and the set N = ΘU \ ΘL of the derivatives which are not
derivatives of any element of L (the derivatives “under the stairs” defined by C).
Example. The following system C
vxx − ux, vy − ux uy
4
, u2x − 4u, u2y − 2u
is autoreduced w.r.t. the Riquier orderly ranking:
u < v < uy < ux < vy < vx < uyy < uxy < uxx < vyy < · · ·
The set of leading derivatives is L = {vxx, vy, ux, uy}. The set of the derivatives
which are not derivatives of any element of L is N = ΘU \ΘL = {u, v, vx}. It
turns out to be finite here.
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Ritt’s reduction algorithm is a generalization for differential polynomials of
the classical pseudoremainder algorithm (prem) defined in [17, vol. 2, page 407].
Ritt’s algorithm is presented in [18, chap. I, sect. 9]. Given a differential poly-
nomial p and an autoreduced set C, it permits to compute a set of exponents
a1, . . . , at ∈ N and a differential polynomial p′ partially reduced w.r.t. C (i.e.
w.r.t. each element of C) such that sa11 · · · satt p ≡ p′ mod [C] where s1, . . . , st
denote the separants of the elements of C. Given a differential polynomial p′ par-
tially reduced w.r.t. C, it permits to compute a set of exponents b1, . . . , bt ∈ N
and a differential polynomial p′′ reduced w.r.t. C such that ıb11 · · · ıbtt p′ ≡ p′′
mod (C) where i1, . . . , it denote the initials of the elements of C. When p
′′ = 0
one says that p′ is reduced to zero by C.
Definition 2 Let A be a differential ideal of R. A non empty subset C of A is
said to be a characteristic set of A if it is autoreduced and A involves no nonzero
element reduced w.r.t. C.
Every radical differential ideal can be decomposed as a finite intersection of
differential ideals Ai defined by characteristic sets Ci. Algorithms performing
this task are described in [7, 22, 13]. The characteristic sets produced by these
algorithms hold an extra property: Ai = [Ci] :H
∞
Ci
. They are called characteri-
zable in [13]. The next lemma is well-known.
Lemma 1 If C is a characteristic set of a differential ideal A of R then every
element of A is reduced to zero by C. If moreover A = [C] : H∞C then every
element of R reduced to zero by C is an element of A.
Proof Let p ∈ A be reduced to p′ by C. Then p′ ∈ A and is reduced w.r.t. C.
It is thus zero. Let p ∈ R be reduced to zero by C. Then there exists a power
product h of initials and separants of C such that h p ∈ A. If A = [C] : H∞C
then p ∈ A according to the definition of saturations. 
Lemma 2 Let C be a characteristic set of the differential ideal [C] :H∞C . De-
note L = ldC and N = ΘU \ ΘL. Then, in the ring K(N)[L], the ideals (C)
and (C) :H∞C are equal.
Proof Denote C = {c1, . . . , ct}. Assume ld c1 < · · · < ld ct. For each 1 ≤ k < t,
denote Ck = {c1, . . . , ck}. Let us first place ourselves in the ring R. The ideal
(C) :H∞C is radical by Lazard’s lemma. See [6, Lemma 2], [26] or [9, Corollary
3.3]. Thus by [13, Proposition 3.3], the ideals (C) : I∞C and (C) :H
∞
C are equal.
The set C is a characteristic set, in the non differential sense, of (C) : I∞C since
it is a characteristic set of [C] : H∞C and (C) : I
∞
C ⊂ [C] : H∞C . According
to [1, Theorem 6.1], C is thus a regular chain [9, Definition 3.1] whence the
initial ik of ck is regular modulo the ideal (Ck−1) : I
∞
Ck−1
for each 2 ≤ k ≤ t.
By [9, Corollary 3.2], in the ring K(N)[L], the initial ik of ck is thus invertible
modulo the ideal (Ck−1):I
∞
Ck−1
, for each 2 ≤ k ≤ t. Let us now place ourselves in
K(N)[L]. The initial of c1 lies inK(N) and is invertible. Thus (C1) = (C1):I
∞
C1
.
Assume that, for some 1 < k ≤ t one has (Ck−1) = (Ck−1) : I∞Ck−1 . Then ik is
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invertible modulo (Ck−1) and (Ck) : I
∞
Ck
= (Ck). Putting the above argument
in an inductive proof, the lemma is proven. 
Definition 3 Let C be an autoreduced set, L = ldC and N = ΘU \ΘL. Let h
be an initial or a separant of some element of C. If h ∈ K then a pseudoinverse
pair of h is defined as (1/h, 1) else it is defined as any pair (p, q) of nonzero
differential polynomials such that p ∈ K[N∪L], q ∈ K[N ] and h p ≡ q mod (C).
Proposition 1 Take the same notations as in definition 3 and assume more-
over that C is a characteristic set of [C] :H∞C . Then every initial or separant h
of C admits a pseudoinverse pair.
Proof One only needs to consider the case h /∈ K. Since h ∈ HC , it is regular
modulo (C) :H∞C in the ring K[N ∪L]. By [9, Theorem 1.1 and Corollary 1.15],
it is thus invertible modulo (C) :H∞C in the ring K(N)[L]. In this ring, (C) =
(C):H∞C by Lemma 2 whence there exists a polynomial r such that r h−1 ∈ (C).
Multiplying by some suitable nonzero polynomial q ∈ K[N ] in order to clear
denominators and denoting p = r q, one gets a relation p h−q ∈ (C) in K[N∪L]
hence a pseudoinverse pair (p, q) of h. 
Proposition 1 is essentially algorithmic since pseudoinverse pairs can be com-
puted by means of the function algebraic inverse given in [9] which is based on
[25]. The restriction comes from the fact that this function may fail to compute
the inverse of h though h is invertible for it needs to check the regularity of
polynomials different from h. If such a failure occurs, the characteristic set C
can be split as two smaller characteristic sets and the whole process restarted
over these ones, following the “D5 principle”.
Example (continued). The separant of u2x − 4u is 2ux. A pseudoinverse
pair of 2ux is (ux, 8u). The function algebraic inverse of [9] would obtain it by
computing a Be´zout identity between 2ux and u
2
x − 4u in the ring Q(u)[ux].
Proposition 2 The function NF given in Figure 1 returns a rational fraction
f/g satisfying the following properties:
1. f is reduced w.r.t. C,
2. g ∈ K[N ] and all its irreducible factors divide the second component of
the pseudoinverse pair of some initial or separant of C,
3. g is regular modulo A,
4. g p ≡ f mod A,
5. for all p, p′ ∈ R, one has p ≡ p′ mod A iff NF(p, C) = NF(p′, C),
6. for all p ∈ R, one has p ∈ A iff NF(p, C) = 0.
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function NF(p, C)
Assumptions
p is a differential polynomial of R
C = {c1, . . . , ct} is a characteristic set of A = [C] :H∞C
One assumes that pseudoinverse pairs of the initials and separants of the
elements of C can be computed (see the remark following Proposition 1).
begin
denote s1, . . . , st the separants of the elements of C
denote (pi, qi) a pseudoinverse pair of si (1 ≤ i ≤ t)
using Ritt’s reduction algorithm, compute a1, . . . , at ∈ N and
rt+1 ∈ K[N ∪ L] such that sa11 · · · satt p ≡ rt+1 mod A
ft+1 := p
a1
1 · · · patt rt+1
gt+1 := q
a1
1 · · · qatt
denote vi = ld ci (1 ≤ i ≤ t) and assume vt > · · · > v1
for ℓ from t to 1 by −1 do
rℓ := prem(fℓ+1, cℓ, vℓ)
denote (pℓ, qℓ) a pseudoinverse pair of the initial iℓ of cℓ
let aℓ ∈ N be such that ıaℓℓ fℓ+1 ≡ rℓ mod (cℓ)
fℓ := p
aℓ
ℓ rℓ
gℓ := q
aℓ
ℓ gℓ+1
od
return f1/g1
One may make the rational fraction irreducible by computing the gcd
of f1 and g1 as multivariate polynomials over the field K
end
Figure 1: The NF function
Proof Item (1). Denote C = {c1, . . . , ct} and vi = ld ci as in Figure 1. Assume
vt > · · · > v1. The polynomial rt+1 is partially reduced w.r.t. C. By Propo-
sition 1, the polynomials p1, . . . , pt lie in K[N ∪ L] i.e. are partially reduced
w.r.t. C. Thus ft+1 is partially reduced w.r.t. C. Let now t ≥ ℓ ≥ 1 be a loop in-
dex. Assume fℓ+1 is partially reduced w.r.t. C and deg(fℓ+1, vk) < deg(ck, vk)
for each t ≥ k > ℓ. Consider the sequence of instructions of the loop body. By
the specifications of the pseudoremainder algorithm, deg(rℓ, vℓ) < deg(cℓ, vℓ).
By Proposition 1 and the fact that deg(iℓ, vℓ) = 0 one has deg(pℓ, vℓ) = 0. Thus
fℓ is partially reduced w.r.t. C and, using the fact that cℓ does not depend on
vℓ+1, . . . , vt, one has deg(fℓ, vk) < deg(ck, vk) for each t ≥ k ≥ ℓ. Putting the
above argument in an inductive proof, one sees that f = f1 is partially reduced
w.r.t. C and deg(f1, vk) < deg(ck, vk) for each t ≥ k ≥ 1 i.e. that f is reduced
w.r.t. C.
Item (2). All polynomials gi are power products of the second components of
the pseudoinverse pairs of the initials and separants of C. They belong to K[N ]
by Proposition 1. The final simplification of the rational fraction f1/g1 may
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remove some factors of g1.
Item (3). One assumes that there exists some g ∈ R such that g g ∈ A. One
proves that g ∈ A. The polynomial g may be chosen partially reduced w.r.t. C
(if not, replace it by its partial remainder w.r.t. C). The polynomial g g is
reduced to zero by C (Lemma 1). Since it is partially reduced w.r.t. C, the
reduction process is purely algebraic hence g g ∈ (C) : I∞C . By the equidimen-
sionality argument of Lazard’s lemma [9, Theorem 1.6], the associated prime
ideals of (C) : I∞C do not meet K[N ] \ {0} (the fact that N may be infinite does
not raise any theoretical problem since one may restrict N to the derivatives
which actually occur in the polynomials). Thus g does not lie in any associated
prime ideal of (C) :I∞C and, by [41, chap. IV, §6, Corollary 3], is regular modulo
that ideal. Therefore g ∈ (C) : I∞C ⊂ A and the proof of item (3) is complete.
Item (4). At the beginning of the function, sa11 · · · satt p ≡ rt+1 mod A. Mul-
tiplying both sides of the congruence by pa11 · · · patt and simplifying each si pi
by qi according to Proposition 1, one gets the relation gt+1 p ≡ ft+1 mod A.
Let now t ≥ ℓ ≥ 1 be a loop index, consider the sequence of instructions of the
loop body and assume that gℓ+1 p ≡ fℓ+1 mod A. Multiply both sides of this
congruence by paℓℓ ı
aℓ
ℓ . On the lefthand-side, replace each pℓ iℓ by qℓ according to
Proposition 1. On the righthand-side, replace ıaℓℓ fℓ+1 by rℓ. Using the fact that
cℓ ∈ A one gets gℓ p ≡ fℓ mod A. Putting the above argument in an inductive
proof, item (4) is proven.
Item (5). Denote f/g = NF(p, C) and f ′/g′ = NF(p′, C). The implication
from left to right. Assume p ≡ p′ mod A. Then g g′ p ≡ g g′ p′ mod A. By
item (4) g′ f − g f ′ ∈ A. Since g, g′ ∈ K[N ] by item (2) and f, f ′ are reduced
w.r.t. C by item (1), the difference g′ f − g f ′ is reduced w.r.t. C hence equal to
zero by the definition of characteristic sets. Thus f/g = f ′/g′. The implication
from right to left. Assume f/g = f ′/g′. Then g′ f = g f ′ hence, by item (4),
g g′ p ≡ g g′ p′ mod A. Since g and g′ are regular modulo A by item (3), one
has p ≡ p′ mod A and item (5) is proven.
Item (6) follows from item (5) and the fact that NF(0, C) = 0. 
Example (continued). Here are the normal forms of some elements of ΘU ,
computed with the help of the BLAD libraries over the example. See [2] and [3,
chap. 6].
derivative normal form derivative normal form
u u uxx 2
v v uxy ux uy/(2u)
uy uy uyy 1
ux ux vxx ux
vy (1/4)ux uy vxy uy
vx vx vyy (1/2)ux
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6 Purely algebraic solutions of differential ideals
Definition 4 Let A be a differential ideal of the polynomial differential ring
R = K{U} and G0 be a field extension of K. A map φ : ΘU → G0, which
extends to a ring homomorphism K[ΘU ] → G0, is a purely algebraic solution
of A if φ annihilates all the elements of A.
Informally speaking, a purely algebraic solution of a differential ideal A is
obtained by viewing A as a nondifferential ideal of the ring K[ΘU ] and deter-
mining a solution of it. The difficulty, which comes from the fact that the set
of unknowns is infinite, is overcome by means of the normal form algorithm.
Lemma 3 Let A be a differential ideal of the polynomial differential ring R =
K{U} and G0 be a field extension of K. Let C be a characteristic set of A and
φ : ΘU → G0 be a map, which extends to a ring homomorphism K[ΘU ]→ G0.
Let h be an initial or a separant of C and (p, q) be a pseudoinverse pair of h.
Assume φ annihilates all the elements of C. Then φ(h) = 0 if and only if
φ(q) = 0. If φ(h) 6= 0 for each initial or separant h of C then φ does not
annihilate any denominator of NF(R, C).
Proof Since h p ≡ q mod (C), the first statement is clear. The second state-
ment then follows from item (2) of Proposition 2. 
Proposition 3 Let A be a differential ideal of R and C be a characteristic set
of A such that A = [C] :H∞C . Let L = ldC and N = ΘU \ΘL. Then any map φ
built as follows provides a purely algebraic solution of A.
1. for all v ∈ N ∪L, assign to φ(v), values, taken in some field extension G0
of K, which annihilate the elements of C but does not annihilate their
initials and separants.
2. for all v ∈ ΘL \ L, assign then to φ(v) the value of NF(v, C).
Proof The map φ is well-defined. Since C is a characteristic set of [C] :H∞C ,
the ideal (C) :H∞C of the ring K[N ∪ L] is not trivial and there exists a prime
ideal p which contains C and does not contain any element of HC . The field G0
may thus be chosen to be the field of fractions of K[N ∪L]/p. Since the map φ
does not annihilate the initials and separants of C, it does not annihilate any
denominator of any element of NF(ΘU, C) by Lemma 3. The map φ is thus
well-defined.
The map φ provides a purely algebraic solution of A. It is sufficient to prove
that, for any p ∈ R one has φ(p − NF(p, C)) = 0 since, in the case p ∈ A,
one has NF(p, C) = 0 by item (6) of Proposition 2 whence φ(p) = 0. Now,
φ(v − NF(v, C)) = 0 for all v ∈ ΘU . It is thus sufficient to prove that,
for all p, p′ ∈ R, if φ(p − NF(p, C)) = 0 and φ(p′ − NF(p′, C)) = 0 then
φ(p + p′ − NF(p + p′, C)) = 0 and φ(p p′ − NF(p p′, C)) = 0. The case of
the sum is clear since NF(p + p′, C) = NF(p, C) + NF(p′, C). Let us prove
that φ(p p′ − NF(p p′, C)) = 0. One has NF(p p′, C) ≡ NF(p, C) NF(p′, C)
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mod A by item (4) of Proposition 2. Since normal forms are partially reduced
w.r.t. C, the computation of NF(p p′, C) from the product NF(p, C) NF(p′, C)
does not imply any differentiation of elements of C. Therefore, the congru-
ence NF(p p′, C) ≡ NF(p, C) NF(p′, C) mod (C) : I∞C holds. Since φ an-
nihilates the elements of C and does not annihilate their initials, one has
φ(NF(p p′, C)) = φ(NF(p, C))φ(NF(p′, C)) hence φ(p p′ − NF(p p′, C)) = 0.

7 Formal power series solutions
This section is dedicated to the construction of formal power series solutions of
systems of polynomial differential equations. It is the first half of the way leading
to analytic solutions. Reference texts for this section are [36, 37]. See also
[33, 16]. The m derivations δ1, . . . , δm are interpreted as m partial derivations
w.r.t. m independent variables x1, . . . , xm. If θ = δ
a1
1 · · · δamm is a derivation
operator, one denotes xθ = xa11 · · ·xamm and θ! = a1! · · · am!. One looks for
formal power series solutions of A i.e. solutions of the form:
uj =
∑
cj,θ
xθ
θ!
·
The coefficients cj,θ belong to some field extension G0 of K which depends on
the considered system Σ or, more simply, in the field C. First remark: the above
formal power series is centered on the origin for simplicity but the arguments
hold for formal power series centered on any element of Rm. Second remark:
the above setting covers also the case of differential systems with coefficients in
the field Q(x1, . . . , xm). Indeed, it is then sufficient to encode each independent
variable xi as a new differential indeterminate zi and to append to the system
under study, the equations δj zi = 1 if i = j and 0 otherwise. One thus assumes
w.o.l.o.g. that K is a field of constants.
Proposition 4 Let G0 be a field extension of K and φ : ΘU → G0 be a map,
extending to a ring homomorphism K[ΘU ]→ G0. Then φ is a purely algebraic
solution of A if and only if the n–tuple u = (u1, . . . , un) is a formal power series
solution of A where
uj =
∑
θ∈Θ
φ(θuj)
xθ
θ!
, 1 ≤ j ≤ n.
Moreover, for each differential polynomial p ∈ R, if φ(p) 6= 0 then p(u) 6= 0.
Proof See [36, Lemma]. If p ∈ R is a differential polynomial then p(u) =∑
φ(θp)xθ/θ!. Therefore p(u) is zero if and only if φ(θp) is zero for all θ ∈ Θ.
Thus φ is a purely algebraic solution of A if and only if u is a formal power
series solution of A. The last part of the proposition is clear. 
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Example (continued). One illustrates the proposition over the example of
section 5. The map φ should be understood as the evaluation over the expansion
point of the series i.e. φ(w) = w(0, 0) for any derivative w. One assigns to u(0, 0)
any nonzero value (since u is a denominator of NF(ΘU,C) and must not vanish).
One assigns to v(0, 0) and vx(0, 0) any value. The values assigned to ux(0, 0) and
uy(0, 0) must then be compatible with the equations of C (differential equations,
which impose equalities between functions, must be satisfied for all values of x
and y hence, in particular, for x = y = 0). The equations to be satisfied are:
ux(0, 0)
2 − 4u(0, 0) = 0, uy(0, 0)2 − 2u(0, 0) = 0.
Let us thus choose three arbitrary constants c0, c1, c2 ∈ R such that c0 6= 0 and
c1, c2 ≥ 0 then let
(u(0, 0), v(0, 0), vx(0, 0), ux(0, 0), uy(0, 0)) = (c0, c1, c2, 2
√
c0,
√
2 c0).
The values assigned to all the other derivatives w are then uniquely determined
for we have:
w(0, 0) = NF(w,C)(0, 0).
It turns out that all normal forms of derivatives are identically zero at some
order hence that the formal power series solutions are polynomials:
u(x, y) = c0 + 2
√
c0 x+
√
2 c0 y + x
2 +
√
2x y +
1
2
y2,
v(x, y) = c1 + c2 x+
√
2 c0
2
y +
√
c0 x
2 +
√
2 c0 x y +
√
c0
2
y2
+
1
3
x3 +
√
2
2
x2 y +
1
2
x y2 +
√
2
12
y3.
Theorem and definition 2 Define a formal power series solution of Σ as a
pair:
1. a field extension G0 of K,
2. a n-tuple (u1, . . . , un) ∈ G = G0[[x1, . . . , xm]]n which annihilates the ele-
ments of Σ.
Then a differential polynomial p ∈ R vanishes over all the formal power series
solutions of Σ if and only if p ∈
√
[Σ]. In particular, Σ has no formal power
series solution if and only if 1 ∈ [Σ].
Proof The implication from right to left is immediate using the arguments
given in Summary 1. For the implication from left to right, consider some
differential polynomial p /∈ √[Σ]. One needs to show that Σ admits a formal
power series solution which does not annihilate p. Theorem 1 implies that there
exists some prime differential ideal p which contains Σ but not p. This ideal
admits characteristic sets w.r.t. any ranking. Let C be one of them. Since p is
prime, p = [C] : H∞C [32, chap. II, §5] and one may apply Proposition 3. The
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map φ may be chosen so that φ(NF(p, C)) 6= 0 whence φ(p) 6= 0, taking e.g. G0
to be the field of fractions of K[N ∪ L]/(p ∩K[N ∪ L]). By Proposition 4, the
map φ provides a formal power series solution of Σ which does not annihilate p.

8 Analytic solutions
Let us proceed on the second half of the way started in the former section and
address the case of analytic solutions i.e. formal power series solutions which
converge in some open set D . The proof of the Theorem and Definition 3 is
split into Propositions 5 and 7.
Proposition 5 Assume that every prime differential ideal of R admits an an-
alytic solution. Then, for each p ∈ R, if p /∈
√
[Σ] then Σ admits an analytic
solution which does not annihilate p.
Proof By Theorem 1, it is sufficient to show that, if p is a prime differential
ideal and p /∈ p then p admits an analytic solution which does not annihilate p.
Consider the differential ideal [p, p un+1−1] where un+1 is some new differential
indeterminate. This ideal admits abstract solutions (as well as formal power
series solutions) according to the hypotheses and one of the already proven
differential theorems of zeros. It is thus different from the unit ideal and is
contained in some prime differential ideal p′ of R{un+1}. On the one hand, no
solution of p′ annihilates p. On the other hand, there is a bijection between
the solutions of p′ and the solutions of p which do not annihilate p. Since
every prime differential ideal admits an analytic solution, p′ admits an analytic
solution, and p admits an analytic solution which does not annihilate p. 
The fact that every prime differential ideal admits an analytic solution is
proven in Proposition 7. This result is known since the work [31] of Riquier.
Riquier’s theorem, which is a generalization of the Cauchy-Kovalevska theorem,
is the basis of [32, chap. VIII] and of the Embedding Theorem [36, 37] of
Seidenberg. Germa [28] clarified the relationship between characteristic sets
and the hypotheses of Riquier’s theorem. More recently, Lemaire [20] completely
proved this latter anew, by using a more modern formalism and by distinctly
separating the proof of the existence of formal power series solutions and the
analyticity proof. The key result is
Proposition 6 Let C be a characteristic set defining some prime differential
ideal p, for some orderly Riquier ranking. Let L be the set of the leading deriva-
tives of C and N = ΘU \ ΘL. Let (u1, . . . , un) be a formal power series so-
lution of p, the coefficients cj,θ lying in the field of the complex numbers. Let
(u˜1, . . . , u˜n) be the restriction to N of the solution i.e:
u˜j =
∑
θ∈Θ
c˜j,θ
xθ
θ!
, 1 ≤ j ≤ n
14
defined by c˜j,θ = cj,θ if θuj ∈ N else zero. In the neighborhood of the origin, the
series u˜j are analytic if and only if the series uj are analytic.
Proof See [20, The´ore`me d’analyticite´, page 50]. 
Proposition 7 Every prime differential ideal admits an analytic solution.
Proof Let p be some prime differential ideal. Let C be some characteristic
set of p, for some orderly Riquier ranking. Let L be the set of the leading
derivatives of C and N = ΘU \ ΘL. Among all the purely algebraic solutions
of p, choose one such that only finitely many nonzero values are assigned to the
elements of L ∪N (there is no theoretical difficulty since there are only finitely
many derivatives occuring in C). The restrictions to N of these formal power
series are analytic since they are polynomials. According to Proposition 6, the
formal power series are analytic whence p admits an analytic solution. 
Let us illustrate Proposition 6 over some famous linear example (historically,
this is the very example used by Sophie Kovalevska to show the importance of
expressing the most differentiated derivatives in terms of the other ones i.e. the
importance of the orderly rankings): the heat equation
∂2u
∂x2
=
∂u
∂t
·
This equation forms a characteristic set of the prime differential ideal that it
generates, whatever the ranking. Over this example, the only thing which de-
pends on the ranking is the leading derivative of the equation. If the ranking
is orderly then the leading derivative is ∂2u/∂x2 else it is ∂u/∂t. The purely
algebraic solution
∂k+ℓu
∂xk∂tℓ
7→ (k + 2ℓ)!
of the heat equation provides a formal power series solution
u(x, t) =
∑ (k + 2ℓ)!
k! ℓ!
xk tℓ.
For x > 0 and t > 0, the series does not converge since it grows faster than the
well-known divergent series: ∑
ℓ! tℓ.
However, the restriction to
N =
{
∂ku
∂xk
| k ≥ 0
}
of the formal power series is indeed a convergent series:
u(x, 0) =
∑
xk =
1
1− x ·
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The proposition (indeed, the Cauchy-Kovalevska theorem is sufficient here) tells
us that this does not happen if the leading derivative is ∂2u/∂x2. The following
example, borrowed from [19], shows the importance of Riquier rankings:
∂2u
∂x2
=
∂2u
∂x ∂t
+
∂2u
∂t2
+ v,
∂2v
∂t2
=
∂2v
∂x ∂t
+
∂2v
∂x2
+ u.
One chooses the lefthand sides of the equations as leading derivatives. This is
possible only if the chosen ranking is not Riquier. The ranking may however be
orderly. The set N is formed of the derivatives of u differentiated at most once
w.r.t. c and of the derivatives of v differentiated at most once w.r.t. t. One can
form a formal power series solution (u, v) whose restriction to N is defined by
u(0, t) =
∂u
∂x
(0, t) = et, v(x, 0) =
∂v
∂t
(x, 0) = ex.
It can be established that the formal power series u and v are not analytic in
the neighborhood of the origin. However their restrictions to N are analytic.
Theorem and definition 3 Define an analytic solution of Σ as a n-tuple of
functions (u1, . . . , un) of m real or complex variables, analytic over some open
set D .
Then a differential polynomial p ∈ R vanishes over all the analytic solutions
of Σ if and only if p ∈
√
[Σ]. In particular, Σ has no analytic solution if and
only if 1 ∈ [Σ].
Proof By Propositions 5 and 7. 
For functions ofm complex variables, the following properties are equivalent:
being differentiable once (i.e. being holomorphic), being smooth and being
analytic. This is not the case for functions of m real variables (cf. the examples
given at the beginning of this paper). It is worth noticing that the theorem of
zeros also holds for smooth functions of m real variables. Indeed, if p ∈
√
[Σ]
then every smooth solution of Σ is a solution of p (first, this is immediate if p lies
in the differential ideal generated by Σ; second, if a power of a smooth function f
is zero over some open set then f itself is zero over this set). Conversely, if
p /∈
√
[Σ] then Σ admits an analytic solution (hence a smooth solution) which
does not annihilate p. It is the splitting cases mechanism implemented in the
algorithms cited in the introduction which does not apply to smooth functions
of m real variables. Last, observe that the theorem of zeros forces us to search
analytic solutions with images in the field of the complex numbers but not
necessarily analytic functions of m complex variables. As an example, consider
the “differential” equation u2 + 1 = 0. It admits for solutions the constant
functions u(x) = ±i. These functions have images in C but the variable x may
be real as well as complex.
9 On Denef and Lipshitz undecidability result
As shown in section 7, one can compute formal power series solutions of dif-
ferential ideals defined by characteristic sets for all initial conditions (or purely
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algebraic solutions) which do not annihilate some finite set of polynomials. This
restriction on admissible initial conditions is sometimes superfluous. Sometimes
it is not, the following theorem shows, which is an almost immediate conse-
quence of the undecidability result [12, Theorem 4.11].
Theorem 2 The problem “given a characteristic set C and an expansion point
α = (α1, . . . , αm) ∈ Qm, determine if the differential ideal defined by C admits
a formal power series solution centered on α” is undecidable for m ≥ 9.
Proof The proof starts exactly as in [12]. Let P ∈ Z[a1, . . . , am] be a polyno-
mial and u be a differential indeterminate. The next expression defines a linear
partial differential equation1:
P
(
x1
∂
∂x1
, . . . , xm
∂
∂xm
)
u = 0. (2)
First remark: if one substitutes a formal power series
u =
∑
a1,...,am
ca1,...,am x
a1
1 · · ·xamm
whose coefficients are still to be determined in equation (2), one gets an expres-
sion:
P
(
x1
∂
∂x1
, . . . , xm
∂
∂xm
)
u =
∑
a1,...,am
ca1,...,am P (a1, . . . , am)x
a1
1 · · ·xamm .
Second remark:
∑
a1,...,am
xa11 · · ·xamm =
(
1
1− x1
)
· · ·
(
1
1− xm
)
.
Combining both remarks, one concludes that, the following partial differential
equation
P
(
x1
∂
∂x1
, . . . , xm
∂
∂xm
)
u =
(
1
1− x1
)
· · ·
(
1
1− xm
)
has a formal power series solution u (which, if it exists, is necessarily convergent)
if and only if the coefficients ca1,...,am satisfy:
ca1,...,am =
1
P (a1, . . . , am)
1Let us develop an example for casual readers. Take P (a1, a2) = 3 a21 + 2 a2. Then
P
„
x1
∂
∂x1
, x2
∂
∂x2
«
u = 3 x1
∂
∂x1
„
x1
∂
∂x1
u
«
+ 2
„
x2
∂
∂x2
«
u
= 3 x1
∂
∂x1
(x1 ux1 ) + 2 x2 ux2
= 3 x2
1
ux1x1 + 3 x1 ux1 + 2 x2 ux2 .
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whence P (a1, . . . , am) 6= 0 for all (a1, . . . , am) ∈ Nm. According to a celebrated
theorem [24] of Matijasevic, the problem of determining whether a polynomial
in Z[a1, . . . , am] admits an integer solution is undecidable for m ≥ 9 (negative
answer to Hilbert’s tenth problem).
These arguments immediately apply to polynomial differential systems whose
coefficients do not depend on the independent variables xi (the setting of this
paper). It is sufficient to encode each independent variable xi by a differential
indeterminate zi and to consider the following differential system C, which is a
characteristic set for any ranking u ≫ (z1, . . . , zm) such that every derivative
of u is greater than any derivative of any zi:
(1− z1) · · · (1− zm)P
(
z1
∂
∂x1
, . . . , zm
∂
∂xm
)
u = 1
∂
∂xj
zi = 1 if i = j else 0.

What is the relationship between this theorem and the construction of formal
power series solutions detailed in section 7 ? Consider the characteristic set at
the bottom of the above proof. All the monomials of the first equation of C
admit one of the zi differential indeterminates as a factor. Therefore, the initial
of the first equation of C has the form zri (1 − z1) · · · (1 − zm) where r is a
positive integer and 1 ≤ i ≤ m is an index. In order to compute a formal power
series solution of C, centered at (α1, . . . , αm) ∈ Rm, one must take care to
the fact that the values associated to the derivatives z1, . . . , zm necessarily are
the numbers α1, . . . , αm. The formal power series defined in [12] is centered at
(α1, . . . , αm) = (0, . . . , 0) however, these initial conditions annihilate the initial
of the first equation of C. The construction of formal power series solutions,
based on Proposition 3 avoid them. There is thus no contradiction between all
these results.
Conclusion
Differential algebra can be generalized in order to handle non commuting deriva-
tions. A generalization of Hilbert’s differential theorem of zeros holds in this
setting in the context of abstract solutions as well as in the context of formal
power series solutions. See [15, 21]. However, formulating formal power se-
ries solutions by means of some normal form algorithm still needs to be done.
Observe also that, to our knowledge, no analogues of the analyticity theorem
(our Proposition 6) whence of Hilbert’s differential theorem of zeros for analytic
solutions are proven in the setting of non commuting derivations. This task is
left for the future.
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