We study the scaling laws of the signal-to-interference-plus-noise ratio (SINR) and area spectral efficiency (ASE) in multi-antenna cellular networks, where the number of antennas scales with the base station (BS) spatial density λ. We start with the MISO case having N t (λ) transmit antennas and a single receive antenna and prove that the average SINR scales as Nt(λ) /λ and the average ASE scales as λ log (1 + Nt(λ) /λ). For the MIMO case with single-stream eigenbeamforming and N r (λ) ≤ N t (λ) receive antennas, we prove that the scaling laws of the conditional SINR and ASE are exactly the same as the MISO case, i.e. not dependent on N r (λ). We also show that coordinated beamforming amongst K ≤ N t (λ) neighboring BSs does not improve the scaling laws regardless of K. From a system design perspective, our results suggest that deploying multi-antenna BSs can help maintain the per-user throughput and the linear increase in the ASE with BS density, while the number of antennas at the user equipment and the use of BS cooperation do not matter much.
that under natural assumptions on the network and signal propagation models, the signal-tointerference-plus-noise ratio (SINR) degrades to zero and the ASE saturates to a finite constant in the limit of very dense networks [3] . Practically, this result means that densifying the network beyond a certain point actually sacrifices the per-user performance, and unfortunately the peruser rate drops asymptotically to zero, a result corroborated by other recent works on ultra-dense networks [4] - [7] . All those works were on single antenna transmission and reception. In this work, we study whether deploying multi-antenna BSs and/or users' equipment (UEs) can improve the scaling laws of the SINR and the ASE in cellular networks. The motivation is that multiantenna systems typically improve the per-user SINR by increasing the channel (array) gain and/or mitigating the network interference.
A. Related Work
The history of studying the scaling laws in decentralized (ad hoc) wireless networks is largely credited to [8] , which showed that despite the intractability of the exact network capacity, one can still characterize how the per-node throughput scales with the number of nodes. A subsequent approach that is able to more accurately quantify the SINR and spatial throughput of decentralized wireless networks relies on tools from stochastic geometry [9] , [10] , as wellsummarized in [11] , [12] . Particularly relevant to the multi-antenna case are [13] - [19] . In [13] - [17] , the authors studied the transmission capacity in ad hoc networks, which is the network sum throughput per unit area, assuming no link adaptation and with outage constraints. Some of the key results in these works are: assuming a single data stream, the authors in [13] showed that dynamic beamforming yields a better scaling law than selection combining and space-time orthogonal coding, while in [14] , the authors showed that spatial multiplexing, i.e., multiple data streams, can improve the transmission capacity in certain scenarios, and in [15] , it was shown that a single data stream is optimal in terms of the transmission capacity when the receiver employs interference cancellation. In [16] , it was shown that even with single-antenna transmitters, interference cancellation provides a linear scaling of the transmission capacity with the nodes density and these results were extended to the MIMO settings in [17] .
In [18] , [19] , the authors studied the scaling laws of multi-antenna ad hoc networks in terms of the ASE, which is the network sum throughput per unit area with full link adaption and no outage constraint. Hence, the ASE upper bounds the transmission capacity and is more relevant to modern wireless networks, where link adaptation is implemented [20] . The three key results in [18] , which focuses on SIMO networks, are: the ASE asymptotically drops to zero in the single-antenna case, super-linear scaling of the number of antennas is required to maintain a linear scaling of the ASE, and nodes cooperation improves the ASE scaling law. This model was extended to the MIMO settings in [19] and the authors showed that spatial multiplexing can improve the ASE scaling laws in certain settings. Hence, there is potential to improve the scaling laws of the ASE by increasing the number of antennas. Interestingly, the scaling laws in cellular networks are different from the ones in [18] , as we show in this work.
In a cellular network, the authors in [2] studied the performance of single-antenna BSs and users, and the key result derived was that the ASE scales linearly with the BS density, assuming the standard power-law path loss model, where the single power drops by r −η over a distance r with η > 2. This model has been extended to many other network configurations as wellsummarized in [21] - [23] . In the multi-antenna context, the works [24]- [28] studied different performance metrics of MIMO cellular networks, also under the assumption of the standard power-law path loss model. For example, ordering results for the different MIMO techniques were derived in [24] in terms of the coverage probability, expressions for the bit error probability were derived in [25] - [27] , and in [28] , the case of orthogonal spacetime block coding at the BSs and maximal-ratio combining at the users was studied.
Using the power-law model has been a common practice in studying the performance of wireless networks since it leads to more tractable analysis and has a very long history [29] .
Nevertheless, it is known that this model is inaccurate for short distances, due to the singularity at the origin, and, at least in the single-antenna case, the scaling laws derived under this model can be misleading as shown in [3] - [7] . Precisely, the linear scaling law derived in [2] vanishes once a more physically feasible path loss model is considered.
B. Summary of Contributions
We assume that the BSs are spatially distributed as a homogeneous Poisson point process (HPPP) with density λ, the use of any physically feasible path loss model, and independent and identically distributed (i.i.d.) circularly symmetric complex Gaussian channels between the different transmit and receive antennas. For the MISO case with N t (λ) transmit antennas, we prove that the average SINR scales as Nt(λ) /λ and the average ASE scales as λ log (1 + Nt(λ) /λ).
Then we generalize the results for the MIMO case with eigenbeamforming, a single stream of data, and N r (λ) ≤ N t (λ) receive antennas. We prove that the scaling laws of the conditional SINR, i.e., conditional on the network geometry and channel gains, and the conditional ASE are agnostic to N r (λ) and scale exactly the same as the MISO case. Then we show that BSs cooperation through coordinated beamforming does not improve the scaling laws of the ASE.
Hence, under the above i.i.d. assumption, one can maintain a non-zero per-user throughput in dense networks if the number of antennas is properly scaled with the BS density. Consequently, a desired growth of the ASE can be guaranteed asymptotically.
Note that the two major differences between our model and the one in [18] , [19] are: (i) we consider a cellular network, while an ad hoc network was studied in [18] , [19] and (ii) the unbounded power-law path loss was assumed in [18] , [19] , while we consider the general class of physically feasible path loss models. In the last section of this work, we modify the network model we consider to match the ad hoc model considered in [18] , [19] and we show that scaling laws for the ad hoc case match the ones we derived for the cellular case. Hence, the differences between our scaling laws and the ones in [18] , [19] are only due to the path loss model, and in general, the scaling laws we derive for the ad hoc case are more optimistic compared to [18] , [19] . In terms of the methodology of the analysis, this work follows the same approach we followed in [3] , where we focus on a wide class of path loss functions, then use tools from probability theory and stochastic geometry, such as the law of large numbers and the infinite divisibility of PPPs, to derive the scaling laws for the desired performance metrics.
This approach is different from the one used in [18] , [19] , which relies on computing the exact expressions of the desired performance metrics, typically involve multiple integrals, then rely on bounds to derive the scaling laws.
C. Paper Organization
In Section II, we present the system model and the basic assumptions. In Section III, we present the methodology of the analysis along with the performance metrics. Section IV focuses on multi-antenna BSs and single-antenna users, i.e., MISO network, and the SIMO case, with single-antenna BSs and multi-antenna users is discussed in Section V. The case of multi-antenna BSs and users is studied in Section VI. In Section VII, we focus on MISO networks with BS cooperation through coordinated beamforming. Discussions, conclusion, and future works are presented in Section VIII. The spatial density of the BSs.
Φ
A Poisson point process with density λ.
L(r)
The average channel gain over a distance r.
Nt(λ)
The number of transmit antennas.
Nr(λ)
The number of receive antennas.
B(x, R) A disk centered at x with radius R.
L0
The transmit power of the BSs, i.e., L0 = L(0).
Hi,j
The channel between the i th BS and the j th user.
The precoding vector used by the i th BS.
ui
The combining vector used by the i th user.
si
The transmitted symbol from the i th BS.
The average noise power in Watts.
II. SYSTEM MODEL
In this section, we discuss the main assumptions we have on the network model, the propagation model, the beamforming architecture, and the antenna configurations. The notation is summarized in Table I .
Network Model:
We consider a single-tier downlink cellular network where the BSs are spatially distributed as a two-dimensional HPPP Φ with intensity λ [9] . Users are spatially distributed according to an independent stationary point process, with intensity λ u λ, such that each BS has at least one user to serve with probability one. Each BS schedules its users on orthogonal resource blocks such that one user is associated with every BS in a given resource block. Hence, users do not suffer from intra-cell interference, but they are still affected by interference from other cells. Based on this, the intensity of active users in a given resource block is equal to λ. Users are assumed to connect to their closest BS, i.e., the BS with the highest average received power and all BSs are assumed to transmit with a unit power distributed across their antennas. Hence, our network model matches the one studied in [2] .
Propagation Model: The large-scale channel gain is assumed to be captured by the function L : R + → R + , i.e., L −1 (·) is the path loss. We focus on the class of physically feasible path loss models introduced in [3] , which is defined as follows. 
The first requirement translates to having a finite BS transmit power; the second ensures that the average received power is less than the transmit power, and the third guarantees that the sum of received powers from all BSs is almost surely (a.s.) finite at any location in the network.
Note that although the third property follows from Campbell's theorem [9] , which means that this condition by itself translates to having a finite interference in the mean sense, but it is also necessary and sufficient for the finiteness of the interference in the almost sure sense according to [10, Theorem 4.6] due to the boundedness of L(·). For more information about this class of path loss models, refer to [3] .
The bounded single-slope, the bounded multi-slope [4] , and the stretched exponential [7] path loss models in addition to the path loss models used in 3GPP standards [30] for the entire range of 0.5 to 100 GHz bands, are all included in this class of models. However, due to the singularity at r = 0, the power-law model, i.e., r −η , is not included in this class, since it violates the second property of the physically feasible path loss models.
To obtain some of the results in this work, we need additional assumptions on the path loss model to maintain analytical tractability. These assumptions are summarized in the following.
Assumption 1. The path loss function satisfies the following: ∃ r 0 ∈ R + , ζ ∈ R * + , and a differentiable decreasing functionL : [r 0 , ∞) → R + such that:
The conditions in Assumption 1 do not have a clear intuitive meaning, but the path loss models we mentioned previously -the bounded single-slope, the bounded multi-slope, the stretched exponential, and the 3GPP path loss models -all satisfy the three conditions in Assumption 1 [3] . An example of a path loss function that is physically feasible but does not satisfy the 7 previous conditions is a bounded function with a bounded support, i.e., L(r) = 0, ∀r > r 0 and L(r) ≤ L 0 , ∀r ≤ r 0 for some r 0 , L 0 ∈ R + .
All small-scale fading variables between any two nodes are assumed to be i.i.d. and independent of the locations of the nodes. We focus on the digital beamforming architecture, where each antenna is connected through a separate RF chain, and hence, the nodes have direct access to the channel seen by each antenna. The channel, i.e., the small-scale fading, between any transmit antenna and receive antenna, is assumed to follow i.i.d. circularly symmetric complex Gaussian random variables with zero mean and unit variance, which inherently means we assume a rich scattering environment with the proper antenna spacing [31] . This assumption is questionable when the network utilizes frequency bands in the mmWave and THz bands since the channels are known to be spatially sparse with a few dominant paths [32] . Hence, our model is more suitable for traditional cellular bands and we postpone considering spatially sparse channels for a future work. Note that we assume an environment which is rich enough with scatters such that the i.i.d. assumption is valid regardless of the number of antennas, which could be huge.
Antenna Configurations: The BSs are equipped with N t (λ) antennas and users with N r (λ) antennas. More specifically, we consider the following four scenarios: In all scenarios, we assume that each BS and its user have perfect knowledge of the channel between them. In the first three scenarios, each BS only knows the channel to its own user with no information shared between the BSs, while in the last scenario, BSs cooperate to enhance the performance of their users. Furthermore, in the MISO and the MIMO cases, N t (λ) is assumed to positively scale with λ, i.e., it is non-decreasing with lim λ→∞ N t (λ) = ∞, while in the SIMO case, N r (λ) is assumed to positively scale with λ. In the next section, we present the methodology of the analysis we follow to prove the scaling laws for the four scenarios of interest.
III. METHODOLOGY OF ANALYSIS
We consider the performance of a user located at the origin. According to Slivnyak's theorem [9] , there is no loss of generality in this assumption, and the evaluated performance represents the average performance for all users in the network. The received signal at the tagged user assuming a serving distance of r 0 is
where H i,j ∈ C Nr×Nt is the channel between the i th BS and the j th user, p i ∈ C Nt×1 is the precoding (beamforming) vector of the i th BS, u i ∈ C Nr×1 is the combining vector used by the i th user, s i is the transmitted symbol from the i th BS, n 0 is the zero-mean additive white
Gaussian noise with variance σ 2 , and B(0, r 0 ) is a ball centered at the origin with radius r 0 .
Hence, Φ \ B(0, r 0 ) is the set of interfering BSs. Note that for simplicity, we assume that Φ is the ordered set of distances between the origin and the BSs, hence, r 0 is the closest point to the origin. Also, note that the users are assumed to be ordered such that the i th user is connected to the i th BS, which is possible since each BS serves exactly one user on the considered resource block.
The transmitted symbols from the BSs are assumed to be i.i.d. with zero mean and unit energy.
We further adopt the Gaussian signaling approximation [27] , where the interfering symbols are assumed to be drawn from i.i.d. complex Gaussian random variables with zero mean and unit variance, i.e., s i ∼ CN (0, 1), ∀i ∈ {1, 2, · · · }. The accuracy of the Gaussian codebook approximation for interfering symbols from several constellation types has been verified in [27] , [33] , [34] . Hence, by conditioning on the network geometry, the channel gains, and the precoding/combining vectors, the interference is conditionally a Gaussian random variable. Under such a conditioning and by averaging over the transmitted symbols, the desired signal power is L(r 0 )|u * 0 H 0,0 p 0 | 2 and the interference-plus-noise power is
||u 0 || 2 2 σ 2 , since the transmitted symbols are assumed to be i.i.d and the interference is treated as noise. Hence, the conditional SINR is represented by
where the dependency on λ is captured through the distribution of the serving distance r 0 , the density of interfering BSs, and the number of antennas. Note that the serving distance has a Rayleigh probability density function (PDF) f R (r 0 ) = 2πλr 0 e −πλr 2 0 [2] .
Both the BS and the user design their precoding and combining vectors, respectively, to maximize the SNR at the user. Under the assumption that the elements of H are drawn from i.i.d. complex Gaussian random variables with zero mean and unit variance, the BS (user) uses the right (left) singular vector corresponding to the maximum eigenvalue of the matrix H as its beamforming (combining) vector, which is referred to as eigenbeamforming. Based on [13] , the SINR in this case can be expressed as
where φ 0 is the maximum singular value of the matrix H 0,0 and g i , ∀i ∈ {1, 2, · · · }, are i.i.d.
unit mean exponential random variables independent of φ 0 .
The second performance measure we consider is the ASE [35] , which represents the sum throughput for all users per unit area. Given our system model, we define the conditional ASE as [3] 
in bps/Hz/m 2 . Note that the average SINR and the average ASE can be found by averaging (2) average SINR (ASE) has the same scaling laws as conditional SINR (ASE). Another fundamental lemma that we rely on is given next. 2 Lemma 1. Let L(·) be a general physically feasible path loss model, g i , i ∈ {1, 2, · · · }, be a sequence of i.i.d. random variables with unit mean, Φ be a HPPP with intensity λ, and r n be the distance from the origin to the n th closest points in Φ, then for all fixed n,
where γ = ∞ 0 rL(r)dr.
Proof. Let λ = kλ 0 , where k ∈ Z + and λ 0 ∈ R * + , andΦ be a PPP with intensity kλ 0 . Then,
= lim
where (6) follows by adding and subtracting the interference from the n th closest points to the origin, (7) holds since
which approaches zero a.s. as k → ∞, given that n is finite, (8) follows using the superposition property of PPPs [9] , where Ψ j , ∀j ∈ {1, 2, · · · , k} are i.i.d. PPPs with density λ 0 , (9) follows by using the law of large numbers, and (10) is found by using Campbell's theorem [9] and the definition of γ. Finally, since the final result is independent of λ 0 , then we can conclude that lim
which proves the lemma.
Next, we will utilize the expressions and tools of this section to derive the scaling laws for the different MIMO configurations, starting with MISO networks.
IV. SCENARIO A: MISO NETWORKS WITH NO BS COOPERATION
For this scenario, we focus on the case where we have multi-antenna BSs and single-antenna users. In this case, eigenbeamforming simplifies to maximum ratio transmission (MRT), i.e.,
is the channel between the i th BS and the j th user. In this case, the conditional SINR in (2) can be written as
whereg is a Gamma distributed random variable with shape N t and unit rate, i.e.,g ∼ Γ(N t , 1), and g i , ∀i ∈ {1, 2, · · · }, are i.i.d. unit mean exponential random variables independent ofg [24] .
A. Scaling Laws
Before delving into the analysis, it is important to recall that in the single antenna case, the conditional and the mean SINR drop to zero and the conditional and the mean ASE approach a finite constant as λ → ∞ [3] . For the multi-antenna case, one can use the SINR expression in (11) to find the asymptotic SINR scaling laws as summarized in the next theorem. 
Proof. Refer to Appendix A.
The proof of this theorem follows from the next two lemmas which we prove in the Appendix.
Hence, based on Theorem 1.1, scaling the number of antennas sub-linearly with the density does not prevent the SINR from dropping to zero for high BS densities. The turning point happens when the number of antennas is scaled linearly with the density. In this case, the SINR approaches a finite constant which is desirable since it guarantees a certain QoS or throughput for the users in the dense regime. This roughly means that we can restore the SINR-invariance property [2] in dense networks by this scaling, under the assumption of a rich scattering environment we discussed before. For the ASE, the results are given in Theorem 2. If the path loss function also satisfies the conditions in Assumption 1, then the mean ASE, i.e., E [E(λ)], has the same scaling laws as above.
Proof. Refer to Appendix B.
Theorem 2.1 shows that although the SINR drops to zero if the number of antennas scales sub-linearly with the BS density, we still observe benefits from densifying the network in terms of the sum spatial throughput. This is because the density of the links (users) grows at a rate faster than the decay of the SINR. Hence, although the throughput of each user tends to zero asymptotically, the sum throughput of all users still grows with densification. Moreover, Theorem 2.2 shows that a linear scaling, which is required to maintain a non-zero SINR, leads to a linear growth of the ASE in dense networks. Overall, the last theorem shows that as long as the number of antennas scales positively with the BS density, the densification plateau can be avoided.
B. Numerical Example
We start this section by verifying our derived scaling laws using independent and realistic system level simulations. The simulation uniformly drops BSs in a 20×20 km 2 region according to the desired density. Then the SINR is evaluated for a user located at the origin. The results were averaged over 10 4 runs. Unless otherwise stated, the noise power is set to σ 2 = −70dBm and the path loss is given by L(r) = exp(−ηr −κ ), with η = 0.9 and κ = 0.52. These values were picked since it was shown in [7] that using these parameters, the stretched exponential function accurately captures the path loss in dense urban networks based on the measurements provided in [37] . The simulation results are shown in Fig. 1 and Fig. 2. Fig. 1 shows the scaling of the mean SINR with the BS density for different scaling rates of the number of antennas;
super-linear, linear, sub-linear, and constant (single antenna). We also include the asymptotic value for the linear scaling case given in Theorem 1.2. The curves agree with and verify the derived scaling laws. Precisely, the figure shows that the SINR decreases with the density for the single antenna case, which was proven in [3] , and also when the number of antennas is scaled sub-linearly with the density, which we proved in Theorem 1.
The figure also shows that a linear scaling of the number of antennas with the BS density is required to prevent the SINR from dropping to zero. Fig. 1 also highlights the diminishing SINR gains we get by densification for the linear scaling case, although the limiting value is approached at very high densities, i.e., at densities much higher than 2 × 10 4 BSs/km 2 . For example, to get 1dB SINR gain at a BS density of 3000 BS/km 2 , we need to increase the density to around 7000 BS/km 2 , and to get another 1dB gain, we need to densify the network to 15000 BS/km 2 .
Practically, densities of 3000, 7000, and 15000 BSs/km 2 correspond to a BS every 18m, 12m, and 8m, respectively, assuming a uniform square grid model. Hence, improving the SINR through densification while scaling the number of antennas is not very attractive when the network is already dense. However, it still ensures a non-zero SINR which is our main objective, unlike the single-antenna case, where the SINR decreases to zero.
Moving to the mean ASE, Fig. 2a illustrates the scaling laws derived in Theorem 2 and shows the high gains of densification with antenna scaling in terms of the network throughput. More specifically, Fig. 2b shows the ASE gain we get by doubling the BS density, where the gain at 200 BS/km 2 is relative to 100 BS/km 2 . Note that although it was proven in [3] that the mean ASE saturates to constant in the limit λ → ∞ for the single-antenna case, the figure shows that this limit is approached for very high BS densities that are not practical. Nevertheless, the figure highlights the diminishing gains we get by densifying the network. These diminishing gains are a result of using a physically feasible path loss model, since for the unbounded power-law model, it was proven that the ASE scales linearly with the BS density [2] . The figure also highlights the linear scaling of the ASE when the number of antennas is scaled linearly with the BS density.
V. SCENARIO B: SIMO NETWORKS WITH NO INTERFERENCE CANCELLATION
In this scenario, we focus on SIMO networks, where we have single-antenna BSs and multiantenna users. Hence, eigenbeamforming simplifies to maximum ratio combining (MRC), i.e., u i = h i,i [31] . Based on this, the SINR in (2) can be written as
whereg is Gamma distributed with shape N r (λ) and unit rate, i.e.,g ∼ Γ(N r (λ), 1), and g i , ∀i ∈ {1, 2, · · · }, are i.i.d. unit mean exponential random variables independent of g i [27] .
This expression exactly matches the one for the MISO case given in (11) , with the exception that the meang is N r (λ) in this case instead of N t (λ) in (11) . Hence, all the scaling laws for the MISO case extend exactly to the SIMO case.
Corollary 1. For the SIMO case with N r (λ) antennas, the conditional and the mean SINR have the same scaling laws as in Theorem 1 and the conditional and the mean ASE have the same scaling laws as in Theorem 2.
VI. SCENARIO C: MIMO NETWORKS WITH NO BS COOPERATION
Now we go back to the original settings, with multi-antenna BSs and multi-antenna users. More specifically, we assume that the BSs and the users are equipped with N t (λ) and N r (λ) antennas, respectively. We further focus on the practical case, where N r (λ) ≤ N t (λ), i.e., lim λ→∞ Nr(λ) Nt(λ) = y ∈ [0, 1], where y = 0 includes the MISO case we discussed. The SINR in this case is given in (3) . Note that the dependency on N t (λ) and N r (λ) is captured through the distribution of φ 2 0 , which has been well-studied in [38] , but it does not have a simple form. Nevertheless, we can still derive the exact scaling laws of the conditional SINR and the ASE. a.s. and the conditional ASE has the same scaling laws as in Theorem 2 with N t (λ) antennas.
Proof. Refer to Appendix C. Hence, for the average SINR, the scaling law is at least similar to the MISO case with N t (λ) antennas and at most similar to the MISO case with N t (λ)N r (λ) antennas. To observe the exact scaling, we use simulations and the results are shown in Fig. 3 , assuming N t (λ) = N r (λ) = N (λ) = λ × 10 6 . Starting with the mean SINR, Fig. 3a shows that the mean SINR follows the same trend as the lower bound and not the upper bound. In other words, the mean SINR seems to scale as Nt λ , which is a constant in this case. The results also show that the average ASE scales linearly with the BS density. More specifically, the ASE scaled as λ, as predicted by the lower bound, and not λ log 2 (λ), predicted by the upper bound. It also matches the scaling law we derived for the conditional ASE. 
VII. SCENARIO D: MISO NETWORKS WITH COORDINATED BEAMFORMING
In the previous sections, we focused on the case where the BS only learns the channel to its user and designs its precoding vector according to that. In this section, we consider the case where the BSs jointly design their precoding vectors to mitigate the interference at their users, a scheme typically referred to as coordinated beamforming [39] . More precisely, the cooperating BSs design their precoding vectors v i , ∀i ∈ {0, · · · , K − 1}, where K is the number of cooperating BSs, such that the interference from this cluster of BSs is nullified at each user that is served by this cluster, while maximizing the desired signal power for each user. Such a construction of precoding vectors is always feasible as long as the cluster size is less than the number of antennas, i.e., K ≤ N t (λ) [39] .
Based on Lemma 1, canceling the interference from a finite number of BSs independently from the BS density does not help, since the interference term maintains the same scaling law.
However, assuming that each BS is equipped with N t (λ) antennas, the precoding vectors can ideally be designed such that the interference from the N t (λ) − 1 closest interferers is canceled at each user as we discussed. Based on this, the SINR at the tagged user is [39] SINR(λ) = L(r 0 )g
where r Nt(λ) is the distance to the N t (λ) closest BS whileg and g i , ∀i ∈ {1, 2, · · · }, have the same distributions as in (11) . Note that we have neglected an important issue that comes with coordinated beamforming, which is how to form these cooperating clusters. In other words, we assumed that the closest BSs around the user at the origin are cooperating, but some of these might be shared with other clusters. Hence, the performance of the model as presented above, can be considered as an upper-bound on the actual model that accounts for the issue of BSs clustering. For more information on this issue, refer to [39] - [41] . Based on this, the SINR scaling laws are given in the following. 
Accordingly, the conditional ASE has the same scaling laws as in Theorem 2 for these two cases.
Proof. Refer to Appendix D.
Hence, based on Corollary 3.1, canceling the interference from the N t (λ) − 1 interferers does not improve the scaling law when the number of antennas is scaled sub-linearly with the BS density. In fact, even the slope does not change. The intuition behind this result is that the out-of-cluster interference grows faster than the in-cluster interference, which means that, asymptotically, the out-of-cluster interference dominates and converges to the total interference from all BSs. Hence, we can conclude that in this case, coordinated beamforming does not yield any benefits in terms of the asymptotic conditional SINR.
For the linear scaling case, the analysis becomes tricky, and hence, we focus on the special case where c > L 0 2πγ for simplicity, but we will verify by simulations that the same observation holds even if this condition is violated. More precisely, the previous corollary shows that even in the linear scaling case, the scaling law also does not change. Hence, although BS cooperation yields benefits for small densities in cellular networks, it does not improve the scaling laws in the ultradense regime when λ → ∞. An example is shown in Fig. 4 , where the simulation setup is similar to the one in Section IV-B, with the exception that the interference is perfectly canceled from the N t (λ) − 1 closest interferers. The results verify the last corollary and show that the scaling laws are similar to the ones in Fig. 1 and Fig. 2a for the MISO case without BS cooperation. Hence, we have the following conjecture. Before wrapping up this section, we want to point that the expression in (14) is similar to the SINR in a SIMO network, where the interference is perfectly cancelled from the N t (λ) − 1 closest interferes which was considered in [18] for ad hoc networks. Hence, the scaling laws in Corollary 3 extend to this case as well. 
VIII. DISCUSSION
In this section, we provide further insights, discussions, comparisons, and possible future extensions of this work. All the scaling laws we derived are summarized in Table II .
A. Practical implications
First, recall that for the single antenna scenario, the SINR approaches zero and the ASE saturates to a non-zero finite constant in the limit of λ → ∞ as shown in [3] . Hence, the peruser throughput, i.e., E[log 2 (1 + SINR)], also approaches zero in the dense regime. The intuition behind this result is that although the per-user throughput is tiny, the sum throughput is still not negligible due to the high density of links. In fact, it was proved in [3] that if one would assume a minimum operational SINR θ, such that if the received SINR is below this threshold, the packets are declared undecodable and discarded, then even the sum ASE approaches zero in this case. Hence, neither the per-user throughput nor the ASE benefit from densification after certain finite BS density.
Our results in this work suggest that network densification, along with scaling the number of antennas, is a sustainable way for cellular operators to cope with the massive increase in data demands, which is one of the main motivations behind the small cells technology [42] . More precisely, scaling the number of antennas linearly with the BS density ensures a non-zero SINR where the ASE was proven to drop to zero in this case regardless of θ.
B. Comparison with the ad hoc scenario
Shifting our focus from cellular networks, we compare our results to the ones in [18] , where the authors studied the scaling laws of the ASE in an ad hoc network with multi-antenna receivers and single antenna transmitters. To have a fair comparison, we need to change our model slightly by assuming that the transmitter is located at a distance r 0 that is independent of the set of interfering transmitters and their densities. In other words, the SINR in (13) becomes
where r 0 is independent of λ and uniformly distributed between 1 and R ∈ R + . This expression matches the one in [18] with the exception that we assume a physically feasible path loss model while in [18] , the standard unbounded path loss model is considered, i.e., L(r) = r −η with η > 2. Hence, any difference in the scaling laws is only related to the path loss model.
It is straightforward to prove that the scaling laws we derived for the cellular case match exactly the scaling laws in the ad hoc case based on (16) . Compared to [18] , the scaling laws we derived are more optimistic. More precisely, assuming N t (λ) = λ β and no interference cancellation, the ASE in [18] scales as λ log(1 + λ β−η/2 ), which is a function of the path loss exponent η > 2. Hence, the ASE drops to zero in the single-antenna case and N t (λ) has to scale super-linearly with λ to maintain a linear scaling of the ASE. In our case, the ASE scales as λ log(1 + λ β−1 ), which is independent of the path loss function as long as it physically feasible.
Hence, the ASE saturates to a non-zero constant in the single-antenna case and a linear scaling of the N t (λ) is sufficient to maintain the linear scaling of the ASE with densification. Moreover, assuming perfect interference cancellation from the nearest N t (λ) − 1 interferers, the ASE in [18] was shown to scale as λ log(1 + λ α 2 (β−1) ), while we showed that interference cancellation does not change the scaling laws of the ASE.
The differences between these scaling laws enforce our argument in [3] that one should be careful regarding the choice of the path loss model while studying the scaling laws in wireless networks.
C. Coordinated Beamforming Overheads
Coordinated beamforming is known to improve the SINR, at least for small BS densities, but at the expense of cooperation overheads, since the channels to all the users have to be known by all the cooperating BSs to design their precoders. This imposes a trade-off between the SINR and the overheads, and hence, the number of cooperating BSs has to be optimized. A more general cooperation scheme has been studied for cellular networks in [43] , but under the assumption of single-antenna BSs. It was shown in [43] that the number of cooperating BSs is always finite; a small number of cooperating BSs yields low SINRs, but large number of cooperating BSs yields low throughput due to the overheads. In our case, we showed that even when we neglected the overheads, coordinated beamforming does not yield any benefits in terms of the ASE and SINR scaling laws. Overall, this means that by accounting for the cooperation overheads, coordinated beamforming leads to worse scaling laws asymptotically, and hence, we cannot rely on it to improve the scaling laws in dense cellular networks.
D. Open Questions
• Spatially Correlated Channels: all the scaling laws in this work are derived under the i.i.d.
assumption for the channels seen by each antenna, regardless of the number of antennas.
As mentioned before, this means we are focusing on traditional cellular frequency bands, but not mmWave or THz bands, since the channel is known to be spatially sparse on these frequencies, and thus highly correlated. Analyzing these frequency bands is interesting, since a large antenna array is more feasible. Related to this, understanding how much diversity in the channels is needed to maintain these scaling laws is also interesting and was not discussed in this work.
• MIMO with Statistical Multiplexing: we focused in this work on the MIMO case with a single data stream, since our objective is to maintain a non-zero SINR, at least, in dense network to harvest the linear gain in the ASE. However, if the number of receive antennas is sufficient to provide enough diversity in the received signal to maintain a non-zero power, then perhaps transmitting multiple data streams would be favorable in this case. To the best of our knowledge, the optimal number of data streams is not known in dense cellular networks and is of great interest. The proof follows by the following two lemmas, which we prove in the sequel.
Lemma 2. For the MISO case with N t (λ) antennas and a physically feasible path loss model, the conditional SINR in (11) has the following scaling law.
Lemma 3. For the MISO case with N t (λ) antennas and a physically feasible path loss model that satisfies Assumption 1, the mean SINR has the following scaling law.
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A. Proof of Lemma 2
First, note that the SINR in (11) can be written as
where f i , ∀i ∈ {1, 2, · · · , N t (λ)}, are i.i.d. exponentially distributed random variables with unit means, which follows from the decomposition of the gamma random variable into a sum of i.i.d. exponential random variables. Based on this, we are interested in studying lim λ→∞ λ Nt(λ) SINR(λ). Given that σ 2 λ → 0 and L(r 0 ) → L 0 a.s. as λ → ∞, we have
where the result follows using the law of large numbers and Lemma 1, which concludes the proof of the conditional SINR scaling laws.
B. Proof of Lemma 3
For this lemma, we are interested in the scaling laws lim λ→∞ E λ Nt(λ) SINR(λ) , which can be found as follows:
where (20) is found by averaging over g i L(r i )+σ 2 are uniformly integrable with-respect-to (w.r.t) λ given that L(·) satisfies the conditions in Assumption 1 as shown in [3] . Consequently, we can swap the limit with the expectation [44, Theorem 5.5.2] . Finally, the last equality holds since L(r 0 ) → L 0 a.s. and σ 2 λ → 0 as λ → ∞, and then by using Lemma 1.
APPENDIX B PROOF OF THEOREM 2
The proof follows by the following two lemmas, which we prove in the sequel. 
where the last equality follows from Theorem 1. For the case where lim 
and both of the LHS and RHS evaluates to 1. This concludes the proof of the scaling laws of the conditional ASE.
B. Proof of Lemma 5
We have the following bounds 
where the lower bound follows from Fatou's lemma [36] and the upper bound follows since log 2 (1 + x) ≤ x ln (2) , ∀x ≥ 0. For the sub-linear case, the LHS in (25) is L 0 2πγ ln (2) according to (22) and the RHS is also L 0 2πγ ln (2) according to (21) . For the linear case, the LHS in (25) is c log 2 1 + L 0 2πγ according to (23) and an alternative bound to the RHS in (25) can be found using Jensen's inequality, i.e., E [log 2 (1 + SINR(λ))] ≤ log 2 (1 + E [SINR(λ)]) and then according to (21) , this bound is also c log 2 1 + L 0 2πγ . Based on these arguments, the mean ASE scales as N t (λ) for the sub-linear and the linear case.
For the super-linear case, we need to show that lim λ→∞ E λ log 2 (1+SINR(λ)) where the first inequality follows from Fatou's lemma [36] and second from Jensen's inequality.
The LHS evaluates to 1 using Lemma 4 and the RHS also evaluates to 1 using the same steps used to prove Lemma 4. This concludes the proof of the super-linear case and the proof of 
a.s.,
where the last equality holds since as λ → ∞, L(r 0 ) → L 0 a.s., σ 2 λ → 0, 1 which states that the maximum eigenvalue of a N r × N t matrix with entries drawn from i.i.d.
complex Gaussian distribution with zero mean and unit variance approaches (1 + √ y) 2 N t a.s.
as N t → ∞, where y = Nr Nt ∈ [0, 1], which is sometimes referred to as the semicircle law of random matrices.
B. Proof of Corollary 2
The proof relies on the following bounds, which are derived in [46] . ||H 0,0 || F min(N t (λ), N r (λ)) ≤ φ 2 0 ≤ ||H 0,0 || F ,
where || · || F is the Frobenius norm [46] , i.e., ||H 0,0 || F =
Nt(λ) j=1 |h i,j | 2 . Hence, the proof follows from similar steps as in the MISO case, since |h i,j | 2 , ∀i, j ∈ {1, 2, · · · }, are i.i.d. unit mean exponential random variables.
APPENDIX D PROOF OF COROLLARY 3
The conditional SINR in (14) 
where the law of large numbers is used to get the final result. Hence, we can conclude that λ Nt(λ) SINR(λ) = L 0 2π a.s. in case Nt(λ) λ approaches zero following the same steps as in Appendix A-A. For the linear case, i.e., N t (λ) = λ c with c > L 0 2πγ , following the previous steps we have
Since lim 
