We continue the study of algebraic difference equations of the type u n+2 u n = ψ(u n+1 ), which started in a previous paper. Here we study the case where the algebraic curves related to the equations are quartics Q(K) of the plane. We prove, as in "on some algebraic difference equations u n+2 u n = ψ(u n+1 ) in R + * , related to families of conics or cubics: generalization of the Lyness' sequences" (2004), that the solutions M n = (u n+1 ,u n ) are persistent and bounded, move on the positive component Q 0 (K) of the quartic Q(K) which passes through M 0 , and diverge if M 0 is not the equilibrium, which is locally stable. In fact, we study the dynamical system F(x, y) = ((a+ bx + cx 2 )/y(c + dx
Introduction
In [4] , we study the difference equations u n+2 u n = a + bu n+1 + u c + u n+1 (1.1) which generalize the Lyness' difference equations u n+2 u n = a + u n+1 (see [2, 7, 8, 9] ). The first of these equations is related to a family of conics, and the second to a family of cubics (whose Lyness' cubics are particular cases). The results of [4] in the two cases are analogous to the results obtained in [3] about the global behavior of the solutions of Lyness' difference equation.
In the present paper, we will study the difference equation The map F has a geometrical interpretation. If M ∈ R + * 2 , let M be the second point of the quartic Q(K) which passes through M whose first coordinate is the same as those of M (there is only one such point M because the point at the vertical infinity is a double point of the quartic). The image F(M) is the symmetric point of M with respect to the diagonal x = y.
For all this results, we refer to [4] . In Section 2, we give a general topological result useful for our study, which extends a result of [4] , and we define a general property of weak chaotic behavior, whose proof for (1.2) is the goal of this paper.
In Section 3, we use this result to show that the solutions of difference equation ( 
A topological tool for difference equations with an invariant
In this section, we give an abstract and more or less classical general result which will be useful for the study of difference equations. This assertion extends [ If (e) and (f) hold, it is easy to see that Ꮿ K is nonempty and compact for every K ≥ K m ; in particular, sequences (M n ) are bounded (i.e., relatively compact).
We prove now that the sets U K = {G < K} form a basis of neighborhoods of L. Let V be an open neighborhood of L. The sets {G ≤ K}, for K > K m , are compact, and their intersection is {L}; so there is a K > K m such that {G ≤ K} ⊂ V , and thus U K ⊂ V .
We can now prove easily that L is locally stable: if V is a neighborhood of L, there exists
We prove now assertion (5), if (g) also holds. We have U K ⊂ {G ≤ K}, and 
We will use Proposition 2.1 when X is an open subset of R 2 ; in this context, F and G are given by (2) and (3). In the general case, we can ask the question whether a form of chaotic behavior may be described for the map F (we will study in this paper if it is the case with F and G given by (2) and (3)). Precisely, one may ask the question whether F has an "invariant pointwise chaotic behavior," denoted IPCB.
Property of IPCB. We suppose that X, F, and G satisfy properties (a),(b),...,(g) of Proposition 2.1, and that X is a metric space, with distance d. We say that the dynamical system (X,F) with invariant G has IPCB if we have the following three properties.
(a) There exists a partition of X\{L} into two dense subsets A and B which both are union of "curves" Ꮿ K , and then invariant under F : A is the set of initial periodic points M 0 , B is the set of initial points M 0 whose orbit is dense in the curve Ꮿ K which passes through M 0 (that is Ꮿ G(M0) ). (b) Every point M 0 ∈ X\{L} has sensitivity to initial conditions, that is, there exists δ(M 0 ) > 0 (this dependance on M 0 explains the term "pointwise") such that every neighborhood of M 0 contains a point M 0 whose iterates
for infinitely many integers n. (c) There exists an integer N such that every integer n ≥ N is the minimal period of some periodic orbit of F. IPCB is the essential result of [3] about the behavior of Lyness' difference equation u n+2 u n = k + u n+1 if 0 < k = 1 (if k = 1, 5 is a common minimal period to all nonconstant solutions).
In [4] , we prove also that IPCB holds for the solutions of difference equations in
An important tool to study the dynamical system linked to (1.2) may be an eventual property in the abstract case of Proposition 2.1: for every K ∈ ]K m ,K ∞ [, is the dynamical system F |ᏯK conjugated to a rotation on the circle with angle 2πθ(K) ∈ ]0,π[? This eventual property supposes that each set Ꮿ K is homeomorphic to a circle. Then the study of the properties of function θ would be essential: continuity (analyticity if X is an open set of R 2 ), limits when K → K m and K → K ∞ .
First general results of divergence and stability
We begin by identifying the fixed point. 
and it is the unique possible limit for sequence (1.2) .
G. Bastien and M. Rogalski 231 Proof. It is obvious that a fixed point of F has the form (Y ,Y ) where Y satisfies (3.1), and that (3.1) has a unique positive root such that ( , ) is invariant by F. For the limit of the sequence (u n ) of (1.2), we must be more careful if a = 0, because in this case Y = 0 is solution of (3.1). But then Q(K) passes through (0,0) and has as tangent at this point the line x + y = 0 if b > 0, and so the point M n = (u n+1 ,u n ), which lies on Q(K) ∩ R With the objective of using Proposition 2.1, it is necessary to study the function G. The first question is to know if G(x, y) → +∞ if (x, y) tends to the infinite point of the locally compact space R + * 2 . It appears that this condition fails in the general case. Indeed, we look for a condition for the sets A K := {G ≤ K} ∩ R + * 2 to be compact. The hypothesis is
Thus we have xy So the good condition in (1.2), which we suppose in all the sequel, is
It is to be noticed that if b = c = d = 0, the function G does not tend to +∞ at the point at infinity of R + * 2 , and then the solutions of the difference equation (1.2) may be unbounded or not persistent. In fact, it is always the case. Then, we must identify the minimum of G. The equations of critical points are x 2 y 2 + dx 2 y + c(x 2 − y 2 ) − by − a = 0 and x 2 y 2 + dy 2 x + c(y 2 − x 2 ) − bx − a = 0. The difference of these two equations gives (x − y)(dxy + 2c(x + y) + b) = 0. But if (x, y) ∈ R + * 2 , the only solution is x = y, so the previous equations give x 4 + dx 3 − bx − a = 0, and thus we have x = y = : G has a unique critical point at the equilibrium L = ( , ), the minimum of G is achieved only at this point, and the value of the minimum is
, and through every point M ∈ R + * 2 passes a unique curve Q 0 (K). We can thus apply Proposition 2.1 and obtain the following theorem.
is bounded and persistent in 
The homographic case
In [5] , the authors study the difference equation
If γ = α = 0, we find the classical sequence u n+2 = (β/δ)/u n which is always 4-periodic.
it is a Lyness sequence, and its behavior is known and given in [3] .
So, we suppose γ > 0, and thus we can suppose γ = 1. Under this hypothesis, if we suppose that the two quadratic polynomials of (1.2) have a common root x = −p < 0, then (4.1) is a particular case of (1.2). To see this fact, we examine some cases.
(i) If δ = 0, easy calculation shows that with
is exactly (4.1) for u n = β/v n . In any cases, (4.1) comes down to (1.2) or to a known sequence (Lyness' one) or to elementary sequences (3-or 4-periodic). Thus, with the aid of elementary results on Lyness' equation (see [3] ), we deduce again from Section 2 the result of [5] about (4.1), but almost without calculation, and we can improve it. Of course, other properties of the solutions of (4.1) will follow from the general property of solutions of (1.2) that we will prove in the following parts, see corollaries of Theorems 5.1 and 7.1, where examples of (4.1) which have IPCB are given.
The case a = 0
In this part, we solve the case when a = 0, which is simple, because an easy birational map reduces the associated quartic curves to cubic ones which give a previous case already solved (see [4] ). So we obtain the following general result.
be the equilibrium, with positive solution of the equation
be the quartic curve with equation Proof. If a = 0, then the quartic curve (1.6) reduces to (5.2), and then it passes through (0,0).
(1) Case c = 0 and d > 0. We define the birational map
that is the transformation on the solutions (u n ) of difference equation (5.1) by the formula
Under map (5.3) the quartic (5.2) becomes the cubic of paper [4] : We define now the birational map
Under map (5.7) the quartic (5.3) becomes the cubic of (see [4] ) 9) associated to the difference equation
whose solutions are studied in [4] . (2) The 5-periodic case b 2 = c 3 and bd = 2c 2 corresponds to initial Lyness' sequence:
We give now two easy cases with a = 0, which are not covered by Theorem 5.1. First, the case a = b = 0 is given by Lemma 3.1: the sequence tends to 0. Second, we have the following classical result. 
General results in the case a > 0
It is easy to see that if a > 0 we can suppose that a = 1 (put u n = v n 4 √ a). We make this hypothesis from now on.
Points on the diagonal and the birational transformation of the quartic.
We know that the quartic curve has two double points at infinity in vertical and horizontal direction, which are ordinary if d 2 − 4c = 0, the asymptotes being then the lines x = r 1 , x = r 2 , y = r 1 , and y = r 2 , where the r i are the roots (real or complex) of the equation s 2 
So we can hope that the quartic curve Q(K) is an elliptic one, and thus that it can be transformed in a regular cubic curve by a birational transformation. To make such a transformation, some point of Q(K) should disappear, and to preserve the symmetry of the curve with respect to the diagonal δ : x = y, we choose this point on this diagonal. So the fundamental technical result will be the behavior of the points of Q(K) on the diagonal. 
These coordinates are real numbers f 1 , −λ, f 2 , f 3 which satisfy
Moreover, numbers f i and λ are continuous functions of K on ]K m ,+∞[, whose limits when
Proof. Formula (6.1) is obvious. Let h K (t) = t 4 + 2dt 3 + (2c − K)t 2 + 2bt + 1 = 0. By (3.1) and (3.4) we have
h K (0) = 1, and so h K has two roots f 2 and f 3 which satisfy 0 < f 2 < < f 3 . We have also h K (− ) = h K ( ) − 4d 3 − 4b < 0, and thus we have two other roots f 1 and −λ which satisfy 
We make the birational transformation φ K defined in affine coordinates, for XY = λ 2 , by
or, in homogeneous coordinates, by 
So we obtain the straight line ∆ λ with equation 1 + λ(x + y) = 0 and the cubic curve Γ(K) with equation
where 
and so Γ 0 (K) cannot be bounded. Equation (6.11) becomes
and this proves that Γ(K) has the point at infinity in the direction of the diagonal. Moreover, (6.7) shows that when (X,Y ) → (λ,λ) on Q 0 (K), then (x, y) tends to infinity in direction x = y on Γ 0 (K). Figure 6 .2).
The algebraic-geometric interpretation
P = (−1/λ,0) ∈ Γ(K) (see
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Proof. The symmetry with respect to the diagonal is preserved by φ K . We look at the images by φ K of the vertical lines X = α. By (6.7), they are the straight lines with equations αy = 1 + λx, and all these lines pass through the point P = (−1/λ,0). So the lemma is obvious.
Now we will, as in [3, 4] , translate the property of sequence m n given by Lemma 6.3 into the addition m n+1 = m n + P for a group law on the cubic curve Γ(K). To do this, we need the regularity of the curve Γ(K), that is its elliptic nature. With this objective, we make a new transformation κ, independant from K, and defined it by κ(x, y) = (U,V ), where
(6.15) So Γ(K) becomes a new cubic curve Γ(K) with equation
where
Now we need the following result.
Proof. It is obvious with formulas (3.1), (3.4), and (6.12), and condition (3.3).
On the other hand, one can see that the quantity α(K) may be zero for some value of K, and positive or negative (see proof of Proposition 6.7). But if 4c 2 Now we define a new transformation ψ K , in affine coordinates, by
or, in homogeneous coordinates, by
We obtain a new cubic curve E(K).
Remark that if for some K one has p(K)
= 0, then ψ K = Id. If p(K) = 0,
then the line with equation U = −1/ p(K) is an asymptote of inflexion of Γ(K) which is sent to the line at infinity by ψ K ; this line is a tangent of inflexion to the cubic E(K).

The equation of E(K) is
Of course, if p = 0, we find again the cubic curve Γ(K) itself. Now we can prove the essential result of this part.
the cubic curve E(K) is regular: it is an elliptic curve. So there is on E(K) an abelian group law whose unit element is the point at infinity in vertical direction, and whose addition is defined by A + B + C = 0 if and only if the three points A, B, C of E(K) are on the same straight line (and the opposite −A is the symmetric of A with respect to the u-axis).
(2) Let m n be the images of points m n by ψ K •κ, and P the image of P by the same map. Then, for every n, m n+1 = m n + P, and m n = m 0 + n P, for the addition of the group law on E(K).
Proof. Equation of E(K)
has the form βv 2 = P 3 (u), with β > 0 and deg(P 3 ) ≤ 3. So we know (see [1, 6] ) that E(K) is regular if and only if (i) the coefficient of u 3 in P 3 is nonzero (deg(P 3 ) = 3); (ii) the three roots of P 3 are distinct.
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The coefficient of U 3 vanishes only if b = d = 0, but in this case α(K) = −4cλ = 0, and
Suppose then that p(K) = 0 and that the coefficient of u 3 in P 3 is zero. Then E(K) splits into a conic and the line at infinity, that is Γ(K) splits into its asymptote U = −1/ p(K) and a conic (besides one see easily that the left hand of (6.17) has the factor U + 1/ p(K)). So, it is also the case of Γ(K): it is the union of the real line J with equation x + y = 1/ p(K) and a conic B. But Γ(K) is symmetric with respect to the diagonal, contains the points P = (−1/λ,0), P = (0,−1/λ), and the three distinct points
is compact and contains F 2 and F 3 (see Lemma 6.2), so Γ 0 (K) = B is necessarily an ellipse, but in this case the real points P and P cannot lie on Γ(K) (because they do not belong to J: F 1 / ∈ ∆ λ ), and this is a contradiction (see Figure 6. 3).
is necessarily a parabola with axis x = y, and the same contradiction holds. Now we prove point (ii). The three roots of P 3 are distinct. These roots are the first coordinates of the images of the ( 3 , we obtain first f 1 < 0 < f 3 < f 2 ≤ +∞, and then −∞ ≤ f 2 < f 3 < 0 < f 1 . If p(K) = 0, the images of these last numbers by t → t/(1 + p(K)t) are finite (P 3 has degree exactly 3), so f i = −1/ p(K) for i = 1,2,3, and thus we obtain images e 1 , e 2 , e 3 which are distinct. If p(K) = 0, then b + d > 0 and f 2 > −∞, and e i = f i are distinct. So point (1) of the proposition is proved.
Finally, the transformation ψ k • κ is projective, so it preserves the alignment of points; thus point (2) of the proposition is obvious from Lemma 6.3. Proof. We have seen that q(K) is never zero, and that the three numbers e i are distinct. We will use an argument of continuity and connectedness. Let Ω be the subset of For the same reason, the functions e i − e j do not vanish (i = j), and for p = 0 we have e i = f i and f 2 < f 3 < f 1 : these inequalities hold also for e i .
For a later use of Proposition 6.5, we look at the coordinates of the point P. Easy calculations give its coordinates:
because P does not belong to the asymptote of Γ(K), so P is a finite point of Γ(K).
We need the position of the coordinates of P.
Lemma 6.8. The coordinates of the point P satisfy the inequalities
Proof. First, on the set Σ one has 1/(p + λ) = e 1 : otherwise, we would have 1/λ = f 1 = −2 f 1 = 2/(λ − f 1 ), and then f 1 = −λ, which is false by Lemma 6.1. Then, if p = 0, e 1 = f 1 , and the inequality 1/(p + λ) = 1/λ > e 1 is equivalent to 2/(λ − f 1 ) < 1/λ, or f 1 < −λ, which is true by Lemma 6.1. Thus, the same argument with the connectedness of Σ gives the first inequality.
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If p > 0, it is easy to see that e 1 > 0. If p = 0, e 1 = f 1 = −2 f 1 > 0. If p < 0, we look at the graph of the function t → t/(1 + pt) (see Figure 6 .4): if f 1 > −1/ p, we obtain the inequalities e 1 < 1/ p < e 2 < e 3 < 0, which is impossible by Proposition 6.7; so 0 < f 1 < −1/ p, and this gives us the result e 1 > 0. Now we can transform the cubic E(K) (which is Γ(K) if p(K) = 0) by a last affine map τ K , to get the canonical form of a regular cubic curve that we will parametrize by 244 Difference equations related to elliptic quartics
Weierstrass' function. We write (6.25) in the following form:
We make an affinity on the variable v and then a translation on the variable u, by putting
Thus we obtain a new regular cubic curve Ꮿ(K) in the standard Weierstrass' form:
, with e i = e i + t(K), e 2 < e 3 < e 1 , e i = 0. (6.35)
The point P becomes a point R, and the sequence S n of iterates of a point S 0 in the bounded component Ꮿ 0 (K) of Ꮿ(K) is the sequence S 0 + nR for the natural group law on Ꮿ(K) (see Figure 6 .6). We denote the x-coordinate of R by
and we will use the fact that its y-coordinate is negative (Lemma 6.8).
Parametrization with
Weierstrass' function ℘ and the conjugated rotation. We can now parametrize this cubic by a Weierstrass function ℘, and obtain a group isomorphism of Ꮿ(K) (real and complex points) with the torus T × T. There exist two positive numbers ω and ω (which depend on b, c, d, and K) with the following property: if Λ is the lattice of C defined by 
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is doubly periodic (its periods are the points of the lattice Λ), and gives the following parametrization of the entire cubic Ꮿ(K) (its real and complex points):
The main properties of this parametrization are the following facts (see [1] ):
(1) it transforms the addition on C into the addition on the cubic; (2) it passes to quotient into a homeomorphism of topological groups from T 2 ≈ C/Λ onto Ꮿ(K), which sends the circle ∆ = T × {1} on the real connected unbounded component Ꮿ 1 (K) of the cubic with its point at infinity (which is so a subgroup), and the circle ∆ 0 = T × {−1} on its real connected bounded component Ꮿ 0 (K), on which the real connected unbounded component acts then by adding; (3) (℘,℘ ) is one-to-one from the real segment ]0,ω[ onto the real unbounded branch of the cubic whose points have negative y-coordinates; (4) one has the relations e 1 = ℘(ω), e 2 = ℘(iω ), and e 3 = ℘(ω + iω ). So it is easy to show that the addition of the point R to a point S ∈ Ꮿ 0 (K) is conjugated in T × T to the map (e 2iπα ,−1) → (e 2iπ(α+θ) ,−1), for some well-defined number θ = θ(K) ∈ ]0,1/2[. For details, see [1, 3] . We have then proved the following theorem. If ξ K is the map from T = R/Z onto the segment
The result of the theorem was conjectured in [2] for the Lyness' difference equation u n+2 u n = u n+1 + a, and it is proved in this case in [3, 4] for the more general case of difference equations u n+2 u n = ψ(u n+1 ) related to conics or cubic curves.
From Theorem 6.11 we see that, in accordance with rationality or irrationality of θ(K), the orbit of a point M 0 ∈ Q 0 (K) will be periodic or dense in Q 0 (K). So it is essential to find the behavior of the solutions (u n ) of difference equation (1.2) It is then a classical result about elliptic functions (see [1, 3] where all the calculations are made) that we have the formula
By the same method as in [3] , one sees that the function K → θ(K) is analytic on ]K m ,+∞[. Now we investigate the limits of this function when K → +∞ and K → K m .
The limits of θ(K)
when K tends to +∞ or K m . We begin with the limit when K → +∞.
(1) The limit of θ(K) when K → +∞.
Proof. We know that λ → 0 when K → +∞. So we will take λ as the variable, and find asymptotic expansion of the other parameters: K, α, β, p, f i , e i , and finally the parameters of integrals in (6.40): ε,ν. We have first from (6.1) for t = −λ Remark that with condition b + c + d > 0 this expansion is not trivial. From (6.1), whose solution −λ and f 2 tend to 0, we obtain, with symmetric functions of solutions and relation (6.42) , that f i are solutions of
We deduce of this relation a first expansion of f 2 : f 2 = λ + 2bλ 2 + 4b 2 λ 3 + o(λ 3 ), and then the expansion at order 5:
We use simpler expansions for f 1 and f 3 coming from Lemma 6.1 and easy calculation: If c = 0 and bd = 0, with b + d > 0, all the terms of the previous asymptotic development (6.48) of 2/ e 2 are zero, so we must make more tedious calculations, in the two cases c = b = 0, d > 0, and c = d = 0, b > 0. We find that the asymptotic development is −8b 2 λ 7 + o(λ 7 ) in the first case, and −8d 2 λ 7 + o(λ 7 ) in the second one. So we obtain easily the same limit 3/8 of θ(K) at infinity, in these two cases. Proof. If n is a common minimal period, then θ(K) = r(K)/n, an irreducible fraction. By continuity, r, and thus θ, is constant. Conversely, if θ is a constant θ 0 , this number is the limit of θ(K) when K → +∞, so θ ≡ 1/4, 1/3, or 3/8, and thus all the solutions of (1.2) have common period 3, 4, or 8. it holds that 
Proof
for some constant A > 0 (see Figure 6 .1). But is exactly a double root of the equation G(t,t) = K m , thus we have
for some constant B > 0. So it is easy to see that
Now, we know that λ − f 2 + 2p < 0. Suppose that λ 0 − + 2p 0 = 0. We write
and by (6.58), (6.59), and (6.60) this is equal to
which is positive if K − K m is sufficiently small. But this contradicts the relation (6.56), and thus the relation λ 0 − + 2p 0 = 0 is impossible.
Proof of formula (6.55 finite and positive number from (6.54). We can now determine easily the limits of the integrals in formula (6.40), and this gives (6.55). Proof. An easy calculation shows that e 2 and e 3 → −1 when K → K m , and that we have We can now study the global behavior of the solutions of (1.2) when a > 0, and in particular we can study whether IPCB holds.
6.5. The global behavior of the solutions of difference equation (1.2) with a = 1. We have introduced in Section 2 the general property of IPCB. We will hope that it is a description of a possible behavior of the solutions of (1.2) when a > 0. This behavior holds in the case a = 0 with b 2 = c 3 or bd = 2c 2 (see Theorem 5.1).
More precisely, our goal is to determine if IPCB is true for some values of the parameters b, c, d, with the hope that for values of parameters for which IPCB is false all nonconstant solutions of (1.2) have a common minimal period (as in Lyness' case).
A useful tool to find whether the difference equation (1.2) (with a = 1) has IPCB is the following. Proof. Assertion (b) is obvious from corollary of Proposition 6.12. The proof of assertion (a) is the main result of [3] , and we refer to this paper for the details. We will only precise an argument (to prove the sensitivity to initial conditions of points of the set B) which seems to be different in the case b = d = 0: the transformation from Q 0 (K) onto and [24,27] contain only minimal periods (we use the prime numbers 263, 179, 127, 89, 61, 43, 31, 23, 17, 13, and 11 for these intervals, for more details, see [3] ).
Then, we test directly each integer n in [3, 23] to find, if possible, an integer q relatively prime to n such that q/n ∈ ]1/3,1/2[. Finally, this method gives the results in row (1).
Remark 9.2. In case of row (6) Final note. We have recently found a 1996 preprint of E. C. Zeeman: "Geometric unfolding of a difference equation." It seems that this paper was not published. In this paper, Zeeman obtains the results of our paper [3] on Lyness' difference equation. His methods are the same as ours, but more qualitative, and allow to solve some open problems from [3, 4] and the present paper. We will publish these solutions in a foregoing work about other difference equations.
