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Introduction
Denition du temps-reel adoptee
La notion de \temps-reel" suggere bien evidemment celle de temps, dont l’acception
est tres large. Intuitivement, les systemes informatiques \temps-reel" sont ceux pour
lesquels le comportement temporel, non seulement en termes de sequence d’operations
(propriete logique), mais egalement en termes de quantication de l’ecoulement de ces
operations (propriete physique), a une importance.
Dans le present travail, nous reposons sur la denition du temps-reel suivante, large-
ment adoptee dans le domaine [Sta88] : \la correction du systeme ne depend pas seule-
ment des resultats logiques des traitements, mais depend en plus de la date a laquelle
ces resultats sont produits". Cette denition implique que des contraintes temporelles
sont a respecter, par exemple les echeances temporelles des traitements. Elle precise i)
que ces contraintes sont relatives au temps en tant que grandeur physique mesurable, et
ii) qu’elles font partie de la specication du systeme a implanter, c’est-a-dire des pro-
prietes que celui-ci doit respecter. En outre, elle signie que la seule rapidite moyenne
d’execution du logiciel ne conditionne pas la validite du systeme. Elle suggere que dans
tous les cas, me^me les pires, toutes les contraintes temporelles doivent e^tre respectees,
sans quoi le systeme est defaillant .
Dans ce contexte, la problematique qui nous interesse est celle de la conception
et de l’evaluation de systemes informatiques qui sont soumis a des contraintes tempo-
relles en plus des contraintes de correction fonctionnelles usuelles. Parmi les contraintes
temporelles courantes, citons par exemple les echeances temporelles strictes des traite-
ments, ou leur gigue de demarrage ; nous reviendrons sur ces notions dans la suite du
document.
Classication sommaire des systemes informatiques temps-
reel
L’utilisation de l’outil informatique appara^t de plus en plus frequemment dans les
domaines ou l’interaction avec l’environnement constitue une raison d’e^tre essentielle du
systeme. Un intere^t de recourir a l’informatique dans ce genre de systeme est du^ au fait
que les fonctionnalites oertes le sont a cou^t moindre (a fonctionnalites equivalentes)
en termes de temps de developpement, de temps et de cou^ts de fabrication, d’encom-
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brement ou de poids, par rapport aux solutions electroniques ou mecaniques. En outre,
l’ajout de nouvelles fonctionnalites, la constitution de mises a jour, ou la personnalisa-
tion du produit se revelent souvent e^tre des ta^ches moins lourdes.
Temps-reel critique
On trouve aujourd’hui des gros systemes informatiques temps-reel dans des do-
maines aussi divers que l’aeronautique, l’aerospatiale, les transports ferroviaires, le
contro^le de procedes industriels, la supervision de centrales nucleaires, la gestion de
reseaux de telecommunication, la gestion de salles de marches, ou la telemedecine. On
trouve aussi de beaucoup plus petits systemes (en termes de taille, de puissance du
processeur, de capacite memoire) embarques, par exemple dans l’automobile (systeme
de contro^le des freins, du moteur).
Pour ces exemples, une des caracteristiques est que le systeme informatique se voit
coner une grande responsabilite en termes de vies humaines, de consequences sur
l’environnement, ou de consequences economiques. On parle alors de systemes cri-
tiques, qui sont soumis a des contraintes de abilite. Cette caracteristique amene les
problematiques orthogonales de su^rete de fonctionnement et de tolerance aux fautes
[CP99b, CP99a] que nous ne detaillerons pas dans ce travail.
Temps-reel strict et temps-reel souple
La majorite des systemes temps-reel critiques est exclusivement constituee de trai-
tements qui ont des contraintes temporelles strictes : on parle de systemes temps-reel
strict . C’est-a-dire qu’en condition nominale de fonctionnement du systeme, tous les
traitements du systeme doivent imperativement respecter toutes leurs contraintes tem-
porelles ; on parle alors de traitements temps-reel strict ou dur (hard en anglais). Ceci
suppose deux choses : i) qu’on est capable de denir les conditions de fonctionnement
nominales en termes d’hypotheses sur l’environnement avec lequel le systeme interagit ;
ii) qu’on est capable de garantir avant execution que tous les scenarios d’execution pos-
sibles dans ces conditions respecteront leurs contraintes temporelles. Ceci suppose a son
tour qu’on puisse extraire ou disposer de susamment d’informations sur le systeme
pour determiner tous les scenarios possibles.
Une autre classe de systemes est moins exigeante quant au respect absolu de toutes
les contraintes temporelles. Les systemes de cette classe, dits temps-reel souple (soft
real-time en anglais), peuvent sourir un taux \acceptable" de fautes temporelles (non
respect transitoire des contraintes) de la part d’une partie des traitements (eux-me^mes
dits \temps-reel souple"), et sans que cela ait des consequences catastrophiques. Cette
classe comprend, entre autres, les systemes ou la qualite est appreciee par nos sens
comme par exemple les systemes et applications multimedia (telephonie, video, rendu
visuel interactif par exemple). Pour ces systemes, la mesure du respect des contraintes
temporelles prend la forme d’une donnee probabiliste : la qualite de service relative a
un service particulier (nombre d’images ou nombre d’echantillons sonores rendus par
seconde, par exemple), ou relative au comportement du systeme dans son ensemble
(nombre de traitements qui ont pu e^tre rendus dans les temps, tous services confondus,
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par exemple), ou les deux combines. Une problematique de cette classe de systemes
est d’evaluer la qualite de service, avant ou pendant le fonctionnement, que le systeme
ore ou va pouvoir orir en cours de fonctionnement, en fonction des caracteristiques
de l’environnement et du systeme.
Il est possible d’avoir des systemes temps-reel strict non critiques (echantillonneur
audio par exemple), ou des systemes temps-reel critiques qui contiennent des traite-
ments temps-reel souple (supervision de cha^ne de montage { temps-reel critique { avec
achage de statistiques a but purement informatif { temps-reel souple { par exemple).
Presentation des travaux realises
Objectifs et demarche
Notre travail s’interesse a l’evaluation de systemes temps-reel ayant, ou non, une
composante temps-reel strict. Dans le cadre de systemes temps-reel strict, cette notion
d’evaluation recouvre celle de verication : la caracteristique fondamentale evaluee
est le respect, ou le non-respect, de toutes les contraintes temporelles speciees, et
est le plus souvent etablie par analyse et preuves. Dans le cadre de systemes temps-
reel quelconques (temps-reel strict ou non), l’evaluation est le plus souvent d’ordre
numerique, et resulte d’une analyse ou d’observations du comportement du systeme.
Une premiere partie de notre travail a consiste en l’etude d’approches existantes
pour mener de telles evaluations, sous la forme d’une serie de methodes et d’outils
(formels, logiciels, et parfois materiels) adaptes au domaine de l’informatique temps-
reel. Plus precisement, nous nous sommes interesses :
{ aux methodes qui permettent de modeliser un systeme temps-reel, et aux for-
malismes de modelisation associes. Nous nous sommes attaches aux approches
qui ne s’eloignent pas trop des implantations eectives concretes, an de reduire
les erreurs de representativite du modele dues a l’ecart entre la modelisation et
l’implantation. Nous avons limite cette presentation a la modelisation de systemes
centralises, en ne decrivant pas les aspects lies a la problematique de modelisation
de reseaux pour le distribue ;
{ aux methodes d’evaluation d’un systeme a partir du modele, ou de l’implantation
concrete, partagees entre deux voies : par analyse et preuves, et par execution,
qu’elle soit reelle ou simulee. L’element central etudie dans cette optique est
l’ordonnancement, c’est-a-dire l’arbitrage entre les besoins en ressources et les
ressources disponibles, en tenant compte des contraintes temporelles speciees.
La encore, nous avons privilegie une presentation des methodes d’evaluation de
systemes temps-reel centralises.
Contributions
Ce travail a conduit a la realisation d’un outil d’evaluation, Artisst, ainsi qu’a la
proposition de regles de conception en ordonnancement, accompagnees d’evaluations
experimentales de leur impact a l’aide de l’outil.
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Un outil de simulation : Artisst
Cette demarche nous a permis de proposer l’outil Artisst (pour \Artisst is
a Real-Time System Simulation Tool"), pour la simulation visant a l’evaluation de
systemes temps-reel (systeme d’exploitation et application) a partir d’un modele, ou a
partir d’une implantation existante. Les modeles simules sont essentiellement de type
centralise, mais nous montrerons cependant comment l’outil peut realiser la simulation
de systemes temps-reel distribues et du reseau sous-jacent. Cet outil permet l’evaluation
de systemes temps-reel dans des environnements simules aussi varies que possibles, et
avec la prise en compte de cou^ts d’execution de l’application et du systeme d’exploita-
tion a un niveau de details aussi n que possible.
Sa capacite de personnalisation et d’extension, gra^ce a sa conception modulaire
orientee-objet, lui permet en particulier d’e^tre utilise pour un grand nombre des so-
lutions d’ordonnancement etudiees (par exemple pour l’evaluation du comportement
temporel de dierents ordonnanceurs), ou pour l’evaluation d’applications en presence
de dierents systemes d’exploitation.
Travaux en ordonnancement temps-reel
Au cours de la realisation et de la validation du simulateur, nous avons implante
de nombreux algorithmes d’ordonnancement de la litterature, et propose des infrastruc-
tures generiques de simulation (familles d’ordonnancement), permettant la specialisation
de toute une serie d’algorithmes d’ordonnancement a priorite pour dierentes aecta-
tions (statiques et dynamiques) des priorites des ta^ches.
Nous avons egalement etudie l’influence de la granularite de l’horloge systeme sur
quelques ordonnanceurs avec garantie en ligne de ta^ches aperiodiques. Ceci nous a per-
mis de donner quelques recommandations sur la prise en compte correcte de la granula-
rite de l’horloge dans l’implantation d’un tel algorithme d’ordonnancement. Nous avons
soumis une serie d’ordonnanceurs respectant ces recommandations, a une evaluation par
Artisst.
Organisation du document
Le document se compose de trois parties. La premiere partie decrit le forma-
lisme dans lequel nous travaillons, presente les elements de terminologie, puis introduit
quelques methodes d’evaluation de systemes temps-reel dans ce formalisme. Deux voies
de verication et d’evaluation sont ensuite detaillees : l’analyse d’ordonnancement, puis
la simulation.
La deuxieme partie presente la plate-forme de simulation Artisst. Apres avoir
indique les motivations qui ont conduit a sa realisation, nous en donnons un apercu
general avant de detailler sa structure interne. Nous decrivons ensuite les ordonnanceurs
qui sont implantes, dont une partie se presente sous la forme de familles d’ordonnan-
ceurs generiques parametrables. Dans ce chapitre, nous donnons egalement quelques
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recommandations pour la prise en compte de la granularite de l’horloge systeme dans
les ordonnanceurs presentes.
La troisieme partie propose une evaluation de dierents ordonnanceurs avec garantie
en-ligne de ta^ches temps-reel aperiodiques. Ensuite nous proposons une evaluation de
leur comportement en fonction de la granularite de l’horloge du systeme, sans et avec
prise en compte des surcou^ts d’execution du systeme d’exploitation.
En n de document, l’annexe est consacree a une description plus technique de la
plate-forme Artisst, et a des exemples de realisations l’utilisant.
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premiere partie
Methodes d’evaluation pour le
temps-reel
7

Dans cette partie, nous presentons rapidement quelques formalismes de modelisation
de systemes temps-reel, avant de preciser celui sur lequel repose la suite du document
(chapitre 1). Nous limitons cette presentation a la modelisation de systemes centralises :
nous ne decrivons pas les aspects lies a la modelisation de reseaux.
Nous introduisons ensuite les approches courantes pour l’evaluation de systemes
temps-reel, a partir du modele ou a partir de l’implantation eective (chapitre 2).
Enn, les chapitres 3 et 4 detaillent deux de ces approches, en presentant quelques
travaux dans ces domaines : les travaux en evaluation par analyse d’ordonnancement
pour les systemes temps-reel centralises, et ceux en evaluation par simulation pour
l’evaluation de systemes temps-reel. Cette etude sert de base aux contributions pro-
posees dans ce document, et presentees dans les parties suivantes.
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Chapitre 1
Modeles et contraintes de
conception pour le temps-reel
Le processus de fabrication d’un systeme informatique se decompose generalement
en quatre etapes : la phase de specication (quelles bonnes proprietes le systeme doit
satisfaire), de conception (denition de la composition et de l’architecture du systeme),
de realisation (programmation ou ca^blage, selon la nature materielle et/ou logicielle du
systeme), et d’integration du logiciel. Ce processus est jalonne de phases de verication
du systeme, qui s’occupent de confronter les specications au systeme tel qu’il est percu
a ce stade, et qui est represente par un modele abstrait (le plus souvent) ou concret
(implantation d’une maquette operationnelle ou simulee) capturant ses caracteristiques
statiques, dynamiques, et temporelles. Les verications visent a prouver que le modele
respecte les proprietes speciees.
Dans notre travail, nous ne nous interessons pas uniquement a la verication de
systemes temps-reel, mais plus largement a leur evaluation : il s’agit d’etudier un
systeme donne, represente par un modele, et d’en extraire un ensemble de mesures ou
une mesure synthetique. Par exemple, pour un systeme temps-reel strict, l’evaluation
peut consister en une analyse formelle d’un modele abstrait du systeme, qui renvoie
vrai ou faux suivant qu’on peut garantir que le systeme respectera toutes les contraintes
temporelles (il s’agit dans ce cas d’une verication). Ou, pour un systeme temps-reel
quelconque, l’evaluation peut consister en l’observation du comportement d’un modele
concret du systeme pour en extraire des mesures (nombre de ta^ches ayant depasse leurs
contraintes temporelles par exemple).
Dans ce chapitre, nous nous interessons a la modelisation du systeme et des contrain-
tes temporelles, formant le fondement des demarches d’evaluation, en nous limitant a
la modelisation de systemes centralises. Nous presentons dierentes approches pour
la modelisation de systemes temps-reel, avant de detailler le modele de systeme sur
lequel repose toute la suite de notre travail. Nous preciserons les constituants de ce
modele, ainsi que les caracteristiques courantes qui les denissent, et que le concepteur
de systeme temps-reel doit determiner lors des phases de specication et de conception.
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1.1 Panorama des modeles de systemes faisant intervenir
le temps
Plusieurs formalismes de modelisation existent, plus ou moins contraignants vis-a-
vis des hypotheses sur le systeme et du niveau d’abstraction. Nous en citons ici quelques
uns qui font intervenir le temps [Kai01, Ost92, Kat98], sans pretention d’exhaustivite.
Dans les formalismes qui suivent, sauf exception, le temps est une grandeur numerique
(d’un espace discret ou dense) globale a tout le systeme.
Logiques et algebres
Une premiere classe de formalismes pour la modelisation integre la formalisation des
specications. Ils ont pour objectif de demontrer formellement les proprietes speciees
a partir du modele de systeme, proprietes qui vont generalement au dela des proprietes
temporelles :
{ Les logiques temporelles (RTTL par exemple) etendent la logique propositionnelle
en rajoutant des operateurs (henceforth ou desormais, eventually ou nalement,
...) qui incluent la notion de temps discret, ou dense suivant les logiques. Elles
permettent de montrer des proprietes temporelles qualitatives (equite, vivacite,
su^rete par exemple), et quantitatives (verication de telle propriete a tel instant,
ou apres telle attente), en exploitant les proprietes des etats successifs du systeme.
{ Les algebres de processus (Timed CSP, Timed Lotos, CCSR par exemple). Il s’agit
de decrire le comportement de processus a l’aide d’operateurs de composition (pa-
rallelisme, sequence, occupation temporelle) et de regles syntaxiques, en fonction
des evenements qui provoquent des changements d’etat dans le systeme, et de
verier les proprietes fonctionnelles du systeme par equivalence et bissimulation,
et en fonction des caracteristiques temporelles des processus modelises.
Ces deux classes sont d’un niveau d’abstraction eleve, ce qui les rend parfois tres
eloignees d’une implantation concrete, et qui rend egalement la specication de contrain-
tes temporelles liees au temps-reel dicile. Elles sourent d’autre part d’un probleme
d’ecacite, car elles conduisent, pour des modeles complexes, a une explosion combi-
natoire de la complexite de la verication.
Methodes structurelles
On peut distinguer une deuxieme classe de formalismes adaptes aux preuves de pro-
prietes formelles, qui vont aussi au-dela des preuves de proprietes temporelles. Ils sont
en general distincts du formalisme d’expression des proprietes a verier, et s’interessent
a structurer le modele a l’aide d’une semantique bien denie, souvent associee a une
representation graphique.
Il existe un premier formalisme qui fait intervenir les ressources disponibles, contrain-
tes par leur capacite disponible utilisable a chaque instant : ce sont les systemes a
reseaux de les d’attente (queueing systems). Chaque ressource est associee a une capa-
cite et a une le de demandes correspondant aux demandes en cours compte-tenu des
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capacites de la ressource, les les communiquant entre elles a la maniere d’un reseau.
Ce formalisme, et les travaux theoriques associes, permet d’evaluer la duree moyenne de
service des demandes, ou le nombre moyen de demandes dans les dierentes les. Il est
naturellement bien adapte a la modelisation de reseaux, ou de serveur de calculs. Mais
il permet dicilement d’exprimer des contraintes temporelles autres que la limitation
des capacites des ressources a chaque instant.
De facon orthogonale, on peut distinguer les formalismes suivants qui permettent
l’expression de l’ecoulement du temps :
{ Les modeles de systemes reactifs synchrones (Esterel, Statecharts, Lustre, Si-
gnal, par exemple)[BGG+94, BG92, HCRP91]. Dans ces modeles, le systeme est
constitue d’une suite innie d’actions composees (i.e. des traitements), chaque
action composee etant constituee de une ou plusieurs actions qui ont lieu simul-
tanement sur l’echelle de temps manipulee, et qui peuvent venir en reaction a
un evenement de l’environnement. Le temps manipule est explicitement un temps
logique, et peut e^tre relie au temps physique par l’intermediaire d’horloges. A
partir du modele deni, en general sous la forme d’une composition hierarchique
de modules (graphes ou systemes d’equations), il est possible de generer a la fois
un automate, et l’implantation concrete (programme ou circuit). Des proprietes
peuvent e^tre exprimees dans le me^me formalisme (notion d’observateur), ce qui
permet de verier la correction d’un modele vis-a-vis de ces proprietes (etats
atteignables, invariants, vivacite, su^rete le plus souvent), en tenant compte des
caracteristiques de l’environnement avec lequel il interagit. Dans d’autres cas,
il est possible d’utiliser des outils d’aide a la preuve pour verier le respect de
proprietes par l’automate du modele. Cette approche s’apparente sensiblement a
la conception de circuits electroniques logiques synchrones. Ces formalismes sont
bien adaptes a la modelisation de contro^les de procedes (systemes a boucle ou-
verte ou fermee), et sont utilises dans l’industrie (contro^le correct d’un procede
lineaire ou non lineaire [KNT99], telecommunications, avionique).
{ Les modeles de systemes etats/transitions tels que les automates temporises ou
les reseaux de Petri temporels, qui associent des intervalles de validite temporelle
aux tirages de transitions. Dans le premier cas, le formalisme est bien adapte a la
modelisation de systemes temps-reel complexes communicants, et des protocoles
sous-jacents. Dans le deuxieme cas, le formalisme est adapte a la modelisation de
systemes temps-reel pour verier des proprietes liees au partage de ressources ou
de parallelisme. Les deux formalismes sont susamment proches pour qu’il soit
possible de traduire les modeles d’un formalisme a l’autre.
{ Les langages asynchrones permettent de specier, modeliser, et generer des syste-
mes temps-reel communicants sous une forme hierarchique (SDL, tres utilise dans
l’industrie des telecommunications), mais orent peu de possibilites pour verier
les proprietes temporelles des modeles autres que par simulation exhaustive (par
exemple avec l’outil Telelogic ObjectGeode [53]).
Dans la grande majorite de ces formalismes, l’ecoulement du temps manipule, ainsi que
la notion de traitement modelisee, supposent une capacite de traitement du systeme
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susamment grande : dans les formalismes fondes sur des automates puisque plu-
sieurs transitions peuvent potentiellement e^tre tirees simultanement, ou dans les for-
malismes plus abstraits (algebres de processus en particulier) puisque plusieurs trai-
tements peuvent avoir lieu simultanement. En general, l’entrelacement des activites
dans le systeme du^ a la limitation en ressources disponibles n’est pas traite par ces
formalismes.
Modeles orientes allocation de ressources
On distingue une troisieme classe de formalisme de modelisation, fondamentalement
asynchrone, visant exclusivement a la verication de proprietes temporelles. Dans ce
formalisme, le temps est une grandeur physique mesurable (espace discret ou dense)
qui permet de caracteriser les elements du systeme, dont les traitements font partie
(ta^ches). Le systeme est modelise sous la forme de :
serveurs de ressources. Leur capacite peut correspondre a une densite temporelle
(ressources actives : processeurs, reseau), ou a une capacite scalaire (ressources
passives : verrous, semaphores, rendez-vous par exemple).
demandeurs de ressources (les ta^ches, travaux, ou traitements), qui ont des con-
traintes de validite fonctionnelles et temporelles, en me^me temps que des besoins
en ressources quanties.
L’ensemble de ces entites est arbitre par un composant central : le support d’execution
(en general un systeme d’exploitation). Ce formalisme est utilise par la communaute
du temps-reel qui s’interesse aux problemes d’ordonnancement ; par essence, il traite
des problemes d’entrelacement des activites dans le systeme en presence de ressources
de capacites limitees, et se situe davantage au niveau du modele comportemental du
systeme, qu’au niveau formel de modelisation abstraite des formalismes precedents.
Pour notre part, nous nous interessons a ce dernier formalisme, detaille ci-dessous.
Il presente l’avantage d’e^tre proche des implantations concretes, ce qui permet un di-
mensionnement du systeme d’apres le modele, et ce qui permet d’evaluer l’implantation
avec les me^mes outils que pour l’evaluation du modele.
1.2 Modele de systeme considere
Plus precisement, nous nous appuyons sur le modele de systeme, constitue d’une
seule unite de traitement, schematise sur la gure 1.1.
Le systeme est soumis a des evenements provenant de l’environnement du systeme,
et generes par du materiel specialise (reseau, capteurs ou generateur d’impulsions
d’horloge par exemple). Il eectue des traitements en tenant compte ou non de ces
evenements, qui peuvent decider d’actions a entreprendre sur l’environnement au moyen
de temoins (ecrans ou diodes par exemple), d’actionneurs (moteurs ou relais par exemple),
ou de messages (reseau par exemple).
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1.2. Modele de systeme considere
Evennements Ordonnanceur
Services
Taches
Application
Environnement
Environnement
Processeur(s)
Systeme
Actions
Support
d’execution
Fig. 1.1: Modele de systeme considere
1.2.1 Niveau logiciel
Les traitements sont constitues de l’application et du support d’execution temps-reel.
L’application eectue les traitements utiles du systeme pour lesquels elle a des besoins
en ressources logiques ou materielles (entre autres des ressources processeur), et est
soumises a des contraintes liees aux specications, dont les contraintes temporelles font
partie. Elle est structuree en ta^ches, c’est-a-dire en flots de contro^le concurrents (i.e.
sequences d’operations du processeur).
Le support d’execution est charge de repartir les demandes en ressources de l’ap-
plication entre les ressources materielles ou logiques disponibles, tout en veillant au
respect de toutes les contraintes. Il peut prendre la forme d’un systeme d’exploitation
contro^lant directement le materiel, ou d’un intergiciel (middleware en anglais) s’inter-
calant entre le systeme d’exploitation et l’application. La particularite d’un support
d’execution temps-reel est qu’il prend en compte les contraintes temporelles ainsi que
le comportement temporel de l’application et du systeme d’exploitation. Tout parti-
culierement, c’est une composante du support d’execution qui decide quelle ta^che doit
s’executer sur quel processeur de maniere a ce que les contraintes temporelles soient
respectees : l’ordonnanceur .
Dans les sections 1.3 et 1.4 qui suivent, nous revenons plus precisement sur la
caracterisation temporelle des ta^ches et du support d’execution.
1.2.2 Niveau materiel
Le systeme repose sur un ou plusieurs processeurs1 regroupes en nuds qui com-
muniquent (par messages ou par memoire partagee).
1Nous considerons qu’il s’agit de processeurs monoflot. Le domaine du temps-reel commence a voir
appara^tre des processeurs multiflot [JHA02], que nous assimilons ici a des multiprocesseurs.
15
Chapitre 1 { Modeles et contraintes de conception pour le temps-reel
1.3 Caracterisation de l’application
1.3.1 Description et denitions
Une ta^che est en charge de fournir une partie des services de l’application. Elle
correspond aux executions d’une sequence d’operations donnee sur le processeur. Que
les ta^ches partagent un unique espace d’adressage, ou que le cloisonnement memoire
soit possible (notion de processus Unix par exemple), est indierent pour la suite.
Dans le modele canonique du domaine, une ta^che correspond a un traitement precis
qui sera eectue par le processeur (composante statique, dont le code execute entre
autres), et un travail (ou job en anglais : composante dynamique) correspond au flot
d’execution qui execute eectivement le traitement deni dans la ta^che. Le service
fourni par la ta^che peut e^tre rendu plusieurs fois au cours de la vie du systeme, c’est-
a-dire que la me^me ta^che peut e^tre instanciee plusieurs fois, sous la forme de plusieurs
travaux. Et il peut y avoir plusieurs travaux d’une me^me ta^che presents simultanement
dans le systeme (actifs ou en attente, suivant les ressources disponibles).
Plusieurs travaux de plusieurs ta^ches (distinctes ou non) sont susceptibles de s’executer
sur un me^me processeur, mais, par denition, ce dernier ne peut en executer qu’un seul
a la fois. Un travail est donc associe a une structure de donnees qui renferme en parti-
culier son etat d’execution. Le systeme d’exploitation s’occupe, entre autres, de passer
l’etat des travaux d’un etat a un autre suivant le diagramme de transition des travaux
(la gure 1.2 propose un exemple). Generalement, le diagramme d’etat des travaux fait
intervenir les etats suivants :
ready : travail pre^t a demarrer, i.e. pas encore demarre, ou dont l’execution a ete
interrompue d’autorite (suite a un evenement materiel par exemple) pour laisser
la place a un autre travail.
running : travail en cours d’execution sur le processeur ;
blocked : travail en attente de la disponibilite d’une ou plusieurs ressources ;
sleeping : travail en sommeil, en attente d’un evenement de reveil ;
stopped : travail termine.
sleeping
running stopped
blocked
ready
Fig. 1.2: Diagramme d’etat des travaux
La vie d’un travail peut egalement e^tre representee suivant un chronogramme ou
diagramme de Gantt tel que celui de la gure 1.3, dont la signaletique est reprise dans
le reste du document, et qui permet d’introduire la terminologie suivante :
16
1.3. Caracterisation de l’application
Jo
b2
Jo
b1
Jo
b0
À
À
À
`
`
`
´ ˆ ˜
˜
˜
¯
¯
¯
Fig. 1.3: Evenements au cours de la vie d’un travail
À : date de creation ou d’activation (Arrival ou Request time en anglais). Le tra-
vail est cree et pre^t a e^tre execute sur le processeur.
` : date de demarrage (Start time en anglais). Le travail commence a e^tre execute
sur le processeur pour la premiere fois.
´ : dates de preemption. Le travail est momentanement interrompu au prot d’un
autre, dit plus prioritaire (plusieurs dates de preemption possibles durant la vie
du travail).
ˆ : dates de reprise. Le processeur reprend l’execution du travail la ou il avait ete
precedemment preempte (plusieurs dates de reprise possibles durant la vie du
travail).
˜ : date de terminaison (Finishing ou completion time en anglais). Le travail ter-
mine de s’executer sur le processeur (n volontaire du travail, ou suppression du
travail par le support d’execution ou par un autre travail).
¯ : temps de reponse (Response time en anglais). L’ecart entre la date de terminai-
son et la date d’activation d’un travail.
1.3.2 Caracteristiques et contraintes temporelles
Puisqu’il doit garantir que les contraintes temporelles des travaux sont respectees,
le support d’execution doit conna^tre les caracteristiques temporelles des travaux de
chaque ta^che, formant une partie du modele de ta^che. Dans le modele de ta^che gurent
habituellement les caracteristiques temporelles suivantes :
Le temps d’execution : il s’agit du temps d’execution d’un travail de la ta^che sur
le processeur et considere de maniere isolee. En general, il s’agit d’un temps
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d’execution pire-cas (ou WCET pour Worst Case Execution Time en anglais),
c’est-a-dire un majorant sur tous les temps d’execution possibles de tous les
travaux de la ta^che, chacun pris en isolation du reste du systeme. Nous ver-
rons en 2.2.1 que cette donnee constitue un parametre d’entree important aux
methodes et outils de verication du respect des echeances. Quelques systemes
temps-reel souple considerent un temps d’execution moyen, minimal, ou connu
de maniere probabiliste.
La loi d’arrivee : Il s’agit de la repartition dans le temps des dates de creation des
travaux de la ta^che. On distingue couramment trois lois :
periodique :
Les travaux de la ta^che sont crees de facon rigoureusement periodique, et la
periode est precisee. Si la date d’activation du premier travail est donnee,
la ta^che est dite concrete. Si toutes les ta^ches du systeme sont periodiques,
alors le motif d’activation des travaux se repete a l’identique par intervalles
de duree multiple d’un intervalle, nomme l’hyperperiode. Si les periodes Ti
des ta^ches du systeme sont telles que 8i; j; Ti > Tj ) Ti multiple de Tj,
alors le systeme est harmonique. Enn, si toutes les ta^ches sont periodiques
concretes, et si les dates d’activation du premier travail sont identiques,
les ta^ches sont dites synchrones (ou a depart simultane), et dans ce cas
l’hyperperiode correspond au plus petit commun multiple des periodes des
ta^ches du systeme (i.e. la plus grande periode dans le cas particulier d’un
systeme harmonique).
sporadique :
Les travaux de la ta^che sont crees de sorte qu’une duree minimale separe
l’arrivee de deux travaux successifs : le delai d’inter-arrivee, qui est precise.
Une ta^che periodique est un cas particulier de ta^che sporadique.
aperiodique :
Un travail de la ta^che peut e^tre cree a tout instant. Une ta^che sporadique
est un cas particulier de ta^che aperiodique.
D’autres lois d’arrivee moins usuelles sont possibles. La connaissance de cette
donnee est un parametre d’entree important aux outils de verications de la
garantie du respect des echeances (voir 2.2.1).
Le modele de ta^che indique egalement les contraintes temporelles des travaux. Les
contraintes temporelles courantes sont (voir la gure 1.4) :
À : date d’echeance : il s’agit de la date a laquelle les travaux doivent e^tre termines.
Cette date peut e^tre absolue (Absolute deadline en anglais), ou denie relative-
ment a la date de creation des travaux (Relative deadline en anglais).
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Fig. 1.4: Contraintes temporelles courantes
` : gigue de demarrage : il s’agit de la mesure de dispersion des delais entre la
date de creation et la date de demarrage des travaux d’une ta^che. Release jitter
en anglais.
´ : precedence : avant de pouvoir demarrer, un travail doit attendre le resultat d’un
travail d’une autre ta^che. On represente ce type de contrainte sous la forme d’un
graphe de precedence, i.e. un graphe oriente dont les sommets sont les ta^ches
et dont les arcs sont les relations de precedence (eventuellement augmentees des
messages qui transitent).
Quelques mesures pour caracteriser le comportement temporel sont derivees des
contraintes et des caracteristiques temporelles :
L’utilisation (ou taux d’utilisation) : c’est la proportion d’une ressource donnee
occupee par les travaux d’une ta^che. Le plus souvent, on s’interesse a l’utilisation
du processeur : si la ta^che i est periodique de periode Ti et si chaque travail
necessite un temps d’execution Ci sur le processeur, alors le taux d’utilisation du
processeur par la ta^che est : ui = CiTi . On denit egalement l’utilisation proces-
seur pour un ensemble de ta^ches periodiques : U =
P
i ui =
P
i
Ci
Ti
. On montre
aisement que 1 est une borne superieure d’utilisation : au dela de ce seuil, la
ressource est dite surchargee puisque potentiellement la demande en ressource
excede la capacite disponible.
Le retard : c’est l’ecart entre la date de terminaison du travail et la date d’echeance.
Negatif quand le travail respecte son echeance. Lateness en anglais (\tardiness"
lorsqu’on ne s’interesse qu’aux retards positifs).
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La laxite : c’est l’ecart maximal entre la date courante et la date au plus tard de la
prochaine execution (demarrage/redemarrage) du travail de sorte que l’echeance
demeure respectee. Laxity ou Slack time en anglais. On peut egalement denir la
laxite statique comme etant l’ecart maximal entre la date d’activation et la date
de demarrage au plus tard du travail de sorte que l’echeance demeure respectee.
Les contraintes temporelles doivent e^tre imperativement respectees en temps-reel
strict. En temps reel souple, des depassements qui ne remettent pas en cause la structure
de l’application sont toleres. Dans ce cas, il est possible de denir une metrique qui
mesure la qualite de service qui demeure assuree (par exemple le nombre de travaux
qui respectent leur echeance relativement au nombre total de travaux crees pour la
ta^che). Cette qualite de service peut e^tre evaluee globalement pour tout le systeme,
ou relativement a chaque sous-systeme (ensemble de ta^ches de l’application), avant
fonctionnement (par analyse) et/ou en cours de fonctionnement (execution eective
ou simulation). Dans certains systemes, la qualite de service constitue une contrainte
supplementaire conditionnant la correction du comportement du systeme.
Dans la suite, sauf precision en cas d’ambigu¨te, on confond les notions de travail
et de ta^che, puisqu’un travail est une instance d’une ta^che precise.
1.3.3 Contraintes de ressources
Les ta^ches peuvent e^tre vues comme des elements du systeme qui consomment la
ressource processeur. D’autres ressources existent au sein du systeme, qui peuvent e^tre
materielles (processeur(s), memoire, reseau, capteurs, actionneurs par exemple), ou
logiques (semaphores, les de messages par exemple). Le systeme d’exploitation a pour
ro^le de gerer toutes les ressources, c’est-a-dire d’arbitrer entre les demandes que font
les ta^ches de l’application, et les ressources eectivement disponibles dans le systeme.
Dans le cas de ressources actives [SL94], c’est-a-dire celles qui permettent aux tra-
vaux de progresser dans leur execution, telles que les processeurs et les reseaux, cet
arbitrage consiste en un partage temporel (multiplexage) de l’acces aux ressources. Les
decisions de partage sont faites suivant un ordonnancement (detaille dans le chapitre 3
dans le cas de la ressource processeur).
Dans le cas des autres ressources (les ressources passives), l’objectif est de res-
treindre le nombre et les types d’acces (lecture/ecriture) aux ressources an de mainte-
nir leur coherence : c’est le ro^le des mecanismes de synchronisation (verrous, semaphores,
conditions, moniteurs, les de messages par exemple), qui par extension permettent
egalement aux ta^ches d’echanger des informations ou de se synchroniser sans qu’il y ait
necessairement de ressource a proteger (comme avec les rendez-vous par exemple).
Lorsque les ta^ches ne sont soumises ni a des contraintes de ressources, ni a des
contraintes de precedence, elles sont dites independantes.
1.3.4 Autres contraintes
En dehors des contraintes de temps ou d’acces aux ressources, la specication de
systemes temps-reel introduit parfois d’autres contraintes. Les plus courantes sont les
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contraintes de :
Localisation ou localite : precisent si les ta^ches doivent s’executer sur un processeur
donne (par exemple pour acceder a un capteur disponible uniquement sur une
machine donnee, ou pour diminuer la quantite de messages reseau echanges).
Valable pour les systemes multiprocesseur seulement ;
Anti-localite : precisent si deux ta^ches doivent s’executer sur des processeurs dierents
(par exemple quand il s’agit d’introduire de la redondance spatiale dans les trai-
tements an que le systeme soit tolerant aux fautes physiques). Valable pour les
systemes multiprocesseur seulement ;
Energie : il s’agit de minimiser l’energie consommee par les traitements, par exemple
en diminuant le plus possible la frequence de fonctionnement du processeur. Cette
contrainte est importante dans le domaine du temps-reel, souvent associe a des
systemes embarques, pour lesquels les contraintes d’autonomie sont essentielles.
1.4 Caracterisation du support d’execution
La phase d’implantation d’une application temps-reel repose a la fois sur les speci-
cations que nous venons de presenter, et sur les caracteristiques des supports langage et
systeme pour le temps-reel sous-jacents. Ces dernieres contraignent en partie la facon
dont l’application doit e^tre modelisee. Il est donc important de conna^tre les supports
langages et systeme des la phase de conception. Nous presentons ici quelques unes des
caracteristiques a prendre en compte.
1.4.1 Perception du temps
Un systeme d’exploitation en general, et tout particulierement un systeme d’exploi-
tation temps-reel, doit percevoir l’ecoulement du temps, notamment pour prendre ses
decisions d’ordonnancement.
Couramment, un systeme informatique s’appuie sur une horloge materielle specialisee
dans la generation d’evenements a intervalles reguliers (les ticks ou les tops d’hor-
loge), ce qui fournit au systeme d’exploitation une base de temps rudimentaire, dite
horloge systeme, an d’assurer au moins la vivacite du systeme. En contrepartie, la
resolution de l’echelle de temps, utile aux decisions d’ordonnancement pour le temps-
reel, est fonction de la frequence de generation des evenements d’horloge. Mais, puisque
les cou^ts de traitement associes a la prise en compte de cette horloge ne sont pas
negligeables, la frequence n’est en pratique pas tres elevee (de l’ordre de 1 a 10ms).
Nous verrons a la partie III que cette resolution a quelques implications sur le compor-
tement du systeme resultant.
Certains systemes peuvent aussi consulter un compteur externe ou interne au pro-
cesseur, qui possede une resolution beaucoup plus elevee (jusqu’a quelques fractions de
nanoseconde). Pour les systemes temps-reel, cette fonctionnalite permet de prendre des
decisions d’ordonnancement de facon plus precise, et permet de prendre en compte des
contraintes temporelles beaucoup plus courtes que la granularite de l’horloge systeme.
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Dans ces deux cas, la perception du temps est locale a chaque nud. Ceci peut
poser probleme lorsque le systeme temps-reel est distribue sur plusieurs nuds : en
general les horloges locales devient et se desynchronisent l’une par rapport a l’autre, ce
qui empe^che de prendre des decisions relatives au temps qui sont globales au systeme.
Dans ce cas, une perception du temps coherente entre les nuds necessite de conna^tre
ou d’etablir les bornes sur les ecarts entre les evolutions des horloges locales aux nuds
du systeme [AP97].
1.4.2 Supports langage et systeme
1.4.2.1 Supports langage
Le modele de systeme temps-reel sur lequel nous reposons fait appara^tre des notions
que les langages de programmation savent manipuler directement ou non.
Ainsi, quelques langages savent manipuler des ta^ches directement (comme Ada ou
occam2). D’autres langages (C, C++ par exemple) imposent de recourir directement
au systeme d’exploitation ou au support d’execution pour les gerer. Certains langages
proposent des mecanismes de synchronisation (par exemple : moniteurs en Modula-1,
Concurrent Pascal, Mesa ; objets proteges en Ada ; les de messages en occam2 et Ada).
Sinon, il est necessaire de faire directement appel aux services du systeme d’exploitation
ou d’une bibliotheque specialisee, et/ou du materiel.
Pour faciliter la verication des aspects temporels avant toute execution (analyse
hors-ligne), il serait desirable que le langage fournisse tous les elements qui permettent
d’evaluer le comportement temporel des ta^ches, ou, de facon plus realiste, qu’il per-
mette de l’exprimer : les temps d’execution (par annotation du nombre d’iterations
des boucles par exemple), les ressources utilisees. Malheureusement, il existe peu de
langages dans l’industrie qui supportent cette fonctionnalite ; en general, il s’agit d’une
serie de restrictions d’un langage courant2 (C, Ada) et de syntaxes d’annotation (par
exemple : annotation du nombre d’iterations d’une boucle) qui sont non standards et
specialisees pour un secteur ou une entreprise particuliere (par exemple SPARK Ada
pour l’avionique anglaise [Bat98]). Ceci amene en pratique a separer l’implantation du
systeme, de sa caracterisation, ce qui peut e^tre source d’erreur (le modele de compor-
tement ne correspond pas a la realite).
1.4.2.2 Supports systeme
Quantite de supports d’execution pour le temps-reel existent tant dans l’industrie
(VxWorks, pSos, VRTX, OSE, OS9, LynxOS/LynuxOS, RTEMS, eCos par exemple)
qu’au sein de la communaute scientique (Mars [KFG+92], Maruti [SdSA95], Spring
[SRN+98], Hades [CPC+00], RTMach [TNR90a], DIRECT [SG97a], Emeralds [Zub98],
MaRTE [RH01], DICK [But97], Hartik/S.Ha.R.K. [GAGB01], variantes RTLinux [41][Bar97,
WL99b, DFW02, Heu01] par exemple). Des normes pour les interfaces de programma-
tion systeme existent egalement qui sont plus ou moins respectees par les systemes
d’exploitation (normes POSIX1003.1b et 1003.1c [fIT93] ou ITRON [56] par exemple).
2En general : pas de boucles innies, recursivite contro^lee.
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Nous presentons ici quelques unes des fonctionnalites qu’on retrouve couramment
dans les supports d’execution temps-reel :
Interface de creation des ta^ches. Certains systemes proposent des mecanismes pour
associer la creation de ta^ches a l’occurrence d’evenements de l’environnement
(creation orientee evenements, ou event-driven). D’autres ne permettent d’im-
planter que des ta^ches periodiques (execution commandee par le temps, ou time-
driven). Dans tous les cas, il est possible a une ta^che d’en creer d’autres.
Gestion des delais. Le systeme peut proposer une fonctionnalite d’alarme dieree
relativement au temps processeur occupe par la ta^che (independamment des
preemptions), ou de sommeil pendant une duree donnee i) relativement a la date
de debut de la mise en sommeil (delai relatif qui accumule les erreurs dues a la
granularite de l’horloge systeme et aux gigues de demarrage), ou ii) jusqu’a une
date absolue (delai absolu). L’implantation des ta^ches periodiques par exemple
depend des methodes de mise en sommeil disponibles.
Primitives de synchronisation. Les systemes d’exploitation proposent en general
des mecanismes de synchronisation basiques identiques, a savoir les semaphores a
compteur ou les verrous. Au dela, les systemes peuvent adherer a une norme, to-
talement ou partiellement, dans laquelle gurent une serie de mecanismes de syn-
chronisation supplementaires (eventflag3, bo^te aux lettres, les de messages, ver-
rous en lecture/ecriture). Les systemes peuvent egalement proposer leurs propres
mecanismes de synchronisation, a la place ou en plus de ceux recommandes par les
normes auxquelles ils peuvent decider de se conformer (par exemple pour prendre
eviter les phenomenes d’inversion de priorite).
Politique d’ordonnancement. Pour denir la prochaine ta^che a elire, le support
d’execution peut reposer sur un calendrier, ou plan, deni lors de la phase de
conception (ordonnancement cyclique hors-ligne), ou sur un ordonnancement en-
ligne reposant sur des priorites relatives entre les ta^ches, ou sur l’ordre d’activation
(politique du premier arrive { premier servi, ou FIFO, par exemple). Le chapitre
3 detaille les politiques d’ordonnancement temps-reel les plus courantes.
Prol d’appel a l’ordonnanceur. Le systeme d’exploitation peut prendre ses deci-
sions d’ordonnancement lors de chaque evenement systeme (blocage sur ressource,
interruption materielle), ou ne les prendre que lors d’une interruption d’horloge
(tick scheduling). Dans le premier cas, les surcou^ts systeme sont plus eleves, et
dans le second cas les gigues d’activation sont plus importantes.
Comme nous le voyons en 2.2.1.2, dans le cas de l’implantation de systemes temps-
reel strict, il est necessaire de disposer de susamment d’informations sur le com-
portement temporel du systeme d’exploitation sur lequel on repose. Cela suppose soit
de disposer du code source du systeme d’exploitation et d’e^tre capable de l’analyser
[CP01a, CP01c] pour en extraire les caracteristiques temporelles ou pour en deduire le
comportement de l’application dans son ensemble ; soit de disposer des caracteristiques
temporelles fournies avec le systeme d’exploitation (le plus souvent obtenues par test
3une variante des conditions sous forme d’un champ de bits.
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et mesure, ou benchmark) ; soit que l’utilisateur determine les caracteristiques tempo-
relles en evaluant lui-me^me le systeme d’exploitation ou l’application dans son ensemble.
Parmi les caracteristiques temporelles couramment evaluees, on trouve [fIT93] les cou^ts
lies aux appels systeme explicites :
Delai de prise de ressource lorsqu’une ta^che acquiert un semaphore, un verrou, un
moniteur ou tout autre mecanisme d’exclusion non encore pris par une autre
ta^che.
Cou^t de changement de parametre d’ordonnancement lorsqu’une ta^che decide
de changer de priorite (developpe en 3) par exemple.
Cou^ts temporels d’autres services systeme tels que ceux de la creation, suppres-
sion et terminaison de ta^che, ou ceux lies au service d’ordonnancement.
D’autres cou^ts systemes implicites sont egalement evalues :
Caracteristiques du service d’horloge systeme telles que sa resolution, ses pa-
rametres de deviation ou d’irregularite par rapport a une horloge de reference, les
cou^ts temporels lies a l’appel des primitives de consultation et de modication,
ainsi que ceux des primitives de programmation d’une alarme (timeout).
Delai de propagation d’un evenement de reveil lorsqu’une ta^che libere une res-
source, signale une condition, ou envoie un evenement (signal POSIX par exemple)
a une autre ta^che.
Cou^ts temporels des changements de contexte. C’est le temps necessaire a la
preemption d’un travail au prot d’un autre. Il s’agit d’une duree essentiellement
dependante de la conguration materielle (type de processeur, cadence, taille des
caches d’instructions, de donnees, et de traduction d’adresses par exemple).
Surcou^ts temporels lies a la gestion des interruptions materielles. Ce sont les
temps necessaires au passage de la ta^che ou du traitant d’interruption en cours,
vers le code de traitement de l’interruption levee ; et inversement. Il s’agit encore
d’une donnee essentiellement dependante de la conguration materielle.
Autres cou^ts systeme. Les normes (comme POSIX1003.1b par exemple) proposent
en plus de mesurer les cou^ts de services plus sophistiques du systeme d’exploita-
tion ou du support d’execution, tels que ceux des services de gestion de chiers
ou d’allocation dynamique de memoire par exemple.
Dans 2.2.1, nous verrons que la connaissance de majorants aux caracteristiques
temporelles du systeme d’exploitation est un des parametres d’entree essentiels an de
garantir, avant execution, qu’un systeme temps-reel strict respectera toutes ses con-
traintes temporelles en cours de fonctionnement. Or, certains services du systeme d’ex-
ploitation peuvent avoir des caracteristiques temporelles (telles que le temps d’execution
par exemple) pire-cas deraisonnables, comme par exemple l’allocation dynamique de
memoire [Pua02] ou le service de pagination par zone d’echange (swap en anglais),
ou de gestion de chiers sur disque. Ces services ont peu de chances de^tre adaptes
aux contraintes temps-reel courantes, ce qui explique pourquoi ce type de service est
rarement utilise dans le contexte du temps-reel strict.
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Dans ce chapitre, nous presentons d’abord quelques metriques (ou mesures) d’evalu-
ation d’un modele concret ou abstrait d’un systeme temps-reel. Puisque ces metriques
permettent aussi de confronter le comportement du modele aux specications, elles
peuvent egalement e^tre consideres comme des criteres de correction lors des phases de
verication. Nous presentons ensuite les classes de methodes qui visent a verier que
la modelisation et l’implantation d’un systeme temps-reel sont correctes vis-a-vis des
contraintes temporelles. Nous considerons ici tous les types de systemes temps-reel,
qu’ils soient critiques ou non, qu’ils soient constitues de ta^ches temps-reel strict et/ou
souple, mais nous restreignons cette presentation au cas de systemes centralises, en
privilegiant fortement la consideration des aspects temporels.
2.1 Metriques d’evaluation et criteres de correction usuels
Pour le temps-reel strict, le critere de correction fondamental est que toutes les
ta^ches temps-reel strict respectent toutes leurs contraintes temporelles en toute cir-
constance nominale de fonctionnement. Au dela de cette contrainte fondamentale que
nous developpons au chapitre 3, dierents mecanismes peuvent e^tre evalues et com-
pares par des mesures quantitatives sur leur comportement, en s’inspirant des travaux
en temps-reel souple.
En temps-reel souple, les contraintes de correction peuvent faire appel a des donnees
numeriques caracterisant le comportement du systeme. Suivant la complexite du systeme,
il est possible de les obtenir par analyse (le plus souvent statistique) ou par evaluation
(le plus souvent par simulation). Parmi les metriques les plus courantes, citons :
le taux de respect : c’est la proportion de travaux des ta^ches qui respectent leurs
contraintes temporelles. Hit ratio en anglais. Lorsque les ta^ches doivent subir un
test preventif lors de leur activation et avant leur execution, an de verier que
leurs contraintes temporelles pourront e^tre respectees sans remettre en cause le
reste du systeme (test d’acceptation, voir 3.3.2), on parle de taux de garantie
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(guarantee ratio en anglais).
la valeur degagee : on associe une fonction de valeur a l’execution de chaque ta^che,
et on mesure la somme (ou une autre fonction) des valeurs obtenues pendant le
deroulement du systeme [BSS95]. Hit value ratio en anglais. Par exemple, on peut
representer une ta^che temps-reel (dite ferme) par la fonction de valeur suivante :
si la ta^che se termine avant son echeance, elle degage la valeur X > 0, et 0 sinon.
Un cas particulier est celui ou X vaut 1, auquel cas la valeur degagee (completion
count en anglais) est directement liee au taux de respect. D’autres fonctions
de valeur font intervenir le temps d’execution [BHS01], ou d’autres parametres
[AB99].
le debit : c’est le nombre de travaux d’une ta^che qui respectent leurs contraintes tem-
porelles par fene^tre de temps donnee [WS99b]. Throughput en anglais. En mul-
timedia par exemple, il peut s’agir de la mesure du nombre d’images rendues par
seconde (fps pour frames per second).
le seuil d’utilisation : c’est l’utilisation du processeur au dessus de laquelle des ta^ches
commencent a depasser leurs contraintes temporelles [VJP97, KAS93]. Utilization
breakdown en anglais.
les caracteristiques temporelles (voir 1.3.2) telles que le retard, la gigue de demar-
rage, la laxite, le temps de reponse par exemple. Le cas particulier de la verication
des systemes temps-reel strict consiste a garantir au moins que le retard maximal
pour ces ta^ches est negatif ou nul.
les cou^ts systemes (voir 1.4.2.2) tels que les cou^ts d’ordonnancement ou de service
des appels systeme par exemple.
La majorite de ces metriques evoluent au cours du temps. L’evaluation fait intervenir
les proprietes de leur distribution, telles que le maximum, le minimum, ou les ca-
racteristiques statistiques (moyenne, ecart-type par exemple). Le mode d’evaluation
s’interesse en general au regime permanent (stimuli de l’environnement reguliers), et
plus rarement aux regimes transitoires [LSA+00] (delai de retablissement, sur-utilisation
temporaire). Lorsqu’il s’agit de proposer un nouveau mecanisme systeme pour le temps-
reel, on le soumet a ces techniques d’evaluation, en integrant dans le modele ou dans
l’implantation a evaluer soit des jeux de tests issus de systemes reels (tels que ceux
presentes dans [CFBW93, ABR+93, Tin92a, Aud91, Bur93, TC94, TBW92a, BWH93]),
soit des jeux de tests generes aleatoirement (charge synthetique).
2.2 Evaluation a partir du modele
Pour prevenir le developpement cou^teux d’un produit qui sera nalement juge
defaillant lors de l’evaluation nale de l’implantation (par confrontation aux specica-
tions), il est interessant de pouvoir evaluer le systeme a partir d’un modele abstrait, au
plus to^t dans le cycle de developpement (eventuellement des la phase de specications).
Cette demarche permet en plus de s’abstraire des details d’implantation. Mais en
contrepartie, la precaution a prendre pour que cette approche ait un intere^t, est que
le modele soit susamment dele a l’implantation pour toujours avoir un sens une
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fois l’implantation realisee [SL99]. De ce point de vue, formalisme du modele et im-
plantation ont intere^t a e^tre en correspondance. Rappelons que dans toute la suite,
nous nous interessons a evaluer un systeme modelise suivant le troisieme formalisme
detaille en section 1.2, adopte par la communaute de l’ordonnancement sous contrainte
de temps-reel, et qui presente l’avantage de ne pas trop eloigner le modele abstrait de
l’implantation concrete qui en derive.
Nous presentons d’abord les methodes d’analyse statique et stochastique, avant
d’introduire les methodes fondees sur la simulation a partir du modele.
2.2.1 Methodes analytiques deterministes
L’objectif que poursuit l’analyse deterministe, aussi nommee analyse statique hors-
ligne, ou analyse hors-ligne dans la suite, est plus fort que l’evaluation du systeme :
il s’agit en priorite de verier par analyse (le plus souvent d’ordre mathematique) du
modele, et avant toute execution reelle du systeme temps-reel, que toutes les contraintes
temporelles vont e^tre toujours respectees, dans toutes les conditions nominales de fonc-
tionnement possibles. Le plus souvent, l’analyse hors-ligne s’interesse aux contraintes
temporelles strictes, du type : aucune echeance temporelle depassee, aucune contrainte
de gigue de demarrage depassee. C’est pourquoi ce type d’analyse est adapte en prio-
rite aux systemes qui ont une composante temps-reel strict. Lorsque les contraintes
temporelles sont probabilistes, l’analyse stochastique (section 2.2.2) est mieux adaptee.
2.2.1.1 Terminologie et objectifs
Le cur de l’analyse est l’etude de l’ordonnancement des ta^ches sur le ou les pro-
cesseur(s). La problematique de l’ordonnancement revient a denir comment agencer
les executions des ta^ches sur chaque processeur. Un ordonnancement est faisable (fea-
sible schedule en anglais), si toutes les contraintes temporelles et de ressources sont
respectees. Suivant les caracteristiques du modele de ta^ches et du systeme, un or-
donnancement faisable peut exister ou non. Lorsqu’un tel ordonnancement existe, le
systeme temps-reel est dit ordonnancable (schedulable en anglais). Un systeme est dit
ordonnancable par un algorithme donne si l’ordonnancement qui en resulte est faisable.
L’objectif que poursuit l’analyse statique hors-ligne est d’etablir l’ordonnancabilite
du modele, et/ou la faisabilite d’un l’ordonnancement donne.
2.2.1.2 Parametres d’entree
L’ensemble des modeles des ta^ches est le parametre le plus important lors de l’ana-
lyse. Deux informations sont essentielles : le comportement temporel des ta^ches (tel
que le temps d’execution sur le processeur par exemple), et les lois d’activation, sur
lesquelles nous revenons ci-dessous.
En ce qui concerne le comportement temporel des ta^ches, il est necessaire de prendre
en compte tous ceux qui sont envisageables. La prise en compte exhaustive exacte
de chacun de ces comportements temporels etant d’une grande complexite (surtout
en l’absence d’une implantation concrete), voire impossible, on se limite en general a
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determiner un intervalle qui regroupe toutes les valeurs possibles de ces caracteristiques
temporelles (par exemple, pour des ta^ches temps-reel strict, il est le plus souvent fait
appel a la connaissance d’une borne superieure sur le temps d’execution).
En ce qui concerne les lois d’activation, il est necessaire de prevoir les pires scenarios
possibles, ce qui implique (1) que garantir l’execution de ta^ches aperiodiques au niveau
de l’analyse hors-ligne est impossible puisque cela necessiterait le recours a un pro-
cesseur de puissance innie : et (2) le temps d’inter-arrivee entre ta^ches sporadiques
doit e^tre un minorant su^r des espacements possibles entre les ta^ches sporadiques. Si les
ta^ches sont activees suite a des evenements exterieurs, alors les lois d’activation sont
directement reliees au modele de l’environnement.
2.2.1.3 Principe
Le principe de l’analyse hors-ligne est d’identier la ou les pire(s) conguration(s)
possible(s) (approche mathematique) de l’ensemble du systeme, ou par rapport a une
ta^che donnee, en termes de besoins en ressources, en particulier processeur. Une fois
une telle conguration identiee, il s’agit de verier qu’elle est compatible avec les
contraintes temporelles et de ressources sur l’ensemble du systeme, ou sur la ta^che
consideree, et sans remise en cause du reste du systeme.
Il serait possible de conduire ce genre d’analyse en etudiant chaque modele en parti-
culier. Mais en pratique on se ramene a des modeles generiques abstraits pour lesquels
des resultats existent, et on applique ces resultats au modele particulier considere. Le
chapitre 3 donne un apercu de modeles de systemes qui ont deja ete traites.
2.2.1.4 Resultats
L’analyse hors-ligne etablit l’ordonnancabilite du systeme ou non. Si le systeme
est ordonnancable par le type d’ordonnancement propose, alors l’analyse hors-ligne est
egalement en charge de denir les parametres necessaires a l’execution des ta^ches par
le support d’execution, tels que le plan si l’ordonnancement est de type cyclique, ou les
priorites si l’ordonnancement est a priorite par exemple.
2.2.1.5 Intere^ts et limitations
Si l’analyse conclut a l’ordonnancabilite du systeme, alors on est assure que dans
tous les cas de fonctionnement nominaux, toutes les contraintes temporelles sont res-
pectees ; il en resulte une propriete de su^rete forte.
Mais l’analyse peut e^tre extre^mement complexe, voire impossible a mener sur des
modeles compliques. Ainsi, dans les cas favorables, on est souvent amene a projeter le
modele sur un cas general plus simple, mais qui rajoute des contraintes plus fortes au
systeme. Au nal, l’analyse qui resulte de cette demarche est pessimiste, c’est-a-dire
que le systeme peut e^tre declare non ordonnancable a tort.
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2.2.1.6 Outils
Il existe des outils qui partent d’un modele de systeme donne, et qui eectuent l’ana-
lyse hors-ligne. En general, le modele est simple, et prend en compte des ta^ches temps-
reel strict periodiques ou sporadiques, avec contraintes de ressources et de precedence,
avec possibilite de prise en compte de ta^ches aperiodiques temps-reel souple. La plupart
de ces outils sont articules autour de l’approche RMA et RTA (resp. pour Rate Monoto-
nic Analysis et Response Time Analysis, voir 3.2.3), et commencent a e^tre utilises dans
l’industrie. Citons par exemple les outils System Engineering Workbench (CMU) [6],
Tripacic Rapid RMA [42] (ex PERTS [LLD+96][24], Urbana Champaign University),
TimeSys Timewiz [54], ou MAST[DHGP01] (Universidad de Cantabria).
2.2.2 Methodes analytiques stochastiques
Lorsque les contraintes font intervenir des donnees probabilistes, il est necessaire de
les verier (egalement hors-ligne) a partir du modele. Le formalisme de modelisation
du systeme considere ici (voir section 1.2) permet des etudes stochastiques tant que
le systeme reste simple (ta^ches independantes) [Mig99, LSD89, Gar99, Hei93, AB98d,
TDS+95]. Il n’est plus adapte des que des contraintes plus fortes sont a prendre en
compte (ressources, precedences). Dans ce cas, l’approche suivie est soit de se ramener
a un autre formalisme (reseaux de petri stochastiques par exemple), soit d’evaluer le
comportement du modele a l’aide de simulations.
2.2.3 Simulation
Une autre voie d’evaluation du modele, eventuellement complementaire aux prece-
dentes, est la simulation du systeme modelise.
2.2.3.1 Principe
Lors des phases de specication et de modelisation, on ne dispose pas d’une implan-
tation complete qu’il est possible d’evaluer. Dans ces conditions, la simulation demande
d’anticiper sur l’implantation a venir, c’est-a-dire de generer articiellement les infor-
mations qui manquent : dates d’activation des ta^ches, temps d’execution... On parle de
charge de travail synthetique (synthetic workload en anglais).
La simulation consiste alors en la prise en compte de ces informations pour l’execution
d’un systeme associe au modele, dans un environnement simule. En retour, il est pos-
sible d’extraire des mesures pendant et apres la simulation qui peuvent e^tre brutes
(traces), ou traitees (analyse statistique par exemple).
2.2.3.2 Intere^ts et limitations
En comparaison aux methodes d’analyse, un avantage est que l’eort d’apprentis-
sage est souvent moins eleve, puisqu’il ne s’agit pas de ma^triser une methode formelle
ou une demarche d’analyse, mais plus simplement de savoir utiliser un outil de simu-
lation. Un autre intere^t de la simulation est qu’elle permet l’evaluation de modeles
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tres complexes voire impossibles a caracteriser par analyse statique ou stochastique
hors-ligne.
En contrepartie, la conance qu’on peut attribuer a ce type d’evaluation n’est pas
totale. A l’inverse de l’analyse statique, une simulation est optimiste : elle peut certes
servir a montrer que le systeme n’est pas ordonnancable (en exhibant une conguration
incorrecte). Mais, si aucune conguration incorrecte n’est trouvee, on ne pourra pas
en deduire que le systeme est correct, i.e. ordonnancable, a moins que la simulation
ait ete exhaustive, c’est-a-dire que toutes les congurations possibles ait ete couvertes
(on parle de couverture ou d’exhaustivite de la simulation). Or, en pratique, sur des
systemes concrets, une couverture complete n’est pas realiste tant le nombre d’etats a
explorer est important.
2.2.3.3 Outils
Le domaine de la simulation sur ordinateur est extre^mement vaste. En ce qui
concerne la simulation pour le temps-reel, il existe essentiellement trois types de si-
mulateurs : les langages ou bibliotheques generiques pour la simulation appliques a
la simulation de systemes temps-reel, les simulateurs d’ordonnancement, et les simula-
teurs de systemes complets. Le chapitre 4 s’attache a presenter ces dierentes classes de
simulateurs, et la plate-forme decrite en partie II se situe dans les 2 dernieres categories.
2.3 Evaluation a partir de l’implantation
Bien que le formalisme de modelisation considere ait l’avantage d’e^tre proche de
l’implantation concrete, il peut exister un ecart entre le modele concu et verie, et l’im-
plantation concrete realisee a partir de ce modele. Ainsi, me^me dans le cas ou le modele
abstrait a ete evalue, il est important de confronter cette evaluation a l’evaluation de
l’implantation qui en est derivee.
Dans ce chapitre, nous presentons d’abord les methodes d’evaluation a partir de
l’implantation par analyse hors-ligne, avant de decrire celles par execution reelle ou
simulee.
2.3.1 Analyse hors-ligne de l’implantation
2.3.1.1 Principe et intere^t
De me^me que pour l’analyse statique hors-ligne a partir du modele, il s’agit en
priorite de verier que toutes les contraintes temporelles vont e^tre toujours respectees
par l’implantation.
L’intere^t du formalisme auquel on a choisi de se ramener (voir section 1.2) est que
l’implantation decoule assez directement du modele abstrait, et inversement. Il s’ensuit
qu’il est possible de remonter les parametres concrets de l’implantation (niveau bas
de l’evaluation : comportement temporel des ta^ches et du systeme sur le materiel reel
par exemple) au niveau du modele abstrait (niveau haut), an d’evaluer l’implantation
concrete par analyse hors-ligne du modele ainsi actualise.
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Il en resulte que, si les informations qui sont remontees au niveau du modele sont
su^res, alors la phase de verication de l’implantation sur le plan temporel est elle-me^me
su^re.
2.3.1.2 Dicultes
En ce qui concerne le comportement temporel des ta^ches (tel que le temps d’execution
sur le processeur par exemple), evaluer les donnees a remonter dans le modele est un
domaine de recherche actif au sein de la communaute temps-reel. La solution couram-
ment employee dans l’industrie repose sur la mesure des caracteristiques temporelles
observees lors d’executions reelles. Mais cette approche pose des problemes de su^rete,
dans la mesure ou on ne dispose en general pas de la garantie qu’aucune conguration
possible, mais non testee, ne depassera pas les pires observations (probleme de couver-
ture). Et ceci reste vrai me^me si un coecient multiplicateur de securite (technique
courante) est applique. Une deuxieme technique, qui est en plein essor dans le milieu
scientique, consiste a analyser le code source de chaque ta^che, et a calculer un majo-
rant sur les comportements temporels, tels que le temps d’execution des travaux de la
ta^che (le temps d’execution pire-cas) [CP00, CPRS03, Col01].
Dans tous les cas, que ce soit en ce qui concerne la loi d’arrivee, ou dans l’etablisse-
ment des caracteristiques temporelles, les modeles de ta^ches imposent un sur-dimension-
nement de par le pessimisme necessaire qu’ils introduisent. Dans ce cadre, de grands
eorts de recherche en temps-reel strict consistent a reduire ce pessimisme, en a-
nant les modeles de lois d’activation (plus n que les categories canoniques : perio-
dique/sporadiques/aperiodiques), et/ou en ranant le calcul des comportements tem-
porels. Citons par exemple les travaux de determination du temps d’execution pire-cas
par analyse statique du code source, qui tiennent compte de certaines optimisations
materielles (telles que le cache d’instructions, les pipelines, la prediction de branche-
ment) [Col01, CP01b]. Ces travaux sont cependant obliges de toujours considerer les
pires congurations materielles (pire conflit possible pour l’acces au cache par exemple),
ce qui les rend pessimistes. D’autres travaux s’interessent par consequent a reduire ce
pessimisme en rendant le comportement de l’architecture deterministe et facilement
statiquement analysable (par exemple par des techniques de gel de cache, comme dans
[PD02]).
Une autre serie de parametres d’entree importants lors de l’analyse hors-ligne est
celle liee au comportement temporel du systeme d’exploitation. En temps-reel strict, ce
sont les parametres pire-cas qui doivent e^tre pris en compte, ce qui souleve les me^mes
problemes et induit les me^mes approches que pour denir le comportement temporel
des ta^ches, ce qui en retour disqualie certains services (voir 1.4.2.2).
2.3.1.3 Limitations
En temps-reel strict, la garantie de respect des contraintes temporelles repose fonda-
mentalement sur l’hypothese que les pires congurations et scenarios sont correctement
identies, tant au niveau de l’application, que du systeme d’exploitation, ou encore de
31
Chapitre 2. Evaluation de systemes temps-reel : vue d’ensemble
l’environnement, et ceci en tenant compte des partages de ressources entre les traite-
ments. Si tel n’etait pas le cas, il pourrait y avoir depassement des hypotheses en cours de
fonctionnement, pouvant entra^ner le non-respect de certaines contraintes temporelles.
Nous verrons au paragraphe 3.4 certaines methodes pour tolerer ce type de probleme.
2.3.2 Tests et simulation
Une autre voie pour l’evaluation de l’implantation, et la confrontation de son com-
portement aux specications, est d’observer le comportement eectif du systeme, et
d’en extraire les caracteristiques pertinentes.
2.3.2.1 Protocoles d’evaluation
Lorsqu’il s’agit d’evaluer le systeme complet, il s’agit de generer des tests, sous la
forme de sequences d’evenements de l’environnement, qui visent a amener le systeme
a une conguration donnee, et a evaluer le comportement du systeme dans cette con-
guration. La pertinence de cette evaluation depend de la pertinence des tests, et du
degre de couverture de l’ensemble des tests. Avec le formalisme considere, dans les cas
les plus simples, il existe des tests qui permettent d’avoir une couverture complete des
congurations possibles (instant critique pour les systemes a ordonnancement rate mo-
notonic par exemple). Par contre, le formalisme n’est plus adapte pour la generation
de tests pour des systemes beaucoup plus complexes. Pour ces cas pathologiques mais
largement courants, il s’agit d’evaluer le comportement du systeme dans le plus grand
nombre de congurations possibles, principalement en le soumettant a la plus grande
variete de stimuli possibles. La plate-forme Dynbench par exemple permet de mener ce
type de test [SWR+99b, WS99b, SWR+99a].
On peut aussi s’interesser a comparer le comportement temporel de plusieurs sys-
temes d’exploitation (tout ou parties), ou de plusieurs bibliotheques de fonctions. Au-
quel cas il s’agit de partir sur la base de tests comparables, et, si possible, avec un degre
de couverture correct. On utilise dans ce cas des applications synthetiques qui servent de
charge reference pour les tests, ou benchmarks (bancs d’essai)[Wei89, VJP97, Heu01].
Pour le temps-reel, il n’existe a notre connaissance aucun standard dans le domaine,
hormis les mesures de caracteristiques temporelles isolees presentees en 1.4.2.2. Les ap-
proches existantes consistent a reutiliser les applications de charge synthetique non
temps-reel, qui ont pour objectif de mesurer la performance brute pour du calcul
scientique (comme par exemple le test Whetstone ou les tests C3I [MVP+96]) ou
la performance brute du systeme d’exploitation (comme par exemple le test Dhrys-
tone), et de les integrer dans la procedure suivante : constitution d’un systeme avec des
ta^ches contenant chacune un test de charge, et augmenter progressivement la charge
du systeme (i.e. diminuer les periodes des ta^ches, augmenter le nombre d’operations
pour chaque travail...) jusqu’a depassement d’une contrainte temporelle [Dru96, Poo96]
(harness test , ou mesure du seuil d’utilisation). Les criteres de comparaison etant alors
la conguration au seuil du depassement d’echeance.
Dans tous les cas, pour mener les tests, on doit choisir entre une execution reelle
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instrumentee d’une implantation existante, et l’evaluation sur une execution simulee
(i.e. sur une machine et dans un environnement ctifs).
2.3.2.2 Execution reelle instrumentee
Il s’agit de disposer le systeme complet (materiel et logiciel) en presence d’un ou
plusieurs tests, et d’extraire des informations sur son comportement en reponse aux
tests, gra^ce a l’instrumentation du systeme. Cette methode ore l’avantage de prendre
en compte de facto toutes les caracteristiques de tous les elements du systeme, en
particulier les cou^ts temporels lies au systeme d’exploitation et au materiel.
La mise en place de l’instrumentation est le point delicat de cette methode.
Il est possible d’instrumenter le systeme au niveau materiel (observateur de bus,
sondes logiques par exemple) et de facon non intrusive. Mais cette technique se revele
delicate, limitee a une conguration materielle donnee, souvent nancierement cou^teuse,
de plus en plus dicile a mettre en uvre compte-tenu de l’integration de composants
toujours plus elevee, et peut necessiter un puissant dispositif d’analyse des traces pour
interpreter les observations, car les observations generees sont tres nombreuses, et cha-
cune porteuse d’une information elementaire brute (trace des instructions executees,
trace des interruptions materielles, trace des changements de contexte par exemple).
Il est egalement possible d’ajouter les mecanismes d’instrumentation dans le lo-
giciel (generation de traces de plus haut niveau, telles que l’activation de ta^che, le
depassement d’echeance, le changement de date systeme), ce qui permet de disposer
d’informations exploitables plus directement (phase d’interpretation des resultats plus
legere). Cette approche reste delicate, car il s’agit de modier le noyau ou l’applica-
tion d’un systeme existant, ce qui peut s’averer une ta^che fastidieuse. De gros eorts
sont cependant faits pour permettre le remplacement de modules entiers (en particulier
l’ordonnanceur) dans le noyau (tels que DSLib [8] ou RTAI [41] pour Linux, ou Vassal
[CJ98] pour Windows NT), ce qui rend l’instrumentation plus simple, puisqu’il sut
alors d’intercepter les interactions entre les modules.
Cette approche possede un autre inconvenient majeur : l’eet sonde (ou probe eect
en anglais), autrement dit l’influence des dispositifs d’instrumentation sur le comporte-
ment du systeme, et donc sur les observations par instrumentation. Ces eets peuvent
e^tre directs (surcou^ts d’execution parfaitement localises aux endroits ou l’instrumen-
tation se situe), auquel cas il est possible d’evaluer leur cou^t (principe de calibrage de
la tare utilise dans [MRW92]), ce qui rend possible la correction des mesures quand le
comportement du systeme est deterministe. Mais ces eets peuvent e^tre egalement indi-
rects, soit au niveau du comportement microscopique (eet sur les pipelines, les caches
d’instructions, de prediction de branchement, de traduction d’adresse et de donnees),
ou macroscopique (l’ajout des routines d’instrumentation allonge la duree des ta^ches, ce
qui peut modier leur ordonnancement), auquel cas la prise en compte de l’eet sonde
est considerablement plus complexe (eets non lineaires), voire trop complexe en pra-
tique. Une solution simple est de laisser le code d’instrumentation dans la version nale
du produit, mais dans ce cas, le surdimensionnement inutile qui resulte peut conduire a
des surcou^ts nanciers (besoins supplementaires en memoire, ou en frequence de travail
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du processeur par exemple), ou a une surconsommation d’energie par exemple.
Enn, il existe des methodes hybrides, dans lesquelles le logiciel active certaines
ressources materielles (registres, ports d’entree/sortie, plage d’adresses du bus) pour
signier l’occurrence d’un evenement a traiter par le materiel, ou par un autre systeme.
Avec cette methode, on peut choisir de conserver l’instrumentation logicielle pour la
version nale du produit avec un surcou^t qui reste raisonnable (ce qui supprime l’eet
de sonde). Mais lors de la phase de developpement, les inconvenients lies a l’instrumen-
tation materielle restent valables.
2.3.2.3 Evaluation par simulation
Il s’agit d’executer le systeme dans un contexte materiel et d’environnement simules.
Le simulateur se charge de fournir les mecanismes d’instrumentation, voire d’analyse
des observations. Puisque les dispositifs d’instrumentation font partie du simulateur, ils
n’interferent pas avec l’execution du systeme, ce qui signie que l’eet sonde n’existe
pas dans cette approche. Une autre consequence est que la procedure de simulation
et de comparaison de systemes dans dierentes congurations ou avec des variantes
d’implantation, est plus legere : il sut de se concentrer sur l’implantation du systeme,
ou de reutiliser les implantations existantes, et de ne pas se soucier de l’integration de
l’instrumentation. La plate-forme presentee dans la partie II autorise les simulations de
ce type pour des systemes complets.
En contrepartie, en plus du probleme des tests a denir pour l’evaluation, la represen-
tativite des resultats de simulation depend de sa delite. D’abord, une premiere con-
trainte est que le systeme simule doit e^tre pertinent vis-a-vis du produit nal : l’ideal
etant que simulation et produit nal se partagent la me^me base de code. Une seconde
contrainte forte est que les comportements des ta^ches et du systeme d’exploitation
doivent rendre compte du comportement eectif le plus nement possible, c’est-a-dire
avec le moins d’hypotheses simplicatrices possible, ce qui n’est pas forcement possible
avec de nombreux simulateurs existants. En particulier, dans ce contexte, l’utilisation
de lois statistiques pour denir le comportement temporel du systeme est insusante.
Nous verrons au chapitre 4 qu’il est possible de rendre compte de ces comportements
a plusieurs niveaux de precision : de la granularite instruction a celle de la ta^che. Une
diculte est alors de faire un compromis entre precision et ecacite de la simulation.
Une autre diculte du me^me ordre est que les comportements temporels du systeme
d’exploitation (en particulier les cou^ts lies a l’ordonnancement) et du materiel soient
pris en compte dans la simulation, et a la me^me granularite que pour l’application, ce
qui n’est pas possible avec de nombreux simulateurs existants.
Dans le chapitre suivant, nous nous interessons aux resultats classiques obtenus par
analyse hors-ligne de modeles simples. Le chapitre 4 entrera dans les details des outils
de simulation disponibles.
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Ordonnancement et analyse
d’ordonnancement
Nous nous concentrons maintenant sur une piece fondamentale d’un systeme temps-
reel : l’ordonnanceur. Pour chaque processeur, l’ordonnanceur est en charge de denir
l’ordonnancement, qui est une sequence innie delements du type : (date, identi-
fiant travail). Chaque element correspond a l’election de la ta^che a executer, puis a
un changement de contexte (si le travail n’est pas termine), qui fait suite a une decision
d’ordonnancement par l’ordonnanceur.
Dans ce chapitre, nous citons une serie de resultats scientiques qui ont ete obtenus
dans ce domaine central de l’ingenierie temps-reel que constitue l’analyse d’ordonnan-
cement. Nous commencons par dresser un panorama des contraintes et proprietes d’or-
donnancement, avant de donner les proprietes des problemes algorithmiques associes en
termes de complexite, et les grandes classes d’approches courantes (section 3.1). Nous
developpons ensuite plus avant les proprietes d’une classe particuliere d’ordonnance-
ment, les ordonnancements a priorite (section 3.2), pour des systemes constitues exclu-
sivement de ta^ches temps-reel strict, avec ou sans prise en compte des cou^ts systeme,
avec ou sans contraintes de ressources, avec ou sans contraintes de precedence. Puis nous
levons progressivement les restrictions de ce modele : support de ta^ches aperiodiques
(section 3.3), gestion de la surcharge (section 3.4). Nous terminons (section 3.5) en
donnant un apercu de modeles de systemes qui ne sont pas fondes sur un ordonnance-
ment a priorite, puis en presentant brievement quelques approches qui s’adaptent a un
manque d’informations sur le comportement du systeme ou de l’environnement.
Ces presentations introduisent les ordonnanceurs qui gurent dans la plate-forme
de simulation Artisst (decrite en partie II), dont certains sont soumis a evaluation
(partie III).
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3.1 Caracteristiques des problemes et des methodes d’or-
donnancement
Apres avoir introduit quelques elements de terminologie (section 3.1.1), nous decrivons
les caracteristiques de quelques problemes d’ordonnancement (section 3.1.2), et presentons
les grandes classes de solutions courantes a ces problemes (section 3.1.3).
3.1.1 Classes des problemes
On indique ici les caracteristiques liees aux systemes cible de l’ordonnancement ou a
l’ordonnancement lui-me^me, qui forment les parametres du probleme d’ordonnancement
qu’on cherche a resoudre.
Monoprocesseur/multiprocesseur
L’ordonnancement est de type monoprocesseur si toutes les ta^ches ne peuvent
s’executer que sur un seul et me^me processeur. Si plusieurs processeurs sont disponibles
dans le systeme, l’ordonnancement est multiprocesseur. Dans toute la suite, nous nous
limitons au probleme de l’ordonnancement monoprocesseur.
Centralise/distribue
Lorsqu’un systeme est multiprocesseur, l’ordonnancement est distribue si les decisions
d’ordonnancement sont prises par un algorithme localement en chaque nud .
Il est centralise lorsque l’algorithme d’ordonnancement pour tout le systeme, mul-
tiprocesseur ou non, est deroule sur un nud privilegie.
Preemptif/non-preemptif
L’ordonnancement est preemptif lorsque les preemptions (voir 1.3.1) sont auto-
risees. On peut remarquer que dans le cas des ordonnanceurs monoprocesseur, la
problematique de la synchronisation sur ressource n’existe pas en non-preemptif puisque
il ne peut pas y avoir de concurrence sur l’acces aux ressources en l’absence de preemp-
tion.
Avec/Sans insertion de temps creux : oisif/non oisif
L’ordonnanceur peut avoir la propriete suivante : a partir du moment ou au moins
une ta^che est pre^te a e^tre executee, alors l’ordonnanceur en elit forcement une parmi
elles. Dans ce cas, l’ordonnanceur est non oisif ou au plus to^t , c’est-a-dire qu’il fonc-
tionne sans insertion de temps creux (non-idling ou work-conservative en anglais).
Dans certains cas, un systeme peut n’e^tre ordonnancable qu’en n’elisant aucune
ta^che pendant un certain temps, alors qu’il en existe au moins une pre^te a e^tre executee.
Dans ce cas, l’ordonnanceur est oisif , c’est-a-dire qu’il fonctionne par insertion de temps
creux (with inserted idle times en anglais).
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En-ligne/hors-ligne
Un ordonnancement hors-ligne (o-line en anglais) signie que la sequence d’ordon-
nancement est predeterminee : dates de debut d’execution des ta^ches, de preemption/re-
prise eventuelles. En pratique, l’ordonnancement prend la forme d’un plan hors-ligne
(ou statique), execute de facon repetitive (on parle aussi d’ordonnancement cyclique,
qui denit le cycle majeur) : a chaque tick d’horloge (on parle de cycle mineur) une
ta^che particuliere du cycle majeur courant est executee jusqu’a terminaison ou jusqu’au
tick d’horloge suivant. L’ordonnanceur s’appelle dans ce cas aussi un sequenceur.
Un ordonnancement en-ligne correspond au deroulement d’un algorithme qui tient
compte des ta^ches pre^tes eectivement presentes dans la le d’ordonnancement (run-
queue en anglais) lors de chaque decision d’ordonnancement. Les ordonnanceurs en-ligne
peuvent reposer sur la construction de plans d’ordonnancement en cours de fonction-
nement, auquel cas ils sont dits a plan dynamique [KSSR96]. Mais plus couramment,
ces ordonnanceurs sont fondes sur la notion de priorite (voir 3.1.3.2).
Il est par ailleurs possible de transformer un ordonnancement a plan statique en
ordonnancement en-ligne (par exemple a priorite statique preemptif [DFP01] ou non-
preemptif [Bat98], ou a priorite dynamique [CA97]).
Optimal/non optimal
Par denition, un algorithme d’ordonnancement optimal [GRS96] pour un probleme
d’ordonnancement donne parmi une classe donnee de solutions au probleme (ordonnan-
cement en-ligne, hors-ligne, distribue...) est tel que : si un systeme est ordonnancable
(voir 2.2.1) par au moins un algorithme de la me^me classe, alors le systeme est ordon-
nancable par l’algorithme d’ordonnancement optimal considere (il peut y avoir plusieurs
algorithmes d’ordonnancement optimaux pour une classe donnee). En consequence, si
un systeme n’est pas ordonnancable par un ordonnanceur optimal d’une classe donnee,
alors il ne l’est par aucun ordonnanceur de la me^me classe.
3.1.2 Complexite des problemes
Le probleme qui consiste a denir un ordonnancement peut e^tre ramene a un
probleme d’optimisation. Par exemple, beaucoup de travaux s’interessent a minimi-
ser le retard maximal parmi toutes les ta^ches (\Lmax" dans la suite). Car une fois ce
retard maximal minimise, la correction temporelle du systeme est equivalente a verier
que ce retard maximal est negatif ou nul.
Nous nous interessons ici a la complexite [Coo71, Coo83, GJ79] de quelques proble-
mes pertinents pour l’ordonnancement [SSNB94][45], et nous nous limitons a present a
l’ordonnancement monoprocesseur.
Le tableau 3.1 indique la complexite de quelques problemes d’ordonnancement
respectivement non-preemptifs et preemptifs sur monoprocesseur, en fonction de la
connaissance des dates d’activation (colonne ta^ches concretes), l’insertion de temps
creux (colonne temps creux), la prise en compte de contraintes de ressources (colonne
ressources) ou de precedence (colonne precedences).
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monoprocesseur non-preemptif
ta^ches temps precedences ressources probleme complexite
concretes creux
non non non minimiser Lmax polynomiale voir 3.1.3.2
non oui non ordonnancabilite NP-complet [GJ79, HV95]
oui non non indierent minimiser Lmax NP-complet [GJ79, JSM91]
oui non series-parallela minimiser Lmaxb polynomiale [SSNB94, Law78, GL95]
oui non oui minimiser Lmax NP-dicile [SSNB94, Law78]
synchrones non oui minimiser Lmax polynomiale [SSNB94, Law73]
monoprocesseur preemptif
ta^ches temps precedences ressources probleme complexite
concretes creux
non non non verrous seuls ordonnancabilite NP-dicile [Mok83]
non non non oui ordonnancement impossible [Mok83], voir 3.2.5.2
optimal
non + temps non non oui minimiser Lmax polynomiale [Mok83]
d’execution
tous egaux
indierent non non non minimiser Lmax polynomiale voir 3.1.3.2
indierent non oui non minimiser Lmax polynomiale voir 3.1.3.2
indierent non oui oui ordonnancement NP-dicile [SSNB94]
Tab. 3.1: Complexite de problemes d’ordonnancement monoprocesseur
aCe type de graphe rassemble les arbres convergents et divergents, mais n’est pas du tout adapte
aux cas courants ou des echanges de messages peuvent se faire en travers de l’arbre [SSNB94].
bOu toute fonction de cha^nes de travaux vers R qui possede la propriete : f()  f() )
f(a:::::b)  f(a::::b).
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On peut remarquer que le probleme a resoudre est d’autant plus complexe que les
preemptions sont interdites ou que les temps creux sont autorises (inserer des temps
creux dans l’ordonnancement revient a e^tre capable de prevoir les activations a venir).
En pratique, pour resoudre les problemes diciles qui font intervenir des ressources
et eventuellement des contraintes de precedences, il existe des ordonnancements sta-
tiques [JD90], des approches sub-optimales (telles que le kernelized monitor [Mok83]
ou [Man98, MMM00b, RS94] par exemple), ou des protocoles pour acceder aux res-
sources en utilisant des algorithmes d’ordonnancement classiques (comme nous le ver-
rons en 3.2.5.2).
3.1.3 Solutions aux problemes d’ordonnancement
Dans la suite, nous nous interessons d’abord au probleme le plus simple : l’ordon-
nancement monoprocesseur sans ressource et sans precedence. Nous presentons ici les
solutions simples les plus courantes, et verrons comment ces solutions peuvent e^tre
amenagees pour supporter des systemes avec ressources et contraintes de precedence.
3.1.3.1 Ordonnancement hors-ligne
L’ordonnancement hors-ligne repose sur la denition d’un plan statique. Les traite-
ments pour l’etablissement du plan (comme [SA00, CCS02, Foh94] avec des algorithmes
ad hoc, optimaux [JD90], ou sub-optimaux [EJ00] par exemple) sont eectues hors-
ligne, et peuvent se permettre d’e^tre tres complexes. En particulier, ce type d’ordon-
nancement se pre^te bien aux cas de systemes complexes tels que les systemes temps-reel
distribues [SRG89] (le probleme principal restant alors la synchronisation des horloges
locales pour un deroulement coherent du plan).
Intere^ts
Cette politique d’ordonnancement possede l’avantage de se contenter d’un support
d’execution tres reduit (l’acces a une base de temps sut). Par la me^me, elle intro-
duit un surcou^t d’execution lie a l’ordonnancement tres faible [KFG+92] : il sut
qu’une horloge systeme incremente la position courante dans le plan d’ordonnance-
ment. Egalement, l’environnement n’influence pas le deroulement du plan, ce qui rend
le systeme robuste car immunise contre une partie des depassements d’hypothese dus a
la mauvaise modelisation de l’environnement. Enn, la garantie que le systeme respec-
tera toutes ses contraintes temporelles est une propriete facile a apprehender : il \sut"
que le plan soit verie hors-ligne, sous reserve que les temps d’execution prevus soient
corrects. Ceci fait de cette solution celle qui para^t la plus rigoureuse et la plus stricte ;
nous verrons cependant que dans les cas de systemes centralises simples il existe des
solutions en-ligne qui orent tout autant de garanties.
Limitations
En contrepartie, il est necessaire de se ramener a des plans periodiques, ou a des
plans qui supposent connues toutes les dates d’arrivees (eventuellement non periodiques)
39
Chapitre 3. Ordonnancement et analyse d’ordonnancement
de toutes les ta^ches. Cela conduit a sur-contraindre le systeme, en particulier quand
on doit traiter des ta^ches periodiques de periode non multiple du cycle mineur, ou
des evenements de frequence d’occurrence maximale elevee mais de faible frequence
moyenne. Au mieux, ces contraintes excessives entra^nent un surdimensionnement du
systeme, et au pire l’impossibilite de determiner un ordonnancement faisable. De plus,
les plans generes sont tres sensibles aux petites modications du code ou des fonction-
nalites qui peuvent e^tre faites (ajout d’une ta^che supplementaire par exemple) : ces
modications aectent le plan dans son ensemble (non localite), ce qui pose probleme
d’integration lorsque plusieurs acteurs (entreprises, ingenieurs) cooperent sur le me^me
projet (contraire aux contraintes de condentialite par exemple). Un autre probleme
qui se pose est que le plan doit e^tre capable de denir l’ordonnancement sur une duree
egale a l’hyperperiode des ta^ches, qui peut e^tre tres grande, ce qui peut impliquer une
grande consommation memoire pour stocker le plan, inadaptee aux petits systemes
embarques.
Il existe cependant des ordonnancements par plan statique qui peuvent e^tre completes
par un algorithme d’ordonnancement en-ligne (comme [Foh94, IF99], par une methode
similaire a la requisition de temps creux, que nous verrons en 3.3.2.4), an de prendre
en compte l’activation de ta^ches sporadiques ou aperiodiques par exemple.
Nous ne detaillons pas davantage ce type d’ordonnancement dans ce travail. Dans
la suite, nous nous interessons aux algorithmes d’ordonnancement en-ligne sur mono-
processeur.
3.1.3.2 Ordonnanceurs en-ligne a priorite
La majorite des ordonnanceurs temps-reel en-ligne reposent sur la notion de prio-
rite : lors de chaque decision d’ordonnancement, la ta^che de plus haute priorite est elue.
Les priorites peuvent e^tre attribuees hors-ligne, auquel cas l’algorithme d’ordonnance-
ment est dit a priorite statique ou xe ; ou en-ligne, auquel cas il est dit a priorite
dynamique.
Intere^ts
Par rapport a l’ordonnancement hors-ligne, l’ordonnancement a priorite est une
solution plus souple lorsque des modications sont introduites, moins gourmande en
memoire, et ore tout autant de garanties que l’ordonnancement hors-ligne. Comme
nous le verrons par la suite, ces ordonnanceurs ont l’avantage de s’adapter aux evolutions
de l’environnement (support des ta^ches sporadiques, admission de ta^ches aperiodiques),
ou du systeme (caracterisation temporelle incomplete de certaines parties du systeme
par exemple). De plus, les algorithmes simples que nous decrivons ci-apres peuvent e^tre
etendus pour supporter des modeles de ta^ches plus riches, des contraintes de precedence,
ou des synchronisations de ressources, ce qui leur permet de rivaliser avec les ordon-
nancements hors-ligne de ce point de vue.
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Limitations
D’un point de vue theorique, plus il y a de contraintes (ressources, precedences
par exemple), moins le processeur peut e^tre eectivement utilise, et dans certains cas,
aucun ordonnancement en-ligne faisable ne peut exister.
D’un point de vue pratique, ce type d’ordonnanceur est plus complexe que les
ordonnanceurs a plan statique : les decisions d’ordonnancement consistent a calculer et
a comparer des priorites relatives entre les ta^ches. Partant, ce type d’ordonnanceur est
aussi plus exigeant en termes de services que doit fournir le support d’execution : celui-
ci doit, entre autres, pouvoir gerer des les de ta^ches a ordonnancer, et doit pouvoir
determiner quand une decision d’ordonnancement est necessaire. Il en resulte par la
me^me des appels a l’ordonnanceur plus frequents qu’en ordonnancement hors-ligne, ce
qui accro^t encore le surcou^t d’execution engendre.
En pratique, les supports d’execution les plus courants et les standards disponibles
les plus utilises, fournissent au moins les fonctionnalites necessaires a l’ordonnancement
a priorite xe.
3.1.3.3 Choix d’ingenierie
Le choix entre ordonnancement a priorite statique et a priorite dynamique est d’au-
tant plus dicile que les dierentes extensions aux modeles simples vus dans la suite
du chapitre existent en general pour les deux sous-familles.
Les ordonnancements a priorite statique s’integrent tres bien dans un systeme d’ex-
ploitation sans qu’il y ait besoin de lui faire gerer des contraintes de temps : il sut que
le systeme dispose d’un ordonnanceur a priorite, ce qui est pour le moins courant. En
contrepartie, le seuil d’utilisation qu’il est possible d’atteindre (i.e. le rendement utile
du processeur) est moins eleve qu’en priorite dynamique. De ce point de vue, il existe
des versions mixtes (ordonnancements a priorite statique et dynamique combines) qui
eacent la frontiere entre ordonnancement a priorite statique et dynamique [Zub98], et
qui permettent de faire un compromis entre rentabilisation du processeur et complexite
d’ordonnancement en-ligne.
D’autre part, en priorite dynamique, lorsqu’une echeance est depassee, elle aecte
potentiellement toutes les autres ta^ches, quel que soit leur niveau de criticite, ce qui
peut amener des depassements d’echeances en cascade non contro^les (voir section 3.4.1).
De ce point de vue, les ordonnancements a priorite statique ont l’avantage de mieux
isoler ces fautes (les ta^ches de priorite superieure a la ta^che fautive ne sont pas touchees),
mais moins encore que les ordonnancements hors-ligne par plan (une ta^che programmee
a telle date sera toujours executee, ou l’ensemble du systeme sera arre^te, que la ta^che
precedente ait termine dans les temps ou non).
3.2 Ordonnanceurs a priorite
Dans cette partie, nous denissons les algorithmes d’ordonnancement a priorite
que nous considerons dans la suite (section 3.2.1), avant de donner quelques resultats
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d’optimalite les concernant (section 3.2.2). Nous indiquons ensuite les conditions d’or-
donnancabilite qui leur sont associees, pour un modele de systeme tres restrictif (section
3.2.3). Cette presentation sera davantage detaillee et calculatoire que dans toutes les sec-
tions qui suivront, an de donner un apercu de la demarche employee dans le domaine.
Nous levons ensuite certaines restrictions du modele (sections 3.2.4), cette fois-ci sans
rentrer dans les details calculatoires. Puis nous donnons quelques extensions pour sup-
porter des contraintes d’ordonnancement supplementaires (section 3.2.5), telles que la
prise en compte des acces concurrents a des ressources protegees, toujours en preferant
donner un apercu des techniques et de leur principe, pluto^t qu’en les detaillant.
3.2.1 Politiques d’ordonnancement a priorite courantes
Nous nous placons ici dans le cadre simple de l’ordonnancement monoprocesseur
non oisif a priorite, lorsque toutes les ta^ches sont independantes.
Les ordonnancements a priorite les plus courants sont les suivants :
RM (pour Rate Monotonic) : ordonnancement a priorite statique pour ta^ches perio-
diques/sporadiques avec echeance relative egale a la periode/delai d’inter-arrivee.
Une ta^che est d’autant plus prioritaire que sa periode est petite.
DM (pour Deadline Monotonic) : ordonnancement a priorite statique pour ta^ches
sporadiques. Une ta^che est d’autant plus prioritaire que son echeance relative est
petite. DM equivaut a RM quand l’echeance relative est egale a la periode.
EDF (pour Earliest Deadline First) : ordonnancement a priorite dynamique. Une
ta^che est d’autant plus prioritaire que sa date d’echeance absolue est proche de la
date courante. Le cas particulier ou les ta^ches sont synchrones est parfois appele
EDD (pour Earliest Due Date), ou algorithme de Jackson.
LLF (pour Least Laxity First) : ordonnancement a priorite dynamique. Les ta^ches sont
d’autant plus prioritaires que leur laxite (la ta^che etant consideree en isolation)
est faible a la date courante.
En depit de leur simplicite, ces ordonnanceurs possedent des proprietes relativement
fortes. C’est ainsi qu’ils servent de base a quantites de variantes, comme nous le voyons
par la suite.
3.2.2 Resultats d’optimalite
Les ordonnancements simples precedents ont les proprietes interessantes suivantes :
1. EDF et LLF sont optimaux parmi les ordonnancements preemptifs non oisifs
[LL73]. EDF est egalement optimal relativement a la minimisation du retard
maximal des ta^ches [But97].
2. EDF est optimal parmi les ordonnancements non-preemptifs non oisifs [GMR95,
GRS96].
3. RM est optimal parmi les ordonnancements preemptifs non oisifs a priorite sta-
tique, pour ta^ches periodiques non-concretes, ou periodiques synchrones, ou spora-
diques, lorsque l’echeance relative est egale a la periode (ou au delai d’inter-arrivee
dans le cas sporadique) [LL73].
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4. DM est optimal parmi les ordonnancements preemptifs non oisifs a priorite sta-
tique, pour ta^ches periodiques non-concretes ou synchrones, ou sporadiques, lorsque
l’echeance relative est inferieure a la periode [ABRW91, But97, LW82].
5. Dans les cas ou les ta^ches periodiques concretes ne sont jamais synchrones, ni
RM, ni DM ne sont optimaux parmi les ordonnancements preemptifs non oisifs a
priorite statique. Dans [Aud91], on donne l’aectation optimale des priorites pour
l’ordonnancement preemptif non oisif a priorite statique pour le cas general (i.e.
qui reste valable quand les echeances relatives et les periodes ne sont pas reliees).
6. DM est optimal parmi les ordonnancements non-preempifs non oisifs a priorite
statique, pour ta^ches periodiques non-concretes, ou periodiques synchrones, ou
sporadiques, lorsque l’echeance relative est inferieure a la periode [Bat98].
3.2.3 Quelques conditions de faisabilite
Dans la suite, les notations suivantes seront utilisees : dans le systeme Γ de N ta^ches,
chaque ta^che i; i 2 [1; N ] possede un temps d’occupation1 sur le processeur Ci et une
echeance relative Di. Si i est periodique, Ti represente la periode. Si i est sporadique,
Ti represente le delai d’inter-arrivee.
Le taux d’utilisation de ce systeme de ta^ches s’ecrit alors : U =
PN
i=1
Ci
Ti
, et on
rappelle qu’une condition necessaire pour que le systeme soit faisable est U  1 (voir
1.3.2).
3.2.3.1 EDF preemptif
Pour un ensemble de ta^ches periodiques tel que 8i;Di = Ti, la condition necessaire
et susante de faisabilite [LL73] est :
U =
NX
i=1
Ci
Ti
 1 (3.1)
Cette condition reste necessaire et susante dans le cas ou 8i;Di  Ti [BMR90].
Pour un ensemble de ta^ches periodiques tel que 8i;Di  Ti, la condition precedente
n’est bien su^r plus susante puisque Di peut e^tre arbitrairement petit. Dans ce cas, une
condition susante de faisabilite analogue existe, qui revient a considerer le systeme
comme etant constitue de ta^ches sporadiques de delai inter-arrivee Di, et qui s’ecritPN
i=1
Ci
Di
 1. Mais cette condition pessimiste n’est pas necessaire comme le prouve
l’exemple de la gure 3.1.
Dans [BMR90, GRS96] (par calcul du taux de demande du processeur, ou proces-
sor demand en anglais) et [Spu96] (par calcul du temps de reponse), deux conditions
necessaires et susantes pour la faisabilite d’un ensemble de ta^ches periodiques avec
Di et Ti arbitraires sont donnees. Ces formules ont l’inconvenient d’e^tre complexes, et
1Pour le moment, nous considerons qu’il s’agit du temps d’execution eectif, toujours constant. En
3.2.4, nous nuancerons cette denition.
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T1
T2
605030 402010
1 2
Ti 20 30
Ci 10 10
Di 10 20
)
NX
i=1
Ci
Di
= 1:5 > 1
(U = 83:33 < 1)
Fig. 3.1: Systeme de 2 ta^ches periodiques synchrones ordonnancable par EDF
c’est pourquoi en pratique, on utilise souvent la condition susante (i.e. pessimiste)
plus simple suivante :
NX
i=1
Ci
min(Di; Ti)
 1
3.2.3.2 EDF non preemptif
Considerons d’abord le cas non oisif. La condition necessaire et susante de faisa-
bilite pour un ensemble de ta^ches concretes aperiodiques correspond a derouler l’ordon-
nancement. Dans le cas de ta^ches aperiodiques non-concretes, une condition necessaire
et susante en O(N2) est donnee dans [GMR95].
Dans le cas de ta^ches sporadiques ou periodiques non-concretes, une condition
necessaire et susante pseudo-polynomiale est donnee dans [JSM91] et repose sur la
demande en ressource processeur.
Dans le cas de ta^ches periodiques concretes, la me^me condition devient susante
seulement, et le probleme qui consiste a determiner l’ordonnancabilite du systeme est
NP-complet [GMR95, JSM91] (des conditions de faisabilite dans le cas synchrone et
non synchrone sont donnees dans [GMR95]).
Puisque l’ordonnancement non oisif peut e^tre vu comme un cas particulier d’ordon-
nancement oisif, toutes ces conditions de faisabilite restent valables dans le cas oisif,
mais ne sont plus que susantes seulement. Dans le cas oisif (NP-complet en general),
[GMR95] montre qu’a partir d’un ordonnancement oisif faisable, on peut deriver un or-
donnancement par EDF oisif ; il en est deduit un algorithme de type branch and bound
pour la determination d’un ordonnancement EDF oisif (complexite exponentielle).
3.2.3.3 Ordonnancement preemptif a priorite statique
Dans ce paragraphe et le suivant, les ta^ches i sont classees par ordre de priorites
i decroissantes : i < j ) i  j (i = 0 etant la plus faible priorite possible) ; dans
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le cas d’une aectation des priorites suivant RM ou DM, i = 1min(Di;Ti) par exemple.
Dans toute la suite, on ne considere que les ordonnancements a priorite xe non oisifs.
Une premiere condition de faisabilite necessaire simple est U  1 (puisque EDF est
optimal parmi tous les ordonnancements non oisifs).
Condition susante fondee sur l’utilisation, et notion d’instant critique
Dans [LL73], la condition susante suivante sur la faisabilite d’un ensemble de
ta^ches periodiques synchrones est montree, qui suppose l’aectation des priorites sui-
vant RM ou DM :
NX
i=1
Ci
min(Di; Ti)
 N:(2 1N − 1) (3.2)
Cette condition s’ecrit U  1 dans le cas particulier de ta^ches harmoniques (et devient
alors necessaire et susante).
Dans [LL73], il est egalement montre la propriete fondamentale selon laquelle la pire
conguration de ta^ches periodiques non-concretes est obtenue pour le premier travail
des ta^ches lorsque toutes les ta^ches sont activees au me^me instant (instant critique,
correspondant a un ensemble de ta^ches synchrones). Il en decoule que la condition 3.2
reste une condition de faisabilite susante pour des ensembles de ta^ches periodiques
non-concretes ou sporadiques.
Toute une serie de resultats sont enonces dans la litterature du domaine, qui etendent
cette analyse fondee sur l’utilisation, dite RMA (pour Rate Monotonic Analysis), pour
supporter par exemple des contraintes de dependances entre les ta^ches (nous y revenons
dans les sections qui suivent).
Condition necessaire et susante fondee sur la demande en processeur
Une premiere condition pseudo-polynomiale necessaire et susante pour l’ordon-
nancabilite de ta^ches periodiques non-concretes ou sporadiques est donnee dans [LSD89].
Cette condition, appelee TDA (pour Time Demand Analysis), fait intervenir une for-
mulation de la demande en ressource processeur pour chaque ta^che, et est valable pour
le cas simple 8i;Di  Ti avec aectation des priorites quelconque.
Condition necessaire et susante fondee sur le calcul du temps de reponse
Ta^ches periodiques non concretes, ou sporadiques. Une condition necessaire
et susante equivalente a la precedente, mais plus couramment utilisee, pour la faisabi-
lite de ta^ches periodiques non concretes ou sporadiques est donnee dans [JP86, Tin92a,
Bur94]. Elle repose sur le calcul du temps de reponse pire cas rti des ta^ches, s’intitule
RTA (pour Response Time Analysis), et s’ecrit 8i; rti  Di. Le calcul de rti ne suppose
pas d’aectation des priorites particulieres, et peut se calculer sans hypothese sur la
relation entre les Ti et les Di.
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{ Dans le cas le plus simple ou 8i;Di  Ti [JP86], rti se calcule en prenant en compte
les interferences venant des ta^ches de priorites superieures : c’est un calcul iteratif
qui vise a elargir un intervalle de temps jusqu’a ce que celui-ci contienne a la fois
le temps d’execution de i, et les interferences par les ta^ches de priorite superieure
(i.e. pour une fene^tre de taille w, cette interference s’ecrit
P
j<i Cj:d wTj e). Lorsque
U  1 et 8i;Di  Ti, rti est ainsi le point xe de la suite2 :
rt
(0)
i = Ci
8k  1; rt(k)i = Ci +
X
j<i
Cj:
&
rt
(k−1)
i
Tj
’
(3.3)
{ Dans le cas general [Tin92a, Bur94] (ta^ches periodiques non concretes ou spora-
diques, Di et Ti non relies), il faut en plus prendre en compte les interferences de
i avec elle-me^me quand Di > Ti (i.e. dans ce cas, plusieurs travaux de i peuvent
e^tre pre^ts a s’executer en me^me temps).
Ta^ches periodiques concretes. Lorsque les ta^ches periodiques sont concretes,
ces conditions d’ordonnancabilite deviennent susantes seulement. En eet, lorsque les
dates d’activation des premiers travaux des ta^ches font que les ta^ches ne sont jamais
activees simultanement, le temps de reponse pire cas qui se manifeste eectivement peut
e^tre strictement plus petit que celui calcule dans les formules ci-dessus, qui considerent
le pire temps de reponse toutes congurations confondues. Dans [Aud91], en plus de
denir l’aectation optimale des priorites, on presente a la fois un test qui permet
de savoir si l’ensemble des ta^ches concretes peut ou non e^tre synchrone (auquel cas
les conditions precedentes sont necessaires et susantes), et le test de faisabilite de
l’ensemble de ta^ches qui tient compte des dates de demarrage des premiers travaux.
3.2.3.4 Ordonnancement non preemptif a priorite statique
Dans le cas general (Di et Ti non relies) de ta^ches periodiques non concretes ou
sporadiques, [GRS96] donne une condition necessaire et susante d’ordonnancabilite
d’un ensemble de ta^ches, analogue a RTA. Il y est egalement montre que l’aectation
des priorites suivant RM ou DM n’est plus optimale dans le cas non-preemptif (sauf si
8i;Di  Ti et 8i 6= j;Di < Dj ) Ci  Cj), mais que l’aectation optimale pour le cas
preemptif donnee dans [Aud91] reste optimale dans le cas non preemptif non oisif.
3.2.3.5 Autres ordonnancements a priorite statique
Les travaux [WS02, WS99a, GP96] proposent un modele de ta^ches a priorite statique
intermediaire entre le preemptif et le non preemptif qui permet d’allier l’intere^t des deux
methodes. Il s’agit d’associer a chaque ta^che deux priorites : la priorite de la ta^che tant
qu’elle n’a pas commence son execution (le seuil de preemption ou preemption threshold
2Cette suite admet un point xe des que
P
ji
Cj
Tj
 1, or ceci est vrai puisque Pji
Cj
Tj
 U  1.
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en anglais), et la priorite i quand elle a commence son execution. Les cas preemptif
et non preemptif sont des cas particuliers avec un seuil de preemption respectivement
de i et 0. Ces travaux proposent a la fois un test de faisabilite, et un algorithme
d’aectation optimal polynomial des seuils de preemption.
3.2.4 Limitations
Les conditions de faisabilite qui ont ete formulees ci-dessus supposent un modele de
systeme monoprocesseur ideal assez restrictif. En particulier :
{ Toutes les ta^ches sont periodiques ou sporadiques, et supposees connues avant
l’execution du systeme.
{ Toutes les ta^ches ont un temps d’execution exactement connu avant execution,
toujours egal a leur temps pire-cas.
{ Dans le cas preemptif (avec ta^ches independantes), cette limitation peut
e^tre supprimee : les ta^ches peuvent terminer avant leur temps d’execution
pire-cas.
{ Dans le cas non-preemptif non oisif, la terminaison plus to^t d’une ta^che peut
conduire au cas pathologique (on parle d’anomalie) illustre gure 3.2, me^me
si le systeme est ordonnancable lorsque les temps d’execution pire cas sont
consideres.
T3
T2
T1
21 3 5 6 7 8 9 10 11 124
(a) Ordonnancement faisable (temps d’execution
pire cas pour toutes les ta^ches)
T3
T2
T1
421 3 5 6 7 8 9 10 11 12
Violation d’echeance
(b) Depassement d’echeance si la ta^che 3 est plus
courte que le temps pire-cas
Fig. 3.2: Anomalie d’ordonnancement par terminaison plus to^t en non preemptif (or-
donnancement de type EDF ou DM)
{ Aucun mecanisme de synchronisation n’est considere.
{ Les ta^ches sont supposees sans relation de precedence.
{ Les surcou^ts inherents au materiel (i.e. temps de changement de contexte par
exemple) et/ou lies a l’execution des services du systeme d’exploitation (dont
ceux de l’ordonnanceur) sont negliges.
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{ Les activations des ta^ches periodiques sont supposees e^tre faites a la granularite
de l’horloge systeme.
{ Comportement binaire (totalement faisable/non faisable) : aucune mesure de qua-
lite d’aucune sorte n’est formulee lorsque le systeme n’est pas faisable.
{ Les ordonnancements consideres sont non-oisifs.
Dans les paragraphes qui suivent, nous presentons quelques extensions qui ont ete
apportees aux ordonnancements a priorite que nous venons de decrire, et qui visent a
supprimer tout ou partie de ces limitations.
3.2.5 Ajout de contraintes
3.2.5.1 Contraintes de precedence
En ce qui concerne l’ordonnancement preemptif a priorite dynamique, [Law73] pro-
pose un algorithme qui minimise le retard maximal tout en prenant les contraintes de
precedences en compte (Latest Deadline First). Le principe est de laisser en attente une
ta^che pre^te a e^tre executee tant que sa/ses precedences n’a/n’ont pas ete validee(s).
Pour l’ordonnancement suivant EDF, la prise en compte des contraintes de precedence
peut se faire par modication des echeances relatives [HMT90, SS93, Jef92]. L’ordon-
nancement resultant est alors optimal vis-a-vis des ordonnancements preemptifs non
oisifs qui prennent en compte les precedences [HMT90].
En ordonnancement a priorite xe, une diculte s’ajoute : suivant l’aectation
des priorites, la terminaison en avance d’une ta^che peut rendre non ordonnancable un
systeme qui etait ordonnancable lorsque les temps d’execution etaient tous consideres
toujours egaux au temps pire-cas. On parle d’anomalie d’ordonnancement . La gure 3.3
propose une illustration.
T3
non validee
precedence
T4
contrainte de
T2
T1
31 2 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
(a) Temps d’execution egal au
WCET
non validee
precedence
T3
T4
contrainte de
T2
T1
52 3 41 6 7 8 9 10 11 12 13 14 15 16 17 18
Violation d’echeance
(b) 1 termine en avance
1 2 3 4
Ci 5 2 1 5
Di = Ti 18 6 18 18
i 1 2 0 3
Fig. 3.3: Contrainte de precedence 3  4 et dates de terminaison
Des travaux [Tin94, Tin92b, Tin93, ATB93] se sont attaches a etendre les conditions
de faisabilite RTA de maniere a integrer des contraintes de precedence (sous la forme
d’un delai minimal incompressible entre l’activation d’une ta^che et celles de ses succes-
seurs : notion de transaction) avec prise en compte des terminaisons en avance sous la
forme d’une gigue d’activation en aval des precedences. D’autres etudes s’interessent a
des cha^nes de ta^ches (i.e. 0 ou 1 ta^che precede 0 ou 1 ta^che) et verient le respect des
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contraintes temporelles parmi tous les entrelacements des cha^nes possibles [SNF98] et
en tenant compte des variations des temps d’execution [RRGC02, SGL97].
3.2.5.2 Acces proteges a des ressources partagees
Comme dans les systemes informatiques non temps-reel, le principe est d’isoler
l’acces a une ou plusieurs ressources sous la forme de sections critiques, c’est-a-dire de
portions de code a l’interieur des ta^ches. En temps-reel, ceci s’accompagne de problemes
dus au temps de blocage inevitable qu’une ta^che doit subir des qu’elle demande une
ressource possedee par une ta^che de priorite inferieure.
En temps-reel viennent se rajouter deux problemes supplementaires :
{ Une anomalie d’ordonnancement similaire a celle presentee en 3.2.4 : la termi-
naison plus to^t d’une ta^che peut rendre infaisable un ordonnancement qui l’etait
lorsque les temps pire-cas etaient consideres.
{ Les phenomenes d’inversion de priorite. Le jeu des conflits lies aux ressources
peut entra^ner qu’une ta^che 1 soit mise en attente d’une ressource possedee par
une ta^che de priorite inferieure 3. Mais cette ta^che de faible priorite peut e^tre
preemptee par une ta^che 2 de priorite intermediaire entre celles de 1 et de 3, et
qui n’est pas en conflit ni avec 1, ni avec 3 pour la ressource. Il en decoule que
1 a en fait ete indirectement preemptee par une ta^che 2 de priorite inferieure.
Si ce phenomene d’inversion de priorite n’a pas ete pris en compte au moment
de la conception, des depassements d’echeance sont possibles, comme cela a ete
le cas pour le celebre dysfonctionnement de la mission Mars Pathnder [50].
Pour resoudre ces problemes, de nombreux protocoles d’acces aux ressources sont
proposes et integres aux systemes d’exploitation temps-reel. En particulier an de
ma^triser les phenomenes d’inversion de priorite, ils visent a borner le temps de blocage
associe a sa prise en compte. Parmi les protocoles d’acces aux ressources en priorite
statique, citons : le protocole a heritage de priorite (PIP, pour Priority Inheritance
Protocol) [SRL90, Kai81], le protocole a seuil de priorite (PCP, pour Priority Ceiling
Protocol) [SRL90], le protocole a priorite de pile (SRP, pour Stack Resource Policy)
[Bak91]. Ces travaux peuvent egalement e^tre integres dans un systeme avec ordonnan-
cement a priorite dynamique [Spu96, SS93, Bak91].
Une fois les temps de blocage determines, les conditions de faisabilite vues precedem-
ment dans ce chapitre ont ete etendues pour les prendre en compte, tant pour EDF
[SS93, Bak91, SS93, Spu96], qu’en ordonnancement a priorite xe preemptif [SRL90,
Bur94, ABR+93, Tin92a]. Ces conditions sont toutes susantes seulement (les ta^ches
peuvent ne subir aucun blocage en realite), et sont plus ou moins pessimistes.
3.2.5.3 Prise en compte des cou^ts systeme et materiels
Prendre en compte les interruptions materielles peut se faire en les modelisant sous
la forme de ta^ches de haute priorite. Prendre en compte les changements de contexte
(preemptions) peut se faire en rajoutant le cou^t du changement de contexte (dont
l’estimation non pessimiste est un domaine de recherche actif) soit au temps pire-cas de
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chaque ta^che, soit au temps pire-cas des ta^ches qui peuvent e^tre preemptees (ce qui est
possible avec les algorithmes a priorite xe, mais pas avec ceux a priorite dynamique).
En ce qui concerne l’ordonnancement a priorite dynamique (preemptif et non-
preemptif), les travaux de [JS93, Jef92] et [SP97, Spu96] integrent le surcou^t des in-
terruptions materielles independantes des ta^ches du systeme, dans le calcul du taux de
demande du processeur (voir 3.2.3.1).
En ce qui concerne l’ordonnancement a priorite xe, les travaux de [JS93] et [SNF98]
indiquent comment integrer le surcou^t des interruptions materielles dans TDA et RTA
respectivement. Le document [KAS93] detaille comment integrer dierents surcou^ts
xes pire-cas (tels que le cou^t des preemptions, de l’ordonnanceur) dans TDA en tick
scheduling (aisement transposable a RTA). Les travaux [Tin93, BWH93] precisent com-
ment integrer les surcou^ts lies a l’interruption d’horloge pour du tick scheduling , en
tenant compte de la duree d’execution variable de l’ordonnanceur, qui est fonction du
nombre de ta^ches a activer a chaque interruption.
3.2.5.4 Gigue d’activation
En pratique, entre la date ou une ta^che periodique doit e^tre theoriquement activee,
et la date reelle a laquelle la ta^che est mise dans la le des ta^ches pre^tes a e^tre executees,
il peut y avoir un delai variable du^ par exemple a la granularite de l’horloge systeme
(en particulier pour un mode de fonctionnement de type tick scheduling, dans lequel les
ta^ches ne peuvent demarrer que lors des ticks d’horloge), aux surcou^ts induits par les
decisions d’ordonnancement, ou au temps de generation d’un message necessaire avant
le commencement de la ta^che (pour la validation d’une contrainte de precedence par
exemple). Les conditions de faisabilite donnees ci-dessus ne sont alors plus susantes.
Des extensions a ces conditions existent pour prendre en compte une telle gigue.
Le principe est de ramener la gigue a un temps de blocage (voir 3.2.5.2). Ainsi, pour
l’ordonnancement preemptif a priorite xe, RTA est etendu pour supporter la gigue
[ABR+93, Tin92a, Bur94]. Le me^me type d’extension existe pour les ordonnancements
a priorite dynamique [Spu96]. D’autres travaux s’interessent aussi a contro^ler les gigues
d’activation et a les borner dans des ordonnancements a priorite xe ou dynamique
avec contraintes de precedence [LD01, DC01].
3.2.5.5 Extensions
Modeles de ta^ches plus riches
Certains travaux s’interessent a des modeles de ta^ches plus complexes avec les or-
donnanceurs a priorite statique et dynamique simples. Comme par exemple :
{ des ta^ches \periodiques de facon sporadique" : une ta^che est periodique avec une
courte periode pendant un intervalle donne, puis cet intervalle se repete de facon
sporadique. Des travaux existent pour prendre en compte ce modele de ta^che en
priorite statique par RTA [Tin93, ABR+93, Tin92a] et dynamique [Spu96].
{ des ta^ches caracterisees par une frequence d’activation (modele de Rate Based
Execution en anglais). Le prol d’activation d’une ta^che correspond a la denition
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d’une densite d’activation de la ta^che (une borne superieure sur le nombre d’ac-
tivations de la ta^che dans une fene^tre glissante de temps donnee). Dans [JG99],
une condition necessaire et susante d’ordonnancabilite est donnee pour un or-
donnancement suivant EDF, et il est montre qu’aucun ordonnancement a priorite
xe ne peut ordonnancer de telles ta^ches.
{ des ta^ches avec \echeance avant la n de la ta^che", c’est a dire que la ta^che est en
deux morceaux : les traitements utiles qui doivent se terminer avant une echeance,
et des operations de maintenance executees immediatement apres (prise en compte
des cou^ts de preemption par exemple, ou de liberation des ressources systeme).
Les travaux [Bur93, Tin93] proposent une extension de RTA pour integrer ce
modele de ta^ches en ordonnancement a priorite statique.
{ des ta^ches qui peuvent avoir des temps d’execution qui suivent un motif donne (i.e.
ce sont des vecteurs pluto^t que des scalaires) : le modele multiframe. Les travaux
[MC96b, MC96a] et [BCM99] proposent d’etendre respectivement la condition
de faisabilite 3.2 et RTA pour supporter ce modele dans l’ordonnancement RM.
Ce modele multiframe est lui-me^me generalise dans [BCG+99] an de supporter
des ta^ches dont les echeances relatives et les periodes sont elles-me^mes variables
suivant un motif, et une condition necessaire et susante de faisabilite par RTA
est proposee.
{ des ta^ches qui peuvent e^tre constituees de sous-ta^ches avec des echeances relatives
internes et des precedences : c’est le modele de ta^ches \recurrent" de [Bar98]. Une
condition susante de non faisabilite en preemptif y est donnee.
Extensions du modele de systeme : fonctionnement par phases
Pour certains systemes, les ta^ches n’ont pas toutes besoin d’e^tre prises en compte
a tout moment. C’est le cas lorsque le systeme fonctionne par phases : un avion
par exemple aura besoin de certaines fonctionnalites pendant le decollage, d’autres
pendant la croisiere, et d’autres encore a l’atterrissage. Des travaux se sont penches
sur l’integration de tels modeles de systeme pour l’ordonnancement en plan statique
[Foh94, KNH+97] (recours a un plan intermediaire de transition immediat ou diere)
et a priorite statique [TBW92b] (extension de RTA) par exemple.
Le fonctionnement par phases pose le probleme de la coherence d’etat global du
systeme lors des transitions, dont la resolution est une approche propre a chaque ap-
plication.
3.3 Ordonnancement avec acceptation en-ligne
Un systeme temps-reel peut e^tre en charge du contro^le d’un procede par exemple,
et en me^me temps avoir a fournir une palette de services sans contrainte temporelle
(achage d’une interface graphique, execution des services d’un systeme d’exploita-
tion generaliste par exemple [Bar97, GAGB01]), ou avec contrainte temporelle mais
facultatifs (achage de statistiques sur le procede par exemple).
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Nous etudions d’abord le cas ou les ta^ches a prendre en compte dynamiquement
sont periodiques (section 3.3.1), puis aperiodiques avec ou sans contraintes de temps-reel
(section 3.3.2). Nous donnons ensuite des ameliorations aux mecanismes pour proter
de la terminaison plus to^t des ta^ches temps-reel strict (section 3.3.3).
3.3.1 Ta^ches periodiques et sporadiques
Si le comportement et les contraintes temporelles de la ta^che a prendre en compte
(echeances, temps d’execution, ressources necessaires, contraintes de precedence) sont
connus, alors il est possible de garantir le respect de toutes ses contraintes tempo-
relles en cours de fonctionnement, au me^me titre que les ta^ches garanties hors-ligne.
L’etablissement de cette garantie procede de la verication des conditions d’ordon-
nancabilite donnees en 3.2.3, ou d’une variante (comme [BS93] pour EDF, ou [McE94,
RJMO98] pour l’ordonnancement a priorite statique par exemple), en presence de la
nouvelle ta^che.
Si l’etablissement d’une telle garantie est trop cou^teuse en ressources processeur, ou
si le comportement temporel de la ta^che n’est pas susamment connu, on se ramene
aux dispositifs de prise en compte de ta^ches aperiodiques presentes ci-dessous, en
considerant que la ta^che est aperiodique.
3.3.2 Ta^ches aperiodiques
On se place toujours dans le cadre des ordonnancements a priorite, et on considere
que le systeme est desormais constitue d’une sous-partie temps-reel strict garantie hors
ligne, comprenant uniquement des ta^ches sporadiques et/ou periodiques ; et d’une sous-
partie constituee de ta^ches aperiodiques (sous-partie dynamique dans la suite) dont les
travaux sont a prendre en compte en ligne individuellement.
Le plus souvent, les deux sous-systemes sont independants, mais quelques travaux
[CLB99, LB00a, DTB93] s’interessent en plus a la prise en compte du partage de res-
sources entre les ta^ches temps-reel strict garanties hors-ligne, et celles dynamiquement
activees.
3.3.2.1 Principe
Ta^ches sans contraintes temporelles
Lorsque les ta^ches aperiodiques n’ont pas de contraintes temporelles, l’objectif est
de continuer de garantir la faisabilite des ta^ches temps-reel garanties hors-ligne, tout
en obtenant un temps de reponse le plus petit possible pour les ta^ches aperiodiques.
Ta^ches avec contraintes temporelles
Lorsque les ta^ches aperiodiques qui se presentent dynamiquement au cours de la
vie du systeme ont des contraintes temporelles (traitement exceptionnel avec echeance
stricte par exemple), il s’agit en plus de garantir le respect des contraintes temporelles
des travaux associes.
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Puisqu’il est impossible de garantir l’ordonnancabilite de l’integralite du systeme
hors-ligne (cela reviendrait a pouvoir prevoir l’avenir, ou a disposer d’une capacite de
traitement innie), en pratique la technique est de soumettre individuellement chaque
travail a un test d’acceptation avant de l’ordonnancer, suivant une des techniques ci-
dessous. Le test d’acceptation, dependant de l’ordonnancement, a pour ro^le de verier
que si le travail est pris en compte, alors i) ses propres contraintes temporelles sont
respectees en presence des autres ta^ches deja presentes, et ii) il est possible d’ordon-
nancer le travail sans remettre en cause les contraintes temporelles des autres ta^ches
garanties. Si ce test d’acceptation echoue, le travail est refuse.
Le test d’acceptation repose sur le calcul du temps de reponse du travail en fonction
de toutes les ta^ches deja presentes dans le systeme, et consiste en la verication que
ce temps de reponse est compatible avec les contraintes temporelles. Dans la section
8.1 de la partie II, nous developpons une infrastructure generique pour une grande
palette d’ordonnanceurs a priorite (xe et dynamique), qui permet l’acceptation en-
ligne de ta^ches aperiodiques. Elle repose sur un algorithme de calcul de temps de reponse
parametrique, adaptable a un grand nombre d’aectations de priorites.
Dans la suite, nous indiquons les mecanismes d’ordonnancement sans detailler les
tests d’acceptation associes.
3.3.2.2 Ordonnancement en ta^che de fond
La methode la plus simple pour prendre en compte les ta^ches aperiodiques est
de les ordonnancer lorsqu’aucune ta^che periodique/sporadique temps-reel strict n’est
pre^te. Avec cette methode (ordonnancement en ta^che de fond ou background scheduling
en anglais), les conditions de faisabilite et l’algorithme d’ordonnancement ne sont pas
modies, mais le temps de reponse des ta^ches aperiodiques qui decoule est long.
3.3.2.3 Approches par ta^ches serveurs
An d’ameliorer le temps de reponse des ta^ches aperiodiques dans le contexte d’un
ordonnancement a priorite, l’idee est de les faire prendre en charge par une ta^che dediee
du systeme, sans toutefois remettre en cause l’ordonnancement des ta^ches periodiques
et sporadiques temps-reel strict : on parle de ta^ches serveurs.
Me^me si nous nous interessons ici aux ordonnancements a priorite, une technique
similaire existe pour les ordonnancements a plans [Foh94, IF99].
Priorite statique
En ordonnancement a priorite statique, les premieres approches [But97] considerent
une ta^che serveur periodique de capacite xee re-remplie a chaque debut de periode
du serveur, et qui decro^t en fonction du temps (methode a serveur periodique ou
polling server en anglais), ou en fonction de l’utilisation par les ta^ches aperiodiques
[SLS95] (DS, pour deferrable server). Dans le premier cas, l’introduction du serveur ne
modie pas les conditions de faisabilite (le serveur est une ta^che periodique classique,
ordonnance me^me s’il n’a aucune ta^che aperiodique a executer). En contrepartie, les
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ta^ches aperiodiques ne sont pas prises en compte quand elles arrivent lorsque le serveur
a ete completement ordonnance dans la periode courante. Dans le deuxieme cas, les
ta^ches aperiodiques y gagnent en reactivite puisqu’elles sont prises en compte a tout
moment dans la periode courante : on parle de serveur avec preservation de la bande
passante (bandwidth preserving en anglais). Mais l’introduction du serveur perturbe
l’ordonnancement des autres ta^ches temps-reel (le serveur n’est pas ordonnance pendant
la periode courante jusqu’a ce qu’il ait une ta^che aperiodique a executer), ce qui modie
les conditions de faisabilite (l’utilisation maximale garantie, analogue a la condition 3.2,
est plus faible).
Une variante de DS, plus simple et dont les conditions de faisabilite sont analogues
au cas du polling server , est la methode avec serveur sporadique [Spr90] ou le serveur est
une ta^che sporadique dans laquelle la seule contrainte est que les re-remplissages de la
capacite du serveur sont separes par un delai d’inter-arrivee du serveur. En contrepartie,
le temps de reponse des ta^ches aperiodiques est plus complique a determiner. D’autres
variantes plus complexes existent, comme la methode a echange de priorite [But97]
(priority exchange en anglais), qui visent a accumuler de la capacite d’execution tant
que le serveur n’a pas de ta^che aperiodique a executer. La condition de faisabilite est
moins defavorable que DS (l’utilisation maximale garantie est plus elevee), mais les
ta^ches aperiodiques ont un temps de reponse plus eleve et les conditions de faisabilite
sont plus complexes que DS.
Priorite dynamique
En ordonnancement a priorite dynamique, une premiere technique est de declarer
une ta^che serveur, de capacite et de periode (ou delai d’inter-arrivee) donnees. EDF peut
e^tre utilise pour ordonnancer les serveurs. On peut utiliser les methodes a echange de
priorite ou de serveur sporadique indiquees ci-dessus, pour denir le comportement du
serveur [But97]. Dans les deux cas, la condition d’ordonnancement revient a considerer
le serveur comme une ta^che temps-reel quelconque, la reactivite des ta^ches aperiodiques
etant d’autant plus faible que la periode du serveur est grande.
Il existe d’autres methodes qui evitent d’avoir a attendre le debut de la periode
suivante avant de pouvoir executer la ta^che aperiodique, de facon a reduire leur temps
de reponse. Le principe est de reserver une portion de la capacite du processeur a une
ta^che serveur (sa capacite), et de modier en-ligne l’echeance relative du serveur suivant
la presence ou l’absence de ta^ches aperiodiques a executer, tout en garantissant que les
ta^ches temps-reel garanties hors ligne ne sont pas perturbees. C’est le fonctionnement
des serveurs a bande passante donnee : TBS [SB94, CLB99, LB00a, SBS95] pour Total
Bandwidth Server en anglais (pour des reque^tes aperiodique dont on conna^t le temps
d’execution pire-cas), ou CBS [AB98a, ALB99, JG01, LB01] pour Constant Bandwidth
Server en anglais (pour des reque^tes aperiodiques quelconques) par exemple. La condi-
tion de faisabilite revient toujours a considerer le serveur comme une ta^che temps-reel
quelconque du systeme.
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3.3.2.4 Approches par requisition de temps creux
Les meilleures methodes vis a vis de la minimisation du temps de reponse des
ta^ches aperiodiques sont celles qui permettent a ces ta^ches d’e^tre executees en priorite
par rapport aux ta^ches garanties hors-ligne. Leur principe est intermediaire entre l’or-
donnancement en ta^che de fond, et les approches par serveurs : il s’agit de retarder les
ta^ches garanties hors-ligne au prot des ta^ches aperiodiques, en veillant cependant a
continuer de respecter toutes les contraintes temporelles des ta^ches garanties hors-ligne :
on parle de requisition de temps-creux (slack steeling).
Priorite statique
Il existe une methode tres consommatrice en memoire, qui minimise le temps de
reponse de la premiere ta^che aperiodique en te^te de la le des aperiodiques sur le
serveur [TLS95] : l’ordonnancement par requisition de la laxite [LT94] (slack stealing
en anglais). Il s’agit de maintenir en memoire un calendrier (la fonction de laxite), etabli
hors-ligne, et qui couvre une hyperperiode du systeme. A chaque instant, le calendrier
indique la capacite d’execution que le serveur des ta^ches aperiodiques est autorise a
prendre au detriment des ta^ches temps-reel garanties hors ligne, tout en garantissant que
les echeances de ces dernieres restent respectees. Les travaux [DTB93, Dav93] presentent
une version exacte mais complexe de cette technique, qui calcule la fonction de laxite
en-ligne (pas de calendrier), ainsi que des versions approchees moins complexes.
Enn, il existe une methode aux performances (reactivite des ta^ches aperiodiques)
comparables, dite a double priorite (ou dual priority) [Dav94, GNM99], mais moins
cou^teuse en memoire et en temps de calcul tant hors-ligne que en-ligne. Elle consiste
a retarder au maximum les ta^ches temps-reel garanties hors ligne d’un retard calcule
hors-ligne par analyse de temps de reponse (le retard de promotion ou promotion time
en anglais) s’il y a des ta^ches aperiodiques presentes. Pour cela, pendant la duree
de ce retard de promotion, les ta^ches temps-reel garanties hors ligne ont une priorite
plus faible que les ta^ches aperiodiques qui peuvent e^tre presentes, ce qui assure une
bonne reactivite des ta^ches aperiodiques. An de continuer de garantir les ta^ches temps-
reel garanties hors ligne, une fois que le retard de promotion d’une ta^che temps-reel
garantie hors ligne est ecoule, celle-ci retrouve sa priorite nominale, superieure a la
priorite de toutes les ta^ches aperiodiques eventuellement presentes. Lorsque le retard
de promotion est nul, cette methode est equivalente a l’ordonnancement des ta^ches
aperiodique en ta^che de fond. Ces travaux fournissent un algorithme pour calculer les
retards de promotion maximum possibles pour des ensembles de ta^ches sporadiques
(non optimaux dans le cas de ta^ches toutes periodiques [Nic98]).
Priorite dynamique
Il existe une technique similaire a l’ordonnancement par requisition de la laxite pour
EDF [TLSH94].
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3.3.3 Recuperation de ressources pour favoriser l’ordonnancement de
ta^ches activees dynamiquement
Lorsque l’ordonnancement de ta^ches temps-reel activees dynamiquement depend
d’un test d’acceptation, il est important de pouvoir compter sur le maximum de res-
sources disponibles, en particulier en ce qui concerne les ressources processeur. Ceci sup-
pose d’e^tre capable d’evaluer precisement les ressources disponibles et celles necessaires :
si on se limite a ne prendre en compte que les pires comportements des ta^ches en cours
(temps d’execution pire cas, frequence d’activation maximale pour les ta^ches spora-
diques), alors des ta^ches temps-reel dynamiquement activees risquent d’e^tre refusees a
tort. La recuperation de ressources est un mecanisme complementaire a l’acceptation
dynamique en-ligne vu precedemment, qui permet de proter des ressources reservees
pour d’autres ta^ches, mais qui sont nalement non utilisees (par exemple : terminaison
plus to^t que le temps d’execution pire-cas, abandon de la ta^che de sauvegarde quand la
ta^che primaire d’un couple primaire/sauvegarde termine correctement), an de limiter
le pessimisme introduit par la reservation de ressource processeur qui avait ete faite
sur la base d’un comportement pire-cas, pour pouvoir accepter davantage de ta^ches
en-ligne.
Il existe des methodes qui reactualisent les ressources disponibles a la n de chaque
ta^che, pour recuperer celles reservees mais non utilisees [SBS95, LB00a, Dav93]. Il
existe d’autres methodes plus precises, qui mesurent l’acceleration par rapport au temps
d’execution pire cas, au cours de l’execution de la ta^che [HS90, MZ93, DTB93] : il
s’agit de decouper la ta^che en sections (milestones en anglais), dont on conna^t le
temps pire cas, et encadrees par l’emission de signaux de reperage envoyes au systeme
d’exploitation par exemple.
Ces techniques sont en general accompagnees d’un mecanisme de repe^chage des
ta^ches refusees (ou second chance en anglais) : lorsque la recuperation des ressources
libere susamment de ressources, il peut e^tre possible d’ordonnancer une ta^che dyna-
miquement activee qui avait ete precedemment refusee et mise dans la le de repe^chage
(reject queue en anglais).
Le test d’acceptation parametrique decrit en 8.1 de la partie II propose egalement
des mecanismes de recuperation de ressources en n de ta^che, avec repe^chage.
3.4 Ordonnancement avec politique de rejet
3.4.1 Gestion de la surcharge et notion de rejet
Lorsque les ressources necessaires pour executer les ta^ches presentes dans le systeme
sont plus importantes que les ressources disponibles (en particulier la ressource proces-
seur), le systeme entre en phase de surcharge. A la dierence de l’acceptation en-ligne
de travaux aperiodiques vue precedemment dont le ro^le est de prevenir la surcharge,
la gestion de surcharge intervient a posteriori, une fois la surcharge etablie.
Le phenomene de surcharge peut e^tre lie a un fonctionnement anormal du systeme,
resultat d’un comportement non prevu de l’environnement (activation de ta^ches spo-
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radiques sans respect du delai minimal d’inter-arrivee par exemple), ou du systeme
(temps d’execution reels superieurs aux temps pire-cas species, surcou^ts du systeme
d’exploitation ou du materiel sous-estimes). Le phenomene peut aussi e^tre le resultat
d’une decision de realisation, comme la volonte de considerer des temps d’execution
moyens pluto^t que des temps pire-cas dans l’ordonnancement (an de limiter le surdi-
mensionnement du systeme, quand par exemple le comportement au pire-cas n’est pas
raisonnable, comme pour un mecanisme d’allocation memoire par exemple).
Si aucune precaution n’est prise, la consequence d’une surcharge est que certaines
ta^ches ne respectent pas leur echeance, et le systeme peut s’ecrouler : les ta^ches qui
manquent leur echeance retardent les autres qui a leur tour manquent leur echeance, et
ainsi de suite. C’est l’eet domino [SSDB94] particulierement sensible avec un ordon-
nancement de type EDF, puisque celui-ci fonde ses decisions d’ordonnancement sur la
proximite de l’echeance de la ta^che, donnant ainsi plus grande priorite a la ta^che qui
est en train de manquer son echeance.
En presence de surcharge, la solution pour contro^ler le comportement du systeme
est de borner ou de diminuer les besoins en ressources. Cela suppose :
{ Qu’on est capable de detecter en-ligne le commencement de la surcharge. Ce
probleme est NP-complet [BHR93] dans le cas general. Dans certains cas cepen-
dant, il est possible de proter de bonnes proprietes des algorithmes d’ordonnan-
cement qui permettent de detecter le debut de la saturation du processeur [KS93].
Sinon, on fait appel a des approximations qui consistent a mesurer le taux d’occu-
pation du processeur, ou charge de travail, an de prevoir la surcharge (peut-e^tre
a tort) [MS95, BBL01]. La formalisation puis la mesure de la charge sont elles-
me^mes des problemes en tant que tels, puisqu’il s’agit de tenir compte a la fois des
ressources processeur demandees globalement , et des contraintes temporelles qui
sont locales a chaque ta^che, et qui participent de la surcharge (pas de surcharge
en l’absence de contrainte de temps).
{ Qu’on accepte le fait que le systeme puisse terminer d’autorite une ta^che si
necessaire.
En aval, une fois la surcharge detectee ou anticipee, il y a plusieurs methodes pour
diminuer le besoin en ressource processeur : soit certaines ta^ches sont volontairement
abandonnees, i.e. terminees d’autorite (decisions microscopiques) ; soit la structure glo-
bale du systeme est modiee, i.e. le systeme est recongure (decisions macroscopiques).
Nous nous interessons maintenant a ces deux voies d’etude (sections 3.4.2 et 3.4.3 res-
pectivement) dans le cas d’ordonnanceurs pour le temps-reel strict. En section 3.4.4,
nous indiquons des modeles de systemes qui tolerent des depassements d’hypotheses
dans certaines limites.
3.4.2 Ordonnancement sans reconguration
En general, on decoupe le systeme en deux sous-parties : la sous-partie critique
denie et garantie hors-ligne, et la sous-partie non critique. La sous-partie critique
n’est jamais remise en cause, seule la sous-partie non critique presente les problemes
de surcharge. Nous nous concentrons ici sur cette sous-partie non critique.
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On distingue habituellement plusieurs classes d’ordonnanceurs de cette categorie :
les ordonnanceurs au mieux (best eort en anglais) sans test d’acceptation dans les-
quels les ta^ches sont ordonnancees jusqu’a leur terminaison ou jusqu’a depassement
d’echeance ; les ordonnanceurs avec test d’acceptation et sans remise en cause des
ta^ches acceptees (dits aussi a garantie) ; les ordonnanceurs avec execution condition-
nelle (test a l’activation ou avant demarrage) et politique de rejet, i.e. abandon (dits
aussi robustes).
3.4.2.1 Notion de valeur
Que ce soit pour evaluer la qualite d’un ordonnanceur en presence de surcharge, pour
donner des garanties numeriques sur le comportement du systeme (tous ordonnanceurs),
ou pour arbitrer entre les ta^ches a accepter (ordonnanceurs a garantie) ou abandonner
(ordonnanceurs robustes), il est necessaire d’introduire les notions d’importance des
ta^ches representees numeriquement par des fonctions de valeur , et de valeur globale
degagee par le systeme, qui denit la qualite du service eectivement fournie par le
systeme.
Les fonctions de valeur associees aux ta^ches peuvent e^tre par exemple constantes,
ou fonction du temps d’execution, ou relatives a la date de demarrage, ou fonction de la
decision qui doit e^tre prise (acceptation, refus ou abandon ; comme dans [MB97, Del96]).
La valeur globale degagee par le systeme peut a son tour e^tre la somme des valeurs
degagees par chacune des ta^ches, ou une fonction plus complexe [BPB+00].
Nous ne considerons pas ici le probleme decisionnel lie la denition des fonctions de
valeur, qui peut lui-me^me e^tre un probleme complexe [BPB+00].
3.4.2.2 Limites theoriques
Les travaux de Sanjoy Baruah montrent que pour des fonctions de valeur simples,
il existe une limite sur la valeur globale maximale garantie qu’on peut atteindre avec
un algorithme en-ligne, par rapport a ce qu’il est possible d’obtenir avec un algorithme
d’ordonnancement ideal qui disposerait de toutes les informations sur les activations
de ta^ches a venir, dit ordonnanceur clairvoyant (comme par exemple [AB98b]). Le
quotient entre les deux valeurs est le facteur de competitivite.
Dans le cas simple ou la fonction de valeur pour une ta^che est : 1 quand la ta^che
termine dans les temps, et 0 si elle depasse son echeance ou si elle est refusee ou
abandonnee, les travaux [BHS01] montrent que dans le cas general, par rapport a
un algorithme clairvoyant, les algorithmes d’ordonnancement en-ligne peuvent degager
une valeur (appelee dans ce cas le taux de reussite ou completion count ou hit ratio)
arbitrairement plus petite (i.e. le facteur de competitivite vaut 0).
3.4.2.3 Ordonnanceurs a garantie et ordonnanceurs robustes
En general, les ordonnanceurs a garantie reposent directement sur le test d’accepta-
tion (tel que ceux evoques en 3.3) : si celui-ci reussit, la ta^che est denitivement integree
dans le systeme. C’est le fonctionnement de GED (pour Guaranteed Earliest Deadline)
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[BS93], une variante de EDF avec test d’acceptation. On pourrait cependant imagi-
ner des ordonnanceurs qui refusent une ta^che alors que le test d’acceptation reussit,
par anticipation de l’activation prochaine d’une ta^che (sporadique par exemple) plus
importante.
Les ordonnanceurs robustes sont des ordonnanceurs a priorite classiques, avec test
d’acceptation, et dans lesquels une politique de rejet est activee en cas de refus d’une
ta^che : quand le test d’acceptation echoue, l’ordonnanceur tente d’abandonner une
ou plusieurs ta^ches de moindre importance. C’est le fonctionnement de RED (pour
Robust Earliest Deadline) [BS93], une variante robuste de GED. Le test d’acceptation
parametrique avec recuperation de ressources decrit en 8.1 de la partie II generalise
RED a un ensemble plus large d’ordonnanceurs a priorite (statique et dynamique).
D’autres ordonnanceurs robustes ne reposent pas sur un test d’acceptation, mais
sur un test de demarrage, comme Dover [KS93] qui est issu de EDF. Dover repose sur
une propriete fondamentale de EDF qui lui permet d’identier la saturation transitoire
du processeur (i.e. un risque de surcharge) au demarrage d’une ta^che, auquel cas le
demarrage est conditionne par un test qui optimise la valeur degagee a hauteur de la
limite theorique donnee dans [BKM+91].
3.4.2.4 Ordonnanceurs au mieux et/ou a valeur moyenne garantie
Dans les paragraphes precedents, il etait question de garanties strictes sur la valeur
qu’il est possible d’obtenir de facon su^re, sachant qu’on dispose des informations pour
identier les congurations pire-cas. On s’interesse ici aux systemes ou on ne dispose que
d’informations stochastiques qui ne permettent pas d’identier de telles congurations,
et on cherche a evaluer et/ou garantir la valeur moyenne qu’on obtiendra a l’execution.
Avec ce type d’ordonnanceurs, dits au mieux , une ta^che est ordonnancee jusqu’a
son terme, ou jusqu’a depassement de son echeance, de maniere a borner le besoin en
ressources processeur. Cette strategie peut e^tre associee a un ordonnancement a priorite
classique (RM, EDF), dont les comportements stochastiques peuvent e^tre evalues par
exemple par simulation, comme dans les travaux de [AB99, BSS95].
D’autres travaux, comme ceux de [Gar99], etudient formellement le comportement
stochastique de RM, DM et EDF. Les travaux de [AB98d, AB98c] proposent une ex-
tension stochastique de RMA : le concepteur fournit a la conception les caracteristiques
temporelles stochastiques des ta^ches (distribution des temps d’execution et des dates
d’activation), ainsi que les contraintes probabilistes de respect des echeances (taux de
respect moyens par ta^che), et ces travaux permettent de verier que ces contraintes
moyennes seront respectees ou non.
Ce type de travail permet de garantir qu’un systeme de ta^ches donne degagera une
valeur moyenne donnee. Ceci permet d’avoir une idee globale sur la qualite du service
moyen fourni, mais sans disposer de garantie stricte sur la qualite minimale du service
fourni.
Ces travaux forment en soi une branche tres vaste des travaux d’ordonnancement,
a savoir le temps-reel souple et le multimedia. Nous ne les detaillons pas ici, et nous
nous interessons en priorite aux methodes d’analyse et d’ordonnancement de systemes
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qui ont une composante temps-reel strict.
3.4.3 Ordonnancement avec reconguration
Les ordonnanceurs de ce type sont capables de passer d’une conguration du systeme
a une autre (changement de mode). Une conguration peut e^tre un ensemble de ta^ches
deni hors-ligne, ou deni en-ligne : le systeme est constitue d’une serie de services ; un
service etant une fonction particuliere du systeme ou un groupement de ta^ches etabli
par un algorithme specialise [IMR96]. Chaque service peut e^tre rendu avec une plus
ou moins grande qualite, ou dierentes contraintes en ressources, en precedences, en
temps, par des ensembles de ta^ches dierents ayant chacun leur cou^t d’execution.
Ce type d’ordonnanceur [BSS94, GSSR97, Del96, DK98, DM00] repose sur deux
mecanismes :
{ un mecanisme de suivi de l’etat courant du systeme, avec determination de la
conguration la mieux adaptee a la charge du processeur courante, ou a ses
evolutions. Ce mecanisme se doit d’e^tre concu de telle sorte que des oscillations
entre deux congurations voisines soient evitees, phenomene qui est du^ en par-
ticulier aux mecanismes de changement de conguration eux-me^mes, qui ont un
cou^t d’execution non nul qui influence donc les decisions de changement de con-
guration.
{ un mecanisme de changement de conguration. Ce mecanisme doit maintenir le
systeme dans un etat coherent a la fois en ce qui concerne les ressources partagees
par les services entre deux congurations, et en ce qui touche a l’application
elle-me^me, ce qui peut e^tre resolu par exemple en pre-denissant des points de
changement de conguration [SdSA95, KNH+97].
Les deux problemes ci-dessus sont des problemes tres complexes, d’autant plus com-
plexes si le systeme est multiprocesseur. Leur resolution est en generale limitee a un
systeme donne.
3.4.4 Extensions au modele de ta^che
Il existe des modeles qui integrent directement le fait que des ta^ches puissent e^tre
totalement ou en partie abandonnees, et ceci avec garantie en-ligne, ou hors-ligne des
la phase de validation par analyse de faisabilite.
Ainsi, il existe des modeles pour lesquels la specication doit preciser quels travaux
d’une ta^che peuvent e^tre supprimes (modele a perte sporadique ou skip-over [KS95,
CB97], modele avec pertes contraintes par fene^tre ou window-constrained, modele avec
frequence de pertes contrainte ou weakly-hard [Nic98, BBL01] par exemple).
Il existe des modeles ou seule une partie de la ta^che est garantie hors-ligne, l’execution
du reste dependant de la charge du systeme (modele de de calcul imprecis ou imprecise
computation [LLS+91, SL95, BH98], modele a transformation de ta^che ou transform-
task [TDS+95, GL99, Gar99]).
Dans cette derniere classe de modeles, citons aussi le modele a exception (taskpair
scheduling ou TPS) [Str95, Net97], qui est la demarche inverse du modele a calcul
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imprecis : une ta^che (dite ta^che principale) est associee a une ta^che fanto^me (dite
exception). L’exception n’est executee que si la ta^che principale s’approche trop de son
echeance : la ta^che principale est abandonnee au prot de l’exception quand la date
de demarrage au plus tard de l’exception est atteinte. Ainsi, l’exception est toujours
garantie (par test d’acceptation ou hors-ligne), par contre la ta^che principale ne l’est
pas. Ce modele permet d’isoler les fautes temporelles et de garantir un fonctionnement
minimal. Ce modele est egalement compatible avec une connaissance non su^re des temps
d’execution de la ta^che principale (par exemple statistique [GS96, NGM01, NG97b], ou
par instrumentation et extrapolation [SG97a, NGS97, NG97a, NGM98, SG97b]).
3.5 Extensions du modele de systeme
3.5.1 Systemes ouverts
Nous avons presente les methodes d’ordonnancement classiques en temps-reel. Dans
la plupart de ces travaux, la phase d’analyse d’ordonnancement recourt le plus sou-
vent a des demonstrations fondees sur l’etude du systeme dans son ensemble. Des tra-
vaux recents s’attachent a alleger cette contrainte, c’est-a-dire qu’ils s’interessent aux
systemes ouverts. Dans ces systemes, l’objectif est qu’une serie d’applications temps-
reel, chacune chargee de gerer ses propres ta^ches suivant sa propre politique d’ordon-
nancement, puissent cooperer. Les travaux dans ce domaine ont en commun d’aller dans
le sens d’une virtualisation des ressources partagees, et une cooperation sous forme bo^te
noire des traitements temps-reel eectues par le systeme.
Citons les travaux dans le domaine des systemes a ordonnanceurs multiples [Mig99,
Nav99, RS01] ou hierarchiques [Sta93, WL99a, RH01, CJ98, RSH00, LMA88, MF02,
LB00b, GAGB01] dans lesquels se pose le probleme de prouver la correction temporelle
de la composition des ordonnanceurs qui cohabitent [RS01]. Citons aussi les modeles
avec ordonnanceurs fluides [SAWJ+96, JG01, ALB99], et l’ordonnancement de res-
sources virtuelles [MF02], dont l’objectif est de degager les parametres pour caracteriser
les besoins en ressources des dierents sous-systemes an de prouver la correction de
leur composition.
3.5.2 Rela^chement d’hypotheses sur l’environnement et le systeme
Jusqu’a present, le systeme etait concu a des ns de prevention des fautes tempo-
relles : il etait admis que toute ta^che en cours d’execution dans le systeme avait un
comportement temporel et des besoins en ressources connus des la phase de concep-
tion, ou au moment de l’acceptation. Il existe deux types d’approches dont le ro^le est
de s’adapter a l’absence, avant execution, d’informations necessaires aux decisions d’or-
donnancement, ce qui facilite leur conception, au detriment des garanties oertes. Ces
mecanismes trouvent largement leur place en temps-reel souple, et nous ne les detaillons
pas ici, bien que certains parmi eux sont integres dans les ordonnanceurs fournis avec
la plate-forme decrite en partie II :
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Approches par prevision inspiree des systemes en boucle fermee pour fonder les decisions
d’ordonnancement a venir sur le passe du systeme, en generant les informa-
tions manquantes (feedback scheduling). Citons par exemple les extensions de
EDF reposant sur un contro^leur PID (pour proportional integral derivative en
anglais) FC-EDF et FC-EDF2 [SLS98, LSA+00], et TPS (presente en 3.4.4)
[GS96, SG97a, NG97a, NGM01].
Systemes reflexifs : approche symetrique a la precedente. Le systeme dispose de toutes
les informations elementaires qui lui permettent de reconstruire, moyennant un ef-
fort modeste, l’information manquante necessaire a l’ordonnancement. Une autre
caracteristique des systemes reflexifs est qu’ils sont capables de modier leur
propre structure s’ils jugent que l’etat courant l’exige, les rendant de facto com-
patibles avec l’ordonnancement en presence de surcharge avec reconguration.
Citons par exemple le systeme Spring [SRN+98], dont l’ordonnancement est de
type plan dynamique, qui utilise cette approche an de generer ses plans.
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Ainsi qu’il a ete vu en section 2.2.1, les methodes d’analyse d’ordonnancement
presentees dans le chapitre 3 precedent permettent de verier hors ligne et de facon
su^re la correction temporelle du comportement du systeme modelise.
Mais ces methodes supposent la connaissance de toutes les congurations possibles
du systeme, ce qui peut s’averer impossible en pratique. En eet, lorsque l’interaction
entre l’environnement et le systeme est insusamment caracterisee sur le plan temporel,
ou lorsque le systeme lui-me^me est insusamment caracterise, ces methodes ne peuvent
conclure a aucun resultat su^r. De me^me, ces methodes ne sont pas adaptees dans le
cas ou les caracteristiques temporelles sont connues, mais ne peuvent pas e^tre prises
en compte car elles ne sont pas compatibles avec les contraintes temporelles ; c’est le
cas lorsque le systeme comprend des mecanismes systemes d’assez haut niveau qui ont
des besoins pire-cas en temps processeur considerables, tels que la gestion dynamique
de memoire [Pua02], de systemes de chiers, ou de bases de donnees par exemple. De
plus, avec ces methodes par analyse, l’obtention de resultats quantitatifs autres que le
verdict binaire des conditions d’ordonnancabilite est en general complexe.
Dans ce chapitre, nous nous interessons aux methodes de simulation. Contraire-
ment aux methodes analytiques, elles n’orent pas une garantie complete sur la su^rete
des evaluations, mais elles sont compatibles avec l’evaluation quantitative de systemes
complexes, avec des mecanismes systemes de plus haut niveau, et en presence d’un
environnement dynamiquement evolutif.
Nous presentons ci-dessous les grandes techniques de simulation existantes sans
pretention d’exhaustivite, et en ne nous limitant pas au domaine du temps-reel : la
simulation a temps continu, puis la simulation a evenements discrets et ses deux sous-
familles (orientee evenements, orientee processus). Nous nous interessons ensuite plus
speciquement a la simulation appliquee a l’evaluation de systemes temps-reel.
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4.1 Classes de simulateurs
4.1.1 Simulation a temps continu
Historiquement, la simulation a ete une des premieres utilisations de l’ordinateur,
qui remonte a la seconde guerre mondiale [Nic]. Les phenomenes etudies etaient princi-
palement du domaine de la physique classique ; on parle par consequent de simulation a
temps continu. L’ordinateur avait pour ro^le de calculer numeriquement des operations
mathematiques en grand nombre et plus rapidement que l’homme.
Dans ce type de simulation, le systeme a simuler est modelise sous la forme d’un
systeme d’equations, en general des equations dierentielles, qui font intervenir un
parametre temps en tant que variable de R. Le simulateur est en charge de resoudre
numeriquement le systeme, mais par approximations, d’une part a cause des limitations
liees a la representation des reels en informatique (virgule xe ou flottante le plus
souvent), et d’autre part a cause du fait que la resolution de tels systemes fait souvent
intervenir une discretisation du temps (cas de la methode des elements nis). Plus la
discretisation est ne, plus la simulation est precise, mais plus elle est cou^teuse en
termes de temps de calcul.
Ces simulateurs (par exemple avec ACSL [1] ou son ance^tre le langage CSSL, ou
les bibliotheques matlab/simulink ou scilab/scicos) sont adaptes a la simulation de
phenomenes physiques macroscopiques, microscopiques, en electronique analogique,
en physique classique, voire quantique. Ces outils proposent bien souvent une inter-
face graphique ou les elements a simuler sont interconnectes a la maniere d’un circuit
electronique, et encapsules sous forme de \bo^tes" (composition hierarchique), an de
rendre la modelisation du systeme dynamique a simuler plus intuitive, et de faciliter la
reutilisation de composants. Ce principe, illustre dans la gure 4.1 suivante (une cap-
ture d’ecran de Simulink), est par ailleurs repris dans un bon nombre des simulateurs
a evenements discrets que nous voyons dans la suite.
4.1.2 Simulateurs a evenements discrets
Pour ce type de simulation, on s’interesse aux systemes dont l’etat change \par
paliers" irreguliers dans le temps simule. Par exemple, pour la simulation d’un reseau
telephonique, si on s’interesse a son dimensionnement, on s’interesse seulement au taux
d’occupation des liaisons, lui-me^me determine par les demandes et les ns de commu-
nications. Ainsi, on peut se limiter a simuler l’etat du systeme seulement aux instants
precis ou les evenements qui agissent sur l’etat du systeme se produisent. On parle de
simulation a evenements discrets, ou DES pour Discrete Event Simulation.
Pour l’evaluation de systemes temps-reel par simulation, on s’interesse speciquement
a la simulation a evenements discrets, qui est bien adaptee au formalisme choisi pour
la modelisation du systeme. C’est pourquoi nous la detaillons ci-dessous, sans nous
restreindre pour le moment a la simulation pour l’evaluation de systemes temps-reel.
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Fig. 4.1: Modelisation graphique avec les outils de simulation
4.1.2.1 Principe
La simulation a evenements discrets repose sur la gestion d’un calendrier d’evene-
ments, c’est-a-dire la liste des evenements a venir classes dans l’ordre chronologique. Les
evenements sont des donnees simples rassemblant une date d’apparition dans l’echelle
de temps simule, un type d’evenement, et des informations associees. Ils sont produits au
cours de l’evolution du systeme simule, ou par l’environnement simule. Ces denitions
font appara^tre deux notions fondamentales : la notion d’echelle de temps simule qui
denit la relation d’ordre dans le calendrier, et la notion d’entite sur laquelle agissent
les evenements.
Le simulateur fonctionne tres simplement en extrayant a chaque pas de simulation
l’evenement a venir le plus proche, et en s’occupant de classer les evenements produits
suivant l’ordre chronologique de leur date d’apparition.
Illustration
Par exemple, si on desire simuler un reseau telephonique, les evenements consideres
sont du type decrochage du combine (produits par exemple par un generateur aleatoire),
debut de conversation (produit par le systeme simule, resultant de la gestion des res-
sources simulees), fin de conversation (programme lors du traitement de l’evenement
debut de conversation a l’aide d’un generateur aleatoire).
4.1.2.2 Implantation du systeme simule
On peut distinguer les outils de simulation a evenements discrets suivant qu’ils sont
orientes evenements ou orientes processus.
Le cas des simulateurs orientes evenements correspond le plus directement a la
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denition canonique des simulateurs a evenements discrets. Il s’agit de se concentrer
sur la generation d’evenements, et chaque evenement agit sur l’etat global du systeme.
Cette approche est par exemple bien adaptee a la simulation d’automates a etats nis.
Les simulateurs orientes processus fonctionnent a un niveau d’abstraction plus
eleve : ils se focalisent sur la simulation du comportement des dierentes entites du
systeme, et de leurs interactions. C’est-a-dire que le parallelisme d’execution entre les
acteurs appara^t explicitement. En ce sens, l’etat du systeme est fractionne en plusieurs
etats (les processus) et les evenements dans le systeme materialisent les interactions
entre processus, mais sont moins explicites qu’en simulation orientee evenements, et
agissent sur ces etats partiels.
Un me^me modele peut e^tre transpose dans l’une ou l’autre des approches, mais,
suivant le formalisme choisi pour decrire le modele (automates d’etats nis, reseaux
de les d’attente, reseaux de Petri par exemple), l’une ou l’autre approche sera plus
naturelle ou plus adaptee.
Illustration
Pour reprendre l’exemple telephonique precedent, l’approche orientee processus per-
mettrait de decrire un client de la maniere suivante (Poisson() et Erlang() sont des
generateurs de sequences aleatoires) :
void processus_client ()
{
while (1)
{
wait(Poisson(6,3)); /* le client fait autre chose */
ligne->acquire(); /* le client decroche et attend
de pouvoir parler */
wait(Erlang(6,3)); /* le client est en communication */
ligne->release(); /* le client raccroche */
}
}
wait(t) est la primitive qui met le processus en sommeil an de traiter les autres proces-
sus, et programme un evenement de reveil du processus a la date date courante + t.
acquire() et release() sont des methodes d’une entite (objet) de type ligne telephonique,
s’occupant de la gestion de cette ressource. Ici, le principe est celui des semaphores
values, pour autoriser l’acces simultane a la ligne a au plus nb demandes max clients (la
capacite de la ligne).
L’approche orientee evenements se traduirait par exemple par :
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void evenement_client_decroche ()
{
ligne->nb_demandes++;
/* le client peut-il utiliser
la ligne immediatement ? */
if (ligne->nb_demandes <= nb_demandes_max)
{
schedule(client_raccroche, Erlang(6,3));
/* Le client est en communication */
}
/* Sinon le client attend */
}
void evenement_client_raccroche ()
{
ligne->nb_demandes--;
/* Y’a-t’il des clients en attente ? */
if (ligne->nb_demandes >= nb_demandes_max)
{
/* Oui : on en prend un en
charge sur la ligne */
schedule(client_raccroche, Erlang(6,3));
/* Le client est en communication */
}
/* prepare la prochaine demande */
schedule(client_decroche, Poisson(6,3));
}
schedule(fct, t) est la primitive qui programme l’execution de la fonction fct a
la date date courante + t. Le parametre fct joue ici a la fois le ro^le du type de
l’evenement, et des informations associees.
4.1.2.3 Generation des evenements
Quand on veut extraire des mesures quantitatives sur le comportement du systeme,
une grande diculte est (i) de denir la loi statistique des dates des evenements pro-
duits, mais egalement (ii) de denir la production par informatique des sequences
aleatoires.
La production des sequences pose a son tour 3 problemes. Il s’agit de disposer
de generateurs aleatoires, dits \pseudo-aleatoires" quand on ne dispose pas de materiel
specialise (generateur de bruit blanc par exemple), qui soient a la fois (i) deles a la dis-
tribution souhaitee1, (ii) tels que les echantillons soient statistiquement independants, et
(iii) tels que si plusieurs sequences sont generees, elles ne soient pas trop correlees entre
elles. Cette problematique constitue elle-me^me un domaine de recherche actuel, que
ce soit au niveau des generateurs pseudo-aleatoires, ou de la recherche de generateurs
aleatoires physiques a haut debit dans les architectures informatiques complexes [SS02].
4.1.2.4 Execution de la simulation et analyse des observations
Une fois le systeme implante, deux autres points essentiels sont a considerer : l’ana-
lyse des observations, et la methodologie de simulation.
En ce qui concerne l’analyse des observations, la diculte est d’avoir la possibilite
d’inserer les points de mesure le plus librement possible, et de pouvoir composer faci-
lement les resultats obtenus. Si on reprend l’exemple telephonique, on peut s’interesser
par exemple au nombre moyen de lignes occupees, ou a la correlation entre les temps
d’occupation et le delai entre decrochage du combine et debut de conversation.
1Il sut de disposer d’une distribution uniforme, et d’appliquer la transformation inverse de la
fonction de repartition souhaitee.
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En ce qui concerne la methodologie de simulation, elle a un ro^le predominant sur
la qualite des resultats fournis (en particulier l’intervalle de conance). Elle consiste a
denir le nombre de simulations necessaires, ainsi que la duree moyenne (en termes
de nombre d’echantillons obtenus) de chaque simulation, qui doit tenir compte de
l’etablissement du regime permanent de la simulation (warm-up period en anglais).
4.1.2.5 Exemples de solutions generiques
Les logiciels de simulation a evenements discrets disponibles se comptent par cen-
taines [28]. Nous n’avons pas la pretention de les citer tous ici, mais preferons donner
leurs grandes caracteristiques communes.
Il existe une grande quantite de langages pour la simulation de systemes a evenements
discrets (Simula, Simscript [35], Modline ex-Qnap2 [17], GPSS/H [10], Parsec [23] par
exemple). Le plus celebre exemple est celui du langage Simula 67, qui a introduit a
la fois la notion de coroutine (ance^tre des threads), et les bases de la programma-
tion orientee objet, comme le faisait naturellement ressortir l’exemple de simulation
orientee processus en illustration de 4.1.2.2. Certains langages, comme Simula, sont
generalistes, c’est-a-dire qu’ils supportent une grande variete de domaines de simu-
lation. D’autres langages se specialisent dans un domaine donne, avec un formalisme
donne (QNap2 pour les reseaux de les d’attente2, Esterel, Statecharts, Signal et Lustre
pour les systemes temps-reel reactifs synchrones par exemple). A titre d’illustration,
la gure 4.2 presente 2 extraits de codes pour la simulation d’un me^me modele (une
le d’attente a un guichet) : une simulation avec Simula 67 (orientee processus) et une
simulation avec QNap2 (formalisme de reseaux de les d’attente).
Il existe egalement une grande quantite de bibliotheques de fonctions pour la simula-
tion a evenements discrets avec des langages generalistes, tels que le C (Mesquite CSim
[15], NEST [BSY88], Simpack [33]), le C++ (MetaSim [16], ADEVS [2], Sim++ [30],
CNCL [7], AKSL [3], C++-Sim [4], PSim [25]), ou Java (Javasim [12]). La plupart se
classent dans la categorie simulation orientee evenements, et orent les mecanismes de
generation de sequences aleatoires, de gestion du calendrier d’evenements (en accordant
une grande importance a la methode de tri, allant du classement na¨f a l’arbre binaire
equilibre), et d’exploitation statistique des mesures eectuees. Certaines bibliotheques
s’orientent vers la simulation distribuee pour davantage de performances.
Enn, il existe une grande variete d’outils tout integres pour la simulation (ERS
[9], Ptolemy [26] et Ptolemy II [27], Moose [18][CGF97], OPnet [21], Hyperformix
Workbench [11], Lockheed Martin CSim [13], OMNet++ [20], Simulink/Matlab, Sci-
lab+Scicos par exemple), permettant de lier elegamment les etapes de modelisation et
d’evaluation a partir du modele. Beaucoup de ces outils sont graphiques, et consistent
en la composition hierarchique de bo^tes interconnectees pour l’echange d’evenements,
les bo^tes etant elles-me^mes composees d’un reseau de bo^tes interconnectees (voir la
gure 4.3 pour une illustration). Ces outils sont en general specialises pour un forma-
2QNap2 fournit egalement une serie de solveurs qui permettent une resolution analytique de certaines
categories de systemes, mais la simulation reste la seule methode d’evaluation pour les modeles les plus
complexes.
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Simulation begin
ref(head) Q;
Integer U;
Boolean Guichet_Occupe;
process class client;
begin
activate new client delay negexp(1/10, U);
if Guichet_occupe then begin
into(Q);
passivate;
out;
end;
Guichet_occupe := TRUE;
hold( uniform( 0,18, U ) );
Guichet_occupe := FALSE;
if not Q.empty then activate Q.first;
end;
Q :- new Head;
U := clocktime;
activate new client delay randint(0,5,U) ;
hold(200);
end
(c) Simula67
/DECLARE/ QUEUE Client,Guichet;
/STATION/ NAME=Client; INIT=1; TYPE=INFINITE;
TRANSIT=Guichet; SERVICE= EXP (0.1);
/STATION/ NAME=Guichet; TRANSIT=Client;
SERVICE= UNIFORM (0.0,18.0);
/CONTROL/ TMAX=200.0;
/EXEC/ BEGIN
SIMUL;
END;
/END/
(d) QNap2
Fig. 4.2: Simulation d’un me^me systeme avec Simula 67 et QNap2
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lisme donne (simulation de reseaux avec Hyperformix Workbench, OPnet et l’utilisation
classique de OMNET++ par exemple), bien qu’il en existe qui permettent a chacune
des bo^tes d’e^tre decrite dans des formalismes dierents, allant du modele d’automate
temporise a etats nis, aux les d’attente (ERS par exemple, qui permet de composer
dierents outils pour analyser des modeles dans dierents formalismes).
Fig. 4.3: Exemple de reseau modelise avec OMNET++
4.1.3 Simulateurs hybrides
Les deux categories de simulateurs a temps continu / a evenements discrets ne
forment pas deux compartiments hermetiques du domaine de la simulation. Les simu-
lateurs hybrides se chargent de faire cohabiter les deux : on parle de simulation multi-
modele [FNSB94] (Moose) ou a domaines multiples (Ptolemy). Ils rendent par exemple
possible la simulation d’un systeme de contro^le (simulation a evenements discrets) qui
interagit avec un environnement physique (simulation a temps continu : mecanique,
thermodynamique, physique, ...). Citons par exemple Matlab, Scilab, Moose, Ptolemy.
4.2 Application a l’evaluation de systemes temps-reel
Dans le chapitre 2, nous avons indique que la simulation pour l’ordonnancement
a d’autant plus d’intere^t qu’elle permet de reconstituer delement le comportement
du systeme. Nous voyons ci-dessous les possibilites oertes et les eventuelles limita-
tions de ce point de vue avec les outils existants, generiques et dedies. Les outils que
nous considerons sont (i) les simulateurs par utilisation de langages, d’outils ou de bi-
bliotheques generiques de simulation a evenements discrets ; (ii) les simulateurs dedies a
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l’evaluation de systemes temps-reel a partir du modele ; (iii) les simulateurs de systemes
temps-reel complets pour l’evaluation de l’implantation.
4.2.1 Langages, bibliotheques et outils generiques
Dans son fonctionnement le plus simple, la simulation a evenements discrets im-
plique la gestion des dates des evenements dans une seule et me^me echelle globale, avec
le plus souvent la propriete simple suivante : la programmation d’un evenement dans le
calendrier ne remet jamais en cause les evenements deja presents dans le calendrier (ni
leur date, ni leur sens). Par exemple, quand on simule un processus (en ordonnance-
ment temps-reel, on parlerait de ta^che) qui utilise une ressource pendant un intervalle
de temps de duree t, cela se traduit par la programmation d’un evenement de reveil
a la date date prise de ressource + t, et aucun evenement qui serait programme
entre date prise de ressource et date prise de ressource + t ne viendrait per-
turber ce schema. Autrement dit, cela revient a etablir qu’il n’y a pas de notion de
preemption, ou qu’une fois que la ressource est acquise, elle le reste independamment
d’autres processus qui viendraient en faire la demande.
Une composante centrale en ordonnanceur temps-reel etant l’ordonnanceur, la proble-
matique de la simulation de tels systemes passe au moins par la prise en compte des
preemptions du processeur (tout du moins pour les ordonnancements preemptifs, large-
ment repandus), ou, plus generalement, par la prise en compte du partage des ressources
actives preemptibles (voir 1.3.3). Ainsi, il s’agit de pouvoir simuler que le processus uti-
lise la ressource processeur pendant t secondes pour eectuer ses traitements, et ceci
me^me si la ressource processeur vient a lui e^tre requisitionnee au prot d’un autre
processus. En reprenant le fonctionnement simple des simulateurs a evenements dis-
crets ci-dessus, ceci conduit aux manipulations de la gure 4.2.1 du calendrier des
evenements : a chaque fois que le traitement d’un processus est preempte, l’evenement
de reveil qui marque la n de la simulation du traitement (programme par l’appel a la
fonction hold(delay) sur la gure) est repousse du delai introduit par la preemption.
Parmi les langages, bibliotheques, ou outils de simulation a evenements discrets
generiques, simuler l’occupation du processeur en tenant compte des preemptions est
parfois disponible (par exemple dans QNap2). Mais le formalisme de modelisation
est generalement celui de reseaux de les d’attente, eloigne de celui considere ici,
ce qui necessite d’une part de remodeliser le systeme etudie suivant ce formalisme
en le decomposant en un grand nombre d’elements (portion de code des ta^ches par
exemple), ce qui s’accompagne de problemes d’ecacite de la simulation, tant le nombre
d’elements simules devient eleve. D’autre part, les resultats de l’evaluation s’interessent
a caracteriser le comportement du modele en regime permanent en termes de nombre de
clients moyen ou maximal dans chaque queue, le temps moyen de presence des clients
dans les queues, ... Or, en ce qui concerne l’ordonnancement, l’evaluation du systeme
passe aussi par l’etude de la sequence d’execution et de preemption des ta^ches, ce qui
necessite de modier les outils et/ou les elements simules puisque les mesures que le
simulateur eectue sont alors insusantes, ou peu pertinentes de par le fait que la
notion de regime permanent pour de tels systemes est dicile a denir.
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fin de hold()
fin de hold()
processus A
processus B
hold(2)
hold(2)
(a) Sans contro^le de partage
fin de hold()
fin de hold()
Evenement de reveil
preemption
Evenement de reveil
processus A
hold(2)
hold(2)
processus B
(b) Ressource active preemptible
Fig. 4.4: Gestion du calendrier des evenements pour la simulation d’une ressource
partagee que chacun des processus souhaite utiliser pendant 2 unites de temps
Lorsque l’outil de simulation ne propose pas cette notion de ressource preemptible,
une premiere solution est de manipuler a la main (a son insu) son calendrier des
evenements (suppression, ajournement), comme le fait par exemple le simulateur de Ba-
sement [HS] au dessus de la bibliotheque C++-Sim. Une technique alternative (utilisee
dans OPNet par exemple) consiste a modeliser les processus sous la forme d’automates,
pour lesquels on associe a chaque etat la simulation d’une sequence d’occupation non
preemptible du processeur pendant une duree donnee ; les preemptions ont lieu lors
d’une transition entre etats dans un automate : elles correspondent a selectionner un
etat de l’automate d’un processus (le me^me ou un autre). Ce principe revient a denir
les points de preemption possibles dans le processus simule, et evite d’avoir a repous-
ser les dates de reveil des sequences d’occupation du processeur simulees a cause des
preemptions, puisque precisement les preemptions sont interdites pendant la simulation
de l’occupation du processeur. Cette approche est utilisee par exemple dans [EC99] et
[Cas00] decrits en 4.2.2.2.
An d’eviter la ta^che complexe de la traduction d’un modele d’un formalisme dans
un autre et de se heurter aux problemes d’ecacite qui en resultent, ou an d’eviter
de refaire la gestion du calendrier d’evenements au dessus d’un mecanisme de gestion
de calendrier existant, le domaine de la simulation de systemes temps-reel s’est dote
d’outils dedies, que nous presentons dans la suite.
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4.2.2 Simulateurs pour l’evaluation a partir de modeles de systemes
temps-reel
Lorsqu’il s’agit d’evaluer le modele d’un systeme temps-reel par simulation, deux
grands types de simulations sont possibles, suivant la granularite, et donc la precision
avec laquelle les simulations sont eectuees. Nous distinguons deux grandes classes de
granularite :
{ Les ta^ches correspondent a des periodes d’occupation du processeur dont la duree
est denie de bout en bout sous la forme d’une loi statistique simple (section
4.2.2.1).
{ Les ta^ches sont denies plus precisement, pour faire appara^tre le prol de com-
portement d’un algorithme donne (qui peut e^tre constitue de tests, de boucles,
...). Dans ces conditions, une loi statistique de bout en bout qui modelise cette
caracteristique serait extre^mement complexe (section 4.2.2.2).
Pour chacune des deux categories, nous donnons d’abord une description generale du
principe, puis une serie d’exemples et de references, avant de conclure sur les limitations.
4.2.2.1 Simulation avec charge synthetique
Denitions et principe
Le principe est de generer aleatoirement des applications synthetiques, c’est-a-dire
des series de ta^ches \creuses" qui n’eectuent aucun traitement, et qui sont uniquement
caracterisees par leur date aleatoire d’activation (entre autres liee aux stimuli de l’en-
vironnement), leur temps d’execution aleatoire, leurs besoins aleatoires en ressources,
et d’autres contraintes (de precedence par exemple).
Toutes les donnees aleatoires doivent cependant correspondre a une loi statistique
donnee connue, et qui respecte les hypotheses sur le comportement de l’environnement
et de l’application. Par exemple, pour la simulation de ta^ches sporadiques, les dates
d’activation des travaux des ta^ches generees doivent respecter l’hypothese sur la duree
d’inter-arrivee minimale speciee dans le modele de la ta^che. De me^me, les temps
d’execution des travaux generes doivent e^tre inferieurs au WCET specie dans le modele
de la ta^che.
Les simulateurs de cette categorie prennent la forme d’un simulateur a evenements
discrets oriente evenements, reposant ou non sur une bibliotheque ou un outil de si-
mulation a evenements discrets generique existant. Ils se focalisent sur la simulation
d’ordonnancement sur monoprocesseur, en general en negligeant l’impact des cou^ts
systeme et materiels. Certains sont limites a la simulation d’ordonnancement avec une
echelle de temps discrete (i.e. a valeurs dans N), c’est-a-dire avec des temps et des durees
multiples entiers d’un quantum de temps xe (la granularite de l’horloge systeme), ce
qui correspond a une granularite elevee. Des simulateurs plus complexes supportent la
simulation de multiprocesseur, voire de systeme distribue avec echange et ordonnance-
ment de messages.
Les plus simples generent des traces d’execution brutes (creation/suppression de
ta^ches, preemptions) sous forme textuelle ou graphique (par des chronogrammes ou dia-
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grammes de Gantt). Les plus evolues permettent de ltrer les evenements a considerer,
et de construire des metriques synthetiques complexes.
Ces simulateurs se pre^tent bien a l’evaluation d’algorithmes d’ordonnancement,
pour lesquels les modeles les plus simples negligent les cou^ts d’execution en dehors
de ceux des ta^ches. Ils sont tres utilises par les universitaires lorsqu’une nouvelle po-
litique d’ordonnancement est proposee. Ils sont utilises en particulier pour evaluer le
comportement d’ordonnanceurs avec sous-partie dynamique (par exemple pour evaluer
les taux de garantie ou les temps de reponse des ta^ches aperiodiques), ou pour evaluer
le comportement des ordonnanceurs avec gestion de la surcharge.
Exemples
Pratiquement tous les laboratoires de recherche en ordonnancement temps-reel ont
developpe leur propre outil de simulation avec ta^ches creuses, adapte au modele de
ta^ches sur lequel ils travaillent.
Les plus simples sont des simulateurs a evenements discrets non personnalisables,
qui simulent les systemes a ordonnancement a priorite statique, tels que Scheduler 1-2-3
[TNR90b] utilise pour RTMach, Schedsim [37], ou SRMS Workbench [39] par exemple.
D’autres sont dedies a d’autres ordonnanceurs, comme Dharma pour l’ordonnancement
myope en distribue [MMM00a].
Il existe egalement des simulateurs qui supportent un modele de ta^che plus developpe
an de pouvoir simuler une palette donnee de plusieurs ordonnanceurs (en general EDF,
LLF, ainsi que RM et DM), tels que IEDFC d’Ismael Ripoll [51], Cheddar de l’uni-
versite de Brest [52], le simulateur pour Java d’E. Lefevre [49] ou de l’UTSA [43], ou
LUCAS [14] pour EDF sur Matlab/Simulink. Avec ces simulateurs, une interface gra-
phique permet le plus souvent de modeliser le systeme et d’observer son comportement
sous forme de chronogramme, comme l’illustrent les captures d’ecran de la gure 4.5.
(a) Simulateur Java E. Lefevre (b) IEDFC
Fig. 4.5: Captures d’ecran de simulateurs d’ordonnancement synthetiques
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D’autres simulateurs orent une structure plus modulaire (orientee objet) leur per-
mettant d’etendre et le modele de ta^ches, et l’ordonnanceur, comme RAPIDS [29] de
l’universite du Massachusetts, RTSim et Ghost de l’universite de Pise (avec prise en
compte de surcou^ts systeme simules par loi statistique), et GAST [JV96, JV97, Jon98]
de l’Universite de Chalmers (qui s’interesse a l’ordonnancement et a l’aectation des
processeurs pour le distribue pour des ta^ches communicantes organisees en graphes).
Limitations
La simulation par charge synthetique presente l’inconvenient d’eloigner le modele
utilise dans la simulation, de l’implantation ulterieure. Ceci augmente le risque de non
pertinence du comportement temporel simule par rapport au comportement temporel
eectif de l’implantation ulterieure.
Une premiere source de non pertinence possible provient du fait que si on conna^t
l’algorithme deroule par une ta^che, trouver une loi probabiliste representative de son
comportement temporel peut e^tre tres dicile.
Une autre limitation commune aux ordonnanceurs de ce type est que la simulation
des cou^ts systeme est soit inexistante, soit (plus rarement) prend la forme d’un surcou^t
temporel aleatoire : aucun de ces simulateurs ne permet de rendre compte plus nement
du comportement temporel de ces cou^ts.
Enn, outre le fait que les ta^ches n’eectuent aucun traitement, les simulateurs d’or-
donnancement de cette classe ont en general l’inconvenient de contraindre les modeles
de ta^ches supportes (le plus souvent un simple modele a priorite), et de se limiter a
la simulation d’une palette xee non extensible d’ordonnanceurs, qui ne sont la plu-
part du temps associes a aucun protocole d’acces aux ressources partagees. Ces deux
caracteristiques mises bout a bout, il en decoule qu’il est dicile de simuler d’autres
ordonnanceurs que ceux proposes par defaut sans une modication en profondeur du
simulateur.
4.2.2.2 Simulation avec ta^ches \pleines"
Principe
Ces simulateurs se specialisent egalement dans la simulation d’ordonnancement. Ils
ajoutent les mecanismes pour simuler plus precisement le comportement temporel des
ta^ches, voire du support d’execution, en l’integrant avec l’algorithme qui est execute
par chaque ta^che (resp. par le support systeme). En ce sens, ces simulateurs peuvent
davantage trouver leur place plus en aval dans le cycle de developpement et de validation
de systemes temps-reel.
L’outil prend la forme d’un simulateur a evenements discrets oriente processus,
dans lequel chaque ta^che dans le systeme simule est un processus de la simulation.
Chaque ta^che peut eectuer de vrais traitements, ou au moins derouler un algorithme,
et est associee a la simulation d’occupation de la ressource processeur pendant une
duree contro^lee. Souvent, les traitements eectues dans les ta^ches sont exprimes dans
un langage interprete dedie.
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Exemples
L’outil de simulation le plus simple dans cette categorie est intermediaire entre les
approches a ta^ches creuses et a ta^ches pleines. Il s’agit d’exprimer chaque ta^che sous
la forme d’un traitement eectue en temps simule nul, et d’une occupation simulee
du processeur de bout en bout pendant un temps contro^le deni par un algorithme
personnalisable.
Les outils les plus simples parmi eux n’eectuent aucun traitement dans les ta^ches,
mais utilisent un modele de comportement temporel non probabiliste, deni sous la
forme d’un automate : Retis C++ Simulator de l’universite de Pise, le simulateur
synthetique de PERTS [LRD+93] repris dans l’outil commercial RAPID Sim [42], ou
Sew [6] de Carnegie Mellon.
Plus complexes et precises, les approches du projet Trio [CSSLC00] et de la bo^te a
outils matlab/simulink de [EC99] reposent sur ce principe, et consistent a representer le
systeme, eventuellement distribue, sous la forme d’un graphe de ta^ches communicantes,
au dessus d’outils de simulation a evenements discrets plus generiques (OPNet et Hy-
performix workbench pour [CSSLC00], simulink pour [EC99]). Avec cette approche, les
traitements sont personnalisables (C pour [CSSLC00], matlab/C pour [EC99]), l’ordon-
nanceur egalement (par defaut : priorite xe pour [EC99], priorite quelconque preemptif
et non preemptif pour [CSSLC00]) ; et dans [EC99], il peut e^tre etendu pour supporter
d’autres modeles de ta^ches que ceux par defaut. Mais les cou^ts d’ordonnancement et du
systeme d’exploitation ne sont pas pris en compte. L’outil commercial timewiz [54] est
une alternative a ces outils, qui propose un environnement graphique de modelisation
accompagne d’un outil de validation par analyse statique, mais se limite a un ordon-
nanceur (a priorite xe).
Le simulateur de l’Universite Libre de Belgique [VGH96, GH98, GM99] est plus
integre, et permet de modeliser conjointement le traitement des ta^ches et leur temps
d’occupation du processeur, puisqu’il repose sur un langage simple dedie pour expri-
mer les traitements, sans boucle possible, qui est equipe d’une primitive particuliere
(l’operateur \crochet") pour simuler l’occupation du temps processeur. Le langage vise
en priorite la simulation de la gestion des ressources (evaluation de protocoles de ges-
tion de ressources). De la me^me maniere, l’outil repose sur un autre langage specialise
permettant de denir son propre ordonnanceur, ce qui confere une grande souplesse
pour l’experimentation de nouveaux ordonnanceurs. Mais les cou^ts de l’ordonnanceur
ne sont pris en compte que sous la forme d’un surcou^t aleatoire. Le me^me type d’ap-
proche est adopte dans Stress [ABRW94], qui est equipe d’un langage de description des
traitements des ta^ches un peu plus riche (permet les boucles), mais le systeme simule
repose sur le principe du tick scheduling . L’exemple ci-dessous (repris de [ABRW94])
donne un exemple de simulation (1 ta^che + ordonnanceur EDF) :
periodic task1
period 10
deadline 5
variable var
variable tri
if tri > 100 then
tri := 0
var := 10
loop var > 0 max 20
{ tri := tri + var * var
[2, 4] -- occupation du CPU
var := var - 1 }
endper
scheduler periodic early
period 1
deadline 0
offset 0
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priority 0
hidden
variable task
for task in tasklist of myproc max 999999
if task != mytask
then effpri of task := deadline of task
endper
Le simulateur pour l’ordonnancement de [JRR97] (prevu pour l’evaluation de l’or-
donnanceur Rialto) propose une approche comparable au niveau de la simulation du
traitement des ta^ches, mais a la fois le modele des ta^ches et l’interface du systeme d’ex-
ploitation simule (un large sous-ensemble de l’API kernel win32) ne sont pas extensibles
ni personnalisables.
L’outil DRTSS [24] integre dans l’environnement PERTS (ance^tre de l’outil com-
mercial RAPID Sim [42]) est a l’origine un outil de simulation par ta^ches creuses, mais
il a ete etendu pour supporter la notion de ta^che pleine, ou livetask [SL96], sans que
cette evolution ait ete reprise dans RAPID Sim. DRTSS correspond a une bibliotheque
de fonctions C++ : les ta^ches sont codees en C++ et une primitive dediee permet de
simuler l’occupation du processeur. L’ordonnanceur se presente sous la forme d’une
ta^che speciale avec laquelle les autres ta^ches du systeme interagissent par transactions,
ce qui permet de facto de prendre en compte les cou^ts d’ordonnancement. Le simu-
lateur impose cependant la modelisation du systeme sous la forme d’une composition
hierarchique de ta^ches communicantes dont le modele est impose, ne propose pas la
simulation d’un systeme d’exploitation, et impose au modele de systeme simule la no-
tion de ta^che dediee pour l’ordonnancement ainsi que la notion de transaction. L’outil
s’interesse en priorite a la verication de la correction du comportement temporel du
systeme vis-a-vis des contraintes. Il vient egalement avec un dispositif evolue de ltrage
des traces de simulation et d’etablissement de metriques composites, reposant sur un
langage dedie.
Limitations
Ces simulateurs presentent l’avantage de pouvoir rapprocher le modele simule de
son implantation ulterieure. Ils limitent ainsi le risque de non pertinence des lois d’occu-
pation du processeur simule des ta^ches, par rapport au comportement temporel eectif
de l’implantation ulterieure.
Avec les simulateurs les plus simples cependant, modele de comportement temporel
et algorithmes deroules par les ta^ches sont exprimes sous deux formes distinctes (la plu-
part du temps : deux langages). Ceci cree de nouveau un risque de non pertinence pos-
sible, puisqu’il faut maintenir le modele de comportement temporel en coherence avec
l’algorithme deroule. Il en resulte de plus une duplication de l’eort de developpement
par absence de partage de code entre les deux.
Enn, les outils de simulation de cette categorie presentent en general les me^mes
limitations que les simulateurs fondes sur des ta^ches creuses en ce qui concerne la prise
en compte des cou^ts du systeme d’exploitation et de l’ordonnanceur, la souplesse vis-
a-vis des modeles de ta^ches supportes, de l’extension de la palette d’ordonnanceurs
supportes, ou de la resolution des simulations qui fonctionnent en general en tick sche-
duling , avec des temps et des durees multiples entiers d’un quantum de temps xe (en
general la granularite de l’horloge systeme).
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4.2.3 Simulateurs de systemes complets
Description
Ces outils reprennent l’implantation de l’application dans son ensemble, et re-
quierent peu de modications pour simuler le comportement du systeme dans son
integralite. Un autre intere^t de ce type de simulateur est que le systeme d’exploita-
tion, en tant qu’interface de programmation, et en tant que consommateur de temps
processeur, est pris en compte.
Il s’agit de variantes des simulateurs de modeles a ta^ches pleines, mais avec une gra-
nularite temporelle de simulation plus ne ou plus contro^lable : il existe des simulateurs
dont la granularite de simulation est l’instruction machine sur la plate-forme cible, ou la
ligne de code source, ou une granularite intermediaire denie par l’utilisateur. D’autre
part, pratiquement tous les systemes d’exploitation temps-reel commerciaux sont ac-
compagnes d’un simulateur, qui permet de simuler le comportement de l’application
sans avoir a faire l’eort (en temps ou en materiel) de la deployer sur machine cible.
Ce type de simulation a un intere^t lorsque a la fois le systeme d’exploitation, l’appli-
cation, et l’environnement sont simules avec des nesses et des precisions comparables.
Par exemple, si l’application simulee l’est a la granularite de l’instruction machine, ne
pas prendre en compte les cou^ts de preemption annule l’intere^t de la simulation au
niveau instruction. Pour les simulateurs qui ne xent pas de granularite de simulation
particuliere (tel que celui presente en partie II), une diculte est ainsi de denir une
granularite de simulation qui soit coherente pour l’ensemble du systeme et de l’envi-
ronnement simule. Une autre diculte reliee est d’etablir un compromis entre precision
et rapidite d’execution de la simulation.
Exemples
Les simulateurs les plus simples negligent la simulation precise du comportement
temporel, en confondant temps-reel simule et temps de la simulation, comme le simula-
teur OSE Softkernel [22] pour le noyau temps-reel OSE, ou Precise MQXSim [19] pour
le noyau MQX par exemple. D’autres distinguent les deux echelles de temps, mais le
comportement temporel n’en est pas plus nement restitue pour autant : par exemple,
le simulateur TAPS [40] pour le noyau temps-reel AMX possede une primitive speciale
pour signier la consommation de temps processeur dans l’echelle de temps simule,
mais celle-ci est non preemptive, ce qui n’est plus conforme au comportement eectif
de l’implantation reelle.
Ces simulateurs, et d’autres (comme le simulateur WindRiver VxSim [44] pour
VxWorks), sont limites au niveau des interfaces de systeme d’exploitation qu’ils peuvent
prendre en compte, ou des ordonnanceurs et modeles de ta^ches qui sont disponibles.
Ceci limite l’evaluation de nouveaux mecanismes systeme par exemple.
A l’inverse, il est possible d’utiliser les simulateurs de machine cible, pour processeur
nu (comme les simulateurs de processeurs commerciaux, ou les simulateurs SoftPC [36]
pour Intel 80286, SPIM [38] pour MIPS, ou SimpleScalar [34]), ou pour une architec-
ture materielle simulee complete (horloge systeme, gestionnaire d’interruptions, DMA,
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... Comme bochs [48] pour Intel x86/AMD x86-64, Sid [47] pour ARM/Sanyo/x86
via bochs, Nachos [55] pour MIPS, ou SimOS [32] pour MIPS et Alpha, SimICS [31]
pour de tres nombreuses architectures par exemple). Cette approche permet de s’af-
franchir des problemes lies a la limitation a un systeme d’exploitation particulier, mais
possede l’inconvenient d’e^tre tres lente a l’execution, de plusieurs ordres de grandeurs
par rapport a une execution sur machine reelle. Et elle se heurte aux me^mes problemes
d’expressivite des observations (i.e. des traces de tres bas niveau) que l’evaluation par
instrumentation materielle (voir 2.3.2.2).
Enn, il existe un outil original, Carbonkernel [5][DG01], qui fait un compromis
entre la simulation par ta^ches pleines, et les simulateurs de systemes complets. Les
ta^ches simulees peuvent partager le code source avec l’implantation, et le compilateur
s’occupe de generer, pour chaque ligne de code source, un appel a une primitive de
simulation d’occupation non preemptible du temps processeur. En ce sens, Carbon-
Kernel se rapproche des simulateurs par ta^ches pleines. Mais l’outil permet de denir
la notion de systeme d’exploitation (incluant l’ordonnanceur) sous la forme d’une in-
terface de programmation (une personnalite) avec laquelle l’application interagit (par
defaut : eCos et RTLinux), et dont les cou^ts d’execution sont pris en compte de la me^me
maniere que pour les ta^ches. En ce sens, CarbonKernel se rapproche des simulateurs de
systemes complets. Malheureusement, le simulateur n’ore aucun contro^le plus precis
sur le temps d’occupation du processeur associe a chaque ligne de code source, ce qui
peut rendre le comportement temporel de la simulation non representatif de celui de
l’implantation eective.
Limitations
Ces outils de simulation sourent de deux limitations majeures liees a leur origine.
D’abord, ils sont le plus souvent adaptes au systeme d’exploitation auquel ils sont
associes, et en plus ils sont restreints a ce seul systeme d’exploitation. Que ce soit pour
modier le modele de ta^ches, la politique d’ordonnancement ou de gestion de ressources,
ou l’interface de programmation du systeme d’exploitation, le travail necessaire est
consequent (modications sur du code systeme et modications des outils), voire la
plupart du temps impossible (outils commerciaux fermes).
Egalement, de par l’objectif de ces outils, qui est en priorite de valider l’aspect fonc-
tionnel du systeme par simulation, l’aspect temporel est relegue au second plan, ou en
tout cas la simulation ne vise pas a e^tre pertinente vis-a-vis du comportement temporel
de l’implantation eective : il s’agit le plus souvent de detecter les erreurs de realisation
classiques (algorithmes incorrects, fuite ou erreur de manipulation de la memoire, eets
de bord non pris en compte, mauvaise gestion des cas d’erreur par exemple), ou liees a
la synchronisation de ressources (interblocages, inversions de priorite). A tel point qu’il
existe des simulateurs qui fonctionnent en confondant l’echelle de temps simulee, avec
l’echelle de temps de la machine de simulation (i.e. si la ta^che met 10ms a s’executer
sur la machine de simulation, cela correspond a 10ms de temps simule).
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deuxieme partie
Plate-forme de simulation
Artisst
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Dans cette partie, nous presentons la plate-forme d’evaluation par simulation qui a
ete developpee : Artisst, pour \Artisst is a Real-Time System Simulation Tool".
Nous commencons par indiquer les motivations qui nous ont conduits a sa realisation
(chapitre 5), puis nous en donnons un bref apercu (chapitre 6). Nous presentons ensuite
sa structure interne en commencant par le cas de la simulation simple de systemes
centralises, puis de systemes distribues (chapitre 7). Dans le chapitre 8, nous presentons
les ordonnanceurs fournis par defaut avec Artisst, et indiquons quelques travaux qui
ont ete eectues dans ce domaine (en particulier concernant la prise en compte de
la granularite de l’horloge systeme). Une synthese des caracteristiques d’Artisst est
rassemblee au debut du dernier chapitre, avant de resumer la demarche d’un utilisateur
qui veut realiser une simulation, qui est detaillee dans le tutoriel [Dec02] (en anglais)
fourni avec le code source de la plate-forme Artisst.
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Motivations
5.1 Limitations des methodes d’evaluation existantes
Comme nous l’avons vu dans la premiere partie, l’evaluation d’un modele de systeme
temps-reel par analyse hors-ligne s’avere d’autant plus complexe, voire impossible, que
le modele de systeme possede une composante dynamique, ou que le comportement
temporel du systeme et/ou de l’environnement n’est pas entierement connu a priori
(risque de surcharge par exemple). Et elle s’avere d’autant plus pessimiste que des
ressources systeme sont partagees, que les ta^ches sont soumises a des contraintes de
precedence, que les lois d’arrivee sont pessimistes, ou que les temps d’execution pire-
cas sont sur-evalues. De plus, lorsqu’on s’interesse a l’evaluation de l’implantation par
analyse, se pose le probleme de remonter les informations sur le comportement temporel
eectif de l’implantation vers le modele soumis a analyse. Ceci s’accompagne de risques
de non su^rete lorsque le formalisme du modele est eloigne de l’implantation eective.
Pour ces raisons, l’evaluation du modele de systeme par execution (simulee pour le
modele, reelle instrumentee ou simulee pour l’implantation) est une alternative qui se
justie, bien qu’elle pose des problemes de su^rete par absence de couverture complete.
A cause des problemes d’evaluation par execution reelle instrumentee que nous avons
presentes dans la premiere partie, en particulier les phenomenes d’intrusion et de lour-
deur de mise en place de protocoles d’evaluation, nous nous sommes orientes vers
l’evaluation par simulation, a partir du modele ou portant sur l’implantation du systeme
complet.
Dans ce chapitre, nous commencons par enoncer les proprietes recherchees pour
l’evaluation de systemes temps-reel par simulation a partir de modele abstrait, ou a
partir d’une implantation concrete. Nous rappelons ensuite les limitations de l’existant
vis a vis de ces vux.
5.2 Vux pour un simulateur
Nous souhaitons disposer d’une infrastructure permettant d’evaluer aussi bien un
modele de systeme abstrait (i.e. simulation par ta^ches creuses pour l’evaluation du
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comportement general d’algorithmes d’ordonnancement par exemple), qu’une version
la plus proche possible de l’implantation reelle (i.e. simulation par ta^ches pleines pour
l’evaluation du comportement d’un systeme particulier).
5.2.1 Evaluation a partir de modeles
Modele de ta^ches facilement personnalisables
Pour faciliter la simulation de modeles aussi nombreux que possible, en particulier
pour permettre l’evaluation d’ordonnanceurs aussi varies que possible, le simulateur
ne doit pas e^tre associe a un modele de ta^ches unique : il doit e^tre possible de denir
les modeles de ta^ches facilement. Il conviendrait que le simulateur ne pose aucune
hypothese sur un \portrait type" (ou patron) de modele de ta^che attendu.
Ordonnanceur personnalisable
Le simulateur ne doit pas supposer que l’ordonnanceur possede des caracteristiques
particulieres. Par exemple, les ordonnanceurs ne fonctionnent pas tous au dessus de
les de ta^ches classees par priorite. Il doit e^tre possible a l’utilisateur de denir son
ordonnanceur de pair avec le modele de ta^ches, facilement et de facon localisee dans le
code (ne pas a avoir a intervenir sur un nombre importants de composants du systeme).
Protocoles de gestion de ressources personnalisables
Le simulateur doit permettre d’implanter des protocoles d’acces aux ressources,
sans pour cela contraindre leur interface de programmation, ni leur interaction avec
l’ordonnanceur.
5.2.2 Evaluation d’une implantation
On l’a vu en premiere partie, l’evaluation de l’implantation est d’autant plus perti-
nente que l’implantation simulee est dele a l’implantation reelle. Que ce soit au niveau
de la delite structurelle et fonctionnelle, qu’au niveau de la delite du comportement
temporel .
Simulation des traitements avec une base de code source commune
Au niveau de la delite structurelle et fonctionnelle, l’objectif principal qu’on se xe
est qu’il doit e^tre possible de restituer les traitements de l’application.
An d’eliminer les risques de divergence de comportement logique entre implanta-
tion et simulation, on se donne comme contrainte forte de pouvoir reprendre le code
source d’une implantation existante, et de l’utiliser dans la simulation avec le moins de
modications possible.
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Simulation fonctionnelle et temporelle integree
Au niveau de la delite temporelle, la contrainte qu’on se xe est de ne pas dis-
socier la simulation du comportement temporel, de la simulation du comportement
fonctionnel. Le but etant de diminuer les risques de non pertinence de la modelisation
du comportement temporel du modele, par rapport a l’execution reelle.
En tenant compte de la contrainte de partage de code source, ceci signie qu’on
souhaite pouvoir integrer la simulation de l’occupation du processeur dans le code
source me^me du systeme simule, sans pour autant e^tre oblige de faire fonctionner la
simulation sur la machine cible reelle (il s’agirait de la faire fonctionner sur station
de travail). Ceci permet de plus d’eviter l’eort de re-modelisation du comportement
temporel dans un autre formalisme.
Une autre contrainte qu’on se donne a ce sujet, est qu’on ne denit pas une gra-
nularite xee pour la simulation du comportement temporel : toute valeur numerique
pour la simulation de l’occupation du processeur doit e^tre toleree, an d’autoriser la
simulation du systeme avec un niveau de precision temporelle de la simulation arbi-
trairement eleve. La delite du comportement temporel simule sera d’autant meilleure
que l’utilisateur du simulateur choisira de simuler le comportement du systeme a plus
bas niveau (simulation au niveau instruction, ou simulation de la micro architecture du
processeur), mais ce sera au detriment des temps de simulation.
Simulation du systeme d’exploitation personnalisable
Dans les systemes temps-reel concrets, l’application repose sur les services d’un
systeme d’exploitation qui s’occupe de la gestion des ressources (dont la ressource
processeur via l’ordonnanceur).
Pour que l’approche par simulation soit plus souple a mettre en uvre que l’execution
reelle instrumentee, il est souhaitable que le systeme d’exploitation, en tant qu’inter-
face de programmation et que services fournis, soit personnalisable. Ceci generalise le
souhait ayant trait a la personnalisation de l’ordonnanceur et des protocoles de gestion
de ressources pour l’evaluation de modeles.
Prise en compte des cou^ts d’execution du systeme d’exploitation
La delite de simulation de comportement temporel du systeme ne repose pas uni-
quement sur la restitution du comportement temporel de l’application : il est aussi
souhaitable que le simulateur prenne en compte les cou^ts d’execution du systeme d’ex-
ploitation, ceux-ci incluant l’ordonnanceur. Il serait egalement interessant que le simu-
lateur sache distinguer les temps d’execution lies aux traitements de l’application, de
ceux lies au systeme d’exploitation simule.
Pour les me^mes raisons que precedemment, il est souhaitable d’integrer la simula-
tion du comportement temporel dans le code source du systeme d’exploitation et de
l’ordonnanceur simules.
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Decorrelation des echelles de temps-reel et de temps-systeme
Les systemes temps-reel n’ont en general pas acces a l’echelle de temps-reel, par
nature continue et globale a tous les nuds. Mais ils disposent le plus souvent d’une
base de temps locale, mise a jour regulierement par l’intermediaire de materiel specialise
(une horloge), qui leur permet de disposer d’une echelle de temps discontinue evoluant
par paliers : l’echelle de temps systeme locale.
An de reproduire les eets de la granularite de l’horloge systeme dans le comporte-
ment du systeme simule, notamment au travers des decisions d’ordonnancement lorsque
celles-ci font intervenir le temps, il est souhaitable de reproduire cette decorrelation
entre les deux echelles de temps, caracteristique des systemes temps-reel concrets. Nous
verrons dans la partie III ces eets sur une palette d’ordonnanceurs temps-reel.
Une autre facette de cette caracteristique, est que, pour les systemes distribues, une
synchronisation exacte des visions locales du temps, via l’horloge systeme, est rarement
garantie. Il est donc aussi souhaitable de reproduire cette decorrelation entre l’echelle
de temps-reel commune, et l’echelle de temps systeme locale a chaque nud, an de
pouvoir simuler les desynchronisations et les anomalies des horloges.
5.3 Limitations des outils de simulation existants
Dans la premiere partie, nous avons presente une palette d’outils utilisables pour la
simulation de modeles ou d’implantations de systemes temps-reel. Cependant, aucun
des outils qui ont ete indiques ne permet de satisfaire simultanement tous les souhaits
emis ci-dessus.
Si on s’interesse aux outils de simulation a evenements discrets generalistes (lan-
gages, outils, ou bibliotheques de fonctions), certains proposent la simulation de res-
sources actives preemptibles, telles que le processeur, mais leur formalisme de modelisa-
tion (en general des reseaux de les d’attente) necessite une traduction lourde et fasti-
dieuse depuis le modele dans le formalisme considere ici (modeles orientes allocation de
ressources), d’autant plus qu’on souhaite permettre la simulation de ta^ches pleines pour
lesquelles on souhaite partir du code source. D’autres outils de ce type ne permettent
pas par defaut la simulation de telles ressources preemptibles : lorsqu’un evenement
est programme, comme par exemple un evenement marquant la n de la simulation
d’occupation du processeur, celui-ci doit e^tre repousse lors de chaque preemption (voir
4.2.1 de la partie precedente). Implanter ce fonctionnement au-dessus de ces outils re-
vient a court-circuiter leur mecanisme de gestion du calendrier des evenements, ce qui
enleve une grosse partie de leur intere^t, tout en alourdissant et en ralentissant la phase
de simulation. C’est la raison principale pour laquelle nous nous sommes tournes vers
les outils plus speciques a la communaute du temps-reel, car ils supportent en general
cette notion de ressource active preemptible.
D’autre part, nous souhaitons pouvoir restituer les traitements eectues par une
implantation reelle. Ce souhait ecarte par denition les simulateurs par ta^ches creuses,
et correspond par contre a la categorie des simulateurs par ta^ches pleines. Cependant,
les outils de cette categorie evoques en 4.2.2.2 de la premiere partie, ne permettent
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pourtant pas de repondre simultanement a tous les souhaits qu’on a exprimes plus
haut. Soit les outils ne sont pas extensibles au niveau du modele de ta^ches ou de
l’ordonnanceur, soit l’integration de la simulation d’occupation du processeur dans
les traitements n’est pas possible, soit les durees simulees sont forcement multiples
d’un quantum de temps donne, soit les cou^ts d’execution du systeme d’exploitation (y
compris ceux de l’ordonnanceur) ne sont pas pris en compte, ou alors ils ne peuvent e^tre
pris en compte que sous la forme d’une variable probabiliste. De plus, la grande majorite
de ces outils ne permet pas le partage de code entre implantation et modele simule,
ce qui accro^t le risque de non conformite entre le modele simule et une implantation
concrete, reduisant ainsi le degre de conance qu’on peut accorder aux resultats de
l’evaluation.
Enn, les outils de simulation de systemes complets evoques en 4.2.3 de la premiere
partie ne repondent pas non plus a tous les souhaits emis plus haut : en particulier le
systeme d’exploitation qu’ils simulent (interface de programmation et ordonnanceur en
particulier) est rarement, voire pas du tout personnalisable, et/ou les considerations de
delite du comportement temporel simule sont negligees.
Toutes ces raisons font que nous nous sommes attaches a realiser un simulateur
qui permette de repondre simultanement a tous les souhaits qui ont ete emis. Nous
presentons cette plate-forme de simulation, Artisst, dans les chapitres suivants.
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Chapitre 6
Apercu d’Artisst
La plate-forme de simulation Artisst, pour \Artisst is a Real-Time System
Simulation Tool", est disponible sous licence libre LGPL a l’adresse
http://www.irisa.fr/aces/software/artisst, et est accompagnee du tutoriel [Dec02]
en anglais. Un depo^t a l’Agence pour la Protection des Programmes est eectue.
Elle se presente sous la forme d’une bibliotheque de fonctions C/C++ pour Unix
(Solaris et Linux en particulier) : elle est ecrite en C, et il existe des objets C++ qui en-
capsulent ses fonctionnalites. Il est ainsi possible de l’utiliser pour simuler un systeme
ecrit en C, en C++, ou en tout autre langage pour lequel une passerelle vers la bi-
bliotheque Artisst serait developpee. Elle a ete concue en abordant une methodologie
objet, ce qui la rend extensible et facilement personnalisable pour de nombreux aspects
detailles dans la suite du document.
Dans ce chapitre, nous donnons un apercu des caracteristiques principales de la
plate-forme. Le chapitre suivant entrera dans les details du fonctionnement et des fonc-
tionnalites fournies.
6.1 Infrastructure de simulation
La plate-forme est une infrastructure de simulation ouverte pluto^t qu’un outil ferme,
qui repose sur la notion de modules remplacables. Apres avoir presente l’aspect modu-
laire d’Artisst, nous indiquons les dierents modules disponibles par defaut, et qui
peuvent servir de base pour la realisation d’autres modules personnalises.
6.1.1 Modularite
Le cur d’Artisst est un simulateur a evenements discrets reposant sur la notion
de propagation des evenements de simulation entre modules Artisst. Au niveau le
plus haut, les modules produisent et consomment les evenements de la simulation. Au
niveau bas, les modules sont relies entre eux par le circuit de simulation, qui achemine
les evenements de la simulation entre les modules. La plate-forme Artisst denit les
notions d’evenements et de modules, et fournit les mecanismes pour la construction du
circuit de simulation et la gestion des evenements dans le circuit.
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Un evenement repond a la denition habituelle dans le domaine de la simulation a
evenements discrets ; il permet d’indiquer par exemple le changement de valeur d’un
detecteur, ou le commencement d’une ta^che, ou une preemption, ou l’envoi d’un message
sur un reseau simule, ou la commande d’un actionneur. Dans le cas d’Artisst, une
palette d’evenements pertinents pour l’execution de systemes temps-reel est denie, et
l’utilisateur peut en ajouter d’autres s’il le souhaite.
Un module est un composant logiciel charge de produire et/ou de consommer des
evenements ; il peut s’agir par exemple d’un generateur de sequences aleatoires en
charge de modeliser les stimuli de l’environnement, ou d’un generateur d’evenements a
partir d’un chier de traces, ou d’un outil d’analyse des evenements generes, ou d’un
outil de simulation d’un systeme temps-reel, ou d’un outil de simulation d’un reseau.
Artisst fournit un ensemble de modules predenis et extensibles, et l’utilisateur peut
en denir de nouveaux.
Nous revenons sur la denition precise de ces notions dans le chapitre suivant.
Cette modularite autorise le branchement de nouveaux modules sans modication
de code autre que la mise a jour du circuit de simulation. Par exemple, on peut rajouter
un module de generation de stimuli de l’environnement simule sans modier le module
responsable de la simulation d’un systeme temps-reel : il sut de le brancher en entree
du module de simulation du systeme temps-reel. Cette approche permet egalement de
remplacer un module par un autre de facon transparente pour le reste de la simulation.
Par exemple, il est possible de remplacer un module d’analyse statistique simple (calcul
de moyenne par exemple), par un module d’achage des traces de simulation sous forme
graphique (chronogramme).
La gure 6.1 presente un exemple de circuit de simulation forme de 6 modules.
Il permet de simuler un systeme temps-reel centralise soumis a deux flux de stimuli
aleatoires provenant de l’environnement simule, et d’observer son comportement tem-
porel sous la forme de traces et d’un chronogramme. Nous detaillons ci-dessous chacun
des constituants.
6.1.2 Modules fournis
Par defaut, Artisst fournit les modules suivants :
{ Module de generation de sequences aleatoires d’evenements. 20 lois de distribution
sont disponibles, et il est possible de fournir sa propre distribution sous la forme
d’une fonction de repartition.
{ Module de generation d’evenements a partir d’un chier de traces de format
predeni.
{ Module de simulation de systeme temps-reel, qui constitue le cur de l’infrastruc-
ture, et qui est decrit dans la suite.
{ Module de simulation de reseau, et module de simulation de carte reseau.
{ Module de diusion des evenements (joue le ro^le equivalent a une prise multiple
en electricite).
{ Module d’enregistrement des traces de simulation dans un chier texte.
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Fig. 6.1: Exemple de circuit de simulation
{ Module de representation graphique des traces (chronogramme).
Ces modules ne sont pas tous du me^me niveau de service : les 2 premiers s’occupent
de la simulation de l’environnement, les 2 suivants servent a la simulation des systemes
observes proprement dite, les 2 derniers servent a l’exploitation des observations.
6.1.3 Extensibilite
Les modules Artisst sont des classes qui heritent de la me^me classe abstraite. Les
modules fournis par defaut ne derogent pas a cette regle. Implanter un nouveau module
revient soit a heriter d’un module existant, soit a denir son propre module par heritage
de la classe abstraite.
6.2 Module de simulation de systeme
Le module fondamental dans Artisst est le module en charge de simuler le systeme
temps-reel a evaluer. Il peut y avoir plusieurs tels modules dans un me^me circuit de
simulation, par exemple pour simuler un systeme distribue autour d’un reseau.
6.2.1 Presentation
Le ro^le du module de simulation de systeme temps-reel est de servir d’interface
entre l’infrastructure de simulation a evenements discrets (le circuit de simulation), et
le systeme temps-reel simule. En entree du module se trouvent les modules respon-
sables de la simulation de l’environnement (simulation de capteurs ou de detecteurs) :
les evenements qu’ils generent sont assimiles a des interruptions materielles. Et en sor-
tie, le module genere (i) les evenements correspondants a l’instrumentation du systeme
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simule et (ii) les evenements a destination de l’environnement simule (commande d’ac-
tionneurs, envoi de messages reseau par exemple). La gure 6.2 illustre l’interaction de
ce module avec le circuit de simulation.
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Fig. 6.2: Modele de systeme simule et interaction avec le circuit de simulation
Le module de simulation de systeme joue le ro^le d’un processeur virtuel : il permet
l’execution du systeme temps-reel en reponse aux interruptions materielles provenant
de l’environnement simule. Il propose en plus l’infrastructure d’instrumentation sous la
forme de la generation d’evenements de la simulation. Dans ce module, le modele de
systeme est deni conformement au modele du debut de la premiere partie : le systeme
est constitue d’un systeme d’exploitation et d’une application, elle-me^me constituee de
ta^ches.
6.2.2 Ta^ches de l’application
Un travail d’une ta^che de l’application peut e^tre active par un traitant d’inter-
ruption ou par une autre ta^che. Le point d’entree de chaque travail est une fonction.
L’execution d’un travail correspond au deroulement de cette fonction, qui peut faire
appel aux fonctions de la bibliotheque Artisst par exemple (les appels systeme au
systeme d’exploitation simule en font partie), ou de toute autre bibliotheque de la ma-
chine ho^te de la simulation. De cette facon, il est possible de reprendre le code d’une
application existante.
Chaque travail est associe a un modele de ta^che qui sert a l’ordonnanceur pour
prendre ses decisions d’ordonnancement. Il prend la forme d’une structure qu’il est
possible d’etendre par heritage. De la sorte, le cur du simulateur ne contraint pas la
palette de modeles de ta^ches qu’il est possible de simuler. Pour plus de commodite, un
modele de ta^ches par defaut propose les attributs les plus courants dans la litterature
en ordonnancement temps-reel (loi d’activation, WCET, entre autres).
6.2.3 Systeme d’exploitation simule et ordonnanceur
Le systeme d’exploitation correspond a une classe abstraite. Les methodes de cette
classe sont des fonctions de rappel automatiquement appelees par le module de si-
mulation (par exemple lors de l’arrivee d’une interruption), ou par les ta^ches (appel
systeme, n de ta^che), y compris la fonction de rappel d’ordonnancement. Ces fonctions
de rappel implantent :
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{ la gestion des interruptions materielles (isr())
{ l’ordonnanceur (reschedule())
{ les services systeme fondamentaux (creation, suppression, n de ta^che)
{ les services systeme denis par l’utilisateur
Implanter un systeme d’exploitation revient a instancier cette classe abstraite. Avec
cette approche, il est aise d’ajouter de nouveaux services systeme, tels que des protocoles
de gestion de ressources par exemple. Il est egalement possible de simuler l’interface de
programmation d’un autre systeme d’exploitation existant, en implantant la couche de
compatibilite necessaire.
Puisque l’ordonnanceur constitue une simple methode de l’objet systeme d’exploi-
tation, il est possible de denir un nouvel ordonnanceur, ou d’en reutiliser un parmi
la palette de ceux disponibles par defaut (detailles au chapitre 8). Pour ses decisions,
l’ordonnanceur utilise la liste des travaux des ta^ches de l’application presents dans le
systeme simule et maintenue a jour par le module de simulation, avec le modele de
ta^che associe, et repose sur une echelle de temps discrete geree localement (en general
associee a un generateur d’interruption, l’horloge systeme) : l’echelle de temps systeme
(nous reviendrons sur cette notion en 7.2.4.3).
6.2.4 Gestion des interruptions materielles
Les interruptions materielles sont prises en charge par le systeme d’exploitation si-
mule via la fonction de rappel de traitement des interruptions, ou traitant d’interruption
(isr(), pour Interrupt Service Routine en anglais). Elles peuvent e^tre masquees tem-
porairement ou ignorees denitivement, et sont interruptibles par les interruptions de
plus haute priorite (i.e. l’interruption de niveau i est autorisee a preempter l’execution
des traitants des interruptions de niveaux j > i).
6.2.5 Cou^ts d’execution pris en compte
Que ce soit au niveau des services du systeme d’exploitation simule (ceci incluant
les traitants d’interruption, l’ordonnanceur, et les services systeme), ou des ta^ches de
l’application, il est possible de simuler l’occupation du processeur pendant un intervalle
de temps donne, et en tenant compte des preemptions (voir la partie precedente, section
4.2.1) : il sut d’appeler la primitive Artisst hold cpu(duree) dans le code de ces
entites. En parametre, toute expression valide du langage C ou C++ est possible.
6.2.6 Instrumentation du systeme simule
Le module de simulation, en plus de s’occuper d’appeler automatiquement les fonc-
tions de rappel du systeme d’exploitation simule, et de gerer les evenements conforme-
ment aux appels a la primitive hold cpu(), se charge de generer automatiquement les
evenements de simulation qui correspondent a l’instrumentation du systeme simule.
Les evenements d’instrumentation generes refletent la prise en charge des inter-
ruptions (date d’occurrence, interruption acceptee, refusee, preemptee), la gestion des
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ta^ches (creation, suppression, n, preemption), les appels a l’ordonnanceur (date d’ap-
pel, date de n) et ses decisions, et les appels systeme (date d’appel, date de n,
identication de l’appel, parametres).
6.3 Modules de simulation de reseau
La simulation d’un systeme distribue avec Artisst consiste en l’echange de mes-
sages reseau simules qui prennent la forme d’evenements de simulation, et repose sur
3 types de modules (voir gure 6.3) : les modules de simulation des systemes temps-
reel, un module unique d’acheminement des messages reseau (NET pour Network), et
un module d’interconnexion au reseau (coupleur) par systeme temps-reel simule (NIC
pour Network Interface Controller).
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CP
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NIC
CPU
Sy
st
em
e 
0
Systeme 1
Systeme 2
Fig. 6.3: Conguration reseau dans une simulation Artisst
Le module d’acheminement NET des messages s’occupe de diuser les messages
reseau de/a tous les modules d’interconnexion NIC qui sont branches sur le reseau. Il
n’est pas personnalisable et correspond a une diusion instantanee totalement connectee
sans perte : toute la simulation du reseau est releguee aux modules d’interconnexion. Ces
modules NIC sont personnalisables ; ce sont eux qui sont responsables de la simulation
du/des reseau(x) proprement dit(s), a savoir : les retards (variables), les pertes et les
alterations de messages sur les trajets systeme simule ! reseau d’acheminement
et reseau d’acheminement ! systeme simule. La reception de messages reseau par
les modules de simulation de systeme temps-reel peut se faire suivant deux modes
complementaires : par signalisation (i.e. une interruption simulee est levee des qu’un
message reseau est disponible) et par attente active (polling).
Enn, de par la decorrelation entre l’echelle de temps systeme locale a chaque
nud, et le temps-reel global a l’ensemble de simulation, il est possible de simuler la
desynchronisation des horloges locales des nuds.
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Description detaillee d’Artisst
Dans ce chapitre, nous decrivons plus en details la structure et le fonctionnement
de la plate-forme Artisst.
7.1 Infrastructure de simulation
Dans les outils de simulation a evenements discrets habituels, le principe est de
gerer la programmation des evenements dans un calendrier d’evenements global.
Dans la plate-forme Artisst, le principe central est celui de la propagation de flux
d’evenements de simulation, entre un ou plusieurs module(s) producteur(s) et un ou
plusieurs module(s) consommateur(s). Les connexions entre modules sont etablies sous
la forme d’un circuit de simulation par le concepteur. L’infrastructure de simulation :
{ denit les types de donnees et les interfaces fondamentales utiles pour le deroulement
de la simulation : evenements de la simulation (7.1.1), modules (7.1.2) ;
{ implante les fonctions fondamentales pour creer le circuit de simulation ;
{ implante les fonctions fondamentales pour assurer la propagation des evenements
de la simulation le long du circuit de simulation (7.1.3), en denissant la notion de
temps-reel simule, et en assurant que cette echelle de temps est denie globalement
a l’ensemble du circuit de simulation (7.1.4).
Cette infrastructure est la seule partie d’Artisst qui n’est pas extensible ou person-
nalisable. La souplesse de personnalisation globale d’Artisst est obtenue gra^ce a la
modularite constitutive de cette structure, et a la souplesse de personnalisation des
modules et du circuit de simulation.
7.1.1 Les messages de la simulation
Les evenements de simulation dans Artisst sont des structures de donnees qui
rassemblent une estampille, un type d’evenement, et les informations associees au
type d’evenement. Puisque les evenements de simulation sont accompagnes d’infor-
mations, ils sont appeles messages. Sous forme de traces, ils ont l’allure suivante :
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Date Type d’evenement Information complementaire (depend du
type d’evenement)
<date> INTERRUPT_RAISED <IRQ_LEVEL>
<date> SUSPEND_TASK_EXECUTION <TASK_ID>
7.1.1.1 Estampilles
L’estampille des messages permet de denir l’echelle de temps-reel simule : la valeur
de cette estampille correspond a une date dans cette echelle. C’est a chaque module
de denir les estampilles sur les messages qu’il produit. Nous verrons en section 7.1.4
ci-apres comment l’infrastructure de simulation garantit que l’echelle de temps-reel
simule ainsi denie correspond a un ordre total global (i.e. sur l’ensemble du circuit de
simulation).
En pratique, l’estampille est une donnee numerique representee en virgule xe
sur 64 bits an d’eviter les erreurs d’arrondis ; sa capacite correspond a l’intervalle
[−9:2  109; 9:2  109]1, et sa resolution a 10−9. Dans la plate-forme Artisst, la partie
entiere est appelee \seconde", et la partie fractionnaire \nano-seconde", bien que cette
denomination soit arbitraire ; dans ce cas, l’amplitude de l’echelle est de 292 ans.
7.1.1.2 Types de messages et informations associees
Par defaut, les types des messages de simulation se divisent en 6 grandes categories
(la section 1.2 de l’annexe A les presente tous). Ils sont pratiquement tous devoues au
module de simulation de systeme temps-reel :
Gestion des interruptions. Ces messages indiquent l’occurrence d’une interruption
materielle simulee, et sa prise en charge (qui peut e^tre retardee par le jeu des
priorites d’interruptions et des desactivations temporaires) ou sa non prise en
charge par le systeme simule.
L’information associee a ces messages est le niveau d’interruption concerne.
Gestion des ta^ches. Ces messages indiquent l’activation ou la suppression d’une ta^che,
ainsi que son debut et n d’execution, ses preemptions par d’autres ta^ches, ou ses
interruptions, ainsi que ses reprises apres preemption ou interruption.
L’information associee a ces messages est l’identiant de la ta^che concernee.
Passage en mode noyau. Lors des appels systeme, les dates de passage en mode
noyau (i.e. appel d’un service systeme par l’application), et retour en mode uti-
lisateur (i.e. retour a l’application apres la n de l’appel a un service systeme),
sont restituees.
L’information associee a ces messages est le service noyau appele.
Execution de l’ordonnanceur. Ces messages encadrent l’execution de l’ordonnan-
ceur (debut, n).
L’information associee a la n de l’execution de l’ordonnanceur indique l’identi-
ant de la ta^che elue.
1Plus precisement : [−263 + 2  1015; 263 − 1] nano-secondes. La marge 2  1015 sert a detecter les
operations sur des dates non denies, qui sont positionnees par defaut a la valeur −263 + 1015.
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Echange de messages reseau. L’information associee a un message de ce type est
le contenu du message reseau.
Messages personnalisables. Il est possible de denir ses propres messages en supple-
ment aux messages indiques precedemment an d’etendre la palette des messages
possibles.
L’information associee a ce type de message est un sous-type de message deni par
l’utilisateur, ainsi que des donnees associees egalement denies par l’utilisateur.
En pratique, l’information associee aux messages est denie sous la forme d’une
union (une donnee par type de message). Quand l’information associee reference une
donnee externe a la structure de message, cette reference est geree par un mecanisme
de comptage de references an de prendre en compte correctement les diusions des
messages en multiples exemplaires, conjointement avec les liberations de memoire, an
d’eviter les problemes de fuites de memoire.
7.1.2 Modules
Les modules Artisst correspondent a une interface (structure de donnees) qui
rassemble les prototypes de methodes, qui sont les fonctions de rappel necessaires a
l’infrastructure de simulation. Ces fonctions de rappel servent :
{ A la construction du circuit de simulation, pour avertir les modules qu’on les
connecte a tel ou tel autre module. Ces methodes sont presentes dans un but
informatif.
{ A la propagation des messages le long du circuit de simulation, detaillee en 7.1.3.
Ce sont les methodes les plus importantes ; on compte parmi elles les methodes
push(), pull() et front() qui sont evoquees dans la suite.
Implanter un nouveau module revient a implanter toutes les methodes speciees
dans l’interface, ou une partie seulement, suivant le type de module vu ci-apres. Il
n’est pas possible d’etendre l’interface des modules, car cette interface n’est utile qu’a
l’infrastructure de simulation, qui est le cur fondamental non extensible d’Artisst.
Par contre, a chaque module il est possible d’associer une donnee propre, ce qui per-
met de les etendre, eventuellement en leur ajoutant une interface propre et separee de
l’interface \module".
Par exemple, un module de generation de sequence pseudo-aleatoire possede son in-
terface d’appel propre (pour indiquer la loi de probabilite a restituer), et sa donnee
propre renferme les caracteristiques de la variable pseudo-aleatoire utilisee dans la
sequence (essentiellement la loi de probabilite modelisee). De me^me, le module de simu-
lation de systeme temps-reel possede son interface d’appel propre, servant au systeme
simule pour denir les notions de systeme d’exploitation simule, de ta^ches, ainsi que
pour simuler l’occupation du temps processeur ; il possede ses donnees propres pour
maintenir l’etat du systeme simule.
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7.1.3 Circuit de simulation
Dans Artisst, le circuit de simulation n’est pas une donnee globale : il est deni
de proche en proche, et correspond a une suite d’interconnexions d’un module sur un
autre, qui lui-me^me est interconnecte a un autre module, et ainsi de suite (la section
1.4 de l’annexe A detaille les fonctions utilisees pour realiser ces interconnexions). Nous
donnons d’abord les proprietes des interconnexions entre modules, puis decrivons com-
ment la simulation se deroule. La section qui suivra s’interessera a presenter comment
l’echelle de temps-reel simule peut e^tre denie globalement gra^ce aux proprietes locales
des interconnexions et a des regles de construction du circuit.
7.1.3.1 Interconnexion de modules
Une interconnexion A ! B est un lien oriente entre 2 modules A et B sur lequel
transitent les messages de la simulation dans le sens de l’orientation de la connexion
(i.e. de A vers B), et sans perte ni retard2 ni alteration : on dit que A est la source
de l’interconnexion et qu’il precede B, que B est la destination de l’interconnexion et
qu’il est un successeur de A, et que A genere les messages alors que B les recoit .
On distingue d’autre part deux types d’interconnexions suivant l’initiateur de la
propagation du message sur l’interconnexion :
{ Si l’initiateur est le module source de la connexion (A), alors on parle de soumis-
sion des messages par le module source au module destination. La propagation
d’un message de A vers B correspond a ce que A appelle la methode push() de
B, avec le message transmis en parametre.
{ Si l’initiateur est le module destination de la connexion (B), on parle de consom-
mation des messages du module source par le module destination. La propagation
d’un message de A vers B correspond a ce que B appelle la methode pull() de
A an de recuperer le message propage.
Pendant toute la duree de la simulation, pour une connexion donnee entre 2 modules,
la direction de la connexion ainsi que l’identite de l’initiateur de la propagation des
messages sont connues et ne peuvent pas changer. Un me^me module peut e^tre initiateur
a la fois en mode consommation et en mode soumission (mais sur deux connexions
dierentes) ; inversement, un module peut n’e^tre qu’une entite passive a laquelle on
soumet des messages, ou de laquelle on consomme des messages. La restriction etant
que, pour une interconnexion donnee, il y ait exactement un initiateur de la propagation.
Plusieurs modules peuvent e^tre connectes a un module donne, en mode soumission
et/ou en mode consommation.
Lorsqu’un module donne soumet des messages a plusieurs modules destination,
l’infrastructure de simulation Artisst s’occupe de la soumission des messages vers
tous les modules destination.
Lorsqu’un module donne consomme ses messages depuis plusieurs modules source,
l’infrastructure de simulation s’occupe de faire consommer un seul message a la fois
depuis l’un de ces modules : Artisst garantit que le message recupere est le plus
2L’estampille sur les messages n’est pas modiee.
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proche (chronologiquement) de la date courante (nous detaillerons cette notion en 7.1.4)
parmi tous les messages recuperables depuis les modules source connectes. En pratique,
l’operation de consommation, que nous simplions a \pull" dans la suite, se fait en
deux etapes : une consultation des modules source pour selectionner le module qui
fournit le message le plus proche (la methode front() des modules sert a cet eet),
puis la consommation proprement dite sur le module selectionne par appel a la methode
pull() (avec la contrainte que le message consomme doit e^tre identique au message
consulte). La section 1.3 de l’annexe A rentre plus en details dans la denition pratique
de la structure et des fonctions de rappel d’un module.
La gure 7.1 donne une illustration des congurations de circuit types, suivant
que la propagation est exclusivement de type consommation (fleches courbes : 7.1(a)),
exclusivement de type soumission (fleches droites : 7.1(b)), ou avec certains modules
qui sont initiateurs a la fois en mode soumission et en mode consommation (7.1(c), les
modules 1, 5 et 6 sont initiateurs de soumission et consommation). Nous verrons en 7.3
que ce dernier circuit est celui d’une simulation de systeme distribue (le module 1 est
le reseau, 5 et 6 sont les 2 modules de simulation de systeme temps-reel, 2 et 3 sont
leur interface reseau respective).
7.1.3.2 Deroulement de la simulation
Pour simuler le modele, la premiere etape est de construire le circuit de simulation
(sur lequel il sera possible de rajouter ou de supprimer des modules en cours de simu-
lation), et de designer un module particulier sur le circuit. La simulation consiste alors
en une boucle d’evenements qui, a chaque iteration ou pas de simulation, consomme
le prochain message de simulation (au sens chronologique, relativement a l’echelle de
temps-reel simule ; cette notion est denie en 7.1.4) de ce module. Le fait de consommer
les messages de ce module entra^ne le declenchement du mecanisme de propagation des
messages decrit plus haut. Les modules concernes par cette consommation sont dits \en
amont" de la boucle d’evenements. A chaque pas de simulation, la boucle d’evenements
soumet le message qu’elle a extrait aux modules dits \en aval".
Pour illustrer, dans l’extrait de code suivant, le module qui est designe pour servir la
boucle d’evenements s’appelle module, et chaque iteration de la boucle while en extrait
le prochain message, le stocke dans la variable message, et le soumet aux modules
connectes en mode soumission :
/* Main message loop */
while (st_inout_pull_message(module, & message))
{
st_inout_push_message_on_all_outputs(module, & message);
}
Dans la gure 7.1 precedente, la boucle d’evenements s’appuie sur le module 1 de 7.1(a),
7.1(b), et 7.1(c).
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Fig. 7.1: Schemas de propagation des messages
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7.1.3.3 Propagation des messages et echelle de temps logique
La propagation des messages le long du circuit de simulation correspond a la cha^ne
d’appels aux methodes pull() et push() des modules connectes les uns aux autres :
un module invoque la methode pull() ou push() d’un autre module, qui elle-me^me
invoque pull() et/ou push() sur d’autres modules, etc... Pour generer les messages
qu’elles produisent, la methode pull() d’un module peut (choix inclusif) :
{ appeler la methode pull() des modules qui le precedent. Si le message recupere
correspond au message genere par le module (i.e. le message que la methode
pull() retourne), il peut e^tre altere, retarde mais jamais avance (i.e. son estam-
pille ne peut pas e^tre decrementee) ;
{ generer ses propres messages ;
{ appeler la methode push() des modules qui lui succedent, avec un message iden-
tique au message genere, ou dierent.
Les methodes push() et front(), quant a elles, ne peuvent appeler que les methodes
push() et front() sur les modules qui succedent/precedent respectivement.
Ce principe de propagation est par essence totalement sequentiel (c’est une suite
d’imbrications d’appels de fonctions), ce qui denit une echelle de temps logique globale
(i.e. a l’echelle de tout le circuit de simulation) implicite, sous la forme d’une relation
d’ordre total entre les messages generes. Toute la diculte de la simulation est de faire
en sorte que les estampilles sur les messages generes soient en ordre coherent avec cet
ordre logique, an de denir la notion d’echelle de temps-reel simule globale a l’ensemble
de la simulation (voir en 7.1.4 ci-dessous).
7.1.4 Echelle de temps-reel simule globale
Le ro^le des estampilles des messages est de denir le temps-reel simule. Mais dans
Artisst, chaque module denit ou redenit lui-me^me les estampilles sur les messages
qu’il genere ou qu’il relaye (on parle de creation d’estampille dans la suite), c’est-a-
dire que chaque module impose sa propre vision du temps-reel simule. Par consequent,
pour denir une echelle de temps-reel simule globale (i.e. sur l’ensemble du circuit de
simulation), la propriete centrale que doit verier une simulation est que les visions
locales du temps-reel soient coherentes. Pour cela, il sut d’assurer que l’ordre deni
par les estampilles des messages generes soit coherent avec l’ordre logique (voir 7.1.3.3)
de generation des messages par les modules le long du circuit de simulation : un message
m1 d’estampille t1 (relativement a l’echelle de temps-reel simule) n’est jamais genere
apres (relativement a l’echelle de temps logique) un message m2 d’estampille t2  t1,
me^me si m1 et m2 ne transitent pas sur la me^me interconnexion. Dans la suite, on
appelle cette propriete \la propriete d’accord" entre les deux ordres (temps-reel simule,
et ordre logique).
Dans le cas general, aucune bonne propriete du principe de propagation ne peut
garantir que le circuit de simulation ne provoquera pas la violation de la propriete
d’accord. C’est pourquoi Artisst repose sur une serie de trois regles qui contraignent
la nature des modules, leurs proprietes, et la topologie du circuit de simulation. Le
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principe est que la boucle d’evenements canalise (directement ou indirectement) toutes
les estampilles transitant (creees ou relayees) dans le systeme, an d’assurer qu’elles sont
(non strictement) croissantes, de sorte que la propriete precedente d’accord avec l’ordre
logique soit veriee. Ce principe fait intervenir les estampilles, et non les messages
associes qui peuvent e^tre quelconques, et regit en particulier la creation de nouvelles
estampilles. Les regles sont les suivantes :
1. Progres local des estampilles. Si un module genere ou recoit un message
m1 estampille avec la date t1 (temps-reel simule), l’infrastructure de simulation
d’Artisst verie que tout message m2 qu’il genere ou qu’il recoit par la suite
(ordre logique) est tel que son estampille t2  t1. Quand la verication echoue,
c’est toute la simulation qui est abandonnee (cas d’erreur fatale).
2. Toutes les connexions de type consommation sont en amont de la
boucle d’evenements. Pour toute connexion en mode consommation, il existe
une cha^ne de connexions en mode consommation partant de la connexion conside-
ree, et menant au module servant a la boucle d’evenements (en respectant l’orien-
tation des connexions, qui ne change pas au cours de la simulation, et qui est
denie au moment de la construction du circuit). L’infrastructure de simulation
d’Artisst n’eectue aucune verication de cet aspect.
3. Seuls les modules source utilises en mode consommation peuvent creer
ou modier des estampilles. Ces me^mes modules sont aussi autorises a pro-
pager, en mode soumission, tout ou partie des messages qui sont consommes, et
seulement ceux-la, a d’autre modules destination. L’infrastructure de simulation
d’Artisst n’eectue aucune verication de ces aspects.
La regle 1 garantit que, localement a chaque module, la vision locale du temps-reel
simule est coherente avec l’ordre logique. Il en decoule en particulier que si un module
retransmet un message qu’il a recu, alors il ne peut modier l’estampille du message
qu’en l’incrementant.
La regle 2 decoule de la denition de la propagation de flux d’evenements : une
consommation ne peut pas avoir lieu spontanement ; il faut qu’un autre module qui est
connecte au module source initie la consommation, et ainsi de suite jusqu’a l’origine de
la consommation, qui n’est autre que le module associe a la boucle d’evenements.
La regle 3, combinee a la precedente, impose que les seuls modules qui ont le droit de
creer de nouvelles estampilles, ou de les modier (i.e. en les incrementant, en vertu de la
regle 1), sont ceux qui se trouvent en amont de la boucle d’evenements : ainsi la boucle
d’evenements centralise les visions locales du temps-reel simule, par l’intermediaire
des estampilles qui transitent. En corollaire, ces regles imposent que (i) aucun module
strictement en aval (i.e. en aval, et sans connexion qui ramene a la boucle d’evenements)
de la boucle d’evenements ne peut denir ses propres estampilles, et (ii) aucun module
utilise en tant que module source en mode soumission ne peut modier les estampilles
des messages qu’il propage si elles ne sont pas egalement consommees par la boucle
d’evenements.
Par exemple, le circuit de simulation de la gure 7.2 correspond a la simulation
de systemes temps-reel centralises, et respecte ces trois regles a partir du moment
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ou les modules chronogramme, enregistreur de traces et analyse statistique ne
creent aucune estampille nouvelle (ce qui est le cas en pratique puisque ces modules ne
produisent aucun message). Nous verrons en 7.3 le circuit type pour la simulation de
systemes distribues.
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Fig. 7.2: Exemple de circuit de simulation
7.2 Module de simulation de systeme
Une simulation avec Artisst a pour vocation d’evaluer le comportement d’un
systeme temps-reel. Dans ce but, le module central que propose la plate-forme Artisst
est le module de simulation de systeme temps-reel, appele rtsys, que nous presentons
ici.
Dans un premier temps, nous donnons quelques details sur ce module, sa structure,
son interaction avec l’infrastructure de simulation et l’environnement simule en faisant
abstraction des details techniques sous-jacents (la section 1.5 de l’annexe A fait une
synthese de ces aspects). Nous presentons ensuite les caracteristiques de l’application
et du systeme d’exploitation simules.
Tout au long de ces presentations, nous indiquons en quoi et comment les dierentes
entites peuvent e^tre personnalisees et etendues. Nous nous interessons ici en priorite
a denir l’implantation de ces dierentes entites, pluto^t qu’a indiquer comment les
utiliser : ceci fait en revanche l’objet du tutoriel [Dec02].
7.2.1 Caracteristiques du module
Le module de simulation de systeme temps-reel joue a la fois le ro^le d’un module
Artisst dans le circuit de simulation, et le ro^le de support d’execution pour le systeme
temps-reel simule. La gure 6.2 precedente et reprise ci-dessous illustre ce double ro^le :
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Le module se presente sous la forme d’une interface de module Artisst munie de
la fonction de rappel pull(), an d’e^tre utilise en amont de la boucle d’evenements, en
mode consommation. La methode pull() a pour ro^le de faire avancer la simulation du
systeme temps-reel au gre de la simulation d’occupation du temps processeur (primitive
hold cpu() decrite plus loin) et des stimuli de l’exterieur (interruptions materielles).
Par ailleurs, cette methode pull() soumet chaque message genere a tous les modules qui
sont connectes en mode soumission. Ceci autorise a connecter directement au simulateur
de systeme temps-reel des modules d’analyse des messages produits, sans passer par le
module servant de boucle d’evenements.
Le module possede une deuxieme interface : l’interface de programmation proposee
au systeme simule, qui lui confere son ro^le de support d’execution. Ce sont les fonc-
tions de cette interface que l’application simulee va utiliser pour simuler l’occupation
du temps processeur simule, ou pour faire appel aux services du systeme d’exploita-
tion simule. Il est possible d’ajouter de nouveaux services systeme an d’enrichir le
systeme d’exploitation simule, ou an de reproduire l’interface de programmation d’un
systeme d’exploitation existant. De la me^me maniere, il est possible de personnaliser
l’ordonnanceur sous-jacent au systeme d’exploitation simule.
Dans ce qui suit, nous nous concentrons sur cet aspect \support d’execution", l’as-
pect \module" au sens de l’infrastructure de simulation etant conforme a la description
de la section 7.1 precedente.
7.2.2 Presentation de la structure interne
Le module est entierement ecrit en C, et une serie de classes equivalentes en C++ est
fournie pour representer les interfaces sous forme d’objets classiques. Il est decoupe en
deux couches, comme l’illustre la gure 7.3.
La couche basse fournit les services fondamentaux d’un processeur, en ce sens qu’elle
denit et gere les contextes d’execution. Dans Artisst, un contexte d’execution est
un flot de contro^le qui occupe du temps (simule) sur le processeur simule, qui peut
e^tre interrompu (par interruption materielle simulee), et qu’il est possible de changer
en cours de fonctionnement (changement de contexte). Dans Artisst, un contexte
d’execution propre est associe a chaque travail de chaque ta^che, mais egalement au
traitement de chaque interruption3. C’est cette couche basse qui denit le mecanisme
de simulation d’occupation du temps processeur, et qui joue le ro^le d’interface entre les
contextes d’execution et l’infrastructure de simulation.
3Ce qui n’est en general pas le cas sur les processeurs reels.
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Fig. 7.3: Structure interne du module de simulation de systeme
La couche haute denit le systeme d’exploitation simule, et joue le ro^le d’interface
entre l’application et les contextes d’execution.
Chacune des deux couches genere les messages d’instrumentation a son niveau :
messages de creation/suppression/n/changement de contexte pour la couche basse,
messages de debut/n d’appel systeme/d’ordonnancement pour le couche haute.
Dans les sections qui suivent, nous presentons plus en detail chacune des deux
couches du module.
7.2.3 Couche basse
La couche basse du support d’execution associe au module de simulation de systeme
correspond a :
{ Un automate d’etats nis associe a la fonction de rappel pull() du module (voir
1.5.4). Cet automate s’occupe de denir le prochain message a generer en fonction
des stimuli provenant de l’environnement et de l’instrumentation des comporte-
ments des contextes d’execution (i.e. ta^ches et traitants d’interruptions).
{ Les mecanismes pour creer, executer, changer de contexte d’execution.
Les elements de la couche basse ne sont personnalisables qu’a l’aide de quelques
directives (indiquees dans la suite) lors de la compilation de la bibliotheque Artisst,
qui permettent de modier certaines de ses caracteristiques.
Lors de l’instanciation de la couche basse du module, une serie de fonctions de
rappel vers la couche haute doit e^tre fournie. Ces fonctions de rappel correspondent en
particulier a la methode isr() de traitement des interruptions, end isr() de signalisa-
tion de n d’interruption, et end task() de signalisation de n de travail d’une ta^che.
Nous y faisons reference dans la suite.
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Nous commencons par decrire les mecanismes elementaires, et remontons jusqu’a
leur interaction dans l’automate d’etats nis.
7.2.3.1 Contextes d’execution
Que ce soit pour les ta^ches ou pour les traitants d’interruptions, le principe est le
me^me : toutes ces entites possedent leur propre contexte d’execution. Ces contextes
d’execution sont proches des threads : il s’agit de flots d’instructions independants qui
sont executes sur la machine ho^te de la simulation, et qui se partagent le me^me espace
d’adressage (celui du processus du simulateur). A la dierence des bibliotheques de
threads, qui reposent sur un ordonnancement implicite visant a la parallelisation des
executions tout en orant des mecanismes de synchronisation, les contextes d’execution
utilises dans Artisst s’apparentent a des coroutines ou a des continuations, et sont
ordonnances explicitement par le cur du simulateur. Plusieurs implantations sont
disponibles pour plus de portabilite, qui sont automatiquement selectionnees lors de la
compilation. Ces implantations reposent sur des mecanismes de plus bas niveau pour
gerer les changements de contexte du processeur ho^te de la simulation, tels que ceux des
bibliotheques de threads (threads POSIX , ou les GNU Portable threads [46]), ou tels
que proposes par des interfaces de programmation speciques (Single Unix Specication
v2 , ou le cur de gestion des contextes de GNU Pth).
Les contextes d’execution sont crees en indiquant l’adresse de la fonction qui consti-
tue le traitement a eectuer. Il existe egalement un contexte d’execution special qui ne
correspond a aucune ta^che de l’application, ni a aucun traitant d’interruption : c’est le
contexte d’execution originel , celui par lequel s’execute l’infrastructure de simulation
(propagation des messages, invocation de la methode pull() du module de simulation
de systeme temps-reel).
Pour chaque pas de simulation mene par l’invocation de la methode pull() du
module, la simulation consiste en un ou plusieurs aller-retour(s) entre le contexte
d’execution originel et le contexte d’execution en cours dans la simulation (ta^che ou
traitant d’interruption). Ces aller-retours sont denis par l’automate d’etats nis decrit
plus loin.
7.2.3.2 Travaux des ta^ches
Au niveau de la couche basse du module, un travail d’une ta^che de l’application
correspond a un contexte d’execution, auquel sont adjoints des mecanismes de detection
de demarrage et de n de ta^che an de generer les messages d’instrumentation, et an
de signaler l’evenement \n de travail de la ta^che" a la couche haute (par l’intermediaire
de la fonction de rappel end task()). Au niveau de la couche basse, seule la notion de
travail de ta^che est reconnue, ce qui entra^ne que plusieurs travaux d’une me^me ta^che
peuvent e^tre presents dans le systeme.
Pendant son execution, un travail d’une ta^che peut eectuer n’importe quelle ope-
ration : il s’agit de code compile pour la machine ho^te de la simulation. En particulier
il peut appeler les fonctions de l’interface de programmation du systeme d’exploitation
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simule denie par la couche haute, ou les fonctions de la couche basse qui permettent
de changer \manuellement" de contexte ou de generer \manuellement" des messages
d’instrumentation (primitive post message()).
En dehors d’une fonction speciale (hold cpu() decrite ci-apres), toutes les operations
que le travail fait sont instantanees vis-a-vis du temps-reel simule.
Pour simuler l’occupation du processeur pendant un intervalle de temps donne, ainsi
que l’interruptibilite, le module denit la primitive hold cpu(delay). Cette primitive
est en charge d’eectuer un changement de contexte vers le contexte d’execution originel
(celui de l’infrastructure de simulation). Le parametre delay qui est fourni, est utilise
dans l’automate d’etats nis decrit ci-dessous pour simuler l’occupation du processeur
par le travail pendant l’intervalle de temps delay donne, relativement a l’echelle de
temps-reel simule. Ce parametre gure le temps-reel simule occupe par le travail sur
le processeur, en tenant compte des interruptions et des preemptions : il correspond
au temps que mettrait cet appel a s’executer (dans l’echelle de temps-reel simule) si
le travail etait pris en isolation. Il peut e^tre le resultat de n’importe quelle expression
C valide (par exemple, une constante, ou un appel a une fonction de generation de
sequence aleatoire).
7.2.3.3 Interruptions
Dans Artisst, les interruptions materielles sont des messages de simulation. Ces
messages sont les seuls stimuli de l’environnement simule qui sont pris en compte par
le module ; c’est la couche basse qui s’en charge. Chaque interruption possede un
niveau d’interruption ; par defaut, Artisst supporte 32 niveaux, mais cette valeur est
congurable (pas de limitation).
La prise en charge des interruptions est regie par deux mecanismes : le ltrage global
et local, puis les regles de preemption. La gure 7.4 presente une serie de scenarios pour
illustrer ces mecanismes : l’interruption 0 est masquee globalement, et l’interruption 2
est prise en compte en diere ou immediatement suivant le ltrage local du contexte
d’execution courant, et suivant les regles de preemption. Nous detaillons ci-dessous tous
ces mecanismes.
Filtrage des interruptions
Le traitement d’une interruption est eectue dans un contexte d’execution propre.
Mais avant toute aectation de contexte d’execution pour le traitant d’interruption, la
prise en charge d’une interruption est soumise a deux phases de ltrage :
1. Filtrage global (ou masquage des interruptions) : l’interruption peut e^tre deni-
tivement ignoree. Ce ltrage fait intervenir le niveau l de l’interruption levee. Son
verdict depend de la valeur du leme bit d’un champ de bits global a tout le module.
Si l’interruption n’est pas ignoree a ce niveau, elle subit le ltrage local suivant. Le
champ de bits est gere par les ta^ches ou les traitants d’interruption eux-me^mes.
Lors de l’initialisation du module, toutes les interruptions sont masquees.
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Fig. 7.4: Les mecanismes de prise en charge des interruptions
2. Filtrage local (ou activation/desactivation locale des interruptions) : chaque
contexte d’execution (ta^che ou traitant d’interruption) denit son statut vis-a-
vis des interruptions. Il peut soit tolerer les interruptions (tous niveaux confon-
dus), soit en e^tre temporairement protege (tous niveaux confondus). Le contexte
d’execution peut changer ce statut a tout moment.
Pendant que les interruptions sont localement desactivees (i.e. il y a passivation),
une interruption qui est recue par le module est mise en attente (au maximum
une interruption en attente par niveau d’interruption). Par la suite, une inter-
ruption mise en attente peut e^tre (i) soit annulee dans le cas ou le systeme mo-
die le ltrage global pour masquer le niveau d’interruption considere, (ii) soit
reactivee lorsque les interruptions sont reactivees : (ii.a) soit parce que le contexte
d’execution courant eectue lui-me^me cette reactivation, (ii.b) soit parce qu’il y
a changement de contexte vers un contexte d’execution qui ne desactive pas lo-
calement les interruptions.
Regles de preemption par les traitants d’interruptions
Une fois les deux etapes de ltrage passees, un contexte d’execution est aecte
pour eectuer le traitement. Le traitement eectue est toujours le me^me : il s’agit de
l’appel de la fonction de rappel isr(level) denie par la couche haute. Cette fonction
prend en parametre le niveau level de l’interruption prise en charge. Avant que le
traitement de l’interruption ne debute, le traitant d’interruption obeit a deux regles de
preemption :
Preemption des ta^ches. Le traitant d’interruption (de tout niveau) interrompt im-
mediatement le contexte d’execution en cours si c’est le contexte d’execution d’un
travail de ta^che : il y a interruption du travail de la ta^che.
Preemptions inter-interruptions. Lorsque le contexte d’execution en cours est ce-
lui d’un traitant d’interruption, il y a deux politiques de preemption. La politique
adoptee est denie lors de la compilation du module.
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Avec la politique par defaut, le niveau d’interruption correspond a un niveau de
preemption : un traitant d’interruption de niveau i peut preempter immediatement
un traitant d’interruption de niveau j > i (i.e. le niveau 0 correspond a la plus
grande priorite) ; dans ce cas, il y a imbrication des traitants d’interruption. Dans
le cas contraire, le traitant d’interruption i est mis en attente jusqu’a ce que tous
les traitants d’interruption en cours de niveaux j  i aient termine leur traite-
ment.
Avec la deuxieme politique (dite LIFO), toute interruption peut preempter tout
traitant d’interruption en cours. Dans ce cas, il y a imbrication systematique des
traitants d’interruption.
Traitements dans les traitants d’interruption
Une fois que le traitant d’interruption a demarre, ses caracteristiques sont identiques
a celles des ta^ches, si ce n’est que la fonction de rappel pour la signalisation a la couche
haute de la n de traitant d’interruption est end isr(). Le fait en particulier que
les traitants d’interruption puissent faire appel aux services du systeme d’exploitation
(appels systeme) est relativement peu usuel en programmation systeme.
7.2.3.4 Automate
Le cur de la couche basse du module de simulation de systeme temps-reel est
l’automate qui regit les allers depuis l’infrastructure de simulation (contexte d’execution
originel) vers les contextes d’execution. Son ro^le est de prendre en compte les stimuli de
l’environnement (interruptions), de gerer les dates de reveil des contextes d’execution
qui sont en cours de simulation d’occupation du temps processeur (i.e. qui ont appele
la primitive hold cpu()), et de generer les messages d’instrumentation de la couche
basse. Les retours depuis les contextes d’execution vers l’automate sont provoques par
de simples appels a la primitive hold cpu().
Le fonctionnement basique de l’automate est presente dans l’algorithme 7.1. La
gure A.1 en 1.5 de l’annexe A donne le diagramme d’etats complet : les etiquettes ac-
colees aux transitions correspondent aux messages d’instrumentation qui sont generes,
et non aux evenements qui tirent ces transitions.
7.2.4 Couche haute
La couche haute du support d’execution associe au module de simulation de systeme :
{ denit la notion de modele de ta^che, et specie l’association travail de ta^che {
modele de ta^che ;
{ denit l’interface du systeme d’exploitation propose aux travaux des ta^ches et aux
traitants d’interruption. Par defaut, le systeme d’exploitation basique ainsi deni
est une classe abstraite que l’utilisateur est en charge de completer (en particulier :
il doit choisir un ordonnanceur parmi ceux disponibles, ou en implanter un autre) ;
{ instrumente les invocations et les decisions du systeme d’exploitation.
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 tin = date du prochain evenement provenant d’un module d’entree; fi.e. invocation de la methode
front() des modules qui precedentg
 thold cpu = date courante + contexte d execution courant.remaining holding time; fdate de
terminaison du hold cpu() du contexte d execution courantg
fSelection du prochain contexte d’executiong
 contexte d execution suivant := contexte d execution courant; fContexte du prochain pas de
simulation par defautg
SI (thold cpu < tin) ALORS
fDoit traiter la n du hold cpu() en cours d’abordg
 Reprendre l’execution du contexte d execution courant jusqu’au prochain hold cpu();
fexecution en cours ; retour icig
SI Fin du travail de ta^che courant ALORS
 Signaler la n du travail a la couche haute, qui denit le travail suivant (fonction de rappel
end task());
 contexte d execution suivant := travail ainsi deni;
SINON SI Fin de traitant d’interruption ALORS
 Signaler la n de l’interruption a la couche haute, qui denit le travail suivant (fonction de
rappel end isr());
SI Pas d’interruption en attente ALORS
 contexte d execution suivant := travail ainsi deni;
SINON
fAu moins une interruption en attenteg
 contexte d execution suivant := interruption en attente; fSuivant priorites ou ordre
LIFO : depend de la conguration a la compilationg
FIN SI
FIN SI
 date courante = thold cpu;
SINON
fUn message d’un module d’entree arrive en cours du hold cpu() courantg
m = prochain message du module d’entree
SI m est de type INTERRUPT RAISED ALORS
 Determiner si l’interruption est ignoree, mise en attente, ou traitee immediatement;
SI L’interruption doit e^tre traitee immediatement ALORS
Diminuer contexte d execution courant.remaining holding time de tin - date courante;
fEnregistre le temps en hold cpu() qu’il reste a simulerg
 contexte d execution suivant := interruption a traiter;
FIN SI
FIN SI
 date courante = tin;
FIN SI
fChangement d’etat jusqu’a la prochaine iterationg
 retourner le message si le contexte d’execution courant en a genere un;
 contexte d execution courant := contexte d execution suivant; fMise a jour du contexte
d’execution jusqu’au prochain pas de simulationg
Alg 7.1: Un pas de simulation du systeme temps-reel simule (i.e. methode pull())
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L’ensemble de ces composants forme la base extensible pour la realisation de systemes
simules.
7.2.4.1 Modele du systeme
Au niveau de la couche haute, la vision globale qu’on a du systeme correspond
au modele objet donne en gure 7.5. Nous detaillons dans les sections qui suivent les
caracteristiques des dierents constituants de ce modele.
1
*
Traitement du travail
Systeme
d’exploitation
Loi d’arrivee des travaux
Caracteristiques temporelles (WCET, periode)
Priorite
Ressources utilisees
Temps d’occupation du processeur
Contexte d’execution
Statut d’execution du travail
Modele de tache
Ordonnanceur
ttable[]
Fig. 7.5: Modele objet du systeme simule
7.2.4.2 Ta^ches de l’application
Conformement a la denition des ta^ches donnee dans la section 1.3 de la premiere
partie, le module de simulation de systeme temps-reel represente une ta^che comme
etant un ensemble de travaux qui sont executes. Dans le module, la notion de ta^che est
scindee en trois :
{ Le modele de ta^che.
{ Le statut d’execution de chaque travail en cours.
{ Le contexte d’execution de chaque travail (couche basse).
Le systeme d’exploitation simule maintient la liste des travaux en cours dans le systeme
et propose les mecanismes de creation et de suppression des travaux des ta^ches, comme
nous le verrons dans la section suivante.
Modele de ta^che
Le modele de ta^che est une structure de donnees qui renferme les caracteristiques
de la ta^che ; elle doit e^tre imperativement denie avant l’activation de travaux de cette
ta^che. Cette structure est partagee par tous les travaux de la ta^che, et est utilisee par le
systeme d’exploitation (tout particulierement par l’ordonnanceur) pour l’arbitrage des
besoins et des demandes en ressources. Dans tous les cas, la simulation d’occupation
eective des ressources, telles que le processeur, est liee aux traitements eectues par
les travaux de la ta^che, qui peuvent depasser les hypotheses emises dans le modele ;
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ceci permet par exemple d’evaluer le comportement du systeme en cas de depassement
d’hypotheses.
Le module exporte une structure de donnees par defaut qui renferme :
{ Le temps d’execution pire cas, moyen, et au mieux.
{ L’echeance relative a la date d’activation.
{ La loi d’arrivee (periodique, sporadique, aperiodique) avec les attributs associes
(respectivement periode et dephasage, delai d’inter-arrivee minimum).
{ La priorite.
Ces informations correspondent aux attributs les plus couramment utilises par les or-
donnanceurs les plus simples proposes dans la litterature du domaine ; l’objectif etant
d’epargner a l’utilisateur le travail qui consiste a souvent redenir les me^mes modeles
de ta^ches.
Le systeme d’exploitation basique que nous decrivons dans la section suivante ne
repose en aucune maniere sur le modele de ta^che par defaut. En particulier, lors de
la denition d’un modele de ta^che periodique, les travaux de la ta^che ne sont pas
automatiquement periodiquement actives par le systeme d’exploitation basique : c’est
a l’utilisateur de gerer cette reactivation periodique, par exemple en la conant au
traitant d’une interruption dediee periodiquement generee par un module externe.
Suivant l’ordonnanceur utilise ou deni, l’utilisateur peut ne renseigner qu’une par-
tie des informations de cette structure (le reste etant alors indeni). Inversement, si
pour un ordonnanceur, un protocole d’acces aux ressources, ou d’autres services systeme
donnes, ce modele de ta^ches s’averait incomplet ou incorrect, l’utilisateur peut etendre
le modele par defaut (heritage de structure en C, heritage en C++), ou le remplacer. La
personnalisation du modele de ta^ches ainsi realisee a pour but de satisfaire aux besoins
de l’ordonnanceur et des autres services systeme que l’utilisateur doit choisir parmi
ceux existants, ou implanter par ses soins.
Statut d’execution
Le statut d’execution d’un travail renferme les informations sur l’etat du travail,
et son comportement temporel eectif. C’est une structure de donnees qui est creee
lorsque le travail est active, et que le systeme d’exploitation simule doit tenir a jour.
Le module vient avec un statut d’execution par defaut qui renferme les informations
suivantes sur l’execution de chaque travail :
{ L’etat du travail de la ta^che (pre^t, en cours d’execution, preempte, interrompu,
bloque).
{ Les caracteristiques temporelles du travail, et les statistiques d’utilisation : date
d’arrivee, date de debut d’execution, temps passe dans les services du systeme
d’exploitation, temps passe plus precisement dans l’ordonnanceur, temps passe
dans les traitants d’interruption. Indique egalement le nombre de preemptions et
le nombre d’interruptions.
Les temps et les durees sont donnes relativement aux echelles de temps-reel et de
temps systeme (cette notion est denie dans la section suivante).
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{ La priorite courante, initialisee a celle denie dans le modele de ta^che. En cours
d’execution du travail, elle peut e^tre egale a ou dierente de celle indiquee dans
le modele de ta^che (suite a l’action d’un protocole de gestion de ressources par
exemple).
Les deux premieres informations sont mises a jour automatiquement par le systeme
d’exploitation basique. La troisieme n’est pas modiee par le systeme d’exploitation
basique, mais peut l’e^tre par les personnalisations et les extensions que l’utilisateur
implante.
Cette structure de donnees est mise a disposition de l’utilisateur de Artisst, tout
particulierement pour eectuer les decisions d’ordonnancement. Elle peut e^tre etendue
(heritage de structure en C, heritage en C++) par l’utilisateur an par exemple d’indiquer
les ressources qui sont utilisees par le travail. Ces personnalisations vont de pair avec
le choix de l’ordonnanceur ou des services du systeme d’exploitation.
Contexte d’execution
Il s’agit des traitements reels qui sont eectues par le travail. Cette notion est denie
dans la couche basse, et a ete presentee en 7.2.3.1.
7.2.4.3 Systeme d’exploitation
Le systeme d’exploitation simule a une structure qui se presente comme illustre sur
la gure 7.6. Son ro^le est de :
Messages personnalises
Instrumentation du S.E.
Gestion des taches
Gestion d’interruptions
Messages
d’instrumentation
Messages de l’environnement simule
post_message hold_cpu
Extensions du S.E.
Gestion des travauxsyscall Gestion des interruptions Gestion du temps systeme
Systeme d’exploitation basique
Travail 0
Prise en compte des interruptions
modules source
Interruption
Horloge Reseau
API de simulation
Traitant
d’interruption
Gestion des interruptions Travaux des taches de l’application
Personnalisables
change_date();
activate_task();
hold_cpu();
.....
.....
Ordonnanceur
.....
.....
activate_task();
my_function();
hold_cpu();
get_date();
Fig. 7.6: Structure du systeme d’exploitation simule
{ Denir une interface de programmation unique visible depuis les ta^ches et les
interruptions.
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{ Declarer une serie de fonctions de rappel que l’utilisateur doit denir, et qui sont
invoquees automatiquement par les fonctions de l’interface de programmation, ou
par le systeme d’exploitation lui-me^me. L’ordonnanceur fait partie de ces fonc-
tions de rappel.
{ Mettre a jour les statuts d’execution des travaux des ta^ches.
{ Generer les messages d’instrumentation du systeme d’exploitation, et fournir les
fonctions de rappel necessaires a la couche basse.
La plupart des composants du systeme d’exploitation simule sont personnalisables
et extensibles (la gure les met en valeur), comme nous le verrons dans la section 7.2.4.3
ci-dessous.
Fonctionnalites et structure du systeme d’exploitation simule
C’est le systeme d’exploitation basique qui denit l’interface de programmation vi-
sible depuis les ta^ches et les traitants d’interruption. Elle permet d’acceder aux services
systeme pour :
{ Gerer les travaux des ta^ches,
{ Gerer les interruptions,
{ Gerer le temps systeme simule,
{ Invoquer les extensions personnalisees du systeme d’exploitation basique.
En C, cette interface prend la forme d’une serie de fonctions. En C++, elle correspond
a une partie des methodes de la classe systeme d’exploitation basique \RTSys". Ce
sont elles qui peuvent e^tre personnalisees : remplacees ou etendues. Par defaut, les
fonctions de rappel sont instantanees en ce qui concerne le temps-reel simule. En les
personnalisant, il est possible de rajouter des appels a la primitive hold cpu() an de
simuler l’occupation du temps processeur, et me^me d’invoquer un autre service systeme
(ou le me^me).
Le systeme d’exploitation basique s’occupe d’encadrer automatiquement l’appel de
toutes les fonctions de l’interface, ou des fonctions de rappel ci-dessus, par la generation
de messages d’instrumentation. Il s’occupe egalement de mettre a jour les statistiques
d’utilisation du statut d’execution du contexte d’execution courant (travail de ta^che,
traitant d’interruption). Ainsi, les surcou^ts systeme (invocations de services systeme,
execution de l’ordonnanceur, et interruptions par un/des traitants d’interruption) qui
resultent des appels a la primitive hold cpu() dans ces fonctions de rappel, sont auto-
matiquement pris en compte dans la simulation.
Le tableau 7.1 resume les fonctionnalites proposees par l’interface de programma-
tion du systeme d’exploitation simule, et leurs relations avec les fonctions de rappel
impliquees directement ou indirectement (entre parentheses).
La gure 7.7 donne un apercu du comportement du systeme complet, et en particu-
lier de celui du systeme d’exploitation simule. Elle presente les messages d’instrumen-
tation qui sont generes (en oblique en haut de la gure), la localisation de l’appel a la
fonction de rappel d’ordonnancement, ainsi que les imbrications des traitants d’inter-
ruption (regle de preemption par priorite).
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Fonction de l’interface de programmation Fonction de rappel
(visible par les ta^ches/interruptions) (personnalisable)
Gestion des travaux des ta^ches
st rtsys activate task() notify task activation()
(+ reschedule())
st yield() reschedule()
st rtsys cancel task() et Fin de ta^che notify task termination()
(+ reschedule())
Gestion des interruptions
st rtsys get irq mask()
st rtsys set irq mask() (+ isr() eventuellement, via
couche basse)
st rtsys get local interrupts state()
st rtsys local disable interrupts()
st rtsys local restore interrupts() (+ isr() eventuellement, via
couche basse)
Traitement d’une interruption isr()
(+ reschedule() pour l’ISR
la plus externe)
Gestion de l’echelle de temps systeme
st rtsys get date()
st rtsys change date() (+ reschedule())
Extensions du systeme d’exploitation basique
st syscall() syscall()
(+ reschedule() si demande)
Ordonnancement
Decision d’ordonnancement necessaire reschedule()
Tab. 7.1: Interface du systeme d’exploitation, fonctions de rappel, et leurs relations
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Invocation d’un service systeme
Execution de l’ordonnanceur
temps−reel simule
Fig. 7.7: Scenario d’execution typique
Dans ce qui suit, nous detaillons chacune des rubriques presentes dans le tableau
7.1.
Gestion des travaux des ta^ches
La creation d’un travail correspond a appeler la fonction st rtsys activate task()
qui prend en parametre un modele de ta^che associe, et un statut d’execution. C’est a
l’appelant de cette fonction d’allouer et d’initialiser le modele de ta^che, et d’allouer
le statut d’execution. Le systeme d’exploitation basique s’occupe d’initialiser le statut
d’execution : entre autres l’etat du travail est mis a READY (pre^t) pour que le travail
soit eligible par l’ordonnanceur.
Une fois le travail cree, le systeme d’exploitation s’occupe de mettre a jour les
informations contenues dans le statut d’execution en fonction des invocations de service
systeme et des interruptions/preemptions. En particulier l’etat du travail est regi par
l’automate de la gure 7.8.
L’interface de programmation du systeme d’exploitation simule propose aussi des
fonctions pour supprimer (st rtsys cancel task()) des travaux actives (y compris
le travail courant), ou pour demander a l’ordonnanceur d’elire une ta^che a executer
(st yield()).
Enn, la n d’un travail conduit a appeler automatiquement la fonction de rappel
notify task termination() du systeme d’exploitation simule.
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ready
running
interrupted
preempted
blocked terminated
Fig. 7.8: Diagramme de transition des etats des travaux de ta^ches
Gestion des interruptions
La levee et le traitement des interruptions simulees sont automatiquement geres par
la couche basse du module (voir 7.2.3.3). L’interface de programmation fournie par la
couche haute propose les fonctions qui permettent de modier :
{ Le masque de ltrage global des interruption (fonctions st rtsys get irq mask()
et st rtsys set irq mask()),
{ Le statut du contexte d’execution courant (travail, traitant d’interruption) vis-a-
vis du ltrage local des interruptions (fonctions st rtsys local disable interrupts(),
st rtsys local restore interrupts() et st rtsys get local interrupts state()).
La prise en charge des interruptions est eectuee par la fonction de rappel isr(level)
du systeme d’exploitation simule, qui a les caracteristiques denies dans la presentation
de la couche basse (7.2.3.3).
Echelle de temps systeme
Dans les systemes reels, la notion de temps-reel est abstraite, et leur est en general
non directement accessible. Ainsi, la plupart des systemes ne disposent que d’une ap-
proximation discontinue (par paliers) de l’echelle de temps-reel, gra^ce a un materiel ex-
terne qui genere regulierement (i.e. le plus regulierement possible vis-a-vis de l’evolution
du temps-reel) des impulsions signiant l’ecoulement du temps : l’horloge systeme.
Dans le module de simulation de systeme temps-reel d’Artisst, le principe est le
me^me : le systeme simule n’a pas connaissance du temps-reel deni par l’infrastructure
de simulation (voir 7.1.4). Il repose sur un stimulus externe pour gerer (en general :
incrementer) la date systeme courante, i.e. pour denir l’echelle de temps systeme.
Alors que l’echelle de temps-reel est globale a toute la simulation (me^me s’il y a
plusieurs modules de simulation de systeme temps-reel), l’echelle de temps systeme est
locale a chaque module de simulation de systeme temps-reel. De cette maniere, il est
possible de simuler des systemes distribues sujets a des desynchronisations des horloges
locales, ou d’evaluer l’impact de la granularite de l’horloge systeme sur le comportement
de dierents ordonnanceurs (voir partie III). La gure 7.9 illustre la dierence entre les
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echelles de temps-reel et de temps systeme pour un systeme distribue forme de deux
modules de simulation de systeme.
Echelle de temps−reel
7 8 9 10 11 12
11 12 14 1513 16
Interruption
d’horloge
Interruption
d’horloge
Systeme 1
Systeme 2
Infrastructure
de simulation
50 60 70
Date systeme locale 1
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Fig. 7.9: Echelles de temps-reel et de temps systeme
Cette echelle de temps systeme denit la perception qu’a le systeme de l’evolution
du temps. Il en decoule que, si le systeme simule prendre une decision ou eectuer des
calculs lies au temps percu, il doit avoir conscience que la date qu’il percoit correspond
a la date de la derniere interruption d’horloge, et non a la date courante eective dans
l’echelle de temps-reel simule. Nous verrons en partie III que cette granularite dans
la mesure du temps a un impact sur le comportement du systeme simule, et nous
l’evaluerons pour dierents ordonnanceurs.
Ainsi, c’est cette echelle de temps systeme qui doit e^tre utilisee dans le systeme
d’exploitation simule et dans l’application des qu’il s’agit de mesurer une duree ou
conna^tre une date : sur la gure 7.9, il est par exemple impossible pour le systeme 2
de distinguer les 2 evenements evt1 et evt2, alors que le systeme 1 peut (par chance)
les distinguer. En particulier, toutes les decisions d’ordonnancement doivent (mais rien
ne l’impose techniquement) se fonder sur cette echelle, et non sur l’echelle de temps-
reel qui en theorie est inaccessible au systeme simule. Ceci ne signie pas pour autant
que les decisions d’ordonnancement peuvent e^tre prises uniquement lors des interrup-
tions d’horloge systeme (tick scheduling) : elles demeurent independantes des paliers de
variation de l’echelle du temps systeme.
Cependant, toutes les simulations d’occupation du temps processeur (i.e. expression
delay passee a la primitive hold cpu(delay)) sont relatives a l’echelle de temps-reel.
En pratique, la date systeme a exactement la me^me structure (en termes de langage
de programmation) que les estampilles des messages de simulation (voir 7.1.1.1). Et le
stimulus pour la gestion de la date systeme est en general delivre par un module source,
appele horloge systeme, sous la forme d’une interruption ; le traitant d’interruption
associe est alors en charge d’incrementer (le plus souvent) la date systeme, bien que ceci
puisse egalement e^tre eectue par un autre element du systeme (comme un mecanisme
de synchronisation d’horloge en distribue par exemple).
L’interface de programmation de la couche haute propose les fonctions pour gerer
cette echelle de temps systeme : une fonction pour consulter la valeur de cette date
(st rtsys get date()), et une fonction pour la modier (st rtsys change date()).
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A chaque fois que la date systeme courante est modiee, les statistiques d’utilisation re-
latives au temps systeme du statut d’execution du contexte d’execution courant (travail
de ta^che, traitant d’interruption) sont mises a jour.
Extensions et personnalisation
Une fonction de l’interface de programmation est reservee pour l’appel de services
systeme implantes par l’utilisateur : st syscall(). Cette fonction est associee a la
fonction de rappel syscall() que l’utilisateur peut personnaliser (C) ou surcharger
(C++). C’est dans cette fonction de rappel que des services tels que des mecanismes de
synchronisation sur ressources doivent e^tre implantes.
Ces fonctions prennent en argument un identiant d’appel systeme que l’utilisa-
teur denit, et des parametres egalement denis par l’utilisateur. Par exemple, pour
l’implantation d’un mecanisme de synchronisation de ressource de type semaphore, un
identiant peut servir a signier la prise du semaphore, et un autre son rela^chement,
et les parametres peuvent representer l’identiant du semaphore.
Le corps de la fonction de rappel doit indiquer si une decision d’ordonnancement
doit e^tre prise a l’issue de son invocation ou non. La fonction de rappel par defaut ne
fait rien, et indique qu’aucune decision d’ordonnancement n’est necessaire.
Fonction de rappel d’ordonnancement
L’ordonnanceur est une simple fonction de rappel (reschedule()) appelee automa-
tiquement par le module lors :
{ de l’invocation des fonctions de gestion des travaux des ta^ches,
{ de la n du travail d’une ta^che,
{ de la n du traitant d’interruption le plus externe (car il y a imbrication possible
des traitants d’interruption),
{ de la n de l’invocation d’un service systeme personnalise, si l’utilisateur en a
decide ainsi.
Cette fonction est en charge de denir le travail de ta^che a elire avant de l’executer
sur le processeur simule, et connaissant la liste des travaux disponibles dans le systeme
(variable ttable disponible dans le systeme d’exploitation basique). L’ordonnanceur
peut dependre d’un modele de ta^che et/ou d’un statut d’execution particulier pour
les travaux possibles, autres que ceux proposes par defaut. Comme il a ete indique
precedemment, l’ordonnanceur doit prendre ses decisions liees au temps relativement a
l’echelle de temps systeme.
Par defaut, Artisst vient avec plusieurs ordonnanceurs implantes ; nous les decrivons
au chapitre 8.
7.2.5 Conguration et initialisation
Au demarrage de la simulation, le support d’execution est congure par defaut de
telle maniere que :
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{ toutes les interruptions sont ignorees,
{ tous les services du systeme d’exploitation simule sont totalement interruptibles,
et l’ordonnanceur est suppose reentrant. Il est possible de modier ces caracteristi-
ques a la compilation du module.
A la creation du module, l’utilisateur doit indiquer le travail de ta^che initial (travail
d’initialisation) a executer au lancement de la simulation. Ce travail est en charge
d’activer tout ou partie des interruptions si l’utilisateur le desire, et d’activer d’autres
travaux de ta^ches si necessaire.
7.2.6 Un exemple
L’annexe A indique comment mettre en place une simulation avec Artisst. Cepen-
dant, dans cette section nous allons donner un exemple de la sequence d’evenements
generee a partir d’un exemple tres simple dans lequel deux ta^ches sont en presence.
Nous considerons que :
{ L’ordonnanceur est de type tourniquet (round-robin en anglais), et chaque in-
vocation occupe le processeur pendant 1ms dans l’echelle de temps-reel simule.
Nous ne detaillons pas son code ici.
{ Les deux ta^ches 1 et 2 eectuent une boucle innie :
while(1)
{
st_hold_cpu(t_2ms);
st_syscall(1, 0, NULL); // appel du service systeme 0
// avec comme parametre NULL (inutilise)
}
t 2ms est une variable representant une duree de 2 ms sur l’echelle de temps-reel
simule.
{ Nous considerons que la fonction de rappel d’appel systeme syscall() du module
de simulation de systeme temps-reel (i.e. celle qui prend en charge les appels a
st syscall() ci-dessus) simule l’occupation du processeur pendant 1ms dans
l’echelle de temps-reel simule. Voici le code correspondant :
st_hold_cpu(t_1ms);
t 1ms est une variable representant une duree de 1 ms sur l’echelle de temps-reel
simule.
Nous considerons que l’appel de ce service se termine par l’invocation de l’ordon-
nanceur.
{ La seule interruption materielle du systeme correspond a l’interruption d’horloge,
emise toutes les 5ms dans l’echelle de temps-reel simule, et prise en charge par
un traitant d’interruption qui necessite un traitement de 1ms dans l’echelle de
temps-reel simule. Voici le code correspondant :
st_hold_cpu(t_1ms);
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Voici un exemple de sequence d’evenements valides generee (nous n’indiquons pas
leur nom reel, interne a Artisst, l’annexe A s’en charge) :
Date Evenement de simulation
0 : Message de debut de la ta^che 1
0-2 : hold cpu() par 1 en cours
2 : Fin du hold cpu() de 1, invocation de l’appel systeme
Message de debut d’appel systeme
2-3 : hold cpu() par l’appel systeme
3 : Fin du hold cpu() de l’appel systeme initie par 1
) Invocation de l’ordonnanceur
Message de d’invocation de l’ordonnanceur
3-4 : hold cpu() par l’ordonnanceur, election de la 2
4 : Message de n d’invocation de l’ordonnanceur
Message de n d’appel systeme
Message de preemption de la ta^che 1
Message de debut de la ta^che 2
4-... : hold cpu() par 2 en cours (interrompu)
5 : Interruption d’horloge
Message d’interruption d’horloge (prise en charge immediate)
Message de notication d’interruption de 2
Message de debut de traitant de l’interruption d’horloge
5-6 : hold cpu() du traitant d’interruption d’horloge
6 : Fin de la fonction de rappel de traitement d’interruption
) Invocation de l’ordonnanceur
Message d’invocation de l’ordonnanceur
6-7 : hold cpu() par l’ordonnanceur, election de la 1
7 : Message de n d’invocation de l’ordonnanceur
Message de n de traitant de l’interruption d’horloge
Message de notication de reprise de la ta^che 1
Reprise de la ta^che 1 (deuxieme iteration du while), debut du
hold cpu()
7-9 : hold cpu() par 1 en cours
...
Lorsque la ta^che 2 sera de nouveau re-elue, le hold cpu() qui etait en cours a la
date 5 sera repris, de sorte qu’une occupation du processeur pour les 1ms restantes soit
simulee.
7.2.7 Points delicats
Comme il a ete signale dans la premiere partie, la simulation d’un systeme en vue de
son evaluation a d’autant plus d’intere^t qu’elle est pertinente, c’est-a-dire representative
du comportement de l’implantation eective.
C’est pour cela qu’Artisst vise a fournir le necessaire pour implanter la simulation
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d’applications existantes au-dessus d’un systeme d’exploitation simule. C’est dans cet
objectif qu’elle permet que le systeme d’exploitation simule puisse reprendre l’interface
de programmation d’un systeme d’exploitation existant. C’est pour cela aussi qu’elle
autorise et encourage l’utilisateur a ajouter les appels a hold cpu() pour prendre en
compte, simplement et le plus delement possible, les surcou^ts systeme.
Cependant, la principale diculte dans l’ajout des appels a hold cpu(delay) reside
dans l’expression du parametre delay passe, elle-me^me liee a la granularite des appels
a hold cpu(). Ce parametre indique le temps d’occupation du processeur a simuler re-
lativement a l’echelle temps-reel ; il sera d’autant plus simple a determiner que l’appel
a hold cpu() se reduit a couvrir un bloc d’execution elementaire (sequence d’instruc-
tions). A une granularite plus grossiere, la presence de boucles et de conditionnelles rend
en eet l’expression de ce parametre plus compliquee si on veut qu’elle soit dele au
comportement eectif, et necessite l’etude approfondie du code source avant simulation
(analyse statique, annotations de boucles). Mais en contrepartie, plus la granularite des
appels a hold cpu() est ne, plus la simulation est lente.
D’autre part, me^me si l’expression du parametre passe a hold cpu() reste simple,
on peut juger utile de lui adjoindre des fluctuations aleatoires, d’autant plus justiees
que la granularite est elevee : elles peuvent rendre compte de l’influence du materiel par
exemple (cache, pipeline par exemple). Dans ce cas se pose en plus le probleme de la
denition de la distribution de la loi de probabilite a simuler (type, parametres) pour
qu’elle soit dele au comportement eectif, ce qui forme un domaine de recherche actif
[BCP02].
7.3 Simulation de systemes distribues
7.3.1 Denitions et principe
Avec Artisst, la simulation de systemes constitues de plusieurs processeurs corres-
pond a la simulation de systemes distribues au-dessus d’un reseau simule. La simulation
continue cependant de s’eectuer au sein du me^me processus sur la machine ho^te de la
simulation, par passage de messages de simulation.
Artisst ne permet pas de simuler des systemes multiprocesseurs a memoire par-
tagee geres par un seul systeme d’exploitation simule commun : le module de simulation
de systeme temps-reel decrit en 7.2 ne permet pas de partager un me^me systeme d’ex-
ploitation simule (i.e. couche haute) entre plusieurs processeurs simules (i.e. couches
basses). L’ensemble processeur simule + systeme d’exploitation + application est appele
\nud" dans toute la suite.
Le circuit de simulation typique d’une simulation de systeme distribue est indique
dans la gure 7.10 (systeme a deux nuds), et obeit aux regles denies en 7.1.4. En
particulier, la regle 3 \Seuls les modules source utilises en mode consommation peuvent
creer ou modier des estampilles" n’est pas remise en cause en ce qui concerne le module
de simulation de systeme temps-reel : car celui-ci produit eectivement de nouveaux
messages avec de nouvelles estampilles, et en plus les propage a des modules destination
(en l’occurrence les modules de simulation d’environnement et de chronogramme) en
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Fig. 7.10: Circuit de simulation de systeme distribue typique
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mode soumission, mais chaque message soumis correspond exactement a un message
consomme par la boucle d’evenements. La me^me remarque s’applique aux modules de
simulation d’environnement qui propagent leurs messages produits vers les modules
d’analyse statistique. A noter que les deux modules de simulation d’environnement
peuvent partager des donnees, an de simuler un environnement commun dans lequel
serait plonge le systeme distribue.
La simulation de systemes distribues repose sur deux types de modules, presentes
dans la suite :
{ Un seul module d’acheminement des messages (Net, pour Network) pour tout le
circuit, qui sert a la boucle d’evenements,
{ Des modules d’interface reseau (Nic, pour Network Interface Controller) : un
module associe a chaque nud simule.
Le reseau simule est capable de simuler des pertes, des delais, et des alterations de mes-
sages reseau, ainsi que de gerer les interconnexions des nuds (point a point, diusion,
plusieurs sous-reseaux, ...).
La gure 6.3 reprise ci-dessous donne la topologie globale du reseau simule et le ro^le
respectif des modules Net et Nic, abstraction faite de l’infrastructure de simulation, et
lorsque toutes les possibilites d’interconnexion entre nuds sont exploitees. Les fleches
representent les interconnexions logiques realisees par le module Net (i.e. une diusion
totale).
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7.3.2 Les messages reseau
Les messages reseau correspondent a un type de message de simulation precis
(NET SEND). Artisst fournit une primitive pour l’envoi de messages reseau, qui cor-
respond ni plus ni moins au remplissage de la structure message de simulation pour
gurer un message reseau, et a sa generation sur l’infrastructure de simulation (appel
de la primitive post message()). L’information associee a ces messages est :
{ Date temps-reel de l’emission du message,
{ Identiant d’emetteur (utile aux modules Nic),
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{ Identiant de destination (utile aux modules Nic),
{ Le contenu du message reseau ainsi que sa longueur.
L’identiant de l’emetteur et la date d’emission sont automatiquement denis pour
chaque message envoye. L’identiant d’emetteur est xe lors de la creation des modules
de simulation de systeme temps-reel : le premier systeme simule cree recoit l’identiant
0, le deuxieme 1, etc... (pas de limitation).
Aucune de ces informations n’est utilisee par le module Net. Et les modules Nic
peuvent choisir de les exploiter ou non. Ainsi, il est possible de simuler le routage
de messages de type point a point (en considerant que l’identiant de destination est
en fait l’identiant d’un systeme temps-reel simule), multicast (en considerant que
l’identiant de destination est une adresse multicast), a diusion (en ne tenant pas
compte de l’identiant de destination), ou autre. De me^me, le contenu du message peut
correspondre a l’encapsulation de protocoles de plus haut niveau, ceci restant tout a fait
opaque a la partie qui nous concerne ici ; a ce titre, la simulation de reseau dans Artisst
correspond a la simulation de la couche physique d’un reseau d’interconnexions.
7.3.3 Module d’acheminement de messages \NET"
Le module Net est un module tres simple dont le ro^le est de consommer les messages
de simulation des modules source qui lui sont connectes (des modules de simulation de
systeme), et de renvoyer tous les messages reseau a l’identique (les autres messages de
simulation sont ignores) vers tous les modules destination qui lui sont connectes en
mode soumission (des modules Nic, y compris le module Nic associe a l’emetteur du
message).
Contrairement a ce que le nom laisse para^tre, ce type de module ne simule pas les
pertes, les delais d’acheminement, les alterations des messages, ni leur routage, et n’est
pas du tout personnalisable ou extensible. Son ro^le est exclusivement de contro^ler les
visions du temps-reel locales a chacun des nuds simules, au travers des estampilles des
messages generes, an d’assurer leur coherence. Pour ce faire, ce module exploite les
fonctionnalites de l’infrastructure de simulation, puisqu’il doit e^tre capable de consom-
mer le prochain message provenant de plusieurs modules source en mode consommation.
Ce module sert en general de boucle d’evenements (comme sur la gure 7.10).
7.3.4 Module de simulation de reseau \NIC"
Les modules coupleurs Nic (pour Network Interface Controller) servent de passe-
relle entre le module Net decrit precedemment, qui leur soumet (mode soumission) les
messages reseau emis par tous les nuds simules ; et les nuds simules, qui peuvent
consulter leur module Nic an de recuperer les messages disponibles. Ces modules
s’apparentent par consequent a des les de messages reseau.
Ce sont ces modules qui sont responsables de la simulation du reseau proprement
dite : ce sont eux qui simulent la transmission des messages et de ses caracteristiques
(delais de propagation, pertes, alteration, routage), par la manipulation directe de leur
le des messages (7.3.4.1). Et ce sont a eux que s’adressent les nuds associes pour
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recuperer les messages reseau (7.3.4.2). Enn, ces modules sont totalement personnali-
sables pour simuler toutes les caracteristiques de reseau possibles (7.3.4.3).
7.3.4.1 Simulation de transmission de message et signalisation
Pour la simulation de la transmission des messages reseau, les modules Nic agissent
sur leur le de messages locale. Ils peuvent ainsi :
{ Supprimer des messages de la le ) simulation de pertes de messages (criteres
en general probabilistes), ou de routage (critere lie aux identiants d’emetteur et
de destination),
{ Modier les estampilles des messages, qui (dans la le uniquement) correspondent
a la date temps-reel a partir de laquelle les messages peuvent e^tre recus par le
nud associe ) simulation de delais d’acheminement,
{ Modier le contenu des messages reseau ) alteration des messages.
Ces actions sont eectuees par deux fonctions de rappel que l’utilisateur denit a la
construction du module, ainsi que nous le voyons ci-dessous, en 7.3.4.3.
Vis-a-vis du nud associe, on distingue deux types de messages presents dans la
le :
{ Ceux susceptibles d’e^tre recuperes par le nud associe : ce sont les messages
reseau dont l’estampille a ete positionnee a une date temps-reel anterieure a la
date temps-reel courante. On dit dans ce cas que le message reseau a ete recu :
ils sont en attente d’e^tre delivres (i.e. recuperes par le nud associe)
{ Ceux qui sont \en transit" : ce sont les messages reseau qui ont ete soumis
au module Nic, mais pour lesquels celui-ci a modie l’estampille de telle sorte
qu’elle fasse reference a une date temps-reel a venir. Les messages de ce type sont
conserves dans la le en attendant d’e^tre declares \recus", i.e. en attendant que
la date temps-reel soit posterieure a l’estampille.
Lorsqu’un message dans la le passe de la categorie \en transit" a la categorie
\recu" (l’inverse n’est pas possible), une interruption simulee est automatiquement et
systematiquement generee par le module Nic a destination du nud simule associe.
Le niveau de cette interruption est deni lors de la construction du module Nic. C’est
par ailleurs le seul message de simulation qui est propage entre Nic et nud associe
par l’infrastructure de simulation : les messages reseau sur le lien Nic ! nud (et
uniquement celui-la) sont propages par appel de fonction, ainsi que nous le voyons en
7.3.4.2 (d’ou la semantique particuliere de l’estampille des messages reseau stockes dans
la le de messages du Nic).
Le nud associe au Nic peut choisir d’ignorer cette interruption (mode de reception
par attente active par exemple), ou de la prendre en compte (mode de reception par
signalisation).
7.3.4.2 Livraison du message
Une fois un message recu, le nud associe peut le recuperer. Pour cela, le module
Nic possede une interface de programmation specique tres simple, formee des deux
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fonctions st nic is empty() et st nic next message(). Leur ro^le est respectivement
de savoir si la le de messages du Nic contient des messages de la categorie \recus" ;
et de recuperer le message de cette categorie en te^te de cette liste (ordre chronologique
des estampilles) : on parle de livraison du message. Zero ou plusieurs messages de la
categorie \recu" peuvent eventuellement e^tre dans la liste, surtout en mode de reception
par attente active. C’est pourquoi la livraison des messages au nud simule consiste
en une boucle du type :
while (!st_nic_is_empty(my_nic_module)) {
struct st_message_t msg;
st_nic_next_message(my_nic_module, & msg);
/* Le message msg vient d’etre recu,
il peut etre traite */
// ...
}
7.3.4.3 Fonctionnement interne et personnalisation
En interne, la le de messages est une simple le des messages reseau classes suivant
l’ordre chronologique des estampilles. Pour l’instant, l’implantation est de type liste
cha^nee (circulaire double).
L’action de chaque module Nic sur cette liste se fait a deux niveaux :
1. Lors de chaque soumission d’un message reseau par le module Net (i.e. a chaque
invocation de la methode push() du module par l’infrastructure de simulation),
2. Lors de chaque livraison de message (appel a la fonction st nic next message()
de l’interface de programmation du module).
Pour cela, deux fonctions de rappel sont appelees, qui doivent e^tre fournies par l’utili-
sateur au moment de la construction de chaque module Nic.
Dans ces fonctions de rappel, l’utilisateur a le droit :
{ de supprimer des messages de la le ;
{ d’incrementer les estampilles des messages (i.e. simuler un delai de propagation),
en les reordonnant si besoin. Mais il ne peut pas decrementer ces estampilles ;
{ de modier les contenus des messages reseau.
Ce fonctionnement permet de modeliser des reseaux et des protocoles aussi varies
que possible (a detection de collision comme Ethernet par exemple, a priorite comme
le bus CAN par exemple, ...).
7.4 Autres modules
La bibliotheque Artisst est accompagnee d’autres modules de simulation tres
simples. On distingue les modules qui servent a generer des messages de simulation
servant de stimuli a un ou plusieurs modules de simulation de systeme temps-reel
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(dits modules d’entree), de ceux qui servent a analyser les messages d’instrumenta-
tion generes par les modules de simulation de systeme temps-reel (dits modules de
sortie).
Il existe en plus un module de type special, dit gateway, dont le ro^le est de servir de
relai : il sert dans une boucle d’evenements, et est en charge de consommer les messages
qui sont generes par les modules qui se trouvent en amont, et de les rediuser tous, en
mode soumission, aux modules qui lui sont connectes en aval. Il joue en quelque sorte
le ro^le de \multiprise", ou de brasseur.
7.4.1 Modules d’entree
Les modules d’entree Artisst sont des modules qui ne sont accessibles qu’en mode
consommation.
7.4.1.1 Generateurs aleatoires
Un module de generation aleatoire de messages est un module qui genere un mes-
sage donne toujours identique, avec une estampille qui est regie par une loi statis-
tique donnee : entre deux messages mi et mi+1 successifs generes par le module, la loi
statistique xe la distribution de estampille(mi+1) − estampille(mi). 20 distributions
standard sont disponibles :
{ Constante
{ Binaire (i.e. lance de
piece)
{ Uniforme
{ Gauss/normal
{ Poisson
{ Erlang
{ Exponentielle
{ Hyper-exponentielle
{ Laplace
{ γ
{ 2
{ 
{ Student
{ Log normal
{ Log γ
{ Weibull
{ Geometrique
{ Binomiale
{ Neg. binomiale
{ Triangulaire
On peut egalement fournir une distribution personnalisee en denissant soit la fonc-
tion de generation aleatoire, soit la fonction de repartition, soit la densite de probabilite
de la distribution souhaitee.
Pour simuler une loi d’activation periodique par exemple, on utilisera la distribu-
tion constante. Pour une loi d’activation sporadique, on utilisera une fonction aleatoire
personnalisee, qui pourra utiliser les distributions predenies, et qui se chargera de la
borner an de garantir le delai d’inter-arrivee specie.
7.4.1.2 Lecteur de traces
Le module de lecture de traces transforme un chier texte, dans lequel gure un
message par ligne, en le flux de messages de simulation equivalent. Un exemple typique
de traces interpretees est le suivant :
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4.150500000 INTERRUPT_RAISED 0 ACCEPT
4.150500000 SUSPEND_TASK_EXECUTION 0
4.150500000 INTERRUPT_ENTER 0
4.151500000 SCHEDULER_ENTER
4.152500000 SCHEDULER_LEAVE 0
4.152500000 INTERRUPT_LEAVE 0
4.152500000 RESUME_TASK_EXECUTION 0
4.152500000 INTERRUPT_WAKEUP_POSTPONED INTERNAL
4.160500000 INTERRUPT_RAISED 0 ACCEPT
Le premier champ xe l’estampille du message, les champs suivants renseignent le type
et l’information associee au message.
7.4.2 Modules de sortie
Les modules de sortie sont accessibles en mode consommation et en mode soumis-
sion. En mode consommation, leur fonction de rappel pull() reproduit exactement les
messages consommes a partir de son/ses module(s) source.
7.4.2.1 Enregistreur de traces
Le module d’enregistrement de traces stocke les messages de simulation qu’il recoit
dans un chier. Le format des enregistrements est le me^me que celui utilise par le lecteur
de traces.
7.4.2.2 Chronogramme
Le module chronogramme (ou diagramme de Gantt) permet de representer sous
forme graphique les messages d’instrumentation issus d’un module de simulation de
systeme temps-reel. Le principe est de representer les evenements lies a la gestion
des interruptions sur une fleche du temps-reel, puis les evenements lies aux dierents
travaux des ta^ches sur une fleche du temps par travail de ta^che. Si plusieurs travaux
de la me^me ta^che existent, le nom de la fleche du temps associe est suxe par [No
du travail] : pour un modele de ta^che de nom Task1, si deux travaux s’executent
simultanement, le premier s’appelle Task1[0], et le deuxieme Task1[1].
Le module repose sur une representation interne sous la forme d’un arbre d’objets
graphiques, sans limitation de taille (en dehors des limites liees a la taille memoire),
en particulier sans limitation sur la longueur des fleches de temps, ni sur la resolution
(i.e. facteur de zoom)4. Le but est d’abstraire la partie manipulation graphique, de la
partie representation, et, par la structure en arbre, d’accelerer le rendu partiel de la
scene (clipping). Il est en theorie possible de convertir cette representation interne en
n’importe quel format graphique (image, achage a l’ecran, postscript...). Le module
propose deux formats de representation : achage a l’ecran, et Xg 3.2.
4Paradoxalement, nombre de simulateurs d’ordonnancement achent leur chronogramme directe-
ment dans une fene^tre, ce qui limite leur largeur, et, partant, le temps de simulation autorise, en
particulier en cas de zoom (de l’ordre de 16384 pixels, voire moins).
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(a) Zoom avant (b) Facteur de zoom par
defaut
(c) Zoom arriere
Fig. 7.11: Fene^tre graphique de representation du chronogramme
Le format de representation par achage a l’ecran correspond a une fene^tre gra-
phique reposant sur la bibliotheque gtk, sur laquelle l’utilisateur peut zoomer, se
deplacer, et a partir de laquelle il peut decider de generer une representation XFig
de la zone qu’il est en train de visionner. En outre, la fene^tre indique la date temps-reel
de l’endroit ou se trouve le curseur de la souris, ainsi que l’objet sur lequel il pointe
accompagne de ses parametres temporels (execution d’une ta^che : date de debut/n,
traitement d’interruption : date de debut/n, ...). La gure 7.11 est une capture d’ecran
donnant une idee du resultat. L’implantation de cette methode de representation sup-
pose que la bibliotheque libglade est disponible : elle permet de construire la fene^tre
a partir d’une description en XML (emplacement des boutons et des autres elements
graphiques). Il est ainsi tres aise de personnaliser l’aspect de la fene^tre me^me apres que
le module a ete compile.
La deuxieme methode de representation correspond a la generation d’un chier
XFig (protocole version 3.2), qui autorise par la suite la transformation en une quantite
d’autres formats d’images, vectorielles ou par points. Cette methode de representation
peut e^tre invoquee par la methode de representation sur fene^tre graphique (par appui
sur une touche), ou directement dans le code de l’infrastructure de simulation : l’inter-
face de programmation du module est prevue a cet eet. La gure 7.12 propose une
version postscript du chronogramme, issue de la traduction depuis la version XFig.
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Fig. 7.12: Representation vectorielle du chronogramme
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Chapitre 8
Ordonnanceurs fournis avec
Artisst
L’un des objectifs d’Artisst est de pouvoir evaluer le comportement d’une me^me
application sous dierents ordonnanceurs. Il est possible d’implanter ses propres or-
donnanceurs, ou de personnaliser des ordonnanceurs existants. Par defaut, Artisst
propose plusieurs ordonnanceurs pour ta^ches independantes :
Ordonnanceurs a priorite simples :
{ Un ordonnanceur preemptif a priorite generique1 pour toutes les aectations
de priorites statiques ou dynamiques : JDP (pour Job-level Dynamic Priority
en anglais) ;
{ Un ordonnanceur a priorite xe mixte preemptif/non-preemptif, dit a seuil
de preemption (voir 3.2.3.5 de la partie I), avec garantie hors-ligne ;
{ Un ordonnanceur a priorite xe preemptif pour un modele de ta^ches dierent,
fonde sur la frequence d’activation [JG99] (RBE pour Rate-Based Execution,
voir 3.2.5.5 de la partie I), avec garantie hors-ligne.
Ordonnanceurs avec acceptation en-ligne : tous ces ordonnanceurs prennent en
compte la granularite de l’horloge systeme (la derniere section 8.5 indique de
quelle maniere).
Avec sous-systeme garanti hors-ligne :
{ Un ordonnanceur EDF preemptif avec serveurs pour ta^ches aperiodiques
du type Constant Bandwidth Server (voir 3.3.2.3 de la partie I), avec or-
donnancement a priorite conservative quelconque (notion denie en 8.1)
des ta^ches aperiodiques entre elles, et garantie en-ligne de ces ta^ches ;
{ Un ordonnanceur preemptif a requisition de temps-creux a double prio-
rite (Dual Priority, voir 3.3.2.4 de la partie I), avec ordonnancement
a priorite conservative quelconque (notion denie en 8.1) des ta^ches
aperiodiques entre elles, et garantie en-ligne de ces ta^ches.
1Specialisation par utilisation des templates, ou patrons, du langage C++.
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Sans sous-systeme garanti hors-ligne :
{ Une famille (i.e. arborescence d’objets) d’ordonnanceurs preemptifs a
priorite conservative quelconque (notion denie en 8.1) pour ta^ches ex-
clusivement aperiodiques, avec garantie et/ou avec repe^chage des tra-
vaux refuses : la famille JFP (pour Job-level Fixed Priority en anglais).
Cette famille d’ordonnanceurs est parametrique, c’est a dire que chaque
ordonnanceur de cette famille peut e^tre specialise pour dierentes no-
tions de priorite conservative, qui incluent entre autres toutes les prio-
rites xes, EDF (correspond alors a GED decrit en 3.4.2.3 de la partie I),
FIFO et une approximation de LLF.
Ordonnanceurs avec politique de rejet : tous ces ordonnanceurs prennent en compte
la granularite de l’horloge systeme.
{ Une famille d’ordonnanceurs preemptifs a priorite conservative avec politique
de rejet sans reconguration, et test d’acceptation en-ligne pour l’ordonnan-
cement de ta^ches exclusivement aperiodiques : ces ordonnanceurs constituent
une partie de la famille JFP. Cette famille inclut les variantes robustes de
DM, EDF (correspond alors a RED decrit en 3.4.2.3 de la partie I), FIFO et
une approximation de LLF ;
{ Un ordonnanceur avec un modele de ta^che etendu, ou une partie de chaque
ta^che est susceptible d’e^tre rejetee : TPS (pour Taskpair Scheduling , voir
3.4.4 de la partie I).
Ordonnanceur pour systemes ouverts :
{ L’ordonnanceur EEVDF [SAWJ+96] (pour Earliest Elligible Virtual Dead-
line First) pour le modele fluide, et garantie en-ligne des reque^tes aperiodiques
temps-reel (voir 3.5 de la partie I).
Ordonnanceurs au mieux avec approche par prevision :
{ Des ordonnanceurs au mieux avec test d’acceptation simple contro^le par
les depassements d’echeance passes : FC-EDF et FC-EDF2 (voir 3.5.2 de la
partie I).
Tous les ordonnanceurs fournis supportent les ta^ches qui n’ont pas d’echeance tem-
porelle : quand aucune ta^che possedant une contrainte temps-reel n’est pre^te, l’ordon-
nanceur elit la ta^che non temps-reel de plus haute priorite, suivant une aectation
de type priorite statique, et en mode preemptif (i.e. ordonnancement des ta^ches non
temps-reel en ta^che de fond).
Dans les quatre sections qui suivent, nous decrivons quatre de ces ordonnanceurs,
puisqu’ils sont soumis a evaluation dans la partie III, et parce qu’ils presentent des
caracteristiques originales : l’ordonnanceur a bande passante constante (CBS-JFP), l’or-
donnanceur a double priorite (DP), la famille d’ordonnanceurs JFP, et l’ordonnanceur
TPS. Nous presentons la famille JFP en premier car ses caracteristiques et son fonc-
tionnement sont repris en partie dans DP et CBS-JFP.
Dans ces sections, nous considerons que le systeme a moyen de determiner la date
temps-reel actuelle exacte (temps continu), ainsi que les temps exacts que les travaux
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ont passe sur le processeur. Nous levons cette hypothese dans la derniere section du
chapitre, en exposant les problemes lies a la granularite de l’horloge systeme pour
les ordonnanceurs avec acceptation en-ligne de ta^ches aperiodiques temps-reel, et en
indiquant comment la prendre en compte dans ces ordonnanceurs.
Les autres ordonnanceurs disponibles et non presentes en detail ci-dessous corres-
pondent a l’implantation directe des travaux decrits dans les articles qui les proposent.
Les sources d’Artisst contiennent une documentation complete pour tous ces ordon-
nanceurs.
8.1 Famille JFP (Job-level Fixed Priority)
On peut remarquer [Liu00, Mig99] que l’ordonnancement a priorite statique (voir
3.1.3.2 de la partie I) correspond a la denition d’une priorite a l’echelle de la ta^che
(i.e. tous travaux confondus), et que l’ordonnancement a priorite dynamique revient
la plupart du temps a denir la priorite a l’echelle de chaque travail : ceci est valable
par exemple pour EDF (priorite = echeance absolue du travail), FIFO (priorite =
date d’activation), mais n’est pas valable pour LLF (la priorite depend du temps que
la ta^che a passe sur le processeur). On peut par consequent distinguer une propriete
commune aux ordonnanceurs a priorite statique et a la plupart des ordonnanceurs a
priorite dynamique :
(aectation conservative) Une fois la priorite d’un travail denie, celle-ci
reste constante jusqu’a sa terminaison.
On parle dans la suite d’aectation conservative des priorites, et la famille d’ordonnan-
ceurs reposant sur cette propriete est appelee a priorite xe a l’echelle du travail, ou
JFP pour Job-level Fixed Priority. Dans le cas de l’ordonnancement a priorite statique,
cette priorite est celle de la ta^che a laquelle le travail appartient.
Nous avons ainsi deni dans Artisst toute une lignee d’ordonnanceurs parame-
triques reposant sur cette propriete, adaptes aux systemes temps-reel prenant en compte
des travaux de ta^ches aperiodiques sans ou avec garantie, et sans sous-partie garantie
hors-ligne. Cette famille d’ordonnanceurs est inspiree de la lignee EDF/GED/RED
de [BS93], et permet eventuellement d’obtenir une garantie en-ligne, eventuellement
accompagnee de politiques de rejet variees, pour des aectations de priorites aussi
dierentes que DM, RM, EDF, FIFO ou une approximation de LLF (decrit ci-dessous
et note FLLF par la suite).
Elle est ecrite en C++, et denit son propre modele de ta^ches. Elle s’appuie sur le
mecanisme de parametrisation du langage C++ (template) : une hierarchie objet corres-
pondant a la lignee EDF/GEDF/RED est fournie, et est parametrable par une ou plu-
sieurs fonction(s) de comparaison de priorite. Le modele objet associe a cette hierarchie
est represente dans la gure 8.1. Dans ce modele, le modele des ta^ches et le statut
d’execution des ta^ches (JFPTaskModel et JFPTask respectivement) heritent des modeles
et statuts denis par defaut dans Artisst (st Task Model et st Task Status respec-
tivement). La lignee d’ordonnanceurs JFP possede les caracteristiques d’un systeme
quelconque (heritage de RTSys), et le specialise a partir de l’ordonnanceur JFPSys :
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JFPTaskModel
st_Task_Model
st_Task_Status
JFPTask
RTSys
JFPSys
priorité
GuaranteedJFPSys
priorité
JFPRejTask
GuaranteedJFPSysWithRejectQueue
priorité
priorité_réaccept
SingleRobustJFPSys
priorité
priorité_réaccept
priorité_rejet
MultipleRobustJFPSys
priorité
priorité_réaccept
priorité_rejet
1
0+
0+
1
1
0+
Fig. 8.1: Modele objet pour la famille d’ordonnanceurs JFP
chacun de ces ordonnanceurs est parametre, le ou les parametre(s) etant indique(s) sur
le schema dans les bo^tes en trait pointille, et correspondant a une fonction de com-
paraison de priorite (denie en 8.1.2 ci-dessous). Pour utiliser l’un ou l’autre des or-
donnanceurs de cette famille, l’utilisateur d’Artisst doit deriver le systeme temps-reel
simule de l’une de ces classes (par heritage), en le parametrant par la ou les fonction(s)
de comparaison de priorite. Les 1, 2 ou 3 fonctions de comparaison de priorite passees en
parametres permettent d’etablir 3 niveaux d’aectation des priorites entre les ta^ches :
{ La premiere (priorite sur le schema) etablit l’aectation des priorites pour le
test de garantie et les decisions d’ordonnancement (utilisee dans tous les ordon-
nanceurs de la famille) ;
{ La seconde (priorite reaccept sur le schema) permet d’ordonner la le des
ta^ches refusees, pour les soumettre a une etape de reacceptation/repe^chage ulterieure
(utilisee dans 3 des 5 ordonnanceurs de la famille) ;
{ La troisieme (priorite rejet sur le schema) permet d’ordonner la liste des
ta^ches pre^tes, an de prendre les decisions de rejet (utilisee dans 2 des 5 or-
donnanceurs de la famille).
Dans la suite, nous commencons par denir le modele de ta^ches (section 8.1.1), puis
nous detaillons la notion de fonction de comparaison de priorite conservative (section
8.1.2), et enn nous detaillons la hierarchie objet d’ordonnancement JFP (section 8.1.3).
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8.1.1 Modele de ta^ches
La lignee d’ordonnanceurs decrite ici est inspiree de celle decrite dans [BS93], qui
suppose l’aectation des priorites suivant EDF. Nous avons generalise ce travail a toute
aectation conservative des priorites.
Dans leur travail et le no^tre, le modele de ta^ches (deni via les classes JFPTaskModel
et JFPTask dans le cas d’Artisst) est le suivant :
{ Tous les travaux qui sont actives correspondent a des ta^ches aperiodiques indepen-
dantes totalement preemptibles.
{ Certains de ces travaux ont une echeance stricte, auquel cas ils sont dites temps-
reel, et on suppose leur temps d’execution pire-cas connu. Suivant l’ordonnanceur
choisi dans la famille JFP, il peut y avoir garantie en-ligne, ou pas. Les travaux
sont ordonnances preemptivement suivant la fonction de comparaison de priorite
qui parametre l’ordonnanceur.
8.1.2 Fonctions de comparaison de priorite conservatives
Dans la famille d’ordonnancement JFP, les ta^ches sont classees suivant leur priorite.
Ce classement est utilise pour les decisions d’ordonnancement, de garantie de ta^ches
aperiodiques, ou de rejet. An de pouvoir utiliser les structures de donnees ordonnees
les plus ecaces de la bibliotheque STL2 (arbres binaires de recherche en particu-
lier), ce classement ne repose pas sur la notion de priorite en tant que telle, mais sur
la denition des fonctions de comparaison de priorite. Ce sont de simples fonctions
booleennes chargees de comparer deux travaux t1 et t2 passes en parametres, en fonc-
tion du critere de comparaison choisi (echeance absolue pour EDF, priorite statique
pour RM/DM, date de creation pour FIFO, ...), et de renvoyer true si t1 est plus
prioritaire que t2.
Pour la famille JFP, il est necessaire que ces fonctions de comparaison soient
conservatives. Par denition :
Une fonction de comparaison de priorite prio conservative est telle que :
si prio(t1, t2) vaut true (resp. false) a un instant donne, alors tant
que t1 et t2 restent valides, prio(t1, t2) continue de valoir true (resp.
false).
Les fonctions de comparaison de priorite conservatives suivantes sont denies par
defaut, mais il est bien su^r possible d’en denir d’autres, a condition qu’elles soient
conservatives (par exemple, il n’existe pas de fonction de comparaison de priorite conser-
vative pour l’aectation de priorites suivant LLF) :
FP i.e. priorite xe (rassemble DM, RM, et toutes les aectations a priorite xe) : la
priorite est statique denie hors-ligne dans le modele de ta^che ;
EDF : la priorite est liee a l’echeance absolue du travail de la ta^che ;
FIFO : la priorite est liee a la date d’activation du travail de la ta^che ;
2STL : Standard Template Library, bibliotheque de classes parametriques accompagnant de nom-
breux compilateurs C++.
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FLLF : cas particulier de FP, pour l’approximation de LLF. Une ta^che est d’autant
plus prioritaire que sa laxite initiale, la ta^che etant consideree en isolation (i.e.
dierence entre echeance relative et temps d’execution pire-cas), est petite ;
Value : variante de FP qui eectue les comparaisons de priorite sur un autre champ
du modele de ta^che que SP : sur le champ value. Cette fonction est utilisee dans
le cas des ordonnanceurs fondes sur la politique FP, lorsqu’une politique de rejet
est denie, qui repose sur une aectation de type priorite xe dierente de celle
choisie pour l’ordonnancement.
Puisque les ordonnanceurs de la famille JFP peuvent e^tre parametres par 1, 2 ou
3 fonction(s) de comparaison conservative(s) suivant leur type (voir gure 8.1, et les
sections qui suivent), a partir de ces 5 fonctions de comparaison de priorites, il est
theoriquement possible de denir 5 + 5 + 52 + 53 + 53 = 285 ordonnanceurs. Nous
proposons 25 specialisations interessantes parmi elles.
8.1.3 Lignee d’ordonnanceurs implantee
Dans Artisst, nous fournissons l’arborescence d’ordonnanceurs a 5 niveaux sui-
vante, tous les ordonnanceurs etant parametrables par une ou plusieurs fonction(s) de
comparaison de priorite conservative (voir gure 8.1).
8.1.3.1 Ordonnanceur basique sans garantie (JFPSys)
Il s’agit d’un ordonnanceur simple prenant en compte tous les travaux de ta^ches
qui sont actives, mais sans aucune garantie. Il est parametre par une fonction de com-
paraison de priorite, et fonctionne de la maniere suivante :
{ Si au moins un travail avec echeance temps-reel est pre^t, celui de plus grande prio-
rite (selon la fonction de comparaison de priorite qui parametre l’ordonnanceur)
est elu.
La complexite algorithmique d’ordonnancement en-ligne est en O(log(nombre de ta^ches)),
et est due a l’utilisation des structures de donnees de la STL.
Si tous les travaux qui sont actives appartiennent a des ta^ches qui ont ete garanties
par analyse hors-ligne (voir la partie I), cet ordonnanceur s’apparente a DM, RM, ou
EDF simple (suivant la fonction de comparaison de priorite choisie) puisqu’il n’y a pas
besoin de garantie en-ligne supplementaire des travaux.
8.1.3.2 Ordonnanceur a garantie simple (GuaranteedJFPSys)
Il s’agit d’un ordonnanceur parametre par une fonction de comparaison de priorite,
ba^ti au dessus du precedent, et qui rajoute une etape de garantie en-ligne pour tous les
travaux des ta^ches avec echeance temps-reel : chaque travail de chaque ta^che (qu’elle
soit periodique, sporadique, ou aperiodique) est individuellement soumis a l’algorithme
de garantie. Nous commencons par denir la notion de temps residuel a la base de
l’algorithme de garantie, avant de detailler ce dernier.
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Notion de temps residuel
Par denition :
Le temps residuel d’un travail donne du systeme, est la mesure du temps
minimal entre la date de terminaison au pire-cas de ce travail et sa date
d’echeance, et en tenant compte des travaux de priorite superieure.
Cette denition suppose que l’aectation des priorites est conservative (voir ci-dessus),
an que la valeur du temps residuel ne depende pas de la date a laquelle elle est
calculee, tant que i) le travail reste present dans le systeme, ii) aucun travail de priorite
superieure ne termine plus to^t que son temps d’execution pire-cas, et iii) aucun travail
de priorite superieure n’est active d’ici a l’echeance du travail considere. Lorsque l’une
de ces conditions n’est pas respectee, le temps residuel des travaux concernes doit e^tre
recalcule.
La gure 8.2 propose une illustration des temps residuels pour un ensemble de trois
travaux, calcules a la date 4, et qui restent inchanges jusqu’a la date 8 pour J1, 11 pour
J2, et 14 pour J3, a condition que ni J1, ni J2, ni J3 ne terminent plus to^t que leur
temps d’execution pire cas (dans le cas contraire, une re-evaluation intermediaire des
temps residuels s’impose).
J3
J1
J2
41 2 5 6 7 8 93 11 12 12 1410
WCET = 4
WCET = 4
WCET = 3
Res = 2
Res = 2
Res = 31
2
3
temps residuels
date de calcul des
Fig. 8.2: Temps residuels (zones grisees) pour 3 travaux aperiodiques, aectation des
priorites suivant EDF.
Dans [BS93], le calcul du temps residuel Resi (avec i  1) a un instant t, pour un tra-
vail temps-reel i, sachant que les travaux sont classes suivant les priorites decroissantes,
s’ecrit :
d0 = t Res0 = 0 (Ne correspond a aucun travail reel)
i 2 f1   Ng Resi = Resi−1 + (di − di−1)− ci
Ou di est l’echeance absolue du travail. Et ci est le temps d’execution pire-cas restant
a executer mis a jour par exemple a chaque interruption d’horloge systeme a partir
du temps d’execution pire-cas Ci et du temps d’execution eectif mesure execi : ci =
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Ci − execi ; nous verrons dans le chapitre 8.5 les problemes que pose la granularite
de l’horloge systeme dans l’etablissement de ci. Dans l’expression ci-dessus, le calcul
de Resi n’est pas tres intuitif, et peut sembler specique a l’aectation des priorites
suivant EDF (car pour d’autres aectations, di − di−1 peut e^tre negatif, ce qui est a
priori dicile a apprehender).
Dans Artisst, nous sommes partis de la denition litterale des temps residuels
suivante :
i 2 f1   Ng Resi = di − t− ci − ci−1 − : : : − c1
Il est facile de montrer que cette expression est equivalente a la precedente. Cependant,
elle presente l’avantage d’e^tre plus intuitive, d’e^tre plus explicitement independante
de l’aectation des priorites du moment que celle-ci reste conservative, et enn de
conduire a une complexite algorithmique d’implantation du test d’acceptation sensible-
ment moindre.
Algorithme de garantie
L’algorithme prend comme entree un travail a accepter ou a refuser, et la le des
travaux temps-reel deja acceptes. On suppose que les travaux de cette le sont classes
suivant la fonction de comparaison des priorites passee en parametre de l’ordonnanceur :
le premier element de la le, d’indice 1, est le travail de plus haute priorite. L’algorithme
procede en 3 pas :
1. On cherche a quel rang dans la le des travaux temps-reel deja presents le nouveau
travail viendrait s’inserer, suivant la fonction de comparaison des priorites choisie.
Soit i ce rang.
2. On verie que le temps residuel Resi calcule par l’expression donnee ci-dessus
est positif, auquel cas les travaux de priorite superieure laissent susamment de
temps libre pour que le travail s’execute. Sinon, le travail est refuse.
3. On verie que les temps residuels Resj pour j > i sont tous positifs, auquel cas
l’introduction du nouveau travail est compatible avec les echeances des autres
travaux temps-reel. Dans ce cas, le nouveau travail est accepte, c’est-a-dire qu’il
est insere au rang i dans la le des travaux temps-reel. Si non (au moins un
travail de priorite inferieur n’a pas susamment de marge pour e^tre execute dans
les delais), le nouveau travail est refuse.
Du fait que la fonction de comparaison des priorites est conservative, on est assure que
la le des travaux temps-reel restera classee apres que l’algorithme ait ete applique (que
le travail ait ete accepte ou refuse).
Puisque les temps residuels Resi ne sont calcules qu’au moment ou un travail est
active, avec l’expression de Resi choisie, l’algorithme tient mecaniquement compte de
la terminaison en avance des travaux pour pouvoir accepter d’autres travaux. En eet,
les travaux qui terminent (que ce soit en avance ou pas) sont aussito^t enleves de la
le des travaux temps-reel, et ne gurent donc plus dans le calcul de Resi pour les
activations de travaux ulterieures.
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Si la fonction de comparaison des priorites est EDF, cet algorithme correspond
exactement a GED, pour (Guaranteed Earliest Deadline First, voir 3.4.2.3 de la partie
I).
8.1.3.3 Ordonnanceur a reacceptation des travaux refuses (GuaranteedJFP-
SysWithRejectQueue)
Il s’agit d’un ordonnanceur parametre par deux fonctions de comparaison de prio-
rite, qui rajoute une etape lors du refus et lors de la terminaison plus to^t de travaux
temps-reel pour la recuperation des ressources inutilisees. La premiere fonction de com-
paraison de priorite permet de parametrer l’ordonnanceur a garantie sous-jacent vu
precedemment. La deuxieme fonction de comparaison de priorite sert a l’etape de re-
fus/reacceptation (ou repe^chage) suivante, pour classer les travaux a reexaminer lors
du repe^chage :
1. Quand un travail est refuse par l’algorithme a garantie precedent, il est mis
dans une le de travaux rejetes. Cette le de travaux rejetes est classee selon
la deuxieme fonction de comparaison de priorite fournie en parametrage de l’or-
donnanceur.
2. Quand un travail temps-reel termine plus to^t que son temps d’execution pire-cas,
une routine de reacceptation des travaux rejetes est appelee.
3. La routine de reacceptation des travaux rejetes refait passer le test de garantie
decrit precedemment (et qui tient compte de la terminaison plus to^t ainsi que
nous l’avons vu plus haut) au premier travail sur la le des travaux rejetes. Si
le travail est accepte, elle essaye de reaccepter le deuxieme travail sur la le des
travaux rejetes, etc... Sinon, elle ne fait rien.
4. Periodiquement, les travaux dans la le des travaux rejetes qui n’ont aucune
chance de pouvoir e^tre reacceptes (i.e. t > di − ci) sont denitivement refuses.
Cet ordonnanceur, comme le precedent, permet de recuperer les ressources laissees
disponibles par la terminaison plus to^t de travaux temps-reel. Mais, a la dierence du
precedent, les ressources recuperees servent en priorite a donner une deuxieme chance
a des travaux qui avaient ete precedemment refuses. Seulement quand les ressources
recuperees ne sont pas susantes pour permettre ceci, elles sont recuperees sous la me^me
forme que dans l’ordonnanceur precedent : an de permettre d’accepter davantage de
travaux temps-reel ulterieurs.
8.1.3.4 Ordonnanceur robuste a politique de rejet simple (SingleRobustJFP-
Sys)
Il s’agit d’un ordonnanceur parametre par 3 fonctions de comparaison de priorite,
qui est fonde sur l’ordonnanceur a reacceptation de travaux refuses, et qui rajoute une
etape lors du refus d’un travail temps-reel. Les deux premieres fonctions de comparaison
de priorite servent a parametrer l’ordonnanceur a reacceptation de travaux refuses sous-
jacent comme precedemment. La troisieme fonction de comparaison de priorite, dite
fonction de valeur, sert a la politique de rejet, dont le fonctionnement est le suivant :
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1. Quand un travail r est refuse, on regarde s’il pourrait e^tre accepte si on suppri-
mait un travail temps-reel s present dans le systeme qui a la plus faible valeur
(i.e. suivant la troisieme fonction de comparaison de priorite), a condition que
celle-ci soit inferieure a celle du travail refuse.
2. Si oui, le travail s ainsi supprime est mis dans la le des travaux rejetes, et le
travail r est accepte. Si non, le travail r subit exactement le me^me traitement
que dans l’ordonnanceur a reacceptation des travaux refuses decrit ci-dessus (i.e.
il est mis dans la le des travaux rejetes).
Si la premiere fonction de comparaison de priorite est EDF, et si les deux autres sont
la fonction de comparaison de valeur (value), cet ordonnanceur correspond a la version
a rejet simple de RED (voir 3.4.2.3).
8.1.3.5 Ordonnanceur robuste a politique de rejet multiple (MultipleRobust-
JFPSys)
Il s’agit d’un ordonnanceur comparable au precedent. La dierence est qu’au lieu
d’essayer de reaccepter une ta^che en tentant d’en supprimer une seule de plus faible
valeur, on essaye en en supprimant autant que possible.
Si la premiere fonction de comparaison de priorite est EDF, et les deux autres sont
la fonction de comparaison de valeur (value), cet ordonnanceur correspond a la version
a rejet multiple de RED (voir 3.4.2.3).
8.2 Ordonnanceur a bande passante constante (CBS-JFP)
Nous avons repris les travaux [AB98a] sur le serveur a bande passante constante
(CBS pour Constant Bandwidth Server en anglais, voir 3.3.2.3 de la partie I), pour y
ajouter la garantie en-ligne de travaux de ta^ches aperiodiques, en utilisant l’algorithme
de garantie de la famille JFP. Il s’agit brievement d’un ordonnanceur hierarchique dont
le premier niveau est l’ordonnancement des ta^ches et des serveurs garantis hors-ligne
suivant EDF, et dont le deuxieme niveau est la garantie et l’ordonnancement des travaux
aperiodiques dans chacun des serveurs (de type JFP). C’est pourquoi nous appelons
cet ordonnanceur : CBS-JFP.
Contrairement aux ordonnanceurs de la famille JFP, ce type d’ordonnanceur permet
de faire cohabiter ta^ches garanties hors-ligne et garantie en-ligne de travaux de ta^ches
aperiodiques.
8.2.1 Modele de systeme
Les ta^ches serveurs du systeme repondent a la denition des serveurs donnee en
3.3.2.3 de la partie I. Plus precisement, en ce qui concerne l’implantation dans Artisst,
le modele est le suivant :
{ Des ta^ches avec des contraintes temps-reel sont garanties hors-ligne, en presence
des ta^ches serveurs.
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{ L’ordonnanceur du systeme est EDF, charge d’ordonnancer les ta^ches et les ser-
veurs garantis hors-ligne.
{ Les travaux aperiodiques qui sont soumis sont aectes en-ligne a un serveur donne
du systeme. Les serveurs pour ta^ches aperiodiques prennent la forme de tra-
vaux dont l’echeance est ajustee suivant les travaux de ta^ches aperiodiques qu’ils
servent, et suivant les parametres du serveur. Lorsque l’ordonnanceur EDF du
systeme elit un serveur, celui-ci est charge de selectionner un travail de ta^che
aperiodique qu’il sert, pour execution immediate sur le processeur, suivant un
algorithme d’ordonnancement de type JFP a priorite conservative avec garantie
en-ligne. Nous detaillons le fonctionnement d’un serveur dans la section suivante.
8.2.2 Serveurs de ta^ches aperiodiques
Conformement a [AB98a], un serveur correspond a la denition de deux parametres
fournis hors-ligne : une periode PS , et une capacite d’execution (ou budget) CS , qui
denissent la fraction du processeur BS = CSPS disponible (la bande passante) pour
executer les travaux des ta^ches aperiodiques assignes au serveur. A partir de ces deux
parametres, et en fonction de la presence ou de l’absence de travaux aperiodiques en
attente, on denit en-ligne l’echeance du serveur, compatible avec la garantie hors-ligne
des autres ta^ches et serveurs, ce qui permet l’ordonnancement du systeme suivant EDF.
Dans Artisst, un serveur est un objet C++ parametrique qui possede une le de
travaux de ta^ches aperiodiques en attente sur le serveur. Cette le comprend deux types
de travaux aperiodiques : des travaux avec une echeance temps-reel, et des travaux
non temps-reel. Le parametre du serveur est une fonction de comparaison de priorite
conservative (voir 8.1.2) utilisee pour classer les travaux aperiodiques temps-reel dans
la le ; les travaux aperiodiques non temps-reel sont classes suivant une aectation du
type priorite xe. Si plusieurs serveurs existent, ils peuvent avoir chacun en parametre
une fonction de comparaison de priorite dierente.
Lors de l’activation d’un travail de ta^che aperiodique temps-reel, il est soumis, vis-
a-vis du serveur, a un test d’acceptation similaire a celui de JFP, reposant sur le calcul
des temps residuels (voir 8.1.3), en prenant soin de ne tenir compte que de la fraction
du processeur eectivement disponible pour le serveur. Lorsque le serveur est elu par
l’ordonnanceur EDF du systeme, il indique le travail temps-reel de plus haute priorite
dans sa le s’il en existe, ou sinon le travail non temps-reel de plus haute priorite s’il
en existe. Si la le est vide, le serveur se met en sommeil en attendant la prochaine
activation de travail aperiodique qui lui sera aectee.
8.3 Ordonnanceur a double priorite (DP)
Cet ordonnanceur, appele DP dans Artisst, est une implantation directe des tra-
vaux de [Dav94] (voir 3.3.2.4 de la partie I). Elle permet la garantie en-ligne de travaux
de ta^ches aperiodiques en presence de ta^ches temps-reel garanties hors-ligne ordon-
nancees en priorite xe. Les travaux aperiodiques sont soumis entre eux a une politique
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d’ordonnancement a priorite a l’echelle des travaux conservative, et sont garantis en-
ligne s’ils ont une echeance.
Dans Artisst, l’ordonnanceur se nomme DP, et est parametrique, le parametre
etant la fonction de comparaison de priorite conservative (voir 8.1.2) des travaux des
ta^ches aperiodiques temps-reel. L’algorithme de garantie en-ligne des travaux des ta^ches
aperiodiques est similaire a celui de JFP (voir 8.1.3), et tient compte de la presence des
ta^ches temps-reel garanties hors-ligne.
8.4 Ordonnanceur TPS
L’ordonnanceur TPS (pour TaskPair Scheduling) prend en compte les travaux
aperiodiques, avec garantie en-ligne, et sans sous-partie garantie hors-ligne : il permet
de garantir en-ligne une partie (l’exception) d’un traitement dont on ne conna^t pas
en-ligne le comportement temporel integral, le reste du traitement (la ta^che principale)
etant pris en charge par une politique d’ordonnancement au mieux . L’implantation
dans Artisst est directement issue de [Str95, Net97] (voir 3.4.4 de la partie I).
Dans Artisst, l’ordonnanceur TPS a un intere^t tout particulier, puisqu’il montre
que le modele de ta^ches peut e^tre bien dierent du modele de ta^ches deni par defaut.
Ainsi, l’ordonnanceur TPS doit gerer des taskpairs, c’est-a-dire des couples ta^che prin-
cipale+exception, pluto^t que des ta^ches simples : ceci entra^ne l’extension du modele
de ta^ches et du statut d’execution an de denir les notions de ta^che principale, d’ex-
ception, et an de leur ajouter leurs relations, representees par l’objet taskpair.
A titre d’exemple, le modele objet qui est developpe pour cet ordonnanceur est
donne en gure 8.3 (une fleche fermee indique une relation d’heritage, une fleche ouverte
indique une association, un texte precede d’un diese indique un attribut prive, et un
+ indique une methode publique), qui illustre les capacites d’extension du modele
de ta^ches. Dans ce modele, l’ordonnanceur (TPSched) possede les caracteristique d’un
systeme quelconque (heritage de RTSys), et le specialise puisqu’il est en charge de gerer
non pas directement des travaux, mais des instances des taskpairs (TaskPair Status).
Ces instances sont formees d’une ta^che principale et d’une exception, qui sont en fait
des specialisations (par heritage) d’un objet generique TaskPair Task, lui-me^me etant
une specialisation par heritage des travaux de ta^ches Artisst habituels.
8.5 Prise en compte de la granularite de l’horloge systeme
dans les algorithmes d’ordonnancement avec accepta-
tion en-ligne de travaux aperiodiques temps-reel
Dans les sections qui precedent, nous avons presente les ordonnanceurs dispo-
nibles dans Artisst en supposant que la date temps-reel et les temps d’execution
eectifs mesures etaient connus a tout moment. Dans ce chapitre, nous presentons la
problematique associee au fait qu’un systeme informatique n’a en general acces a la no-
tion de temps qu’au travers d’une approximation discontinue du temps-reel : l’echelle de
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st_Task_Status
RTSys
TaskPair_Task
#I_am_ExceptTask: bool
+get_TaskPair_Status(): TaskPair_Status*
+is_MainTask(): bool
+is_ExceptTask(): bool
TaskPair_mainTask TaskPair_exceptTask
TaskPair_Status
#release_date: st_Time
#abs_deadline: st_Time
#axception_latest_start_date: st_Time
#exception_start_time: st_Time
+get_release_date(): st_Time
+get_abs_deadline(): st_Time
+get_latest_children_end_time(): st_Time
+get_mainTask_deadline(): st_Time
+get_exception_latest_start_date(): st_Time
+get_mainTask_model(): st_Task_Model
+get_exceptTask_model(): st_Task_Model
+get_parent(): TaskPair_Status *
+get_mainTask(): TaskPair_mainTask
+get_exceptTask(): TaskPair_exceptTask
+cb_notify_mainTask_end()
+cb_notify_exceptTask_end()
+cb_notify_child_end()
mainTask
{0,1}
exceptTask
{0,1}
parent
{0,1}
TPSched
+activate_taskpair(:TaskPair_Model &): st_int
#cb_notify_taskpair_rejected(:TaskPair_Status*)
#cb_notify_exception_raised(:TaskPair_Status*)
#cb_notify_taskpair_terminated(:TaskPair_Status*,exception_raised:bool)
current_taskpair
tp
1
child
{0,1}
current_taskpair
1
taskpair_list, exception_list
1+
Fig. 8.3: Modele objet pour l’ordonnancement avec TPS
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temps systeme. Nous degageons ensuite trois grandeurs aectees par cette approxima-
tion, qui sont utilisees dans les algorithmes d’ordonnancement avec acceptation en-ligne
de travaux aperiodiques temps-reel presentes precedemment. Puis nous indiquons com-
ment la granularite de l’horloge systeme peut e^tre prise en compte dans l’evaluation de
ces grandeurs.
Tous les ordonnanceurs presentes precedemment utilisent les resultats qui suivent,
an de prendre en compte la granularite de l’horloge systeme.
8.5.1 Problematique
L’horloge systeme est une grandeur discrete, qui evolue par paliers de hauteur la
granularite de l’horloge, a chaque interruption d’horloge. Par consequent, lorsqu’un
evenement systeme doit e^tre traite (acceptation de ta^che par exemple), le systeme n’a
qu’une vision approximative de la date de l’evenement, des durees entre evenements,
et du temps processeur eectivement consomme par les ta^ches. Pour fonctionner cor-
rectement, tous elements du systeme simule qui eectuent des calculs ou des decisions
fondes sur le temps doivent donc tenir compte de cette caracteristique.
En particulier, les algorithmes d’acceptation proposes doivent e^tre revus, de sorte
que le systeme continue de se comporter de facon pessimiste vis-a-vis des grandeurs
liees au temps, sans quoi des contraintes temporelles risqueraient d’e^tre depassees.
Dans la suite, toutes les grandeurs manipulees sont relatives a l’echelle de temps
systeme. Et il s’agit de prendre en compte le fait que l’horloge systeme qui denit ce
temps evolue de facon discontinue, par palier de hauteur la granularite de l’horloge
systeme, supposee constante par rapport au temps-reel.
8.5.2 Grandeurs aectees
Le principe des tests d’acceptation presentes dans les sections precedentes est tou-
jours de calculer le temps residuel de chaque travail, en tenant compte des ta^ches deja
garanties, et de maniere a verier le respect des contraintes temporelles. Le calcul de
ce temps residuel fait intervenir (voir 8.1.3.2) trois types de grandeurs aectees par la
marge d’erreur liee a la granularite de l’horloge systeme :
{ Les dates : que ce soit pour determiner la date courante, ou les echeances absolues ;
{ La mesure du temps d’execution sur le processeur eectivement consomme par
un travail : pour determiner le temps pire-cas d’execution restant ;
{ La mesure du temps d’execution reserve lors de l’acceptation d’un travail, mais
nalement inutilise suite a la terminaison plus to^t du travail. Cette grandeur est
utilisee dans le cas de l’ordonnancement JFP a reacceptation des travaux refuses
(voir 8.1.3.3).
8.5.3 Dates
La prise en compte de la granularite d’horloge systeme necessite :
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{ Que l’etablissement de l’echeance absolue du travail soit fait de facon pessimiste,
c’est-a-dire sur la base de la date systeme de debut du tick courant (donnee par
get date() dansArtisst) : echeance absolue = get date() + echeance relative
{ Que le calcul du temps de reponse considere que la date de demarrage du travail
au plus to^t correspond a la n du tick d’horloge courant : demarrage au plus to^t
= get date() + granularite horloge. Ceci est du^ au fait qu’on ne peut pas
savoir si la date courante se situe plus pres de la n du tick courant, que du debut.
8.5.4 Evaluation du temps d’execution pire-cas restant a executer
En cours de fonctionnement, les systemes simules tiennent a jour les temps d’execu-
tion pire-cas restant a executer par les dierents travaux, an de calculer au plus juste
les temps residuels. Ceci s’eectue simplement en decrementant le temps d’execution
pire-cas restant, de la valeur de la granularite de l’horloge systeme, lors de certains ticks
d’horloge. Il faut que cette mise a jour s’eectue de facon su^re, et donc que les ticks
quand la mise a jour s’eectue soient bien choisis.
Si on se contente de decrementer le temps d’execution restant de la ta^che en cours
au moment de chaque interruption d’horloge, on prend le risque de surestimer la
progression de la ta^che en cours. Car on ne cherche pas a savoir si elle a occupe le
processeur reellement pendant toute la duree du tick , ou si elle a ete elue juste avant
que l’impulsion d’horloge n’apparaisse. En comptabilisant le temps d’execution restant
de la sorte, on prend donc le risque d’accepter des travaux de ta^che aperiodiques a tort,
par surestimation des ressources disponibles.
La gure 8.4 illustre ce phenomene, pour une granularite d’horloge unitaire. Dans le
systeme gure une ta^che sporadique 1 garantie hors-ligne, de temps d’execution pire-
cas 3, et d’echeance relative 4, et une ta^che aperiodique temps-reel 0 plus prioritaire
garantie en-ligne, de temps d’execution pire-cas 1, et d’echeance relative 2. Dans cet
exemple, 0 se termine plus to^t que son temps d’execution pire-cas, ce qui fait qu’au
moment du tick d’horloge, c’est 1 qui est en cours d’execution. Si a chaque tick on
decremente d’une unite le temps d’execution pire-cas de la ta^che en cours, on accepte
a tort le deuxieme travail de 0 (date 3) puisque les calculs de temps de reponse de 1
sont eectues sur la base du temps d’execution restant de 1 egal a 1, alors qu’en realite
1 n’a pas benecie du processeur pendant 2 unites de temps pleines. Il en resulte un
depassement d’echeance de 1 a la date systeme 5, alors que 1 est cense avoir consomme
plus de temps processeur que requis (des la date 4).
Les systemes evalues doivent par consequent surestimer les temps d’execution pire-
cas restants. Une methode su^re est de considerer qu’il est toujours egal au temps
d’execution pire-cas initial (WCET). Dans Artisst, an d’e^tre moins pessimistes, nous
protons de la progression des ta^ches, mais en la sous-evaluant an de garantir la su^rete
de l’approche : les systemes ne decrementent le temps d’execution pire-cas des ta^ches
restant lors des tick d’horloge, que si la ta^che n’a jamais ete preemptee pendant la
duree du tick d’horloge qui vient de s’ecouler.
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Depassement
1 2 3 4 5 6 7
c1 = 3 c1 = 2 c1 = 0
c1 = c1 − 1 c1 = c1 − 1 c1 = c1 − 1
d’echeance
c1 = −1 c1 = −2
residuel pire−cas
Evaluation
du temps 
erronee
 0
 1
Fig. 8.4: Acceptation de ta^che a tort par surestimation des ressources disponibles
8.5.5 Evaluation du temps non utilise
Lorsqu’une ta^che se termine plus to^t que prevu, on souhaite proter du temps
laisse disponible pour re-accepter d’autres ta^ches. Pour certains ordonnancements, on
a besoin de conna^tre le temps d’execution ainsi recupere. Ce temps non utilise vaut tout
simplement le temps d’execution restant, mesure lorsque la ta^che se termine. D’apres
les remarques formulees dans le paragraphe precedent, il faut surestimer le temps pire-
cas restant, donc si on part de cette mesure pour denir le temps non utilise par la
terminaison plus to^t du travail, le probleme est alors qu’on le surestime aussi.
Pour evaluer de facon su^re le temps non utilise qu’on peut recuperer suite a la
terminaison plus to^t d’une ta^che, il faut donc partir d’une vision sous-estimee du temps
d’execution restant. Par exemple, une solution triviale est de considerer que ce temps
d’execution restant vaut toujours 0, auquel cas on est assure de ne pas pecher par
optimisme, mais on ne recupere jamais aucune ressource inutilisee. Dans Artisst,
nous avons choisi l’approche complementaire a celle vue precedemment : a chaque tick
d’horloge, on decremente (de la valeur de la granularite de l’horloge systeme) le temps
d’execution restant de toutes les ta^ches qui ont ete executees au moins une fois pendant
la duree du tick d’horloge qui vient de s’ecouler (en veillant a ce qu’il ne devienne jamais
negatif) : temps restant = max(temps restant - granularite horloge, 0).
Dans tous les systemes a garantie en-ligne que nous evaluons, les ta^ches sont indepen-
dantes, et nous utilisons des algorithmes d’ordonnancement a priorite qui respectent
un ordre conservatif en cas de priorites egales (ordre FIFO). Il sut donc de considerer
la ta^che courante au moment du tick , car on est assure qu’elle est la seule du systeme
qui i) a pu s’executer pendant cet intervalle, et ii) existe encore dans le systeme. En
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eet, d’autres ta^ches ont certes pu s’executer, mais alors necessairement elles avaient
plus haute priorite, et donc necessairement elles se sont terminees durant cet intervalle ;
sinon ce serait l’une d’entre elles qui serait la ta^che courante.
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troisieme partie
Cas d’etude
153

Dans cette partie, nous presentons quelques resultats d’evaluation par simulation
avec Artisst, relatifs a l’impact de la granularite de l’horloge systeme sur le com-
portement de dierentes politiques d’ordonnancement a acceptation dynamique de
ta^ches aperiodiques temps-reel. Dans un premier temps, nous ne tenons pas compte
des surcou^ts d’execution du systeme (chapitre 9), puis ensuite nous donnons quelques
resultats en les prenant en compte (chapitre 10).
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Chapitre 9
Influence de la granularite de
l’horloge systeme
Dans un premier temps (section 9.1), nous decrivons le protocole de simulation
pour evaluer l’influence de la granularite d’horloge systeme sur le comportement de
systemes monoprocesseur soumis a un flot de reque^tes aperiodiques avec contraintes
temporelles, et ordonnances par dierents ordonnanceurs a garantie en-ligne. Nous
presentons ensuite les resultats de deux campagnes d’evaluation : la premiere pour un
facteur de recouvrement (decrit en debut de section) faible (section 9.2), la seconde
pour un facteur de recouvrement plus eleve (section 9.3).
9.1 Dispositif experimental
Dans tout ce chapitre, tous les systemes que nous evaluons ont les caracteristiques
suivantes :
{ ils sont monoprocesseur ;
{ les ta^ches sont synthetiques ;
{ les ta^ches sont independantes ;
{ les surcou^ts d’execution du support d’execution simule sont negliges ;
{ la loi d’activation de toutes les ta^ches est identique pour chaque vague de simu-
lations (indiquee en debut de chaque section).
Dans un premier temps, nous considerons que toutes les ta^ches sont aperiodiques
temps-reel garanties en-ligne. Dans un deuxieme temps, nous rajoutons un ensemble
de ta^ches temps-reel periodiques garanties hors-ligne.
9.1.1 Parametres de chaque simulation
Chaque simulation prend en entree trois parametres :
{ l’ordonnanceur ;
{ la granularite de l’horloge systeme (liee a sa frequence) : varie entre 1ms et 100ms
(respectivement 1kHz et 10Hz) ;
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{ la charge individuelle moyenne des travaux, load. Il s’agit de la charge individuelle
(i.e. ui = ci=di, avec ci le temps d’execution eectif et di l’echeance relative)
moyenne des travaux actives dans le systeme. Cette charge est fournie entre 0.1
et 0.9.
9.1.2 Description de l’environnement
La simulation utilise le module de simulation de systeme temps-reel Artisst, auquel
sont connectes en entree deux modules de generation aleatoire d’evenements, pour :
{ la generation de l’interruption d’horloge systeme. La loi de distribution probabi-
liste associee est la loi constante qui denit la granularite d’horloge, fournie en
parametre de chaque simulation.
{ Le module de generation des activations de ta^ches, dont le traitant d’interruption
associe active les travaux des ta^ches. La loi de generation de ces interruptions est
denie en debut de section pour chaque vague de simulations.
9.1.3 Description du systeme simule
Le traitant d’interruption d’horloge se limite a tenir a jour la date systeme, le
temps d’execution pire-cas restant, et le temps meilleur-cas restant necessaire au calcul
du temps non utilise en cas de n de ta^che plus to^t (voir section 8.5.5). Le traitant
de l’interruption de generation des activations des ta^ches active les ta^ches aperiodiques
temps-reel synthetiques dont :
{ le temps d’execution pire-cas est genere sous la forme d’une loi denie en debut
de section pour chaque vague de simulation ;
{ le temps d’execution eectif ci de la ta^che (synthetique : ne fait qu’un appel a
hold cpu()) est genere sous la forme d’une loi dependante du temps pire-cas, et
denie en debut de section pour chaque vague de simulations ;
{ l’echeance relative est calculee a partir du temps d’execution eectif determine
precedemment, de telle sorte que la charge individuelle moyenne soit egale a la
valeur speciee : di =
ci
load . L’echeance relative est alors calculee sous la forme
d’une distribution centree sur cette valeur moyenne, et denie en debut de section
pour chaque vague de simulations.
Suivant les ordonnanceurs etudies, les travaux ainsi actives peuvent e^tre soumis a un
test d’acceptation, e^tre rejetes, ou e^tre mis sur une le d’attente pour reacceptation
ulterieure.
9.1.4 Mesures
Pour chaque conguration simulee (ordonnanceur, granularite d’horloge, charge in-
dividuelle moyenne des travaux), on mesure le taux de garantie des travaux aperiodiques
obtenu au bout de 7 jours en temps-reel simule.
Les resultats sont representes sous la forme de surfaces (une par ordonnanceur
evalue), dont la base est quadrillee par la granularite d’horloge consideree et la charge
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moyenne individuelle des travaux, et dans lesquelles chaque point represente une con-
guration simulee. Des lignes de niveaux sont projetees sur la base (la legende \GR=..."
gure le taux de garantie associe) pour pouvoir comparer quantitativement les surfaces.
9.1.5 Performances de simulation
Pour chaque conguration, le temps de simulation depend de la machine ho^te et
de la granularite d’horloge simulee. Sur un parc heterogene de 10 machines (4 Sparc
Ultra10 440MHz, 1 Sparc Ultra60 monoprocesseur 360MHz, 1 Sparc Ultra60 biproces-
seur 2x360MHz avec 2 simulations, 2 Pentium IV 2GHz, 1 Pentium III biprocesseur
2x500MHz avec 2 simulations, 1 Pentium III 450MHz) fonctionnant 12 heures par
jour (mise en sommeil pendant les heures ouvrables), les 1200 simulations environ ont
necessite pres de deux mois et demi. Les plus courtes (grosse granularite d’horloge)
n’ont dure qu’une poignee de minutes sur les machines les plus rapides (Pentium IV),
les plus longues (petite granularite d’horloge) pouvaient necessiter jusqu’a 3 jours pleins
sur les machines les moins rapides (Sparc).
9.2 Conguration a faible facteur de recouvrement
Dans un premier temps, nous avons selectionne une loi sur les temps pire-cas
d’execution des travaux telle que, en moyenne, le ratio WCETmoyendelai inter arriveemoyen soit proche
de 1. Nous disons que cette conguration est a faible facteur de recouvrement.
Intuitivement, le facteur de recouvrement est proportionnel a la probabilite qu’une
ta^che soit activee pendant qu’une autre est en cours d’execution. Il s’agit d’une donnee
globale au systeme, qui est complementaire a la charge individuelle moyenne des tra-
vaux load (qui represente une mesure locale), dans la mesure ou la connaissance de ces
deux grandeurs est une indication de la charge globale du systeme : a charge indivi-
duelle moyenne donnee, la charge du systeme est d’autant plus forte que la probabilite
d’activation d’une ta^che pendant qu’une autre s’execute est grande, c’est-a-dire que le
facteur de recouvrement est eleve.
9.2.1 Congurations sans ta^che garantie hors-ligne
Les simulations sont toujours parametrees par l’ordonnanceur, la granularite de
l’horloge systeme, et la charge individuelle moyenne. Les parametres suivants sont iden-
tiques pour toute la vague de simulations de cette section :
{ les travaux sont actives suivant la loi normale centree sur 1 seconde, et d’ecart
type 450ms ;
{ les temps d’execution pire-cas WCET des travaux des ta^ches aperiodiques sont
generes suivant la loi uniforme sur [0.3s, 2s] ;
{ les temps d’execution eectifs ci dependent du WCET etabli, et sont generes
suivant la loi uniforme sur [WCET − 0:2s;WCET ] ;
{ l’echeance de chaque travail est generee suivant la loi normale centree sur ciload , et
d’ecart-type 0.1s.
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Nous evaluons ici les ordonnanceurs de la famille JFP (voir 8.1 de la partie precedente)
avec les quatre aectations de priorites d’ordonnancement DM, EDF, FLLF, ou FIFO
(les deux autres priorites necessaires pour le parametrage d’une partie des ordonnan-
ceurs de la famille, a savoir celles de reacceptation et de rejet, sont de type FIFO) ; et
l’ordonnanceur TPS.
9.2.1.1 Ordonnanceurs a garantie sans reacceptation ni politique de rejet
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Fig. 9.1: Taux de garantie pour les ordonnanceurs a garantie selon dierentes aecta-
tions des priorites
Pour ces politiques d’aectation des priorites, la tendance generale (toute naturelle)
est que le taux de garantie decro^t d’autant plus que la charge individuelle moyenne
est elevee, ou que la granularite de l’horloge systeme est grosse. A faible charge, la
granularite de l’horloge systeme intervient peu sur les decisions d’acceptation, mais
plus cette charge augmente, et plus l’eet de la granularite de l’horloge se ressent
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fortement. Par exemple pour l’ordonnanceur EDF, a charge 0.1 la dierence des taux
de garantie pour les granularites d’horloge 1ms et 100ms est negligeable (de l’ordre de
0.01%) ; elle est par contre de l’ordre de 46% pour la charge 0.9.
Ce comportement, qui continuera de s’appliquer dans les simulations de ce type,
montre l’intere^t de prendre la granularite d’horloge en consideration dans les travaux en
ordonnancement, en particulier lorsque le systeme est soumis a une charge individuelle
moyenne des travaux elevee. L’influence de la charge individuelle moyenne sur le taux de
garantie est cependant preponderante ici, puisqu’on observe, sur EDF par exemple, une
chute du taux de garantie d’environ 79% lorsque la charge varie de 0.1 a 0.9 (granularite
100ms).
D’autre part, dans notre conguration, les ordonnancements etudies sont assez
egaux face aux variations de la granularite de l’horloge systeme. Ils sont par contre
inegaux, mais faiblement, face aux variations de la charge individuelle moyenne des
travaux : a faible charge, EDF se comporte legerement mieux que FLLF (meilleur taux
de garantie, de l’ordre de 1 a 3% d’ecart), qui se comporte mieux que DM (de l’ordre de
2 a 3% d’ecart) ; plus la charge augmente, et plus les surfaces se rapprochent (jusqu’a
se confondre a 0.2% pres pour la charge 0.9).
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9.2.1.2 Ordonnanceur a reacceptation des travaux refuses, sans politique
de rejet
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Fig. 9.2: Taux de garantie pour les ordonnanceurs a reacceptation des travaux refuses
selon dierentes aectations des priorites
Nous observons la me^me tendance generale que dans le cas avec garantie simple,
legerement translate puisque le taux de garantie est plus eleve que dans le cas a garantie
sans reacceptation : l’ecart observe entre les deux surfaces est de 2% a 6% a faible charge
suivant les ordonnanceurs (independamment de la granularite de l’horloge), et decro^t a
forte charge de facon dependante de la granularite d’horloge (0.1% a grosse granularite,
2% a granularite ne).
D’une maniere generale, par rapport aux ordonnanceurs sans reacceptation, ceux-
ci presentent donc un taux de garantie plus eleve, mais l’influence de la granularite
d’horloge se fait legerement plus sensible, surtout a forte charge (pour EDF a la charge
de 0.9 par exemple, l’ecart entre les taux d’acceptation pour des granularites d’horloge
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de 1 et 100ms est de 48.5% au lieu des 46% precedemment). Et l’influence de la charge
individuelle moyenne continue de s’accro^tre et d’e^tre largement preponderante (chute
de 85% pour EDF entre 0.1 et 0.9 pour la granularite 100ms).
9.2.1.3 Ordonnanceur robuste a politique de rejet simple
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Fig. 9.3: Taux de garantie pour les ordonnanceurs a politique de rejet simple selon
dierentes aectations des priorites
La tendance generale se conserve a nouveau, et on observe encore une translation
par rapport a la surface precedente (reacceptation sans politique de rejet). Pour chaque
ordonnanceur, cet ecart entre les deux surfaces est faible a faible charge et/ou a granula-
rite grossiere d’horloge (entre 1 et 5%). Par contre, dans le cas d’une charge individuelle
moyenne elevee (0.9) en presence d’une granularite d’horloge ne (1ms), la dierence
en faveur de ce type d’ordonnanceur est proche de 10%.
Ainsi, pour ce type d’ordonnanceur, l’influence de la granularite d’horloge est encore
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plus sensible que precedemment : par exemple, pour EDF avec une charge de 0.9, entre
les granularites 1ms et 100ms, l’ecart sur le taux d’acceptation est cette fois de l’ordre
de 59.7%, au lieu des 48.5% precedemment constates.
9.2.1.4 Ordonnanceur robuste a politique de rejet multiple
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Fig. 9.4: Taux de garantie pour les ordonnanceurs a politique de rejet multiple selon
dierentes aectations des priorites
Avec la conguration du systeme choisie, aucune dierence remarquable n’appara^t
par rapport a la politique a rejet simple, quelle que soit l’aectation des priorites choisie :
l’ecart entre les deux surfaces est en faveur de la politique a rejet multiple, mais est de
l’ordre de 0.01% a 0.05%.
Ceci signie que dans notre cas, le rejet d’une seule ta^che sut dans la grande
majorite des cas. C’est la raison pour laquelle nous avons voulu tester le systeme dans
une autre conguration : nous verrons les resultats obtenus dans la section suivante.
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9.2.1.5 Ordonnanceur TPS
Le dispositif experimental est legerement modie pour TPS, puisque le modele de
ta^ches n’est pas le me^me que dans les autres systemes : il s’agit la d’accepter une ta^che
dont on ne conna^t pas le comportement temporel integral. La phase d’acceptation
d’une ta^che se limite pour cela a l’acceptation d’une ta^che associee et parfaitement
caracterisee : l’exception. Pour l’evaluation de TPS, il a ete choisi que l’exception ait un
temps d’execution pire-cas formant 10% du temps pire-cas genere pour une ta^che JFP
equivalente. Il en decoule que les resultats de cette evaluation ne sont pas comparables
avec les precedents en termes de donnees chirees.
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Fig. 9.5: Taux de garantie pour TPS
Cependant, comme dans la famille JFP, la tendance est conservee, a savoir que le
taux de garantie est davantage sensible a l’evolution de la charge, qu’a la granularite
de l’horloge systeme ; mais la sensibilite a la granularite de l’horloge s’accro^t avec la
charge. En eet, a granularite d’horloge de 1ms, la diminution du taux de garantie en
fonction de la charge est de l’ordre de 7.5%, et passe a 11.8% pour une granularite
d’horloge de 100ms.
9.2.2 Congurations avec ta^ches garanties hors-ligne
Il s’agit maintenant d’integrer dans le systeme un ensemble de ta^ches garanties
hors-ligne :
{ les travaux aperiodiques ont le me^me comportement que precedemment ;
{ la charge garantie hors-ligne est constituee de deux ta^ches periodiques :
{ de periodes respectives 8 et 20 secondes,
{ d’echeances relatives 6 et 18 secondes,
{ de temps d’execution pire-cas 2 et 3 secondes,
{ de temps d’execution eectifs suivant la loi uniforme entre 0 et le temps
pire-cas.
Ces ta^ches sont generees par deux interruptions speciales, et leur activation ne depend
donc pas de l’interruption d’horloge.
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Puisque le dispositif experimental est modie, les resultats des evaluations qui
suivent ne sont pas comparables avec les precedents en termes de mesures quantita-
tives.
Les deux ordonnanceurs que nous comparons (DP et CBS-JFP) sont de type hierar-
chique : les ta^ches aperiodiques sont ordonnancees entre elles suivant un ordonnanceur
de type JFP qui prend en compte les ta^ches garanties hors-ligne. Nous nous limitons a
une seule specialisation de cet ordonnancement : EDF avec garantie en-ligne des travaux
aperiodiques sans reacceptation ni rejet.
9.2.2.1 Ordonnanceur a requisition de temps-creux DP
Les ta^ches temps-reel garanties hors-ligne sont ordonnancees ici suivant DM.
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Fig. 9.6: Taux de garantie pour DP
Dans le comportement de cet ordonnanceur, les caracteristiques de l’ordonnanceur
EDF a garantie sous-jacent (responsable de l’ordonnancement des ta^ches aperiodiques
garanties en-ligne) semblent preponderantes. En eet, la tendance generale de EDF
a garantie se retrouve, cependant que les donnees chirees sont dierentes. A charge
individuelle moyenne elevee, l’influence de la granularite de l’horloge joue a hauteur de
27% sur le taux de garantie, et cette influence a tendance a s’estomper tres sensiblement
a partir de la granularite 10ms. L’influence de la charge individuelle moyenne est presque
comparable, a hauteur de 32% lorsqu’elle varie de 0.1 a 0.9.
9.2.2.2 Ordonnanceur a base de serveurs CBS-JFP
Les ta^ches garanties hors-ligne et les serveurs sont ordonnances ici suivant EDF.
Les ta^ches aperiodiques sont prises en charge par un unique serveur de capacite 10ms
et d’echeance relative 20ms.
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Fig. 9.7: Taux de garantie pour CBS-JFP
La tendance generale observee sur la plupart des autres ordonnanceurs se conrme :
le taux de garantie diminue avec la charge (de 54% environ entre les charges 0.1 et 0.9).
Cependant, d’une part l’influence de la granularite de l’horloge systeme appara^t tres
localement sur son comportement, ce qui est un point de dierenciation avec l’ordon-
nanceur EDF a garantie sous-jacent important : l’impact est de l’ordre de 5% pour
la charge individuelle moyenne 0.4, et de 0.1% le reste du temps. Et d’autre part, le
taux de garantie diminue fortement avant de se stabiliser a charge elevee (presence d’un
palier).
9.3 Conguration a facteur de recouvrement plus eleve
Dans cette section, nous reprenons la me^me serie d’evaluations, avec un rapport
WCETmoyen
delai inter arriveemoyen
plus eleve, de l’ordre de 3 au lieu de 1, ce qui multiplie d’autant
la probabilite qu’une ta^che soit activee pendant qu’une autre s’execute : a charge indi-
viduelle moyenne donnee, la charge globale du systeme est par consequent plus elevee
que precedemment.
Plus precisement, les parametres suivants sont identiques pour toute la vague de
simulations de cette section :
{ les travaux sont actives suivant la loi normale centree sur 1 seconde, et d’ecart
type 450ms ;
{ les temps d’execution pire-cas WCET des travaux des ta^ches aperiodiques sont
generes suivant la loi uniforme sur [0.3s, 6s] (au lieu de [0.3, 2s]) ;
{ les temps d’execution eectifs ci dependent du WCET etabli, et sont generes
suivant la loi uniforme sur [max(0;WCET − 2s);WCET ] (au lieu de [WCET −
0:2s;WCET ] ;
{ l’echeance de chaque travail est generee suivant la loi normale centree sur ciload , et
d’ecart-type 1 seconde (au lieu de 0.1s de la section 9.2).
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9.3.1 Congurations sans ta^che garantie hors-ligne
9.3.1.1 Ordonnanceurs a garantie sans reacceptation ni politique de rejet
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Fig. 9.8: Taux de garantie pour les ordonnanceurs a garantie selon dierentes aecta-
tions des priorites
Par rapport a la conguration a faible recouvrement precedente, la premiere ob-
servation est que le taux de garantie est considerablement diminue (de pres de 50%),
beaucoup moins sensible a la variation de la charge individuelle moyenne des travaux,
et moins sensible a la granularite de l’horloge systeme.
D’une part, la distinction entre les dierents ordonnanceurs est cette fois nettement
plus marquee : les ordonnanceurs a priorite xe (DM et FLLF) ont un comportement
plus regulier a faible charge, compare a EDF qui presente un palier avant de decro^tre.
Mais tous ces ordonnanceurs ont en commun qu’a partir d’une charge moderee (0.4),
leur comportement est similaire : le taux de garantie decro^t avec la charge, avant de se
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stabiliser ou de cro^tre legerement a charge elevee. Cependant, ces fluctuations restent
relativement faibles par rapport au cas a recouvrement (amplitude inferieure a 12%
pour DM, 9% pour FLLF, 6% pour EDF). Ainsi, a faible charge, EDF et FLLF sont
assez proches (independamment de la granularite d’horloge, a moins d’1% pres), DM se
comportant mieux (a 5% pres). Quand la charge augmente, EDF se rapproche de DM
(a moins d’1% pres), alors que DM et FLLF ont tendance a decro^tre, en conservant
un ecart de 3 a 5% en faveur de DM.
En ce qui concerne FIFO, d’une part son comportement est maintenant tout a fait
remarquable : le taux de garantie d’autant plus faible que la charge est faible, et tend a
augmenter avec la charge. Cependant, cette remarque est a relativiser par rapport aux
autres ordonnanceurs, puisque le taux de garantie est dans l’ensemble plus uniforme
(amplitude des fluctuations bien moins elevee : de l’ordre de 6%), et sensiblement plus
faible que pour les ordonnanceurs precedents (10% plus faible en moyenne). Puisque
FIFO est par denition non preemptif, il est plus sensible aux lois d’activation eectives,
auquel cas les lois probabilistes pour les durees d’execution et les echeances choisies
pourraient expliquer ce comportement.
D’autre part, ces ordonnanceurs sont par contre assez egaux en ce qui concerne
leur comportement face a la granularite de l’horloge systeme : a faible charge, l’ecart
des taux de garantie observes pour des granularites d’horloge de 1ms et 100ms est de
l’ordre de 0.1%, quand il est de l’ordre de 3% a charge elevee (a comparer aux 46%
de la conguration a faible recouvrement). Dans la conguration choisie, on peut en
conclure que l’impact de la granularite d’horloge est d’autant moins sensible que des
travaux ont plus de chance d’e^tre actives pendant l’execution d’un autre, c’est-a-dire
que la charge globale est elevee.
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9.3.1.2 Ordonnanceur a reacceptation des travaux refuses, sans politique
de rejet
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Fig. 9.9: Taux de garantie pour les ordonnanceurs a reacceptation des travaux refuses
selon dierentes aectations des priorites
Pour ces ordonnanceurs, la dierence entre les ordonnanceurs DM, EDF et FLLF,
s’estompe, et les tendances sont tres similaires : le taux de garantie decro^t avec la charge
individuelle moyenne, jusqu’a se stabiliser a forte charge. Compare aux ordonnanceurs
sans reacceptation precedents, le taux de garantie est tres nettement plus eleve, surtout
a faible charge et surtout pour EDF et FLLF ou cette dierence vaut respectivement
44 et 50% ; pour DM, elle est neanmoins de 10%. A forte charge individuelle moyenne,
cette dierence s’estompe pour e^tre de l’ordre de 5%. Il en decoule cette fois-ci que la
performance relative des ordonnanceurs est en faveur de FLLF, suivi de EDF (ecart de
moins de 3%) puis DM (ecart variant de 30% a 2%), et enn FIFO (ecart variant de
30% a 3%). FIFO reste atypique dans cette conguration, et probablement fortement
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contraint par les lois d’activation.
Pour ces ordonnanceurs, l’influence de la granularite d’horloge est negligeable a
faible charge individuelle moyenne (fluctuations inferieures a 1%), plus marquee a forte
charge (fluctuations de l’ordre de 4%), mais toujours largement inferieure aux congu-
rations a faible recouvrement.
9.3.1.3 Ordonnanceur robuste a politique de rejet simple
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Fig. 9.10: Taux de garantie pour les ordonnanceurs a politique de rejet simple selon
dierentes aectations des priorites
La tendance generale reste identique a l’ordonnanceur precedent. Pour DM, EDF et
FLLF, les surfaces sont legerement translatees par rapport a la politique a reacceptation
simple, et d’autant plus fortement que la charge est forte (a forte charge : 15% d’ecart
pour FLLF, 10% pour EDF et DM) ; cet ecart est negligeable a faible charge.
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En ce qui concerne l’influence de la granularite d’horloge, elle est comparable aux
mesures precedentes (de l’ordre de 5%).
9.3.1.4 Ordonnanceur robuste a politique de rejet multiple
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Fig. 9.11: Taux de garantie pour les ordonnanceurs a politique de rejet multiple selon
dierentes aectations des priorites
A nouveau, on n’observe aucune dierence notable par rapport aux ordonnanceurs
precedents, contrairement a ce qu’on envisageait en modiant le facteur de recouvrement
(translation entre les deux surfaces inferieure a 0.3% pour DM, EDF, FLLF). Ce qui
indique qu’une fois encore, un rejet simple sut dans l’immense majorite des cas.
Pour FIFO cependant, le changement de comportement est spectaculaire avec cette
politique : elle rejoint la tendance observee sur les autres ordonnanceurs, a savoir que
le taux de garantie diminue avec la charge. Avec cette politique, l’aspect non-preemptif
de FIFO est supplante par une forme de preemption (caracteristique des autres poli-
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tiques evaluees) tres autoritaire (l’annulation d’autant de travaux que necessaire), ce
qui pourrait expliquer ce comportement.
9.3.1.5 Ordonnanceur TPS
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Fig. 9.12: Taux de garantie pour TPS
La tendance generale est conservee par rapport a la conguration a faible recouvre-
ment : le taux de garantie decro^t avec la charge individuelle moyenne, et l’influence de
la granularite d’horloge est d’autant plus marquee que la charge est elevee.
Mais, de me^me que pour les ordonnanceurs qui precedent, a la dierence de la
conguration a faible recouvrement, on observe que la decroissance du taux de garantie
avec la charge est d’amplitude beaucoup plus faible (2%), que le taux de garantie est
globalement moins eleve (plus de 15% d’ecart), et qu’il est moins sensible a la granu-
larite d’horloge (0.3% au plus, pour la charge la plus elevee). On observe egalement,
comme pour les ordonnanceurs precedents, un palier du taux de garantie a forte charge
individuelle moyenne.
9.3.2 Congurations avec ta^ches garanties hors-ligne
Dans les deux evaluations qui suivent, la charge des ta^ches aperiodiques n’est pas
modiee. Une charge garantie hors-ligne formee des deux ta^ches periodiques decrites
dans la section precedente est ajoutee.
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9.3.2.1 Ordonnanceur DP
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Fig. 9.13: Taux de garantie pour DP
A faible charge individuelle moyenne, on observe une croissance sensible du taux
d’utilisation avec la charge, probablement du^e a la presence des ta^ches garanties hors-
ligne, qui s’ajoute au fait que les ta^ches aperiodiques ont une echeance d’autant plus
longue que la charge est faible, ce qui nuit a l’acceptation d’autres ta^ches pendant tout
ce long intervalle. Cependant, ce comportement est a nuancer, dans la mesure ou son
influence est de l’ordre de 9.5% quand la charge passe de 0.1 a 0.9 (granularite d’horloge
1ms), sur un taux de garantie qui a fortement diminue par rapport a la conguration
a plus faible recouvrement (de 34% a faible charge).
Cependant, par rapport a la conguration a faible recouvrement, l’influence de la
granularite d’horloge est tres modeste (moins de 1%), tout comme nous l’avons deja
observe dans les evaluations precedentes.
9.3.2.2 Ordonnanceur CBS-JFP
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Fig. 9.14: Taux de garantie pour CBS-JFP
Le comportement qualitatif general de cet ordonnanceur dans la presente congu-
ration suggere les me^mes observations que dans la conguration precedente, a faible
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recouvrement. La seule dierence est d’ordre quantitatif, et provient du fait que le taux
de garantie est considerablement (deux fois) plus faible a faible charge, et legerement
plus eleve a forte charge (7% d’ecart).
9.4 Synthese
Au travers de ces evaluations, nous pouvons degager les tendances generales sui-
vantes :
{ la granularite d’horloge systeme a un impact d’autant plus important que la
charge individuelle moyenne des travaux soumis est elevee,
{ cet impact tend a s’amenuiser a mesure que la probabilite qu’une ta^che soit ac-
tivee pendant qu’une autre s’execute augmente, c’est-a-dire que la charge globale
augmente,
{ a facteur de recouvrement faible (i.e. charge globale moderee), l’impact sur le
taux de garantie des ta^ches aperiodiques peut e^tre considerable (proche de 50%).
Les remarques que nous avons pu faire portaient sur le comportement de ces ordon-
nanceurs en fonction de la charge individuelle moyenne :
{ le taux de garantie decro^t generalement avec la charge individuelle moyenne. Les
exceptions notables apparaissent lorsque la probabilite qu’une ta^che soit activee
pendant qu’une autre s’execute est plus elevee, et sont DP et la famille JFP
specialisee avec l’aectation des priorites FIFO,
{ le taux de garantie decro^t a mesure que la probabilite qu’une ta^che soit activee
pendant qu’une autre s’execute augmente,
{ pour un facteur de recouvrement plus eleve, le taux de garantie decro^t jusqua
atteindre un palier constant a charges individuelles moyennes elevees.
Et, comparativement, l’influence de la charge individuelle moyenne sur le taux de
garantie est preponderante, cette preponderance s’accroissant lorsque la probabilite
qu’une ta^che soit activee pendant qu’une autre s’execute augmente, c’est-a-dire lorsque
la charge globale augmente.
Enn, les remarques que nous pouvons faire sur le comportement relatif des dierents
ordonnanceurs proposes sont les suivantes :
{ les ordonnanceurs de la famille JFP sont sensiblement egaux vis-a-vis des varia-
tions de la granularite d’horloge systeme,
{ les ordonnanceurs de la famille JFP sont legerement inegaux face aux variations
de la charge individuelle moyenne : a faible charge individuelle moyenne, EDF se
comporte legerement mieux (quelques pourcents) que FLLF tant que le facteur
de recouvrement est faible (i.e. charge globale moderee), la tendance s’inversant
lorsque le facteur de recouvrement est plus eleve. Et FLLF ou EDF se comportent
mieux que DM (quelques pourcents). Plus la charge individuelle moyenne aug-
mente, plus ces comportements se rejoignent (dierence inferieure a 1%). Ces
sensibilites s’estompent d’autant plus fortement que le facteur de recouvrement
est eleve, et que les ordonnanceurs ne proposent pas de politique de reacceptation
ou de rejet.
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{ l’ordonnanceur DP est moins sensible que CBS-JFP aux variations de la charge
individuelle moyenne et de la resolution d’horloge, et presente un taux de garantie
superieur. Cette dierence tend cependant a s’estomper a mesure que le facteur
de recouvrement (i.e. la charge globale) augmente.
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Chapitre 10
Evaluation en presence de
surcou^ts d’execution du support
d’execution
Dans ce chapitre, nous reprenons la conguration a facteur de recouvrement plus
eleve (voir section 9.3 precedente), et nous evaluons le systeme en tenant compte des
surcou^ts du support d’execution.
10.1 Dispositif experimental
La conguration du systeme est identique a celle denie en 9.3, a laquelle nous
rajoutons les cou^ts d’execution du systeme suivants :
{ chaque traitant d’interruption (de tout type) occupe un temps d’execution donne
par la loi uniforme sur [0, 0.5ms] ;
{ chaque appel systeme (par exemple l’activation d’une ta^che) occupe un temps
d’execution donne par la loi uniforme sur [0, 0.5ms] ;
{ chaque appel a l’ordonnanceur occupe un temps d’execution donne par la loi
uniforme sur [0, 0.5ms].
Ces surcou^ts d’execution sont independants de la granularite d’horloge choisie. Ils ne
sont pas pris en compte par les tests d’acceptation, les algorithmes de reacceptation,
ou les politiques de rejet : il en resulte que des travaux depassent leur echeance, et
sont aussito^t supprimes par le support d’execution. Dans les simulations qui suivent,
nous mesurons par consequent l’impact de la granularite d’horloge sur les decisions
d’acceptation, et egalement l’impact des travaux acceptes a tort (i.e. qui depassent
leur echeance) sur les tests d’acceptation a venir.
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10.2 Congurations sans ta^che garantie hors-ligne
10.2.1 Ordonnanceurs a garantie sans reacceptation ni politique de
rejet
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Fig. 10.1: Taux de garantie pour les ordonnanceurs a garantie selon dierentes aec-
tations des priorites
La tendance generale, qui continuera de se verier par la suite, est que le com-
portement des ordonnanceurs a granularite d’horloge grossiere est comparable aux
evaluations qui ne tenaient pas compte des surcou^ts d’execution du systeme (a moins
de 0.3% pres). Ceci indique que la marge pour la prise en compte de la granularite de
l’horloge sut a absorber les cou^ts systeme.
Par contre, comme on peut s’y attendre, le taux de garantie s’eondre lorsque la
granularite d’horloge s’approche des surcou^ts moyens lies au systeme : de 15 a 20%
suivant les ordonnanceurs lorsque la granularite d’horloge passe de 100ms a 1ms. On
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observe que cette decroissance est d’autant plus forte que la charge est faible pour DM,
EDF et FLLF (ecart de plus de 7% entre les charges 0.1 et 0.9 pour la granularite de
1ms), mais cro^t avec la charge pour FIFO (de plus de 2%).
10.2.2 Ordonnanceur a reacceptation des travaux refuses, sans poli-
tique de rejet
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Fig. 10.2: Taux de garantie pour les ordonnanceurs a reacceptation des travaux refuses
selon dierentes aectations des priorites
Les remarques precedentes s’appliquent egalement pour cette categorie d’ordonnan-
ceurs, a savoir que l’impact des surcou^ts systeme est negligeable a granularite d’hor-
loge grossiere, et s’accro^t tres sensiblement a mesure qu’elle devient ne. Cependant,
par rapport aux ordonnanceurs sans reacceptation, l’ecart du^ a l’impact des surcou^ts
systeme s’amenuise, en particulier a faible charge.
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10.2.3 Ordonnanceur robuste a politique de rejet simple
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Fig. 10.3: Taux de garantie pour les ordonnanceurs a politique de rejet simple selon
dierentes aectations des priorites
Les me^mes remarques continuent de s’appliquer, et l’ecart du^ a l’impact des surcou^ts
d’execution du systeme continue de s’amenuiser.
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10.2.4 Ordonnanceur robuste a politique de rejet multiple
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Fig. 10.4: Taux de garantie pour les ordonnanceurs a politique de rejet multiple selon
dierentes aectations des priorites
Par rapport au cas a rejet simple, la seule dierence sensible est que le taux de
garantie est legerement plus eleve a faible charge pour DM (5%), EDF et FLLF (3%).
La brutale modication du comportement de FIFO observee dans la section 9.3 se
constate ici aussi.
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10.2.5 Ordonnanceur TPS
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Fig. 10.5: Taux de garantie pour TPS
A nouveau, les surfaces des taux d’acceptation sont tres proches du cas sans prise en
compte des surcou^ts d’execution a granularite d’horloge grossiere. Cependant, contrai-
rement aux ordonnanceurs evalues precedemment, l’ecart entre les deux surfaces reste
tres peu signicatif (de l’ordre de 0.1%), me^me a granularite d’horloge ne, ou il est
plus prononce a faible charge, mais reste modeste (moins de 0.5%).
10.3 Congurations avec ta^ches garanties hors-ligne
10.3.1 Ordonnanceur DP
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Fig. 10.6: Taux de garantie pour DP
Les me^mes remarques que dans le cas des ordonnanceurs de la famille JFP s’ap-
pliquent, a savoir que l’impact des surcou^ts systeme est negligeable a granularite d’hor-
loge grossiere, et s’accro^t tres sensiblement a mesure qu’elle devient ne (de l’ordre de
12%). Mais, contrairement a la plupart des ordonnanceurs de la famille JFP, hors FIFO,
l’ecart entre les deux surfaces (sans/avec prise en compte des cou^ts systeme) s’accro^t
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avec la charge individuelle moyenne (passe de 11% a 15% lorsque la charge individuelle
moyenne passe de 0.1 a 0.9 pour une granularite d’horloge de 1ms).
10.3.2 Ordonnanceur CBS-JFP
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Fig. 10.7: Taux de garantie pour CBS-JFP
On observe que l’influence des surcou^ts d’execution du systeme est tres legere, me^me
a granularite d’horloge ne (inferieure a 3%). Et l’ecart est le plus eleve la ou la charge
moyenne individuelle est la plus faible.
10.4 Synthese
Au travers de ces observations, nous pouvons degager les tendances suivantes :
{ l’influence des cou^ts systeme sur le taux de garantie est d’autant plus marquee
que la granularite d’horloge en est proche. Le comportement avec prise en compte
des cou^ts systeme rejoint naturellement celui sans prise en compte de ces cou^ts
systeme lorsqu’ils deviennent negligeables face a la granularite d’horloge,
{ cette influence est en general plus elevee a faible charge individuelle moyenne.
Les deux exceptions observees sont DP et la famille JFP avec l’aectation des
priorites suivant FIFO,
{ en ce qui concerne la famille JFP, les remarques sur les comportements relatifs
des ordonnanceurs etudies sans prise en compte des cou^ts systeme s’appliquent
ici aussi.
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Conclusion
Dans ce document, nous avons commence par presenter dierents modes d’evaluation
de systemes temps-reel : par analyse statique d’une part, et par execution (reelle ou
simulee) d’autre part. En nous interessant d’abord aux travaux dans le domaine de
l’ordonnancement en temps-reel, nous avons dresse un etat de l’art de ces techniques
formant une des approches d’evaluation par analyse statique. Ces travaux menent a
une verication su^re des proprietes temporelles du systeme, au prix d’une complexite
ou d’un pessimisme croissant lorsque les contraintes du systeme se multiplient. En re-
marquant en plus que ces techniques ne sont plus compatibles avec la non connaissance
complete, ou avec un fort dynamisme du comportement temporel de l’environnement
ou du systeme lui-me^me, nous avons presente quelques approches d’evaluation par
execution reelle ou simulee. Nous nous sommes tournes vers les approches par simula-
tion, pour lesquelles l’instrumentation du systeme simule ne perturbe pas les resultats
obtenus (pas d’eet sonde), contrairement a l’instrumentation pour l’evaluation de
systemes par execution reelle, qui introduit en general un tel eet sonde, a moins que
la version du produit evalue soit specialement concue pour l’evaluation (ce qui est en
general onereux, ou dicile a realiser).
Apres avoir presente les atouts et les defauts des outils existants, nous avons pro-
pose une plate-forme de simulation, Artisst pour \Artisst is a Real-Time System
Simulation Tool", qui permet l’evaluation de systemes temps-reel centralises ou dis-
tribues a la fois a partir de modeles abstraits et a partir d’implantations concretes,
en ayant alors pour objectif de reproduire le plus delement possible le comportement
eectif des traitements simules, an de reduire les erreurs de representativite du modele
dues a l’ecart entre la modelisation simulee et l’implantation eective. Par rapport a
l’existant, cette plate-forme :
{ n’est pas limitee a un modele de ta^ches donne : tous les modeles de ta^ches sont
extensibles par heritage objet ;
{ n’est pas limitee a une palette d’ordonnanceurs donnee : il est possible de denir
ses propres ordonnanceurs, y compris pour des modeles de ta^ches incompatibles
avec le modele de taches par defaut ;
{ permet de simuler des ta^ches qui ne sont pas que des enveloppes statistiques
abstraites d’occupation de temps processeur : il est possible de leur associer des
vrais traitements, et c’est l’execution de ces traitements qui conditionne la simu-
lation d’occupation du processeur simule, de maniere totalement contro^lee par le
developpeur ;
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{ permet de simuler les surcou^ts associes a l’execution du systeme, y compris ceux
de l’ordonnanceur. Et ceci de maniere aussi ne que pour les cou^ts d’execution
des ta^ches ;
{ permet de simuler l’interface de programmation de tout systeme d’exploitation
temps-reel, par heritage objet et enrichissement de l’interface par defaut ;
{ permet de reutiliser du code d’application existant : toutes les ta^ches, tous les
services du systeme simule (y compris l’ordonnanceur) sont ecrits en C/C++, et
peuvent e^tre portes a d’autres langages. Artisst se presente sous la forme d’une
bibliotheque de fonctions ;
{ reproduit la vision approximative (d’erreur quantiee) et discrete que les systemes
reel ont de l’ecoulement du temps, par decorrelation de l’echelle de temps-reel
globale avec les echelles de temps systeme locales a chaque nud. Cette ca-
racteristique autorise par ailleurs la simulation d’anomalies ou de desynchronisa-
tion des horloges de systemes distribues.
Associe a la realisation de cette plate-forme, nous avons implante une serie d’or-
donnanceurs, qui ont ete evoques lors de l’etat de l’art sur le domaine. Nous avons
en particulier integre toute une famille d’ordonnanceurs a priorites generiques, sous la
forme d’une hierarchie d’objets qui peuvent e^tre specialises pour un grand nombre d’af-
fectations de priorites statiques ou dynamiques. Cette famille presente une approche
uniforme a l’ordonnancement soit en presence de ta^ches toutes garanties hors-ligne,
soit en presence de ta^ches toutes aperiodiques garanties en-ligne. Dans le deuxieme cas,
nous proposons plusieurs ordonnanceurs au sein de cette famille se caracterisant par des
politiques de repe^chage des ta^ches refusees, ou par des politiques de rejet dierentes.
Enn, nous avons etudie l’influence de la granularite de l’echelle de temps percue
par le systeme simule (horloge systeme) sur le comportement d’une partie des or-
donnanceurs pour ta^ches aperiodiques avec garantie en-ligne realises. Pour cela, nous
avons commence par donner quelques recommandations de conception des ordonnan-
ceurs a garantie dans le cas general an de prendre en compte correctement cette
granularite d’horloge. Puis nous avons soumis ces ordonnanceurs ainsi modies a une
serie d’evaluations de type charge synthetique, sans et avec simulation des surcou^ts
d’execution du support d’execution simule.
Une premiere perspective a ce travail est de proposer une infrastructure integree
au simulateur Artisst permettant d’extraire les parametres temporels du systeme
et de l’application par analyse des sequences d’instructions, et par injection de ces
resultats d’analyse dans le code source (sous forme d’appels a hold cpu()). L’objectif
serait d’utiliser ces informations an de generer des simulations plus pertinentes et
representatives du comportement eectif, en limitant les interventions de l’utilisateur
sur le code, et sans avoir a simuler a l’echelle de l’instruction.
Une autre perspective est d’etendre le mode de realisation d’ordonnanceurs modu-
laires et specialisables presente dans ce travail (famille JFP). Il para^trait interessant de
developper une approche plus globale a cette technique, en denissant une hierarchie
d’objets generiques permettant la composition d’ordonnanceurs, an de proposer une
186
\bo^te a outils" type permettant de reutiliser du code d’ordonnancement, de la me^me
maniere qu’on peut maintenant reutiliser, personnaliser et composer des algorithmes
generiques gra^ce a des bibliotheques adaptees. Ce travail a deja ete initialise dans
Artisst sous la forme de deux compositions hierarchiques d’ordonnanceurs (CBS-
JFP et DP), dont les implantations actuelles forment cependant des hierarchies objets
distinctes, bien qu’assez proches. Or, moyennant la denition d’une interface simple
permettant le calcul des temps residuels qui tienne compte de la hierarchie d’ordon-
nanceurs, il aurait ete possible de reellement composer ces ordonnanceurs, c’est-a-dire
de reutiliser par exemple le code de JFP dans CBS-JFP. Une perspective serait de
concevoir une approche adaptee a un ensemble plus vaste d’ordonnanceurs, en utili-
sant notamment des resultats en ordonnancement de systemes ouverts, tels que ceux
de [MF02], ou en proposant une technique reposant sur le calcul des temps residuels.
Une troisieme perspective, plus orientee vers l’architecture des systemes d’exploita-
tion, consiste a etudier l’influence de l’interface du systeme d’exploitation sur une me^me
application. Car, pour un cahier des charges donne, les services disponibles aupres du
systeme d’exploitation conditionnent la maniere dont l’application est concue, et aussi
son comportement. Par exemple, on pourrait s’interesser a l’influence des fonctions de
gestion des delais sur la maniere dont l’application peut e^tre concue, et se comporte.
Enn, une autre perspective serait d’etendre Artisst en ajoutant les elements
necessaires pour l’evaluation de systemes avec ta^ches dependantes (protocoles d’acces
aux ressources), et/ou distribues (modelisation de protocoles reseau). A plus long terme,
une perspective connexe est d’integrer Artisst dans une demarche de realisation de
systemes temps-reel centralises et distribues complete, proposant a la fois modelisation,
verication et simulation, en s’appuyant sur les travaux menes par la communaute du
temps-reel.
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Annexe A
Precisions techniques, et extraits
de codes de simulations utilisant
Artisst
Dans les sections qui suivent, nous commencons par resumer les etapes que l’uti-
lisateur d’Artisst doit suivre pour mettre en place une simulation, avant de don-
ner quelques informations techniques sur quatre elements qui interviennent dans la
realisation, a savoir :
{ Les messages Artisst disponibles par defaut ;
{ Les fonctions de rappel des modules et l’interface de programmation utile a la
programmation de modules (avec exemple) ;
{ L’interface de programmation pour la construction et l’utilisation d’un circuit de
simulation (avec exemple) ;
{ L’interface de programmation utile a la programmation d’applications temps-
reel et les fonctions de rappel a personnaliser pour produire son propre systeme
d’exploitation temps-reel (avec exemple). Nous fournissons a la n l’automate
execute par le module pour faire la liaison entre le circuit de simulation et le
systeme temps-reel simule.
Tous les renvois font reference a la partie II.
1.1 Etapes de mise en place d’une simulation
Lorsque l’utilisateur souhaite mettre en place une simulation, il doit implanter le ou
les systemes a evaluer, et le/les integrer dans un circuit de simulation an d’exploiter
les messages d’instrumentation. Nous decrivons ici tres brievement les quelques etapes
de realisation qui aboutissent a une simulation pre^te a e^tre menee.
Le systeme a evaluer est gere par le module de simulation de systeme temps-reel
decrit dans la section 7.2 precedente, qui joue le ro^le de support d’execution. L’utilisa-
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teur doit implanter l’application, et doit completer, le cas echeant, le systeme d’exploi-
tation simule, avant de pouvoir lancer des simulations.
1.1.1 Application
L’application qui est simulee est constituee de travaux de ta^ches, qui correspondent
a du code quelconque, qui peut par exemple e^tre directement issu du code reel d’une
implantation en cours de production. An de rendre compte du comportement temporel
des traitements, ce code doit faire appel a la primitive de simulation d’occupation du
temps processeur (hold cpu()). Il peut aussi faire appel a l’interface de programmation
du systeme d’exploitation simule (voir 7.2.4.3), et a toute autre fonction de bibliotheque
disponible sur la machine ho^te de la simulation.
En plus de cette phase de codage, l’etape d’implantation de l’application comprend
une phase de renseignement du modele de ta^ches, qui est intimement lie aux services
du systeme d’exploitation, et en particulier a l’ordonnanceur.
1.1.2 Systeme d’exploitation simule
1.1.2.1 Modele et statut d’execution des ta^ches
Suivant les services systeme integres dans le systeme (par exemple : services de
gestion de ressources), ou les ordonnanceurs envisages, la premiere etape consiste a
denir le modele de ta^ches adapte, ainsi que le statut d’execution. Ceci consiste en une
extension (heritage) des structures de donnees par defaut.
1.1.2.2 Services systeme
La bibliotheque Artisst denit l’interface de programmation du systeme d’exploi-
tation simule. L’utilisateur peut choisir de la personnaliser (par implantation ou sur-
charge des fonctions de rappel associees), ou de l’etendre (par denition de la fonction
de rappel syscall()). Le code qui est ajoute peut faire tous les appels a l’interface
de programmation du systeme d’exploitation simule, ce qui n’est pas forcement pos-
sible dans les systemes reels, et egalement faire appel aux primitives de simulation (en
particulier hold cpu()). Toutes les personnalisations ou extensions peuvent exploiter
les extensions aux modele de ta^che et au statut d’execution des ta^ches eectuees par
l’utilisateur.
D’autre part, par defaut tous les services systeme sont interruptibles, mais il est
possible de demander a ce que tous les services systeme soient non-interruptibles lors
de la compilation.
1.1.2.3 Traitants d’interruption
Les traitants d’interruption suivent les me^mes recommandations que les travaux des
ta^ches de l’application en ce qui concerne le code qui est execute.
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La phase de codage est precedee d’une phase de conguration a la compilation, qui
vise a indiquer les regles de preemption : par defaut, la regle de preemption par priorite
prevaut (voir 7.2.3.3), mais il est possible de demander a appliquer la regle \LIFO".
1.1.2.4 Fonction de rappel d’ordonnancement
La fonction de rappel d’ordonnancement est automatiquement appelee par le systeme
d’exploitation simule, donc l’utilisateur a a s’occuper de la coder ou d’en reutiliser une
parmi celles fournies. Si l’utilisateur choisit de creer sa propre fonction de rappel d’or-
donnancement, le principe est toujours d’utiliser la liste des ta^ches en cours pour etablir
la decision d’ordonnancement. Les me^mes regles que pour le codage des services systeme
s’appliquent. En particulier, comme pour eux, la fonction de rappel d’ordonnancement
repose directement sur le modele de ta^ches, et le statut d’execution des travaux.
Par defaut, la fonction de rappel d’ordonnancement est reentrante, mais il est pos-
sible d’indiquer qu’elle ne doit pas l’e^tre lors de la compilation.
1.1.3 Environnement d’evaluation
La construction du circuit de simulation est une etape simple, et qui fait appel
aux deux schemas typiques donnes dans la section 7.1.3, suivant que le systeme si-
mule comprend un seul nud, ou plusieurs. La demarche de l’utilisateur consiste en la
construction (ou la reutilisation) des dierents modules, et en la connexion des modules
les uns aux autres : Artisst fournit la bibliotheque de fonctions idoine.
Une etape fondamentale concerne la simulation de l’environnement : on peut choi-
sir d’utiliser les modules autonomes de generation d’evenements fournis avec Ar-
tisst (generateur aleatoire, lecteur de traces), ou d’implanter son propre module de
modelisation d’environnement, qui pourra par exemple e^tre insere dans une boucle
fermee avec le ou les module(s) de simulation de systeme temps-reel.
La derniere etape est la denition de la boucle d’evenements, qui consiste en une
consommation des messages depuis un module particulier du circuit. Cette methode
permet de recuperer a chaque pas de simulation la date temps-reel courante (via l’es-
tampille sur le message consomme), pour eventuellement stopper la simulation au bout
d’un temps de simulation donne. Cette methode permet egalement de faire cohabiter
une simulation Artisst avec le fonctionnement d’une bibliotheque d’elements gra-
phiques, comme gtk qui est utilise dans le module de representation graphique sous
forme de chronogramme, car ces bibliotheques possedent elles aussi leur propre boucle
d’evenements (graphiques).
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1.2 Messages Artisst denis par defaut
Categorie Nom (i.e. type) du message Signication
Gestion des
interrup-
tions
(section
7.2.3.3)
INTERRUPT SET MASK Modication du masque de ltrage global
INTERRUPT RAISED Une interruption simulee est levee. Le module de si-
mulation de systeme precise dans le message si elle a
ete refusee par le masque de ltrage global. Si non, elle
est mise en attente d’e^tre prise en compte
INTERRUPT POSTPONE Une interruption levee n’est pas prise en compte par
le contexte d’execution courant (ltrage local)
INTERRUPT WAKEUP POSTPONED Une interruption precedemment non prise en compte
est reactivee par le contexte courant (ltrage local)
INTERRUPT ENTER Indiquent le debut et la n du traitement associe a
INTERRUPT LEAVE une interruption
Gestion des
travaux
(section
7.2.4.3)
TASK ACTIVATION Creation d’un travail
BEGIN TASK EXECUTION Premiere execution d’un travail precedemment cree
SUSPEND TASK EXECUTION Preemption de l’execution d’un travail par un autre
ou interruption par un traitant d’interruption
RESUME TASK EXECUTION Reprise de l’execution d’un travail suite a une
preemption ou a une interruption
CANCEL TASK EXECUTION Un travail est abandonne
END TASK EXECUTION Un travail termine son execution
Instrumen-
tation du
systeme
KERNEL SERVICE ENTER Un travail de ta^che ou un traitant d’interruption fait
KERNEL SERVICE LEAVE appel a un service du support d’execution
SCHEDULER ENTER Debut/n de l’appel a l’ordonnanceur
SCHEDULER LEAVE
Reseau NET SEND Envoi d’un message reseau
Extensions
utilisateur
CUSTOM MESSAGE Genere un message personnalise dans le flot de mes-
sages de simulation
Tab. A.1: Messages Artisst denis par defaut
1.3 Implantation des modules Artisst
1.3.1 Fonctions de rappel
Nous donnons ci-dessous la liste des fonctions de rappel qui forment l’interface
de chaque module (le module associe est note myself dans la suite). Toutes ou une
partie d’entre elles seulement peuvent e^tre denies, suivant les modes de fonctionnement
supportes par le module.
Fonction de rappel en mode soumission
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push(myself, src module, message) : le message message en provenance du
module src module est soumis au module courant myself.
Fonctions de rappel en mode consommation
front(myself, message) : remplit le contenu de message avec celui du message
le plus proche (chronologiquement) de la date actuelle que le module courant
myself peut generer. Le message reste dans la le des messages delivrables
par myself ;
pull(myself, message) : remplit le contenu de message avec le message le
plus proche (chronologiquement) de la date actuelle que le module cou-
rant myself a pu generer. Le message est enleve de la le des messages
delivrables par myself.
Autres fonctions de rappel
aux module registered(myself, autre module, mode) et aux module unre-
gistered(myself, autre module, mode) : avis aupres du module courant
myself du (de)branchement du module autre module sur le module initia-
teur myself en mode mode (soumission/consommation) ;
registered as module for aux(myself, autre module, mode) et unregiste-
red as module for aux(myself, autre module, mode) : avis aupres du
module courant myself du (de)branchement du module initiateur autre -
module sur le module myself en mode mode (soumission/consommation).
1.3.2 Fonctions utiles pour l’implantation des fonctions de rappel des
modules
st inout new module(callbacks, custom) : Cree un nouveau module en lui asso-
ciant les fonctions de rappel fournies dans la structure callbacks, et les donnees
propres custom (pour denir des modules personnalises) ;
st inout message pending from input(myself, message, src list...) : consulte
les modules src list en entree de myself pour conna^tre le message le plus proche
(chronologiquement) disponible en mode consommation, et remplit message avec
son contenu. Le message reste dans les les des messages delivrables des modules
src list. Si src list n’est pas precisee, consulte tous les modules en entree de
myself ;
st inout pull message from input(myself, message) : recupere le message le plus
proche (chronologiquement) parmi ceux disponibles en mode consommation aupres
des modules src list en entree de myself, et remplit message avec son contenu.
Le message est enleve de la le des messages delivrables par le module de
src list concerne. Si src list n’est pas precisee, prend en compte tous les
modules en entree de myself ;
st inout push message on output(myself, message, dst list) : soumet le mes-
sage message aux modules connectes en mode soumission au module myself
et gurant sur la liste dst list. Si dst list n’est pas precisee, eectue la sou-
mission vers tous les modules en sortie de myself.
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1.3.3 Exemple de code d’un module simple
L’extrait de code suivant est l’implantation des fonctions de rappel du module
\multiprise" (voir 7.4 de la partie II) dont le fonctionnement est le suivant :
{ Quand on lui soumet un message, il le diuse a tous les modules qui lui sont
connectes en mode soumission ;
{ Quand on recupere un message (mode consommation), il le recupere (mode consom-
mation) depuis tous ses modules qui lui sont connectes en mode consommation,
et le diuse a tous les modules qui lui sont connectes en mode soumission.
static st_bool iogw_next_message (struct st_inout_descr_t *myself,
struct st_message_t *message)
{ return st_inout_message_pending_from_input(myself, message, NULL); }
static st_bool iogw_message_pull (struct st_inout_descr_t *myself,
struct st_message_t *message)
{
if (! st_inout_pull_message_from_input(myself, message, NULL))
return FALSE;
return st_inout_push_message_on_output(myself, message, NULL);
}
static st_int iogw_push_message (struct st_inout_descr_t *myself,
struct st_inout_descr_t *d_src
struct st_message_t *message)
{ return (! st_inout_push_message_on_output(myself, message, NULL)); }
L’extrait de code suivant presente la fonction qui a ete rajoutee (denissant une
interface de programmation minimale pour les modules de ce type) pour creer des
modules de ce type, en utilisant les fonctions de rappel ci-dessus :
static struct st_inout_module_t _iogw_module_callbacks = {
.name = "In->Out Gateway",
.input_type = ST_INPUT_TWO_PHASE,
.input = { two_phase:
{ .front = iogw_next_message,
.pull = iogw_message_pull } },
.push = iogw_push_message
};
struct st_inout_descr_t * st_iogw_new()
{
return st_inout_new_module(& _iogw_module_callbacks, NULL);
}
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1.4 Implantation d’un circuit de simulation
1.4.1 Interface de gestion du circuit de simulation Artisst
Pour construire puis gerer le circuit de simulation, Artisst propose les fonctions
suivantes :
st inout register input module(initiateur, src) et st inout register output -
module(initiateur, dst) : branche/debranche le module src au module initia-
teur pour signier une connexion en mode consommation dont initiateur est
l’initiateur ;
st inout register output module(initiateur, dst) et st inout unregister out-
put module(initiateur, dst) : branche/debranche le module dst au module
initiateur pour signier une connexion en mode soumission dont initiateur
est l’initiateur ;
st inout message pending(evt loop, message) : consulte le module evt loop pour
conna^tre le message le plus proche (chronologiquement) disponible en mode
consommation, et remplit message avec son contenu. Le message reste dans
la le des messages delivrables par evt loop ;
st inout pull message(evt loop, message) : recupere le message le plus proche (chro-
nologiquement) depuis (mode consommation) le module evt loop, et remplit
message avec son contenu. Le message est enleve de la le des messages delivrables
par evt loop ;
st inout push message(dst, message) : soumet le message message au module dst.
1.4.2 Exemple de code de creation et d’utilisation du circuit de simu-
lation
/* Les variables de type module */
struct st_inout_descr_t
*mod_env, /* Module de simulation d’environnement */
*mod_rtsys, /* Module de simulation de systeme temps-reel */
*mod_gw /* Module ‘‘prise multiple’’. C’est la boucle
d’evenements de notre circuit */
*mod_traces, /* Module de generation de traces au format texte */
*mod_gantt; /* Module d’affichage graphique de type chronogramme */
/* Le messsage recupere depuis la boucle de simulation */
struct st_message_t message;
/* Creation des modules */
mod_env = creer_simulateur_environnement();
mod_rtsys = creer_simulateur_systeme();
mod_gw = st_iogw_new();
mod_traces = st_outfile_new("traces.log");
mod_gantt = st_gantt_chart_new();
/*
* Connexion des modules :
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* Env ->| RTSys ->| GW |-> Traces+Gantt
*/
st_inout_register_input_module(mod_rtsys, mod_env);
st_inout_register_input_module(mod_gw, mod_rtsys);
st_inout_register_output_module(mod_gw, mod_traces);
st_inout_register_output_module(mod_gw, mod_gantt);
/* Le coeur de la simulation */
while (st_inout_pull_message(mod_gw, & message))
{
/* Besoin de ne rien faire d’autre : mod_gw s’occupe de diffuser les
messages qu’on recupere, aux modules qui lui sont connectes en mode
soumission */
}
1.5 Module de simulation de systeme temps-reel rtsys
Le module de simulation de systeme fait l’interface entre le circuit de simulation et
le systeme simule. Il est cree par l’unique fonction suivante :
st rtsys new(fct rappel, sys status, max jobs, custom, init task model,
init task status, init task arg) : cree un nouveau moduleArtisst specialise
dans la simulation de systeme temps-reel. Les fonctions de rappel speciques a
ce module sont denies par fct rappel, le statut de simulation (i.e. synthese
des statuts d’execution passes de tous les travaux) du module est designe par
sys status, et le nombre maximum de travaux simultanes est deni par max jobs.
Il est possible d’associer une donnee custom propre au module, et une ta^che
demarree automatiquement au lancement de la simulation (modele init task model,
statut d’execution init task status, et arguments passes a la nouvelle ta^che
init task arg).
Vis-a-vis du circuit de simulation, les fonctions de rappel automatiquement appelees
du module ainsi cree sont exactement celles denies pour tous les modules (voir section
1.3). Mais vis-a-vis du systeme simule, une interface de programmation specique est
denie pour l’application et le systeme d’exploitation simules (section 1.5.1), qui se
charge d’appeler automatiquement les fonctions de rappel speciques associees evoquees
ci-dessus (fct rappel) et personnalisables (section 1.5.2).
1.5.1 Interface de programmation disponible pour le systeme simule
Une fois le module de simulation de systeme cree, le systeme simule (application
et support d’execution) dispose de l’interface de programmation suivante aupres du
module de simulation designe par rtsys ci-dessous :
st rtsys activate task(rtsys, modele, statut, arg) : creation d’un travail de
ta^che dont le modele est deni par la structure modele, et dont le statut associe
que rtsys doit tenir a jour est designe par statut. Un argument personnalie arg
(pointeur) peut e^tre associe a ce travail ;
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st rtsys hold cpu(rtsys, duree) : simulation d’occupation du temps processeur par
le contexte courant (ta^che. traitant d’interruption) pendant la duree duree en te-
nant compte des preemptions ;
st rtsys syscall(rtsys, id, arg) : simule un passage en mode noyau (pour la
prise en compte precise des cou^ts systeme), et l’appel au service systeme designe
par id avec le parametre arg (pointeur) ;
st rtsys cancel task(rtsys, job id, code retour) : suppression du travail job id
en precisant au systeme le code de retour code retour. Les codes de retour recon-
nus par defaut sont : ST TERM STATUS DEADLINE MISS (indique un depassement
d’echeance) et ST TERM STATUS WCET OVERRUN (depassement de temps d’execution
pire-cas). D’autres codes de retour quelconques sont autorises ;
st rtsys yield(rtsys) : force une decision d’ordonnancement ;
st rtsys get date(rtsys) : consultation de l’horloge systeme ;
st rtsys change date(rtsys, op, val) : modication de la date systeme. Suivant
la valeur de op il peut s’agir d’un positionnement a la date val absolue, d’une
incrementation ou d’une decrementation de val unites de temps ;
st rtsys set irq mask(rtsys, masque) et st rtsys get irq mask(rtsys, masque) :
modication/consultation du masque de ltrage global des interruptions ;
st rtsys set local interrupts state(rtsys, etat) et st rtsys get local inter-
rupts state(rtsys) : modication/consultation du ltrage local des interrup-
tions du contexte d’execution courant ;
st rtsys post message(rtsys, message) : genere un message de simulation message.
1.5.2 Fonctions de rappel du systeme d’exploitation simule
Le support d’execution simule peut personnaliser les fonctions de rappel suivantes
du module de simulation de systeme designe par myself ci-dessous :
isr(myself, level) : traitant d’interruptions unique pour tous les niveaux (doit e^tre
reentrant). Appele a chaque fois qu’une interruption doit e^tre traitee, en precisant
le niveau (parametre level) ;
syscall(myself, id, arg) : traitant d’appel systeme unique pour tous les appels
systeme denis (doit e^tre reentrant). Appele a chaque fois que la fonction st rtsys -
syscall() ci-dessus est appelee ;
next task id reschedule(myself) : fonction de rappel d’ordonnancement en charge
de retourner next task id, l’identiant du prochain travail a executer ;
notify task activation(myself, job id) : signale l’activation du travail job id ;
notify task termination(myself, job id, code retour) : signale la n du travail
job id, soit normalement (code retour positionne a ST TERM STATUS NORMAL END),
soit suite a une suppression par st rtsys cancel task().
1.5.3 Exemple de systeme simule
Nous presentons un exemple de systeme simule dont le fonctionnement est le sui-
vant :
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{ Les ta^ches sont ordonnancees suivant EDF (ordonnanceur fourni par defaut) sans
garantie ;
{ Une interruption de niveau 0 correspond a l’interruption d’horloge, qui provoque
une augmentation de l’horloge systeme de 10ms ;
{ Une interruption de niveau 1 correspond a l’activation de la ta^che dont le modele
est task model (non decrit ci-dessous) ;
{ L’execution de chaque traitant d’interruption occupe 1ms de temps simule.
1.5.3.1 Version C
La version C repose sur l’initialisation correcte des fonctions de rappel. Dans l’exemple,
les seules fonctions de rappel fournies sont celles de traitement d’interruption (isr) et
d’ordonnancement (utilise la fonction st rtsys edf() fournie par defaut). La macro
ST TIME CONST(var, day, hour, min, sec, ms, us, ns) initialise var pour e^tre la
representation du temps denie par les parametres day, hour, ...
/* Modele de tache */
extern struct st_task_model_t task_model; /* Defini ailleurs */
/* Fonction de rappel de traitant d’interruptions */
static void isr(struct st_rtsys_descr_t *sd,
st_int irq_level)
{
st_time_t dt;
if (irq_level == 0) {
/* Interruption d’horloge => mise a jour de la date systeme */
ST_TIME_CONST(dt, 0,0,0,0,10,0,0); /* 10ms */
st_rtsys_change_date(sd, INC_DATE, & dt);
} else if (irq_level == 1) {
/* Interruption 1 => creation d’un nouveau travail de tache */
struct st_task_status_t *st = malloc (sizeof(struct st_task_status_t));
st_rtsys_activate_task(sd, & task_model, st, 0);
}
ST_TIME_CONST(dt, 0,0,0,0,1,0,0); /* 1ms */
st_rtsys_hold_cpu(sd, & dt);
}
st_inout_descr_t * creer_simulateur_systeme()
{
struct st_rtsys_callbacks_t rtsys_cb;
struct st_rtsys_status_t sstatus;
/* Creation du simulateur de systeme avec st_rtsys_edf comme
fonction de rappel reschedule() */
memset(& rtsys_cb, 0x0, sizeof(struct st_rtsys_callbacks_t));
rtsys_cb.isr = isr;
rtsys_cb.reschedule = st_rtsys_edf;
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return st_rtsys_new(& rtsys_cb, & sstatus, 10, NULL, NULL, NULL, NULL);
}
1.5.3.2 Version C++
La version C++ encapsule les fonctions de rappel et l’interface de programmation
decrite ci-dessus dans une me^me classe. Elle utilise l’heritage depuis l’ordonnanceur
EDF simple de la famille JFP decrite en 8.1.3 de la partie II. Pour denir et mani-
puler des temps, on utilise la class st Time fournie, qui denit les objets statiques
st Time::hour, st Time::min, ... st Time::ms et l’operateur parentheses \(nombre)"
de multiplication qui permet d’ecrire le temps 10ms sous la forme \st Time::ms(10)".
extern MyTaskModel task_model; // Defini ailleurs
class Demo_RTSys : public st_Sched_EDF {
public:
/* Constructeur */
Demo_RTSys(st_int max_tasks,
const st_Time & clock_resolution,
JFPTask * init_task,
void * init_task_args = NULL)
: st_Sched_EDF(max_tasks, clock_resolution,
init_task, init_task_args)
{ };
protected:
/* Fonction de rappel de traitement d’interruption */
virtual void cb_isr(st_int irq_level)
{
if (irq_level == 0) {
/* Interruption d’horloge => mise a jour de la date systeme */
change_date(INC_DATE, st_Time::ms(10)); // 10ms
} else if (irq_level == 1) {
/* Interruption 1 => creation d’un nouveau travail de tache */
activate_task(new JFPTask(& task_model));
}
hold_cpu(st_Time::ms(1)); // 1ms
}
};
st_inout_descr_t * creer_simulateur_systeme()
{
/* Nouveau module de simulation de systeme avec 10 travaux maximum,
de resolution d’horloge systeme 10ms */
return new Demo_RTSys(10, st_Time::ms(10));
}
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1.5.4 Diagramme de transition
Le diagramme de transition suivant (gure A.1) represente les dierents etats de
l’automate qui regit les aller-retours entre le systeme simule, et le contexte d’execution
(dit originel) du circuit de simulation. Il correspond a l’algorithme 7.1 decrit dans la par-
tie II, mais apporte des informations sur les messages d’instrumentation intermediaires
qui sont generes (les etiquettes sur les transitions, qui ne correspondent donc pas a des
evenements qui les tireraient). On peut distinguer 4 regions dans ce diagramme :
{ En haut : le corps de l’automate, charge de determiner si l’evenement a trai-
ter suivant est la n de la simulation d’occupation processeur par le contexte
d’execution courant, ou si c’est un message de simulation provenant de l’environ-
nement simule ;
{ A gauche : l’instrumentation des debut, preemption, reprise (i.e. allers vers le
contexte d’execution correspondant), annulation et terminaison de travaux de
ta^ches ;
{ A droite : l’instrumentation des levee, masquage global, mise en attente locale,
traitement (i.e. allers vers le contexte d’execution correspondant) et n de trai-
tement des interruptions ;
{ En bas : les transitions correspondant au retour depuis le contexte d’execution
d’une ta^che ou d’un traitant d’interruptions, vers le contexte d’execution originel.
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irq_leave
resume_current_verbose
Msg(irq_leave)
signal_irq_enter
Msg(irq_leave)
idle
task_end
Msg(end_task)
resume_simulation
back_to_task resume_isr_core
irq_enter
signal_irq_enter
Msg(suspend_task)
irq_masked
idle
Msg(irq_masked)
irq_later
complete_task_switch
resume_current_restore_isr
Msg(interrupt_wakeup)
state=idle SwitchtoISR
Msg(interrupt_wakeup)
Msg(interrupt_postpone)
Msg(suspend_task) Msg(irq_enter)
state=idle Switchto Task idlesignal_irq_enter
ISR
state=idle Switch to
coordinator
hold()
state=irq_leave Switch to
coordinator
return
Task
state=idle Switch to
coordinator
hold()
state=task_end Switch to
coordinator
return
Msg(begin_task)
Msg(resume_task)
idle Msg(from_inputs)
end_holding_time irq_raised
Msg(from_appli)
Msg(irq_raised)
Msg(interrupt_wakeup)
Msg(interrupt_postpone)
Fig. A.1: Diagramme de transition de l’automate du module de simulation de systeme
temps-reel
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Resume
Un systeme informatique est temps-reel lorsque ses traitements doivent verier des
proprietes d’ordre a la fois logique et temporel. Dans ce travail, nous proposons un outil
de simulation pour l’evaluation de tels systemes. Il peut venir completer les methodes
su^res d’analyse statique, en particulier lorsque le comportement temporel du systeme ou
de son environnement est insusamment caracterise. L’outil met l’accent sur la faculte
de personnalisation du systeme simule, la grande delite des comportements temporels
reproduits gra^ce a une granularite de simulation ajustable, la possibilite de reutiliser
du code d’application existant, et l’ecacite de simulation. Nous presentons aussi un
modele objet generique pour l’ordonnancement dynamique couvrant un grand nombre
d’ordonnanceurs existants, et qui a ete evalue gra^ce a l’outil. Nous detaillons enn les
moyens de prise en compte de la granularite de l’horloge systeme dans ces algorithmes,
ainsi qu’une evaluation de leur impact.
Mots-clefs : simulation, systemes temps-reel, evaluation, centralise, distribue, cou^ts
systeme.
Abstract
A real-time computing system is one whose correctness depends on both the logical
and the temporal properties of its computations. In this thesis, we propose a simulation
tool to evaluate such systems. It may be used as a complement to safe static analysis
methods, especially when the temporal behavior of the system or that of its environment
is not fully characterized. We made this tool as customizable as possible, provided it
with the capacity to reuse existing application code, tried to make it ecient, and
allowed the simulated temporal behavior to be as close to the eective one as possible,
thanks to the ability to adjust the timing resolution of the simulation. We also introduce
a generic objet model for dynamic real-time scheduling, that can adapt to a wide variety
of existing schedulers, and that has been assessed by the tool. We nally describe the
way the system clock granularity can be taken into account in these algorithms, and
evaluate its impact.
Keywords : simulation, real-time systems, evaluation, centralized, distributed, system
overheads.
