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Abstract
The deformation equation of a spacelike submanifold with an arbitrary
codimension is given by a general construction without using local frames.
In the case of codimension-1, this equation reduces to the evolution equa-
tion of the extrinsic curvature of a spacelike hypersurface. In the more
interesting case of codimension-2, after selecting a local null frame, this de-
formation equation reduces to the well known (cross) focusing equations.
We show how the thermodynamics of trapping horizons is related to these
deformation equations in two different formalisms: with and without in-
troducing quasilocal energy. In the formalism with the quasilocal energy,
the Hawking mass in four dimension is generalized to higher dimension,
and it is found that the deformation of this energy inside a marginal sur-
face can be also decomposed into the contributions from matter fields and
gravitational radiation as in the four dimension. In the formalism with-
out the quasilocal energy, we generalize the definition of slowly evolving
future outer trapping horizons proposed by Booth to past trapping hori-
zons. The dynamics of the trapping horizons in FLRW universe is given
as an example. Especially, the slowly evolving past trapping horizon in
the FLRW universe has close relation to the scenario of slow-roll inflation.
Up to the second order of the slowly evolving parameter in this generaliza-
tion, the temperature (surface gravity) associated with the slowly evolving
trapping horizon in the FLRW universe is essentially the same as the one
defined by using the quasilocal energy.
∗e-mail address: caolm@phys.kindai.ac.jp, caolm@itp.ac.cn
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1 Introduction
Quantum mechanics together with general relativity (GR) predicts that black
hole behaves like a black body, emitting thermal radiations, with a tempera-
ture proportional to its surface gravity at the black hole horizon and with an
entropy proportional to its horizon area [1, 2]. The Hawking temperature and
the horizon entropy together with the black hole mass obey the first law of
black hole thermodynamics [3]. Since these seminal works in the 1970s, the
relation among thermodynamics, quantum theory and spacetime geometry has
been widely discussed, and recent status can be found in a nice review [4].
Most of the studies of the black hole thermodynamics have been focused
on the event horizons of stationary black holes. For example, Kerr-Newmann
solution family in GR. However, this kind of horizon strongly depends on the
global structure of the spacetime. For example, to define an event horizon, we
have to know the future null infinity of the spacetime. The so called apparent
horizon defined by Hawking [5] also depends on the slicing (or 3 + 1 decompo-
sition) of the spacetime. To classify the two surfaces embedded in some slice
(for example, trapped, untrapped and marginal trapped) of the spacetime, of
course, one has to study the extrinsic properties of the two surfaces embedded
in this slice. To define the apparent horizon (a hypersurface), one has to repeat
this classification in each slice of the spacetimes. Recent years, based on the
Hawking’s definition of the apparent horizon, people have given some defini-
tions of the so called quasilocal horizons, see a review [6]. Further, from a more
broad view, some local defined horizon has also been proposed by Jacobson et
al, and profound connection between gravitation and thermodynamics has been
revealed [7, 8].
The pioneer work on the quasilocal horizon is the trapping horizon defined
by Hayward more than ten years ago [9, 10, 11]. Roughly speaking, this kind
of horizon is a hypersurface foliated by marginal surfaces of the spacetime.
However, here, the so called marginal is different from the one given by Hawking:
The former is a two dimension surface embedded in the spacetime [12], while the
later is a kind of two dimension surface embedded in some slice of the spacetime.
The trapping horizon can be null, spacelike or timelike according to different
spacetime structures. At the end of 1998, Ashtekar et al proposed a new horizon
which is called isolated horizon [13, 14, 15, 16, 17]. This kind of horizon is null,
and does not exchange matter and energy with it’s environment. About two
years later, dynamical horizon is also proposed by Ashtekar and Krishnan [18,
19]. It’s a spacelike hypersurface and dynamically evolves. Another interest
object is the so called slowly evolving horizon developed by Booth et al [20, 21,
22]. In this proposal, the marginal surface (and associated physical quantities)
slowly evolves on the future trapping horizon (In fact, in this theory, one can
also consider the event horizon [22]). The slowly evolving horizon describes
some near equilibrium state of the thermodynamics of the spacetime.
To study the dynamics of the quasilocal horizon, usually, there are two
formalisms: One of them heavily depend on some quasilocal energy inside a
given two dimension surface. By using Einstein equation and the quasilocal en-
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ergy, one may directly gets some first law like equation. Actually, to study the
dynamics of the trapping horizon in general spherically symmetric spacetime,
Hayward has translated the Einstein equation into a simple first law like equa-
tion by selecting the quasilocal energy to be Misner-Sharp energy [26]. Without
the spherical symmetry, the problem becomes complicated. Based on the Hawk-
ing mass (energy) [27] and focusing and cross focusing equations, the dynamics
of the trapping horizon is also studied by Hayward et al [28, 29, 30, 31]. In
this formalism, the quasilocal energy plays a key role, while the (cross) focusing
equations link the variation of the quasilocal energy, matter fields and some pos-
sible gravitational radiation together. Another formalism is independent of the
quasilocal energy. In some sense, the most important implement in this method
is the (cross) focusing equations (or generalized version)1. From these focusing
(cross focusing) equations, firstly, one can defines some energy flux which is nat-
urally related to the variation of the area of the cross section of the quasilocal
horizon. This is a Clausius like equation if we simply regard that the area of the
cross section corresponds to the entropy associated with the horizon. Secondly,
one can also study the variation of the angular momentum of the horizon. Fur-
ther, by assuming the first law of thermodynamics is still valid on the quasilocal
horizon, from the Clausiu like equation and the variation of the angular momen-
tum, one finally gets some energy of the horizon. In this formalism, we need
not introduce some quasilocal energy in advance. Contrarily, the energy of the
horizon can be regarded as a byproduct of the theory [6, 18, 19, 20, 21, 22].
However, these two formalism are both useless for the isolated horizon. In fact,
there is no dynamical version first law of thermodynamics (or dynamical version
Clausius relation) associated with the isolated horizon. To study this object,
one has to consider phase space method [6, 13, 14, 15, 16, 17].
So the (cross) focusing equations are very important to study the dynamics
of the quasilocal horizons. Actually, to study the dynamics of local Rindler
horizons, Jacobson et al also apply the so called Raychaudhuri equation (cor-
responding to one of the focusing equations) to relate the variation of the area
of the horizon and the matter flux [7, 8]. Therefore, these equations inevitably
appear whenever we hope to study the dynamics of the horizon quasilocally or
locally. On the other hand, the (cross) focusing equations can be get from the
study of the deformation of the codimension-2 spacelike submanifold. In the
light of the importance of these equations, in this paper, we study the defor-
mation of a spacelike submanifold with an arbitrary codimension, and a local
frame independent equation will be given. In the case of codimension-1, this
equation reduces to the evolution equation of the extrinsic curvature of a space-
like hypersurface in an n-dimensional Einstein theory. In the more interesting
case of codimension-2, after selecting a local null frame, this equation naturally
reduces to the well known (cross) focusing equations.
According to the two formalisms mentioned in previous paragraph, in this
paper, we show how the thermodynamics of the trapping horizons are related
to these deformation equations in two different approaches: with and without
1The Einstein equation is always used in any formalism.
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introducing the quasilocal energy. In the first formalism, we generalize the
Hawking mass (energy) in four dimension to higher dimension and study the
deformation of this energy. We find the deformation of this energy inside a
marginal surface (More precisely, the evolution of the energy inside the marginal
surface on the horizon) can be also decomposed into the contributions from the
matter fields and the gravitational radiation as in the case of the four dimension.
When the marginal surfaces are closed Einstein manifolds, we also study the first
law like equation of the trapping horizon. Roughly speaking, it has a similar
form as the one with the spherical symmetry. However, generally, it’s impossible
to define a surface gravity which is a constant on the marginal surface. Further,
the surface gravity also evolves on the trapping horizon even in the spherically
symmetric case. This means the system is generally nonequilibrium (even far
from some equilibrium point) if we regard the temperature is proportional to
the surface gravity. To make the problem easy to understand, it’s necessary
to study some near equilibrium state at first. The slowly evolving horizon
is just the object which describes the near equilibrium state of the horizon
thermodynamics. However, most of the studies of the slowly evolving horizon
have been focused on the future outer trapping horizons [20, 21, 22], and it’s
quite necessary to study a slowly evolving past trapping horizon if we hope to
study the near equilibrium state of some spacetime which only contains the past
trapping horizon (for example, our cosmology). Therefore, in the formalism
without introducing the quasilocal energy, we generalize the definition of the
slowly evolving future outer trapping horizon to the past trapping horizon.
The dynamics of the trapping horizon in FLRW universe is studied as an
example. We find the slowly evolving past trapping horizon in the FLRW uni-
verse has close relation to the scenario of the slow-roll inflation. With the slowly
evolving conditions, we also find: up to the second order of the corresponding
slowly evolving parameter, the temperature (surface gravity) associated with
the slowly evolving past trapping horizon in the FLRW universe is essentially
the same of the temperature (surface gravity) defined by using the quasilocal
energy.
This paper is organized as follows: In Sec.2, a preliminary of submanifold
theory is given. In Sec.3, we deduce the deformation equation of a spacelike
submanifold with an arbitrary codimension, and the cases of codimension-1
and codimension-2 are given as examples. In Sec.4, By selecting some local
frame, we show our equation reduces to the (cross) focusing equations (in the
case of codimension-2). We also give the deformation equation of the SO(1, 1)
connection associated with the local frame. The general definition of the trap-
ping horizon is provided in Sec.5. In Sec.6, we generalize the Hawking mass of
the four dimension to the higher dimension, and study the deformation of this
quasilocal energy by using the general deformation equation we have obtained.
The dynamics of the trapping horizon is discussed based on the deformation of
this generalized Hawking energy. In Sec.7, Firstly, we study the null trapping
horizon which corresponds to some equilibrium state, and then we generalize
the slowly evolving future outer trapping horizon to the past cases. In Sec.8,
the tapping horizon in the FLRW universe is investigated. We give the slowly
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evolving conditions of the trapping horizon in the FLRW universe. The surface
gravity associated with this kind of trapping horizon is also studied. The Sec.9
is conclusion and discussion.
2 Theory of Submanifold and Geometry of Codi-
mension -2 Surface
To define the trapping horizon, one has to study the intrinsic and the extrinsic
geometries of the codimension-2 spacelike surface, S, embedded in the space-
time (M, g), and then define the union of all the codimension-2 surfaces which
satisfy some conditions (be marginal) to be the horizon of the spacetime. So
it’s important to study the geometry of the codimension-2 surface.
To describe the geometry of the codimension-2 surface, in this section, we
list some important formula in the submanifold theory. We use abstract index
notation to make the formula have similar style as the theory of the hypersurface
in GR [32]. More details can be found in the papers of Carter [33, 34, 35]. The
readers who are familiar with the submanifold theory can skip this subsection.
For a spacelike codimension-2 surface, from the submanifold theory, one can
always decompose the metric of the spacetime into
gab = hab + qab , (1)
where qab is the induced metric of the surface S. The induced metric qab is
Riemannian because that S is spacelike, while the transverse part, i.e., hab, is
Lorentzian. By this decomposition, the corresponding projection operators are
given by q ba and h
b
a , and they satisfy
q ca q
b
c = q
b
a , h
c
a h
b
c = h
b
a , h
c
a q
b
c = 0 . (2)
Since hab is Lorentzian, it’s natural to introduce two future directed null vector
fields ℓ and n, and express hab as
hab = −ℓanb − naℓb = εIJeIaeJb . (3)
where I and J take values {1, 2}, and e1 = ℓ, e2 = n. The symbol εIJ represents
a constant matrix given by ε11 = ε22 = 0, ε12 = ε21 = −1. According to
pointing to singularity or not, the vectors n and ℓ are called inward (ingoing)
and outward (outgoing) respectively. Obviously, there are some freedoms to
choose ℓ and n. However, if we require ℓan
a = −1, the only remainder freedom
is just the rescaling of the null vectors, i.e., ℓ→ λℓ, n→ n/λ with some positive
regular function λ.
Certainly, one can also introduce an orthogonal frame such that hab can be
expressed as
hab = −uaub + vavb , (4)
where ua and va satisfy: u
aua = −1 , vava = 1 and uava = 0. Now, in eq.(3),
we can take e1 = u, e2 = v, ε11 = −ε22 = −1 and ε12 = ε21 = 0. Similar to the
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null frame, there are also some freedoms (for example, the SO(1, 1) rotation of
the frame) to take different ua and va.
Assuming the covariant derivative of the spacetime (M, g) is given by ∇,
then, second fundamental tensor K cab is defined as [33]
Kab
c = q da q
e
b ∇dq ce . (5)
This is an important extrinsic quantity of the surface S, and it can be defined
without introducing any local frame of the spacetime. It is easy to find that the
second fundamental tensor satisfies
Kab
c = Kba
c , h da Kdb
c = Kab
dqd
c = 0 . (6)
This tensor can be decomposed into a traceless part (C cab ) and a trace part
(Kc), i.e.,
Kab
c =
1
n− 2qabK
c + Cab
c , (7)
where Kc = gabKab
c is called extrinsic curvature vector or mean curvature
vector, which is an important tensor in the submanifold theory. By using the
null frame, one gets these extrinsic quantities along the directions of ℓ and n:
K
(ℓ)
ab = −Kabcℓc = qacqbd∇cℓd , K(n)ab = −Kabcnc = qacqbd∇cnd . (8)
Similarly, the extrinsic vector is also decomposed as
θ(ℓ) = −Kcℓc = qab∇aℓb , θ(n) = −Kcnc = qab∇anb . (9)
These two quantities are called the expansions along ℓ and n respectively. The
traceless part is decomposed as
σ
(ℓ)
ab = −Cabcℓc =
(
qa
cqb
d − 1
n− 2qabq
cd
)
∇cℓd ,
σ
(n)
ab = −Cabcnc =
(
qa
cqb
d − 1
n− 2qabq
cd
)
∇cnd . (10)
These are just the usual shear tensors along the directions of ℓ and n. For the
orthogonal frame {u, v}, we can also get K(u)ab = −K cab uc, K(v)ab = −K cab vc
and the corresponding expansions and shear tensors. Actually, for an arbitrary
normal vector X , we can define
K
(X)
ab = −K cab Xc = q ca q db ∇cXd ,
and the expansion and the shear tensor are respectively given by
θ(X) = −KcXc , σ(X)ab = −C cab Xc .
To study the intrinsic geometry of S, it’s necessary to introduce the corre-
sponding connection or covariant derivative Da on S. For the tensor field which
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is invariant under projection operator q ba , for example, T
b
a , the corresponding
covariant derivative is defined by
DcT
b
a = q
d
a q
b
e q
f
c ∇fT ed , (11)
and more general cases are similar. With this definition of the covariant deriva-
tive, for vectors ξ and η which are tangent to S (invariant under the projection
operator q ba ), it’s easy to find
ηc∇cξb = ηcDcξb +Kacbηaξc . (12)
This is just Gauss’s formula. By using this covariant derivative Da, from the
usual definition
Rabcdξ
d = (DaDb −DbDa)ξc , (13)
one gets the intrinsic Riemann curvature tensor Rabcd. The relation between
this intrinsic curvature of S and the curvature of the spacetime is encoded in
Gauss equation:
Rabcd = Kca
eKbde −KcbeKade + qaeqbfqcgqdh Refgh , (14)
where Rabcd is the Riemann curvature of the spacetime. This equation can be
easily found from the definitions of Da and Rabcd.
Similar to the covariant Da for the intrinsic geometry of S, for a mixed
tensor Tabc··· with tangent indices a, b and a normal index c, it’s convenient to
define a covariant derivative D˜a as follows:
D˜eTabc··· = h
d
c · · · q ga q hb · · · q fe ∇fTghd . (15)
Obviously, for tangent tensor (which is invariant under q ba ), this covariant
derivative reduces to the derivative Da. For an arbitrary normal vector X
and a tangent vector ξ, by using above definition, it’s easy to find
ξc∇cXb = −K ba cξaXc + ξcD˜cXb . (16)
This is just Weingarten’s formula. So, for normal vectors, D˜a is just the usual
normal covariant derivative. Based on this covariant derivative, by calculating
ΩabcdX
d = (D˜aD˜b − D˜bD˜a)Xc (17)
for an arbitrary normal vector X , we get the corresponding curvature tensor
Ωabcd, which has form
Ωabcd = q
e
a q
f
b h
g
c h
h
d Refgh +KaedK
e
b c −KbedK ea c . (18)
This is Ricci equation. Obviously, this curvature has property of Weyl tensor,
in fact, after some rearrangement, it can be expressed as
Ωabcd = q
e
a q
f
b h
g
c h
h
d Cefgh + CaedC
e
b c − CbedC ea c , (19)
7
where Cefgh is the Weyl tensor of the spacetime, while Cabc is the traceless part
of the second fundamental tensor.
Further, in our codimension-2 cases, from eq.(15), for an arbitrary normal
vector Xa = αℓa + βna, it’s easy to find
D˜aXb = (Daα+ ωaα)ℓb + (Daβ − ωaβ)nb , (20)
where ωa is defined as
ωa = −q ea nd∇eℓd . (21)
This is just the normal covariant derivative given in some references (for exam-
ple [22]). Sometime, the ωa is called the SO(1, 1) connection of the SO(1, 1)
normal bundle (see, for example, [23]). Of course, this definition of the connec-
tion on the normal bundle depends on the null frame (so it’s gauge dependant).
Similarly, if we consider the orthogonal frame {u, v}, for Xa = αua + βva, it’s
easy to find
D˜aXb = (Daα+ ωaβ)ub + (Daβ + ωaα)vb , (22)
and now ωa is defined as
ωa = −q ca ub∇cvb . (23)
It should be noted here: we have used the same notation ωa as in the case of
the null frame, but their values are usually different from each other.
Generally, the connection is defined to be
ωabc = εIJe
I
cD˜ae
J
b = ωaǫbc , (24)
where ǫab = naℓb − ℓanb for the null frame {ℓ, n}, and ωa is given in eq.(21).
While for the orthogonal frame {u, v}, ǫab = uavb − vaub and ωa can be found
in eq. (23) (The properties of the tensor ǫab is given in Appendix B.). It’s easy
find this ωabc satisfies standard relations
ωabcℓ
c = D˜aℓb , ωabcn
c = D˜anb . (25)
for the null frame, and
ωabcu
c = D˜aub , ωabcv
c = D˜avb . (26)
for the orthogonal frame. For the null frame {ℓ, n} or the orthogonal frame
{u, v}, from eq.(17) and above two relations, it’s easy to find that the curvature
tensor Ωabcd now can be put into
Ωabcd = D˜aωbcd − D˜bωacd + ω eac ωbed − ω ebc ωaed . (27)
Considering the definition of D˜a, this curvature is just the one proposed by
Carter [33, 34, 35]:
Ωabcd =
(
h ec h
f
d q
g
a q
h
b ∇gωhef + ω eac ωbed
)
− (a↔ b) . (28)
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Actually, the expressions (27) and (28) are valid in the case with an arbitrary
codimension. In the special case of codimension-2 in this paper, after a short
calculation, we find
Ωabcd = (Daωb −Dbωa)ǫcd . (29)
Here, Ωab = Daωb−Dbωa is the curvature associated with the SO(1, 1) connec-
tion (21).
Another important formula is Codazzi equation. This equation can be ob-
tained from applying the covariant derivative D˜a on the second fundamental
tensor. From equation
D˜d(KabcX
c) = D˜d(Kabc)X
c +KabcD˜dX
c , (30)
and the relation K cab Xc = −q ea q fb ∇eXf , it’s not hard to find:
D˜aKbcd − D˜bKacd = −q ea q fb q hc h gd Refhg . (31)
This is just the Codazzi equation. For an arbitrary normal vector Y , it gives(
n− 3
n− 2
)
Daθ
(Y ) −Dbσ(Y )ba +KdD˜aY d −K ba dD˜bY d = q ea qbcY dRebcd . (32)
In the case of codimension-1, this equation is just the so called momentum
constraint equation in Hamiltonian formalism in GR if we select Y a = ua,
where ua is the unit normal vector of some spacelike hypersurface. In the case
of codimension-2, by using eq.(25), immediately, we get(
n− 3
n− 2
)
(Da − ωa) θ(ℓ) − (Db − ωb) σ(ℓ)ba = q ea qbcℓdRebcd (33)
and (
n− 3
n− 2
)
(Da + ωa) θ
(n) − (Db + ωb)σ(n)ba = q ea qbcndRebcd . (34)
The right hands of above equations can also be transformed into the form com-
posed by the Weyl tensor Cabcd and Einstein tensor Gab:
q ea q
bcY dRebcd = q
e
a q
bcY dCebcd −
(
n− 3
n− 2
)
q ea Y
b
Geb . (35)
We can get similar equations(
n− 3
n− 2
)(
Daθ
(u) − ωaθ(v)
)
−
(
Dbσ
(u)b
a − ωbσ(v)ba
)
= q ea q
bcudRebcd , (36)
(
n− 3
n− 2
)(
Daθ
(v) − ωaθ(u)
)
−
(
Dbσ
(v)b
a − ωbσ(u)ba
)
= q ea q
bcvdRebcd (37)
by using eq.(26) if the orthogonal frame is considered. Eqs.(14), (18) and (31)
are important relations in the submanifold theory. They are valid in the case
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with an arbitrary codimension. In the four dimension, some of the formula
for the codimension-2 surfaces we have listed here can also be found in [22].
It should be noted here: Some definition might be not well defined if we only
consider a single surface. For example, ∇a is not well defined if the support
of the tensor field is confined to the single surface. Actually, in this case, only
q ba ∇b is well defined on the surface [34]. However, in this paper, we do not
consider this possibility. In our setting, we can always imagine that S is a leaf
of the foliation of some neighborhood of S. By this consideration, ∇a is always
well defined.
3 Deformation of Submanifold
3.1 Cases with Arbitrary Codimensions
Now, let’s consider the deformation of some spacelike surface S embedded in the
spacetime with an arbitrary codimension. Assume Xa is a normal vector, then,
generally speaking, the Lie derivative of the projection operator q ba along X
a is
not vanished. However, we can consider a foliation of some neighborhood of S
(Certainly, S is a leaf of this foliation), and require that X has some relation to
the structure of this foliation such that the projection operator is Lie dragging
along X , i.e.,
LX
(
q ba
)
= 0 , (38)
where LX is the Lie derivative along X . This relation just means: any tangent
tensor (invariant under q ba ) preserves to be a tangent tensor under the Lie
derivative along X . For example, for any tangent vector ξa, we have LXξa =
LX(ξbq ab ) = q ab LXξb. So the resulting vector is still a tangent vector. The
relation (38) also means that
LX
(
h ba
)
= 0 . (39)
This equation can be easily found from the relation q ba + h
b
a = δ
b
a .
Of course, now X is constrained by above two equations (only one of them
is independent). The situation is very similar to the 3+1 decomposition in GR.
In that case, for some foliation parameter τ , the evolution vector X is required
to satisfy LXτ = 1, and the three dimension projection operator is also Lie
dragging along the evolution vector X . Here, we have generalized this relation
to the case with an arbitrary codimension. For the case of codimension-1, more
details can be found in reference [36].
Contrarily, for a given normal vector X , we can find an appropriate foli-
ation of some neighborhood of the given codimension-2 surface such that the
corresponding projection operator is Lie dragging along X .
The relation (38) automatically implies following two equations:
q ca LXq bc = 0 , h ca LXq bc = 0 . (40)
After straightforward calculation, the first equation implies
Xdq ca ∇dqcb = −Xdhbc∇dh ca = hbdq ca ∇cXd = D˜aXb . (41)
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So, for another normal vector Y (which is arbitrary), we arrive at
q ca X
d∇dYc = −YcD˜aXc . (42)
This equation just provides the expression of the tangent part of the vector
Xd∇dYc. Generally, it may has a normal part. The second equation in eq.(40)
gives result
q bc X
d∇dq ca = D˜bXa = −h ca q bd ∇cXd (43)
where we have used eq.(41). So, by considering the definition of D˜a in eq.(15),
we have
h db q
c
a (∇cXd +∇dXc) = h db q ca LXgcd = 0 , (44)
This relation just means: after the deformation, the spacetime metric still pre-
serves the orthogonal property of the projection operators. Furthermore, for
the (arbitrary) normal vector Y , eq.(43) also implies relation
[X,Y ]eqeb = 0 , (45)
This just tells us that the Lie bracket of X and Y is also a normal vector.
Actually, if this condition is regarded as a primary assumption, then, one can
easily get the equation (42). This logic has been used in the paper by Booth [22].
Now, it’s easy to find that equations
q db q
c
a LXq bc = h db q ca LXq bc = q db h ca LXq bc = h db h ca LXq bc = 0 (46)
are trivially satisfied. So there are no further useful constraint conditions pro-
vided by eq.(38).
By using the property that projection operator is Lie dragging along X , we
can get a simple expression for the second fundamental tensor:
LXqab = q ca q db LXqcd = −2K cab Xc = 2K(X)ab . (47)
Similarly, one finds the expansion along X can be expressed as
LXǫq = θ(X)ǫq , (48)
where ǫq is the area element of the (n− 2)-dimension submanifold S. Actually,
once some quantity is invariant under the projection operator, we can use (38)
to simplify the Lie derivative of the quantity as above two examples.
Let’s consider the deformation of the second fundamental tensor K cab (pro-
jecting along the direction of Y ). From above discussion, we have
LXK(Y )ab = q ca q db LXK(Y )cd = q ca q db Xe∇eK(Y )cd +K(X)a cK(Y )cb +K(X)b cK(Y )ca .
(49)
After a little bit complicated calculation (especially for the first term in right
hand of above equation), we gets
LXK(Y )ab = q ca q db XeY fRecdf +K(Y )a cK(X)bc − Y cD˜aD˜bXc
+Kacb
(
YdD˜
cXd
)
−Kabc
(
Xd∇dY c
)
. (50)
11
The details to get above equation are given in Appendix A. Considering
(LXqac)qcb = −2qacK(X)cb and q ca LXhcb = 0 ,
we have
LXθ(Y ) = LX(K(Y )ab gab) =
(
LXK(Y )ab
)
gab +K
(Y )
ab LXgab
=
(
LXK(Y )ab
)
gab +K
(Y )
ab LX
(
qab + hab
)
=
(
LXK(Y )ab
)
gab − 2K(Y )ab K(X)ab . (51)
After substituting this result into eq.(50), we get the deformation equation of
the expansion θ(Y ) (The normal vector Y is arbitrary.),
LXθ(Y ) = qcdXeY fRecdf −K(Y )abK(X)ab − Y cD˜aD˜aXc −Kc
(
Xd∇dY c
)
. (52)
The results (50) and (52) are valid in the case with an arbitrary codimen-
sion. In fact, in above discussions, we have not impose any requirement on the
dimension of the part associated with hab.
In above discussions, we only consider the deformation of the submanifold
along a normal vector Xa. For a tangent vector, for example, φa, the Lie
derivative of θ(Y ) along φa is constrained by the Codazzi equations (31) and
(32): (
n− 3
n− 2
)
Lφθ(Y ) = φaDbσ(Y )ba −
(
n− 3
n− 2
)
φaKdD˜aY
d
+ φaC ba dD˜bY
d + qfgφeY hRefgh . (53)
Eqs.(50) and (52) are main results of this subsection. To understand them, in
following two subsections, we will apply them to the cases of codimension-1 and
codimension-2 respectively.
3.2 Codimension-1 Cases
In the case of codimension-1, we can set hab = −uaub, where ua is an unit
timelike normal vector of the hypersurface (the observer associated with the
vector ua is just the so called Euler observer). So the extrinsic curvature is
simply given by Kabc = Kabuc. In this case, X is just the evolution vector
Xa = Nua with lapse function N . We can select Ya = ua such that θ
(Y ) is
given by θ(Y ) = K = −Kaua. Remembering the definition of D˜a in eq.(15), we
have
Y cD˜aD˜
aXc = −DaDaN , K(Y )abK(X)ab = NKabKab ,
qfgXeY hRefgh = −NRabuaub , Kc
(
Xd∇dY c
)
= 0 . (54)
So eq.(52) is transformed into a very familiar form
− 1
N
LXK = Rabuaub +KabKab − 1
N
DaDaN . (55)
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This is nothing but the evolution equation of K in the 3 + 1 formulism of GR
(Actually, now, it’s (n − 1) + 1 decomposition of the n-dimensional Einstein
theory). It should be noted here: Usually, in GR, people use the definition
of the extrinsic curvature as Kab = −q ca q db ∇cud. So it has a sign difference
from our definition. If we use this definition, the minus in front of LXK/N will
disappear. Similarly, we can get the evolution equation of Kab from eq.(50) and
the Gauss equation (14):
− 1
N
LXKab = −q ca q db Rcd +Rab +KKab − 2KacK cb −
1
N
DaDbN . (56)
From this simple example, it’s very clear how that the vector X is adapted
with the foliation of the neighborhood of the hypersurface such that q ba is Lie
dragging along it. Of course, for a different lapse function N (or a different
evolution vector X), one has to consider a different foliation structure of the
neighborhood of the hypersurface [36].
3.3 Codimension-2 Cases
Let’s consider the more interesting case of codimension-2. Noted that in this
case we have
qfgXeY hRefgh = −XeY hReh − hfgXeY hRefgh
= −XeY hReh − 1
2
hfghehRefgh
(
XbY
b
)
. (57)
However, from the Gauss equation (14), we get
R − 2Rabhab + hachbdRabcd = R+KabcKabc −KeKe . (58)
After substituting eqs.(57) and (58) into eq.(52), we find
LXθ(Y ) = −Gab
[
XaY b − hab (XeY e)
]−K(Y )abK(X)ab
+
1
2
(
R+KabcK
abc −KaKa
) · (XeY e)
−Y cD˜aD˜aXc −Kc
(
Xd∇dY c
)
, (59)
where Gab is the Einstein tensor of the spacetime. We can rearrange the terms
in above equation, and transform it into another more covariant form
LXθ(Y ) = −
(
Gab +KcdaK
cd
b
) [
XaY b − hab (XeY e)
]
+
1
2
(
R−KabcKabc −KcKc
) · (XeY e)
−Y eD˜cD˜cXe −Kc (Xe∇eY c) . (60)
This is the main result of this subsection. Eq.(60) is very important to study
the thermodynamics of the horizons. Of course, here, this deformation equation
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is valid for an arbitrary codimension-2 surface (not only for the case which has
closed relation to the horizons).
During above reductions, the local frames eI = {ℓ, n} or eI = {u, v} are not
necessary. However, to find the explicit expression for the term Y eD˜cD˜
cXe, it’s
better to introduce some local frame. After some calculation (see Appendix C),
we find
Y eD˜cD˜
cXe = εIJ
(
Y IDcDcX
J
)
+ 2εIJ
(
ωcǫbdY
beIdDcX
J
)
+ Dcω
c
(
ǫbdY
bXd
)
+ ωcω
c(XeY
e) , (61)
where Y I is the component of Y a along the vector eIa, i.e., Y
I = Y aeIa. Da is
the covariant derivative on the codimension-2 surface. For the null frame {ℓ, n},
the matrix εIJ and tensor ǫab are given in eqs.(3) and (24) respectively, and the
SO(1, 1) connection ωa can be found in eq.(21). While for the orthogonal frame
{u, v}, εIJ and ǫab are given just bellow eqs.(4) and (24) respectively, and the
connection ωa can be found in eq.(23).
From above results, it is easy to find that the operator LX satisfies LX+LZ =
LX+Z . However, due to the existence of the term Y eD˜cD˜cXe, it has no property
as the usual Lie derivative. For example, the action of the operator on the scalar
θ(Y ) generally has property
L(fX)θ(Y ) 6= fLXθ(Y ) , (62)
where f is a function on the spacetime. This behavior comes from the fact that
we require that the projection operator is Lie dragging along X . Of course, in
the case that f is a constant on the codimension-2 surface, from eq.(61), one
finds the operator LX reduces to the usual Lie derivative. We will find this
point in the spherically symmetric cases, for example, the FLRW universe. For
Y vector, we have
LXθ(fY ) = fLXθ(Y ) + θ(Y )LXf , (63)
This is because that the derivative of the Y variable is first order in eq.(60). To
make the problem easy to understand, in next section, we give the explicit form
of the deformation equation in some local frames.
The property (62) of the operator LX is very similar to the operator “δ”
defined by Andersson, Mars and Simon [24, 25]. Here, to compare this operator
δ with our approach, we give (the notations are a little bit different) the original
definition of δ [25]: Assume 0 ∈ I ⊂ R and X be an arbitray normal vector
at S. Let ΦX : S × I → M be a differential map such that for each fixed
τ ∈ I, ΦX(·, τ) is an immersion and for fixed p ∈ S, ΦX(p, τ) is a curve starting
at p with tangent vector X(p). This way, a family of codimension-2 surfaces
Sτ = ΦX(S, τ) is defined. Assume Yτ be a nowhere zero normal vector of Sτ
which is differentiable with respect to τ , let θ(Yτ ) be the expansion of Sτ along
Yτ , then, the variation of θ
(Y ) is defined as δXθ
(Y ) ≡ ∂τθ(Yτ )|τ=0. This is a kind
of geometric variation and we can also assume that X has a part X‖ which is
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tangent to S. By using this definition, and assuming X = X‖ + Aℓ − Bn, one
gets [25]:
δXθ
(ℓ) = X‖
(
θ(ℓ)
)
+ aθ(ℓ) −∆SB + 2ωaDaB −A
(
K
(ℓ)
ab K
(ℓ)ab + Gabℓ
aℓb
)
+
B
2
(
− 2ωaωa + 2Daωa +R+KaKa − 2Gabℓanb
)
, (64)
where we have chosen Y = ℓ. ωa is defined in eq.(21). ∆S = D
aDa is the
Laplacian on (S, qab), and a = −na∂τ ℓaτ |τ=0. If we change notations as: X → q,
ℓ→ l, n→ k/2, ω → s, θ(ℓ) → θ, KaKa → −H2, A→ b and B → u, then, (64)
is just the original result in the Lemma 3.1 in [25].
Our approach is different from the definition of δ: For an arbitrary normal
vector X of S, we assume that there is a foliation of some neighborhood of S
such that q ba is Lie dragging along X . So our operator LX is just the usual
Lie derivative constrained by (38). By this definition, we can get the value of
LXθ(Y ) on S for each X . However, it will be found soon in the next section that
the result given by δX is very similar to our result by LX (see the discussion
bellow eq.(67)). In our approach, the action of X‖ is encoded in eq.(53). To
get the result of δXθ
(Y ), we need not know the details of the map ΦX . A
different X may correspond a different map Φ. Similarly, to get LXθ(Y ), we
also need not know the details of the foliation structure of some neighborhood
of S, and a different X corresponds to a different foliation of a (maybe different)
neighborhood of S.
4 Deformation Equations with Local Frames
4.1 Expressions in Null Frame
4.1.1 Focusing and Cross Focusing Equations
Eqs.(59) and (60) in last section are independent of any local frame. In this
subsection, by choosing the null frame {ℓ, n}, we give two important examples.
The components of the extrinsic curvature along these two null vectors can be
found in eq.(8), and the corresponding expansions and shear tensors are defined
in eqs.(9) and (10) respectively.
Firstly, by setting Ya = ℓa and Xa = Aℓa − Bna, we have XeY e = B. So
eqs.(60) and (61) give result
LXθ(ℓ) = κXθ(ℓ) −DcDcB + 2ωcDcB −B
[
ωcω
c −Dcωc + Gabℓanb
−1
2
R− θ(ℓ)θ(n)
]
−A
[
Gabℓ
aℓb + σ
(ℓ)
ab σ
(ℓ)ab +
1
n− 2θ
(ℓ)θ(ℓ)
]
. (65)
Here, we have introduced an important quantity—“surface gravity”
κX = −ncXe∇eℓc , (66)
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and then the last term in eq.(60) becomes
−Kc (Xe∇eℓc) = −Kdh cd (Xe∇eℓc)
= Kd(ℓcnd + n
cℓd) (X
e∇eℓc) = κXθ(ℓ) . (67)
Since we have not discuss any horizon until now, so, in eq.(66), κX associated
with the vector X is not the real surface gravity of the black hole horizon. It
should be noted here: if we identify “κX” with “a” in (64), then δXθ
(ℓ) in (64)
is the same of our result (65).
Similarly, by setting Ya = na and Xa = Aℓa −Bna, we get
LXθ(n) = −κXθ(n) +DcDcA+ 2ωcDcA+A
[
ωcω
c +Dcω
c + Gabn
aℓb
−1
2
R− θ(ℓ)θ(n)
]
+B
[
Gabn
anb + σ
(n)
ab σ
(n)ab +
1
n− 2θ
(n)θ(n)
]
. (68)
In the four dimension, eqs.(65) and (68) are just the equations given by Booth [22].
In the case where A = 1, B = 0 (or A = 0, B = −1), eq.(65) ( or eq.(68))
is just the so called focusing equation. In the case where A = 0, B = −1 (or
A = 1, B = 0), eq.(65) (or eq.(68)) gives the cross focusing equation (see eqs.(94)
in next section) [28, 29, 30].
4.1.2 Y is dual to X
The second interest example is the case where XeYe = 0. Under this require-
ment, eq.(60) becomes very simple:
LXθ(Y ) = −
(
Gab +KcdaK
cd
b
)
XaY b − Y eD˜cD˜cXe −Kc (Xe∇eY c) . (69)
For simplicity, we select X and Y as
Xa = Aℓa −Bna , Ya = Aℓa +Bna , (70)
where A and B are functions on the spacetime. It should be noted here: above
expressions are not the most general forms ofX and Y (which satisfy the relation
XeY
e = 0). Actually, here, X and Y are dual to each other, i.e., Ya = ǫabX
b.
The tensor ǫab has been defined in eq.(24). After a short calculation, eq.(61)
reduces to
Y eD˜cD˜
cXe = De(AD
eB −BDcA− 2ABωe) . (71)
It’s also easy to find
Kc (X
e∇eY c) = −κXθ(X) − θ(ℓ)LXA− θ(n)LXB . (72)
So the deformation equation of the expansion θ(Y ) becomes
LXθ(Y ) = κXθ(X) − GabXaY b − σ(X)ab σ(Y )ab −
1
n− 2θ
(X)θ(Y )
−De(ADeB −BDcA− 2ABωe) + θ(ℓ)LXA+ θ(n)LXB , (73)
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where κX is defined in eq.(66). In four dimension, by setting A = 1, this
equation is just the one given in [22, 38, 39]. Consider eq.(63), we can translate
above equation into
κXθ
(X) = GabX
aY b + σ
(X)
ab σ
(Y )ab +
1
n− 2θ
(X)θ(Y )
+De(AD
eB −BDcA− 2ABωe) +ALXθ(ℓ) +BLXθ(n) , (74)
For n = 4, this result can also be found in [22, 38, 39]. This is a very important
equation to study the thermodynamics of the horizon. If the codimension-2
surface is compact without boundary, then, it’s easy to find∫
κXLXǫq =
∫
ǫq
[
GabX
aY b + σ
(X)
ab σ
(Y )ab +
1
n− 2θ
(X)θ(Y )
]
+
∫
ǫq
[
ALXθ(ℓ) +BLXθ(n)
]
, (75)
where ǫq is the area element of the codimension-2 surface. Here we have used
the relation θ(X)ǫq = LXǫq in eq.(48).
4.1.3 Damour-Navier-Stokes like Equation
The reason to select the null frame {ℓ, n} is not simply to make the formula easy
to understand. In fact, without the local null frame, some important physical
quantities can not be defined. For example, ωa and κX , which have close relation
to the angular momentum and the surface gravity of the horizon. So another
important equation is the deformation equation of ωa. From the definition of
ωa in eq.(21), by using the relations (25) and (42), it’s easy to find
LXωa = K ba cD˜b(ǫcdXd) +DaκX −
1
2
qa
bXdǫceRdbce . (76)
We can also express the right hand of above equation by the Weyl tensor Cabcd
and the Einstein tensor Gab:
qa
bXdǫceRdbce = qa
bXdǫceCdbce − 2
n− 2q
b
a ǫ
cdXdGbc . (77)
From the generalized Codazzi equation (32) and eq.(35), we have(
n− 3
n− 2
)
Daθ
(Y ) −Dcσ(Y )ca +KcD˜aY c −K ba cD˜bY c
= −q ba hceY dCbced −
(
n− 3
n− 2
)
q ba Y Gbc , (78)
where Ya is the dual vector of Xa, i.e., Ya = ǫabX
b. It’s easy to find that
q ba h
ceǫdfXfCbced =
1
2
qa
bXdǫceCdbce
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always holds. Thus, by combining eqs.(76), (77) and (78), we have
LXωa = DaκX +
(
n− 3
n− 2
)
Daθ
(Y ) −Dcσ(Y )ca +KcD˜aY c + q ba Y cGbc . (79)
The termKcD˜aY
c can be calculated from eqs.(70) and (20), and above equation
becomes
LXωa + θ(X)ωa = DaκX +
(
n− 3
n− 2
)
Daθ
(Y ) −Dcσ(Y )ca
+ q ba Y
c
Gbc − θ(ℓ)DaA− θ(n)DaB . (80)
In the case where X is self-dual or anti-self-dual, i.e., X = ±Y , by consid-
ering the Einstein equation, this equation is a kind of Damour-Navier-Stokes
equation [37]. In this case, X or Y can be identified to be the evolution vec-
tor of the event horizon of the spacetime (Actually, when X = ±Y , eq.(80)
can be explained to be the Damour-Navier-Stokes equation on an arbitrary null
hypersurface of the spacetime). If eq.(80) is applied to the trapping horizons
instead of the event horizon, one gets generalized Damour-Navier-Stokes equa-
tions [38, 40]. In this case, X is identified to be the evolution vector of the
trapping horizon, and Y is just the normal vector of the trapping horizon. Cer-
tainly, now, X need not to be self-dual or anti-self-dual, i.e., X need not to be
null. More details on the physical meaning of the terms in eq.(80) can be found
in the papers by Gourgoulhon et.al. [38, 40].
Let φa be a tangent vector, then, we have
LX
∫
ǫq (φ
aωa) =
∫
ǫq
[
θ(X)φaωa + LXφaωa + φaLXωa
]
=
∫
ǫq
{
LXφaωa + φa
[
DaκX +
(
n− 3
n− 2
)
Daθ
(Y ) −Dcσ(Y )ca
+ q ba Y
c
Gbc − θ(ℓ)DaA− θ(n)DaB
]}
. (81)
Assume that φa also satisfies LXφa = 0 and Daφa = 0, then we get
LX
∫
ǫq (φ
aωa) =
∫
ǫq
{
1
2
(
Daφb +Dbφa
)
σ
(Y )
ab + φ
aY bGab
+AφaDaθ
(ℓ) +BφaDaθ
(n)
}
. (82)
Here, we have assumed that the codimension-2 surface is compact without
boundary. It’s obvious this equation does not depend on the dimension of
the spacetime. The left hand of above equation has closed relation to the an-
gular momentum of the spacetime [41]. Actually, the angular momentum can
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be defined as Jφ =
∫
ǫq(φ
aωa). From above equation, it’s not hard to find the
balance equation of the angular momentum [38].
Eqs.(73) and (80) have important applications in the theory of membrane
paradigm [42, 43]. Recent progress on this topic can be found in [38, 44, 45, 46]
and references therein.
4.2 Expressions in Orthogonal Frame
Besides the null frame {ℓ, n}, sometime, it’s useful to express the deformation
equations in the orthogonal frame {u, v} . For example, in the studies of the
dynamical horizon, it’s convenient to choose some orthogonal frame. Assume
Xa = Aua +Bva, and Ya = ua, then we have
Kc (X
e∇eY c) = −θ(v)κX . (83)
Similar to the “surface gravity” defined in eq.(66), here, we have defined
κX = vcX
e∇euc . (84)
From eq.(61), it’s also easy to find
Y eD˜cD˜
cXe = −DcDcA− 2ωcDcB −BDcωc −Aωcωc . (85)
Substituting above results into eq.(60), we get
LXθ(u) = θ(v)κX +DcDcA+ 2ωcDcB +BDcωc
−B
(
Gabv
aub +K
(u)
ab K
(v)ab
)
+A
[
ωcω
c − Gabvavb
−1
2
(
R+K
(u)
ab K
(u)ab +K
(v)
ab K
(v)ab + θ(u)θ(u) − θ(v)θ(v)
)]
. (86)
By similar calculation, for Ya = va, we have
LXθ(v) = θ(u)κX −DcDcB − 2ωcDcA−ADcωc
−A
(
Gabu
avb +K
(u)
ab K
(v)ab
)
−B
[
ωcω
c + Gabu
aub
−1
2
(
R−K(u)ab K(u)ab −K(v)ab K(v)ab + θ(u)θ(u) − θ(v)θ(v)
)]
. (87)
Let Xa = Aua+Bva and Ya = Bua+Ava, then, Y is the dual vector of X , and
they automatically satisfy XeYe = 0. It’s easy to find
LXθ(Y ) = κXθ(X) −Dc
[
ADcB −BDcA+ ωc (A2 − B2)]
−GabXaY b − σ(X)ab σ(Y )ab −
1
n− 2θ
(X)θ(Y )
+θ(u)LXB + θ(v)LXA . (88)
Considering the relation (63), we have
LXθ(Y ) = ALXθ(v) +BLXθ(u) + θ(v)LXA+ θ(u)LXB ,
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then, when the codimension-2 surface is compact without boundary, we get∫
κXLXǫq =
∫
ǫq
[
GabX
aY b + σ
(X)
ab σ
(Y )ab +
1
n− 2θ
(X)θ(Y )
+ALXθ(v) +BLXθ(u)
]
. (89)
We can also get the deformation equation of ωa, which is given by
LXωa = DaκX +
(
n− 3
n− 2
)
Daθ
(Y ) −Dcσ(Y )ca +KcD˜aY c + q ba Y cGbc . (90)
However, it should be noted here: now, ωa and κX are given in eqs.(23) and
(84) respectively. Although the definitions of ωa and κX are dependent of the
selection of the local frames, the deformation equation of ωa has similar form in
different frames if we give an appropriate definition of the “surface gravity” κX .
Actually, from above equation or eq.(79), the combination (LXωa −DaκX) is
frame independent.
From the assumption Xa = Aua + Bva, Ya = Bua + Ava, and eq.(22), we
can easily get the explicit expression of the term KcD˜aY
c:
KcD˜aY
c = −DaBθ(u) −DaAθ(v) − θ(X)ωa . (91)
By this, the deformation equation (90) becomes
LXωa + θ(X)ωa = DaκX +
(
n− 3
n− 2
)
Daθ
(Y ) −Dcσ(Y )ca
+ q ba Y
c
Gbc − θ(u)DaB − θ(v)DaA . (92)
Similar to get eq.(82), it’s not hard to find: for Daφ
a = 0 and LXφa = 0, we
have
LX
∫
ǫq (φ
aωa) =
∫
ǫq
{
1
2
(
Daφb +Dbφa
)
σ
(Y )
ab + φ
aY bGab
+AφaDaθ
(v) +BφaDaθ
(u)
}
. (93)
Certainly, to get above equation, compactness of the codimension-2 surface is
also required, and this equation has closed relation to the balance equation of
the angular momentum of the spacetime.
At the end of this section, we give some discussions:
(i). The so called (cross) focusing equations are just the special examples
of eq.(60). Principally, for a pair of arbitrary normal vectors X and Y , we
can get the value of LXθ(Y ) on some given codimension-2 surface according to
eq.(60). Of course, in this procedure, we have to consider a foliation of some
neighborhood of the codimension-2 surface such that the projection operator is
Lie dragging along X .
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(ii). By selecting different frames, the deformation equations of ωa’s have
similar forms as given in eqs.(79) and (90). Further, the combination LXωa −
DaκX is frame independent. To get this conclusion, we have to define an appro-
priate “surface gravity” κX to match the definition of the SO(1, 1) connection
ωa. When X is self-dual or anti-self-dual, i.e., Y = ±X , we get the Damour-
Navier-Stokes equation.
(iii). The situation where Y is the dual of X is very simple and special. The
compactness of the codimension-2 surface is important. Without this assump-
tion, we can not get the simple expression for the integrals of the deformation
equations, i.e. eqs.(75) and (82) (or eqs.(89) and (93) in the orthogonal frame).
(iv). Until now, we haven’t discussed some special hypersurface of the space-
time. In fact, we have focused on the codimension-2 surfaces. Of course the
horizon of the spacetime is kind of hypersurface. In next section, we will find
how to study this kind of hypersurface by our knowledge on the geometry of
the codimension-2 surface.
5 Trapping Horizon
In black hole theory, one of the most important objects is the so called event
horizon which is the boundary of the causal past of the future null infinity [5, 32].
So, to describe the event horizon, one has to know some global information of
the spacetime, for example, the future null infinity. This kind of horizon is a
null hypersurface of the spacetime. However, the so called trapping horizon is
very different from the event horizon [9, 10, 11]. The definition of the trapping
horizon is quasilocal, and it does not depend on the asymptotical behavior of
the spacetime. This kind of horizon can be null, spacelike or timelike according
to different spacetime structures which are involved.
The codimension-2 spacelike surface with θ(ℓ)θ(n) = 0 is called marginal
surface. The surface with θ(ℓ)θ(n) > 0 is called trapped, and θ(ℓ)θ(n) < 0 is
called untrapped.
By the definitions of the trapped surface and the untrapped surface, we can
define two regions in the spacetime: A trapped (untrapped) region is the union
of all trapped (untrapped) surfaces.
We can give similar definitions by using the extrinsic curvature vector Ka
from the relationKcKc = −2θ(ℓ)θ(n). Sometime, the formulism without the null
frame is enough. However, to give a detailed study of the marginal surfaces,
for example, to give a classification of the marginal surfaces, it’s inevitable to
introduce the null frame or some similar structure.
A marginal surface is called future if θ(ℓ) = 0, θ(n) < 0. In this case, if
Lnθ(ℓ) < 0, we call the future marginal surface is outer. The future marginal
surface with Lnθ(ℓ) > 0 is called inner.
The past marginal surface is defined by θ(n) = 0, θ(ℓ) > 0. Similarly, the past
marginal surface with Lℓθ(n) > 0 is called outer, and the case with Lℓθ(n) < 0
is called inner.
In some neighborhood of a given codimension-2 surface, we can imaging this
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codimension-2 surface belongs to a foliation of this neighborhood such that the
projection operators are Lie dragging along the null vector ℓ. This way, we can
calculate Lℓθ(Y ) for an arbitrary normal vector Y . By the similar assumption
and calculation, we get Lnθ(Y ). By this consideration, we get the values for
Lℓθ(ℓ), Lℓθ(n), Lnθ(ℓ) and Lnθ(n) on the given codimension-2 surface (Of course,
this surface belongs to the different foliations of some neighborhoods according
to the different deformation vector X ’s). Actually, similar to get eqs.(65) and
(68), it’s easy to find the (cross) focusing equations:
Lℓθ(ℓ) = κℓθ(ℓ) − Gabℓaℓb − σ(ℓ)ab σ(ℓ)ab −
1
n− 2θ
(ℓ)θ(ℓ) ,
Lnθ(n) = −κnθ(n) − Gabnanb − σ(n)ab σ(n)ab −
1
n− 2θ
(n)θ(n) ,
Lnθ(ℓ) = κnθ(ℓ) + ωcωc −Dcωc + Gabℓanb − 1
2
R− θ(ℓ)θ(n) ,
Lℓθ(n) = −κℓθ(n) + ωcωc +Dcωc + Gabnaℓb − 1
2
R− θ(ℓ)θ(n) . (94)
So, for the future marginal surface, the classification of the outer and inner is
determined by
Lnθ(ℓ) = ωcωc −Dcωc + Gabℓanb − 1
2
R (95)
on the future marginal surface, while for the past marginal surface, this kind of
classification is determined by the value
Lℓθ(n) = ωcωc +Dcωc + Gabℓanb − 1
2
R (96)
on the past marginal surface. Assuming the marginal surface is closed, then, for
the future outer marginal surface and the past inner marginal surface, above re-
lations give strong constraints on the scalar curvature R of the marginal surface.
For example,
∫
ǫqR should be positive if some energy condition is imposed.
The so called trapping horizon is the closure of a hypersurface foliated by
the marginal surfaces. The classification of the trapping horizon inherits from
the classification of the marginal surfaces [9, 10, 11].
So we can imagine that the trapping horizon H is a hypersurface which is
foliated by a family of (n−2)-dimensional marginal surfaces Sτ , where the τ ∈ R
is called foliation parameter of the trapping horizon. Assume X is the so called
“evolution” vector, i.e., the vector which is tangent to H and normal to Sτ and
satisfies LXτ = 1. The details can be found in, for example, reference [38].
Since X is normal to the codimension-2 surface Sτ , it can be expressed as
Xa = Aℓa−Bna as before. Of course, if we require that the projection operator
is Lie dragging along X , then X is also a deformation vector. In this case, all
the formula in previous sections can be used for this X . In following discussion,
we always assume that the evolution vector X is also a deformation vector.
Here, it should be noted that the foliation near some marginal surface Sτ
has been given in advance. For instance, the neighborhood of Sτ characterized
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by the foliation parameter from τ − ∆τ to τ + ∆τ is given a priori (and the
foliation structure of this neighborhood is also provided simultaneously). By
requiring that q ba is Lie dragging along X , we get the value of LXθ(Y ) on Sτ .
For another vector, for example, ℓ, we have no a priori neighborhood of Sτ and
the associated foliation structure. However, we can get the value of Lℓθ(Y ) on
Sτ by requiring that q
b
a is Lie dragging along ℓ although the corresponding
neighborhood and associated foliation structure is not provided explicitly. This
point has been discussed at the end of Sec.3.
For the evolution vector X , some discussions are listed in order:
(i). For the reparameter or the relabeling of the foliation τ → τ ′(τ), the
evolution vector changes as X → X ′ = (dτ ′/dτ)−1X . As we have pointed
out before: According to eq.(60), the relation between LXθ(Y ) and LX′θ(Y )
is complicated due to the existence of the term Y cD˜aD˜
aXc. So generally we
have no LX′θ(Y ) = fLXθ(Y ) if X ′ = fX (i.e., eq.(62)). However, since that
τ and τ ′ = τ ′(τ) are both constants on the marginal surfaces, we really have
LX′θ(Y ) = (dτ ′/dτ)−1LXθ(Y ). Thus, this kind of reparameter does not effect
our discussion (the classification of the trapping horizons).
(ii). It’s easy to find that the position of the marginal surface is independent
of the rescaling of the null frame {ℓ, n} → {λℓ, n/λ} with some positive regular
function λ. However, the value of Lnθ(ℓ) (Lℓθ(n)) on the future (past) trapping
horizon really depends on the rescaling of the null frame. So the classification
of the outer and inner of the trapping horizons is complicated. However, in the
case with enough symmetries, the classification of outer of inner of the trapping
horizon is independent of the rescaling of the null frame.
(iii). One can not naively get LXθ(ℓ) just from the linear combination of
Lℓθ(ℓ) and Lnθ(ℓ) listed in eq.(94). The reason is very clear according to eq.(62).
The values of LXθ(ℓ) and LXθ(n) are given in eqs.(65) and (68). Certainly, for
some special case (for example, the case of spherically symmetric spacetime),
LXθ(ℓ) is really a linear combination of Lℓθ(ℓ) and Lnθ(ℓ).
(iv). Since the trapping horizon is a hypersurface foliated by the marginal
surfaces, generally we have θ(ℓ) = 0 on this hypersurface. Further, since that the
“evolution” vector X is tangent to this hypersurface, then we expect LXθ(ℓ) = 0
on this hypersurface. From eq.(65), we get a complicated differential equation of
the function B. So it’s difficult to get the explicit expression of X . However, in
some cases with enough symmetries (for example, spherically symmetric space-
time), the problem becomes very simple. We can find that X can be fixed up to
a function which does not depend on the points of the codimension-2 surface.
This will become clear in the FLRW universe.
6 Horizon Dynamics with Quasilocal Energy
To study the dynamics of the horizon, we can firstly assume some quasilocal
energy, i.e., the energy inside the closed codimension-2 surfaces, and then study
the deformation of this energy. Generally speaking, the deformation of the
energy can be reduced into a form like the first law of thermodynamics if this
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quasilocal energy is appropriately selected. Need not to say, this discussion
heavily depends on the definition of the quasilocal energy.
6.1 General Spherically Symmetric Cases
The results in previous sections are valid for any spacetime. In this subsection,
as an example, we will discuss the spherically symmetric spacetime. Here, in
this simple case, we will not introduce the quasilocal energy at first. Instead, we
show how the deformation equation of the expansion can be transformed into
an interest form where the quasilocal energy will appear naturally. Generally,
the metric of an n-dimensional spherically symmetric spacetime can be written
as
g = βµν(y)dy
µdyν + r(y)2γij(z)dz
idzj , (97)
where γijdz
idzj is the standard metric of an (n− 2)-dimension sphere of radius
one. Assuming the codimension-2 surface is just the (n − 2)-sphere, then we
have
habdx
adxb = βµνdy
µdyν , qabdx
adxb = r2γijdz
idzj . (98)
With these identifications, it’s easy to find
Kabc = −1
r
qab∇cr = 1
n− 2qabKc , Kc = −
(n− 2)
r
∇cr . (99)
Assuming X and Y are two normal vectors, so, from qabX
b = qabY
b = 0, we get
that Xadx
a = Xµdy
µ and Yadx
a = Yµdy
µ, where Xµ and Yµ are components of
X and Y in coordinate bases. Further, we require that X satisfies LXq ba = 0.
A short calculation shows that Xµ only depends on the coordinates y
µ. Thus,
according to the definition of D˜a, it’s easy to find
D˜aXb = q
c
a h
d
b ∇cXd = 0 . (100)
So the two order derivative term of X in eq.(60) is vanishing, and the behavior
of the usual Lie derivative of X in eq.(62) is restored. This means that eq.(60)
only depends on the direction of X (but not the norm of X). Now, we have
LXθ(Y ) = Xa∇aθ(Y ), and considering θ(Y ) = −KcY c, we get
LXθ(Y ) = Xe∇eY c
(
n− 2
r
∇cr
)
+
n− 2
r
Y cXe∇e∇cr − n− 2
r2
XeY c∇er∇cr .
(101)
Substituting above result and eq.(99) into eq.(60), we have(
n− 2
r
)
XaY b∇a∇br − (n− 2)(n− 3)
2r2
[1−∇ar∇ar] (XeYe)
= −Gab
[
XaY b − hab (XeYe)
]
. (102)
Here, we have substituted the value of the scalar curvature of the sphere:
R = (n− 2)(n− 3)/r2. Now, let’s choose X just be the extrinsic curvature vec-
tor (or mean curvature vector) of the sphere, i.e., Xa = Ka = −(n − 2)∇ar/r.
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Obviously, this selection satisfies the condition that the components of the de-
formation vector X are only functions of the coordinates y. Considering
∇b(∇ar∇ar) = ∇ar∇b∇ar + (∇b∇ar)∇ar = 2∇ar∇b∇ar , (103)
and rearranging the terms in eq.(102), we get
(n− 2)
2rn−2
Y b∇b
[
rn−3 (1−∇ar∇ar)
]
= Gab
[∇arY b − hab (∇erYe)] . (104)
After integrating this equation on the codimension-2 surface, we get
Y b∇b
[
(n− 2)Ωn−2
16πG
rn−3 (1−∇ar∇ar)
]
= A Tab
[∇arY b − hab (∇erYe)] ,
(105)
where A = Ωn−2r
n−2 is the area of a sphere of radius r, and Tab is the energy
momentum tensor of the spacetime. Here, we have used the Einstein equation
Gab = 8πGTab. By defining
E =
(n− 2)Ωn−2
16πG
rn−3 (1−∇ar∇ar) , (106)
and
ψa = Tab∇br + w∇ar , w = −1
2
habTab , (107)
we can put eq.(105) into a very familiar form:
LY E = A ψaY a + wLY V , (108)
where the normal vector Y is arbitrary. V is the volume inside the (n − 2)-
sphere which is given by V = Ωn−2r
n−1/(n− 1). It should be noted: we have
selected a special X which is proportional to the mean curvature vector of the
(n− 2)-sphere. So we are considering a special foliation of some neighborhood
of the codimension-2 surface. By this selection of the deformation vector, the
deformation equation (60) can be transformed into above simple form.
The quantity E actually is just the so called Misner-Sharp energy insider
the (n− 2)-sphere [26]. While ψa is a kind of energy flux which is called energy
supply. The scalar w is an energy density, and wLY V in eq.(108) is a work term.
Eq.(108) is called unified first law, which is firstly found by Hayward in GR [9,
10, 11]. Certainly, one can get eq.(108) directly from the Einstein equation.
Here, we have deduced it from the deformation equation of the codimension-2
surface.
Above discussion is independent of the null frame. If we introduce the null
frame {ℓ, n}, then the mean curvature vector can be expressed as
Ka = θ
(ℓ)na + θ
(n)ℓa = − (n− 2)
r
∇ar , (109)
and other quantities can also be expressed by using the null frame, for example,
the Misner-Sharp energy E :
E =
(n− 2)Ωn−2
16πG
rn−3
[
1 +
2 r2
(n− 2)2 θ
(ℓ)θ(n)
]
. (110)
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Certainly, it’s also easy to get the expression for the energy supply in this null
frame.
Everything is simple when the spherical symmetry exists. However, for the
general case, the situation becomes complicated. Maybe, the most difficult prob-
lem is: how to select an appropriate quasilocal energy. In the four dimension,
to get an equation which is similar to the unified first law (108), Hayward et.al.
have used the so called “Hawking mass” [28, 29, 30, 31]. In the next subsection,
we will give a similar discussion in the higher dimension. However, firstly, we
have to generalize the Hawking mass (energy) to the higher dimension (n ≥ 4).
6.2 More General Cases in Higher Dimensions
Eq.(110) depends on the null frame. However, we can put it into another form
E =
Ωn−2
16πG(n− 3)r
n−1
[
R−
(
n− 3
n− 2
)
KcKc
]
, (111)
where R is the scalar curvature of the codimension-2 surface. This equation
still depends on the coordinate function r. By using the area,
∫
ǫq, of the closed
codimension-2 surface, we can transform it into a more general form:
E =
(∫
ǫq
)n−3
n−2
16πG (Ωn−2)
1
n−2 (n− 3)
{ ∫
ǫqR(∫
ǫq
)n−4
n−2
−
(
n− 3
n− 2
) ∫
ǫqKcK
c(∫
ǫq
)n−4
n−2
}
. (112)
Now, E does not depend on any applied structure of the codimension-2 surface.
In static case, a similar mass function has been studied in reference [47] by using
the (n−1)+1 decomposition of the Einstein theory in n-dimension. The energy
expression (112) is interesting:
(i). In the four dimension, this energy is nothing but the so called Hawking
mass (energy) [27].
(ii). In the general spherically symmetric cases, it reduces to the Misner-
Sharp energy in the higher dimension (The generalized Minsner-Sharp energy
in general Lovelock gravity theory can be found in [51, 52]).
(iii). The term (
∫
ǫqR)/(
∫
ǫq)
n−4
n−2 has close relation to Yamabe invariant
(see the chapter 4 of [53] for the details of the Yamabe invariant). For n = 4,
this term is just Euler number, and its variation vanishes. On the other hand,
for n ≥ 4, an arbitrary variation of this term also vanishes if the codimension-2
surface is a compact Einstein manifold without boundary. This can be found as
follows: For example, we just take the variation to be LX , i.e., the deformation
operator with a deformation vector X , then, it’s easy to find
LX
∫
ǫqR =
∫
ǫq
{(
n− 4
n− 2
)
Rθ(X)
+2
[
DaDbσ
(X)ab −
(
n− 3
n− 2
)
DaD
aθ(X)
]}
. (113)
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To simplify the expression, let’s introduceA =
∫
ǫq. Assuming the codimension-
2 surface is closed, we get
LX
( ∫
ǫqR
A
n−4
n−2
)
= −
(
n− 4
n− 2
)
A
−n−4
n−2
∫
ǫq
{
R
(LXA
A
+KeXe
)}
, (114)
where LXA = LX
∫
ǫq = −
∫
ǫq(K
eXe). Thus, there are three ways to set
above variation to be vanished:
(a). Obviously, the right hand of above equation is identically vanished in the
four dimension because that
∫
ǫqR/(
∫
ǫq)
n−4
n−2 is just the Euler number of
some two dimensional closed manifold.
(b). If the codimension-2 surface is assumed to be a closed Einstein manifold
(R is a constant), then we also get vanished variation.
(c). Selecting a special deformation vector X such that KaXa is a constant on
the codimension-2 surface, then we have LXA /A +KeXe = 0.
To simplify the discussion, here, we introduce a quantity
K =
1
16πG (Ωn−2)
1
n−2 (n− 3)

 ∫ ǫqR(∫
ǫq
)n−4
n−2

 . (115)
Once one of above three conditions is satisfied, we have LXK = 0. Of course,
generally, LXK 6= 0 when n > 4.
From the definition (112), the deformation of this energy along the normal
vector X is given by
LXE =
(
n− 3
n− 2
)(
E
A
)
LXA +A
n−3
n−2LX
(
E
A
n−3
n−2
)
, (116)
To get this equation, the requirement LXK = 0 is not necessary. However,
when LXK = 0, we can transform above equation into another useful form
LXE =
(
n− 3
n− 2
)(
E
A
)
LXA +A
n−3
n−2LX
(
E
A
n−3
n−2
−K
)
. (117)
After inserting K , the term inside the last bracket in above equation is propor-
tional to KcKc.
To find ψa and w like quantities as in the spherically symmetric case, we
need further calculations of the deformation of this energy. Firstly, it’s easy to
find
−LX (KcKc) = LXθ(K)
= − (Gab +KcdaKcdb) [KaXb − hab (KeXe)]
+
1
2
(
R−KabcKabc −KcKc
) · (KeXe)
−KeD˜cD˜cXe −Kc (Xe∇eKc) , (118)
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then, we get
−1
2
LX (KcKc) = −KeD˜cD˜cXe +
(
1
2
Gabh
ab
)
· (KeXe)
− (Gab + CcdaCcdb)
[
KaXb − 1
2
hab (KeX
e)
]
+
1
2
[
R−
(
n− 1
n− 2
)
KcK
c
]
· (KeXe) , (119)
where we have used the fact that LX (KcKc) = 2Kc (Xe∇eKc) and the defini-
tion of C cab in eq.(7). Substituting this result into eq.(116), after some algebraic
calculations, we get an important formula of this section:
LXE =
∫
ǫq
{( E
n− 2
)(LXA
A
+KeX
e
)}
+
1
8πG
(
L
n− 2
)∫
ǫq
{
−KeD˜cD˜cXe
− (Gab + CcdaCcdb)
[
KaXb − 1
2
hab (KeX
e)
]
+
1
2
(
Gabh
ab
) · (KeXe)
}
, (120)
where L = A
1
n−2 / (Ωn−2)
1
n−2 , and
E = L
16πG(n− 3)
[
R−
(
n− 3
n− 2
)
KcK
c
]
. (121)
Here, E is a quantity like an energy density. In fact, from the definition of the
energy E , we have E =
∫
ǫqE . Eq.(120) gives the deformation of the energy E
inside the closed codimension -2 surface. Some remarks are listed in order:
(i). If n = 4, the energy E is the Hawking mass, and eq.(120) reduces to the
one given by Bray et.al [31]. Of course, we can also consider the cases with
cosmological constant as in [31]. According to previous discussion, in this
case, we have LXK = 0 because K is actually a topological quantity
now. However, we have to point out: The four dimension is not so special
if we put the deformation of the energy into the form (120).
(ii). In the general spherically symmetric cases, C cab and K
eD˜cD˜
cXe are van-
ishing. Further, the first term in the right hand of eq.(120) is also van-
ished, then eq.(120) reduces to the one given in eq.(105). This is an
expectable result.
(iii). It should be noted that the vector X can be changed arbitrarily in this
equation. So, if we select X such that KeXe = 0, then we get
LXE = − 1
8πG
(
L
n− 2
)∫
ǫq
{(
KeD˜cD˜
cXe
28
+ Gab + CcdaC
cd
b
)
KaXb
}
. (122)
Further, when X is just the dual vector of Kc, then, K
cXc automati-
cally vanishes and the term KeD˜cD˜
cXe is a total derivative on the closed
codimension-2 surface (see eq.(71)). So, in this case, the term KeD˜cD˜
cXe
can be omitted.
(iv). It’s easy to find: the first term in the right hand of eq.(120) vanishes if
E is a constant on the codimension-2 surface. This means, on the equi-E
surface, we always have
LXE = 1
8πG
(
L
n− 2
)
×
∫
ǫq
{
−KeD˜cD˜cXe
− (Gab + CcdaCcdb)
[
KaXb − 1
2
hab (KeX
e)
]
+
1
2
(
Gabh
ab
) · (KeXe)
}
. (123)
However, unfortunately, the marginal surface (on which we have KcK
c =
0) is generally not an equi-E surface unless it is an Einstein manifold. Of
course, we also have LXK = 0 if the codimension-2 surface is an Einstein
manifold.
(v). We can get the result (123) by another method: Tuning the vector X
such that KcX
c is always a constant on the codimension-2 surface. By
this selection, we have LXK = 0. The requirement in the item (iii)
(KcX
c = 0) is just a special case of this method.
(vi). It’s interest to study the monotonicity of this energy E as in [31, 47].
Although K is not a topological term for n > 4, the deformation of the
energy E , i.e., eq.(120), really has a very similar structure as in the four
dimension. So, it’s possible to get some monotonicity behavior of this
energy. However, this is far beyond the aims of this paper, and we will
not give further discussions here.
Above discussions tell us: The situation becomes a little bit complicated
when the codimension-2 surfaces are not Einstein manifolds. In the following
discussion, to simplify the problem, we will firstly discuss the case in which the
Einstein condition is imposed. Since the (n − 2)-dimension Einstein manifolds
are always constant curvature spaces when n < 6, so, in lower dimensions, the
generalized Hawking mass (112) has no big difference from the Misner-Sharp
Energy in the spherically symmetric cases. However, the problem becomes
interesting when n ≥ 6 because in these cases the Einstein manifolds may be
inhomogeneous. To discuss the situation without the Einstein condition on the
codimension-2 surface, we have to consider some special deformation vector X .
We will study this situation at the end of the next subsection.
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6.3 Dynamics of Trapping Horizon
The discussion in previous two subsections have given enough preliminaries to
study the dynamics of the trapping horizon. Firstly, let’s consider the general
spherically symmetric cases.
6.3.1 Spacetime with Spherical Symmetry
In previous sections, with the spherical symmetry, we have shown that the
deformation equation can be transformed into the form of eq.(108). By choosing
X (This corresponds to the selection of Y in eq.(108)) to be the tangent vector
of the trapping horizon on which ∇ar∇ar = 0. More precisely, we choose X to
be the evolution vector of the trapping horizon. Then, on the trapping horizon,
we have LX(∇ar∇ar) = 0, so eq.(105) becomes
LXE =
( κ¯
2π
)
LXS , (124)
where
κ¯
2π
=
(n− 3)
4πr
, S =
A
4G
. (125)
This κ¯ is just the “effective surface gravity” studied in [6, 61]. Another inter-
esting surface gravity is defined by
A ψaX
a =
( κ
2π
)
LXS , (126)
which has a form
κ
2π
=
4G
n− 2
[(
n− 3
Ωn−2
)
E
rn−2
− wr
]
. (127)
In above expression of the surface gravity κ, the energy E takes value on the
trapping horizon. In the four dimension, this surface gravity is just the one
defined by Hayward [9]. By this κ, the evolution of E on the trapping horizon
becomes
LXE =
( κ
2π
)
LXS + wLXV . (128)
This is a first law like equation. Obviously, κ is a constant on the marginal
surface (Daκ = 0). However, generally, it’s not a constant on the full trapping
horizon. The reason is: generally, we have no LXκ = 0. So κ may evolve on the
trapping horizon.
6.3.2 General Cases with Einstein Condition
In the more general cases where the codimension-2 surface is Einstein (so LXK =
0), we have eqs.(117), (120) and (123) which have been found in previous sec-
tions. Eq.(117) is simple. If we set X to be the evolution vector of the trapping
horizon, then we get
LXE = κ¯
2π
LXS , (129)
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where the “effective surface gravity” κ¯ and the entropy S are defined as
κ¯
2π
= 4G
(
n− 3
n− 2
)(
E
A
)
, S =
A
4G
. (130)
Of course, this kind of surface gravity is effective, and usually it can not reduce to
the surface gravity of the corresponding stationary spacetime. By this definition,
it’s easy to find (n− 3)E = (n− 2)T¯ S with T¯ = κ¯/2π [61].
For the marginal surface, we haveKcKc = 0, so eq.(120) reduces to eq.(123).
This is a kind of energy balance equation. Actually, from the Einstein equation
Gab = 8πGTab, eq.(123) becomes
LXE =
(
L
n− 2
)
×
∫
ǫq
{
− 1
8πG
KeD˜cD˜
cXe
−
(
Tab +
1
8πG
CcdaC
cd
b
)[
KaXb − 1
2
hab (KeX
e)
]
+
1
2
(
Tabh
ab
) · (KeXe)
}
. (131)
In the general spherically symmetric cases, in above equation, the terms re-
lated to the energy-momentum tensor Tab give AψaX
a + wLXV . However,
in the general cases, there are two additional terms corresponding to C cab and
KeD˜cD˜
cXe. Of course, without enough symmetry, it’s also not easy to complete
the integral, and we can only write the contribution of the energymomentum
tensor Tab into an integral form∫
ǫq
(
ψ(m)a + w
(m)Ha
)
Xa , (132)
where w(m) and ψ(m) are defined as
w(m) = −1
2
Tabh
ab , ψ(m)a = TabH
b + w(m)Ha . (133)
Obviously, w(m) is the same as the one in the spherically symmetric case. The
vector Ha plays the role of ∇ar in the spherically symmetric case, which is
defined as2
Ha = − L
n− 2Ka , (134)
Eq.(132) comes from the matter fields. While the terms represented by C cab and
KeD˜cD˜
cXe can be understood as the contribution from the change of a gravi-
tational field. In some sense, we can understand them to be some gravitational
radiation. It’s obvious that shear tensor C cab provides an energy supply
ψ(g)a X
a =
1
8πG
CcdaC
cd
b
[
HaXb − 1
2
hab (HeX
e)
]
(135)
2By using the normal vector Ha, we can also define a generalized Kodama vector as:
ǫabH
b [48]. In the spherically symmetric case, it’s possible to define the surface gravity from
this vector, for example, see reference [52].
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as the usual energy-momentum tensor Tab. However, it has no contribution to
w. Instead, it seems that the term KeD˜cD˜
cXe plays the role of w. Actually, if
KeXe is nonvanishing, formally we can define
w(g) =
1
8πG
(
KeD˜cD˜
cXe
KbXb
)
. (136)
With these identifications, the contribution of the gravitational radiation is∫
ǫq
(
ψ(g)a + w
(g)Ha
)
Xa . (137)
So the deformation of the energy E becomes
LXE =
∫
ǫq
{(
ψ(m)a + ψ
(g)
a
)
+
(
w(m) + w(g)
)
Ha
}
Xa . (138)
Similar to eq.(126), we hope the energy supply could provide a similar definition
of some surface gravity as the one in eq.(127). Assuming X to be the evolution
vector of the trapping horizon, and using eq.(129), we get∫
ǫq
{(
ψ(m)a + ψ
(g)
a
)
Xa
}
= −
∫
ǫq
{[(
n− 3
n− 2
)(
E
A
)
−
(
L
n− 2
)(
w(m) + w(g)
)]
· (KaXa)
}
. (139)
Unlike the case with the spherical symmetry, usually, we can not get a surface
gravity which is a constant on the marginal surface. Actually, by defining
κ
2π
=
4G
n− 2
[
(n− 3)
(
E
A
)
− L
(
w(m) + w(g)
)]
(140)
and considering LXǫq = θ(X)ǫq = −(KaXa)ǫq, at most we have∫
ǫq
{(
ψ(m)a + ψ
(g)
a
)
Xa
}
=
∫
κ
2π
LXs , (141)
where s = ǫq/4G can be simply understood as the entropy associated with
the area element of the marginal surface. Obviously, the surface gravity (140)
reduces to the one in eq.(127) if the spherical symmetry is restored. So eq.(138)
becomes
LXE =
∫ ( κ
2π
)
LXs+
∫
wLXv . (142)
where w = w(m)+w(g) and LXv = θ(X)ǫqL/(n−2). In the spherically symmetric
case, above equation reduces to eq.(128).
Above discussions are independent of any local frame. It’s also clear that
above description does not depend on the relabeling of the foliation of the trap-
ping horizon (X → fX with some relabeling factor f). Since only KcKc = 0
and LX(KcKc) = 0 (on the trapping horizon) have been used, so all discussions
are valid on any kind of trapping horizon (future or past, outer or inner).
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6.3.3 Expression in Null Frame
However, to make the problem easy to understand, it’s better to introduce some
null frame. For an arbitrary null frame {ℓ, n} with ℓana = −1, we can express
X and K to be Xa = Aℓa − Bna and Ka = θ(ℓ)na + θ(n)ℓa respectively. It’s
easy to find KaXa = −Aθ(ℓ) +Bθ(n). From eq.(61), we get
KeD˜cD˜
cXe = −θ(ℓ) (DcDcA+ 2ωcDcA+ADcωc +Aωcωc)
+ θ(n) (DcDcB − 2ωcDcB −BDcωc +Bωcωc) . (143)
So, on the future trapping horizon (θ(ℓ) = 0 and θ(n) < 0), when KaXa 6= 0, we
have
KeD˜cD˜
cXe
KaXa
=
1
B
(DcDcB − 2ωcDcB −BDcωc +Bωcωc) . (144)
Then, eq.(136) becomes
w(g) =
1
8πG
(
1
B
)
(DcDcB − 2ωcDcB −BDcωc +Bωcωc) . (145)
In the null frame, the energy supply (135) is also very simple:
ψ(g)a X
a = − 1
8πG
(
L
n− 2
)
Aθ(n)σ
(ℓ)
ab σ
(ℓ)ab . (146)
Similarly, the energy supply of the matter fields becomes
ψ(m)a X
a = −
(
L
n− 2
)
Aθ(n)Tabℓ
aℓb . (147)
After substituting above expressions into eq.(138), we get
LXE = −
(
L
n− 2
)∫
ǫq
{
θ(n)
[
A
(
Tabℓ
aℓb +
1
8πG
σ
(ℓ)
ab σ
(ℓ)ab
)
+BTabℓ
anb +
1
8πG
(DcDcB − 2ωcDcB −BDcωc +Bωcωc)
]}
.(148)
This result is valid even in the case where KaXa = 0. If K
aXa = 0, we can’t
define w(g) as eq.(136). Actually, now, the deformation of the energy reduces to
eq.(122). Further, since KaXa = Bθ
(n) on the future trapping horizon, so, to
require that KaXa = 0, we have to set X
a = Aℓa (i.e., the trapping horizon is
null). Thus, eq.(143) implies that KeD˜cD˜
cXe = 0. Therefore, in the null frame
which just has been used, eq.(122) becomes
LXE = −
(
L
n− 2
)∫
ǫqθ
(n)
[
A
(
Tabℓ
aℓb +
1
8πG
σ
(ℓ)
ab σ
(ℓ)ab
)]
. (149)
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Obviously, we can get this result just by setting B = 0 in eq.(148).
Generally, the evolution vector X has to satisfy LXθ(ℓ) = 0 on the future
trapping horizon. Then, considering eq.(65) and KaXa = Bθ
(n), the relation
(148) becomes LXE =
(
n−3
n−2
) (
E
A
)LXA . This is nothing but eq.(117) taking
value on the trapping horizon. This result implies that the energy E does not
evolve on the null trapping horizon on which we have KaXa = Bθ
(n) = 0. This
point can also be directly found from eqs.(65) and (149).
Above discussion is valid for any null frame {ℓ, n} which satisfies the relation
ℓana = −1. Sometime, one can rescale the null frame {ℓ, n} such that θ(n)
satisfies [20, 22, 21]
θ(n) = −n− 2
L
< 0 . (150)
It’s easy to find this requirement also means LnL = −1 on the marginal surface
of the trapping horizon. Now, eq.(148) is very simple:
LXE =
∫
ǫq
[
A
(
Tabℓ
aℓb +
1
8πG
σ
(ℓ)
ab σ
(ℓ)ab
)
+B
(
Tabℓ
anb +
ζaζ
a
8πG
)]
. (151)
where ζc = ωc −Dc lnB. Since the codimension-2 surface is closed, all possible
total derivatives can be omitted. So after setting θ(n) = −(n − 2)/L, we can
omit the total derivative terms in eq.(148). By this consideration, eq.(149) also
becomes simple:
LXE =
∫
ǫq
[
A
(
Tabℓ
aℓb +
1
8πG
σ
(ℓ)
ab σ
(ℓ)ab
)]
. (152)
However, it should be noted here: After selecting this kind of null frame, we
can not get result (152) just by setting B = 0 in eq.(151). This is because there
are two Da lnB terms in eq.(151).
In this null frame, eq.(151) tells us that the evolution of the energy E on the
future trapping horizon is decomposed into two pars:
(i). The contribution of the usual matter fields — Tabℓ
aℓa and Tabℓ
ana ;
(ii). The contribution of the gravitational radiation — σ
(ℓ)
ab σ
(ℓ)ab and ζaζ
a.
We will give more discussions on the gravitational radiation at the end of this
section. For the past trapping horizon, it’s also easy to get similar results like
eqs.(151) and (152). Since the procedure is similar, we will not give further
discussions here.
6.3.4 Codimension-2 Surface without Einstein Condition
Without the Einstein condition, the problem becomes complicated even in the
four dimension. For an arbitrary null frame {ℓ, n} with ℓana = −1, the evolution
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of the energy becomes
LXE =
∫
ǫq
{( E
n− 2
)(LXA
A
+Bθ(n)
)}
−
(
L
n− 2
)∫
ǫq
{
θ(n)
[
A
(
Tabℓ
aℓb +
1
8πG
σ
(ℓ)
ab σ
(ℓ)ab
)
+BTabℓ
anb
+
1
8πG
(DcDcB − 2ωcDcB −BDcωc +Bωcωc)
]}
. (153)
Generally, the evolution vectorXa = Aℓa−Bna does not satisfy the requirement
that KcXc = Bθ
(n) is a constant on the marginal surface. However, in the case
of B > 0, we can always rescale the null frame such that
Bθ(n) = −n− 2
L
(154)
is a constant on the marginal surface (Of course, L is a constant on the marginal
surface). It’s easy to find this requirement also means LXL = 1 (This selection
is also used in [29, 30]). Thus, by using this special null frame, the evolution
of the energy becomes
LXE =
∫
ǫq
{(
A
B
)(
Tabℓ
aℓb +
1
8πG
σ
(ℓ)
ab σ
(ℓ)ab
)
+Tabℓ
anb +
ζcζ
c
8πG
}
, (155)
where ζc is the same as the one in eq.(151). Considering that X has to satisfy
eq.(65) with θ(ℓ) = 0 and LXθ(ℓ) = 0, we have
LXE = 1
16πG
LXL
∫
ǫqR =
(
n− 3
n− 2
)(
E
A
)
LXA , (156)
where E takes value on the marginal surface. To get above result, we have
inserted the relation LXL = 1. It should be noted here: when KaXa is a
constant on the codimension-2 surface, then we have LXK = 0, so eq.(116)
can be transformed into eq.(117). Then, on the trapping horizon, the second
term in the right hand of eq.(117) vanishes, and then we get above equation.
Eq.(155) also shows the evolution of the energy inside the marginal surface can
also be decomposed into two parts: The contribution of the matter and the
contribution of the gravitational radiation .
When the tapping horizon is null, we have KaXa = Bθ
(n) = 0. Eq.(153)
reduces to eq.(149). So, on the null trapping horizon, the energy E inside the
marginal surface does not evolve regardless the marginal surface is Einstein or
not.
Here, some remarks are listed in order:
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(i). The deformation of the generalized Hawking mass (112), i.e., eq.(120),
has a very similar form as the one in the four dimension. When the marginal
surface is an Einstein manifold, the evolution of the generalized Hawking mass
(112) on the trapping horizon is given by eq.(129). This result can be decom-
posed into the form (142). In the null frame, this result can also be expressed
in eqs.(151) and (152). In the general case without the Einstein condition of
the marginal surface, by choosing some special null frame, the evolution of the
generalized Hawking mass can also be decomposed into the matter field part
and gravitational radiation part.
(ii). The gravitational radiation is carried by σ
(ℓ)
ab (or σ
(n)
ab in the past case).
The number of the degrees of freedom of this tensor is n(n− 3)/2. This is just
the number of graviton polarizations in n-dimension. In the previous discussion,
we think that the term which corresponds to ζaζ
a is also a kind of gravitational
radiation. However, we have to point out: the detailed physical meaning of the
term ζaζ
a is still unclear. Certainly, this term really comes from the change of
the gravitational field, so it’s reasonable to regard it as a term of gravitational
radiation.
(iii). The problem of the angular momentum: The deformation of the Hawk-
ing mass or it’s generalized version in eq.(112) in some sense are not sufficient
to describe the full dynamics of the trapping horizon. One has to consider the
angular momentum separately [54, 55]. We can define the angular momentum
to be Jφ =
∫
ǫq(φ
aωa) for some tangent vector φ which satisfies LXφa = 0 and
Daφ
a = 0, then, the deformation of the angular momentum can be studied by
eq.(82) (or (93)). In the four dimension, there is only one possible angular mo-
mentum. However, in the higher dimension, the situation is complicated: It’s
possible that there are several (not single) angular momentums associated with
the trapping horizon.
(iv). Generally the surface gravity defined in eq.(140) is not a constant on
the marginal surface, i.e., Daκ 6= 0. In the spherically symmetric case, this
kind of surface gravity is really a constant on the marginal surface. However,
generally, it still evolves on the trapping horizon, i.e., LXκ 6= 0. This is very
different from the static case in which the surface gravity is a constant on the
horizon. Although we can get some energy balance like equation (for example,
eq.(151)), however, frankly speaking, the definition of the surface gravity of
general nonnull trapping horizon is still an open problem [49]. Of course, we
hope the definition of the surface gravity can give some physically acceptable
result when the system is almost equilibrium.
(v). For the null trapping horizon, the generalized Hawking mass does not
evolve on the trapping horizon. Further, if null energy condition is imposed,
all terms in the right hand of eq.(152) have to be vanished. So there are no
dynamical version first laws associated with the null trapping horizons. To
study the dynamics of the null trapping horizon, we have to consider other
method, for example, the phase space version first law [13, 14, 15, 16, 17].
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7 Horizon Dynamics without Quasilocal Energy
Without selecting some quasilocal energy inside the codimension-2 surface, we
can also study the dynamics of the trapping horizon. This kind of discussion
heavily depends on the deformation equations of the expansions and the SO(1, 1)
connection we have get in section 4. Eqs.(75) and (80) are key equations to
construct some first law like equation in this formalism. Certainly, one of the
most important problems in this formalism is also the definition of the surface
gravity. As mentioned at the end of last section, to make the problem easy
to understand, it’s better to discuss some near equilibrium state at first. So,
in this section, we discuss the slowly evolving trapping horizon proposed by
Booth et.al. [20, 21, 22, 46]. This theory just describes the trapping horizon
which corresponds to the near equilibrium state. We will generalize the slowly
evolving future outer trapping horizon to the past trapping horizons (sometime
there are no future trapping horizons in a given spacetime). This is important
to study the FLRW universe because the past trapping horizon is important in
this case.
To make the discussion clear, here, we put the deformation equations of
the expansions (After selecting X to be the evolution vector, these are actually
evolution equations), i.e., eqs.(65) and (68) into simple forms:
LXθ(ℓ) = −DcDcB + 2ωcDcB −BLnθ(ℓ) +ALℓθ(ℓ) ,
LXθ(n) = DcDcA+ 2ωcDcA+ALℓθ(n) −BLnθ(n) . (157)
For the future trapping horizon, we have LXθ(ℓ) = 0, so the relation between
A and B is given by a two order differential equation of B. Similarly, for the
past trapping horizon, we have LXθ(n) = 0, and the relation between A and B
is encoded in a two order differential equation of A.
7.1 Equilibrium State
The theory of the so called slowly evolving horizon is proposed to describe
the dynamics of some horizon which corresponds to the near equilibrium state.
So, to study the slowly evolving horizon, firstly we have to study the horizon
which corresponds to an equilibrium state. Actually, in black hole theory, the
equilibrium state is described by the dynamical behavior of some horizon which
is null. Of course, this means the vector X is null. For the null future trapping
horizon, we can assume Xa = Aℓa, and then the evolution equations of the
expansions become
LXθ(ℓ) = ALℓθ(ℓ) , LXθ(n) = DcDcA+ 2ωcDcA+ALℓθ(n) . (158)
Similarly, for the null past trapping horizon, by setting Xa = −Bna, the evolu-
tion equations are simplified to be
LXθ(n) = −BLnθ(n) , LXθ(ℓ) = −DcDcB + 2ωcDcB −BLnθ(ℓ) . (159)
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Firstly, assuming the null energy condition is satisfied, then by using LXθ(ℓ) =
0 and the (cross) focusing equations (94), on the null future trapping horizon,
we have
σ
(ℓ)
ab = 0 , Gabℓ
aℓb = 0 , (160)
and on the null past trapping horizon, we have
σ
(n)
ab = 0 , Gabn
anb = 0 . (161)
Above equations tell us: K
(ℓ)
ab = 0 on the null future trapping horizon, and
K
(n)
ab = 0 on the null past trapping horizon. Further, Gabℓ
aℓb = 0 and Gabn
anb =
0 just imply that there are no matter flux across the codimension-2 surface.
Secondly, if we also require that q ca Gcbℓ
b = 0 on the null future trapping
horizon and q ca Gcbn
b = 0 on the null past trapping horizon, then, from the Co-
dazzi equations (33), (34) and relation (35), we get q ea q
bcℓdCebcd = 0 on the null
future tapping horizon and q ea q
bcndCebcd = 0 on the null past trapping horizon
(q ca Gcbℓ
b = 0 or q ca Gcbℓ
b = 0 can be satisfied if dominant energy condition is
assumed.).
Finally, from above requirements and eq.(80), it’s easy to find
LXωa −DaκX = 0 (162)
on the null trapping horizon. This result does not depend on the selection of A
(B) in Xa = Aℓa ( Xa = −Bna). According to eq.(90), it’s also independent
of the rescaling of the null frame {ℓ, n}. Additionally, if one requires that ωa
does not evolve, i.e., LXωa = 0, then, from above equation or eq.(80), one
gets DaκX = 0 on the codimension-2 surface for both cases (future and past).
This means κX is a constant on the codimension-2 surface. Furthermore, if
LXκX = 0 is required, then κX is a constant on the null trapping horizon
(regardless future or past).
In fact, the requirement that κX is a constant on the null trapping horizon
gives some constraints on the function A (B). In the case of future, this can be
found from following equations:
DaκX = κℓDaA+ADaκℓ = 0 ,
LXκX = A (κℓLℓA+ALℓκℓ) = 0 . (163)
Similarly, for the past null trapping horizon, B has to satisfy
DaκX = −κnDaB −BDaκn = 0 ,
LXκX = B (κnLnB + BLnκn) = 0 . (164)
Since, until now, the null frame {ℓ, n} can be arbitrarily rescaled: {ℓ, n} →
{λℓ, n/λ}, generally, κℓ (κn) is not a constant on the future (past) null trapping
horizon. Given a null frame {ℓ, n}, we can always find some A (B) to satisfy
eq.(163) ((164)). Obviously, this A (B) is not unique. Inversely, given an
evolution vectorXa, we can always find some null frame {ℓ, n} (also not unique)
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to satisfy eqs.(163) and (164). So eqs.(163) and (164) give the relations between
the foliation structure (X) and the null frame.
For example, if we have select some λ such that κℓ (κn) fulfills the require-
ment that κℓ (κn) is a constant on the future (past) null trapping horizon,
then, from eq.(163) ((164)), we have to set A (B) such that DaA = LℓA = 0
(DaB = LnB = 0) on the null future (past) trapping horizon (we have assume
that κℓ and κn are both nonvanished). Obviously, these conditions can be sat-
isfied if we choose that A (B) is a constant. In this case, it’s easy to find κX
satisfies (From eqs.(25) and (42), it’s easy to find q ca X
b∇bXc = 0.)
Xa∇aXb = ±κXXb , (165)
where “+” corresponds to the case of future, while “−” corresponds to the case
of past. This is just the usual formula to define a surface gravity. Obviously,
this kind of surface gravity is defined up to a constant coefficient.
Actually, for a given function A (B), we can set λ to be proportional to A
with a constant coefficient (or λ which is proportional to 1/B), and rescale the
null frame such that Xa∇aXb = ±κXXb (with constant κX) is satisfied under
the resulting null frame.
It should be noted here, we have not discuss the relabeling of the foliation
until now. The vector X is rescaled by a factor f(τ) = (dτ ′/dτ)−1 if we relabel
the foliation: τ → τ ′(τ). For the null trapping horizons, this just means that A
or B is rescaled by the factor f . So we can use the same procedure as before to
find a special null frame such that the relation (165) is always held.
From above discussion, we find: to make that κX is a real surface gravity
given by eq.(165), it’s necessary to select a special null frame to match the
given foliation structure of the null trapping horizon (i.e. X). Certainly, the
physics the horizon should not depend on the relabeling of the foliation and
rescaling of the null frame. So different X ’s (with the preferred {ℓ, n} and the
corresponding κX) in some sense are physically equivalent. In summary, the
null trapping horizon can be characterized by an equivalent class which can be
expressed by a triplet [
X , {ℓ, n} , κX
]
.
Of course, to foliate the null trapping horizon, the simplest way is selectXa = ℓa
(or Xa = −na). With this selection, eq.(165) is automatically satisfied.
Above statement has close relation to the isolated horizon (especially in the
case with constant A (B)) defined by Ashtekar el.al. [13]. In those cases, one
mainly focuses on the future outer trapping horizon. Here, we also study the
past trapping horizon. Our discussion is independent of the selecting of the
metric of the null hypersuface (degenerate). In fact, this is a rough way to
reconstruct of the isolated horizon [22].
Conclusively, on these null trapping horizons, there are no gravitational ra-
diation and matter flux, and κX ’s are constants. These properties correspond
to the equilibrium state of the thermodynamics of the horizon. Further, now
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eqs.(75) and (82) just mean(κX
2π
)
LXS = 0 , LXJφ = 0 , (166)
where S ∼ ∫ ǫq and Jφ ∼ ∫ ǫq (φaωa) can be explained as the entropy and the
angular momentum associated with the null trapping horizons. Since there are
no matter flux and gravitational radiation across the null trapping horizon, these
physical quantities do not change along the trapping horizons as expected. So
there are no dynamical version of the first law associated with the null trapping
horizons. Actually, this point have been found in the Sec.6.: the energy E does
not evolve on the null trapping horizon. In fact, one can study the first law of
the null trapping horizons by using the phase space method [13, 14, 15, 16, 17].
7.2 Near Equilibrium State
The near equilibrium means that X is almost a null vector. This suggests that
Xa = Aℓa −Bna slightly deviates from a null vector. However, to characterize
this small deviation, it’s not sufficient to set one of A or B to be very small. The
reason is that there are two ambiguities for the vector X we have mentioned
several times:
(i). There are freedoms to choose the null frame {ℓ, n} → {λℓ, n/λ} for some
positive function λ, and this makes an ambiguity for B/A or A/B by factors λ2
or 1/λ2.
(ii). The relabeling of the foliation of the trapping horizon τ → τ ′(τ).
This makes an ambiguity that X can be rescaled as X → X ′ = fX with
f = (dτ ′/dτ)−1.
We can assume that the norm of X (or XaX
a = 2AB) approaches zero such
that X is almost a null vector. This will eliminate the ambiguity of rescaling of
the null frame. However, since X ′ and X are essentially equivalent to describe
the trapping horizon, so the norm of the evolution vector will get a factor |f |
if we use X ′. We need some procedure to carefully treat the rescaling of the
foliation.
For the null trapping horizons, we can always find some special null frame
to satisfy the requirement of Xb∇bXa = ±κXXa (with a constant κX), and
above two ambiguities in some sense are fixed to get the preferred null frame
and the corresponding surface gravity. However, for the general case of non-null
horizon, the situation is very different. From eq.(42), it’s not hard to find3
Xb∇bXa = κX
(
ǫabX
b
)−Da (AB) + (LXA) ℓa − (LXB)na . (167)
Obviously, now, it’s impossible to get Xb∇bXa = ±κXXa by rescaling the null
frame. So, principally, the strategy of the rescaling of the null frame in the
null horizon case is meaningless for the non-null trapping horizon. Actually,
in this case, we do not know how to select a preferred null frame to define a
surface gravity associated with X . However, mimicking the null case, for a given
3This equation reduces to the result given in [38] when A = 1.
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foliation of the trapping horizon, by rescaling the null frame, we can always set
A (or B) to be a constant for the future case (or the past case). Without losing
generality, we can set A = 1 (or B = 1). This procedure is similar to the null
cases. Thus, for the future trapping horizon, we have
Xa = ℓa − Cna , (168)
while for the past trapping horizon, we have
Xa = Cℓa − na . (169)
It should be noted here, the functions C’s depend on the relabeling of the folia-
tion of the trapping horizons. Actually, the most general form of the evolution
vector can be expressed as
Xa = f(τ)X¯a = f(τ)
(
Aℓ¯a −Bn¯a) . (170)
with some null frame {ℓ¯, n¯}. One can regard that the factor f comes from
the relabeling of the foliation4. For the future case, redefining the null frame
ℓ¯a → ℓa = (fA)ℓ¯a and n¯a → na = n¯a/(fA), we can put X into the form (168)
with
C = f2AB . (171)
Similar situation happens in the past case. By this, the relabeling of the foliation
is encoded in the function C. So it seems that one can relabel the foliation of the
trapping horizons such that C’s to be arbitrary nonvanished values (Obviously,
for null cases, C’s are always zero and independent of any foliation structure).
Since for any kind of trapping horizon, we can always take |C|’s to be arbi-
trarily small value by selecting the foliation parameter τ , so the assumption of
small |C|’s is still not enough to discuss the slowly expanding behavior of the
trapping horizons. To describe the almost null property, we need some quantity
which is independent of the relabeling of the foliation and the rescaling of the
null frame. We will discuss the cases of future and past separately.
• For the future trapping horizon, Booth et.el. [20, 21, 22, 46] give three
slowly expanding conditions (here we gives a generalized n-dimension version):
(F-i). The so called evolving parameter ǫ≪ 1 with
ǫ2
L2
= max
[
|C|
(
‖σ(n)‖2 + (8πG)Tabnanb + 1
n− 2θ
(n)θ(n)
)]
; (172)
4Here, to make the discussion clear, we also require that A (or B) can not be further viewed
as a relabeling factor. For example, A (or B) is not a constant on the codimension-2 surface,
so it can not be absorbed into f . Certainly, in some special cases, A and B are both constants
on the codimension-2 surface. In this case, we can absorb A (or B) into the factor f , and the
evolution vector is simply assumed to be Xa = f(ℓa − C′na) (or Xa = f(C′ℓa − na)) with
some function C′.
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(F-ii). The Ricci scalar, the SO(1, 1) normal connection and the energy-momentum
tensor satisfy
|R| , ‖ωa‖2 and (8πG)Tabℓanb  1
L2
;
(F-iii). The derivatives of horizon fields are at most the same order in ǫ as the
(maximum of the) original fields. For example,
‖DaC‖  Cm
L
, ‖DaDbC‖  Cm
L2
.
Here, ‖·‖ is the norm of (tangent) tensor fields on the codimension-2 Riemannian
manifold, while | · | is the absolute value of some scalar. The quantity L is some
length scale of the codimension-2 surface. For example, the radius of the closed
(n−2) manifold: L = (A /Ωn−2) 1n−2 which has been defined just bellow eq.(120).
Cm is the maximum value of |C| on the codimension-2 surface. The relation
E  F means E ≤ k0F for some constant k0 of order one.
Before using these conditions, we give some discussions:
Firstly, ǫ defined in the condition (F-i) is independent of the relabeling of
the foliation and the rescaling of the null frame. This can be easy found from
the expressions of ǫ in the null frame {ℓ¯, n¯} bellow eq.(170):
ǫ2
L2
= max
[∣∣∣∣BA
∣∣∣∣
(
‖σ(n¯)‖2 + (8πG)Tabn¯an¯b + 1
n− 2θ
(n¯)θ(n¯)
)]
.
This is just what we hope to find: The parameter should not depend on the
relabeling of the foliation and the local frame. By this consideration and the
definition of ǫ, the requirement of ǫ≪ 1 in condition (F-i) essentially gives some
constraint on the dynamical behavior of the codimension-2 surface.
Secondly, the evolution vector X is not arbitrary, and it has to satisfy
LXθ(ℓ) = 0. This gives a differential equation of C:
LXθ(ℓ) = −DcDcC + 2ωcDcC − CLnθ(ℓ) + Lℓθ(ℓ) = 0 . (173)
This is just a special case of the first equation in (157). Furthermore, considering
Daf = 0 and the expression of Lℓθ(ℓ) in eq.(94), the relation LXθ(ℓ) = 0 does
not give any constraint on the relabeling factor f . This means eq.(173) is
actually a equation of AB in (171). Thus, the function C/f2 is determined
by the geometrical behavior (both intrinsic and extrinsic) of the codimension-2
surface. Remembering that ǫ≪ 1 has some requirement on the geometry of the
codimension-2 surface in the trapping horizon, so C/f2 (or AB) is also required
to satisfy some condition by the behavior of ǫ. Actually, in some simple case,
we can find the explicit relation between AB and ǫ. This situation happens in
the case of the FLRW universe, and we will find it in the next section.
So the relabeling of the foliation is arbitrary until now. However, if we
require
|C|  ǫ2 , (174)
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then, the function f has to satisfy some condition. This corresponds to some
special selection of the foliation parameter τ , and then we can not relabeling
the foliation arbitrarily. In the following discussion, we will always assume this
condition on |C|.
Now, let’s discuss the implication of the conditions (F-i), (F-ii) , (F-iii) and
(174). From these slowly expanding conditions and eq.(94), it’s not hard to find
on the future trapping horizon, we have∣∣∣Lnθ(ℓ)∣∣∣  1
L2
, (175)
then, considering eq.(173) and |C|  ǫ2, one gets that
∣∣∣Lℓθ(ℓ)∣∣∣ = ‖σ(ℓ)‖2 + 8πGTabℓaℓb  ǫ2
L2
(176)
is satisfied on the future trapping horizon. If the null energy condition is as-
sumed, the two terms in the middle of above equation are both nonnegative.
It’s also easy to find
K
(X)
ab = σ
(ℓ)
ab − CK(n)ab = σ(ℓ)ab + O(ǫ2) , (177)
Obviously, the first term is the order of ǫ, while the terms proportional to C
is the order of ǫ2. Since ǫ ≪ 1, we have K(X)ab ≈ σ(ℓ)ab . Similarly we have
K
(Y )
ab ≈ σ(ℓ)ab . With the same discussion, we get
TabX
aY b = Tabℓ
aℓb − C2Tabnanb = Tabℓaℓb + O(ǫ4) . (178)
Here, the vector Y is the dual of X , i.e., Y a = ℓa + Cna. For other quantities,
one can also get reasonable approximations.
In addition to the null energy condition, let’s assume that energy -momentum
tensor also satisfies dominant energy condition. This means, for every future-
pointing causal vector field Za, the vector field −TabZb must be a future point-
ing causal vector. This assumption of energy-momentum implies
gacTabZ
b
TcdZ
d = ‖q ba TbcZc‖2 − 2(TabℓaZb)(TcdncZd) ≤ 0 . (179)
By selecting Za = ℓa, we get
‖q ba Tbcℓc‖2 ≤ 2(Tabℓaℓb)(Tcdncℓd)  ǫ2/L4 ,
and then
‖q ba Tbcℓc‖ 
ǫ
L2
. (180)
From the Codazzi equation (33) and (35) and above result, we get
‖q ea qbcℓdCebcd‖ 
ǫ
L2
. (181)
For the equilibrium state, the function C is identically vanished. So ǫ is also
vanished. Obviously, above conditions of the tensors (on the future trapping
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horizon) give σ
(ℓ)
ab = 0, Tabℓ
aℓb = 0, q ba Tbcℓ
c = 0 and q ea q
bcℓdCebcd = 0. These
are just the requirements for the case of the null trapping horizon.
During above discussions, all the conditions and results are focused on some
given marginal surface. However, to study the evolution of this marginal surface,
these conditions are still not enough. Remembering in the case of future null
trapping horizon, to ensure that some physical quantities (the area and the
angular momentum associated with the horizon) do not evolve, we have required
the condition LXωa = 0 and LXκX = 0. These just mean that ωa and κX do
not evolve respect to the evolution vector Xa. Similarly, here there are also
slowly evolving conditions :
(F-i’). ‖LXωa‖ and |LXκX |  ǫ/L2;
(F-ii’). |LXθ(n)|  ǫ/L2.
From eq.(80) and the restriction condition of the fields (and their derivatives)
on codimension-2 surface, it’s easy to find
‖DaκX‖  ǫ
L2
. (182)
Considering that the absolute value of LXκX also satisfies this conditions, then
κX is almost a constant on the trapping horizon (at least for some finite interval
of the foliation parameter τ). Thus, κX can be expanded as
κX = κo + O(ǫ) , (183)
where κo is the leading term of the expansion.
The condition (F-ii’) just requires that θ(n) also evolves slowly. It should be
noted here: generally, in the definition of the future trapping horizon, there are
no requirements on LXθ(n) although that the sign of θ(n) has close relation to
the classification of the future trapping horizon.
• For the past trapping horizon, we can gives similar conditions to describe
the slowly expanding properties:
(P-i). The evolving parameter ǫ≪ 1 with
ǫ2
L2
= max
[
|C|
(
‖σ(ℓ)‖2 + (8πG)Tabℓaℓb + 1
n− 2θ
(ℓ)θ(ℓ)
)]
;
(P-ii). The Ricci scalar, the SO(1, 1) normal connection and the energy-momentum
tensor satisfy
|R| , ‖ωa‖2 and (8πG)Tabℓanb  1
L2
;
(P-iii). The derivatives of horizon fields are at most the same order in ǫ as the
(maximum of the) original fields. For example,
‖DaC‖  Cm
L
, ‖DaDbC‖  Cm
L2
.
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Similar to the future case, we can choose some foliation parameter such that
|C| is small and satisfy the condition |C|  ǫ2.
Substituting these conditions into the expression of Lℓθ(n) in eq.(94), it’s
easy to find on the past trapping horizon, we have∣∣∣Lℓθ(n)∣∣∣  1
L2
. (184)
then, by setting B = 1 and A = C in eqs.(157) and considering LXθ(n) = 0 on
the past trapping horizon, we get
∣∣∣Lnθ(n)∣∣∣ = ‖σ(n)‖2 + 8πGTabnanb  ǫ2
L2
. (185)
Certainly, by assuming the null energy condition, the two terms in the middle
of above equation are nonnegative separately. It’s also easy to find
K
(X)
ab = CK
(ℓ)
ab − σ(n)ab = −σ(n)ab + O(ǫ2) , (186)
and
K
(Y )
ab = CK
(ℓ)
ab + σ
(n)
ab = σ
(n)
ab + O(ǫ
2) . (187)
Here, the vector Y is given by Y a = Cℓa + na. Considering ǫ ≪ 1, we have
K
(X)
ab ≈ −σ(n)ab and K(Y )ab ≈ σ(n)ab . With the same discussion, we get
TabX
aY b = C2Tabℓ
aℓb −Tabnanb = −Tabnanb + O(ǫ4) . (188)
Since the null vector na is antiself dual, i.e., ǫabn
b = −na, there is a sign
difference from the case of the future trapping horizon. Additionally, if we
assume the dominant energy condition is satisfied, then, we have
‖q ba Tbcnc‖ 
ǫ
L2
, ‖q ea qbcndCebcd‖ 
ǫ
L2
. (189)
Similar to the future case, the slowly evolving conditions are given:
(P-i’). ‖LXωa‖ and |LXκX |  ǫ/L2;
(P-ii’). |LXθ(ℓ)|  ǫ/L2.
With these conditions, one can find that κX is nearly a constant on the past
trapping horizon. So it can also be expanded as κX = κo + O(ǫ).
At the end of this subsection, some discussions are given as follows:
(i). In the discussion of the null trapping horizons, for some given foli-
ation structure (some given X) of the trapping horizon, we can always get
Xb∇bXa = ±κXXa by selecting a special null frame. So, in some sense, we
can foliate the null trapping horizon arbitrarily. However, in the non-null cases,
the nonvanished functions C’s carry the information of the foliation, and any
restriction on them is actually a kind of restriction on the foliations. So, to
discuss the slowly evolving trapping horizon, we have to select an appropriate
foliation, i.e., the vector X .
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(ii). For some special cases in which the codimension-2 surface has enough
symmetry, for example, the spherical symmetry, the problem is greatly simpli-
fied [50]. In this case, some quantities such as the shear tensor C cab and the
SO(1, 1) connection ωa are both vanished. Further, most of the tensors are
independent of the points on the codimension-2 surface.
(iii). Clausiu like equations: For the future slowly evolving trapping horizon,
substituting the results (177), (178) and (183) into eq.(75), and considering
slowly evolving condition (F-ii’), we get
( κo
8πG
)
LXA =
∫
ǫq
[
Tabℓ
aℓb + σ
(ℓ)
ab σ
(ℓ)ab
]
, (190)
Similarly, for the past slowly evolving horizon, we have
−
( κo
8πG
)
LXA =
∫
ǫq
[
Tabn
anb + σ
(n)
ab σ
(n)ab
]
. (191)
These are Clausius like equations. The integrals of the matter flux Tabℓ
aℓb
or Tabn
anb and gravitational radiation ‖σ(ℓ)‖2 or ‖σ(n)‖2 have the form of
±TLXS. Here S = A /4G and T = |κo|/2π. Certainly, these kind of Clausius
like equations hold up to the second order of the ǫ. It should be noted here: On
the future trapping horizon, we have LXA = −C
∫
ǫqθ
(n), while on the past
trapping horizon, we have LXA = C
∫
ǫqθ
(ℓ). So the sign of LXA is determined
by the function C and the type of the trapping horizon. Assume the null energy
condition is satisfied, then, the positive temperature requires that δXS ≥ 0.
Here, we have defined δX = ±sign(κo)LX , and “ + ” and “ − ” correspond to
the future and past respectively.
8 Trapping Horizon in FLRW Universe
In this section, as an example, we study the slowly evolving trapping horizons
in the FLRW universe. We also discuss the dynamics of these kinds of trapping
horizons in the formalism with the quasilocal energy (the Misner-Sharp energy)
at the end of this section.
8.1 Classification of the Trapping Horizons in FLRW Uni-
verse
Firstly, we gives the classification of the trapping horizons in the FLRW universe.
The metric of the FLRW universe (M, g) is
g = −dt2 + a
2
1− kr2 dr
2 + a2r2dΩ2n−2 , (192)
where a = a(t) is scale factor and k = 0,±1, while dΩ2n−2 is the line element of
an (n − 2)-dimensional sphere. We can decompose the metric into the form as
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eq.(1) by introducing two null vectors ℓ and n
ℓadx
a =
√
1
2
(
−dt+ a√
1− kr2 dr
)
, (193)
nadx
a =
√
1
2
(
−dt− a√
1− kr2 dr
)
. (194)
So we have hab = −ℓanb−naℓb, while qab is just the metric for the sphere part,
i.e.,
qabdx
adxb = a2r2dΩ2n−2.
Obviously, ℓ and n are both future directed. It’s also easy to find ℓaℓ
a =
nan
a = 0, ℓan
a = −1 and qabℓa = qabna = 0. Of course, there are some freedom
to choose these two null vectors, for example, ℓ → λℓ and n → λ−1n for some
positive function λ.
From now on, we will only consider the more interesting case of the four
dimension. After a simple calculation, the expansions of the sphere along these
two null directions are given by
θ(ℓ) = qab∇aℓb =
√
2
(
H +
√
1
r˜2
− k
a2
)
, (195)
θ(n) = qab∇anb =
√
2
(
H −
√
1
r˜2
− k
a2
)
. (196)
Here r˜ is defined as r˜ = ar. It’s also easy to find
Lℓθ(ℓ) = H˙ − 1
r˜2
−H
√
1
r˜2
− k
a2
,
Lnθ(ℓ) = H˙ + 1
r˜2
−H
√
1
r˜2
− k
a2
,
Lℓθ(n) = H˙ + 1
r˜2
+H
√
1
r˜2
− k
a2
,
Lnθ(n) = H˙ − 1
r˜2
+H
√
1
r˜2
− k
a2
. (197)
From the expansions in eqs.(195) and (196), it’s easy to find that: when H < 0,
we always have θ(n) < 0. So the trapping horizon is given by θ(ℓ) = 0, and this
implies relations √
1
r˜2
− k
a2
= −H , 1
r˜2
= H2 +
k
a2
. (198)
After substituting above relations, eq.(197) becomes
Lℓθ(ℓ) = H˙ − k
a2
, Lnθ(ℓ) = H˙ + 2H2 + k
a2
,
Lℓθ(n) = H˙ + k
a2
, Lnθ(n) = H˙ − 2H2 − k
a2
. (199)
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These mean that the marginal surface is always future. Further, the outer or
inner of the marginal surface is determined by the sign of H˙ + 2H2 + k/a2.
So the marginal surface is outer if H˙ − k/a2 < −2(H2 + k/a2) and inner if
H˙ − k/a2 > −2(H2 + k/a2). When the null energy condition is satisfied, we
always have H˙ − k/a2 ≤ 0. So the marginal surface may be inner or outer.
For H > 0, we always have θ(ℓ) > 0. When θ(n) = 0, we have√
1
r˜2
− k
a2
= H ,
1
r˜2
= H2 +
k
a2
, (200)
and now eqs.(197) becomes
Lℓθ(ℓ) = H˙ − 2H2 − k
a2
, Lnθ(ℓ) = H˙ + k
a2
,
Lℓθ(n) = H˙ + 2H2 + k
a2
, Lnθ(n) = H˙ − k
a2
. (201)
So the marginal surface is always past. The marginal surface is outer if H˙ −
k/a2 > −2(H2+ k/a2) and inner if H˙ − k/a2 < −2(H2+ k/a2). When the null
energy condition is satisfied, we always have H˙ − k/a2 ≤ 0. So there are some
ranges in which the marginal surface is outer or inner if we do not impose some
additional energy conditions.
It’s easy to find, in the cases with H = 0, we always have θ(ℓ) > 0 and
θ(n) < 0, so there are no trapping horizons in this case. This is expectable
because now the spacetime is actually a flat spacetime.
The FLRW universe is a typical spherically symmetric spacetime, so, as
discussed before, the components of the evolution vector X , i.e., A and B, are
functions which only depend on the coordinates t and r. So they are constants
on the marginal surface. It’s easy to find, for H < 0, on the future trapping
horizon, the relation LXθ(ℓ) = 0 gives
ALℓθ(ℓ) = BLnθ(ℓ) . (202)
With the null energy condition, from eq.(94), we always have Lℓθ(ℓ) ≤ 0. Thus,
for the outer marginal surface, we have Lnθ(ℓ) < 0, then, A and B have same
signs. While for the inner marginal surface, we have Lnθ(ℓ) > 0, A and B have
opposite signs. In both cases, the relation between A and B is given by
B = A
(Lℓθ(ℓ)
Lnθ(ℓ)
)
= A
(
H˙ − k/a2
H˙ + 2H2 + k/a2
)
. (203)
In the cases H > 0, we have past trapping horizon. It’s easy to find the
relation LXθ(n) = 0 on the trapping horizon gives
ALℓθ(n) = BLnθ(n) . (204)
By using eq.(94), with the null energy condition, we always have Lnθ(n) ≤ 0.
So, for the outer marginal surface, we have Lℓθ(n) > 0, and then A and B have
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opposite signs. While for the inner marginal surface, we get Lℓθ(n) < 0, so A
and B have same signs. In both cases, A is given by
A = B
(Lnθ(n)
Lℓθ(n)
)
= B
(
H˙ − k/a2
H˙ + 2H2 + k/a2
)
. (205)
Conclusively, in FLRW universe, for the future trapping horizon, we can set
Xa = A(ℓa − αna) with α given by
α =
H˙ − k/a2
H˙ + 2H2 + k/a2
. (206)
For the past trapping horizon, X has form Xa = B(αℓa − na) with the same α
given in above equation. The classification of “outer” and “inner” are indicated
by the sign of α.
The future trapping horizon is outer when α > 0, and inner when α < 0.
Since in the future cases, we have XaXa = 2A
2α, so the future outer trapping
horizon is a spacelike hypersurface, while the future inner trapping horizon is a
timelike hypersurface.
Similarly, the past trapping horizon is outer when α < 0 and inner when
α > 0. In this case, we have XaXa = 2B
2α, so the past outer trapping horizon
is timelike, while the past inner trapping horizon is spacelike.
We have to mention some special cases: For the future trapping horizon, if
Lℓθ(ℓ) = 0, then from eq.(202), we have α = 0. The trapping horizon reduces to
a null hypersurface. Similarly, the past trapping horizon also reduces to a null
hypersurface when α = 0.
So, for the future and the past trapping horizons, the general form of the
vector Xa is given by A(ℓa − αna) and B(αℓa − na) respectively. Certainly,
different A’s and B’s correspond to the different foliations of the trapping hori-
zons. However, it should be noted here: A and B are both constants on the
codimension-2 surface. So, for the future trapping horizon, we can view the
factor A as a factor f provided by some relabeling of the foliation. Similarly, for
the past trapping horizon, B can be viewed as a relabeling factor by selecting
some foliation parameter τ . By this consideration, the evolution vector Xa has
the form
Xa = f(ℓa − αna) (207)
in the future case, and
Xa = f(αℓa − na) (208)
in the past case. The null vector still has the form (193) and (194). In the
following discussion, we will fix f to be unit. We will find this selection of f
consists with the requirement |C| = |f2α|  ǫ2. Here, α plays the role of AB in
eq.(171).
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8.2 Null Trapping Horizons in FLRW Universe
For the null trapping horizon, the function α is identically vanished. From the
expression of α in (206), we have
H˙ − k/a2 = 0
on the trapping horizons. The surface gravity associated with ℓa for the null
future trapping horizon is given by
κℓ =
H√
2
. (209)
The condition that κX (now X
a = ℓa) is a constant on the null future trapping
horizon gives Lℓκℓ = H˙/2 = 0 (So we can only consider the case with k = 0).
This means H is a negative constant on the horizon. It’s also easy to find
θ(n) = 2
√
2H , Lnθ(ℓ) = 2H2 , Lℓθ(n) = 0 , Lnθ(n) = −2H2 . (210)
So there are only null future inner trapping horizon.
Similarly, for the past case, the surface gravity is given by
κn = − H√
2
. (211)
and Lnκn = 0 also gives that H˙ = 0. So H is a positive constant on the past
null trapping horizon. We also have
θ(ℓ) = 2
√
2H , Lℓθ(n) = 2H2 , Lnθ(ℓ) = 0 , Lℓθ(ℓ) = −2H2 . (212)
This means there are only null past outer trapping horizon.
Conclusively, on the null trapping horizons (future and past), the Hubble
parameter H is always a constant. These kinds of horizons exist only when
k = 0. Further, only inner horizon exists in the future case, and only outer
horizon exists in the past case. In the following discussions, we always set
k = 0. It should be noted here: the surface gravity (209) (or (211)) is defined
up to a positive constant coefficient.
8.3 Slowly Evolving Trapping Horizon in FLRW Universe
Since the spherical symmetry, it’s very simple to study the slowly evolving
properties of the trapping horizon in the FLRW unverse. In this case, most
of the scalars on the codimension-2 surface are constants. For example, from
the definition, the evolving parameter ǫ in the condition (F-i) becomes (we only
consider the four dimension case, and choose L to be the radius r˜ = 1/|H | for
k = 0.)
ǫ2
r˜2
= |α|
(
Gabn
anb +
1
2
θ(n)θ(n)
)
. (213)
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Similarly, for the past trapping horizon, the condition (P-i) is given by
ǫ2
r˜2
= |α|
(
Gabℓ
aℓb +
1
2
θ(ℓ)θ(ℓ)
)
. (214)
Since f is chosen to be unit, so we have |C| = |α|. Straightforward calculation
shows: in both cases, on the trapping horizons, ǫ’s are given by
ǫ2 = |α|
(
4− H˙
H2
)
. (215)
Remembering that we are considering the trapping horizons which are near the
null future inner trapping horizon or the null past outer trapping horizon, so
the functions α’s are assumed to be negative. By defining
s = − H˙
H2
> 0 , (216)
then, from the expression of α in eq.(206), we have
α = − s
2− s . (217)
To ensure that α < 0, we have to require s < 2. The evolution parameter ǫ now
has a simple form
ǫ2 = s
(
4 + s
2− s
)
. (218)
It should be emphasized: the result of ǫ in above equation is independent of
the rescaling of the null frame and the relabeling of the foliation. Under the
relabeling of the foliation, we have α → f2α, while the term inside the round
brackets in eq.(213) (or (214)) will accept a factor 1/f2. So ǫ is invariant.
By eq.(218), we can express s as a function of ǫ. Considering ǫ≪ 1, we have
s = − H˙
H2
≈ ǫ
2
2
≪ 1 . (219)
So eq.(217) gives |α| ≈ ǫ2/4. Actually, from eqs.(218) and (217), we can express
α as a function of ǫ explicitly. On the other hand, if we do not choose f = 1,
then we have |C| = |f2α| ≈ f2ǫ2/4. To ensure the relation (174), f2 has to be
finite and order one. Certainly, the selection of f = 1 satisfies this requirement.
It’s easy to find that
Gabℓanb = 3
r˜2
+ H˙ =
3− s
r˜2
.
So, when s≪ 1, the conditions (F-ii) and (P-ii) are easily satisfied, i.e., Gabℓanb 
1/r˜2. Obviously, the conditions (F-iii) and (P-iii) are trivially satisfied. Thanks
to the spherical symmetry and the Weyl flat of the FLRW universe, eqs.(180),
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(181) and (189) are also trivially satisfied even without any energy condition
(In the general case, the dominant energy condition is required).
For the future inner trapping horizon (H < 0), the slowly evolving conditions
(F-i’) and (F-ii’) reduce to |LXκX |  ǫ/r˜2 and |LXθ(n)|  ǫ/r˜2. It’s easy to
find
LXθ(n) = −H2s
(
1 +
2 + s
2− s
)
. (220)
Therefore, from eq.(219), we have
|LXθ(n)|  ǫ2H2 = ǫ2/r˜2 .
So, when ǫ ≪ 1, |LXθ(n)|  ǫ/r˜2 is automatically satisfied. After substituting
κℓ = H/
√
2 and κn = −H/
√
2, we find
κX =
H√
2
(
1− s
2− s
)
< 0 . (221)
After a simple calculation, we have
LXκX = − 2H
2s
(2− s)3
[
2− s+ s2 +
(
H¨
H˙H
)]
. (222)
Thus, if we require ∣∣∣∣∣ H¨H3
∣∣∣∣∣  ǫ , (223)
then we have |LXκX |  ǫ/r˜2 = ǫH2. The condition (223) means H˙ is also
required to be slowly evolving.
In the past outer case (H > 0), the conditions (P-i’) and (P-ii’) reduce to
|LXκX |  ǫ/r˜2 and |LXθ(ℓ)|  ǫ/r˜2. A simple calculation shows: on the past
outer trapping horizon, we have
LXθ(ℓ) = H2s
(
1 +
2 + s
2− s
)
. (224)
So the condition |LXθ(ℓ)|  ǫ/r˜2 is also automatically satisfied when ǫ ≪ 1.
Now, it’s easy to find the surface gravity κX is given by
κX =
H√
2
(
1− s
2− s
)
> 0 , (225)
and
LXκX = 2H
2s
(2− s)3
[
2− s+ s2 +
(
H¨
H˙H
)]
. (226)
So the condition on |LXκX | gives same constraint as the one of the future inner
trapping horizon, i.e. |H¨ |  ǫH3.
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Conclusively, the requirement of the evolving parameter ǫ≪ 1 automatically
implies that s = −H˙/H2 is very small. While the slowly evolving condition of
κX requires that |H¨/H3| is also a small quantity.
For the slowly evolving past trapping horizon (H > 0), s = −H˙/H2 is very
small. This is just one of the condition of the slow-roll inflation. Additionally,
the slowly evolving condition also requires that |H¨/H3| is small to ensure that
the surface gravity κX changes slowly on the trapping horizon. This way, the
system is near an equilibrium state. This requirement may has some relation
to the second condition of the slow-roll inflation scenario. Of course, here, we
have not introduce any scalar field and the corresponding potential.
For the past horizon, from eq.(191), we have
− κo
8πG
LXA =
∫
ǫqTabn
anb . (227)
Up to second order of ǫ (or the first order of s). Actually, it’s easy to find
LXA = −
√
2
(
8π
H
)(
s
2− s
)
≈ −
√
2
(
4π
H
)
s+ O(s2) (228)
So we have LXA < 0. This just means that A decreases along X direction.
Noted that Xa = −na if s = 0, so X is past pointing. By this consideration, the
negative LXA just means the area of the marginal sphere of the past trapping
horizon increases along the future direction. The leading order of κX is H/
√
2,
so we have −(κo/8πG)LXA = s/2G+ O(s2). It’s also easy to find∫
ǫqTabn
anb =
s
2G
. (229)
Thus, eq.(191) holds up to the second order of ǫ. It should be emphasized here:
the surface gravity κX is defined up to a constant factor. Actually, the factor√
2 in κX comes from the selection of the null vectors (193) and (194). From
this Clausius relation like equation, we have
T =
κX
2π
∼ H
2π
(
1− s
2
)
+ O(ǫ4) .
8.4 Quasilocal Energy and Horizon Dynamics
To compare with the results for the slowly evolving trapping horizon in the
FLRW universe, in this subsection, we also consider the case where k = 0. The
quasilocal energy (106) (or the energy (112)) inside the sphere with the radius
r˜ is
E =
r˜
2G
(1−∇ar˜∇ar˜) . (230)
It’s easy to find the effective surface gravity κ¯ in eq.(125) is given by κ¯ = 1/2r˜ =
|H |/2 which has the same form of the surface gravity of Schwarzschild black hole.
While the surface gravity κ in eq.(127) becomes
κ
2π
= −|H |
2π
(
1− s
2
)
, (231)
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where s is defined in eq.(216). So the temperature of the past outer trapping
horizon is T = |κ|/2π = H (1− s/2) /2π.
If we omit the factors
√
2 in eqs.(221) and (225), the temperatures corre-
sponding to κ and κX are coincided up to the second order of ǫ. In the descrip-
tion with the quasilocal energy, the Clausius relation is given by (corresponding
to eq.(227))
AψaX
a =
κ
2π
LXS , (232)
where S = A /4G and X is the evolution vector of the trapping horizon. Of
course, above equation is exactly held on the trapping horizon. More detailed
discussions of the thermodynamics of the FLRW universe in various gravity
theories can be found in [56, 57, 58, 59, 60, 62, 63, 64, 65] and related topics
can be found in a review paper [66].
9 Conclusion and Discussion
In this paper, we have studied the deformation of some spacelike submani-
fold with an arbitrary codimension. By requiring the projection operator is
Lie dragging along a given normal vector X , we get eq.(50). In the case of
codimension-1, it reduces to the evolution equation of the extrinsic curvature of
the spacelike hypersurface (56) (and eq.(55)). Even in this simple case, there
are also some interest applications on thermodynamics. For example, in static
case, the evolution equation (55) becomes
NRabu
aub = DaDaN .
By defining the so called Tolman-Komar mass MK =
∫
ǫSNRabu
aub inside
some (n− 2)-closed surface S embedded in the hypersurface, one can give some
discussion on the thermodynamics associated with the surface S. More details
can be found in [67, 68, 69]. In the more interesting case of codimension-2,
eq.(50) reduces to eq.(60), i.e.,
LXθ(Y ) = −
(
Gab +KcdaK
cd
b
) [
XaY b − hab (XeY e)
]
+
1
2
(
R−KabcKabc −KcKc
) · (XeY e)
−Y eD˜cD˜cXe −Kc (Xe∇eY c) .
This result is frame independent, and it reduces to the well known (cross) focus-
ing equations after selecting a local null frame. The deformation of the SO(1, 1)
connection is given by
LXωa −DaκX =
(
n− 3
n− 2
)
Daθ
(Y ) −Dcσ(Y )ca +KcD˜aY c + q ba Y cGbc
with Ya = ǫabX
b if we define an appropriate “surface gravity” κX . It’s just
a Damour-Navier-Stokes like equation if X is self-dual or anti-self-dual. We
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have investigated the relation between these deformation equations and the
dynamics of the trapping horizon in two different formalisms: with and without
introducing some quasilocal energy. In the first formalism, we have proposed a
generalized energy (112) in the higher dimension Einstein gravity theory, i.e.,
E =
(∫
ǫq
)n−3
n−2
16πG (Ωn−2)
1
n−2 (n− 3)
{ ∫
ǫqR(∫
ǫq
)n−4
n−2
−
(
n− 3
n− 2
) ∫
ǫqKcK
c(∫
ǫq
)n−4
n−2
}
.
This energy reduces to the Hawking energy in the four dimension. In the case of
general spherical symmetry, it reduces to the Misner-Sharp energy in the higher
dimension. We have also studied the deformation of this quasilocal energy, and
the deformation equation has been given in eq.(120). Once the requirement
LXK = 0 is fulfilled, on the trapping horizon, we always have
LXE =
(
n− 3
n− 2
)(
E
A
)
LXA .
This result is the total variation (evolution) of the energy on the trapping hori-
zon, and it can be decomposed into two parts as in the four dimension: con-
tributions from the matter fields (Tab) and the contribution from gravitational
radiation (‖σ‖2 and ‖ζ‖2). When the marginal surface is Einstein, we also study
the first law like equation of the trapping horizon. It has a similar form as the
one with the spherical symmetry. However, generally, it’s impossible to define
a surface gravity which is a constant on the marginal surface. Further, it also
evolves on the trapping horizon even in the spherically symmetric case. This
means the system is generally nonequilibrium (even far from equilibrium point)
if we regard the temperature is proportional to the surface gravity. To make the
problem clear, we have studied some near equilibrium state by considering the
slowly evolving trapping horizon proposed by Booth in the formalism without
the quasilocal energy.
To study the past trapping horizon in the FLRW universe, we generalize
the definition of the slowly evolving future outer trapping horizon to the past
trapping horizon. We find, for the slowly evolving past trapping horizon, the
Clausius like equation is modified to be
−
( κo
8πG
)
LXA =
∫
ǫq
[
Tabn
anb + ‖σ(n)‖2
]
.
After classifying the trapping horizon in the FLRW universe, as an example,
we study the slowly evolving trapping horizon in this spacetime. We find, to
require the past trapping horizon in the FLRW universe to be slowly evolving,
the Hubble parameter has to satisfy −H˙/H2 ≈ ǫ2/2 ≪ 1. Further, |H¨ |/H3 is
required to be (at most) the order of ǫ. These conditions have close relation to
the scenario of the slow-roll inflation. We also compare the temperature defined
in the formalism with the quasilocal energy (T = |κ/2π|) and the temperature
defined in the formalism without the quasilocal energy ( T = |κX/2π|). We find
these two temperatures are essentially the same up to the second order of the
slowly evolution parameter ǫ.
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Appendix A
In this appendix, we give a detailed derivation of eq.(50). It’s easy to find the
first term in eq.(49) is given by
q ca q
d
b X
e∇eK(Y )cd = q ca q db Xe∇e
(
q fc q
g
d ∇fYg
)
= q ca q
g
b X
e∇eq fc ∇fYg + q fa q db Xe∇eq gd ∇fYg + q fa q gb Xe∇e∇fYg
= (q gb ∇fYg) D˜aXf +
(
q fa ∇fYg
)
D˜bX
g + q fa q
g
b X
e∇e∇fYg
= (q gb ∇fYg)
(
D˜aX
f
)
+
(
D˜aYg
)(
D˜bX
g
)
+ q fa q
g
b X
eY hRefgh + q
f
a q
g
b X
e∇f∇eYg . (233)
Here, from second line to third line, we have used eq.(41). Again, by using
eq.(41) or eq.(42), we have
q fa q
g
b X
e∇f∇eYg = −q fa ∇f (YcD˜bXc)
−q fa q gb ∇fXe∇eYg − q fa ∇fq gb Xe∇eYg
= −
(
D˜aYc
)(
D˜bX
c
)
− q fa Yc∇f (D˜bXc)
−K(X)a cK(Y )cb − (q gb ∇fYg)
(
D˜aX
f
)
− q fa ∇fq gb Xe∇eYg . (234)
It’s also easy to find
q fa Yc∇f (D˜bXc) = K(Y )a cK(X)cb + q fa q eb Y g∇f∇eXg
+ q fa ∇fq gb Y e∇gXe . (235)
So we get
q fa q
g
b X
e∇f∇eYg = −q fa ∇f (YcD˜bXc)
− q fa q gb ∇fXe∇eYg − q fa ∇fq gb Xe∇eYg
= −
(
D˜aYc
)(
D˜bX
c
)
−K(Y )a cK(X)cb −K(X)a cK(Y )cb
− (q gb ∇fYg)
(
D˜aX
f
)
− q fa ∇fq gb Y e∇gXe
− q fa ∇f q gb Xe∇eYg − q fa q eb Y g∇f∇eXg . (236)
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Then, after substituting above equation into eq.(233), we find
q ca q
d
b X
e∇eK(Y )cd = q fa q gb XeY hRefgh − q fa q eb Y g∇f∇eXg ,
−K(X)a cK(Y )cb −K(X)b cK(Y )ca +K(Z)ab . (237)
where Za = LXYa. Substituting above equations into eq.(49), we arrive at
LXK(Y )ab = K(Z)ab + q fa q gb XeY hRefgh − q fa q eb Y g∇f∇eXg . (238)
However, since we have
q fa q
e
b Y
g∇f∇eXg = q fa Y g∇f (q eb ∇eXg)− q fa ∇fq eb Y g∇eXg
= q fa Y
g∇f
(
q hg q
e
b ∇eXh + h hg q eb ∇eXh
)
− q fa ∇fq eb Ze + q fa ∇fq eb Xg∇gYe
= q fa Y
g∇f
(
K
(X)
bg + D˜bXg
)
+ q fa q
e
b ∇fZe
+ q fa ∇fq eb (q he + h he )Xg∇gYh
= −q fa ∇fY gK(X)bg + Y gD˜aD˜bXg +K(Z)ab
+Kacb (X
g∇gY c) +Kabc (Xg∇gY c)
= −K(Y )a gK(X)bg + Y gD˜aD˜bXg +K(Z)ab
−Kacb
(
YeD˜
cXe
)
+Kabc (X
g∇gY c) , (239)
and after substituting this result into eq.(238), we finally get the deformation
equation (50).
Appendix B
Remembering that ǫab is defined as
ǫab = naℓb − ℓanb or ǫab = uavb − vaub , (240)
it’s easy to find
ǫa
cǫcb = hab , ǫabǫcd = hadhbc − hachbd . (241)
This also suggests that we can introduce the tensor ǫab without using the local
frames. By defining
X¯a = ǫabXb , Y¯
a = ǫabYb , (242)
then, we have
Xa = ǫabX¯b , Y
a = ǫabY¯b , X¯aY¯
a = −XaY a . (243)
It’s also easy to find ℓa = ǫabℓ
b and na = −ǫabnb. This means: ℓa is self-dual,
but na is anti-self-dual.
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Appendix C
From the definition of the covariant derivative D˜, we have
D˜aXb = h
d
b q
c
a ∇cXd = εIJeIbeJdq ca ∇cXd
= εIJe
I
bq
c
a ∇c
(
eJdXd
)− (εIJeIbq ca ∇ceJd)Xd
= DaX
JεIJe
I
b + ωabdX
d
= DaX
JεIJe
I
b + ωaǫbdX
d , (244)
and then
D˜cD˜aXb = q
e
c q
f
a h
g
b ∇e
(
DfX
JεIJe
I
g + ωf ǫgdX
d
)
,
=
(
DcDaX
J
)
εIJe
I
b +DaX
JωcǫbdεIJe
Id
+DcωaǫbdX
d +DcX
JωaǫbdεIJe
Id + ωaωcǫbdǫ
d
eX
e . (245)
So we get eq.(61). Here, we have used the fact that D˜aǫbc = 0.
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