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Sommario
Questa tesi propone un sistema di offuscamento del codice, per un am-
biente a macchine virtuali. L’approccio definisce una nuova strutturazione del
codice di un processo in blocchi, dove ogni blocco e` delimitato da invocazioni
al sistema operativo. Questa strutturazione permette il partizionamento del
codice di un processo tra due macchine virtuali, in modo che quella che esegue
il processo non conosca la decomposizione in blocchi del codice del processo.
L’approccio proposto e` basato su tecniche di introspezione della memoria, di
intercezione di chiamate di sistema e di redirezione del flusso di esecuzione
di un processo. Viene presentato un primo prototipo del sistema sviluppato e
le sue prestazioni.
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Capitolo 1
Introduzione
Questa tesi descrive un’architettura per offuscare il programma di un pro-
cesso. Nel seguito verranno introdotti brevemente i concetti e i meccanismi
principali che sono alla base del lavoro svolto, che vanno dalla virtualizza-
zione, all’intercettazione delle chiamate di sistema, alla decomposizione del
codice di un processo in blocchi, e alla partizione del controllo di flusso tra
macchine virtuali.
1.1 Offuscamento del codice
L’offuscamento del codice ha come scopo quello di rendere incomprensibile il
programma di un applicativo, mantenendo pero` inalterate le sue proprieta` da
un punto di vista funzionale. Le principali motivazioni che possono spingere
ad offuscare il programma di un’applicazione sono, ad esempio, la difesa dal
furto di proprieta` intellettuale o da modifiche non autorizzate all’applicativo.
Un altro motivo puo` essere quello di aumentare la complessita` della scoper-
ta di eventuali vulnerabilita` attraverso l’analisi del codice da parte di terzi
(security through obscurity).
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1.2 Virtualizzazione
La virtualizzazione e` un concetto molto vasto che nel campo informatico ri-
guarda, in generale l’astrazione delle risorse. In particolare, se applicata a
risorse hardware, questa tecnica permette di creare, nella stessa macchina
fisica, piu` ambienti di esecuzione, le macchine virtuali, che emulano il com-
portamento della macchina reale sottostante. Cio` permette ai livelli superiori
di accedere tramite un’interfaccia, all’hardware vero e proprio della macchi-
na fisica. Il livello intermedio che si occupa dunque di fornire un’interfaccia
d’accesso ai componenti fisici, deve anche occuparsi di gestire l’accesso con-
corrente delle risorse. Questa tecnologia e` molto interessante poiche` permette
l’esecuzione di piu` sistemi operativi sulla stessa macchina fisica, uno per cia-
scuna macchina virtuale. Questa caratteristica offre diversi vantaggi, come
ad esempio:
1. consolidamento : su una stessa macchina fisica si possono concentrare
piu` server, in modo tale da risparmiare in risorse hardware;
2. isolamento : ogni macchina virtuale rimane isolata dalle altre, percio`
per motivi di sicurezza si possono separare due servizi in due macchine
virtuali distinte anche se essi sono comunque implementati dalla stessa
macchina fisica;
3. controllo : e` possibile salvare lo stato di una macchina virtuale, sospen-
derne l’esecuzione e se necessario, farla migrare su un’altra macchina
fisica. Poiche` lo stato di un sistema operativo e` incapsulato totalmente
in una macchina virtuale, il sistema operativo e le applicazioni migrano
con la macchina.
1.3 Una nuova architettura per l’offuscamento 3
1.3 Una nuova architettura per l’offuscamen-
to
L’architettura di offuscamento proposta e` stata pensata per un ambiente a
macchine virtuali. L’approccio definisce una nuova strutturazione del codice
di un processo in blocchi, dove ogni blocco e` delimitato da invocazioni al
sistema operativo. Partendo da questa strutturazione del codice, si applicano
due tecniche di offuscamento distinte:
1. divisione del controllo di flusso;
2. cifratura del codice.
1.3.1 Divisione del controllo di flusso
La strutturazione in blocchi del codice di un processo avviene in modo tale
da creare un file eseguibile che contiene tutti i blocchi di codice, ma privo
delle informazioni che collegano i blocchi. Tali informazioni sono mantenute
e gestite da un secondo processo risiedente su un’altra macchina virtuale.
Applicando tecniche di introspezione della memoria, questo processo ridirige
il flusso d’esecuzione dalla fine di un blocco di codice e all’inizio del bloc-
co successivo. Il processo offuscato avra` percio` il proprio controllo di flusso
partizionato tra due macchine virtuali. Poiche` i blocchi di codice sono deli-
mitati dalle invocazioni al sistema operativo, l’architettura utilizza anche un
sistema di intercettazione delle chiamate di sistema, per individuare l’istante
esatto in cui ridirigere il flusso d’esecuzione.
1.3.2 Cifratura del codice
I blocchi di codice in cui e` partizionato il codice di un processo possono essere
cifrati, sia su disco che in memoria. Le chiavi di cifratura non sono presenti
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all’interno del processo, ma vengono incapsulate in un processo allocato ad
un’altra macchina virtuale e che gestisce le informazioni sul collegamento tra
i blocchi. In un dato istante, in memoria e` presente in chiaro solo il blocco
di codice che e` attivo in quel momento.
1.4 Struttura della tesi
Nei capitoli seguenti verranno esaminati in modo piu` approfondito i concetti
presentati in questa introduzione. La struttura dei capitoli e` la seguente:
Capitolo 2: Stato dell’arte
Questo capitolo contiene una rassegna delle principali tecniche di offusca-
mento del codice attualmente disponibili.
Capitolo 3: Virtualizzazione, Xen e Introspezione
Questo capitolo descrive la virtualizzazione, concentrandosi soprattutto
sull’implementazione supportata da Xen. Viene inoltre discussa la tecnica
dell’introspezione nelle macchine virtuali.
Capitolo 4: Rappresentazione in blocchi del codice di un pro-
cesso
Questo capitolo descrive una nuova tecnica di partizione in blocchi del
codice di un processo.
Capitolo 5: Architettura del sistema
Questo capitolo presenta l’architettura generale della nuova tecnica di
offuscamento proposta basata su macchine virtuali.
Capitolo 6: Implementazione
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Questo capitolo descrive le scelte implementative dell’architettura svilup-
pata e fornisce una prima valutazione dei costi di esecuzione utilizzando la
tecnica di offuscamento discussa.
Capitolo 2
Stato dell’arte
2.1 Offuscamento del codice
Lo scopo dell’offuscamento del codice e` quello di rendere incomprensibile
il codice di un applicativo. Per raggiungere tale obiettivo, nel corso degli
anni sono state sviluppate diverse tecniche che permettono di trasformare il
codice originale in qualcosa di piu` complesso da interpretare, ma che tuttavia
mantenga le stesse proprieta` da un punto di vista funzionale. Quello che vuole
ottenere, sostanzialmente, e` un programma che si avvicini il piu` possibile al
concetto di black-box.
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2.2 Obiettivi della tecnica
Vi sono diverse ragioni per offuscare il codice di un’applicazione, che possono
essere riassunte dicendo che si vuole rendere estremamente complesso:
• il furto di proprieta` intellettuale;
• modifiche non autorizzate dell’applicativo;
• l’analisi del codice per scoprire eventuali vulnerabilita` (security through
obscurity).
Le tecniche di offuscamento del codice possono essere utilizzate anche per
scopi meno leciti. Infatti, oltre a proteggere da eventuali furti di proprieta`
intellettuale, esse possono anche essere utilizzate per mascherare eventuali
furti, offuscando il codice copiato illegalmente. Alcuni malware inoltre, im-
plementano delle funzionalita` che applicano alcune trasformazioni per cam-
biare regolarmente il codice del malware, aumentando cosi significativamente
la complessita` del suo riconoscimento da parte dei sistemi di rilevazione.
2.3 Livelli di astrazione per l’offuscamento del
codice
Il processo che permette di estrarre informazione dal codice di un applicativo
e` chiamato reverse engeneering. Lo scopo del processo e` quello di invertire
le trasformazioni applicate durante la compilazione del codice analizzato.
Per estrarre informazione dal codice in forma binaria, le operazioni che il
reverse engineering deve applicare sono:
• disassemblare il codice binario per ottenere codice assembly;
• decompilare il codice assembly per ottenere il codice ad alto livello;
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Figura 2.1: Compilazione vs Reverse Engineering
• comprendere il codice ad alto livello ottenuto.
Di conseguenza, le tecniche di offuscamento del codice vanno solitamente
a operare in queste tre aree, per tentare di bloccare l’azione di reverse engi-
neering ai vari livelli. Di seguito verranno considerati questi tre livelli e, per
ciascuno, verranno descritte tecniche di offuscamento in grado di contrastare
il reverse engineering.
2.4 Tecniche per impedire il disassemblamento 9
2.4 Tecniche per impedire il disassemblamen-
to
Le principali tecniche per impedire il disassemblamento sono state sviluppate
per contrastare due tipologie di algoritmi utilizzati nel caso statico:
• linear sweep : tale tecnica e` utilizzata da programmi come objdump
e consiste nel disassemblare il codice binario partendo dal primo byte
eseguibile e continuando linearmente fino all’ultimo;
• recursive traversal : invece di procedere sequenzialmente, questa
tecnica tenta di seguire il flusso di controllo del programma considerato.
Intuitivamente, ogni volta che l’analisi incontra una branch instruction,
determina i possibili successori dell’istruzione, cioe` gli indirizzi dove
l’esecuzione potrebbe proseguire e continua a partire da tali indirizzi;
Di seguito riassumiamo le tecniche considerate in [LD03].
2.4.1 Tecniche anti linear sweep
Per ostacolare la linear sweep viene utilizzata una tecnica chiamata junk
insertion , che genera errori nel processo di disassemblamento, inserendo
junk bytes ( letteralmente “byte spazzatura” ) in locazioni selezionate nella
sequenza di istruzioni, dove il disassemblatore prevede siano memorizzate
delle istruzioni. Tali junk bytes dovranno essere delle istruzioni parziali, e
non complete, per riuscire a confondere il disassemblatore. Per preservare
la semantica del programma, tali istruzioni parziali devono essere inserite in
modo tale che a runtime siano irraggiungibili.
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2.4.2 Tecniche anti recursive traversal
Come gia` detto, la strategia del recursive traversal implementa il processo
di disassemblamento gestendo anche il controllo di flusso tra le istruzioni.
Anche se questo e` un punto di forza rispetto al linear sweep, introduce anche
una vulnerabilita` poiche` il processo puo` essere gestito correttamente solo se
alcune asserzioni sono sempre verificate. Ad esempio occorre supporre che i
normali rami di un’istruzione condizionale e le chiamate a funzione si com-
portino “ragionevolmente” e che quindi l’ istruzione condizionale abbia due
possibili target e la chiamata a funzione ritorni all’istruzione immediatamen-
te successiva all’istruzione “call” che l’ha invocata. L’altro punto debole del
recursive traversal e` la complessita` di identificare l’insieme dei possibili tar-
get del trasferimento del controllo indiretto, un problema che puo` non essere
risolvibile staticamente.
Branch functions
L’assunzione che la funzione ritorni all’istruzione successiva a quella che
l’ha invocata puo` essere sfruttata usando quella che vien chiamata “branch
function”.
Figura 2.2: (a) Codice originale. (b) Codice che utilizza una branch function.
Una branch function f e` una funzione che ogni volta che e` invocata da una
delle locazioni ai , trasferisce il controllo ad una corrispondente locazione bi.
In tal modo, ogni salto incondizionato della forma:
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ai: jmp bi
puo` essere sostituito con una invocazione alla funzione f :
ai : call f
Il codice della branch function deve calcolare la locazione obiettivo bi.
Tale funzione, inoltre, non ritornera` all’istruzione successiva a quella che l’ha
invocata, come avviene normalmente, ma in un’altra locazione. Cio` permet-
te anche di inserire junk bytes subito dopo la call. Una branch function
permette percio` di ottenere due obiettivi:
• offuscare il flusso di controllo di un programma rendendo piu` complesso
il calcolo dell’indirizzo terminale delle jmp;
• ingannare il disassemblatore che, come al solito, applichera` la sua ana-
lisi a partire dall’indirizzo successivo all’invocazione di funzione.
Call Convertions
Una variazione dello schema della branch function puo` essere usato per in-
serire junk bytes nelle posizioni immediatamente successive a quelle di una
qualsiasi chiamata a funzione. Cio` puo` essere implementato sostituendo la
chiamata a funzione con una branch function specializzata che dovra` poi per-
mettere l’esecuzione dell’invocazione a funzione vera e propria. La funzione
ritornera` pero` ad un indirizzo ad un offset predefinito dalla prima invocazio-
ne, quella alla branch function. Questa tecnica puo` oscurare le informazioni
sul flusso di controllo del programma e puo` anche aumentare la comples-
sita` di individuare gli entry points di ciascuna funzione. Essa inoltre facilita
l’inserzione di junk bytes, aumentando cos`ı la probabilita` di ingannare il
disassemblatore.
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Predicati opachi
L’assunzione che un salto condizionale abbia due possibili target puo` essere
sfruttata convertendo un salto incondizionato in un salto condizionato, che
va sempre in una direzione. Questa tecnica utilizza predicati che vengono
sempre valutati ad un valore costante, vero o falso, e che non dipende percio`
dagli input. Questi predicati sono noti come “predicati opachi” [CTL98].
Quando il salto incondizionato e` stato rimpiazzato da uno condizionato che
utilizza un predicato opaco, esiste una locazione di memoria che contiene
una istruzione che non verra` mai eseguita e dunque potra` memorizzare junk
bytes per ingannare il disassemblatore.
Jump Table Spoofing
Oltre ad inserire junk bytes in un finto target di un salto condizionale control-
lato da un predicato opaco, e` possibile anche inserire una jump table fittizia.
Un disassemblatore che si basa sul recursive traversal tenta di determinare
la grandezza di una jump table per identificare i possibili target di un salto
incondizionato. Cio` puo` essere sfruttato introducendo una jump table che
sia irraggiungibile a runtime.
2.5 Tecniche anti-decompilazione
Tra le tecniche che possono essere classificate in questa categoria, molto dif-
fuse sono quelle che aumentano la complessita` dell’analisi statica dei pro-
grammi. Queste tecniche modificano sia il flusso di controllo che quello dei
dati e cercano, in particolare, di aumentare la dipendenza dai dati del flus-
so di controllo. Di seguito verranno riassunte alcune tecniche illustrate in
[WHKD00] e che sono basate sul grafo control flow e su quello data flow.
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Il grafo del flusso di controllo (control flow graph) e` il grafo che rappre-
senta l’ordine in cui ogni istruzione verra` eseguita mentre un programma e`
attivo. Il grafo del flusso dei dati (data flow graph) e` un grafo che rappresenta
come i dati vengano elaborati dalle istruzioni di un programma, descrivendo
percio` il flusso di dati tra le varie istruzioni.
2.5.1 Trasformazioni sul grafo control-flow
Le trasformazioni sul grafo control flow sono implementate in due passi. Il
primo passo decompone e riduce strutture di controllo di alto livello in una
serie di “if-then-goto”. Il secondo passo modifica le istruzioni di salto in modo
tale che i loro indirizzi target siano determinati dinamicamente. Questo puo`
essere ottenuto sostituendo un salto diretto con uno che dipende da un dato
variabile. Se si usa il linguaggio C, cio` puo` essere ottenuto sostituendo i goto
precedentemente inseriti con una variabile che verra` valutata all’interno di
un costrutto switch ; il valore della variabile di switch e` calcolato in ogni
blocco per determinare quale sara` il prossimo blocco ad essere eseguito come
illustrato nell’esempio in figura 2.3 2.4. Queste trasformazioni rendono i salti
diretti dipendenti dai dati e fanno si che il control flow graph perda la sua
struttura gerarchica e risulti appiattito. Poiche` non ci sono informazioni
dirette sugli indirizzi di destinazione dei salti, la complessita` di costruire un
grafo di flusso staticamente e` determinato dalla capacita` di poter ricostruire
l’ultimo valore assegnato ad una variabile di switch.
2.5.2 Trasformazioni del flusso dei dati
Assumendo che le trasformazioni del grafo control-flow siano state applica-
te, la complessita` di ricostruire un grafo di flusso del programma dipende
dall’analisi del flusso dei dati e quindi del grafo data flow. E’ stato provato
che buona parte dei problemi legati all’analisi del data flow sono almeno NP
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Figura 2.3: (a) Codice originale. (b) Codice con trasformazioni if-then-goto.
completi [Mye81] [Lan92]. La principale sorgente di problemi nell’analisi del
grafo data-flow scaturisce dalla presenza di alias nel programma. Si parla di
alias quando due o piu` nomi si riferiscono alla stessa locazione di memoria.
Una rilevazione precisa degli alias in presenza di puntatori generali e strut-
ture dati ricorsive, e` un problema indecidibile [Lan92], ed e` la causa della
elevata complessita` di ogni analisi data flow che sia dipendente dalla deter-
minazione degli alias. Di conseguenza, il secondo insieme di trasformazioni
opera introducendo degli alias nel programma che influenzino il calcolo, e
quindi l’analisi degli indirizzi di destinazione dei salti. Queste trasformazioni
includono le seguenti tecniche:
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Figura 2.4: Control flow appiattito sostituento i goto con uno switch.
Calcolo dinamico dei target di salto
Riprendendo l’esempio precedente, la complessita` del calcolo della variabi-
le di switch “swVar” puo` essere aumentata attraverso l’uso di funzioni che
calcolino il loro output in base a elementi di un array definito globalmente.
Se si rimpiazza l’assegnamento costante del precedente esempio con l’accesso
indiretto ad un array, si forza l’analizzatore statico a dover dedurre i valori
dell’array per poter determinare il valore della variabile di switch “swVar”.
Alias attraverso la manipolazione di puntatori
La trasformazione introduce degli alias attraveso i seguenti passi:
1. introduzione di un numero arbitrario di variabili puntatore in ogni
funzione;
2. introduzione di codice che assegni i puntatori a delle variabili;
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3. rimpiazzamento dei riferimenti alle variabili con quelli che utilizzano i
puntatori;
4. definizione di un puntatore in un blocco diverso da quello in uso.
Il risultato di queste trasformazioni e` quello di impedire all’analizzatore
statico di riconoscere quale blocco viene eseguito. Infatti, poiche´ le definizioni
dei puntatori e i loro usi sono collocati in blocchi differenti, l’analizzatore non
e` in grado di dedurre quale definizione si applica a ogni uso del puntatore.
2.6 Tecniche di offuscamento del codice ri-
spetto alla comprensione umana
A differenza delle precedenti, queste tecniche non aumentano la complessita`
dell’analisi di strumenti automatici come un disassemblatore o un decompila-
tore, ma cercano di rendere il codice incomprensibile ad un lettore umano. In
generale, queste tecniche vengono applicate direttamente al codice sorgente,
ed hanno percio` un’ampia diffusione poiche´ possono essere applicate ad un
qualsiasi linguaggio, anche se interpretato o semi-interpretato. Tali metodi
applicano una serie di trasformazioni del codice che si possono suddividere
in tre categorie in base ai loro obiettivi:
• layout;
• controllo di flusso;
• dati.
Di seguito vengono riassunte una serie di tecniche tratte da [CTL97].
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2.6.1 Trasformazioni del layout
Sono trasformazioni banali, ma comunque a costo zero. Si possono riassumere
sostanzialmente in tre metodi:
• rimozione della formattazione;
• rimozione dei commenti;
• sostituzione dei nomi degli identificatori con nomi casuali.
2.6.2 Trasformazioni del controllo di flusso
Le trasformazioni che tentano di oscurare il controllo di flusso si dividono in
tre categorie in base all’obiettivo specifico che si prefiggono:
• aggregazione;
• ordinamento;
• calcolo.
Aggregazione
Le idee alla base delle trasformazioni di questa categoria sono: (1) il codice
che il programmatore ha aggregato, dovrebbe essere sciolto e sparso per il
programma e (2) il codice che non ha relazioni semantiche dovrebbe essere
aggregato.
Esempi:
Inlining e Outlining. L’inlining e` un’importante ottimizzazione del com-
pilatore, ma puo’ anche diventare un’utile trasformazione di offuscamento
perche` rimuove le astrazioni procedurali dal programma. In modo simile,
l’outlining puo` essere utilizzato per creare una finta astrazione mediante una
2.6 Tecniche di offuscamento del codice rispetto alla comprensione umana 18
finta procedura che comprende codice che logicamente non avrebbe motivo
di essere inserito nella stessa procedura.
Interleaving. Fondere in una stessa sezione, codici che implementano fun-
zioni diverse. Ad esempio, raccogliere in uno stesso metodo il codice di due
metodi distinti.
Clonazione. Si possono creare differenti versioni dello stesso metodo, o
funzione, e poi invocare alternativamente una di tali versioni in modo che
appaia che ogni volta si invoca un metodo diverso anche se in realta` e` sempre
lo stesso.
Trasformazioni sui loop. Numerose strategie di ottimizzazioni per i cicli
for e while possono essere usate per offuscare il codice perche` ne diminuiscono
la leggibilita`. Es:
• loop blocking;
• loop unrolling;
• loop fission.
Ordinamento
Le trasformazioni in questa categoria sfruttano il fatto che i programmatori
tendono ad organizzare il codice cercando di massimizzarne la localita`, infatti
e` piu` facile capire un programma se due entita` qualsiasi che sono logicamente
correlate sono anche fisicamente vicine. Il principio dunque e` quello di violare
questa localita` e cercare di sciogliere il piu’ possibile questi legami ad ogni
livello.
2.6 Tecniche di offuscamento del codice rispetto alla comprensione umana 19
Calcolo
Le trasformazioni sul calcolo si possono suddividere in tre categorie:
• oscuramento del controllo di flusso attraverso l’uso di codice irraggiun-
gibile o inutile. Cio` puo` essere ottenuto, ad esempio, con predicati
opachi);
• introduzione di sequenze di codice di basso livello per i quali non
esistano corrispondenti strutture di alto livello;
• rimozione di reali astrazioni del controllo di flusso o introduzione di
false astrazioni.
2.6.3 Trasformazioni sui dati
Le trasformazioni per offuscare le strutture dati si possono classificare in
quattro categorie, in base all’obiettivo della trasformazione che implementa-
no:
• memorizzazione;
• codifica;
• aggregazione;
• ordinamento.
Memorizzazione e Codifica
• Forzare i tipi di dati base utilizzandoli in contesti non usuali o far
assumere significati differenti a valori di dati che vengono normalmente
utilizzati;
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• decomporre un dato precedentemente memorizzato in una variabile, in
due o piu’ variabili;
• convertire dati statici in procedurali. Ad esempio, una stringa statica
puo` essere sostituita con una invocazione ad una procedura che produce
la stringa.
Aggregazione
• fondere due o piu` variabili scalari in una sola variabile;
• “ristrutturare” gli array, ad esempio scomponendoli o componendoli
per aumentare o diminuire il numero di dimensioni;
Ordinamento
E’ possibile ad esempio riordinare gli elementi di un array, ad esempio for-
nendo una funzione che mappa ogni vecchia posizione in una nuova:
Es:
for(i=0;i<100;i++)
A[i] = ...
diventa
for(i=0;i<100;i++)
A[f(i)] = ...
Nei capitoli successivi verra` utilizzato un approccio diverso all’offusca-
mento del codice rispetto allo stato attuale dell’arte. L’obiettivo principale
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della nuova tecnica che verra` illustrata sara` quello di separare e nascondere
la logica del controllo di flusso di un programma, partizionandolo in due ese-
guibili residenti su due macchine virtuali distinte, utilizzando anche tecniche
crittografiche.
Capitolo 3
Virtualizzazione, Xen e
Introspezione
In un contesto informatico, il termine virtualizzazione indica, in generale,
l’astrazione di una qualche risorsa. Le risorse virtualizzabili possono essere
sia di tipo hardware, che di tipo software. Questo capitolo e` focalizzato sulle
tecnologie di virtualizzazione che agiscono a livello hardware, poiche` per-
mettono di eseguire concorrentemente piu` istanze di sistemi operativi anche
diversi sulla stessa macchina fisica. Tali istanze vengono incapsulate all’inter-
no di macchine virtuali, che forniscono delle interfacce astratte e semplificate
delle risorse hardware come processore, memoria, dispositivi di input/out-
put. Le risorse hardware sono poi gestite in modo diretto da un software di
virtualizzazione chiamato virtual machine monitor (VMM) o hypervisor.
3.1 Virtual Machine Monitor
Il virtual machine monitor (VMM) e` uno livello software che risiede appena
sopra il livello hardware, ne gestisce direttamente le componenti e si occupa di
creare macchine virtuali per il livello sovrastante, permettendo cos`ı di poter
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Figura 3.1: (a) unhosted vmm. (b) hosted vmm.
eseguire , simultaneamente piu` sistemi operativi sulla stessa macchina fisica.
Il tutto avviene in modo trasparente alle applicazioni che vengono eseguite
dai vari sistemi operativi. Poiche` queste applicazioni non si accorgono di non
essere in esecuzione su una reale macchina fisica, non e` necessario modificare
il loro codice. Inoltre, il virtual machine monitor garantisce i l’isolamento
di ciascuna macchina virtuale dalle altre, in modo che non vi possano essere
delle interferenze tra applicazioni su macchine diverse. In realta`, vi sono due
tipi principali di virtual machine monitor:
• Unhosted VMM: il virtual machine monitor e` posto appena sopra il
livello hardware/firmware;
• Hosted VMM: il virtual machine monitor e` a sua volta un processo
all’interno di un sistema operativo;
La performance effettiva di un GuestOS, nel caso di un unhosted VMM,
e` molto vicina a quella originale, cioe` a quella che si puo` ottenere senza l’u-
tilizzo del software di virtualizzazione. L’interfaccia virtuale e quella reale
sono identiche, o comunque molto simili, e questo permette di minimizzare
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l’overhead nel passaggio delle richieste tra le due interfaccie. Una macchina
virtuale, VM, utilizza le risorse in modo diretto, poiche` le istruzioni non pri-
vilegiate possono essere eseguite direttamente sulla macchina reale. Il VMM
interviene soltanto quando e` necessario un controllo diretto della VM, per
garantire ad esempio l’isolamento, tramite la gestione degli spazi d’indiriz-
zamento del GuestOS e dei processi in esecuzione. Inoltre, poiche` il VMM
comprende un numero di istruzioni ridotte rispetto ad un moderno sistema
operativo, e` in grado di eseguire piu` efficientemente alcune operazioni, ed e`
possibile applicare metodi per la verifica formale della correttezza del codice
del VMM.
3.2 Livelli di privilegio
Le politiche di protezione supportate dai processori dell’architettura IA32,
utilizzano il concetto di “ring”. Il ring corrisponde al livello di privilegio e
puo` assumere un valore che va da 0 a 3 (il ring 0 dispone dei privilegi piu`
elevati, mentre il ring 3 de privilegi piu` bassi). In genere i sistemi operativi
x86 compatibili sono eseguiti a ring 0, mentre il software applicativo viene
eseguito a ring 3, lasciando ring 1 e ring 2 inutilizzati. In un ambiente a
macchine virtuali solo il virtual machine monitor deve poter accedere al ring
0, percio` viene utilizzata la tecnica del “ring deprivileging” per fare in modo
che sia possibile eseguire un guestOS in un ring con privilegi inferiori. I due
modelli principali sono:
1. 0/1/3 : i guestOS vengono eseguiti al ring 1 mentre il software appli-
cativo viene eseguito al ring 3;
2. 0/3/3 : sia guestOS che software applicativo vengono eseguiti a ring 3.
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3.3 Tecniche di virtualizzazione
Si possono distinguere due modalita` di virtualizzazione:
• virtualizzazione completa (full virtualizzation): il sistema operativo
“ospite” puo` essere eseguito nella VM, senza bisogno di alcuna mo-
difica al proprio codice. Questa modalita` aumenta la complessita` del
VMM poiche` occorre adottare tecniche come la dynamic recompilation
[KAH07] o la binary translation [SCK+93], per intercettare ed eseguire
le operazioni privilegiate richieste dal sistema operativo ospite.
• para-virtualizzazione (para-virtualizzation): il sistema operativo “ospi-
te” deve essere modificato, poiche` il VMM fornisce, attraverso la mac-
china virtuale, un’interfaccia parzialmente diversa dall’hardware sotto-
stante. Comunque, le applicazioni possono essere eseguite senza alcuna
modifica. Questa modalita` permette, in genere, di avere prestazioni piu`
elevate rispetto alla virtualizzazione completa, ma il numero di OS uti-
lizzabili in questo caso e` inferiore, perche` si puo` creare una versione
modificata del kernel adatta a questa tipologia di VMM solo per gli OS
di cui si puo` ottenere il codice sorgente.
3.4 Supporto hardware alla virtualizzazione
Sia Intel che AMD hanno sviluppato per i loro processori, delle soluzioni
hardware che semplificano l’implementazione della virtualizzazione. L’idea
alla base di queste tecnologie, come Intel Virtualization Tecnology IVT o
Pacifica Virtualizzation Tecnology AMD-VT), e` quella di estendere il set di
istruzioni corrente, in modo tale da introdurre un livello di privilegio in un
ring inferiore al ring 0 (chiamato ring -1). Cio` permette di eseguire il VMM
nel ring -1 e quindi con i massimi privilegi. I guestOS potranno essere eseguiti
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nel ring 0, e non richiedono quindi alcuna modifica (paravirtualizzazione).
Inoltre, il vmm non dovra` utilizzare tecniche costose e complesse quali la
dynamic recompilation o la bynary translation.
In tal modo si ottengono i vantaggi della virtualizzazione completa, mi-
gliorando pero` le prestazioni.
3.5 Vantaggi della virtualizzazione
I benefici che la tecnologia di virtualizzazione puo` offrire sono:
• consolidamento : si possono installare piu` sistemi operativi su una
singola macchina fisica, facilitando quindi la gestione dei sistemi e evi-
tando di sprecare risorse di calcolo per dedicare una macchina fisica
diversa per ogni servizio;
• isolamento : ogni VM non puo` interferire col funzionamento delle
altre; ciascuna VM e` quindi isolata da quelle allocate alla stessa mac-
china fisica. Per motivi di sicurezza, si puo` percio` dedicare una VM
distinta a ciascun servizio che si vuole isolare dagli altri. Cio` permette
di confinare eventuali intrusioni in una singola VM e eventuali crash
delle applicazioni, condizioneranno solo la VM che le supporta;
• migrazione : lo stato di un sistema operativo e` incapsulato totalmente
in una macchina virtuale, percio` e` possibile che una singola VM migri
da una macchina reale ad un’altra, al fine di migliorare parametri quali
l’affidabilita` complessiva o il bilanciamento del carico.
3.6 Xen
Xen e` un VMM opensource di tipo unhosted, sviluppato dall’Universita` di
Cambridge [BDF+03] e disponibile per architetture a 32 e 64 bit. Le versioni
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iniziali erano basate su paravirtualizzazione, quelle piu` recenti offrono anche
la virtualizzazione completa sfruttando il supporto hardware offerto da Intel-
VT e AMD-VT.
3.6.1 Architettura di Xen
Le VM, in Xen, prendono il nome di “domini” e possono essere di due tipi:
1. Dominio 0 (Dom0): corrisponde ad una VM privilegiata. Questo do-
minio e` responsabile delle funzionalita` di controllo e gestione di Xen,
2. Dominio U (DomU): il dominio utente e` una VM con privilegi inferiori,
che esegue un sistema operativo ospite.
L’architettura di Xen prevede l’esecuzione di un solo Dominio 0 e di piu`
domini utente. Al boot della macchina viene avviato automaticamente il
Dom0, che ha il compito di avviare i restanti DomU e di gestire la schedu-
lazione delle CPU virtuali, l’allocazione della memoria e l’accesso ai device
fisici. Il Dom0 fornisce anche un’interfaccia d’uso al VMM, tramite il processo
demone “xend”; attraverso tale processo e` infatti possibile, ad esempio:
• avviare, mettere in pausa, creare e distruggere domini utente;
• far migrare un DomU tra due macchine fisiche;
• monitorare le attivita` di rete e le performance dei vari DomU;
• creare e distruggere i device di I/O virtuali.
L’accesso alle risorse della macchina e` regolato anche tramite un “access
control list” che associa ad ogni risorsa i diritti di cui dispone un determinato
DomU. I domini possono richiedere l’esecuzione di operazioni privilegiate,
tramite le hypercall , un meccanismo di comunicazione sincrono che permette
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di effettuare una trap a Xen, modificando il livello di privilegio corrente con
un meccanismo che e` simile a quello delle chiamate di sistema. Xen e` nato
come sistema paravirtualizzato, utilizzando il modello di ring deprivileging
0/1/3 , nel quale solo l’hypervisor ha diritto di essere eseguito a ring 0. Un
guestOS e` modificato per essere eseguito a ring 1 ed utilizzare le di hypercall
quando e` necessario passare da ring 1 a ring 0. Le applicazioni invece sono
eseguite a ring 3.
3.6.2 Gestione della memoria
La virtualizzazione della memoria rappresenta una delle principali sfide nel-
l’implementazione di un VMM dal punto di vista delle prestazioni e della
complessita`. Xen e` responsabile della gestione dell’allocazione della memoria
fisica ai domini, e deve assicurare un uso sicuro della paginazione e del-
la segmentazione hardware. Inoltre,ad esempio, per ottenere delle buone
prestazioni nella gestione hardware del TLB, si richiede che:
• i guestOS siano responsabili della gestione della tabella delle pagi-
ne. Xen si occupa solo di garantire che le operazioni effettuate siano
corrette;
• Xen risieda nello spazio di indirizzamento di ogni processo in esecu-
zione. In particolare, e` riservata a Xen una quota fissa di spazio d’in-
dirizzamento virtuale: i primi 64 MB dello spazio di indirizzamento
virtuale per i sistemi su architettua x86 a 32 bit, i primi 168 MB sui
sistemi PAE, e una porzione piu` ampia nel mezzo dello spazio di indi-
rizzamento sui sistemi a 64 bit. Questo permette di evitare che il TLB
sia invalidato ad ogni cambio di contesto.
La regione di memoria riservata a Xen non e` accessibile o rimappabile dai
sistemi operativi. Questo tipo di protezione viene implementata attraverso
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la tecnica della segmentazione. Un altro problema che Xen deve gestire e`
dovuto al vincolo che molti sistemi operativi impongono sulla contiguita` delle
pagine fisiche. Poiche` Xen pero` non soddisfa a questo vincolo, per risolvere
il problema, sono stati introdotti due spazi di indirizzamento distinti:
• machine memory;
• pseudo-physical memory.
La machine memory rappresenta tutta la memoria fisica disponibile sulla
macchina. La pseudo-physical memory invece e` un’astrazione della machine
memory, che permette ai sistemi operativi di avere l’illusione di uno spazio
di memoria contiguo, anche se in realta` nella machine memory saro` sparso.
La corretta mappatura tra i due spazi di indirizzamento, viene mantenuta
tramite l’utilizzo di due tabelle:
• una tabella globale che mappa gli indirizzi appartenenti alla machine
memory a quelli della pseudo-physical memory;
• un tabella in ogni dominio che implementa la mappatura inversa, ovve-
ro da indirizzi appartenenti alla pseudo-physical memory a quelli della
machine memory.
3.6.3 Gestione dei dispositivi di I/O
In Xen, la virtualizzazione dei dispositivi viene realizzata attraverso la coo-
perazione di due tipologie di device driver:
1. il frontend driver, che viene eseguito in un dominio utente;
2. il backend driver, che viene eseguito in un dominio che ha accesso diretto
all’hardware. Tale dominio e` spesso chiamato “driver domain”, ma in
genere viene utilizzato direttamente il dominio 0.
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Un guestOS di un dominio utente vede il frontend driver come un di-
spositivo reale. Un front end driver riceve le richieste di I/O dal kernel e
le inoltra al backend driver. Quest’ultimo riceve tali richieste, verifica che
siano corrette e, in caso affermativo, le inoltra al disposivo hardware reale.
Quando il dispositivo ha terminato l’operazione, il backend driver segnala al
frontend driver che i dati sono pronti e il frontend driver lo segnalera` a sua
volta al kernel. Come si puo` intuire, i frontend driver sono pensati per essere
“semplici”, mentre gran parte della complessita` viene lasciata nei backend
driver, che devono interagire direttamente con l’hardware e verificare che le
richieste ricevute dai frontend driver siano corrette e non violino i principi
dell’isolamento.
I due tipi di driver scambiano richieste e risposte tramite memoria con-
divisa, utilizzando come canale di segnalazione asincrono un event channel.
Quando un frontend driver viene caricato, utilizza XenStore (vedi paragra-
fo 3.6.5) per selezionare l’area di memoria condivisa e l’interdomain event
channel per la comunicazione col backend driver. Dopo aver stabilito la
connessione, i due driver possono comunicare direttamente, memorizzando le
richieste e le risposte nella memoria condivisa e inviando le notifiche mediante
l’event channel. Per trasferire i dati di I/O da e verso i domini, Xen utilizza
dei canali che sfruttano in modo circolare dei blocchi contigui di memoria
fisica (descriptor rings) identificati mediante descrittori.
3.6.4 Event Channel
In Xen gli Event Channel sono meccanismi di base introdotti per la notifica
di eventi; in particolare, essi permettono la trasmissione asincrona di notifi-
che tra domini o tra il VMM ed un dominio), con un meccanismo simile a
quello delle interruzioni hardware o dei canali di comunicazione. I domini
associano ad ognuno degli eventi, una funzione “callback” tramite l’hyper-
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call setcallbacks . Ad ogni dominio viene associata una bitmap; ogni evento
ha un proprio bit di riferimento, che Xen settera` ogni volta che tale evento
deve essere notificato al sistema operativo destinatario. Le notifiche degli
eventi possono anche venir mascherate, settando un apposito flag. Un tipico
esempio di evento puo` essere, ad esempio, la richiesta di terminazione di un
dominio.
3.6.5 XenStore
XenStore e` un database condiviso residente sul Dom0, utilizzato per lo scam-
bio di informazioni tra i domini di Xen. E’ organizzato come un namespace
gerarchico, in cui ogni dominio ha un proprio path in cui memorizzare le pro-
prie informazioni. Questo strumento non e` pensato per trasferimenti di dati
di dimensione elevata, ma come archivio che mantenga informazioni di stato
e configurazione. Xen definisce alcune operazioni per interagire con questo
database come ad esempio:
• leggi chiave;
• scrivi chiave;
• elenca il contenuto di una directory;
• notifica quando una chiave cambia valore.
Inoltre, XenStore fornisce un supporto per transazioni e operazioni ato-
miche. Xenstore contiene tre aree principali identificate dalle tre directory
descritte nel seguito:
• /vm: questa directory mantiene le informazioni di configurazione per
un dominio. Esempio: nome del dominio, numero di cpu virtuali
allocate, memoria riservata per il dominio, uuid (id dominio) etc.
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• /local/domain/<domid>: questa directory mantiene le informazioni di
configurazione che possono cambiare durante l’esecuzione di un domi-
nio. Alcuni esempi possono essere: il nodo a cui il dominio e` attual-
mente assegnato, informazioni sulla memoria, informazioni sui device
a disposizione del dominio etc. Questo path viene utilizzato anche per
memorizzare informazioni aggiuntive da scambiare tra un dominio e il
Dom0.
• /tool: mantiene le informazioni su vari tool di gestione.
3.7 Introspezione
L’introspezione di macchine virtuali e` una tecnica che permette ad una VM,
di ispezionare lo stato interno di un’altra VM a tempo di esecuzione. In
questo modo e` possibile controllare un host dall’esterno, poiche` il suo stato
e` completamente incapsulato nella VM monitorata. Il controllo su tale host
puo` essere molto approfondito, poiche` sara` possibile accedere anche alla me-
moria dei processi o allo stato del processore in un determinato istante. Tali
caratteristiche rendono questa tecnica adatta ,ad esempio, per implementare
sistemi di rilevazione delle intrusioni in quanto la possibilita` di accesso alla
memoria, permette di analizzare e confrontare i dati ottenuti tramite intro-
spezione, con quelli restituite da analisi statiche o dinamiche di un processo,
e un’inconsistenza tra i vari dati puo` segnalare la presenza di un attaccante.
Oltre alle capacita` di monitoraggio, la tecnica fornisce anche la possibilita`
di far interagire le due VM e quindi di modificare lo stato della VM moni-
torata. La possibilita` di accedere allo stato del processore, e a determinate
aree di memoria (lo stack), permette, ad esempio, di guidare a tempo di ese-
cuzione il flusso di controllo di un processo. Inoltre e` possibile intervenire
per modificare altre aree(il code segment) o, se necessario per criptarle o de-
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criptarle. Queste due ultime potenzialita` verrano sfruttate nel seguito per la
costruzione di un nuovo metodo di offuscamento del codice.
3.7.1 Introspection library
L’introspection library che e` stata utilizzata per implementare le operazioni
di introspezione, e` una libreria sviluppata originariamente, all’interno del
progetto PsycoTrace [BMST09]. La libreria, pensata per Xen, implementa
le seguenti tipologie di introspezione:
1. Introspezione della memoria: permette di mappare un indirizzo vir-
tuale appartenente ad un processo su una VM monitorata, in un altro
indirizzo virtuale utilizzabile da un processo controllore presente in una
VM differente (il Dom0).
2. Introspezione del VCPU-Context: permette di leggere e all’occorrenza
modificare i registri del processore.
Capitolo 4
Rappresentazione in blocchi del
codice di un processo
Questo capitolo descrive una nuova tecnica di divisione in blocchi del codice di
un processo (State Blocks). La tecnica illustrata e` alla base dell’architettura
del sistema di offuscamento che verra` descritto nel capitolo successivo.
4.1 State block
4.1.1 Definizione
Uno “state block” (o blocco di stato) e` definito come una sequenza di istru-
zioni consecutive di un flusso d’esecuzione, delimitata da due chiamate di
sistema. Per l’esattezza uno state block inizia con l’istruzione seguente a una
chiamata di sistema e termina con una chiamata di sistema, la prima che si
incontra lungo il percorso d’esecuzione. Fanno eccezione ovviamente lo state
block iniziale di un processo, la cui prima istruzione non puo` essere consecu-
tiva ad una chiamata di sistema dato che e` la prima istruzione in assoluto,
e gli state block che contengono il codice terminale di un programma, la cui
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ultima istruzione puo` non essere una chiamata di sistema. Ad esempio, in un
programma scritto in “c” potrebbe essere semplicemente un “return” della
funzione “main’. Uno state block ha un solo punto di inizio ma puo` avere
piu’ punti d’uscita a causa dei costrutti condizionali che possono creare piu`
rami del flusso di esecuzione.
Esempio:
.
.
read();
if(x) {
x = x + 1;
}
else{
x = x + 2;
write();
y = y*y;
}
z = -z;
time();
.
.
Nell frammento di codice sopra riportato possiamo individuare due state
block:
• uno parte dall’istruzione consecutiva alla chiamata di sistema “read” e
termina in due punti, ossia alle chiamate di sistema “write” e “time”.
Questo state block contiene dunque le istruzioni: “if(x)”, “x = x + 1;”,
“x = x + 2;”, “write();”, “z = -z;”, “time();”;
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• uno parte dall’istruzione consecutiva alla chiamata di sistema “write”,
e termina in un solo punto, ossia alla chiamata di sistema “time”. Que-
sto state block contiene dunque le istruzioni: “y = y*y;”, “z = -z;”,
“time();”;
Tale definizione, basata sul flusso d’esecuzione, genera da un punto di
vista della rappresentazione del codice, degli insiemi di istruzioni (gli state
block) che in generale non sono disgiunti e che quindi possono condividere del
codice. Nell’esempio precedente le istruzioni “z = -z;” e “time();” apparten-
gono ad entrambe gli state block individuati). Per definire le sottocomponen-
ti di uno state block e identificare con maggior precisione le eventuali parti
in comune tra blocchi, viene introdotto concetto di “unit block” (o blocco
unita`).
Unit block
Il concetto di “unit block” e` correlato a quello di “basic block” introdotto
dallo studio delle ottimizzazioni statiche del codice, in cui pero` le chiamate a
funzione verranno sempre considerate come dei salti, e quindi dei delimitatori,
nella definizione di basic block. Lo unit block che ha come prima istruzione,
un’istruzione seguente ad una chiamata di sistema o la prima istruzione di
un processo, e` considerato lo unit block iniziale di uno state block; mentre
gli unit block che hanno come ultima istruzione una chiamata di sistema o
l’ultima istruzione di un processo, sono considerati gli unit block terminali
(o d’uscita) dello state block d’appartenenza.
Esempio:
.
.
if(x){
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x = x + 1;
funzione();
t = t + 10;
s = s * 4;
}
else{
y = y*y;
m = m - 1;
write();
f = f + 5;
}
z = -z;
read();
.
.
Nel frammento di codice sopra riportato, si possono individuare 5 unit
block. Rispettivamente:
1. unit block : “if(x)”, “x = x + 1;”, “funzione();”;
2. unit block : “t = t + 10;”, “s = s * 4;”;
3. unit block : “y = y*y;”, “m = m -1;”, “write();” unit block terminale
di uno state block (poiche` termina con una chiamata di sistema);
4. unit block : “f = f + 5;” unit block iniziale di uno state block (poiche`
l’istruzione iniziale dello unit block e` consecutiva ad una chiamata di
sistema);
5. unit block : “z = -z;”, “read();” unit block terminale di uno state block
(poiche` termina con una chiamata di sistema);
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4.2 Identificazione di state block e generazio-
ne del grafo
La divisione in blocchi del codice, passa dunque attraverso l’esplorazione del
suo control flow graph (dove gli unit block fungono da basic block). Il pro-
cedimento consiste, partendo dalla radice, nel tener traccia di tutti gli unit
block incontrati durante il percorso, e bloccando la navigazione, ogni volta
che si incontra uno unit block terminale (ossia contenente una chiamata di
sistema o l’ultima istruzione in assoluto del processo); quando tutte le rami-
ficazioni del control flow graph sono state percorse, l’insieme degli unit block
incontrati costituiranno il primo “state block”. Si riparte poi con l’esplora-
zione del control flow graph, partendo a turno da ogni unit block successivo a
ciascuno degli unit blocchi terminali del “blocco” appena identificato, appli-
cando lo stesso metodo, e identificando mano a mano tutti i vari state block
presenti. Durante questo processo di analisi, non si terra` traccia solo dei vari
blocchi identificati, ma anche dei collegamenti tra di essi (ossia i punti di
contatto tra unit block terminali e unit block iniziali), arrivando a generare
un grafo degli state block.
Di seguito e` illustrato un algoritmo ad alto livello che descrive in modo
piu` dettagliato, come il processo di individuazione degli state block e di
generazione del grafo tra questi, possa essere implementato. Nella descrizione
si fa riferimento a due vettori: “sbs” contiene gli state block gia` trovati mentre
“F” contiene gli unit block consecutivi agli unit block terminali degli state
block trovati. Entrambe i vettori inizialmente sono vuoti. Vediamo ora le
principali funzioni utilizzate:
• “stateBlockGraphGenerator” e` la funzione principale dell’algoritmo ed
ha in input un riferimento al basic block che e` la radice del grafo control
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flow. Essa genera il grafo degli state block e restituisce in output un
riferimento alla sua radice.
• “searchInFoundStateBlocks” ha in input un riferimento ad un basic
block(bb) e restituisce un riferimento ad uno state block. La funzione
verifica se il basic block preso in input e` uno unit block iniziale di uno
degli state block gia` individuati (contenuti in “sbs”). Se la verifica
e` superata, viene restituito in output un riferimento allo state block
individuato, altrimenti restituisce “null”.
• “stateBlockDiscoverer” ha in input un basic block e restituisce lo state-
Block che ha come radice il basic block preso in input. Inoltre, inserisce
in “F”, gli unit block consecutivi agli unit block terminali dello state
block appena individuato. La ricerca di nuovi state block partira` da
tali unit block .
StateBlock stateBlockGraphGenerator ( Bas icBlock bb) {
StateBlock sb = searchInFoundStateBlocks (bb) ;
i f ( sb != n u l l )
return sb ;
else {
sb = s ta t eB lockDi s cove r e r (bb) ;
addStateBlock ( sb ) ; // aggiunge i l nuovo S t a t e B l o c k a l l ’
ins ieme d e g l i S t a t e B l o c k g i a` i n d i v i d u a t i ‘ ‘ s b s ’ ’
for each i in F {
setNextNode ( sb , stateBlockGraphGenerator ( i ) ) ;
}
return sb ;
}
}
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StateBlock s ta t eB lockD i s cove r e r ( BasicBlock bb) {
P = {} ; // insieme contenente g l i u n i t b l o c k d e l l o s t a t e
b l o c k c o r r e n t e
Q = {bb } ; // insieme contenente i nodi d e l g r a f o ( i b a s i c
b l o c k ) da a n a l i z z a r e
repeat
s e l e c t i from Q
Q = Q − { i } ;
for each ( i , j ) appartener te a l l ’ ins i eme d e g l i a r c h i u s c e n t i
da ‘ ‘ i ’ ’ {
P = P + { i } ;
i f ( isATerminalUnitBlock ( i ) ) {
F = F + { j } ;
}
i f ( j non e` i n c l u s o in P ) {
Q = Q + { j } ;
}
}
u n t i l (Q = {} ) ;
r e turn (new StateBlock (P) ) ;
}
4.3 Esempi di decomposizione in blocchi del
codice e generazione del grafo
4.3.1 Esempio 1
if(x) {
x = x + 2;
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}
else{
x = x + 3;
read();
y = y * y;
}
z = -z;
x = x * 2;
write();
y = y + 10;
s = s + 1;
time();
Applicando l’algoritmo descritto nel paragrafo precedente, la funzione
“stateBlockGraphGenerator” viene applicata ad un riferimento al basic block
radice del grafo control flow, ossia lo unit block con indice 1, si veda il grafico
control flow in Figura 4.1. La prima chiamata della funzione “stateBlockDi-
scoverer” con argomento sempre lo unit block 1, restituisce uno stateBlock
contenente l’insieme di tutti gli unit block del primo state block individuato,
che possiamo chiamare “state block A”. Tale insieme contiene tutti i basic
block attraversati dal cammino che segue il flusso di controllo e che si ferma
quando incontra uno unit block terminale, che contiene cioe` una chiamata di
sistema. Gli unit block di questo insieme sono dunque: 1,2,5,3. Dove 5 e 3
sono terminali. Inoltre, la funzione “stateBlockDiscoverer” inserisce nel vet-
tore “F”, i nodi del grafo che saranno la radice dei prossimi state block, ossia
gli unit block consecutivi agli unit block terminali dello state block appena
trovato. F contiene dunque gli unit block 4 e 6.
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Figura 4.1: Esempio 1: rappresentazione del control flow graph
La funzione “stateBlockGraphGenerator” prosegue la generazione del gra-
fo, settando gli archi in uscita del nodo appena trovato (lo state block) per
ogni elemento contenuto in “F”, e richiamandosi ricorsivamente su ciascun
elemento di “F”.
L’ordine con cui ciascun elemento di F verra` analizzato definisce politiche
di esplorazione differenti, ad esempio in profondita` o in ampiezza, ma il grafo
generato sara` comunque il medesimo. Supponendo di adottare una politica
di esplorazione a ventaglio, il prossimo basic block a cui viene applicata la
funzione “stateBlockGraphGenerator” e` il “4”. Quindi il nuovo state block
individuato dal richiamo della funzione “stateBlockDiscoverer” (che potremo
chiamare “state block B”), e` composto dagli unit block 4 e 5; 5 e` un nodo
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terminale, percio` il nodo ad esso consecutivo (il 6), viene aggiunto ad “F”.
La funzione ‘stateBlockGraphGenerator” viene ora applicata ricorsivamente
al basic block 6. Poiche` questo e` un nodo terminale, e` l’unico basic block
appartenente al nuovo state block generato , lo state block C. “F” viene in-
crementato con il nodo successivo a 6, che nell’esempio non e` rappresentato.
La funzione ‘stateBlockGraphGenerator” viene nuovamente applicata al ba-
sic block 6, ma poiche` lo state block che ha come nodo iniziale il basic block
6 e` gia` stato localizzato, viene direttamente restituito il riferimento allo state
block in oggetto.
Elenco degli state block individuati, e dei rispettivi unit block:
• state block A : {1, 2, 5, 3}
unit block di inizio = {1}
unit block di uscita = {5, 3}
• state block B : {4, 5}
unit block di inizio = {4}
unit block di uscita = {5}
• state block C : {6}
unit block di inizio = {6}
unit block di uscita = {6}
4.3.2 Esempio 2
while(x<10){
y = y + x;
write();
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Figura 4.2: Esempio 1: grafo degli state block
x = x+1;
}
z = -z;
read();
time();
Elenco dei blocchi individuati, e dei rispettivi unit block:
• Blocco A : {1, 2}
unit block di inizio = {1}
unit block di uscita = {2}
• Blocco B : {3, 1, 2, 4}
unit block di inizio = {3}
unit block di uscita = {4, 2}
• Blocco C : {5}
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Figura 4.3: Esempio 2: rappresentazione del control flow graph
unit block di inizio = {5}
unit block di uscita = {5}
4.3.3 Esempio 3
while(x<20){
y = y + x;
k = k - 2;
read();
if(v){
a = a - x;
s = a;
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Figura 4.4: Esempio 2: grafo degli state block
write();
}
else{
s = 2;
}
x = x + 1;
}
z = -z;
time();
read();
Elenco dei blocchi individuati, e dei rispettivi unit block:
• Blocco A : {1, 2, 7}
unit block di inizio = {1}
unit block di uscita = {2, 7}
• Blocco B : {3, 4, 5, 6, 1, 2, 7}
unit block di inizio = {3}
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Figura 4.5: Esempio 3: rappresentazione del control flow graph
unit block di uscita = {4, 2, 7}
• Blocco C : {6, 1, 2, 7}
unit block di inizio = {6}
unit block di uscita = {2, 7}
• Blocco D : {8}
unit block di inizio = {8}
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unit block di uscita = {8}
Figura 4.6: Esempio 3: grafo degli state block
Capitolo 5
Architettura del sistema
Questo capitolo descrive l’architettura della tecnica di offuscamento del co-
dice proposta. La tecnica e` stata progettata per un ambiente a macchine
virtuali e si basa essenzialmente su due principi:
• partizione del controllo di flusso di un applicativo tra due macchine
virtuali;
• cifratura del codice eseguibile, in modo che solo il “blocco” di codice
attualmente in esecuzione sia in chiaro.
Il tutto garantendo trasparenza dal punto di vista dello sviluppo dell’ap-
plicazione a cui si vuol applicare la tecnica per offuscarne il codice.
5.1 Divisione del controllo di flusso
L’idea e` quella di partizionare il codice eseguibile in blocchi, utilizzando la
tecnica di divisione del codice illustrata nel capitolo precedente, e di nascon-
dere le informazioni sul grafo che li collega, in modo che tali informazioni
non siano presenti nell’eseguibile di un processo ma gestite da una diversa
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Figura 5.1: Divisione del controllo di flusso
macchina virtuale rispetto a quella che memorizza ed esegue gli “state block”
del processo.
In questo modo le informazioni sulla logica di controllo del flusso sono
partizionate in due insiemi:
• il grafo del controllo di flusso interno ad uno state block;
• il grafo che rappresenta i collegamenti tra i vari state block. Ogni state
block diventa un vero e proprio “stato” in cui l’applicativo si trova
partizionato;
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Per ottenere gli effetti di partizione del flusso di controllo desiderati, la
tecnica deve essere applicata a tempo di compilazione. Il compilatore, una
volta estratto a livello logico le informazioni sugli state block e il grafo con i
collegamenti tra di loro, deve produrre:
• un file binario contenente il codice di tutti gli state block, ma senza
informazioni sui loro collegamenti;
• uno o piu` file di configurazione contenenti la localizzazione di ciascun
state block e il grafo dei collegamenti tra state block.
Il fatto che il file binario contenga il codice degli state block, ma non le
informazioni sui collegamenti implica che, se il processo sta eseguendo ad un
determinato istante un certo state block, esso sara` in grado di raggiungere
la prima istruzione dello state block successivo solo grazie ad un intervento
“esterno”.
Poiche` i blocchi sono delimitati dalle chiamate di sistema, un modo per
ottenere l’obiettivo, e` quello di allontanare fisicamente due state block che,
dal punto di vista del flusso di istruzioni, sono consecutivi, in modo che
l’invocazione di sistema che termina un blocco, senza un intervento esterno,
ritorni ad un indirizzo di memoria che non contiene l’istruzione logicamente
successiva alla chiamata di sistema (mandando percio` il processo in uno stato
inconsistente).
L’architettura proposta affida ad un processo “manager”, residente su
un’altra macchina virtuale, il compito di trasferire il flusso esecutivo dal-
l’ultima istruzione di uno blocco (una chiamata di sistema), alla prima del
blocco successivo.
Nell’attuale implementazione del prototipo, i vari state block che com-
pongono il codice dell’applicativo sono ordinati casualmente all’interno del
text segment in modo tale da soddisfare il vincolo precedentemente enuncia-
to. Ovviamente per permettere l’esecuzione del programma, il primo state
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block dovra` essere posto all’inizio del text segment, mentre non vi sono vin-
coli sulla posizione degli altri. In questo modo, ogni analisi del file binario
che sia condotta senza le informazioni contenute nei file di configurazione,
non e` in grado di dedurre ne l’ordine corretto degli state block, ne la loro
posizione. Per rendere ancora piu` complessa un eventuale analisi del codi-
ce, e` anche possibile aggiungere tra il codice dei vari state block del codice
“junk”. Da un’analisi statica del codice non sara` infatti possibile distinguere
questo codice, che non verra` mai eseguito, dal codice legittimo del processo.
5.1.1 Informazioni sugli state block estratte dal codice
Vi sono due tipi di informazione che vengono estratte dal codice in fase
di analisi e compilazione del programma e che, a tempo d’esecuzione, sono
gestite da un processo manager in un’altra macchina virtuale:
• localizzazione degli state block;
• grafo degli state block;
Localizzazione degli state block
Ciascuno state block e` caratterizzato da un insieme di “unit block”, percio`
per ciascun unit block verra`:
• assegnato un identificatore;
• memorizzato l’indirizzo virtuale iniziale che assumera` una volta che il
codice sara` stato caricato in memoria;
• memorizzata la dimensione;
Oltre alla posizione di ogni singolo basic block, si memorizza anche la
posizione dell’intero codice (ossia del text segment) all’interno della memoria
virtuale.
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Grafo degli state block
Ogni nodo del grafo degli state block rappresenta uno state block. Le infor-
mazioni associate a ciascun nodo sono:
• identificatore dello state block;
• indirizzo virtuale iniziale dello state block;
• l’insieme di tutti gli unit block che compongono lo state block;
• l’insieme di tutti gli “exit point”, ossia gli archi uscenti verso altri nodi;
Le informazioni che caratterizzano ciascun “exit point” sono:
• l’identificatore dello state block a cui l’arco uscente porta;
• il valore del return address che identifica questo arco;
Il valore del return address come indicatore del passaggio tra due
state block.
Come visto nel capitolo precedente, l’evento e quindi l’indicatore che stabi-
lisce la transizione tra uno state block ed un altro, e` la chiamata di sistema.
Per distinguere le varie chiamate di sistema generate dal processo monitora-
to, e quindi selezionare l’arco di navigazione corretto, il processo “manager”
potrebbe utilizzare la conoscenza del tipo di chiamata di sistema associata
ad ogni arco. Questa soluzione non e` pero` corretta nel caso in cui un no-
do del grafo abbia in uscita due o piu` archi caratterizzati da chiamate di
sistema dello stesso tipo come illustrato in figura 5.2. In questo caso il pro-
cesso “manager” che utilizza il grafo per seguire l’esecuzione del processo,
non e` in grado di decidere in quale nuovo state block portare l’esecuzione del
processo. Come soluzione parziale, si potrebbero utilizzare i parametri della
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chiamata di sistema per distinguere tra le chiamate, ma cio` non risolverebbe
totalmente il problema, ma ridurrebbe solamente la probabilita` di un tale
evento. Inoltre, occorre considerare che in molti casi i parametri possono
variare a runtime e non essere conoscibili staticamente.
Figura 5.2: Esempio di indeterminazione nel caso venga utilizzato il tipo di una
chiamata di sistema come discriminante nel passaggio tra state block
Una soluzione alternativa utilizza come indicatore l’indirizzo di memoria
virtuale in cui la chiamata di sistema e` allocata all’interno del text segment.
Questo metodo puo` risolvere buona parte dei casi di indeterminazione, ri-
conducibili all’esempio precedente, poiche` l’indirizzo di memoria virtuale e`
unico per ciascuna chiamata di sistema. Questa soluzione e` stata scelta per
il prototipo sviluppato, anche se il prototipo ha utilizzato non l’indirizzo
virtuale della chiamata di sistema, ma quello contenuto nel return address
salvato nello stack e corrispondente alla chiamata di sistema. E’ stato scelto
di utilizzare il contenuto del return address poiche` la localizzazione del return
address e` un’operazione comunque indispensabile per la redirezione del flusso
di esecuzione da uno state block a quello successivo. La procedura corretta
verra` mostrata in seguito. Il contenuto del return address non e` altro che
l’indirizzo di memoria dell’istruzione consecutiva alla chiamata di sistema,
dunque soddisfa la stessa proprieta` di unicita` dell’indirizzo di memoria della
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chiamata di sistema. Tuttavia, resta ancora un caso di indeterminazione da
risolvere e che corrisponde ad un sottoinsieme del tipo di indeterminazione
presente nel primo metodo. Tale caso si ha quando da una sola chiamata di
sistema, e corrispondente dunque ad un solo indirizzo di memoria virtuale,
possono scaturire piu` archi verso altrettanti state block. Il seguente esempio
illustra meglio il caso in questione.
Es:
if(x){
d = d*d;
f1(a);
y = y+1;
}
else{
f1(b);
z = -z;
f2();
}
g = z+y;
read();
in cui la funzione f1 corrisponde a:
void f1(int x){
c = c+2;
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d = c*x;
write();
b = b+d;
}
mentre f2() e` una funzione che non contiene alcuna chiamata di sistema
Il grafo degli state block generato dal codice dell’esempio precedente, e`
quello mostrato in figura 5.2, in cui:
• lo state block 1 comprende il codice: “if(x)”, “d = d*d;” e il codice
della funzione “f1()” fino alla chiamata di sistema “write()” compresa;
• lo state block 2 comprende il codice appartenente alla funzione “f1()”
successivo alla “write()”, “y = y+1;”, “g = z+y;”, “read()”;
• lo state block 3 comprende il codice appartenente all funzione “f1()”
successivo alla “write()”, “z = -z;” e tutto il codice della funzione “f2()”,
“g = z+y;”, “read()”;
Questo esempio permette di verificare che il nodo corrispondente allo state
block 1 ha due archi uscenti generati dalla medesima chiamata di sistema
“write()” presente nella funzione “f1()”. Di conseguenza, anche se il processo
“manager” conosce l’indirizzo di memoria virtuale corrispondente a ciascun
arco, non e` in grado di capire in un determinato istante quale sia lo state block
successivo a cui dirigere il flusso d’esecuzione. Vi sono due possibili soluzioni
a questo problema e che possono essere applicate a tempo di compilazione,
durante la generazione dei vari state block dell’eseguibile e del grafo tra state
block:
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• nei punti in cui una chiamata di sistema puo` generare piu` archi, il
compilatore dovra` generare piu` funzioni che contengono la chiamata di
sistema considerata. Si avra` quindi una copia della funzione per ogni
arco. In questo modo, la chiamata di sistema avra` un indirizzo virtuale
diverso per ogni arco. Nell’esempio precedente, la funzione “f1()” sara`
compilata nello stesso modo in due aree di memoria differenti, e le
“call” nei due punti in cui viene chiamata la funzione “f1()”, avranno
come argomento due indirizzi virtuali distinti.
• nei punti in cui una chiamata di sistema puo` generare piu` archi, duran-
te la generazione del grafo il compilatore deve ricordare negli archi in
uscita dello state block in questione l’indirizzo di memoria virtuale con-
tenuto nel return address generato dalla chiamata di sistema. Inoltre,
in questo caso dovra` dedurre anche il primo return address precen-
dente a quello associato alla chiamata di sistema, che sia diverso da
quelli che hanno portato all’esecuzione delle altre chiamate di sistema.
Nell’esempio precedente cio` implica che, per ciascun arco in uscita, il
compilatore dovra` ricavare il contenuto del return address generato da
ciascuna “write()’ e memorizzare tra le informazioni dell’arco anche il
return address generato dalle due chiamate alla funzione “f1()”.
5.2 Cifratura
La cifratura nasconde il codice eseguibile del binario da proteggere ed e` appli-
cata sia al binario che risiede sul disco fisso, sia alla sua immagine residente
in memoria durante l’esecuzione. La sola cifratura del file su disco fisso e` una
protezione troppo debole, poiche` un semplice “dump” della memoria permet-
te di vedere in chiaro cio` che su disco e` criptato. Anche questo meccanismo si
basa sulla partizione in blocchi del codice ed i blocchi sono gli stessi di cui si
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e` parlato nella divisione del controllo di flusso, ossia gli “state block”. Tutti
gli state block del file su disco sono criptati ad eccezione di quello iniziale
di avvio. Quando il programma viene eseguito, gli state block in memoria
seguiranno l’evoluzione del flusso d’esecuzione, in modo tale da lasciare in
chiaro solamente lo state block di volta in volta in uso e mantenendo criptati
tutti gli altri. In tal modo, un “dump” della memoria permette di ottenere in
chiaro solamente uno state block, purche` l’attaccante sia in grado di capire
dove sia e` localizzato all’interno del codice.
Nel prototipo proposto, una volta prodotto il binario, la cifratura iniziale
del file su disco viene implementata da un utility che utilizza i file di confi-
gurazione prodotti dal compilatore. L’utility deduce dai file le informazioni
per localizzare ciascun unit block e, in base all’algoritmo di cifratura pre-
scelto, genera una chiave per ciascun unit block e poi lo cifra, lasciando in
chiaro solo gli unit block associati allo state block iniziale. L’utility genera
un file di configurazione con tutte le chiavi generate per i vari unit block. Il
file di configurazione viene poi trasmesso al processo “manager” che risiede
su un’altra macchina virtuale, insieme ai file che codificano le informazio-
ni sul grafo e sulla localizzazione degli state block. Sara` infatti il processo
“manager”, attraverso l’introspezione, a cifrare e decifrare gli state block del
processo sulla macchina virtuale monitorata. A tempo d’esecuzione le fasi di
cifratura e decifratura riguardano solo il codice presente in memoria.
Per minimizzare il costo delle operazioni, gli algoritmi di cifratura ideali
per questo contesto sono quelli a chiave simmetrica. Nel capitolo seguente
verrano mostrati quali algoritmi di questa categoria sono stati testati, con le
rispettive prestazioni.
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Figura 5.3: Architettura
5.3 Componenti del sistema
Le componenti che costituiscono il supporto a tempo d’esecuzione del sistema,
sono:
• Himod: il modulo intercettore delle chiamate di sistema;
• Manager: il gestore del sistema.
Questi due componenti interagiscono da due macchine virtuali distinte.
Di seguito verranno descritte le funzioni di ognuno.
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5.3.1 Himod
Questo componente e` stato implementato come un modulo per il kernel linux
e risiede nella stessa macchina virtuale che esegue il programma da proteg-
gere. Il modulo HiMod intercetta le chiamate di sistema dell’eseguibile e co-
munica l’evento a Manager sull’altra macchina virtuale, attraverso un canale
apposito, nel prototipo un EventChannel di Xen. Implementare il sistema di
intercezione delle chiamate di sistema come un modulo per il kernel, rende
il meccanismo di tracciamento trasparente. Per intercettare le chiamate, Hi-
mod esegue un hijacking della system call table al momento del caricamento
del programma in memoria. Quindi himod alloca una pagina di memoria in
spazio kernel che contiene la variabile di sincronizzazione del canale che verra`
creato. Inoltre, crea l’interfaccia di comunicazione con Manager e pubblica i
parametri, come il numero di canale creato e l’indirizzo della pagina allocata,
tramite l’interfaccia di XenStore. L’hijacking della tabella delle chiamate di
sistema puo` essere implementata in vari modi:
• reindirizzando i singoli puntatori a system call;
• reindirizzando il puntatore all’intera system call table;
• sovrascrivendo il codice delle system call.
Nel primo caso si sostituisce nella system call table l’indirizzo di ogni
chiamata di sistema che si vuole modificare con quello della nuova chiamata
di sistema. Nel secondo caso si sostituisce il puntatore alla system call table
all’interno della IDT, reindirizzandolo su una nuova system call table che
contiene gli indirizzi alle nuove chiamate. Nel terzo caso, si lasciano inalterati
i vari puntatori e si modifica direttamente il codice interno di ogni chiamata
di sistema. Himod implementa il primo dei metodi presentati, ossia vengono
ridichiarate nuove system call e vengono reindirizzati i puntatori alle chiamate
nella system call table. La nuova system call esegue le seguenti azioni:
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1. verifica che il processo che ha invocato la chiamata di sistema sia il
processo offuscato confrontando il valore del suo “pid” con quello del
processo di interesse ed il cui pid e` stato salvato in fase di registrazione.
In caso contrario invoca direttamente la chiamata di sistema originale;
2. nel caso il pid sia quello del processo da monitorare, lancia un evento
nel canale di comunicazione che collega Himod a Manager, setta la
variabile di sincronizzazione associata al canale e rimane in attesa;
3. viene invocata la system call originale, non appena la variabile di
sincronizzazione viene reimpostata dal processo gestore;
L’indirizzo della system call table del sistema che e` necessario per effettua-
re l’hijacking, viene letto dal file “System.map”. Al momento della rimozione
del modulo dalla memoria, sono ripristinate le entrate originali della system
call table. Per questo motivo, nel codice viene mantenuta una copia degli
indirizzi originali delle chiamate reindirizzate.
In realta` una piccola eccezione alla trasparenza del sistema viene introdot-
ta nella fase iniziale, in particolare nel momento in cui si inizia l’esecuzione
del processo offuscato. Per far si che il sistema si accorga della sua “pre-
senza”, il processo deve effettuare una fase di “registrazione” con il modulo
Himod, in modo tale da avvisarlo ed attivare il tracciamento delle chiama-
te di sistema. Nel prototipo sviluppato, il processo esegue la registrazione
tramite una chiamata di sistema apposita, posta come prima istruzione al-
l’interno del suo codice. Tale chiamata di sistema e` una “write” a cui sono
stati settati dei parametri prestabiliti. Quando il modulo riconosce la chia-
mata “write”, con i parametri d’ingresso standard, memorizza il “pid” del
processo che l’ha invocata, e inizia ad intercettare le chiamate di sistema del
processo.
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5.3.2 Manager
Manager e` un processo di una macchina virtuale distinta da quella del mo-
dulo Himod e che dispone dei diritti di lettura e scrittura sulla memoria
dell’altra. Manager acquisisce attraverso i file di configurazione prodotti dal-
la compilazione dell’applicativo, le informazioni per la gestione del processo
da proteggere. Come gia` visto, tali informazioni comprendono il grafo degli
state block, le chiavi di cifratura degli unit block e le informazioni per localiz-
zarli. Manager e` un processo che attende gli eventi dal canale che lo collega
al modulo Himod. Ogni evento corrisponde ad una chiamata di sistema del
processo sull’altra macchina virtuale. A questo punto il gestore del sistema:
1. sospende l’esecuzione della macchina virtuale che ha prodotto
l’evento
questa azione e` indispensabile, poiche` il gestore modifichera`, attraverso
l’introspezione, aree di memoria del processo da proteggere; dunque
dobbiamo essere certi che la memoria di tale macchina non possa essere
modificata.
2. verifica in quale nuovo stato transire
Per capire quale sara` il nuovo stato, e quindi il nuovo state block, in cui
transire, il gestore utilizza il valore del “return address” corrispondente
alla chiamata di sistema che ha generato l’evento. Questo valore viene
conosciuto mediante introspezione, accedendo alla locazione di memo-
ria dello stack che contiene il “return address” di interesse. Appena
recuperato il valore del return address, il processo Manager lo confron-
ta con i valori memorizzati nel grafo degli state block, che identificano
gli archi d’uscita dallo stato attuale ed aggiorna di conseguenza il suo
stato interno.
3. modifica il flusso d’esecuzione verso il nuovo state block
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Per modificare il flusso d’esecuzione verso il nuovo state block, si sosti-
tuisce il valore del “return address” individuato nel punto precedente,
con l’indirizzo di memoria iniziale del nuovo state block.
4. cifra lo state block precedente e decifra lo state block a cui e`
stato rediretto il flusso esecutivo
Prima di riprendere l’esecuzione del processo, occorre cifrare tutta l’a-
rea di memoria corrispondente allo state block precedente, e decifrare
quella corrispondente al nuovo state block. Per far questo, vengono
prelevate le chiavi associate a ciascun unit block che compone i due
state block.
5. riattiva l’esecuzione della macchina virtuale su cui ha operato
Poiche` a questo punto e` possibile riprendere l’esecuzione del processo,
la macchina virtuale che esegue il processo puo` essere riattivata.
6. torna in stato di attesa sul canale
A questo punto il processo Manager ha gestito l’evento ricevuto e puo`
percio` rimettersi in ascolto sul canale, in attesa dell’invio di nuovi
eventi.
Dettagli sull’individuazione del return address
Come gia` detto, il return address delle chiamate di sistema ha un ruolo
fondamentale per due motivi:
• il suo valore identifica le transizioni di stato;
• la sua locazione di memoria viene utilizzata per ridirigere il flusso
d’esecuzione sul nuovo state block.
5.3 Componenti del sistema 64
Poiche` il sistema di offuscamento e` concentrato sul code segment del pro-
cesso d’interesse, in modo da non modificare le librerie che il codice da offu-
scare utilizza, e la cui integrazione verra` affrontata nel prossimo capitolo, i
return address che servono devono puntare a locazioni di memoria interne a
tale area. Questo implica che il return address da ricercare non sara` sempre
quello successivo alla chiamata di sistema in senso stretto, ma potra` esse-
re quello corrispondente alla chiamata di una funzione di libreria, funzione
che, al proprio interno, generera` una chiamata di sistema. Se, ad esempio,
il processo in esecuzione invoca una funzione appartenente ad una libreria
compilata dinamicamente e che al cui interno e` presente una chiamata di
sistema, nel momento in cui la chiamata di sistema viene intercettata, per
evitare inconsistenze e` necessario che il return address da ricercare sia quello
corrispondente alla chiamata di funzione.
Procedura di individuazione del return address
La procedura descritta nel seguito e` stata progettata per un sistema x86 e
con sistema operativo linux. Per individuare il return address del proces-
so da proteggere, il processo Manager applica l’introspezione della memoria
che permette di attraversare diverse strutture della macchina virtuale e del
processo in oggetto. Il return address e` memorizzato sullo stack del proces-
so utente e per accedere alle posizione di memoria dello stack e` necessario
accedere ai registri della cpu. Tuttavia, nel momento in cui il processo Ma-
nager sospende l’esecuzione della macchina virtuale, tale macchina e` in stato
supervisore (kernel mode), poiche` era in esecuzione l’himod, il modulo del
kernel che intercetta le chiamate di sistema. Quindi, i registri della cpu che
permettono di localizzare lo stack del processo puntano allo stack del kernel.
Nei sistemi operativi linux, i valori dei registri della cpu quando la macchina
era in stato utente, si possono ritrovare alla base dello stack del kernel, dove
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Figura 5.4: Ricerca del return address
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vengono comunemente salvati durante la transizione da stato utente (user
mode) a stato supervisore (kernel mode). La base dello stack si puo` raggiun-
gere seguendo la lista di puntatori creata dai “base pointer” che identificano
ciascun frame dello stack. Dunque, i passi per raggiungere il return address
sono i seguenti:
1. accesso ai registri della cpu e lettura del registro “ebp” che contiene l’in-
dirizzo di memoria che punta alla locazione del base pointer dell’ultimo
frame dello stack del kernel.
2. seguire la lista dei puntatori dei base pointer, fino a raggiungere il base
pointer del primo frame dello stack del kernel. Infatti la locazione
del base pointer dell’ultimo frame dello stack contiene l’indirizzo di
memoria che punta alla locazione del base pointer del frame precedente,
e cosi via.
3. a distanze fisse dalla locazione del base pointer del primo frame, si pos-
sono individuare le locazioni di memoria che contengono i valori salvati
di due particolari registri della cpu in stato utente, il registro “esp” e
il registro “ebp”. Come nel caso precedente, ebp contiene l’indirizzo
della locazione di memoria corrispondente all’ultimo frame dello stack,
in questo caso stack utente. Il registro esp contiene, invece, l’indirizzo
di memoria corrispondente alla cima dello stack.
4. il valore contenuto dal registro esp, permette di accedere alla cima dello
stack del processo. La distanza tra la posizione che contiene il return
address e la cima dello stack dipende dal numero di argomenti della
chiamata di sistema considerata. A partire dalla cima dello stack si
ricerca quindi una locazione che contenga un indirizzo di memoria che
punti all’interno del code segment. Se tale posizione esiste, l’indirizzo
che essa contiene e` il return address cercato.
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5. se nessuna delle locazioni di memoria prossime alla cima dello stack
contiene un indirizzo che punti all’interno del code segment, allora oc-
corre risalire gli stack frame, fino ad individuare un return address che
soddisfi il requisito precedente.
5.3.3 Gestione delle librerie
La chiamata di sistema e` l’evento fondamentale del sistema di offuscamento.
Come si e` visto, le chiamate devono essere individuate a tempo di compi-
lazione, in modo da poter essere gestite nel modo opportuno. Tuttavia le
chiamate di sistema possono essere presenti non solo nel text segment di un
processo, ma anche nelle librerie caricate dal processo stesso. Questo pone il
problema della loro gestione, poiche` spesso non si dispone del codice di tali
librerie. Vi sono essenzialmente tre modi in cui l’architettura proposta puo`
gestire le librerie e le loro chiamate di sistema:
1. se si dispone del codice della libreria, il metodo piu` banale e` quello
di compilare tutta l’applicazione, librerie comprese, creando un unico
binario, integrando completamente il codice della libreria all’interno del
sistema di offuscamento e permettendo che il codice della libreria possa
venire analizzato dal compilatore. L’utilita` dell’integrazione dipende da
quella di estendere l’offuscamento anche alle librerie. Quando le librerie
sono pubbliche, o comunque non interessa proteggere il loro contenuto,
questa soluzione non e` l’ottimo, poiche` aumenta inutilmente l’ overhead
di gestione.
2. un metodo di integrazione parziale delle librerie, richiede di estrarre,
o comunque di disporre, di un’informazione minima sul codice della
libreria, e cioe` una lista delle funzioni della libreria che eseguiranno
sicuramente almeno una chiamata di sistema. Questa informazione
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viene utilizzata dal compilatore che, durante l’analisi del programma,
considera le chiamate a tali funzioni come delle chiamate di sistema,
cioe` come dei delimitatori di state block. In questo modo la libreria
non deve essere ricompilata e puo` essere linkata normalmente in modo
statico o dinamico. Quindi il suo codice non verra` offuscato, ma essa
contribuira` tramite le sue funzioni alla frammentazione del codice del
processo in state block e quindi ad aumentarne il grado di offuscamento.
Questo metodo puo` essere particolarmente utile nel caso in cui non
si sia interessati all’offuscamento della libreria, ma al tempo stesso si
voglia aumentare il grado di frammentazione del codice del processo in
state block. Questo caso si verifica, ad esempio, quando il numero delle
chiamate di sistema nel text segment e` troppo esiguo.
3. un’ultima possibilita` e` quella di utilizzare la libreria senza integrarla nel
sistema. Le librerie potranno essere normalmente linkate all’interno del
codice dell’applicativo, e il compilatore in fase di analisi non analizza
le chiamate alle funzioni di tali librerie. L’architettura, infatti, garan-
tisce un corretto funzionamento del processo anche se sono presenti
delle chiamate di sistema che non sono state localizzate. Ovviamente,
in questo caso il codice delle librerie non sara` offuscato e la libreria
non contribuira` in alcun modo all’offuscamento del text segment del
processo. Durante l’esecuzione del processo, una chiamata di sistema
all’interno della libreria, viene trattata come le altre, ossia:
• Himod comunica l’evento al processo Manager ;
• il processo Manager recupera tramite introspezione il primo return
address che punta ad un indirizzo del text segment;
Ma a questo punto il gestore di sistema verifica che il return address non
e` associato ad alcun arco uscente dallo state block attuale, e quindi non
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ridirige il flusso e lascia proseguire il processo senza alcuna modifica.
Capitolo 6
Implementazione
6.1 Ambiente di sviluppo
Come mostrato nel capitolo precedente, il sistema di offuscamento proposto e`
basato su un ambiente a macchine virtuali. Il prototipo sviluppato e` basato
su Xen, che sfrutta la paravirtualizzazione, ed e` basato su due macchine
virtuali su cui sono installati due sistemi linux:
• Ubuntu in Dominio 0 (Dom0);
• Debian in Dominio U (DomU);
Manager e` stato allocato sul Dom0 perche` richiede diritti in lettura e
scrittura sull’altra macchina virtuale che deve gestire. Il processo offuscato e
il modulo Himod sono stati invece allocati su DomU poiche` non richiedono
particolari diritti.
Il linguaggio scelto per l’implementazione del prototipo e` stato il “c”. Le
ragioni di questa scelta sono:
• le elevate prestazioni permesse;
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• l’integrazione permessa con il kernel linux, almeno per quanto riguarda
la parte del modulo Himod.
Componenti del sistema ereditate dal progetto Psycotrace Il pro-
totipo del sistema ha ereditato alcune componenti dal progetto Psycotrace
[BMST09], in particolare:
• la libreria di introspezione che permette di accedere ai registri del pro-
cessore e di mappare aree di memoria del kernel, o di processi, della
macchina virtuale scelta. Questa libreria e` stata utilizzata senza alcuna
modifica;
• il sistema di intercettazione delle chiamate di sistema, ossia il modulo
Himod. Tale componente e` stata pero` riadattata al nuovo utilizzo. Le
modifiche apportate riguardano:
– il meccanismo mediante cui il processo si registra presso il modulo
intercettore;
– le informazioni trasferite attraverso uno Xen Channel tra le due
macchine virtuali.
6.2 File di configurazione
Per poter gestire opportunamente il processo offuscato residente sull’altra
macchina virtuale, il processo Manager richiede un insieme di informazioni
che sono raggruppate in tre file di configurazione. Di seguito, verra` descritto
ciascun file.
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6.2.1 graph.xml
Questo file xml contiene la rappresentazione del grafo degli state block ge-
nerato dalla decomposizione del codice. L’elemento base del grafo e` lo state
block (<state>) a cui sono associate le seguenti informazioni:
• <id>: identificatore dello state block. Il valore deve essere un intero
maggiore o uguale a zero. Zero e` il valore associato allo state block
iniziale del processo;
• <start_address>: l’indirizzo di memoria virtuale iniziale dello state
block. Il valore e` espresso come numero esadecimale;
• <exit_point>: l’ “exit point”, ossia l’arco in uscita che collega lo state
block ad uno successivo. Possono essere presenti piu` “exit point” per
ciascuno state block. Solo gli state block terminali non contengono
alcun “exit point”. Ogni exit point contiene a sua volta le seguenti
informazioni:
– <return_address>: il valore,espresso come numero esadecimale,
del return address che identifica l’arco uscente;
– <next_state_id>: l’identificatore dello state block destinazione
dell’arco;
• <unit_block_id>: l’identificatore di uno unit block appartenente allo
state block corrente. Deve essere presente almeno uno unit block per
ciascuno state block.
Esempio:
<application_graph>
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<state>
<id> 0 </id>
<start_address> 80483a4 </start_address>
<exit_point>
<return_address> 80483df </return_address>
<next_state_id> 1 </next_state_id>
</exit_point>
<unit_block_id> 0 </unit_block_id>
</state>
<state>
<id> 1 </id>
<start_address> 80483f7 </start_address>
<exit_point>
<return_address> 804849c </return_address>
<next_state_id> 2 </next_state_id>
</exit_point>
<exit_point>
<return_address> 804849c </return_address>
<next_state_id> 3 </next_state_id>
</exit_point>
<unit_block_id> 1 </unit_block_id>
<unit_block_id> 2 </unit_block_id>
<unit_block_id> 3 </unit_block_id>
</state>
<state>
<id> 2 </id>
6.2 File di configurazione 74
<start_address> 80484a1 </start_address>
<exit_point>
<return_address> 80485e6 </return_address>
<next_state_id> 3 </next_state_id>
</exit_point>
<unit_block_id> 4 </unit_block_id>
</state>
<state>
<id> 3 </id>
<start_address> 80485eb </start_address>
<exit_point>
<return_address> 8048870 </return_address>
<next_state_id> 4 </next_state_id>
</exit_point>
<unit_block_id> 5 </unit_block_id>
<unit_block_id> 6 </unit_block_id>
</state>
<state>
<id> 4 </id>
<start_address> 8048875 </start_address>
<exit_point>
<return_address> 8048d7a </return_address>
<next_state_id> 5 </next_state_id>
</exit_point>
<unit_block_id> 7 </unit_block_id>
<unit_block_id> 8 </unit_block_id>
<unit_block_id> 9 </unit_block_id>
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<unit_block_id> 10 </unit_block_id>
</state>
<state>
<id> 5 </id>
<start_address> 8048d7c </start_address>
<exit_point>
<return_address> 8048d89 </return_address>
<next_state_id> 6 </next_state_id>
</exit_point>
<unit_block_id> 11 </unit_block_id>
</state>
<state>
<id> 6 </id>
<start_address> 8048d89 </start_address>
<unit_block_id> 12 </unit_block_id>
</state>
</application_graph>
6.2.2 codesegment.xml
Questo file xml contiene l’indirizzo di memoria di ciascun unit block, quello
del code segment e l’algoritmo di crittografia utilizzato, in particolare:
• <CSstart_address>: contiene l’indirizzo di memoria virtuale iniziale
del code segment. Il valore e` espresso come numero esadecimale;
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• <CSend_address>: contiene l’indirizzo di memoria virtuale terminale
del code segment. Il valore e` espresso come numero esadecimale;
• <encryption_method>: contiene il tipo di cifratura utilizzata;
• <unit_block>: rappresenta uno unit block. Ciascun unit block contie-
ne le seguenti informazioni:
– <id>: l’identificatore dello unit block. Deve essere un numero
intero maggiore o uguale a zero;
– <initial_address>: l’indirizzo di memoria virtuale iniziale dello
unit block. Il valore e` espresso come numero esadecimale;
– <size>: la dimensione dello unit block.
Esempio:
<code_segment>
<CSstart_address> 8048320 </CSstart_address>
<CSend_address> 8048d97 </CSend_address>
<encryption_method> DES </encryption_method>
<unit_block>
<id> 0 </id>
<initial_address> 80483a4 </initial_address>
<size> 59 </size>
</unit_block>
<unit_block>
<id> 1 </id>
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<initial_address> 80483f7 </initial_address>
<size> 165 </size>
</unit_block>
<unit_block>
<id> 2 </id>
<initial_address> 80484a1 </initial_address>
<size> 325 </size>
</unit_block>
<unit_block>
<id> 3 </id>
<initial_address> 80485eb </initial_address>
<size> 645 </size>
</unit_block>
<unit_block>
<id> 4 </id>
<initial_address> 8048875 </initial_address>
<size> 1285 </size>
</unit_block>
<unit_block>
<id> 5 </id>
<initial_address> 8048d7c </initial_address>
<size> 13 </size>
</unit_block>
<unit_block>
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<id> 6 </id>
<initial_address> 8048d89 </initial_address>
<size> 14 </size>
</unit_block>
</code_segment>
6.2.3 keys.k
In questo file, che a differenza dei precedenti due non e` un file xml, le infor-
mazioni sono codificate direttamente in binario. Esso contiene tutte le chiavi
utilizzate per crittografare ciascun unit block ordinate secondo l’id dello unit
block di appartenenza.
6.3 Cifratura
Come gia` detto, per cifrare gli state block del processo vengono utilizzati
algoritmi di cifratura a chiave simmetrica. Sono stati testati innanzitutto
due algoritmi:
• Des;
• Blowfish;
Il Des e` stato scelto per la sua vasta diffusione, di seguito e` stato conside-
rato Blowfish sia per le sue prestazioni piu` elevate che per il maggiore grado
di sicurezza. Le implementazioni utilizzate dei due algoritmi, sono state quel-
le fornite dalla libreria opensource “OpenSSL”. Entrambe gli algoritmi sono
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stati utilizzati in modalita` Cipher Feedback (CFB), in modo tale da poter
cifrare dati di dimensione variabili, ed ottenere in output lo stesso numero di
byte dati in input, anche quando questi non sono multipli esatti di 64 bit.
Come discusso nel paragrafo sulla valutazione delle prestazioni, sia Des
che Blowfish sono risultati piuttosto onerosi in termini di prestazioni, per
questo particolare contesto. Per valutare una possibile alternativa di cifra-
tura, minimizzando il costo computazionale della cifratura, si e` pensato di
adottare un algoritmo di tipo “one time pad”. L’algoritmo “one time pad”
e` di per se molto efficiente, poiche` la sua implementazione richiede un sem-
plice “xor” tra il testo da cifrare e la chiave. La versione originale definisce
un algoritmo di cifratura perfetto, ma questa proprieta` richiede che la chiave
sia lunga quanto il testo da cifrare, non essere riutilizzata ed essere perfet-
tamente casuale. Nel nostro contesto, non e` possibile gestire in modo sicuro
una chiave lunga quanto i dati da cifrare, poiche` essa sarebbe piu` facilmente
individuabile nella memoria. E’ stato di conseguenza adottato un generatore
di numeri pseudo-casuali che generi la stringa da mettere in xor. L’idea e`
quella di associare un seme ad ogni unit block, in modo tale che per criptare
o decriptare un blocco di codice in memoria il generatore produca a tempo di
esecuzione la chiave crittografica a partire dal seme associato a ciascun unit
block. In questo modo i semi diventano simili a delle chiavi poiche` la loro
conoscenza e` necessaria per la cifratura/decifratura. La scelta del generatore
da utilizzare determina sia il grado di sicurezza del codice cifrato, sia il costo
computazionale dell’operazione di cifratura. Purtruppo i generatori di nume-
ri casuali crittograficamente sicuri, sono basati su algoritmi di cifratura quali
AES, RC4, Twofish, Serpent. Il costo di tali algoritmi di cifratura a chiave
simmetrica ha lo stesso ordine di grandezza di Des e Blowfish, quelli testati
in precedenza. Di conseguenza, non avrebbe senso utilizzarli per costruire
un generatore di numeri casuali poiche` il costo risultante sarebbe lo stesso
di utilizzarli come algoritmo di cifratura. Se si vuole evitare una perdita
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sensibile di prestazioni, e` percio` necessario adottare un generatore di minore
robustezza crittografica, ma che puo’ comunque essere utilizzato come com-
promesso tra efficienza, e qualita` crittografica. Nel prototipo sviluppato, e`
stato testato un generatore lineare congruente, che e` molto efficiente e che
genera numeri pseudo casuali utilizzando una funzione della forma:
Xn+1 = (a ·Xn + c) mod m (6.1)
Xn+1 : rappresenta il numero pseudo-casuale che viene generato ad ogni
ciclo.
X0, 0 ≤ X0 < m : rappresenta il valore numerico di partenza.
m, 0 < m : rappresenta il modulo.
a, 0 < a < m : e` il moltiplicatore.
c, 0 ≤ c < m : e` l’incremento.
Il modulo e` stato fissato di default a 232 − 1 , mentre “a”, “c” e “X0”
sono i valori associati a ciascun unit block, e dunque da “proteggere” nella
macchina virtuale “manager” del sistema di offuscamento.
Anche se un generatore lineare congruente non e` in generale la soluzio-
ne ottima per applicazioni crittografiche, la possibilita` di variare la chiave
per ogni singolo unit block, rende molto complessa un’eventuale analisi, da
parte di un attaccante, per dedurre i coefficienti della funzione generatrice.
Inoltre, se le informazioni del processo sono opportunamente “nascoste” nel-
la macchina virtuale manager, l’attaccante non conosce la disposizione dei
vari state block, e dunque non puo` isolare tra loro i singoli unit block per
effettuare delle analisi mirate su frammenti di codice criptati con i medesimi
coefficienti (“a”, “c” e “X0”).
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6.4 Valutazione delle performance
Per valutare le prestazioni del sistema di offuscamento implementato, occorre
individuare e analizzare le fasi del sistema che generano overhead rispetto
all’esecuzione del processo in condizioni standard. Le fasi del sistema sono:
1. intercettazione delle chiamate di sistema;
2. individuazione del retun address;
3. transizione di stato;
4. cifratura dello state block terminato;
5. decifratura dello state block da eseguire.
La configurazione hardware utilizzata per testare le performance del pro-
totipo e` la seguente:
• CPU: Intel core 2 Duo T7500 2.2 Ghz
• RAM: 3Gb DDR2
Intercettazione delle chiamate di sistema
La fase di intercettazione delle chiamate di sistema comprende sia le opera-
zioni del modulo Himod che la fase di comunicazione tra il modulo Himod e
il processo Manager.
Come visto nel capitolo precedente, il modulo Himod intercetta le chia-
mate di sistema ed informa il processo Manager tramite un evento su un
canale, ed attendendo la risposta se la chiamata di sistema proviene dal pro-
cesso da offuscare. Il processo Manager riceve l’evento, sospende l’esecuzione
della macchina virtuale da cui l’evento proviene e, quando ha terminato la
gestione dello stato, riavvia la macchina virtuale del processo resettando la
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variabile di sincronizzazione del canale . Questa procedura ha un costo fisso
che possiamo indicare con Cint. Dalle misure condotte mediante il sistema
descritto in precedenza, il valore medio di questo costo e` :
Cint = 52µsec
Individuazione del return address
Come mostrato nel capitolo precedente, per individuare il return address e`
necessario recuperare il valore di un registro del processore e di navigare tra
due stack. Indicando con Cgret il costo di questa procedura, si puo` esprimerne
il valore in questo modo:
Cgret = (a · x) + d + [(a · y)]Opzionale
x : e´ il numero di frame da attraversare nel kernel-stack.
a : e´ il costo per attraversare uno stack frame.
c : e` il costo fisso necessario per leggere il registro “ebp” dalla cpu, re-
cuperare il valore dei registri alla base del kernel stack ed analizzare la cima
dello user stack.
y : e` il numero di frame da attraversare nello user-stack.
La parte opzionale della formula tiene conto del costo supplementare che
sorge se il return address che si vuole ricercare non si trova vicino alla testa
dello user stack. In tal caso e` necessario infatti ricercare l’indirizzo nei frame
stack sottostanti.
Gli esperimenti con il sistema considerato permettono di stimare il costo,
trascurando il fattore opzionale, come :
Cgret = 81µsec
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Transizione di stato
La transizione di stato deve consultare lo stato corrente del grafo, per l’ arco
uscente che corrisponde al valore del return address individuato nella fase
precedente. Individuato tale arco, si aggiorna lo stato interno e si aggiorna
il return address con l’indirizzo di memoria virtuale d’inizio dello state block
successivo. Questa procedura ha un costo fisso che possiamo indicare con
Ctstat. Gli esperimenti condotti dimostrano che tale costo ha un valore medio
di :
Ctstat = 4µsec
Cifratura dello state block terminato
Cifrare uno state block significa recuperare la chiave di ogni singolo unit
block che compone lo state block e cifrare ciascun unit block.
Indicando con Ccrypt il costo di questa procedura, il cui valore puo` essere
espresso come:
Ccrypt =
n∑
i=1
(ci + ui) + g
in cui:
n e` il numero di unit block che compongono lo state block.
ci e` il costo di cifratura dell’ i-esimo unit block.
ui e` il costo di copiare l’ i-esimo unit block nella rispettiva locazione di
memoria.
g e` il costo residuo fisso di gestione.
ci a sua volta si calcola come:
ci = s+ (li · ei)
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in cui:
s e` il costo fisso di gestione per ogni unit block.
li e` la lunghezza dell’i-esimo unit block.
ei e` il costo di encryption per unita` di memoria.
ui a sua volta si calcola come:
ui = li · kum
in cui:
li e` la lunghezza dell’i-esimo unit block.
kum e` il costo di scrittura di una unita` di memoria.
Gli esperimenti condotti permettono di stimare in questo modo i valori
medi:
g = 1µsec
s = 41µsec
kum = 0, 01µsec
ei = 0, 05µsec per byte utilizzando DES
ei = 0, 036µsec per byte utilizzando Blowfish
ei = 0, 008µsec per byte utilizzando One Time Pad approssimato con
generatore lineare congruente
Per quanto riguarda questa fase, i costi saranno ovviamente variabili in
base al numero di unit block e alla dimensione di ciascuno di loro. Per
approssimare il costo, si puo` tener conto del fatto che il costo per cifrare uno
state block composto da uno unit block delle dimensioni di 1 kbyte e` di:
Ccrypt = 103µsec utilizzando DES
Ccrypt = 89µsec utilizzando Blowfish
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Ccrypt = 60µsec utilizzando One Time Pad approssimato con generatore
lineare congruente
Decifratura dello state block da eseguire
Per decifrare uno state block e` necessario recuperare la chiave di ogni singolo
unit block che compone lo state block e decriptare ciascun unit block.
Possiamo indicare il costo di questa procedura con Cdecrypt. La formula
per calcolare questo costo e` simile a quella della cifratura poiche` gli algoritmi
utilizzati sono tutti a chiave simmetrica.
6.4.1 Bilancio sull’overhead di una chiamata di sistema
In base all’analisi appena fatta, si puo` calcolare l’overhead associato ad ogni
chiamata di sistema come:
Cint + Cgret + Ctstat + Ccrypt + Cdecrypt
In prima approssimazione, i primi tre valori , ossia Cint, Cgret, Ctstat,
possono essere considerati come fissi ed i test effettuati dimostrano che la
loro somma e` di 52+81+4 = 137µsec. A questo costo fisso occorre sommare
poi il costo variabile dato da Ccrypt e Cdecrypt, che dipendera` dal numero e
dalle dimensioni degli unit block contenuti nello state block terminato e da
eseguire, e dalle loro dimensioni.
Riprendendo l’esempio precedente, nel caso di state block composti da un
unit block da 1 kbyte, i tempi sono i seguenti:
Ccrypt + Cdecrypt = 103 + 103 = 206µsec utilizzando DES
Ccrypt + Cdecrypt = 89 + 89 = 178µsec utilizzando Blowfish
Ccrypt + Cdecrypt = 60 + 60 = 120µsec utilizzando One Time Pad appros-
simato con generatore lineare congruente
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Avendo dunque dei costi totali di:
Ctot = 137 + 206 = 343µsec utilizzando DES
Ctot = 137 + 178 = 315µsec utilizzando Blowfish
Ctot = 137 + 120 = 257µsec utilizzando One Time Pad approssimato con
generatore lineare congruente
Ctot = 137 + 0 = 137µsec nel caso si decida di non far uso di cifratura
Questi costi dovranno essere sommati al costo base di ciascuna chiamata
di sistema che, a sua volta dipende dalla chiamata utilizzata di volta in volta.
Di seguito vengono riportati i costi di tre comuni chiamate di sistema:
time : 2µsec
open : 3µsec
write(1kbyte) : 7µsec
Libreria di introspezione
La libreria di introspezione viene utilizzata dal processo manager per map-
pare, nel proprio spazio di memoria virtuale, indirizzi di memoria virtuali
appartenenti al processo offuscato, in modo tale da poter manipolare il loro
contenuto. Tuttavia allo stato attuale la libreria soffre di un problema che
causa una degradazione sensibile delle prestazioni del sistema. Il problema e`
il seguente: se mappo un indirizzo A e successivamente un indirizzo B, dal
momento in cui ho mappato B, l’indirizzo A e gli indirizzi che fanno parte
della medesima pagina non sono piu` accessibili. Per potervi di nuovo acce-
dere, devo mappare di nuovo A. Questo crea chiaramente una degradazione,
poiche` gran parte delle pagine a cui si deve accedere vengono riusate e invece
di poter riutilizzare il lavoro gia` fatto, e` necessario pagare di nuovo il costo
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di una map e successivamente anche quello di una unmap in modo da evitare
errori alla futura rimappatura della stessa pagina.
Dai test effettuati si e` osservato che il costo di una map e` di 37µsec, e
quello di una unmap e` di 4µsec.
Di seguito verranno analizzati i costi delle varie fasi viste in precedenza,
in modo tale da darne una nuova valutazione nel caso il problema alla libreria
non fosse presente nel caso in cui le pagine a cui si vuole accedere siano gia`
state mappate in precedenza:
1. intercettazione delle chiamate di sistema : questa fase e` carat-
terizzata da una map e una unmap, che corrispondono all’indirizzo di
memoria della variabile si sincronizzazione associata al canale di comu-
nicazione. Dunque si avrebbe un costo Cint = 52− (Cmap + Cunmap) =
52− (37 + 4) = 11µsec.
2. individuazione del return address : questa fase e` caratterizzata
in media da due map, che corrispondono alle due pagine contenenti
le aree del kernel stack e dello user stack da analizzare. Inoltre c’e`
la unmap della pagina del kernel stack. La unmap dello user stack
avverra` nella fase successiva. Dunque si avrebbe un costo Cgret =
81− (2 · Cmap + Cunmap) = 81− (2 · 37 + 4) = 81− 78 = 4µsec.
3. transizione di stato : questa fase e` caratterizzata dalla unmap del-
la pagina appartenente allo user stack mappato nella fase precedente.
Dunque si avrebbe un costo Ctstat = 4 − Cunmap = 4 − 4 = 0µsec. In
questo caso dunque il costo residuo e` dell’ordine dei nano-secondi.
4. fasi di cifratura e decifratura: questa fase e` caratterizzata da una map
e da una unmap per quanto riguarda la variabile “s”, ossia il costo fisso
di gestione per ogni unit block. Dunque, il nuovo valore della variabile
e` s = 41−(Cmap+Cunmap) = 41−(37+4) = 0µsec. In questo caso s ha
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un valore dell’ordine dei nano-secondi. Nel caso dell’esempio in cui sia
lo state block terminato che lo state block da eseguire siano composti
da uno unit block di 1 kbyte, il nuovo costo di cifratura e decifratura
sara`:
Ccrypt = Cdecrypt = 62µsec per il Des
Ccrypt = Cdecrypt = 48µsec per Blowfish
Ccrypt = Cdecrypt = 19µsec per One Time Pad approssimato con gene-
ratore lineare congruente.
Dunque in questo caso, l’overhead fisso associato ad ogni chiamata di
sistema risulterebbe:
Cint + Cgret + Ctstat = 11 + 4 + 0 = 15µsec
a questo occorre sommare il costo variabile della cifratura e decifratura
che nel caso di state block composti da uno unit block delle dimensioni di 1
kbyte sarebbe:
Ccrypt + Cdecrypt = 62 + 62 = 124µsec utilizzando DES
Ccrypt + Cdecrypt = 48 + 48 = 96µsec utilizzando Blowfish
Ccrypt +Cdecrypt = 19 + 19 = 38µsec utilizzando One Time Pad approssi-
mato con generatore lineare congruente
Abbiamo quindi i seguenti costi totali:
Ctot = 15 + 124 = 139µsec utilizzando DES
Ctot = 15 + 96 = 111µsec utilizzando Blowfish
Ctot = 15 + 38 = 53µsec utilizzando One Time Pad approssimato con
generatore lineare congruente
Ctot = 15 + 0 = 15µsec se non si applica la cifratura
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Figura 6.1: (1) l’overhead attuale. (2) l’overhead se la libreria permettesse di
riutilizzare gli indirizzi delle pagine gia` mappate
Come si puo` osservare dal grafico in Fig. 6.1, la differenza di overhead
rispetto al caso attuale e` significativa.
6.4.2 Considerazioni sull’overhead globale
Non e` semplice valutare in generale le prestazioni del sistema, poiche` l’ove-
rhead e` fortemente dipendente dalle caratteristiche di ciascuna applicazione
che deve essere protetta con l’architettura. Tali caratteristiche riguardano:
• la distribuzione delle chiamate di sistema;
• le dimensioni (e il numero) degli unit block all’interno di ciascun state
block ed il numero di istruzioni eseguite in un unit block;
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La distribuzione delle chiamate di sistema e` importante, poiche` sono pro-
prio le chiamate ad innescare i meccanismi di gestione, e dunque l’overhead e`
direttamente dipendente dal loro numero ed anche dal livello di offuscamento.
Le dimensioni degli state block, anch’essi funzione della distribuzione delle
chiamate di sistema, determinano inoltre la dimensione di dati da cifrare. Di
conseguenza, minore e` il rapporto tra il codice effettivamente eseguito ad un
dato istante e la dimensione dello state block d’appartenenza, maggiore sara`
l’overhead.
Un esempio di caso ottimo per minimizzare i costi e` quello di uno state
block costituito da un costrutto “while” il cui corpo sia eseguito numerose
volte, con una chiamata di sistema appena all’esterno del ciclo che determina
la fine del blocco.
while(guard){
code;
.
.
code;
}
syscall();
In un caso come questo, all’aumentare del numero dei cicli, l’overhead
tende a zero.
Un esempio di caso pessimo e` il seguente:
if(cond){
code;
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.
.
code;
}
syscall();
Questo blocco di codice puo` essere considerato un caso sfavorevole, da un
punto di vista delle prestazioni, se il ramo “if” contiene un numero molto
grande di istruzioni ma il predicato e` falso. Cio` genera un overhead elevato,
poiche` il codice realmente eseguito e` solo la chiamata di sistema, ma si e`
dovuto pagare un costo elevato per la cifratura/decifratura degli state block.
Un metodo per stimare le prestazioni generali del sistema, e` ovviamente
quello di valutare i tempi per eseguire alcune applicazioni reali. Questo al
momento non e` possibile perche` questa tesi e` focalizzata sulla progettazione
dell’architettura del sistema di offuscamento e sullo sviluppo del sistema a
tempo d’esecuzione. Lo sviluppo di un compilatore che possa generare binari
adatti a tale architettura avvera` successivamente.
Capitolo 7
Conclusioni
Questa tesi ha presentato una nuova architettura per offuscare il programma
di un processo. L’architettura e` basata su un ambiente a macchine virtua-
li, in cui una macchina esegue il processo offuscato, e un’altra esegue un
processo che gestisce l’offuscamento del processo precedente (il “manager”).
La virtualizzazione e` stata utilizzata per ottenere una maggiore robustezza
e separazione tra l’ambiente d’esecuzione e quello di gestione. Le principali
tecniche di offuscamento implementate dall’architettura riguardano la parti-
zione del controllo di flusso tra due macchine virtuali e la cifratura del codice
da eseguire. Entrambe le tecniche sfruttano una strutturazione ad hoc del
codice del processo. Tale strutturazione prevede che il codice sia suddiviso in
blocchi delimitati dalle invocazioni al sistema operativo. L’eseguibile del pro-
cesso contiene il codice dei blocchi, ma non le informazioni che li collegano;
queste verranno mantenute nascoste sull’altra macchina virtuale, che si oc-
cupera` di gestire le transizioni del flusso d’esecuzione tra la fine di un blocco
di codice e l’inizio del blocco successivo. La cifratura del codice riguarda sia
il disco fisso che la memoria, ed e` associata alla decomposizione in blocchi del
codice. In memoria, durante l’esecuzione del processo, solo il blocco di codice
momentaneamente attivo e` in chiaro, mentre gli altri rimangono cifrati. Le
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operazioni di cifratura e decifratura vengono effettuate dal processo manager
eseguito dall’altra macchina virtuale, che incapsula quindi le chiavi di cifra-
tura. Il processo manager viene eseguito ogni volta che viene invocata una
chiamata di sistema dal processo offuscato ed implementa le sue operazioni
di gestione, in particolare la manipolazione dello stato del processo sull’altra
macchina, applicando la tecnica d’introspezione della memoria.
Il prototipo realizzato ha dimostrato la fattibilita` dell’architettura propo-
sta. I test effettuati hanno permesso di valutare l’overhead associato a cia-
scuna chiamata di sistema e dimostrano come l’effettiva usabilita` dell’archi-
tettura in termini di efficienza, dipenda dalla futura evoluzione della libreria
d’introspezione utilizzata.
Questa tesi si e` concentrata sulla progettazione dell’architettura di offu-
scamento proposta e sulla realizzazione di un prototipo del sistema a tempo
d’esecuzione. I possibili sviluppi futuri riguardano l’implementazione di un
compilatore in grado di produrre dei binari adatti all’eseccuzione sull’archi-
tettura attualmente implementata, in modo da soddisfare le specifiche sulla
strutturazione del codice.
Appendice A - Codice
manager.c
#include <s t d i o . h>
#include <s t d l i b . h>
#include <s t r i n g . h>
#include <time . h>
#include <x e n c t r l . h>
#include <xen/ i o /xenbus . h>
#include <xs . h>
#include <l i nux / ke rne l . h>
#include <l i nux / un i s td . h>
#include <sys / s t a t . h>
#include <asm/ p o s i x t y p e s . h>
#include <l i nux / types . h>
#include ” parse graph . h”
#include ” par se code . h”
#include ” tv mm intros fun . h”
#define page addr ( a ) ( ( ( unsigned long ) ( a ) ) & 0xFFFFF000)
#define munmap page ( ptr ) (munmap( ( void ∗) page addr ( ( ptr ) ) ,
XC PAGE SIZE) )
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#define NO TLB 1
#define PRINT 1
typedef k e r n e l u i d 3 2 t q i d t ;
stat ic int xc handle = −1;
stat ic u i n t 3 2 t domid = 0 ;
stat ic unsigned long pag addr ;
void ∗page mapped address ;
void ∗ e s p p r o c e s s l o c a t i o n ;
void ∗ e b p p r o c e s s l o c a t i o n ;
FILE ∗ l o g F i l e ;
StateGraph∗ sGraph = NULL;
CodeSegment∗ infoCodeSegment = NULL;
unsigned int c u r r e n t s t a t e = 0 ;
unsigned int n e x t s t a t e ;
bool inCodeSegment (unsigned int address ) {
i f ( infoCodeSegment == NULL) return fa l se ;
i f ( ( address >= infoCodeSegment−>s t a r t a d d r e s s ) && ( address <=
infoCodeSegment−>end address ) )
return true ;
else
return fa l se ;
}
void∗ getReturnAddress2 ( ) {
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u i n t 3 2 t e b p k e r n e l v a l u e ;
u i n t 3 2 t e s p p r o c e s s v a l u e ;
u i n t 3 2 t e bp p ro c e s s v a l u e ;
void ∗ ebp kernel mapped ;
void ∗ esp process mapped ;
e b p k e r n e l v a l u e = t v r e a d s y s c a l l r e g s ( xc handle , 0 , domid , ”
ebp” ) ;
bool grd = true ;
u i n t 3 2 t b a s e p o i n t e r k e r n e l f r a m e l o c a t i o n = e b p k e r n e l v a l u e
;
void∗ base po in te r ke rne l f r ame mapped = NULL;
u i n t 3 2 t b a s e p o i n t e r k e r n e l c o n t e n t ;
u i n t 3 2 t bpkc prev = e b p k e r n e l v a l u e ;
u i n t 3 2 t l a s t k e r n e l b a s e p o i n t e r m a p p e d = 0 ;
base po in te r ke rne l f r ame mapped = tv mapmem domu( xc handle ,
0 , domid , (void ∗) b a s e p o i n t e r k e r n e l f r a m e l o c a t i o n ,
PROT READ | PROT WRITE, KERNEL PGD) ;
b a s e p o i n t e r k e r n e l c o n t e n t = ∗( u i n t 3 2 t ∗)
base po in te r ke rne l f r ame mapped ;
i f ( b a s e p o i n t e r k e r n e l c o n t e n t < bpkc prev ) {
l a s t k e r n e l b a s e p o i n t e r m a p p e d = ( u i n t 3 2 t )
base po in te r ke rne l f r ame mapped ;
grd = fa l se ;
}
else {
bpkc prev = b a s e p o i n t e r k e r n e l c o n t e n t ;
b a s e p o i n t e r k e r n e l f r a m e l o c a t i o n =
b a s e p o i n t e r k e r n e l c o n t e n t ;
}
u i n t 3 2 t header = ( ( ( u i n t 3 2 t )
base po in te r ke rne l f r ame mapped ) >> 12) << 12 ;
while ( grd ) {
u i n t 3 2 t o f f s e t = ( b a s e p o i n t e r k e r n e l c o n t e n t << 20) >> 20 ;
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base po in te r ke rne l f r ame mapped = (void ∗) ( header ˆ o f f s e t )
;
b a s e p o i n t e r k e r n e l c o n t e n t = ∗( u i n t 3 2 t ∗)
base po in te r ke rne l f r ame mapped ;
i f ( b a s e p o i n t e r k e r n e l c o n t e n t < bpkc prev ) {
l a s t k e r n e l b a s e p o i n t e r m a p p e d = ( u i n t 3 2 t )
base po in te r ke rne l f r ame mapped ;
grd = fa l se ;
}
else {
bpkc prev = b a s e p o i n t e r k e r n e l c o n t e n t ;
b a s e p o i n t e r k e r n e l f r a m e l o c a t i o n =
b a s e p o i n t e r k e r n e l c o n t e n t ;
munmap page ( base po in te r ke rne l f r ame mapped ) ;
}
}
e b p p r o c e s s l o c a t i o n = (void ∗) ( l a s t k e r n e l b a s e p o i n t e r m a p p e d
+ (7 ∗ 4) ) ;
e s p p r o c e s s l o c a t i o n = (void ∗) ( l a s t k e r n e l b a s e p o i n t e r m a p p e d
+ (15 ∗ 4) ) ;
e s p p r o c e s s v a l u e = ∗( u i n t 3 2 t ∗) e s p p r o c e s s l o c a t i o n ; //
esp p roc es s
e bp p ro c e s s v a l u e = ∗( u i n t 3 2 t ∗) e b p p r o c e s s l o c a t i o n ; //
ebp pr oces s
munmap page ( base po in te r ke rne l f r ame mapped ) ;
esp process mapped = tv mapmem domu( xc handle , 0 , domid , (void
∗) e s p p r o c e s s v a l u e , PROT READ | PROT WRITE, PROCESS PGD) ;
u i n t 3 2 t l o c = 0 ;
u i n t 3 2 t return address mapped = 0 ;
u i n t 3 2 t r e t u r n a d d r e s s v a l u e = 0 ;
int p = 0 ;
while (p < 5) {
l o c = ∗( u i n t 3 2 t ∗) ( esp process mapped + p ∗ 4) ;
i f ( inCodeSegment ( l o c ) ) {
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return address mapped = ( u i n t 3 2 t ) ( esp process mapped + (p
∗ 4) ) ;
r e t u r n a d d r e s s v a l u e = ∗( u i n t 3 2 t ∗) ( return address mapped
) ;
break ;
}
p++;
}
i f ( return address mapped == 0) {
munmap page ( esp process mapped ) ;
u i n t 3 2 t b a s e p o i n t e r c o n t e n t ;
l o c = 0 ;
bool guard = true ;
u i n t 3 2 t f r a m e s t a c k b a s e p o i n t e r l o c a t i o n =
e bp p ro c e s s v a l u e ;
void∗ base po inte r f rame stack mapped = NULL;
do{
base po inte r f rame stack mapped = tv mapmem domu( xc handle
, 0 , domid , (void ∗) f r a m e s t a c k b a s e p o i n t e r l o c a t i o n ,
PROT READ | PROT WRITE, PROCESS PGD) ;
b a s e p o i n t e r c o n t e n t = ∗( u i n t 3 2 t ∗)
base po inte r f rame stack mapped ;
l o c = ∗( u i n t 3 2 t ∗) ( base po inte r f rame stack mapped + 4) ;
i f ( inCodeSegment ( l o c ) ) {
r e t u r n a d d r e s s v a l u e = l o c ;
return address mapped = ( u i n t 3 2 t )
base po inte r f rame stack mapped + 4 ;
guard = fa l se ;
}
else {
i f ( b a s e p o i n t e r c o n t e n t <
f r a m e s t a c k b a s e p o i n t e r l o c a t i o n ) { // == 0
munmap page ( base po inte r f rame stack mapped ) ;
guard = fa l se ;
}
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else {
f r a m e s t a c k b a s e p o i n t e r l o c a t i o n = ∗( u i n t 3 2 t ∗) (
base po inte r f rame stack mapped ) ;
munmap page ( base po inte r f rame stack mapped ) ;
}
}
}while ( guard ) ;
i f ( r e t u r n a d d r e s s v a l u e == 0) {
p r i n t f ( ”\nNo r e tu rn ad dr e s s po in t ing to text segment .\n” ) ;
return NULL;
}
else {
return (void ∗) return address mapped ;
}
}
else {
return (void ∗) return address mapped ;
}
}
void∗ getReturnAddress ( ) {
u i n t 3 2 t e b p k e r n e l v a l u e ;
u i n t 3 2 t e s p p r o c e s s v a l u e ;
u i n t 3 2 t e bp p ro c e s s v a l u e ;
void ∗ ebp kernel mapped ;
void ∗ esp process mapped ;
e b p k e r n e l v a l u e = t v r e a d s y s c a l l r e g s ( xc handle , 0 , domid , ”
ebp” ) ;
bool grd = true ;
u i n t 3 2 t b a s e p o i n t e r k e r n e l f r a m e l o c a t i o n = e b p k e r n e l v a l u e
;
void∗ base po in te r ke rne l f r ame mapped = NULL;
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u i n t 3 2 t b a s e p o i n t e r k e r n e l c o n t e n t ;
u i n t 3 2 t bpkc prev = e b p k e r n e l v a l u e ;
u i n t 3 2 t l a s t k e r n e l b a s e p o i n t e r m a p p e d = 0 ;
do{
base po in te r ke rne l f r ame mapped = tv mapmem domu( xc handle
, 0 , domid , (void ∗) b a s e p o i n t e r k e r n e l f r a m e l o c a t i o n ,
PROT READ | PROT WRITE, KERNEL PGD) ;
b a s e p o i n t e r k e r n e l c o n t e n t = ∗( u i n t 3 2 t ∗)
base po in te r ke rne l f r ame mapped ;
i f ( b a s e p o i n t e r k e r n e l c o n t e n t < bpkc prev ) {
l a s t k e r n e l b a s e p o i n t e r m a p p e d = ( u i n t 3 2 t )
base po in te r ke rne l f r ame mapped ;
grd = fa l se ;
}
else {
bpkc prev = b a s e p o i n t e r k e r n e l c o n t e n t ;
b a s e p o i n t e r k e r n e l f r a m e l o c a t i o n =
b a s e p o i n t e r k e r n e l c o n t e n t ;
#i f NO TLB
munmap page ( base po in te r ke rne l f r ame mapped ) ;
#endif
}
}while ( grd ) ;
e b p p r o c e s s l o c a t i o n = (void ∗) ( l a s t k e r n e l b a s e p o i n t e r m a p p e d
+ (7 ∗ 4) ) ;
e s p p r o c e s s l o c a t i o n = (void ∗) ( l a s t k e r n e l b a s e p o i n t e r m a p p e d
+ (15 ∗ 4) ) ;
e s p p r o c e s s v a l u e = ∗( u i n t 3 2 t ∗) e s p p r o c e s s l o c a t i o n ; //
esp p roc es s
e bp p ro c e s s v a l u e = ∗( u i n t 3 2 t ∗) e b p p r o c e s s l o c a t i o n ; //
ebp pr oces s
#i f NO TLB
munmap page ( base po in te r ke rne l f r ame mapped ) ;
#endif
esp process mapped = 0 ;
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esp process mapped = tv mapmem domu( xc handle , 0 , domid , (void
∗) e s p p r o c e s s v a l u e , PROT READ | PROT WRITE, PROCESS PGD) ;
u i n t 3 2 t l o c = 0 ;
u i n t 3 2 t return address mapped = 0 ;
u i n t 3 2 t r e t u r n a d d r e s s v a l u e = 0 ;
int p = 0 ;
void∗ proc map p1 = 0 ;
while (p < 5) {
proc map p1 = 0 ;
proc map p1 = tv mapmem domu( xc handle , 0 , domid , (void ∗) (
e s p p r o c e s s v a l u e + p ∗ 4) , PROT READ | PROT WRITE,
PROCESS PGD) ;
l o c = ∗( u i n t 3 2 t ∗) proc map p1 ;
i f ( inCodeSegment ( l o c ) ) {
return address mapped = ( u i n t 3 2 t ) proc map p1 ;
r e t u r n a d d r e s s v a l u e = ∗( u i n t 3 2 t ∗) ( return address mapped
) ;
break ;
}
else {
#i f NO TLB
munmap page ( proc map p1 ) ;
#endif
p++;
}
}
i f ( return address mapped == 0) {
#i f NO TLB
munmap page ( esp process mapped ) ;
#endif
u i n t 3 2 t b a s e p o i n t e r c o n t e n t ;
l o c = 0 ;
bool guard = true ;
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u i n t 3 2 t f r a m e s t a c k b a s e p o i n t e r l o c a t i o n =
e bp p ro c e s s v a l u e ;
void∗ base po inte r f rame stack mapped = NULL;
do{
base po inte r f rame stack mapped = tv mapmem domu( xc handle
, 0 , domid , (void ∗) f r a m e s t a c k b a s e p o i n t e r l o c a t i o n ,
PROT READ | PROT WRITE, PROCESS PGD) ;
b a s e p o i n t e r c o n t e n t = ∗( u i n t 3 2 t ∗)
base po inte r f rame stack mapped ;
l o c = ∗( u i n t 3 2 t ∗) ( base po inte r f rame stack mapped + 4) ;
i f ( inCodeSegment ( l o c ) ) {
r e t u r n a d d r e s s v a l u e = l o c ;
return address mapped = ( u i n t 3 2 t )
base po inte r f rame stack mapped + 4 ;
guard = fa l se ;
}
else {
i f ( b a s e p o i n t e r c o n t e n t <
f r a m e s t a c k b a s e p o i n t e r l o c a t i o n ) {
#i f NO TLB
munmap page ( base po inte r f rame stack mapped ) ;
#endif
guard = fa l se ;
}
else {
f r a m e s t a c k b a s e p o i n t e r l o c a t i o n = ∗( u i n t 3 2 t ∗) (
base po inte r f rame stack mapped ) ;
#i f NO TLB
munmap page ( base po inte r f rame stack mapped ) ;
#endif
}
}
}while ( guard ) ;
i f ( r e t u r n a d d r e s s v a l u e == 0) {
103
p r i n t f ( ”\nNo r e tu rn ad dr e s s po in t ing to text segment .\n” ) ;
return NULL;
}
else {
return (void ∗) return address mapped ;
}
}
else {
return (void ∗) return address mapped ;
}
}
void crypt decrypt DES ( ) {
i f ( c u r r e n t s t a t e != 0) { // encrypt curren t b l o c k s
State s = ( sGraph−>s ta t eVec to r ) [ c u r r e n t s t a t e ] ;
UnitBlockID∗ ubid = ( s . uBlockList )−>head ;
while ( ubid != NULL) {
int n=0;
UnitBlock ub = ( infoCodeSegment−>uBlockVector ) [ ubid−>id ] ;
DES key schedule ∗ key sched = ( DES key schedule ∗) (ub .
crypto key ) ;
DES cblock∗ i v e c = ( DES cblock ∗) (ub . i v ) ;
DES cblock iv ;
i v [ 0 ] = (∗ i v e c ) [ 0 ] ;
i v [ 1 ] = (∗ i v e c ) [ 1 ] ;
i v [ 2 ] = (∗ i v e c ) [ 2 ] ;
i v [ 3 ] = (∗ i v e c ) [ 3 ] ;
i v [ 4 ] = (∗ i v e c ) [ 4 ] ;
i v [ 5 ] = (∗ i v e c ) [ 5 ] ;
i v [ 6 ] = (∗ i v e c ) [ 6 ] ;
i v [ 7 ] = (∗ i v e c ) [ 7 ] ;
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void∗ uBlock in i t i a l addr e s s mapped = tv mapmem domu(
xc handle , 0 , domid , (void ∗) (ub . i n i t i a l a d d r e s s ) ,
PROT READ | PROT WRITE, PROCESS PGD) ;
unsigned char encryptedCode [ ub . s i z e ] ;
DES cfb64 encrypt ( ( char∗) uB lock in i t i a l addre s s mapped ,
encryptedCode , ub . s i z e , key sched , &iv , &n , DES ENCRYPT
) ;
int i =0;
for ( i=0 ; i< ub . s i z e ; i++ ) {
( ( char∗) uB lock in i t i a l addr e s s mapped ) [ i ] =
encryptedCode [ i ] ;
}
#i f NO TLB
munmap page ( uB lock in i t i a l addr e s s mapped ) ;
#endif
ub . i sCrypted = TRUE;
ubid = ubid−>next ;
}
}
State s = ( sGraph−>s ta t eVec to r ) [ n e x t s t a t e ] ; // dec ryp t
next b l o c k s
UnitBlockID∗ ubid = ( s . uBlockList )−>head ;
while ( ubid != NULL) {
int n=0;
UnitBlock ub = ( infoCodeSegment−>uBlockVector ) [ ubid−>id ] ;
DES key schedule ∗ key sched = ( DES key schedule ∗) (ub .
crypto key ) ;
DES cblock∗ i v e c = ( DES cblock ∗) (ub . i v ) ;
DES cblock iv ;
i v [ 0 ] = (∗ i v e c ) [ 0 ] ;
i v [ 1 ] = (∗ i v e c ) [ 1 ] ;
i v [ 2 ] = (∗ i v e c ) [ 2 ] ;
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i v [ 3 ] = (∗ i v e c ) [ 3 ] ;
i v [ 4 ] = (∗ i v e c ) [ 4 ] ;
i v [ 5 ] = (∗ i v e c ) [ 5 ] ;
i v [ 6 ] = (∗ i v e c ) [ 6 ] ;
i v [ 7 ] = (∗ i v e c ) [ 7 ] ;
void∗ uBlock in i t i a l addr e s s mapped = tv mapmem domu(
xc handle , 0 , domid , (void ∗) (ub . i n i t i a l a d d r e s s ) ,
PROT READ | PROT WRITE, PROCESS PGD) ;
unsigned char decryptedCode [ ub . s i z e ] ;
DES cfb64 encrypt ( ( char∗) uB lock in i t i a l addre s s mapped ,
decryptedCode , ub . s i z e , key sched , &iv , &n , DES DECRYPT) ;
int i =0;
for ( i=0 ; i< ub . s i z e ; i++ ) {
( ( char∗) uB lock in i t i a l addr e s s mapped ) [ i ] = decryptedCode [
i ] ;
}
#i f NO TLB
munmap page ( uB lock in i t i a l addr e s s mapped ) ;
#endif
ub . i sCrypted = FALSE;
ubid = ubid−>next ;
}
}
void crypt decrypt BF ( ) {
i f ( c u r r e n t s t a t e != 0) { // encrypt curren t b l o c k s
State s = ( sGraph−>s ta t eVec to r ) [ c u r r e n t s t a t e ] ;
UnitBlockID∗ ubid = ( s . uBlockList )−>head ;
while ( ubid != NULL) {
int n=0;
UnitBlock ub = ( infoCodeSegment−>uBlockVector ) [ ubid−>id ] ;
BF KEY∗ key sched = (BF KEY∗) (ub . crypto key ) ;
unsigned char∗ i v e c = (unsigned char∗) (ub . i v ) ;
unsigned char i v [ 9 ] ;
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i v [ 0 ] = i v e c [ 0 ] ;
i v [ 1 ] = i v e c [ 1 ] ;
i v [ 2 ] = i v e c [ 2 ] ;
i v [ 3 ] = i v e c [ 3 ] ;
i v [ 4 ] = i v e c [ 4 ] ;
i v [ 5 ] = i v e c [ 5 ] ;
i v [ 6 ] = i v e c [ 6 ] ;
i v [ 7 ] = i v e c [ 7 ] ;
i v [ 8 ] = i v e c [ 8 ] ;
void∗ uBlock in i t i a l addr e s s mapped = tv mapmem domu(
xc handle , 0 , domid , (void ∗) (ub . i n i t i a l a d d r e s s ) ,
PROT READ | PROT WRITE, PROCESS PGD) ;
unsigned char encryptedCode [ ub . s i z e ] ;
BF cfb64 encrypt ( ( char∗) uB lock in i t i a l addre s s mapped ,
encryptedCode , ub . s i z e , key sched , iv , &n , BF ENCRYPT) ;
int i =0;
for ( i=0 ; i< ub . s i z e ; i++ ) {
( ( char∗) uB lock in i t i a l addr e s s mapped ) [ i ] =
encryptedCode [ i ] ;
}
#i f NO TLB
munmap page ( uB lock in i t i a l addr e s s mapped ) ;
#endif
ub . i sCrypted = TRUE;
ubid = ubid−>next ;
}
}
State s = ( sGraph−>s ta t eVec to r ) [ n e x t s t a t e ] ; // dec ryp t
next b l o c k s
UnitBlockID∗ ubid = ( s . uBlockList )−>head ;
while ( ubid != NULL) {
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int n=0;
UnitBlock ub = ( infoCodeSegment−>uBlockVector ) [ ubid−>id ] ;
BF KEY∗ key sched = (BF KEY∗) (ub . crypto key ) ;
unsigned char∗ i v e c = (unsigned char∗) (ub . i v ) ;
unsigned char i v [ 9 ] ;
i v [ 0 ] = i v e c [ 0 ] ;
i v [ 1 ] = i v e c [ 1 ] ;
i v [ 2 ] = i v e c [ 2 ] ;
i v [ 3 ] = i v e c [ 3 ] ;
i v [ 4 ] = i v e c [ 4 ] ;
i v [ 5 ] = i v e c [ 5 ] ;
i v [ 6 ] = i v e c [ 6 ] ;
i v [ 7 ] = i v e c [ 7 ] ;
i v [ 8 ] = i v e c [ 8 ] ;
void∗ uBlock in i t i a l addr e s s mapped = tv mapmem domu(
xc handle , 0 , domid , (void ∗) (ub . i n i t i a l a d d r e s s ) ,
PROT READ | PROT WRITE, PROCESS PGD) ;
unsigned char decryptedCode [ ub . s i z e ] ;
BF cfb64 encrypt ( ( char∗) uB lock in i t i a l addre s s mapped ,
decryptedCode , ub . s i z e , key sched , iv , &n , BF DECRYPT) ;
int i =0;
for ( i=0 ; i< ub . s i z e ; i++ ) {
( ( char∗) uB lock in i t i a l addr e s s mapped ) [ i ] = decryptedCode [
i ] ;
}
#i f NO TLB
munmap page ( uB lock in i t i a l addr e s s mapped ) ;
#endif
ub . i sCrypted = FALSE;
ubid = ubid−>next ;
}
}
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void s o tp enc rypt dec rypt (unsigned char∗ inputData , unsigned char
∗ outputData , int blockLength , unsigned int a , unsigned int c ,
unsigned int x0 ) {
unsigned int xn = x0 ;
int remainingBlock = blockLength ;
int s t a r t p o i n t = 0 ;
while ( remainingBlock > 4) {
∗ ( (unsigned int ∗) ( outputData + s t a r t p o i n t ) ) = ∗ ( (unsigned
int ∗) ( inputData + s t a r t p o i n t ) ) ˆ xn ;
xn = ( a∗xn + c ) % (unsigned int ) (0 x f f f f f f f f ) ;
remainingBlock −= 4 ;
s t a r t p o i n t += 4 ;
}
int i = 0 ;
char∗ xt = (char∗)&xn ;
while ( remainingBlock >0){
∗ ( ( char∗) ( outputData + s t a r t p o i n t ) ) = ∗ ( ( char∗) ( inputData +
s t a r t p o i n t ) ) ˆ xt [ i ] ;
s t a r t p o i n t ++;
i ++;
remainingBlock−−;
}
}
void crypt decrypt SOTP ( ) {
i f ( c u r r e n t s t a t e != 0) { // encrypt curren t b l o c k s
State s = ( sGraph−>s ta t eVec to r ) [ c u r r e n t s t a t e ] ;
UnitBlockID∗ ubid = ( s . uBlockList )−>head ;
unsigned int a ;
unsigned int c ;
unsigned int x0 ;
while ( ubid != NULL) {
UnitBlock ub = ( infoCodeSegment−>uBlockVector ) [ ubid−>id ] ;
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void∗ uBlock in i t i a l addr e s s mapped = tv mapmem domu(
xc handle , 0 , domid , (void ∗) (ub . i n i t i a l a d d r e s s ) ,
PROT READ | PROT WRITE, PROCESS PGD) ;
unsigned char encryptedCode [ ub . s i z e ] ;
a = ( ( l c g ∗) (ub . crypto key ) )−>a ;
c = ( ( l c g ∗) (ub . crypto key ) )−>c ;
x0 = ( ( l c g ∗) (ub . crypto key ) )−>x0 ;
s o tp enc rypt dec rypt ( (unsigned char∗)
uB lock in i t i a l addre s s mapped , encryptedCode , ub . s i z e , a , c
, x0 ) ;
int i =0;
for ( i=0 ; i< ub . s i z e ; i++ ) {
( ( char∗) uB lock in i t i a l addr e s s mapped ) [ i ] =
encryptedCode [ i ] ;
}
#i f NO TLB
munmap page ( uB lock in i t i a l addr e s s mapped ) ;
#endif
ub . i sCrypted = TRUE;
ubid = ubid−>next ;
}
}
State s = ( sGraph−>s ta t eVec to r ) [ n e x t s t a t e ] ; // dec ryp t
next b l o c k s
UnitBlockID∗ ubid = ( s . uBlockList )−>head ;
unsigned int a ;
unsigned int c ;
unsigned int x0 ;
while ( ubid != NULL) {
UnitBlock ub = ( infoCodeSegment−>uBlockVector ) [ ubid−>id ] ;
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void∗ uBlock in i t i a l addr e s s mapped = tv mapmem domu(
xc handle , 0 , domid , (void ∗) (ub . i n i t i a l a d d r e s s ) ,
PROT READ | PROT WRITE, PROCESS PGD) ;
unsigned char decryptedCode [ ub . s i z e ] ;
a = ( ( l c g ∗) (ub . crypto key ) )−>a ;
c = ( ( l c g ∗) (ub . crypto key ) )−>c ;
x0 = ( ( l c g ∗) (ub . crypto key ) )−>x0 ;
s o tp enc rypt dec rypt ( (unsigned char∗)
uB lock in i t i a l addre s s mapped , decryptedCode , ub . s i z e , a , c ,
x0 ) ;
int i =0;
for ( i=0 ; i< ub . s i z e ; i++ ) {
( ( char∗) uB lock in i t i a l addr e s s mapped ) [ i ] = decryptedCode [
i ] ;
}
#i f NO TLB
munmap page ( uB lock in i t i a l addr e s s mapped ) ;
#endif
ub . i sCrypted = FALSE;
ubid = ubid−>next ;
}
}
void c r y p t d e c r y p t b l o c k s ( ) {
i f ( infoCodeSegment−>encryption method == NO ENCRYPTION)
return ;
else i f ( infoCodeSegment−>encryption method == DES)
crypt decrypt DES ( ) ;
else i f ( infoCodeSegment−>encryption method == BLOWFISH)
crypt decrypt BF ( ) ;
else i f ( infoCodeSegment−>encryption method == SOTP)
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crypt decrypt SOTP ( ) ;
}
ExitPoint ∗ f i ndEx i tPo in t ( State ∗ st , unsigned int r e t addr e s s ,
void∗ r e t a d d r e s s l o c a t i o n ) {
ExitPoint ∗ ept = ( st−>exitPointHT ) [ r e t a d d r e s s % 1 6 ] ;
i f ( ept == NULL) return NULL;
i f ( ept−>r e tu rn ad dr e s s == r e t a d d r e s s ) {
i f ( ept−>r o o t r e t u r n a d d r e s s == 0) {
return ept ;
}
else {/∗ r o o t r e t u r n a d d r e s s check ∗/}
}
else {
while ( ept−>next != NULL) {
ept = ept−>next ;
i f ( ept−>r e tu rn ad dr e s s == r e t a d d r e s s ) {
i f ( ept−>r o o t r e t u r n a d d r e s s == 0) {
return ept ;
}
else {/∗ r o o t r e t u r n a d d r e s s check ∗/}
}
}
return NULL;
}
}
int main ( int argc , char ∗∗ argv )
{
struct xs handle ∗xs ; /∗ x e n s t o r e hand ler ∗/
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x s t r a n s a c t i o n t th ; /∗ t r a n s a c t i o n hand ler ∗/
char ∗path ;
char ∗ port path = ”/ monitor ” ;
char ∗ port token = ” port ” ;
char ∗pag token = ” pageaddr” ;
int e r r ;
int fd ;
f d s e t s e t ;
char ∗∗ vec ;
struct t imeva l tv = { . t v s e c = 0 , . t v u s e c = 0 } ;
unsigned int num;
char ∗ buf ;
unsigned int l en ;
int read = 0 ;
char ∗∗p ; /∗ used by the s t r t o u l f u n c t ∗/
i f ( argc < 2) {
f p r i n t f ( s tde r r , ” usage : %s <domU−id> <par s e r exec>\n” , argv
[ 0 ] ) ;
return 1 ;
}
sGraph = parse graph ( ”graph . xml” ) ;
i f ( sGraph == NULL) {
p r i n t f ( ” Error . The f i l e graph . xml doesn ’ t e x i s t .\n” ) ;
return −1;
}
infoCodeSegment = parse CoSeg ( ” code segment . xml” ) ;
i f ( infoCodeSegment == NULL) {
p r i n t f ( ” Error . The f i l e code segment . xml doesn ’ t e x i s t .\n
” ) ;
return −1;
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}
domid = a t o i ( argv [ 1 ] ) ; /∗ ID dominio ∗/
p r i n t f ( ”\ t l o ad i ng . . . \ n” ) ;
xc handle = x c i n t e r f a c e o p e n ( ) ;
i f ( xc handle == −1) {
f p r i n t f ( s tde r r , ” connect ion to hyperv i so r f a i l e d \n” ) ;
return 1 ;
}
int xce handle = xc evtchn open ( ) ;
i f ( xce handle == −1) {
f p r i n t f ( s tde r r , ” opening o f event channel f a i l e d \n” ) ;
return 1 ;
}
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗
∗ read the remote por t v a l u e v i a XenStore
∗
∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
xs = xs daemon open ( ) ;
i f ( xs == NULL) {
f p r i n t f ( s tde r r , ”∗∗∗ e r r o r whi l e opening xens to re daemon\n” ) ;
return 1 ;
}
path = xs get domain path ( xs , domid ) ;
i f ( path == NULL) {
f p r i n t f ( s tde r r , ”∗∗∗ e r r o r whi l e read ing xens to re l o c a l path\
n” ) ;
return 1 ;
}
#i f PRINT
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p r i n t f ( ”\ tdomain path : %s \n” , path ) ;
#endif
path = r e a l l o c ( path , s t r l e n ( path ) + s t r l e n ( port path ) + 1) ;
i f ( path == NULL ) {
f p r i n t f ( s tde r r , ”∗∗∗ e r r o r whi l e r e a l l o c a t i n g path var\n” ) ;
return 1 ;
}
s t r c a t ( path , port path ) ;
#i f PRINT
p r i n t f ( ”\ t l o c a l path : %s \ ttoken : %s \n” , path , por t token ) ;
#endif
e r r = xs watch ( xs , path , por t token ) ; /∗ watch on path ∗/
i f ( e r r == 0 ) {
f p r i n t f ( s tde r r , ”∗∗∗ e r r o r whi l e watching the port va lue \n” ) ;
return 1 ;
}
ev t c hn po r t t remote port ;
fd = x s f i l e n o ( xs ) ;
path = r e a l l o c ( path , s t r l e n ( path ) + 2) ;
s t r c a t ( path , ”/” ) ;
path = r e a l l o c ( path , s t r l e n ( path ) + s t r l e n ( por t token ) + 1)
;
s t r c a t ( path , por t token ) ;
while ( ! read ) {
FD ZERO(& s e t ) ;
FD SET( fd , &s e t ) ;
i f ( s e l e c t ( fd + 1 , &set , NULL, NULL, &tv ) > 0 && FD ISSET(
fd , &s e t ) ) {
vec = xs read watch ( xs , &num) ;
i f ( ! vec ) {
f p r i n t f ( s tde r r , ”∗∗∗ e r r o r whi l e read ing the port va lue \n
” ) ;
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return 1 ;
} else {
#i f PRINT
p r i n t f ( ”\ tpor t va lue − vec to r contents : (%s ; %s ) \tnum :
%d\n” ,
vec [XS WATCH PATH] ,
vec [XS WATCH TOKEN] ,
num) ;
#endif
}
#i f PRINT
p r i n t f ( ”\ tpath content : %s \n” , path ) ;
#endif
/∗ Prepare a t r a n s a c t i o n and do a read . ∗/
th = x s t r a n s a c t i o n s t a r t ( xs ) ;
buf = xs read ( xs , th , path , &len ) ;
#i f PRINT
p r i n t f ( ”\ tbuf content : %s \n” , buf ) ;
#endif
i f ( buf ) {
/∗
∗ l oop
∗/
remote port = ( ev t c hn po r t t ) a t o i ( buf ) ; /∗ nr porta ∗/
/∗ read the page base address ∗/
path = xs get domain path ( xs , domid ) ;
path = r e a l l o c ( path , s t r l e n ( path ) + s t r l e n ( port path ) +
s t r l e n ( pag token ) + 3) ;
s t r c a t ( path , port path ) ;
s t r c a t ( path , ”/” ) ;
s t r c a t ( path , pag token ) ;
#i f PRINT
p r i n t f ( ”\ tpage address path : %s \n” , path ) ;
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#endif
buf = xs read ( xs , th , path , &len ) ;
i f ( buf ) {
pag addr = str ingTo long ( buf ) ;
p r i n t f ( ”\ tpage address : %lx \n” , pag addr ) ;
read = 1 ;
}
x s t r a n s a c t i o n e n d ( xs , th , 1) ;
} else {
read = 0 ;
}
}
}
ev t c hn po r t t l o c a l p o r t = ( ev t c hn po r t t ) −1;
while ( l o c a l p o r t == ( ev t c hn po r t t ) −1 ) {
l o c a l p o r t = xc evtchn b ind inte rdomain ( xce handle , domid ,
remote port ) ;
}
// p r i n t f (”\ nremote por t : %d\ t domid : %d\ t l o c a l por t : %d\n
” , remote port , domid , l o c a l p o r t ) ;
int i = 0 ;
p r i n t f ( ”\ t s t a r t t r a c i n g . . . \ n” ) ;
while (1 ) {
/∗ xc evtchn unmask ( xce hand le , n e x t p o r t ) ; ∗/
e v t c hn po r t t next por t ;
i f ( ( next por t = xc evtchn pending ( xce handle ) ) == (
e v t c hn po r t t )−1){
per ro r ( ” xc evtchn pending ” ) ;
}
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// p r i n t f (”\n\ t%d . event on por t %d\ t x c e handle : %d\n” , ++i ,
n e x t p o r t , x c e h a n d l e ) ;
i f ( xc evtchn unmask ( xce handle , next por t ) == −1)
f p r i n t f ( s tde r r , ” unable to umask\n” ) ;
xc domain pause ( xc handle , domid ) ;
i ++;
#i f PRINT
p r i n t f ( ”\n%d . event !\ t s y s c a l l \n” , i ) ; // p r i n t f (”\n%d .
event !\ t s y s c a l l nr : %d\n” , ++i , s y s c a l l n r ) ;
#endif
i f ( i > 1) {
void∗ r e t a d d r e s s l o c a t i o n = getReturnAddress2 ( ) ;
unsigned int r e t a d d r e s s = ∗(unsigned int ∗)
r e t a d d r e s s l o c a t i o n ;
State s t = ∗( sGraph−>s ta t eVec to r + c u r r e n t s t a t e ) ;
ExitPoint ∗ ep = f indEx i tPo in t (&st , r e t addr e s s ,
r e t a d d r e s s l o c a t i o n ) ;
i f ( ep != NULL) {
n e x t s t a t e = ep−>n e x t s t a t e i d ;
State ns = ∗( sGraph−>s ta t eVec to r + n e x t s t a t e ) ;
∗ ( (unsigned int ∗) r e t a d d r e s s l o c a t i o n ) = ns . s t a r t a d d r e s s ;
c r y p t d e c r y p t b l o c k s ( ) ;
c u r r e n t s t a t e = n e x t s t a t e ;
}
#i f NO TLB
munmap page ( r e t a d d r e s s l o c a t i o n ) ;
#endif
}
page mapped address = tv mapmem domu( xc handle , 0 , domid , (
void ∗) pag addr , PROT READ | PROT WRITE, KERNEL PGD) ;
int guard = 0 ;
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memcpy( page mapped address , &guard , s izeof ( int ) ) ;
xc domain unpause ( xc handle , domid ) ;
#i f NO TLB
munmap page ( page mapped address ) ;
#endif
}
xc evtchn unmask ( xce handle , l o c a l p o r t ) ;
x c e v t c h n c l o s e ( xce handle ) ;
x c i n t e r f a c e c l o s e ( xc handle ) ;
return 0 ;
}
util.h
#include <math . h>
#include <uni s td . h>
#include <s t r i n g . h>
#include <s t d i o . h>
#include <s t d l i b . h>
#include < f c n t l . h>
#include <g l i b . h>
#include <sys / time . h>
#include <time . h>
char∗ tr im (char∗) ;
unsigned int s t r ingTo32bi tXInt (char∗) ;
unsigned long s t r ingTo long (char∗) ;
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util.c
#include ” u t i l . h”
char∗ tr im (char∗ s t r ) {
i f ( s t r == NULL) return NULL;
int s t r S i z e = s t r l e n ( s t r ) ;
i f ( s t r S i z e == 0) return NULL;
int i = 0 ;
int in i tWhiteSpaces = 0 ;
int endWhiteSpaces = 0 ;
while ( i < s t r S i z e ) {
i f ( ( s t r [ i ] == ’ ’ ) | | ( s t r [ i ] == ’ ’ ) ) in i tWhiteSpaces++;
else break ;
i ++;
}
i = s t r S i z e −1;
while ( i>=0){
i f ( ( s t r [ i ] == ’ ’ ) | | ( s t r [ i ] == ’ ’ ) ) endWhiteSpaces++;
else break ;
i−−;
}
int newStrSize = s t r S i z e − ( in i tWhiteSpaces + endWhiteSpaces ) ;
i f ( newStrSize == 0) return NULL;
char∗ trimmedStr = mal loc ( ( newStrSize +1) ∗ s izeof (char ) ) ;
i = 0 ;
while ( i < newStrSize ) {
trimmedStr [ i ] = s t r [ in i tWhiteSpaces + i ] ;
i ++;
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}
trimmedStr [ i ] = ’ \0 ’ ;
return trimmedStr ;
}
unsigned int s t r ingTo32bi tXInt (char∗ s t r ) {
s t r = trim ( s t r ) ;
int s t r S i z e = s t r l e n ( s t r ) ;
i f ( s t r == NULL) return 0 ;
i f ( s t r S i z e > 8) return 1 ;
i f ( s t r S i z e == 0) return 1 ;
int i ;
int c y c l e = −1;
unsigned int number = 0 ;
unsigned int totNumber = 0 ;
for ( i = s t r S i z e −1 ; i >= 0 ; i−− ) {
c y c l e++;
char c = s t r [ i ] ;
switch ( c ) {
case ’ 0 ’ :
number = 0 ;
break ;
case ’ 1 ’ :
number = 1 ;
break ;
case ’ 2 ’ :
number = 2 ;
break ;
case ’ 3 ’ :
number = 3 ;
break ;
case ’ 4 ’ :
number = 4 ;
break ;
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case ’ 5 ’ :
number = 5 ;
break ;
case ’ 6 ’ :
number = 6 ;
break ;
case ’ 7 ’ :
number = 7 ;
break ;
case ’ 8 ’ :
number = 8 ;
break ;
case ’ 9 ’ :
number = 9 ;
break ;
case ’ a ’ :
number = 10 ;
break ;
case ’A ’ :
number = 10 ;
break ;
case ’ b ’ :
number = 11 ;
break ;
case ’B ’ :
number = 11 ;
break ;
case ’ c ’ :
number = 12 ;
break ;
case ’C ’ :
number = 12 ;
break ;
case ’ d ’ :
number = 13 ;
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break ;
case ’D ’ :
number = 13 ;
break ;
case ’ e ’ :
number = 14 ;
break ;
case ’E ’ :
number = 14 ;
break ;
case ’ f ’ :
number = 15 ;
break ;
case ’F ’ :
number = 15 ;
break ;
default : // i l l e g a l v a l u e
f r e e ( s t r ) ;
return 2 ;
}
totNumber += number ∗ pow(16 , c y c l e ) ;
}
f r e e ( s t r ) ;
return totNumber ;
}
unsigned long s t r ingTo long (char∗ s t r ) {
s t r = trim ( s t r ) ;
int s t r S i z e = s t r l e n ( s t r ) ;
i f ( s t r == NULL) return 0 ;
i f ( s t r S i z e == 0) return 1 ;
int i ;
int c y c l e = −1;
unsigned int number = 0 ;
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unsigned long totNumber = 0 ;
for ( i = s t r S i z e −1 ; i >= 0 ; i−− ) {
c y c l e++;
char c = s t r [ i ] ;
switch ( c ) {
case ’ 0 ’ :
number = 0 ;
break ;
case ’ 1 ’ :
number = 1 ;
break ;
case ’ 2 ’ :
number = 2 ;
break ;
case ’ 3 ’ :
number = 3 ;
break ;
case ’ 4 ’ :
number = 4 ;
break ;
case ’ 5 ’ :
number = 5 ;
break ;
case ’ 6 ’ :
number = 6 ;
break ;
case ’ 7 ’ :
number = 7 ;
break ;
case ’ 8 ’ :
number = 8 ;
break ;
case ’ 9 ’ :
number = 9 ;
break ;
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default : // i l l e g a l v a l u e
f r e e ( s t r ) ;
return 2 ;
}
totNumber += number ∗ pow(10 , c y c l e ) ;
}
f r e e ( s t r ) ;
return totNumber ;
}
parse graph.h
#include ” u t i l . h”
typedef struct{
unsigned int r e tu rn ad dr e s s ;
unsigned int r o o t r e t u r n a d d r e s s ;
unsigned int n e x t s t a t e i d ;
void∗ next ; // Exi tPoin t ∗
}ExitPoint ;
typedef struct{
ExitPoint ∗ ep ;
void∗ next ; // Exi tPointRef ∗
}ExitPointRef ;
typedef struct{
ExitPoint ∗ head ;
ExitPoint ∗ cur rent ;
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unsigned int l ength ;
}Exi tPo in tL i s t ;
typedef struct{
unsigned int id ;
void∗ next ; // UnitBlock ∗
}UnitBlockID ;
typedef struct{
UnitBlockID∗ head ;
UnitBlockID∗ cur rent ;
unsigned int l ength ;
}UnitBlockLis t ;
typedef struct{
unsigned int id ;
unsigned int s t a r t a d d r e s s ;
Ex i tPo in tL i s t ∗ e x i t P L i s t ;
Uni tBlockLis t ∗ uBlockList ;
void∗ next ; // S t a t e S t r u c t ∗
} Sta t eSt ruc t ;
typedef struct{
Sta t eS t ruc t ∗ head ;
S ta t eS t ruc t ∗ cur rent ;
unsigned int l ength ;
} S t a t e L i s t ;
typedef struct{
unsigned int id ;
unsigned int s t a r t a d d r e s s ;
ExitPoint ∗∗ exitPointHT ; // hash t a b l e
UnitBlockLis t ∗ uBlockList ;
} State ;
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typedef struct{
State ∗ s ta t eVec to r ;
unsigned int l ength ;
}StateGraph ;
typedef struct {
S t a t e L i s t ∗ s tateL ;
gchar ∗ l a s t t a g ;
}ParserGraph ;
void p a r s i n g g e t e l e m e n t ( GMarkupParseContext ∗ , const gchar ∗ ,
const gchar ∗∗ , const gchar ∗∗ , gpo inter , GError ∗∗) ;
void p a r s i n g g e t v a l u e ( GMarkupParseContext ∗ , const gchar ∗ ,
g s i z e , gpo inter , GError ∗∗) ;
void d e s t r o y p a r s e r ( gpo in te r ) ;
StateGraph∗ parse graph (char∗) ;
StateGraph∗ setupGraph ( S t a t e L i s t ∗) ;
void p r i n t S t a t e L i s t ( S t a t e L i s t ∗) ;
parse graph.c
#include ” parse graph . h”
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void p a r s i n g g e t e l e m e n t ( GMarkupParseContext ∗ context ,
const gchar ∗element name ,
const gchar ∗∗ attr ibute names , const gchar ∗∗
a t t r i b u t e v a l u e s ,
gpo in t e r user data , GError ∗∗ e r r o r ) {
ParserGraph ∗ b u f f e r ;
b u f f e r = ( ParserGraph∗ ) u se r data ;
i f ( bu f f e r−>l a s t t a g != NULL )
f r e e ( bu f f e r−>l a s t t a g ) ;
bu f f e r−>l a s t t a g = strdup ( element name ) ;
i f ( strcmp ( element name , ” s t a t e ” ) == 0) {
i f ( bu f f e r−>s tateL == NULL) {
bu f f e r−>s tateL = malloc ( s izeof ( S t a t e L i s t ) ) ;
bu f f e r−>stateL−>cur rent = NULL;
bu f f e r−>stateL−>head = NULL;
bu f f e r−>stateL−>l ength = 0 ;
}
i f ( bu f f e r−>stateL−>l ength == 0) {
bu f f e r−>stateL−>cur rent = mal loc ( s izeof ( S ta t eS t ruc t ) ) ;
bu f f e r−>stateL−>current−>id = 0 ;
bu f f e r−>stateL−>current−>s t a r t a d d r e s s = 0 ;
bu f f e r−>stateL−>current−>e x i t P L i s t = NULL;
bu f f e r−>stateL−>current−>uBlockList = NULL;
bu f f e r−>stateL−>current−>next = NULL;
bu f f e r−>stateL−>head = buf f e r−>stateL−>cur rent ;
bu f f e r−>stateL−>l ength = 1 ;
}
else {
bu f f e r−>stateL−>l ength++;
bu f f e r−>stateL−>current−>next = mal loc ( s izeof ( S ta t eS t ruc t )
) ;
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bu f f e r−>stateL−>cur rent = buf f e r−>stateL−>current−>next ;
bu f f e r−>stateL−>current−>id = 0 ;
bu f f e r−>stateL−>current−>s t a r t a d d r e s s = 0 ;
bu f f e r−>stateL−>current−>e x i t P L i s t = NULL;
bu f f e r−>stateL−>current−>uBlockList = NULL;
bu f f e r−>stateL−>current−>next = NULL;
}
}
else i f ( strcmp ( element name , ” e x i t p o i n t ” ) == 0) {
i f ( bu f f e r−>stateL−>current−>e x i t P L i s t == NULL) {
bu f f e r−>stateL−>current−>e x i t P L i s t = mal loc ( s izeof (
Ex i tPo in tL i s t ) ) ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>head = NULL;
bu f f e r−>stateL−>current−>ex i tPLi s t−>cur rent = NULL;
bu f f e r−>stateL−>current−>ex i tPLi s t−>l ength = 0 ;
}
i f ( bu f f e r−>stateL−>current−>ex i tPLi s t−>l ength == 0) {
bu f f e r−>stateL−>current−>ex i tPLi s t−>l ength = 1 ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>cur rent = mal loc (
s izeof ( ExitPoint ) ) ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>head = buf f e r−>stateL
−>current−>ex i tPLi s t−>cur rent ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>
r e tu rn ad dr e s s = 0 ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>
r o o t r e t u r n a d d r e s s = 0 ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>n e x t s t a t e i d
= 0 ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>next = NULL;
}
else {
bu f f e r−>stateL−>current−>ex i tPLi s t−>l ength++;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>next = mal loc
( s izeof ( ExitPoint ) ) ;
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bu f f e r−>stateL−>current−>ex i tPLi s t−>cur rent = buf f e r−>
stateL−>current−>ex i tPLi s t−>current−>next ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>
r e tu rn ad dr e s s = 0 ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>
r o o t r e t u r n a d d r e s s = 0 ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>n e x t s t a t e i d
= 0 ;
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>next = NULL;
}
}
else i f ( strcmp ( element name , ” u n i t b l o c k i d ” ) == 0) {
i f ( bu f f e r−>stateL−>current−>uBlockList == NULL) {
bu f f e r−>stateL−>current−>uBlockList = mal loc ( s izeof (
UnitBlockLis t ) ) ;
bu f f e r−>stateL−>current−>uBlockList−>head = NULL;
bu f f e r−>stateL−>current−>uBlockList−>cur rent = NULL;
bu f f e r−>stateL−>current−>uBlockList−>l ength = 0 ;
}
i f ( bu f f e r−>stateL−>current−>uBlockList−>l ength == 0) {
bu f f e r−>stateL−>current−>uBlockList−>l ength = 1 ;
bu f f e r−>stateL−>current−>uBlockList−>cur rent = mal loc (
s izeof ( UnitBlockID ) ) ;
bu f f e r−>stateL−>current−>uBlockList−>head = buf f e r−>stateL
−>current−>uBlockList−>cur rent ;
bu f f e r−>stateL−>current−>uBlockList−>current−>id = 0 ;
bu f f e r−>stateL−>current−>uBlockList−>current−>next = NULL;
}
else {
bu f f e r−>stateL−>current−>uBlockList−>l ength++;
bu f f e r−>stateL−>current−>uBlockList−>current−>next =
mal loc ( s izeof ( UnitBlockID ) ) ;
bu f f e r−>stateL−>current−>uBlockList−>cur rent = buf f e r−>
stateL−>current−>uBlockList−>current−>next ;
bu f f e r−>stateL−>current−>uBlockList−>current−>id = 0 ;
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bu f f e r−>stateL−>current−>uBlockList−>current−>next = NULL;
}
}
}
void p a r s i n g g e t v a l u e ( GMarkupParseContext ∗ context ,
const gchar ∗ text , g s i z e t e x t l e n ,
gpo in t e r user data , GError ∗∗ e r r o r ) {
ParserGraph ∗ b u f f e r ;
b u f f e r = ( ParserGraph∗ ) u se r data ;
i f ( bu f f e r−>l a s t t a g == NULL )
return ;
i f ( strcmp ( bu f f e r−>l a s t t a g , ” id ” ) == 0 ) {
bu f f e r−>stateL−>current−>id = a t o i ( t ex t ) ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” s t a r t a d d r e s s ” ) == 0) {
unsigned int va l = str ingTo32b i tXInt ( ( char∗) t ex t ) ;
i f ( ( va l == 0) | | ( va l == 1) | | ( va l == 2) ) {
p r i n t f ( ” Error . I l l e g a l va lue in s t a r t a d d r e s s .\n” ) ;
e x i t (1 ) ;
}
bu f f e r−>stateL−>current−>s t a r t a d d r e s s = va l ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” r e tu r n ad dr e s s ” ) == 0) {
unsigned int va l = str ingTo32b i tXInt ( ( char∗) t ex t ) ;
i f ( ( va l == 0) | | ( va l == 1) | | ( va l == 2) ) {
p r i n t f ( ” Error . I l l e g a l va lue in r e t u rn ad dr e s s .\n” ) ;
e x i t (1 ) ;
}
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>r e tu rn ad dr e s s
= va l ;
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}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” r o o t r e t u r n a d d r e s s ” ) ==
0) {
unsigned int va l = str ingTo32b i tXInt ( ( char∗) t ex t ) ;
i f ( ( va l == 0) | | ( va l == 1) | | ( va l == 2) ) {
p r i n t f ( ” Error . I l l e g a l va lue in r o o t a d d r e s s .\n” ) ;
e x i t (1 ) ;
}
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>
r o o t r e t u r n a d d r e s s = va l ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” n e x t s t a t e i d ” ) == 0) {
bu f f e r−>stateL−>current−>ex i tPLi s t−>current−>n e x t s t a t e i d =
a t o i ( t ex t ) ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” u n i t b l o c k i d ” ) == 0) {
bu f f e r−>stateL−>current−>uBlockList−>current−>id = a t o i ( t ex t
) ;
}
f r e e ( bu f f e r−>l a s t t a g ) ;
bu f f e r−>l a s t t a g = NULL;
}
void d e s t r o y p a r s e r ( gpo in te r data ) {
ParserGraph ∗ b u f f e r ;
b u f f e r = ( ParserGraph∗ ) data ;
i f ( bu f f e r−>l a s t t a g != NULL )
f r e e ( bu f f e r−>l a s t t a g ) ;
}
StateGraph∗ parse graph ( char∗ f i l e ) {
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GMarkupParser par s e r ;
GMarkupParseContext ∗ context ;
ParserGraph b u f f e r ;
b u f f e r . s tateL = NULL;
memset ( &parser , 0 , s izeof ( GMarkupParser ) ) ;
pa r s e r . s t a r t e l e m e n t = p a r s i n g g e t e l e m e n t ;
par s e r . end element = NULL;
par s e r . t ex t = p a r s i n g g e t v a l u e ;
memset ( &buf f e r , 0 , s izeof ( ParserGraph ) ) ;
context = g markup parse context new ( &parser , 0 , &bu f f e r ,
d e s t r o y p a r s e r ) ;
int num = 0 ;
int buffSizeTemp = 100 ;
char∗ tempBuf = mal loc ( buffSizeTemp ∗ s izeof (char ) ) ;
int fd = open ( f i l e , O RDONLY) ;
i f ( fd == −1) return NULL;
while ( (num = read ( fd , tempBuf , buffSizeTemp ) ) > 0) {
g markup parse context par se ( context , tempBuf , num, NULL )
;
}
g markup parse context end parse ( context , NULL ) ;
g markup par s e cont ex t f r e e ( context ) ;
return setupGraph ( b u f f e r . s tateL ) ;
}
void p r i n t S t a t e L i s t ( S t a t e L i s t ∗ s l ) {
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i f ( s l == NULL) return ;
S ta t eS t ruc t ∗ s t = s l−>head ;
i f ( s t == NULL) return ;
do{
p r i n t f ( ” State id = %d\n” , st−>id ) ;
p r i n t f ( ” s t a r t a d d r e s s = %x\n” , st−>s t a r t a d d r e s s ) ;
i f ( st−>e x i t P L i s t != NULL) {
ExitPoint ∗ exp = st−>ex i tPLi s t−>head ;
while ( exp != NULL) {
p r i n t f ( ” ExitPoint :\n” ) ;
p r i n t f ( ” r e tu r n ad dr e s s = %x\n” , exp−>
r e tu rn ad dr e s s ) ;
p r i n t f ( ” r o o t r e t u r n a d d r e s s = %x\n” , exp−>
r o o t r e t u r n a d d r e s s ) ;
p r i n t f ( ” n e x t s t a t e i d = %d\n” , exp−>
n e x t s t a t e i d ) ;
exp = exp−>next ;
}
}
i f ( st−>uBlockList != NULL) {
UnitBlockID∗ ub = st−>uBlockList−>head ;
while (ub != NULL) {
p r i n t f ( ” Unit Block id = %d\n” ,ub−>id ) ;
ub = ub−>next ;
}
}
s t = st−>next ;
}while ( s t != NULL) ;
}
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/∗
Setup the f i n a l o r g a n i z a t i o n o f the graph and f r e e o l d p a r t s
o f the s t r u c t u r e s .
∗/
StateGraph∗ setupGraph ( S t a t e L i s t ∗ s l ) {
i f ( s l == NULL) return NULL;
i f ( s l−>head == NULL) return NULL;
i f ( s l−>l ength == 0) return NULL;
State ∗ gs = mal loc ( s l−>l ength ∗ s izeof ( State ) ) ;
S ta t eS t ruc t ∗ s s = s l−>head ;
while ( s s != NULL) {
unsigned int p o s i t i o n = ( ss−>id ) ; // ∗ s i z e o f ( S t a t e ) ;
( gs+p o s i t i o n )−>id = ss−>id ;
( gs+p o s i t i o n )−>s t a r t a d d r e s s = ss−>s t a r t a d d r e s s ;
( gs+p o s i t i o n )−>uBlockList = ss−>uBlockList ;
( gs+p o s i t i o n )−>exitPointHT = malloc ( s izeof ( ExitPoint ∗) ∗ 16)
;
int c = 0 ;
for ( c =0; c < 16 ; c++){
( ( gs+p o s i t i o n )−>exitPointHT ) [ c ] = NULL;
}
i f ( ss−>e x i t P L i s t != NULL) {
ExitPoint ∗ eps = ss−>ex i tPLi s t−>head ;
while ( eps != NULL) {
int ind = eps−>r e tu rn ad dr e s s % 16 ;
ExitPoint ∗ newEP = malloc ( s izeof ( ExitPoint ) ) ;
newEP−>r e tu rn ad dr e s s = eps−>r e tu rn ad dr e s s ;
newEP−>r o o t r e t u r n a d d r e s s = eps−>r o o t r e t u r n a d d r e s s ;
newEP−>n e x t s t a t e i d = eps−>n e x t s t a t e i d ;
newEP−>next = NULL;
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i f ( ( ( gs+p o s i t i o n )−>exitPointHT ) [ eps−>r e tu rn ad dr e s s %
16 ] == NULL) {
( ( gs+p o s i t i o n )−>exitPointHT ) [ eps−>r e tu rn ad dr e s s % 16 ]
= newEP ;
}
else {
ExitPoint ∗ epTemp = ( ( gs+p o s i t i o n )−>exitPointHT ) [ eps−>
r e tu rn ad dr e s s % 1 6 ] ;
ExitPoint ∗ epTemp prev ;
while (epTemp != NULL) {
epTemp prev = epTemp ;
epTemp = epTemp−>next ;
}
epTemp prev−>next = newEP ;
}
eps = ( ExitPoint ∗) ( eps−>next ) ;
}
}
Sta t eSt ruc t ∗ p r e v s s = s s ;
s s = ss−>next ;
f r e e ( p r e v s s ) ;
}
StateGraph∗ sg = mal loc ( s izeof ( StateGraph ) ) ;
sg−>s ta t eVec to r = gs ;
sg−>l ength = s l−>l ength ;
f r e e ( s l ) ;
return sg ;
}
parse code.h
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#include <opens s l / des . h>
#include <opens s l / b l ow f i sh . h>
#include ” u t i l . h”
#define NO ENCRYPTION 0
#define DES 1
#define BLOWFISH 2
#define SOTP 5
typedef struct{
unsigned int id ;
unsigned int i n i t i a l a d d r e s s ;
unsigned int s i z e ;
void∗ crypto key ; // DES key schedule or BF KEY depending on
which encryp t ion i s used
void∗ i v ; // i n i t i a l i z a t i o n v e c t o r
int i sCrypted ;
}UnitBlock ;
typedef struct{
unsigned int a ;
unsigned int c ;
unsigned int x0 ;
} l c g ;
typedef struct{
unsigned int s t a r t a d d r e s s ;
unsigned int end address ;
unsigned int s i z e ;
unsigned int encryption method ;
unsigned int uBlockNumber ;
UnitBlock∗ uBlockVector ;
}CodeSegment ;
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typedef struct{
unsigned int id ;
unsigned int i n i t i a l a d d r e s s ;
unsigned int s i z e ;
void∗ next ; // UnitBlockTemp
}UnitBlockTemp ;
typedef struct{
unsigned int s t a r t a d d r e s s ;
unsigned int end address ;
unsigned int encryption method ;
UnitBlockTemp∗ head ;
UnitBlockTemp∗ cur rent ;
unsigned int l ength ;
}CodeSegmentUnitBlockList ;
typedef struct {
CodeSegmentUnitBlockList∗ codeSeg ;
gchar ∗ l a s t t a g ;
}Parser CoSeg ;
void get e lement CoSeg ( GMarkupParseContext ∗ , const gchar ∗ ,
const gchar ∗∗ , const gchar ∗∗ , gpo inter , GError ∗∗) ;
void get va lue CoSeg ( GMarkupParseContext ∗ , const gchar ∗ , g s i z e
, gpo inter , GError ∗∗) ;
void des t roy par se r CoSeg ( gpo in t e r ) ;
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CodeSegment∗ parse CoSeg (char∗) ;
void getKeysDES ( CodeSegment ∗) ;
void getKeysBF ( CodeSegment ∗) ;
void getKeysSOTP( CodeSegment ∗) ;
CodeSegment∗ setupCodeSegmentBlocks ( CodeSegmentUnitBlockList ∗) ;
void printCodeSegmentBlocks ( CodeSegment ∗) ;
parse code.c
#include ” par se code . h”
void get e lement CoSeg ( GMarkupParseContext ∗ context ,
const gchar ∗element name ,
const gchar ∗∗ attr ibute names , const gchar ∗∗
a t t r i b u t e v a l u e s ,
gpo in t e r user data , GError ∗∗ e r r o r ) {
Parser CoSeg ∗ b u f f e r ;
b u f f e r = ( Parser CoSeg ∗ ) u se r data ;
i f ( bu f f e r−>l a s t t a g != NULL )
f r e e ( bu f f e r−>l a s t t a g ) ;
bu f f e r−>l a s t t a g = strdup ( element name ) ;
i f ( strcmp ( element name , ” code segment ” ) == 0) {
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bu f f e r−>codeSeg = mal loc ( s izeof ( CodeSegmentUnitBlockList ) ) ;
bu f f e r−>codeSeg−>s t a r t a d d r e s s = 0 ;
bu f f e r−>codeSeg−>end address = 0 ;
bu f f e r−>codeSeg−>encryption method = NO ENCRYPTION;
bu f f e r−>codeSeg−>head = NULL;
bu f f e r−>codeSeg−>cur rent = NULL;
bu f f e r−>codeSeg−>l ength = 0 ;
}
else i f ( strcmp ( element name , ” u n i t b l o c k ” ) == 0) {
i f ( bu f f e r−>codeSeg−>l ength == 0) {
bu f f e r−>codeSeg−>l ength++;
bu f f e r−>codeSeg−>cur rent = mal loc ( s izeof ( UnitBlockTemp ) ) ;
bu f f e r−>codeSeg−>current−>id = 0 ;
bu f f e r−>codeSeg−>current−> i n i t i a l a d d r e s s = 0 ;
bu f f e r−>codeSeg−>current−>s i z e = 0 ;
bu f f e r−>codeSeg−>current−>next = NULL;
bu f f e r−>codeSeg−>head = buf f e r−>codeSeg−>cur rent ;
}
else {
bu f f e r−>codeSeg−>l ength++;
bu f f e r−>codeSeg−>current−>next = mal loc ( s izeof (
UnitBlockTemp ) ) ;
bu f f e r−>codeSeg−>cur rent = buf f e r−>codeSeg−>current−>next ;
bu f f e r−>codeSeg−>current−>id = 0 ;
bu f f e r−>codeSeg−>current−> i n i t i a l a d d r e s s = 0 ;
bu f f e r−>codeSeg−>current−>s i z e = 0 ;
bu f f e r−>codeSeg−>current−>next = NULL;
}
}
}
void get va lue CoSeg ( GMarkupParseContext ∗ context ,
const gchar ∗ text , g s i z e t e x t l e n ,
gpo in t e r user data , GError ∗∗ e r r o r ) {
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Parser CoSeg ∗ b u f f e r ;
b u f f e r = ( Parser CoSeg ∗ ) u se r data ;
i f ( bu f f e r−>l a s t t a g == NULL )
return ;
i f ( strcmp ( bu f f e r−>l a s t t a g , ” CSsta r t addre s s ” ) == 0) {
unsigned int va l = str ingTo32b i tXInt ( ( char∗) t ex t ) ;
i f ( ( va l == 0) | | ( va l == 1) | | ( va l == 2) ) {
p r i n t f ( ” Error . I l l e g a l va lue in s t a r t a d d r e s s .\n” ) ;
e x i t (1 ) ;
}
bu f f e r−>codeSeg−>s t a r t a d d r e s s = va l ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” CSend address ” ) == 0) {
unsigned int va l = str ingTo32b i tXInt ( ( char∗) t ex t ) ;
i f ( ( va l == 0) | | ( va l == 1) | | ( va l == 2) ) {
p r i n t f ( ” Error . I l l e g a l va lue in s t a r t a d d r e s s .\n” ) ;
e x i t (1 ) ;
}
bu f f e r−>codeSeg−>end address = va l ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” encryption method ” ) ==
0) {
char∗ s t r = trim ( ( char∗) t ex t ) ;
i f ( strcmp ( s t r , ”NO ENCRYPTION” ) == 0) {
bu f f e r−>codeSeg−>encryption method = NO ENCRYPTION;
}
else i f ( strcmp ( s t r , ”DES” ) == 0) {
bu f f e r−>codeSeg−>encryption method = DES;
}
else i f ( strcmp ( s t r , ”BLOWFISH” ) == 0) {
bu f f e r−>codeSeg−>encryption method = BLOWFISH;
}
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else i f ( strcmp ( s t r , ”SOTP” ) == 0) {
bu f f e r−>codeSeg−>encryption method = SOTP;
}
f r e e ( s t r ) ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” id ” ) == 0 ) {
bu f f e r−>codeSeg−>current−>id = a t o i ( t ex t ) ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” i n i t i a l a d d r e s s ” ) == 0)
{
unsigned int va l = str ingTo32b i tXInt ( ( char∗) t ex t ) ;
i f ( ( va l == 0) | | ( va l == 1) | | ( va l == 2) ) {
p r i n t f ( ” Error . I l l e g a l va lue in i n i t i a l a d d r e s s .\n” ) ;
e x i t (1 ) ;
}
bu f f e r−>codeSeg−>current−> i n i t i a l a d d r e s s = va l ;
}
else i f ( strcmp ( bu f f e r−>l a s t t a g , ” s i z e ” ) == 0) {
unsigned int va l = (unsigned int ) s t r ingTo long ( ( char∗) t ex t ) ;
i f ( ( va l == 0) | | ( va l == 1) | | ( va l == 2) ) {
p r i n t f ( ” Error . I l l e g a l va lue in block−s i z e .\n” ) ;
e x i t (1 ) ;
}
bu f f e r−>codeSeg−>current−>s i z e = va l ;
}
f r e e ( bu f f e r−>l a s t t a g ) ;
bu f f e r−>l a s t t a g = NULL;
}
CodeSegment∗ parse CoSeg ( char∗ f i l e ) {
GMarkupParser par s e r ;
GMarkupParseContext ∗ context ;
Parser CoSeg b u f f e r ;
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b u f f e r . codeSeg = NULL;
memset ( &parser , 0 , s izeof ( GMarkupParser ) ) ;
pa r s e r . s t a r t e l e m e n t = get e lement CoSeg ;
par s e r . end element = NULL;
par s e r . t ex t = get va lue CoSeg ;
memset ( &buf f e r , 0 , s izeof ( Parser CoSeg ) ) ;
context = g markup parse context new ( &parser , 0 , &bu f f e r ,
de s t roy par se r CoSeg ) ;
int num = 0 ;
int buffSizeTemp = 100 ;
char∗ tempBuf = mal loc ( buffSizeTemp ∗ s izeof (char ) ) ;
int fd = open ( f i l e , O RDONLY) ;
i f ( fd == −1) return NULL;
while ( (num = read ( fd , tempBuf , buffSizeTemp ) ) > 0) {
g markup parse context par se ( context , tempBuf , num, NULL )
;
}
g markup parse context end parse ( context , NULL ) ;
g markup par s e cont ex t f r e e ( context ) ;
f r e e ( tempBuf ) ;
return setupCodeSegmentBlocks ( b u f f e r . codeSeg ) ;
}
void getKeysDES ( CodeSegment∗ cs ) {
int fd ;
int keysNumber = cs−>uBlockNumber ;
DES cblock key ;
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DES key schedule ∗ key schedu l e ;
DES cblock∗ i v ;
fd= open ( ” keys . k” , O RDONLY) ;
i f ( fd == −1){
p r i n t f ( ” Error . Opening keys . k .\n” ) ;
e x i t (1 ) ;
}
int i ;
int num;
for ( i =0; i < keysNumber ; i++){
num = read ( fd ,&key , 8 ) ;
i f (num < 8) {
p r i n t f ( ” Error . The keys are not enough .\n” ) ;
}
i v = mal loc ( s izeof ( DES cblock ) ) ;
num = read ( fd , iv , 8 ) ;
i f (num < 8) {
p r i n t f ( ” Error . The keys are not enough .\n” ) ;
}
key schedu l e = mal loc ( s izeof ( DES key schedule ) ) ;
DES set key checked(&key , key schedu l e ) ;
cs−>uBlockVector [ i ] . c rypto key = key schedu l e ;
cs−>uBlockVector [ i ] . i v = iv ;
}
c l o s e ( fd ) ;
}
void getKeysBF ( CodeSegment∗ cs ) {
int fd ;
int keysNumber = cs−>uBlockNumber ;
unsigned char key data [ 1 7 ] ;
BF KEY∗ key ;
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unsigned char∗ i v ;
fd= open ( ” keys . k” , O RDONLY) ;
i f ( fd == −1){
p r i n t f ( ” Error . Opening keysBF . k .\n” ) ;
e x i t (1 ) ;
}
int i ;
int num;
for ( i =0; i < keysNumber ; i++){
num = read ( fd ,& key data , 1 6 ) ;
key data [ 1 6 ] = ’ \0 ’ ;
i f (num < 16) {
p r i n t f ( ” Error . The keys are not enough .\n” ) ;
}
i v = mal loc ( s izeof (char ) ∗9) ;
num = read ( fd , iv , 8 ) ;
i v [8 ]= ’ \0 ’ ;
i f (num < 8) {
p r i n t f ( ” Error . The keys are not enough .\n” ) ;
}
key = mal loc ( s izeof (BF KEY) ) ;
BF set key ( key , 16 , key data ) ;
cs−>uBlockVector [ i ] . c rypto key = key ;
cs−>uBlockVector [ i ] . i v = iv ;
}
c l o s e ( fd ) ;
}
void getKeysSOTP( CodeSegment∗ cs ) {
int fd ;
int keysNumber = cs−>uBlockNumber ;
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unsigned char key data [ 4 ] ;
fd= open ( ” keys . k” , O RDONLY) ;
i f ( fd == −1){
p r i n t f ( ” Error . Opening keysSOTP . k .\n” ) ;
e x i t (1 ) ;
}
int i ;
int num;
for ( i =0; i < keysNumber ; i++){
cs−>uBlockVector [ i ] . c rypto key = mal loc ( s izeof ( l c g ) ) ;
num = read ( fd ,& key data , 4 ) ;
i f (num < 4) {
p r i n t f ( ” Error . The keys are not enough .\n” ) ;
}
( ( l c g ∗) ( cs−>uBlockVector [ i ] . c rypto key ) )−>a = (unsigned int )
(∗ key data ) ;
num = read ( fd ,& key data , 4 ) ;
i f (num < 4) {
p r i n t f ( ” Error . The keys are not enough .\n” ) ;
}
( ( l c g ∗) ( cs−>uBlockVector [ i ] . c rypto key ) )−>c = (unsigned int )
(∗ key data ) ;
num = read ( fd ,& key data , 4 ) ;
i f (num < 4) {
p r i n t f ( ” Error . The keys are not enough .\n” ) ;
}
( ( l c g ∗) ( cs−>uBlockVector [ i ] . c rypto key ) )−>x0 = (unsigned int
) (∗ key data ) ;
}
c l o s e ( fd ) ;
}
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CodeSegment∗ setupCodeSegmentBlocks ( CodeSegmentUnitBlockList∗
csub ) {
i f ( csub == NULL) return NULL;
i f ( csub−>head == NULL) return NULL;
i f ( csub−>l ength == 0) return NULL;
i f ( csub−>s t a r t a d d r e s s == 0) return NULL;
i f ( csub−>end address == 0) return NULL;
UnitBlockTemp∗ ubt = csub−>head ;
UnitBlock∗ ub = mal loc ( s izeof ( UnitBlock [ csub−>l ength ] ) ) ;
while ( ubt != NULL) {
unsigned int p o s i t i o n = ( ubt−>id ) ;
ub [ p o s i t i o n ] . id = ubt−>id ;
ub [ p o s i t i o n ] . i n i t i a l a d d r e s s = ubt−> i n i t i a l a d d r e s s ;
ub [ p o s i t i o n ] . s i z e = ubt−>s i z e ;
i f ( ubt−>id == 0) {
ub [ p o s i t i o n ] . i sCrypted = FALSE;
}
else {
ub [ p o s i t i o n ] . i sCrypted = TRUE;
}
ub [ p o s i t i o n ] . c rypto key = NULL;
ub [ p o s i t i o n ] . i v = NULL;
UnitBlockTemp∗ prev ubt = ubt ;
ubt = ubt−>next ;
f r e e ( prev ubt ) ;
}
CodeSegment∗ cs = mal loc ( s izeof ( CodeSegment ) ) ;
cs−>s t a r t a d d r e s s = csub−>s t a r t a d d r e s s ;
cs−>end address = csub−>end address ;
cs−>encryption method = csub−>encryption method ;
cs−>uBlockNumber = csub−>l ength ;
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cs−>uBlockVector = ub ;
f r e e ( csub ) ;
i f ( cs−>encryption method == DES) {
getKeysDES ( cs ) ;
}
else i f ( cs−>encryption method == BLOWFISH) {
getKeysBF ( cs ) ;
}
else i f ( cs−>encryption method == SOTP) {
getKeysSOTP( cs ) ;
}
return cs ;
}
void des t roy par se r CoSeg ( gpo in t e r data ) {
Parser CoSeg ∗ b u f f e r ;
b u f f e r = ( Parser CoSeg ∗ ) data ;
i f ( bu f f e r−>l a s t t a g != NULL )
f r e e ( bu f f e r−>l a s t t a g ) ;
}
void printCodeSegmentBlocks ( CodeSegment∗ cs ) {
i f ( cs == NULL) return ;
p r i n t f ( ” s t a r t a d d r e s s = %x\n” , cs−>s t a r t a d d r e s s ) ;
p r i n t f ( ” end address = %x\n” , cs−>end address ) ;
p r i n t f ( ” encryption method = %d\n” , cs−>encryption method ) ;
p r i n t f ( ” Blocks number = %d\n” , cs−>uBlockNumber ) ;
UnitBlock∗ ub = cs−>uBlockVector ;
int i = 0 ;
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for ( i = 0 ; i < cs−>uBlockNumber ; i++){
unsigned int pos = i ;
p r i n t f ( ” Block id = %d\n” , ( ub+pos )−>id ) ;
p r i n t f ( ” i n i t i a l a d d r e s s = %x\n” , ( ub+pos )−>
i n i t i a l a d d r e s s ) ;
p r i n t f ( ” s i z e = %x\n” , ( ub+pos )−>s i z e ) ;
p r i n t f ( ” i sCrypted = %d\n” , ( ub+pos )−>i sCrypted ) ;
}
}
keys generator.c
#include <sys / types . h>
#include <sys / s t a t . h>
#include < f c n t l . h>
#include <uni s td . h>
#include <s t r i n g . h>
#include <opens s l / des . h>
#include <opens s l / b l ow f i sh . h>
#include <opens s l / rand . h>
void genDesKeys ( int num) {
DES cblock key ;
DES cblock i v e c ;
int fd= open ( ” keys . k” , OWRONLY|O CREAT |O TRUNC, 0666) ;
i f ( fd == −1){
p r i n t f ( ” Error c r e a t i n g keys . k .\n” ) ;
e x i t (1 ) ;
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}
int i = 0 ;
for ( i = 0 ; i < num; i++){
DES random key(&key ) ;
DES random key(& i v e c ) ;
wr i t e ( fd , &key , 8) ;
wr i t e ( fd , &ivec , 8) ;
}
c l o s e ( fd ) ;
}
void genBFKeys ( int num) {
unsigned char key data [ 1 6 ] ;
unsigned char i v e c [ 8 ] ;
int fd= open ( ” keys . k” , OWRONLY|O CREAT |O TRUNC, 0666) ;
i f ( fd == −1){
p r i n t f ( ” Error c r e a t i n g keysBF . k .\n” ) ;
e x i t (1 ) ;
}
int i = 0 ;
for ( i = 0 ; i < num; i++){
RAND bytes ( key data , 16) ;
RAND bytes ( ivec , 8) ;
wr i t e ( fd , key data , 16) ;
wr i t e ( fd , ivec , 8) ;
}
c l o s e ( fd ) ;
}
void genSOTPKeys( int num) {
unsigned char key data [ 1 6 ] ;
int fd= open ( ” keys . k” , OWRONLY|O CREAT |O TRUNC, 0666) ;
i f ( fd == −1){
p r i n t f ( ” Error c r e a t i n g keysSOTP . k .\n” ) ;
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e x i t (1 ) ;
}
int i = 0 ;
for ( i = 0 ; i < num; i++){
RAND bytes ( key data , 12) ;
wr i t e ( fd , key data , 12) ;
}
c l o s e ( fd ) ;
}
/∗
Takes as f i r s t argument the type o f encrypt ion , as second
argument the number o f keys ( and i v ) to create , and as
t h i r d argument a s t r i n g to seed the random number genera tor
∗/
int main ( int argc , char ∗argv [ ] ) {
int numberOfKeys = 0 ;
char∗ enc rypt i on type ;
char∗ s t r ;
i f ( argc != 4) {
p r i n t f ( ”Number o f arguments not v a l i d !\n” ) ;
e x i t (1 ) ;
}
enc rypt i on type = argv [ 1 ] ;
numberOfKeys = a t o i ( argv [ 2 ] ) ;
i f ( numberOfKeys == 0) {
p r i n t f ( ” I n v a l i d number o f keys . ” ) ;
return (1 ) ;
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}
s t r = argv [ 3 ] ;
RAND seed( s t r , s t r l e n ( s t r ) ) ;
i f ( strcmp ( encrypt ion type , ”DES” ) == 0)
genDesKeys ( numberOfKeys ) ;
else i f ( strcmp ( encrypt ion type , ”BF” ) == 0)
genBFKeys ( numberOfKeys ) ;
else i f ( strcmp ( encrypt ion type , ”SOTP” ) == 0)
genSOTPKeys( numberOfKeys ) ;
else
p r i n t f ( ”The type o f encrypt ion s p e c i f i e d i s not v a l i d !\n” ) ;
return 0 ;
}
elf encryptor.c
#include ” par se code . h”
int f d E l f F i l e ;
char∗ e l f F i l e ;
CodeSegment∗ infoCodeSegment = NULL;
int getCSOffset (char∗ s t r ) {
int strNumber = 0 ;
char s t rCSOf f s e t [ 1 0 ] ;
int guard = TRUE;
int i = 0 ;
while ( guard ) {
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while ( s t r [ i ] == ’ ’ ) i ++;
strNumber++;
i f ( strNumber < 5) {
while ( s t r [ i ] != ’ ’ ) i ++;
}
else {
int j = 0 ;
while ( s t r [ i ] != ’ ’ ) {
s t rCSOf f s e t [ j ] = s t r [ i ] ;
j ++;
i ++;
}
s t rCSOf f s e t [ j ] = ’ \0 ’ ;
guard = FALSE;
}
}
return s t r ingTo32bi tXInt ( s t rCSOf f s e t ) ;
}
void encWithDes ( int textSegmentOf f set ) {
UnitBlock∗ uBlockVec = infoCodeSegment−>uBlockVector ;
unsigned int uBVecLen = infoCodeSegment−>uBlockNumber ;
char f i leCodeEncryptName [ 3 0 0 ] ;
char tmpBuf [ 2 0 0 ] ;
unsigned char∗ inputData ;
unsigned char∗ outputData ;
s p r i n t f ( fileCodeEncryptName , ”%s−enc ” , e l f F i l e ) ;
int fdNewEncryptFile = open ( fileCodeEncryptName , OWRONLY|
O CREAT |O TRUNC,0777) ;
i f ( fdNewEncryptFile == −1){
p r i n t f ( ” Error opening %s \n” , fi leCodeEncryptName ) ;
e x i t (1 ) ;
}
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int num;
while ( (num = read ( f d E l f F i l e , tmpBuf , 2 0 0 ) ) ) {
wr i t e ( fdNewEncryptFile , tmpBuf ,num) ;
}
int i =0;
int blockLength =0;
unsigned int s t a r t p o i n t ;
DES key schedule ∗ key sched ;
DES cblock∗ i v e c ;
for ( i =1; i<uBVecLen ; i++){
int n=0;
key sched = ( DES key schedule ∗) ( uBlockVec [ i ] . c rypto key ) ;
i v e c = ( DES cblock ∗) ( uBlockVec [ i ] . i v ) ;
blockLength = uBlockVec [ i ] . s i z e ;
s t a r t p o i n t = textSegmentOf f set + ( uBlockVec [ i ] .
i n i t i a l a d d r e s s − infoCodeSegment−>s t a r t a d d r e s s ) ;
inputData = mal loc ( s izeof (char ) ∗ blockLength ) ;
outputData = mal loc ( s izeof (char ) ∗ blockLength ) ;
l s e e k ( f d E l f F i l e , s t a r t p o i n t , SEEK SET) ;
read ( f d E l f F i l e , inputData , blockLength ) ;
memset ( outputData , 0 x90 , blockLength ) ;
DES cfb64 encrypt ( inputData , outputData , blockLength ,
key sched , ivec , &n , DES ENCRYPT) ;
l s e e k ( fdNewEncryptFile , s t a r t p o i n t , SEEK SET) ;
wr i t e ( fdNewEncryptFile , outputData , blockLength ) ;
f r e e ( inputData ) ;
f r e e ( outputData ) ;
}
c l o s e ( fdNewEncryptFile ) ;
}
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void encWithBF ( int textSegmentOf f set ) {
UnitBlock∗ uBlockVec = infoCodeSegment−>uBlockVector ;
unsigned int uBVecLen = infoCodeSegment−>uBlockNumber ;
char f i leCodeEncryptName [ 3 0 0 ] ;
char tmpBuf [ 2 0 0 ] ;
unsigned char∗ inputData ;
unsigned char∗ outputData ;
s p r i n t f ( fileCodeEncryptName , ”%s−enc ” , e l f F i l e ) ;
int fdNewEncryptFile = open ( fileCodeEncryptName , OWRONLY|
O CREAT |O TRUNC,0777) ;
i f ( fdNewEncryptFile == −1){
p r i n t f ( ” Error opening %s \n” , fi leCodeEncryptName ) ;
e x i t (1 ) ;
}
int num;
while ( (num = read ( f d E l f F i l e , tmpBuf , 2 0 0 ) ) ) {
wr i t e ( fdNewEncryptFile , tmpBuf ,num) ;
}
int i =0;
int blockLength =0;
unsigned int s t a r t p o i n t ;
BF KEY∗ key sched ;
unsigned char∗ i v e c ;
for ( i =1; i<uBVecLen ; i++){
int n=0;
key sched = (BF KEY∗) ( uBlockVec [ i ] . c rypto key ) ;
i v e c = (unsigned char∗) ( uBlockVec [ i ] . i v ) ;
blockLength = uBlockVec [ i ] . s i z e ;
s t a r t p o i n t = textSegmentOf f set + ( uBlockVec [ i ] .
i n i t i a l a d d r e s s − infoCodeSegment−>s t a r t a d d r e s s ) ;
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inputData = mal loc ( s izeof (char ) ∗ blockLength ) ;
outputData = mal loc ( s izeof (char ) ∗ blockLength ) ;
l s e e k ( f d E l f F i l e , s t a r t p o i n t , SEEK SET) ;
read ( f d E l f F i l e , inputData , blockLength ) ;
memset ( outputData , 0 x90 , blockLength ) ;
BF cfb64 encrypt ( inputData , outputData , blockLength ,
key sched , ivec , &n , DES ENCRYPT) ;
l s e e k ( fdNewEncryptFile , s t a r t p o i n t , SEEK SET) ;
wr i t e ( fdNewEncryptFile , outputData , blockLength ) ;
f r e e ( inputData ) ;
f r e e ( outputData ) ;
}
c l o s e ( fdNewEncryptFile ) ;
}
void so tp enc rypt (unsigned char∗ inputData , unsigned char∗
outputData , int blockLength , unsigned int a , unsigned int c ,
unsigned int x0 ) {
unsigned int xn = x0 ;
int remainingBlock = blockLength ;
int s t a r t p o i n t = 0 ;
while ( remainingBlock > 4) {
∗ ( (unsigned int ∗) ( outputData + s t a r t p o i n t ) ) = ∗ ( (unsigned
int ∗) ( inputData + s t a r t p o i n t ) ) ˆ xn ;
xn = ( a∗xn + c ) % (unsigned int ) (0 x f f f f f f f f ) ;
remainingBlock −= 4 ;
s t a r t p o i n t += 4 ;
}
int i = 0 ;
char∗ xt = (char∗)&xn ;
while ( remainingBlock >0){
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∗ ( ( char∗) ( outputData + s t a r t p o i n t ) ) = ∗ ( ( char∗) ( inputData +
s t a r t p o i n t ) ) ˆ xt [ i ] ;
s t a r t p o i n t ++;
i ++;
remainingBlock−−;
}
}
void encWithSOTP( int textSegmentOf f set ) {
UnitBlock∗ uBlockVec = infoCodeSegment−>uBlockVector ;
unsigned int uBVecLen = infoCodeSegment−>uBlockNumber ;
char f i leCodeEncryptName [ 3 0 0 ] ;
char tmpBuf [ 2 0 0 ] ;
unsigned char∗ inputData ;
unsigned char∗ outputData ;
s p r i n t f ( fileCodeEncryptName , ”%s−enc ” , e l f F i l e ) ;
int fdNewEncryptFile = open ( fileCodeEncryptName , OWRONLY|
O CREAT |O TRUNC,0777) ;
i f ( fdNewEncryptFile == −1){
p r i n t f ( ” Error opening %s \n” , fi leCodeEncryptName ) ;
e x i t (1 ) ;
}
int num;
while ( (num = read ( f d E l f F i l e , tmpBuf , 2 0 0 ) ) ) {
wr i t e ( fdNewEncryptFile , tmpBuf ,num) ;
}
int i =0;
int blockLength =0;
unsigned int s t a r t p o i n t ;
unsigned int a ;
unsigned int c ;
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unsigned int x0 ;
for ( i =1; i<uBVecLen ; i++){
a = ( ( l c g ∗) ( uBlockVec [ i ] . c rypto key ) )−>a ;
c = ( ( l c g ∗) ( uBlockVec [ i ] . c rypto key ) )−>c ;
x0 = ( ( l c g ∗) ( uBlockVec [ i ] . c rypto key ) )−>x0 ;
blockLength = uBlockVec [ i ] . s i z e ;
s t a r t p o i n t = textSegmentOf f set + ( uBlockVec [ i ] .
i n i t i a l a d d r e s s − infoCodeSegment−>s t a r t a d d r e s s ) ;
inputData = mal loc ( s izeof (char ) ∗ blockLength ) ;
outputData = mal loc ( s izeof (char ) ∗ blockLength ) ;
l s e e k ( f d E l f F i l e , s t a r t p o i n t , SEEK SET) ;
read ( f d E l f F i l e , inputData , blockLength ) ;
memset ( outputData , 0 x90 , blockLength ) ;
so tp enc rypt ( inputData , outputData , blockLength , a , c , x0 ) ;
l s e e k ( fdNewEncryptFile , s t a r t p o i n t , SEEK SET) ;
wr i t e ( fdNewEncryptFile , outputData , blockLength ) ;
f r e e ( inputData ) ;
f r e e ( outputData ) ;
}
c l o s e ( fdNewEncryptFile ) ;
}
void e n c r y p t E l f F i l e ( int textSegmentOf f set ) {
i f ( infoCodeSegment−>encryption method == DES)
encWithDes ( textSegmentOf f set ) ;
else i f ( infoCodeSegment−>encryption method == BLOWFISH)
encWithBF ( textSegmentOf f set ) ;
else i f ( infoCodeSegment−>encryption method == SOTP)
encWithSOTP( textSegmentOf f set ) ;
}
158
/∗Takes as argument the f i l e to encrypt ∗/
int main ( int argc , char∗ argv [ ] ) {
int fdTmpFile ;
int textSegmentOf f set ;
char cmd [ 3 0 0 ] ;
char s t r [ 3 0 1 ] ;
char tmpFile [ ] = ”tmpFileWGPROS . txt ” ;
i f ( argc != 2) {
p r i n t f ( ” Error . Number o f parameter not c o r r e c t .\n” ) ;
e x i t (1 ) ;
}
e l f F i l e = argv [ 1 ] ;
f d E l f F i l e= open ( e l f F i l e , O RDONLY) ;
i f ( f d E l f F i l e == −1){
p r i n t f ( ” Error opening %s \n” , argv [ 1 ] ) ;
e x i t (1 ) ;
}
infoCodeSegment = parse CoSeg ( ” code segment . xml” ) ;
i f ( infoCodeSegment == NULL) {
p r i n t f ( ” Error . The f i l e code segment . xml doesn ’ t e x i s t .\n” ) ;
return −1;
}
s p r i n t f (cmd , ” r e a d e l f −S %s | grep . t ex t > %s ” , argv [ 1 ] , tmpFile )
;
system (cmd) ;
fdTmpFile= open ( tmpFile , O RDONLY) ;
i f ( fdTmpFile == −1){
p r i n t f ( ” Error opening %s \n” , tmpFile ) ;
e x i t (1 ) ;
}
int num = read ( fdTmpFile , s t r , 3 0 0 ) ;
i f (num == 0) {
p r i n t f ( ”Some e r r o r s occurred in read ing tmpFile .\n” ) ;
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e x i t (1 ) ;
}
textSegmentOf f set = getCSOffset ( s t r ) ;
s p r i n t f (cmd , ”rm %s ” , tmpFile ) ;
system (cmd) ;
p r i n t f ( ” o f f s e t = %d\n” , textSegmentOf f set ) ;
e n c r y p t E l f F i l e ( textSegmentOf f set ) ;
c l o s e ( f d E l f F i l e ) ;
return (0 ) ;
}
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