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a b s t r a c t
Erdős estimated the maximal number of integers selected from
{1, 2, . . . ,N}, so that none of them divides the product of two
others. In this paper, Erdős’ problem is extended to sets of integers
such that none of them divides the product of k others. The proofs
use combinatorial results.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
If k ∈ N, A ⊂ N and there are no distinct a, a1, . . . , ak ∈ A with a | a1a2 . . . ak, then we will
say that A possesses property Pk, and we will denote the set of these A’s by Pk: Pk
def={A : A ⊂ N, A
possesses property Pk}. If k = 1, thenA possesses property P , if there is no divisibility relation a | a1
(with a 6= a1) inA; the setsA ⊂ Nwith this property are said to be primitive. The study of primitive
sets is a classical field; see, e.g., [1,6,11] for surveys of this field.
The case k = 2, i.e., the case of sets of integers, none of which divides the product of two others
was studied by Erdős [2]. For k,N ∈ Nwrite
Fk(N) = max
A⊂{1,2,...N}
A∈Pk
|A|.
First, Erdős proved that
F2(N) < pi(N)+ 2N2/3 (1.1)
(where pi(N) denotes the number of primes not exceeding N). The first important step of his proof is
to show the following lemma.
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Lemma A. Every number n ∈ N with n ≥ 2 can be written in the form
n = rs with r, s ∈ N, r ≥ s,
where either r is a prime with r > n2/3 or we have r ≤ n2/3.
The other crucial tool in the proof is a simple argument of combinatorial nature which could be
expressed in the following convenient form:
Lemma B. If G = G(u, v) is a bipartite graph on u, resp. v vertices such that there is no path of length 3 in
it, then the number e(G) of its edges satisfies the inequality
e(G) ≤ u+ v.
However, Erdős presented this argument without using the terminology of graph theory (clearly
because the paper was written in the early days of graph theory), so that this lemma is only implicit
in [2].
From these two lemmas (1.1) follows relatively easily. Next he showed that the second term in the
upper bound in (1.1) can be improved:
F2(N) < pi(N)+ c1N2/3(logN)−2 (for N ≥ 2). (1.2)
The proof of this is much more difficult than the proof of (1.1). He had to replace Lemma A by a more
complicated arithmetic lemma with a lengthy discussion (he had to distinguish 6 cases in its proof).
After this Erdős showed that (1.2) is sharp (apart from the value of the constant c1):
F2(N) > pi(N)+ c2N2/3(logN)−2 (for N ≥ 2) (1.3)
with a positive absolute constant c2. The proof of this is an existence proof using a counting argument.
Summarizing, he proved:
Theorem A (Erdős, [2]). There are positive absolute constants c1, c2 such that
pi(N)+ c2N2/3(logN)−2 < F2(N) < pi(N)+ c1N2/3(logN)−2 (for N ≥ 2).
In [2] Erdős studied another related problem. IfA ⊂ N and the products aa′ with a, a′ ∈ A, a < a′
are distinct, then A is called a multiplicative Sidon set. This notion is closely related to property P2:
a set A ∈ P2 must be a multiplicative Sidon set since otherwise we had a1a2 = a3a4 with some
a1, a2, a3, a4 ∈ A, a1 6= a3, a1 6= a4, a3 6= a4, whence a1 | a3a4 in contradiction withA ∈ P2. Denote
the set of the multiplicative Sidon sets A ⊂ N by S : S = {A : A ⊂ N, A is multiplicative Sidon}.
Write
G(N) = max
A⊂{1,2,...,N}
A∈S
|A|.
In [2] Erdős proved:
Theorem B (Erdős, [2]). There are positive absolute constants c3, c4 such that
pi(N)+ c3N3/4(logN)−3/2 < G(N) < pi(N)+ c4N3/4 (for N ≥ 2).
Much later he improved on the upper bound, and he showed that the lower bound is sharp apart
from the value of the constant c3:
Theorem C (Erdős, [3]). There is a positive absolute constant c5 such that
G(N) < pi(N)+ c5N3/4(logN)−3/2 (for N ≥ 2).
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In the proofs of Theorems B and C he used variants of Lemma A, and he combined it with a lemma
from graph theory on the number of edges of a graph containing no C4 i.e., a cycle of length 4 (and the
proof of Theorem C needs a much longer discussion than the proof of the upper bound in Theorem B).
Here we present the graph theoretic lemma used in [3] in a slightly simplified but more convenient
form:
Lemma C. If G = G(u, v) is a bipartite graph on u, resp. v vertices such that there is no C4 in it, then the
number e(G) of its edges satisfies the inequality
e(G) ≤ u+ 2u1/2v.
(This lemma follows easily from Erdős’ lemma and it may look weaker than that. However, using
also a standard result on the number of edges in graphs without a C4, one can also deduce Erdős’
lemma from Lemma C apart from a constant factor in the secondary term so that the two lemmas are
nearly equivalent.)
Note that Erdős, Sárközy and T. Sós studied other number theoretic questions in [5], and they
reduced one of their problems to the estimate of the number of edges of bipartite graph without a
C6, i.e., to the analogue of Lemma C with C6 in place of C4. They formulated a related conjecture but
could prove only partial results. Later Győri [7] proved this conjecture, and extended the result from
C4 and C6 to C2k. These graph theoretic results are expected to have further applications in number
theory.
In this paper, our goal is to extend Erdős’ Theorem A by studying Fk(N) for k > 2. One may expect
that estimates on the number of edges of bipartite graphs without paths of given length k can be
applied in number theory in the same way as the analogous results on graphs without cycles. Indeed,
such estimates do exist. Gyárfás, Rousseau and Schelp [8] proved that if a bipartite graph G(A, B) on
a+ b vertices (k < a ≤ b) does not contain a path of length 2k+ 1 then the number of edges in G is
linear: at most kb if a < 2k and at most k(a+ b− 2k) if a ≥ 2k. (It is interesting that this less known
result has a more difficult proof than that of the Erdős–Gallai theorem about arbitrary graphs with no
paths of given length.) Note that Lemma B is a slightly weaker form of the k = 2 special case of this
result.
Such a theorem might be used in the estimates of the size of sets S ⊆ {1, . . . , n} of integers with
no a1, a2, . . . ak, b1, b2, . . . , bk+1 ∈ S such that
a1a2 . . . ak|b1b2 . . . bk+1.
We have to construct the bipartite graph G in the ‘‘classical’’ way. The vertex sets are appropriately
chosen sets of integers and (i, j) is an edge if and only if ij ∈ S. (Wemayormaynot take care ofmultiple
representations and we may get different problems in this way.) Then it is clear that if G contains a
path with vertices i1, i2, . . . ., i2k+2, then (i2i3)(i4i5) . . . (i2ki2k+1)|(i1i2)(i3i4) . . . (i2k+1i2k+2), so G does
not contain a path of length 2k + 1. The difficulty lies in finding the necessary number theoretical
lemmas; this we have not been able to do yet.
In Section 2wewill give a lower bound for Fk(N) for all k ∈ N, k ≥ 2. The proof of this uniform lower
bound will be based on a simple counting argument so that this will be an existence proof. However,
we will also present a principle which in many cases yields a construction which achieves this lower
bound. These cases include the case k = 2 (for allN) so that in this waywe obtain a constructive proof
for Erdős’ theorem (1.3). Finally, in Sections 3 and 4 we will study the case k = 3.
2. Lower bounds for Fk(N)
We imitate Erdős’ existence proof in [2].
Theorem 1. For N, k ∈ N with N large enough, and 2 ≤ k ≤ logN6 log logN ,
Fk(N) ≥ pi(N)+ N
2/(k+1)
8k2(logN)2
.
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Proof. Let p1 < p2 < · · · < ps be the primes not exceeding N1/(k+1). Then s = pi(N1/(k+1)). Consider
families of size k + 1 subsets of P = {p1, . . . , ps} such that any two of the subsets have at most one
element in common. Let C = {C1, C2, . . . , Cw} be a largest such family. Then any size k+ 1 subset of
P must have (at least) two elements in common with some Ci, for otherwise we can include it into
our family contradicting C being a largest such family.
The number of pairs of numbers from each Ci is
(
k+1
2
)
. So the total number of pairs from the entire
family C is
(
k+1
2
)
w. Since there are
(
s−2
k−1
)
size k+ 1 subsets of P containing each pair, we have(
s− 2
k− 1
)(
k+ 1
2
)
w ≥
(
s
k+ 1
)
as each size k+ 1 subset contains some pairs of numbers from some Ci. Thus
w ≥ 2s(s− 1)
(k+ 1)2k2 . (2.1)
Now we define a sequenceA which consists of primes in the interval (N1/(k+1),N] and the numbers∏
p∈Ci pwhere 1 ≤ i ≤ w. Evidently,A possesses property Pk. Therefore
Fk(N) ≥ pi(N)− s+ 2s(s− 1)
(k+ 1)2k2 ≥ pi(N)+
s2
2(k+ 1)2k2 (2.2)
as s− 1 ≥ s/2 for N large enough and provided that
s2
2(k+ 1)2k2 ≥ s. (2.3)
By the prime number theorem, we have s = pi(N1/(k+1)) ≥ (k+1)N1/(k+1)2 logN . Putting this into (2.2), we
have
Fk(N) ≥ pi(N)+ N
2/(k+1)
8k2(logN)2
.
One can check that condition (2.3) is satisfied when k ≤ logN6 log logN .
Now, if a certain Steiner system exists, we can give an explicit construction of the sequence A.
Let us recall some terminologies on block designs and Steiner systems. For a (v, k, λ)-design (or
(v, b, r, k, λ)-design), v stands for the number of elements, b the number of blocks and each block
contains k elements. Each element is in r blocks and each pair of elements occurs in λ blocks. By a
simple counting argument, we have
bk = rv and r(k− 1) = λ(v − 1).
A Steiner system S(2, k, v) is just a (v, k, 1)-design. Note that, as λ = 1, r = v−1k−1 and b = v(v−1)k(k−1) .
Following the notations of the above theorem, if one can construct an S(2, k+1, s) Steiner system,
sayB1, . . . , Bb are the blocks, thenwe can construct the sequenceA consisting of primes in the interval
(N1/(k+1),N] and the numbers∏j∈Bi pj, where 1 ≤ i ≤ b = s(s−1)(k+1)k which is better than (2.1). As λ = 1,
any two blocks can intersect in at most one element. So any block (with k + 1 elements) cannot be
covered by k other blocks andA possesses property Pk. Similarly to the above theorem, we have
|A| ≥ pi(N)+ s
2
2(k+ 1)k (2.4)
provided s
2
4(k+1)k ≥ s.
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For k = 2, Kirkman [10] first proved (and constructed) that Steiner triple systems, S(2, 3, s), exist
if and only if s ≡ 1 or 3 (mod 6). So we can take s ≥ pi(N1/3) − 3. Hence by (2.4) and the prime
number theorem, we have an explicit construction ofA ∈ P2 with
|A| ≥ pi(N)+ 3N
2/3
16(logN)2
.
For k = 3, Hanani [9] proved that Steiner systems, S(2, 4, s), exist if and only if s ≡ 1 or 4 (mod 12),
and gave recursive construction. Sowe can take s ≥ pi(N1/4)−8. Hence by (2.4) and the prime number
theorem, we have an explicit construction ofA ∈ P3 with
|A| ≥ pi(N)+ N
1/2
6(logN)2
. 
3. A simple upper bound for F3(N)
In Section 4, we will prove that the lower bound in Theorem 1 in the special case k = 3 is sharp
apart from the constant factor in front of the second term:
Theorem 2. Suppose A is a sequence of positive integers such that none of them divides the product of
three others. Then the number of integers not exceeding N inA is at most pi(N)+ O(N1/2/(logN)2).
However, in the same way as Erdős did in [2] in the k = 2 case, first here in Section 3, we will give
an upper bound for F3(N) which is weaker than the optimal one in Theorem 2 by a logarithm power
in the second term, but on the other hand, its proof is much simpler. In other words, wewill prove the
k = 3 analogue of Erdős result (1.1): for every N ∈ Nwe have
F3(N) ≤ pi(N)+ 5N1/2. (3.1)
Since later we will prove a sharper result, here we will leave some details to the reader.
3.1. Three lemmas
Wewill denote the greatest prime factor of the number n ∈ N, n ≥ 2 by P(n), and we set P(1) = 1.
First we prove an elementary lemma from number theory:
Lemma 1. If N ∈ N, N ≥ 2, n ∈ N, n ≤ N and
P(n) ≤ N1/2, (3.2)
then n can be represented in the form
n = rst (3.3)
with
N1/2 ≥ r ≥ s ≥ t. (3.4)
Proof. Clearly, it suffices to show that n can be represented in the form
n = r ′s′t ′ (3.5)
with
N1/2 ≥ max{r ′, s′, t ′}. (3.6)
If n = 1, then r ′ = s′ = t ′ = 1 can be taken.
If n ≥ 2, then write n = p1p2 . . . pl where p1 ≥ p2 ≥ · · · ≥ pl are primes. Define i as the
greatest positive integer with 1 ≤ i ≤ l and p1p2 . . . pi ≤ N1/2 (by (3.2), there is such an i ∈ N). Let
r ′ = p1p2 . . . pi, s′ = pi+1 for l > i and s′ = 1 for l = i, and t ′ = nr ′s′ . Then it is easy to see that both
(3.5) and (3.6) hold. 
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We will also need a combinatorial lemma.
Lemma 2. Assume that X, Y , Z are finite sets with |X | = u ≥ |Y | = v ≥ |Z | = w, J is a set of
triples T = (x, y, z) with x ∈ X, y ∈ Y , z ∈ Z, and there are no distinct triples T1, T2, T3, T4 in J with
T1 ⊂ T2 ∪ T3 ∪ T4. Then we have
|J| ≤ u+ v + w − 3 (3.7)
except for the case v = w = 1 when
|J| ≤ u.
This is a ‘‘hypergraph analogue’’ of Lemma B, and it is easy to see that the upper bound of (3.7) is
sharp. The proof is not very difficult, and it becomes very simple if we drop the last term−3 which is
insignificant from our point of view (we lose a constant factor in the proof of Theorem 2 anyway):
Lemma 3. Under the same assumptions as in Lemma 2 we have
|J| ≤ u+ v + w.
Indeed, this slightly weaker version of Lemma 2 also follows immediately from a theorem of Erdős,
Frankl and Füredi. We say the family F of sets is r-cover-free if F0 6⊂ F1 ∪ · · · ∪ Fr holds for all
F0, F1, . . . , Fr ∈ F with Fi 6= Fj, if i 6= j. Let
(
H
k
)
be the family of all k element subsets of H , and
let fr(n, k) denote the maximal cardinality of an r-cover-free family F ⊂
(
H
k
)
with |H| = n. Erdős,
Frankl and Füredi [4] proved that writing t = [k/r], we have( n
t
)(
k
t
)2 ≤ fr(n, k) ≤
( n
t
)(
k−1
t−1
) .
In the k = r = 3 special case, this gives the upper bound.
Lemma 4.
f3(n, 3) ≤ n.
Clearly, Lemma 3 follows from this lemma (using the latter with H = X ∪ Y ∪ Z , n = u+ v +w).
3.2. Completion of the proof of (3.1)
Assume that A ⊂ {1, 2, . . . ,N} and A ∈ P3. Define A1,A2 by A1 = {a : a ∈ A, P(a) > N1/2}
andA2 = {a : a ∈ A, P(a) ≤ N1/2} so that
A = A1 ∪A2, A1 ∩A2 = ∅. (3.8)
Consider first A1. Denote the set of the primes q with N1/2 < q ≤ N by Q = {q1, q2, . . . , qu},
q1 < q2 < · · · < qu so that
u = pi(N)− pi(N1/2). (3.9)
By the definition ofA1, every a ∈ A1 has a unique representation in the form
a = qis with qi = qi(a) ∈ Q , s = s(a) ∈ {1, 2, . . . , [N1/2]};
write v = [N1/2]. Consider three disjoint sets
X = {x1, x2, . . . , xu}, Y = {y1, y2, . . . , yv}, Z = {z},
and let J denote the set of the triples {xi, ys, z} such that there is an a ∈ A1 with i(a) = i, s(a) = s;
denote this triple assigned to a by T (a). Then if a1, a2, a3, a4 are distinct elements of A1 such that
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T (a1) ⊂ T (a2) ∪ T (a3) ∪ T (a4), then a1|a2a3a4 which contradicts A ⊂ P3. Thus there are no
a1, a2, a3, a4 with this property, so that X, Y , Z and J satisfy the assumptions in Lemma 3. Applying
the lemma, by (3.9) we obtain
|A1| = |J| ≤ u+ v + 1 ≤ pi(N)+ 2N1/2. (3.10)
Now considerA2. By the definition ofA2 and Lemma 1, every a ∈ A2 can be represented in form
(3.3) (with a in place of n) with r, s, t satisfying (3.4). Assign exactly one such triple r, s, t to each a,
and denote this unique triple by r(a), s(a), t(a) so that
a = r(a)s(a)t(a)
and
N1/2 ≥ r(a) ≥ s(a) ≥ t(a).
Let u = v = w = [N1/2], consider the disjoint sets X = {x1, x2, . . . , xu}, Y = {y1, y2, . . . , yv},
Z = {z1, z2, . . . , zw}, and let J denote the set of the triples {xr , ys, zt} such that there is an a ∈ A2
with r(a) = r , s(a) = s, t(a) = t; denote this triple assigned to a by T (a). If a1, a2, a3, a4 are distinct
elements of A2 such that T (a1) ⊂ T (a2) ∪ T (a3) ∪ T (a4), then again a1|a2a3a4 which contradicts
A ⊂ P3. Thus there are no a1, a2, a3, a4 with this property so that again Lemma 3 can be applied, and
we obtain
|A2| = |J| ≤ u+ v + w ≤ 3N1/2. (3.11)
It follows from (3.8), (3.10) and (3.11) that
|A| ≤ |A1| + |A2| ≤ pi(N)+ 5N1/2
which completes the proof of (3.1).
4. Proof of Theorem 2
4.1. Classification lemma
In order to prove the optimal upper bound presented in Theorem 2, we will need a much more
lengthy and careful analysis of the number theoretic situation. The key part of this analysis will be
carried out in the following classification lemma:
Lemma 5. Any positive integer n ≤ N can be written as n = pqr with p ≥ q ≥ r ≥ 1 such that one of
the following holds.
(i) p = q > N1/2/(logN)2 are primes and r ≤ (logN)4.
(ii) Both p > q > N1/2/(logN)2 are primes and r ≤ (logN)4.
(iii) p > N1/2/(logN)2 is a prime and r ≤ q ≤ N1/2/(logN)2.
(iv) p > N1/2/(logN)2 is a product of two primeswith the larger one betweenN1/4/ logN andN1/4 logN;
and r ≤ q ≤ N1/2/(logN)2.
(v) r ≤ q ≤ p ≤ N1/2/(logN)2 are not necessarily primes.
Note: The way we decompose the numbers n ≤ N into the above types gives at most O(N1/2/(logN)2)
different p’s from numbers of type (iv).
Proof. By unique factorization, write n = p1p2 . . . pl as a product of primes with p1 ≥ p2 ≥ · · · ≥ pl.
If l = 1, then n is of type (iii) with p = p1, q = r = 1.
If l = 2, then n is of type (i), (ii), (iii) or (v) with p = p1, q = p2 and r = 1 depending on the size of p1
and p2.
If l = 3, again one can easily check that n is of type (i), (ii), (iii) or (v).
From now on, we assume that l ≥ 4.
If p1, p2 > N1/2/(logN)2, then n is of type (i) or (ii).
If p1 > N1/2/(logN)2 but N1/8 < p2 ≤ N1/2/(logN)2, then set p = p1, q = p2, r = p3 . . . pl <
N3/8(logN)2 and n is of type (iii).
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If p1 > N1/2/(logN)2 but p2 ≤ N1/8, then for some i > 2, N1/8 < p2p3 . . . pi ≤ N1/4. Set p = p1,
q = p2p3 . . . pi, r = pi+1 . . . pl < N3/8(logN)2 and n is of type (iii).
From now on, we can assume that p1 ≤ N1/2/(logN)2.
If N1/3 < p1 ≤ N1/2/(logN)2, then either
• p2 > N1/5. Then by setting p, q, r as p1, p2, p3 · · · pl < N7/15 in the correct order, n is of type (v), or• p2 ≤ N1/5. Then for some i > 2, we have N1/5 < p2 . . . pi ≤ N2/5. Set p, q, r as p1, p2 . . . pi,
pi+1 . . . pl < N7/15 in the correct order and n is of type (v).
From now on, we assume that p1 ≤ N1/3.
If l = 4, then n = p1p2p3p4. Clearly p3p4 ≤ N1/2.
If p3p4 > N1/2/(logN)2, then p4 ≤ N1/4, p3 > N1/4/(logN). Also p1p2 = n/(p3p4) < N1/2(logN)2
which implies p2 < N1/4 logN . Thus N1/4/ logN < p3 < N1/4 logN . By setting p = p3p4, q = p1 and
r = p2, n is of type (iv).
Note that the number of p from numbers of type (iv) isO(N1/2/(logN)2). First if both p3, p4 ≤ N1/4,
then there are at most pi(N1/4)2 = O(N1/2/(logN)2) of such p = p3p4. Now consider those n of type
(iv) with 2i−1N1/4 < p3 ≤ 2iN1/4 for 1 ≤ i  log logN . There are O(2iN1/4/ logN) choices for
p3. But since p1 ≥ p2 ≥ p3 and n ≤ N , we must have p4 ≤ N/(p1p2p3) ≤ N1/4/23i. So there are
O(N1/4/(23i logN)) choices for p4. All together, we have
 N
1/2
(logN)2
+
∑
ilog logN
2iN1/4
logN
N1/4
23i logN
 N
1/2
(logN)2
choices for p3p4. This justifies the note at the end of the lemma.
If p3p4 ≤ N1/2/(logN)2, then by setting p = p3p4, q = p1 and r = p2, n is of type (v).
Consider N1/4/ logN < p1 ≤ N1/3 and l ≥ 5. Then p2 . . . pl < N3/4 logN . If p2 . . . pl ≤
N1/2/(logN)2, then n is of type (v). So suppose for some i ≥ 2, p2 . . . pi < N1/2/(logN)2 ≤ p2 . . . pi+1.
If pi+1 . . . pl ≤ N1/2/(logN)2, then n is of type (v) by setting p, q, r to be p1, p2 . . . pi, pi+1 . . . pl in
the correct order.
Suppose now pi+1 . . . pl > N1/2/(logN)2. Then p2 . . . pi ≤ N/(p1pi+1 . . . pl) < N1/4(logN)3. This
forces pi+1 > N1/4/(logN)5 as p2 . . . pi+1 ≥ N1/2/(logN)2.
We must have i = 2, for otherwise p1 ≥ p2 ≥ p3 ≥ pi+1 > N1/4/(logN)5 and pi+1 . . . pl >
N1/2/(logN)2 imply that
p1p2 . . . pipi+1 . . . pl > (N1/4/(logN)5)3N1/2/(logN)2 > N. (4.1)
Therefore p1 ≥ p2 ≥ p3 > N1/4/(logN)5. Since p3 . . . pl > N1/2/(logN)2, p1p2 < N1/2(logN)2
which implies p2 < N1/4 logN .
If p3p4 > N1/2/(logN)2, then n is of type (iv) by setting p, q, r to be p3p4, p1, p2p5 . . . pl in the
correct order as p5 . . . pl ≤ N/(p1p2p3p4) < (logN)12.
Suppose p3p4 ≤ N1/2/(logN)2. Then either
• p4 ≥ N1/10. Then as p1p2p3p4 > N3/4/(logN)15N1/10, p5 . . . pl < N3/20(logN)15. We have, n is of
type (v) by setting p, q, r to be p3p4, p1, p2p5 . . . pl in the correct order, or• p4 < N1/10. Then for some i ≥ 4, N2/5/(logN)2 < p3p4 . . . pi ≤ N1/2/(logN)2. This implies
pi+1 . . . pl ≤ N/(p1p2p3p4 . . . pi) < N1/10(logN)12. Again we have, n is of type (v) by setting p, q, r
to be p3p4 . . . pi, p1, p2pi+1 . . . pl in the correct order.
Finally, we have the situation p1 ≤ N1/4/ logN and l ≥ 5. Then for some i ≥ 2, we have
p1 . . . pi ≤ N1/2/(logN)2 < p1 . . . pi+1. (Otherwise p1 . . . pl ≤ N1/2/(logN)2 and n is of type (v).)
If pi+1 . . . pl ≤ N1/2/(logN)2, then n is of type (v) by setting p, q, r to be p1 . . . pi, pi+1 . . . pl, 1 in
the correct order.
If pi+1 . . . pl > N1/2/(logN)2, then for some l > j > i + 1, we have N1/4/ logN ≤
pi+1 . . . pj ≤ N1/2/(logN)2 < pi+1 . . . pj+1. Now (p1 . . . pi+1)(pi+1 . . . pj) > N3/4/(logN)3. This
implies pj+1 · · · pl ≤ N/(p1 . . . pj) < pi+1N1/4(logN)3.
• pi+1 ≤ N1/4/(logN)5. We have pj+1 . . . pl < N1/2/(logN)2. By setting p, q, r to be p1 . . . pi,
pi+1 . . . pj, pj+1 . . . pl in the correct order, n is of type (v).
• pi+1 > N1/4/(logN)5. Since i ≥ 2, by the same argument as in (4.1), wemust have i = 2. The exact
same argument after Eq. (4.1) applies here and we are done. 
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4.2. Multi-set-covering lemma
A factor p can occur more than once in the factorization of an integer in Lemma 5. This shows up in
thewaywe define triples T (a) in Section 3.2 during the proof of (3.1). If amulti-set version of Lemma 4
exists, life will be much nicer.
Let X be an n-element set, say {x1, x2, . . . , xn}. We want to consider multi-sets of X (where an
element can occur more than once). For example, {x1, x1, x2} is a multi-set of X of size 3. In general,
we can think of amulti-set of size k as a vector (a1, a2, . . . , an)with non-negative integer entries such
that a1+ a2+ · · · + an = k. Here one can think of ai as the multiplicity that xi occurs in the multi-set.
For example, {x1, x1, x2} can be expressed as (2, 1, 0, . . . , 0).
For multi-sets A = (a1, . . . , an) and B = (b1, . . . , bn) of X , we define their ‘‘union’’ A unionsq B =
(a1 + b1, . . . , an + bn). We say that A ‘‘belongs’’ to B, A @ B, if a1 ≤ b1, . . . , an ≤ bn.
LetF be a family of multi-sets of X of size k. We say thatF is r-cover-free if, for any distinct multi-
sets A, A1, . . . , Ar inF , A 6@ A1unionsq· · ·unionsqAr . Let f˜r(n, k) be themaximal cardinality of an r-cover-free family
of multi-sets of size k from an n-element set.
Lemma 6.
f˜k(n, k) ≤ n.
Proof. The proof is very similar to that in Erdős, Frankl and Füredi [4]. LetF be a k-cover-free family of
multi-set of size k from an n-element set. Let F = (a1, . . . , an) ∈ F . We say that x is an own element
of F if, for all other F ′ = (a′1, . . . , a′n) ∈ F , a′x < ax.
Clearly no two multi-sets in F can share the same own element. Moreover every F ∈ F has at
least one own element. Suppose not, say F has no own element. Let i1, . . . , il be all the indices with
positive entries in F . Of course l ≤ k. Since F has no own element, there exist F1 = (b1,1, . . . , b1,n), . . . ,
Fl = (bl,1, . . . , bl,n) such that aij ≤ bj,ij for all j = 1, . . . , l. Note that Fi may repeat, in which case we
just use one copy only. But then F @ F1 unionsq · · · unionsq Fl, which contradicts the fact that F is k-cover-free.
Therefore every F ∈ F has at least an own element and no two share the same own element.
Hence the size of F must be less than or equal to n. 
4.3. Completion of the proof of Theorem 2
Let X be the set consisting of primes N1/2/(logN)2 < p ≤ N , numbers N1/2/(logN)2 < p′ that are
products of two primes coming from (iv) of Lemma 5, and numbers 1 ≤ q ≤ N1/2/(logN)2. We have
|X | = pi(N)+ O( N1/2
(logN)2
).
Given any sequence A of numbers ≤ N , we assign to every a ∈ A a unique factorization
a = p(a)q(a)r(a) of the form described in Lemma 5, and associate to it the multi-set F(a) =
{p(a), q(a), r(a)} of X .
Now suppose that no term of the sequenceA divides the product of three others. Then our family
of F(a)’s must be 3-cover-free since otherwise if F(a) @ F(b) unionsq F(c) unionsq F(d), then a|bcd. Therefore by
Lemma 6, |A| ≤ |X | = pi(N)+ O( N1/2
(logN)2
)which gives the theorem.
5. Remarks
For k = 4, we can show the following analogue of Lemma 1:
If n ≤ N and P(n) ≤ N2/5, then n can be represented in the form n = rstu with N2/5 ≥ r ≥ s ≥
t ≥ u.
Using the same technique as in Theorem 2, we can prove that F4(N) < pi(N) + O(N2/5) which is
greater than the lower bound in Theorem 1 by a factor of (logN)2. However, we have not been able
to obtain the optimal O(· · ·) term. This together with larger k situations requires generalization of the
classification lemma, Lemma 5.
Another topic for further research is obtaining good upper and lower bounds for f˜r(n, k), the
maximal cardinality of an r-cover-free family of multi-sets of size k from an n-element set.
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