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Abstract
The human body is controlled by electrical signals sent from the brain to individual motor
unit neurons via a complex network of nerves. The signal sent from the brain propagates from
the cortical surface through the skull to the scalp where surface electrodes can acquire and
record the signal for analysis. Neurological data is acquired using an electroencephalograph,
a low-noise, small signal ampliﬁer with high gain, which record’s the brain’s activity via an
array of electrodes.
Signals acquired using surface electrodes contain both the neural data and noise artefacts
from internal and external sources. The origin of one of these artefacts is the brain itself, in
particular the motor cortex; from which the controlling nerve signal is sent via the central
nervous system to a muscle, where it branches out to innervate the motor neuron units
embedded in the muscle ﬁbres. This signal then propagates through the conductive tissues of
the body, where it presents as contamination of the neural signal during EEG acquisitions
using surface electrode on the scalp.
In clinical scenarios the amount of body movement can be limited to reduce the level of
contamination by asking the participant to remain relaxed and motionless. Unconsciously
controlled muscles and motions, the heart, saccidic eye movements and blinking, can be
reduced using independent component analysis and blind source separation techniques as
their associated muscles are in close proximity to the electrodes. Contamination sources
which are spatially remote, such as skeletal muscles, require a more complex attenuation
paradigm.
Acquisition of EEG data while the participant is moving drastically increases the noise
and non-stationarity of the signal. Myoelectric noise propagates from the muscular structure,
which is actively used to maintain an upright posture while moving. The muscle noise can
completely saturate the underlying neurological signal. Myoelectric data is also acquired in a
similar manner using bipolar or tripolar electrodes.
viii
Traditional techniques for ﬁltering or blocking the noise are not sufﬁcient for the target
signal to present adequate signal strength for effective analysis. Advanced methods such
as wavelets, empirical mode decomposition and adaptive ﬁlters have shown great initial
promise in increasing the signal to noise ratio. Work presented in this thesis discusses the
performance of least means squares adaptive noise cancellers in attenuating myoelectric
contamination of surface EEG data acquisitions, where the subject is actively moving and
activating skeletal muscles to maintain their posture.
The primary objective of this research is correcting movement based artefacts. A novel
method of referencing is also proposed that effectively isolates the neural activity as seen at
the surface electrode from the body by creating a virtual plane of electrical contamination,
which a multi-point reference adaptive ﬁlter utilises to ensure the rapid convergence and
artefact free output. The proposed method is able to identify movement artefacts from surface
EEG data using an array of EEG electrodes and electromyography sensors. An investigation
into optifmising the minimum number of reference sensors required for robust operation in
the aim of streamlining an application towards a brain-computer interface.
The simulation results demonstrate that the proposed paradigm reduces the noise induced
from dynamic motion comparable to measurements taken from a stationary EEG acquisition.
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Introduction
1.1 Overview
Imagine the world of tomorrow, a place of fast moving culture, technology, people and
lifestyle; it becomes evident that effective communication between both human-to-human
and human-to-machine will be an important matter. Electronic systems integrated into motor
vehicles which govern the deployment of safety systems, such as: airbags in the case of a
vehicle collision or engaging chassis control systems such as anti-lock braking (ABS) or
electronic vehicle stability control systems (ESP) when a vehicle loses grip or control during
a manoeuvre, to electronic control systems which can assist the user in situations where they
become injured or unable to control the vehicle through traditional means, all require a form
of manual input from the user. The input may be in the form of a physical movement, such
as application of the brakes or counter steering, or an electronic signal from a button press.
What if you did not need to press the button by hand or foot? A fast jet pilot performing
a tight banking manoeuvre in aerial combat is subject to large centrifugal gravitational forces
and may not be able to easily lift their hand to deploy a chaff countermeasure, what if they
could just think about it and it happened? The mind is faster than the hand.
The invention of the ‘elektrenkephalogramm’ in 1929 by German scientist Hans Berger
[13] initiated in-depth study of scalp-surface bioacquisition. Berger’s ﬁndings were ini-
tially met with skepticism by medical and scientiﬁc institutions in Germany, where interna-
tional recognition of his discoveries were not actualised until 1937. His discoveries gained
widespread recognition and use by leading researchers for clinical diagnosis in the following
year [14].
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Modern advances in neuroscience and engineering have led to a greater understanding
of the brain. The raw computing power, speed and complexity of signal processing have
increased exponentially, mirroring Moore’s Law. Signal processing and computing power
have evolved rapidly to a point where high powered multi-core systems commonplace in
most households and are capable of performing complex real-time processing of low level
signals [15–17].
Enter the Brain Computer Interface (BCI); In the past this kind of technology was thought
of as pure science ﬁction [18]. The ﬁrst example of a BCI system was described by Dr. Grey
Walter in 1964 [19], his system recorded neurological activity when a subject was asked to
press a button to advance a slide projector. The recorded brain activity captured the subject’s
intention to press a button, and identiﬁed the activity before the physical motion. The system
recognised a speciﬁc pattern and the projector advanced by one slide. Walter interestingly
found that for the system to work as expected he needed to introduce a small delay to the
detection of the brain activity (initial identiﬁcation of the P300 phenomenon) otherwise the
system would continually advance the slides, the recognition of this delay and control before
movement occurs thus became the ﬁrst BCI.
BCI research has achieved its initial goal: proving that BCIs can work with patients who
have no other method of traditional communication. There are many different types of BCI
systems, some operate better for than others, however this is patient speciﬁc and is due, in a
sense, to biocompatibility and neurocompatability with the BCI system.
This research extends beyond being used as a device for people with a locked-in condition;
the technology is now gaining attention in ﬁelds of rehabilitation, hands-free gaming, and
study of alternative applications for healthy subjects, such as human performance metrics
[20, 21]. BCIs are an advanced, technically challenging system to set up and operate;
usually requiring an experienced researcher to maintain operation. Ambulatory use of which,
introduces a range of additional challenges which must be met to ensure robust and reliable
operation [10].
BCI systems require an input signal (from the electrical activity of neural activity) to
process into a control channel, which can be used to control a device or software system. The
input signal is acquired through the use of an electroencephalograph (EEG) . EEG systems
are typically used in a medical capacity, primarily, in the diagnosis and evaluation of clinical
pathology and neurological disorders.
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The main issue facing the recording an EEG for use with a BCI system are the artefactual
components, unwanted noise which contaminates signals recorded via the subject’s scalp [22].
External electromagnetic noise from mains line power and machinery can also contaminate
the EEG data. There are a number of developed methods which cater for attenuation of noise
from EEG data; however the literature has shown that while there is an abundance of EEG
acquisitions of stationary subjects, the next phase is using the EEG acquisition system in an
environment where dynamic movement of an unknown vectors and magnitude occur.
1.2 Research Question and Scope
The objective of this research is to design and evaluate an adaptive signal ﬁltering framework
used to attenuate noise contamination generated by user motion from the underlying neu-
rological signals. Movement induced artefacts are internally generated whenever skeletal
muscles are utilised for physical locomotion, such as walking, running or maintaining a pose.
Movement induced by a motion simulator platform also introduces muscle and electrical
artefacts contaminating the neurological signal with broad spectrum noise.
The proposed framework will be extended to use adaptive multi-referencing and sub-band
techniques to analyse, ﬁlter and correct motion induced artefacts signals from EEG channels.
These ﬁltering methodologies will be incorporated in the current methods of EEG analysis to
increase the robustness of a BCI input system.
With this in mind, this research proposes the following paradigm:
Can adaptive ﬁlters and intelligent referencing be used to design a robust ﬁlter
system for EEG data acquisition during dynamic movement?
This research document presents a study into solving this question, this dissertation is organ-
ised into the following chapters that cover the research to date.
The ﬁrst chapter is an introductory outline of the research question, its formulation and a
brief summary of the work presented in this thesis.
Chapter 2 gives an overview on electroencephalograph systems and their associated
electrode hardware. Covering the use of both invasive and non-invasive electrode types and
the beneﬁts and risks associated with their use and application. This section also covers an
investigation into the use of both wet and dry electrode types and the efﬁcacy of both. The
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chapter features an overview and history of BCI systems, covering the use of BCI systems
from both a clinical and research standpoint. A description of the different types of BCI
systems which have been employed in research and rehabilitation environments with differing
levels of success are detailed. At the end of the chapter a concept map of BCI development
is given.
Chapter 3 describes the types of noise artefacts that can corrupt an otherwise clean
neurological signal acquired from surface EEG data recorded using electrodes on the scalp.
Analysis of the spectral and temporal characteristics of the noise and classiﬁcation on the
type of noise is discussed.
Chapter 4 presents preprocessing and ﬁltering techniques that can be applied to the
recorded EEG data. An explanation of how the use of Independent Component Analysis and
Principle Component Analysis helps increase the variance between wanted and unwanted
signals and also provide a method of blind source separation to identify the location of
activated brain regions. This chapter explains the types of traditional EEG artefacts found
in clinical EEG recordings. An overview of the artefact sources and existing methods of
identiﬁcation and ﬁltering are featured. Furthermore this chapter gives an explanation on
referencing and transformation methods which are used to simplify the processing stages.
In Chapter 5 the design and application of adaptive ﬁlters for use in the context of biomed-
ical signal ﬁltering is explored, selection of an appropriate ﬁlter and referencing system is
proposed in this stage.
Chapter 6 discusses analysis and application of adaptive ﬁltering biomedical data and is
comprised of ﬁve stages. In each discussion a description of the procedure and methodology
used in this work is given, concluding with detailed results from the analysis and discussion
on the resultant ﬁndings. Precluding the experiments a section outlining the initial experi-
ments that were used to develop the adaptive weighting system used in the ﬁlter stages of the
signal processing.
The following discussion is an investigation into synchronised electroencephalograph
and electromyograph data acquisition, highlighting the types of artefacts which may appear
during static recordings and also during dynamic movement of the subject. A brief summary
of the analysis is given at the end of the chapter. The synchronised data acquired in this stage
will form the main ‘ElectroEncephaloMyoGraph’ data set, containing eight muscle and thirty
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two neurological signals recorded via surface electrodes.
The next stage features a discussion on the removal of muscle noise from a synthetically
generated neurological target signal. In this chapter the generated signal is contaminated with
the eight muscle signals acquired in the previous stage. The level of correlation between the
target and reference data channels are investigated and discussed, which will be used to tune
the adaptive ﬁlter input parameters. The proposed ﬁlter is applied and the resulting recovered
synthetic EEG signal is compared to the clean generated signal providing a comparison
demonstrating the level of muscle signal attenuation.
The next stage discusses the optimal number of muscle signal sensors and their physio-
logical location used by the adaptive ﬁlter to provide the best reference choice for a range of
head motions. All combinations of the eight muscle sensors are discussed, results are given
for single reference, dual reference and mixed multichannel references. The introduction of
statistical measures to determine, in an electrode-by-electrode basis, a metric for optimal
reference suitability for any given EEG channel.
The proposed sub-band adaptive ﬁlter is presented in the next section, in which a dis-
cussion on the application and analysis of the results are compared to the classic wideband
adaptive solution. The results show the level of attenuation achievable using the proposed
method including a comparison highlighting the increased level of noise attenuation achiev-
able.
Validation of the proposed adaptive ﬁlter using an experimental dataset containing real
EEG and EMG data are discussed. The synchronised EEG & EMG data is ﬁltered and the
outputs shown in the time and frequency domains and visualised using time-locked stimuli,
stacked waterfall plots.
A discussion on the results from this work are concluded in Chapter 9, where comparisons
on the results found from other studies are included where suitable. A description of the
proposed adaptive ﬁltering paradigm based on the results from this work is given. The
potential for applying adaptive ﬁlters for attenuation of noise from biomedical data, and
digression to future work and proposed clinical and research applications are covered. The
penultimate chapter discusses the conclusions to the work presented in this thesis.
The appendices contain the Ethics approval conﬁrmation and stipulations for recording
biomedical data from anonymised subjects and the resources and facilities utilised during
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completion of this document. Publications submitted and published follow in Appendix B.
Appendix C contains directions for downloading the Matlab source code for the proposed
ﬁlter.
Chapter 2
Bioelectrical Systems and Signals
2.1 Introduction
Bioelectrical signals are acquired from electrical sources within living organic biological
entities, from plants and insects, to small mammals and humans. All living creatures, great
and small, control their physical structure, motion and communication through a network
of neuron cells and nerve ﬁbre pathways. Neurons are a special type cell capable of bi-
directional communication with other neurons and special tissues. The neurons create a spike
in their output signal in response to an input, which can be either electrical or chemical in
nature.
Bioelectrical signals captured via surface electrodes are susceptible to noise contamina-
tion. The pathways that interference can take to contaminate bioelectric data include external
routes (such as inadequate shielding of nearby electrical devices to protect against mains line
electromagnetic interference) and internal sources, originating from the body’s own central
nervous system (in both conscious and unconscious control of skeletal muscles for everyday
tasks and in automatic functions such as breathing and cardiovascular rhythm) where muscles
neighbouring the electrode site can cross-contaminate the desired signal with EMG activity.
A model of the bioelectrical measurement block diagram is shown in Figure 2.1, where
the labels Zea and Zeb represent the EEG electrodes with Zrl representing the ground reference
electrodes. When the acquisition system is operating in isolation mode the output is taken
from V1, to operate in non-isolation mode the common is connected to the ground plane via
the Isolation Switch, in this mode the output is recorded from V2 with respect to earth.
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Fig. 2.1 A block diagram describing bioelectric measurement; the interference currents i1,
i2, ia and ib are due to the capacitances between the subject, the ampliﬁer common and the
measurement leads with respect to the earth plane.
2.2 Electroencephalography (EEG)
EEG systems are traditionally used in diagnostic medicine for measurement of neurological
signals, processes and response to stimuli; for example in polysomnography (sleep studies)
and in determination of affected brain tissue regions in epileptic cases. Over recent years a
greater number of research institutions are utilising this technology, with rapid advances in
source reconstruction, localisation, human machine interfaces and ﬁltering techniques. It is a
well-recognised that non-invasive electroencephalography recordings are often contaminated
by muscle movement induced artefacts, from both voluntary and involuntary movements.
The software for many commercial and clinical EEG systems is often proprietary, being
designed to work for a particular hardware system. In the work presented, the EEG system
used for data acquisition is the NeuroScan SynAmpsRT system, a commercial clinical
and research based EEG system with multimodal imaging and signal capabilities. Most
importantly, the system interfaces with Matlab scripted processing natively, which is used to
implement the proposed system.
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Fig. 2.2 EEG acquisition hardware, the computer system interfaces with the EEG elec-
trodes via highly sensitive signal acquisition hardware - NeuroScan SynAmpsRT 80ch EEG
Headbox acquisition hardware interface and 32ch QuikCap.
EEG hardware is capable of recording multiple micro-voltage signals. The maximum sample
rate of recording is brand dependent and can be set by the user to the desired level. The
SynAmpsRT system in Figure 2.2, can record up to 64 monopolar, 4 bipolar and two high
level input channels in parallel, at a maximum sample rate of 20kHz, through a 24-bit
analogue-to-digital converter [23].
2.2.1 Classiﬁcation of EEG Sensor Systems
Clinical EEG recordings are performed by one of two possible approaches, invasive and
non-invasive [24]. Invasive EEG electrodes are traditionally used for localisation of epileptic
events, polysomnography (sleep studies, eg. narcolepsy or cataplexy) and other neurological
pathologies. Invasive electrodes are available in two variants, electrode arrays and Electrocor-
ticography grids. Both of which require extensive surgery for installation as the electrodes
are placed beneath the dura mater (a protective sheath-like membrane which encases the
brain and surrounding cerebrospinal ﬂuid (CSF) (Grey’s Anatomy) and are either in direct
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contact with the surface of the brain or are embedded in the brain itself with electrode spikes
penetrating the grey matter itself.
Invasive vs. Non-invasive Electrodes
There is a greater range of invasive sensor types compared to non-invasive. Invasive electrodes
are application speciﬁc, which also determines the speciﬁc type of implantable electrode
selected. Platform arrays such as the Utah Grid and Slanted Utah Grids are a matrix of
miniature electrodes which protrude from a solid base, the electrodes are chemically coated
individually with a platinum tip which is approximately 0.005mm in length (see Figures 2.3
& 2.4). Similar to the micro-wire arrangements and cone electrodes, the area of application
is relatively small; designed for applications which require focused, high-density and high
spatial-resolution readings.
Fig. 2.3 Several invasive probe designs on the surface of a US penny. [1]
Multi-site Probes, as depicted in Figures 2.3 & 2.5, are devices consisting of a single
electrode ‘trunk’ containing a series of exposed electrode contacts which ring the probe in
steps along the shaft. This type of electrode is found in both acquisition and stimulation
electrodes and have been successfully implemented in neurofeedback systems designed to
gain greater control over motor control in patients who suffer from Parkinson’s Disease,
Tetraplegia, Tourette’s syndrome or Dystonia [25]. This type of electrode is designed to pen-
etrate deep into the brain, allowing neuroscientists to monitor or stimulate these subcortical
regions. Figure 2.4 depicts a subject suffering from Tetraplegia ﬁtted with an implanted EEG
array controlling a computer through a BCI system. The physical size of the implanted array
is shown to scale in Figure 2.4c, indicated by the red arrow.
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Fig. 2.4 Invasive ECoG electrode array, a) the ‘BrainGate’ sensor array and percutaneous
skull pedestal, b) Scanning Electron micrograph of the 100 electrode sensor ECoG array, c)
Preoperative T1 MRI image of the implantation site, d) The ﬁrst participant ﬁtted with the
ECoG array directing a neural cursor on the screen. [2]
Fig. 2.5 Intracortical electrode types - [3]
Cone electrodes are a neurotrophic intra-
cortical electrode designed to capture the
electrical activity from a small number of
neurons. This type of electrode is unique
in the way in which it is integrated into the
patient’s brain. The electrode consists of an
insulated gold lead wire which connects to
a hollow glass cone, the device is coated in
a material called Matrigel and a nerve growth factor to promote the expansion of neurites
throughout the glass cone [26]. This type of invasive electrode can be used successfully for
long term studies in both humans and research animals [26, 27]. Complementary to [26],[27]
ﬁndings on cone electrodes, [28] mention that the long term use of ECoG grid electrodes
(which rest on the surface of the cortical lamina rather than penetrating deep into the grey or
white matter) can only be evaluated for relatively short periods in people implanted prior to
epilepsy surgery.
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In [29] implanted electrodes that can be used in single neuron activity BCI systems in
humans with acute disabilities are discussed. Their research discovered that a subject can
modulate the neuronal ﬁring rates to achieve single dimensional control over an on screen
cursor.
The ﬁnal type of electrode is the transcutaneous electrode needle, comprising of a lead
wire and needle electrode which is inserted into the skin of the scalp. Abrasive skin prepara-
tion or coupling gel is not required at the site, reducing the chance of cross contamination
between sensors due to over-liberal coupling gel application. As this method requires multi-
ple penetrative injections in the scalp it is also not recommended for long term use, as it may
introduce pathogens and increase the likelihood of infection at the injection site. Invasive
EEG applications are typically reserved for clinical use in neurological surgical cases such
as re-sectioning for patients suffering from severe epileptic seizures [30]. Invasive EEG
electrodes will not be included in this work due to the extensive medical procedures required
for implantation and post-surgery management of the sensor array and patient.
Wet vs. Dry Electrodes
A variety of non-invasive EEG electrode variants are currently available for use in EEG
recordings, these are separated into two distinct groups: Wet electrodes and Dry electrodes,
each of which can be utilised to acquire the neural signal using either active and passive
techniques.
(a) Grass Gold plated solid silver. (b) KegoCorp Ag/AgCl
Fig. 2.6 An example of non-invasive surface electrodes used in EEG data acquisition (images
of internal CISR stock).
2.2 Electroencephalography (EEG) 13
Wet Electrodes
Wet electrodes are connected to the scalp via a coupling material, an electrolytic gel or paste,
which ensures a low impedance between the electrode and the subjects scalp. The electrode
itself can be made using a number of different elemental materials, the most common of
which is the Ag/AgCl (Silver/Silver-Chloride) [31].
Dry Electrodes
Dry electrodes (see Figure 2.7) are the most recent innovation in EEG systems, they do
not require a coupling gel to ensure a connection to the scalp. This allows the almost
instantaneous application of the sensors to a subject. The individual sensors consist of an
array of electrodes which are spring mounted allowing for the contours of the skull. The
probes can easily pass through the hair to reach the surface of the scalp underneath. A key
characteristic of ideal EEG application is low impedance between the electrode and the skin
surface; wet systems use an abrasive skin preparation in conjunction with a coupling gel to
ensure the impedance is kept below 5–10kΩ . The impedance can change over time due to
factors such as perspiration, dermal secretions, hair products and temperature ﬂuctuations.
These factors contribute to the non-stationarity characteristics seen in long term wet sensor
EEG acquisitions. In dry electrode systems this effect has greater inﬂuence. Many academic
researchers have mentioned that although a dry electrode sensor system is the ultimate goal
for a wearable ﬁeld system capable of use in a BCI and are unanimous in their conclusion:
“. . . The non-contact electrode, through hair, shows more signal degradation
and susceptibility to movement artifacts. . . ”. [32]
The “. . .mechanical problem of placing dry electrodes on the top of the head
still needs to be solved. . . ”. [33]
“....dry electrodes are more sensitive to noise, movements of cables and electro-
static discharges. . . ”. [34]
“. . . Further technical development of the electrode design, and specialized,
research may also be necessary in order for the recording pins design to improve
in such a manner that they bypass all hair-types and make consistent contact
with the scalp. . . ”. [35]
Investigation into concerns regarding the reliability of dry electrode systems has shown a
lack of conﬁdence in the use of dry systems due to noise and artefact susceptibility, especially
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during motion. Although the ease of use, speed of application and no requirement for the
user to wash out the coupling gel from their hair after each session are attractive factors in
choosing acquisition hardware. A positive feature in BCI applications where the user has a
physical disability affecting locomotion, coordination or suffers from limited mobility.
Fig. 2.7 Quasar Dry sensor technology, headset and
individual electrode [4]
Throughout the literature it has
been evident that this area of research
growing at a rapid rate. Academic
publications have seen a steady rise
in the number of quality papers pub-
lished, and cited in recent years.
Advances in modern computing
technology and processing power
have seen a rise in the use of EEG
systems in non-clinical research en-
vironments. Many articles in the
ﬁelds of BCI and human machine in-
terface research have been recently
published in journals such as Nature
and Cell. The relative youth of the
ﬁeld emphasises the fact that this is
an emerging topic currently at the
forefront of EEG and BCI research and the results of which are used by neuroscientists and
researchers to better serve the community and science.
In [36] the authors address artefacts generated by human locomotion. They state that they
had great difﬁculty in identifying any existing research into motion induced EEG artefacts;
to quote from their discussion “. . . To our knowledge, this is the ﬁrst study of EEG and ERPs
from a cognitive task recorded during human locomotion.” [36]. However this is not entirely
so, a document from the USAF Materiel Command at Wright Patterson Air Force Base,
Multi-sensory Approaches to Dynamic Fidelity in the Design of Flight Simulators, does
brieﬂy mention the detection of EMG artefacts during EEG acquisition while using an EEG
a motion simulator platform. In their article they use neck muscle strain models to deal with
EMG signals generated by lateral G-force loading [37, 38].
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The work presented in [39] utilises an adapted Common Spatio-Spectral Pattern (CSSP)
algorithm. Their experimental results show that their technique outperforms the current
Common Spatial Pattern (CSP) algorithm in both classiﬁcation accuracy and generalisation
ability. They hypothesise that if their model was extended to incorporate more than one
temporal delay it would come at the expense of quadratically increasing the number of
parameters needed for the estimation covariance matrices. This extended approach will
over-ﬁt the training data, resulting in a system which is excellent in explaining the training
data but suffer poor generalisation ability.
Their work was performed on stationary subjects in a dimly lit room with no muscle
movement, EMG sensors were employed to ensure that epochs which contained EMG based
artefacts would be eliminated using threshold detection. This work was on Central Nervous
System (CNS) activity only.
In the paper Comparison of Linear, Nonlinear, and Feature Selection Methods for EEG
Signal Classiﬁcation [40] discuss the beneﬁts of utilising linear discriminant analysis against
two non-linear approaches: neural networks (NN) and support vector machines (SVM) .
Their work is not aimed at optimising the classiﬁcation accuracy but at gaining a greater
understanding into the nature of the features that would provide the best classiﬁcation
accuracy. Furthermore they hypothesise that their system is suitable for on-line applications,
utilising the speed and performance of an SVM in conjunction with a genetic algorithm.
Their resulting BCI system achieved a 76% correct classiﬁcation identiﬁcation rate, whereas
[41] achieved up to 85% accuracy using a similar system. [40] conclude that their algorithm
performs well on the tested set of problems; however they found that when compared to
LDA and conventional neural networks the performance of their method shows a 3-6%
improvement.
2.3 Channel Referencing
The acquisition of EEG data requires at least two electrodes for any given ‘sensor’. A sensor
is comprised of at least two electrodes, the EEG electrode itself and a ground reference
electrode. The combination of these two sensors closes the electrical circuit needed for
recording biopotentials. Without the ground reference site the loop is open-circuit and the
sensor readings ﬂoat around an average value producing useless data. The ground reference
is not restricted to a single electrode, two reference electrodes are commonly used in clinical
acquisitions where the left hemisphere is referenced by the right mastoid and vice versa, this
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is termed as ‘linked mastoids’. There are established methods to reference EEG sensors, the
most common of all is the Common Average Reference. A term used for EEG montages
where all channels use the same ‘common’ reference, an average of all the surface electrodes.
Typical sites for the reference electrode include the mastoid process (located in the bony
region just behind each of the lower ear lobes, see the processus mastoideus labelled in
Figure 7.9), ear lobes, nose tip or a clear area of the scalp.
There is thought that using a reference site that is remote to the scalp can introduce
more noise than a site chosen on the scalp itself, however this has not been validated in the
literature [42]; in this work we will utilise remote reference sites where the additional noise
forms the input reference of the adaptive ﬁlter.
Referencing a particular EEG channel using modern digital acquisition equipment is
easily achieved after the recording is completed as the user can digitally re-reference the
EEG signals to any channel in the montage. Even with the ability to re-reference a channel
post-acquisition, the choice of location and distance relative to the EEG sensors should be
taken into account.
Common Average Reference
The Common Average Reference (CAR) technique computes the average of all electrodes,
which is then subtracted from the signal at each individual EEG electrode. This method is a
linear transformation, effective at reducing the common noise observed in all channels and is
frequently used to reduce the inﬂuence of AC cycle interference (50Hz in Australia, 60Hz in
the USA). While this method is effective in reducing common noise, it is not useful in reduc-
ing localised noise from EMG or EOG sources. EOG artefacts are due to eye movements,
the muscles which control eye movement are located in the immediate vicinity of the orbit,
and as such the associated noise is mostly limited to the frontal regions of the brain. These
local small muscle EMG effects can be attenuated through statistical regression methods or
preferably using ICA analysis.
Laplacian Reference
This method adjusts the input signal at each electrode by cancelling the average signal using
the nearest neighbouring electrode locations. This method is especially adept at reducing
region speciﬁc noise sources. The neighbouring electrode sites can be immediately adjacent
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or can be the next nearest electrodes separating the focal point by one electrode, see Figure
2.8.
As the reference sites decrease their proximity to the EEG electrode site the level of com-
mon signal between the sensors decreases in proportion to the distance effectively isolating a
site from neighbouring neurological and myoelectrical signals.
(a) Closest channel subtraction (b) Next closest channel subtraction
Fig. 2.8 Small and Large Laplacian Referencing Montages, the target sensor is indicated in
red with the surrounding green electrodes used as the referential sensors.[5]
The type and invasive or non-invasive nature of the electroencephalograph to be imple-
mented in this work are dictated by the Ethics clearance. Invasive systems, whilst relatively
noise free, are inherently dangerous and are typically only implanted in subjects whom
require diagnostic pathology, such as deep brain stimulation and localising cerebral lesions
prior to surgical resection.
Non-invasive systems do not require any form of medical procedure, they are also easy
to set up and maintain, although external acquisition systems do suffer from external noise
contamination it is a proven clinical and research system.
Commercially manufactured 32 or 64 channel Ag|AgCl electrode NeuroScan QuikCaps
[23] and individually placed heavy plated gold Grass branded electrodes [43] are ﬁeld-proven
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electrode systems used for a wide variety of electrophysiology investigations. High density
electrode caps, as depicted in Figure 2.9, are an ideal solution for static EEG acquisitions.
However, dynamic motion studies requiring the use of head mounted display (HMD) hard-
ware will exert additional force on the electrodes due to the additional weight. The HMD
may also cause the electrodes to shift or shear from their original digitised positions resulting
in altered impendence, signal drift and difﬁculty in localising sources.
Electrodes can be positioned using a custom layout or montages to enhance speciﬁc
neurological patterns; and are suitable for both long term and short term studies. Pre-ﬁtted
electrode caps can be ﬁtted rapidly and are easy to maintain, however pre-application skin
preparation can prove to be challenging due to difﬁculty in locating and preparing the elec-
trode sites on the scalp prior to application of the cap. In this case, brushing the subject’s
hair with a stiff bristled brush is a suggested and effective method in cleaning the scalp of
dead skin.
Fig. 2.9 EEG acquisition hardware, the computer system interfaces with the EEG electrodes
via highly sensitive signal acquisition hardware [6]
Source localisation using LORETA localisation analysis can identify the neurological
response and source of an evoked potential signal. Through the use of this technique it is
possible to identify the location of the ERP within the brain to validate the response to a
given stimuli.
Individual electrodes are to be positioned in the international standard 10/20 system
[44], once positioned the electrode positions are then digitised using a Polhemus Fastrak
magnetic digitiser, a device that can provide accurate electrode localisation with an accuracy
of 0.76mm RMS [45]. Spatial data from the digitiser can be combined with T1 weighted MRI
imaging and functional data in the Curry7 software package to perform multi-modal source
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localisation to accurately identify neural activation in a speciﬁc brain region. Increasing
the spatial resolution of the EEG signal and evoked components has been proven through
using both a a high number of electrodes and an even sensor distribution across the scalp [7].
Adhering to these parameters ensures that source localisation is achievable and repeatable
throughout the experimental analysis.
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2.4 Current Density Reconstruction Methods
2.4.1 Source Localisation
Current Density Reconstruction techniques, such as blind-source localisation and LORETA,
are well deﬁned tools used in presurgical scenarios pertaining to localisation of lesions in
the brain prior to surgical intervention. CDR is also used to validate the source of a partic-
ular component and to conﬁrm that the signal originates from the expected region of the brain.
The accuracy of localisation is a critical task usually validated using multimodal medical
imaging such as MEG, EEG, and MRI or CT [46]. Accuracy in the calculated lesion site
is directly related to the number of electrodes or sensors used during the acquisition [7],
Michel et. al. conclude that at least 60 equally distributed sensors are required to correctly
sample the electrical distribution across the scalp, a bias in the placement of the electrodes
can induce a false positive result when performing source localisation, Figure 2.10 describes
their ﬁndings when the frontal electrodes are progressively removed from the calculation.
Fig. 2.10 Effects of surface EEG electrode distribution on source localisation estimation [7]
Figure 2.10 illustrates source signal reconstruction performed using LORETA on group
averaged (N=12) ERP data. Starting with 46 electrodes in the left panel, the number of
electrodes in each successive panel are reduced by 9. As the electrode distribution becomes
more asymmetrical the localisation reports increasing errors. Equal distribution of electrode
spacing across the scalp can recover the actual signal maximum, however using a reduced
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number of electrodes still impacts the spatial accuracy.
In the ﬁfth panel a reduced number of electrodes are clustered in the occipital region,
where the frontal electrodes are removed. The source localisation analysis results show the
source maximum to be highest in the frontal lobes; however, when the same number of
electrodes are equally distributed across the scalp the reconstruction of the source maximum
is correctly reported in the occipital region.
The task of source localisation can be achieved using the Blind Source Localisation
technique, where the data is processed by taking individual sensor channels, where the
temporal and spatially common components are identiﬁed and localised using triangulation
methodology. The recorded data can also be processed through analysis and visualisation
algorithms such as LORETA, Current density reconstruction and leadﬁeld analysis.
2.4.2 Leadﬁeld Analysis
Leadﬁeld analysis is an observation of the distribution of currents throughout the head, taken
from the observation of enforced voltage difference between two electrodes. This technique
can be used to simulate a current dipole source located within the brain and observe the
distribution of currents that propagate through the head and present a voltage potential at the
surface electrodes.
(a) Leadﬁeld current density reconstruc-
tion
(b) Closeup view of the Leadﬁeld cur-
rent density reconstruction
Fig. 2.11 Visual Evoked Potential visualisation highlighting neural activation in the visual
cortex.
Figure 2.11 illustrates leadﬁeld analysis performed on a dataset containing a visually
evoked potential stimuli and response. The process reconstructs neurological signal sources
and displays the results on a three dimensional representation of the subject’s brain. The 3D
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model is generated from segmented analysis of T1 weighted magnetic resonance imaging
data using boundary element methods. The MR imaging data can be sourced from actual
scans of the subject or a generic model generated from the MNI305 & ICBM152 datasets
[47–49], an averaged collection of 250 scans developed to represent an unbiased standard
brain volume for the general population.
(a) (b) (c)
(d) (e) (f)
Fig. 2.12 T1 Weighted MRI slices showing Leadﬁeld CDR overlaid on (a) axial; (b) sagittal;
(c) coronal; (d) axial; (e) sagittal; (f) coronal slices.
2.4.3 LORETA
Low Resolution Brain Electromagnetic Tomography is a technique used for estimating the
neuronal electrical activity distribution of the cortex as recorded via the scalp. LORETA is
an EEG based brain neuro-imaging modality that has been in use since 1994 [50]. LORETA
addresses the issue of uncovering the 3D distribution of neuronal activity during a task, an
objective that has no unique solution.
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(a) Axial view (b) Sagittal view (c) Coronal view
Fig. 2.13 LORETA CDR visualisation of neural activation from VEP study shown in standard
radiological viewpoints.
Visualisation of LORETA analysis, shown in Figure 2.13, displays multiple dipole
sources rather than a single cortical dipole source. Potential sources are distributed across the
segmented cortex and are viewed as a ﬁeld of activation rather than a single dipole vector or
point. This analysis has been used in conjunction with MRI to form a part of functional-MRI
studies. LORETA remains a viable tool in functional studies even without the additional
modality of magnetic resonance imaging.
2.4.4 sLORETA
Standardised Low Resolution Brain Electromagnetic Tomography is an extension of the
LORETA system, this standardised technique has no localisation bias in environments
subjected to measurement and biological noise [51]. In Figure 2.14 the activation-localisation
analysis are shown for the same VEP data given in Figure 2.13.
(a) Axial view (b) Sagittal view (c) Coronal view
Fig. 2.14 sLORETA CDR visualisation of neural activation from VEP study shown in
standard radiological viewpoints.
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2.4.5 eLORETA
Exact Low Resolution Brain Electromagnetic Tomography is an extension of the LORETA
[50] neuro-imaging technique. Shown in Figure 2.15 from the same VEP dataset used for
Figure 2.13. Unlike sLORETA this analysis technique does not introduce localisation bias in
the presence of measurement noise, producing discreet, three dimensional distribution of the
cortical current density [51]. Sources originating from deep structures, such as the mesial
temporal lobes and the cingulate cortex can be accurately localised [52, 53].
(a) Axial view (b) Sagittal view (c) Coronal view
Fig. 2.15 eLORETA CDR visualisation of neural activation from VEP study shown in
standard radiological viewpoints.
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2.5 Electromyography (EMG)
“Electromyography is an experimental technique concerned with the development,
recording and analysis of myoelectric signals. Myoelectric signals are formed by
physiological variations in the state of muscle ﬁbre membranes...” [54]
Two variations of EMG data acquisition paradigms are currently extensively used to record
and analyse the muscle activity generated during contraction and extension of skeletal mus-
cles; Kinesiological EMG which is described as the study of voluntary neuromuscular muscle
activity within postural tasks; and Neurological EMG , the study of artiﬁcial muscle response
to external electrical stimulation in static conditions. The work presented addresses attenua-
tion of the noise generated by kEMG, referred to as ‘EMG’ in the remainder of this work,
and external noise factors.
Introduction
Electromyography is the study of electrical signals carried by the nervous system to control
muscle movement, acquisition of the signals received at the muscle itself, is achieved through
the use either invasive (such as needle electrodes) or via non-invasive means using surface
electrodes. Invasive methods increase the spatial isolation of particular muscles due to their
direct contact nature, while highly effective, invasive systems can restrict the subject’s move-
ment as the electrodes are inserted through the upper dermal layer into the intramuscular
space beneath the the fatty surface lipid layers. Movement can trigger a pain response when
the needle electrode is moved, this can be minimised by taping the electrode in position.
Needle electrodes are very effective, however this does not negate their invasive nature.
Surface EEG electrodes can be fashioned using a number of electrode types; differential, bar
and triode electrodes are standard in many EMG research labs.
EMG data can be taken using a variety of acquisition tools, including dedicated EMG
hardware such as AlphaEMG [55] to traditional EEG equipment using a bipolar or tripolar
referencing setup for the input channels. In the work provided in this thesis, the NeuroScan
SynAmps [23] EEG system was set up with four bipolar differential inputs to capture the
sEMG signals using disposable 15mm Silver-Silver Chloride electrodes, positioned over the
main muscle mass with 25mm inter-electrode separation.
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(a) Surface EMG electrode place-
ment on thigh
(b) sEMG electrode placement on
the upper trapezius muscles
Fig. 2.16 Placement of surface EMG electrodes for data acquisition.
2.5.1 EMG Characteristics
The bioelectrical signal from EMG data displays a wide spectral potential, where compo-
nents range from sub-second (< 1 sec) elements with long frequency characteristics to high
frequency components extending up to and exceeding 1000Hz. As most neural signals are in
the lower end of the spectrum, a low pass FIR ﬁlter can be used to eliminate the unnecessary
high frequency data. In Figure 2.17 the plot shows the frequency domain characteristics,
highlighting the spectral range exhibited by the EMG sources.
Muscle activation is controlled by a type intermediary neuron cell called a motor unit.
There are two differing types of motor units in the body; Type I tonic, slow physiological
response found in slow twitch muscles, a type of muscle found only in the inner ear and used
to control the movement of the eye [56] in mammalian physiology, the bandwidth of Type
I muscles is typically in the range of 20 - 125 Hz. Fast twitch motor units, or Phasic Type
II muscles adapt rapidly to fast stimuli, the response time of these neurons is rapid with a
bandwidth of 126 - 250 Hz.
Fast twitch muscles are sensitive to circulatory efﬁciency, a characteristic of anaerobic
respiration and will cease responding to stimuli prior to Type I motor units [57]. Reduced
conduction velocity of the muscle ﬁbers is also directly related to an increase in contraction
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time and inversely related to a decrease in motor neuron ﬁring frequency. When a mus-
cle is fatigued it will be weaker and will not contract at the same rate as a non-fatigued muscle.
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Fig. 2.17 Welch Power Spectrum Density estimate of the EMG signal characteristics, noting
the disparity in amplitudes between the EEG and EMG signals, as EMG signals are not
obstructed by bone the signal power is far greater than that of surface EEG.
Muscle fatigue manifests as a decrease in force production, it has been attributed to
decreased O2 intake, depletion of internal energy stores and also linked to Lactic acid buildup.
Lactic acid is challenging for the circulatory system to remove and metabolise, as fatigue
increases the level of lactic acid builds up as an extracellular ﬂuid in the surrounding muscle
ﬁbers, decreasing the overall pH of the muscle [58, 59]. The decrease in pH is also correlated
to a decrease in conduction velocity of the muscle ﬁbers.
EMG signals decrease with increased muscle fatigue, the morphology of the action
potential reduces in amplitude with the signal also experiencing a frequency shift towards the
lower end of the spectrum as fast twitch motor units cease to respond, leaving only activation
of the tonic slow twitch motor units [60–62].
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Fig. 2.18 The EMG signal represented in the Frequency Domain, noting the high signal
amplitude especially in the 1-25 Hz range typical of QRS cardiac signal contamination of the
skeletal EMG signal space
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Fig. 2.19 Welch Power Spectral Density plot of the EMG signal for a 5 second window
during muscle activation.
2.5.2 Data Acquisition
EMG data acquisition is performed using a high sensitivity analog data capture system, such
as dedicated EMG hardware [63] or EEG hardware with properly conﬁgured inputs and
references. Simultaneous use of EEG hardware to capture the neurological signals and the
muscular noise artefacts are preferred as the ground plane referencing will not suffer any
discrepancy in the DC bias voltage which can be seen when using two separate systems for
the acquisition session.
2.5 Electromyography (EMG) 29
There are several types of electrode conﬁgurations which can be utilised, shown in Figure
2.20; Invasive and non-invasive techniques are available, depending on the resolution and
level of muscle isolation desired. Invasive methods are often found in single-ﬁber muscle
studies, as the active recording area of needle electrode is made from a 25 micron (μm)
platinum wire, it is smaller than the average muscle ﬁber diameter of 50 μm. Allowing the
electrode to be positioned very close to the muscular control motor unit. Three variants of
needle electrodes commonly used are monopolar, concentric and single ﬁber electrodes.
(a) Needle EMG electrode variants (b) Needle EMG electrode insertion
Fig. 2.20 Invasive EMG needle electrodes [8].
2.5.3 Processing Techniques
EMG data taken during dynamic motion activities can become contaminated with environ-
mental noise, typically the largest contaminant is mains line noise due to environmental
conditions. This type of noise can be removed using a number of techniques, notch ﬁlters
based on the primary frequency of interference (for example: 50Hz in most countries & 60Hz
in the USA) with or without harmonic frequency removal are typical in most ﬁltering paths.
Removal of the mains line primary frequency and its related harmonics from biomedical
signals has been proven through research into removal of this type of contaminant from ECG
signals [64, 65].
A typical work-ﬂow for processing EMG signals is as follows:
1. Load the data
2. De-trend the data to remove the DC offset
3. Perform full wave rectiﬁcation to recover the signal power
4. Perform Low pass ﬁltering at desired value (eg: 10Hz)
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5. Obtain the signal’s linear envelope, this can performed either through the use of a 10
Hz Butterworth ﬁlter, implemented using a zero phase forward and reverse ﬁlter to
eliminate and phase shift of the signal; alternatively applying a Hilbert Transform will
also recover the signal envelope.
2.5.4 EMG Data Analysis
The human body can be described as a system of skeletal linkages connected to a network of
complementary muscle tissues that are activated to control the ﬂexion and extension of the
skeletal structure.
Three distinct types of muscle cells are found in the human body, these are: skeletal,
cardiac and smooth muscles. The skeletal muscles, seen in Figure 2.21a, are connected to the
skeleton using a network of ligaments at the insertion and origin points and control voluntary
movement of the body, their appearance is similar to the cardiac muscle cells appear due to
their striated structure.
(a) Skeletal muscle cells [66] (b) Cardiac muscle cells [67]
(c) Smooth muscle cells [68]
Fig. 2.21 Muscle tissue types found in the human body.
Cardiac muscles are formed from spindle shaped cells that are grouped in irregular
bundles, as shown in Figure 2.21(b). Additionally, the heart also contains a secondary type
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of smooth muscle cells. This type of muscle is a specialised muscle tissue which can contract
in a wavelike manner continuously and regularly without fatigue. The cardiac muscles
cells appear striated and are found in the walls of the heart and line arterial pathways as a
secondary pump to ensure adequate circulation of blood throughout the body, these cells are
involuntarily controlled.
The smooth muscle cells shown in Figure 2.21(c) appear spindle shaped and are typically
found in the walls of visceral organs, such as the stomach, esophageal tract and intestines.
The heart does not contain this type of smooth muscle ﬁbre.
Muscle control is achieved through the activation of muscle neurons by a series of signals
sent from the motor cortex via the central nervous system. Electrical systems require a
closed loop to complete a circuit, the electrical discharge received by the muscle neuron
is propagated through the particular muscle then continues to radiate its energy outward
through the surrounding tissue.
The boundary element effect is a phenomenon that describes the propagation of the signal
through the surrounding tissue. The conductive properties of the tissues surrounding the
muscle dictate the direction, strength and penetrative depth of the EMG signal. This effect is
responsible for the muscle noise present in EEG sensor space.
2.5.5 EMG Summary
The electrobiological artefacts induced by muscular activation does indeed contaminate
readings taken from surface electrodes. The use of invasive electrode montages does mitigate
most of the contamination found during movement, however due to the invasive nature
of the device it requires the participant to be subjected to very light puncture wounds at
the insertion site. An uncomfortable experience for many potential participants, limiting
the pool of potential participants. Non-invasive surface electrodes are easy to install and
remove, use only a viscous coupling gel for reusable electrodes or conductive silver chloride
tacky adhesive for the single use electrodes. Movement of the electrode can be mitigated by
adhering the reusable electrodes to the scalp using ‘Collodion’ nitrocellulose based medical
glue and small squares of gauze. The adhesive is easily removed and ensures the electrodes
will maintain their connection throughout extended EEG acquisition sessions that last over an
hour. This method is employed during polysomnography sleep studies to ensure the sleeping
patient does not drop any electrode leads during their exam, often lasting in excess of several
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hours to overnight.
In the work presented the use of invasive electrodes, whilst less prone to external noise,
is undesirable due to the discomfort caused by the needle electrode both puncturing the
skin and low-level pain at the site during sustained movement. Movement can cause the
barbed tip of needle electrodes to move underneath the epidermal layer causing small area
maceration of the soft tissues. The use of bipolar and tripolar Ag|AgCl surface electrodes
will be implemented in this work.
Chapter 3
Brain-Computer Interface Systems
What is a Brain-Computer Interface?
A Brain-Computer Interface is a communication or control system in which the user can relay
messages via non-traditional channels. Instead, a mechanism which can read the electrical
activity recorded via a network of EEG electrodes, where system then classiﬁes the users
intent from the patterns in the neural activity and provide a new channel to output the data.
This data can then be used to control a device or to communicate with the outside world.
3.1 Introduction
BCI research began in the mid 1960’s at the University of California Los Angeles; their result-
ing published articles mark the ﬁrst appearance of the term ‘Brain-Computer Interface’ (BCI).
At the time, a relatively new area of research in human-machine interface (HMI) systems,
from which, the aptly named brain-computer interfaces emerged from the neurophysiology
research ﬁelds.
BCI systems have also gained the alternative titles, such as: mind-machine interface
(MMI), direct neural interface (DNI) and brain-machine interface (BMI). Although most
researchers have now accepted the acronym BCI and what it represents, there are other terms
used to describe this human-computer interface, the following deﬁnitions were collated from
the literature:
Donoghue et al.: “A major goal of a BMI is to provide a command signal from
the cortex. This command serves as a new functional output to control disabled
body parts of physical devices, such as computers or robotic limbs.” [3]
Schwartz et al.: “Microelectrodes embedded chronically in the cerebral cortex
hold promise for using neural activity to control devices with enough speed and
34 Brain-Computer Interface Systems
agility to replace natural, animate movements in paralysed individuals. Known
as cortical neural prostheses (CNPs), devices based on this technology are a
subset of neural prosthetics, a larger category that includes stimulating, as well
as recording, electrodes.’ ’ [69]
Wolpaw et al.: “A direct brain-computer interface is a device that provides the
brain with a new, non-muscular communication and control channel.” [70]
Levine et al.: “A direct brain interface (DBI) accepts voluntary commands
directly from the human brain without requiring physical movement and can be
used to operate a computer or other technologies.” [71]
3.2 How Does a BCI Work
A Brain-computer Interface consists of a cortical electrical potential measurement device,
such as an EEG, and a computer system to convert the signal and identify key patterns in the
measured signal. The morphology of the patterns are unique to each individual, however the
location of the signal source is generally similar in all test subjects. The targeted region of
the brain from which the signal originates is generally a functional area, such as the visual,
parietal or motor cortex. The particular region of the brain from which the signal originates
is not ﬁxed. Several regions of the brain are known to control certain bodily functions and
senses and can be used to detect patterns from sensory and imagined tasks.
A BCI system processes the information within the stream and identiﬁes key patterns
which are related to a particular task, such as motor imagery, imagined movement, auditory
or visual surprise ‘oddball’ stimuli and focused attention. These patterns are translated into a
command or message by the BCI system, which then outputs the signal via an additional data
channel. The output signal can be used to control other technologies, including: computer
spelling systems, robotic prostheses, control of an electric wheelchair and computer input
devices, such as a mouse. Almost all literature suggests that this technology will have a
positive paradigm-shift in the way that locked-in or disabled people view the world and their
outlook on life.
The use of invasive EEG electrodes in the study and development of modern BCI systems
is commonplace; People afﬂicted with with motor function diseases, such as Amyotrophic
lateral sclerosis (ALS), are at the focus of the majority of past research.
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Nota bene: Access to normal healthy test subjects of sound body and mind, without
neurological pathology whom are ﬁtted with an invasive EEG implant is very limited to near
impossible. Healthy people, generally speaking, do not opt for unnecessary brain surgery; as
such, the focus of this study will be focused on non-invasive methodology.
3.3 Steady-State Visually Evoked Potentials
Steady-state visual evoked potentials (SSVEPs) are a method of identifying the occurrence
of a visual event. When a subject observes a visual stimulus consisting of a ﬂickering light
that is ﬁxed at a set frequency, a response can be seen in the brain where the frequency of the
stimulus signal can be observed in the EEG traces. Any strong visual stimuli with a repeating
pattern will naturally induce an oscillating pattern in the visual cortex. The frequency at
which the brain mirrors effect is known to be the same as the frequency of the stimulus.
SSVEP is a natural response to visual stimuli at speciﬁc frequencies, when the retina is
exposed to pulsing light at frequencies between 3.5Hz - 75Hz the brain generates an electrical
potential at the same, harmonic or multiple of the frequency of the visual stimulus. Visual
Evoked Potential (VEP) BCIs are the second largest and most studied BCI systems [72]. It is
used to determine which stimuli the subject is looking at, while exposed to two or more visual
stimuli of set, unique frequencies in a stationary test environment. Matching the frequency
of the spikes in the EEG reading allows the BCI algorithm to determine which of the visual
stimuli are in focus.
Experiments conducted to validate these responses have been observed in the literature,
where the validity of using SSVEP for BCI application is conﬁrmed as viable [73]. In [74] the
authors present their work on the relationship between the amplitude of the evoked SSVEP
and the spatial attention processes. Implying that an increase in the amplitude of the SSVEP
correlates with heightened spatial attention process, [74] test this hypothesis by investigating
active concentration in unrelated tasks; Their test consisting of counting the number of blue
spots (stimuli) appearing randomly during the study. Furthermore that the amplitude of the
elicited SSVEP waveform is also directly relational to both cognition and intensity of the
stimulus.
Use of a SSVEP based BCI in an environment which is heavily reliant on dynamic
movement of the eyes for situational awareness, as found in a modern ﬂight or driving
simulator, would negate the accuracy and repeatability of the BCI system. This system
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requires the user to keep a steady gaze and a relatively high level of concentration on stimulus.
During concurrent use with a ﬂight or driving simulator the level of situational awareness
that maintained by the user would decrease due to the cognitive focus on controlling the BCI
rather than controlling the simulation.
3.4 The P300 Based BCI
P300 is a term given to indicate an evoked potential event noted at 300ms after a given
stimulus. Recognition of this phenomenon was ﬁrst discovered by Dr. Hans Berger in 1929.
The P300 based BCI system is the most studied event related potential (ERP), it is typically
evoked by an infrequent or task-related event; in some research circles this is also called an
‘oddball event’. [75] The P300 is seen on an EEG trace as a positive deﬂection (see Figure
3.1 for an illustrated description) which peaks at 300ms from the stimulus event, typically
the latency is around 200 to 700ms. This implies that simple stimuli evoke a decision at
around 300ms and longer periods indicate the time it takes for extended cognitive processing
of more complex oddball events [72]. The most appropriate electrode locations for recording
a P300 are in the central and parietal areas [76] which contrasts with the anatomical source
locations of the events, which are related to the content of the memory trace and are typically
located in the hippocampus [77].
A typical experimental setup for a P300 based BCI system is the P300 Speller, a device
historically used for spelling devices to aid people with difﬁculty communicating by tradi-
tional means [70, 74–78]. The system allows users to select a letter from a grid of letters on
a computer screen, the user is instructed to focus on the letter they wish to type, the borders
surrounding of each of the letters is ﬂashed at random. When the borders surrounding the
letter of choice ﬂash they produce a P300 response; whereas the ﬂashing borders of the
undesirable letters do not.
To discerning between P300 and non-P300 responses requires a linear support vector
machine (SVM), to keep up processing speed and classiﬁcation accuracy the input data needs
to be spatially ﬁltered at each channel, this ensures a low-dimensional feature vector. For
example in a 32 channel setup the spatial ﬁlter is applied to all 32 channels spatially dis-
tributed over the scalp. Application of a bandpass ﬁlter ranging from 0.5 to 30Hz to eliminate
high frequency noise is performed prior to the spatial ﬁlter. Additionally to maximise the
difference between the P300 and non-P300 signals and aid in the classiﬁcation by applying a
ﬁlter which increases the distance between the two classes whilst ensuring minimal variance
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within each class. While this is one approach to creating a P300 BCI system, the ﬁlters listed
can and do vary from research team to research team. [74] discusses their work on SSVEP
and P300 ERP based BCI systems.
As discussed earlier unlike most SSVEP based BCI systems do not require the same
lengthy training session prior to successful implementation of the system, as their system
uses an additional known neurological phenomena in which the brain mimics the stimulus
(a button or light which ﬂashes on and off at a rate between 5-60Hz) [79] by replicating
the frequency of the stimulus at the same frequency or a multiple of. [74] conclude that
whilst this is still an open topic the research still needs to be continued as a robust BCI is
still out of reach. He suggests that their work could be extended through the use of virtual
reality environments to create a fully immersive experience, as a multi-sensory simulation
may make the user feel more at ease with the interface [74]. An interesting note is their
recognition of the importance of the user’s emotional involvement as they use the interface.
An emerging topic in this ﬁeld is the discovery of P300 conditioning or familiarisation
by the subject in response to long term use. Research has shown that all ERPs change in
response to conditioning. As the P300 is a type of ERP there it is highly probable that the
same familiarisation could occur with P300 events. [80] discuss that familiarisation could
result in degrading or even possibly increasing the performance of the BCI system. In their
article, [72] suggest that an appropriate translation algorithm could minimise this effect by
tracking possible changes .
In our research, data is acquired whilst the subject is in motion, the recorded data contains
both the neurological and noise signals. The data is then prepared for use with a P300
ERP based BCI by adaptively ﬁltering out the unwanted noise components, motion cues
are provided by the Universal Motion Simulator (UMS) using a ﬂight simulation software
package.
Extension of [74] research through the use of an immersive virtual environment will be
investigated to evaluate if this immersive environment is conducive to reducing the time
required for a subject to become adept at using the BCI.
3.5 Event Identiﬁcation
There are many theoretical methods developed for the identiﬁcation and determination of
artefacts and ERP’s in EEG signal streams; from simple avoidance techniques to complex
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multi-layered ﬁltering algorithms. When considering the efﬁcacy of these systems, one must
understand the difference between online and off-line processing. Real-time processing of
EEG signals require a fast and robust detection paradigm, whereas off-line processing can
utilise computationally complex analysis which are not time dependent. There are several
approaches that can be taken in regards to artefact processing, they are: avoiding the artefact
occurring in the ﬁrst place (through careful application and perfect technique in applying the
EEG electrodes, preventing external noise sources from contaminating the signal, lead wire
positioning and shielding, etc. . . ), correction of the artefact (through analysis of the signals
and the use of an advanced adaptive/predictive ﬁlter) and block rejection after identiﬁcation
(also removing the entire window of data, where all parallel channels rejected, not just the
corrupted channel) [81].
Events from evoked potential studies, a paradigm where the subject is shown a set of
target/distractor images and asked to respond using a key press when they identify the oddball
stimuli. This type of study relies on a set of training data used guide the software to identify
the neural response from multiple example stimuli activations. Statistical data from the
training run is then used to identify the neurological response pattern to the visual stimuli;
As with any statistical measure a larger training dataset will yield greater the accuracy in
realtime identiﬁcation phase.
3.6 Event Related Potentials
Event-related Potential (ERP) is the electrophysiological response to a stimulus, measured
using electroencephalograph or Magnetoencephalography (MEG) techniques (MEG results
in event-related ﬁelds as it studies bio-electromagnetic ﬁelds rather than electrical potentials).
Review of recorded and live EEGs demonstrate the physiological reaction the brain
undergoes during the presentation of external stimuli, these events are known to be repeatable
and measurable and show a deﬁnite reaction to a given impetus [82]. The study of ERPs has
uncovered a speciﬁc morphology elicited from responses to a stimulus, these are illustrated
in Figure 3.1.
The illustration in Figure 3.1 describes the early brain-stem responses (Waves I-VI) to an
event related stimuli. Highlighting the mid-latency components (No, Po, Na, Pa, Nb), the
vertex potential waves (P1, N1, P2) and the task-related endogenous components (Nd, N2,
P3 and slow wave) .
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Fig. 3.1 Idealised waveform of the computer-averaged auditory event related potential to
brief sound stimuli [9].
During recording of ERP tests the exact timing of a stimulus event needs to be marked
in the data. The trigger signal can sent from an automated trigger signal to the acquisition
hardware (many EEG systems have the provision for this type of input). Ongoing studies
in the ﬁeld of electrophysiology has identiﬁed event related potentials and single cell spike
histograms as the dominant subﬁelds [83]. These two ﬁelds are separated by the methods of
application and analysis, primarily the difference is in the spatial scale and the modelling
based on simple averaging methods.
To determine an accurate model of a particular subject’s ERP response a large number
of trials must be completed and a summary measure of the brain’s electrical activity post
stimulus. Pre-stimuli data is also recorded to allow a small window of time leading to the
stimulus trigger. Usually the ‘epoch’ is set to record a 500ms pre-stimuli and 1500ms post
stimuli window.)
The averaging method has several assumptions, which are that the ERP is generated
by a set of ﬁxed latency, stimulus triggered, ﬁxed polarity brain events. In the journal
articles presented by Makeig and Penny in TRENDS in Neurosciences they discuss the recent
development in the understanding of ERPs, an idea which suggests that some components
of the ERPs are generated by stimulus-induced changes in brain dynamics [83, 84]. This
suggests a radically different perspective on how the cognitive and perceptual processes are
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carried out in the brain.
In [83], Makeig discusses how their research accounts for the generation and attention
induced modulation of the N1 negative peak ERP observation in visual ERPs, resulting
from the stimulus induced partial-phase resetting of multiple EEG rhythms. Their ﬁndings
also suggest that through the use of independent component analysis these rhythms can not
only be discovered, but also that the source of the generated ERP originates from a compact
cortical region.
Penny et al. also extend Makeig’s ﬁndings through their focus on phase resetting charac-
teristics of observed ERPs [84]. Their ﬁndings show the relationship of amplitude and phase
modulated signals react during evoked stimulus and ongoing brain activity; suggesting that
“. . . electrophysiological recordings are not purely amplitude-modulated, but rather, arise from
an interaction between sensory input and ongoing brain activity. . . ”.
Event related potential based BCI systems show a lot of potential, displaying excellent
detection rates in identifying oddball or surprise events.
3.7 Slow Cortical Potentials
Slow cortical potentials (SCPs) are a time dependent signal which is observed over an ex-
tended periods. Measuring gradual changes in the potentials of cortical dendrites and have
latencies which last from 300ms up to several minutes [28, 85]. SCPs also encompass P300
and N400 ERP potentials.
SCPs are the slowest of all scalp recorded EEG signals used in BCI development, they
consist of a slow voltage change in the cortex. The literature describes SCP events in normal
brain function as: negative SCPs accompany mental preparation, whilst hypothesising posi-
tive SCP readings probably reﬂect increases in mental inhibition and may reﬂect a change
in excitation of cortical neurons [31, 86, 87]. The response reﬂects increased activation and
decreased ﬁring thresholds in regions of the brain associated with a preparatory response;
and as such have been used to determine intent of movement before action [88]. SCPs
have been successfully used in BCI systems for control of a two dimensional cursor and
thought translation devices (TTDs or spelling devices) based on motor imagery, an imagined
movement of a body part or limb [89].
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Subjects who have been successful with SCP based BCI’s go through an extensive train-
ing procedures to learn how to operate the system. Past research has shown that not all people
are able to develop the required skills to train their mind to control SCP signals. Making the
SCP based BCI neither cue based nor self-paced, rather an adaptation of the human mind to
control the BCI, not the BCI learning to adapt to the human mind.
A BCI concept map adapted from Graz University’s Bernhard Graimann et al.’s book:
Brain-Computer Interfaces – Revolutionising Human-Computer Interaction is given in Figure
3.2. The diagram shows the concept path that research takes during development of a BCI
system.
Fig. 3.2 Brain Computer Interface concept map (adapted from [10])
3.8 BCI Summary
The extensive review on existing literature in the ﬁeld of Brain-computer Interfaces has
uncovered a fair variety of existing methods that can be used for non-verbal communications
with a computer system. SSVEP is a proven technique and relatively easy to implement,
however the use of such a system would be limited to tasks that no not require more than
40 characters per minute to be detected [90] where in their work on high speed SSVEP
BCI systems they successfully maintained the data rate in a simulated online experiment.
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This paradigm, whilst quite functional is only applicable in control systems that are not
time critical as this method is a slow, yet effective, spelling device. The P300 BCI system,
elicited by oddball stimuli, is easily detected and requires little, if any, user training. A wide
range of imagery can be used in this test and excellent results can be achieved in single trial
acquisitions.
The ultimate goal of this work is to produce a noise cancelling ﬁlter that can function to
attenuate the external and internal noise from surface EEG electrode channels. A suitable
ﬁlter, embedded into a BCI paradigm, could allow for the use of the system whilst the subject
is under dynamic motion, such as operating a vehicle or electric wheelchair. The majority of
the expected noise arising from the internal electric currents induced by the activation of the
skeletal musculature responsible for maintaining the subject’s pose.
Chapter 4
Biomedical Noise Artefacts
Contamination of EEG recordings is a problem often faced during acquisitions, the origin of
these artifacts can be both internal, from electrical activity used to control the muscles within
the body, or induced from external electrical sources. An example of this is mains line noise,
which is usually in the range of 50 or 60Hz depending on the geographical location of the
session and the AC characteristics of the power supply. Mains line noise can be picked up by
both the body and the acquisition hardware. The resulting artifact can completely cover up
the underlying neurological target signals or subtly contaminate the signal to varying degrees
of effect; resulting in low to severe degradation of the SNR. This chapter describes the two
main types of signal artifacts, EMG and external contamination.
4.1 Artefact Identiﬁcation
Identiﬁcation of artefacts in EEG signals is paramount to developing a robust BCI ﬁlter for
both online and off-line systems. Methods used in the literature surveyed have shown to
perform in a variety of clinical and ﬁeld scenarios; As discussed earlier, the majority of
previous work focused on electrooculography (EOG) artefact reduction and the minority on
EMG artefact reduction. Artefacts which originate from eye blinks and saccades (volitional
and non-volitional ocular activity) cause widespread contamination of non-invasive EEG
measurements due to the close proximity of the eye to the frontal cortex, due to the volume
conduction effect. As the signal current approaches the scalp it does not always translate
from a normal to tangential orientation. In electrical systems, the current will ﬂow along the
path of least resistance, which may include reﬂection of the signal back into the volume at an
angle dependent on the approach angle to the surface. Dense, evenly spaced EEG electrode
arrays are useful in limiting the number of false positive results caused by phantom signals.
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4.2 Electromyography
Electromyography (EMG) is the measurement of the nerve signals from the brain to the
muscles in the body. The effect of nerve transmission and the facial and eye muscle electrical
activity causes “topographic and morphological differences” in EOG artefacts and has led to
the discovery that these artefacts are caused by the same dipole in a 3-dimensional space.
This discovery led A. Schlögl et al. to discuss the importance of capturing the EOG activity
by no more and no less than three spatial dimensions of each eye [91]. EOG activity has been
shown to occupy a large frequency range, the majority of which are maximal at frequencies
below 4Hz and most prominent in the anterior regions. In EMG activity, also featuring a
wide frequency bandwidth, becoming maximal at frequencies exceeding 30Hz. A number of
studies into the effect of EMG and EOG activity have shown that these activities do affect
the neurological phenomena, underpinning the operation of BCI systems [92]. McFarland et
al. demonstrate this contamination effect on their BCI system during early training sessions
[93].
Fig. 4.1 Posterior dissection view of the cra-
nial nervous system, showing the white cranial
nerve pathways and posterior cardiovascular
infrastructure.
Contamination of EEG recordings by
the contraction and extension of the mus-
cles in the body is a well recognised and
age old problem faced in clinical and ex-
perimental EEG acquisitions. The con-
tamination level of the EMG signal will
vary depending on the amount of mus-
cle movement performed by the subject,
both voluntarily and involuntarily. This
contamination is of great concern to clin-
icians and researchers who rely on the
automatic feature detection and measure-
ment of EEG signals, this also encom-
passes the development of BCI systems.
BCI systems perform at optimal levels
when the input signals are at their cleanest;
free from all contaminating noise sources.
While this may be possible for invasive
ECoG grid arrays, it is contrary to ambu-
latory or non-invasive surface array sys-
tems.
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Fig. 4.2 Neck muscle EMG contamination of an EEG recording showing multichannel
contamination of the EEG sensor space
The nervous system controls the movement of muscles through electrical signals transmit-
ted from the brain, through the central nervous system to the innervation pathways embedded
in the muscles, see Figure 4.1 for an illustration of the complexity of innervation pathways
across the posterior neck muscles. These signals control the contraction and relaxation of the
muscle ﬁbers and as the system is not completely isolated in a closed loop, the signal can
propagate through the surrounding tissues and contaminate the EEG recording through the
boundary effect. The cross-contamination of the EEG surface electrodes by EMG artefact
noise is shown in Figure 4.2, where the high level EMG noise systemically contaminates the
EEG sensor space and can be seen in all the acquired traces.
4.3 Electrooculography
Control of the human eye gaze is achieved through the use of four rectus muscles (inferior,
medial, superior and lateral) and two oblique skeletal muscles (superior and inferior), see
Figure 4.3. All of these originate from the skull bones in each eye orbit and insert into the
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sclera, Figure 4.3(b). These muscles contain a high number of motor units allowing for
extremely precise control of eye direction. Control is achieved through regulated somatic
motor commands issued from the frontal lobes.
The size of the signals recorded increases with adaptation to light and decreases with
dark adaptation. The ratio between the highest point in light conditions and the lowest point
in dark conditions (the Arden ratio) is of critical interest in the interpretation of the EOG.
The EOG is also used to assist in the diagnosis of a large range of retinal disorders such as
drug-induced retinopathy ,retinitis pigmentosa, and some macular dystrophies [94].
The purpose of electrooculography is to analyse the functional state of the outermost
retinal layers, namely the retinal pigment epithelial and photoreceptor layers; however use of
EOG techniques can also be applied to EMG and EEG paradigms. The patient is seated in
front of a Ganzﬁeld dome, electrodes are positioned around the orbit at the inner and outer
canthi. Using only their eyes without moving the head, subject visually tracks leftwards and
rightwards, between two horizontal red illuminated target dots for approximately 15 seconds.
The electrical activity recorded from the muscles surrounding the eye can be used to develop
an eye tracking solution. This technique has been used by [95] in conjunction with cascaded
adaptive ﬁlters. Correra et. al.’s ﬁndings show that EMG related spikes in EEG recordings
can be successfully reduced by up to 55.8% through the use of ordered adaptive ﬁlters, the
most difﬁcult challenge they faced was in determining the ﬁlter order and the convergence
factor in their algorithm; this was overcome using an iterative trial process.
In 2009 Fatourechi et al. [98] conducted a survey of 250 papers relating to EOG and
EMG artefacts in the context of BCI systems. Their survey found that 79.7% of the literature
included in their study (only papers prior to January 2006 were critiqued) did not address
the issue of muscle induced artefacts. The remaining systems used manual epoch rejection
(10.9%), automatic rejection methods (6.2%) or automatic removal methods (3.2%). Out of
the total number of studies reviewed only seven used an automatic method for EMG artefact
removal, two used PCA, one used ICA, one uses linear ﬁltering and three utilised regression
methods. These results show a distinct deﬁciency in the study of muscle related artefacts in
relation to EEG ﬁltering; this may have been due to the limited sampling rate of EEG systems
in the past few decades, restricting the bandwidth of the captured signals. While the study
on the effects, reduction or removal of ocular artefacts (EOG) have been well documented.
Fatourechi’s work highlights the lack of knowledge in regards to non-ocular muscle and
skeletal muscle induced artefacts.
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(a) Anterior eye muscle ori-
gin into the inner orbit [96].
(b) Eye muscle insertion into the sclera [97].
Fig. 4.3 Anatomy of the human eye
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4.4 Physical Movement
Motion based artefacts in passive electrode EEG measurements are generated during move-
ment of the body by activation of the muscles and induced by external electrical ﬁelds. The
thin cables connecting the electrodes to the EEG ‘Headbox’ or EEG input interface hardware
induce a current as they move through an electromagnetic ﬁeld. This is typical of passive
recording systems, active digital systems, are far less susceptible to this type of artefact.
Enno Freye discusses the causes of EEG artefacts [99] and lists a number of different
causes, these are listed in Table 4. Freye concludes that the majority of artefacts are biological
origin; however the quality of the electrode connection is also a major cause of artefacts,
highlighting the importance of adequate pre-acquisition preparation.
Biological artefact identiﬁcation is an signiﬁcant area of research, movement based
artefacts are one of the major causes of interference during a recording. To reduce move-
ment, patients are seated in a relaxed position, for the detection and analysis of neurological
disorders such as epilepsy and schizophrenia the acquisition is performed whilst the patient
is awake. In polysomnography studies, detection of pathology such as narcolepsy, cataplexy
and sleep apnoea, is performed during sleep. Muscle movement, both conscious and uncon-
scious, such as swallowing, blinking and neurologically induced muscle tremors all cause
electrical activity via nerve excitation. These relayed electrical signals cause interference
to non-invasive EEG measurements, many artefact identiﬁcation and reduction techniques
have been evaluated and presented which utilise techniques such as Kalman ﬁltering [100]
(a statistical based state-space estimation), ECoG identiﬁcation [101] and the inclusion of
electromyography sensors to detect muscle movement [102] including but not limited to
head, neck and scalp muscle movement.
While there has been success with many of these methods in regards to identiﬁcation
of artefacts in EEG signals the main result is the identiﬁcation and removal of the epoch
in which the event occurred. Removal of an entire epoch of data separates contaminated
readings from good readings; it also removes the unaffected channels along with the affected
channels, sensor readings from the entire recording for that period of time, or epoch, which
may also include critical signal information from other areas of the brain which may occur
simultaneously with the artefact event.
Summary of possible artefacts during EEG recording [98, 99]:
1. Biological artefacts
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(a) Eye lid movement
(b) Muscle activity during swallowing (Glossokinetic Artefact)
(c) Sweating, movements of arms and legs
(d) ECG cables running across EEG leads inducing cross-talk from the myocardial
signal
(e) Muscle tremors
2. Interference from surrounding electrical appliances
(a) AC current interference due to improper grounding
(b) Electric motor or generator induced electromagnetic ﬁelds
3. External interference from people in the acquisition room
(a) Movements in the room
(b) People pacing in the room
(c) Plexiglas being moved on a surface near the head box
4. Electrodes and Connections
(a) Artefact due to cable movement
(b) Improperly ﬁxed reference electrode during bipolar recording
(c) High Impedance >5kHz
(d) Faulty installation of electrode
4.5 Ballistic (Pulse Related) Artefacts
Ballistic artefacts, also known as Pulse Related Artefacts, are generated internally by the
blood ﬂow through the major arteries and veins. As the blood passes a sensor it can cause
a small electrical charge to build up which can be read by the sensitive EEG recording
system. This effect is more prevalent in magnetoencephalograph (MEG) which utilise
Super-conducting Quantum Interference Devices (SQUIDs) to record the activity of the
brain through changes in quantum magnetic ﬁelds; MEG is also used during simultaneous
EEG-fMRI recordings [103].
The level of contamination from the ballistocardiograph effect is relatively low due to the
low level of ionised blood ﬂow through the circulatory system. SQUID sensors can easily
capture this type of noise as they are an interference device and highly sensitive to small
changes in magnetic ﬁelds. As level of artefact from this type of noise is generally small and,
in theory, should be statistically independent and easily removed using ICA [42, 104].
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4.6 Glossokinetic Artefacts
Glossokinetic artefacts are related to the movement of the tongue muscle. As the internal
nature of the tongue itself is quite complex, removal these artefacts is quite difﬁcult without
an active reference system. Typically subjects are not asked to talk, however should necessity
arise the glossokinetic EMG signal can be isolated and removed using ICA and blind source
separation.
4.7 External Noise Factors
Artefacts that are not of biological origin can be present in an EEG acquisition. These
artefacts typically originate from electrical equipment; primarily devices which use electric
motors or compressors; such as refrigerators, pumps and robotic equipment. External arte-
facts can be easily seen during the acquisition when viewed in the frequency domain. Figure
4.4 highlights the visible nature of mains line interference and the harmonic noise seen from
50Hz to 450Hz, with harmonic peaks at 50Hz intervals. Australia, like most of the world,
uses a mains line frequency of 50Hz, in the United States of America this frequency is 60Hz.
(Further detail on the attenuation of mains power line interference can be found in section
5.2.4.)
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Fig. 4.4 50Hz Mains line noise shown on a frequency domain plot of EMG channel signals
showing the mains line interference and harmonic noise; Note EMG channel 3 where the
harmonic artefacts appearing at each harmonic are outlined in red.
4.8 Summary of Biomedical Noise Artefacts
Artefacts seen in time series EEG data can stem from both internal and external factors,
the external noise sources have been typically found to be due to modern societies heavy
integration of mains line power. Mains line noise can be identiﬁed by its periodic nature,
is generated by devices such as electric motors, refrigerators, electrical equipment racks
and low voltage mains transformers. Electromechanically induced noise from motors may
be more difﬁcult to isolate as the amplitude and frequency of the contamination changes
over time and is directly related to the speed at which the motor is rotating. Many external
artefacts sources can be eliminated by designing the bio-acquisition lab by either encasing
the room in copper wire mesh to attenuate all external radio frequency electrical noise, or
alternatively a researcher could carefully perform the acquisition in a controlled environment
if resources to construct the Faraday shielding are limited. Internal noise is generated by
activation of muscles, where the extension and relaxation of a muscle generates a wideband
noise signal. EMG noise does not originate from a single location, like the EOG. The noise
from each muscle takes its own contamination path based on the structure of the surrounding
tissues. An adaptive ﬁlter will need to take the multipoint nature of the incoming noise to
ensure convergence of the ﬁlter coefﬁcients and adequate attenuation of the noise.

Chapter 5
Preprocessing EEG Data for BCI
Applications
Preprocessing data before classiﬁcation and feature extraction operations is used to simplify
subsequent processing operations without losing relevant signal information. This is an
important part of analysing EEG and ERP-BCI datasets. This stage is useful in identifying
artefactual components suppressing the signal to noise ratio (SNR), a higher SNR results in a
cleaner target signal; very low SNR results in these target signals becoming lost amongst
noise artefacts in the rest of the recording. Preprocessing in the this context typically involves
baseline correction to correct for initial non-stationarity, ﬁltering the input signals in the
frequency domain, EMG and EOG artefact reduction or removal and formation of new signal
mixes through the use of ICA or PCA techniques. Applications of simple spatial ﬁltering
techniques such as Laplacian referencing or common spatial patterns [105–107] are also
used widely in the ﬁeld.
5.1 Filtering Techniques
5.1.1 Spatial Filtering
Spatial ﬁlters are used to maximise the variance of signals which represent one state whilst
minimising the variance of signals of another state [108]. Successful application of this type
of ﬁlter enhances the capability of the BCI system to identify and classify different cognitive
or neural conditions (read states). Spatial ﬁltering is part of Common Spatial Pattern Analysis
(CSPA) and is has been well used in many BCI systems, they are especially adept at detecting
amplitude modulations of SNR. Due to the success of this ﬁlter in detecting conditions in
sensorimotor rhythms this ﬁlter is also applicable in determining the Readiness Potential , or
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in the original German, “Bereitschaftspotential”) a term used for an ERP that indicates the
intention to make a physical movement and precedes the actual movement itself [16].
5.1.2 Principle Component Analysis (PCA)
Principle Component Analysis (PCA) is a preprocessing method which effectively separates
the EEG signals into components; these components include the desired and many unde-
sirable signals. The desired components may include patterns which are associated with
sensorimotor imagery and degree of cognition. PCA is an orthogonal linear transformation
which decomposes the uncorrelated components and then orders the results based on the
variance. This preprocessing method is performed by a general eigenvalue decomposition of
the covariance matrix, which represents the power of the brain signals, the largest of which
(may or may not) correspond to the more useful components. PCA is not suitable for online
or real-time processing of EEG data.
5.1.3 Independent Component Analysis (ICA)
Independent Component Analysis is a technique used in preprocessing analysis and a com-
mon approach to blind source separation problems where it has been used in signal ﬁltering
for synthetic aperture and passive sonar [109–111]. ICA as a statistical technique is used in
decomposition of complex data sets to identify independent subcomponents, this technique
is very useful in revealing hidden commonalities which underlie the ’independent’ signals.
The human brain is very good at performing this analysis in real time from auditory signals,
also called the cocktail party effect, it explains how a person can have a clear conversation
with one person whilst in a room full of talking people. Signals emanating from the brain
are a similar case, as the source of brain signals is unknown analysis of the signals from all
electrodes can triangulate the origin of the signal. These signals may come from a single
point or they may come from a larger region.
An application of this technique is Blind Source Separation , this technique takes two
or more signals known to be independent of each other (observation of one signal does
not show any obvious information about the other) and, in this case, through whitening or
spherising the data to eliminate correlations then performing a orthogonal transformation of
the whitened signals (which can also be seen when plotted as a rotation of the joint-density),
as a linear mixture of independent random variables is generally more Gaussian than the two
separate signals one can maximise the non-normality of the data density through optimal
5.2 Classiﬁcation Methods 55
rotation of the joint density.
Two popular methods of implementing ICA are FastICA and CUDAICA, the former is
an implementation of the fast ﬁxed-point algorithm for ICA and projection pursuit, with
source code designed for use in many programming languages and environments. CUDAICA
takes an implementation of Infomax ICA algorithms, which were originally intended to be
processed by a computers CPU and alternatively utilises the extremely fast DSP capabilities
of high end PCIx graphics chip sets, such as nVidia’s Tesla or Quadro graphics cards.
5.1.4 Linear Transforms
Linear transformations are a preprocessing technique which transforms the original signals
through a linear combination of all (or a subset) channel samples for each sample time. This
transformation improves the SNR of the reading and aids in the separability of desired and
undesired signals. The ultimate goal of linear transformations is to simplify the processing
of following signal processing stages.
5.2 Classiﬁcation Methods
5.2.1 Regression / Statistical Filtering
Statistical based regression ﬁlters have been utilised by many research teams during the
initial introduction of BCI systems to researchers. This ﬁlter technique is still used in several
modern papers however the latest work has been found to use a combination of statistical
methods in conjunction with additional ﬁltering techniques. Schlögl et al. based their
correction technique on regression analysis, their work focused on than removing the entire
epoch in which the artefact was discovered.
5.2.2 Feature Extraction and Classiﬁcation
Feature extraction is a step in preparing the data to aid in the subsequent and penultimate
signal processing stage. The detection and classiﬁcation of brain patterns is the foundation
on which a BCI is developed, the user broadcasts their brain patterns via the EEG recording
system while undertaking speciﬁc mental tasks, the BCI identiﬁes and classiﬁes the desired
patterns and deciphers them into commands or actions. A great number of features can
be extracted from an EEG recording; these parameters include spatial, spatial-temporal,
temporal, linear and nonlinear parameter sets [112, 113]. Features extracted use ﬁrst order
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statistical properties, however second order statistical properties can be used by extracting
the frequency spectrum.
Spatial decomposition techniques, such as ICA, PCA and CSP (not to exclude the spatio-
temporal CSP extensions [39, 84, 114]), are used to maximise the variance between classiﬁers.
One ﬁlter which showing promise at the expense of processing time is eigendecomposition,
which can be applied at each iteration of the correlation process, to save on the computation
time Solo et al. propose an adaptive eigenanalysis algorithm using a stochastic averaging
method which, if applied as Cheng et al. demonstrated may prove advantageous in improving
the speed and accuracy of the classiﬁer [115, 116].
5.2.3 Fourier Transforms - Spectral Analysis
Time domain data which contains periodic signals of unknown frequency and amplitude
can be analysed using one of the most commonly used tools in the Signal Processing tool-
box, the Fourier transform. This technique transforms the time domain signal into the
frequency domain, where when plotted is visualised with the Y-axis representing the am-
plitude of a given frequency and the X-axis representing frequency bins, where each bin
contains all the information and characteristics of a given frequency and is plotted showing
the times each frequency is seen with the most common frequencies at the maxima of the plot.
When frequency domain processes are implemented in signal processing the primary
concern during the data acquisition stage is ensuring that there will be sufﬁcient bandwidth
to produce acceptable and accurate results. The sampling frequency of the data needs to
follow the Nyquist Frequency Rule, which is deﬁned as “...half of the sampling rate of a
discreet signal...” and is also known as the folding frequency, seen in Figure 5.1 where the
Nyquist frequency is shown as fs, the points on the plot where the data peaks on the left side
of fs represents the lowest frequency capable of being displayed for the given data sampling
rate. Fourier plots are commonly limited to a range from 0.5 fs to fs, as the data displays a
symmetry characteristic referred as folding about 0.5 fs.
Fast Fourier Transforms (FFT) can be used to identify harmonic signals, these signals
repeat in octaves and can manifest in either higher and lower octave ranges. An example of
this is demonstrated in EEG data which contains 50Hz mains line noise, the harmonics can
be seen Figure 5.3 and in Figure 5.2 where the primary 50Hz mains line contamination is also
seen at 100Hz, 150hz, 200Hz up to the Nyquist frequency in logarithmically decreasing levels.
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Fig. 5.1 Folding frequency illustration, note the aliasing of the result shown in the dotted line,
the black markers indicate the 60%.
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Fig. 5.2 50Hz Mains line artefact power spectral density plot showing the high level harmonic
contamination - harmonic frequencies are indicated with black arrows.
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The multichannel FFT shown in Figure 5.3 shows how easily mains line noise can con-
taminate multiple channels of an EEG, the acquisition software can display a live spectrogram
of the incoming neural signals. A simple test where a connected subject performs a task
such as simply turning on a light, leaning on a table or touching any large conductive surface
like the metal frame of a work desk will show to the researcher how electrically active the
surrounding environment may be.
Cathode Ray Tube based monitors and television sets, although now antiquated are still
used in many ERP research labs due to their high image update frequency, exhibit relatively
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Fig. 5.3 50Hz Mains line artefact manifestation across the entire EEG sensor space, shown
using Spectra FFT function in Curry7.
high bandwidth noise due to the control circuitry. Concurrent use of this technology may
increase the level of environmental noise in the acquisition.
Mains line power in Australia consists of a 240 Volt Alternating Current electrical source
oscillating at a frequency of 50Hz. The electromagnetic radiation given off by motors,
electromagnets, magnetrons from microwave ovens, ﬂuorescent lighting and modern cold
cathode ﬂuorescent (CCFL) light globes can contaminate the highly sensitive low level
electrical signals picked up the the surface electrodes.
PLI interference is picked up in the body due to small capacitances between the subject,
the mains power lines and conductive earth planes. A review on the interference pathways
is given by Rijn et al. in their early work on interference reduction and modelling. The
contamination paths that PLI can take that result in potential artefacts include interference
currents into the recording hardware [117].
5.2.4 PLI Removal
Removal or attenuation of mains power line noise can be achieved using a number of methods,
a FIR notch ﬁlter centered at 50Hz with a 2.5 degree slope may seem like a suitable choice,
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Fig. 5.4 Analysis of frequency domain PLI components.
however electrical devices can also transmit harmonic electromagnetic interference that may
contaminate a sensor signal through to the kilohertz range. This is demonstrated in Figure
5.2, where the mains line noise and its harmonics contaminate an EEG signal acquired in
a laboratory with a high density of activated electrical devices. The harmonic noise can be
seen to contaminate the signal all the way through to 1200Hz.
A number of existing methods can be used to attenuate noise induced by mains line
power, [65] provide a review of the subtraction method for removal of PLI from ECG signals,
their work demonstrates how intelligent subtraction can be implemented to overcome the
excessive transient response time produced after steep QRS complexes when employing
adaptive ﬁltering techniques to remove the noise. Digital notch ﬁlters also suffer from
inherent problems when the frequency of the noise band deviates from the initial state, these
ﬁlters need a narrow noise frequency band to work within tolerable limits. In Figure 5.4
plots are shown from the outputs from a short Matlab script written to automatically identify
the primary mains line frequency from the EEG and reference data, the script is given in
Appendix 3 B.
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Fig. 5.5 Power Line Interference attenuation functional block diagram describing the ﬁlter
process, where x(n) is the contaminated EEG signal contaminated with mains line power
noise, pˆ(n) represents the estimated interference and sˆ(n) is the ﬁltered output.
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The algorithm, shown in Figure 5.5 used for the removal of the mains line noise is based
on the technique by [118], demonstrating in their published work a technique shown to have
fast convergence (<100ms) and relatively robust results.
The approach is taken in a four step process, the ﬁrst, an adaptive notch ﬁlter is employed
to estimate the fundamental frequency of the mains power interference, once identiﬁed the
fundamental frequency is used to generate the harmonic references through the use of discrete
time oscillators, the amplitude and phase of each harmonic is then estimated using a least
squares process. The ﬁnal step is subtraction of the reference from the target data signal.
Figure 5.6 show the PSD of the input and output data from an EEG sensor contaminated with
PLI artefacts, note the reduction in harmonic noise across the spectra.
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Fig. 5.6 Power spectral density plot showing primary PLI frequency centered at 50 Hz, the
lower plot shows post PLI ﬁlter data artefact attenuation over 5 harmonic ranges
The implementation of a notch ﬁlter requires evaluation in the output stage to ensure that
a suitable level of reduction is achieved across the length of the data. The amplitude of the
PLI can change during a given acquisition session as the subject’s proximity to electronic
devices varies, which may require the notch ﬁlter parameters to be tuned as the interference
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changes. Excessive attenuation of the signal may also remove important underlying data;
this is demonstrated in Figure 5.7 where the PSD at 50Hz is drastically attenuated.
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Fig. 5.7 Power line interference attenuation in the time domain, note the absence of the 50Hz
oscillatory component seen in the raw EEG signal
5.3 Summary of Preprocessing
The use of non-invasive sensors when acquiring EEG data, without the construction of a lab
sized Faraday cage [119], will result in an acceptable level of noise contamination of the
EEG signal. ECoG and grid electrode systems exhibit characteristics that result in a very
low level of EMG noise, making their use, in the scope of this work, unsuitable as there is
very little external noise to ﬁlter. Removal of the power line interference needs to be robust
and fast, a suitable algorithm for this task is mentioned and will be implemented into the
ﬁlter workﬂow. Major artefact elements that cause systemic contamination across all EEG
channels can be blocked using thresholding, as large step inputs in both the target and the
reference signals can induce ringing artefacts in the adaptive ﬁlter output signal.

Chapter 6
Brains, not Brawn - Adaptive
Identiﬁcation and Removal of Artefacts
There are a wide variety of ﬁlters and signal processing methods available to address the
issue of noise attenuation in biomedical signal ﬁltering. Classical non-adaptive ﬁltering
has been shown through the literature to have relatively acceptable results for clinical EEG
acquisition in a static environment, however these ﬁlters begin to diverge from the optimal
solution when applied to acquisitions taken during sustained and random dynamic motion.
Some adaptive ﬁlters utilise a reference input channel, the information in the reference is
used to adapt the ﬁlter coefﬁcients so that they approach and converge, to the optimal Wiener
solution. The Least Means Square and its family of variants, having been derived from the
Wiener ﬁlter, are proven to converge in a stationary environment. Assuming that the signal
inputs are independent, LMS ﬁlters exhibit stable behaviour when implemented using ﬁnite
precision programming, feature a low computational complexity (leading to a real-time or
online processing of EEG data) and converge to the unbiased optimal Wiener solution [120].
Artefact identiﬁcation and removal requires the development and application of a suit-
able ﬁlter algorithm; capable of accurately following the normal cortical signals with little
deviation and robust enough to increase the SNR during sustained dynamic motion. Ad-
vanced state-space estimators based on known ﬁltering techniques, such as Particle ﬁlters and
Kalman ﬁlters, have proven to be a solid method of ﬁltering noise from signals in uncertain
environments and in sparse data sets. The drawback for Particle ﬁlters used for non-linear
systems is that they require more knowledge about the modelling of the system. State-space
estimators are utilised worldwide in systems such as car global positioning systems (GPS),
medical instruments and space based technology.
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Non-linear systems require an algorithm capable of handling the constantly changing
nature of EEG signals; two extensions of the Kalman ﬁlter, the Extended Kalman Filter
(EKF) and the Unscented Kalman Filter (UKF), have shown promise in their suitability for
the task [121], even though they perform linearisation of non-linear processes.
6.1 Overview
Digital signal processing (DSP) is a powerful processing technique which has revolutionised
science engineering. DSP is used in a myriad of ways to mathematically manipulate signals
and modify the information contained to enhance or alter it in a useful way. They can be used
in both the time and frequency domains, and have proven their usefulness in areas such as
noise ﬁltration, system identiﬁcation and speech recognition. Standard techniques, however,
have their limitations; especially when applied to non-linear signal streams, restricting their
ability to converge to the optimal solution. Adaptive techniques which promote greater
accuracy and shorter convergence times were needed.
In 1949 Norbert Wiener published a major breakthrough in adaptive signal processing
technology [122], using a statistical baysian technique to create a ﬁlter which adaptively
altered its parameters to allow for the changing data. Following this publication a number
of well known adaptive methods (such as the Kalman Filter) were developed, these are
discussed in the following sections.
There are four main types of adaptive ﬁltering conﬁgurations [120], each of which have
a speciﬁc purpose, they are: adaptive system identiﬁcation Figure 6.1(a), adaptive noise
cancellation Figure 6.1(b), adaptive prediction Figure 6.1(c) and adaptive inverse systems
Figure 6.1(d). All of these adaptive systems are quite similar in regards to implementation of
the algorithm, however each conﬁguration has a distinct purpose. The algorithms have the
same general components, the input x(n), desired signal d(n), an output y(n), the error signal
e(n) and adaptive transfer function u(n). The error signal e(n) is the difference between the
actual output y(n) and the desired output d(n). Variation on these can also include a reference
input r(n) which contains the noisy characteristics of the input signal or a modeled desired
signal m(n). The inclusion of a reference input relinquishes the need for complex system
modelling to estimate the desired system state, instead relying on the correlation between the
reference and target channel and the assumption that the uncorrelated components contain
the desired information.
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Fig. 6.1 Adaptive ﬁlter conﬁguration blocks, by changing the input-output routing an adaptive
ﬁlter can be conﬁgured to perform in different conﬁgurations.
Adaptive Transversal Filters
Digital discrete-time ﬁlters are commonplace in modern signal processing paradigms, adap-
tive ﬁlters are used to approximate the desired spectral signature of a desired signal and to
reject or attenuate the undesirable characteristics such as noise. The process of making a
ﬁlter become adaptive requires the continual alteration of the ﬁlter coefﬁcients, which change
according to an algorithm that adapts the ﬁlter parameters to account for non-stationary levels
of noise during an acquisition. The algorithm can be used to model the target signal, the
noise or an external system inﬂuence that needs to be compensated. The chosen algorithm
adjusts the ﬁlter coefﬁcients to compensate for uncertain environments and to track a target
signal contaminated with varying levels of noise over time, eg: telephone line noise, noise
attenuating headphones & bioelectrical signal sources.
An Adaptive Transversal Filter (ATF) of N length is shown in Figure 6.2[123], where at
time n, the output of the ﬁlter y(n) is calculated from the weighted sum of the current sample
and a delayed set of samples (x(n),x(n−1, ...)).
y[n] =
N−1
∑
k=0
c∗k(n)x(n− k) (6.1)
Equation 6.1 shows the method used for calculating the time dependent complex con-
jugated ﬁlter coefﬁcients; this can be rewritten into the vector form x(n) = [x(n),x(n−
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Fig. 6.2 Adaptive Transversal Filter block
1), ...,x(n−N+ 1)]T , where the tap-input is at time n and c(n) = c0(n),c1(n), ...,cN−1)T ,
this deﬁnes the coefﬁcient vector at time n as:
y(n) = cH(n)x(n) (6.2)
Where c(n) and x(n) are both column vectors with a length of N.
6.2 Filter Characteristics and Properties
Convergence Rate
The convergence rate is a metric used to determine the rate at which the ﬁlter converges to it’s
desired resultant state, a rapid convergence is usually a desirable characteristic of any adaptive
system. This characteristic is not independent of the other performance characteristics, there
will be one or several trade-offs, as the convergence of one characteristic improves another
may suffer in the process, or even begin to diverge. As the the stability of the adaptive ﬁlter
increases, the convergence rate may begin to suffer and vice versa. This said, the convergence
rate can only be considered alongside the other performance characteristics, and should not
be taken as the sole consideration.
Minimum Mean Square Error
The MMSE metric is an indicator of how well an adaptive system can adapt to a given
solution. When a system has been optimally modelled, predicted, adapted and converges to
the solution the MMSE will be observed as a low ﬁgure. A large MMSE result is indicative
of a ﬁlter that cannot converge to the optimal solution, and cannot accurately model the
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system. This may be due to setting inadequate initial parameters, or poor modelling of the
system and the subjected interference.
Computational Complexity
This performance metric is particularly important to real-time or on-line applications of
adaptive ﬁlters, this is limited to the computational ability of the hardware in which the
ﬁlter is implemented. Highly complex algorithms will require high speed efﬁcient hardware,
sometimes built speciﬁcally for the task such as custom parallel FPGA processors, or the
inclusion of high speed parallel CUDA processing (performed on a high performance graphics
card which is re-tasked to take over some of the processing usually performed on a CPU).
Stability and Step Size
As adaptive LMS algorithms cannot utilise the exact values of the target signal, instead
adapting the ﬁlter weights to allow the signal to converge to the mean, this however is
only possible with carefully selected ﬁlter parameters. The stability of adaptive ﬁlters is
dependent on the adaptation parameters mu (step size) and the ﬁlter length. The step size, mu,
determines the rate of change within the tap weights of the ﬁlter; for example if the selected
value for mu is too large the amount of change within the weights becomes dependent on the
gradient estimate. This can result in uncontrollable diverging oscillations resulting from the
large changes in the weighting values, so a large change due to a negative gradient can result
in an instantaneous change in the opposite direction which may, at the second step, change
the weighting direction due to the gradient negativity, resulting in a oscillations with a high
level of variance about the optimal weights.
Filter Length
The length of the ﬁlter determines the number of system coefﬁcients used by the adaptive
ﬁlter. Choosing a length that employs the least number of coefﬁcients whilst still maintaining
the speciﬁcations of the system is generally determined experimentally. As the ﬁlter length
increases the processing time required for the algorithm to converge increases, additionally if
the length is set too short there will not be enough information in the incoming data for the
output signal to converge to the optimal solution.
The length of the ﬁlter needs to be long enough to contain the slowest artefactual compo-
nent contaminating the target signal, if the length is too short the ﬁlter will fail to converge
and the outputs will diverge to inﬁnity, whereas if the length is too long the computation time
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will increase accordingly. Single band, or wide-band adaptive ﬁlters generally have short
ﬁlter lengths whilst longer lengths are more suited to sub-band techniques.
6.3 Adaptive Filters
Wiener Filters
The Wiener Filter was the ﬁrst statistically designed ﬁlters to be proposed for discreet time
series data and forming the foundation framework for many future baysian ﬁltering tech-
niques, including the Kalman ﬁlter.
The Wiener ﬁlter is a time invariant ﬁltering technique of an observed noisy process,
it has been applied and used extensively in one and two dimensional data for reducing the
speckled noise in image processing and for increasing the SNR of noisy communications
signals through noise suppression. This is performed by minimising the mean square error
between the estimated random process and the desired process.
The ﬁlter design assumes a-priori knowledge of the spectral properties of the original signal
[124], and the noise process and is characterised by the following:
1. Assumption criterion: the signal and the additive noise are stationary linear stochastic
processes with known autocorrelation and cross correlation or spectral properties.
2. Requirement criterion: the ﬁlter must be causal or realisable. In the non-causal cases,
this assumption may be dropped resulting in a non-causal solution.
3. Performance criterion: minimum mean-squares error.
As stated in criterion two above, there may be more than one solution to the ﬁlter. There
are three solutions for applicable cases, the causal ﬁlter which uses an inﬁnite amount of
past data, the non-causal solution which requires an inﬁnite amount of both past and future
data and ﬁnally the ﬁnite impulse response case which only requires a short window of past
data. As such the non-causal solution can not be applied to EEG cases in real-time due to the
requirement of future data.
Causal Solution:
Where,
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• H(s)is the causal section of Sx,s(s)
S−x (s)
eαs
• S+x (s) is the causal section of Sx(s) whereL
−1S+x (s)is non-zero only for t ≥0.
• S−x (s) is the anti-causal section of Sx(s) whereL −1S−x (s) is non-zero only for t≤0.
Non-causal Solution:
G(s) = Sx,s(s)Sx(s) e
αs
Where s are spectra and given optimal g(t) the MMSE equation can be reduced to:
E(e2) = Rs(0)−
∫ ∞
−∞ g(τ)Rx,s(τ +α)dτ,
The solution g(t) isL −1G(s).
FIR Solution:
0
( )
N
i
i
i
G z a z−
=
=∑
x[n]
s[n]
w[n] e[n]
-
+
∑
Fig. 6.3 Block diagram of the Finite Impulse Response Wiener Filter for a discrete time
series
The FIR Wiener Filter is closely related to the least means squares ﬁlter, which converges
to the Wiener solution.
Least Means Square Adaptive Filter
The Least Means Square method of adaptive signal ﬁltering is widely used in signal process-
ing due to its computational simplicity [120]. LMS ﬁlters can be used in both stationary and
non-stationary environments; in non-stationary cases the input signal autocorrelation matrix
R(k) and/or the cross-correlation vector p(k) are varying with time. As these parameters
vary with time due to the non-stationary nature, the optimal solution for the coefﬁcient vector
w0(k) mirrors these characteristics, also becoming a time varying vector.
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The measured signal S(n), in the scope of the work presented, contains a mixture of the
true EEG signal x(n) and the noise z(n). The reference signal R(n), contains noise correlated
with the artefact components in the input S(n), and h(n) represents the ﬁnite impulse response
(FIR) ﬁlter of length p. The desired output of the noise canceller xˆ(n), is the corrected EEG
signal.
xˆ(n) = s(n)− Rˆ(n) (6.3)
where the adaptive ﬁlter output Rˆ(n) is,
Rˆ(n) = ∑p−1i=0 hi(n)R(n+1− i)
Rˆ(n) = hT (n)X(n) (6.4)
The weight vector of the FIR ﬁlter can be deﬁned as h(n) = [h0h1 . . .hp−1]T and X(n) =
[x(n),x(n− 1), . . . ,x(n− p+ 1)]]T is the input signal vector. While based on the LMS
criterion, the weights of the adaptive ﬁlter is updated according to the rule,
h(n+1) = h(n)+
μ xˆT (n)X(n)
XT (n)X(n)
(6.5)
where μ is the step size controlling the speed of convergence and i= 1,2, . . . , p and , T
denotes the transpose of the matrix.
The LMS Algorithm is deﬁned by the following equations:
y(n) = wT (n−1)u(n) (6.6)
e(n) = d(n)− y(n) (6.7)
w(n) = αw(n−1)+ f (u(n),e(n),μ) (6.8)
The weighted LMS adaptive ﬁlter implemented in this work is deﬁned as:
f (u(n),e(n),μ) = μe(n)
u∗ (n)
ε +uH(n)u(n)
(6.9)
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Fig. 6.4 Least Means Square Adaptive Finite Impulse Response Filter Block Diagram
Where n is the time index, u(n) is a vector input at step n, u∗(n) is the complex conjugate
of the vector, w(n) the ﬁlter weight estimates, y(n) the ﬁlter output, e(n) the estimation error,
d(n) the desired response, μ the adaptation step size and α the leakage factor.
Impedance between the surface electrode and the scalp can change due to perspiration
during the recording, causing the signal level to change. The resultant signal shift can appear
as though the signal is scaled, a characteristic that can cause ﬁlter instability which makes
optimal choice of the step size, μ , almost impossible [125].
Normalised Least Means Squares Filter
The classic LMS algorithm is sensitive to scaling effects of the input x(n), making determi-
nation of a suitable value for the learning rate μ , which ensures the stability of the ﬁlter, very
difﬁcult [125]. To accommodate for the sensitivity of the input vector, a variant of the LMS
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algorithm which normalises the power of the input is used. The Normalised Least Means
Squares is deﬁned as:
x(n) = [x(n),x(n−1), ...,x(n− p+1)]T (6.10)
for n=0,1,2,...
e(n) = d(n)− hˆH(n)x(n) (6.11)
hˆ(n+1) = hˆ(n)+
μe∗ (n)x(n)
xHx(n)
(6.12)
Where p is the ﬁlter order, and μ is the step size.
The factor which drives the adjustment of the ﬁlter coefﬁcients is determined by value
used for the step size function, μ , which can be mathematically shown to converge when,
0 < μ <
2
λmax
(6.13)
where,
λmax < ΣMi=1λi = E[u
H(n)u(n)] (6.14)
As a general rule, accurate and fast convergence for most applications can be achieved by
choosing a value for μ using μ = f racλmax10 [126]. In practice, the range of values for μ
for adaptive noise cancellation in the audio domain have been found to be in the range of
0.04 to 0.0002, as conﬁrmed in [127].
Sub-band Least Means Squares Filter
Applications where the impulse response is long and the adaptive ﬁlter order is high, requires
a very large number of calculations, also affecting the speed at which the ﬁlter converges
to the optimal solution. A solution to this problem is to separate the signal into frequency
sub-bands using an analysis ﬁlter bank. The ﬁlter bank, depicted in Figure 6.5, is designed to
separate a signal into discreet frequency blocks spanning the entire spectrum of the captured
data; The analysis stage performs the segmentation, where the signal is decimated to reduce
the sampling rate of the signal. Decimation of the sampling rate is performed to reduce the
computational complexity of the processing stage and also eliminating redundant information
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Fig. 6.5 Analysis and Synthesis Filter bank structure
in the signal output from each of the sub-band ﬁlters. The decimation process and recovery
does not result in the loss of any information, however, the frequency of the decimated
output is shifted. The sub-band signals are then ﬁltered in the Processing Unit block then
up-sampled to restore the scale of the original frequency content and then recombined to
restore the full band ﬁltered signal.
There are a variety of methods for generating ﬁlter banks using Matlab, such as discreet
fourier transforms , quadrature mirror ﬁlters and a series of overlapping band-pass and
low-pass ﬁlters, that are designed to offer perfect reconstruction. Where the output signal
is identical to the input, without causing any further signal distortion other than amplitude
scaling and time shifting.
Filter Bank Types:
• FIR & IIR Filter Banks - for perfect reconstruction the analysis and synthesis ﬁlters
necessitate that the polyphase matrix determinants are formed of just delays.
• DFT discreet frequency transform - a form of modulated ﬁlter bank where only a
suitable prototype must be found and not the entire analysis and synthesis ﬁlters, in
many cases the same ﬁlter can be used for both the analysis and synthesis sides.
• QMF quadrature mirror ﬁlters - provide aliasing cancellation at the output and require
the transfer function to be only approximately satisﬁed.
• Uniform M-Channel Filter Banks.
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Uniform M-Channel Filter Banks
M-channel ﬁlter banks are a type of multirate ﬁlter where the signal is decimated by no
more than the number of sub-band banks M. Eg: In general N ≤M where M is the number
of sub-band channels and N is the sampling rate decimation factor. To achieve perfect
reconstruction in the synthesis stage the values for N and M must be carefully chosen. In
cases where M = N the ﬁlter is classiﬁed as critically subsampled and is the maximum
decimation factor where perfect reconstruction in the synthesis stage can be achieved. As
discussed previously, decimation of the sampling rate is the process of reducing the sampling
frequency of a signal, reducing the data rate and furthermore the complexity of processing
the signal within each sub-band.
The Kalman Filter
The Kalman Filter (KF), developed as a solution to ﬁltering and prediction problems in linear-
quadratic Gaussian systems. Developed in 1960 by R.E. Kalman as a recursive solution to
discrete-data linear ﬁltering. Kalman ﬁlters have been the focus of extensive research and
application, in particular to navigation and attitude estimation [128]. While this ﬁlter has
been ﬁeld proven for over 50 years it is designed for linear systems; and in the general case,
it is not suitable for use with EEG signals.
The Extended Kalman Filter
The non-linear extension of the previous ﬁlter is the Extended Kalman Filter (EKF), initially
developed at the Ames Research Centre of NASA in California by Stanley F. Schmidt, for
use with the navigation and trajectory tracking of the Apollo space project [129–131]. EKF
state estimators are found in many non-linear systems, Figure 6.6 shows the performance of
such a ﬁlter estimating the speed of rotation of a generator vs. the actual generator speed.
Extended Kalman Filters are also suited for online or real-time processing, allowing the
EKF to actively ﬁlter the data as it arrives for display and processing by the BCI system. The
ability to perform ﬁltering, feature recognition and classiﬁcation in real-time is essential for
the BCI to interact with the user in a seamless manner.
While EKF has shown much promise in ﬁltering non-linear data in real-time there are
some pitfalls which need to be carefully considered during the application; the EKF is, in
general, not an optimal estimator and modelling of the noise sources needs to be as accurate
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Fig. 6.6 Extended Kalman Filter state estimation (blue) vs. actual angle (red) [11]
as possible to prevent the ﬁlter from diverging from the optimal solution. Additionally,
without additional stabilising noise, such as Gaussian white noise, the estimated covariance
matrix can underestimate the true covariance resulting in inconsistent results.
Initialisation mean:
x0 = E[x0] (6.15)
Covariance matrix:
P0 = E[(x0− xˆ)(x0− xˆ)T ] (6.16)
Time Update:
Xk|k−1 = F [Xk−1,u(k)] (6.17)
P−k = AkPkA
T
k +Qk (6.18)
Measurement Update:
Kk = P−k H
T
k [HkP
−
k H
T
k +Rk]
−1 (6.19)
xˆk = xˆ−k +κk(yk−h(xˆ−k ,w)) (6.20)
Pk = (I−KkHk)P−k (6.21)
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Where Qw = process noise covariance,and Rv = measurement noise covariance
Ak =
δF(x,w)
δx
|xˆk (6.22)
Hk =
δh(x,w)
δx
|xˆk (6.23)
Extended Kalman Filter algorithm (adapted from [132])
Unscented Kalman Filters
Unscented Kalman Filters (UKF) are an extension of the non-linear extended Kalman Filter;
while considered as a relatively new ﬁlter, it has shown great promise. A recent study which
compares the accuracy of EKF and UKFs when applied to EEG signals. Walters-Williams
discuss their ﬁndings on the estimation accuracy of UKF over EKF, while the results from the
study used artiﬁcially generated noise, with no assumptions on the noise origin, they found
that the UKF performs better than EKF with regards to EEG signals [121]. Their results were
also validated through work by Sameni et. al where a similar UKF was applied to signals
from an electrocardiograph (ECG) [133].
There are four types of Extended and Unscented Kalman ﬁlter estimation conﬁgurations
available: State, Parameter, Joint and Dual. As this research addresses ﬁltering noise from
EEG signals the optimal choice of system conﬁguration is state estimation.
Initialisation Mean
x0 = E[x0] (6.24)
and covariance matrix
P0 = E[(x0− xˆ)(x0− xˆ)T ] (6.25)
Calculate the sigma points for k=1,2...n
Xk−1 = [xˆk−1xˆk−1
√
(L+λ )Pk−1xˆk−1−
√
(L+λ )Pk−1] (6.26)
Time Update:
Xk|k−1 = F [Xk−1,u(k)] (6.27)
Yk|k−1 = H[Xk|k−1,u(k)] (6.28)
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yˆ−k =
2L
∑
i=0
Wmi Yi,k|k−1 (6.29)
xˆ−k =
2L
∑
i=0
Wmi Xi,k|k−1 (6.30)
P−k =
2L
∑
i=0
WCi [Xi,k|k−1− xˆ−k ][Xi,k|k−1− xˆ−k ]T +Qw (6.31)
Measurement Update:
P(y¯ky¯k) =
2L
∑
i=0
WCi [Yi,k|k−1− yˆ−k ][Yi,k|k−1− yˆ−k ]T (6.32)
P(xkxk) =
2L
∑
i=0
WCi [Xi,k|k−1− xˆ−k ][Yi,k|k−1− yˆ−k ]T +Rv (6.33)
κ = PxkykPy
−1
y˜ky˜k (6.34)
xˆk = xˆ−k +κ(yk− yˆ−k ) (6.35)
Pk = P−k κPyˆkyˆkk
T (6.36)
Where: Qw = process noise covariance, and Rv = measurement noise covariance
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Fig. 6.7 Unscented Kalman Filter algorithm
6.4 Legacy Filtering Techniques
Legacy ﬁlters form the ground framework for many advanced ﬁltering techniques. They
perform fundamental processes in attenuating speciﬁc frequency bands or ranges. Lowpass
ﬁlters limit higher frequency bands whilst passing the low frequencies and conversely passing
the higher spectrum while attenuating the low frequencies in highpass ﬁlters. A combination
of low and high-pass ﬁlters can also be used to create notch ﬁlters, a ﬁlter used to attenuate
a particular frequency such as 50Hz mains line power noise; or to isolate a speciﬁc band
of frequencies in Bandpass Filters. In this work legacy ﬁltering techniques are utilised to
design and implement a sub-band analysis ﬁlter bank, a type of ﬁlter which segments a signal
into smaller equally spaced spectral bands prior to signal decimation and sub-band adaptive
ﬁltering.
Finite Impulse Response Filters
Finite Impulse Response ﬁlters are a class of ﬁlter where the impulse response is limited to
a ﬁnite duration as it settles to zero. FIR ﬁlters generally do not feature a feedback input,
hence the term ﬁnite. In the case of a moving average ﬁlter the oldest n’th term is subtracted
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Fig. 6.8 A FIR Low-pass ﬁlter showing the magnitude response of the ﬁlter output, where
the passband is 500Hz.
when a new sample is taken, however the ﬁlter still has a ﬁnite response as after the number
of samples collected equals the length of the ﬁlter window the output will be zero.
Notch Filters
Notch ﬁlters are designed to attenuate a speciﬁc frequency band to remove, increase or
completely remove the signal within the speciﬁed frequency. Similar to the parametric
equaliser in audio signal processing, they are typically used to remove noise associated with
a known source, such as mains line interference (eg. 50Hz in Australia, 60Hz in USA) which
has known characteristics. Notch ﬁlters are an application of a ﬁnite impulse response ﬁlter,
as shown in Figure 6.10 below, the parameters which can be tuned are Q (the width of the
ﬁlter, sometimes measured in Hz, other times in dB) the level of attenuation and the desired
frequency to be attenuated.
Notch ﬁlters can be constructed as inﬁnite impulse response and ﬁnite impulse response
(FIR) digital ﬁlters. The IIR variant has the advantage of requiring lower orders for con-
vergence of the approximation for a given set of parameters. That said however, IIR ﬁlters
in general can easily destabilise and do not produce linear phase characteristics; unlike the
FIR ﬁlter, which is inherently stable and can be constructed to produce exact linear phase
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Fig. 6.9 A FIR High-pass ﬁlter showing the magnitude response, passband at 500Hz and
stopband regions, the passband ripple is set at 1Hz to highlight the characteristic.
characteristics.
In the course of this work a 50Hz mains line interference notch ﬁlter is developed and
applied all signals used in the processing stages, this is due to the high level contamination
present in surface EEG acquisition. The human body tends to be quite a good conductor
of these unwanted signals and the EEG electrode leads, which are unshielded are also sus-
ceptible to contamination. Electrode lead induced contamination can be reduced during
the acquisition stage through the use of active electrodes, which amplify the signal at the
electrode site then pass the signal digitally to the recording device. This method limits this
type of artefact contamination by amplifying and encoding the signal before it has passed
through the noisy external environment.
Filter design methods, such as frequency sampling, time windowing and computer opti-
mised ﬁlter design [134] can be used to design FIR ﬁlters; remembering to take into account
the effect of the ﬁlter in generating ripples in the passband frequencies. Minimising the
occurrence of passband ripples can be achieved using ‘maximally ﬂat’ FIR ﬁlters, a ﬁlter
design technique that maximises the attenuation in the stopband whilst maintaining high
SNR levels.
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Fig. 6.10 A notch ﬁlter comprising of two FIR ﬁlters; here a high-pass and low-pass ﬁlter
combine to form an equivalent notch ﬁlter.
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Fig. 6.11 Notch ﬁlter centered at 500Hz
Bandpass Filters
Bandpass ﬁlters are a type of FIR ﬁlter which attenuates a speciﬁc band of frequencies above
or below a set point. The response of these ﬁlters can be determined using the ﬁlter builder
in Matlab. This type of ﬁlter requires a set of characteristics to tuned to ensure the desired
frequencies are attenuated in the manner required, these parameters are described as the
stop-band, which is deﬁned as the region that is to be removed from the frequency domain
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Fig. 6.12 Bandpass ﬁlter magnitude response, labelled regions indicate the passband, stopband
and passband ripple characteristics
and is usually measured in decibel units; the passband being the desired band of frequencies
that are kept; the passband ripple deﬁnes the oscillatory characteristic of the attenuation as
the cutoff curve transitions from the passband into the stop-band (see Figure 6.12).
6.5 Summary of Adaptive Filters
This chapter examines and discusses noise attenuation techniques suitable for use in remov-
ing motion related EMG noise from neurological recordings. Artefacts generated by self
motion of the participant include non-linear myoelectrical signals, rhythmic activity of the
cardiovascular system and external noise factors arising from mains line electromagnetic
interference. Adaptive ﬁlters are suitable for processing the data and suited for attenuation
of the motion related noise. The decimated sub-band technique is proposed to reduce the
processing requirement of the adaptive ﬁlter and presented in 8.3.
The general strategies of utilising adaptive ﬁlters in attenuating the noise are mostly
successful; where the challenges to optimal noise ﬁltering identiﬁed as:
1. Low spatial resolution of reference channel data; single reference sites can only capture
the local signal characteristics of the muscular structure in the immediate vicinity of the
electrode site, increasing the number of reference channels to counter this limitation
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will capture a greater range and variety of EMG signal characteristics whilst preserving
the spatial properties of the artefact.
2. High computational requirements for full spectrum adaptive noise attenuation; pro-
posed solutions for addressing this issue are cascading the adaptive ﬁltering process
through multiple stages and utilising decimated sub-band ﬁlter banks constructed to
achieve perfect reconstruction to reduce the processing time.
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6.6 Correlation Analysis
Correlated signals are related to one another by a degree of similarity, both positive and
negative correlation are possible where, in the former, a change seen in Signal A is mimicked
in Signal B, and in the latter an inverse relationship is in effect. The term used to signify the
level of similarity between two signals, through statistical techniques the characteristics of
similarity can be quantiﬁed. In addition to determination of signal similarity this process also
measures the alignment, timing and synchronisation between two signals. In cases where
the signals display similar frequency components, yet unsynchronised in phase will cause
this measure to suffer from time lag issues. This process is used to quantify the degree of
interdependence of one signal to another and to establish the level of similarity between two
data sets and is commonly used in sonar, radar, digital communications, signal processing,
image processing, remote sensing, and geology.
In signal processing this technique can be used to identify the occurrence of a known
signal in a continuous stream, represented by x(n) and y(n). In signal processing applications,
as in this work, the known reference signal from the neck EMG electrode site becomes the
reference x(n) and the signal received by the scalp EEG electrodes becomes the target y(n).
Cross-correlation
Cross-correlation is used to compare two data sequences which vary similarly from sample
to sample. A measure of their correlation can be obtained through calculating the sum of
the products of the corresponding pairs of samples, while simplistic this method exhibits
convincing results for cases where there are two random and independent data sequences
under consideration.
The output from the process ranges from -1 to +1, such that a greater cross-correlation
result between the two signals will result in +1. A negative result arises from an inverse
correlation between the signals, where a change seen in one signal is inversely mirrored in
the other. A perfect inverse correlation in statistical terms is represented by -1.00, infers that
the the relationship between the signals are negatively correlated 100% of the time. Whereas
an inverse correlation, while still a negative result is not 100% all of the time and indicates
that the correlation coefﬁcient r falls in the range of -1 to 0.
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The cross-correlation equation can be written as:
r =
N−1
∑
n=0
x1(n)x2(n) (6.37)
Where r represents the cross correlation and x(n) and x(n) the input data sequences each
containing N samples. Equation 6.37 does not take into account the number of samples in the
signal data, by normalising the result through averaging the sum of the products an improved
deﬁnition for cross-correlation can be deﬁned as:
r =
1
N
N−1
∑
n=0
x1(n)x2(n) (6.38)
However this does not consider the case where both signals are identical, in a frequency
sense, and phase shifted by 180 degrees, may indicate zero correlation between the signals or
the waveforms may be 100% correlated.
Positive correlation, where a relationship between two signals exists when as one signal
changes, the other also mirrors the change. In statistical terms, a perfect positive correlation
is represented by +1.00, where both signals change in tandem 100% of the time, a result of
0.00 indicates no detectable correlation exists.
A perfect positive correlation means that 100% of the time, the relationship that appears
to exist between two variables is positive. It is also possible for two variables to be positively
correlated in some, but not all, cases.
Determination of the cross-correlation between an EEG surface electrode signal and the
EMG reference electrode signal is a time varying measure. The level of correlation is non-
stationary and will change based on the motion task and level of physical effort performed by
the test subject. To account for this characteristic the level of cross-correlation is calculated
using a sliding window, using this technique a time varying level of signal similarity can be
determined and used to weight the the reference signal ensuring that the input signal level to
the adaptive ﬁlter does not saturate the EEG signal.
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Autocorrelation
Autocorrelation is an analysis technique where the average product of a time series signal
is compared to a time shifted version of itself, see Equation 6.39. This method is almost
identical to the autocovariance function (see Eqation 6.40), except the autocovariance also
removes the mean. See Equation
φxx[m] = E {(x[n]x[n+m])}= lim
N→∞
1
2N+1
N
∑
n=−N
x[n]x[n+m] (6.39)
γxx[m] = E
{
(x[n]− x[n])(x[n+m]− x[n]
}
= lim
N→∞
1
2N+1
N
∑
n=−N
(x[n]−x[n])(x[n+m]−x[n])
(6.40)
Where, x[n] represents signal A and m represents a time shifted version of signal A. E
denotes mathematical expectation.
6.7 Correlation Summary
The results that we derive in this research depends on the amount of correlation between
the EEG signal and noise signals generated by muscle activation collected through EMG.
Determining the level of similarity between two signals can be achieved using the correlation
methods described, both positive and negative correlation cases should be considered. In
cases where the r value is close to zero little similarity exists between the signals, reference
channels that return this result can be omitted from further processing as the reference does
not contain any signal characteristics representative of the contamination artefacts that can
be attenuated by the adaptive ﬁlter.
Negative correlation results should not be dismissed as the phase relationship between
the reference signal and the target signal changes depending on the electrode location, this
characteristic is seen in the simulated dipole signal in Figure 6.13. In the illustration a signal
seen at the frontal electrodes, Fp1 and Fp2, are inversely proportional to the waveforms
observed at P3, Pz and P4. Whereas the signal seen at T7 & T9 are almost identical to the
signals at T8 & T10, indicating that signals travelling transversely from the front to the rear
or vice versa, will undergo a 180 degree phase change. The inverted phase remains correlated
producing negative correlation to the reference signal and will not be eliminated from the
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Fig. 6.13 BESA Simulated Dipole signal - waveforms seen at each surface electrode site
[12].
reference channel options.

Chapter 7
Data Acquisition and Preprocessing
An initial investigation of the types of artefacts that can be induced through dynamic motion
during EEG acquisition has shown that the in-house biomedical data acquisition hardware, the
SynAmpsRT EEG system, is capable of capturing the required data at a suitable sampling rate
for signal processing analysis and manipulation. Movement artefacts from EMG activation
are evident in the recording sessions, shown on the EEG traces in Figure 7.1 as channel wide
non-stationarity. Data is acquired through experimental evaluation with a subject in both a
static seated position (to minimise the possibility of movement and EMG based artefacts) and
whilst in dynamic motion. This chapter introduces the hardware and presentation software
necessary for capturing event related potential responses to ‘target-distractor’ N100 and P300
paradigms.
Motion induced artefacts typically generated during aircraft ﬂight were simulated using
a motion simulator platform. Data from surface EEG electrodes is recorded from both an
experienced and a novice aircraft pilot during simulated ﬂight; this data is used to replicate
both the noise artefacts, and the EEG signals which may be induced during a dynamic
movement.
The simulation consisted of basic light aircraft ﬂight manoeuvres in the X-Plane virtual
ﬂying environment. Signal drift and non-stationarity were observed when the pilot turned
their head to identify ground based landmarks, the artefact shown in Figure 7.3 is due to the
heavy head mounted display causing the surface electrodes to shift their position on the scalp
during the head checks. Cardiac artefacts are also shown in Figure 7.4 where the heart beat
is seen contaminating a large proportion of the EEG channels, where the artefact is observed
in the frontal and occipital traces.
90 Data Acquisition and Preprocessing
Fig. 7.1 Artefacts caused by dynamic movement – recorded during closed-loop simulated
ﬂight in the UMS.
Spectral analysis of the data shows large areas of activation in the parietal and occipital
regions of the brain linked to speciﬁc functional tasks, validating the expectations described
in the literature. The occipital region is primarily tasked with visual processing as the primary
nerve from both eyes terminate in this region; this said, oddball stimuli response elicited
from P300 event related potential response can be seen in other regions. The parietal region
is situated in the motor cortex and is responsible for the control and feedback from the body’s
musculature, activation in this region indicates manual mechanical tasks that can be induced
through motion or imagined motor imagery, where the subject is asked to imagine a motion
and visualise the activity without actually moving the limb or body part in question.
These areas are known to be the visual and cognitive processing control centres of the
brain. The spectral images show the concentrations of neural activity during a banking task,
high levels of beta band activity can be seen in these areas; the blue areas represent minimal
activation and the red areas represent high level activation.
Alpha band (8-13Hz) is associated with mental exertion and alertness, it is typically
found in the posterior regions of the brain (as evident in Figure 7.2), Beta band (13-40Hz)
activity is general seen symmetrically in both sides of the head and can also be seen in
the frontal regions, it is associated with motor neuron activation and can be seen during
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(a) Inexperienced Pilot (b) Experienced Pilot
Fig. 7.2 Spectral Analysis of dynamic ﬂight, the top row of neural maps show Delta band
(0.5-4Hz) activation, Alpha band (8-13Hz) in the middle and Beta band (13-40Hz) at the
bottom.
muscular movements. The Delta band (up to 4 Hz) is the slowest of all waves; it also tends
to feature the highest amplitude out of all bands, associated with deep sleep and relaxation,
predominantly found in the frontal brain areas in adults and posterior brain areas in children
[135].
In order to acquire data of signiﬁcance, a psychophysiology based visually evoked
potential study is performed. This test is based on the Oddball Paradigm, where the subject
is ﬁtted with the EEG system, seated in front of a computer screen and shown a series of
presentation screens. The ﬁrst is a simple ﬁxation target, displayed initially and shown in
between each of the target and distractor presentation screen. The ﬁxation target screen
gives the subject a visual target to ﬁx their gaze, limiting ocular and saccadic artefacts.
Visual presentation the stimuli is programmed into OpenSesame, [136], where the distractor
and oddball screens are shown. At the onset of the oddball screen a signal is sent to the
‘ESTMAPS’ interface, which sends an optoisolated trigger signal directly to the SynAmpsRT
Headbox, where the exact time of the presentation is marked and recorded within the EEG
data.
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Fig. 7.3 Artefacts caused by Cap Movement. Note how movement artefacts affect all recoded
channels.
Fig. 7.4 Cardiac artefact events cross contaminating the EEG readings, artefact can be seen
as a periodic spike seen across sever channels.
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7.1 Psychophysiological Data Acquisition
ERP Stimulus Trigger Marking and Presentation System
(ESTMAPS)
The ESTMAPS system, designed and fabricated in-house, was implemented during the
collection of neurological data for the purpose of marking the timing of evoked potential
stimuli presented using visual imagery on a LCD computer screen. The collected EEMG
dataset forms the backbone of the data used in this work. The OpenSesame software package
allows for the conﬁguration and implementation of many types of psychophysiological
experiments, as suggested in Luck’s handbook on ERP experimental design [137], in [138]
an oddball paradigm were used, where the subject is shown a series of simple shape images
on an PC LCD screen, the images used in this work are given in Figure 7.8 where the subject
is appropriately ﬁtted with the acquisition electrodes and seated in front of a PC screen where
they are asked to focus on the screen, a generic screen that features a ﬁxation target for the
user to look at in between presentation screens is shown, a frequent shape/colour (Figure
7.8a) combination is shown on 250 of the presentations with a rare shape/colour combination
(Figure 7.8c) is shown on 50 of the total 300 presentation screens. The rare presentation will
generate a neuronal response due to the change in the expected visual scene. This response
constitutes the negative amplitude at 100ms and a positive amplitude at 300ms post stimulus,
this is also refereed to as the n1p3 waveform.
Stimulus Trigger Hardware
To acquire data for the event related potential studies used in this work, an electronic
microcontroller circuit was developed to inject a trigger input signal into the neural recording
at the time of stimulus presentation. It is essential that the trigger event timing is accurate
and repeatable as ﬂuctuations in the timing will lead to errors in the averaged results ([139]).
The circuit is based on an Arduino Pro mini microcontroller (Atmel) running at 16MHz,
depicted in Figure 7.5 where the numbered items are:
1. Seven Segment display, for displaying the number of stimulus events
2. Response buttons, programmable for sending response trigger (customisable)
3. Arduino Pro mini microcontroller, onboard Atmel AtMega328 microcontroller
4. FTDI USB to RS232 serial converter, used to interface the microcontroller to the
presentation PC system
5. Outer case, manufactured using FDM
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6. Optoisolated trigger circuit, which ensures external electronics are medically isolated
from the subject and recording apparatus
7. DB25 25 pin Parallel port, interfaces the SynAmpsRT EEG system head box to the
trigger injector system
Fig. 7.5 ERP Trigger Box - Internal components
The ESTMAPS ERP Trigger Box interfaces with the NeuroScan SynAmpsRT system via
a parallel port on the back of the unit. This system allows for testing reaction times and ERP
paradigms through the presentation of visual or auditory stimulus using a program written
in the Processing [140] environment, a graphical scripting and C language environment
used to generate the presentation stimulus on screen and sends a signal to the microcon-
troller to mark a trigger in the recording via the DB25 input port on the SynAmpsRT Headbox.
The input port on the acquisition hardware requires the target pin to be pulled low to
the ground plane, ensuring that external voltage sources connected to the hardware can
not inject an external signal that may introduce unwanted noise. To pull the trigger pin to
ground a simple high speed solid state switching circuit was fabricated and employed. Solid
state switches ensure false triggers are not registered due to contact bouncing, a physical
phenomena that can result in high speed back-and-forth switching, as the mechanical contacts
close in relay type switches. The bouncing effect can result in multiple trigger ﬂags to be
marked where only a single temporal ﬂag is needed, masking the actual exact timing of the
stimuli presentation.
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Fig. 7.6 The ‘ESTMAPS’ Stimuli Trigger Parallel Interface, closed box view.
Over the course of this work the ERP trigger hardware was upgraded to implement a psy-
chophysiology stimulus presentation software package, OpenSesame [136], see Figure 7.7.
In the second generation presentation system the external USB trigger hardware, ‘Processing’
presentation program and microcontroller are replaced with a direct cable connection from
the SynAmpsRT headbox and the acquisition computer.
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Fig. 7.7 OpenSesame Psychophysiological Experiment software back end.
OpenSesame is a scripted Python environment, the investigator can set up a range of
stimulus events. Trigger events marking the timing of trigger onset, response time, keypad
presses, and stimuli presentation screen can also be deﬁned.
A PCIex DB25 Parallel Port was internally installed in the acquisition computer for high
speed communication with the SynAmpsRT headbox for marking the stimuli presentation
events. A custom parallel port driver was necessary allowing the system to utilise interrupt
channels to send high speed, low latency trigger signals to the acquisition software. (The
custom driver is necessary as Microsoft Windows 7 prevents users from directly accessing
communication ports such as serial RS232 and parallel ports.)
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(a) Non-Target (b) Fixation Target
(c) Oddball Stimuli
Fig. 7.8 (a) OpenSesame non target presentation screen (a red square); (b) Fixation target
(a small static graphic object used to help the user maintain their focus on the screen whilst
minimising eye movement and drift); and (c) Target presentation (a green circle), the user is
asked to take a mental note of the number of times this screen is shown
The data collection experiment is based on a simple visual event related potential test,
where the subject is presented with a sequence of shapes on an LCD monitor. The subject
is instructed to take a mental note of the number of times the oddball event is presented.
Presentation of the oddball stimuli is marked by a time stamp ﬂag and the neural response
recorded in a continuous manner. After the presentation is completed the user repeats the test
until the collective number of responses reaches a statistically signiﬁcant level, in this case
the acquisition was ceased after 1500 stimulus presentations were collected.
Time locked events are epoched and common attributes highlighted through averaged
stimulus events or displaying them as a superimposed butterﬂy plot. The shape of the aver-
aged ERP is typical of that seen in other visual oddball ERP experiments and is shown in
Figure 7.12; an example of a auditory evoked response is given in Figure 3.1 where the peaks
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and troughs of the response are labelled denoting the acronyms used to designate a response
type.
The experiments are broken up into four distinct modules:
The ﬁrst stage, Data Acquisition, involves the acquisition of synchronised EEG and
EMG signals through the presentation of P300 ERP experimental paradigms. In this stage
the development, fabrication and use of the ‘ESTMAPS’ hardware for marking the timing of
stimuli events is completed.
The second stage takes the results gathered from stage one and utilises real EMG data
overlaid on a synthetic sine wave carrier. This experiment extends the results from the
preceding experiment, through observation the output of the ﬁlter when exposed to the
spectral characteristics of the a real EMG signals.
The ﬁlter parameters can be adjusted to suit the reference input to gain additional in-
creases in SNR. This stage is also used to test the cross-correlation measurements of the EMG
signal as the EMG contaminant is a known quantity and artiﬁcially added to the synthetic
sine wave carrier. In the initial tests a carrier signal comprising of a combination of sine
components is used, in the remaining analysis a synthetic EEG signal generated by the BESA
Simulator software package [12] is used. The BESA data is as close to a real neurological
EP signal as possible and features multiple dipole sources and a constant stimulation trigger
response which is typical of a N100 P300 ERP paradigm. (N100 & P300 represent a negative
peak at 100ms and a positive peak at 300ms.)
The third stage analyses the optimal number of referential sensors used in the proposed
adaptive ﬁlter. Results are given showing the ﬁltered outputs for differing combinations of
EMG sensors positioned around the subject’s neck.
The fourth stage a comparison and analysis between wide-band LMS and sub-band LMS
processing is performed.
The ﬁnal stage combines all the knowledge gained from the previous stages and combines
the experiment into a penultimate validation test. This is achieved by applying the proposed
adaptive ﬁlter to a dataset where the user is under constant motion. The noise components
are attenuated and analysis of the results given. This stage is used to validate the performance
of the adaptive ﬁlter in a real-world scenario.
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7.2 Synchronised Data Collection and Acquisition
This experiment aims to generate a data set which contains a synchronised set of brain and
muscle bioelectrical signals, in which the movements of the subject are performed to a strict
set of predetermined directions. The data set is to be used in the analysis section where
the electromyogram signals from four major muscle muscle groups positioned around the
neck which control the attitude of the head. These muscle groups consist of the lateral m.
sternocleidomastoid and the m. trapezius positioned on the sides of the neck, which represent
the largest of the six major muscles responsible for head movement.
Overview
Acquisition of synchronised EEG and EMG surface electrode signals to form a dataset used
in the application and analysis of attenuating EMG artefacts from surface EEG signals. The
dataset contains recordings of the subject performing dynamic motion activities designed to
contaminate the EEG sensor readings with EMG muscle related noise artefacts.
7.2.1 Problem Description
Analysis of muscle activation data is an important step in determining the most suitable
ﬁlter for the type of noise present in the system. Determination of the most active artefact
sources can be made by ﬁrstly identifying the primary large muscle groups which control
the attitude of the head. There are also a large number of small muscle groups, many of
which are very small and embedded deep within the skeletal structure, limiting the level of
possible contamination. The largest muscle groups, identiﬁed as the m. sternocleidomastoid
and trapezius, produce the majority of the contamination. A synchronised recording of both
EEG and EMG data is to be acquired and validated.
A wide search for existing data-sets was conducted over a six month period, through this
search many existing data-sets were found. The majority of which were of great quality,
however most were targeted at clinical neuroscience research and acquired from subjects
with neurological conditions; The primary reason for their taking the test. Several data-sets
were found that feature the P300 paradigm, a test designed to illicit an event related potential
response. The Delorme Animal-Distractor [141–143] data set is a good example of a P300
test, however as discovered the data does not include the simultaneous acquisition of the
EMG signals from the muscles surrounding the head and neck.
100 Data Acquisition and Preprocessing
7.2.2 Technical Approach
The experiment performed requires the following equipment and consumables:
• EEG acquisition PC system with Curry 7 Software Package
• BESAsim Neural Signal Simulation Software
• Compumedics/Neuroscan SynAmps2 RT 64ch EEG
• 12 x Grass Gold electrodes (EEG)
• 12 x Ag|AgCl Disposable disc electrodes (EMG)
• 3M Micropore tape
• Collodion Adhesive
• Cotton Gauze
The subject is asked to perform a number of tasks, consisting of external neck muscle
strain tasks through asking the subject to push their head against the technician’s gloved hand
(electrically insulated) in a range of directions to stimulate the EMG generation, to shake the
head from left to right while keeping the body immobile, to nod the head, to touch objects
around the EEG acquisition area (to identify local electrical and capacitive noise sources),
using just the eyes to look at the corners of the LCD screen in a rhythmic fashion from the
top left, top right, bottom left and bottom right, repeating and ﬁnally to stand and engage in
animated conversation with another person, including whole body movement, gestures and
speech.
To perform useful comparative analysis of the acquired data a set of generated signals
were synthesised, these signals were generated using the built-in sine wave generation tools
which feature in Matlab, the second set of generated data was synthesised using the BESA
Simulator [12] software program developed by Patrick Berg to simulate EEG or MEG activity
generated by modelled sources.
7.2.3 Aim and Methodology
This experiment was broken up into four separate stages, each of which forms the major
objective of the successive experiments; This is to ensure that the checks and measures are
performed at each stage to test the performance of the adaptive ﬁlter before progressing on to
the next stage and level of complexity.
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The ﬁrst stage will investigate the efﬁcacy of adaptive ﬁlters in processing noise and
removing it from the original synthetic signal. Signal to noise ratio calculations performed
on the results of this test will show any increase in the SNR.
The BESA [12] synthetic data set used a standard n1p300 evoked response potential
model which is typical of a triggered stimulation reaction testing paradigm. This synthetic
dataset is noise free and uses a deﬁned set of ﬁve dipole signal sources arranged to simulate
continuous visual and motor ERP signals.
Fig. 7.9 Anatomy of the neck muscles which control the positioning and attitude of the head
The resistive neck strain EMG readings were elicited from the following:
‘Push-against’ tasks:
1. Forward for one second
2. Backwards for one second
3. Left for one second
4. Right for one second
‘Rotational’ tasks:
1. Turn the head to the left
2. Turn the head to the right
3. Shake the head in a rapid manner
(non-verbal ‘no’ head shake)
4. Cervical ﬂexion and extension move-
ments
(non-verbal ‘yes’ head shake)
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7.2.4 Experimental Setup
The following procedure is used in acquiring the required data:
1. Set up the lab for simultaneous recording of EEG and EMG, ensuring that the number
of disruptions which may occur during the test are minimised.
2. Seat the participant at the acquisition station and begin preparation by asking the
participant to thoroughly brush their hair, and then measuring the circumference of
their cranium.
3. Fit the 32ch QuickCap to the user, ensure that the ﬁt is secure.
4. Fill a sterile 50cc plunger ﬁtted with a blunt tipped drawing-up cannula with the
QuickGel conductive electrolyte and proceed to inject each AgAg-Cl electrode through
the ﬁlling hole at the top of the electrode’s rubber cover.
5. While ﬁlling the electrodes with the gel monitor the impedance of the connection using
the built in impedance tool in the acquisition software [23], ensuring the maximum
impedance of any given electrode is less than 10 Ω.
6. When all electrodes are ﬁlled and the impedances at a satisfactory level the test may
proceed. If the impedance begins to rise during the acquisition note the time and
reapply the gel to the suspect electrode, then repeat the test.
As EMG signals are a comprised of wide-band noise the sampling frequency is set to at
least twice the maximum frequency expected to be measured from the myoelectric signal
when setting up the acquisition parameters. In this case the sampling frequency is set to
1024Hz as signals over 500Hz are typically not of neurological origin.
7.2.5 Acquisition Procedure
1. Begin recording the baseline levels, ask the participant to remain still and close their
eyes.
2. Instruct the participant to try to maintain an upright position of their head.
3. Using an electrically isolated latex gloved hand, ask the subject to push their head
against the the gloved hand to elicit the muscle strain signal, use the list of motions
from Section 7.2.3.
4. Manually mark the start and end of each test using the acquisition software’s annotation
tool [23].
5. Repeat the process for the rotational movements.
6. Perform as many iterations of this test as the participant is comfortable with.
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7. De-instrument the participant, clean up any used equipment, discarding any biologically
contaminated matter in the sealed biowaste container, and tidy the testing area.
8. Save the data and visually inspect the data for evidence of muscle contamination.
7.2.6 Experimental Results
Electromyograph recordings were taken of the sternocleidomastoid and trapezius comple-
mentary muscle pairs. The data were analysed in Matlab [134] where the spectral and
temporal characteristics determined and recorded for the next stage. The characteristics for
the synthetically generated BESA [12] n100 signal are shown in Table 7.1 and the synthetic
data parameters are shown in Table 7.2.
Table 7.1 Characteristics of the synthetic BESA [12] n100 target signal.
BESA EEG Signal Parameters
· Butterworth low pass at 1Hz with a 6db/octave slope
· Butterworth high pass at 10Hz with a 6db/octave slope
· 5 source dipole waveforms with an amplitude of 20nAm at a frequency of 13.3 Hz
Table 7.2 BESA [12] synthetic target data set parameters.
Dimensions (mm) Conductivities (S/m)
Scalp Thickness: 6.00 Scalp: 0.3300
Skull Thickness: 7.00 Skull: 0.0042
CSF Thickness: 1.00 CSF: 1.000
Head Radius: 85.00 Brain: 0.3300
The experiment was performed as described in the methodology, the results collected
and stored as per A.3 ethics documentation and Deakin University Data Retention policy.
The data collected from the experiment is processed and analysed to identify the levels
of muscular contamination in the electroencephalograph sensor space. The level of signal
similarity is then used a a metric for the adaptive referential weighting used to scale the
reference input to the LMS adaptive ﬁlter.
Method of determining the level of EMG noise in the EEG signal
There are several methods that may be employed to determine the level of correlation
between signals, the method employed in this work determines the level of correlation
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between the EMG sensor and the individual EEG electrode. The level of similarity is
determined using the Pearson’s R2 technique, an empirical method which does not produce
an exact similarity measure. The accuracy of the metric generated by this tool is not exact,
however when using adaptive ﬁlters to attenuate noise from a system the reference input does
not need to be an exact match.
This work proposes the use of Pearson’s technique to determine the similarity of the
signals and scales the high level EMG signal down to a level matching the amplitude scale of
the EEG signal. The scale matching process facilitates faster convergence of the adaptive
ﬁlter coefﬁcients. This process of scaling the level of the reference input to the EEG signal
level is demonstrated in Experiment 3 (see 8).
7.2.7 EMG Noise Characteristics
Spectral characteristic analysis of the EMG data collected from the supporting musculature
around the head show an observed range extending from 0.1 Hz to>500 Hz, this demonstrates
the high level of spectral overlap that exists between the noisy EMG and the target EEG
signals.
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Fig. 7.10 Fourier transformation of the EMG and ‘clean’ target signal data showing the
spectral characteristics of each signal
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Table 7.3 Channel Impedances
Channel Electrode Impendence
1 F3 2.0
2 Fz 7.0
3 F4 5.9
4 C3 4.6
5 Cz 9.1
6 C4 8.4
7 P3 5.9
8 Pz 2.2
9 P4 8.6
10 M1 <250
11 M2 <250
12 Oz 15.2
13 Ref 2.9
14 VEoG L 10.5
15 VEoG R 7.9
16 HEoG L 8.8
17 HEoG R 7.7
18 EMG1 5.2
19 EMG2 9.9
20 EMG3 6.3
21 EMG4 8.5
22 Fpz 4.2
7.2.8 The EEMG Data Set
Tables 7.3 and 7.4 show the parameters and characteristics for the EMG-EEG synchronised
data set. The EEMG dataset is the primary multichannel data source consisting of synchro-
nised EMG and EEG acquisitions recorded in parallel using the SynAmpsRT EEG system,
this ensures that all channels are temporally synchronised to ensure the correlation between
channels.
The dataset also contains two synthetically generated ‘clean’ ERP data streams, these
are artiﬁcially contaminated using the real data from the EMG channels acquired from live
acquisitions. This data is used for the analysis, SNR calculation and performance measure-
ments as the clean desired data is known. Figure 7.10 shows the spectral characteristics of
the clean and generated signal containing the EMG noise signals.
The artifactual components are mixed with the clean signal using a weighted system so
that the level of contamination from any given EMG source and be controlled. A short time
window moving average ﬁlter is also applied to the noise prior to combination to ensure that
the noise is not only correlated to the reference channel but also contains a small amount of
variance.
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Table 7.4 Description of the EEMG dataset showing all characteristics.
Channels 22
Time 696.7sec
Samples 3,483,500samples
Trials/Epochs 16
Number of electrodes 22 (4x EMG, 18x EEG)
Sampling Frequency 5000Hz
Reference Common Average Reference
Headbox Filters 2nd Order Butterworth
7.2.9 Results Discussion
The data acquisition phase is one of the most important parts in the experimental process,
collection of reliable data for use in analysis from both neural and muscular signals needs
a carefully constructed set of parameters. Primarily the electrode impedances need to be
carefully monitored during both the application and whilst the test is running.
Myoelectric signals were were collected and processed, captured from the primary and
complementary sternocleidomastoid and trapezius muscle pairs, which have been found to
be responsible for the major EMG contamination of EEG data acquisitions. The EMG signal
analysed and found to contain wide band noise, with the range of spectral contamination
extending from 0 to over 700Hz.
The collected synchronised data now forms the base ElectroEncephaloMyoGraph ‘EEMG’
bio-signal data set.
7.2.10 Experimental Issues
As discussed in Chapter 2.2.1, the application of the electrodes to the participant’s scalp
necessitated careful technique. Initially the experiment called for individual Grass gold
electrodes, which are applied to the scalp using a conductive paste that is usually tacky
enough for clinical recordings. As this test requires the movement of the head the electrodes
needed a much higher level of adhesion. To ensure constant contact between the electrode
and the scalp a nitrocellulose based adhesive collodion is used to glue the electrode to the
scalp with small squares of sterile gauze. The use of the adhesive ensures that the electrode
will not drop off or move during the test; removal of the adhesive is performed using a soft
cloth dipped in a solvent such as acetone. The use of such a solvent is not ideal and several
participants expressed their concerns regarding its use, these participants were offered an
alternative application by using an neoprene cap pre-ﬁtted with the electrodes. The cap is
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then held to the scalp securely using a section of elastic tubular mesh bandage without the
need for adhesives and solvents.
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7.3 Real EMG Removal from Synthetic EEG
This experiment examines the correlation between the target signal seen at the electroen-
cephalograph electrode, and the noisy signal from the electromyograph electrode. This task
is scripted in Matlab using a generated sine wave for the neural target signal and real muscle
noise data from the EEMG dataset.
7.3.1 Overview
Internal electrical artefacts can be generated from the activation of skeletal muscles, which
are actively engaged to maintain the subject’s posture whilst in a consciously awake state.
The EMG signal, is sourced from the EEMG [144] dataset, where the noise artefact is
taken from the synchronised EMG channels. The noise signal is then scaled and mixed, using
an autoregressive method, with the synthetic BESAsim [12] P300 neurological carrier signal.
The use of a known carrier signal is necessary to validate the results of the noise reduc-
tion, this is due to the similarity of the experiment to removing an unknown noise from an
unknown noise, the penultimate objective, yet impossible without a known clean carrier to
compare and validate the results.
7.3.2 Problem Description
Human locomotion comprises of the synchronised activation of speciﬁc muscle groups and
patterns, which results in movement causing dynamic motion. The electrical activation of
motor neurons in the muscle itself are the source of most EMG noise. This experiment aims
to create a reference plane that can be used to electrically isolate the head from the body, in
terms of determining the spatial location of the artefact through the use of a multiple input
referencing paradigm.
7.3.3 Aim and Methodology
The aim of this experiment is to determine if the use of adaptive digital signal processing
ﬁlters can be used to attenuate the type of noise expected to be seen at the EEG electrode
originating from the musculoskeletal support structure. The dataset acquired in earlier
experiments, the EEMG Dataset [144] (see 7.2.8), contains a synchronised collection of
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bioelectrical data from both EEG and EMG sensors. The EMG channels contain signals
generated by the activation of motor units within the muscle structure itself, Figure 7.11
highlights the wide spectral characteristics of the EMG data acquired from the trapezius
muscle, note the signal peak at 50Hz due to the mains line interference. The motor units are
activated through a nerve signal sent from the motor cortex, then transmitted via the central
nervous system to the target muscle to the motor neurons at the muscle innervation site. This
signal then propagates back through the conductive body tissues to present as an artefact in
the EEG sensor signal.
Adaptive noise ﬁlters with reference feedback have been used extensively in digital
signal processing ﬁelds. In this experiment a similar signal processing technique is employed,
adapted for the spectral characteristics found in EEG and multichannel EMG signals (typically
between 0 to 500Hz) to gauge the performance of several adaptive ﬁlter systems in removing
the EMG noise signal from the known clean target carrier signal.
Generation of the clean EEG target carrier signal can be performed via several methods,
the ﬁrst is to generate a time series of clean sine waves, the second is to use a software
signal generator such as BESA’s Dipole Simulator [12] or through a publicly released, peer
reviewed Matlab toolbox [42]. The clean data used in this work is from the BESA Dipole
Simulator software package.
This experiment is a two stage process; the ﬁrst, to characterise the types of noise present
in the EEG sensor space, then to artiﬁcially contaminate a known sine wave target carrier
signal with noise featuring the same characteristics, then apply the adaptive ﬁlter processes
and report on the resulting ﬁndings. The second, replicates the ﬁrst stage with the target
carrier signal replaced by the BESAsim generated P300 target signal. Analysis and discussion
on the results are given.
7.3.4 Experimental Results
Synthetic Neurological Carrier Signal
To generate the ‘clean’ neurological data a researcher must decide on the most suitable
type of carrier signal for the task at hand, in this case a standard event related potential
experiment were developed. The clean data is sourced from the n1p300 BESA Simulator, a
software package for generating and visualising EEG and MEG data simulations based on
spatio-temporal dipole models [12].
Table 7.6 lists the correlation results from the experiment performed using a simulated
evoked response potential generated by the BESA Simulator software package [12], gen-
erated using the n1p3b standard included with the software, which demonstrates a typical
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Fig. 7.11 Welch Power Spectral Density plot for the trapezius EMG sensor signal
negative 100ms peak and positive 300ms peak ERP morphology as typically seen in tar-
get/distractor cognitive testing paradigms.
Table 7.5 Real EMG data Contamination of Generated Sine Carrier
Signal Coefﬁcient Correlation % Amplitude
EMG1 0.0386483 0.15% 0.5
EMG2 -0.823354 67.79% 0.2
EMG3 0.9688453 93.87% 1.0
EMG4 0.3977443 15.82% 0.6
This experiment is performed using a selected set of epochs which had known head
movements, Tables 7.5 and 7.6, list the results from investigation. The muscle activation and
contamination shown describe how the proximity of the muscle insertion and origin points
are related to the level of contamination; for example head movement that is externally force
loaded to simulate lateral acceleration to the left hand side will cause the opposing muscular
architecture to counter the force on the right side of the head. The muscles on the right hand
side in Table 7.5 show how this effect is evident in the cross correlation of the signals. The
ﬁgures shown in the table make evident that the carrier signal characteristics have a minimal
effect on the performance of the correlation calculation. The carrier wave in Table 7.5 is
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Table 7.6 Real EMG Data Contamination of Generated BESA EEG Carrier
Signal Coefﬁcient Correlation % Amplitude
EMG1 0.0400693 0.16% 0.5
EMG2 -0.893552 79.85% 0.2
EMG3 0.9609693 92.35% 1.0
EMG4 0.3897813 15.19% 0.6
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(b) Clean BESA generated n100 ERP signal
Fig. 7.12 Synthetic EEG carrier waves used to simulate an evoked potential response.
generated using Matlab’s internal sine wave function, where the clean signal is described in
Equation 7.1 as:
CleanSignal = 20sin(2π5t)+15sin(2π8t)+15sin(2π2t)+15sin(2π16t) (7.1)
The carrier wave is synthetically generated using the BESA dipole simulator and varies
in each channel (see Figure 7.12b). The signal seen at any given sensor is dependent on the
forward model and the spatial position of the sensor itself replicating the typical signal found
post oddball stimulus. The clean BESAsim generated and mixed sinusoidal generated carrier
waves are given in Figure 7.12a & b respectively.
In a random sample window the cross-correlation coefﬁcients were determined, from
which the level of signal similarity can be calculated using Pearson’s R2 technique. Table 7.6
lists the results showing the highest contaminant resulting from the EMG3 channel, which
corresponds to the right hand side trapezius muscle. The head motion during the data window
was recorded as a rearwards resistive head movement, the results indicate the highest signal
similarity is shown to arise from the EMG2 & EMG3 channels, which correctly associates
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Fig. 7.13 Synthetic EEG carrier waves used to simulate an evoked potential response.
this head movement as a contraction of the trapezius muscle.
In Figure 7.13 plots are shown of the ﬁlter outputs for each target carrier signal. In 7.13a
the output for the simulated sine wave, (see Eq.7.1), where the ﬁlter attenuates the noise quite
effectively in the lower frequency ranges however in the higher frequency bands there is little
effect. Similarly, the BESA carrier signal in 7.13b where the carrier wave is more similar
to an actual ERP stimuli response, attenuation in the lower frequencies is signiﬁcant and
unlike the sine wave carrier in (a) there is also mild attenuation of the upper frequency range.
The ﬁltered output from the results for each target carrier signal maintain their original clean
attributes as the ﬁlter output tracks the target signal with only very minor deviation.
In a comparative study, the synthetic EEMG dataset and processed to assess the appli-
cation of the proposed sub-band adaptive referencing paradigm with ﬁve alternate adaptive
ﬁlter algorithms.
The results from this study are shown in Figure 7.14, where the clean and dirty signals
are epoched and plotted at the top of the ﬁgure followed by the epoched output from the
comparison ﬁlters, a single-band LMS, and four sub-band ﬁlters: LMS, RLS, normalised-
LMS, block-LMS and block-LMSFFT; as used in [145]. An iterative approach were utilised
to determine the ﬁlter parameters. The results from the study show that LMS, block-LMS
and RLS adaptive ﬁlters can achieve an acceptable level of noise attenuation that can satisfy
the input requirements of a potential BCI. In the normalised-LMS processed signal the
output still contains moderate to low levels of signal contamination, where attenuation of
the EMG and ECG noise during high level saturation can result in failure. Similarly, the
block-LMSFFT adaptive ﬁlter, constructed of an FIR adaptive ﬁlter using FFT based LMS,
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fails to converge to the optimal solution during high level saturation, and is not an optimal
algorithm for sub-band processing.
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Fig. 7.14 Stacked ERP epochs using alternate adaptive ﬁlter paradigms.
The results in Table 7.7 & Table 7.8, show a high level of signal correlation between
the surface EEG electrodes and EMG noise originating from skeletal muscles in the neck
generated by speciﬁc head movements.
During a forward strain motion of the head, the left and right sternocleidomastoid muscles
are activated as the muscles contract. A rearward head motion naturally contracts the trapezius
drawing the head backwards; lateral left and right head movements will cause asymmetrical
contraction of the sternocleidomastoid and trapezius. The results from a study investigating
the muscle activation and signal correlation are shown in the table, the results mirror the
hypothesis and validate the ﬁndings. It can be seen that a forward motion activated the
left and right sternocleidomastoid and only small correlation is seen from the trapezius,
a rearward motion inverses the activation; left and right head motions both activate the
respective muscles on the side of the neck. Correlated signals from the other secondary
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muscles still present and are assumed to be small EMG activations used to maintain the
position of the head. The signals from these reference points still contain useful information
on the EMG artefact and should not be dismissed.
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7.3.5 Results Discussion
As the data sets used in this analysis stage are quite large, the processing power of linked
SLI graphics processing was employed. The nVidia CUDA technology allows the massively
parallel processing architecture (GPU) of their graphics cards to be utilised with a range of
algorithms for data and signal processing in the Matlab programming environment. Reducing
the processing time of the dataset, in this case, by a factor of four.
7.4 Conclusions
The script utilises the corner correlation coefﬁcients (1,2) & (2,1) and the cross-correlation
between the target EEG and the four contaminant signals, by determination of Pearson’s
R-squared value the percentage of correlation is determined. The values with the values used
from above the results are shown in Table 7.9.
Table 7.9 Generated Sine-Contaminant Sine Contamination Results
Signal Coefﬁcient Contamination % Amplitude
B 0.4950743 24.51% 25
C 0.4950743 24.51% 25
D 0.3960593 15.69% 20
E 0.5940893 35.29% 30
These results show that the calculated percentage of contamination reﬂect the level of
input contamination, regardless of the carrier signal characteristics, one can assume from
these results that the noise is additive and not correlated to the target signal. It can be noted
that the percentages are not exactly the same, this however is attributed to the additive nature
of the contaminants and the determined power spectrum of the contaminant versus the target
signal. When these attributes are taken into account the determined metric represents realistic
and acceptable results.
Chapter 8
EEMG Reference Optimisation and
Noise Filtering
This chapter investigates optimisation of the number of reference inputs to the sub-band
Least Means Squares ﬁlter. Limiting the number of reference inputs reduces the computa-
tional complexity in processing the data stream in real-time. The primary objective is to
determine the optimal number of reference inputs to the ﬁlter paradigm through an iterative
process, showing the results for each conﬁguration of reference inputs. The secondary
objective is examination of the ﬁlter outputs to characterise the quality of the reference signal
and determine a metric to be used in choosing the optimal reference sources for the LMS ﬁlter.
In the subsequent sections we will discuss in detail the data analysis using adaptive
ﬁltering to remove the EMG, electromagnetic interference (EMI) and pulse related artefacts
from EEG data.
8.1 EEMG Reference Optimisation
The methodology is described in two parts. The ﬁrst, an investigation into the effect of
limiting the number of reference inputs to the ﬁlter system; The second, formulation of a
metric to be used in determining the quality of a given EMG reference and to determine if
the selected reference is a candidate for inclusion in the ﬁnal reference mix.
8.1.1 Limiting the number of reference inputs
The ﬁrst stage of the experiment is an iterative reduction of the number of referential inputs
to the sub-band Least Means Squares adaptive ﬁlter. The signal-to-noise ratio calculation
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results from each reference input, combined with the level of signal similarity derived from
Pearson’s R2 are used to test how effective each of the four EMG channel inputs are in
enhancing the convergence of the ﬁlter output, see 7.2.6. The ﬁndings from this stage are
performed using the EEMG dataset, which contains 13 monopolar EEG channels and 4
bipolar EMG synchronised channels.
The noise artefacts implemented in this work are comprised of four EMG channels taken
from the EEMG dataset, the neurological target signal that we are recovering is the same
BESA N100 P300 [12] that was used in the previous experiment, see section 7.3.
8.1.2 Single Reference Input
A single EMG electrode site is used as the referential input to the ﬁlter, then processed using
the proposed adaptive ﬁlter. The results from each EMG channel test are shown in the section
8.2 below.
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Fig. 8.1 Classic LMS adaptive ﬁlter signal inputs and outputs, the raw corrupted signal is
given by the red dashed line, with the LMS processed outputs in blue and the ideal desired
signal in green.
The data plotted in Figure 8.1 represents the input signal (red), desired signal (green)
and LMS ﬁlter output. The non-stationarity of the signal has been improved and a small
reduction in the level of contamination in the output signal.
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Iterating through the single channel reference inputs shows that there are clear but
relatively small differences in the level of attenuation when comparing any one particular
reference to another. The most productive single reference results are seen in Figure 8.6,
where the reference channel is connected to the ECG electrodes. The results from each
reference channel selection are given in Figures 8.2-8.6. The adaptive ﬁlter lengths chosen for
the results are given in Table 8.2; the lengths chosen are dependent on the longest artefactual
component in the reference. In this case the ECG signal containing the long wave cardiac
QRS characteristics required the largest ﬁlter length to successfully capture and attenuate
this characteristic.
Although the noise attenuation for any single given EMG or ECG reference input is
noticeable, the level of noise still present in the signal post-ﬁlter is still relatively high
and could be further attenuated. Including an additional channel into the reference mix
may address the excess noise present in the ﬁlter output. The extra processing step can be
processed in one of two ways, noise references can be remixed into a single correlated noise
channel, or the LMS algorithm can cascade each reference sequentially.
8.1.3 Dual Reference Input
Two EMG electrodes positioned over a complementary set of muscles are used for the
reference input to the proposed adaptive ﬁlter, process the data and compare the signal-to-
noise ratio of the attenuated signal, results are shown in Section 8.2.
8.1.4 Multiple Referential Input Mix
This test applies the sbLMS ﬁlter to the contaminated data using all EMG signals as referen-
tial inputs. The order of the processing is determined by the level of similarity between the
reference and EEG channels. The reference input displaying the highest similarity charac-
teristic being processed ﬁrst, followed by the next highest through to the reference with the
lowest level of similarity processed last. The level of similarity is determined using Pearson’s
R2 technique as described in Experiment 1 Section 7.2.6.
The results show the contaminated input and reference channels, the level of similarity,
processing order and analysis of the ﬁltered data. Increases in the signal-to-noise ratio are
shown in Figure 8.18 and Figure 8.17, where the noise attenuation in the time and frequency
domains are shown. The ﬁgures highlight the attenuation in an overlay showing the raw
contaminated and ﬁltered ‘clean’ data.
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8.1.5 Determining Reference Quality
The signals acquired from the reference electrode sites only contain muscle activation data
that is generally correlated to the noise artefacts seen in the EEG channels; unlike the
EEG channels which contain both neurological data and noise artefacts. The quality of the
reference signal can be described as the level of similarity to a given EEG signal, where a
high level of correlated similarity indicates an optimal choice of reference.
The physical location of a reference electrode site can receive EMG signals from a single
muscle or several muscle groups. Reference sites that are in close proximity to one another
may display high correlation to each other, but differ in correlation to the EEG signal. With
this in mind, the positioning of EMG electrode sites needs to be planned, when positioning
the EMG electrodes the expected type of motion should be taken into account to ensure that
the correct muscle groups are chosen.
The level of cross correlation can be calculated and used to determine the level of
similarity between the contaminated EEG signal and the reference EMG signal. This is
useful in scaling the amplitude of the reference signal, where the signal strength in most
cases is orders of magnitude higher than the EEG signal.
The type of movement or body loading, whereby external factors exert a force on
the subject (such as gravitational acceleration) will result in complementary muscle pair
activation due to the motion. Similarity between the signals can be determined using
Pearson’s R2 measure, as described in Experiment 1, Section 7.2.6.
In addition to scaling the EMG signal level, the reference signal quality is also used to
select the reference channels with the highest correlation to the contaminated EEG signal,
omitting the reference channels that display the lowest similarity from the mixed reference
signal input.
8.2 Experimental Results
The level of similarity between the input channels to the ﬁlter are shown in the following
ﬁgures, where in each ﬁgure the upper plot represents a close-up view of the ﬁlter input and
output, the lower plot represents the ﬁlter input-output over the entire signal.
Single Reference Input Results
The results in Figures 8.2-8.6, show the attenuation of a single reference signal input to the
proposed Least Means Squares adaptive ﬁlter. It can be seen in each of the ﬁve ﬁgures that
the level of signal attenuation is quite low, each of the EMG reference sensors fails to address
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Table 8.1 SNR Characteristics from single reference
noise attenuation using the LMS algorithm
Post ﬁlter SNR Characteristics
Channel SNR Difference % Change
EEG -8.88414 - -
EMG1 -6.0032 -2.88094 32.43%
EMG2 -6.01369 -2.87045 47.73%
EMG3 -5.96349 -2.92065 32.87%
EMG4 -3.05383 -5.83031 65.63%
ECG 0.500504 -9.38464 105.63%
Table 8.2 Adaptive LMS Filter
Lengths
Reference Length
EMG1 65
EMG2 65
EMG3 65
EMG4 35
ECG 145
the QRS complexes induced by cardiac rhythm. The only reference input that does attenuate
this characteristic is the ECG input reference signal, as seen in Figure 8.6. This result could
be described by the cardiac artefact being very closely correlated to the signal from the ECG
sensor than any other reference. Although cardiac artefacts are present in the EMG channels,
there is a higher level of correlated components between the EEG and the ECG (cardiac)
channels.
The signal-to-noise ratio for the input and LMS ﬁltered outputs are shown in Table 8.1,
the highest level of calculated signal similarity being the ECG channel, which is expected as
the cardiac QRS artefact is the largest visible contaminant evident in the EEG signal.
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Fig. 8.2 Single reference LMS processing - left sternocleidomastoid.
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Fig. 8.3 Single reference LMS processing - left trapezius.
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Fig. 8.4 Single reference LMS processing - right trapezius.
The results from ﬁltering the contaminated EEG data using only one of the ﬁve available
EMG reference inputs are shown in Figures 8.2–8.6. In each of the ﬁve ﬁgures it can be seen
that the LMS ﬁlter does attenuate some of the artefactual components, however, large changes
in the EEG signal that are inﬂuenced by high level noise from neck muscles and cardiac
rhythms are not tracked well except in Figure 8.6; where the reference channel selected is
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Fig. 8.5 Single reference LMS processing - left sternocleidomastoid.
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Fig. 8.6 Single reference LMS processing - ECG electrode.
taken from the ECG channel. In this case the LMS ﬁlter does attenuate the majority of the
heart beat waveform. Tracking of the target channel baseline is also well maintained in each
of the ﬁve trials however the cardiac channel reference remains the primary choice for single
channel improvement for both large artefact attenuation and baseline tracking. Further noise
reduction using all combinations of dual reference inputs is investigated in the next section.
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Dual Reference Input Results
Plots for all available reference channel combinations are shown in Figures 8.7–8.16.
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Fig. 8.7 Reference channels: left sternocleidomastoid and left trapezius.
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Fig. 8.8 Reference channels: left sternocleidomastoid and right trapezius.
A combined dual referential input to the LMS algorithm is used for the results shown
in Figures 8.7–8.16. The results show that the use of a combined dual reference input does
increase the SNR of the ﬁlter output. In Figure 8.16, a combined reference of the ECG and
right sternocleidomastoid resulted in the highest level of signal similarity, once processed
by the least means squares adaptive ﬁlter, increased the SNR by 117% and from the ﬁgure
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Fig. 8.9 Reference channels: left sternocleidomastoid and right sternocleidomastoid.
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Fig. 8.10 Reference channels: left sternocleidomastoid and ECG.
displays excellent tracking characteristics and resistance to cardiac artefacts. The smallest
attenuation results were found to be from reference inputs EMG2 and EMG3 representing
the muscle signals coming from the trapezius EMG channels at the back of the head & neck,
see Figure 8.11. This trial resulted in an increase of only 9.36%, raising the ratio from
−8.8841393 to −8.0523493, a change of 0.83179. This indicates that the noise generated
from the trapezius muscles was far less inﬂuential than the sternocleidomastoid and cardiac
sources. This, by inference, indicates that the user was tilting their head forward during the
selected data window.
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Fig. 8.11 Reference channels: left trapezius and right trapezius.
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Fig. 8.12 Reference channels: left trapezius and right sternocleidomastoid.
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Fig. 8.13 Reference channels: left trapezius and ECG.
Time (sec)1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
Am
pl
itu
de
 (μ
V)
-100
-80
-60
-40
-20
0
20
40
60
80
100
 ALL Contaminants - EMG3-4 References - LMS I/O
LMS Processed
Corrupted Signal
Clean Target
Fig. 8.14 Reference channels: right sternocleidomastoid and right trapezius.
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Fig. 8.15 Reference channels: right trapezius and ECG.
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Fig. 8.16 Reference channels: right sternocleidomastoid and ECG.
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Table 8.3 SNR Characteristics from dual reference input noise attenuation using the LMS
algorithm
Signal-to-Noise Characteristics
SNR Difference % Increase
EEG -8.8841393 - -
Ch1-2 -5.4618743 -3.422265 38.52%
Ch1-3 -4.3359343 -4.548205 51.19%
Ch1-4 -2.4452113 -6.438928 72.48%
Ch1-5 -4.9487953 -3.935344 44.30%
Ch2-3 -8.0523493 -0.83179 9.36%
Ch2-4 -5.6536753 -3.230464 36.36%
Ch2-5 -5.2163773 -3.667762 41.28%
Ch3-4 -5.3763803 -3.507759 39.48%
Ch3-5 -5.1842023 -3.699937 41.65%
Ch4-5 1.5273893 -10.411529 117.19%
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Multiple Referential Input Mix Results
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Fig. 8.17 Multi-reference adaptive LMS ﬁlter I/O
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Fig. 8.18 Multi-reference adaptive LMS ﬁlter I/O FFT
The results from the dual reference LMS processed data emphasises how a mixture of two
reference inputs can increase the level of attenuation achievable by a single LMS adaptive
ﬁlter in a single pass. A mixture of all ﬁve referential inputs is used to generate the results
seen in Figures 8.17 & 8.18, where in the ﬁrst ﬁgure the ﬁlter output tracks the target signal
quite well, exhibiting high level resistance to cardiac inﬂuence and DC bias. In Figure 8.18,
8.2 Experimental Results 131
the frequency domain plot shows level of noise attenuated from the original contaminated
signal. The raw data is pictured with a black dashed line in the rear of the image with the pure
clean target data shown in the foreground in red. The output from the multi-reference LMS
ﬁlter process is shown in green, where signiﬁcant reduction in the noise ﬂoor level and EMG
attenuation in the lower 1–45Hz frequency ranges is evident. The post-ﬁlter signal-to-noise
ratio increased from -8.8841393dB to 5.0745653dB.
8.2.1 Results Discussion
The quality of the reference signal can be described as a metric determined through cal-
culating the level of signal similarity between two mostly independent signals featuring
correlated components. This can be performed using a number of methods, in this work the
Pearson’s R2 technique is implemented. A high level of similarity indicates that there are
many correlated signal characteristics between the two signals. When a reference signal
contains a high level of correlated components to the EEG channel, the LMS algorithm will
attenuate all correlated attributes leaving only the unique neural signal. In recent work by
[146] they describe the problem of determining the quality of EEG signals, in their approach
they use similar statistical techniques and an additional fuzzy c-means clustering and dynamic
mapping. They also conclude that there is a clear quality difference between dry and wet type
electrodes; and that the quality of a signal is directly related to the quality of the interface
between the electrode and the scalp.
This validates the conclusion that the use of wet type electrodes, in conjunction with low
impedance electrode interface will be the optimal solution for surface electrode bioelectrical
data acquisition. In this experiment, it was found that the optimal reference input contained
a mixture of the ECG and at least one other EMG channel as the optimal referential input.
The QRS cardiac rhythm waveform characteristic exhibited the highest level of signal
contamination and correlation across all channels.
The ECG and EMG reference signals generate the largest contaminating factors barring
environmental noise sources, such as power line interference.
The results achieved from the experiment, given in Figures 8.7–8.16, show that the
choice of reference channel has a large effect on the output of the adaptive ﬁlter. In the plots
containing a single EMG or dual EMG references it was observed that low amplitude noise
were reduced, however the ﬁltered signal continues to drift from the baseline value set in the
clean dataset. The addition of the ECG channel to a single or multiple reference mix addresses
this effect, as the signal from the ECG channel is quite high in comparison to the EMG
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artefact channels the level of correlated components are expected to be higher. This suggests
that the inclusion of a reference channel that is directly related to ballistocardiographic
effect, which causes slight body movements occurring with cardiac contractions. While
this artefact is similar to the pulse artefact, where both artefacts types are predominantly
repetitive, monophasic high amplitude waveforms, the BCG is generally more widespread
[147].
Attenuation of the noise components when including the ECG channel in the referential
input is shown in Figure 8.6, in which only the ECG reference is included. The plot shows
that the AF does converge to an acceptable solution and the cardiac artefact is signiﬁcantly
reduced, however some signal drift is observed. As the reference channel to the ﬁlter only
contains the cardiac information, any EMG components will mostly remain whilst the heart
beat is effectively removed. In Figures 8.10–8.16 an additional EMG channel is mixed into
the reference signal, where the removal of the cardiac artefact is achieved in addition to the
attenuation of muscle noise.
Further investigation into further attenuation of the ECG noise would be in the examina-
tion of using multiple cardiac leads, as found in commercial clinical 12-lead ECG systems.
At ﬁrst glance simply using the ECG as the reference input would seem to be a good choice,
however the results are further enhanced through the use of multiple reference inputs.
Multi-reference ﬁltering using a reduced selection of reference electrodes would be
possible, choosing the reference inputs that display the highest level of signal similarity and
omitting any exhibiting low or no similarity before being passed to the adaptive ﬁlter. As the
number of reference inputs decreases, the computational complexity and processing time
also follows suit when compared to cascaded processing of all reference inputs. In cases
where processing power of the analysis system is limited, the noise attenuation processing
can be performed off-line on a faster system, or the number of reference inputs reduced to
those that have the highest R2 scores.
The cardiac ECG signal is seen as the largest contaminant, its presence is detected in
almost all channels. High levels of iron in the blood cause ballistocardiographic effects due
to the iron’s magnetic inﬂuence, resulting in current induction within the circulatory system
itself; and may, in part, be responsible for the systematic contamination of the surface EEG
signals.
It is recommended that in any surface EEG data acquisition that ECG signals be simulta-
neously recorded for attenuation in either online or post processes.
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8.2.2 Conclusion
The experiment highlights the importance of careful selection of reference channels when
applied to biomedical signal ﬁltering. Channels which feature the highest level of correlated
signal information will naturally remove the majority of the noise. The addition of the
remaining reference channels further emphasises the attenuation of the noise components,
thereby enhancing the signal to noise ratio of the adaptive ﬁlter output. Inclusion of the
cardiac information in the reference channel to the adaptive ﬁlter is highly recommended.
The results show that the use of multiple referential inputs to be superior to single reference
adaptive ﬁltering systems.
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8.3 Single vs. Sub-Band Least Means Squares Adaptive
Filtering
Adaptive ﬁlters can be applied using a variety of methods, traditionally this type of ﬁlter is
applied to the entire spectral range in which the artefact presents. The application of this type
of adaptive ﬁlter paradigm has been extensively used in signal processing ﬁelds to a various
range of effect, this however this leaves the question:
How effective would the proposed adaptive LMS ﬁlter be when applied to sepa-
rate sub-frequency bands and, if so, what beneﬁts are gained through utilising
decimated sub-band ﬁltering paradigms?
8.3.1 Methodology
The proposed sub-band LMS adaptive ﬁlter is given in Figure 8.19, where the diagram
describes the typical work ﬂow for processing the noisy EEG data. The ﬁrst stage of the
process is the removal of the power line interference from both the EEG channels and
reference sensor signals. The PLI removal algorithm is based on a modiﬁed variant of the
technique described by [118], where all channels can be processed in parallel to minimise the
processing time. The block contained in the dashed green line describes the PLI attenuation
process. The interference frequency and its harmonics are ﬁrst identiﬁed using an adaptive
notch ﬁlter, the harmonic components are synthesised using discreet-time oscillators with
the phase and amplitude estimated using a modiﬁed RLS algorithm. As the mathematical
foundations of the block diagram in Figure 8.19 are based on standard ﬁlters, the derivation
is given in Section 6, Equation 6.6. The PLI free EEG and reference signals are then passed
through to the cascaded multi-reference sub-band LMS adaptive ﬁlter block.
First, an adaptive notch ﬁlter is used to estimate the fundamental frequency of the in-
terference. The PLI harmonics are generated based on the estimated frequency by using
discrete-time oscillators, and then the amplitude and phase of each harmonic are estimated
using a modiﬁed recursive least squares algorithm, then subtracted from the contaminated
signal.
The contaminated signals from the EEG, EMG and ECG are ﬁrst separated into discreet
frequency blocks using a ﬁlter bank of eight low and high pass FIR 2nd order Butterworth
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ﬁlters; the high sampling rate of the signal is then decimated by half to simplify the com-
plexity of the processing, also reducing the time taken for later processes. Cross correlation
analysis is performed to determine the level of similarity between the reference sensors
and the EEG channels, using Pearson’s R2 measure scale the data according to the level of
contamination. The amplitude of EMG signals are far higher than those acquired from the
surface EEG electrodes, the scaling reduces the signal level to a suitable level ensuring that
any one reference signal does not obscure another.
Subband LMS background knowledge
Sub-band ﬁlters process a signal in discreet frequency bands, which requires the input signal
to be segmented into blocks of sub-band frequencies. Spectral segmentation of the signal is
achieved using a series of Direct Form II, second order, low and high-pass ﬁlters designed
using Matlab’s Filter Builder function. These form the ﬁlter bank of the analysis section in
the adaptive algorithm block diagram shown in Figure 8.19.
While there are a variety of methods for generating ﬁlter banks using Matlab, such as
discreet fourier transforms and quadrature mirror ﬁlters, this work utilised a series of second
order Chebyshev bandpass and lowpass ﬁlters designed using the FilterViewer (fvtool) tool
in Matlab.
8.3.2 Experimental Results
After appropriate signal preprocessing as documented in earlier works the proposed adaptive
ﬁlter paradigm were applied to the contaminated EEG signal. The PLI removal procedure
were performed, where the output from the process is shown in a two second close window
in Figure 8.20. This process is repeated on all input channels to the ﬁltering paradigm.
Figure 8.21 shows the identiﬁcation analysis plots of the PLI artefact, the plot in (a) shows
the correctly identiﬁed 50Hz PLI contaminant. The plots shown in Figure 8.20 represent the
power spectral density highlighting the PLI contamination and harmonic frequencies of the
signal.
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Fig. 8.19 Block diagram illustration describing the proposed adaptive ﬁlter, the red dashed
box contains the adaptive section, the dotted red box surrounds the analysis section and
the blue box containing the sub-band frequency domain recovery block. PLI removal is
performed on all inputs prior to application of this paradigm.
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Fig. 8.20 Power line interference removal, the original raw contaminated signal indicated in
red with the ﬁltered output shown in blue.
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Fig. 8.21 PLI primary frequency identiﬁcation.
Classic LMS ﬁltering
The data were processed using the classic LMS ﬁlter from the DSP toolbox embedded in
[134]. The results from each of the reference inputs are shown in Figures 8.27, 8.25 and
8.29(a).
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Proposed Sub-Band LMS Filter
In the plot below, Figure 8.22, shows a close-up view of the proposed ﬁlter inputs and outputs,
the EEG sensor input is shown in red, note the level of signal baseline wander typical of
EMG activity contamination, the clean BESA generated signal is depicted in black with the
proposed sbLMS ﬁlter output in dashed green. The ﬁlter output closely tracks the clean
signal waveform and baseline without loss of amplitude.
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Fig. 8.22 The proposed sub-band LMS adaptive ﬁlter input (red), target (dashed green) and
ﬁlter output (black).
Comparative Section
This section presents a comparison of the ﬁlter outputs highlighting the key performance
differences in the outputs of the two adaptive ﬁltering paradigms. In Figure 8.25 the classic
least means squares ﬁlter outputs are presented, the proposed sub-band LMS ﬁlter outputs
are given in Figure 8.24. The proposed method is more accurate in its tracking capabilities
and robustness in the presence of baseline wander.
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Fig. 8.23 Frequency domain plot of the contaminated input in blue and the proposed sub-band
LMS adaptive ﬁlter output in red.
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Fig. 8.24 The proposed multi-reference sub-band least means squares adaptive ﬁlter input
and output. The contaminated input is presented in red, with the clean target signal in dashed
green with the sub-band LMS ﬁlter output in black.
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Fig. 8.25 The classic single reference least means squares adaptive ﬁlter input and output.
The contaminated input is presented in red, with the clean target signal in dashed green with
the LMS ﬁlter output in black.
Visualisation of the frequency domain, as given in Figure 8.26 and Figure 8.27 highlight
the spectral differences in the raw input and the ﬁltered signal and is a good indicator of the
level of contaminant attenuation.
In Figure 8.28 the level of contamination signal attenuation is signiﬁcantly higher in
the multi-reference proposed ﬁlter than that of the classic single-reference adaptive ﬁlter.
The addition of the extra noise information into the referencing system further enhances the
non-correlated neural signal. The stacked event related potential plot, shown in Figure 8.29(b)
where the signal is shown as a stacked false-colour time-domain waterfall plot. Signal noise
in the raw signal is clearly seen (in the lower window) against the steady state of the clean
target carrier signal in the upper window. The centre window displays the ﬁltered output
from both the sub-band LMS and classic LMS ﬁlters.
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Fig. 8.26 Frequency domain plot showing the proposed multi-reference sub-band least means
squares ﬁlter input, ideal and output signals.
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Fig. 8.27 Frequency domain plot showing the classic single reference least means squares
ﬁlter input, ideal and output signals.
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Fig. 8.28 Frequency domain plot showing the outputs from both the proposed and classic
LMS adaptive ﬁlters.
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(b) Proposed Multi-reference Sub-band LMS ﬁlter
Fig. 8.29 ERP plot showing stacked epochs aligned to time locked stimulus events, the plot
in the centre is the ﬁlter output with the clean BESA signal at the top, and the contaminated
EEG signal below.
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The signal to noise ratio of the raw EEG signal were calculated to be -8.01618dB, when
ﬁltered using a classic least means squares ﬁlter yields a result of 0.1841dB, the sub-band
LMS processed signal increased the SNR by a factor of ten resulting in 10.6604dB. The SNR
measurements from both signals show a signiﬁcant improvement in attenuating the noise in
the contaminated signal, however the proposed method has shown signiﬁcantly greater noise
reduction.
8.3.3 Results Discussion
Signiﬁcant increases in the SNR of the proposed ﬁlter output are attributed to the additional
noise reference data, the ﬁlter output tracks the clean target signal closely, even during
baseline wander. The inclusion of spatial information into the calculation and tissue seg-
mentation analysis from magnetic resonance imaging is proposed as an extension to this
experiment. Calculating the impedance of the electrical pathways between the reference site
and each EEG electrode using the volume, tissue types and tissue conductivity from MRI or
other medical imaging modality could provide a map of expected noise contamination. The
map could then be used to generate a model of the noise path, leading to greater accuracy
in attenuating the noise and lead to a more efﬁcient, yet very personalised, adaptive ﬁlter
paradigm.
In addition to the aforementioned modelling extension, inclusion of blood oxygen satu-
ration and blood iron level percentage to investigate increased conductivity of oxygenated
blood has any effect in changing the noise present due to cardiac interference conducting a
convoluted, yet direct, pathway to the surface electrodes.
8.3.4 Conclusions
The results from this experiment show the use of a multi-reference system applied to noisy
EEG surface electrode signals. The additional references enhance the attenuation capabilities
of LMS adaptive ﬁltering, each successive pass of the proposed ﬁlter increases the signal-to-
noise ratio of the neural target signal.
The proposed ﬁlter tracks the target signal well and displays robust characteristics in the
presence of baseline wander and heavy EMG contamination.
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8.4 Validation Experiment
This experiment is performed to validate the operation of the proposed ﬁlter. The experiment
utilises a 32 channel continuous electroencephalograph in conjunction with the proposed ﬁlter,
the ﬁlter is tested in both the Matlab [134] and Curry7 [148] software analysis environments.
The event related potential and Fourier domain results are shown.
8.4.1 Methodology
The multi-modal functional neuroimaging software suite Curry7 by NeuroScan, is a program
used to connect to, acquire and analyse functional data using a range of built-in tools and
utilities. One of the more useful features embedded in the software is the ability to implement
a Matlab processing script, this can be done in several points during the analysis work ﬂow.
The scripts can be executed before basic ﬁltering, post internal ﬁltering and online during
data acquisition. This experiment embeds the proposed algorithm into the NeuroScan’s
software for analysis and visualisation in quasi-realtime during the scan itself, where the
ﬁlter is applied to the visible data on screen.
Curry7 sends the data to a Matlab console in blocks of data, limited to the range of
visible data in the main window, this can be changed by selecting the appropriate range in the
Functional Data tab, then selecting the Options button; here the user can change the Time
range [s] from the default 10.00sec to any value required. Widening the time range viewable
in the functional data window will result in much longer processing time. Only limited
debugging information is available in the console window, during development keeping a
short window of functional data is best until verifying that the script executes without error.
The data is streamed from Curry7 in a two dimensional array, the contents of the array
will change whenever the user changes the time range in the functional data viewing window.
A Matlab script is selected to process all EEG channels using the developed sub-band LMS
ﬁlter and return the ﬁltered data back to the functional data viewing window in Curry7 for
visual inspection. Once the data has been ﬁltered it is epoched into short stimulus locked
windows containing the trigger event and the neural response to the stimulation.
The raw data is contaminated with power line interference centred at 50Hz, this can be
ﬁltered using Curry7’s internal PLI removal algorithm, however as it is a proprietary ﬁlter
the actual algorithm is hidden from the user. Filter out the PLI using the ﬁlter described in
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the paper by Keshtkaran et al. [118], the process is described below:
x(n) x
d
(n) K
f
K
k
p(n)
s(n)
u
k
/u’
k
Bandpass 
filter & 1st 
Difference
Frequency 
Estimator
Discrete 
Oscillator
Amplitude 
& Phase 
Estimator
H
a
rm
o
n
ic
Fr
e
q
u
e
n
ci
e
s
^
^
-
+
1...M’
Fig. 8.30 Power Line Interference attenuation functional block diagram describing the ﬁlter
process, where x(n) is the contaminated EEG signal contaminated with mains line power
noise, pˆ(n) represents the estimated interference and sˆ(n) is the ﬁltered output.
Fig. 8.31 Screen shot taken from Matlab showing the total run time to process all 32 noise
corrupted EEG channels using the proposed sub-band LMS ﬁlter.
The proposed adaptive ﬁlter were implemented in Matlab R2014b, as per the functional
block diagram described in Figure 8.19, each channel took approximately 7.5 minutes to pro-
cess the entire acquisition, a total time of three hours and ten minutes was needed to process
all 32 channels of corrupted EEG data (the actual total processing time reported by Matlab is
11,172 seconds (3 hours 10 minutes, see Figure 8.31). Improvements in the computational
processing can be made through implementation of GPU/CUDA parallel processing, where
instead of utilising only the maximum number of CPU cores on the research PC system (12
cores, 6 actual and 6 virtual, Intel i7-970x) the system can access up to 512 GPU processing
cores, where vast reductions in the total run time of the algorithm can be achieved, when
processing double-precision values GPU processing can produce an improvement in gigaﬂop
processing by almost a factor of seven [134].
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Fig. 8.32 Block diagram illustration describing the proposed adaptive ﬁlter, the red dashed
box contains the adaptive section, the dotted red box surrounds the analysis section and the
blue box containing the sub-band frequency domain recovery block.
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8.4.2 Experimental Results
The data were processed using a combination of toolboxes from Matlab, EEGLAB and
custom written processing code. The data were processed using the sub-band LMS paradigm,
then reimported back into EEGLAB’s workspace, where the epochs are extracted and then
plotted as an image highlighting repetitive neural processes at the time of the stimuli. Target
Stimuli ERP results showing the raw and ﬁltered data are given in Figures 8.33, 8.34, 8.35
and 8.36; for Distractor Stimuli ERP results see Figures 8.37, 8.38, 8.39 and 8.40.
The ﬁgures mentioned above consist of two epoched ERP sub-ﬁgures, the ﬁrst shows the
results for the unﬁltered data. In the raw data ﬁgures there are no distinguishable features as
the noise masks the underlying evoked potential polymorphic signal. This lack of any distinct
morphology indicates the high level of noise present in the system. The second sub-ﬁgure
for each of the ERP ﬁgures shows the results from the data ﬁltered using the proposed ﬁlter,
distinct features are not visible and evident in both the ERP stacked heat-map and in the
averaged signal waveform plot underneath.
In these results it can be seen that the ﬁlter does attenuate the noise components, however
as time progresses the ﬁlter begins to diverge from the optimal solution. This is attributed to
the sample window used for determination of the step size and ﬁlter length parameters. To
mitigate this effect the data can be processed in overlapping time windows, where the ﬁltered
output for each block is merged with the next using a pattern matching methodology such
as a Hidden Markov Model. The ERP plot featured in Figure 8.43, where the overlapping
method were implemented and the ﬁltered data concatenated.
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Target ERP Results
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(b) Post-ﬁlter
Fig. 8.33 Target stimuli presentation epoch window image of the occipital region O1
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(b) Post-ﬁlter
Fig. 8.34 Target stimuli presentation epoch window image of the occipital region Oz
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(b) Post-ﬁlter
Fig. 8.35 Target stimuli presentation epoch window image of the occipital region O2
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(b) Post-ﬁlter
Fig. 8.36 Target stimuli presentation epoch window image of the occipital region Pz
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Distractor ERP Results
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(b) Post-ﬁlter
Fig. 8.37 Distractor stimuli presentation epoch window image of the occipital region O1
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(b) Post-ﬁlter
Fig. 8.38 Distractor stimuli presentation epoch window image of the occipital region Oz
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Fig. 8.39 Distractor stimuli presentation epoch window image of the occipital region O2
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Fig. 8.40 Distractor stimuli presentation epoch window image of the occipital region Pz
The event related potential plots shown in Figures 8.33 to 8.40 describe the EEG signal
at the time of stimulus and extends the window 500ms prior and 1500ms post stimuli. This
plotting technique highlights the power of the signal using a colour map (scale given on the
right side of each plot) where yellow represents positive amplitude and dark blue as negative.
The plots in the left column are taken from the unprocessed data, the colour map used in the
ﬁgures highlight repeatable features from the neurological response to the oddball stimulus
paradigm, note the distinct lack of identiﬁable features; the neighbouring plot to the right
shows the same data only ﬁltered using the proposed solution. The ﬁltered epochs display
repeatable responses to the presentation screens, the increased signal to noise ratio making
identiﬁcation of the oddball image easy to determine.
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In Figures 8.41 and 8.42 a series of plots are given, in which the averaged ERP waveform
for both target and distractor stimuli are shown for each EEG channel. The individual plots
display distinctive similarities between all channels across the scalp. The results shown
in the ERP waveform ﬁgures were generated using the ERPLAB toolbox for Matlab, all
data was preprocessed using the same set of parameters, the EEG data ﬁltered to limit the
spectral bandwidth of the signal using a bandpass FIR ﬁlter between 0.1Hz and 35Hz. The
similarity between the channels and stimuli are indicative of systemic contamination due to
small changes in skin potentials and large EMG components inﬂuencing the DC bias of the
EEG signal [138]. Baseline shift is seen in all channels and mirrored by the activation of the
EMG channels it can be assumed to be of muscular origin.
The averaged waveforms of the ﬁltered data are shown in Figure 8.42. In this plot the
individual channels are shown with the averaged waveform for both the target and distractor
stimuli in black and red respectively. An immediate difference visible between the ﬁltered
and unﬁltered data; in the ﬁltered plots the morphology is similar yet individually distinctive,
positive peaks are identiﬁed at t = 200ms in the occipital regions. The output morphology
seen in neighbouring electrodes display similar characteristics whilst maintaining individual
polymorphic characteristics. The similarity between the neighbouring sites is indicative of
a static recording, where the amplitude and phase of the signal change depending on the
location and the underlying brain structure.
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8.4.3 Results Discussion
This experiment has demonstrated that the use of multiple reference channels can be used
with adaptive ﬁlter processes to attenuate internal contamination due to noise generated from
the musculoskeletal system. EMG contaminants originating from the sternocleidomastoid
and trapezius muscle groups were identiﬁed by locating the anatomical position of the muscle
position, origin and insertion points, placing referential surface electrodes over the main
muscle mass and the recorded in parallel to the EEG acquisition, synchronising the two data
streams.
Filtered outputs shown in Figure 8.42 vary in phase and amplitude from channel to
channel, a characteristic normally seen in ‘clean’ EEG traces. The primary challenge of
the proposed ﬁlter is the processing time taken for the current implementation to complete
processing of all 32 EEG channels. In this case the total time to process all channels was three
hours and ten minutes. This work can be extended by rewriting the main Matlab processing
script to integrate parallel CUDA processing. Reducing the required processing time for
frequency domain segmentation and cross-correlation processes, CUDA acceleration is not
currently implemented for the adaptive ﬁlter block.
Creation of a compiled Matlab MEX function will also vastly improve the processing
speed; similar to software development under Microsoft Windows, a program executed in
‘debug’ mode it will run at a retarded speed due to logging processes.
The quality of the EMG reference signal is dependent on the physical proximity to the
reference muscle, factors such as the depth of adipose tissue between the surface electrode
and the muscle mass, impedance of the electrode-skin interface and position of the chosen
electrode sites in relation to the main muscle mass effect the signal quality. Galvanic skin
response changes resulting from sweat or high ambient environmental temperature will
change the sensor impedance during the acquisition, while limiting the amount of physical
activity to small movements may mitigate this effect, imposing such a condition on the
experimental methodology may reduce the contamination inﬂuence of muscle activation is
contrary to the research question. Eliminating the galvanic aspect can be achieved by using
minimally invasive needle electrodes, where the barbed tip of the electrode is inserted a few
millimeters under the skin directly over the main muscle mass.
All Target and Distractor stimuli ERP plots of the unﬁltered data appear quite featureless,
where the noise masks the underlying ERP signal. The second window in each ﬁgure shows
the post ﬁltered signal, distinctive ERP features are now identiﬁable and repeatable. It is
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Fig. 8.43 Robust sub-band LMS ﬁlter output showing repeating ERP component over 50
trials using the overlapped window method.
noted that the ﬁlter coefﬁcients do diverge slightly after approximately ﬁfteen to thirty trials.
Adjustment of the ﬁlter parameters to closely replicate the coefﬁcients during this time
increases the robustness of the ﬁlter in the longer term; also, as mentioned earlier in the
results, time windowed blocks of data can be ﬁltered separately to account for changing
reference characteristics and concatenated to recover the clean data. The results from this
trial are shown in Figure 8.43, the repeatable P300 ERP component is clearly distinguishable
at the 300ms mark.
Overall the ﬁlter has performed well, blocking the majority of EMG contamination
whilst restoring signal drift and maintaining the characteristic features found in static evoked
potential tests. Choosing an appropriate ﬁlter length for each cascade is essential for accurate
ﬁlter convergence. Short ﬁlter lengths may fail to attenuate the longer artefacts found at
the lower frequencies and can also result in the ﬁlter coefﬁcients failing to converge. Long
ﬁlter lengths increase the processing time and can also fail to converge if the step size
is poorly chosen. Increasing the number of reference electrodes to a high density array
may offer further improvements to the level of EMG attenuation, additionally the use of
invasive methods for reference signal acquisition may also improve the spatial information
available due to the smaller electrode footprint allowing a greater sensor density. Extension
experiments are drafted to investigate further noise elimination by adaptively altering the
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ﬁlter length and step size during the ﬁltering process, depending on the characteristics of the
noise components in the reference channel.
8.4.4 Conclusions
The results from this experiment show that an increased number of reference channels capture
a greater number of noise components and characteristics allowing greater attenuation than
with traditional methods. The inclusion of the extra information from the additional reference
channels and the cascaded approach of the proposed paradigm have been shown to perform
well under high level, multi-source signal contamination.

Chapter 9
Discussions and Conclusions
The problem of noise in the context of biomedical signal processing is a valid and continuing
issue for researchers. Traditionally sections of data that contained moderate to high level
contamination were marked as a bad block using a thresholding method whereby a reference
sensor is used to identify contamination and ﬂags a window around the time point at which
the threshold was exceeded, this data is then excluded from further processing. However,
what if the bad block contains critical information?
In a clinical analogy, a patient diagnosed with epilepsy who presents grand-mal seizures
is a typical candidate for EEG studies. Neurologists and neuroscientists hope to record
one or many of the seizures during an acquisition study, in the event where the seizure
does not present during the study the investigator can instigate the onset of a seizure using
photic stimulation. During a typical grand mal seizure the subject will undergo neurological
pathology changes and can experience systemic muscular contractions ranging from small
tics to full body convulsions.
The convulsive actions of grand mal epileptiform seizures are caused by burst of abnormal
electrical activity in the brain, resulting in uncontrolled muscular contractions. The muscular
contractions generated by the convulsive activity contaminates surface EEG recordings.
Access to existing medical patient data featuring this pathology may be difﬁcult due to
the conﬁdentiality conditions of the ethics clearance gained for this work. However, with the
correct clearance and a supply of quality data including simultaneous referential EMG sensor
recordings the proposed adaptive ﬁlter may uncover neurological characteristics previously
hidden by the seizure activity.
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In a similar aspect, the use of the ﬁlter presented in this work in the context of brain-
computer interfaces would extend the operational workspace and environment to the user;
allowing for ﬁeld testing where the typical limitations of clinical data acquisition have pre-
vented use.
Power-line Interference contaminates EEG recordings by inducing an oscillating current
in the subject’s body, electrode leads and electronics of the recording system. PLI attenuation
is a relatively simple process, as the primary artefactual component is typically centered at
50 or 60Hz, a simple notch ﬁlter can, in most clinical cases, adequately remove the majority
of the noise, barring the harmonic components. The technique proposed by Keshtkaran et
al. [118], can identify an unknown primary mains line frequency from the EEG data and
attenuate the artefact and its harmonic components. The number of harmonics to be removed
is a tunable variable which, from experimental evaluation, needs to be visually checked after
application to ensure the level of attenuation has not been overly excessive.
The PLI output can be monitored by using power spectral density analysis, the resulting
plot indicates the level of attenuation across the entire frequency bandwidth, see Figure 9.1,
in which the harmonic mains line interference contaminates the EEG signal, the arrows on
the plot highlight the harmonic frequencies up to 2500Hz. The robust PLI attenuation method
used in this work is a modiﬁed variant of the method proposed by Keshtkaran et al. where the
main algorithm is modiﬁed to identify 400Hz three phase power in addition to the standard
240/110VAC 50/60Hz internal building mains line power. This is implemented as the motion
simulator platform, used to induce the dynamic motion in the data acquisition stage, operates
using both single and three phase power supplies.
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Fig. 9.1 50Hz power line interference with harmonics indicated
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Myoelectric data contamination is a wide-band artefact that can contaminate one or
many channels depending on the level of muscular activity, muscle work and proximity to
the surface EEG electrodes. Historically when this type of noise is presented, the window
in which the EMG contamination exceeds a predeﬁned threshold is marked as ‘bad’ and
removed from further processing. The contaminated regions of the data still contain a large
amount of information beneath the EMG noise.
Removing the noise to recover the underlying signal will re-present the underlying data,
allowing researchers working in event related potential ﬁelds to use entire data sets without
the time consuming manual task of visually identifying the contaminated regions. Analysis
of continuous EEG data can also beneﬁt from the proposed ﬁlter. BCI applications where the
user is walking, riding, driving or operating machinery or a wheelchair are ideal candidates.
Continual monitoring of subject’s neural states for cognitive behavioural therapy and neuro-
feedback training are also expected to beneﬁt from the application of the AMR-sbLMS ﬁlter,
this is proposed as future work.
The results gained from the analysis performed in the experimental work has shown that
the AMR-sbLMS ﬁlter can attenuate external and internal multi-source noise contaminating
EEG signals, signiﬁcant increases in the signal-to-noise ratio have been observed and from
the results it can be seen as a viable solution for biomedical applications.
Fig. 9.2 Processing time to apply the AMR-sbLMS ﬁlter across all EEG channels.
The only major drawback observed during analysis was the time taken to process all
EEG channels. The EEMG datasets contained up to 300 recorded events in each 20 minute
session, recorded at 5kHz over 45 channels the total processing time for all channels took
186 minutes, see Figure 9.2 for Matlab console reported processing times.
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Modiﬁcation of the Matlab script to allow for parallel CUDA processing will decrease the
processing time taken by many of the individual processed in the proposed ﬁlter, however
the actual sub-band LMS ﬁlter process can not be CUDA accelerated as support for adaptive
ﬁlter processing as currently not implemented. The statistical analysis blocks of the proposed
ﬁlter, such as cross-correlation and FIR/IIR ﬁlter banks can beneﬁt from the technology. As
with many programming environments Matlab also supports the compilation of programs
into a MEX executable, where the processing speed has been seen to improve drastically.
Decreasing the processing time to a fraction of the ‘debug-mode’ scripted execution, the
default execution mode for uncompiled live script processing.
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9.1 Conclusion
This thesis presents issues regarding the acquisition of biomedical data acquisition in noisy
environments, the primary topics of internal and external noise contamination were studied.
Firstly,
External noise factors arising from mains line interference have been addressed. Attenuation
of PLI noise components can be achieved using a number of methods, from notch ﬁlters to
more advanced adaptive paradigms. In this work, the use of an adaptive system that automat-
ically determines the primary frequency component and associated harmonic frequencies,
then attenuates the identiﬁed interference has been reﬁned and applied. This method has
been found to be robust and resistant to noise of inconsistent amplitude in biomedical signals.
Secondly,
Internal noise factors from myoelectrical ECG and EMG sources within the human body
have been identiﬁed. Myoelectric noise from both skeletal muscles and cardiac tissues can
result in systemic contamination of the EEG sensor space. The EMG and ECG (by extension,
as the heart operates via rhythmic muscular contraction) signals are highly correlated with
the artefact components found in noisy EEG and decoupled from the neurological signals.
Therefore, cross-correlation analysis can work effectively at identifying the level of inﬂuence
any particular reference site has in the EEG sensor space.
Thirdly,
Development, application and analysis of an Adaptive Multi-Reference sub-band LMS Adap-
tive Filter (AMR-sbLMS) to address the attenuation of the myoelectric noise generated
through intentional or unintentional movement were implemented. Analysis of the ﬁlter is
shown in Experiment 7.3 where real recorded EMG signals are added to two synthetic EEG
signal variants, designed to replicate morphology of an evoked potential signal. The results
demonstrate that EMG noise generated by skeletal musculature and cardiac rhythm can be
attenuated using adaptive ﬁltering techniques.
Experimental investigation into optimising the number of reference electrodes and lo-
cation is shown in Experiment 8. The results show, in the case for the proposed ﬁlter, that
optimal attenuation of EMG noise is enhanced when using high number correlated reference
channels. Source reconstruction accuracy is maximised when a moderate to high number
(37–46) of EEG electrodes are ﬁtted in equal distribution across the scalp. Localisation of
the Reduction of the reference channels can be achieved by choosing channels that display
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high correlation omitting any reference displaying marginal or no similarity.
The additional information contained within the multichannel reference data increases
the spatial characteristics of the artefacts. A customised local reference can be generated for
any given EEG channel using the results from the reference weighting and mixture process.
A comparison between the classic single reference implementation of the LMS ﬁlter
against the proposed AMR-sbLMS ﬁlter is given in Experiment 8.3. The results from this
investigation highlight how an increased number of reference sensors and anatomically-based
electrode positioning, can increase the spatial resolution and range of artefact components.
Leading to greater accuracy in attenuation results and robust ﬁlter operation in biomedical
noise mitigation and elimination applications.
Finally,
Noise attenuation through the application of adaptive ﬁlters has been realised. Motion
artefacts can be effectively eliminated or attenuated using the proposed ﬁlter, the resulting
EEG signal is robust in the presence of high-level noise and suitable for further processing
by a BCI paradigm.
9.2 Future Work
This PhD thesis studied the suitability of using adaptive ﬁlters to attenuate and remove
contaminants from neurological signals. A few limitations exist for the results and methods
presented in this work. Further research suggestions for future work related to the focus of
this work are listed as follows.
1. Adjusting the acquisition phase to include the use of high density EEG surface electrode
montages, including higher density EMG reference sensors to capture more information
on the nature and characteristics of muscle based noise.
2. Conditions for adaptive ﬁltering of muscle, cardiac and power line noise are addressed;
noise generated outside of the given references, such as cable noise and can beneﬁt
from deeper analysis.
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3. Contaminants containing short frequency wide bandwidth noise were addressed. Fur-
ther research is required to adapt the ﬁlter step size to account for artefacts containing
longer frequency components.
4. Although the work presented has been validated using a dataset containing real data,
further ﬁeld validation to evaluate the performance of the proposed ﬁlter for clinical
scenarios is required.
There are many ﬁelds where the proposed solution can effectively ﬁlter out unwanted
noise, from audio processing for telecommunications and professional music recording for
live events to remove crowd noise to BCI and clinical data acquisition where patients may not
cooperate during the procedure and refuse to sit still. The future work proposed for this work
includes ﬁve main application ﬁelds, these are: adapting the code to utilise CUDA parallel
processing advantages, combined with a Matlab MEX compiled binary to further decrease
processing time; leading to the next ﬁeld of online processing, where an EEG signal stream
combined with the multi-point reference signal stream is processed in real time, the output
of which leads to; application to an online Brain Computer Interface where the artefact free
neural signal can then be processed to form a control channel to give non-traditional methods
of communication and control.
The Myoband Neck EMG sensor project is a application of the sbLMS proposed ﬁlter,
where a form ﬁtting neck band with a number of integrated surface EMG electrodes placed
in positions over the main underlying skeletal muscles. The band can expand to cater for the
diameter of the user’s neck, the expansion will ensure that the electrode locations to ﬁt a
wide variety of neck widths, positioning the EMG electrodes by design over the main skeletal
sternocleidomastoid and trapezius neck muscles. However, the Myoband is not intended to
be limited to this anatomy, as multiple sensors are embedded, the reference channels can be
selected based on the level of correlated contamination between the Myoband EMG sensors
and the EEG surface electrodes.
Investigation into the application and analysis of the results from data acquisitions in a
clinical scenario where the patient is presenting grand mal epileptiform seizures. Analysis
on the how effective the sbLMS algorithm is in removing the EMG components involved
in whole body convulsions should prove to provide interesting results when compared to
traditional methods.
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Further to the work proposed, a study into neuroplasticity, where an investigation feasi-
bility of designing a hardware device that translates sound from nearby the user into a signal
similar to that of a Cochlear device [149] and stimulates a remote nerve system in realtime.
This study aims to investigate the brain’s ability to adapt and associate signals and patterns
with the aim of studying the plastic nature of the brain in associating the sound heard via
the traditional channels (the ears), and stimulation of a remote nerve pathway. Blocking the
traditional hearing channels using earmuffs or sound cancelling headphones after a suitable
training period whilst the remote electrical stimulator remains operational, an auditory ERP
study can be performed to analyse the wearer’s neural patterns to identify if the user can
adapt to the novel signal input and still provide a communication pathway to the wearer’s
conscious mind. Validation of the study can be realised through comparative analysis of pre
and post auditory ERP EEG studies.
9.2 Future Work 167
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Appendix A
A.1 BESA Adaptive Filter Matlab Application (BAFVM)
The process of reﬁning the parameters used in the adaptive ﬁlters shown in this work was
supplemented through the use of a graphical user interface developed in Matlab; the interface
allowed the user to load in a segment of linked noise effected EEG and EMG signals, the
user can then use either a text box or sliders to alter the parameters of the adaptive ﬁlter in
real time to easily see the effect of each parameter on the EEG signal quality visually.
Initially this GUI was used to test the effectiveness of three different types of adaptive
ﬁlters, the LMS, nLMS and Wiener Filter, the parameters gathered from this stage were then
used to further reﬁne the adaptive ﬁlter parameters to give the highest level of SNR increase.
Figure A.1 shows a screen capture of the program, the screen is organised in four major
windows for displaying the raw signal, the ﬁltered signal, the post AF FFT analysis and the
resulting SNR; two minor windows at the bottom of the screen are used to tweak the AF
parameters.
A noteworthy mentions is that the Matlab application developed was programmed before
the sub band LMS ﬁlter was implemented, reconﬁguring the application to use the latest
variant of the adaptive ﬁlter presented in this work will be completed in future work.
The BAFMV, shown in Figure A.1 loads a subset of the EEMG dataset, the EMG chan-
nels are extracted then used to synthetically contaminate the target neural data, sourced from
the BESAsim N1P300 preset ERP simulation. The window has ﬁve main functional areas,
four arranged in a matrix which occupies the top four ﬁfths of the window; from the top
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Fig. A.1 BESA adaptive ﬁlter analysis GUI for visual analysis of the performance of the
adaptive ﬁlters, also allows live modiﬁcation and visualisation of the ﬁlter parameters.
left to bottom right they are as follows: the ﬁrst sub window displays the clean target signal,
the dirty raw EMG contaminator, the generated noisy signal and the modiﬁed contaminator,
scaled using autoregressive methods.
The top right window is a simple display of the calculated signal-to-noise ration of each
of the stages of ﬁltering, with the top value for the raw data with the remaining showing
the SNR results from three adaptive ﬁlters: the Wiener ﬁlter [150], the Block LMS and
Normalised LMS. The main purpose of this application is to visualise the effect of chang-
ing the parameter that control the ﬁlter length and step size (including block size for the
BLMS ﬁlter). The two lower windows display the output of the ﬁlter, the left window shows
the time domain signal highlighting and allowing the user to clearly see how changes in
these parameters affect the output of the adaptive ﬁlter. The lower right window displays
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the ﬁlter output in the frequency or Fourier domain, in each plot there two separate re-
sults are shown, the black background plot is of the contaminated signal with the adaptive
ﬁlter outputs overlaid in front, this clearly demonstrates the attenuation achieved by the ﬁlters.
The ﬁlter parameters can be modiﬁed in real-time via the controls shown in the lowest
ﬁfth of the Matlab application, μ - the step size, the ﬁlter length and the block size are all
accessible by clicking on the adjustment buttons for each particular ﬁlter. All processing is
performed in real time, should an invalid parameter be entered the application will catch the
error, displaying a warning to the user and continue operation without a systemic application
crash. Performance of the developed application initially suffered due to the large data sets
used and the complexity of the precessing. To speed the processing to a level where the user
can visualise the changes in real time a faster processing technique was used.
A.2 CUDA Accelerated Processing
Nvidia Compute Uniﬁed Device Architecture [151, 152] is a massively parallel computing
and processing platform created by Nvidia [153] for accelerating the extreme graphics data
requirements of current high-end PC gaming systems. The system utilises the processing
power of the graphics processing unit (GPU) to augment or replace the processing power
of the main central processing unit (CPU) . The Intel i7-970x processor contains a total
of six processing cores with an additional six virtual cores, which can allow for up to 12
separate processes to be run at any given point, this also includes the PC systems main
operation and OS functionality. The Nvidia GTX580 2xSLI graphics cards installed in the
Neuro research PC system feature a total of 512 CUDA cores in each card, with a total of
1024 processing cores available for parallel computing. The main advantage of utilising
the GPU for computational processing is the rapid data transfer and parallel processing speed.
Parallel processing has enabled massive computational savings for operations on large
datasets, especially in image processing, the parallel processing capabilities can now be
tasked with processing other types of input data such as audio and digital signal processing.
Limitations to the speed at which data is transferred from the main system memory (the RAM)
to the central processor (CPU) can result from bottlenecks in the data bus communications
path, by using a parallel processor that contains a large high-speed RAM array allows the
system to process vast amounts of data in a very short time. The nVidia GPUs utilised in this
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work were able to increase the speed of processing and decrease the computation time by a
signiﬁcant factor.
A.3 EEMG Visualisation Software
In the course of this work presentation of the results to a group of academic peers is inevitable,
plotting data using graphs can be enhanced through the use of graphical visualisation. A small
graphical user interface were developed in house where the sternocleidomastoid and trapezius
muscle activation can be seen on screen using both a plotted graph and on an anatomical
illustration highlighting the EMG activation. When the particular muscle is activated the
illustration in the GUI animates the muscles contraction and extension by altering the colour
of the muscle independently from the other, where a green hue shift indicates extension and
a red hue shift indicating contraction. The GUI, seen in Figure A.2, can load any set of four
EMG channels and display the results on the screen, the playback speed can be adjusted to
accelerate or dilate the time scale.
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Fig. A.2 EEMG Visualisation Program, this software tool takes a formatted output from the
sbLMS ﬁlter outputs and plots the neck muscle activation showing the level of activation in
both a four element plot and on an anatomical muscle diagram.
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Appendix B
The source code for processing data is written in Matlab, source ﬁles and datasets are
available at the Deakin University eResearch Data Store. The following lists the processing
scripts presented in this work.
B.1 Matlab Source Code
1. Single Reference LMS Filter
2. Dual Reference LMS Filter
3. Multi Reference LMS Filter
4. Multi-reference Cascaded Sub-band LMS Filter
5. Sub-band ﬁlter bank
6. Validation Experiment
7. PLI Removal
Microcontroller Code
1. SynAmpsRT Trigger Visualisation v2.0ardu.pde (Processing)
2. SynAmpsRT Trigger v1.1.pde (Arduino)

