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模板和新文本的相似度。实验表明 :该方法的过滤性能可以达到 98. 67%。
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Abstract: Traditionally, text filtering based on support vector machine uses the vector space model to rep resent the text
and user p rofile. Vector space model draws the noise into the system because it assumes that the word in the text is
independent and it influences the performance of the filtering. The p roposed method was based on vector support machine of
semantic space in which text and user p rofile were rep resented by the semantic space. The p roposed app roach used the
singular2value decomposition to derive a latent semantic space. U ser p rofile and filtering threshold could been got by training
the support vector machine in the semantic space. And the sim ilarity between the user p rofile and new text was computed by
cosine measure, after the new text was mapped into the semantic space. Experimental results show that the filtering rate of our
app roach can get 98. 67%.
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　　随着在线文本的日益增多 ,文本过滤技术已经成为信息
处理领域中一个相当活跃的分支。文本过滤技术研究的主要





本流 [ 1 ]。在文本过滤中 ,从动态的文本流中选出与用户需求
相关的文本可以看作是一个二类的分类问题。文本过滤中使
用的分类方法主要有 :贝叶斯方法、k2近邻方法、神经网络方
法、决策树方法以及支持向量机方法 [ 2, 3 ] ,支持向量机的分类
效果优于其他的分类方法 [ 2 ]。基于支持向量机的文本过







语义结构来表示文本 ,支持向量机的误检率可降至 1. 67%及
过滤性能 (用 F度量 )可达到 98. 67%。
1　支持向量机




使位于这个平面上的数据 x到平面 w·x - b (w是平面的法向
量 , b是平面到原点的距离 ) 的距离为零。
假定训练数据 :
S = { xi , yi } (1 ≤ i ≤ l) , L i ∈ R
n
, yi ∈ { + 1, - 1}
对于线性分类平面 ,样本集 S满足约束条件 :
yi ( xi·w - b) - 1 ≥ 0, i = 1, 2, ⋯, l (1)
容易验证 ,最优超平面就是满足约束条件 ( 1)式并且使





















Vol. 25 No. 3
Mar. 2005
得到的最优超平面保持不变。但是在实际情况中可能存在一
些样本不能被最优超平面正确分类 ,因此在式 (1) 中引入松
弛因子ξi :









对于任意的 t ×d的矩阵 X都可以分解为 :
X = U SVT (3)
其中 U由 X的左奇异向量组成 ( t行 m列 ) , V由 X的右奇
异向量组成 ( d行 m列 ) , S是一个对角矩阵 (m行 m列 ) , S中
的对角元素按序排列 ,并且单调递减。U , V, S是满秩矩阵 , m
是矩阵 X的秩。奇异值分解的优点是可以利用较小的矩阵做
到最优的近似 ,奇异值降维处理后的 X用 Xk 来表示 :
X≈ Xk = U k SkVK
T (4)
其中 Sk是由 S中前 k个对角线元素组成的对角阵 , U k和
V k 分别由 U 和 V的前 k列构成。
通过奇异值降维后 , U k和 V k的行向量分别为 k维语义空
间中特征项和文本的表示。其中 k的选择是至关重要的 ,一方
面希望 k足够大能够覆盖所有的潜在语义结构 ,但如果太大 ,
则可能引入噪音 ,对于过滤将产生一定的影响 ;如果 k太小 ,
则保留下来的重要结构太少 ,无法把握运算的结果 [5 ]。
2. 2　新文本映射
在文本过滤中 ,如何将原始分析中未出现的新文本映射
到语义空间上呢 ? 实际上 ,对于任意一个新文本 ,均可以通过
下面的转换公式 ,将它映射到语义空间上 [ 5 ]。






示文本。向量空间模型把文本表示成 N 维欧式空间的向量 (向
量的维数就是特征项的个数 ,向量的每个分量就是特征项在文档
中出现的次数 )。特征项可以是字、词或短语。数学表示如下 :
X = [ xi, j ] ∈ R
t3 d , i = 1, 2, ⋯, t; j = 1, 2, ⋯, d
( t表示特征项的个数 , d表示文本个数 )
矩阵的行向量表示 T文本集中 t个不同的特征项 ,列向量






异值分解 ,生成一个只包含若干个正交因子的降秩空间 Xk ,
Xk 与 X所体现的特征信息一致 ,同时还能体现了 X的语义结
构 ,从而剔除了其中因具体用词变化而带来的词汇噪音信息 ,





1) 对项 /文本矩阵进行奇异值分解降维后 , 得到三个矩
阵 U k , Sk , V k。(U k 和 V k 分别表示索引项和文本在语义空间
中的表示。)
2) 利用 Vk 训练支持向量机得到最优超平面 ( wk , bk ) , wk
表示用户模板在语义空间的表示 , bk 表示在过滤过程中的阈值。
3) 利用 U k和 Sk ,根据重构公式。得到新文本 xn在语义空
间的具体表示 d。
4) 计算用户模板和新文本的相似度 :
sim (w k , d) = w k ·d




本实验使用 Reuters221578数据集 ,该数据集是由 David
Lewis汇编而成的 ,数据集可以在 http: / /www. research. tt.
com / tewis得到 ,其中主要的切分方式为“ModeAp te”。利用其
中的 9 603篇作为训练集 , 3 299作为测试集。本实验有 2 000
篇训练文本 (其中 1 000篇是正例 ,另外 1 000篇是反例 ) ,有
600篇测试文本 (其中 300篇作为正例 ,另外 300篇作为反
例 )。文本的预处理包括 :剔除停用词 ,提取词干 ,使用 IF IDF
进行加权 ,并进行归一化。
本试验主要采用查准率 (p recision)、查全率 ( recall)和 F




考。在实验中 ,我们 k取值为 300,因为在一般情况下 k = 300
时 ,效果最好 [5 ]。
表 1　SVM与 SVM_SS的性能比较
文本过滤方法 查准率 (% ) 查全率 (% ) F (% )
SVM 97. 29 96. 32 96. 80
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