Normally related n-planes and isoclinic n-planes in R2n and strongly linearly independent matrices of order n  by Wong, Yung-Chow & Mok, Kam-Ping
Normally Related n-Planes and lsoclinic n-Planes in /?*” 
and Strongly Linearly Independent Matrices of Order n 
Yung-Chow Wong 




Hong Kong Polytechnic 
Hong Kong 
Submitted by Richard A. Brualdi 
ABSTRACT 
We study the normally related n-planes in R’“, n > 2, and the relationship 
between sets of pairwise normally related n-planes and sets of mutually isoclinic 
n-planes in R”“. We also discuss an interesting link between this problem and the 
celebrated theorem of J. F. Adams that the maximum number of strongly linearly 
independent matrices of order n is equal to the Radon-Hurwitz number p(n). 
1. INTRODUCTION 
By an R2” we mean a 2n-dimensional vector space provided with a 
positive definite inner product. An n-plane in R2” is an n-dimensional vector 
subspace of R2” provided with the induced inner product. In It”‘, the 
length of a vector, the angle between two vectors, orthogonality between two 
vectors or between two n-planes, (orthogonal) projection of a vector on an 
n-plane, orthonormal bases, and rectangular coordinates are defined in the 
usual way. 
Two n-planes A and B in R2” are said to be normally related if they 
satisfy the conditions 
AnB=(O}, AnBl ={O}, (1.1) 
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where B L is the orthogonal complement of B. Since 
AnB={O} - AlnBl={O} and AnBL =(0} * Al nB={O), 
it follows immediately from definition that 
(i) the relation of two n-planes being normally related is symmetric (but 
not reflexive nor transitive), and 
(ii) if A, B are normally related, so are A, B L ; A”, B; and Al, B I. 
Two n-planes C and D in R”’ are said to be isoclinic (with each other) if 
the angle between any nonzero vector in C and its projection on D is the 
same for every nonzero vector in C. If this angle is 0, then we say that C and 
D are isoclinic at angle 8. It is easy to see that two distinct, nonorthogonal 
isoclinic n-planes are normally related, whereas two orthogonal n-planes are 
isoclinic (at angle 7r/2> but not normally related. Moreover, it can be proved 
that the relation between two n-planes of being isoclinic has the same 
properties (i) and (ii) stated above for normally related n-planes. 
Isoclinic n-planes and maximal sets of mutually isoclinic n-planes in R2” 
were first studied by Wong in his memoir [B], and normally related 2-planes 
in R4 (called 2-planes in generic relative position) were touched upon in his 
monograph [9, pp. 54-611. 
In this paper, we study the normally related n-planes in R’“, n > 2, and 
the relationship between sets of pairwise normally related n-planes and sets 
of mutually isoclinic n-planes in R”“. We also discuss an interesting link 
between this problem and the celebrated theorem of J. F. Adams that the 
maximum number of strongly linearly independent matrices of order n is 
equal to the Radon-Hurwitz number p(n). 
In Section 2, we prove that two normally related n-planes in R2” 
determine an orientation in R’“. In Sections 3 and 4, we set up some 
analytic machinery and prove some properties of this orientation. In Section 
5, we quote some known results on maximal sets of mutually isoclinic 
n-planes in R’“. In Sections 6 and 7, we define the largest maximal sets of 
mutually isoclinic n-planes in R”‘, the Radon-Hun+& number p(n), and 
maximal sets of strongly linearly independent matrices of order n, and 
describe some relationships between them. In Section 8, we point out that 
sets of mutually isoclinic n-planes in R2” are normal sets of n-planes-that 
is, sets in which every pair of n-planes are either normally related or 
orthogonal. We also prove that in an Rzn, n even, there is a unique 
orientation in R’” associated with every set of mutually isoclinic n-planes. In 
Section 9, we first give a necessary and sufficient condition for a maximal set 
of mutually isoclinic n-planes in R2” to be a maximal normal set of n-planes, 
NORMALLY RELATED n-PLANES 33 
and then prove our main result that in each R2n, the largest maximal sets of 
mutually isoclinic n-planes are also maximal normal sets of n-planes. Finally, 
in Section 10, we make a conjecture and propose two problems concerning 
possible extensions of our main result and J. F. Adam’s theorem. 
2. NORMALLY RELATED PAIRS OF n-PLANES IN R2” 
We first state without proof the following three easy lemmas on a pair of 
n-planes A and B in R2”. 
LEMMA 2.1. Let ui (l= i ,..., n) be any n linearly independent vectors in 
A, and vi (i=l,..., n) any n linearly independent vectors in B. Then the 2n 
vectors ui, vi are linearly independent iff An B = {O). 
LEMMA 2.2. Let ui (i = 1,. .., n) be any n linearly independent vectors in 
A, and vi the projection of ui on B. Then the n vectors vi are linearly 
independent iff An B ’ = (0). 
LEMMA 2.3. The two conditions An B = (0) and An B L = {O) are inde- 
pendent. 
We now prove 
THEOREM 2.1. 
(a) Let A,B be any two n-planes in R2”, ui (i = 1,. . . , n> any n linearly 
independent vectors in A, and vi the projection of ui on B. Then the 2n 
vectors ui and vi are linearly independent iff A and B are normally related. 
(b) Let A,B be any two normally related n-planes in R2”, and let the 
vectors ui and vi be as in (a). Then the orientation u I A . . . A u, A v1 
/y . . . AV,, in R2” determined by the 2n vectors ui and vi is independent of 
the choice of the linearly independent vectors ui in A. (Here the symbol A 
denotes exterior product.) 
Proof. (a> follows immediately from Lemmas 2.1 and 2.2 and the 
definition of normally related n-planes. To prove (b), we denote by p, the 
projection on B, and let gi be a fixed set of n linearly independent vectors in 
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A, and hi = p,(g,). Then by (a), the 2n vectors gi,hi in R*” are linearly 
independent. Since ui are linearly independent vectors in A, 
n 
ui = c aijgj (2.1) 
j-1 
for some real numbers oij such that 
det(aij) # 0. 
Applying p, to the two sides of @.l), we get 
vi = &zijhj. 
(2.2) 
(2.3) 
It now follows from (2.1) and (2.3) that 
u,A ** * Au, Av, A . . . ~v,=[det(~y~~)]*g,~ *.. Ag,AhrA *** Ah,. 
On account of this and (2.2), the orientation 
u,A.. . Au, Av, A . . . Av,, 
in R 2n is the same as the orientation 
g,A . . . Ag, Ah, A ... Ah,, 
and is therefore independent of the choice of the vectors ui in A. n 
DEFINITION. Let (A, B) be any ordered pair of normally related n-planes 
in R*“. Then we call the orientation ur A . . . A u, A v1 A . . . A v, in R*” 
determined by A and B as in Theorem 2.1 the orientation associated with 
(A, B). 
THEOREM 2.2. Let A, B be any two normally related n-planes in R*“. 
Then the orientation associated with (A, B L ) is the same as or opposite to that 
associated with (A, B) according as n is even or odd. 
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Proof We first note that the n-planes A, B L are also normally related 
[cf. (ii) in Section 11. Let ui be any n linearly independent vectors in A, and 
vi the projection of ui on B. Then, obviously, the projection of ui on B 1 is 
the vector v{ = ui -vi. Therefore, 
u,A .* ’ AU, AViA "' Av,:=(-l)nu,A a** Au, Av, A ... Av”, 
from which our theorem follows. n 
It can also be proved that, for any two normally related n-planes A, B in 
R’“, the orientation associated with (B,A) is the same as or opposite to that 
associated with (A, B) according as n is even or odd. But the proof has to be 
postponed until later in Theorem 4.3. 
3. CONDITION FOR NORMALLY RELATED n-PLANES IN 
ANALYTIC FORM 
A rectangular coordinate system in R2” is determined by an orthonormal 
basis (e l,...,e.,e.+,,..., can) in such a way that the vector 
x,e,+ .* - + r,e, + x,+,e,+, + . . * + xZnezn 
in R2” has the coordinates 
Obviously, given any n-plane in R2”, we can always choose some rectangular 
coordinate systems in R 2n in which this n-plane has the equation y = 0. 
From now on, we shall assume that R2” has been provided with a 
rectangular coordinate system (x, y). In the following lemmas, the proof of 
which can be found in the references given, Z is the identity matrix and MT 
is the transpose of M. 
LEMMA 3.1 (Wong [9, p. 131). Let 0 be the n-plane in R2” with equation 
y = 0, and A any n-plane in R2”. Then A has an equation of the form y = xA, 
where A is a matrix of order n, iff A f~ 0 L = {O). 
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LEMMA 3.2 (Wang [9, p.151). The squared length of the vector (v, vB) in 
the n-plane B: y = rB is v(I + BB*)v*. A consequence of this is that, for any 
matrix B of order n, the matrix Z + BB* is positive definite and det(Z + BB*) 
is positive. 
LEMMA 3.3 (Wong [9, p. 161). Let A: y = XA and B: y = xB be any two 
n-planes in R’“. Then 
(i) the projection of the vector (u, uA) E A on B is the vector (v, vB) E B, 
where v = u(Z + AB*)(Z + BB*)-‘. 
(ii) A and B are orthogonal ii the matrix I+ AB* = 0. 
An easy consequence of Lemma 3.3 (ii) is 
LEMMA 3.4. The orthogonal complement of the n-plane B : y = xB in R2” 
isthen-plane BI:x+yB*=O. 
We are now ready to prove 
THEOREM 3.1. 
(a) An n-plane A normally related with the n-plane 0: y = 0 has an 
equation of the form y = xA. 
(b) The n-plane y = XA is normally related with the n-plane 0: y = 0 iff 
the matrix A is nonsingular. 
(c) The n-planes A: y = XA and B: y = xB are normally related if the 
matrices A - B and I+ AB* are both nonsingular. 
Proof. (a) follows immediately from Lemma 3.1 and the definition of 
normally related n-planes. (b) is a special case of(c). To prove (c), we recall 
from definition that A and B are normally related iff (i) A f~ B = (0) and (ii) 
An B 1 = (0). Now, condition (i) is satisfied iff (x, y) = (0,O) is the only 
solution of the equations y = xA, y = xB, i.e., iff x = 0 is the only solution of 
the equation x(A - B) = 0, and this is the case iff the matrix A - B is 
nonsingular. Next, by Lemma 3.4, condition (ii) is satisfied iff (x, y) = (0,O) is 
the only solution of the equations y = xA and x + yB* = 0, i.e., iff x = 0 is 
the only solution of the equation x + xABr = 0, and this is the case iff the 
matrix Z + ABT is nonsingular. n 
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4. ORIENTATIONS ASSOCIATED WITH PAIRS OF NORMALLY 
RELATED n-PLANES 
Returning to Theorem 2.1, we now prove 
THEOREM 4.1. 
tion in R2” 
Let E =e, A ... Ae, Ae,,, A ... Ae2, be theorienta- 
determined by the coordinate orthonormal basis 
(e,,...,e,,e n+l,...,e2n), and let A: y = xA and B: y = xB be two normally 
related n-planes in R2”. Then the orientation associated with (A,B) is + E or 
- E according as 
det( B - A) det(Z + ABT) is > 0 or < 0. 
Proof. Consider the following n linearly independent vectors in A: 
q=([l 0 *** O],[l 0 **. O]Ak 
u,=([o ... o l],[o a.. o 1lA). 
By lemma 3.3 (i), the projections of ui (i = 1,2,. . . , n) on B are the vectors 
y=([l 0 --* O](Z+ABT)(Z+ BB*)-‘, 
[l 0 ... O](Z+ ABT)(Z+ BBT)-IB), 
vn=([o -1. 0 l](Z+ AB=)(Z+ BBT)-‘, 
[o a-- 0 l](Z+AB=)(Z+BBT)-‘B). 
Expressing ui and vi as linear combinations of e,, . , e2”, can see without 
d&culty that 
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1 A 
(z+ABr)(z+BB*j-l (I+ ABr)(Z + BBrj-‘B I 
To compute det T, we write T as 
Z 0 Z A 




Since, by Lemma 3.2, det(Z + BBT) is positive for every B, our theorem 
follows immediately from (4.1) and (4.2). n 
Applying Theorem 4.1 successively to the pairs of n-planes 0, A; 0, B; and 
A,B, we get 
THEOREM 4.2. Let O:y=O, A:y=xA, B:y=rB be painoise nmmully 
related n-planes in R2”. Then the orientations associated with (O,A), (O,B), 
(A, B) are all the same iff 
det A, det B, det( B - A) det( Z + ABT) 
are all > 0 or all < 0. 
We are now ready to prove 
THEOREM 4.3. Zf A and B are normully related n-planes in R2”, then 
the orientation associated with (A, B) is the same as or opposite to that 
associated with (B, A) according as n is even or odd. A consequence of this is 
that in an R2n, n even, every pair of normully related n-planes determines a 
unique orient&on in R’“. 
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Proof. Let us choose a system of rectangular coordinates (x, y) in R2” 
so that the n-plane A is the n-plane 0: y = 0. Then, by Theorem 3.1, the 
n-plane B has an equation of the form y = xZ3, where B is nonsingular. Now 
by Theorem 4.1, the orientation associated with (0,B) is the same as or 
opposite to that associated with (B,O) according as 
det( B - 0) det( Z + OBr ) = det B 
and 
det(O - B) det( Z + BOr) = det( - B) = ( - 1)” det B 
are of the same sign or not, i.e., according as n is even or not. n 
REMARK. In spite of Theorem 4.3, three pairwise normally related 
n-planes in R’“, n even, do not necessarily determine the same orientation 




where B= b o and b>l. 
[ 1 
Since 
det Z = 1 > 0, det B = - b2 < O., 
det( B - I) det( I + ZBr) = ( b2 - 1)” > 0, 
we see from Theorems 3.1 and 4.2 that O,I,B are pairwise normally related, 
but the orientations associated with the pairs (O,I), (O,B), and (1,B) are not 
all the same. 
5. MAXIMAL ISOCLINIC SETS OF n-PLANES IN R”’ 
DEFINITION. In R2”, a set of n-planes is called an isoclinic set (of 
n-planes) if every two n-planes of the set are isoclinic. An isoclinic set is 
called a maximal isoclinic set if it is not contained in any larger isoclinic set. 
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In his memoir [B], Wong determined, for each n > 2, all the maximal 
isoclinic sets in R’“. In the following we quote some of his results that are 
needed later. 
(5.1) Every maximal isoclinic set in R”” (n > 2) is congruent to the 
maximal isoclinic set @ of n-planes with equations x = 0 or y = xB(A), where 
B(h)=A,Z+A,B,+ a.. +A,_,B,_,, 
A=(A,,A ,,..., A,_,)isanorderedsetofprealparameters,and(B,,...,B,_,) 
is a maximal solution of the Hurwitz matrix equations 
B,+B,T=O, B; = - I, B,Bk+BkBh=O 
(h,k =1,2, . . . . h#k). 
The integer p appearing above is called the dimension of the maximal 
set @. 
(5.2) Let the symbol [p, v] denote the existence of exactly v noncongruent 
p-dimensional maximal isoclinic sets in R2n. Then, according to the value of 
n, we have 
n odd: [l, 11. 
n = 2m (m odd): [2,1]. 
n=2”m(modd,s>l! and 
s = i (mod 4): [4,n/2’], [8,n/24], [12,n/271, [16,n/28] ,..., 
[2s -6,n/2S-2], [Zs -2,n/2”-‘1, [2s,l]; 
* = 2 (mod 4): [4,n/2”], [B,r~/2~], [12,r~/2~], [16,7~/2~] ,..., ”
[2s -4,n/2”-2], [2s,n/2”+‘+;]; 
s = 3 (mod 4): [4,n/23], [8,n/24], [12,n/27], [16,n/2sl,..., 
[2s-2,n/2”], [2s+2,n/2”+‘++]; 
s = 0 (mod 4): [4,n/23], [8,n/24], [12,n/27], [16,n/2”] ,..., 
[2s-4,n/2”-‘I, [2s,n/2”1, [2s+l,l]. 
(5.3) In R2”, n > 2, the maximal isoclinic sets are all of dimension < n. 
There exist maximal isoclinic sets of dimension n i$n = 2, 4, or 8. 
(5.4) In each R2n, n odd, there exist only l-dimensional maximal isoclinic 
sets and they are all congruent to the set {x = 0, y = A,x) of n-planes, where 
A, is a real parameter. 
(5.5) In R4, every maximal isoclinic set is of dimension 2 and is congru- 
ent to the set {x = 0, y = xB(A)] of 2-planes, where 
B(A)=A,Z+A,B,= 
NORMALLY RELATED n-PLANES 41 
In R’, every maximal isoclinic set is of dimension 4 and is congruent to the 
set {x = 0, y = rB(A)} of 4-planes, where 
In R’“, every maximal isoclinic set is of dimension 4 or 8; every maximal 
isoclinic set of dimension 4 is congruent to the set (x = 0, y = xB(A)] of 
g-planes, where 
B(A) = A,1 + A,B, + A,B, + A,B, 
A, 0 -A, 0 -A, 0 -A, 0 
0 A, 0 -A, 0 -A, 0 -h,3 
A, 0 A, 0 A, 0 -A, 0 
0 A, 0 A, 0 A, 0 -A, 
= 
A, 0 -A, 0 A,, 0 A, 0 
0 A, 0 -A, 0 A,, 0 A, 
A, 0 A, 0 -A, 0 A, 0 
0 A, 0 A, 0 -A, 0 A, 
and every maximal isoclinic set of dimension 8 is congruent to the set (x = 0, 
y = xB(A)} of g-planes, where 
B(A) = A,1 + A,B, + . . . + A,B, 
-A, -A, -A, -A, -A, -A, -A, -A, 
A, A, A, -A, A, -A, -A7 A, 
A, -A, A, A, A, A, -A, -A, 
A, A, -A, A, A, -A, A, -A, 
A, -A, -A, -A, A, A, A, A, 
A, A, -A, A, -A, A, -A, A, 
A, A, A, -A, -A, A, A,, -A, 
A, -A, A, A, -A, -A, A, A,, 
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(5.6) In R’“, n = 2, 4, or 8, any n-dimensional maximal isoclinic set has 
the property that through every l-plane in R’“, there passes exactly one 
n-plane of this set. 
(5.7) (Wang and Mok 110, pp. 173-1741) The matrix 
B(A)=A,I+A,B,+ ... +A,_&, 
defined in (5.1) has the following properties: 
(i) B(A + p)= B(A)+ B(p). 
(ii) B(A>B(A)r = N(A)Z, where N(A) = A: + Ai + . * . + Af,_l, so that B(A) is 
nonsingular i# A # 0, and B(A)-’ = B(A)T/N(A) if A f 0. 
(iii) If n is even and A # 0, then det B(A) = + (Ai + . . * + A”,_ 1)n’2 > 0. 
REMARK. (5.7) (iii) is not true if n is odd. In fact, in this case, 
B(A) = A,Z [cf. (5.411, so that det B(A) =(A,)“, which, depending on the 
value of A,, may be zero, positive, or negative. 
For more information about the Hurwitz matrix equations and isoclinic 
n-planes in R”“, we refer the reader to Hurwitz [4], Radon [5], Wong [9], 
Tyrrell and Semple [7], and Wong and Mok [lo]. 
6. THE LARGEST MAXIMAL ISOCLINIC SETS IN R”” AND THE 
RADON-HURWITZ NUMBER p(n) 
DEFINITION. We call a maximal isoclinic set of n-planes in an R2” a 
largest maximal isoclinic set if it has the highest dimension among all the 
maximal isoclinic sets in that R’“. 
Inspection of the list in (5.2) will show that in some R2*, there are more 
than one noncongruent largest maximal isoclinic sets. In fact, in each of the 
Ren, where n = 2”m, m is odd and ) 1, and s = 2 or 3 (mod4), there are 
(m + 1)/2 > 1 noncongruent largest maximal isoclinic sets; whereas in any 
other R2”, there is exactly one such maximal set. 
DEFINITION. If n is any positive integer, we can write it, uniquely, as 
n = m2c+‘d, (6.11 
where m is an odd integer, and c and d are nonnegative integers with 
o<c,<3. 
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Then, following J. Radon [5] and J. F. Adams [l], we call the integer 
p(n) = 2” +8d (6.2) 
the Radon-Hurwitz number associated with n 
We now prove 
THEOREM 6.1. The largest maximal isoclinic set or sets in each R”” are 
of dimension p(n). 
Proof. In (5.21, we write n as 2”m (m odd). Comparison of this with 
(6.1) shows that s = c +4d, and consequently, by (6.21, 
p(n) = 2” +2(s - c). (6.3) 
Therefore, 
If s = 0, i.e., if n is odd, then c = 0 and p(n) = 1. 
If s = 1, i.e., if n = 2m (m odd), then c = 1 and p(n) = 2. 
If s > 1 and 
s = 1 (mod 41, then c = 1 and p(n) = 2s; 
s = 2 (mod 4), then c = 2 and p(n) = 2s; 
s=3(mod4), then c=3and p(n)=2s+2; 
s = 0 (mod 4), then c = 0 and p(n) = 2s + 1. 
Comparison of these values of p(n) with the dimensions of the maximal 
isoclinic sets in R2” listed in (5.2) shows that our lemma is true. n 
7. STRONGLY LINEARLY INDEPENDENT MATRICES OF ORDER n 
DEFINITION. Following J. A. Tyrrell and J. G. Semple [7], we shall say 
that a set (A,, . . . , AP} of matrices of order n is strongly linearly independent 
if the linear combination Cy,, h,A, with real coefficients Aj is nonsingular 
except when all the hj are zero, or, equivalently, if the equation 
det(Cr, i hjAj) = 0 implies that all the hj are zero. We shall further say that 
{A i, , , . , AP} is a maximal set of strongly linearly independent matrices if it is 
not contained in any larger set of strongly linearly independent matrices of 
order n. (Note: It is obvious from this definition that every matrix in a 
strongly linearly independent set has to be nonsingular.) 
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DEFINITION. A q-field on a smooth manifold %X is a set of 9 smooth 
tangent vector fields on ZX such that at every point of 1131, the vectors 
belonging to these vector fields are linearly independent. 
The concept of strongly linearly independent matrices of order 12, though 
not so called by him, was first introduced in 1936 by E. Stiefel [6], who 
proved that, if there exists a set of p strongly linearly independent matrices 
of order n, then there exists on the projective (n -II-space, and cnnse- 
quently also on the (n - l&sphere, a (p - I)-field. 
Later, in 1962, J. F. Adams [l] completely solved the existence problem 
by proving that there exists a (9 - I)-field on the (n - I)-sphere iff 9 < p(n). 
Here p(n) is the Radon-Hurwitz number defined by (6.1) and (6.2). A key 
step in his proof is the following theorem, which we shall use in Section 9. 
THEOREM 7.1 (J.F. Adams). The m&mum number of matrices of order n 
that can be strongly linearly independent is equal to the Radon-Hurt&z 
number p( n 1. 
For the proof of this theorem, which is quite a difficult one, we refer the 
reader to Adam’s original paper [l] and also the papers [2] and [3] by Adams, 
Lax, and Phillips. Note that what we here call strongly linearly independent 
matrices of order n were called by them “matrices of order n with property 
P.” 
We now prove the following theorem, which will also be needed in 
Section 9. 
THEOREM 7 2. Suppose that (A,, . . , AT,} is a set of strongly linearly 
independent matrices of order n. Then the following two conditions are 
equivalent: 
(a) For every nonsingular matrix A of order n, the equation det(A - 
Cip_rhjAj)= 0 admits a real solution for (A,,...,A,). 
6) (A 1,. . . , A,,} is a maximal set of strongly linearly independent matri- 
ces. 
Proof. Consider the equation 
(7.1) 
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where Aj and A are as in the theorem. If A, + 0, then (7.1) is equivalent to 
det[A-ir( -2Aj)]=0. (7.2) 
Now, assume that (a) holds. Then (7.2) is satisfied by some Aj/A,, and 
consequently, (7.1) is satisfied by A, = 1 and some Aj. This proves that (a> 
implies (b). 
Next assume that (b) holds. Then (7.1) is satisfied by some A, and Aj, not 
all zero. Since Aj are strongly linearly independent, this A, # 0. Therefore, 
(7.1) is equivalent to (7.21, and hence, the equation det(A - CT=, AjAj) = 0 is 
satisfied by some Aj. This proves that (b) implies (a). n 
8. MAXIMAL NORMAL SETS IN R”” AND ORIENTATION 
ASSOCIATED WITH A MAXIMAL ISOCLINIC SET 
Let ? be any set of pairwise normally related n-planes in Rzn, and A any 
n-plane in 1Ir. Then, because of (ii) in Section 1, the n-plane AL is normally 
related to every n-plane in ‘I’ \{A}. Therefore, it is reasonable for us to 
enlarge the set 1v by adding to it the orthogonal complement of each of the 
n-planes in q, and formulate the following 
DEFINITION. A normal set (of n-planes) in R”” is a set of n-planes in 
R 2n in which every two n-planes are either orthogonal or normally related. 
Such a set is called a maximal normal set if it is not contained in a larger 
normal set. 
In this section, we prove two theorems concerning maximal isoclinic sets 
in R2”. In the next section, we shall prove that some maximal isoclinic sets in 
R2” are also maximal normal sets. 
We first state without proof the following easy lemma. 
LEMMA 8.1. 
(a) Zf the n-planes A, B are isoclinic at angle 8, then the n-planes A, B L 
are isoclinic at angle r/2 - 8. 
(b) Zf the n-planes A,B are isoclinic, then 
AnB#{O} - A=B, AnB1#(O} * AlB. 
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(c) Any two distinct, nonorthogonal isoclinic n-planes are normally re- 
lated. 
An immediate consequence of Lemma 8.1 (c) is 
THEOREM 8.1. Every maximal isoclinic set in R”” is a normal set in R”“. 
We know from Theorem 4.3 that in R’“, n even, every pair of normally 
related n-planes determines a unique orientation in R”“. We now prove 
THEOREM 8.2. In R”‘, n even, every pair of nonorthogonal n-planes in a 
maximal isoclinic set @ determines the same orientation in R”“. 
Proof. We may suppose without loss of generality that @ is the maximal 
isoclinic set {x = 0, y = &(A)). C onsider first two nonorthogonal n-planes 
A, B in Q, \ {0 1 ]. Then A, B have equations of the form y = &A), y = rB(p). 
Since A and B are nonorthogonal, 
M, = z + B(A)B(p)T # 0 (8.1) 
[cf. Lemma 3.3 (ii)]. Since A # B, we have A # /.L, and so we may assume that 
/J # 0. Then N(p) # 0, and by (5.71, we can write 
M, = B(p) - B(A) = B(p - A), (8.2) 
M, = 
Now, by (5.7) again, B(V) = 0 iff v = 0, and, for n even, det B(v) > 0 if 
v # 0. Therefore, it follows from (8.1), (8.21, and (8.3) that det M, > 0 and 
det M, > 0 for all values of A, p such that A #CL and I_L # 0. Hence, by 
Theorem 4.1, every pair of nonorthogonal n-planes in @ \ (0 ‘] determines 
the same orientation + E = e, A ... Ae, Ae,,, A ... Ae,, in R2”. 
To complete the proof, we consider the n-plane 0 J_ : 3c = 0 and the 
n-plane B : y = xB(p), p # 0, in Q. Since n is even, and the n-planes 0 and B 
in @ are normally related, we know by Theorems 2.2 and 4.3 that the 
orientation associated with (0 l, B) is the same as that associated with (0, B), 
which, as we have shown above, is the orientation + E. Thus, the proof of 
our theorem is complete. n 
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REMARK. For the special case n = 2, Theorem 8.2 has been proved in 
Wong [9, p. 571 in a direct but more involved way. 
9. MAXIMAL ISOCLINIC SETS WHICH ARE ALSO MAXIMAL 
NORMAL SETS 
Theorem 8.1 gives rise to the problem of finding all the maximal normal 
sets in R2” which contain a given maximal isoclinic set in R”“. Since 
nonorthogonal isoclinic n-planes are a rather special kind of normally related 
n-planes, we were quite surprised to discover that some of the maximal 
isoclinic sets in some R2” are maximal normal sets, as stated in 
THEOREM 9.1. Every maximal isoclinic set in R2”, n odd, is a maximal 
normul set, and so is every n-dimensional maximal isoclinic set in R2”, n = 2, 
4, or 8. 
Proof Let @:((x = 0, y = &A)} be any maximal isoclinic set in R2”. 
Then we see from Theorem 3.1 that a sufficient condition for @ to be a 
maximal normal set in R2” is that, for every matrix A of order n, the 
equation det[A - B(A)] = 0 has a real solution for A. 
First, if n is odd, then Z?(A) = h,Z [cf. (5.4)]. Therefore, in this case 
det[A - B(A)] = det(A - &I) = 0 
is a polynominal equation of odd degree in A,, and hence it always has a real 
root for A,. 
Next, if n = 2, 4, or 8, we see from (5.5) that the first column of B(A) is 
[Aa A, **a A,_,]r. Let A =[aij] be any matrix of order n. Then the 
elements in the first column of the matrix A - B(A) are all zero if [A, 
A,** . A,_,l=[a,, a21 * *. anIl, and this means that the equation det[A - 
B(A)] = 0 admits a real solution for A. n 
Theorem 9.1 is a preliminary to our main Theorem 9.4, of which it is a 
special case. But before coming to that, we have to prove the next two 
theorems, which we shall need and which are also of some independent 
interest and importance. 
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THEOREM 9.2. The maximal isoclinic set @ :(x = 0, y = xB(h)) in R2” is 
a maximal normal set in R2” iff, fbr every non-singular matrix A of order n, 
the equation det[ A - B(A)] = 0 admits a real solution jbr A. 
Proof. Obviously, @ is a maximal normal set if there does not exist any 
n-plane in R2” which is normally related to all the n-planes in @. 
Suppose that A is an n-plane normally related to all the n-planes in @. 
Then it follows from Theorem 3.1 that A has an equation of the form y = xA, 
where A is a nonsingular matrix of order n, and the two matrices A - B(A) 
and I + AB(A)T are both nonsingular for all values of A. Therefore, there 
does not exist any n-plane normally related to all the n-planes in @ if, for 
every nonsingular matrix A of order n, at least one of the two equations 
det[ A - B(A)] = 0, det[ I + AB(A)T] = 0 (9.1) 
admits some real solution for A. This proves the suffkiency of the condition 
stated in the theorem. 
To prove the necessity of the condition, we need only prove that 
For every nonsingular matrix A of order n, if Equation 
(9.1)2 admits a real solution for A, so does Equation 
(9.0,. 
(9.2) 
To do this, we first note that since B(O) = 0, neither Equation (9.1)2 nor 
Equation (9.1)1 has A = 0 as a solution, and therefore, we may suppose that 
A # 0, i.e., N(A) # 0. Then, by (5.7) (iii), B(A) is nonsingular and 
[I + AB(A)r]B(A) = B(A)+ N(A)A 
=N(h)[A-+$)I. 
Now the assertion (9.2) follows immediately from this, and so our proof of 
Theorem 9.2 is complete. n 
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Combining Theorem 9.2 with Theorem 7.2, we have 
THEOREM 9.3. The maximal isoclinic set 
@: (x = 0, y = x(A,I + h,B, + . . . + A,-J,-111 
in R2” is a maximal normal set in R2” iff {I, B,,..., B,_,} is a maximal set of 
strongly linearly independent matrices of order n. 
We are now ready to prove our main 
THEOREM 9.4. The largest maximal isoclinic sets in every R”” are also 
maximal normal sets in R2”. 
Proof. Suppose that 
@:(x = o, y = x(&Z + A,B, + * *. + A,-,B,-1)) 
is a largest maximal isoclinic set in R2”. Then we know firstly from (5.7) (ii) 
that 
{I, B r, . . . , B,_ r} is a set of strongly linearly independent 
matrices of order n, (9.3) 
and secondly from Theorem 6.1 that 
P = p(n), (9.4) 
where p(n) is the Radon-Hurwitz number defined by (6.1) and (6.2). Now by 
Adams’s theorem (Theorem 7.1), the maximum number of strongly linearly 
independent matrices of order n is p(n). Therefore, it follows from (9.3) and 
(9.4) that {I, B, ,..., B,_,} cannot be contained in any larger set of strongly 
linearly independent matrices of order n, and so it is a maximal set of 
strongly linearly independent matrices. Hence, by Theorem 9.3, @ is a 
maximal normal set in R2”. w 
REMARK 1. Since the maximal isoclinic sets in R2”, n odd, and the 
n-dimensional maximal isoclinic sets in R2”, n = 2,4,8, are all largest maxi- 
mal isoclinic sets [cf. (5.3) and (5.4)], Theorem 9.1 is a special case of 
Theorem 9.4. 
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REMARK 2. For rr = 2, we can easily express the equation det[A - B(A)] 
= 0 in explicit form. In fact, in this case [cf. (5.511 
det[A - B(A)] = det [ ( : :I-[:: -::])=det[:I:; fi’::] 
= [A,, - ;(a + d)]‘+ [A, - +(c - d)]’ 
-;[(a - #+(c + !$I. 
This shows that the equation det[ A - B(A)] = 0 represents a real circle in the 
Euclidean plane, and so it always admits some real solution for (A,, A,). 
We expect that, for the cases n = 4 and n = 8, the explicit forms of the 
equation det[A - B(A)] = 0 would also be very interesting. But the computa- 
tion is bound to be quite involved, and we are content to leave it to our 
interested readers. 
10. A CONJECTURE AND TWO OPEN PROBLEMS 
In R2, a trivial case which we have excluded from our discussion, there is 
only one maximal isoclinic set and only one maximal normal set, and they 
both coincide with the set of all l-planes in R2. In view of Theorems 9.3 and 
9.4, we believe that the following conjecture is true, though we have not yet 
been able to prove it. 
CONJECTURE. All the maximal isoclinic sets in all R2”, n 2 2, are 
maximal normal sets in R2”. Equivalently, if {B,, . . . , BP_ 1} is any maximal 
solution of the Hurwitz matrix equations, then {Z, B,, . . . , BP_ 1) is a maximal 
set of strongly linearly independent matrices of order 12. 
We see from (5.2) and (5.5) that R16 is the R2” of the lowest dimension 
in which there exist maximal isoclinic sets besides the largest ones. In fact, 
there exists in R16 an B-dimensional maximal isoclinic set which is the 
largest one, and also a 4-dimensional maximal isoclinic set which consists of 
the B-planes x = 0 and y = rB(A), where B(A) = A,Z + A,B, + A,B, + A,B, 
is as given in (5.5). Now we know from Theorem 9.4 (and also Theorem 9.1) 
that the B-dimensional set is a maximal normal set in R16. Therefore, it would 
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be interesting to find out whether the above J-dimensional maximal isoclinic 
set is also a maximal normal set in R16, or, what is the same thing, whether 
{Z, B,, B,, Ba) is a maximal set of strongly linearly independent matrices of 
order S-because an affirmative answer to this question would strengthen 
our conjecture, whereas a negative one would disprove it. 
It is obvious from the example in the remark at the end of Section 4 that 
there are many maximal normal sets in Rzn, n > 2, which are not maximal 
isoclinic sets in R”“. Therefore, there arises from the above conjecture the 
following more general and more difficult 
PROBLEM 1. Determine, for each n 2 2 and to within isometries, all the 
maximal normal sets in R2”. 
A problem related to the above is 
PROBLEM 2. Determine, for each n > 2, (i) the dimensions of all the 
maximal sets of strongly linearly independent matrices of order n, and (ii) to 
within orthogonal similarities, the number of such maximal sets of any given 
dimension. 
We wish to thank Dr. Y. H. Au-Yeung’&d Dr. Y. H. Yiu for some helpful 
comments, and to thank the referee for suggesting the name “normal set” and 
the abbreviation “isoclinic set of n-planes” for what we called “set of 
mutually isoclinic n-planes” in our earlier works [81 [91 and [lo]. 
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