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Abstract. Trust is conceived as an attitude leading to intentions resulting in         
user actions involving automation. It is generally believed that trust is dynamic 
and that a user’s prior experience with automation affects future behavior    
indirectly through causing changes in trust. Additionally, individual differences 
and cultural factors have been frequently cited as the contributors to influencing 
trust beliefs about using and monitoring automation. The presented research  
focuses on modeling human’s trust when interacting with automated systems 
across cultures. The initial trust assessment instrument, comprising 110 items 
along with 2 perceptions (general vs. specific use of automation), has been  
empirically validated. Detailed results comparing items and dimensionality with 
our new pooled measure will be presented.  
Keywords: Trust, Automation, Culture, Technology Adoption, Human Com-
puter Interaction (HCI), Human Factors 
1 Introduction 
Human interaction with automation is a complex process. Humans may fail to use 
automation when it is advantageous (disuse), fail to monitor it properly when in use 
(misuse), or accept its recommendations and actions when inappropriate [1]. Trust (in 
automation) has most often been studied indirectly through its purported influence on 
behavior often without any direct cognitive measure. Studies have shown [2–4] that 
trust towards automation affects reliance (i.e., people tend to rely on automation they 
trust and not use automation they do not trust) and can be consistently measured.  
While the reliability of the automation has a major influence on the operator’s de-
cision to trust and use automation, internal (e.g., personality) and external (e.g., cul-
tural norms) factors can also significantly influence the level of trust [5]. Different 
contexts within trust have lead to definitions of trust as an attitude, an intention, or a 
behavior [6–8]. A widely accepted definition of trust is lacking, however, it is gener-
ally agreed the trust is best conceptualized as a multidimensional psychological atti-
  
tude involving beliefs and expectations about the trustee’s trustworthiness derived 
from experience and interactions with the trustee [9].   
In both the interpersonal trust literature and automation trust literature [10], trust 
has been said to have both cognitive and affective features. In the interpersonal litera-
ture, trust is also seen involving affective processes, since trust development requires 
seeing others as personally motivated by care and concern to protect the trustor’s 
interests [11]. In the automation literature, cognitive (rather than affective) processes 
may play a dominant role in the determination of trustworthiness, i.e., the extent to 
which automation is expected to do the task that it was designed to do [12]. In the 
trust in automation literature, it has been argued that trust is best conceptualized as an 
attitude [13] and a relatively well accepted definition of trust is: “an attitude which 
includes the belief that the collaborator will perform as expected, and can, within the 
limits of the designer’s intentions, be relied on to achieve the design goals” [14]. The 
conceptualization of trust as an attitude having both cognitive and relational aspects is 
especially relevant to our research on how culture may modulate trust construal and 
dimensions of trustworthiness. It has been hypothesized, and supported by various 
studies, that individual differences [5], [13], [15], [16] and culture [17] affect the trust 
behavior of people with respect to automation. For example, it has been shown [18] 
via replication of Hofstede’s [19] cultural dimensions for a very large-scale sample of 
pilots, that even in such a highly specialized and regulated profession, national culture 
still exerts a meaningful influence on attitude and behavior over and above the occu-
pational context. In fact, there would be no need for an intervening variable such as 
trust if outside factors did not exert a substantial influence over trust decisions. 
While models of trust, Lee and See [13], invariably acknowledge the multiplicity 
of these influences. However, the majority of research on trust in automation has fo-
cused on the relation between automation reliability and operator usage often without 
measuring the intervening variable, trust. The utility of introducing an intervening 
variable between automation performance and operator usage lies in the ability to 
make more precise or accurate predictions with the intervening variable than without 
it. This requires that trust in automation be influenced by factors in addition to auto-
mation reliability/performance. There are two general limitations to the current litera-
ture. First, most of the work on cultural influences on trust has been done in the con-
text of interpersonal trust [20], [21]. Second, most of the very limited work studying 
culture and trust in automation has been abstract and suggestive, without empirical 
validation. With respect to trust in automation across cultures, two of the very few 
studies [22], [23] examined the effects of culture-sensitive interactions on the willing-
ness of adopting an information technology. However, the studies focused mainly on 
online behaviors and failed to contribute a uni-dimensional instrument to examine the 
wide variety of contexts in applying automated systems. Despite the plethora of re-
search in trust and culture in inter-personal relations, there is a dearth of studies inves-
tigating the effect of culture on trust in automation. To address these issues, the over-
all objective of our research is to develop a fundamental understanding of general 
principles and factors pertaining to trust in automation, and how trust mediates reli-
ance on automation across cultures. 
  
2 Instrument Development   
Attempts to measure trust in automation such as Muir’s questionnaire [12] or the 
many questionnaires created for individual studies have not (in general) benefited 
from the same rigor in development and validation that has characterized measures of 
interpersonal trust. The Empirically Derived (ED) scale developed by Jian et al. [24] 
is a notable exception that has been subjected to a validation study [25] and used 
elsewhere [26]. Madsen and Gregor's Human-Computer Trust (HCT) instrument [8] 
demonstrated construct validity and high reliability within their validation sample and 
has subsequently been used to assess trust in automation in air traffic control simula-
tions [27]. The SHAPE Automation Trust Index (SATI) [28] is the most pragmatical-
ly oriented of these formally developed measures, with items refined for usability and 
construct validity in focus groups of air traffic controllers. All three scales have bene-
fited from empirical study and systematic development yet each has its flaws. ED 
addresses trust in automation in the abstract without reference to an actual system. 
The HCT stopped short of confirmatory factor analysis leaving its true dimensionality 
uncertain. The SATI neglected psychometric tests of construct and content validity.   
The initial steps involve developing an instrument capable of reliably assessing 
trust in automation. Developing this begins with the pool of items from the ED, HCT, 
and SATI and augmented items from 5 existing studies intended to increase the relia-
bility of the discovered dimensions. The initial instrument comprises 110 items falling 
into a variety of constructs, as shown in Appendix A. 
2.1 Pilot Test – General vs. Specific Automation 
Despite the variety of automated systems (e.g., smartphone apps vs. industrial robots), 
the trusting beliefs would be influenced significantly regarding the purpose of the 
automation. To develop an instrument capable of reliably assessing trust in automa-
tion, the initial step began with identifying the purpose of the aforementioned items to 
general or specific uses of automation. 45 participants were recruited from the Uni-
versity of Pittsburgh community for categorizing the characteristics of the selected 
items. The participants first read the following description:   
 
“Please respond to the following statements about your trust in automation. By 
automation, we mean any technology or service that you have used before, in-
cluding apps, devices, functions, or systems. Based on your experience, use the 
following scale to rate the extent to which you agree(5) or disagree(1) with the 
statements below. Note, no wrong responses to any of the statements, the most 
critical is to record your own true opinion on each item. If you think the provid-
ed instruction is not sufficient to answer the question, please rate insufficient 
information.” 
 
The instrument was measured using a 5-point Likert scale (from strongly disagree 
to strongly agree), however, an item may be rated as insufficient if the participants 
believed the item/question has to refer to a targeted system. Once an item was rated as 
  
insufficient more than once, the item was categorized as specific use. Additionally, 
after reviewing the general items, 7 items with high neutral rates (more than 1/3 of the 
participants) were also classified as specific purpose. Among the 110 items, 70 items 
fell into the general cluster, whereas 40 items were in the specific group. 
2.2 Scale Refinement 
An initial test has been conducted to refine our trust instrument. A pool of questions, 
consisting of 110 items along with 2 perceptions (general vs. specific use of automa-
tion) was adopted. A total of 65 paid participants was recruited on Amazon Mechani-
cal Turk (MTurk). The instrument was measured using a 5-point Likert scale, asking 
respondents to detail their trust beliefs in automated systems. The instrument com-
prised two parts, general and specific uses of automation. Automated navigation de-
vices (e.g., GPS) were introduced as the specific automation (table 1); in the general 
automation, instead of pointing out targeted systems, the participants can name any 
experienced automated tools.  
Table 1.   Descriptions of general and specific automation. 
General 
automation 
By “Automation” we mean any technology or service that takes ac-
tions automatically and that you have used, including apps, devices, 
functions, or systems. 
Specific 
automation 
By “Automation” we focus mainly on GPS Navigation System includ-
ing all types of navigation devices that you have used, such as an au-
tomotive navigation system (e.g., Garmin) or Smartphone navigation 
apps (e.g., Google map). 
Data gathered in the test was used to refine our scale by rewording or identifying 
problematic items. Exploratory factor analysis (EFA) was used to determine the di-
mensionality of the data and loading of items in order to refine the instrument. A 
principal components factor analysis with varimax rotation was performed to examine 
the number of factors produced. A five-factor model was returned that explained 
52.4% of the variance in general automation (details not shown here due to space 
constraints); whereas 70.2% of the variance of the specific automation was represent-
ed by a five-factor model (Appendix B). The internal consistency and reliability were 
examined (table 2, 3). If the resulting Cronbach's alpha is lower than 0.7, the factor 
will be eliminated (as factor 4 in table 3). Through the aforementioned analysis, 59 
items (40 general and 19 specific automation) that met the validity and reliability 
criteria were retrieved to refine the instrument. The finding factors greatly involved in 
three clusters: performance expectancy, process transparency, and purpose influence. 
Performance expectancy is defined as an individual’s belief that applying an automa-
tion will help the individual to enhance job performance; process transparency in-
volves the encountered difficulties based on the perceived transparency of an automa-
ton (i.e., how an automation functions); purpose influence relates to a person’s 
  
knowledge of what the automation is supposed to do (i.e., initial trust or faith in au-
tomation).   
Table 2.   Reliability Statistics in General Automation. 
General 
Auto 
Cronbach's Alpha 
Cronbach's Alpha Based 
on Standardized Items 
Num of Items 
Factor 1 .922 .922 13 
Factor 2 .867 .871 6 
Factor 3 .892 .890 9 
Factor 4 .863 .870 7 
Factor 5 .718 .732 5 
Table 3.   Reliability Statistics in Specific Automation. 
Specific  
Auto 
Cronbach's Alpha 
Cronbach's Alpha Based 
on Standardized Items 
Num of Items 
Factor 1 .943 .944 10 
Factor 2 .836 .835 3 
Factor 3 .818 .821 3 
Factor 4 .626 .628 2 
Factor 5 .760 .797 3 
3 Conclusion  
Trust has been frequently cited as a contributor to decisions about using and monitor-
ing automation [13]. In this paper, we report initial steps toward developing an in-
strument capable of reliably assessing trust in automation across cultures.We began 
with the pool of 53 items from the ED, HCT, and SATI and augmented them with 
new items intended to increase the reliability of discovering dimensions. A total of 
110 items (70 general and 40 specific) were empirically validate via MTurk. Through 
the validity and reliability tests, 59 items (40 general and 19 specific) were selected.  
To further examine the external validity of the instrument, another round of data 
collection will be conducted to cross-validate the instrument. We will additionally 
collect data on Hofstede’s [19] cultural dimensions to provide a fuller picture of cul-
tural differences and their relation to the trust scale being developed. We expect the 
research will have a significant impact on the design, implementation and evaluation 
of automation to make it more trustworthy in general and in aiding the appropriate 
trust calibration for optimized reliance across cultures.  
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Appendix A. Initial trust instruments: root constructs and definitions. 
International Comparison of 
Technology Adoption  
Constructs Definitions* 
ICTA (International Comparison 
of Technology Adoption [29]) 
compared the use intention of in-
formation technologies across 
different cultural contexts. The 
UTAUT instrument [30] was se-
lected to examine the cultural ef-
fects. The survey comprised 14 
items within 5 factors, in which 11 
items/4  factors were chosen for 
our test. 
*All the definitions are cited from 
[30].   
Performance      
expectancy 
“An individual believes 
that using the system 
will help him or her to 
attain gains in job per-
formance.” 
Effort expectancy 
“The degree of ease 
associated with the use 
of the system.” 
Social influence 
“The degree to which 
an individual perceives 
that important others 
believe she should use 
the new system.” 
Facilitating               
conditions 
“The degree to which 
an individual believes 
that an organizational 
and technical infrastruc-
ture exists to support 
use of the system.” 
Culture-Technology Fit   Constructs Definitions* 
CTF (Culture-Technology Fit [23]) 
investigates the trustworthy rela-
tionship between cultural contexts 
and post-adoption beliefs in the use 
of the mobile Internet. CTF in-
cludes 30 items/10 factors (3 items 
for each). The cultural profiles 
(uncertainty avoidance and indi-
vidualism) were selected for our 
test.  
*All the definitions are cited from 
[23]. 
Uncertainty 
Avoidance 
“The extent to which 
the members of a cul-
ture feel threatened by 
uncertain or unknown 
situations.” 
Individualism 
“Individualism repre-
sents a preference for a 
loosely knit social 
framework in which 
people are expected to 
take care of themselves 
and to look after their 
own interests.” 
Online Trust Beliefs   Constructs Definitions 
OTB (Online Trust Beliefs [31]) 
examined the moderating role of 
uncertainty avoidance in online 
trust beliefs between subjective 
norms and the integrity & ability 
Uncertainty 
Avoidance 
“Uncertainty avoidance 
is the level of risk ac-
cepted by the individu-
al. This dimension ex-
amines the extent to 
  
dimensions. OTB adopted 16 items 
within 6 factors from [32] and 
[33], in which 12 items/5 con-
structs were selected for inclusion 
in our test. 
 
which one feels threat-
ened by ambiguous 
situations [32].” 
Subjective Norms 
“Social factors that are 
likely to influence the 
online shopping inten-
tions/behavior [33].” 
Benevolence 
“The belief that the 
trusted party, while 
hoping to make a profit, 
wants to do good to the 
customer [31].” 
Integrity  
“A trusted party ad-
heres to accepted rules 
of conduct, such as 
honesty and keeping 
promises [31].” 
Intention 
The behavioral intent of 
a buyer to precede the 
act of purchasing [31].  
Trust in Specific Technology  Constructs Definitions* 
TIST (Trust in Specific Technolo-
gy [34]) examines different kinds 
of trust across contexts and tech-
nologies, from specific (e.g., Excel 
or spreadsheet products) to general 
uses in automated tools. 
The scale comprises 26 items with-
in 7 factors, in which 19 items/6 
constructs are adapted to our test.   
 
*All the definitions are cited from 
[34]. 
Specific                
Technology       
- Reliability 
“The belief that the 
specific technology will 
consistently operate 
properly.” 
Specific                 
Technology               
- Functionality 
“The belief that the 
specific technology has 
the capability, function-
ality, or features to do 
for one what one needs 
to be done.” 
Situational               
Normality                 
- Technology 
“One feels comfortable 
when one uses the gen-
eral type of technology 
of which a specific 
technology may be an 
instance.” 
Structural            
Assurance                  
- Technology 
“One believes structural 
conditions like guaran-
tees, contracts, support, 
or other safeguards 
exist in the general type 
of technology that make 
success likely.” 
  
Faith in General 
Technology 
“One assumes technol-
ogies are usually con-
sistent, reliable, func-
tional, and provide the 
help needed.” 
Trusting Stance               
- General             
Technology 
“One presumes that one 
will achieve better out-
comes by assuming the 
technology can be re-
lied on.” 
Empirically Derived  Constructs Definitions 
ED (Empirically Derived [24]) 
incorporates a three-phased exper-
iment, comprised a word elicitation 
study, a questionnaire study, and a 
paired comparison study, was per-
formed to empirically develop a 
scale to measure trust between 
people and automated systems. 12 
items, falling into two factors (trust 
& distrust), are incorporated in the 
instrument. All the items are se-
lected to our test.  
Trust 
The trust factor com-
prises 7 main items: 
confidence, security, 
integrity, dependability, 
reliability, trust, and 
familiarity. 
Distrust 
The distrust factor 
comprises 5 main 
items: deceptiveness, 
underhandedness, sus-
piciousness, wariness, 
and harm. 
Human-Computer Trust  Constructs Definitions* 
HCT (Human-Computer Trust [8]) 
scale is designed to examine trust 
in intelligence systems (taxi dis-
patch system was used in their 
study). HCT instrument comprises 
25 items (5 constructs, each with 5 
items to reflect the concept). All 
the items are adapted to our test. 
 
*All the definitions are cited from 
[8]. 
Perceived              
Reliability 
“Reliability of the sys-
tem, in the usual sense 
of repeated, consistent 
functioning.” 
Perceived              
Technical              
Competence 
“A system is perceived 
to perform tasks accu-
rately and correctly 
based on the infor-
mation that is input.” 
Perceived                 
Understandability 
“A human supervisor or 
observer can form a 
mental model and pre-
dict future system be-
havior.” 
Faith 
“A user has faith in the 
future ability of the 
system to perform even 
in situations in which it 
is untried.” 
  
Personal        
Attachment 
“A user finds using a 
system agreeable and it 
suits her taste.” 
SHAPE Trust Index  Constructs Definitions* 
SATI (SHAPE Automation Trust 
Index [28]) measures human trust 
of automated systems in control-
ling air traffic management tasks. 
The scale measures controller’s 
trust twice, pre and post-adoption 
use, in order to obtain human feed-
back and sensitively examine the 
fluctuation in trust. The first part 
comprises 4 questions and the 
second part consists of 8 sections. 
16 items within 7 constructs, are 
chosen for inclusion in the test.   
 
*All the definitions are cited from 
[28].  
Reliability 
“The extent to which 
you can rely on the 
machine to consistently 
support the tasks.” 
Accuracy 
“Accuracy of machine 
in supporting successful 
completion of tasks.” 
Understanding 
“The extent to which 
the machines’ decision 
on when and how to 
intervene and support 
the task requires as-
sessment, knowledge, 
and understanding of 
the task.” 
Faith 
“The extent to which 
you believe that the 
machine will be able to 
intervene and support 
the tasks in other sys-
tem states in the fu-
ture.”  
Liking 
“The extent to which 
you can anticipate and 
expect the machine to 
support the tasks.” 
Familiarity 
“The extent to which 
you have confidence in 
the machines’ decision 
on when and how to 
intervene and support 
the task.” 
Robustness 
“The extent to which 
you can count on the 
machine to provide the 
appropriate support to 
the tasks.” 
  
Technological Adoptiveness Scale  Constructs Definitions 
TAS (Technological Adoptiveness 
Scale [35]) is a 12 item measure 
that examines a person’s relative 
openness to adopting and using 
new technology. 9 items were cho-
sen for inclusion in our test.   
General                
Technology                    
- Adoptiveness 
The attitude of open-
ness in adopting any 
technology that has 
been released recently 
and is unfamiliar to a 
user. 
  
Appendix B.  EFA (exploratory factor analysis) results: specific use of automation (21 items/5 
factors). The model of specific items with a threshold value 0.4, in order to eliminate the noise. 
Note. (r): recode values. 
Rotated Component Matrix
a
 
  
Component 
1 2 3 4 5 
I can rely on automation to ensure my performance. .830         
Automation improves my performance. .750         
It is easy to follow what automation does. .725         
Automation makes use of all the knowledge and infor-
mation available to produce its solution to the problem. 
.708         
The advice automation produces is as good as that 
which a highly competent person could produce. 
.696         
Automation correctly uses the information I provided. .680         
I am confident in automation. .646         
Automation always provides the advice I require to 
make my decision. 
.627         
Using automation increases my productivity. .606         
Using automation enables me to accomplish tasks more 
quickly. 
.542         
Automation has sound knowledge about the type of 
problem for which it is intended. 
  .726       
Automation is friendly to use.    .702       
Automation uses appropriate methods to reach deci-
sions. 
  .618       
Automation may result in unpredictable situations. (r)     .838     
Automation does not fail me.     .783     
I believe automation could be faulted. (r)     .761     
I understand how automation works.       .827   
I am wary of automation. (r)       .611   
I am suspicious of automation's intent. (r)          .842 
Automation is deceptive. (r)         .758 
Automation behaves in an underhanded manner. (r)         .750 
 
