Since the rise of collaborative tagging systems on the web, the tag recommendation task -suggesting suitable tags to users of such systems while they add resources to their collection -has been tackled. However, the (offline) evaluation of tag recommendation algorithms usually suffers from difficulties like the sparseness of the data or the cold start problem for new resources or users. Previous studies therefore often used so-called post-cores (specific subsets of the original datasets) for their experiments. In this paper, we conduct a large-scale experiment in which we analyze different tag recommendation algorithms on different cores of three real-world datasets. We show, that a recommender's performance depends on the particular core and explore correlations between performances on different cores.
INTRODUCTION
Recommender systems often have to deal with sparse data in which only little or nothing is known about many users or items. Alongside works that specifically tackle this task, it is common to focus on a dense subset of the data [12, 5] that contains enough information to produce helpful recommendations. For graph data, a commonly used technique are generalized cores [1] which comprise a dense sub-graph in which every vertex fulfills a specific constraint, e.g., the degree of each node is above a certain threshold. The influence of these cores on the performance of different recommendation algorithms has not been analyzed so far.
In this paper, we investigate cores that have been used in the evaluation of tag recommender systems. Tag recomPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. menders are useful in collaborative tagging systems (whose underlying data structure is called a folksonomy -cf. [4] for the model we use) where users post resources and assign arbitrary keywords (tags) to them. During the posting process a recommender system typically suggests appropriate tags for annotation. The tag recommendation task is thus to find suitable tags for a given (user, resource) pair. Previously, tag recommender algorithms have often been evaluated on a special post-core of the raw dataset using the LeavePostOut method: A post is removed from the dataset and the recommended tags are evaluated against the true tags of the post.
We conduct a thorough experimental analysis of tag recommender rankings on three publicly available real-world datasets and critically compare the results on different cores. As post-cores are so-called "generalized cores" [1] , we compare the performance of different algorithms on them to the performance on the original graph-cores and on the raw data. This paper is organized as follows: In Section 2, we review related work. In Section 3, we describe the datasets and the experiments, whose results we discuss in Section 4.
RELATED WORK
In many recommendation scenarios, the sparsity of the data is a classical problem which has been tackled either by dealing with the sparseness in particular or by focusing on the dense part of the data (e.g., [12] ). Most of the latter approaches are rather ad-hoc, e.g., defining some threshold for the minimal number of ratings an item or user should have. There are few theoretical considerations or experiments that investigate the implications of such thresholds on the performance of different recommender algorithms or the validity of the experiments. One widely applicable methodology to create dense subsets of graphs are the so-called graph-cores which were introduced by Seidman [13] . A graph-core is a sub-graph in which the degree of each node is above a pre-defined threshold. Upon this work build Batagelj and Zaveršnik [1, 2] who introduce generalized cores.
As part of the evaluation of recommender systems, cores have first been used in [5] to focus on the dense part of collaborative tagging systems. Experiments with different tag recommenders were conducted on subsets of such systems, constructed as generalized cores -so-called post-cores. A more detailed definition of these cores and extended experiments were presented in [7] . Post-cores were then commonly used in the evaluation of (tag) recommendation algorithms, e.g., in [11] -to compare different PageRank variants on post-cores at levels 5 and 20, in [8] -to evaluate a tag rec- ommendation algorithm based on latent dirichlet allocation on a post-core at level 100 of a dataset from Delicious.
EXPERIMENTAL SETUP
In the following, we describe the setup of our experiments to test different evaluation procedures with different cores, levels, and metrics for tag recommender algorithms.
Datasets
We use three publicly available datasets from two collaborative tagging systems (cf. Table 1 ): The BibSonomy 1 dataset (from 2012-01-01) is based on the regular dumps of the publicly available data.
2 The generation of the dataset is described in [6] , including a more in-depth description of the data. BibSonomy supports tagging of both bookmarks and publication metadata, hence we split the data into two parts: book and publ. From Delicious 3 we use a dataset (deli) we obtained from July 27 to 30, 2005 [4] which is a subset of the Tagora dataset. 4 As Lipczak et al. [9] pointed out, tags from automatically imported posts are problematic for training and evaluating tag recommenders, since their provenance is unknown. The ability of a recommender to (not) predict such tags does not allow us to draw any conclusion about its performance on predicting user-generated tags. Hence, we applied a similar cleansing strategy as described in [9] : we removed sets of posts that were posted at exactly the same time by the same user. In addition, we cleaned all tags as described in [6] , i.e., we ignored tag assignments with the tags imported, public, system:imported, nn, system:unfiled, converted all tags to lower case, and removed all characters which were neither numbers nor letters.
Evaluation Methodology
The dimensions of our experiments are the three datasets, the two different core types, the chosen levels (see Table 1 ), the recommendation algorithms, and the evaluation metrics.
Cores and LeavePostOut.
The construction of the graph-cores and post-cores is described in [7] . The data of a tagging system is modelled as a tripartite hypergraph, which has users, resources and tags as nodes and a hyperedge between a user u, a resource r and a tag t, if the user u assigned the tag t to the resource r. The graph-core at level l is the largest possible subgraph of that graph, such that each node (i.e., user, tag, resource) occurs in at least l tag assignments, i.e., has a node degree of at least l. In contrast, the post-core at level l is the largest subgraph, such that each node occurs in at least l posts. Since one post can consist of several tag assignments (all with the same user and resource, but with different tags), for users and resources, the condition to be part of the core is stronger in the post-core than in the graph-core.
For the experiments we used -besides the raw datasets (or 'cores at level 1') -both graph-cores and post-cores. For each dataset we chose five levels on which we conducted the experiments (see "chosen l" in Table 1 ). The difference in choice is due to the different characteristics of the datasets (size, unchanged cores over several levels, etc.).
To evaluate the recommenders we used the variant of the leave-one-out hold-out estimation [3] called LeavePostOut [5] . LeavePostOut is a standard approach for offline experiments and has been widely used in the literature. Given a dataset (or a core), for each user u one post p is selected at random. This post is eliminated from the dataset and the remaining data is used for training. The task for the recommender algorithm then is to produce tag recommendations (i.e., to predict the tags of p) given both the user and the resource of p, while the tags of p serve as gold-standard. A score is assigned that measures the prediction quality of the recommendation. The experiment is conducted for every user and the scores are averaged. To ensure statistical validity of the results, we repeated each experiment five times and use the averages of the resulting scores.
Evaluation Metrics.
We determine the quality of a recommender by measuring how successful an algorithm can predict the tags of the left-out post. We use the two common metrics recall and precision at a given cut-off level k (rec@k and pre@k). For a left-out post p, rec@k is the share of p's tags among the top k positions of a recommender's ranking and pre@k the share of the top k tags in the ranking that belong to p. In the experiments we let k run from 1 through 10. The mean average precision (MAP) takes the arithmetic mean of the precision at each new recall-level [10] .
Algorithms.
The goal of our investigation is not to find the best tag recommendation algorithm, but rather to evaluate the experimental setups, in which algorithms usually are compared against each other. Therefore, we focus on a subset of wellstudied tag recommendation algorithms, namely most popular tags, most popular tags by resource, most popular tags by user , adapted PageRank , and FolkRank [7] .
RESULTS
When we compare recommenders' scores on different cores and levels with different metrics we first observe that they tend to yield better scores on the post-cores than on the graph-cores of the same level (in 88.6% of the experiments). The performance of the algorithms on the graph-cores and post-cores, is better than that on the raw datasets in 95.5% and 99.2% of the cases, respectively. This increase of the scores raises the question whether the choice of the core has an influence on the comparison of different algorithms against each other. We will therefore investigate correlations between such rankings on different cores in Section 4.2. Before, we have a look at the performance on different corelevels and particular subsets of the data to find out, whether even using the same core, choosing particular posts can yield better results.
Recommendation Performance Depends on Core Type and Level
The most prominent observation is that the performance at different core levels depends both on the dataset and on the algorithm. In Figure 1 , we see exemplarily the pre@5 scores for the five algorithms over different levels for the graph-core of the datasets publ and deli. Although most often the scores rise with increasing level, there are exceptions like most popular tags by user on publ and adapted PageRank on deli with (sometimes) sinking scores. The same plots for book (omitted due to space limitations) are similar to publ. The results for rec@5 are similar to those of pre@5.
Further, we leveraged the property that the graph-core always contains the post-core at the same level: Next to the scores on the graph-cores (×) we plotted the scores of the same experiments with only a slight modification of LeavePostOut's post selection process. Where we usually choose one post per user at random, we now choose posts randomly such that they are also contained in the post-core (+). Comparing the scores on arbitrarily chosen posts to those from the post-core, we see that in particular for low levels it is easier to predict tags for posts from the post-core than for arbitrarily chosen posts. There are however some exceptions, in particular FolkRank and most popular tags by user . We conclude that focusing on posts from the the dense part of the data often overestimates the performance of recommendation algorithms.
Recommender Ranking Correlation
Evaluating recommender systems usually has the goal to determine one algorithm that performs best on one or several datasets and therefore several algorithms are ranked according to their performance. Since several setups for experiments are possible -several core types, levels and metrics -the question arises, whether the ranking of recommenders varies depending on the chosen setup. To investigate this question we determine the algorithm rankings, where the algorithms are ranked according to their recommendation quality. A ranking can be computed on the raw datasets, and on each of the two core types at all chosen levels.
5 Between two rankings (on two different setups) we can determine Pearson's correlation coefficient r, as a measure of how likely the score rankings of the recommenders are (linearly) correlated. The coefficient ranges from −1 (anti-correlation) through 0 (no correlation) to 1 (perfect correlation). As Pearson's r takes the particular score values (the value describing one recommender's performance on one setup) of the algorithms into account, we additionally use another metric that only considers the order of the algorithms in a ranking: the number of discordant pairs d.
6
Given two rankings, the algorithms A and B are discordant, when in one ranking A performs better than B while in the other ranking B is better than A. Thus in our case of five algorithms, d is between 0 (the rankings agree completely) and 10 (one ranking is the reverse of the other). Table 2 shows the mean pairwise (averaged over any pair of two different setups) values of r and d together with the standard deviations exemplarily for the metrics pre@5, rec@5, and MAP. We can observe that on no dataset we get 5 That is, 11 different setups (see Table 1 ). 6 This value is closely related to the ranking correlation measure Kendall's τ . The pre@5 scores over the core level l for publ (left) and deli (right) for the five recommenders using modifications of LeavePostOut. The horizontal line depicts the pre@5 value for the raw dataset.
perfect correlations. Generally, the correlations are rather high, but we clearly see that the rankings are inconsistent. The most stable are the rankings on deli. Here, only in every second pair of setups two recommenders change their order. On the two BibSonomy datasets, the values are similar: here, on average, in two rankings one or two pairs of recommenders have different order. Thus it is evident, that different setups lead to different conclusions about the ranking of algorithms. We computed which of the cores yield the ranking that is most consistent with the raw data. For all datasets these are the graph-cores at levels 2 and 3, i.e., the two largest cores.
The consistency of the rankings also depends on the particular metric that is employed. In Figure 2 , we see the mean pairwise values of r and d for rec@k and pre@k with k running from 1 through 10. We see that for deli the consistency is quite stable for both metrics precision and recall. However, for the other datasets the values vary and the highest consistency is achieved for k = 10.
CONCLUSION
We have analyzed the use of cores for the evaluation of tag recommendations. In the experiments, we have shown that using cores for offline evaluation has its pitfalls as recommenders perform differently in different core setups of the same dataset. Focusing on one particular core can produce non-stable results, evaluating the performance of recommenders on another core type or at another core level might yield a different ranking of the algorithms. Thus, we have established, that next to the choice of the dataset(s), the evaluation procedures and measures, the choice of the core is of significance to the outcome of experiments. To minimize this influence, any evaluation should be performed either directly on the raw data or on several core types and levels. On the other hand, we could observe that even cores at higher levels yield correlated results to those of the rawdata. For a preliminary comparison of recommenders it is therefore possible to use several smaller cores to get a quick first impression of their overall performance.
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