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Exponent Function for One Helper Source Coding
Problem at Rates outside the Rate Region
Yasutada Oohama
Abstract—We consider the one helper source coding problem
posed and investigated by Ahlswede, Ko¨rner and Wyner. Two
correlated sources are separately encoded and are sent to a
destination where the decoder wishes to decode one of the two
sources with an arbitrary small error probability of decoding.
In this system, the error probability of decoding goes to one as
the source block length n goes to infinity. This implies that we
have a strong converse theorem for the one helper source coding
problem. In this paper we provide the much stronger version of
this strong converse theorem for the one helper source coding
problem. We prove that the error probability of decoding tends
to one exponentially and derive an explicit lower bound of this
exponent function.
Index Terms—One helper source coding problem, strong con-
verse theorem, exponent of correct probability of decoding
I. INTRODUCTION
We consider the one helper source coding problem posed
and investigated by Ahlswede, Ko¨rner and Wyner. Two cor-
related sources are separately encoded and are sent to a
destination where the decoder wishes to decode one of the two
sources with an arbitrary small error probability of decoding.
In this system, the error probability of decoding goes to one
as the source block length n goes to infinity. This implies that
we have a strong converse theorem for the one helper source
coding problem. In this paper we provide the much stronger
version of this strong converse theorem for the one helper
source coding problem. We prove that the error probability
of decoding tends to one exponentially and derive an explicit
lower bound of this exponent function.
II. PROBLEM FORMULATION
Let X and Y be finite sets and {(Xt, Yt)}
∞
t=1 be a stationary
discrete memoryless source. For each t = 1, 2, · · · , the random
pair (Xt, Yt) takes values in X × Y , and has a probability
distribution
pXY = {pXY (x, y)}(x,y)∈X×Y
We write n independent copies of {Xt}
∞
t=1 and {Yt}
∞
t=1,
respectively as
Xn = X1, X2, · · · , Xn and Y
n = Y1, Y2, · · · , Yn.
We consider a communication system depicted in Fig. 1. Data
sequences Xn and Y n are separately encoded to ϕ
(n)
1 (X
n)
and ϕ
(n)
2 (Y
n) and those are sent to the information processing
center. At the center the decoder function ψ(n) observes
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Fig. 1. One helper source coding system.
(ϕ
(n)
1 (X
n), ϕ
(n)
2 (Y
n)) to output the estimation Yˆ n of Y n.
The encoder functions ϕ
(n)
1 and ϕ
(n)
2 are defined by
ϕ
(n)
1 : X
n →M1 = { 1, 2, · · · ,M1 } ,
ϕ
(n)
2 : Y
n →M2 = { 1, 2, · · · ,M2 } ,

 (1)
where for each i = 1, 2, ‖ϕ
(n)
i ‖ (= Mi) stands for the range
of cardinality of ϕ
(n)
i . The decoder function ψ
(n) is defined
by
ψ(n) :M1 ×M2 → Y
n. (2)
The error probability of decoding is
P(n)e (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) = Pr
{
Yˆ n 6= Y n
}
, (3)
where Yˆ n = ψ(n)(ϕ
(n)
1 (X
n), ϕ
(n)
2 (Y
n)). A rate pair (R1, R2)
is ε-achievable if for any δ > 0, there exist a positive
integer n0 = n0(ε, δ) and a sequence of triples {(ϕ
(n)
1 , ϕ
(n)
2 ,
ψ(n))}n≥n0 such that for n ≥ n0,
1
n
log ‖ϕ
(n)
i ‖ ≤ Ri + δ for i = 1, 2,
P(n)e (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) ≤ ε.
For ε ∈ (0, 1), the rate region RAKW(ε|pXY ) is defined by
RAKW(ε|pXY )
:= { (R1, R2) : (R1, R2) is ε-achievable for pXY } .
Furthermore, define
RAKW(pXY ) :=
⋂
ε∈(0,1)
RAKW(ε|pXY ).
We can show that the two rate regions RAKW(ε| pXY ), ε ∈
(0, 1) and RAKW(pXY ) satisfy the following property.
Property 1:
a) The regions RAKW(ε|pXY ), ε ∈ (0, 1), and RAKW(
pXY ) are closed convex sets of R
2
+, where
R
2
+ := {(R1, R2) : R1 ≥ 0, R2 ≥ 0}.
2b) RAKW(ε|pXY ) has another form using (n, ε)-rate region
RAKW(n, ε|pXY ), the definition of which is as follows.
We set
RAKW(n, ε|pXY ) = {(R1, R2) :
There exists (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) such that
1
n
log ||ϕ
(n)
i || ≤ Ri, i = 1, 2,
P(n)e (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) ≤ ε}.
Using RAKW(n, ε|pXY ), RAKW(ε|pXY ) can be ex-
pressed as
RAKW(ε|pXY ) = cl

 ⋃
m≥1
⋂
n≥m
RAKW(n, ε|pXY )

 .
Proof of this property is given in Appendix A.
It is well known that RAKW(pXY ) was determined by
Ahlswede, Ko¨rner and Wyner. To describe their result we
introduce an auxiliary random variable U taking values in a
finite set U . We assume that the joint distribution of (U,X, Y )
is
pUXY (u, x, y) = pU (u)pX|U (x|u)pY |X(y|x).
The above condition is equivalent to U ↔ X ↔ Y . Define
the set of probability distribution p = pUXY by
P(pXY ) := {pUXY : |U| ≤ |X |+ 1, U ↔ X ↔ Y }.
Set
R(p) := {(R1, R2) : R1, R2 ≥ 0 ,
R1 ≥ Ip(X ;U), R2 ≥ Hp(Y |U)},
R(pXY ) :=
⋃
p∈P(pXY )
R(p).
We can show that the region R(pXY ) satisfies the following
property.
Property 2:
a) The region R(pXY ) is a closed convex subset of R
2
+.
b) For any pXY , we have
min
(R1,R2)∈R(pXY )
(R1 +R2) = Hp(Y ). (4)
The minimun is attained by (R1, R2) = (0, Hp(Y )). This
result implies that
R(pXY ) ⊆ {(R1, R2) : R1 +R2 ≥ Hp(Y )} ∩R
2
+.
Furthermore, the point (0, Hp(Y )) always belongs to
R(pXY ).
Property 2 part a) is a well known property. Proof of
Property 2 part b) is easy. Proofs of Property 2 parts a) and
b) are omitted. A typical shape of the rate region R(pXY ) is
shown in Fig. 2.
The rate region RAKW(pXY ) was determined by Ahlswede
and Ko¨rner [1] and Wyner [2]. Their result is the following.
Theorem 1 (Ahlswede, Ko¨rner [1] and Wyner [2]):
RAKW(pXY ) = R(pXY ).
Fig. 2. A typical shape of R(pXY ).
On the converse coding theorem Ahlswede et al. [3] ob-
tained the following.
Theorem 2 (Ahlswede et al. [3]): For each fixed ε ∈ (0, 1),
we have
RAKW(ε|pXY ) = R(pXY ).
Gu and Effors [5] examined a speed of convergence for
P
(n)
e to tend to 1 as n→ ∞ by carefully checking the proof
of Ahlswede et al. [3]. However they could not obtain a result
on an explicit form of the exponent function with respect to
the code length n.
Our aim is to find an explicit form of the exponent function
for the error probability of decoding to tend to one as n→∞
when (R1, R2) /∈ RAKW(pXY ). To examine this quantity, we
define the following quantity. Set
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) := 1− P(n)e (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)),
G(n)(R1, R2|pXY )
:= min
(ϕ
(n)
1 ,ϕ
(n)
2 ,ψ
(n)):
(1/n) log ‖ϕ
(n)
i ‖≤Ri,i=1,2
(
−
1
n
)
log P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)).
G(R1, R2|pXY ) := lim
n→∞
G(n)(R1, R2|pXY ),
G(pXY ) := {(R1, R2, G) : G ≥ G(R1, R2|pXY )}.
By time sharing we have that
G(n+m)
(
nR1 +mR
′
1
n+m
,
nR2 +mR
′
2
n+m
∣∣∣∣ pXY
)
≤
nG(n)(R1, R2|pXY ) +mG
(m)(R′1, R
′
2|pXY )
n+m
. (5)
Choosing R = R′ in (5), we obtain the following subadditivity
property on {G(n)(R1, R2|pXY ) }n≥1:
G(n+m)(R1, R2|pXY )
≤
nG(n)(R1, R2|pXY ) +mG
(m)(R1, R2|pXY )
n+m
,
from which we have that G(n)(R1, R2|pXY ) exists and satis-
fies the following:
lim
n→∞
G(n)(R1, R2|pXY ) = inf
n≥1
G(n)(R1, R2|pXY ).
The exponent function G(R1, R2|pXY ) is a convex function
of (R1, R2). In fact, from (5), we have that for any α ∈ [0, 1]
G(αR1 + α¯R
′
1, αR2 + α¯R
′
2|pXY )
≤ αG(R1, R2|pXY ) + α¯G(R
′
1, R
′
2|pXY ).
3The region G(pXY ) is also a closed convex set. Our main aim
is to find an explicit characterization of G(pXY ). In this paper
we derive an explicit outer bound of G (pXY ) whose section
by the plane G = 0 coincides with RAKW(pXY ).
III. MAIN RESULT
In this section we state our main result. We first explain
that the region R(pXY ) can be expressed with a family of
supporting hyperplanes. To describe this result we define a set
of probability distributions on U ×X ×Y by
Psh(pXY ) := {p = pUXY : |U| ≤ |X |, U ↔ X ↔ Y }.
For µ ≥ 0, define
R(µ)(pXY ) := min
p∈Psh(pXY )
{µIp(X ;U) + µ¯Hp(Y |U)} .
Furthermore, define
Rsh(pXY ) :=
⋂
µ∈[0,1]
{(R1, R2) : µR1 + µ¯R2
≥ R(µ)(pXY )}.
Then we have the following property.
Property 3:
a) The bound |U| ≤ |X | is sufficient to describe R(µ)(
pXY ).
b) For every µ ∈ [0, 1], we have
min
(R1,R2)∈R(pXY )
{µR1 + µ¯R2} = R
(µ)(pXY ). (6)
c) For any pXY we have
Rsh(pXY ) = R(pXY ). (7)
Property 3 part a) is stated as Lemma 8 in Appendix B.
Proof of this lemma is given in this appendix. Proofs of
Property 3 parts b) and c) are given in Appendix C. Set
Q(pY |X) := {q = qUXY : |U| ≤ |X |, U ↔ X ↔ Y,
pY |X = qY |X}.
For (µ, α) ∈ [0, 1]2, and for q = qUXY ∈ Q(pY |X), define
ω
(µ,α)
q|pX
(x, y|u)
:= α¯ log
qX(x)
pX(x)
+ α
[
µ log
qX|U (x|u)
pX(x)
+µ¯ log
1
qY |U (y|u)
]
,
f
(µ,α)
q|pX
(x, y|u) := exp
{
−ω
(µ,α)
q|pX
(x, y|u)
}
,
Ω(µ,α)(q|pX) := − log Eq
[
exp
{
−ω
(µ,α)
q|pX
(X,Y |U)
}]
,
Ω(µ,α)(pXY ) := min
q∈Q(pY |X )
Ω(µ,α)(q|pX),
F (µ,α)(µR1 + µ¯R2|pXY )
:=
Ω(µ,α)(pXY )− α(µR1 + µ¯R2)
2 + αµ¯
,
F (R1, R2|pXY ) := sup
(µ,α)∈[0,1]2
F (µ,α)(µR1 + µ¯R2|pXY ).
We next define a function serving as a lower bound of
F (R1, R2|pXY ). For λ ≥ 0 and for pUXY ∈ Psh(pXY ),
define
ω˜(µ)p (x, y|u) := µ log
pX|U (x|u)
pX(x)
+ µ¯ log
1
pY |U (Y |U)
,
Ω˜(µ,λ)(p) := − logEp
[
exp
{
−λω˜(µ)p (X,Y |U)
}]
.
Furthermore, set
Ω˜(µ,λ)(pXY ) := min
p∈Psh(pXY )
Ω˜(µ,λ)(p),
F (µ,λ)(µR1 + µ¯R2|pXY )
:=
Ω˜(µ,λ)(pXY )− λ(µR1 + µ¯R2)
2 + λ(5− µ)
,
F (R1, R2|pXY ) := sup
λ≥0,µ∈[0,1]
F (µ,λ)(µR1 + µ¯R2|pXY ).
We can show that the above functions satisfy the following
property.
Property 4:
a) The cardinality bound |U| ≤ |X | in Q(pY |X) is sufficient
to describe the quantity Ω(µ,β,α)(pXY ). Furthermore, the
cardinality bound |U| ≤ |X | in Psh(pXY ) is sufficient to
describe the quantity Ω˜(µ,λ)(pXY ).
b) For any R1, R2 ≥ 0, we have
F (R1, R2|pXY ) ≥ F (R1, R2|pXY ).
c) For any p = pUXY ∈ Psh(pXY ) and any (µ, λ) ∈ [0,
1]2, we have
0 ≤ Ω˜(µ,λ)(p) ≤ µ log |X |+ µ¯ log |Y|. (8)
d) Fix any p = pUXY ∈ Psh(pXY ) and µ ∈ [0, 1]. For λ ∈
[0, 1], we define a probability distribution p(λ) = p
(λ)
UXY
by
p(λ)(u, x, y) :=
p(u, x, y) exp
{
−λω˜
(µ)
p (x, y|u)
}
Ep
[
exp
{
−λω˜
(µ)
p (X,Y |U)
}] .
Then for λ ∈ [0, 1/2], Ω˜(µ,λ)(p) is twice differentiable.
Furthermore, for λ ∈ [0, 1/2], we have
d
dλ
Ω˜(µ,λ)(p) = Ep(λ)
[
ω˜(µ)p (X,Y |U)
]
,
d2
dλ2
Ω˜(µ,λ)(p) = −Varp(λ)
[
ω˜(µ)p (X,Y |U)
]
.
The second equality implies that Ω˜(µ,λ)(p|pXY ) is a
concave function of λ ∈ [0, 1/2].
e) For every (µ, λ) ∈ [0, 1]× [0, 1/2], define
ρ(µ,λ)(pXY )
:= max
(ν,p)∈[0,λ]
×Psh(pXY ):
Ω˜(µ,λ)(p)
=Ω˜(µ,λ)(pXY )
Varp(ν)
[
ω˜(µ)p (X,Y |U)
]
,
and set
ρ = ρ(pXY ) := max
(µ,λ)∈[0,1]×[0,1/2]
ρ(µ,λ)(pXY ).
4Then, we have ρ(pXY ) < ∞. Furthermore, for any
(µ, λ) ∈ [0, 1]× [0, 1/2], we have
Ω˜(µ,λ)(pXY ) ≥ λR
(µ)(pXY )−
λ2
2
ρ(pXY ). (9)
f) For every τ ∈ (0, (1/2)ρ(pXY )), the condition (R1 + τ,
R2 + τ) /∈ R(pXY ) implies
F (R1, R2|pXY ) >
ρ(pXY )
4
· g2
(
τ
ρ(pXY )
)
> 0,
where g is the inverse function of ϑ(a) := a +
(5/4)a2, a ≥ 0.
Property 3 part a) is stated as Lemma 9 in Appendix
B. Proof of this lemma is given in this appendix. Proof of
Property 4 part b) is given in Appendix D. Proofs of Property
4 parts c), d), e), and f) are given in Appendix E.
Our main result is the following.
Theorem 3: For any R1, R2 ≥ 0, any pXY , and for any
(ϕ
(n)
1 , ϕ
(n)
1 , ψ
(n)) satisfying (1/n) log ||ϕ
(n)
i || ≤ Ri, i = 1, 2,
we have
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) ≤ 5 exp {−nF (R1, R2|pXY )} . (10)
It follows from Theorem 3 and Property 4 part d) that
if (R1, R2) is outside the capacity region, then the error
probability of decoding goes to one exponentially and its
exponent is not below F (R1, R2|pXY ). It immediately follows
from Theorem 3 that we have the following corollary.
Corollary 1:
G(R1, R2|pXY ) ≥ F (R1, R2|pXY ),
G(pXY ) ⊆ G(pXY )
= {(R1, R2, G) : G ≥ F (R1, R2|pXY )} .
Proof of Theorem 3 will be given in the next section.
The exponent function at rates outside the rate region was
derived by Oohama and Han [7] for the separate source coding
problem for correlated sources [6]. The techniques used by
them is a method of types [8], which is not useful to prove
Theorem 3. Some novel techniques based on the information
spectrum method introduced by Han [9] are necessary to prove
this theorem.
From Theorem 3 and Property 4 part e), we can obtain an
explicit outer bound of RAKW(ε|pXY ) with an asymptotically
vanishing deviation from RAKW(pXY ) = R(pXY ). The
strong converse theorem established by Ahlswede et al. [3]
immediately follows from this corollary. To discribe this outer
bound, for κ > 0, we set
R(pXY )− κ(1, 1)
:= {(R1 − κ,R2 − κ) : (R1, R2) ∈ R(pXY )},
which serves as an outer bound of R(pXY ). For each fixed
ε ∈ (0, 1), we define κn= κn(ε, ρ(pXY )) by
κn := ρ(pXY )ϑ
(√
4
nρ(pXY )
log
(
5
1− ε
))
(11)
(a)
= 2
√
ρ(pXY )
n
log
(
5
1− ε
)
+
5
n
log
(
5
1− ε
)
.
Step (a) follows from ϑ(a) = a + (5/4)a2. Since κn → 0
as n → ∞, we have the smallest positive integer n0 =
n0(ε, ρ(pXY )) such that κn ≤ (1/2)ρ(pXY ) for n ≥ n0.
From Theorem 3 and Property 4 part e), we have the following
corollary.
Corollary 2: For each fixed ε ∈ (0, 1), we choose the above
positive integer n0 =n0(ε, ρ(pXY )). Then, for any n ≥ n0,
we have
RAKW(n, ε|pXY ) ⊆ R(pXY )− κn(1, 1).
The above result together with
RAKW(ε|pXY ) = cl

 ⋃
m≥1
⋂
n≥m
RAKW(n, ε|pXY )


yields that for each fixed ε ∈ (0, 1), we have
RAKW(ε|pXY ) = RAKW(pXY ) = R(pXY ).
This recovers the strong converse theorem proved by
Ahlswede et al. [3].
Proof of this corollary will be given in the next section.
IV. PROOF OF THE MAIN RESULT
Let (Xn, Y n) be a pair of random variables from the
information source. We set S = ϕ
(n)
1 (X
n). Joint distribution
pSXnY n of (S,X
n, Y n) is given by
pSXnY n(s, x
n, yn) = pS|Xn(s|x
n)
n∏
t=1
pXtYt(xt, yt).
It is obvious that S ↔ Xn ↔ Y n. Then we have the
following.
Lemma 1: For any η > 0 and for any (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
satisfying (1/n) log ||ϕ
(n)
i || ≤ Ri, i = 1, 2, we have
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) ≤ pSXnY n
{
0 ≥
1
n
log
qˆSXnY n(S,X
n, Y n)
pSXnY n(S,Xn, Y n)
− η, (12)
0 ≥
1
n
log
QXn(X
n)
pXn(Xn)
− η, (13)
R1 ≥
1
n
log
Q˜Xn|S(X
n|S)
pXn(Xn)
− η, (14)
R2 ≥
1
n
log
1
pY n|S(Y n|S)
− η
}
+ 4e−nη. (15)
The probability distributions appearing in the three inequalities
(12), (13), and (14) in the right members of (15) have a
property that we can select them arbitrary. In (12), we can
choose any probability distribution qˆSXnY n on S×X
n×Yn.
In (13), we can choose any distribution QXn on X
n. In (14),
we can choose any stochastic matrix Q˜Xn|Un : X
n → Un.
Proof of this lemma is given in Appendix F. From Lemma
1, we obtain the following lemma.
5Lemma 2: For any η > 0 and for any (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
satisfying (1/n) log ||ϕ
(n)
i || ≤ Ri, i = 1, 2, we have
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
≤ pSXnY n
{
0 ≥
1
n
n∑
t=1
log
QXt(Xt)
pXt(Xt)
− η, (16)
R1 ≥
1
n
n∑
t=1
log
Q˜Xt|SXt−1(Xt|S,X
t−1)
pXt(Xt)
− η, (17)
R2 ≥
1
n
n∑
t=1
log
1
pYt|SXt−1Y t−1(Yt|S,X
t−1, Y t−1)
− 2η
}
+ 4e−nη,
where for each t = 1, 2, · · · , n, the probability distribution
QXt on X appearing in (16) and the stochastic matrix
Q˜Xt|SXt−1 : M1 × X
t−1 → X appearing in (17) have a
property that we can choose their values arbitrary.
Proof: In (12) in Lemma 1, we choose qˆSXnY n having the
form
qˆSXnY n(S,X
n, Y n)
= pS(S)
n∏
t=1
{
pXt|SXt−1Y t(Xt|S,X
t−1, Y t)
× pYt|SY t−1(Yt|S, Y
t−1)
}
.
In (13) in Lemma 1, we choose QXn having the form
QXn(X
n) =
n∏
t=1
QXt(Xt).
We further note that
Q˜Xn|S(X
n|S)
pXn(Xn)
=
n∏
t=1
Q˜Xt|SXt−1(Xt|S,X
t−1)
pXt(Xt)
,
pY n|S(Y
n|S) =
n∏
t=1
pYt|SY t−1(Yt|S, Y
t−1).
Then the bound (15) in Lemma 1 becomes
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) ≤ pSXnY n
{
0 ≥
1
n
n∑
t=1
log
pYt|SY t−1(Yt|S, Y
t−1)
pYt|SXt−1Y t−1(Yt|S,X
t−1, Y t−1)
− η,
0 ≥
1
n
n∑
t=1
log
QXt(Xt)
pXt(Xt)
− η,
R1 ≥
1
n
n∑
t=1
log
Q˜Xt|SXt−1(Xt|S,X
t−1)
pXt(Xt)
− η,
R2 ≥
1
n
n∑
t=1
1
pYt|SY t−1(Yt|S, Y
t−1)
− η
}
+ 4e−nη
≤ pSXnY n
{
0 ≥
1
n
n∑
t=1
log
QXt(Xt)
pXt(Xt)
− η,
R1 ≥
1
n
n∑
t=1
log
Q˜Xt|SXt−1(Xt|S,X
t−1)
pXt(Xt)
− η,
R2 ≥
1
n
n∑
t=1
log
1
pYt|SXt−1Y t−1(Yt|S,X
t−1, Y t−1)
− 2η
}
+ 4e−nη,
completing the proof.
Lemma 3: Suppose that for each t = 1, 2, · · · , n, the joint
distribution pSXtY t of the random vector SX
tY t is a marginal
distribution of pSXnY n . Then we have the following Markov
chain:
SXt−1 ↔ Xt ↔ Yt (18)
or equivalently that I(Yt;SX
t−1|Xt) = 0. Furthermore, we
have the following Markov chain:
Y t−1 ↔ SXt−1 ↔ (Xt, Yt) (19)
or equivalently that I(XtYt;Y
t−1|SXt−1) = 0. The above
two Markov chains are equivalent to the following one long
Markov chain:
Y t−1 ↔ SXt−1 ↔ Xt ↔ Yt. (20)
Proof of this lemma is given in Appendix G. For t =
1, 2, · · · , n, set Ut :=M1 ×X
t−1. Define a random variable
Ut ∈ Ut by Ut := (S,X
t−1). From Lemmas 2 and 3, we have
the following.
Lemma 4: For any η > 0 and for any (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
satisfying (1/n) log ||ϕ
(n)
i || ≤ Ri, i = 1, 2, we have
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
≤ pSXnY n
{
0 ≥
1
n
n∑
t=1
log
QXt(Xt)
pXt(Xt)
− η, (21)
R1 ≥
1
n
n∑
t=1
log
Q˜Xt|Ut(Xt|Ut)
pXt(Xt)
− η, (22)
R2 ≥
1
n
n∑
t=1
log
1
pYt|Ut(Yt|Ut)
− 2η
}
+ 4e−nη,
where for each t = 1, 2, · · · , n, the probability distribution
QXt on X appearing in (21) and the stochastic matrix Q˜Xt|Ut :
6Ut → X appearing in (22) have a property that we can choose
their values arbitrary.
For each t = 1, 2, · · · , n, set Q
t
:= (QXt , Q˜Xt|Ut). Let
Qt be a set of all Qt. We define a quantity which serves
as an exponential upper bound of P
(n)
c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)). Let
P(n)(pXY ) be a set of all probability distributions pSXnY n
on M1 ×X
n ×Yn having a form:
pSXnY n(s, x
n, yn) = pS|Xn(s|x
n)
n∏
t=1
pXY (xt, yt)
for (s, xn, yn) ∈M1 ×X
n × Yn.
For simplicity of notation we use the notation p(n) for pSXnY n
∈ P(n) (pXY ). For each t = 1, 2, · · · , n, pUtXtYt = pSXtYt
is a marginal distribution of p(n). For t = 1, 2, · · · , n, we
simply write pt = pUtXtYt . For µ ∈ [0, 1], α ∈ [0, 1), p
(n)
∈ P(n)(pXY ), and Q
n ∈ Qn, we define
Ω(µ,α)(p(n), Qn)
:= − logEp(n)
[
n∏
t=1
pα¯Xt(Xt)
Qα¯Xt(Xt)
pµαXt (Xt)p
µα
Yt|Ut
(Yt|Ut)
Q˜µαXt|Ut(Xt|Ut)
]
,
where for each t = 1, 2, · · · , n, the probability distribution
QXt and the conditional probability distribution Q˜Xt|Ut ap-
pearing in the definition of Ω(µ,θ)(p(n), Qn) can be chosen
arbitrary.
The following is well known as the Crame`r’s bound in the
large deviation principle.
Lemma 5: For any real valued random variable Z and any
α ≥ 0, we have
Pr{Z ≥ a} ≤ exp [− (αa− log E[exp(αZ)])] .
By Lemmas 4 and 5, we have the following proposition.
Proposition 1: For any (µ, α) ∈ [0, 1]2 any Qn ∈ Qn, and
any (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) satisfying (1/n) log ||ϕ
(n)
i || ≤ Ri, i =
1, 2, there exists p(n) ∈ P(n)(W1,W2) such that
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) ≤ 5 exp
{
−n [2 + αµ¯]
−1
×
[
1
n
Ω(µ,α)(p(n), Qn)− α(µR1 + µ¯R2)
]}
.
Proof: By Lemma 4, for (µ, α) ∈ [0, 1]2, we have the
following chain of inequalities:
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
≤ pSXnY n
{
0 ≥
[
1
n
n∑
t=1
log
Qα¯Xt(Xt)
pα¯Xt(Xt)
− α¯η
]
,
αµR1 ≥
1
n
n∑
t=1
log
Q˜αµXt|Ut(Xt|Ut)
pαµXt (Xt)
− αµη,
αµ¯R2 ≥
1
n
n∑
t=1
log
1
pαµ¯Yt|Ut(Yt|Ut)
− 2αµ¯η
}
+ 4e−nη
≤ pSXnY n
{
α(µR1 + µ¯R2) + (1 + αµ¯)η
≥ −
1
n
n∑
t=1
log
[
pα¯Xt(Xt)
Qα¯Xt(Xt)
pµαXt(Xt)p
µ¯α
Yt|Ut
(Yt|Ut)
Q˜µαXt|Ut(Xt|Ut)
]}
+ 4e−nη
= pSXnY n
{
1
n
n∑
t=1
log
[
pα¯Xt(Xt)
Qα¯Xt(Xt)
×
pµαXt (Xt)p
α
Yt|Ut
(Yt|Ut)
Q˜µαXt|Ut(Xt|Ut)
]
≥ − [α(µR1 + µ¯R2) + (1 + αµ¯)η]
}
+ 4e−nη
(a)
≤ exp
[
n
{
α(µR1 + µ¯R2) + (1 + αµ¯)η
−
1
n
Ω(µ,α)(p(n), Qn)
}]
+ 4e−nη. (23)
Step (a) follows from Lemma 5. When Ω(µ,α)(p(n), Qn) ≤
nα(µR1 + µ¯R2), the bound we wish to prove is obvious. In
the following argument we assume that Ω(µ,α)(p(n), Qn) >
nα(µR1 + µ¯R2). We choose η so that
−η = α(µR1 + µ¯R2) + (1 + αµ¯)η
−
1
n
Ω(µ,α)(p(n), Qn). (24)
Solving (24) with respect to η, we have
η =
(1/n)Ω(µ,α)(p(n), Qn)− α(µR1 + µ¯R2)
2 + αµ¯
.
For this choice of η and (23), we have
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) ≤ 5e−nη = 5 exp
{
−n [2 + αµ¯]
−1
×
[
1
n
Ω(µ,α)(p(n), Qn)− α(µR1 + µ¯R2)
]}
,
completing the proof.
Set
Ω(µ,α)(pXY )
:= inf
n≥1
min
p(n)∈P(n)
max
Qn∈Qn
1
n
Ω(µ,α)(p(n), Qn).
By Proposition 1 we have the following corollary.
7Corollary 3: For any (µ, α) ∈ [0, 1]2 and any (ϕ
(n)
1 ,
ϕ
(n)
2 , ψ
(n)) satisfying (1/n) log ||ϕ
(n)
i || ≤ Ri, i = 1, 2, we
have
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
≤ 5 exp
{
−n
[
Ω(µ,α)(pXY )− α(µR1 + µ¯R2)
2 + αµ¯
]}
.
We shall call Ω(µ,α)(pXY ) the communication potential.
The above corollary implies that the analysis of Ω(µ,α)( pXY )
leads to an establishment of a strong converse theorem for the
one helper source coding problem. In the following argument
we drive an explicit lower bound of Ω(µ,α)(pXY ). For each
t = 1, 2, · · · , n, set ut = (s, x
t−1) ∈ Ut and
Ft := (pXt , pXtYt|Ut , Qt), F
t := {Fi}
t
i=1.
For t = 1, 2, · · · , n, define a function of (ut, xt, yt) ∈ Ut ×X
×Y by
f
(µ,α)
Ft
(xt, yt|ut) :=
pα¯Xt(xt)
Qα¯Xt(xt)
pµαXt (xt)p
α
Yt|Ut
(yt|ut)
Q˜µαXt|Ut(xt|ut)
.
By definition we have
exp
{
−Ω(µ,α)(p(n), Qn)
}
=
∑
s,xn,yn
pSXnY n(s, x
n, yn)
n∏
t=1
f
(µ,α)
Ft
(xt, yt|ut).
For each t = 1, 2, · · · , n, we define the probability distribution
p
(µ,α)
SXtY t;Ft :=
{
p
(µ,α)
SXtY t;Ft(s, x
t, yt)
}
(s,xt,yt)∈M1×X t×Yt
by
p
(µ,α)
SXtY t;Ft(s, x
t, yt) := C−1t pSXtY t(s, x
t, yt)
×
t∏
i=1
f
(µ,α)
Fi
(xi, yi|ui)
where
Ct :=
∑
s,xt,yt
pSXtY t(s, x
t, yt)
t∏
i=1
f
(µ,α)
Fi
(xi, yi)
are constants for normalization. For t = 1, 2, · · · , n, define
Φ
(µ,α)
t := CtC
−1
t−1, (25)
where we define C0 = 1. Then we have the following lemma.
Lemma 6: For each t = 1, 2, · · · , n, and for any (s, xt, yt) ∈
M1 ×X
t ×Yt, we have
p
(µ,α)
SXtY t;Ft(s, x
t, yt)
= (Φ
(µ,α)
t )
−1p
(µ,α)
SXt−1Y t−1;Ft−1(s, x
t−1, yt−1)
× pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)
× f
(µ,α)
Ft
(xt, yt|ut). (26)
Furthermore, we have
Φ
(µ,α)
t =
∑
s,xt,yt
p
(µ,α)
SXt−1Y t−1;Ft−1(s, x
t−1, yt−1)
× pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)
× f
(µ,α)
Ft
(xt, yt|ut). (27)
Proof of this lemma is given in Appendix H. Define
p
(µ,α)
Ut;Ft−1
(ut) = p
(µ,α)
SXt−1;Ft−1(s, x
t−1)
:=
∑
yt−1
p
(µ,α)
SXt−1Y t−1;Ft−1(s, x
t−1, yt−1).
Then we have the following lemma, which is a key result to
derive a single-letterized lower bound of Ω(µ,α)(pXY ).
Lemma 7: For any p(n) ∈ P(n)(pXY ) and any Q
n ∈ Qn,
we have
Ω(µ,α)(p(n), Qn) = (−1)
n∑
t=1
logΦ
(µ,α)
t , (28)
Φ
(µ,α)
t =
∑
ut,xt,yt
p
(µ,α)
Ut;Ft−1
(ut)pXt|Ut(xt|ut)pYt|Xt(yt|xt)
× f
(µ,α)
Ft
(xt, yt|ut). (29)
Proof: We first prove (28). From (25) we have
logΦ
(µ,α)
t = − logCt + logCt−1. (30)
Furthermore, by definition we have
Ω(µ,α)(p(n), Qn) = − logCn, C0 = 1. (31)
From (30) and (31), (28) is obvious. We next prove (29). We
first observe that for (s, xt, yt) ∈ S × X t × Yt and for t =
1, 2, · · · , n,
pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)
= pXt|SXt−1Y t−1(xt|s, x
t−1, yt−1)
× pYt|SXtY t−1(yt|s, x
t, yt−1)
(a)
= pXt|SXt−1(xt|s, x
t−1)pYt|Xt(yt|xt).
Step (a) follows from Lemma 3. Then by Lemma 6, we have
Φ
(µ,α)
t =
∑
s,xt,yt
p
(µ,α)
SXt−1Y t−1;Ft−1(s, x
t−1, yt−1)
× pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)
× f
(µ,α)
Ft
(xt, yt|ut),
=
∑
s,xt,yt
p
(µ,α)
SXt−1Y t−1;Ft−1(s, x
t−1, yt−1)
× pXt|SXt−1(xt|s, x
t−1)pYt|Xt(yt|xt)f
(µ,α)
Ft
(xt, yt|ut)
=
∑
s,xt,yt
p
(µ,α)
SXt−1(s, x
t−1)
× pXt|SXt−1(xt|s, x
t−1)pYt|Xt(yt|xt)f
(µ,α)
Ft
(xt, yt|ut),
completing the proof.
The following proposition is a mathematical core to prove
our main result.
Proposition 2: For any µ ∈ [0, 1] and any α ≥ 0, we have
Ω(µ,α)(pXY ) ≥ Ω
(µ,α)(pXY ).
8Proof: Set
Qn(pY |X) :={q = qUXY : |U| ≤ |M1||X
n−1||Yn−1|,
qY |X = pY |X , U ↔ X ↔ Y },
Ωˆ(µ,α)n (pXY ) := min
q∈Qn(pY |X)
Ω(µ,α)(q|pXY ).
For each t = 1, 2, · · · , n, we define qt = qUtXtYtZt by
qUt(ut) = p
(µ,α)
Ut;Ft−1
(ut),
qXtYt|Ut(xt, yt|ut) = pXt|Ut(xt|ut)pY |X(yt|xt).
}
(32)
The equation (32) imply that qt = qUtXtYt ∈ Qn(pY |X).
Furthermore, for each t = 1, 2, · · · , n, we choose Q
t
=
(QXt , Q˜Xt|Ut) appearing in
f
(µ,α)
Ft
(xt, yt|ut) =
pα¯Xt(xt)
Qα¯Xt(xt)
pµαXt (xt)p
α
Yt|Ut
(yt|ut)
Q˜µαXt|Ut(xt|ut)
such that Q
t
= (QXt , Q˜Xt|Ut) = (qXt , qXt|Ut). For this
choice of Q
t
, we have the following chain of inequalities:
Φ
(µ,α)
t
(a)
= Eqt
[
f
(µ,θ)
Ft
(Xt, Yt|Ut)
]
(b)
= Eqt
[
pα¯Xt(Xt)
qα¯Xt(Xt)
pµαXt (Xt)p
α
Yt|Ut
(Yt|Ut)
qµαXt|Ut(Xt|Ut)
]
= Eqt
[
f
(µ,α)
qt|pXt
(Xt, Yt|Ut)
]
= exp
{
−Ω(µ,α)(qt|pXt)
}
(c)
= exp
{
−Ω(µ,α)(qt|pX)
} (d)
≤ exp
{
−Ωˆ(µ,α)n (pXY )
}
(e)
= exp
{
−Ω(µ,α)(pXY )
}
. (33)
Step (a) follows from Lemma 7 and (32). Step (b) follows from
the choice (QXt , Q˜Xt|Ut) = (qXt , qXt|Ut) of (QXt , Q˜Xt|Ut)
for t = 1, 2, · · · , n. Step (c) follows from pXt = pX for
t = 1, 2, · · · , n. Step (d) follows from qt ∈ Qn(pY |X) and
the definition of Ωˆ
(µ,α)
n (pXY ). Step (e) follows from Property
4 part a). Hence we have the following:
max
Qn∈Qn
1
n
Ω(µ,α)(p(n), Qn) ≥
1
n
Ω(µ,α)(p(n), Qn)
(a)
= −
1
n
n∑
t=1
logΦ
(µ,α)
t
(b)
≥ Ω(µ,α)(pXY ). (34)
Step (a) follows from Lemma 7. Step (b) follows from (33).
Since (34) holds fo any n ≥ 1 and any pSXnY n satisfying
S ↔ Xn ↔ Y n, we have that for any (µ, α) ∈ [0, 1]2,
Ω(µ,α)(pXY ) ≥ Ω
(µ,α)(pXY ).
Thus, Proposition 2 is proved.
Proof of Theorem 3: For any (µ, α) ∈ [0, 1]2, for any
R1, R2 ≥ 0 and for any (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) satisfying
(1/n) log ||ϕ
(n)
i || ≤ Ri, i = 1, 2, we have the following:
1
n
log
{
5
P
(n)
c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
}
(a)
≥
Ω(µ,α)(pXY )− α(µR1 + µ¯R2)
2 + αµ¯
(b)
≥
Ω(µ,α)(pXY )− α(µR1 + µ¯R2)
2 + αµ¯
= F (µ,α)(µR1 + µ¯R2|pXY ).
Step (a) follows from Corollary 3. Step (b) follows from
Proposition 2. Since the above bound holds for any µ ∈ [0, 1]
and any α ≥ 0, we have
1
n
log
{
5
P
(n)
c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
}
≥ F (R1, R2|pXY ).
Thus (10) in Theorem 3 is proved.
Proof of Corollary 2: Since g is an inverse function of ϑ,
the definition (11) of κn is equivalent to
g
(
κn
ρ(pXY )
)
=
√
4
nρ(pXY )
log
(
5
1− ε
)
. (35)
By the definition of n0 = n0(ε, ρ(pXY )), we have that
κn ≤ (1/2)ρ(pXY ) for n ≥ n0. We assume that for n ≥ n0,
(R1, R2) ∈ RAKW(n, ε|pXY ). Then there exists a sequence
{(ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) }n≥n0 such that for n ≥ n0, we have
1
n
log ||ϕ
(n)
i || ≤ Ri, i = 1, 2,
1− ε ≤ P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)). (36)
Then by Theorem 3, we have
1− ε ≤ P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n))
≤ 5 exp {−nF (R1, R2|pXY )} (37)
for any n ≥ n0(ε, ρ(pXY )). From (37), we have that for n ≥
n0(ε, ρ( pXY )),
F (R1, R2|pXY )
≤
1
n
log
(
5
1− ε
)
(a)
=
ρ(pXY )
4
· g2
(
κn
ρ(pXY )
)
. (38)
Step (a) follows from (35). Hence by Property 4 part e),
we have that under κn ≤ (1/2)ρ(pXY ), the inequality (38)
implies
(R1, R2) ∈ R(pXY ) + κn(1, 1). (39)
Since (39) holds for any n ≥ n0 and (R1, R2) ∈ RAKW(
n, ε|pXY ), we have
RAKW(n, ε|pXY ) ⊆ R(pXY ) + κn(1, 1) for n ≥ n0,
completing the proof.
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Fig. 3. One helper source coding system investigated by Wyner.
V. ONE HELPER PROBLEM STUDIED BY WYNER
We consider a communication system depicted in Fig. 2.
Data sequences Xn, Y n, and Zn, respectively are separately
encoded to ϕ
(n)
1 (X
n), ϕ
(n)
2 (Y
n), and ϕ
(n)
3 (Z
n). The encoded
data ϕ
(n)
1 (X
n) and ϕ
(n)
2 (Y
n) and are sent to the informa-
tion processing center 1. The encoded data ϕ
(n)
1 (X
n) and
ϕ
(n)
3 (Z
n) and are sent to the information processing center 2.
At the center 1 the decoder function ψ(n) observes (ϕ
(n)
1 (X
n),
ϕ
(n)
2 (Y
n)) to output the estimation Yˆ n of Y n. At the center
2 the decoder function φ(n) observes (ϕ
(n)
1 (X
n), ϕ
(n)
3 (Z
n))
to output the estimation Zˆn of Zn. The error probability of
decoding is
P(n)e (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n), φ(n))
= Pr
{
Yˆ n 6= Y n or Zˆn 6= Zn
}
,
where Yˆ n = ψ(n)( ϕ
(n)
1 (X
n), ϕ
(n)
2 (Y
n)) and Zˆn = ψ(n)(
ϕ
(n)
1 (X
n), ϕ
(n)
3 (Z
n)).
A rate triple (R1, R2, R3) is ε-achievable if for any δ > 0,
there exist a positve interger n0 = n0(ε, δ) and a sequence
of three encoders and two decoders functions {(ϕ
(n)
1 , ϕ
(n)
2 ,
ϕ
(n)
3 , ψ
(n), φ(n))}n≥n0 such that for n ≥ n0(ε, δ),
1
n
log ||ϕ
(n)
i || ≤ Ri + δ for i = 1, 2, 3,
P(n)e (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n), φ(n)) ≤ ε.
The rate region RW(ε|pXY Z) is defined by
RW(ε|pXY Z) := {(R1, R2, R3) :
(R1, R2, R3) is ε-achievable for pXY Z}.
Furthermore, define
RW(pXY Z) :=
⋂
ε∈(0,1)
RW(ε|pXY Z).
We can show that the two rate regions RW(ε| pXY Z), ε ∈
(0, 1) and RW(pXY Z) satisfy the following property.
Property 5:
a) The regions RW(ε|pXY Z), ε ∈ (0, 1), and RW( pXY Z)
are closed convex sets of R3+.
b) We set
RW(n, ε|pXYZ) = {(R1, R2, R3) :
There exists (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n)) such that
1
n
log ||ϕ
(n)
i || ≤ Ri, i = 1, 2, 3
P(n)e (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n)) ≤ ε},
which is called the (n, ε)-rate region. Using RW(n,
ε|pXYZ), RW(ε|pXY Z) can be expressed as
RW(ε|pXY Z) = cl

 ⋃
m≥1
⋂
n≥m
RW(n, ε|pXY Z)

 .
It is well known thatRW(pXY Z) was determined by Wyner.
To describe his result we introduce an auxiliary random
variable U taking values in a finite set U . We assume that
the joint distribution of (U,X, Y, Z) is
pUXY (u, x, y, z) = pU (u)pX|U (x|u)pY Z|X(y, z|x).
The above condition is equivalent to U ↔ X ↔ Y Z . Define
the set of probability distribution on U ×X ×Y ×Z by
P(pXY Z) :={p = pUXY Z : |U| ≤ |X |+ 2,
U ↔ X ↔ Y Z}.
Set
R(p) := {(R1, R2, R3) : R1, R2, R3 ≥ 0,
R1 ≥ Ip(X ;U), R2 ≥ Hp(Y |U),
R3 ≥ Hp(Z|U)},
R(pXY Z) :=
⋃
p∈P(pXY Z)
R(p).
We can show that the region R(pXY Z) satisfies the following
property.
Property 6:
a) The region R(pXY Z) is a closed convex subset of R
3
+.
b) For any pXY Z , and any γ ∈ [0, 1], we have
min
(R1,R2,R3)∈R(pXY )
(R1 + γ¯R2 + γR3)
= γ¯Hp(Y ) + γHp(Z). (40)
The minimun is attained by (R1, R2, R3) = (0, Hp(Y ),
Hp(Z)). This result implies that
R(pXY Z) ⊆
[ ⋂
γ∈[0,1]
{(R1, R2, R3) : R1 + γ¯R2 + γR3
≥ γ¯Hp(Y ) + γHp(Z)}
]
∩ R3+.
Furthermore, the point (0, Hp(Y ), Hp(Z)) always be-
longs to R(pXY Z).
The rate region RW(pXY Z) was determined by Wyner [2].
His result is the following.
Theorem 4 (Wyner [2]):
RW(pXY Z) = R(pXY Z).
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On the strong converse theorem Csisza´r and Ko¨rner [8]
obtained the following.
Theorem 5 (Csisza´r and Ko¨rner [8]): For each fixed ε ∈
(0, 1), we have
RW(ε|pXY Z) = R(pXY Z).
To examine a rate of convergence for the error probability
of decoding to tend to one as n → ∞ for (R1, R2, R3) /∈
RW(pXY Z), we define the following quantity. Set
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n), φ(n))
:= 1− P(n)e (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n), φ(n)),
G(n)(R1, R2, R3|pXY Z)
:= min
(ϕ
(n)
1 ,ϕ
(n)
2 ,ϕ
(n)
3 ,
ψ(n),φ(n)):
(1/n) log ‖ϕ
(n)
i ‖
≤Ri,i=1,2,3
(
−
1
n
)
log P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n), φ(n)),
G(R1, R2, R3|pXY Z) := lim
n→∞
G(n)(R1, R2, R3|pXY Z),
G(pXY Z)
:= {(R1, R2, R3, G) : G ≥ G(R1, R2, R3|pXY Z)}.
By time sharing we have that
G(n+m)
(
nR1+mR
′
1
n+m ,
nR2+mR
′
2
n+m ,
nR2+mR
′
2
n+m
∣∣∣ pXY Z)
≤
nG(n)(R1, R2, R3|pXY Z) +mG
(m)(R′1, R
′
2, R
′
3|pXY Z)
n+m
.
(41)
Choosing R = R′ in (41), we obtain the following subaddi-
tivity property on {G(n)(R1, R2, R3|pXY Z) }n≥1:
G(n+m)(R1, R2, R3|pXY Z)
≤
nG(n)(R1, R2, R3|pXY Z) +mG
(m)(R1, R2, R3|pXY Z)
n+m
,
from which we have that G(R1, R2, R3|pXY Z) exists and
satisfies the following:
G(R1, R2, R3|pXY Z)
= inf
n≥1
G(n)(R1, R2, R3|pXY Z).
The exponent functionG(R1, R2, R3|pXY Z) is a convex func-
tion of (R1, R2, R3). In fact, by time sharing we have that
G(n+m)
(
nR1+mR
′
1
n+m ,
nR2+mR
′
2
n+m ,
nR2+mR
′
2
n+m
∣∣∣ pXY Z)
≤
nG(n)(R1, R2, R3|pXY Z) +mG
(m)(R′1, R
′
2, R
′
3|pXY Z)
n+m
,
from which we have that for any α ∈ [0, 1]
G(αR1 + α¯R
′
1, αR2 + α¯R
′
2, αR3 + α¯R
′
3|pXY Z)
≤ αG(R1, R2, R3|pXY Z) + α¯G(R
′
1, R
′
2, R
′
3|pXY Z).
The region G(pXY Z) is also a closed convex set. Our main aim
is to find an explicit characterization of G(pXY Z). In this paper
we derive an explicit outer bound of G (pXY Z) whose section
by the plane G = 0 coincides with RW(pXY Z). We first
explain that the regionR(pXY Z) has another expression using
the supporting hyperplane. We define two sets of probability
distributions on U ×X ×Y ×Z by
Psh(pXY Z) := {p = pUXY Z : |U| ≤ |X |,
U ↔ X ↔ Y Z},
Q(pY Z|X) := {q = qUXY Z : |U| ≤ |X |,
pY Z|X = qY Z|X , U ↔ X ↔ Y Z}.
For (µ, γ) ∈ [0, 1]2, set
R(µ,γ)(pXY Z) := max
p∈Psh(pXY Z)
{µIp(X ;U)
+µ¯(γ¯Hp(Y |U) + γHp(Z|U))} .
Furthermore, define
Rsh(pXY Z)
=
⋂
(µ,γ)∈[0,1]2
{(R1, R2, R3) : µR1 + µ¯(γ¯R2 + γR3)
≥ R(µ,γ)(pXY Z)},
Rsh(pXY Z)
=
⋂
(µ,γ)∈[0,1]2
{(R1, R2, R3) : µR1 + µ¯(γ¯R2 + γR3)
≥ R(µ,γ)(pXY Z)}.
Then we have the following property.
Property 7:
a) The bound |U| ≤ |X | is sufficient to describe R(µ)(
pXY Z).
b) For every (µ, γ) ∈ [0, 1]2, we have
min
(R1,R2,R3)∈R(pXYZ)
{µR1 + µ¯(γ¯R2 + γR3)}
= R(µ,γ)(pXY Z).
c) For any pXY Z we have
Rsh(pXY Z) = R(pXY Z). (42)
For (µ, γ, α) ∈ [0, 1]3, and for q = qUXY Z ∈ Q(pY Z|X),
define
ω
(µ,γ,α)
q|pX
(x, y, z|u) := α¯ log
qX(x)
pX(x)
+ α
[
µ log
qX|U (x|u)
pX(x)
+µ¯
(
γ¯ log
1
qY |U (y|u)
+ γ log
1
qZ|U (z|u)
)]
,
f
(µ,γ,α)
q|pX
(x, y, z|u) := exp
{
−ω
(µ,γ,α)
q|pX
(x, y, z|u)
}
,
Ω(µ,γ,α)(q|pX) := − log Eq
[
f
(µ,γ,α)
q|pX
(X,Y, Z|U)
]
,
Ω(µ,γ,α)(pXY Z) := min
q∈Q(pY Z|X )
Ω(µ,γ,α)(q|pX),
F (µ,γ,α)(µR1 + γ¯R2 + γR3)
:=
Ω(µ,γ,α)(pXY Z)− α[µR1 + µ¯(γ¯R2 + γR3)]
2 + αµ¯
,
F (R1, R2, R3|pXY Z)
:= sup
(µ,γ,α)∈[0,1]3,
F (µ,γ,α)(µR1 + µ¯(γ¯R2 + γR3)|pXY Z).
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We next define a function serving as a lower bound of
F (R1, R2, R3|pXY Z). For each p = pUXY Z ∈ Psh(pXY Z),
define
ω˜(µ,γ)p (x, y, z|u) := µ log
pX|U (x|u)
pX(x)
+ µ¯
(
γ¯ log
1
pY |U (y|u)
+ γ log
1
pZ|U (z|u)
)
,
Ω˜(µ,γ,λ)(p) := − logEp
[
exp
{
−λω(µ,γ)p (X,Y, Z|U)
}]
.
Furthermore, set
Ω˜(µ,γ,λ)(pXY Z) := min
p∈Psh(pXYZ)
Ω˜(µ,γ,λ)(p),
F (µ,γ,λ)(µR1 + γ¯R2 + γR3|pXY Z)
:=
Ω˜(µ,γ,λ)(pXY Z)− λ[µR1 + µ¯(γ¯R2 + γR3)]
2 + λ(5 − µ)
,
F (R1, R2, R3|pXY Z)
:= sup
(µ,γ)∈[0,1]2,
λ≥0
F (µ,γ,λ)(µR1 + µ¯γ¯R2 + γR3|pXY Z).
We can show that the above functions and sets satisfy the
following property.
Property 8:
a) The cardinality bound |U| ≤ |X | in Q(pY |X) is sufficient
to describe the quantity Ω(µ,α)(pXY ). Furthermore, the
cardinality bound |U| ≤ |X | in Q(pY Z|X) is sufficient to
describe the quantity Ω˜(µ,γ,λ)(pXY Z).
b) For any R1, R2, R3 ≥ 0, we have
F (R1, R2, R3|pXY Z) ≥ F (R1, R2, R3|pXY Z).
c) For any p = pUXY ∈ Psh(pXY ) and any (µ, γ, λ) ∈ [0,
1]3, we have
0 ≤ Ω˜(µ,γ,λ)(p) ≤ µ log |X |+ µ¯ log(|Y|γ¯ |Z|γ). (43)
d) Fix any p = pUXY Z ∈ Psh(pXY Z) and (µ, γ) ∈ [0, 1]
2.
We define a probability distribution p(λ) = p
(λ)
UXY Z by
p(λ)(u, x, y, z)
:=
p(u, x, y, z) exp
{
−λω
(µ,γ)
p (x, y, z|u)
}
Ep
[
exp
{
−λω
(µ,γ)
p (X,Y, Z|U)
}] .
Then for λ ∈ [0, 1/2], Ω˜(µ,γ,λ)(p) is twice differentiable.
Furthermore, for λ ∈ [0, 1/2], we have
d
dλ
Ω˜(µ,γ,λ)(p)
= Ep(λ)
[
ω(µ,γ)p (X,Y, Z|U)
]
,
d2
dλ2
Ω˜(µ,γ,λ)(p)
= −Varp(λ)
[
ω(µ,γ)p (X,Y, Z|U)
]
.
The second equality implies that Ω˜(µ,γ,λ)(p) is a concave
function of λ ∈ [0, 1/2].
e) For (µ, γ, λ) ∈ [0, 1]2 × [0, 1/2], define
ρ(µ,γ,λ)(pXY Z)
:= max
(ν,p)∈[0,λ]
×Psh(pXYZ ):
Ω˜(µ,γ,λ)(p)
=Ω˜(µ,γ,λ)(pXYZ)
Varp(ν)
[
ω˜(µ,γ)p (X,Y, Z|U)
]
,
and set
ρ = ρ(pXY Z) := max
(µ,γ,λ)∈[0,1]2×[0,1/2]
ρ(µ,γ,λ)(pXY Z).
Then we have ρ(pXY Z) < ∞. Furthermore, for any
(µ, γ, λ) ∈ [0, 1]2 × [0, 1/2], we have
Ω˜(µ,γ,λ)(pXY Z) ≥ λR
(µ,γ)(pXY Z)−
λ2
2
ρ(pXY Z).
f) For every τ ∈ (0, (1/2)ρ(pXYZ)), the condition (R1+τ,
R2 + τ, R3 + τ) /∈ R(pXY Z) implies
F (R1, R2, R3|pXY Z)
>
ρ(pXY Z)
4
· g2
(
τ
ρ(pXY Z)
)
> 0,
Since proofs of the results stated in Property 8 are quite
parallel with those of the results stated in Property 4, we omit
them. Our main result is the following.
Theorem 6: For any R1, R2, R3 ≥ 0, any pXY Z , and for
any (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n), φ(n)) satisfying (1/n) log ||ϕ
(n)
i ||
≤ Ri, i = 1, 2, 3, we have
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ϕ
(n)
3 , ψ
(n), φ(n))
≤ 7 exp {−nF (R1, R2, R3|pXY Z)} .
It follows from Theorem 6 and Property 8 part d) that if
(R1, R2, R3) is outside the capacity region, then the error
probability of decoding goes to one exponentially and its
exponent is not below F (R1, R2, R3|pXY Z). It immediately
follows from Theorem 3 that we have the following corollary.
Corollary 4:
G(R1, R2, R3|pXY Z) ≥ F (R1, R2, R3|pXY Z),
G(pXY Z) ⊆ G(pXY Z)
= {(R1, R2, R3, G) : G ≥ F (R1, R2, R3|pXY Z)} .
Proof of Theorem 6 will be given in the next section.
The exponent function at rates outside the rate region was
derived by Oohama and Han [7] for the separate source coding
problem for correlated sources [6]. The techniques used by
them is a method of types [8], which is not useful to prove
Theorem 3. Some novel techniques based on the information
spectrum method introduced by Han [9] are necessary to prove
this theorem.
From Theorem 6 and Property 8 part e), we can obtain an
explicit outer bound of RW(ε|pXY Z) with an asymptotically
vanishing deviation from RW(pXY Z) = R(pXY Z). The
strong converse theorem established by Csisza´r and Ko¨rner
12
[8] immediately follows from this corollary. To discribe this
outer bound, for κ > 0, we set
R(pXY Z)− κ(1, 1, 1)
:= {(R1 − κ,R2 − κ,R3 − κ) : (R1, R2, R3) ∈ R(pXY Z)},
which serves as an outer bound of R(pXY Z). For each fixed
ε ∈ (0, 1), we define κ˜n= κ˜n(ε, ρ(pXY Z)) by
κ˜n := ρ(pXY )ϑ
(√
4
nρ(pXY )
log
(
7
1− ε
))
(44)
(a)
= 2
√
ρ(pXY )
n
log
(
7
1− ε
)
+
5
n
log
(
7
1− ε
)
.
Step (a) follows from ϑ(a) = a + (5/4)a2. Since κ˜n → 0
as n → ∞, we have the smallest positive integer n1 =
n1(ε, ρ(pXY Z)) such that κ˜n ≤ (1/2)ρ(pXY Z) for n ≥ n1.
From Theorem 6 and Property 8 part e), we have the following
corollary.
Corollary 5: For each fixed ε ∈ (0, 1), we choose the above
positive integer n1 =n1(ε, ρ(pXY Z)). Then, for any n ≥ n1,
we have
RW(ε|pXY Z) ⊆ R(pXY Z)− κ˜n(0, 1, 1).
The above result together with
RW(ε|pXY Z) = cl

 ⋃
m≥1
⋂
n≥m
RW(n, ε|pXY Z)


yields that for each fixed ε ∈ (0, 1), we have
RW(ε|pXY Z) = RW(pXY Z) = R(pXY Z).
This recovers the strong converse theorem proved by Csisza´r
and Ko¨rner [8].
Proof of this corollary is quite parallel with that of Corollary
2. We omit the detail.
APPENDIX
A. Properties of the Rate Regions
In this appendix we prove Property 1. Property 1 part a)
can easily be proved by the definitions of the rate distortion
regions. We omit the proofs of this part. In the following
argument we prove the part b).
Proof of Property 1 part b: We set
RAKW(m, ε|pXY ) =
⋂
n≥m
RAKW(n, ε|pXY ).
By the definitions of RAKW(m, ε|pXY ) and RAKW(ε|pXY ),
we have thatRAKW(m, ε|pXY ) ⊆ RAKW(ε|pXY ) form ≥ 1.
Hence we have that⋃
m≥1
RAKW(m, ε|pXY ) ⊆ RAKW(ε|pXY ). (45)
We next assume that (R1, R2) ∈ RAKW(ε|pXY ). Set
R
(δ)
AKW(ε|pXY )
:= {(R1 + δ, R2 + δ) : (R1, R2) ∈ RAKW(ε|pXY )}
Then, by the definitions of RAKW(n, ε |pXY ) and RAKW(
ε|pXY ), we have that for any δ > 0, there exists n0(ε, δ) such
that for any n ≥ n0(ε, δ),
(R1 + δ, R2 + δ) ∈ RAKW(n, ε|pXY ),
which implies that
R
(δ)
AKW(ε|pXY ) ⊆
⋃
n≥n0(ε,δ)
RAKW(n, ε|pXY )
= RAKW(n0(δ), ε|pXY )
⊆ cl

 ⋃
m≥1
RAKW(m, ε|pXY )

 . (46)
Here we assume that there exists a pair (R1, R2) belonging to
RAKW(ε|pXY ) such that
(R1, R2) /∈ cl

 ⋃
m≥1
RAKW(m, ε|pXY )

 . (47)
Since the set in the right hand side of (47) is a closed set, we
have
(R1 + δ, R2 + δ) /∈ cl

 ⋃
m≥1
RAKW(m, ε|pXY )

 (48)
for some small δ > 0. On the other hand we have (R1 +
δ, R2+δ) ∈ R
(δ)
AKW(ε|pXY ), which contradicts (46). Thus we
have⋃
m≥1
RAKW(m, ε|pXY )
⊆ RAKW(ε|pXY ) ⊆ cl

 ⋃
m≥1
RAKW(m, ε|pXY )

 .
(49)
Note here that RAKW(ε|pXY ) is a closed set. Then from (49),
we conclude that
RAKW(ε|W ) = cl

 ⋃
m≥1
RAKW(m, ε|pXY )


= cl

 ⋃
m≥1
⋂
n≥m
RAKW(n, ε|pXY )

 ,
completing the proof.
B. Cardinality Bound on Auxiliary Random Variables
We first prove the following lemma.
Lemma 8:
R(µ)(pXY ) := min
p∈P(pXY )
{µIp(X ;U) + µ¯Hp(Y |U)}
= R(µ)(pXY ) := min
p∈Psh(pXY )
{µIp(X ;U) + µ¯Hp(Y |U)} .
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Proof: We bound the cardinality |U| of U to show that the
bound |U| ≤ |X | is sufficient to describe R(µ)(pXY ). Observe
that
pX(x) =
∑
u∈U
pU (u)pX|U (x|u), (50)
µIp(X ;U) + µ¯Hp(Y |U) =
∑
u∈U
pU (u)π(pX|U (·|u)), (51)
where
π(pX|U (·|u)) :=
∑
(x,y)∈X×Y
pX|U (x|u)pY |X(y|x)
× log


pµX|U (x|u)
pµX(x)
[∑
x˜∈X
pY |X(y|x˜)pX|U (x˜|u)
]−µ¯
 .
For each u ∈ U , π(pX|U (·|u)) is a continuous function of
pX|U (·|u). Then by the support lemma,
|U| ≤ |X | − 1 + 1 = |X |
is sufficient to express |X | − 1 values of (50) and one value
of (51).
Next we prove the following lemma.
Lemma 9: The cardinality bound |U| ≤ |X | in Q(pY |X) is
sufficient to describe the quantity Ω(µ,α)(pXY ). The cardinal-
ity bound |U| ≤ |X | in Psh(pXY ) is sufficient to describe the
quantity Ω˜(µ,λ)(pXY ).
Proof: We first bound the cardinality |U| of U in Q(pY |X)
to show that the bound |U| ≤ |X | is sufficient to describe
Ω(µ,α) (pXY ). Observe that
qX(x) =
∑
u∈U
qU (u)qX|U (x|u), (52)
exp
{
−Ω(µ,α)(q|pX)
}
=
∑
u∈U
qU (u)Π
(µ,α)(qX , qXY |U (·, ·|u)), (53)
where
Π(µ,α)(qX , qXY |U (·, ·|u))
:=
∑
(x,y)
∈X×Y
qXY |U (x, y|u) exp
{
−ω
(µ,α)
q|pX
(x, y|u)
}
.
The value of qX included in Π
(µ,α)(qX , qXY |U (·, ·|u)) must
be preserved under the reduction of U . For each u ∈ U ,
Π(µ,α)(qX , qXY |U (·, ·|u)) is a contineous function of qXY |U (
·, ·|u). Then by the support lemma,
|U| ≤ |X | − 1 + 1 = |X |
is sufficient to express |X |−1 values of (52) and one value of
(53). We next bound the cardinality |U| of U in Psh(pXY ) to
show that the bound |U| ≤ |X | is sufficient to describe Ω(µ,λ)
(pXY ). Observe that
pX(x) =
∑
u∈U
pU (u)pX|U (x|u), (54)
exp
{
−Ω(µ,λ)(p)
}
=
∑
u∈U
pU (u)Π˜
(µ,λ)(pX , pXY |U (·, ·|u)), (55)
where
Π˜(µ,λ)(pX , pXY |U (·, ·|u))
:=
∑
(x,y)
∈X×Y
pXY |U (x, y|u) exp
{
−λω˜(µ)p (x, y|u)
}
.
The value of pX included in Π˜
(µ,λ)(pX , pXY |U (·, ·|u)) must
be preserved under the reduction of U . For each u ∈
U , Π˜(µ,λ)(pX , pXY |U (·, ·|u)) is a contineous function of
pXY |U (·, ·|u). Then by the support lemma,
|U| ≤ |X | − 1 + 1 = |X |
is sufficient to express |X | − 1 values of (54) and one value
of (55).
C. Supporting Hyperplain Expressions of R(pXY )
In this appendix we prove Property 3 parts b), c). We first
prove the part b).
Proof of Property 3 part b): For any µ ≥ 0, we have the
following chain of inequalities:
min
(R1,R2)∈R(pXY )
{µR1 + µ¯R2}
= min
p∈P(pXY )
{µIp(X ;U) + µ¯Hp(Y |U)}
(a)
= min
p∈Psh(pXY )
{Ip(X ;U) + µ¯Hp(Y |U)}
= R(µ)(pXY ).
Step (a) follows from Lemma 8 stating that the cardinality
bound |U| ≤ |X |+1 in P(pXY ) can be reduced to that |U| ≤
|X | in Psh(pXY ).
We next prove the part c). We first prepare a lemma useful
to prove this property. From the convex property of the region
R(pXY ), we have the following lemma.
Lemma 10: Suppose that (Rˆ1, Rˆ2) does not belong to
R(pXY ). Then there exist ǫ > 0 and µ0 ≥ 0 such that for
any (R1, R2) ∈ R(pXY ) we have
µ0(R1 − Rˆ1) + µ0(R2 − Rˆ2)− ǫ ≥ 0.
Proof of this lemma is omitted here. Lemma 10 is equivalent
to the fact that if the region R(pXY ) is a convex set, then for
any point (Rˆ1, Rˆ2) outside the region R(pXY ), there exists
a line which separates the point (Rˆ1, Rˆ2) from the region
R(pXY ).
Proof of Property 3 part c): We first prove Rsh(pXY )
⊆ R(pXY ). We assume that (Rˆ1, Rˆ2) /∈ R(pXY ). Then by
Lemma 10, there exist ǫ > 0 and µ0 ≥ 0 such that for any
(R1, R2) ∈ R(pXY ), we have
µ0Rˆ1 + µ0Rˆ2 ≤ µ0R1 + µ0R2 − ǫ.
Then we have
µ0Rˆ1 + µ0Rˆ2 ≤ min
(R1,R2)∈R(pXY )
{µ0R1 + µ0R2} − ǫ
(a)
= min
p∈P(pXY )
{µ0Ip(U ;X) + µ0Hp(Y |U)} − ǫ
≤ min
p∈Psh(pXY )
{µ0Ip(U ;X) + µ0Hp(Y |U)} − ǫ
= R(µ0)(pXY )− ǫ. (56)
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Step (a) follows from the definition ofR(pXY ). The inequality
(56) implies that (Rˆ1, Rˆ2) /∈ Rsh(pXY ). Thus Rsh(pXY ) ⊆
R(pXY ) is concluded.
D. Proof of Property 4 Part b)
In this appendix we prove Property 4 part b). Fix q =
qUXY ∈ Q(pY |X) and p = pUXY = (pU|X , pXY ) ∈ Psh(
pXY ) arbitrary. For β ≥ 0, p ∈ Psh(pXY ), and qY |U induced
by q, define
ωˆ(µ)p,qY |U (x, y|u)
:=
[
µ log
pX|U (x|u)
pX(x)
+ µ¯ log
1
qY |U (y|u)
]
,
Ωˆ(µ,β)(p, qY |U ) := − log Ep
[
exp
{
−βωˆ(µ)p,qY |U (X,Y |U)
}]
.
Then we have the following two lemmas.
Lemma 11: For any µ ∈ [0, 1], α ∈ [0, 1), and any q =
qUXY ∈ Q(pY |X), there exists p = pUXY ∈ Psh(pXY ) such
that
Ω(µ,α)(q|pX) ≥ α¯Ωˆ
(µ,α
α¯
)(p, qY |U ). (57)
Lemma 12: For any µ, α satisfying µ ∈ [0, 1], α ∈ [0, 1/2),
any p = pUXY ∈ Psh(pXY ), and any stochastic matrix qY |U
induced by qUXY ∈ Q(pY |X), we have
Ωˆ(µ,
α
α¯
)(p, qY |U ) ≥
1− 2α
α¯
Ω˜(µ,
α
1−2α )(p). (58)
From Lemmas 11 and 12 we have the following corollary.
Corollary 6: For any µ, α satisfying µ ∈ [0, 1], α ∈ [0, 1/2),
and any q = qUXY ∈ Q(pY |X), there exists p = pUXY ∈
Psh(pXY ) such that
Ω(µ,α)(q|pX) ≥ (1− 2α)Ω˜
(µ, α1−2α )(p). (59)
From (59), we have that for any µ ∈ [0, 1], α ∈ [0, 1/2), we
have
Ω(µ,α)(pXY ) ≥ (1− 2α)Ω˜
(µ, α1−2α )(pXY ). (60)
Proof of Lemma 11: We fix (µ, α) ∈ [0, 1]2 arbitrary. For
each q = qUXY ∈ Q(pY |X), we choose p = pUXY ∈
Psh(pXY ) so that pU|X = qU|X . Then we have the following:
exp
{
−Ω(µ,α)(q|pX)
}
= Eq
[
pα¯X(X)
qα¯X(X)
{
pµαX (X)q
µ¯α
Y |U (Y |U)
qµαX|U (X |U)
}]
= Eq

{pUX(U,X)
qUX(U,X)
}α¯

p
µα
α¯
X (X)q
µ¯α
α¯
Y |U (Y |U)
p
µα
α¯
X|U (X |U)


α¯
×
{
pµX|U (X |U)
qµX|U (X |U)
}α
(a)
≤

Eq

pUX(U,X)
qUX(U,X)
p
µα
α¯
X (X)q
µ¯α
α¯
Y |U (Y |U)
p
µα
α¯
X|U (X |U)




α¯
×
(
Eq
[
pµX|U (X |U)
qµX|U (X |U)
])α
= exp
{
−α¯Ωˆ(µ,
α
α¯
)(p, qY |U )
}
Aα, (61)
where we set
A := Eq
[
pµX|U (X |U)
qµX|U (X |U)
]
.
Step (a) follows from Ho¨lder’s inequality. From (61), we can
see that it suffices to show A ≤ 1 to complete the proof. When
µ = 1, we have A = 1. When µ ∈ [0, 1), we apply Ho¨lder’s
inequality to A to obtain
A = Eq
[
pµX|U (X |U)
qµX|U (X |U)
]
≤
(
Eq
[
pX|U (X |U)
qX|U (X |U)
])µ
= 1.
Hence we have (57) in Lemma 11.
Proof of Lemma 12: We fix µ ∈ [0, 1], α ∈ [0, 1/2), arbi-
trary. For any p = pUXY ∈ Psh(pXY ), and any q = qUXY ∈
Q(pY |X), we have the following chain of inequalities:
exp
{
−Ωˆ(µ,
α
α¯
)(p, qY |U )
}
= Ep




p
µ α1−2α
X|U (X |U)p
µ¯ α1−2α
Y |U (Y |U)
p
µ α1−2α
X (X)


1−2α
α¯
×
{
qµ¯Y |U (Y |U)
pµ¯Y |U (Y |U)
}α
α¯


(a)
≤ exp
{
−
1− 2α
α¯
Ω˜(µ,
α
1−2α )(p)
}(
Ep
[
qµ¯Y |U (Y |U)
pµ¯Y |U (Y |U)
])α
α¯
= exp
{
−
1− 2α
α¯
Ω˜(µ,
α
1−2α )(p)
}
B, (62)
where we set
B := Eq
[
qµ¯Y |U (Y |U)
pµ¯Y |U (Y |U)
]
.
Step (a) follows from Ho¨lder’s inequality. From (62), we can
see that it suffices to show B ≤ 1 to complete the proof. In
a manner quite smilar to the proof of A ≤ 1 in the proof of
(57) in Lemma 11, we can show that B ≤ 1. Thus we have
(58) in Lemma 12.
Proof of Property 4 part b): We evaluate lower bounds of
F (R1, R2|pXY ) to obtain the following chain of inequalities:
F (R1, R2|pXY )
(a)
≥ sup
µ∈[0,1],
α∈[0,1/2)
(1− 2α)Ω˜(µ,
α
1−2α )(pXY )− α(µR1 + µ¯R2)
2 + αµ¯
= sup
µ∈[0,1],
α∈[0,1/2),
λ= α1−2α
(1 − 2α)Ω˜(µ,λ)(pXY )− α(µR1 + µ¯R2)
2 + αµ¯
(b)
= sup
µ∈[0,1],
α= λ1+2λ ,λ≥0
(1− 2α)Ω˜(µ,λ)(pXY )− α(µR1 + µ¯R2)
2 + αµ¯
(c)
= sup
µ∈[0,1],λ≥0
Ω˜(µ,λ)(pXY )− λ(µR1 + µ¯R2)
2 + λ(5 − µ)
= sup
µ∈[0,1],λ≥0
F (µ,β)(µR1 + µ¯R2|pXY ). (63)
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Step (a) follows from the definition of F (R1, R2|pXY ) and
(60) in Corollary 6. Steps (b) and (c) follow from that
α ∈ [0, 1/2), λ =
α
1− 2α
⇔ λ ≥ 0, α =
λ
1 + 2λ
.
From (63), we have
F (R1, R2|pXY ) ≥ sup
µ∈[0,1],λ≥0
F (µ,λ)(µR1 + µ¯R2|pXY )
= F (R1, R2|pXY ),
completing the proof.
E. Proof of Property 4 parts c), d), e, and f)
In this appendix we prove Property 4 parts c), d), e), and
f). We first prove the part c). and next prove the parts d) and
e). We finally prove the part f).
Proof of Property 4 part c): We first prove the second
inequality in (8) in the part c). We frist observe that
exp[−Ω˜(µ,λ)(p)] = Ep
[
pµλX (X)p
µ¯λ
Y |U (Y |U)
pµλX|U (X |U)
]
. (64)
Let p¯X be the uniform distribution on X and let p¯Y be the
uniform distribution on Y . On lower bound of exp[−Ω˜(µ,λ)(p)]
for p ∈ Psh(pXY ) and (µ, λ) ∈ [0, 1]
2, we have the following
chain of inequalities:
exp[−Ω˜(µ,λ)(p)] =
1
|X |µλ|Y|µ¯λ
Ep

p−µλX|U (X |U)
×
{
pX(X)
p¯X(X)
}µλ{pY |U (Y |U)
p¯Y (Y )
}µ¯λ
(a)
≥
1
|X |µ|Y|µ¯
Ep

{ p¯X(X)
pX(X)
}−µλ{
p¯Y (Y )
pY |U (Y |U)
}−µ¯λ
(b)
≥
1
|X |µ|Y|µ¯

Ep

p¯X(X)
pX(X)




−µλ
×

Ep

 p¯Y (Y )
pY |U (Y |U)




−µ¯λ
=
1
|X |µ|Y|µ¯
. (65)
Step (a) follows from that λ ∈ [0, 1] and pX|U (x|u) ≤ 1 for
any (u, x) ∈ U×X . Step (b) follows from the reverse Ho¨lder’s
inequality. The bound (65) implies the second inequality in
(8). We next show that Ω˜(µ,λ)(p) ≥ 0 for λ ∈ [0, 1]. On upper
bounds of exp[−Ω˜(µ,λ)(p)] for p ∈ Psh(pXY ) and λ ∈ [0, 1],
we have the following chain of inequalities:
exp[−Ω˜(µ,λ)(p)]
(a)
≤ Ep

{ pX(X)
pX|U (X |U)
}µλ
(b)
≤

Ep

 pX(X)
pX|U (X |U)




µλ
= 1. (66)
Step (a) follows from (64) and pY |U (y|u) ≤ 1 for any
(u, y) ∈ U×Y . Step (b) follows from µλ ∈ [0, 1] and Ho¨lder’s
inequality.
Proof of Property 4 parts d) and e): We first prove that
for each p ∈ Psh(pXY ) and µ ∈ [0, 1], Ω˜
(µ,λ)(p) is twice
differentiable for λ ∈ [0, 1/2]. For simplicity of notations, set
a := (u, x, y), A := (U,X, Y ),A := U × X × Y,
ω˜(µ)p (x, y|u) := ς(a), Ω˜
(µ,λ)(p) := ξ(λ).
Then we have
Ω˜(µ,λ)(p) = ξ(λ) = − log

∑
a∈A
pA(a)e
−λς(a)

 . (67)
The quantity p(λ)(a) = p
(λ)
A (a), a ∈ A has the following form:
p(λ)(a) = eξ(λ)p(a)e−λς(a). (68)
By simple computations we have
ξ′(λ) = eξ(λ)

∑
a∈A
p(a)ς(a)e−λς(a)

 = ∑
a∈A
p(λ)(a)ς(a),
ξ′′(λ) = −e2ξ(λ)
×

 ∑
a,b∈A
p(a)pA(b)
{ς(a)− ς(b)}2
2
e−λ{ς(a)+ς(b)}


= −
∑
a,b∈A
p(λ)(a)p(λ)(b)
{ς(a)− ς(b)}2
2
= −
∑
a∈A
p(λ)(a)ς2(a) +

∑
a∈A
p(λ)(a)ς(a)


2
≤ 0. (69)
On upper bound of −ξ′′(λ) ≥ 0 for λ ∈ [0, 1/2], we have the
following chain of inequalities:
− ξ′′(λ)
(a)
≤
∑
a∈A
p(λ)(a)ς2(a)
(b)
=
∑
a∈A
p(a)ς2(a)e−λς(a)+ξ(λ)
= eξ(λ)
∑
a∈A
p(a)
√
e−2λς(a)
√
ς4(a)
(c)
≤
√
e2ξ(λ)−ξ(2λ)
√∑
a∈A
p(a)ς4(a)
(d)
≤
√
e2ξ(λ)
√∑
a∈A
p(a)ς4(a). (70)
Step (a) follows from (69). Step (b) follows from (68). Step
(c) follows from Cauchy-Schwarz inequality and (67). Step (d)
follows from that ξ(2λ) ≥ 0 for 2λ ∈ [0, 1]. Note that ξ(λ)
exists for λ ∈ [0, 1/2]. Furtheomore we have the following:∑
a∈A
p(a)ς4(a) <∞.
Hence, by (70), ξ′′(λ) exists for λ ∈ [0, 1/2]. We next prove
the part e). We derive the lower bound (9) of Ω˜(µ,λ)(pXY ).
Fix any (µ, λ) ∈ [0, 1] ×[0, 1/2] and any p ∈ Psh(pXY ). By
the Taylor expansion of ξ(λ) = Ω˜(µ,λ)(p) with respect to λ
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around λ = 0, we have that for any p ∈ Psh(pXY ) and for
some ν ∈ [0, λ]
Ω˜(µ,λ)(p) = ξ(0) + ξ′(0)λ+
1
2
ξ′′(ν)λ2
= λEp
[
ω˜(µ)p (X,Y |U)
]
−
λ2
2
Varp(ν)
[
ω˜(µ)p (X,Y |U)
]
(a)
≥λR(µ)(pXY )−
λ2
2
Varp(ν)
[
ω˜(µ)p (X,Y, Z|U)
]
. (71)
Step (a) follows from p ∈ Psh(pXY ),
Ep
[
ω˜(µ)p (X,Y |U)
]
= µIp(X ;U) + µ¯Hp(Y |U),
and the definition of R(µ)(pXY ). Let (νopt, popt) ∈ [0, λ]×
Psh(pXY ) be a pair which attains ρ
(µ,λ)(pXY ). By this
definition we have that
Ω˜(µ,λ)(popt) = Ω˜
(µ,λ)(pXY ) (72)
and that for any ν ∈ [0, λ],
Var
p
(ν)
opt
[
ω(µ)popt(X,Y |U)
]
≤ Var
p
(νopt)
opt
[
ω(µ)popt(X,Y |U)
]
= ρ(µ,λ)(pXY ). (73)
On lower bounds of Ω(µ,λ)(pXY ), we have the following chain
of inequalities:
Ω˜(µ,λ)(pXY )
(a)
= Ω˜(µ,λ)(popt)
(b)
≥ λR(µ)(pXY )−
λ2
2
Var
p
(ν)
opt
[
ω˜(µ)popt(X,Y |U)
]
(c)
≥ λR(µ)(pXY )−
λ2
2
ρ(µ,λ)(pXY )
(d)
≥ λR(µ)(pXY )−
λ2
2
ρ(pXY ).
Step (a) follows from (72). Step (b) follows from (71). Step
(c) follows from (73). Step (d) follows from the definition of
ρ(pXY ).
To prove the part f), we use the following lemma.
Lemma 13: When τ ∈ (0, (1/2)ρ], the maximum of
1
2 + 5λ
{
−
ρ
2
λ2 + τλ
}
for λ ∈ (0, 1/2] is attained by the positive λ0 satisfying
ϑ(λ0) := λ0 +
5
4
λ20 =
τ
ρ
. (74)
Let g(a) be the inverse function of ϑ(a) for a ≥ 0. Then the
condition of (74) is equivalent to λ0 = g(
τ
ρ ). The maximum
is given by
1
2 + 5λ0
{
−
ρ
2
λ20 + τλ0
}
=
ρ
4
λ20 =
ρ
4
g2
(
τ
ρ
)
.
By an elementary computation we can prove this lemma.
We omit the detail.
Proof of Property 4 part f): By the hyperplane expression
Rsh(pXY ) of R(pXY ) stated Property 3 part b) we have that
when (R1 + τ, R2 + τ) /∈ R(pXY ), we have
R(µ0)(pXY )− (µ0R1 + µ0R2) > τ (75)
for some µ0 ∈ [0, 1]. Then for each positive τ , we have the
following chain of inequalities:
F (R1, R2|pXY ) ≥ sup
λ∈(0,1/2]
F (µ0,λ)(µ0R1 + µ0R2|pXY )
= sup
λ∈(0,1/2]
Ω˜(µ0,λ)(pXY )− λ(µ0R1 + µ0R2)
2 + λ(5 − µ0)
(a)
≥ sup
λ∈(0,1/2]
1
2 + 5λ
{
−
ρ
2
λ2
+ λR(µ0)(pXY )− λ(µ0R1 + µ0R2)
}
(b)
> sup
λ∈(0,1/2]
1
2 + 5λ
{
−
ρ
2
λ2 + τλ
}
(c)
=
ρ
4
g2
(
τ
ρ
)
.
Step (a) follows from Property 4 part d). Step (b) follows from
(75). Step (c) follows from Lemma 13.
F. Proof of Lemma 1
To prove Lemma 1, we prepare a lemma. Set
An :=
{
(s, xn, yn) :
1
n
log
pSXnY n(s, x
n, yn)
qˆSXnY n(s, xn, yn)
≥ −η
}
.
Furthermore, set
B˜n :=
{
xn :
1
n
log
pXn(x
n)
QXn(xn)
≥ −η
}
,
Bn := B˜n ×M1 × Y
n,Bcn := B˜
c
n ×M1 × Y
n,
C˜n := {(s, x
n) : s = ϕ
(n)
1 (x
n),
pXn|S(x
n|s) ≤M1e
nηpXn(x
n)},
Cn := C˜n × Y
n, Ccn := C˜
c
n × Y
n,
Dn := {(s, x
n, yn) : s = ϕ
(n)
1 (x
n),
pY n|S(y
n|s) ≥ (1/M2)e
−nη},
En := {(s, x
n, yn) : s = ϕ
(n)
1 (x
n),
ψ(n)(ϕ
(n)
1 (x
n), ϕ
(n)
2 (y
n)) = yn}.
Then we have the following lemma.
Lemma 14:
pSXnY n (A
c
n) ≤ e
−nη, pSXnY n (B
c
n) ≤ e
−nη,
pSXnY n (C
c
n) ≤ e
−nη, pSXnY n (D
c
n ∩ En) ≤ e
−nη.
Proof: We first prove the first inequality.
pSXnY n(A
c
n) =
∑
(s,xn,yn)∈Acn
pSXnY n(s, x
n, yn)
(a)
≤
∑
(s,xn,yn)∈Acn
e−nη qˆSXnY n(s, x
n, yn)
= e−nη qˆSXnY n (A
c
n) ≤ e
−nη.
Step (a) follows from the definition of An. On the second
inequality we have
pSXnY n(B
c
n) = pXn(B˜
c
n) =
∑
xn∈B˜cn
pXn(x
n)
(a)
≤
∑
xn∈B˜cn
e−nηQXn(x
n) = e−nηQXn
(
B˜cn
)
≤ e−nη.
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Step (a) follows from the definition of Bn. We next prove the
third inequality.
pSXnY n(C
c
n) = pSXn(C˜
c
n)
=
∑
s∈M1
∑
xn:ϕ
(n)
1 (x
n)=s
pXn (x
n)≤(1/M1)e
−nη
×Q˜Xn|S(x
n|s)
pXn(x
n)
≤
1
M1
e−nη
∑
s∈M1
∑
xn:ϕ
(n)
1 (x
n)=s
pXn (x
n)≤(1/M1)e
−nη
×Q˜Xn|S(x
n|s)
Q˜Xn|S(x
n|s)
≤
1
M1
e−nη|M1| = e
−nη.
Finally we prove the fourth inequality. We first observe that
pS(s) =
∑
xn:ϕ
(n)
1 (x
n)=s
pXn(x
n), pXn|S(x
n|s) =
pXn(x
n)
pS(s)
.
We have the following chain of inequalities:
pSXnY n (D
c
n ∩ En)
=
∑
s∈M1
pS(s)
∑
xn:ϕ
(n)
1 (x
n)=s
pXn|S(x
n|s)
×
∑
yn:ψ(n)(s,ϕ
(n)
2 (y
n))=yn
pY n|S(y
n|s)≤(1/M2)e
−nη
pY n|Xn(y
n|xn)
=
∑
s∈M1
pS(s)
∑
yn:ψ(n)(s,ϕ
(n)
2 (y
n))=yn
pY n|S(y
n|s)≤(1/M2)e
−nη
pY n|S(y
n|s)
≤
∑
s∈M1
pS(s)
1
M2
e−nη
∣∣∣{yn : ψ(n)(s, ϕ(n)2 (yn)) = yn}∣∣∣
(a)
≤
∑
s∈M1
pS(s)
1
M2
e−nηM2 = e
−nη.
Step (a) follows from that the number of yn correctly decoded
does not exceed M2.
Proof of Lemma 1: By definition we have
pSXnY n (An ∩ Bn ∩ Cn ∩ Dn)
= pSXnY n
{
1
n
log
pSXnY n(S,X
n, Y n)
qˆSXnY n(S,Xn, Y n)
≥ −η,
0 ≥
1
n
log
qXn(X
n)
pXn(Xn)
− η,
1
n
logM1 ≥
1
n
log
pXn|S(X
n|S)
pXn(Xn)
− η,
1
n
logM2 ≥
1
n
log
1
pY n|S(Y n|S)
− η
}
.
Then for any (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) satisfying (1/n) log ||ϕ
(n)
i || ≤
Ri, i = 1, 2, we have
pSXnY n (An ∩ Bn ∩ Cn ∩ Dn)
≤ pSXnY n
{
1
n
log
pSXnY n(S,X
n, Y n)
qˆSXnY n(S,Xn, Y n)
≥ −η,
0 ≥
1
n
log
qXn(X
n)
pXn(Xn)
− η,
R1 ≥
1
n
log
pXn|S(X
n|S)
pXn(Xn)
− η,
R2 ≥
1
n
log
1
pY n|S(Y n|S)
− η
}
.
Hence, it suffices to show
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) ≤ pSXnY n (An ∩ Bn ∩ Cn ∩ Dn)
+ 4e−nη
to prove Lemma 1. By definition we have
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) = pSXnY n (En) .
Then we have the following.
P(n)c (ϕ
(n)
1 , ϕ
(n)
2 , ψ
(n)) = pSXnY n (En)
= pSXnY n (An ∩ Bn ∩ Cn ∩Dn ∩ En)
+ pSXnY n ([An ∩ Bn ∩ Cn ∩ Dn]
c
∩ En)
≤ pSXnY n (An ∩ Bn ∩ Cn ∩Dn)
+ pSXnY n (A
c
n) + pSXnY n (B
c
n)
+ pSXnY n (C
c
n) + pSXnY n (D
c
n ∩ En)
(a)
≤ pSXnY n (An ∩ Bn ∩ Cn ∩ Dn) + 4e
−nη.
Step (a) follows from Lemma 14.
G. Proof of Lemma 3
In this appendix we prove Lemma 3.
Proof of Lemma 3: We first prove the following Markov
chain (18) in Lemma 3:
SXt−1 ↔ Xt ↔ Yt.
We have the following chain of inequalities:
I(Yt;SX
t−1|Xt) = H(Yt|Xt)−H(Yt|SX
t−1Xt)
≤ H(Yt|Xt)−H(Yt|SX
n)
(a)
= H(Yt|Xt)−H(Yt|X
n)
(b)
= H(Yt|Xt)−H(Yt|Xt) = 0.
Step (a) follows from that S = ϕ
(n)
1 (X
n) is a function
of Xn. Step (b) follows from the memoryless property of
the information source {(Xt, Yt)}
∞
t=1. Next we prove the
following Markov chain (19) in Lemma 3:
Y t−1 ↔ SXt−1 ↔ (Xt, Yt).
We have the following chain of inequalities:
I(XtYt;Y
t−1|SXt−1)
= H(Y t−1|SXt−1)−H(Y t−1|SXt−1XtYt)
≤ H(Y t−1|Xt−1)−H(Y t−1|XnSYt)
(a)
= H(Y t−1|Xt−1)−H(Y t−1|XnYt)
(b)
= H(Y t−1|Xt−1)−H(Y t−1|Xt−1Yt) = 0.
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Step (a) follows from that S = ϕ
(n)
1 (X
n) is a function of
Xn. Step (b) follows from the memoryless property of the
information source {(Xt, Yt)}
∞
t=1.
H. Proof of Lemma 6
In this appendix we prove Lemma 6.
Proof of Lemma 6 : By the definition of p
(µ,α)
SXtY t;Ft(s,
xt, yt), for t = 1, 2, · · · , n, we have
p
(µ,α)
SXtY t;Ft(s, x
t, yt) = C−1t pSXtY t(s, x
t, yt)
×
t∏
i=1
f
(µ,α)
Fi
(xi, yi|ui). (76)
Then we have the following chain of equalities:
p
(µ,α)
SXtY t;Ft(s, x
t, yt)
(a)
= C−1t pSXtY t(s, x
t, yt)
×
t∏
i=1
f
(µ,α)
Fi
(xi, yi|ui)
= C−1t pSXt−1Y t−1(s, x
t−1, yt−1)
×
t−1∏
i=1
f
(µ,α)
Fi
(xi, yi|ui)
× pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)
× f
(µ,α)
Ft
(xt, yt|ut)
(b)
= C−1t Ct−1p
(µ,α)
SXt−1Y t−1(s, x
t−1, yt−1)
× pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)
× f
(µ,α)
Ft
(xt, yt|ut)
= (Φ
(µ,α)
t )
−1p
(µ,α)
SXt−1Y t−1;Ft−1(s, x
t−1, yt−1)
× pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)
× f
(µ,α)
Ft
(xt, yt|ut). (77)
Steps (a) and (b) follow from (76). From (77), we have
Φ
(µ,α)
t p
(µ,α)
SXtY t;Ft(s, x
t, yt) (78)
= p
(µ,α)
SXt−1Y t−1;Ft−1(s, x
t−1, yt−1)
× pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)
× f
(µ,α)
Ft
(xt, yt|ut). (79)
Taking summations of (78) and (79) with respect to s, xt, yt,
we obtain
Φ
(µ,α)
t =
∑
s,xt,yt
p
(µ,α)
SXt−1Y t−1;Ft−1(s, x
t−1, yt−1)
× pXtYt|SXt−1Y t−1(xt, yt|s, x
t−1, yt−1)f
(µ,α)
Ft
(xt, yt|ut),
completing the proof.
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