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Overview Article
Abstract—For multi-input multi-output (MIMO) communi-
cation systems, many transceiver design problems involve the
optimization of the covariance matrices of the transmitted signals.
The derivation of the optimal solutions based on Karush-Kuhn-
Tucker (KKT) conditions is a most popular method, and many
results have been reported for different scenarios of MIMO
systems. In this overview paper, we propose a unified framework
in formulating the KKT conditions for general MIMO systems.
Based on this framework, the optimal water-filling structures
of the transmission covariance matrices are derived rigorously,
which are applicable to a wide range of MIMO systems. Our
results show that for seemingly different MIMO systems with
various power constraints and objective functions, the derivations
and water-filling structures for the optimal covariance matrix
solutions are fundamentally the same. Thus, our unified frame-
work and solution reveal the underlying relationships among
the different water-filling structures of the covariance matrices.
Furthermore, our results provide new solutions to the covariance
matrix optimization of many complicated MIMO systems with
multiple users and imperfect channel state information which
were unknown before.
Index Terms—Multi-input multi-output communications, co-
variance matrix optimization, matrix variate optimization,
Karush-Kuhn-Tucker conditions, water-filling structure
I. INTRODUCTION
Our world is entering an amazing era of wireless technolo-
gies with many novel and revolutionary concepts coming forth,
such as cloud computing, smart city, and green communica-
tions [1]–[9]. These unprecedented concepts demonstrate the
demands and the desires for innovation in the wireless tech-
nology developments. In order to realize these goals, powerful
physical layer technologies are expected, which are character-
ized by high power efficiency and high spectrum efficiency.
Multi-input multi-output (MIMO) technology is widely seen
as one of the most important ingredients for a variety of new
wireless systems [10]–[22]. From the optimization viewpoint,
many design problems for MIMO communication systems aim
to optimize the covariance matrix of the transmitted signals
[1], [11], [19].
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Interestingly, for different performance metrics and differ-
ent power constraints, the optimal transmission covariance
matrices always have water-filling structures [12]–[23]. Such
structures can greatly simplify the considered optimization
problems and reveal the underlying physical meanings. Many
variants of water-filling structures have been discovered, e.g.,
general water-filling [24], polite water-filling [21], cluster
water-filling [25], matrix-field water-filling [20], and cave
water-filling [26]. Along with the evolvements and develop-
ments of wireless communication systems, the number of the
papers on MIMO optimization with water-filling structures
in IEEE database is surging. Up to date, a large volume of
elegant results have been published for various MIMO sce-
narios, including single-user (SU) MIMO systems [13], multi-
user (MU) MIMO systems [27], distributed MIMO networks
[16], [28], and multi-hop amplify-and-forwardMIMO relaying
networks [29], [30]. Moreover, it has been shown that even for
some transceiver optimizations with channel state information
(CSI) errors, water-filling structures also hold [30]–[32]. It
is highly desired to reconsider the large volume of closely
related existing works, to reveal the underlying fundamental
connections of them, and to propose a unified framework.
A natural question that arises is how these water-filling
structures are derived. Generally speaking, there are three
kinds of methods. The first one is the Karush-Kuhn-Tucker
(KKT)-condition-based method [12], [31], [32]. Under some
mild conditions, KKT conditions are necessary conditions
for the optimal solutions [33]. Based on this fact, common
properties derived from KKT conditions are the properties
of the optimal solutions. The second one is based on ma-
trix inequalities [17], [18] or majorization theory [13], [30].
Compared with the first kind of method, majorization theory
is less popular from the traditional communication theoretical
perspective. Roughly speaking, it can reveal the inequality
relationships between the diagonal elements and eigenvalues
of a matrix [34]. The third one is called matrix-monotonic
optimization which exploits the monotonicity in the field
of positive semi-definite matrices [29], [35]. The matrix-
monotonic optimization framework has very strict restrictions
on the objective functions and constraints of the optimization
problems [29], [35]. Matrix inequality based methods are
usually powerful and rigorous. When the objective functions
are Schur-convex or Schur-concave functions of the diagonal
elements of the mean-squared-error (MSE) matrix, the optimal
structure of the matrix variables can be derived [13], [30].
Unfortunately, this kind of methods also suffer from many
strict limitations in their applications [36].
2Generally speaking, the second and third kinds of methods
are only applicable in single-source and single-destination
systems. By contrast, the KKT-condition-based method is the
most widely used and has a straightforward logic. True, KKT
conditions are only necessary conditions for optimality. If
the underlying problem is convex, KKT conditions are also
sufficient for optimality. Even for nonconvex problems, they
can still be very useful. Based on complex matrix derivatives,
the KKT conditions of the optimization problems are derived
first, from which the structures of the optimal solutions can
be obtained. It is not limited by the format of the covariance
matrix. e.g., SU or MU, nor by the format of the transmit
power constraints. Thus this kind of methods has the widest
range of applications.
In the existing literature, the detailed derivation procedures
for water-filling solutions from KKT conditions can seem to
be largely different with each other [12], [31], [37]. In many
works, it was argued that the derivation procedures are dis-
tinctive due to their specific system models and optimization
problems, making the respective works significantly different
from others. In our opinion, the theories and technologies
for physical layer designs have some common underlying
fundamentals. Due to the common root of all the KKT-
condition-based methods, we believe that many seemingly dif-
ferent mathematical derivations can be unified into a common
framework when the underlying fundamental nature is under-
stood. This is the motivation of this work. In this paper, we
investigate the most widely used KKT-condition-based method
for the transmission covariance matrix optimization of MIMO
systems. A unified framework is proposed for the derivations
of the water-filling structure. The proposed unified framework
provides general modeling, formulation, and methodology for
MIMO transmission covariance optimization that can lead to
new discoveries and solve new problems.
Regarding the unified framework for the water-filling struc-
tured transmission covariance matrix based on KKT condi-
tions, the main contribution of our work is two-fold. First,
a fundamental and general solution is given based on which
water-filling structures can be derived for a wide range of
MIMO systems. We discover that the water-filling structures
of these seemingly different MIMO systems are in nature
closely related with each other. Second, based on the proposed
solutions, we derive the water-filling structured transmission
covariance matrices for various SU MIMO and MU MIMO
systems under different objective functions, power constraints,
and CSI assumptions, which include:
• the capacity maximization for SU MIMO systems under
weighted power constraint and perfect CSI;
• the MSE minimization for SU MIMO systems under
weighted power constraint and perfect CSI;
• the capacity maximization for SU MIMO systems under
multiple weighted power constraints and perfect CSI;
• the MSE minimization for SU MIMO systems under
multiple weighted power constraints and perfect CSI;
• the capacity maximization for SU MIMO systems with
total power constraint and imperfect CSI;
• the MSE minimization for SU MIMO systems under
weighted power constraint and imperfect CSI;
• the capacity maximization for SU MIMO systems under
multiple weighted power constraints and CSI error;
• the MSE minimization for SU MIMO systems under
multiple weighted power constraints and imperfect CSI;
• the capacity maximization for MU MIMO uplink under
multiple weighted power constraints and perfect CSI;
• the capacity maximization for MU MIMO uplink under
multiple weighted power constraints and imperfect CSI;
• the capacity maximization for MU MIMO downlink
under multiple weighted power constraints and perfect
CSI;
• the capacity maximization for MU MIMO downlink
under multiple weighted power constraints and imperfect
CSI error;
• the capacity maximization for network MIMO systems
under multiple weighted power constraints and imperfect
CSI.
Many of these proposed solutions are unknown in the existing
works. For example, to our best knowledge, the water-filling
solutions for MIMO systems under multiple weighted power
constraints and imperfect CSI are firstly revealed in this work.
Throughout this paper, the following notation and symbol
conventions are adopted. (·)∗, (·)T and (·)H stand for the
conjugate, transpose and Hermitian transpose operators, re-
spectively, while Tr(Z) and |Z| are the trace and determinant
of complex matrix Z, respectively. A complex matrix Z is
represented by Z = ZR + jZI, where j =
√−1, while ZR
and ZI are the real and imaginary parts of Z. For matrix
Z with rank Rank(Z) = N , [Z]:,1:N denotes the first N
columns of Z and the sub-matrix [Z]1:N,1:N consists of the
first N rows and the first N columns of Z, while [Z]i,i
denotes the ith diagonal element of Z. E{·} denotes the
expectation operation, A
1
2 is the Hermitian square root of
the positive semi-definite matrix A, and (a)+ = max{0, a},
while λi(B) is the ith largest eigenvalue of matrix B, and
σi(Z) is the ith largest singular value of matrix Z. For two
Hermitian matrices A and B, A  B means that A − B
is positive semi-definite. The identity matrix of appropriate
dimension is denoted by I, and 0 is the zero matrix of
appropriate dimension. In matrix decomposition, to clarify the
order of the eigenvalues or singular values, we use Λ ց
to represent a rectangular diagonal matrix with the diagonal
elements arranged in decreasing order.
II. FUNDAMENTAL RESULTS ON MATRIX OPTIMIZATION
A. Premises
For a convex optimization problem, the KKT conditions are
both necessary and sufficient for the optimal solution. When
the considered problem is nonconvex, the KKT conditions are
only necessary but not sufficient for the optimal solutions.
However, even in this case, it is worth highlighting that KKT
conditions can still be very useful. This is because if a property
or structure is derived from KKT conditions, then all the
solutions satisfying KKT conditions have this structure. This
is the major motivation of our framework of providing a
fundamental result for the structure of the optimal transmission
3covariance matrix from KKT conditions. We summarize this
useful result in the following lemma.
Lemma 1 If all the solutions satisfying the KKT conditions
own the same structure, this structure is definitely satisfied by
the optimal solutions of the associated optimization problem.
For the KKT conditions of the optimization problem with
complex matrix variables, complex matrix derivatives are the
most fundamental tool. In this paper, we focus on positive
semi-definite matrix. In other words, there exit some con-
straints on the complex matrix variables. We first present some
important points for the complex matrix derivatives of positive
semi-definite matrix. These highlights form the basis for the
following results.
Highlight 1 The objective function of the optimization prob-
lem with complex matrix variables must be real valued.
It is worth noting that the role of complex matrix derivatives
is to find extreme values. From the mathematical viewpoint, it
is meaningless to argue a complex number is larger or smaller.
Therefore, performing complex derivatives over a complex
valued function is totally meaningless. It is true that in some
textbooks some matrix derivatives are given such as [38]
∂Tr(WX)
∂X
=WT, (1)
where X is the complex matrix variable and W is a com-
plex matrix with proper dimensions. It is worth noting that
Tr(WX) can be a complex value. This operation is an inter-
mediate operation. In other words, in real-world applications,
Tr(WX) and Tr(WHXH) usually appear in company. Thus,
it is more meaningful to define the following complex matrix
derivative instead of the previous one
∂
(
Tr(WX) + Tr
(
WHXH
))
∂X
=WT. (2)
Highlight 2 Complex matrix derivative is a special real ma-
trix derivative.
It is well-known that real number is a special case of com-
plex number whose imaginary part is zero. However, the story
is different for complex matrix derivatives. Complex matrix
derivatives are only defined for some special functions. The
objective function is just a function of the real and imaginary
parts of the complex matrix variables. After performing matrix
derivatives, the real and imaginary parts of the resulting matrix
corresponds to the derivatives of the real and imaginary parts,
separately. In a nutshell, a complex matrix derivative is a
compact version of the real matrix derivatives with respect to
both real and imaginary parts. This may be the reason why the
existing textbooks on complex matrix derivatives are usually
written by engineering people instead of mathematicians.
Generally speaking, complex matrix derivatives are defined
in the following two forms [38], [39]
∂f(X)
∂X
=
1
2
(
∂f(X)
∂XR
− j∂f(X)
∂XI
)
, (3)
∂f(X)
∂X∗
=
1
2
(
∂f(X)
∂XR
+ j
∂f(X)
∂XI
)
. (4)
Highlight 3 For complex matrix variable X , complex matrix
derivative can be performed with respect to X itself or with
respect to its conjugate X∗. For these two matrix derivatives,
the resulting KKT conditions are exactly the same.
It should be highlighted that for some intermediate steps,
the complex matrix derivations with respect to X itself and
with respect to its conjugate X∗ are different. For example,
the following equalities are given in [39]
∂Tr
(
XH
)
∂X
= 0,
∂Tr
(
XH
)
∂X∗
= I. (5)
However, no matter which complex matrix derivation is used,
the resulting KKT conditions must be the same.
Highlight 4 In the traditional definition of complex matrix
derivatives, there is no restriction imposed on the structure of
the matrix variable. The elements of the matrix variable are
independent variables.
In our MIMO optimization problems, the covariance matrix
of the transmitted signals Q is the complex matrix variable,
which is positive semi-definite. Different from a general un-
constrained complex matrix variable, there are two constraints
imposed on Q: 1) It is conjugate symmetric, and 2) Its
eigenvalues are all nonnegative. Based on the definition of
complex matrix derivation [38], when the objective function
is a scalar real valued function, after performing a matrix
derivative, the result is still a Hermitian matrix with the same
dimension. Based on this fact we have(
∂f(Q)
∂Q
)T
=
∂f(Q)
∂Q∗
. (6)
For example, based on the complex matrix derivative definition
and the fact that Q is a positive semi-definite matrix, we have
∂Tr(WQ)
∂Q∗
=
∂Tr
(
WQH
)
∂Q∗
= W . (7)
Here the matrix W must be a Hermitian matrix. Otherwise,
this derivation definition is meaningless.
Moreover, as Q is a positive semi-definite matrix, the
complex matrix derivative must be defined on the set of
positive semi-definite matrices. Unfortunately, the existing
definitions for complex matrix derivatives never consider this.
In other words, there is a relaxation when performing complex
matrix derivatives, and if the final solution is positive semi-
definite, then there is no loss. This is usually guaranteed by
the mathematical formula of the objective function.
Highlight 5 After performing complex matrix derivative on
a real valued function with respect to positive semi-definite
matrix, the result must be a Hermitian matrix. The semi-
positivity is guaranteed by the fact that for the objective
function, the optimal values occur at the set of variables that
are positive semi-definite matrices.
We use an example to show that when we do not consider
these highlights we may arrive at a wrong conclusion. The
differential of log
∣∣I +QHHH∣∣ could be defined as
d
(
log
∣∣I+QHHH∣∣)=Tr((I+QHHH)−1d(Q)HHH), (8)
4based on which we would have
∂ log
∣∣I +QHHH∣∣
∂Q∗
=HHH
(
I +QHHH
)−1
. (9)
This however is wrong because in the above equation in
addition to Q being a Hermitian matrix, there exit some other
constraints to ensure that the resultant matrix is a Hermitian
matrix, e.g., the nonzero eigenvalues of Q and HHH having
the same eigenvectors (for the weighted power constraints, the
latter should be removed as it cannot be satisfied). The correct
logic is because log
∣∣I +QHHH∣∣ = log ∣∣I +HQHH∣∣ and
the differential of log
∣∣I +HQHH∣∣ is
d
(
log
∣∣I +HQHH∣∣) =Tr((I +HQHH)−1Hd(Q)HH),
(10)
based on which we have
∂ log
∣∣I +QHHH∣∣
∂Q∗
=HH
(
I +HQHH
)−1
H . (11)
In this formulation, it can be concluded that if Q is Hermitian,
the resulting matrix is definitely Hermitian.
B. The General Conclusion
The fundamental mathematical result of the transmission
covariance matrix optimization for MIMO systems is given in
the following theorem.
Theorem 1 Define a set of matrix equations as follows{
HHΠ−
1
2
(
I+Π−
1
2HQHHΠ−
1
2
)−K
Π
− 12H = µΦ−Ψ,
Q
1
2ΨQ
1
2 = 0 or Tr(ΨQ) = 0,
(12)
where H is a complex matrix with proper dimension, K can
be any positive integer, µ is a positive real scalar, Π and Φ
are positive definite matrices, while Q and Ψ are positive
semidefinite matrices. Then based on the following singular
value decomposition (SVD)
Π
− 12HΦ−
1
2 =UHΛHV
H
H with ΛH ց, (13)
the matrix Q satisfying the two equations in (12) has the
following water-filling structure
Q =Φ−
1
2
[
VH
]
:,1:N
(
µ−
1
K
[
ΛH
] 2
K
−2
1:N,1:N
− [ΛH]−21:N,1:N)+
× [VH]H:,1:NΦ− 12 , (14)
where N = Rank(H), and (B)+ means applying the opera-
tion (·)+ to every element of B.
Proof 1 By left and right multiplying the both sides of the
first equation in (12) with Q
1
2 and noting the second equation
in (12), we have
Q
1
2HHΠ−
1
2
(
I +Π−
1
2HQHHΠ−
1
2
)−K
Π
− 12HQ
1
2
= µQ
1
2ΦQ
1
2 . (15)
By defining the new matrix
A =Φ
1
2Q
1
2 , (16)
(15) can be rewritten as
AHΦ−
1
2HHΠ−
1
2
(
I+Π−
1
2HΦ−
1
2AAHΦ−
1
2HHΠ−
1
2
)−K
×Π− 12HΦ− 12A = µAHA. (17)
From the SVDs of A and Π−
1
2HΦ−
1
2A, (17) implies that
A and Π−
1
2HΦ−
1
2A have the same right SVD unitary
matrix. Based on this fact, it can be concluded that AHA
and AHΦ−
1
2HHΠ−1HΦ−
1
2A have the same eigen-matrix.
Therefore, the left SVD eigenvectors of A corresponding to its
nonzero singular values are also the right SVD eigenvectors
of Π−
1
2HΦ−
1
2 . It is worth noting that for the zero singular
values of A, the corresponding right eigenvectors can be
arbitrary as long as they are orthogonal to each other and
orthogonal to the ones corresponding to the nonzero singular
values. Therefore, without loss of optimality, we can assume
the following property.
Property 1 The left SVD unitary matrix of A is the right SVD
unitary matrix of Π−
1
2HΦ−
1
2 .
Based on the definition of A, the first equation in (12) is
equivalent to the following one
Φ
− 12HHΠ−
1
2
(
I +Π−
1
2HΦ−
1
2AAHΦ−
1
2HHΠ−
1
2
)−K
×Π− 12HΦ− 12 = µI −Φ− 12ΨΦ− 12 . (18)
Based on Property 1, it can be seen that the right SVD unitary
matrix ofΠ−
1
2HΦ−
1
2 is the unitary matrix for the eigenvalue
decomposition (EVD) of the lefthand side of (18). Because of
the equality in (18), the EVD unitary matrix of the lefthand
side of (18) is exactly the EVD unitary matrix of the righthand
side of (18). In other words, the following property holds.
Property 2 The right SVD unitary matrix of Π−
1
2HΦ−
1
2 is
the EVD unitary matrix of Φ−
1
2ΨΦ
− 12 .
With the following definitions
ai =σi(A), (19)
hi =σi
(
Π
− 12HΦ−
1
2
)
, (20)
ψi =λi
(
Φ
− 12ΨΦ
− 12
)
, (21)
and together with Properties 1 and 2, (18) becomes
h2i(
1 + a2ih
2
i
)K =µ− ψi, (22)
based on which a2i , ∀i, are derived as
a2i =
(
h2i
) 1
K
h2i
 1(
µ− ψi
) 1
K
− 1(
h2i
) 1
K
 . (23)
Moreover, because of Q
1
2ΨQ
1
2 = 0 and together with
the definition of A = Φ
1
2Q
1
2 , we can conclude that
AHΦ−
1
2ΨΦ
− 12A = 0, which implies
a2iψi =0, (24)
5based on Properties 1 and 2. Therefore, ψi in (23) can be
removed. The reason is as follows. With the inequalities µ > 0
and ψi ≥ 0 together with (24), it can be seen that for (23)
ψi = 0 when a
2
i > 0, (25)
ψi > 0 when a
2
i = 0, (26)
based on which we conclude that
ψi = 0 when a
2
i =
(h2i )
1
K
h2i
(
1
µ
1
K
− 1
(h2i )
1
K
)
> 0, (27)
ψi > 0 when a
2
i =
(h2i )
1
K
h2i
(
1
(µ−ψi) 1K
− 1
(h2i )
1
K
)
= 0. (28)
By combining (27) and (28) together, we have
a2i =
(h2i )
1
K
h2i
(
1
µ
1
K
− 1
(h2i )
1
K
)+
. (29)
Noting (19) to (21), we obtain (14).
Remark 1 When applying Theorem 1 to KKT-condition-based
transmission covariance matrix optimization for MIMO sys-
tems, Q corresponds to the covariance matrix to be optimized
and H is the channel matrix, while Φ is the power weighting
matrix, Π is the noise covariance matrix, and Ψ corresponds
to the Lagrange multipliers. It is worth emphasizing that
Theorem 1 is very general and independent of specific MIMO
system setups, including the objective functions, power con-
straints, signal models, and channel assumptions. Moreover,
in Theorem 1, the matrices Π and Φ are not restricted to be
constant but can be functions of Q.
C. Differences with Existing Works
As water-filling structures have been extensively studied, we
would like to discuss the main differences between our deriva-
tions and existing ones. To our best knowledge, the existing
derivation methods can be classified into two categories.
1) Comparison with the first existing category: The first
existing approach is based on matrix inequalities, e.g., [11],
[13], [36]. However, it is usually very difficult to guarantee that
the extreme values of the matrix inequalities can be achieved
due to the variations in the objectives or constraints of the
optimization problems [36]. For example, in Telatar’s paper
[11], the matrix inequality log
∣∣I +HQHH∣∣ ≤∑i log (1 +
λi(H
HH)λi(Q)
)
is used to derive the water-filling struc-
ture of the optimal solutions. If the sum power constraint
Tr(Q) ≤ P is replaced by [Q]i,i ≤ Pi, the equality cannot be
achieved [36]. In Section III, we will show that this problem
can be overcome by using our method presented in Theorem 1,
because in Theorem 1, Π and Φ can be functions of Q.
Thus, compared with the existing works [11], [13], [36], our
conclusion is more general.
2) Comparison with the second existing category: The
second category of existing water-filling structure derivations
is purely based on KKT conditions, which consists of two
phases. In the first phase, the argument is made that when the
product of two matricesΛ1Λ2 is a Hermitian matrix and Λ1 is
a diagonal matrix, then Λ2 is also a diagonal matrix. However,
if some diagonal elements of Λ1 are zeros, this claim does
not hold. To avoid this difficulty, in some existing works, it is
usually assumed that H is full rank [37]. Different from these
existing works, Theorem 1 does not rely on this argument and
we do no impose the full rank condition on H .
In the second phase of the existing KKT-condition-based
derivation methods [12], [31], the diagonalizable structure is
used to reduce the KKT conditions to some equations that
involve only diagonal matrices, and then to solve the optimal
covariance matrix from these equations. As the diagonal ele-
ments must be nonnegative, the operation (a)+ = max{a, 0}
is introduced. In Theorem 1, this operation appears in the
solution via rigorous mathematical derivation, which has clear
physical interpretation or insight in applications, e.g., the
transmission power cannot be negative. By contrast, some
existing derivations use the argument that (a)+ = max{a, 0}
comes from the fact that Q is positive semi-definite and
therefore the negative eigenvalues must be set to zero. This
argument may be incorrect in some applications. To see this,
let us consider a positive semidefinite matrix Φ. Generally,
Φ
− 12
[
VH
]
:,1:N
(
µ−
1
K
[
ΛH
] 2
K
−2
1:N,1:N
− [ΛH]−21:N,1:N)+
× [VH]H:,1:NΦ− 12
6=
(
Φ
− 12
[
VH
]
:,1:N
(
µ−
1
K
[
ΛH
] 2
K
−2
1:N,1:N
− [ΛH]−21:N,1:N)
× [VH]H:,1:NΦ− 12)+. (30)
The equality holds only when Φ ∝ I.
Moreover, in some existing works, Q is replaced by FFH
in the derivation and F is a tall matrix instead of a square
one. Then the following KKT condition is achieved
HHΠ−
1
2
(
I+Π−
1
2HFFHHHΠ−
1
2
)−1
Π
− 12HF = µΦF .
(31)
In this case, as revealed in [36], due to the turning-off effect,
the water-filling structure cannot be achieved. To clarify this, a
brief discussion is given as follows. First, (31) is not equivalent
to the following equation
HHΠ−
1
2
(
I+Π−
1
2HFFHHHΠ−
1
2
)−1
Π
− 12H=µΦ, (32)
as the right inverse of F may not exist. Also (31) is clearly
not equivalent to (12). As discussed in [36], any eigen-channel
can be turned off (allocated zero power) and (31) can still be
satisfied. This fact is referred to as the ‘turning-off effect’, and
because of it, Theorem 1 cannot be achieved based on (31).
3) Summary of our derivation: Based on the KKT condi-
tions, which are the necessary conditions of optimality for the
corresponding optimization problem, Theorem 1 reveals that
all the solutions of Q satisfying the two mathematical equa-
tions in (12) have the structure given by (14). The fundamental
conclusion in Theorem 1 has the following properties:
• It does not depend on the considered optimization prob-
lem being convex.
6• It is related to the two equations in (12), which compose
a partial set of the KKT conditions, instead of the full
set.
• It is applicable when the involved parameters are con-
stants or functions of the optimization variable.
• It provides a common structure of the solutions that
satisfy the KKT conditions.
In the following four sections, we use Theorem 1 to
derive the optimal water-filling structures for the transmission
covariance matrices of MIMO systems with different objective
functions, power constraints, and CSI assumptions. A diagram
is provided in Fig. 1 to show the organization of these
different MIMO scenarios, their interconnections, and our
new contributions. Generally, we investigate three kinds of
MIMO systems: SU MIMO systems, MU MIMO systems, and
network MIMO systems. More specifically, for SU MIMO sys-
tems, we investigate the capacity maximization and MSE min-
imization with multiple weighted power constraints and under
perfect CSI. In addition, we find the optimal structures for
the corresponding optimization problems under the imperfect
CSI with Kronecker structured channel errors. For MU MIMO
systems, both uplink and downlink are considered for capacity
maximization with multiple weighted power constraints under
both perfect CSI and imperfect CSI. Based on Theorem 1, the
optimal structures of the transmission covariance matrices are
derived. Finally, general MIMO networks are investigated, in
which multiple nodes communicate with multiple destinations
with arbitrary network topologies and under imperfect CSI.
From Theorem 1, the structures of the optimal transmission
covariance matrices are derived, which can lead to low-
complexity suboptimal solutions that can work as a benchmark
algorithm for many complicated MIMO systems.
Remark 2 Taking the transmission covariance matrices as
optimization variables is a widely adopted approach for
MIMO optimizations [40]–[42]. For MSE minimization, when
a linear precoding matrix is adopted at the source, there
may exist a constraint on the rank of the covariance matrix
when the number of data streams is smaller than that of the
transmit antennas. Unfortunately, this constraint is nonconvex,
and rank-relaxation is often needed in solving the associated
optimization. On the other hand, for capacity maximization,
there is no rank constraint. This is because for MIMO capacity
maximization, the number of data streams should also be
optimized and is not given a priori. Moreover, from the
information theory viewpoint, orthogonality between different
data steams can also be realized via certain coding strategies
in addition to the spatial multiplexing provided by the antennas
[41]. In such cases, the rank constraints imposed by antenna
arrays do not exist.
III. TRANSMISSION COVARIANCE MATRIX OPTIMIZATION
FOR SU MIMO SYSTEMS UNDER PERFECT CSI
For SU MIMO systems of one source and one destination,
both equipped with multiple antennas, the signal model is
expressed by
y =Hs+ n, (33)
where y is the received signal vector, s is the transmitted
signal vector whose covariance matrix is Q = E
{
ssH
}
, H is
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Fig. 1. Summary diagram of the MIMO design problems studied in this paper.
7the channel matrix, and n is the additive noise vector at the
destination with the covariance matrix Rn = E
{
nnH
}
.
This section applies Theorem 1 to the transmission co-
variance matrix optimization for SU MIMO systems under
perfect CSI with the weighted sum power constraint and
the multiple weighted power constraints, respectively. Both
capacity maximization and MSE minimization are considered.
The reason to investigate this ‘simple’ transmission covariance
matrix optimization is two-fold. First, the optimal solutions for
the related problems have been derived using other approaches
in the existing literature. Thus these cases can be used for
verification of our derivations using Theorem 1. Second, the
results of these simple cases and their comparison with their
counterparts for more complicated systems can help reveal the
physical meanings and insights of the proposed solutions.
A. Single Weighted Sum Power Constraint
For MIMO systems, when the channel statistics for different
antennas are similar, the sum power constraint is a useful
power model for transceiver optimization [20]. Weighted sum
power constraint is a generalization of the sum power con-
straint, modeled as Tr(WQ) ≤ P , where P is the maximum
transmit power and W is the weight matrix, which must be
positive definite. IfW has a zero eigenvalue, there is no power
constraint at the corresponding direction, which is impractical.
The capacity maximization problem under the weighted sum
power constraint is formulated as follows
P1 : min
Q
− log ∣∣I +R−1n HQHH∣∣ ,
s.t. Tr(WQ) ≤ P, Q  0. (34)
The full set of KKT conditions for P1 (34) are given by
HHR
− 12
n
(
I+R
− 12
n HQH
HR
− 12
n
)−1
R
− 12
n H
= µW−Ψ,
µ ≥ 0, µ(Tr(WQ)− P ) = 0, Tr(QΨ) = 0,
Ψ  0, Tr(WQ) ≤ P, Q  0,
(35)
where µ is the Lagrangian multiplier associated with the
constraint Tr(WQ) ≤ P and the positive semi-definite matrix
Ψ is the Lagrangian multiplier corresponding to the constraint
Q  0. Based on Theorem 1 together with the replacements
Π = Rn and Φ = W , we have the following conclusion.
Conclusion 1 The optimal transmission covariance matrix for
P1 has the following water-filling structure
Q=W−
1
2
[
VH
]
:,1:N
(
µ−1I−[ΛH]−21:N,1:N)+[VH]H:,1:NW− 12,
(36)
where the unitary matrix VH is defined by the SVD
R
− 12
n HW
− 12 =UHΛHV
H
H with ΛH ց . (37)
Computation of µ: It is well-known that µ in Conclusion 1
can be computed based on
Tr(WQ) =P. (38)
This is obviously a standard water-level computation for the
water-filling solution of MIMO capacity maximization. It can
be computed both analytically or numerically [13].
Similarly, the MSE minimization problem is formulated as
P2 : min
Q
Tr
((
I +R−1n HQH
H
)−1)
,
s.t. Tr(WQ) ≤ P, Q  0.
(39)
The full KKT conditions of P2 (39) are given by
HHR
− 12
n
(
I+R
− 12
n HQH
HR
− 12
n
)−2
R
− 12
n H
=µW−Ψ,
µ ≥ 0, µ(Tr(WQ)− P ) = 0, Tr(QΨ) = 0,
Ψ  0, Tr(WQ) ≤ P, Q  0.
(40)
Again based on Theorem 1 with the replacements Π = Rn
and Φ = W , the following conclusion holds.
Conclusion 2 The optimal transmission covariance matrix for
P2 satisfies the following water-filling structure
Q =W−
1
2
[
VH
]
:,1:N
(
µ−
1
2
[
ΛH
]−1
1:N,1:N
− [ΛH]−21:N,1:N)+
× [VH]H:,1:NW− 12 . (41)
Computation of µ: Similarly, µ in Conclusion 2 can also
be computed based on (38) analytically or numerically [13],
which is a standard water-level computation for the water-
filling solution for MIMO sum MSE minimization.
For the capacity maximization problem P1 and the MSE
minimization problem P2 for SU MIMO systems with per-
fect CSI and a weighted sum power constraint, the optimal
solutions have been derived in the literature [11], [12]. But
our proposed method is different in the following two as-
pects. First, we solve the two optimizations using the same
framework and case-by-case studies are avoided. Second, the
proposed proofs are simpler and more rigorous. More specif-
ically, the derivations in [11] require two steps, i.e., deriving
the diagonalizable structure based on matrix inequality and
deriving water-filling solution based on KKT conditions. By
contrast, our work needs only one step, namely, from the KKT
conditions to directly derive the optimal solutions. As pointed
out in [36], the work in [12] suffers from the turning-off effect,
while our work successfully resolves this problem.
B. Multiple Weighted Power Constraints
As each antenna in an antenna array has its own amplifier,
the per-antenna power constraints are more practical than the
sum power constraint. We consider the multiple weighted
power constraints, which include the case of per-antenna
power constraints as a special case. The generic multiple
weighted power constraints take the following form
Tr(ΩiQ) ≤ Pi, 1 ≤ i ≤ I, (42)
where Pi is the ith power constraint with the positive semi-
definite matrix Ωi as the corresponding weight matrix. When
Ωi = bib
H
i , where bi is the vector whose ith element is one
and all the other elements are zeros, we have Tr(ΩiQ) =
bHi Qbi. In this case, the ith power constraint in (42) becomes
a per-antenna power constraint for the ith antenna.
8The capacity maximization for SU MIMO systems under
multiple weighted power constraints is formulated as
P3 : min
Q
− log ∣∣I +R−1n HQHH∣∣,
s.t. Tr(ΩiQ) ≤ Pi, 1 ≤ i ≤ I, Q  0.
(43)
The corresponding full KKT conditions are
HHR
− 12
n
(
I +R
− 12
n HQH
HR
− 12
n
)−1
R
− 12
n H
=
∑I
i=1 µiΩi −Ψ,
µi ≥ 0, µi
(
Tr(ΩiQ)− Pi
)
= 0, Tr(ΩiQ) ≤ Pi,
1 ≤ i ≤ I, Tr(QΨ) = 0, Ψ  0, Q  0,
(44)
where µi is the Lagrangian multiplier for the constraint
Tr(ΩiQ) ≤ Pi. Based on Theorem 1 and introducing an
auxiliary variable µ, together with the replacement Π = Rn,
we have the following conclusion for P3.
Conclusion 3 The optimal transmission covariance matrix for
P3 has the following water-filling structure
Q=Φ−
1
2
[
VH
]
:,1:N
(
µ−1I−[ΛH]−21:N,1:N)+[VH]H:,1:NΦ− 12 ,
(45)
where Φ is defined by
Φ =
∑I
i=1
µ˜iΩi, (46)
with
µ˜i =
µi
µ
, (47)
and the unitary matrix VH is defined by the following SVD
R
− 12
n HΦ
− 12 =UHΛHV
H
H with ΛH ց . (48)
Computation of µ and µi, ∀i: It is worth noting that based
on Theorem 1, in Conclusion 3, we can choose µ = 1 and the
remaining task becomes how to compute µi, ∀i, using numer-
ical methods, such as subgradient methods. More specifically,
to make the formulation consistent with its counterpart under
the sum power constraint, µ is introduced, which makes sure
Tr
(∑I
i=1
µ˜iΩiQ
)
=
∑I
i=1
Pi. (49)
When µ˜i are given, the solution of µ is unique. For this
formulation, therefore, the remaining task is to search for
µ˜i instead of µi, which can be solved by using subgradient
algorithm. Thus, the benefit of introducing µ is threefold.
• First, it reveals that the multiple weighted constraints are
equivalent to a single weighted constraint with proper
weights µ˜i. This can be verified by simply comparing
the optimal solutions of P1 and P3.
• Second, in the process of searching for µ˜i, Q can be
restricted in a reasonable region, because (49) always
holds for the proposed formula. Hence, this formula can
simplify the choice of initial µ˜i.
• The artful usage of µ can facilitate optimal solution
derivations in some more difficult cases, e.g., the case
under multiple weighted power constraints and imperfect
CSI. In other cases, when it is unnecessary to compute
µ, such as for P3, we can directly set µ = 1.
For water-filling solutions, the Lagrangian multipliers are
computed iteratively or numerically. The solution given by
Conclusion 3, however, can be taken as a closed-form solution.
The MSE minimization problem under multiple weighted
power constraints on the other hand is formulated as
P4 : min
Q
Tr
((
I +R−1n HQH
H
)−1)
,
s.t. Tr(ΩiQ) ≤ Pi, 1 ≤ i ≤ I, Q  0.
(50)
After tedious but straightforward derivations, the correspond-
ing full KKT conditions can be obtained as follows
HHR
− 12
n
(
I +R
− 12
n HQH
HR
− 12
n
)−2
R
− 12
n H
=
∑I
i=1 µiΩi −Ψ,
µi ≥ 0, µi
(
Tr(ΩiQ)− Pi
)
= 0, Tr(ΩiQ) ≤ Pi,
1 ≤ i ≤ I, Tr(QΨ) = 0, Ψ  0, Q  0,
(51)
By following exactly the same procedure as that for the
capacity maximization, the optimal solution for P4 is solved by
Theorem 1 and the following conclusion is obtained. Similar to
the capacity maximization, the solution given in Conclusion 4
is also a closed-form.
Conclusion 4 The optimal transmission covariance matrix for
P4 has the following water-filling structure
Q =Φ−
1
2
[
VH
]
:,1:N
(
µ−
1
2
[
ΛH
]−1
1:N,1:N
− [ΛH]−21:N,1:N)+
× [VH]H:,1:NΦ− 12 , (52)
where Φ is given by (46) and VH is defined in (48).
Computation of µ and µi, ∀i: The scalar µ can be computed
based on the equality (49). When µ˜i are given, the solution
of µ is unique. For the formulation in Conclusion 4, the
remaining task is also to search for µ˜i instead of µi, which
can be solved by using subgradient algorithms.
For P3 and P4, our distinct contribution is three-fold. First,
although P3 has been studied in [37], our proposed method is
simpler and it overcomes the turning-off effect. Furthermore,
we do not require that the channel matrix must be column or
row full rank. Second, for P4, no solution has been discovered
before. Based on our proposed framework, the optimal solution
structure is derived for this problem. Third, our work reveals
that the effect of multiple weighted constraints are in nature
equivalent to a weighted power constraint by comparing the
solutions for P3 and P4 with those for P1 and P2. Again, like
P1 and P2, the optimal solutions given in Conclusions 3 and
4 are in closed-form.
IV. TRANSMISSION COVARIANCE MATRIX OPTIMIZATION
FOR SU MIMO SYSTEMS UNDER IMPERFECT CSI
In practice, it is unrealistic to assume perfect CSI, as CSI
must be estimated via training process. The limited training
length and the ubiquitous noise together with the time varying
nature of wireless channels make channel estimation error in-
evitable [29]. By taking channel estimation error into account,
the CSI can usually be modeled as [29], [31]:
H =Ĥ +∆H with ∆H = R
1
2
RHWR
1
2
T. (53)
9In this model, Ĥ is the estimated channel matrix, ∆H is
the CSI error, RR and RT are the corresponding receive and
transmit spatial correlation matrices, respectively, while HW
is a random matrix whose elements are independently and
identically distributed (i.i.d.) random variables following the
complex Gaussian distribution CN (0, 1).
A. Total Power Constraint with Imperfect CSI
1) Capacity maximization: With the CSI error (53) and
the white noise i.e., Rn = σ
2
nI, the capacity maximization
problem under a total power constraint is formulated as
P5 : min
Q
− log
∣∣∣I +K−1n ĤQĤH∣∣∣ ,
s.t. Tr(Q) ≤ P, Q  0,
(54)
where the equivalent noise covariance matrix Kn is given by
Kn =σ
2
nI +Tr(RTQ)RR, (55)
and P is the total power constraint.
Based on the following matrix derivative equation
∂log
∣∣I+K−1n ĤQĤH∣∣
∂Q∗
=
∂log
∣∣Kn+ĤQĤH∣∣
∂Q∗
− ∂log|Kn|
∂Q∗
= ĤH
(
Kn + ĤQĤ
H
)−1
Ĥ − Tr (K−1n RR)RT
+Tr
((
Kn + ĤQĤ
H
)−1
RR
)
RT, (56)
the full KKT conditions of P5 can be derived as follows
ĤHK
− 12
n
(
I+K
−12
n ĤQĤ
HK
− 12
n
)−1
K
− 12
n Ĥ=µI
+Tr
((
K−1n −
(
Kn+ĤQĤ
H
)−1)
RR
)
RT−Ψ,
µ ≥ 0, µ (Tr(Q)− P ) = 0, Tr(QΨ) = 0,
Ψ  0, Tr(Q) ≤ P, Q  0.
(57)
Using Theorem 1, the following conclusion for the optimal
solution of P5 can be obtained.
Conclusion 5 The optimal transmission covariance matrix for
P5 has the following water-filling structure
Q=Φ−
1
2
[
VH
]
:,1:N
(
µ−1I−[ΛH]−21:N,1:N)+[VH]H:,1:NΦ− 12,
(58)
where Φ is given by
Φ=I+
1
µ
Tr
((
K−1n −
(
Kn+ĤQĤ
H
)−1)
RR
)
RT, (59)
and the unitary matrix VH is defined by the SVD
K
− 12
n ĤΦ
− 12 = UHΛHV
H
H with ΛH ց . (60)
In Conclusion 5, the optimization variable Q appears in the
both sides of the equality (58). Hence, although the optimal
structure is derived, it is not in a closed-form. Next, two special
cases are considered: 1) P5.1: the transmit antennas have no
spatial correlation, and 2) P5.2: the receive antennas have
no spatial correlation. In these two special cases, the optimal
solutions can be derived in closed-forms.
P5.1: RT ∝ I. It can be shown that Φ ∝ I, and Kn of (55)
becomes
Kn =σ
2
nI + rbTr(Q)RR = σ
2
nI + rb P RR. (61)
Consequently, Conclusion 5 can be greatly simplified.
Conclusion 5.1 When RT = rbI, the optimal solution of P5
can be simplified as
Q =
[
VH
]
:,1:N
(
µ˜−1I − [ΛH]−21:N,1:N)+[VH]H:,1:N , (62)
where the unitary matrix VH is defined by the following SVD
K
− 12
n Ĥ =UHΛHV
H
H with ΛH ց . (63)
Computation of µ˜: The real parameter µ˜ can be computed
based on the equality
Tr(Q) =P. (64)
It can be seen that the computation of µ˜ is a standard water-
level computation of the water-filling solution for MIMO
capacity maximization. In other words, µ˜ in Conclusion 5.1
can be computed analytically or numerically [13].
Here, we would like to highlight that based on Conclusion 5,
µ˜ in Conclusion 5.1 actually equals to
µ˜=µ
(
1+
rb
µ
Tr
((
K−1n −
(
Kn+ĤQĤ
H
)−1)
RR
))
. (65)
It might appear that µ˜ is a function of Q and thus there
might exist some constraint in computing µ˜. However this
is actually not true. Because of the existence of the variable
µ, for the computed Q and µ˜, it is always possible to find
a µ to make sure that the above equation holds. Note that
substituting Q into (65), it can be proved that the solved µ is
always positive. As a result, µ˜ in Conclusion 5.1 can be taken
as an unconstrained variable. In a nutshell, the solution given
by Conclusion 5.1 is a closed-form solution.
P5.2: When RR = raI, the following equation holds
Kn =
(
σ2n + raTr(QRT)
)︸ ︷︷ ︸
,kn
I. (66)
Based on the definition of kn, we have the following two
equivalent equations
Tr(Q) = P ↔ 1
kn
Tr
((
σ2nI + ra P RT
)
Q
)
= P. (67)
Then by defining
Q˜ =
1
kn
Q, (68)
the first KKT condition can be rewritten as
ĤH
(
I + ĤQ˜ĤH
)−1
Ĥ = µ knI
+ raTr
(
ĤH
(
I+ĤQ˜ĤH
)−1
ĤQ˜
)
RT−knΨ. (69)
When Q˜ has been computed, to derive Q based on (68), kn
should be computed. This is straightforward as Tr(Q) = P .
Based on (68), it is obvious that
kn =
Tr(Q)
Tr(Q˜)
=
P
Tr(Q˜)
. (70)
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Right multiplying Q˜ and taking trace operation on the both
sides of (69), we have
Tr
(
ĤH
(
I + ĤQ˜ĤH
)−1
ĤQ˜
)
= µ knTr
(
Q˜
)
+ raTr
(
ĤH
(
I+ĤQ˜ĤH
)−1
ĤQ˜
)
Tr
(
RTQ˜
)
, (71)
based on which the following equalities are obtained
Tr
(
ĤH
(
I + ĤQ˜ĤH
)−1
ĤQ˜
)
=
µknTr
(
Q˜
)
1− raTr
(
RTQ˜
)
=
µknTr(Q)
kn − raTr(RTQ) =
µknP
σ2n
. (72)
From (72), the first KKT condition (69) becomes
ĤH
(
I+ĤQ˜Ĥ
)−1
Ĥ =
µkn
σ2n
(
σ2nI+raPRT
)−knΨ. (73)
Therefore, based on Theorem 1 and defining
µ˜ =
µkn
σ2n
, (74)
Φ =σ2nI + raP RT, (75)
we have
Q˜=Φ−
1
2
[
VH
]
:,1:N
(
µ˜−1I−[ΛH]−21:N,1:N)+[VH]H:,1:NΦ− 12 ,
(76)
in which the unitary matrix VH is defined by the SVD
ĤΦ−
1
2 =UHΛHV
H
H with ΛH ց . (77)
Based on the water-filling structure of (76) together with (70),
we arrive at the following conclusion.
Conclusion 5.2 When RR = raI, the optimal solution of P5
can be simplified as
Q =
P
Tr
(
Q˜
)Q˜. (78)
Computation of µ˜: The real scalar µ˜ in Conclusion 5.2 can be
computed using the following equality which is derived based
on (67)
Tr
(
ΦQ˜
)
=P. (79)
It can be seen that the computation of µ˜ is a standard
water-filling computation for MIMO capacity maximization.
Therefore, µ˜ can be computed analytically or numerically [13].
Based on Conclusion 5, µ˜ in Conclusion 5.2 equals to
µ˜ =
kn
σ2n
µ. (80)
For any computed µ˜ and Q or kn (as kn is a function of Q),
it is always possible to compute a µ to ensure that the above
equality hold. This means that µ˜ can be directly solved based
on (79) without any additional constraint. Hence, the solution
given in Conclusion 5.2 is a closed-form solution.
2) MSE minimization: The MSE minimization problem can
similarly be formulated in the following form
P6 : min
Q
Tr
((
I +K−1n ĤQĤ
H
)−1)
,
s.t. Tr(Q) ≤ P, Q  0,
(81)
where Kn is given in (55). Based on the following matrix
derivative equality
∂Tr
((
I +K−1n ĤQ˜Ĥ
)−1)
∂Q∗
=
− ĤHK− 12n
(
I +K
− 12
n ĤQĤ
HK
− 12
n
)−2
K
− 12
n Ĥ
+Tr
(
K−1n ĤQ
1
2
(
I +Q
1
2 ĤHK−1n ĤQ
1
2
)−2
×Q 12 ĤHK−1n RR
)
RT, (82)
the full KKT conditions of P6 can be derived to be
ĤHK
− 12
n
(
I+K
− 12
n ĤQĤ
HK
− 12
n
)−2
K
− 12
n Ĥ=µI
+Tr
(
K−1n ĤQ
1
2
(
I +Q
1
2 ĤHK−1n ĤQ
1
2
)−2
×Q 12 ĤHK−1n RR
)
RT −Ψ,
µ ≥ 0, µ(Tr(Q)− P ) = 0, Tr(QΨ) = 0,
Ψ  0, Tr(Q) ≤ P, Q  0.
(83)
Based on Theorem 1, we have the following conclusion.
Conclusion 6 The optimal transmission covariance matrix for
P6 has the following water-filling structure
Q =Φ−
1
2
[
VH
]
:,1:N
(
µ−
1
2
[
ΛH
]−1
1:N,1:N
− [ΛH]−21:N,1:N)+
× [VH]H:,1:NΦ− 12 , (84)
where Φ is given by
Φ =I +
1
µ
Tr
(
K−1n ĤQ
1
2
(
I +Q
1
2 ĤHK−1n ĤQ
1
2
)−2
×Q 12 ĤHK−1n RR
)
RT, (85)
and the unitary matrix VH is defined by the SVD
K
− 12
n ĤΦ
− 12 =UHΛHV
H
H with ΛH ց . (86)
The solution given by Conclusion 6 is not in closed-form.
Similarly, two special cases are considered: 1) P6.1: the
transmit antennas have no spatial correlation, and 2) P6.2:
the receive antennas have no spatial correlation.
P6.1: For RT ∝ I, we have the following simplified
solution.
Conclusion 6.1 When RT = rbI, the optimal solution of P6
has the following water-filling structure
Q=
[
VH
]
:,1:N
(
µ˜−1
[
ΛH
]−1
1:N,1:N
−[ΛH]−21:N,1:N)+[VH]H:,1:N ,
(87)
where the unitary matrix VH is defined in (63).
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Computation of µ˜: The real scalar µ˜ can be computed based
on (64). Obviously, this is a standard water-level computation
for MIMO sum MSE minimization. In other words, µ˜ can be
computed analytically or numerically [13].
P6.2: For RR = raI, with the definition (68), the first KKT
condition can be reformulated as
ĤH
(
I+ĤQ˜ĤH
)−2
Ĥ=
µkn
σ2n
(
σ2nI+raPRT
)−knΨ. (88)
Based on Theorem 1 and recalling the definitions µ˜ (74) and
Φ (75), we have
Q˜ =Φ−
1
2
[
VH
]
:,1:N
(
µ˜−
1
2
[
ΛH
]−1
1:N,1:N
− [ΛH]−21:N,1:N)+
× [VH]H:,1:NΦ− 12 , (89)
where the unitary matrix VH is specified by (77). Together
with (70), we arrive at the following conclusion.
Conclusion 6.2WhenRR = raI, the optimalQ of P6 satisfies
the following structure
Q =
P
Tr
(
Q˜
)Q˜. (90)
Computation of µ˜: The real scalar µ˜ can be computed based
on (79). By substituting Q˜ of (89) into the equality (79), it can
readily be seen that the computation of µ˜ is a standard water-
level computation for the water-filling computation of MIMO
sum MSE minimization. Therefore, µ˜ in Conclusion 6.2 can
be computed analytically or numerically [13].
The solutions given in Conclusions 5.1, 5.2, 6.1 and 6.2
are all in closed-forms, while the general solutions given
by Conclusions 5 and 6 can be computed using iterative
algorithms, such as fixed point algorithms. Some similar
optimization problems have also been discussed in the existing
literature [30]–[32]. Compared to Ding and Blostein’s works
[31], [32], our derivations are much simpler and provide a uni-
fied framework optimization for both capacity maximization
and MSE minimization. As discussed in [36], the methods
in [31], [32] suffer from the turning-off effect, while the
proposed framework does not have this problem. It is also
worth highlighting that our previous work [30] cannot cover
the general conclusions given by Conclusions 5 and 6.
3) Suboptimal solutions for P5 and P6: As mentioned
previously, the solutions given by Conclusions 5 and 6 are not
closed-form solutions. There exist two approaches to compute
the solutions of P5 and P6.
3.1) In the first approach, we simply replace RT by
λmax(RT)I or replace RR by λmax(RR)I in P5 and P6.
Then Conclusions 5.1, 5.2, 6.1 and 6.2 become applicable
with the closed-form solutions. These closed-form solutions
are clearly suboptimal for P5 and P6.
3.2) On the other hand, a fixed point approach can be used
to compute the solutions of P5 and P6. From Conclusions 5
and 6, it can be seen that the main difficulty in computing the
solutions of P5 and P6 come from the following three scalar
terms in Φ and Kn, defined respectively as α, β and γ:
α =Tr
(
RTQ
)
, (91)
β =Tr
((
K−1n −
(
Kn + ĤQĤ
H
)−1)
RR
)
, (92)
γ =Tr
(
K−1n ĤQ
1
2
(
I +Q
1
2 ĤHK−1n ĤQ
1
2
)−2
×Q 12 ĤHK−1n RR
)
. (93)
For a fixed point approach, an iterative algorithm can be used
to compute the solutions in Conclusions 5 and 6. Specifically,
in the each iteration, the value of Q obtained in the previous
iteration is used in computing α, β and γ. The simulation
results show that this approach enjoys good performance. This
is because when the channel estimation error is small, the
values of α, β and γ also become small, and they do not
affect the matrices Φ and Kn much.
The above fixed point approach has some known weak-
nesses, e.g., the rigorous convergence proof is lacking. An
alternative is to use its non-iterative approximation. It is worth
noting that Kn is the equivalent noise covariance matrix, and
α and β reflect the penalty of channel estimation error on the
objective function. Therefore, using their upper bounds are
preferred. Since α = Tr
(
RTQ
) ≤ λmax(RT)P , α can be
replaced by the following upper bound
αmax =λmax
(
RT
)
P. (94)
For given α, Kn becomes a constant. For any given Kn, an
upper bound of β is
βmax =Tr
(
K−1n RR
)
. (95)
Furthermore, for γ, its upper bound is
γmax =
1
4
Tr
(
K−1n RR
)
. (96)
B. Multiple Weighted Power Constraints with imperfect CSI
To our best knowledge, the transmission covariance matrix
optimizations for MIMO systems under multiple weighted
power constraints and imperfect CSI have not been derived
in the existing open literature.
1) Capacity maximization: The capacity maximization
problem can be formulated as follows
P7 : min
Q
− log
∣∣∣I +K−1n ĤQĤH∣∣∣,
s.t. Tr(ΩiQ) ≤ Pi, 1 ≤ i ≤ I, Q  0,
(97)
where Kn is defined in (55). The corresponding full KKT
conditions are given by
ĤHK
− 12
n
(
I+K
− 12
n ĤQĤ
HK
− 12
n
)−1
K
− 12
n Ĥ=
I∑
i=1
µiΩi
+Tr
((
K−1n −
(
Kn+ĤQĤ
H
)−1)
RR
)
RT −Ψ,
µi ≥ 0, µi(Tr(ΩiQ)− Pi) = 0, Tr(ΩiQ) ≤ Pi,
1 ≤ i ≤ I, Tr(QΨ) = 0, Ψ  0, Q  0.
(98)
Based on Theorem 1, after introducing an auxiliary variable
µ, which ensures that the following equality holds
Tr
(
I∑
i=1
µi
µ
ΩiQ
)
=
I∑
i=1
µi
µ
Pi =
I∑
i=1
Pi, (99)
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the following conclusion is obtained.
Conclusion 7 The optimal transmission covariance matrix for
P7 has the following water-filling structure
Q=Φ−
1
2
[
VH
]
:,1:N
(
µ−1I−[ΛH]−21:N,1:N)+[VH]H:,1:NΦ− 12,
(100)
where
Φ=
I∑
i=1
µi
µ
Ωi+
1
µ
((
K−1n −
(
Kn+ĤQĤ
H
)−1)
RR
)
RT,
(101)
and the unitary matrix VH is defined by the SVD
K
− 12
n ĤΦ
− 12 =UHΛHV
H
H with ΛH ց . (102)
For the special case of RR = raI, the first KKT condition
in (98) can be rewritten as
ĤHK
− 12
n
(
I +K
− 12
n ĤQĤ
HK
− 12
n
)−1
K
− 12
n Ĥ =
I∑
i=1
µiΩi
+ raTr
((
K
− 12
n −
(
Kn+ĤQĤ
H
)−1))
RT−Ψ. (103)
It can be shown that the following two equalities are equivalent
Tr
(
I∑
i=1
µiΩiQ
)
=
I∑
i=1
µiPi, (104)
1
kn
Tr
((
σ2n
I∑
i=1
µiΩi + ra
I∑
i=1
µiPiRT
)
Q
)
=
I∑
i=1
µiPi,
(105)
where
kn =σ
2
n + raTr
(
RTQ
)
. (106)
Noting the definition Q˜ of (68), the first KKT condition in
(98) becomes
ĤH
(
I + ĤQ˜ĤH
)−1
Ĥ =
I∑
i=1
knµiΩi
+raTr
((
I−
(
I+ĤQ˜ĤH
)−1))
RT−knΨ=
I∑
i=1
knµiΩi
+raTr
(
ĤH
(
I+ĤQ˜ĤH
)−1
ĤQ˜
)
RT−knΨ. (107)
Similar to (72), based on (107), we can prove that
Tr
(
ĤH
(
I + ĤQ˜ĤH
)−1
ĤQ˜
)
=
knTr
(∑I
i=1 µiΩiQ˜
)
1− raTr
(
RTQ˜
)
=
knTr
(∑I
i=1 µiΩiQ
)
kn − raTr
(
RTQ
) = kn∑Ii=1 µiPi
σ2n
. (108)
Therefore, the first KKT condition in (98) can be rewritten as
ĤH
(
I + ĤQ˜ĤH
)−1
Ĥ =
∑I
i=1
knµiΩi
+
rakn
∑I
i=1 µiPi
σ2n
RT − knΨ, (109)
based on which and using Theorem 1, we have
Q˜=Φ−
1
2
[
VH
]
:,1:N
(
µ˜−1I−[ΛH]−21:N,1:N)+[VH]H:,1:NΦ− 12 ,
(110)
where
µ˜ =
knµ
σ2n
, (111)
Φ =σ2n
∑I
i=1
µ˜iΩi + ra
∑I
i=1
µ˜iPiRT, (112)
µ˜i =
µi
µ
, (113)
and the unitary matrix VH is defined by the SVD
ĤΦ−
1
2 = UHΛHV
H
H with ΛH ց . (114)
Noting Q˜ = 1
kn
Q, we have
kn =
Tr
(∑I
i=1 µiΩiQ
)
Tr
(∑I
i=1 µiΩiQ˜
) = ∑Ii=1 µiPi
Tr
(∑I
i=1 µiΩiQ˜
)
=
∑I
i=1 µ˜iPi
Tr
(∑I
i=1 µ˜iΩiQ˜
) = ∑Ii=1 Pi
Tr
(∑I
i=1 µ˜iΩiQ˜
) , (115)
where the last equality is due to (99). Based on (106), (110)
and (115), the following conclusion is obtained.
Conclusion 7.1 When RR = raI, the optimal Q for P7 has
the following structure
Q =
∑I
i=1 Pi
Tr
(∑I
i=1 µ˜iΩiQ˜
)Q˜. (116)
Computation of µ˜ and µ˜i, ∀i: The scalar µ˜ ensures that the
following equality holds
Tr
(
ΦQ˜
)
=
∑I
i=1
Pi. (117)
Substituting Conclusion 7.1 into the above equation, it is
obvious that computation of µ˜ is a standard water-level
computation of the water-filling solution for MIMO capacity
maximization. The scalars µ˜i can be computed by using
subgradient methods.
2) MSE minimization: The MSE minimization problem for
SU MIMO systems under multiple weighted power constraints
and imperfect CSI can be written in the following form [30]
P8 : min
Q
Tr
((
I +K−1n ĤQĤ
H
)−1)
,
s.t. Tr(ΩiQ) ≤ Pi, 1 ≤ i ≤ I, Q  0,
(118)
with Kn defined in (55). The full KKT conditions of P8 are
ĤHK
− 12
n
(
I+K
− 12
n ĤQĤ
HK
− 12
n
)−2
K
− 12
n Ĥ=
I∑
i=1
µiΩi
+Tr
(
K−1n ĤQ
1
2
(
I +Q
1
2 ĤHK−1n ĤQ
1
2
)−2
×Q 12 ĤHK−1n RR
)
RT −Ψ,
µi ≥ 0, µi(Tr(ΩiQ)− Pi) = 0, Tr(ΩiQ) ≤ Pi,
1 ≤ i ≤ I, Tr(QΨ) = 0, Ψ  0, Q  0.
(119)
13
Based on Theorem 1 and introducing an auxiliary variable µ,
the following conclusion is obtained.
Conclusion 8 The optimal transmission covariance matrix of
P8 has the following structure
Q =Φ−
1
2
[
VH
]
:,1:N
(
µ−
1
2
[
ΛH
]−1
1:N,1:N
− [ΛH]−21:N,1:N)+
× [VH]H:,1:NΦ− 12 , (120)
where Φ is given by
Φ=
I∑
i=1
µi
µ
Ωi+
1
µ
Tr
(
K−1n ĤQ
1
2
(
I+Q
1
2 ĤHK−1n ĤQ
1
2
)−2
×Q 12 ĤHK−1n RR
)
RT, (121)
and the unitary matrix VH is defined by the SVD
K
− 12
n ĤΦ
− 12 =UHΛHV
H
H with ΛH ց . (122)
For the special case of RR = raI, the first KKT condition
can be written as
ĤHK
− 12
n
(
I +K
− 12
n ĤQĤ
HK
− 12
n
)−2
K
− 12
n Ĥ =
I∑
i=1
µiΩi
+ raTr
(
K−1n ĤQ
1
2
(
I +Q
1
2 ĤHK−1n ĤQ
1
2
)−2
×Q 12 ĤHK−1n
)
RT −Ψ. (123)
Based on (109), (123) can be rewritten as
ĤH
(
I + ĤQ˜ĤH
)−2
Ĥ
= µ˜
(
I∑
i=1
σ2nµ˜iΩi +
( I∑
i=1
µ˜iPi
)
raRT
)
− knΨ, (124)
where µ˜ and µ˜i are defined in (111) and (113), respectively.
Based on Theorem 1, we have the following conclusion.
Conclusion 8.1WhenRR = raI, the optimalQ of P8 satisfies
the following structure
Q =
∑I
i=1 Pi
Tr
(∑I
i=1 µ˜iΩiQ˜
)Q˜, (125)
with
Q˜ =Φ−
1
2
[
VH
]
:,1:N
(
µ˜−
1
2
[
ΛH
]−1
1:N,1:N
− [ΛH]−21:N,1:N)+
× [VH]H:,1:NΦ− 12 , (126)
where Φ and VH are defined in (112) and (114), respectively.
Computation of µ˜ and µ˜i, ∀i: The scalar µ˜ makes sure
that the equality (117) holds. Substituting Conclusion 8.1 into
(117), it is obvious that computation of µ˜ is a standard water-
level computation of the water-filling solution for MIMO sum
MSE minimization. Thus µ˜ can be computed effectively. The
scalars µ˜i can be computed by using subgradient methods.
The capacity maximization P7 and MSE minimization P8
for SU MIMO systems under imperfect CSI and multiple
weighted power constraints, to our best knowledge, have not
been derived in the existing open literature. The structures of
the optimal solutions for P7 and P8, given in Conclusions 7
and 8, are in complicated forms and iterative schemes, such
as fixed point algorithm are needed to compute the optimal
solutions. In the special case with only transmit antenna cor-
relation, the optimal solutions of P7 and P8 can be derived in
closed-form as given in Conclusions 7.1 and 8.1, respectively.
3) Suboptimal solutions for P7 and P8: In general, the
water-filling structures for the optimal covariance matrices for
SU MIMO systems under multiple weighted power constraints
and imperfect CSI, derived in Conclusions 7 and 8, are not
closed-form solutions. Similarly, there are two approaches for
computing the solutions of P7 and P8.
3.1) Some approximation is used to achieve closed-form
solution. Specifically, by replacing RR with λmax(RR)I, the
closed-form solutions of Conclusions 7.1 and 8.1 become ap-
plicable, which offer good approximate closed-form solutions
to P7 and P8, respectively.
3.2) Fixed point methods can be used to compute the
solutions of P7 and P8. To compute Φ and Kn, the three
scalar terms, α, β and γ, are needed, which are defined in
(91) to (93). From (91) to (93), it can be seen that α, β and
γ all depend on Q. When using a fixed point algorithm to
compute the solutions in Conclusions 7 and 8, in the each
iteration, the value of Q obtained in the previous iteration is
used to calculate the current α, β and γ.
Although the simulation results show that this iterative
algorithm enjoys good performance, it suffers from some well-
known drawbacks, e.g., convergence may be slow. Again,
an alternative is to use its non-iterative approximation by
replacing α, β and γ with their respective upper bounds αmax,
βmax and γmax, given in (94) to (96).
V. TRANSMISSION COVARIANCE MATRIX OPTIMIZATION
FOR MU MIMO UNDER MULTIPLE WEIGHTED POWER
CONSTRAINTS
In the MU MIMO system investigated, K multi-antenna
aided users communicate with the multi-antenna aided base
station (BS). The channel between the kth user and the BS
is denoted by Hk and the kth user’s transmission covariance
matrix is denoted by Qk, for 1 ≤ k ≤ K . Multiple weighted
power constraints are considered with Ωk,i being the weight-
ing matrix for the ith power constraint of the kth user and
Pk,i being the corresponding power limit, for 1 ≤ i ≤ Ik.
A. MU MIMO Uplink
1) Perfect CSI: For the uplink where the users send data
to the BS, the capacity maximization problem under multiple
weighted power constraints and perfect CSI is formulated as
P9 : min{
Qk
}K
k=1
− log
∣∣∣∣I +R−1n K∑
k=1
(
HkQkH
H
k
)∣∣∣∣ ,
s.t. Tr
(
Ωk,iQk
) ≤ Pk,i, 1 ≤ i ≤ Ik,
Qk  0, 1 ≤ k ≤ K.
(127)
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The full KKT conditions of P9 are
HHk
(
Rn +
∑
j 6=k
HjQjH
H
j +HkQkH
H
k
)−1
Hk
=
Ik∑
i=1
µk,iΩk,i −Ψk, 1 ≤ k ≤ K,
µk,i ≥ 0, µk,i(Tr(Ωk,iQk)− Pk,i) = 0,
Tr(Ωk,iQk) ≤ Pk,i, 1 ≤ i ≤ Ik,
Tr(QkΨk) = 0, Ψk  0, Qk  0, 1 ≤ k ≤ K,
(128)
where Ψk is the Lagrangian multiplier corresponding to the
constraint Qk  0. By using Theorem 1 and defining
µ˜k,i =
µk,i
µk
(129)
the following conclusion is obtained.
Conclusion 9 The optimal transmission covariance matrices
for P9 have the following water-filling structure
Qk =Φ
− 12
k
[
VHk
]
:,1:N
(
µ−1k I −
[
ΛHk
]−2
1:N,1:N
)+
× [VHk]H:,1:NΦ− 12k , 1 ≤ k ≤ K, (130)
where Φk is defined as
Φk =
Ik∑
i=1
µ˜k,iΩk,i, (131)
and the unitary matrix VHk is defined by the following SVD
Π
− 12
k HkΦ
− 12
k =UHkΛHkV
H
Hk
with ΛHk ց, (132)
in which
Πk =Rn +
∑
j 6=k
HjQjH
H
j . (133)
Computation of µk and µ˜k,i, ∀k, i: The scalars µk can be
computed based on the following equality
Tr
(
Ik∑
i=1
µ˜k,iΩk,iQk
)
=
Ik∑
i=1
Pk,i, 1 ≤ k ≤ K. (134)
Hence the computation of µk is a standard water-level compu-
tation for iterative water-filling solution [19]. In addition, µ˜k,i
can be effectively computed using subgradient algorithm.
2) Imperfect CSI: For MU MIMO systems with imperfect
CSI, the following channel model is adopted
Hk = Ĥk +∆Hk with ∆Hk = R
1
2
R,kHW,kR
1
2
T,k, (135)
for 1 ≤ k ≤ K , where similar to the previous notations in (53),
∆Hk represents the CSI error for the channel matrix between
the kth user and the BS, RR,k is the BS receive correlation
matrix related to user k,RT,k is the transmit correlation matrix
of user k, andHW,k is a randommatrix whose entries are i.i.d.
Gaussian variables with the distribution CN (0, 1).
The capacity maximization problem under multiple
weighted power constraints, imperfect CSI and white noise,
i.e., Rn = σ
2
nI, can be formulated as follows
P10 : min{
Qk
}K
k=1
− log
∣∣∣∣I +K−1k K∑
k=1
(
ĤkQkĤ
H
k
)∣∣∣∣,
s.t. Tr (Ωk,iQk) ≤ Pk,i, 1 ≤ i ≤ Ik,
Qk  0, 1 ≤ k ≤ K,
(136)
where
Kk =σ
2
nI +
K∑
k=1
Tr
(
QkRT,k
)
RR,k. (137)
By defining the following positive semi-definite matrices
Σk =Kk +
∑
j 6=k
ĤjQjĤ
H
j , 1 ≤ k ≤ K, (138)
the full KKT conditions of P10 are listed as follows
ĤHk
(
Σk + ĤkQkĤ
H
k
)−1
Ĥ =
∑Ik
i=1 µk,iΩk,i
+Tr
((
Σ
−1
k
(
Σk+ĤkQkĤ
H
k
)−1)
RR,k
)
RT,k
−Ψk, 1 ≤ k ≤ K,
µk,i ≥ 0, µk,i(Tr(Ωk,iQ)− Pk,i) = 0,
Tr(Ωk,iQk) ≤ Pk,i, 1 ≤ i ≤ Ik,
Tr(QkΨk) = 0, Qk  0, Ψk  0, 1 ≤ k ≤ K,
(139)
where Ψk is the Lagrangian multiplier related to Qk  0.
Based on Theorem 1, we have the following conclusion.
Conclusion 10 The optimal transmission covariance matrices
for P10 have the following structure
Qk =Φ
− 12
k
[
VHk
]
:,1:N
(
µ−1k I −
[
ΛHk
]−2
1:N,1:N
)+
× [VHk]H:,1:NΦ− 12k , 1 ≤ k ≤ K, (140)
where Φk is given by
Φk =
Ik∑
i=1
µk,i
µk
Ωk,i
+
1
µk
Tr
((
Σ
−1
k −
(
Σk+ĤkQkĤ
H
k
)−1)
RR,k
)
RT,k,
(141)
and the unitary matrix VH is defined by the SVD
Π
− 12
k ĤkΦ
− 12
k =UHkΛHkV
H
Hk
with ΛH ց, (142)
in which
Πk=σ
2
nI+
K∑
k=1
Tr
(
QkRT,k
)
RR,k+
∑
j 6=k
ĤjQjĤ
H
j . (143)
When only a sum power constraint for each user is consid-
ered and there is no spatial correlation at the transmit antennas,
Conclusion 10 can be simplified as follows.
Conclusion 10.1 When Ik = 1, Ωk,1 = I and RT,k = rbkI,
the optimal solution for P10 has the following structure
Qk =
[
VHk
]
:,1:N
(
µ−1k I −
[
ΛHk
]−2
1:N,1:N
)+ [
VHk
]H
:,1:N
,
1 ≤ k ≤ K, (144)
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where the unitary matrix VHk is defined by the SVD
Π
− 12
k Ĥk =UHkΛHkV
H
Hk
with ΛHk ց, (145)
and
Πk =σ
2
nI +
K∑
k=1
PkrbkRR,k +
∑
j 6=k
ĤjQjĤ
H
j . (146)
Computation of µk, ∀k: In Conclusion 10.1, the scalar µk
can be computed based on the following equality
Tr (Qk) =Pk,1. (147)
In this case, the computation of µk is a standard iterative water-
filling solution [27].
3) Suboptimal solutions for P10: For the general case, the
solution given by Conclusion 10 is not in closed-form. From
Conclusion 10, it can be seen that the following scalar terms,
α =
K∑
k=1
Tr
(
QkRT,k
)
, (148)
βk=Tr
((
Σ
−1
k −
(
Σk+ĤkQkĤ
H
k
)−1)
RR,k
)
, 1 ≤ k ≤ K,
(149)
are required to computeΦk andKk. Clearly, α and βk depend
on Qk, 1 ≤ k ≤ K . When using an iterative algorithm
to suboptimally compute the solutions of Conclusion 10,
therefore, in each iteration, we can use the values of Qk,
1 ≤ k ≤ K , obtained in the previous iteration, to calculate
α and βk. The simulation results show that this iterative
algorithm enjoys a good performance.
To avoid the possible slow convergence difficulty, an alter-
native is to adopt its non-iterative approximation. Specifically,
we use the maximum of α, denoted as αmax, which is the
solution of the following optimization
max
∑K
k=1 Tr
(
QkRT,k
)
,
s.t. Tr
(
Ωk,iQk
) ≤ Pk,i, 1 ≤ i ≤ Ik, 1 ≤ k ≤ K. (150)
Note that given α, Σk is a constant, and thus we can replace
βk with its corresponding maximum, which is given by
βk,max =Tr
(
Σ
−1
k RR,k
)
. (151)
B. MU MIMO Downlink
1) Perfect CSI: In downlink, the BS sends the user-related
information to all the K users. For the perfect CSI case and
under multiple weighted power constraints, the transmission
covariance matrices optimization problem for the sum-capacity
maximization is formulated as
P11 : min{
Qk
}K
k=1
K∑
k=1
− log ∣∣I +Σ−1k HkQkHHk ∣∣ ,
s.t. Tr
(
Ωi
∑K
k=1 Qk
)
≤ Pi, 1 ≤ i ≤ I,
Qk  0, 1 ≤ k ≤ K,
(152)
where Ωi is the ith constraint’s weighting matrix and Pi is
the corresponding power limit, while
Σk =Rnk +Hk
∑
j 6=k
QjH
H
k , (153)
and Rnk is the noise covariance matrix at user k. The full
KKT conditions of P11 are
HHk
(
Σk +HkQkH
H
k
)−1
Hk =
I∑
i=1
µiΩi +
∑
j 6=k
HHj
×
(
Σ
−1
j −
(
Σj+HjQjH
H
j
)−1)
Hj−Ψk, 1 ≤ k ≤ K,
µi ≥ 0, µi
(
Tr
(
Ωi
∑K
k=1 Qk
)
− Pi
)
= 0,
Tr
(
Ωi
∑K
k=1 Qk
)
≤ Pi, 1 ≤ i ≤ I,
Tr(QkΨk) = 0,Ψk  0,Qk  0, 1 ≤ k ≤ K,
(154)
where Ψk is the Lagrangian multiplier related to Qk  0.
Based on Theorem 1 and introducing auxiliary variables µ˜k
for 1 ≤ k ≤ K , the following conclusion is obtained.
Conclusion 11 The optimal transmission covariance matrices
for P11 satisfy the following structure
Qk =Φ
− 12
k
[
VHk
]
:,1:N
(
µ˜−1k I −
[
ΛHk ]
−2
1:N,1:N
)+
× [VHk]H:,1:NΦ− 12k , 1 ≤ k ≤ K, (155)
where
Φk =
I∑
i=1
µi
µ˜k
Ωi +
1
µ˜k
∑
j 6=k
HHj
×
(
Σ
−1
j −
(
Σj +HjQjH
H
j
)−1)
Hj, (156)
and the unitary matrix VHk is defined by the following SVD
Σ
− 12
k HkΦ
− 12
k =UHkΛHkV
H
Hk
with ΛHk ց . (157)
Computation of µi, ∀i: In the MU MIMO downlink com-
munications under multiple weighted power constraint and
perfect CSI, the computation of Qk is performed in an
iterative manner. The auxiliary variable µ˜k in (155) and (156)
cancels output each other and, therefore, there is no need to
compute it. The remaining variables µi, ∀i, are computed using
subgradient algorithms.
2) Imperfect CSI: When the CSI error is present, a similar
model to (135) is adopted. But in this case, the BS has the
single transmit correlation matrix RT and the kth user’s re-
ceive correlation matrix is denoted by RR,k. Further assuming
the white noises at the users’ receivers, i.e., Rnk = σ
2
nk
I,
the sum-capacity maximization problem can be written in the
following form
P12 : min{
Qk
}K
k−1
K∑
k=1
− log
∣∣∣I +Σ−1k ĤkQkĤHk ∣∣∣ ,
s.t. Tr
(
Ωi
∑K
k=1 Qk
)
≤ Pi, 1 ≤ i ≤ I,
Qk  0, 1 ≤ k ≤ K,
(158)
where
Σk=σ
2
nk
I+Tr
(
K∑
k=1
QkRT
)
RR,k+Ĥk
∑
j 6=k
QjĤ
H
k . (159)
16
The full KKT conditions of P12 are derived as
ĤHk
(
Σk + ĤkQkĤ
H
k
)−1
Ĥk =
I∑
i=1
µiΩi
+
K∑
k=1
Tr
((
Σ
−1
k −
(
Σk + ĤkQkĤ
H
k
)−1)
RR,k
)
RT
+
∑
j 6=k
ĤHj
(
Σ
−1
j −
(
Σj + ĤjQjĤ
H
j
)−1)
Ĥj −Ψk,
µi ≥ 0, µi
(
Tr
(
Ωi
K∑
k=1
Qk
)
− Pi
)
= 0,
Tr
(
Ωi
K∑
k=1
Qk
)
≤ Pi, 1 ≤ i ≤ I,
Tr
(
QkΨk
)
= 0, Ψk  0, Qk  0, 1 ≤ k ≤ K.
(160)
Based on Theorem 1, the following conclusion is obtained.
Conclusion 12 The optimal transmission covariance matrices
for P12 satisfies the following structure
Qk =Φ
− 12
k
[
VHk
]
:,1:N
(
µ˜−1k I −
[
ΛHk
]−2
1:N,1:N
)+
× [VHk]H:,1:NΦ− 12k , 1 ≤ k ≤ K, (161)
where Φk is defined by
Φk =
I∑
i=1
µi
µ˜k
Ωi
+
1
µ˜k
K∑
k=1
Tr
((
Σ
−1
k −
(
Σk+ĤkQkĤ
H
k
)−1
RR,k
)
RT
+
1
µ˜k
∑
j 6=k
ĤHj
(
Σ
−1
j −
(
Σj+ĤjQjĤ
H
j
)−1)
Ĥj , (162)
and the unitary matrix VHk is defined by the SVD
Σ
− 12
k ĤkΦ
− 12
k =UHkΛHkV
H
Hk
with ΛHk ց . (163)
3) Suboptimal Solution for P12: In the general case, the
solution given by Conclusion 12 is not in closed-form, and
thus fixed point methods must be used to numerically compute
the solution from the complicated solution form given in
Conclusion 12. From Conclusion 12, it can be seen that the
main difficulty comes from the following two scalar terms in
Σk and Φk, denoted as α and β, respectively,
α =Tr
(
K∑
k=1
QkRT
)
, (164)
β =
K∑
k=1
Tr
((
Σ
−1
k −
(
Σk+ĤkQkĤ
H
k
)−1)
RR,k
)
, (165)
which depends on Qk, ∀k. An iterative algorithm can be used
to compute the solution of Conclusion 12. Specifically, in
each iteration the values of Qk, ∀k, obtained in the previous
iteration are used to calculate α and β. The simulation results
show that this algorithm enjoys a good performance.
Alternatively, a non-iterative approximation can be adopted.
Note that the maximum of α, αmax, is the solution of the
following optimization
max Tr
(
K∑
k=1
QkRT
)
,
s.t. Tr
(
Ωi
K∑
k=1
Qk
)
≤ Pi, 1 ≤ i ≤ I.
(166)
For given α, Σk becomes a constant. For any given Σk, the
maximum of β is
βmax =
K∑
k=1
Tr
(
Σ
−1
k RR,k
)
. (167)
By using αmax and βmax to replace α and β, we readily obtain
a suboptimal solution of P12.
Remark 3 The optimization problems P9 and P11 were stud-
ied in [24] and [27], respectively. But our proposed method is
more straightforward and furthermore it avoids the turning-off
effect. The optimization problems P10 and P12 have not been
found in the existing open literature.
Based on our results, it can be discovered that multiple
weighted power constraints have the same impact as CSI
errors in MU MIMO uplink. It is also revealed that in the
special case of MU MIMO uplink with the sum power con-
straint and only the receive antenna correlation, the optimal
solution is in closed-form as given in Conclusion 10.1. The
general solutions given in Conclusions 9 to 12 require iterative
numerical algorithms to solve them.
For MU MIMO optimizations, the sum-MSE minimization
is not considered in this work because: 1) the structure of
the optimal solution for MU-MIMO uplink cannot be derived
directly based on its KKT conditions, and 2) the optimization
solution has different structure from that for the capacity
maximization. Naturally, the sum-MSE minimization problem
can be handled via numerical convex optimization methods,
such as semi-definite programming (SDP), second order cone
programming (SOCP), etc. [43]. But such solutions provide
little insights and are not closely related to the main theme
of this paper. Interested readers are referred to [43] and the
references therein.
VI. TRANSMISSION COVARIANCE MATRIX OPTIMIZATION
FOR MIMO NETWORKS
In our MIMO network, multiple sources communicate with
multiple destinations and every node is equipped with multiple
antennas. Each source node can send distinct information to
several destinations simultaneously, and every destination can
receive distinct signals from several sources. To formulate
the transmission covariance matrix optimization for this very
general MIMO network, we use the links between the sources
and the destinations as basic elements in the system model-
ing. Because wireless communications are discussed, for any
source node and destination node, there always exists a link.
For each channel link there is at most one desired signal. When
the destination of the link does not want to communicate with
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the source of the link, the signal transmitted by the source of
the link becomes the interference to the destination through
the link. Moreover, CSI error has to be taken into account.
The network links’ parameters are first defined. Denote the
index set of destination nodes by D and the index set of source
nodes by S, respectively. Moreover, the index set of links is
denoted by L. Let ψD,r be the link set whose destination node
is node r. In other words, a desired signal to node r exists on
each link of ψD,r. The symbol v(l) represents the index for
the desired signal vector on link l, whose covariance matrix
is denoted as Qv(l). If there is no desired signal, v(l) = null
and Qnull = 0. The symbol ψl denotes the index set for all
the signal transmitted in the lth link and ξs is the index set of
all the signal transmitted from the sth source. Note that if the
sth node is the source node of the lth link, ψl = ξs. A signal
on a given link cannot be both desired signal and interference
simultaneously. Similar to the channel models of the previous
sections, for the lth link, the channel matrix is given by
Hl =Ĥl +R
1
2
R,lHW,lR
1
2
T,l, (168)
where Ĥl is the estimated channel matrix and R
1
2
R,lHW,lR
1
2
T,l
is the corresponding channel estimation error. Also again the
elements of HW,l are i.i.d. Gaussian distributed, obeying
CN (0, 1), the positive definite matrices RR,l and RT,l are
the receive and transmit correlation matrices, respectively.
A. Capacity Maximization for MIMO Network
The capacity maximization for the MIMO network with
imperfect CSI and under multiple weighted power constraints
can be formulated as
P13 : max
{Qi,i∈ξs,∀s∈S}
∑
∀r∈D
log
∣∣∣∣∣I+Σ−1r ∑l∈ψD,r
(
ĤlQv(l)Ĥ
H
l
)∣∣∣∣∣,
s.t. Tr
(
Ωs,m
∑
i∈ξs
Qi
)
≤ Ps,m, 1 ≤ m ≤ Is, ∀s ∈ S,
Qi  0, ∀i ∈ ξs, ∀s ∈ S,
(169)
where Ωl,m is the mth weighting matrix of the source node
of link l and Pl,m is the corresponding power threshold, while
Σr =Rnr +
∑
i∈ψD,r
Ĥi ∑
j∈ψi,j 6=v(i)
QjĤ
H
i

+
∑
i∈ψD,r
Tr
∑
j∈ψi
QjRT,i
RR,i, (170)
and Rnr is the noise covariance matrix of the link with
destination node r. In this optimization problem, the covari-
ance matrix of the desired signal vector on each link is the
optimization variable.
The corresponding KKT conditions for the covariance ma-
trices of the desired signals on links l, where l ∈ ψD,r,
∀r ∈ D, are given in (171). In (171), D(l) and S(l) denote
the destination node and source node of link l, respectively.
Based on these definitions, we have r = D(l) in the KKT
conditions (171), and the link set piv(l) consists of the links
on which the v(l)-th signal vector (whose covariance matrix
is Qv(l)) is transmitted. For the optimization of
{
Qv(l)
}
, the
following conclusion can be obtained based on Theorem 1.
Conclusion 13 The optimal transmission covariance matrices{
Qv(l)
}
of P13 have the following structure
Qv(l) =Φ
− 12
l
[
VHl
]
:,1:N
(
µ−1l I −
[
ΛHl
]−2
1:N,1:N
)+
× [VHl]H:,1:NΦ− 12l , (172)
where Φl is defined as
Φl=
1
µl
IS(l)∑
m=1
µS(l),mΩS(l),m+
1
µl
∑
i∈piv(l),m=D(i)
Tr
(
Σ
−1
m −
(
Σm
+
∑
j∈ψD,m̂
HjQv(j)Ĥ
H
j
)−1
RR,i
)
RT,i +
∑
i∈piv(l),i6=l,m=D(i)̂
HHi
×
(
Σ
−1
m −
(
Σm+
∑
j∈ψD,m̂
HjQv(j)Ĥ
H
j
)−1)
Ĥi−Ψl, (173)
and the unitary matrix VHl is defined by the following SVD
Π
− 12
l ĤlΦ
− 12
l =UHlΛHlV
H
Hl
with ΛHl ց, (174)
in which
Πl =Σl +
∑
i∈ψD,r,i6=l
ĤiQv(i)Ĥ
H
i . (175)
Due to the nonconvex nature of the covariance matrix
optimization for MIMO networks, the solution given by Con-
clusion 13 is not a closed-form solution. In fact, even for the
special case with perfect CSI, this solution is not a closed-
form solution either. Therefore, the solution of Conclusion 13
has to be computed using some numerical algorithms such
as fixed point algorithms. Comparing the solutions of P13
and P1, we discover that despite the complicated relationships
ĤHl
(
Σr+
∑
i∈ψD,r̂
HiQv(i)Ĥ
H
i
)−1
Ĥl=
IS(l)∑
m=1
µS(l),mΩS(l),m+
∑
i∈piv(l),m=D(i)
Tr
((
Σ
−1
m −
(
Σm+
∑
j∈ψD,m̂
HjQv(j)Ĥ
H
j
)−1)
RR,i
)
RT,i
+
∑
i∈piv(l),i6=l,m=D(i)
ĤHi
(
Σ
−1
m −
(
Σm +
∑
j∈ψD,m
ĤjQv(j)Ĥ
H
j
)−1)
Ĥi −Ψl,
µS(l),m ≥ 0, µS(l),m
(
Tr
(
ΩS(l),m
∑
i∈ξS(l)
Qi
)
− PS(l),m
)
= 0, Tr
(
ΩS(l),m
∑
i∈ξS(l)
Qi
)
≤ PS(l),m, 1 ≤ m ≤ IS(l),
Tr
(
Qv(l)Ψl
)
= 0, Ψl  0, Qv(l)  0,
(171)
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between the covariance matrices at different nodes in P13, the
roles of the covariance matrices and the correlation matrices
of channel errors are very simple. Specifically, some involved
matrix variables work just as parts of the equivalent noise
covariance matrix, but the others contribute to the weights on
transmit covariance matrices.
B. Suboptimal Solutions for P13
From Conclusion 13, it can be seen that the main difficulty
in computing the solution of P13 comes from the following
scalar terms inΣr andΦl, denoted as αr and βl,i, respectively,
αr =
∑
i∈ψD,r
Tr
(∑
j∈ψi
QjRT,i
)
RR,i, (176)
βl,i = Tr
(
Σ
−1
m −
(
Σm+
∑
j∈ψD,m
(
ĤjQv(j)Ĥ
H
j
))−1
RR,i
)
,
i ∈ piv(l),m = D(i). (177)
By using the fixed point algorithm, an iterative algorithm can
be adopted to compute the solutions of Conclusion 13. Specif-
ically, in each iteration, Qj in αr and βl,i can be replaced by
their values in the previous iteration. The simulation results
show that this approach enjoys good performance, but this
method suffers from some drawbacks, including the need to
select good initial Qj and potentially slow convergence.
Alternatively, an non-iterative approximation can be em-
ployed. Note that the maximum of αr is the solution of the
following optimization
max
∑
i∈ψD,r
Tr
( ∑
j∈ψi
QjRT,i
)
RR,i,
s.t. Tr
(
Ωs,m
∑
i∈ξs
Qi
)
≤ Ps,m, 1 ≤ m ≤ Is,
s = S(i), ∀i ∈ ψD,r.
(178)
Given the solution of (178), αmax,r, Σl becomes a constant.
For any given Σl, an upper bound of βl,i is
βmax,l,i =Tr
(
Σ
−1
m RR,i
)
, i ∈ piv(l),m = D(i). (179)
A suboptimal solution of Conclusion 13 can readily be ob-
tained by substituting αr and βl,i with αmax,r and βmax,l,i
The optimization problem P13 is formulated according to
network links where the channel estimation errors are taken
into account. This formulation is much clearer than the work
presented in [28]. Moreover, Theorem 1 is readily applicable
to P13. To our best knowledge, the transmission covariance
matrix optimization for MIMO networks with imperfect CSI is
regarding as an open problem in the existing literature. Similar
to the weighted minimum-mean-squared-error (WMMSE) al-
gorithm [44], which is an iterative optimization algorithm, our
proposed solution also has a very wide range of applications,
and can be used as a benchmark algorithm for the transceiver
optimization for many complicated MIMO systems.
Remark 4 Centralized optimization requires full CSI at the
processing center. For networks consisting of a large number
of nodes, timely CSI sharing among all nodes is very challeng-
ing and may even be impractical. Thus distributed optimization
algorithms are preferred, which require local or limited CSI
only. Nowadays, great efforts have been devoted to distributed
designs. The key challenge in distributed designs is how to
decompose the overall optimization problem into a series of
low-complexity subproblems to be handled at different nodes
with limited information sharing among these subproblems. A
common practice is to scrutinize the centralized optimization
problem or its solution structure to find a viable decompo-
sition. In our work, the structures of the optimal solutions
for many MIMO design problems are derived, which may
facilitate distributed algorithm designs. But as this paper is
on the centralized MIMO designs based on KKT conditions,
distributed algorithms are beyond the scope of this paper.
VII. SUMMARIES
In this section, we summarize this paper, by clarifying our
distinct contributions for each of the problems considered in
previous sections and explaining the connections among these
problems. First of all, the major contribution of this paper is
the proposal of a unified framework to derive the optimal struc-
ture of the transmission covariance matrix/matrices based on
the KKT conditions. Since the KKT conditions are necessary
conditions for the optimal solutions, the structure derived from
the KKT conditions must hold at the optimal solutions, i.e.,
the optimal solutions must have the structure derived from
the KKT conditions. This is applicable to convex optimiza-
tion problems and nonconvex ones alike. In the following,
our specific contributions of the aforementioned optimization
problems are recapped.
For the capacity maximization problem P1 and the MSE
minimization problem P2 for SU MIMO systems with perfect
CSI and a weighted sum power constraint, the optimal solu-
tions have been derived in the literature [11], [12]. But our
proposed method is different in the following three aspects.
First, we solve these two different optimization problems using
the same framework and case-by-case studies are avoided.
Second, the proposed proofs are simpler and more rigorous. In
particular, the derivations in [11] take two steps – deriving the
diagonalizable structure based on matrix inequality and then
deriving water-filling solution based on KKT conditions. By
comparison, our work only requires one straightforward step
to derive the optimal solutions from the KKT conditions. As
pointed out in [36], the work of [12] suffers from the turning-
off effect, while our work successfully resolve this problem.
Thirdly, the optimal solutions given in Conclusions 1 and 2
are both in closed-form.
For the capacity maximization problem P3 and the MSE
minimization problem P4 for SU MIMO systems under perfect
CSI and multiple weighted power constraints, our distinct con-
tribution is also three-fold. First, although P3 has been studied
in [37], our proposed method is simpler, and it overcomes the
turning-off effect as well as removes the restriction that the
channel matrix must be column or row full rank. Second, for
P4, no solution has been discovered before. Based on our
proposed unified framework, the optimal solution structure
is derived for this problem for the first time. Third, our
work reveals that the effect of multiple weighted constraints
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are naturally equivalent to a weighted power constraint by
comparing the solutions for P3 and P4 with those for P1 and
P2. Again, the optimal solutions given in Conclusions 3 and
4 are both in closed-form.
For the capacity maximization P5 and the MSE minimiza-
tion P6 for SU MIMO systems with imperfect CSI under a
sum power constraint, there exist some studies in the literature
[29]–[32] but they are for the special cases with only transmit
correlation or receive correlation. This work considers the
general cases with both transmit and receive correlation for the
both problems, where the structures of the optimal solutions
are derived in Conclusions 5 and 6, respectively. The solutions
of Conclusions 5 and 6 are entirely new and they are not found
in the existing literature. It should be noted that that both P5
and P6 are nonconvex and, therefore, the KKT conditions are
only necessary conditions for the optimality. For the special
cases with only transmit correlation or receive correlation,
our derived optimal solutions are in closed-form as given by
Conclusions 5.1, 5.2, 6.1, and 6.2. Compared with our previous
work [29], the derivation in this paper is largely different and
considerably simpler. Compared with the works [31], [32], our
results do not suffer from the turning-off effect.
The more complicated capacity maximization P7 and MSE
minimization P8 for MU MIMO systems under imperfect
CSI and multiple weighted power constraints, to our best
knowledge, are largely open problems in the existing literature.
The structures of the optimal solutions for P7 and P8 given in
Conclusions 7 and 8 are entirely new. Due to the complicated
nature of these two problems, the results are not in closed-
form, and iterative schemes such as fixed point algorithm
are required to compute the solutions. However, we discover
that in the special case with only transmit correlation, the
optimal solutions can be derived in closed-form as given in
Conclusions 7.1 and 8.1. These cases have important practical
significance as they are transformable to the MIMO training
design problems [31].
For MU MIMO systems, P9 and P11 define the sum-
capacity maximization problems under perfect CSI and with
multiple weighted power constraints for the uplink and the
downlink, respectively. Their counterparts with imperfect CSI
are presented in P10 and P12. Based on the proposed unified
framework, the optimal solution structures are derived for
these problems and given in Conclusions 9 to 12. As men-
tioned in Remark 3, the problems P9 and P11 were studied in
[24] and [27], respectively. But our proposed method is more
straightforward and furthermore it avoids the turning-off effect.
The problems P10 and P12 have not been found in the existing
open literature. The general solutions given in Conclusions 9
to 12 require iterative numerical algorithms to solve them.
By examining the results, it can be discovered that multiple
weighted power constraints have the same impact as CSI errors
in MU MIMO uplink. It is also revealed that in the special
case of MU MIMO uplink with sum power constraint and
only receive correlation, the optimal solution can be derived
in closed-form as given in Conclusion 10.1.
Finally, the general MIMO network is investigated in which
there are multiple communication links and on each link there
are multiple sources communicate with multiple destinations.
The capacity maximization problem under imperfect CSI is
presented in P13, which is regarded as an open problem in
the existing literature. The optimal structure for the solution
of P13 is given in Conclusion 13, and it can be solved
iteratively. Although the MIMO network topology considered
is very complicated and general, with the aid of our unified
framework given in Theorem 1, we are able to provide the
optimal structure of the solution for P13 in a simple and clear
derivation. Our result shows the impacts of different system
components and can facilitate the transceiver optimization for
general MIMO networks.
VIII. NUMERICAL RESULTS
The importance of the water-filling structure in transmission
covariance matrix design is demonstrated by numerical results.
Two representative designs are chosen. All the results are ob-
tained by averaging over 500 independent channel realizations.
A. Simulation Results on MU MIMO Uplink
We consider the MU-MIMO uplink, where two users each
with 4 antennas communicate with the BS equipped with
8 antennas. The signal-to-noise ratio (SNR) of the kth user
is defined as Pk/σ
2
n, where Pk is the sum transmit power
across all the transmit antennas of user k and σ2n is the noise
power at each receive antenna of the BS. Without loss of
generality, in our simulation, the same SNR value is used for
the both users, i.e., P1/σ
2
n = P2/σ
2
n = P/σ
2
n. Per-antenna
power constraint is considered for each user, where the power
limit for the four antennas are set to 1.6, 1.2, 0.8 and 0.4,
respectively. In general, the power ratios between different
antennas can be arbitrarily chosen. Here we set the power
limits to be significantly different so that the difference from
the case with a sum power constraint is sufficiently large. The
widely used Kronecker correlation model is adopted, i.e., the
(i, j)-th elements of RR and RT,k are given respectively by[
RR
]
i,j
= r
|i−j|
r and
[
RT,k
]
i,j
= r
|i−j|
tk
. Note that in uplink,
the receive antenna correlation matrix RR is the same for
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Fig. 2. Performance comparisons between the proposed iterative solution and
the solution computed by the CVX for MU MIMO uplink.
20
different users. In the simulation, we also set rt1 and rt2
to the same value of rt. For this MU MIMO uplink with
the perfect CSI, the capacity maximization under per-antenna
power constraint belongs to the case of P9, and the optimal
transmission covariance matrices can be obtained using an
iterative procedure based on Conclusion 9. Traditionally, this
capacity maximization maximization is solved using numerical
algorithms, such as the CVX package [45]. In Fig. 2, the
sum-capacity of the proposed solution is compared with that
of the solution obtained using the CVX. As expected, both
solutions achieve the same optimal performance. Our proposed
iterative solution has the additional advantages that it is more
straightforward and much simpler.
B. Simulation Results on MIMO Networks
A MIMO network with four nodes, including two sources
and two destinations, is considered. All the nodes are equipped
with 4 antennas. Both source nodes communicate with both
destinations. At each source node, the per-antenna power con-
straints are set to 2×1.6, 2×1.2, 2×0.8 and 2×0.4 (Since each
source simultaneously communicates with two destinations,
the power limit is doubled). The estimated channel matrix
is generated according to Ĥk = R
1
2
R,kĤW,kR
1
2
T,k [30]. As
discussed in [30], this model represents some practical channel
estimators, and it is equivalent to the channel model (168).
Specifically, the elements of ĤW,k and HW,k are i.i.d. Gaus-
sian random variables. The variance of every element ofHW,k
is set to σ2e and that of ĤW,k is 1 − σ2e . Thus, the elements
of Hk all have unit variance. The capacity maximization for
MIMO networks with imperfect CSI is presented in P13 and
the optimal solution is provided in Conclusion 13. Naturally,
our solution is equally applicable to the perfect CSI case by
setting the channel error to zero, i.e., σ2e = 0.
In Fig. 3, the sum-capacity achieved by our proposed
solution is shown for the case of perfect CSI, where two
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Fig. 3. Performance comparison between the proposed solution, the fixed
diagonal solution, and the WMMSE solution for MIMO network with perfect
CSI given rt = 0.4 and rr = 0.5.
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Fig. 4. The performance comparisons between the robust solution and non-
robust solution for MIMO network with imperfect CSI given rt = 0.4 and
rr = 0.5.
existing solutions are also shown as the benchmarks. For the
first benchmark solution, the two signal covariance matrices
at the two source nodes are set to the diagonal matrices
that satisfy the respective per-antenna power constraints. The
other benchmark algorithm is the WMMSE solution, which is
detailed in Appendix A. Not surprisingly, the fixed diagonal
solution has the worst performance, as it does not consider the
mutual interference between different signals. The WMMSE
solution performs much better than the fixed diagonal solution
as it optimizes the mutual interference mitigation. It can be
seen that our proposed solution attains the best performance.
For the case of imperfect CSI, the sum-capacity perfor-
mance of our proposed solution as given in Conclusion 13
is shown in Fig. 4, where it can be observed that the proposed
solution has better performance than its non-robust counterpart
that takes the estimated CSI as the true CSI.
IX. CONCLUSIONS
For MIMO systems, the key task of many transceiver opti-
mization problems is to optimize the covariance matrices of the
transmitted signals. In this paper, a general unified framework
has been proposed for deriving the water-filling structures
of the optimal covariance matrices based on KKT condi-
tions. From the general solution for the unified framework,
interesting and important underlying relationships among the
solutions of different MIMO optimization designs have been
revealed, which help us to understand the related existing
works much better. Furthermore, the unified framework and
its general solution have been applied to a wide range of
applications, including complicated MIMO networks with
multiple communication links and systems with imperfect CSI,
to discover the new solutions that do not exist in the open
literature or outperform the existing solutions. For example,
it has been shown that our proposed solution attains higher
capacity for MIMO transceiver optimization in complicated
network settings than the WMMSE algorithm.
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APPENDIX
A. The WMMSE Algorithm
To our best knowledge, transforming the sum-rate or sum-
capacity maximization into a WMMSE problem was firstly
proposed in [44], and extensions by other researchers followed
it. In [46], the authors extended the WMMSE algorithm
to MIMO interference broadcasting systems. In [43], the
WMMSE algorithm was extended to more general networks,
e.g., multi-hop cooperative networks with multiple sources,
relays, and destinations, where all nodes are equipped with
multiple antennas and each source node communicates with
all destination nodes. The channel information was assumed
to be imperfect with Gaussian errors.
A brief description to the WMMSE algorithm used in our
simulation is given below. We would like to highlight that the
following algorithm is more general than the one in [46] and
it is applicable to distributed MIMO networks with channel
estimation errors. Naturally, it can directly be applied to the
perfect CSI case by the setting the channel error to zero.
The transceiver model for link r is specified by
yr =HrFrsr + vr, (180)
where yr is the received signal vector at the destination of
link r, and the vector sr contains all the desired signals to the
destination by stacking all the signal vectors of the sources.
Without loss of generality, the covariance matrix of sr is
assumed to be the identity matrix. Furthermore,Hr comprises
all the channel matrices over which the signals are transmitted
to the destination, i.e.,
Hr =
[
H¯i1 H¯i2 · · · H¯iNr
]
, in ∈ ψD,r, (181)
where Nr is the cardinality of the set ψD,r. Additionally, Fr
is a block diagonal matrix, defined by
Fr =diagB{Fr,1,Fr,2, · · · ,Fr,Nr} , (182)
whose nth sub-matrix Fr,n is the corresponding precoding
matrix for the channel H¯in . Finally, vr is the composite vector
of the additive white noises and the interference signals at the
destination of link r, whose covariance matrix is given by
Σr =Rnr +
∑
i∈ψI,r
H¯i ∑
j∈φi
QjH¯
H
i

+
∑
i∈ψD,r∪ψI,r
Tr
 ∑
j∈i∪φi
QjRT,i
RR,i. (183)
For the perfect CSI case, the third term in the righthand side
of (183) becomes zero.
Based on the above transceiver model of link r, the weighted
MSE can be expressed as∑
r
Tr
(
WrE
{(
Gryr − sr
)(
Gryr − sr
)H})
, (184)
where Gr is the receive beamforming matrix and the positive
semi-definite matrix Wr is the weighting matrix for link r.
Based on the weighted MSE criterion (184), the WMMSE
optimization problem can be formulated as [36]
min
Fr ,Gr,Wr
∑
r
Tr
(
WrE
{(
Gryr−sr
)(
Gryr−sr
)H})
−∑
r
log |Wr| ,
s.t. multiple weighted power constraints.
(185)
To find an optimal solution of (185), the alternative optimiza-
tion can be used where one set of the matrices are optimized
with the other two sets fixed.
It is obvious that given Gr matrices and Wr matrices, the
optimization (185) with weighted transmit power constraints is
a standard quadratic matrix programming problem [43]. Thus
the optimal Fr matrices given Gr and Wr can be efficiently
solved by standard SOCP, SDP or other convex optimization
algorithms. When Fr and Wr are fixed, the optimal Gr
matrices are exactly the linear minimum MSE equalizers,
which are readily derived from the complex matrix derivative
of the weighted MSE criterion (184). Finally, for given Gr
and Fr, the optimal Wr matrices are readily given by
Wr =
(
E
{(
Gryr − sr
)(
Gryr − sr
)H})−1
. (186)
Thus the corresponding WMMSE optimization problem be-
comes the sum capacity maximization [36]. In a nutshell,
the WMMSE algorithm is an iterative alternative optimization
algorithm with a guaranteed convergence.
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