The two-dimensional Brownian loop-soup is a Poissonian random collection of loops in a planar domain with an intensity parameter c. When c ≤ 1, we show that the outer boundaries of the loop clusters are disjoint simple loops (when c > 1 there is a.s. only one cluster) that satisfy certain conformal restriction axioms. We prove various results about loop-soups, cluster sizes, and the c = 1 phase transition.
Introduction

Overview
What are the natural "random loop ensemble" analogs of the Schramm-Loewner evolution SLE κ when the paths are simple (i.e., κ ≤ 4)? This is a natural question, as such families of loops should describe the scaling limits of the collection of interface loops appearing in various critical two-dimensional lattice models in statistical physics.
One way to address the above question is to use the SLE curves themselves. In this approach, which appears in [17] , one chooses a point R on the boundary of a simply connected domain D and launches from R a branching SLE κ,κ−6 process (for κ in (8/3, 4] ). The SLE κ,κ−6 process is a natural variant of SLE κ with a target-independence property (see [16] ) that allows one to construct a branching tree of such processes in a canonical way. Using this "exploration tree", one can define a random collection of loops, which was called a conformal loop ensemble with parameter κ (CLE κ ) in [17] . These loop ensembles are the conjectured scaling limits for various random models from statistical physics. For example, CLE 3 appears as the scaling limit of spin cluster boundaries of the critical Ising model (see [19, 4] ).
We note that some features of these CLE κ loop-ensembles are not easy to derive via this branching SLE definition. For instance, the general question of whether their law is independent 1.2 Notation and axioms
Set-up
The Brownian loop-soup, as defined in [10] , is a Poissonian random countable collection of Brownian loops contained within a fixed simply-connected domain D. We will actually only need to consider the outer boundaries of the Brownian loops, so we will take the perspective that a loop-soup is a random countable collection of simple loops (outer boudaries of Brownian loops can be defined as SLE 8/3 loops, see [22] ). Let us stress that the conformal loop ensembles CLE κ , with κ ∈ (8/3, 4], are also random collections of simple loops, but that, unlike the loops of the Brownian loop-soup, the loops in a CLE are almost surely disjoint from one another.
Random collections of loops can be formally defined using the notational framework of [18] , which we briefly review here: a simple loop in the complex plane C is the image of the unit circle in C under a continuous injective map. A simple loop γ separates C into two connected components that we call its interior int(γ) (the bounded one) and its exterior (the unbounded one). We endow the space L of simple loops with the σ-field Σ generated by all the events of the type {O ⊂ int(γ)} when O spans the set of open sets in the unit plane. Note that this σ-field is also generated by the events of the type {x ∈ int(γ)} where x spans a countable dense subset Q of the plane (recall that we are considering simple loops so that O ⊂ int(γ) as soon as O ∩ Q ⊂ int(γ)). It is not hard to see that Σ is equivalent to the Borel σ-algebra of the Hausdorff metric on L. Thus, the following extension is also natural: let L be the set of all closed bounded subsets of C and Σ the Borel σ-algebra of the Hausdorff metric on L.
A countable collection Γ = (γ j , j ∈ J) of simple loops can be identified with a point-measure µ Γ = j∈J δ γ j . The space Ω of countable collections of elements of L is naturally equipped with the σ-field F generated by the sets {Γ : #(Γ ∩ A) = k} = {Γ : µ Γ (A) = k}, where A ∈ Σ. Similarly, there is an obvious extension: the space Ω of countable collections of elements of L is naturally equipped with the σ-field F generated by the sets {Γ : #(Γ ∩ A) = k} = {Γ : µ Γ (A) = k}, where A ∈ Σ.
Brownian loop-soups
The loops of the Brownian loop-soup Γ = (γ j , j ∈ J) in the unit disk U are the points of a Poisson point process with intensity cµ, where c is an intensity constant, and µ is the Brownian loop measure in U on (L, Σ). The Brownian loop-soup measure P = P c is the corresponding probability measure on (Ω, F). When A and A ′ are two closed bounded subsets of a bounded domain D, we denote by L(A, A ′ ; D) the µ-mass of the set of loops that intersect both sets A and A ′ , and stay in D. When the distance between A and A ′ is positive, this mass is finite [10] . Similarly, for each fixed positive ǫ, the set of loops that stay in the bounded domain D and have diameter larger than ǫ, has finite mass for µ.
The conformal restriction property of the Brownian loop measure µ (which in fact characterizes the measure up to a multiplicative constant; see [22] ) implies the following two facts (which are essentially the only features of the Brownian loop-soup that we shall use in the present paper):
1. Conformal invariance: The measure P c is invariant under any Moebius transformation of the unit disc onto itself. This invariance makes it in fact possible to define the law P D of the loop-soup in any simply connected domain D = C as the law of the image of Γ under any given conformal map Φ from U onto D (because the law of this image does not depend on the actual choice of Φ).
Restriction:
If one restricts a loop-soup in U to those loops that stay in a simply connected domain U ⊂ U, one gets a sample of P U .
We will work with the usual definition (i.e., the usual normalization) of the measure µ (as in [10] -note that there is often some confusion about a factor 2 in the definition, related to whether one keeps track of the orientation of the Brownian loops or not). Since we will be talking about some explicit values of c later, it is important to specify this normalization. For a direct definition of the measure µ in terms of Brownian loops, see [10] .
Figure 1: Sample of a random-walk loop-soup approximation [9] of a Brownian loop-soup in a square, by Serban Nacu
Conformal restriction axioms
We now describe the axioms introduced in [18] . We say that Γ = (γ j , j ∈ J) is a simple loop configuration in the unit disc U if it is a collection of simple loops in U that are disjoint (for all j = j ′ ∈ J, γ j ∩ γ j ′ = ∅) and non-nested (for all j = j ′ in J, γ j ⊂ int(γ j ′ )) and that is locally finite (for each ε > 0, only finitely many loops γ j have a diameter greater than ε). We say that a non-empty random simple loop configuration Γ = (γ j , j ∈ J) in the unit disc U (or rather its law P U ) satisfies the conformal restriction axioms (introduced in [18] ) if the following hold:
1. Conformal invariance: The law of Γ is invariant under any conformal transformation from U onto itself. As for the loop-soup, this enables us to define the law P D of the loop-ensemble in any simply connected domain D = C. We can also define P D if D has several connected components by taking independent samples in each of the connected components.
2. Restriction: We want to describe the law of the loops on the loop-ensemble that stay in a simply connected subset U of U. To state this natural property for random families Γ of disjoint loops, we need to introduce some notation. Define U * to be the set obtained by removing from U all the loops and interiors of loops of Γ that do not stay in U . This set U * is an open subset of U (because of the local finiteness condition). The restriction property is that (for all U ), given U * , the conditional law of the set of loops in Γ that do stay in U (and therefore in U * ) is P U * .
Figure 2: CLE restriction property (sketch): U is the rectangle and U \ U * is darkened
Main results
As mentioned above, [20] pointed out a way to relate Brownian loop-soups clusters to SLE-type loops: Two loops in Γ are said to be adjacent if they intersect. Denote by C(Γ) the set of clusters of loops under this relation. For each element C ∈ C(Γ) write C for the closure of the union of all the loops in C and denote by C the family of all C's. We write F (C) for the filling of C, i.e., for the complement of the unbounded connected component of C \ C. A cluster C is called outermost if there exists no C ′ such that C ⊂ F (C ′ ). The outer boundary of such an outermost cluster C is the boundary of F (C). Denote by Γ the set of outer boundaries of outermost clusters of Γ.
Let us now state our main results: Theorem 1.1. Suppose that Γ is the Brownian loop-soup with intensity c in U.
• If c ∈ (0, 1], then Γ is a random countable collection of disjoint simple loops that satisfies the conformal restriction axioms.
• If c > 1, then there is almost surely only one cluster in C(Γ).
It follows immediately from this result and [18] that Γ is a CLE κ (according to the branching SLE κ,κ−6 based definition in [17] , see also [18] for alternative descriptions) for some κ ∈ (8/3, 4]. We will derive the following correspondence: Recall from [1] that the Hausdorff dimension of an SLE κ curve is almost surely 1 + (κ/8). Our results therefore imply that the boundary of a loop-soup cluster of intensity c ≤ 1 has dimension
Note that just as for Mandelbrot's conjecture for the dimension of Brownian boundaries [7] , this statement does not involve SLE, but its proof does. In fact the result about the dimension of Brownian boundaries can be viewed as the limit when c → 0 of this one. Furthermore we may define the carpet of the CLE κ to be the random closed set U \ ∪ γ∈Γ intγ, and recall that SLE methods allowed [15] to compute its "expectation dimension" in terms of κ. The present loop-soup construction of CLE κ enables to prove (see [13] ) that this expectation dimension is indeed equal to its almost sure Hausdorff dimension d, and that in terms of c,
The critical loop-soup (for c = 1) corresponds therefore to a carpet of dimension 15/8.
Another direct consequence of the previous results is the "additivity property" of CLE's: If one considers two independent CLE's in the same simply connected domain D with non-empty boundary, and looks at the union of these two, then either one can find a cluster whose boundary contains ∂D, or the outer boundaries of the obtained outermost clusters in this union form another CLE. This is simply due to the fact that each of the CLE's can be constructed via Brownian loop soups (of some intensities c 1 and c 2 ) so that the union corresponds to a Brownian loop-soup of intensity c 1 + c 2 . This gives for instance a clean direct geometric meaning to the general idea (present on various occasions in the physics literature) that relates in some way two independent copies of the Ising model to the Gaussian Free Field in their large scale limit: The outermost boundaries defined by the union of two independent CLE 3 's in a domain (recall [4] that CLE 3 is the scaling limit of the Ising model loops, and note that it corresponds to c = 1/2) form a CLE 4 (which corresponds to level lines of the Gaussian Free Field, see [14, 5] and to c = 1 = 1/2 + 1/2). This paper is structured as follows: We first study some properties of the Brownian loop-soup and of the clusters it defines. The main result of Section 2 is that when c is not too large (i.e. is subcritical), the outer boundaries of outermost Brownian loop-soup clusters formally a random collection of disjoint simple loops that does indeed satisfy the conformal restriction axioms. By the main result of [18] , this implies that they are CLE κ ensembles for some κ. In Section 3, we compare how loop-soups and SLE κ curves behave when one changes the domain that they are defined in, and we deduce from this the relation between κ and c in this subcritical phase. In Section 4, we show that if the size of the clusters in a Brownian loop-soup satisfy a certain decay rate property, then the corresponding c is necessary strictly subcritical. This enables to show that the loop-soup corresponding to κ = 4 is the only possible critical one, and completes the identification of all CLE κ 's for κ ∈ (8/3, 4] as loop-soup cluster boundaries.
The present paper is closely related to various other work on SLE and CLE, but it will in fact directly use SLE results on only three distinct occasions: We use the main result of [18] at the begining of Section 3, we use the standard SLE restriction properties from [8] and the description of CLE in terms of SLE excursions derived in [18] in Section 3, and finally an estimate about the size of an SLE κ excursion borrowed from [18] in Section 4.
Loop-soup percolation
The goal of this section is to prove the following proposition: Proposition 2.1. There exists a positive constant c 0 such that for all c in (0, c 0 ), the set Γ satisfies the conformal restriction axioms, whereas when c is (strictly) greater than c 0 , Γ has only one cluster almost surely.
In the present section, we will not use any results from [17, 18] . The proposition will follow immediately from a sequence of lemmas that we now state and prove. In these initial results, we will focus on properties of the collection C of (closures of) the clusters defined by Γ (and we will not talk about outer boundaries or outermost loops).
It is easy to see (and we will justify this in a moment) that when c is very large, there almost surely exists just one cluster, and that this cluster is dense in U, i.e., that almost surely, C = {U}. Lemma 2.2. Suppose that P c (C = {U}) < 1. Let U ⊂ U denote some open subset of U, and define U * to be the set obtained by removing from U all the (closures of ) loop-soup clusters C that do not stay in U . Then, conditionally on U * (with U * = ∅), the set of loops of Γ that do stay in U * is distributed like a Brownian loop-soup in U * .
Note that we have not yet proved at this point that in this case, Γ is a locally finite collection of disjoint simple loops.
Proof. Let us define for any n ≥ 1, the set U * n = U * n (U * ) to be the largest union of dyadic squares of side-lengths 2 −n that is contained in U * (note that this is a deterministic function of U * ). For each n ≥ 1, and for each union V n of such dyadic squares the loop-soup restricted to V n is independent of the event {U * n = V n }. It implies immediately that conditionally on U * , the set of loops that do stay in U * n is distributed like a Brownian loop-soup in U * n . Since this holds for all n, the statement of the lemma follows. Lemma 2.3. Suppose that P c (C = {U}) < 1 and that there is a P c positive probability that C contains an element intersecting the boundary of U. Then for all positive c ′ , P c+c ′ (C = {U}) = 1. Proof. Assume the hypotheses of the lemma, and let A 1 be the union of all elements of C that intersect some prescribed boundary arc ∂ of U of positive length. By invariance under rotation, P c (A 1 = ∅) > 0. Using the same argument as in the previous lemma, we get that if U is a fixed open set such that U ⊂ U, then conditioned on the event U ∩ A 1 = ∅, the law of the set of loops in Γ that are contained in U is the same as its original law (since changing the set of loops within U has no effect on A 1 ). Since this holds for any U , conformal invariance of the loop soup implies that conditioned on A 1 , the law of the elements of Γ that do not intersect A 1 is that of independent copies of Γ conformally mapped to each component of U \ A 1 . Note that this in fact implies that the event that A 1 is empty is independent of Γ, and hence has probability zero or one (but we will not really need this).
The conformal radius ρ 1 of U \ A 1 seen from 0 has a strictly positive probability to be smaller than one. We now iterate the previous procedure: We let U 2 denote the connected component of U \ A that contains the origin. Note that the harmonic measure of ∂ 2 := ∂ ∪ A 1 at 0 in U 1 is clearly not smaller than the harmonic measure of ∂ in U at 0 (a Brownian motion started at the origin that exits U in ∂ with necessarily exit U 1 through ∂ 2 ). We now consider the loop-soup in this domain U 2 , and we let A 2 denote the union of all loop-soup clusters that touch ∂ 2 . We then iterate the procedure, and note that the conformal radius of U n (from 0) is dominated by a product of i.i.d. copies of ρ 1 .
This shows that for any positive δ one can almost surely find in Γ a finite sequence of clusters
By conformal invariance, it is easy to check that the same is true if we replace the origin by any fixed point z. Hence, the statement holds almost surely, simultaneously for all points z with rational coordinates, for all rational δ, and all boundary arcs of ∂U of positive length.
Note that almost surely, each loop of the loop soup surrounds some point with rational coordinates. We can therefore conclude (see Figure 5 ) that almost surely, any two clusters in C are "connected" via a finite sequence of adjacent clusters in C.
If we now augment Γ by adding an independent Brownian loop-soup Γ ′ of intensity c ′ for any given positive c ′ , the new loops will almost surely join together any two adjacent clusters of C into a single cluster (this is just because any given point z ′ ∈ U -for instance one chosen contact point between two adjacent clusters of C -will almost surely be surrounded by infinitely many small loops of Γ ′ ). Furthermore, for an analogous reason, almost surely, any loop of Γ ′ intersects some loop of Γ. It follows that for all c ′ > 0, P c+c ′ almost surely, there exists just one single cluster, i.e., C = {U}. Proof. Suppose that P c (C = {U}) < 1; if there is a P c positive probability that two elements of C intersect each other, then (applying Lemma 2.2 to some U that contains one but not the other with positive probability) we find that there is a positive probability that an element of C intersects ∂U.
Also, if c > 0 and C has only finitely many elements with positive probability, then (with the same probability) at least one of these elements must intersect ∂U (since the loops of Γ are dense in U a.s.).
Thus, Lemma 2.3 implies that if c 0 is the supremum of c for which (a), (b), and (c) hold almost surely, then Γ has only one cluster P c almost surely whenever c > c 0 .
We say c is subcritical if the (a), (b), and (c) of Lemma 2.4 hold P c almost surely. We will later show that c 0 is subcritical, but we have not established that yet. We remark that the proof of Lemma 2.4 shows that in order to prove that some c is subcritical, it suffices to check (b). Proof. We first prove the latter statement: for small c > 0 there exist almost surely simple paths crossing U that intersect no element of Γ. This will also imply c 0 > 0. To this end we will couple the loop-soup with a well-known fractal percolation model. The argument is similar in spirit to the one for multi-scale Poisson percolation in [12] , Chapter 8.
Consider the unit square D = (0, 1) 2 instead of U. For each n, we will divide it into 4 n dyadic squares of side-length 2 −n . To each such square C, associate a Bernoulli random variable X(C) equal to one with probability p. We assume that the X(C) are independent. Then, define
This is the fractal percolation model introduced by Mandelbrot in [11] (see also the book [12] ). It is very easy to see that the area of M is almost surely zero as soon as p < 1. Chayes, Chayes and Durrett [3] have shown that this model exhibits a phase transition: There exists a p c , such that for all p ≥ p c , M connects the left and right sides of the unit square with positive probability, whereas for all p < p c , this is a.s. not the case (note that in fact, if p ≤ 1/4, then M is almost surely empty by a standard martingale argument). Here, we will only use the fact that for p large enough (but less than one), M connects the two opposite sides of the unit square with positive probability. We remark that the proof in [3] actually gives (for large p) a positive probability that there exists a continuous path from the left to right side of the unit square in M that can be parameterized as t → (x(t), y(t)) where t ∈ [0, 1] and x(t) is non-decreasing. It also shows (modulo a straightforward FKG-type argument) that M contains loops with positive probability. Now, let us consider a loop-soup with intensity c in the unit square. For each loop l, let d(l) ∈ (0, 1) denote its L 1 -diameter (i.e., the maximal variation of the x-coordinate or of the ycoordinate), and define n(l) ≥ 0 in such a way that d(l) ∈ [2 −n−1 , 2 −n ). Note that l can intersect at most 4 different dyadic squares with side-length 2 −n . We can therefore associate in a deterministic (scale-invariant and translation-invariant) manner to each loop l ⊂ (0, 1) 2 , a dyadic site s = (j2 −n(l) , j ′ 2 −n(l) ) ∈ (0, 1) 2 such that l is contained in the square S l with side-length 2 × 2 −n(l) and bottom-left corner at s. Note that S l ⊂ (0, 2) 2 .
We are first going to replace all loops l in the loop-soup by the squares S l . This clearly enlarges the obtained clusters. By the scale-invariance and the Poissonian character of the loop-soup, for each fixed square
the probability that there exists no loop l in the loop-soup such that S l = S is (at least) equal to exp(−bc) for some positive constant b (that is independent of m). Furthermore, all these events (when one lets S vary) are independent. Hence, we see that the loop-soup percolation process is dominated by a variant of Mandelbrot's fractal percolation model: letX denote an independent percolation on squares of type (3), with eachX(S) equal to 1 with probabilityp = exp(−bc) and define the random compact set
Note that in the coupling between the loop-soup andM described above, the distance betweeñ M and each fixed loop in the loop-soup is (strictly) positive almost surely. In particular,M is contained in the complement of the union of the all the loops (and their interiors). We now claim that this variant of the percolation model is dominated by Mandelbrot's original percolation model with a larger (but still less than 1) value of p = p(p) that we will choose in a moment. To see this, letX be ap-percolation (withp = p 1/4 ) on the set of (C, S) pairs with C a dyadic square and S a square comprised of C and three of its neighbors. Take
Clearly X(C) is a Bernoulli percolation with parameter p =p 4 andX(S) is a Bernoulli percolation with parameter 1 − (1 −p) 4 . Let us now choose p in such a way thatp = 1 − (1 −p) 4 . Note that p tends monotonically to 1 asp tends to 1. Hence, by takingp sufficiently close to 1, i.e. c sufficiently small, we can ensure that p is as close to 1 as we want (so that M contains paths and loops with positive probability). But in our coupling, by construction we have
and thus M ⊂M .
We have now shown that c 0 > 0, but we still have to show that c 0 < ∞. We use a similar coupling with the fractal percolation model. For any dyadic square that does not touch the boundary of [0, 1] 2 , we let X(C) be 0 if C is surrounded by a loop in Γ that is contained in the set of eight neighboring dyadic squares to C (of the same size). The X(C) are i.i.d. (for all C whose eight neighbors are contained in D), and have a small probability (say smaller than 1/4) of being 1 when c is taken sufficiently large. We now use the fact, mentioned above, that if p ≤ 1/4, then M is almost surely empty; from this we conclude easily that almost surely, for each C (whose incident neighbors are in D) every point in C is surrounded by a loop in Γ almost surely. It follows immediately that almost surely, every point in D is surrounded by a loop in Γ. This implies that almost surely all loops of Γ belong to the same cluster (since otherwise there would be a point on the boundary of a cluster that was not surrounded by a loop).
Lemma 2.6. If c is sub-critical, the probability that there are k disjoint chains of loops in C crossing from the inside to the outside of a fixed annulus decays exponentially in k.
Proof. We know that c is subcritical, so that for all r < 1, the probability that there exists a crossing of the annulus {z : r < |z| < 1 − 1/n} by a chain of loops goes to 0 as n → ∞. Hence, there exists r 1 ∈ (r, 1) such that the probability that there is a single crossing of {z : r < |z| < r 1 } is strictly smaller than one. Hence, it follows easily that if we consider any given annulus, {z : r < |z − z 0 | < r ′ } ⊂ U, there exists a positive probability that no cluster of the loop-soup crosses the annulus (just consider the two independent events of positive probability that the loop-soup restricted to {z : |z − z 0 | < r ′ /r 1 } contains no crossing of the annulus, and that no loop intersects both the circles of radius r ′ and r ′ /r 1 around z 0 ). In other words, the probability that there exists a crossing of the annulus is strictly smaller than one. The result then follows from the BK inequality for Poisson point processes (see for instance [2] and the references therein).
As a consequence (letting k → ∞), we see that for each fixed annulus, the probability that it is crossed by infinitely many disjoint chains of loops is zero. From this we may deduce the following: Lemma 2.7. If c is sub-critical, the set C is almost surely locally finite, and moreover the elements of Γ are almost surely continuous simple loops.
Proof. If the C are not locally finite, then for some positive ǫ there exists a point z ∈ U and a sequence C n of elements of C of size greater than ε such that d(z, C n ) → 0 as n → ∞. Hence any annulus with outer radius less than ǫ/2 that surrounds z will have infinitely many crossings. By Lemma 2.6, the probability that such a point exists is zero (this result just follows from the lemma by considering a countable collection of annuli such that each point in U is surrounded by arbitrarily small annuli from this collection).
No element of C can have a cut point (since almost surely no two loops of Γ intersect at only a single point -recall also that the elements of Γ are all simple loops), so if the boundary is a continuous curve, it must be simple. If the boundary has a point of discontinuity, then there must be infinitely many chains of loops in Γ crossing an annulus surrounding that point, which Lemma 2.6 again rules out. Proposition 2.1 now follows from the results proved in this section: Lemma 2.5 gives the existence of c 0 , Lemma 2.7 implies that the loops are simple and locally finite a.s., and Lemma 2.2 yields the restriction property.
Relation between c and κ
The main result of [18] combined with Proposition 2.1 now implies the following: Corollary 3.1. If c is sub-critical, then the set Γ is a CLE κ for some κ ∈ (8/3, 4]. In other words, for such c, the Γ is equivalent in law to the loop ensemble constructed in [17] via branching SLE κ,κ−6 .
We will now identify κ in terms of c. Note that in our proof, we will not really use the description of CLE κ via branching SLE κ,κ−6 . We will only use the description of the conformal loop-ensemble via its pinned loop measure, as described in [18] , which we now briefly recall.
Suppose that Γ is a random loop ensemble that satisfies the conformal restriction axioms. Consider its version in the upper half-plane H, and consider the loop γ(i) of Γ that surrounds i (it is very easy to see that this loop almost surely exists, see [18] ). Let us now consider the law of γ(i) conditioned on the event {d(0, γ(i)) ≤ ε}. It is shown in [18] that this law converges when ε → 0 to some limit P i , and furthermore that for some κ ∈ (8/3, 4], P i is equal to an SLE-excursion law P i,κ that we will describe in the next paragraph. Furthermore, when this is the case, it turns out that the entire family Γ is a CLE κ for this value of κ.
Consider an SLE κ in the upper half-plane, started from the point ε > 0 on the real axis to the point 0 (on the real axis as well). Such an SLE path will typically be very small when ε is small. However, one can show that the limit when ε → 0 of (the law of) this SLE, conditioned on disconnecting i from ∞ in the upper half-plane exists. This limit (i.e., its law) is what we call P i,κ .
Conformal invariance of SLE κ enables to define an analogous measure in other simply connected domains. Suppose for instance that H = {z ∈ H : |z| < 3}. We can again consider the limit of the law of SLE κ in H from ε to 0, and conditioned to disconnect i from 3i. This limit is a probability measure P i,κ H that can also be viewed as the image of P i,κ under the conformal map Φ from H onto H that keeps the points 0 and i invariant. Note that the same argument holds for other choices of H, but choosing this particular one will be enough H to identify the relationship between c and κ.
One can use SLE techniques to compare "directly" the laws of an SLE γ from ε to 0 in H and of an SLE γ ′ also from ε to 0 in H. More precisely, the SLE martingale derived in [8] show that the Radon-Nikodym of the former with respect to the latter is a multiple of exp(−cL(γ, H \ H; H)) on the set of loops γ that stay in H (recall that L(A, A ′ ; D) denotes the µ-mass of the set of Brownian loops in D that intersect both A and A ′ ), where
This absolute continuity relation is valid for all ε, and it therefore follows that it still holds after passing to the previous limit ε → 0, i.e., for the two probability measures P i,κ and P i,κ H . This can be viewed as a property of P i,κ itself because P i,κ H is the conformal image of P i,κ under Φ. Note that the function κ → c(κ) is strictly increasing on the interval (8/3, 4] . Only one value of κ corresponds to each value of c ∈ (0, 1]. Hence, in order to identify the value κ associated to a family Γ of loops satisfying the conformal restriction axioms, it suffices to check that the probability measure P i satisfies the corresponding absolute continuity relation for the corresponding value of c.
Proof. Suppose that c is subcritical, and that Γ is the corresponding family (of outer boundaries of outermost clusters). By restricting ourselves to the loops in the loop-soup that stay in H, we can define on the same probability space, a sample of the loop-soup in H. Let γ(i) denote the loop in Γ that surrounds i, and let γ ′ (i) denote the loop in Γ ′ that surrounds i. Let us start with sampling the loop-soup in H ′ (which defines γ ′ (i)). Then, on the top of that, in order to obtain the loop-soup in H, we only add loops that intersect H \ H. Note that if γ(i) = γ ′ (i), then γ(i) / ∈ H. Furthermore, in order for γ(i) = γ ′ (i) it suffices that:
• One did not add any loop in the loop-soup that intersects γ ′ (i) (note that this probabilityconditionally on γ ′ (i) -is exp(−cL(γ ′ (i), H \ H; H)).
• One did not create another disjoint cluster that goes "around" γ ′ (i). When γ ′ (i) already intersects the disk of radius ε, the conditional probability that one creates such an additional cluster goes to 0 as ε → 0 (using the BK inequality for Poisson point processes, as in the proof of Lemma 2.6.
If we now condition on the event that γ ′ (i) intersects the disk of radius ε and let ε → 0, it follows that under the limiting law P i satisfies the absolute continuity relation that we are after: On the set of curves γ that stay in H, the Radon-Nikodym derivative of P i with respect to the measure defined directly in H instead of H is exp(−cL(γ, H \ H; H)). Hence, it can only be P i,κ for c = c(κ).
This identification allows us to give a short proof of the following fact, which will be instrumental in the next section:
Note that the standard arguments developed in the context of Mandelbrot percolation (see [12, 3] ) can be easily adapted to the present setting in order to prove that c 0 is subcritical, but not in the sense we have defined it. It shows for instance easily that at c 0 , there exist paths and loops that intersect no loop in the loop-soup, but non-trivial additional work would then be required in order to deduce that no cluster touches the boundary of the domain. Since we have this identification via SLE κ loops at our disposal, it is natural to prove this result in the following way:
Proof. Let C c be the outermost cluster surrounding i if the loop-soup (in H) has intensity c. By the remark after Lemma 2.4, we know that in order to prove that c 0 is subcritical, it suffices to show that d(c 0 ) > 0 almost surely (by Moebius invariance, this will imply that almost surely, no cluster touches the boundary of H). Note that d is a non-increasing function of the loopsoup configuration (i.e., adding more loops to a configuration can not increase the corresponding distance d). Similarly, the event E ε that the outermost cluster surrounding i does intersect the ε-neighborhood of the origin is an increasing event (i.e., adding more loops to a configuration can only help this event to hold). Hence it follows that for each ε, the random variable d(c) is negatively correlated with the event E ε . Letting ε → 0, we get that (for subcritical c), the law of d(c) is "bounded from below" by the law of the distance between the curve γ (defined under the probability measure P i,κ ) and [1, 2] , in the sense that for any positive x,
But we also know that c 0 ≤ 1, so that κ 0 := lim c→c 0 − κ(c) ≤ 4. It follows readily that for all c < c 0 and for all x,
But we know that for any κ ≤ 4, the SLE excursion γ stays almost surely away from [1, 2] . Putting the pieces together, we get indeed that
4 Identifying the critical intensity c 0
Statement and comments
The statements of our main results, Theorems 1.1 and 1.2, are mostly contained in the results of the previous section: Corollary 3.1, Proposition 3.2, Proposition 3.3. It remains only to prove the following statement:
Proposition 4.1. The critical constant of Lemma 2.4 is c 0 = 1 (which corresponds to κ = 4, by Proposition 3.2).
Propositions 2.1, 3.2 and the main result of [18] already imply that we cannot have c 0 > 1, since in this case the Γ corresponding to c ∈ (1, c 0 ) would give additional random loop collections satisfying the conformal axioms (beyond the CLE κ with κ ∈ (8/3, 4]), which was ruled out in [18] . It remains only to rule out the possibility that c 0 < 1.
The proof of this fact is not straightforward, and it requires some new notation and several additional lemmas. Let us first outline the very rough idea. Suppose that c 0 < 1. This means that at c 0 , the loop-soup cluster boundaries are described with SLE κ -type loops for κ = κ(c 0 ) < 4. Certain estimates on SLE show that SLE curves for κ < 4 have a probability to get ǫ close to a boundary arc of the domain that decays quickly in ǫ, and that this fails to hold for SLE 4 . In fact, we will use a very closely related result from [18] that roughly shows that the probability that the diameter of the set of loops intersecting a small ball on the boundary of H is large, decays quickly with the size of this ball when κ < 4. Hence, one can intuitively guess that when κ < 4, two big clusters will be unlikely to be very close, i.e., in some sense, there is "some space" between the clusters. Therefore, adding a loop-soup with a very small intensity c ′ on top of the loop-soup with intensity c 0 might not be sufficient to make all clusters percolate, and this would contradict the fact that c 0 is critical.
We find it convenient in this section to work with a loop-soup in the upper half plane H instead of the unit disk. To show that there are distinct clusters in such a union of two CLEs Γ and Γ ′ , we will start with the semi-disk A 1 of radius 1 centered at the origin. We then add all the loops in Γ that hit A 1 , add the loops in Γ ′ that hit those loops, add the loops in Γ that hit those loops, etc. and try to show that in some sense the size of this growing set remains bounded almost surely. The key to the proof is to find the right way to describe this "size", as the usual quantities such as harmonic measure or capacity turn out not to be well-suited here.
An intermediate way to measure the size of sets
We will now define a generalization of the usual half-plane capacity. Suppose that α ∈ (0, 1], and that A is a bounded closed subset of the upper half-plane H. We define
where B is is a Brownian motion started at is stopped at the first time τ (A) that it hits A ∪ R.
Note that M 1 = hcap is just the usual half-plane capacity used in the context of chordal Loewner chains, whereas lim α→0+ M α (A) is the harmonic measure of A ∩ H "viewed from infinity". Recall that standard properties of planar Brownian motion imply that the limit in (5) necessarily exists, that it is finite, and that for some universal constant C 0 and for any r such that A is a subset of the disk of radius r centered at the origin, the limit is equal to C 0 r −1 × E((Im B τ (A) ) α ) where the Brownian motion B starts at a random point re iθ , where θ distributed according to the density sin(θ)dθ/2 on [0, π].
A hull is defined to be a bounded closed subset of H whose complement in H is simply connected. The union of two hulls A and A ′ is not necessarily a hull, but we denote by A∪A ′ the hull whose complement is the unbounded component of H \ (A ∪ A ′ ).
When A is a hull, let us denote by Φ A : H \ A → H the conformal map normalized at infinity by lim z→∞ Φ A (z) − z = 0. Recall that for all z ∈ H \ A, Im (Φ A (z)) ≤ Im (z). Then, when A ′ is another hull, the set Φ A (A ′ ∩(H\A)) is not necessarily a hull. But we can still define the unbounded connected component of its complement in the upper half-plane, and take its complement. We call it Φ A (A ′ ) (by a slight abuse of notation).
It is well-known and follows immediately from the definition of half-plane capacity that for any bounded closed A and any positive a, hcap(aA) = a 2 hcap(A). Similarly, for any two A and A ′ , hcap(A ∪ A ′ ) ≤ hcap(A) + hcap(A ′ ). Furthermore hcap is increasing with respect to A, and behaves additively with repect to composition of conformal maps for hulls.
We will now collect easy generalizations of some of these four facts. Observe first that for any positive a we have
Similarly, we have that for any two (bounded closed) A and A ′ ,
This follows from the definition (5) and the fact that for each sample of the Brownian motion we have
Applying the optional stopping time theorem to the local supermartingale (Im B t ) α , we know that
We next claim that for any three given hulls A ′ , A 1 and A 2 , we have
To verify the claim, note first that for
where σ is the first hitting time of Φ A 1 (A ′ ) by the Brownian motion. We let the starting point of the Brownian motion tend to infinity as before, and the claim follows.
It will be useful to compare M (A) with some quantities involving dyadic squares and rectangles that A intersects. (This is similar in spirit to the estimates for half-plane capacity in terms of hyperbolic geometry given in [6] .) We will consider the usual hyperbolic tiling of H by squares of the form [a2 j , (a + 1)2 j ] × [2 j , 2 j+1 ], for integers a, j. Let S be the set of all such squares. For each hull A, we define S(A) to be the set of squares in S that A intersects, and we letÂ be the union of these squares, i.e.Â = ∪ S∈S(A) S. 
Proof. Clearly, M (Â) ≥ M (A) by (8) since A ⊂Â. On the other hand, if we stop a Brownian motion at the first time it hitsÂ i.e. a square S of S(A), then it has a bounded probability of later hitting A at a point of about the same height, up to constant factor: This can be seen, for example, by bounding below the probability that (after this hitting time ofÂ) the Brownian motion makes a loop around S before it hits any square of S that is not adjacent to S, which would in particular imply that it hits A during that time. This probability is universal, and the lemma follows.
Lemma 4.3. There exists a universal positive constant C ′ such that for any hull A,
Proof. The right-hand inequality is obvious by (7) and Lemma 4.2. By Lemma 4.2, it is sufficient to prove the result in the case where A =Â is the union of squares in S.
For each j in Z, we will call S j the set of squares that are at height between 2 j and 2 j+1 . We will say that a square S = [a2 j , (a + 1)2 j ] × [2 j , 2 j+1 ] in S j is even (respectively odd) if a is even (resp. odd). We know that
To bound this expectation, we note that for each j ∈ Z, for each even square S ∈ S j , and for each z ∈ S, the probability that a Brownian motion started from z hits the real line before hitting any other even square in S j is bounded from below independently from z, j and S. Hence, the strong Markov property implies that the total number of even squares in S j hit by a Brownian motion before hitting the real line is stochastically dominated by a geometric random variable with finite universal mean (independently of the starting point of the Brownian motion) that we call K/2. The same is true for odd squares. Note also that if the starting point z of B z is in S ∈ S j and if k ≥ 1, then the probability that the imaginary part of B reaches 2 j+1+k before B hits the real line is not larger than 2 −k . It follows from the strong Markov property that the expected number of squares in S j+k+1 that B visits before exiting H is bounded by K × 2 −k . It follows that for a Brownian motion started from z with 2 j ≤ Im (z) ≤ 2 j+1
for some universal constant C (bear in mind that α < 1 and that for S ∈ S j+k , (Im B x τ (S) ) ≤ 2 (j+k+1) ). If we now apply this statement to the Brownian motion B is after its first hitting time τ (A) of A ∪ R =Â ∪ R, we get that for all large s and for some universal positive constant C ′ ,
Combining this with (10) concludes the proof.
For each square S = [a2 j , (a + 1)2 j ] × [2 j , 2 j+1 ] of S, we can define the union R(S) of S with all the squares of S that lie strictly under S, i.e. R(S) = [a2 j , (a + 1)2 j ] × [0, 2 j+1 ]. Note that that scaling shows immediately that for some universal constant C ′′ and for all S ∈ S,
Estimates for loop-soup clusters
Let us now use these quantities to study our random loop-ensembles. Suppose that Γ is the conformal loop ensemble corresponding to any given c ∈ (0, c 0 ]. Given a hull A we denote bỹ A =Ã(A, Γ) the random hull whose complement is the unbounded component of the set obtained by removing from H \ A all the loops of Γ that intersect A. Local finiteness implies thatÃ is itself a hull almost surely.
Recall that if c < 1 and c ≤ c 0 then P c defines a CLE κ with κ < 4. We can therefore reformulate in terms of c a proposition of [18] as follows (this corresponds intuitively to the statement that SLE is unlikely to be very close to a boundary arc when κ < 4): Throughout the remainder of this subsection, we will suppose that c 1 < 1 and c 1 ≤ c 0 , and that this c 1 is fixed. We then choose α = α(c 1 ), and we define M and N using this value of α. We will then let c vary in [0, c 1 ]. It follows from the previous proposition that for all c ≤ c 1 ,
Here is a more elaborate consequence of the previous proposition:
Corollary 4.5. Consider c ≤ c 1 and α = α(c 1 ) fixed as above. For any hull A and any S ∈ S, if
for some constant C(c) depending only on c and tending to zero as c → 0. 
We want to prove that E(M (Φ A (Ã S ))) tends to zero uniformly with respect to A as c → 0. Let E(c) denote the event that some loop-soup cluster (in the loop-soup of intensity c) intersecting the rectangle R has radius more than ǫ 2 . When E(c) does not hold, then standard distortion estimates yield an ǫ bound on the height of (i.e., the largest imaginary part of an element of) Φ A (Ã S ). But we then also know thatÃ S is a subset of [−1, 3] × [0, 3], so that a Brownian motion started from is will hitÃ S before hitting A ∪ R with a probability bounded by s −1 times some universal constant C. Hence, unless E(c) holds, we have M (Φ A (Ã S )) ≤ Cε α . Summing up, we get that
whereR c 1 denotes theR corresponding to a larger loop-soup of intensity c 1 that we couple to the loop-soup of intensity c. But P(E(c)) → 0 as c → 0 and E(diam(R c 1 ) 1+α ) < ∞, so that if we take c sufficiently small, E(M (Φ A (Ã S ))) ≤ 2Cε α for all hulls A. This completes our proof.
We are now ready to prove our final Lemma: and C(c) → 0 when c → 0+, whereas C ′ does not depend on c.
As we will now see, this property implies that for c = c 0 , N is necessarily infinite for all positive α (i.e. it shows that the size of clusters at the critical point can not decay too fast), and this will enable us to conclude the proof of Proposition 4.1 in the manner outlined after its statement:
Proof. Suppose that c 0 < 1. We choose c 1 = c 0 (and α = α(c 1 )). We take c ′ to be positive but small enough so that the product of the corresponding constants C 1 (c 0 ) and C 1 (c ′ ) in Lemma 4.6 is less than 1. We will view the loop-soup Γ with intensity c 0 + c ′ as the superposition of a loop-soup Γ 0 with intensity c 0 and an independent loop-soup Γ ′ with intensity c ′ i.e. we will construct Γ with via the loop-soup cluster boundaries in Γ 0 and Γ ′ .
Now let us begin with a given hull A (say the semi-disk of radius 1 around the origin). Suppose that Γ contains a chain of loops that join A to the line L R = {z ∈ H : Im (z) = R}. This implies that one can find a finite chain γ 1 , . . . , γ n (chain means that two consecutive loops intersect) of loops in Γ 0 ∪ Γ ′ with γ 1 ∩ A = ∅ and γ n ∩ L R = ∅. Since the loops in Γ 0 (resp. Γ ′ ) are disjoint, it follows that the loops γ 1 , . . . , γ n alternatively belong to Γ 0 and Γ ′ .
Consider the loops of Γ 0 that intersect A. Let us consider A 1 the hull generated by the union of A with these loops (this is theÃ associated to the loop-soup Γ 0 ). Recall that the expected value of M (A 1 ) is finite because α = α(c 1 ). Then add to A 1 , the loops of Γ ′ that intersect A 1 . This generates a hull B 2 (which is theÃ 1 associated to the loop-soup Γ ′ ). Then, add to B 2 the loops of Γ 0 that intersect B 2 . Note that in fact, one basically adds only the loops of Γ 0 that intersect A 1 \A (the other ones were already in A 1 ) in order to define a new hull B 3 , and continue iteratively. Let F be the limiting set obtained. We can also describe this sort of exploration by writing for all n ≥ 1, A n+1 = Φ An (Ã n ), whereÃ n is alternately constructed from A n using a loop-soup with intensity c 0 or c ′ as n is even or odd. The expected value of M (A n ) decays exponentially, which implies (Borel-Cantelli) that M (A n ) almost surely decays eventually faster than some exponential sequence. We note that if A is a hull such that for all z ∈ A, Im (z) ≤ 1, we clearly have hcap(A) ≤ M (A). On the other hand, we know that if A is a hull such that there exists z ∈ A with Im (z) ≥ 1, then M (A) ≥ c for some absolute constant c. Hence, we see that almost surely, for all large enough n, hcap(A n ) ≤ M (A n ), which implies that almost surely n hcap(A n ) < ∞. But the half-plane capacity behaves additively under conformal iterations, so that in fact hcap(F ) = n≥0 hcap(A n ). Hence, for large enough R, the probability that F does not intersect L R is positive, and there is a positive probability that no chain of loops in Γ joins A to L R . It follows that P c 0 +c ′ (C = {H}) < 1 and Proposition 2.1 would then imply that c 0 + c ′ ≤ c 0 which is impossible. This therefore implies that c 0 ≥ 1. As explained after the proposition statement, we also know that c 0 can not be strictly larger than 1, so that we can finally conclude that c 0 = 1.
As explained at the beginning of this section, this completes the proof of our main results, Theorems 1.1 and 1.2.
