This review focuses on low and intermediate stages of contour shape processing. It is split into two main sections, 'Contour Detection' and 'Shape Discrimination and Representation'. The first section examines contrast detection of elements within a contour (''collinear facilitation") and the detection of contours in noise (''contour integration"). The second section deals with the discrimination and representation of simple and complex shapes. Perceptual effects on contour detection have been linked to low-level, long-range lateral interactions between neighbouring neurons in V1. Experimental results suggest a complex network of interactions that are context dependent, with collinearity being the dominant factor. While lateral connections are an obvious candidate for linking contour elements into spatially extended contours, the long-range interactions are insufficient to account for human performance in a variety of tasks. Data suggest the existence of global mechanisms that integrate information beyond that of neighbouring cells and are influenced by the overall features of a stimulus. Evidence from psychophysics and physiology is converging towards the identification of an intermediate level of shape processing, where sensitivity to such global attributes emerge.
Introduction
The visual system provides us with a useful picture of what and where objects are. This entails parsing the visual scene into distinct objects. Initially, the visual system samples light falling onto the retina in a discrete and very localised way. Each photoreceptor receives light information from only a very small fraction of the visual field. It has been known since the pioneering work of Hubel and Wiesel (1968) that neurons in the primary visual cortex are, similarly, responsive only to stimulation from within a small part of the world: their receptive field. It has long been recognised (Wallach, 1935 ) that this discrete and localised sampling presents the visual system with a serious computational problem: objects extend over space and are rarely confined to within a small part of a scene. The visual system must therefore combine information arising from different parts of the visual field. The obvious solution is to pool information from cells responding to nearby points in the visual field (Fig. 1A) . The problem is which signals to combine (Fig. 1B) . Mechanisms that integrate local information into a global object representation must combine only the signals corresponding to single objects but keep separate those that belong to different objects.
The interactions between neighbouring cells at the earliest cortical level have been an active field of investigation. Cells in primary visual cortex (V1) are retinotopically organised, such that neighbouring neurons respond to stimulation in adjacent parts of the visual field (Hubel & Wiesel, 1968) . Given the high likelihood that two adjacent points in the visual field belong to the same object (e.g. Elder & Goldberg, 2002; Geisler, Perry, Super, & Gallogly, 2001, Fig. 1A) connections between nearby cells are a reasonable starting point for signal integration. Horizontal connections between V1 cells in close proximity are well documented (Gilbert & Wiesel, 1981) . If two detectors were responding to the same object, the interconnections might be facilitative/excitatory (same object) or inhibitory (boundary region between two objects) and the network of interconnected cells would signal objects by continuous linked regions of activity. Different objects might be signalled by different levels of activities, dependent on object properties such as brightness, texture or colour. However, it is not straightforward to determine at a strictly local level whether two signals originate from the same object given the presence of occlusion or abrupt changes in edge orientation (e.g. corners). Hence, computational rules, more complex than simple proximity, must be employed.
One approach to this problem is that of Gestalt psychologists who studied the rules that underlie this perceptual organisation of local information (linking). Describing the likelihood that two parts of a scene belong to the same object, these rules include proximity, similarity, continuity and closure (Wertheimer, 1923) . The implementation of the Gestalt rules have been investigated at the level of interactions between a small group of non-overlapping cells in V1 (Gilbert & Wiesel, 1981; . This has lead to an increasingly complex picture of contextual effects, whereby the response of one stimulated neuron is influenced by the presence of stimulation to nearby cells. This review will begin by examining psychophysical and physiological work on collinear (or spatial) facilitation.
It has been proposed that local intra-cortical connections are the building blocks of contour perception (Fig. 1B) . Contours would excite a string of cells at the level of V1 and it has been speculated that the operations observed between neighbouring cells are also used to bind cell responses and group part of the scene into coherent contours. Studies on contour integration will be discussed next.
Typically, the models that have been proposed to account for human contour detection rely on the interactions between retinotopically close cells. It has been recognised, however, that these interactions alone are insufficient to describe contour perception. Evidence has accumulated which supports the existence of more global mechanisms that integrate information beyond that of neighbouring cells (Fig. 1C) . This review will emphasise these mechanisms at intermediate levels of form perception. While studies on spatial facilitation have been motivated by, and explained on, the basis of known anatomy and physiology in primary visual cortex, intermediate shape processes suggest the involvement of extra-striate areas in the ventral stream, with evidence converging on a likely role of V4 (Pasupathy & Connor, 2001 ). This forms an intermediate stage in the transformation that leads from discrete local sampling to the representation of complex objects.
Only the 2D shape of an object will be considered here, ignoring many other important aspects of real-life objects, including their 3D volume, texture, shading, disparity, colour and motion. This is not to suggest that this information is unimportant. Indeed, there are circumstances where such information is essential. However, information from the 2D contour alone is often sufficient to recognise objects, as evidenced by line drawings (Fig. 1E ). It is therefore reasonable to propose that much can be learned about the computations involved in object vision by studying the perception of the 2D outline of objects.
This review will follow the hierarchy of increasingly advanced computations that underlie the detection, discrimination, recognition and categorisation of contour shapes. It is split into two main sections-entitled 'Contour Detection' and 'Shape Discrimination and Representation'. The first covers contrast detection of elements within a contour (''collinear facilitation") and the detection of contours in noise (''contour integration"), while the second deals with the discrimination and representation of simple and complex shapes ( Fig. 1D and E).
Contour detection

Anatomy and physiology
Historically, it was assumed that filters (or channels; e.g. Campbell & Robson, 1968) in the early parts of visual processing in V1 are independent, but this notion is being abandoned. V1 neuronal activity is more appropriately described as depending on direct stimulation (within a receptive field) and on the responses of neighbouring cells as well as on the feedback from higher areas. Cell independence therefore has to be discarded and replaced by a dynamic and flexible interconnected network, where the response of one neuron does not just depend on stimulation within its receptive field but also on the stimulation of other neurons.
For example, the response of a single cell to stimuli of different contrasts shows a non-linear dependence with an accelerating part at low contrasts, a quasi-linear part at intermediate contrasts, and a compressive part at high contrasts. Initially, it was proposed that this behaviour simply reflects the direct input to that neuron. This idea has now been replaced by a dynamic non-linear lateral operation refereed to as contrast normalisation (or contrast gain control). The lateral operation is assumed to sum inputs across many cells tuned to different orientations, positions and spatial frequencies (Heeger, 1992; Wilson & Humanski, 1993) . Each cell's response is normalised by the Fig. 1 . Overview of the processes involved in shape perception, using the example of schematic faces. (A) Long-range lateral interactions ('+') between neighbouring neurons with non-overlapping receptive fields (shown by ellipse pairs) in primary visual cortex can be used to respond to contour fragments. Geometric rules (e.g. proximity, co-alignment) have been inferred from studies on 'collinear facilitation' that describe the circumstances when these interactions are effective. (B) Chains of such interactions can be building blocks for contour integration. A serious computation problem in this process is to determine those parts of a scene that should be combined ('+') and those that should be kept separate ('À'). (C) This problem is impossible to solve on a local basis and experimental evidence has accumulated pointing to global mechanisms that integrate information beyond that of neighbouring cells ('R'). (D) Following the detection of a global shape embedded in a scene, the visual system must be able to discriminate it from other shapes, in order to enable object identification, recognition and categorization. (E) These processes are likely to depend upon the way the brain represents shapes. One popular proposal is that of a reference-based coding strategy, whereby shapes are represented within a multi-dimensional object space, depending how much they differ from a reference (a prototype or mean shape). Evidence for such norm-based representations has been reported for a number of shapes, including squares, rectangles, circles, triangles and faces. In the latter case, individual faces might be encoded within a multi-dimensional face space, where the distance from a mean face determines the facial distinctiveness and the direction the family identity. combined cell activity. Evidence in favour of this operation was provided psychophysically by Foley (1994) and physiologically by Bonds (1989 Bonds ( , 1991 . Functional benefits of this normalisation include responses that are dynamically adapted to a near optimal range and sharpening of orientation tuning. The summation involved in contrast gain is non-specific with respect to position and orientation tuning thereby primarily reflecting the overall contrast within the summation area (Heeger, 1992) .
In contrast to this orientational and positional non-specific effect (Bonds,1989 (Bonds, , 1991 Das & Gilbert, 1999) , there is evidence for spatial (lateral) interactions that depend on the precise relationship between filters, especially their relative positions and orientations. Much work has explored these relationships using anatomical (Gilbert & Wiesel, 1979 , 1983 , 1989 Rockland & Lund, 1982 , 1983 Schmidt, Goebel, Lowel, & Singer, 1997) , electrophysiological (Cavanaugh, Bair, & Movshon, 2002a Kapadia, Westheimer, & Gilbert, 2000; Levitt & Lund, 1997 Li, Thier, & Wehrhahn, 2000 Ts'o and Gilbert, 1988; Ts'o, Gilbert & Wiesel, 1986) and imaging techniques (Das & Gilbert, 1995; Malach, Amir, Harel, & Grinvald, 1993) .
Anatomically, long-range lateral connections have been revealed by intracellular injections of horseradish peroxide (Gilbert & Wiesel, 1979 , 1983 . Cells are linked by intrinsic horizontal connections formed by the axons of pyramidal cells. These links are between cells with non-overlapping receptive fields and can extend over distances several times the size of the classical receptive field (Bosking, Yang, Schofield, & Fitzpatrick, 1997; Levitt & Lund, 1997; Malach et al., 1993) . These projections are predominantly to neurons in iso-orientation columns (Gilbert & Wiesel, 1989; Malach et al., 1993) .
Physiological measurement of interactive effects requires simultaneous stimulation of a neuron's classical receptive field (CRF) and its surround. The CRF is typically defined as the area of visual space over which a discrete stimulus can evoke a response from the cell. Extra-receptive-field stimuli on their own have no impact on the cell's response. Only when the CRF is stimulated can the effect from outside the CRF be seen. Any interactive effect is then observed as a change (modulation) in the firing rate of the neuron. It is well established that horizontal connections can be both inhibitory as well as excitatory (Hirsch & Gilbert, 1991) . Inspection of the percentage of cells receiving long-range inputs has shown an imbalance between excitation and inhibition: GABAergic inhibitory cells make up only between 5% and 20% (Kisvarday, Martin, & Freund, 1986; McGuire, Gilbert, Rivlin, & Wiesel, 1991) . The majority of the postsynaptic effects of long-range intra-cortical interactions are excitatory.
In V1, it has been shown that flanking stimuli will facilitate a cell's response to an already optimally oriented stimulus Nelson & Frost, 1985; Polat, Mizobe, Pettet, Kasamatsu, & Norcia, 1998; Ts'o et al., 1986) . When flanking lines are aligned with the orientation tuning of the cell being monitored, its firing rate is increased . Facilitation in this case depends on contrast with excitation at low but inhibition at high contrasts (Kapadia, Westheimer, & Gilbert, 1999) . The facilitation effect is also strongly context dependent: flanking lines produce no facilitation when they are too widely separated. Suppression, or only weak facilitation, has been reported for non-collinear arrangements, including the case when flankers are presented side-by-side or when they have different orientations (Cannon & Fullenkamp, 1991; Grinvald, Lieke, Frostig, & Hildesheim, 1994; Kapadia et al., 1995; Levitt & Lund, 1997; Sengpiel, Troilo, Kind, Graham, & Blakemore, 1996; Sengpiel et al., 1996; Sillito, Grieve, Jones, Cudeiro, & Davis, 1995) . Therefore, neurons tuned to the same orientation but with receptive fields not centred along their main axis do not facilitate each other (Ito & Gilbert, 1999; Kapadia et al., 1995 Kapadia et al., , 2000 Polat et al., 1998) . The surround can also alter the preferred orientation of a cell. For example, Gilbert and Wiesel (1990) have reported that the optimal orientation of a V1 cell is affected by the orientation of nearby lines and depends on the precise context, in which the line is presented.
For a full surround (i.e. stimulus occupying the entire surrounding region), rather than isolated flanking lines, surround modulation can be excitatory or inhibitory. When the surround shares the same orientation as the target (iso-orientation), the modulation is typically inhibitory (Knierim & van Essen, 1992; Nothdurft, Gallant, & Van Essen, 1999) . On the other hand, strong facilitation has been reported by orthogonal surrounds (Levitt & Lund, 1997; Sillito et al., 1995) . The former has been proposed to play a critical role in contour perception as it switches off responses to contours that form part of dense textures, while leaving relatively unaffected those contours surrounded by blank space (Petkov & Westenberg, 2003) . The latter is thought to be critical for detection of orientation discontinuities (Levitt & Lund, 1997; Sillito et al., 1995) .
The general picture that has emerged from these studies is that surround modulation in V1 depends on the context (Chen, Kasamatsu, Polat, & Norcia, 2001; Kapadia et al., 1995 Kapadia et al., , 2000 Lamme & Spekreijse, 1998; Levitt & Lund, 1997 Li et al., 2000 Li et al., , 2001 Nothdurft et al., 1999; Polat et al., 1998; Sengpiel et al., 1996; Sillito et al., 1995; Toth, Rao, Kim, Somers, & Sur, 1996) . The main contextual parameters are proximity and co-alignment. Long-range lateral connections between cells in V1 occur between orientation columns, that is between like-oriented cells (Bolz & Gilbert, 1989; Gilbert & Wiesel, 1989; Grinvald et al., 1994; Kisvarday et al., 1986; Levitt & Lund, 1997; Malach et al., 1993; Ts'o et al., 1986; Weliky & Fig. 2 . Example of a stimulus used in collinear facilitation tasks. Observers are required to detect the presence of the central Gabor with or without high contrast, collinear flankers, as a function of target-flanker separation (defined in multiples of the wavelength of the spatial frequency of the Gabors: k) (after Polat & Sagi, 1993) . Katz, 1994) . These projections can span several degrees (Cavanaugh et al., 2002b; Fitzpatrick, 1996; Gilbert & Wiesel, 1983; Levitt & Lund, 2002; Schmidt et al., 1997) , with strong excitation between collinear neurons (Kapadia et al., 1999; Nelson & Frost, 1985; Polat et al., 1998) . The perceptual consequences of these lateral connections will be considered next.
Collinear facilitation
Psychophysics
Perceptual effects between nearby elements ('collinear facilitation') have been studied extensively. In a classical experimental design (Polat & Sagi, 1993 , 1994 , observers were required to detect the presence of a Gabor (a sinusoid enveloped by a Gaussian window). This stimulus has the advantage of being band-pass with respect to spatial frequency and orientation and thereby allows control over, and minimize the number of, channels activated by the stimulus. To examine interactions between spatially separated stimuli, Polat and Sagi compared contrast thresholds for an isolated Gabor with that obtained in the presence of nearby flanking Gabors. The flankers themselves were always clearly visible, i.e. suprathreshold. If stimuli are processed independently, the contrast detection threshold of the target should be unaffected by adding flankers. This was not what they observed. In their original investigation, the target and the flankers were always aligned, i.e. the flankers were collinear, positioned along the axis given by the orientation of the target (Fig. 2) . When the flankers have the same orientation as the target, varying the distance between target and flankers has a large effect on target detectability. When the distance (defined in multiples of the wavelength, k, of the Gabors) between target and flankers is small (<2k), thresholds were elevated (performance poorer) than without flankers, i.e. masking. In contrast, for greater distances, observers required less contrast to detect the target than when it was presented on its own, i.e. facilitation. Maximum contrast enhancements of about 50% were found for distances of 2-3k, and levelled off when the distance increased further (Fig. 3A) . The separation at which maximum facilitation can be observed depends on the spatial frequency of the Gabors. Spatial facilitation peaks at larger target-flanker separations when the Gabors are lower in frequency and this follows a roughly linear relationship (Polat & Sagi, 1994) . Hence the effect is scale invariant (scales with filter size) and is constant when expressed as a function of the wavelength of the Gabors. Polat and Sagi (1994) went on to describe in detail the dependence of the facilitation effect on the relationship between target and flankers. They found a strong dependence on relative orientation Fig. 3 . Summary of the principle spatial facilitation effects reviewed. Plus and minus signs indicate presence or absence of facilitation, respectively, '±' stands for facilitation of intermediate strength and '?' indicates conflicting evidence for/against facilitation. (A) When the distance between target and flankers is small observers require less contrast to detect the target than when it is presented on its own, i.e. facilitation. Maximum contrast enhancements of about 50% were found for distances of 2-3k (right), and levelled off for larger separations (left, Polat & Sagi, 1993) . (B) Studies disagree as to whether facilitation takes place (Wehrhahn & Dresp, 1998; Yu & Levi, 1997b; Zenger & Sagi, 1996) or not (Williams & Hess, 1998 ) when flankers and target have different contrast polarities. (C) For maximum facilitation, the flanker orientation must be the same as that of the target and the flankers must be positioned along the axis given by the target's orientation (collinear). Neither orientation alignment (iso-orientation) nor position alignment (same axis but non-matching orientations) are sufficient to produce maximum facilitation alone (Polat & Sagi, 1994) . (D) When collinear flankers (producing strong facilitation) are combined with iso-orientation side-by-side flankers (producing small facilitation), the facilitation effect disappears (Polat, 1999) . (E) Extensive practise can increase the range over which facilitation occurs, by as much as a factor of three (facilitation, 20k gaps). (F) Facilitation is seen for flankers and targets without dominant orientation axes including spots, small squares and circles, even when flankers are positioned side-by-side (Dresp, 1993; Yu & Levi, 1997b) . (G) A target (Gabor, not visible in figure) is superimposed on a supra-threshold pedestal (central circular region). Gabor and pedestal are surrounded by another grating (larger circular area). As with classical collinear facilitation, enhancement is strongest when the surround grating is parallel (iso-orientation) to the pedestal and target (left). Facilitation is also strong when pedestal and surround have orthogonal orientations (centre) but only weak if orientations differ by e.g. 15°( right, Yu & Levi, 2000) . (Fig. 3C) . A noticeable reduction in enhancement was present for misalignments of only 15°and no interaction was evident if orientations differed by 90°. A similar narrow tuning was observed for spatial frequency. In a subsequent study (Polat & Sagi, 1994) , the contribution of collinearity was distinguished from that of parallelity (or iso-orientation) (Fig. 3C) . For maximum facilitation, the flanker orientations must be the same as that of the target and the flankers must be positioned along the axis given by the target's orientation (collinear). If the elements share the same orientation but are positioned side-by-side, the effect is reduced by half. Further reductions were seen if element orientations were offset by 45°relative to the virtual line connecting the three Gabors. Neither orientation alignment (iso-orientation) nor position alignment (same axis but non-matching orientations) are sufficient to produce maximum facilitation alone.
Several studies have reported facilitation effects even where the flanker and target phases differ. For example, Zenger and Sagi (1996) report weak facilitation with opposite contrast targets and flanks but only for large separations. Others also report phase insensitivity (Wehrhahn & Dresp, 1998; Yu & Levi, 1997b) , although this is dependent on eccentricity. Phase insensitivity is observed in the fovea but not periphery (Chen & Tyler, 1999) . Indeed collinear facilitation effects, in general, might be a foveal phenomenon and weak or absent in the periphery (Williams & Hess, 1998) . Phase insensitivity has been used to argue (Chen & Tyler, 1999) that the mechanisms underlying collinear facilitation must incorporate a full-wave rectification, ignoring phase information of the stimuli. There is, however, conflicting data on the issue of phase dependence. Williams and Hess (Williams & Hess, 1998 ) reported a strong effect of contrast phase on collinear facilitation. In their study, phase inversion abolished facilitation (Fig. 3B ).
An observation with interesting implications for cortical plasticity is the dependence of collinear facilitation on learning and practise. Dresp (1999) pointed out that several thousand trials of training are required with the flanker configuration before performance reaches a ceiling level. In contrast, no training effect is seen for single Gabors. Learning has also shown to produce an increase in the spatial range over which facilitation can be observed (Polat & Sagi, 1994) . Extensive practise can increase this range by as much as a factor or three (facilitation extending to 20k, Fig. 3E ; Polat & Sagi, 1994) and learning effects can be seen even for conditions where initially no facilitation is found (i.e. where target and flanks are not collinear). Moreover, learning requires a step-by-step learning routine as omitting intermediate parts of the range (i.e. practising with long and short target-mask separations only) does not result in increased facilitation range.
The presence of a strong non-linearity has been deduced from studies with additional flankers. When collinear flankers (producing strong facilitation) are combined with iso-orientation side-byside flankers (producing small facilitation), the facilitation effect disappears ( Fig. 3D ; Polat 1999; Solomon & Morgan, 2000) . In a similar vein, facilitation effects can be eliminated when an orthogonal element is presented between target and inducer (Dresp, 1993) .
Non-line stimuli have also been used to investigate collinear facilitation (Fig. 3F) . Facilitation is seen for flankers without dominant orientation axes including spots, small squares and circles placed near the inducing line (Dresp, 1993; Yu & Levi, 1997b) . In contrast to inducing lines or Gabors, where spatial facilitation is greatly diminished if elements are not collinear, the spatial arrangement for squares does not matter: squares positioned side-by-side to a target line show the same effect as squares placed along the line's orientation. It has been suggested that the discrepancy between results with square flankers and Gabors is due to the different spatial extent of these stimuli and the fact that spatially more extended flankers (Gabors) will partially excite the target's receptive field directly whereas small dots might not. Collinearity might not, therefore, be a requirement for facilitation to occur (Yu & Levi, 1997b) .
When orientations of target and flankers differ, facilitation is absent. The absence of cross-orientation effects is, however, inconsistent with physiology (Levitt & Lund, 1997 , Polat et al., 1998 Sillito et al., 1995; Toth et al., 1996) : cortical responses can be significantly enhanced by surrounding a cell of a given orientation preference with stimulation of orthogonal orientations. Yu and Levi (2000) have argued that the inconsistency between psychophysics and physiology is a consequence of the stimuli typically used in surround-modulation experiments. Yu and Levi employed a masking paradigm, in which the target (a Gabor) was presented together with a suprathreshold pedestal with matching phase, SF and orientation-a paradigm that has been used extensively in the investigations of the properties of early filters in the visual cortex (e.g. Wilson, McFarlane, & Phillips, 1983 ). An additional, annular, grating-of variable orientation, spatial frequency and contrast-surrounded the target and pedestal combination (Fig. 3G) . Surround facilitation in this experimental configuration is observed when the contrast threshold for the target superimposed on a pedestal and surrounded by the annulus is lower than that of the target plus pedestal without the annular surround. The results revealed two distinct types of surround modulation. As with classical collinear facilitation, enhancement is strongest when the surround grating is parallel to the mask and target (iso-orientation). Surprisingly, however, a second peak for performance was found when the surround was perpendicular. These data are consistent with two mechanisms, one narrowly tuned to iso-orientations (since facilitation is substantially reduced when target and surround differ in orientation by just 7.5°; Fig. 3G , right) and the other broadly tuned to cross-orientations, summing signals across a range of orientations.
One potential explanation for collinear facilitation effects is a reduction in the spatial uncertainty of the target position (Pelli, 1985) . This is because psychophysical investigations into surround effects have measured contrast detection of a single Gabor as a baseline, where the precise position of the target is typically unknown to the observer. In contrast, when surrounded by suprathreshold flankers, the flankers provide information about the target's spatial position and the resulting reduction in spatial uncertainty could, in theory, explain better performance. It has recently been reported that much of the facilitation magnitude can be explained by spatial uncertainty (Petrov, Verghese, & McKee, 2006) . Adding low contrast cues (in order to minimise their low-level interactive effect) to the location of the target accounts for a considerable amount (on average 65%) of the collinear facilitation effect typically seen for collinear, high contrast flankers. A characteristic change in psychometric function confirms uncertainty reduction as a contributing factor to collinear facilitation (Pelli, 1985) . This would explain why little or no facilitation has been reported when the target is suprathreshold (i.e. measuring contrast increments) and therefore always visible (Chen & Tyler, 2002; Williams & Hess, 1998) . However, clearly visible inducers, when they are of opposite contrast polarity to the target, often do not lower target thresholds (Morgan & Dresp, 1995; Solomon & Morgan, 2000 , cf Yu & Levi, 1997b , inconsistent with the spatial uncertainty explanation. Moreover, investigators have generally been well aware of spatial certainty as a potential feature and have taken precautions to minimise its effect by providing cues as to the target location (see e.g. Yu & Levi, 1997b) . Hence, it remains to be verified how much a contribution spatial certainty makes to collinear facilitation.
In summary, detection of a target can be facilitated, suppressed or remain unaltered (compared to when presented in isolation) by neighbouring stimuli depending on the spatial context, including element position, separation and orientation. Certain surround effects (e.g. cross-orientation facilitation) require very specific arrangements (e.g. target on a pedestal plus a surround) before they can be detected. These results provide perceptual evidence for the existence of interactions between adjacent filters (Polat & Sagi, 1993) . The contextual nature of these effects argue that facilitation is particularly strong along a cell's orientation axis but facilitation is not restricted to this axis. It is tempting to conclude that lateral long-range connections in V1 mediate these contextual effects, giving the striking similarities between the interactions observed anatomically and physiologically on one hand and the psychophysics of collinear facilitation on the other.
However, some questions have been raised about this suggestion. It has been pointed out that the target-flanker separation, at which maximum facilitation is seen, is relatively small so that the target and flankers are physically overlapping to some extent (Morgan & Dresp, 1995; Yu & Levi, 1997b) . This casts doubt on the need for long-range interactions for collinear facilitation and it has been proposed that interactions within a receptive field might suffice (Morgan & Dresp, 1995; Yu & Levi, 1997b) . Table 1 summarises the key evidence for and against the possibility that collinear facilitation might be a pedestal effect, i.e. a within channel effect (see also Section 2.2.2. below). Note that for some of these (e.g. element phase), evidence has been contradictory. Also, the distinction made here between 'consistent with' and 'inconsistent with a single channel' is made with respect to a linear, simple cell model. Some of the evidence listed under ''inconsistent with single channel" has actually been explained by single channel models, requiring however more complex operations than those of simple cells (e.g. end-stopped cells, see below, Yu & Levi, 1997a) .
Regardless of whether collinear facilitation is due to long-range interactions between channels or to end-stopped type behaviour within a channel, it has been proposed to form the building block for contour perception. The nature of the local contextual effect, especially collinear facilitation, makes it an attractive candidate for the grouping effects of collinear line segments into smooth contours (Polat & Sagi, 1994) . In the case of long-range interactions, a spatially extended contour might be detected by a chain of filters, which are linked to each other by lateral interactions and eventually give rise to the perception of a smooth contour (Polat & Sagi, 1994) . In the case of end-stopping, consecutive line elements forming a contour can facilitate each other if they excite the end-zones of neighbouring channels (Yu & Levi, 1997) .
Models
A number of models have been proposed to explain these spatial interactions. In one type of model (Kovacs, 1996; Polat, 1999; Wilson & Wilkinson, 2002a) , each filter is assumed to receive three inputs. One direct (thalamic-cortical) input is excitatory and is responsible for the cell's CRF. The additional inputs are lateral, one excitatory (along the cell's main axis), and the other inhibitory (the entire surround of the neuron; Fig. 4B ). A non-linear balance of these inputs then determines the neuron's response. The two regimes of the collinear effects, threshold elevations (spatial suppression) at very short separations and threshold enhancements (collinear facilitation) for longer separations, are explained by target and flankers exciting the same or nearby filters, respectively. When flankers are close, they activate the same filter as the target thereby increasing its firing rate and reducing the detectability of the target (masking). When they are further apart, facilitation is considered to result from long-range excitatory connections between non-overlapping cells (Polat & Sagi, 1993; Wilson & Wilkinson, 2002a) . As for lateral inhibition, facilitation from a surround that is itself suppressive (e.g. in the case of side-by-side flankers) might seem counter-intuitive. It has been argued that a suppres- Table 1 Evidence for and against the possibility that collinear facilitation might be a pedestal effect, i.e. a within channel effect Consistent with single channel Inconsistent with single channel Suppression: at very short target-flanker separations (flankers act like supra-threshold pedestals: Polat & Sagi, 1993) Facilitation: observed at considerable separations (more than 6k; Polat & Sagi, 1994) Facilitation: maximal at short separations (flankers act like near-threshold contrast pedestal: Polat & Sagi, 1993) Learning/practice: facilitation extending to 20k (Dresp, 1999; Polat & Sagi, 1994) Scale invariance: separation for maximum enhancement increases with decreasing spatial frequency (Polat & Sagi, 1994) Learning/practice: likely the result of synaptic plasticity, i.e. changes in lateral connections Orientation/position: facilitation depends on relative orientations (collinearity: Polat & Sagi, 1993) Configuration: non-linear dependence on flanker configuration (Polat, 1999; Solomon & Morgan, 2000; cf Yu & Levi, 1997b ) SF tuning: facilitation narrowly tuned for spatial frequency (Polat & Sagi, 1993) Side-by-side flankers: facilitation with side-by-side flankers (Polat & Sagi, 1994; Yu & Levi, 1997b ) Element phase: no facilitation when target and flanker phases differ (Morgan & Dresp, 1995; Williams & Hess, 1998) Element phase: facilitation when target and flanker phases differ (Wehrhahn & Dresp, 1998; Zenger & Sagi, 1996) Contrast polarity: no facilitation if target and flankers have opposite polarity (Morgan & Dresp, 1995; Solomon & Morgan, 2000) Contrast polarity: facilitation if target and flankers have opposite polarity (Yu & Levi, 1997b ) Target contrast: little or no effect when target is at suprathreshold (contrast discrimination: Chen & Tyler, 1999; Williams & Hess, 1998) Orthogonal elements: decreased facilitation when orthogonal elements are placed between target and flankers (Dresp, 1993) (Yu & Levi, 1997a) : the model consists of a single filter with an excitatory receptive field centre (white) surrounded by an annulus-like inhibitory region (black). Filter responses are also modulated by a contrast normalisation process (not shown). The final filter response depends on the balance of stimulation from the filter's excitatory and inhibitory regions and a suppressive normalisation term. (B) Network for lateral interactions between filters (Polat, 1999 sive surround can increase sensitivity by a dis-inhibition effect (Adini, Sagi, & Tsodyks, 1997; Polat & Sagi, 1993 , 1994 . If both long-range mechanisms are excited, their interaction must be non-linear, since a combination of collinear elements (strong facilitation) and side-by-side elements (weak facilitation) yields no facilitation (Polat, 1999 ). An interesting similarity between collinear facilitation and contrast discrimination has been used to argue that collinear facilitation might be explained by interactions within a single receptive field (see above, Morgan & Dresp, 1995; Yu & Levi, 1997b) . Contrast discrimination of a target depends on absolute contrast in a nonlinear way. Compared to contrast detection (i.e. judging if a target is present or not), thresholds can actually be lower when the target is added to a pedestal. This facilitation effect depends on contrast and is only seen at near-threshold pedestal contrasts. When the pedestal contrast is high, thresholds increase with contrast (Weber law). The near-threshold facilitation produces a characteristic ''dipper" for the contrast discrimination function (Foley & Legge, 1981; Nachmias & Sainsbury, 1974) , which has been attributed to a non-linear neuronal transducer function (Foley & Legge, 1981 ; see also 'contrast normalisation', above). It has been proposed that the collinear suppression at very short target-flanker separations might be due to flankers acting like high contrast, supra-threshold pedestals. Collinear facilitation at slightly longer separations could be explained by flankers acting like near-threshold contrast pedestals (Morgan & Dresp, 1995) . This obviates the need for long-range interactions for collinear facilitation (Morgan & Dresp, 1995; Yu & Levi, 1997b ). Yu and Levi advance a model based on end-stopped (also called hypercomplex) cells (Hubel & Wiesel, 1962 Yu & Levi, 1997a; Fig. 4A) . Psychophysical evidence for such filters has been provided, with observed perceptive fields matching the receptive fields of cortical end-stopped cells (Yu & Levi, 1997a) . The filter response depends on the balance of stimulation within its excitatory and annulus-like inhibitory regions. In addition, its response is also modulated by a contrast normalisation process (see above). It has been suggested that the two mechanisms responsible for the actual amount of suppression, contrast normalisation and end-stopping, are independent (DeAngelis, Anzai, Ohzawa, & Freeman, 1995; Yu & Levi, 1997a) . In this case, antagonistic end-stopping would be responsible for reducing the suppression of the model filter, contrast normalisation processes-through divisive inhibition-would be responsible for increasing the filter suppression. This model captures a broad range of spatial effects, including the fact that different flankers can cause facilitation (e.g. dots as well as Gabors). The model can predict that facilitation occurs with iso-as well as cross-orientation surrounds if the surround modulation is dependent on orientation (Yu & Levi, 2000) . Some sort of non-linearity for the surround summation would be required to account for the fact that small collinear flankers can have a strong facilitation effect.
In summary, a picture has emerged that shows an interactive network between nearby filters, the strength of which is context dependent and complex, implying several non-linear operations. Reflecting these complex interactions, the stimulus surround not only enhances target detection, it can alter target appearance (Cannon & Fullenkamp, 1991; Ellemberg, Allen, & Hess, 2004) . Physiological evidence points towards lateral connections at the level of V1 as a plausible substrate for some of these perceptual effects. Discrepancies between studies might be a reflection of a very flexible and adaptive network-as evidenced by strong learning effects-which can be further modulated by top-down input (e.g. attentional modulation or uncertainty effects).
Contour integration
A popular research question has been how human observers detect a smooth contour embedded in noise (e.g. Barlow & Reeves, 1979; Beck, Rosenfeld, & Ivry, 1989; Field, Hayes, & Hess, 1993; Smits, Vos, & van Oeffelen, 1985) . For contours made up of individual elements, the question becomes how the visual system might link these elements (and avoid linkage with background elements) to produce a salient contour, which 'pops-out'. Extracting a foreground contour from background noise is essentially a segmentation task. Several geometric relationships between elements are critical in this process, most following the Gestalt rules.
Given the restricted receptive field size of neurons in primary visual cortex, information sampled at different cortical locations has to be integrated in order to produce a percept of an extended object. Rather than investigating interactions between adjacent cells, here the emphasis is more global: how can an entire contour A contour is introduced by assigning the position and orientation of a small subset of the elements to be tangential to that contour. The contour's path angle in defined as the difference in orientation between successive contour elements, where a zero difference is a straight line (left) and 90°is a jagged path. Subjects are better at detecting contours with small path angles (Field et al., 1993) . The position of the contour with a non-zero path-angle in the right image is highlighted for clarity by its higher contrast relative to the noise elements. (B) Association field model proposed to predict human performance (Field et al., 1993) . The model defines the necessary geometric relationships required for linking adjacent filters. The association is strong along the axis given by the cell's orientation (e.g. vertical) and along curved arcs, as long as the orientation of the cell at that position is aligned (tangent) to that path. Long-range excitatory and inhibitory connections are shown by open and filled circles, respectively. The grey circle surrounding the central filter represents short-range interactions, typically considered inhibitory and, unlike long-range connections, orientation independent (contrast normalisation) (Field & Hayes, 2004; Heeger, 1992; Wilson & Wilkinson, 2002a) . be visible even if each part (e.g. one element plus its neighbours) on its own is invisible?
In one classical experiment (Field et al., 1993) , observers were presented with a rectangular array of randomly positioned and oriented high contrast Gabor patches (Fig. 5A) . A sampled contour was introduced to the display at a random location by assigning the position and orientation of a small subset of the elements along the contour. Subjects are remarkably good at detecting a sampled contour embedded in identical randomly oriented noise provided the contour elements satisfied certain geometric requirements. The alignment of elements along the path was found to be a critical parameter for contour integration. Adding small amounts of orientation jitter, such that the elements making up the contour were not oriented exactly tangential to the curve, impairs performance. Performance is independent of the phase or contrast polarity of the Gabor patches, suggesting that the binding mechanisms integrate information after filter responses have been rectified (Field, Hayes, & Hess, 2000) . Integration is possible over a range of inter-element distances and performance still above chance when elements are separated by up to 7 times their width. Given the presence of the noise elements that could be linked with any contour element, it is clear that contour integration in this task is not simply based on an interaction between any 2 or 3 adjacent contour elements but rather due to the presence of a continuous chain of aligned elements. Indeed, a contour with few elements is undetectable (Braun, 1999; Kovacs & Julesz, 1993) . The maximum distance between elements at which contour integration is possible is beyond the size of the receptive field of neurons in primary visual cortex and has therefore to be the result of interactions between filters.
Field et al. (Field et al., 1993) coined the term ''association field" to describe the geometric relationships between neurons that result in linkage (Fig. 5B ). According to this idea, if two filters are associated they are linked and segregated from the background. The association is strong along the axis given by cell orientation but is not restricted to this axis. Contour integration is possible for orientation differences of up to ±60°amongst elements, implying that the association field includes connections to each side of its main axis, as long as the orientation of the cell at that position is aligned (tangential) to that path. The association field therefore depends on a combination of position and orientation. Contour integration is reportedly a primarily foveal function and drastically reduced in the periphery (Hess & Dakin, 1997) , although recently the rate of reduction with eccentricity has been shown to be similar to that of visual acuity (Nugent, Keswani, Woods, & Peli, 2003) . It is generally limited to within spatial scales , but is possible when elements differ in bandwidth (Dakin & Hess, 1999) . Differences in disparity appear to have little effect on integration (Hess & Field, 1995; Hess, Hayes, & Kingdom, 1997; Kovacs, Papathomas, & Feher, 1996) .
These studies have provided a detailed understanding about how contour detection depends on local context but how does the global context influence contour salience (detectability)? It is clear that contour saliency does not just depend on contour elements having aligned neighbours but rather that their aligned neighbours have also aligned neighbours (Braun, 1999; Field et al., 1993; Kovacs, 1996) . The question is if and how global interactions, outside the range of the association field, can influence contour detection.
One way to consider this is to study the effect of: closed contours are more easily detected than open contours (Elder & Zucker, 1993; Kovacs & Julesz, 1993; Pettet, McKee, & Grzywacz, 1998) . In one study, Kovacs and Julesz (1993) measured contour detectability as a function of inter-element separation and found that closed contours can be detected at inter-element separations (6k) at which open contours are invisible. The strength of the closure effect has been, however, questioned. Taking care to eliminate additional cues to the contour such as local element density, Braun (1999) reported a smaller but still significant effect. In a subsequent study, Kovacs and Julesz (1993) used a gap size at which a closed contour is at detection threshold and determined performance for different number of elements. Performance did not exceed chance level until the last element was added and the contour completed. Hence, when a single element is removed from the chain of a closed contour, the contour is no longer detected. This was different for open contours where performance improves approximately linearly with the number of elements. This has been taken as evidence for non-linear effects when contours are closed but not when they are open.
Hence, closure-a global feature of the contour since information about closure is not available at any local region-appears important for contour detection (Kovacs & Julesz, 1993) . Kovacs proposes that a ''volley of neuronal firing" might flow around a closed but not an open contour thereby further strengthening inter-element interactions. Alternatively, a separate higher-level mechanism could be responsible for the superiority of closed contours over open shapes. In either case, the rules describing contour integration have to be extended: in addition to local parameters, global closure also affects contour detection.
Is superior performance for closed contours due to closure per se or other features that change when a closed curve is opened? Considering a circle, special features are its constant sign (i.e. convex curvature) and constant magnitude of curvature around its circumference. It is therefore possible that better performance with circles is due to these features rather than closure. To distinguish between these possibilities, Pettet (1999) first fixed the magnitude of curvature and manipulated the number of changes with respect to the direction of curvature (i.e. from convex to concave). For example, an open contour with constant curvature can be produced by arranging two semi-circles so that they form an 'S' shape. Performance decreased with the number of direction changes along the contour. That is, a circular path embedded in noise is considerably easier to detect than a snake-like path, even when the local curvature is identical. Therefore, effective contour integration requires a constant direction (sign) of curvature. In a second experiment, Pettet contrasted the effects of sign and magnitude of curvature. He showed that a spiral, which is an open contour with a constant sign but different magnitude of curvature, is easily detected. These experiments point towards the sign of the contour curvature as an important factor for contour integration, rather than closure or a constant magnitude of curvature. This presents a problem for the proposal that superiority in closed contours is due to facilitation reverberating around a closed path (e.g. Kovacs & Julesz, 1993) and raises an interesting point. To signal a change in curvature direction (e.g. convex to concave) a global computation, e.g. curvature expressed relative to a central, reference point is required.
The role of contour shape was addressed by comparing detection of curves that differed in shape but retained closure . Introducing local curvature changes by e.g. flattening one side of a circular path so that it takes the shape of a 'bean', impairs detection. Performance drops further when the flattened part is substituted by an indentation (producing an outline of a crescent moon), which introduces not just a variation in the magnitude of the local curvature but also in its sign (i.e. convex to concave). Adding just two local curvature changes reduced detection to the level seen with open-ended contours. Therefore the overall shape also modulates contour detection. Pettet et al. (1998) considered the possibility that sudden changes in curvature (kinks) degrade salience because of an insufficient grouping across kinks. In this sense, the contour is broken because the grouping of adjacent elements by an 'association-field' type mechanisms is absent or weak at the location of the kinks.
Connection between collinear facilitation and contour integration
There are obvious similarities between collinear facilitation and contour integration. Many of the geometric relationships formulated for collinear facilitation are also evident in the rules that describe the likelihood that individual elements are grouped to form a detectable contour. In both cases, the Gestalt rules of proximity, similarity and continuity provide a good description of perceptual effects (compare the models proposed for collinear facilitation, Fig. 4B, with that for contour integration, Fig. 5B ).
Although the contours in the psychophysical investigations of contour detection are typically global, in the sense that they span over several elements and several degrees of the visual field, the interactions that underlie their detection may not be. It has been argued that local interactions between neighbouring elements can explain contour integration. This proposal essentially bases the computation required for global contour integration in a local context: the same neural mechanisms that underlie local collinear facilitation might be the building blocks for contour integration (Dresp, 1993; Kapadia et al., 1995; Polat & Sagi, 1993 , 1994 . This has received support from the success of computational models which can predict contour integration by relying on interactions between V1-type filters (Field et al., 1993; Li, 1998; Pettet et al., 1998; Ullman, 1992; VanRullen, Delorme, & Thorpe, 2001; Yen & Finkel, 1998) .
Strong contextual effects have been seen at the level of individual neurons in primary visual cortex (see before), a neuronal correlate to collinear facilitation. The similarities between perception and response characteristics of neurons in V1 have led to the belief that many contextual effects are probably mediated by connections between cells in V1 (Li & Gilbert, 2002) . If the extent of these cortical long-range interactions in V1 matches the spatial extent over which elements are perceptually combined in contour detection, this would infer that V1 is a possible cortical substrate for contour binding (Li & Gilbert, 2002) . Consistent with earlier work, Li and Gilbert (2002) found that salience of a sampled straight line increases with the number of elements on the line and decreases with increasing inter-element separation up to a critical distance. Depending on the density of the noise elements, there is a minimum spacing (critical distance) beyond which no contour can be detected, irrespective of the number of elements on the contour. Averaged across conditions, this critical spacing is approx. 2°. This value is in close agreement with the spatial extent of horizontal connections found in V1 Stettler, Das, Bennett, & Gilbert, 2002) . In line with this, collinear facilitation also disappears when target and flanks are separated by more than 2° (Dresp & Grossberg, 1997; Kapadia et al., 1995) , although it is strongest for much smaller separations. Moreover, this distance mirrors that found for other contextual effects (Tilt illusion: Virsu & Taskinen, 1975; Wenderoth & Johnstone, 1988; Westheimer, 1990) , suggesting that all these effects might be mediated by the same long-range interactions in striate cortex (Li & Gilbert, 2002) .
Contour integration also exhibits an oblique effect (Li & Gilbert, 2002) , similar to the enhanced orientation discrimination found for vertical (or horizontal) compared to oblique lines (Appelle, 1972) . In the context of contour integration, vertical contours can be detected more easily than diagonal paths (see Li & Gilbert, 2002, p. 2853 for a convincing demonstration). The oblique effect is typically considered to arise in V1, in line with the proposal that contour integration is mediated by connections in striate cortex.
Elegant as this suggestion is, a number of findings do not point towards the same long-range connections in V1 underlying collinear facilitation and contour detection. Several perceptual differences between the two effects have been reported, which could imply different neural mechanisms. First, contour integration is more robust to orientation and, possibly phase jitter than collinear facilitation (Field et al., 1993; Hess & Dakin, 1997; Polat & Sagi, 1993) although this has been disputed (Wehrhahn & Dresp, 1998; Yu & Levi, 1997b; Zenger & Sagi, 1996) . Second, collinear facilitation is a threshold phenomenon, whereas contour integration operates at suprathreshold levels. Collinear facilitation is typically absent at suprathreshold contrast levels, although some evidence suggests otherwise (Ito & Gilbert, 1999) . Third, collinear facilitation shows a stronger dependence on eccentricity than contour detection (Hess, Dakin, & Field, 1998; Williams & Hess, 1998) . It is clear that if the same mechanisms underlying collinear facilitation were involved in contour integration, they would be expected to exhibit similar behaviour. Some recent results have reinforced (e.g. Li & Gilbert, 2002) but others have questioned (e.g. Williams & Hess, 1998 ) the intrinsic connection between these two perceptual phenomena and the issue is still to be fully resolved.
Models for contour integration
Association-field type interactions between adjacent filters, in some models, are posited to cascade along collinear elements placed on a smooth contour if the geometric relationships between each pair of filters are favourable. This might cause a progressive build-up of activity and the eventual emergence of the global contour (pop-out) (e.g. Field et al., 1993; Li & Gilbert, 2002) . Several experimental observations have necessitated a refinement to this model, including the effects of background density and closure (Li, 1998; Pettet et al., 1998; Ullman, 1992; VanRullen et al., 2001; Yen & Finkel, 1998) . Alternative algorithms have been suggested to identify which edges in a scene belong to the principal boundaries of objects (Grossberg & Mingolla, 1985; Parent & Zucker, 1989; Sha'ashua and Ullman, 1988) . Some of these are based on statistical relationships between elements that are likely to belong to the same object contour in natural images (Elder, 2003; Geisler et al., 2001; Sigman, Cecchi, Gilbert, & Magnasco, 2001 ). These models face a problem, however, because they all involve some sort of recurrent activity that mutually increases the responses of contour, but not background filters. Although there is some physiological evidence for this Nelson, 1995) , psychophysical observations do not support it. If contour elements receive increased responses, the contour itself should appear higher in contrast because an increase in firing rate of striate cells is linked to an increase in perceived stimulus contrast, but this turns out not to be the case . To account for this discrepancy, several potential solutions have been proposed, including a scheme in which different cell populations carry contrast and contour information, respectively (Field & Hayes, 2004) . Alternatively, the visual system could rely on some temporal aspect of cell responses (Gray, 1999; Gray, Konig, Engel, & Singer, 1989; Kapadia et al., 1995; Li, 1998; Singer, 1999; Singer & Gray, 1995; Yen & Finkel, 1998) possibly in the form of different temporal aspects carrying information about contrast or contour (e.g. transient versus sustained response component; Kapadia et al., 1995) . Yet another suggestion is that neuronal synchrony might underlie contour, but not contrast, coding (Gray, 1999; Li, 1998; Singer, 1999; Singer & Gray, 1995; Yen & Finkel, 1998) . Finally, it has been speculated that top-down processes are involved, and differences in attentional states might distinguish between contour and contrast (Li & Gilbert, 2002) .
Some experimental results pose serious challenges to models, especially for those that rely on interactions between adjacent filters. For example, the fact that a smooth contour is more detect-able than a snake-like contour (Pettet, 1999) , implies that local combination rules cannot be sufficient: a smooth contour should be as salient as a snake-like contour if adjacent contour elements differ in orientation by the same amount. Models have to incorporate overall contour characteristics in order to predict how global properties of a contour alter its detectability. Extensions have been suggested (e.g. reverberant activity around closed contours; Kovacs & Julesz, 1993) but these also fail to predict behaviours in those circumstances where detectability is high in the absence of closure (e.g. high salience spiral). The association-field itself was never intended to capture such global effects and there is little doubt about its success in describing grouping between elements, however some of the results presented in this section indicate that other, more complex and more global computations are also involved in contour integration.
Shape discrimination and representation
The majority of the experiments discussed so far required observers to detect a contour (e.g. contrast detection of elements within a contour or detection of a contour embedded in noise). A different approach is to investigate contour shape perception, which includes both discrimination and representation. Shape discrimination describes performance as the minimum difference between two patterns required for observers to reliably tell them apart. The mechanisms underlying shape detection and shape perception might be the same but not necessarily so. Most studies discussed in this section are concerned with discrimination or identification, rather than detection, of simple (curved arcs, angles) and complex (circles, rectangles, polygon-like contours etc.) shapes.
Simple shapes
The study of curvature perception has utilised a variety of stimuli including curved arcs (Kramer & Fahle, 1996; Watt & Andrews, 1982; Whitaker & McGraw, 1998; Wilson & Richards, 1989 , sinusoidal contours (Gheorghiu & Kingdom, 2006 Prins, Kingdom, & Hayes, 2007; Tyler, 1973) , sampled curved arcs (Hon, Maloney, & Landy, 1997; Levi, Li, & Klein, 2003) as well as angles (Chen & Levi, 1996; Heeley & Buchanan-Smith, 1996; Regan, Gray, & Hamstra, 1996; Snippe & Koenderink, 1994; Kennedy, Orbach, & Loffler, 2006) . This section is ordered according to the amount of curvature, starting with curvature detection (detecting that a line is not straight), followed by curvature discrimination (distinguishing two curved arcs on the basis of their curvature) and angle discrimination (judging which of two angles is more obtuse). The latter is the extreme case of infinite curvature because the tangent of the contour exhibits an orientation discontinuity.
Curvature detection-Straight versus curved lines
Humans are very sensitive to curvature. For example our ability to detect if a line is straight or curved falls in the hyperacuity range. Hyperacuity generally refers to those visual tasks where behaviour is better than what can be predicted by the minimum spacing between adjacent cones on the retina (Westheimer & McKee, 1977) . In the case of a curved line, the spatial displacement orthogonal to a line (i.e. its sag) at threshold, is smaller than approximately one-fifth of the spacing between cones (Hess & Watt, 1990; Ogilvie & Daicar, 1967; Tyler, 1973; Watt & Andrews, 1982; Watt, Ward, & Casco, 1987) .
Curvature discrimination
Wilson and Richards investigated the type of mechanism underlying curvature discrimination by filtering curved arcs or adding bandpass noise to them (Wilson & Richards, 1989 . The type of mask that has the most detrimental effect depends on the magnitude of the curvature. Two qualitatively different mechanisms have been proposed to explain curvature perception. A single filter is sufficient to account for data on high but not low curvatures (Wilson & Richards, 1989 . For high curvatures, proposals have included end-stopped cells or end-stopped type behaviour (Dobbins, Zucker, & Cynader, 1987 , 1989 Koenderink & Richards, 1988; Wilkinson, Wilson, & Habak, 1998) , or filters with lateral facilitation and inhibition fields (Ben-Shahar & Zucker, 2004; Li, 1998) . Behaviour for low curvatures cannot be predicted using a single receptive field. It has been suggested that low curvatures are encoded by combining the outputs from multiple linear orientation detectors positioned at different locations along the curved path (Koenderink & Richards, 1988; Poirier & Wilson, 2006; Wilson & Richards, 1989; Zetzsche & Barth, 1990) .
Evidence points also towards the aspect ratio of curved lines (where the two dimensions are the length of the curve and the sagitta, respectively) as an important determinant for curvature discrimination (Whitaker & McGraw, 1998) . Confirmation in favour of the importance of the sag and the cord comes from recent studies on curvature adaptation (Gheorghiu & Kingdom, 2006 . Adaptation, the phenomena whereby prolonged exposure to a visual stimulus causes a subsequently presented target to appear distorted (producing an aftereffect), is generally considered to be a consequence of fatiguing subsets of the neuronal population. It has a long history in vision science including the study of shape perception (Anderson, Habak, Wilkinson, & Wilson, 2007; Anderson & Wilson, 2005; Blakemore & Over, 1974; Coltheart, 1971; Regan & Hamstra, 1992; Suzuki, 2001 Suzuki, , 2003 Suzuki & Cavanagh, 1998) . As an apposite, Blakemore and Over (Blakemore & Over, 1974) demonstrated that adapting to a curved line resulted in a straight line appearing to curve in the opposite direction (note that Blakemore and Over attributed this to an after-effect with respect to perceived orientation, rather than curvature). After-effects have been used to infer filter properties. If adapting to one stimulus produces a perceptual change for another stimulus, the two are assumed to excite the same neuronal population. Conversely, if two shapes are processed independently, aftereffects are absent.
Gheorghiu and Kingdom have used a specific shape after-effect to study curvature perception (Gheorghiu & Kingdom, 2006 . After adaptation to a sinusoidal contour, another sinusoidal contour of a slightly different frequency is perceived as if its frequency was shifted away from the adaptor. A similar effect can be seen for the amplitude of the sinusoid, where the after-effect alters the perceived sag of the curve. Amplitude (sag) and frequency (cord) can be adapted independently but both after-effects depend on the local curvature of the sinusoid.
Angle discrimination-Curvature extrema
It has been proposed that regions of high curvature (including angles) are particularly important for object perception (Attneave, 1954) . The classical demonstration by Attneave showed that object recognition is still possible if an object is represented by its points of maximum curvature and despite information between curvature extrema being drastically reduced (curvature maxima connected by straight lines). This manipulation approximately preserves the information about the angular magnitude at each of the curvature points. Angles are appealing features for general object representation because they are scale invariant (Milner, 1974) : computations that rely on scale-invariant features permit a code for shape that is size-independent. Moreover, angles can, in theory, be easily computed by combining outputs from filters tuned to edge orientations, like those found in V1.
Several studies have investigated the ability of human observers to discriminate angles (Chen & Levi, 1996; Heeley & Buchanan-Smith, 1996; Regan et al., 1996; Snippe & Koenderink, 1994) and found humans highly sensitive in judgments of angular magnitude. Angle discrimination can be as low as 1.4° (Regan et al., 1996) but this depends on stimulus details (Kennedy et al., 2006) . Some studies have found performance to depend on the angular magnitude (following approximately a Weber law relationship) (Chen & Levi, 1996) but others observed no dependence (Regan et al., 1996) .
Theoretically, angles can be computed by combining outputs from filters tuned to edge orientations, like those found in V1. If angles are indeed computed by determining the difference in orientation of two lines, angle discrimination performance should be limited by the sensitivity of orientation discrimination mechanisms. On the other hand, if angle discrimination performance were more accurate than that predicted by the accuracy of orientations detectors (using a simple variance summation model), this would imply the existence of specialised mechanisms for angles. Evidence has been presented to support both hypotheses (Chen & Levi, 1996; Heeley & Buchanan-Smith, 1996; Regan et al., 1996; Snippe & Koenderink, 1994) . In a recent study, we have offered an explanation for these different findings (Kennedy et al., 2006) : the shape of the triangle that contains the angle. In all previous studies of angle discrimination, an assumption appears to have been made that performance is independent of the overall shape or geometry of the stimulus that defines the angle. Although angles are defined locally at the point of intersection of two lines, we found angle discrimination depends strongly on the overall shape and is best for symmetrical isosceles shapes (Fig. 6B) . Only for isosceles triangles is sensitivity for angle discrimination better than predicted from its components (line orientations). Global stimulus shape also affects the appearance of angles (Kennedy, Orbach, & Loffler, 2008 ). An angle presented in an isosceles triangle is judged substantially larger than the same angle embedded in a scalene triangle. That sensitivity and appearance of angles are strongly dependent on the overall stimulus geometry implies that geometric angles are computed by mechanisms sensitive to global aspects of the stimulus. If points of high curvature, such as angles, are important (Attneave, 1954) , these global influences must be considered when studying object perception.
Neurophysiological work has pointed to area V2 of the macaque as the possible locus for where information about angles might first be extracted from an image (Hegde & Van Essen, 2000; Ito & Komatsu, 2004) . Ito and Komatsu (2004) showed that V2 cell responses to an angle could be predicted by their responses to the angle component orientations. These data can be accounted for by a simple linear combination of orientation information (Boynton & Hegde, 2004; Fig. 6A) . Given that the responses of V2 neurons to angles can be predicted by their responses to the component lines, Ito and Komatsu (2004) concluded that these units are ''unlikely to be specific angle detectors". Two obvious possibilities for special angle detectors are that such detectors could comprise a subset of V2 cells or might be found at a higher level than V2. Given the strong dependence of angle perception on the global aspects of a triangular shape, the latter option seems the more likely, and it is possible that specialised angle detectors might emerge within cortical areas in the ventral stream where global shape geometries are processed, possibly V4.
Global shape-Intermediate level of shape processing
Even simple local measurements, such as angles, are influenced by the global context in which they are presented. Rather than just relying on the relationship between adjacent edges in a scene, the visual system appears to solve the task not just locally but is influenced by the global scale. This section reviews studies that have primarily focussed on global aspects of contour shape implying the involvement of intermediate levels of form vision. The distinction between low, intermediate and high levels of form vision is typically made with respect to neurophysiology.
Physiology
The cortical hierarchy is defined by the upward (feed-forward) flow of neuronal activity (e.g. Van Essen, Anderson, & Felleman, 1992) . Starting from the retina via retinal ganglion cells to the LGN, the first level of cortical processing is in primary visual cortex (V1; DeValois & DeValois, 1988; Hubel & Wiesel, 1962) . Two principal cerebral pathways emerge from V1: the dorsal stream, linking the occipital with the parietal lobes (processing the whole visual scene, the position and motion of objects); and the ventral stream, which links occipital with temporal lobes, responsible for object recognition (Goodale & Milner, 1992; Ungerleider & Mishkin, 1982) . This review will focus on the ventral pathway, given its presumed role in object perception.
Neurons in striate cortex are tuned to edge orientation, spatial frequency and position. Sensitivity to curvature has been shown in areas V1 and V2 (Dobbins et al., 1987 (Dobbins et al., , 1989 Ito & Komatsu, 2004) . It has also been argued that V2 might comprise the second stage of angle processing, combining orientation information from filters in V1 (Hegde & Van Essen, 2000; Ito & Komatsu, 2004) .
Following early suggestions that V4 might be a colour area (Zeki, 1983) , it is now believed to have a role in form processing (Heywood & Cowey, 1987; Heywood, Gadotti, & Cowey, 1992; Schiller, 1995) , in particular with respect to object parts and shape (Felleman & Van Essen, 1991; Merigan, 1996; Pasupathy & Connor, 1999 Young, 1992) . The computational complexity in V4 is considered to be at an intermediate level, in the sense that it encodes more complex object features than edge orientation but more basic features than meaningful objects (Biederman, 1987; Desimone & Schein, 1987; Gallant, Braun, & Vanessen, 1993; Gallant, Connor, Rakshit, Lewis, & VanEssen, 1996; Pasupathy & Connor, 1999 Pollen, Przybyszewski, Rubin, & Foote, 2002) . (Ito & Komatsu, 2004) , adapted from Boynton and Hegde (2004) . (B) Angle discrimination depends on the shape of the triangle that contains the angle (Kennedy et al., 2006) . Sensitivity for angle discrimination is better than that of its components (line orientations) when angles are presented in isosceles triangles (both arms of the angle have the same length, ratio = 1:1). Sensitivity to the angle is predicted by sensitivity for line orientation if the angle is embedded in a scalene triangle (ratio 6 ¼1). The simple model does not capture this dependence of angle perception on the global shape of the triangle. An important stimulus class, able to elicit responses from V4 neurons, are concentric circular shapes. Electrophysiology in V4 shows non-Cartesian (concentric but also radial and hyperbolic) stimuli to generate at least twice as much activation as Cartesian (parallel) gratings in macaque (Gallant et al., 1993) . This is confirmed by human fMRI. The fMRI signal in V4 (as well as in V3/ Vp Dumoulin & Hess, 2007) is stronger for concentric gratings than parallel gratings . This has been shown to result from the circular nature of the stimulus not the presence of curvature per se (Dumoulin & Hess, 2007) . Also, a patient with a lesion around area V4 demonstrates deficiencies in concentric shape processing (Gallant, Shoup, & Mazer, 2000) as well as curvature perception. Recordings from V4 are consistent with the existence of a population code for complex curved shapes, which are sensitive to the location of convex curvature extrema (Pasupathy & Connor, 2001; Pasupathy & Connor, 2002) .
Further object and scene processing occurs in higher visual cortex, including the fusiform face area (FFA), inferotemporal cortex (IT), parahippocampal place area (PPA) and lateral occipital cortex (LOC) (Brincat & Connor, 2004; Desimone, 1991; Gross, 1992; Tanaka, 1996; Young, 1992) . Several response characteristics emerge at these levels that are not-or only to a lesser extent-seen in earlier stages. Desirable attributes for object representation include independence of size, viewpoint, shading/lighting and position, in order to facilitate robust recognition. Neurons fulfilling some of these requirements have been reported in the highest level of the ventral stream in inferotemporal (IT) cortex (Ungerleider & Mishkin, 1982) . Neurons in IT are selective to highly complex objects including faces (Desimone, 1991; Gross, 1992; Tanaka, 1996) with position and size invariant responses (Brincat & Connor, 2004; Ito et al., 1995; Kobatake & Tanaka, 1994; Sary, Vogels, & Orban, 1993; Schwartz, Desimone, Albright, & Gross, 1983) . Size and position invariance has also been observed in human FFA using fMRI (Grill-Spector & Malach, 2001 ).
An important question is how the brain represents complex shapes and objects. This includes the issue of how neuronal activity depends on complex objects and which feature of a complex shape can modulate neuronal responses. Neurons have been described which encode complex shapes relative to how much the shape differs from a mean or prototypical shape in a multidimensional shape space (Kayaert, Biederman, Op De Beeck, & Vogels, 2005; Kayaert, Biederman, & Vogels, 2003; Loffler, Yourganov, Wilkinson, & Wilson, 2005; Rainville, Yurganov, & Wilson, 2005) . For example, cells in primate IT show specific sensitivity to shape manipulations. When shapes are deformed along a particular dimension neuronal responses increase with increasing distance from a prototypical shape, such as rectangles and triangles (Kayaert et al., 2003 (Kayaert et al., , 2005 . Prototypical coding has also been described in human FFA to faces. Confirming theoretical suggestions (Valentine, 1991) , evidence has been presented for a representation in which individual faces are encoded by facial identity (direction in a multi-dimensional face space) and distinctiveness (distance) relative to a prototypical (mean) face in human FFA (Loffler et al., 2005) . When varying facial geometry (head shape, hair line, internal feature size and placement), the fMRI signal increased when faces are morphed away from the mean face. Rather than individual features (e.g. changing inter-eye separation), neuronal activity depends on changing the entire face in very specific ways (e.g. increasing the inter-eye separation as well as length of nose, outline of face etc.). Similar coding strategies for multiple shape dimensions were reported in primary posterior inferotemporal cortex (IT) in monkey (Brincat & Connor, 2004) .
Psychophysics
The impact global shape can have on a target even where it is separated from that shape is highlighted by Kovacs and Julesz's studies (1993, 1994) . Kovacs and Julesz measured the amount of contrast needed to detect a change in a suprathreshold Gabor element. The stimulus array also contained a circular contour sampled by orientated Gabors, embedded within noise elements. Performance depends strongly on the location of the target relative to the circle. Analogous to earlier results on contrast detection (Polat & Sagi, 1993 , 1994 , Kovacs and Julesz found that contrast increments are elevated when the target Gabor is on the circular contour, and reduced when it is adjacent (spatial facilitation with peak at about 2k. A second sensitivity peak (high facilitation) was found when the target is positioned at the centre of the circular contour. This sensitivity enhancement is surprising, given that the distance between the circular contour and the target was large (8k or 1.4°). For other shapes (ellipses), Kovacs and Julesz (1993, 1994) found two peak positions, roughly at the focal points of the ellipse.
Kovacs and Julesz explain this influence of perceptual organisation on the sensitivity of a spatially separated target by a medial axis transformation (Burbeck & Pizer, 1995; Huang & Vul, 2006; Kovacs, Feher, & Julesz, 1998; Kovacs & Julesz, 1993 , 1994 . Such a transformation results in a skeleton-like representation: an axis-based shape description akin to stick figures. The idea was inspired by Blum's grassfire analysis of shape (Blum, 1967 (Blum, , 1973 where the notional grassfire transverses from an object's boundaries to its inside, eventually revealing the location (or locations) that are equidistance to the highest number of points on the contour outline. Regardless of the explanation, it is striking that enhancement can be seen for a target inside a figure, at a distance that is too far for the typical collinear facilitation effects (Field et al., 1993; Polat & Sagi, 1993) and without collinear or iso-orientation neighbours. The global aspect of this effect is obvious: it requires a target to be inside a contour and depends also on the global shape of the contour, i.e. circle versus ellipse. It has been recently proposed that part of this effect might be due to spatial uncertainty reduction (Petrov et al., 2006) . Since spatial cues as to target location were also used in Kovacs and Julesz study, it remains to be seen if, and how much of these effects are due to spatial (un)certainty.
Taking a complimentary perspective, other studies have looked at the influence of the circle centre on contour perception. Following earlier investigations into the general ability to visually extrapolate (Guttman & Kellman, 2004; Schoumans & Sittig, 2000) , a recent study (Huang & Vul, 2006) showed that providing the location of the circle centre has no effect on judging if a point lies on the invisible part of a circle, when the visible part of the circle is long (>180°, i.e. ½ a circle). If it is short, however, performance is better with than without the explicit presentation of the centre. This points towards the centre of a closed contour playing a part in global shape processing.
3.2.2.1. Aspect ratio and area judgements. In order to determine the precision with which squares and circles are coded, Regan and Hamstra (1992) measured sensitivity to aspect ratio changes (the ratio of height over width; Laursen & Rasmussen, 1975) . Judging aspect ratios of a shape is an intrinsically global task since the information about height and width is not available at any single point on a contour. The just-noticeable difference in aspect ratios can be remarkably small (Regan & Hamstra, 1992) . Observers can discriminate between a square and a rectangle when their height (or width) differs by less than 7 arc sec (i.e. hyperacuity) (Fig. 7A ). This effect is seen even in the absence of a size cue, i.e. comparing shapes of different sizes does not impair performance. Sensitivity is highest for the symmetrical shapes: it is easier to judge that a shape is not a square than to judge a change in aspect ratio of a rectangle. The same results were found for circles and ellipses. To provide evidence that these shapes are encoded by an aspect ratio judgement and not by other stimulus features, Regan and Hamstra conducted an adaptation experiment. After adaptation to a rectangle (e.g. a vertical rectangle where height > width), a square appears as a horizontal rectangle (e.g. height < width) (Fig. 7B) . These aftereffects are independent of size and therefore not due to an after-effect of perceived length. Interestingly, the after-effect transfers between rectangles and ellipses so that adaptation to a rectangle makes a circle look like an ellipse. The results suggest the existence of neuronal mechanisms tuned to aspect ratios, and that the same mechanism is used for judgements of squares and circles (Regan & Hamstra, 1992) .
Comparing aspect ratio judgements for circles and squares, Zanker and Quenzer (1999) found a significantly higher sensitivity for circles. They proposed that shape discrimination for squares is determined by aspect ratio but the better performance for circles is consistent with a high sensitivity for changes in local curvature, possibly in combination with aspect ratio judgements. Curvature thresholds for circular shapes in this study were considerably lower (in the hyperacuity range) than those reported for isolated curvature arcs of similar geometry (Foster, Simmons, & Cook, 1993) . This is suggestive that curvature information can be integrated along the circumference of elliptical shapes, utilising global processes.
Focussing on the question of whether the visual system actually used height and width measurement for certain shapes (rectangles and ellipses) when calculating aspect ratios, Morgan (2005) compared the precisions of height and width to that of aspect ratios. Observers' performance for aspect ratio judgments are better than predicted by sensitivities to height and width judgements for ellipses but poorer for rectangles. This is consistent with observers having access to additional mechanisms (e.g. curvature) for some shapes (ellipses) but not for others (rectangles).
Morgan (2005) also investigated area judgments, as an alternative combination of height and width (Fig. 7C ). Observers were comparatively poor at this task, worse than that predicted if they combined height and width measurements. Although both tasks could base their computations on the same measurements, aspect ratio computations introduce no (or little) further noise, while area computations do. It is argued that lack of a high-precision mechanism for area might be due to a lower ecological value compared to shape (e.g. aspect ratio).
Motivated by the earlier evidence of special closure effects on contour detection (Kovacs & Julesz, 1993) as well as of collinearity on spatial facilitation (Polat & Sagi, 1993) , Saarinen and Levi (1999) aimed to test if closure similarly influenced shape discrimination. The task was to compare aspect ratios of rectangles sampled by Gabors that were positioned either at the corners ('' ", leaving the space between adjacent corners blank) or at the centre of each side ('' | "). When the corners are convex with respect to the contour's centre, the shape is closed, when they are concave it is open (i.e.' ' versus ' '). Aspect ratio judgements were better for closed than open rectangles. Collinearity (aligning the orientation of the Gabor carrier) has an additive effect. Performance is best when rectangles are closed and collinear. Interestingly, there is no dependence on Gabor position (side or corner). While points of high curvature (i.e. corners) might be essential for object perception (Attneave, 1954) , they do not enhance performance when judging the aspect ratio of a rectangle. Both closure and collinearity appear able to modulate aspect ratio judgements, even when physical gaps are introduced between the sides of the rectangle of 5.6° ( Saarinen & Levi, 1999) , well beyond the reach of long-range interactions (approx. 2°; see Li & Gilbert, 2002) .
3.2.2.2. Collinearity effects for global shapes. Collinear effects for other global shapes have also been reported (Caelli & Bevan, 1982; Caelli & Dodwell, 1984; Saarinen, Levi, & Shen, 1997) . Saarinen et al. (1997) tested the minimum contrast needed to identify the orientation of a capital letter 'E', sampled by oriented Gabors. Detection thresholds depend on the orientation of the Gabors. When they were uniform (in which case they were either aligned or orthogonal to the contour), performance was better than when they were mixed. Similarly, when oriented Gabors were aligned with a 'C' shape, contrast threshold for judging the location of the gap was significantly lower than when Gabors were perpendicular (i.e. oriented radially as if spokes on a wheel) or randomly mixed. Enhancement was dependent on inter-element spacing and was only evident for gaps below about 3-4k (Saarinen & Levi, 2001) . Fig. 7 . Experiments on aspect ratio and area judgements. (A) In order to determine the precision with which squares and circles are coded, studies have measured sensitivity to aspect ratio changes. Sensitivity is highest for the symmetrical shapes: it is easier to detect that a shape is not a square than to judge a change in aspect ratio of a rectangle (Regan & Hamstra, 1992) . (B) After adaptation to a rectangle (e.g. a vertical rectangle where height > width), a square appears as a horizontal rectangle (e.g. height < width). These aftereffects are independent of size, and transfer between rectangles and ellipses so that adaptation to a rectangle makes a circle look like an ellipse (Regan & Hamstra, 1992) . (C) Both, aspect ratio and area judgments could in theory be based on the same measurements (height and width) with different combinations (division and multiplication). Despite this, human sensitivity for aspect ratio judgments is high but low for area judgements (Morgan, 2005) . The reader might be able to verify this. The difference in aspect ratios for the two shapes in (A) is 10%, the difference in area in (B) is 20%. The smaller difference in aspect ratio is more obvious (both shapes on the right have a higher aspect ratio and area, respectively, compared to their neighbour on the left).
Although it is apparent that collinearity can be facilitative in some circumstances, it does not always enhance performance. Alignment judgments for Gabor patches (Keeble & Hess, 1998) and for detection of positional jitter in a curved path (Keeble & Hess, 1999) show little or no difference whether elements are aligned with the path or not. It has been speculated that short inter-element distances are a necessary requirement for global collinearity effects to occur (Levi & Klein, 2000) . This would be consistent with the distance dependent facilitation effects (Polat & Sagi, 1993) but does not account for the enhancement when local elements are far apart (Saarinen & Levi, 1999) .
3.2.2.3. Circles. Historically, the circle has held a unique position within the range of shapes, often being treated as the perfect shape (e.g. Euclidean geometry). Perceptually, two of its features, curvature (Attneave, 1954) and closure (Elder & Zucker, 1993; Kovacs & Julesz, 1993; Pettet et al., 1998) have been claimed to be critical for object perception. It is therefore unsurprising that a considerable amount of research interest has focussed on circles. Levi and Klein (2000) measured detection thresholds for perturbation of the positions of oriented Gabor elements placed on the circumference of a circle. Two factors determine performance. The main factor is inter-element spacing. The closer the elements, the better performance (''Weber's law for position", Levi & Klein, 1990; Morgan & Watt, 1989) . Collinearity is a modulating factor with a weak effect on performance, mainly when the inter-element separation is small (Keeble & Hess, 1999; Levi & Klein, 2000) . On the basis of the small effect of collinearity, Keeble & Hess (1999) argue that when detecting small perturbations in the position of elements on a circle, the element location (the envelope of the Gabor, a secondorder property) is more important than their orientation (carrier, a first-order property).
Positional dominance over orientation is not undisputed. Wang and Hess (2005) tested observers' ability to discriminate between sampled shapes. Rather than fixing element orientations and randomly jittering position, they sampled from smooth multi-lobed shapes (see next section). Depending on sampling location, the shape to be discriminated differed either only by position only by orientation or both. Orientation information yields performance that is twice as good as position information but neither is as good a cue as when they are combined.
One explanation for these discrepancies lies in the different tasks employed in these two types of studies. Orientation might be less relevant in a task that requires judgments of position perturbations (Keeble & Hess, 1999; Levi & Klein, 2000) , especially when the orientation is fixed and thereby does not carry direct information (Wang & Hess, 2005) . On the other hand, the shapes used by Wang and Hess are defined by both orientation and position of each element. Hence for discriminating these shapes, both pieces of information are useful. Therefore, the lack of a direct contribution of local orientation to the circular shape employed in the first set of studies might result in a significant underestimation of its effect (Wang & Hess, 2005 ).
An alternative way to assess the relative role of position versus orientation in shape perception is to consider the appearance of a shape rather than its discrimination. We have recently presented a shape illusion that is based on conflicting information about local orientation and position (Day & Loffler, 2007) . Sampling the orientation of a rounded pentagon with Gabor elements but positioning the Gabors on the circumference of a circle creates a stimulus where element position is consistent with a circle but their orientations with a pentagon (Fig. 8) . The stimulus is consistent with a jagged circle and should be seen as such if the positional information dominated the percept. If orientation dominated, one would expect to see the pentagon shape, with its sides incorrectly perceived as closer to the centre than the corners. As the illustration demonstrates, perception favours the pentagon shape over the circle. The illusion is undiminished when element phases or frequencies are randomised, suggesting that this effect is different from a perceptual shift of element position by surrounding elements (Keeble & Hess, 1999; Whitaker, McGraw, Keeble, & Skillen, 2004) . When computing the appearance of global shape, the visual system appears to rely heavily on local orientations, over-riding inconsistent position information. Given that shape discrimination and shape appearance are not necessarily determined by the same mechanisms, the possibility remains that the relative role of orientation versus position information differs for different tasks.
3.2.2.4. Smooth multi-lobed contours: Radial frequency patterns. As an alternative to employing random variations from circularity to probe mechanisms of shape perception (e.g. Keeble & Hess, 1999; Levi & Klein, 2000) , Wilkinson et al. (1998) introduced a family of closed shapes that differ from each other, and each one from a circle, in a well-defined way. These shapes retain smoothness rather than introducing discontinuities. A particularly appealing feature of this set of shapes is that, in combinations, they can be used to represent complex natural shapes including fruit and vegetables (Wilson & Wilkinson, 2002b) , human head contours (Loffler, Wilson, & Wilkinson, 2003; Wilson, Loffler, & Wilkinson, 2002; Wilson, Wilkinson, Lin, & Castillo, 2000) as well as animal shapes and torsos (Alter & Schwartz, 1988; Wilson & Wilkinson, 2002b) .
Radial frequency (RF) patterns are generated by applying a sinusoidal modulation to the radius of a circle in polar coordinates :
where r and h are the polar coordinates of the contour, r mean is its mean radius, A, x, are the amplitude, 'radial' frequency, and phase of the pattern, respectively. Different patterns are generated by varying amplitude (affecting the sharpness of each lobe), radial frequency (the number of lobes) or phase (pattern orientation) (Fig. 9) . The task in Wilkinson et al.'s initial experiment was to discriminate a perfectly circular shape from different radial frequency (RF) Fig. 8 . A shape illusion based on conflicting information about local orientation and position. The orientations of the Gabors are consistent with a rounded pentagon but they are positioned on the circumference of a circle. Rather than a jagged circle, observers typically see the rounded pentagon, suggesting that orientation dominates the percept (Day & Loffler, 2007). patterns, and performance was measured as the amplitude (A) required to reach threshold. Humans are remarkably sensitive in this task. Sensitivities, expressed as spatial distances, are in the hyperacuity range. Thresholds decrease with increasing frequency up to radial frequencies of 3-5, where they asymptote. In a separate experiment, Wilkinson et al. showed that RF patterns at suprathreshold levels can be accurately and quickly identified if they have few sides (up to about 6). Performance drops rapidly for higher radial frequencies.
Sensitivity to these patterns cannot be explained by local cues such as local contour orientation or local curvature , and is, therefore, unlikely to be limited by orientation filters or local curvature detectors (e.g. end-stopped cells: Dobbins et al., 1987 Dobbins et al., , 1989 Koenderink & Richards, 1988) . Instead, more global processes have to be considered. One such mechanism is the aspect ratio computation proposed for circles and ellipses (Regan & Hamstra, 1992; Zanker & Quenzer, 1999) . However, this is also unlikely to account for RF pattern sensitivity since odd-numbered RF patterns have the same height (or width) along any direction and would be indistinguishable from a circle to a mechanism based on aspect ratios.
A number of subsequent studies have looked at how local information in an RF contour is combined and what information is relevant in this process to allow inferences about the type and nature of the underlying mechanism (Day & Loffler, 2007; Hess, Wang, & Dakin, 1999a; Jeffrey, Wang, & Birch, 2002; Loffler et al., 2003; Wang & Hess, 2005) . The amount of global signal pooling was assessed by restricting circular deformation to a fraction of the contour (Hess et al., 1999a; Jeffrey et al., 2002; Loffler et al., 2003) . Changes in performance with the length of the deformed arc are dependent on the modulation frequency (the pattern shape). Local contour information is pooled along the entire circumference of the pattern (global process) for low radial frequencies up to about 8 cycles/360° (Fig. 10A) . For higher frequencies, performance for the entire shape is only marginally better than for a small part, which can be well described by probability summation of local channels. According to this, global signal integration is restricted to shapes with up to about 8 lobes.
To investigate the limitations imposed by low-level mechanisms (e.g. sampling by early orientation filters in V1) on global pooling, Jeffrey et al. (2002) manipulated the number of contour cycles (e.g. corners) within a fixed amount of RF contour length. Fig. 9 . Radial frequency patterns are defined by sinusoidal modulations of the radius of a circle in polar coordinates . Different patterns can be generated by varying the mean radius (changing size), amplitude (affecting the sharpness of each corner, top), frequency (the number of lobes, bottom) or phase (pattern orientation). Fig. 10 . (A) Local contour information is pooled along the entire circumference of the pattern (global process) for a radial frequency of 5. Thresholds decrease with increasing amount of modulation cycles and the decrease is more marked than predicted by independent local mechanisms (probability summation) (Loffler et al., 2003) . (B) Points of curvature extremas play a dominant role in object perception and modulate sensitivity in radial frequency discrimination. When small parts of a pattern are occluded, the precise positions of the occlusions matter. Thresholds are more elevated when gaps are at the points of maximum convex, rather than concave or zero curvature (Loffler et al., 2003) .
When the number of modulation cycles per unit of contour length was kept fixed while the radius and the modulation frequency were altered concurrently, performance improved linearly up to, on average, 2 modulation cycles/degree of contour length (expressed in degree of visual angle), after which it reached a plateau. This suggests an upper limit to the number of modulation cycles that can be integrated within a given spatial range. Beyond that, low-level under-sampling reduces performance.
These studies concur that performance is not limited by local information and that signals can be integrated along a contour. They disagree on the circumstances when local and global processes are being observed. The former studies suggest that global integration depends on the shape of the contour, the latter proposes that signal integration depends on the number of modulation cycles per contour length and as such is independent of contour shape. Some recent evidence, using adaptation and subthreshold summation paradigms, favours the former hypothesis (Bell, 2008 ). Bell's results are consistent with several shape-specific mechanisms that integrate information globally and are narrowly tuned to radial frequency.
The proposal that separate mechanisms for low frequencies (global pooling) and high frequencies (local process) exist was tested recently (Bell, Badcock, Wilson, & Wilkinson, 2007) . It followed the rationale that if independent mechanisms processed global and local form, adding a low and high RF component together onto the same shape should not impair their respective detection thresholds. The components in this study had frequencies of 3 and 24, respectively, resembling a rounded triangle (global shape) with a jagged contour (local signal). Detection of the low RF component was largely independent of the presence of the high RF component and vice versa. Global shape information was equally detectable in isolation or when high frequency local perturbations were added (jagging the contour). That the addition of local orientation noise does not interfere with global shape processing poses a serious challenge for any model aiming to explain RF sensitivity on local features such as local orientation or curvature.
Evidence for global pooling operations have also been reported for texture perception (e.g. Dakin, 1997; Glass, 1969; Wilson, Wilkinson, & Asaad, 1997) . A stimulus class widely used to study texture perception are Glass patterns (Glass, 1969) . These patterns consist of random dot pairs (noise), where a fraction of the pairs are notionally aligned with a global structure (signal). Strong global pooling of information has been shown for certain global structures such as circular texture (Dakin & Bex, 2002; Glass, 1969; Wilson et al., 1997) .
Achtmann (Achtman, Hess, & Wang, 2003) recently devised a stimulus that combines a contour integration test with a Glass pattern design. Instead of placing Gabors on a square grid, they positioned elements on a concentric circular grid. They determined the proportion of 'signal' elements (tangential to the circles) required to detect the presence of concentric circular texture embedded in noise elements of random orientation to assess the ability to integrate concentric information across space. Observers required only about 10% of the total Gabors to be aligned with the concentric circular structure. We have modified this stimulus design to investigate global shape detection by restricting the signals to those elements that fall onto a single circular ring ( Fig. 11; Loffler, Bennett, & Gordon, 2007) . Observers are able to detect the presence of a circular contour with as few as 4-5 aligned signal elements, randomly distributed on the ring and interspersed by noise elements of random orientation. Performance is independent of contour shape: the same number of signal elements is sufficient to detect a rounded pentagon (RF 5). This stimulus design differs from previous investigations into contour integration because the contour elements here are placed at random positions on the contour and are typically not adjacent. For a total number of elements per contour of 24 (see Fig. 11 ), this means that, on average, there are 4 noise elements between each pair of signal Gabors along the contour. Shape detection in this condition suggests the presence of shape-specific global mechanisms that have access to information along the entire ring and can sum signal information across space, even in the presence of gaps, with high efficiency. Local, inter-element interactions cannot account for these results. This also questions approaches relying on local curvature mechanisms for shape detection, since at threshold each signal element will be surrounded by noise elements and the curvature defined by element groups is inconsistent with that of the circular contour.
Points of high curvature have been suggested to be of special importance for object perception (Attneave, 1954; Bertamini, 2001; Bertamini & Mosca, 2004; Biederman, 1987 , cf Barenholtz, Cohen, Feldman, & Singh, 2003 . Applied to polygons, corners might be expected to play a more dominant role than sides. We investigated this for RF patterns by occluding small parts of the contours. A significant effect of the location of occluders was found, with discrimination poorest when the points of maximum convex curvature were occluded (Loffler et al., 2003) (Fig. 10B ). Additional evidence (using superimposed masks) suggests that the sides also contribute to RF discrimination (Hess et al., 1999a) , albeit perhaps to a reduced extent (Poirier & Wilson, 2007) .
In computer vision, a distinction is made between an objectcentred and a contour-based analysis of shape (Kimia, Tannenbaum, & Zucker, 1995) . In object-centred analysis, contour information is integrated relative to the centre of an object (or a part of it). In contour-based analysis, a contour is described on the basis of a local cue (e.g. orientation) along the contour itself (e.g. Fourier descriptors; Schwartz et al., 1983) . The contour is then expressed as a parameterised function of distance along the contour path. Shape description could be built upon contour-based models: many local estimates are performed along the contour (filters centred on the contour). This would result in a receptive field that follows the contour of the shape at the level where the entire shape is Modified contour integration task. The contour is a circle. The locations of signal (tangent to circle) and noise (random orientation) elements on the contour are randomly selected. Observers can detect the presence of a circular contour with as few as 4-5 signal elements, even when there are, on average, 4 noise elements between each pair of signal Gabors along the contour. This suggests the presence of shape-specific global mechanisms that have access to information along the entire ring and can sum signal information across space with high efficiency .
represented. For object-centred approaches, filters might be integrated that respond not only to the contour but also nearby regions including the area enclosed by the shape. This would result in a large receptive field that operates on the entire region enclosed by the object, rather than just the outline. Evidence for object-centred analysis comes from Hess, Wang and Dakin (1999) . They measured shape discrimination for RF patterns in the presence of external noise masks. Masking occurred even when the mask was restricted to within the contour and not superimposed on it. This argues that at the global integration stage information is summed not only from along the contour but also from interior regions. Masking is, however, stronger when noise is superimposed on the contour, indicating that spatial summation is weighted in favour of information along the contour. These findings are inconsistent with any model that bases its computations narrowly along the circumference of the contour.
If the visual system utilises an object-centred representation what is the specific type of neural coding employed for this representation? Population coding has been proposed as a way of representing various visual dimensions, including shape. Often a distinction is made between performance-based and appearancebased measures of perception. While shape discrimination is generally considered a performance-based measure, shape representation is related to the appearance of contours. The majority of studies discussed in this review are concerned with shape discrimination, rather than with their appearance. The two are not necessarily encoded by the same mechanisms. Take, for example, curvature perception. In theory, a minimal neural machinery (e.g. single end-stopped cell, see above) might be able to explain performance when discriminating a straight from a curved line. Such limited machinery will not be sufficient to account for the representation of a specific curvature given that a single endstopped neuron cannot even distinguish between a short straight line and a long curved one. Therefore, care has to be taken to compare studies investigating shape discrimination versus shape appearance. Aftereffects-e.g. a change in the appearance of a shape-are often presented as a perceptual phenomenon related to population coding, which results from fatigue of part of the population.
If complex curved shapes are represented by a population code, as neurophysiology in monkey V4 suggests (Pasupathy & Connor, 2002) , one would expect to see shape aftereffects. Indeed, aftereffects have been reported (Gheorghiu & Kingdom, 2006 Suzuki, 2001 Suzuki, , 2003 , including rectangles and ellipses of different aspect ratios (Regan & Hamstra, 1992) and more complex objects such as faces (Leopold, O'Toole, Vetter & Blanz, 2001) . If RF shapes were encoded by a population code, we would likewise predict specific aftereffects. Anderson et al. found this to be the case (Anderson et al., 2007) . Adapting to a RF shape with a given orientation causes a circle to be perceived as though deformed in the anti-phase direction (e.g. a square adapter causes a circular test to be seen as a diamond). Adaptation occurs if adaptor and test are presented at different spatial locations or differ in size but not if they have different orientations or different shapes. Hence, the aftereffect transfers across position and size but not across orientation and shape. These observations are consistent with the notion that RF shapes are encoded in a multidimensional shape space. Different mechanisms might be selective for specific shapes (e.g. specified by the number of lobes, corners or curvature maxima) and their activity reflects how different this shape is (e.g. how pointy the corners) compared to an ensemble prototype or mean (e.g. circle). Similar types of reference-based representations have been found in a variety of investigations. Regan and Hamstra have already provided evidence for a circular prototype. Other prototypes, inferred from behavioural and physiological studies, include squares (Regan & Hamstra, 1992) , straight lines (Fahle, 1991; Treisman & Gormican, 1988; Wolfe, Yee, & Friedman-Hill, 1992) , rectangles and triangles (Kayaert et al., 2003 (Kayaert et al., , 2005 and average faces (Leopold, Bondar, & Logothetis, 2003; Loffler et al., 2005) . Normbased representations underlying shape perception are not undisputed and the reader is referred to Rhodes, Carey, Byatt, and Proffitt (1998) for behavioural evidence against such coding strategies.
An alternative way to tease out cortical representations is masking. Simultaneous (Habak, Wilkinson, Zakher, & Wilson, 2004) and temporal (Habak, Wilkinson, & Wilson, 2006 ) masking of RF patterns by larger or smaller RF masks is strongly affected by the characteristics of the mask. Masking is sharply tuned for pattern shape: the strongest masking is seen when the target and mask share the same radial frequency. Masking is also tuned for shape orientation. Strong masking requires mask and target to be aligned, causing points of curvature extrema to align. These findings add psychophysical evidence for a multi-dimensional shape space representation and possibly for population coding in shape perception, where curvature is represented relative to the centre of a contour (Habak et al., 2006; Wilkinson et al., 1998) .
Recently, a physiologically motivated model has been presented for human RF perception (Poirier & Wilson, 2006) . Its key features include an object-centred approach (Anderson et al., 2007; Habak et al., 2004; Kimia et al., 1995) that initially detects the presence of quasi-circular concentric contours relative to the model's receptive field centre. The contour is represented by the magnitude of the local curvature at points of convex curvature maxima (Habak et al., 2004; Loffler et al., 2003; Poirier & Wilson, 2007) as a function of orientation around the object centre. A population code analysis identifies the shape (Anderson et al., 2007; Wilkinson et al., 1998) . Poirier and Wilson show that two RF mechanisms are sufficient to predict data on shape discrimination and identification : one tuned to high, the other to low radial frequencies with substantial overlap (Jeffrey et al., 2002; Loffler et al., 2003) .
In summary, studies on RF patterns have provided considerable insight into the computations of intermediate shape processing. Results have shown that underlying mechanisms: (i) are very sensitive, in the hyperacuity range, (ii) integrate contour information globally for low but not for high radial frequencies, (iii) are size and position invariant but not orientation invariant, (iv) place a strong emphasis on the position of points of maximum convex curvature, (v) do not exclusively rely on information on the contour, and might be operating in an object-centred way, (vi) probably represent these shapes in a multidimensional shape space, relative to a prototypical circle, employing a population code.
These results bear striking similarities with neurophysiological data from single cells in macaque V4. Connor (2001, 2002) recorded from cells tuned to the position and shape of curved contours. Neuronal behaviour was consistent with the existence of a population code for complex curved shapes, sensitive to the location of convex curvature extrema relative to the stimulus centre.
Given these psychophysical and neurophysiological results, RF contours offer a powerful tool to investigate intermediate stages of shape computation that underlie the transformation from lowlevel features, such as edge orientation, to high level object representations such as faces. These shapes are also well suited to test the development and deficits of shape processing. Since their introduction , RF patterns have been used to assess infant development and aging of shape discrimination (Birch, Swanson, & Wang, 2000; Wang, 2001 ), shape processing deficits in amblyopia (Hess, Wang, Demanins, Wilkinson, & Wilson, 1999b; Jeffrey, Wang, & Birch, 2004) , visual deprivation (Lewis et al., 2002) , age-related macular degeneration (Wang, Wilson, Locke, & Edwards, 2002) and enucleated observers (Steeves, Wilkinson, Gonzalez, Wilson, & Steinbach, 2004) .
Concluding remarks
This review has focussed on low and intermediate stages of contour shape processing. At the low level, the effect of lateral longrange interactions between neighbouring neurons in V1 has been studied extensively. Results are consistent with a complex network of interactions that are strongly context dependent. Geometric rules have been formulated to describe when collinear (spatial) facilitation occurs, confirming several of the Gestalt rules.
The rules governing the linkage of elements embedded in noise have also been studied extensively (contour integration). Lateral connections are an obvious candidate for linking contour elements into spatially extended contours. Strong similarities exist between rules describing collinear facilitation and contour integration. There are, however, also differences and, at present, it is not clear if the same mechanisms underlie contour integration and collinear facilitation (Li & Gilbert, 2002; Williams & Hess, 1998) .
Whatever the outcome, it is clear that these local interactions are insufficient to fully account for shape perception. There are plenty examples of perceptual effects that cannot be explained by long-range interactions in V1. Other tasks, which could, in theory, be processed locally (e.g. angle judgments), show a dependence on global aspects of the stimulus (e.g. the triangle containing the angle). Global computations are required to explain these effects.
This raises the question of the contribution of long-range interactions to global shape processing. It has been suggested that collinear facilitation acts to increase the visual salience of smooth contours, thereby providing a reliable input for subsequent pooling stages . Others have proposed that collinear facilitation, such as the association-field (Field et al., 1993) , might underlie the detection of shapes while discrimination might rely on different mechanisms. It is possible that collinear mechanisms are involved in shape detection via a fast (feed-forward) but imprecise process, while shape discrimination might require more refined, slower, computations including additional lateral and/or feedback connections (Lamme & Roelfsema, 2000) .
An obvious problem for mechanisms underlying collinear facilitation and contour integration is their inability to detect points of high curvature. Object perception relies heavily on such points (e.g. corners, Attneave, 1954) but long-range interactions, which require elements to be roughly collinear, will not link the sides of an angle. There are other mechanisms such as end-stopped cells, high curvature detectors (Wilson & Richards, 1989 or 'angle detectors' (Heeley & Buchanan-Smith, 1996; Kennedy et al., 2006; Regan & Hamstra, 1992 ) that could encode these points. The question then becomes how information from smooth contours, bound together via collinear interactions, is combined with points of high curvature to generate object contours. The local contour binding process might play a crucial role in linking smooth parts of object contours between points of high curvature but the details of such combinations are still to be investigated.
