Instrumental Variable Estimation with Binary Endogenous Regressor：Logistic Regression-Linear Square by 丁捷
厦
 门
 大
 学
 博
 硕
 士
 论
 文
 摘
 要
 库
	  
	  
	  
 
学校编码：10384                               分类号     密级          
学号：27720121152612                                    UDC           
 
 
 
 
	  
 
 
 
硕  士  学  位  论  文 	  
	   	   	  
 
二元内生变量的工具变量估计法：  
逻辑-线性两阶段回归  
 
Instrumental Variable Estimation with Binary Endogenous 
Regressor：Logistic Regression-Linear Square 
	  
丁    捷 
 
 
指导教师姓名：钟威副教授、范青亮助理教授 
专  业 名 称：金   融  学 
论文提交日期：2015 年 3 月 
论文答辩时间：2015 年 5 月 
学位授予日期：2015 年 6 月  
  
答辩委员会主席：   
评阅人：           
 
2015 年 5 月 17 日 
厦
 门
 大
 学
 博
 硕
 士
 论
 文
 摘
 要
 库
	  
	  
	  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
厦
 门
 大
 学
 博
 硕
 士
 论
 文
 摘
 要
 库
	  
厦门大学学位论文原创性声明 
 
本人呈交的学位论文是本人在导师指导下,独立完成的研究成果。
本人在论文写作中参考其他个人或集体已经发表的研究成果，均在文
中以适当方式明确标明，并符合法律规范和《厦门大学研究生学术活
动规范（试行）》。 
另外，该学位论文为（                            ）课题（组）
的研究成果，获得（               ）课题（组）经费或实验室的
资助，在（               ）实验室完成。（请在以上括号内填写课
题或课题组负责人或实验室名称，未有此项声明内容的，可以不作特
别声明。） 
 
声明人（签名）： 
          年   月   日 
 
 
 
 
 
 
 
 
厦
 门
 大
 学
 博
 硕
 士
 论
 文
 摘
 要
 库
	  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
厦
 门
 大
 学
 博
 硕
 士
 论
 文
 摘
 要
 库
	  
厦门大学学位论文著作权使用声明 
 
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办法》
等规定保留和使用此学位论文，并向主管部门或其指定机构送交学位
论文（包括纸质版和电子版），允许学位论文进入厦门大学图书馆及
其数据库被查阅、借阅。本人同意厦门大学将学位论文加入全国博士、
硕士学位论文共建单位数据库进行检索，将学位论文的标题和摘要汇
编出版，采用影印、缩印或者其它方式合理复制学位论文。 
本学位论文属于： 
（     ）1.经厦门大学保密委员会审查核定的保密学位论文，
于   年  月  日解密，解密后适用上述授权。 
（     ）2.不保密，适用上述授权。 
（请在以上相应括号内打“√”或填上相应内容。保密学位论文
应是已经厦门大学保密委员会审定过的学位论文，未经厦门大学保密
委员会审定的学位论文均为公开学位论文。此声明栏不填写的，默认
为公开学位论文，均适用上述授权。） 
 
 
                             声明人（签名）： 
年   月   日 
 
厦
 门
 大
 学
 博
 硕
 士
 论
 文
 摘
 要
 库
	  
	  
	  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
厦
 门
 大
 学
 博
 硕
 士
 论
 文
 摘
 要
 库
	  
I	  
	  
 
摘要  
本文提出一种包含Logistic回归的两阶段回归法——LR-LS用来解决当计量
模型中存在虚拟内生变量的问题。LR-LS 法将传统的两阶段 小二乘法的第一步
改为 Logistic 回归，将用工具变量拟合出的概率值代替虚拟内生变量进行结构方
程的线性回归。我们通过模拟的方法，根据提前设定好的模型和随机产生的数据
对 LR-LS 回归法、普通 OLS 回归法和 2SLS 回归法进行对比，验证了该方法在
系数准确性上具有一定优势。另外，考虑到科学技术的革新带来高维数据在诸如
自然、科技和社会科学等研究中的频现，我们进一步把变量选择问题融入到
LR-LS 方法中，将第一阶段的 Logistic 回归调整为带惩罚项的 Logistic 极大似然
估计，从而筛选出内生虚拟变量的工具变量中 重要的那(几)个。实验证明，考
虑变量选择的 LR-LS 法能得到比一般 LR-LS 法更接近“无偏”的系数估计值。
后，我们将 LR-LS 回归法和考虑了变量选择的 LR-LS 法运用在实证分析中，
研究了关于大学教育与职业收入相关性的问题。利用美国上世纪的人口普查数据，
我们发现接受大学教育可以显著地增加收入。并且，相比普通的 小二乘回归法，
LR-LS 回归法和带惩罚的 LR-LS 法得到的大学教育对收入的影响更加明显。本
文的创新之处在于考虑了内生变量是特殊的二元虚拟变量时的情形，在 2SLS 回
归法的基础上设计出包含 Logistic 回归的新两阶段回归法。另外，通过变量选择
优化的 LR-LS 法在提升模型回归系数准确性上的表现也是本文的一大亮点。 
 
关键词：二元内生变量；LR-LS 法；变量选择。 
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Abstract 
This paper proposes a two-stage regression including a Logistic regression, 
which could be used to solve the problem of endogenous dummy variables. We name 
this method (regression) “Logistic Regression- Least Square (LR-LS)”. LR-LS 
transforms the Ordinary Least Square (OLS) - the first step of “Two-Stage Least 
Square”- into a Logistic Regression. Then it puts the probability that obtained via the 
instrumental variables into the original equation. After which, we could do the second 
step of regression without any disturbance of endogeneity. Next, we compare the OLS, 
2SLS and LR-LS with simulation, in which we have model set in advance and data 
generated randomly. We find LR-LS could reduce the bias of the estimated parameter. 
In addition, technological innovations allow us to collect massive amount of data, and 
observations with high dimensional data are frequently seen in contemporary 
scientific research and technological development. So we further take “Variable 
Selection” into consideration. We try to make a combination of LR-LS and variable 
selection to get the “penalized LR-LS”. In simulation, we find the parameter get very 
close to “unbiased”. Finally, we apply LR-LS and penalized LR-LS into empirical 
study. We want to discuss whether going to university will improve our return 
(income) in career. Then we use the data of 1980 census of the United States. The 
conclusion is that attending university will significantly increase income in career. 
Moreover, parameters obtained by LR-LS and penalized LR-LS are significantly 
larger than parameter obtained by OLS. It means LR-LS and Penalized LR-LS 
emphasize the importance of education as an influential factor of income. The 
innovations of this paper are: firstly, we design a method to solve a very special 
situation: the discrete (dummy) endogenous regressor. The method is formulated 
based on traditional 2SLS and Logistic Regression. Secondly, we further improve the 
accuracy of estimated outcome of regression by penalized LR-LS, which realized by 
the logic of variable selection. 
 
Key Words: Binary Endogenous Regressor; LR-LS Method; Variable Selection.
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第一章 绪论 
1.1 研究背景和意义 
    随着经济学学科的快速发展和科学技术的不断革新，经济学家们可以更便捷
地搜集、处理和分析经济统计数据。这使得计量经济模型被更加广泛地运用在经
济金融研究中，实证分析也逐渐成为社会科学研究的主流。我们知道，在一定假
设条件下，计量模型已经可以很好地模拟变量间的相互影响关系，使经济学家们
得到了很多现实中有用的实证结论。然而，因为模型和数据“天然”的局限性，
我们总会在研究中遇到很多“困难”。面对这些完美假设的诸多挑战，大量学者
经过多年的努力，找到很多应对挑战和克服困难的方法。例如，在实证分析中，
我们可以利用岭回归 (Ridge Regression) 方法解决模型中的多重共线性
(Multicollinearity)问题；我们也可以利用加权 小二乘法(Weighted Linear Square, 
WLS)解决模型中的异方差(Heteroscedasticity)问题。这里提到的“多重共线性”
和“异方差性”都是对于线性回归模型完美假设的“破坏”。其实，完美的模型
假设在现实数据面前都是“岌岌可危”的。本文，我们就将重点研究当完美假设
中的另一条——“变量外生性”(变量外生性的定义在本文第 2 节中给出)遭到破
坏后的解决方法。 
计量经济学家们很早就研究出解决变量内生性问题的方法——工具变量法
(Instrumental Variable Estimation)。目前，工具变量法也已经成为社会科学研究中
解决内生问题 主流的方法。工具变量法的工作原理简单说来就是找到一个跟内
生变量相关的变量(Z)，它和模型中的随机扰动项不相关。利用这个变量代替模
型中的内生变量进行 小二乘回归分析就可以得到原模型系数的一致估计量
(Consistent Estimator)。不可否认，利用工具变量的两阶段回归方法已经相当成熟。
但是，我们还可能遇到更大的“麻烦”。在传统的内生性问题研究中，我们更多
考虑的是连续变量，比如一个企业的收入，一个城市的 GDP 或者一个国家的出
口金额。我们不可以忽视的问题是，有的内生变量并不是连续的。也就是说，这
种内生变量只可以取有限的、离散的结果。比如，我们想研究一个人受教育的程
度对他未来职业收入的影响。如果我们采用个人取得的“ 高教育学历”来衡量
其受教育的程度，那么此时的教育程度就是一个典型的离散变量 (Discrete 
Variable)。按照我国教育部 正规且用人单位 认可的学历教育划分标准，它(受
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教育程度)只能取 5 个离散的“值”：“博士研究生学历”、“硕士研究生学历”、“第
二学士学历”、“普通本科学历”和“普通专科学历”。诸如这种不可能取得连续
数值的变量，我们通常称之为离散变量。还有一种特殊的离散变量——属性变量
(Categorical Variable)。统计学将属性变量(分类变量)定义为，一个有有限并且通
常是固定个数的可能取值的变量，并且我们可以根据这些取值把每个个体归属到
这一特定“类”之中。比如，一个人的血型就是一个属性变量，它只有固定的四
种类型：A 型、B 型、AB 型和 O 型，任何一个人的血型必属于其中某一个。特
别地，如果一个属性变量的全部取值只有两个，比如一个人的性别(本身是一个
属性变量：只可以取“男”或者“女”，并且任何一个人的性别必属于其中某一
种)，我们就称这种属性变量为二元变量(Binary Variable)。沿用前文关于“教育
程度”的例子，如果我们用“是否接受过大学教育”(只能取“接受过大学本科
教育”或者“没有接受过大学本科教育”)作为划分标准时，受教育程度就是一
个二元变量。 
其实，在我们设计计量模型的时候，“接受教育的程度”这个属性变量很可
能会成为一个内生变量。我们知道，一个人受教育的程度往往和他的家庭环境、
父母受教育的程度以及个人能力等相关，当这些相关变量没有被包含在模型中时，
它们对因变量的影响就自然通过随机扰动项表现出来。那么，此时的随机扰动项
已经和自变量(接受教育的程度)相关，接受教育程度成为一个内生变量。 
显然，问题就变得更加复杂了。近年来，很多学者提出了解决这种内生离散
变量问题的方法。本文将在这些方法的基础上，试图提出一种结合两阶段 小二
乘法(Two Stage Linear Square, 2SLS)和 Logistic 回归的解决方法——“逻辑－线
性两阶段回归法”(Logistic Regression-Linear Square，以下简称“LR-LS 法”，具
体原理将在后文第 3 节中详细介绍)以提高模型估计的准确性。 
1.2 研究方法和思路 
本文将运用模拟(Simulation)的方法对新提出的 LR-LS 法进行验证。我们通
过提前设定好的模型和随机产生的数据将 基础的 OLS 法的回归结果、(传统解
决内生性问题的)两阶段 小二乘法的回归结果和 LR-LS 的回归结果与真实模型
进行比较，讨论该方法和传统方法在回归系数准确性和稳定性上的表现。另外，
我们考虑将 LR-LS 法运用在实证分析中，进一步对其实用性进行验证。
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