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Abstract
Throughout, all rings R will be commutative with identity element. In this paper we introduce, for each finite group G, a
commutative graded Z-algebra RG . This classifies the G-invariant commutative R-algebra multiplications on the group algebra
R[G] which are cocycles (in fact coboundaries) with respect to the standard “direct sum” multiplication and have the same identity
element.
In the case when G is an elementary Abelian p-group it turns out that RG is closely related to the symmetric algebra over Fp
of the dual of G. We intend in subsequent papers to explore the close relationship between G and RG in the case of a general
(possibly non-Abelian) group G.
Here we show that the Krull dimension of RG is the maximal rank r of an elementary Abelian subgroup E of G unless either
E is cyclic or for some such E its normalizer in G contains a non-trivial cyclic group which acts faithfully on E via “scalar
multiplication” in which case it is r + 1.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let R be a commutative ring with identity element and let G be a finite group. We denote by R[G] a free R-module
of rank |G| with a preferred basis indexed by G, so that R[G] =⊕g∈G Rxg (say). We let G act on R[G] on the left
via g · xh = xgh . Thus the G-invariants R[G]G = R1 where 1 =∑g∈G xg .
Two R-algebra structures on R[G] immediately spring to mind: the group algebra R[G], · (where xg · xh = xgh)
and the direct sum R[G], ∗ (where xg ∗ xh = δghxg). The former is closely related to the group structure on G but
is generally non-commutative with identity element xe while the latter is commutative with identity element 1 but
clearly depends only on the set G. Note that if G is Abelian with Pontrjagin dual Ĝ, |G| is invertible in R and R
contains a root of the |G|th cyclotomic polynomial, then the group algebra R[G], · is isomorphic to the direct sum
R[Ĝ], ∗ (via the Fourier transform!).
In this paper we study certain “deformations” of the direct sum (still commutative with identity 1) which are G-
invariant and collectively do reflect the group structure of G. We refer the reader to [2] for basic commutative algebra
and to [1] for basic group theory.
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2. Some multiplications on R[G]
Clearly the symmetric group S(G) of all permutations of the set G can be naturally identified with a subgroup of
the group of all R-algebra automorphisms of the direct sum R[G], ∗. Indeed it is the whole group if 0, 1 are the only
idempotents in R (the case when G is cyclic of order 2 and R = F2 ⊕ F2 shows that this is not always so). We now
consider “deformations” R[G],⊗ (not the tensor product!) of the direct sum R[G], ∗which are only required to admit
the left action of G as a group of R-algebra automorphisms:
Definition 2.1 (⊗-Multiplications). An R-algebra multiplication ⊗ on R[G] is said to be a ⊗-multiplication if:
(1) R[G],⊗ is a commutative R-algebra with identity 1.
(2) ⊗ is a 2-cocycle with respect to ∗, that is
(a ∗ b)⊗ c + (a ⊗ b) ∗ c = a ∗ (b ⊗ c)+ a ⊗ (b ∗ c)
for all a, b, c ∈ R[G].
(3) ⊗ is G-invariant, that is
xg · (a ⊗ b) = (xg · a)⊗ (xg · b)
for all a, b ∈ R[G] and g ∈ G.
Note that (1) and (2) above are equivalent to λ∗+(1−λ)⊗ satisfying (1) formally! (see [3] for a general treatment
of “deformation theory”).
In [7] a ⊗-multiplication (without identity!) plays a fundamental role in p-adic Fourier analysis on the infinite
discrete group G = C p∞ . This reflects the absence of a “p-adic-valued Haar measure” on the compact dual group
Ĉ p∞ = Zp (the p-adic integers).
We now characterize the ⊗-multiplications in terms of their “structure constants”:
Lemma 2.2. A ⊗-multiplication ⊗ on R[G] is uniquely determined by
xe ⊗ xe = −dexe +
∑
g∈G\{e}
dgxg ∈ R[G] (say).
More precisely:
(1) xh ⊗ xh = −dexh +∑g∈G\{e} dgxhg for all h ∈ G.
(2) xg ⊗ xh = −dg−1hxh − dh−1gxg for all g, h ∈ G with g 6= h.
Proof. (1) follows immediately from 2.1(3) while (2) follows from (1), 2.1(2) (with a = b = xg and c = xh) and the
commutativity of ⊗. 
It follows directly from 2.2 that if all the dg for g ∈ G \ {e} are distinct then the only permutations of G which
induce automorphisms of the R-algebra R[G],⊗ are the left-actions by the elements of G.
The structure constant de will play little explicit role in the subsequent development because of the following
lemma:
Lemma 2.3. Using the notation of 2.2,∑
g∈G
dg = −1.
Proof. This follows easily from 2.2 since 1 is the identity element for ⊗. 
We next show that the 2-cocycle ⊗ is in fact a 2-coboundary with respect to ∗:
Lemma 2.4. We retain the notation of 2.2. Put d =∑g∈G dgxg ∈ R[G]. Then
a ⊗ b = (a ∗ b) · d − (a · d) ∗ b − a ∗ (b · d) = a⊗d b (say)
for all a, b ∈ R[G].
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Proof. The result is easily checked for xe ⊗ xe and xg ⊗ xe for g ∈ G \ {e}. The lemma then follows using
2.1(3). 
Conversely, if d ∈ R[G] satisfies 2.3 then it is easily seen that ⊗d satisfies the conditions for a ⊗-multiplication
with the possible exception of the associativity law. We now complete our discussion of the structure constants by
determining a necessary and sufficient condition for ⊗d to be associative:
Lemma 2.5 (Quadratic Relations QR). Let d ∈ R[G]. Then ⊗d is associative
⇐⇒ dadb = dadba−1 + dbdab−1 for all a, b ∈ G \ {e} with a 6= b
⇐⇒ dgdh = dgh(dh − dg−1) for all g, h ∈ G \ {e} with gh ∈ G \ {e}.
Proof. By the remark just before the lemma it is enough to check associativity for products of the form xa ⊗d xb⊗d xe
and xa ⊗d xa ⊗d xe where a, b, e (the identity element!) ∈ G are distinct. A straightforward (but messy!) calculation
now gives the result. 
Note that the relations in (QR) are homogeneous of degree two in the dg with g ∈ G\{e} (so that de is not explicitly
involved). Further the first form of (QR) is clearly symmetric in a, b.
3. The classifying algebra RG
Definition 3.1 (The Classifying Algebra RG). We define a finitely generated commutative graded Z-algebra RG with
identity 1 by putting
RG = Z[zg | g ∈ G \ {e}]/IG
so that RG is the quotient of a polynomial algebra over Z in |G| − 1 variables by the homogeneous ideal:
IG = (zgzh − zgh(zh − zg−1) | g, h ∈ G \ {e}, gh 6= e).
Thus RG = Z[yg | g ∈ G \ {e}] (say) where the yg satisfy the quadratic relations (QR) of 2.5.
It is interesting to compare the (non-commutative variables) group algebra relations xg · xh = xgh in Z[G] with the
(commutative variables) relations yg yh = ygh(yh − yg−1) in RG . If Cn denotes a cyclic group of order n then clearly
RC2 = Z[y] and RC3 = Z[u, v]/(u2 + v2 − uv). However these are the only cases when RG is an integral domain
and in general RG is not even reduced.
Definition 3.2 (The Universal
⊗
-Multiplication). We define the universal ⊗-multiplication ⊗G to be the ⊗-
multiplication ⊗y on RG[G] where
y =
(
−1−
∑
g∈G\{e}
yg
)
xe +
∑
g∈G\{e}
ygxg ∈ RG[G].
Clearly the only idempotents in RG are 0, 1 and the yg are distinct. Hence the group of all RG-algebra
automorphisms of RG[G], ∗,⊗G can be identified with the group G (acting on the left). Further the ring RG classifies
the ⊗-multiplications in the following sense:
Theorem 3.3 (The Classification of
⊗
-Multiplications). Let R be a commutative ring with identity. Then there is a
natural bijection from the set of all ring homomorphisms φ: RG −→ R onto the set of all ⊗-multiplications ⊗ on
R[G] given by putting ⊗ = ⊗d where
d =
(
−1−
∑
g∈G\{e}
φ(yg)
)
xe +
∑
g∈G\{e}
φ(yg)xg ∈ R[G].
Proof. This now follows directly from the results of Section 2 above. 
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It is an interesting question whether or not we can always recover the group law on G from the ideal IG (if not
from the ring RG). In a subsequent paper we will show that this is possible at least if G is Abelian or simple (and in
many other cases; see also 5.4). In this paper we will determine (in Section 5) the Krull dimension dim(RG) of RG in
terms of the maximal rank r of an elementary Abelian subgroup E of G, a result somewhat reminiscent of Quillen’s
theorem concerning the Krull dimension of an equivariant cohomology ring (see [6], Corollary 7.8).
4. The characters of RG
Let K be a field and θ : RG −→ K be a ring homomorphism. Throughout we will put sg = θ(yg) for all g ∈ G\{e}.
Definition 4.1 (Supports). We define the support supp(θ) of θ in G by putting
supp(θ) = {e} ∪ {g ∈ G \ {e} | sg 6= 0}.
Now by (QR) sgsh = sgh(sh − sg−1) for all g, h, gh ∈ G \ {e}.
Hence H = supp(θ) is a subgroup of G and θ is injective on {yg | g ∈ H \ {e}}.
If H = supp(θ) for some θ then we say that the group H is a support. This property is clearly independent of
the ambient group G as the quadratic relations (QR) for the sg are still satisfied after “extension by zero outside a
subgroup”.
Similarly it is easily seen that:
Remark 4.2. A subgroup of a support is a support.
We now set about determining the possible supports (retaining the notation of 4.1 throughout):
Lemma 4.3 (Commuting Elements). Put H = supp(θ). Suppose that g, h ∈ H \ {e}. Then,
gh = hg ⇐⇒ sg + sg−1 = sh + sh−1 .
Thus “commutes with” is an equivalence relation on H \ {e}.
Proof. The case gh = e is clear. Otherwise the result follows on applying (QR) to (g, h) and (h, g) and recalling that
θ is injective on H \ {e}. 
Proposition 4.4 (Abelian Supports). Suppose that H = supp(θ) is Abelian and H 6= {e}. Then either
(1) g 7→ s−1g gives rise to an injective additive character χ of H into K (and so H is an elementary Abelian p-group
where char(K ) = p > 0) or
(2) for some µ ∈ K \ {0}, g 7→ µs−1g + 1 gives rise to an injective multiplicative character χ of H into K (and so H
is a cyclic group, of order coprime to char(K ) if it is positive).
Proof. By 4.3, there exists µ ∈ K such that sg + sg−1 = −µ for all g ∈ H \ {e}. The result now follows easily from
(QR), case (1) corresponding to µ = 0 and case (2) corresponding to µ 6= 0. 
Thus 4.4 provides a characterization of the possible Abelian supports H (an injective character χ of the group H
clearly giving rise to a ring character θ related to χ as above).
Corollary 4.5 (Power Structure). The ideal IG uniquely determines the “power structure” of G.
Proof. Suppose that g ∈ G has order m > 1. Then by 4.4 and 4.2 if θ : RG −→ C is a ring homomorphism with
minimal support containing g then supp(θ) = 〈g〉 has order m. Further there exists µ ∈ C \ {0} and a primitive mth
root of unity λ ∈ C \ {0} such that sgr = µ/(λr − 1) for 1 ≤ r ≤ m − 1. Now a simple calculation shows that∑m−1
r=1 sgr = −(m − 1)µ/2. Thus from θ we can successively recover 〈g〉,m, µ, λ and gr for 1 ≤ r ≤ m − 1, as
required. 
We now obtain a lower bound for the Krull dimension dim(RG) of RG which turns out in the end to be close to the
actual value:
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Lemma 4.6 (Lower Bound for the Krull Dimension).
(1) dim(RG) ≥ 2 if G 6= {e}.
(2) Let H be an elementary Abelian subgroup of G of rank N. Then
dim(RG) ≥ N.
Proof. (1). Let C = 〈c〉 be a cyclic subgroup of G of order m > 1. Put K = Q(e2pi i/m, X) where X is transcendental
over Q.
We define a ring homomorphism θ : RG −→ K by putting sg = 0 if g ∈ G \ C and scr = X/(e2pi ir/m − 1) for
1 ≤ r ≤ m − 1 (so that (QR) is satisfied by the assignment).
Clearly Im(θ) = Z[scr | 1 ≤ r ≤ m − 1] has field of fractions K and so dim(RG) ≥ dim(Im(θ)) = 2.
(2). Suppose that H = 〈h1, h2, . . . , hN 〉 ⊆ G is an elementary Abelian p-group of rank N. Put K =
Fp(Z1, Z2, . . . , ZN ) where Z1, Z2, . . . , ZN are algebraically independent over Fp.
We define a ring homomorphism θ : RG −→ K by putting sg = 0 if g ∈ G \ H and sg = (a1Z1 + a2Z2 + · · · +
aN ZN )−1 if g = a1h1 + a2h2 + · · · + aNhN ∈ H \ {e} where the a j ∈ Fp are not all zero (so that (QR) is satisfied
by the assignment).
Clearly Im(θ) = Fp[sg | g ∈ H \ {e}] has field of fractions K and so dim(RG) ≥ dim(Im(θ)) = N . 
If G is Abelian then this tells the whole story. Indeed it follows easily from 4.4 and 4.6 that if G 6= {e} is cyclic
then dim(RG) = 2 while if G is Abelian but not cyclic then dim(RG) is the minimal number of generators of G.
We now set about determining the non-Abelian supports:
Lemma 4.7 (Non-Abelian Supports). Suppose that H = supp(θ) is non-Abelian. For each s ∈ K put
Hs = {e} ∪ {h ∈ H \ {e} | sh + sh−1 = s}.
Then:
(1) The non-trivial Hs are the maximal Abelian subgroups of H and the non-empty Hs \ {e} are the equivalence
classes of “commutes with” on H \ {e}.
(2) The subgroup H0 is normal in H while any other non-trivial Hs is its own normalizer in H.
(3) H0 is non-trivial and H is the semi-direct product of H0 and any other non-trivial Hs . Further Hs acts semi-
regularly on H0.
(4) The field K has prime characteristic p and H0 is an elementary Abelian p-group of rank l ≥ 1. Further any other
non-trivial Hs is a cyclic p′-group with |Hs | | (pl − 1).
Proof. (1) This follows easily from 4.3.
(2) Suppose that g, h, gh ∈ H \ {e}. Then by (QR) for (g, h), (h−1, g−1), (h, g) and (g−1, h−1) we obtain
sgsh − s−1h s−1g = (sgh + s(gh)−1)(sh − sg−1) = (shg + s(hg)−1)(sg − sh−1).
Hence gh ∈ H0 ⇐⇒ hg ∈ H0 while on the other hand if gh (and so hg) 6∈ H0 then the conjugates gh, hg belong to
some other Hs ⇐⇒ gh = hg and the result follows using 4.3.
(3) H acts by conjugation on the set H \ {e}, preserving the equivalence relation “commutes with”. Hence by (2)
above we have
|H | − 1 = |H0| − 1+
∑
s∈K\{0}
(|Hs | − 1)|H |/|Hs |,
the summation being restricted to include exactly one representative of each conjugacy class of maximal Abelian
subgroups of H . Clearly there must be exactly two terms on the right hand side (since each term under the
∑
sign is
at least |H |/2). Thus H0 is non-trivial and, for any other non-trivial Hs , |H | − 1 = |H0| − 1+ (|Hs | − 1)|H |/|Hs | so
that |H | = |H0||Hs |. The result now follows since clearly H0 ∩ Hs = {e} and H0 is the centralizer in H of any of its
non-identity elements.
(4) This follows directly from 4.4 and (3) above. 
Theorem 4.8 (Non-Abelian Supports). Suppose that H = supp(θ) is non-Abelian. Then the field K has prime
characteristic p and H is the semi-direct product of V = (Fq)t ,+ (where t ≥ 1, q = pr with r ≥ 1) and a
non-trivial cyclic group C acting faithfully on V by scalar multiplications from Fq \ {0},×.
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Proof. By 4.7 the field K has prime characteristic p and H is the semi-direct product of an elementary Abelian
p-group V of rank l ≥ 1 and a cyclic p′-group C = 〈c〉 of order m > 1 which acts semi-regularly on V (so that
m | pl − 1). By non-modular representation theory (or by the structure theory for modules over the principal ideal
domain Fp[x]) it follows easily that V = ⊕tj=1 (Fq) j where q = pr with r the least positive integer such that
m | pr − 1 and r t = l. Further c acts on (Fq) j via scalar multiplication by c j ∈ (Fq \ {0}) j (say).
Now by 4.2 and 4.4 there is an injective additive character χ : V −→ K , an injective multiplicative character
ψ :C −→ K and µ ∈ K \ {0} such that sg = χ(g)−1 if g ∈ V \ {0} and sg = µ(ψ(g)− 1)−1 if g ∈ C \ {e}.
A simple calculation starting from (cgc−1)c = cg using (QR) shows that χ(cgc−1) = ψ(c)χ(g) for all g ∈ V . Thus
for g ∈ (Fq) j , χ(c j · g) = ψ(c)χ(g) where ψ(c) ∈ K is a primitive mth root of unity. It now follows directly that all
the c j have the same minimal polynomial over Fp as ψ(c) does and so, without loss of generality, they may be taken
to be equal (after suitable field automorphisms of the (Fq) j ). The result now clearly follows. 
Finally, we show that the non-Abelian groups H described in 4.8 (for example S3, A4) are indeed supports and
introduce the final ingredient in the determination of the Krull dimension of RG :
Proposition 4.9 (Non-Abelian Supports). Suppose that the subgroup H of G is the semi-direct product of V =
(Fq)t ,+ (t ≥ 1, q = pr where p is prime and r ≥ 1) and a non-trivial cyclic group C acting faithfully on V by
scalar multiplications from Fq \ {0},×.
Then H is a support and the Krull dimension dim(RG) ≥ max(r t, t + 1).
Proof. Clearly if c ∈ C then there exists c ∈ Fq \ {0} with cgc−1 = c · g for all g ∈ V . Further if c 6= e then c 6= 1.
Put K = Fq(X1, X2, . . . , X t , Z) where X1, X2, . . . , X t , Z are algebraically independent over Fq .
We define a ring homomorphism θ : RG −→ K by putting sg = 0 if g ∈ G \ H and sh = (a1X1 + a2X2 + · · · +
at X t + (c − 1)/Z)−1 if h = gc ∈ H \ {e} where g = (a1, a2, . . . , at ) ∈ V and c ∈ C and not both g, c = e. Then it
is easily verified that (QR) is satisfied by the assignment and so H is a support.
Clearly Im(θ) = Fp[sh | h ∈ H \ {e}] has field of fractions K and so dim(RG) ≥ dim(Im(θ)) = t + 1. The second
result now follows using 4.2 and 4.6. 
The above formula for sh clearly makes sense provided that X1, X2, . . . , X t , 1/Z are just linearly independent over
Fq (rather than algebraically independent over Fq ). Further every θ with support H must arise in this way (see the
proof of 4.8).
Remark 4.10. Thus by 4.2, 4.4, 4.8 and 4.9, a group H is a support if and only if it is isomorphic to a subgroup of
the semi-direct product of Ft ,+ and F \ {0},× for some finite field F and t ≥ 1 where F \ {0} acts on Ft by scalar
multiplication.
On the other hand, directly from Definition 4.1, it follows that H is a support if and only if αH = ∏h∈H\{e} yh is not
nilpotent in RH (since the nilradical is the intersection of all prime ideals).
5. The Krull dimension of RG
Let K be a field and θ : RG −→ K be a ring homomorphism. Throughout we will put sg = θ(yg) for all g ∈ G\{e}.
We now set about determining the Krull dimension dim(RG) of RG (the maximum over all θ of the dim(Im(θ))) using
the results of Section 4.
Lemma 5.1 (Upper Bound for Krull Dimension). Suppose that H = supp(θ) can be generated by l elements.
Then dim(Im(θ)) ≤ l, l + 1 according as char(K ) > 0,= 0.
Proof. By 4.4 and 4.2 it follows easily that for all h ∈ H \ {e}, sh−1 = −ζ(h)sh where ζ(h) ∈ K is a root of unity.
Hence if g, h, gh ∈ H \ {e}, then by (QR), s−1gh = s−1g + ζ(g)s−1h . Now suppose that H = 〈h1, h2, . . . , hl〉. Then
a simple induction argument shows that Im(θ) = θ(Z)[sh | h ∈ H \ {e}] has field of fractions generated over its
prime subfield (Q if θ(Z) = Z, Fp if θ(Z) = Fp) by the s−1h j and the ζ(h j ) for 1 ≤ j ≤ l. The result now follows
easily. 
Lemma 5.2. We employ the notation of 4.7. Suppose that H = supp(θ) is non-Abelian. Then either H can be
generated by l = rankp(H) elements or else Hs acts on H0 ∼= Flp,+ via scalar multiplications from Fp \ {0},×
(compare with 4.8).
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Proof. Either Hs = 〈c〉 acts on H0 ∼= Flp,+ via scalar multiplications from Fp \ {0},× or there is a non-invariant
line 〈h1〉 ⊆ H0. Extend h1 to a basis h1, h2, . . . , hl for H0 over Fp. Suppose that c−1h1c =∑lj=1 a jh j where each
a j ∈ Fp and without loss of generality a2 6= 0. Then clearly H = 〈h1, h3, h4, . . . , hl , c〉 and so can be generated by l
elements. 
Theorem 5.3 (Krull Dimension of RG). The Krull dimension of RG , dim(RG), is the maximal rank r of an elementary
Abelian subgroup E of G unless either E is cyclic or for some such E its normalizer in G contains a non-trivial cyclic
group which acts faithfully on E via “scalar multiplication” (from the prime field) in which case it is r + 1.
Proof. This follows directly from 5.1 and 5.2 and the results of Section 4. 
Thus for example if G is the Monster simple group F1 then dim(RG) = rank2(G) since 13 ≤ rank2(G) ≤ 22
while rank3(G) = 8, . . . (see [4], Table 5.6.1). On the other hand if G is the Mathieu group M11 then dim(RG) =
rank3(G) + 1 = 3 since rank2(G) = rank3(G) = 2, . . . and G contains an elementary Abelian subgroup E of order
9 and an involution which acts on E as inversion (see [5], Theorem 21.8).
We conclude by showing that, in particular, if G is a support then the ideal IG uniquely determines the group law
on the set G (see 4.10):
Proposition 5.4. Let G be a finite group and suppose that
αG =
∏
g∈G\{e}
yg 6= 0 ∈ RG .
Then the ideal IG uniquely determines the group law on the set G.
Proof. We need to show that the product of g, h ∈ G is uniquely determined by IG . By 4.5 it is clearly enough
to consider the case when 〈g, h〉 is not cyclic (note also that in particular g−1 is uniquely determined). Suppose
otherwise. Then by (QR) yg yh = ygh(yh − yg−1) = yghk(yh − yg−1) where k ∈ G \ {e}. Now again by (QR)
y(gh)−1 yghk = yk(yghk − ygh) and so
y(gh)−1 yg yh = y(gh)−1 yghk(yh − yg−1) = yk(yghk − ygh)(yh − yg−1) = 0,
the required contradiction to αG 6= 0. 
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