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Resumen
En este trabajo de tesis estudiamos la ecuacio´n de Poisson, con condiciones de
frontera tipo Robin, en una regio´n anular. Demostramos resultados de existencia
y unicidad de la solucio´n de´bil, para dos sub-problemas, utilizando el me´todo de
formulacio´n variacional y el Teorema de Lax-Milgram, asociado a espacios de So-
bolev. En este ana´lisis tambie´n mostramos resultados de regularidad de la solucio´n
utilizando series de Fourier y finalmente establecemos una relacio´n entre el flujo de
transferencia de calor y la temperatura externa del tubo a trave´s de un operador
lineal compacto.
Palabras clave: Ecuacio´n de Poisson, Espacios de Sobolev, Lax-Milgram, Ana´-
lisis de Fourier, Operadores compactos.
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Abstract
In this thesis we study the Poisson equation, with Robin boundary conditions,
in an annular region. We show results of existence and uniqueness of the weak
solution, for two sub-problems, using the variational formulation method and the
Lax-Milgram Theorem, associated with Sobolev spaces. In this analysis we also
show regularity results of the solution using Fourier series and finally we establish
a relationship between the heat transfer flow and the external temperature of the
tube through a compact linear operator.
Keywords: Poisson equation, Sobolev spaces, Lax-Milgram, Fourier analysis,
Compact operators.
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Introduccio´n
Este estudio es motivado por los trabajos publicados en el a´rea de problemas
inversos en transferencia de calor, en que la ecuacio´n de Poisson se utiliza como
modelo para reconstruir el coeficiente de transferencia de calor convectivo, a partir
de las informaciones de temperatura en la pared exterior.
En los procesos te´rmicos como la pasteurizacio´n, un alimento, generalmente l´ıqui-
do, es expuesto a altas temperaturas durante un breve per´ıodo de tiempo y despue´s
es enfriado ra´pidamente con la finalidad de reducir los microorganismos dan˜inos para
la salud sin alterar la calidad y la composicio´n del l´ıquido. En este proceso, aparece
el coeficiente de conveccio´n, el cual cuantifica la transferencia de calor entre el l´ıqui-
do y la pared interna del conducto tubular. As´ı, estimar el coeficiente convectivo es
de vital importancia, ya que si este presenta pequen˜os valores, el proceso te´rmico
no eliminar´ıa la mayor´ıa de microorganismos, comprometiendo la salud pu´blica. En
caso contrario, si fuese muy elevado, la calidad del alimento podr´ıa verse afectada
debido al sobrecalentamiento.
Actualmente existe un gran intere´s en determinar el coeficiente convectivo a par-
tir de las informaciones de temperatura en la pared externa del tubo. Este estudio
realizado corresponde al a´rea de problemas inversos en transferencia de calor. En-
tre los diferentes me´todos utilizados para determinar este coeficiente se incluyen la
utilizacio´n de sondas colocadas en el interior del tubo, sin embargo esto presenta
inconvenientes pues en algunos casos la geometr´ıa del conducto impide utilizar esta
estrategia. Por otro lado, en el caso posible, las sondas pueden llegar a alterar la
temperatura interna y consecuentemente distorsionar la informacio´n del coeficiente;
o en u´ltimo caso ser destruidas por las altas temperaturas.
El proceso anteriormente descrito puede ser modelado mediante ecuaciones en
derivadas parciales con condiciones de frontera.
En este trabajo estudiaremos la ecuacio´n de Poisson, definida sobre la regio´n
transversal de un tubo espiralado, con condiciones de frontera tipo Robin. Mostra-
remos resultados de existencia y unicidad de la ecuacio´n de Poisson en un dominio
anular utilizando el me´todo variacional y el Teorema de Lax-Milgram.
Consideramos el dominio como la seccio´n transversal de un tubo el cual es des-
crito por el conjunto Ω = {x ∈ R2|ri < ‖x‖2 < re}, como es mostrado en la Figura
1, con fronteras interior y exterior denotadas por Γi = {x ∈ R2, ‖x‖2 = ri} y
Γe = {x ∈ R2, ‖x‖2 = re}, respectivamente.
Utilizamos este dominio debido a que los experimentos realizados en laboratorio
muestran que la temperatura en el tubo espiralado posee una variacio´n significativa
a lo largo de la circunferencia, mientras que en la direccio´n del axial esta variacio´n
es insignificante [13].
1
Figura 1: Conducto y seccio´n transversal.
Para el modelo matema´tico nos basamos en el trabajo de Bozzoli et. al [13] y
utilizamos la ecuacio´n de Poisson, en coordenadas polares (r, θ), con condiciones de
frontera de Robin.
λw
1
r
∂
∂r
(
r
∂T
∂r
)
+ λw
1
r2
∂2T
∂θ2
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(re, θ) = α(Tenv − T (re, θ)), 0 ≤ θ ≤ 2π, (2)
−λw ∂T
∂r
(ri, θ) = Q(θ), 0 ≤ θ ≤ 2π. (3)
Donde las constantes corresponden a los siguientes para´metros f´ısicos: λw denota
la conductividad te´rmica del material del tubo, qg es una fuente de calor que depende
de la posicio´n (r, θ), el para´metro α es la resistencia del material a la transferencia
de calor, en Γe, con la temperatura ambiente Tenv y Q(θ) representa el flujo de calor
entre el l´ıquido y la pared interior Γi.
En su investigacio´n, Bozzoli utilizo´ una bomba volume´trica para transportar el
fluido a un tanque de almacenamiento, el cual posteriormente ingreso´ en la seccio´n de
prueba del tubo en espiral equipado con electrodos de acero inoxidable, que estaban
conectados a un suministro. Esta configuracio´n permitio´ la investigacio´n acerca de
la transferencia de calor en el interior de un tubo bajo la condicio´n de fuente de
calor uniforme qg generado por el efecto Joule.
En este entorno, a medida que el fluido discurre en el conducto tubular ex-
perimenta el efecto de la fuerza centrifuga, cuya velocidad depende del radio de
curvatura, causando que el fluido sea empujado desde la regio´n central hacia las
paredes del tubo. Este feno´meno genera vo´rtices contra rotativos, llamados vo´rtices
de Dean [18], que aumentan considerablemente la transferencia de calor entre las
paredes del tubo y el fluido con respecto a procesos te´rmicos en tubos rectos. As´ı,
la curvatura produce una distribucio´n irregular del campo de velocidad en la sec-
cio´n transversal del tubo que conduce a una variacio´n significativa en el coeficiente
convectivo de transferencia de calor a lo largo de la circunferencia en la direccio´n
angular: presenta valores ma´s altos en la curva exterior de la superficie de la pared
que en el lado interior. Por lo tanto, se tiene que la temperatura en el tubo as´ı como
el flujo de calor var´ıan a lo largo de la coordenada angular [12], [23].
Usando como base el modelo (1)-(3), usaremos la teoria de los espacios de So-
bolev para demostrar los resultados de existencia y unicidad para este problema. El
contenido de este trabajo es presentado de la siguiente manera:
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En el cap´ıtulo 1 introducimos las definiciones y resultados importantes para el
desarrollo de este trabajo, entre estos temas destacamos los espacios de Hilbert, series
de Fourier, Teor´ıa de distribuciones, espacios de Sobolev y ecuaciones diferenciales
ordinarias de segundo orden.
En el cap´ıtulo 2, estudiamos el problema (1) con las condiciones de frontera (2)
y (3), en espacios de Sobolev. Estudiamos resultados de existencia y unicidad para
determinar la funcio´n temperatura T a partir del flujo Q. La estrategia utilizada
sera´ dividir este problema en dos subproblemas con soluciones V y W , siendo estas
determinadas por el Teorema de Lax-Milgram y bajo ciertas hipo´tesis sobre las
funciones Q y qg, respectivamente. La solucio´n de (1)-(3) es recuperada como T =
V +W . Finalmente, establecemos una relacio´n entre el flujo Q(θ) y la temperatura en
la frontera exterior G(θ) = T (re, θ)−W (re, θ) a trave´s de una ecuacio´n A(Q) = G,
siendo A un operador linear, compacto, auto-adjunto e inyectivo. Siendo esta u´ltima
ecuacio´n la base para el estudio del problema inverso correspondiente [4].
Las conclusiones finales del trabajo son presentadas en el cap´ıtulo 3.
3
Cap´ıtulo 1
Resultados preliminares
En este cap´ıtulo introducimos las definiciones y resultados ba´sicos que sera´n
utilizados en este trabajo.
1.1. Espacios de Hilbert
Definicio´n 1.1.1. Sea V un espacio vectorial real. El mapeo ‖ · ‖ : V → [0,+∞) es
una norma en V si se cumplen las siguientes condiciones:
1. ‖u‖ ≥ 0 para todo u ∈ V .
2. ‖u‖ = 0 si y so´lo si u = 0.
3. ‖λu‖ = |λ|‖u‖ para todo λ ∈ R, para todo u ∈ V .
4. ‖u+ v‖ ≤ ‖u‖+ ‖v‖ para todo u, v ∈ V .
El par (V, ‖ · ‖), donde V es un espacio vectorial y la funcio´n ‖ · ‖ es una norma
es llamado espacio vectorial normado o espacio normado.
Definicio´n 1.1.2. Sea V un espacio normado y S ⊂ V . Decimos que S es un
subespacio de V si se verifican las siguientes condiciones
1. u+ v ∈ S, para todo u, v ∈ S.
2. λu ∈ S, para todo u ∈ S y λ ∈ R.
Definicio´n 1.1.3. Sea V un espacio vectorial normado. Una sucesio´n {un}n∈N en
V converge a un elemento u ∈ V , denotado por un → u, si
l´ım
n→∞
‖un − u‖ = 0.
Definicio´n 1.1.4. Sea V un espacio vectorial normado.
(i) Una sucesio´n {un}n∈N en V es una sucesio´n de Cauchy si para todo ε > 0
existe N ∈ N tal que m,n > N implica que
‖un − um‖ < ε.
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(ii) Un espacio normado V se dice que es completo si toda sucesio´n de Cauchy en
V converge a un elemento en el mismo espacio.
(iii) Un espacio vectorial normado y completo es llamado espacio de Banach.
Definicio´n 1.1.5. Sea V un espacio de normado. Una aplicacio´n F : V → R es un
funcional lineal si
a. F (u+ v) = F (u) + F (v) para todo u, v ∈ V .
b. F (αu) = αF (u) para todo u ∈ V , para todo α ∈ R.
Definicio´n 1.1.6. Sea V un espacio de normado. Un funcional lineal F : V → R
es acotado si existe una constante M > 0 tal que
|F (u)| ≤M‖u‖, para todo u ∈ V.
Definicio´n 1.1.7. Sean (V, ‖ · ‖V ), (W, ‖ · ‖W ) espacios normados, definimos el
conjunto
L(V,W ) = {F : V →W | F es un funcional lineal acotado}.
Definicio´n 1.1.8. Si W = R, el espacio L(V,R) es llamado espacio dual de V y es
denotado por V ′
V ′ = {F : V → R| F es un funcional lineal acotado}.
Este espacio es provisto por las operaciones
(F +G)(v) = F (v) +G(v) para todo v ∈ V , para todo F,G ∈ V ′.
(αF )(v) = αF (v) para todo v ∈ V para todo α ∈ R para todo F ∈ V ′.
El espacio V ′ es provisto por la norma ‖ · ‖V ′ : V ′ → [0,+∞) definida por
‖F‖V ′ := sup
v∈V
v 6=0
|F (v)|
‖v‖ , para todo F ∈ V
′.
En este caso, decimos que (V ′, ‖ · ‖V ′) es un espacio vectorial normado.
Observamos que si F ∈ V ′, entonces de la definicio´n anterior se tiene
|F (v)| ≤ ‖F‖V ′‖v‖ para todo v ∈ V.
Definicio´n 1.1.9. Sea V un espacio de Banach, decimos que V es reflexivo si
(V ′)′ = V .
Definicio´n 1.1.10. Sea V un espacio de Banach, decimos que una sucesio´n {un}n∈N
en V converge de´bilmente a u ∈ V , y lo expresamos como un ⇀ u si
F (un)→ F (u), cuando n→∞
para cada funcional F ∈ V ′.
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Teorema 1.1.1 (Compacidad de´bil). Sea V un espacio de Banach reflexivo y su-
pongamos que la sucesio´n {un}n∈N ⊂ V es acotada. Entonces existe una subsucesio´n
{unk}k∈N ⊂ {un}n∈N y un vector u ∈ V tal que
unk ⇀ u, cuando k →∞.
Demostracio´n. Ver Brezis [7].
Teorema 1.1.2. Sea V un espacio de Banach y sea M ⊂ V un subespacio. Entonces
M es un espacio de Banach si y solamente si M es cerrado en V .
Demostracio´n. Ver Kreyszig [31].
Definicio´n 1.1.11. Sea V un espacio vectorial real. El mapeo 〈·, ·〉 : V ×V → R es
un producto interno en V si se cumplen las siguientes condiciones:
1. 〈u, u〉 ≥ 0, para todo u ∈ V .
2. 〈u, u〉 = 0 si y so´lo si u = 0.
3. 〈u+ v, w〉 = 〈u, v〉+ 〈u, w〉 para todo u, v, w ∈ V .
4. 〈λu, v〉 = λ 〈u, v〉 para todo u, v ∈ V , para todo λ ∈ R.
5. 〈u, v〉 = 〈v, u〉, para todo u, v ∈ V .
El par (V, 〈·, ·〉), donde V es un espacio vectorial y la funcio´n 〈·, ·〉 es un producto
interno es llamado espacio con producto interno.
Lema 1.1.1. Sea (V, 〈·, ·〉) un espacio con producto interno. Entonces se verifican
los siguientes resultados:
1. La funcio´n ‖ · ‖ : V → [0,+∞) definida como ‖u‖ =√〈u, u〉 para todo u ∈ V
es una norma.
2. | 〈u, v〉 | ≤ ‖u‖‖v‖ para todo u, v ∈ V (Desigualdad de Cauchy-Schwarz).
3. ‖u + v‖2 + ‖u − v‖2 = 2(‖u‖2 + ‖v‖2) para todo u, v ∈ V (Identidad del
Paralelogramo).
Demostracio´n. Ver Kreyszig [31].
Definicio´n 1.1.12. Sea (V, 〈·, ·〉) un espacio con producto interno. Si V con la
norma definida por ‖u‖ =√〈u, u〉 es completo, entonces (V, 〈·, ·〉) es llamado espacio
de Hilbert.
En este cap´ıtulo H denota el espacio de Hilbert.
Los siguientes resultados pueden ser encontrados en Brezis [7].
Definicio´n 1.1.13. Sea S un subconjunto de H, el subespacio ortogonal a S es
definido por
S⊥ = {u ∈ H| 〈u, v〉 = 0 ∀v ∈ S}.
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Definicio´n 1.1.14. Sea {En}n∈N una sucesio´n de subespacios cerrados de H. Deci-
mos que H es la suma de Hilbert de los subespacios En, denotado por H =
⊕
n∈NEn,
si
1. Los subespacios {En}n∈N son mutuamente ortogonales, esto es,
〈u, v〉 = 0, ∀u ∈ Em, ∀v ∈ En, m 6= n.
2. El espacio generado por span{En, n ∈ N} es denso en H.
Teorema 1.1.3. Sea K ⊂ H un subconjunto no vac´ıo cerrado y convexo1. Entonces
para todo f ∈ H existe un u´nico elemento u ∈ K tal que
‖f − u‖ ≤ mı´n
v∈K
‖f − v‖.
Adema´s, u es caracterizado por la propiedad
u ∈ K y 〈f − u, v − u〉 ≤ 0, ∀v ∈ K.
El elemento u ∈ K obtenido en el teorema anterior es llamado proyeccio´n de f
sobre K y es denotado por u = PKf .
Teorema 1.1.4. Sea K ⊂ H un subconjunto no vac´ıo cerrado y convexo. Entonces
PK satisface la siguiente desigualdad
‖PKf1 − PKf2‖ ≤ ‖f1 − f2‖, ∀f1, f2 ∈ K.
Corola´rio 1.1.1. Supongamos que M ⊂ H es un subespacio cerrado. Sea f ∈ H,
entonces la proyeccio´n de f en M , u = PMf , es caracterizado por la siguiente
condicio´n
u ∈M y 〈f − u, v〉 = 0, ∀v ∈ M.
Ma´s au´n, PM es un operador lineal llamado proyeccio´n ortogonal.
Lema 1.1.2. Supongamos que {vk}k∈N es una sucesio´n en H tal que
〈vm, vn〉 = 0, ∀m 6= n, y
∞∑
k=1
‖vk‖2 <∞.
Sea la suma parcial sn =
∑n
k=1 vk. Entonces, s = l´ımn→∞ sn existe y
‖s‖2 =
∞∑
k=1
‖vk‖2.
Teorema 1.1.5. Asumamos que H es la suma de Hilbert de los subespacios cerrados
{En}n∈N. Dado u ∈ H, defina el vector un = PEnu como la proyeccio´n de u sobre el
subespacio En y sea sn =
∑n
k=1 uk. Entonces,
l´ım
n→∞
sn = u y
∞∑
k=1
‖uk‖2 = ‖u‖2 (Identidad de Bessel-Parseval).
1Un conjunto K es convexo si dados x, y ∈ K y λ ∈ [0, 1], entonces λx+ (1 − λ)y ∈ K.
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Definicio´n 1.1.15. Una sucesio´n {en}n∈N ⊂ H es llamada una base ortonormal de
H si satisface las siguientes propiedades.
1. ‖en‖ = 1, para todo n ≥ 1, 〈em, en〉 = 0 si m 6= n.
2. El espacio span{en, n ∈ N} es denso en H, i.e., para cada f ∈ H existen
constantes ck (que dependen de f) tal que
f =
∞∑
n=1
ckfk.
Teorema 1.1.6. Sea {en}n∈N una base ortonormal en un espacio de Hilbert H,
y supongamos que f =
∑∞
k=1 ckek. Entonces el coeficiente ck = 〈f, ek〉, para todo
k ∈ N.
Demostracio´n. Sea sn =
∑n
k=1 ckek la n-e´sima suma parcial de f . Por la hipo´-
tesis inicial tenemos que
l´ım
n→∞
‖sn − f‖ = 0.
Sea m ∈ N fijo y sea n ≥ m, entonces utilizando la desigualdad de Cauchy-Schwarz
se tiene
| 〈sn, em〉 − 〈f, em〉 | = | 〈sn − f, em〉 | ≤ ‖sn − f‖‖em‖ → 0 cuando n→∞.
Por lo tanto,
〈f, em〉 = l´ım
n→∞
〈
n∑
k=1
ckek, em
〉
= l´ım
n→∞
n∑
k=1
ck 〈ek, em〉 = l´ım
n→∞
n∑
k=1
ckδk,m = cm
y obtenemos el resultado. 
Corola´rio 1.1.2. Sea {en}n∈N una base ortonormal de H. Entonces para cada u ∈
H, tenemos
u = l´ım
n→∞
n∑
k=1
〈u, ek〉 ek y ‖u‖2 =
∞∑
k=1
| 〈u, ek〉 |2.
Definicio´n 1.1.16. Sea f ∈ H y {en}n∈N una base ortonormal de H.
La expresio´n
∑∞
n=1 〈f, en〉 en es denominada serie de Fourier de f .
El coeficiente 〈f, en〉 es denominado el coeficiente de Fourier de f con
respecto al conjunto {en}n∈N.
Teorema 1.1.7 (Desigualdad de Bessel). Sea {en}n∈N un conjunto ortonormal
en H. Entonces para todo f ∈ H, se tiene
∞∑
k=1
| 〈f, ek〉 |2 ≤ ‖f‖2.
8
Demostracio´n. Considere la suma parcial sn de la serie de Fourier de f . En-
tonces,
〈f − sn, ek〉 = 〈f, ek〉 − 〈sn, ek〉
= 〈f, ek〉 −
〈
n∑
j=1
〈f, ej〉 ej , ek
〉
= 〈f, ek〉 −
n∑
j=1
〈f, ej〉 〈ej, ek〉
= 〈f, ek〉 −
n∑
j=1
〈f, ej〉 δj,k
= 〈f, ek〉 − 〈f, ek〉 = 0.
Luego, f − sn es ortogonal a cada elemento ek. Adema´s,
〈f − sn, sn〉 =
〈
f − sn,
n∑
k=1
〈f, ek〉 ek
〉
=
n∑
k=1
〈f − sn, 〈f, ek〉 ek〉
=
n∑
k=1
〈f, ek〉 〈f − sn, ek〉 = 0,
esto muestra que f − sn es ortogonal a sn. Entonces,
‖f‖2 = ‖f − sn + sn‖2 = ‖f − sn‖2 + ‖sn‖2,
de esta igualdad se tiene
‖sn‖2 ≤ ‖f‖2. (1.1)
Desde que el conjunto {en}n∈N es ortonormal, entonces
‖sn‖2 = ‖
n∑
k=1
〈f, ek〉 ek‖2 =
n∑
k=1
| 〈f, ek〉 |2
luego en (1.1) se tiene
n∑
k=1
| 〈f, ek〉 |2 ≤ ‖f‖2, para todo n ∈ N.
El resultado se sigue tomando l´ımite cuando n tiende a infinito, esto es,
∞∑
k=1
| 〈f, ek〉 |2 ≤ ‖f‖2.

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El siguiente teorema establece las condiciones necesarias y suficientes para de-
terminar si un conjunto {en}n∈N ⊂ H es una base ortonormal.
Teorema 1.1.8. Sea {en}n∈N una sucesio´n ortonormal en H. Las siguientes afir-
maciones son equivalentes.
1. El conjunto {en}n∈N es una base ortonormal de H.
2. Para toda funcio´n f ∈ H y ε > 0 existe una combinacio´n lineal finita g =∑n
k=1 akek tal que
‖f − g‖ ≤ ε.
3. Si los coeficientes de Fourier 〈f, en〉, con respecto a {en}n∈N, de una funcio´n
f ∈ H son todos nulos, entonces f = 0.
Demostracio´n. Si 1 se verifica, 2 se sigue directamente de la definicio´n.
Para demostrar que 2 implica 3, supongamos que f ∈ H tal que 〈f, ek〉 = 0 para
todo k ∈ N. Sea ε > 0, por hipo´tesis existe g =∑nk=1 akek. Entonces, utilizando la
desigualdad de Cauchy-Schwarz se tiene
‖f‖2 = ∣∣‖f‖2− n∑
k=1
ak 〈f, ek〉
∣∣ = ∣∣ 〈f, f〉−〈f, g〉 ∣∣ = | 〈f, f − g〉 | ≤ ‖f‖‖f−g‖ ≤ ‖f‖ε.
Esto implica que ‖f‖ ≤ ε, donde ε > 0 arbitrario. Por lo tanto f = 0.
Finalmente mostramos que 1 resulta de 3. En efecto, tomemos f ∈ H y sea la
suma parcial
sn =
n∑
k=1
〈f, ek〉 ek.
Veamos que la sucesio´n {sn}n∈N es una sucesio´n de Cauchy en H . En efecto, consi-
deremos m,n ∈ N con m ≥ n desde que el conjunto {en}n∈N es ortonormal y por la
desigualdad de Bessel se tiene
‖sn − sm‖2 = ‖
m∑
k=n+1
〈f, ek〉 ek‖2 =
m∑
k=n+1
| 〈f, ek〉 |2 → 0, cuando m,n→∞.
Desde que H es completo, existe una funcio´n h ∈ H tal que
l´ım
n→∞
‖sn − h‖ = 0,
esto es
h =
∞∑
k=1
〈f, ek〉 ek.
Por el Teorema 1.1.6, tenemos que los coeficientes de Fourier de f y h, con respecto
a {en}n∈N, son iguales. Es decir 〈h− f, ek〉 = 0 para todo k ∈ N. Luego por la
hipo´tesis 3 tenemos que f − h = 0. Por lo tanto,
f =
∞∑
k=1
〈f, ek〉 ek.
Como f es arbitra´rio, se sigue que {en}n∈N es una base ortonormal. 
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Considere el espacio de Hilbert L2(0, 2π) de las clases de funciones medibles en
(0, 2π) y cuadrado integrables. En base a este u´ltimo teorema, vamos a demostrar
que el conjunto
B =
{
1√
2π
,
cos(mθ)√
π
,
sen(nθ)√
π
; m,n ∈ N
}
(1.2)
es una base ortonormal del espacio L2(0, 2π).
En efecto, utilizando las identidades de producto a suma de las funciones trigo-
nome´tricas sen(nθ), cos(mθ) para todo m,n ∈ N se tiene〈
sen(mθ)√
π
,
sen(nθ)√
π
〉
=
1
π
∫ 2π
0
sen(mθ) sen(nθ)dθ =
{
1 m = n
0 m 6= n〈
cos(mθ)√
π
,
cos(nθ)√
π
〉
=
1
π
∫ 2π
0
cos(mθ) cos(nθ)dθ =
{
1 m = n
0 m 6= n〈
cos(mθ)√
π
,
sen(nθ)√
π
〉
=
1
π
∫ 2π
0
cos(mθ) sen(nθ)dθ = 0〈
1√
2π
,
cos(mθ)√
π
〉
=
1√
2π
∫ 2π
0
cos(mθ)dθ = 0〈
1√
2π
,
sen(nθ)√
π
〉
=
1√
2π
∫ 2π
0
sen(nθ)dθ = 0〈
1√
2π
,
1√
2π
〉
=
1
2π
∫ 2π
0
dθ = 1.
Teorema 1.1.9. El conjunto B definido en (1.2) es una base ortonormal de L2(0, 2π).
Esto es, si f ∈ L2(0, 2π) entonces su se´rie de Fourier
S =
a0
2π
+
1
π
∞∑
k=1
ak cos(kθ) + bk sen(kθ)
es convergente en L2(0, 2π) y se cumple
l´ım
n→∞
∫ 2π
0
[
f(θ)−
(
a0
2π
+
1
π
n∑
k=1
ak cos(kθ) + bk sen(kθ)
)]2
dθ = 0. (1.3)
Donde los coeficientes son dados por
a0 = 〈f, 1〉 , ak = 〈f, cos(kθ)〉 , bk = 〈f, sen(kθ)〉 , ∀k ∈ N. (1.4)
Este tipo de convergencia dada en (1.3) es llamada convergencia en la media.
Demostracio´n. Como vimos anteriormente, B es un conjunto ortonormal en
L2(0, 2π), procederemos a demostrar que B es una base ortonormal. Para este ob-
jetivo, haremos uso del item 3 del Teorema 1.1.8.
Sea f ∈ L2(0, 2π), tal que
〈f, 1〉 = 0, 〈f, cos(kθ)〉 = 〈f, sen(kθ)〉 = 0, ∀k ∈ N, (1.5)
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vamos a mostrar que f = 0.
Supongamos que esto no se cumple, es decir, f 6= 0. Consideremos en primer
lugar el caso en que f es continua, el caso general se vera´ ma´s adelante. Por la
continuidad de f en el conjunto compacto [0, 2π], existe θ0 ∈ [0, 2π] tal que
f(θ) ≤ f(θ0), para todo θ ∈ [0, 2π]. (1.6)
Sin perder generalidad asumimos que f(θ0) > 0 y sea δ > 0 tal que
f(θ) >
f(θ0)
2
> 0, ∀θ ∈ (θ0 − δ, θ0 + δ). (1.7)
Definimos la funcio´n
t(θ) = 1 + cos(θ0 − θ)− cos(δ), θ ∈ [0, 2π].
Esta funcio´n es combinacio´n lineal finita de funciones en B, este tipo de expresiones
son llamadas polinomios trigonome´tricos. Adema´s verifica las siguientes propiedades.
1. t(θ) > 1, para todo θ ∈ (θ0 − δ, θ0 + δ).
2. |t(θ)| ≤ 1, para todo θ /∈ (θ0 − δ, θ0 + δ).
En efecto, si θ ∈ (θ0 − δ, θ0 + δ), entonces 0 ≤ |θ − θ0| < δ. Se sigue que cos(δ) <
cos(θ0 − θ) ≤ 1 y adicionando constantes obtenemos
1 < 1 + cos(θ0 − θ)− cos(δ) ≤ 2− cos(δ).
Por lo tanto t(θ) > 1.
Por otro lado, si θ /∈ (θ0 − δ, θ0 + δ) entonces |θ − θ0| > δ. As´ı, se tiene que
−1 ≤ cos(θ − θ0) < cos(δ),
luego
0 ≤ 1 + cos(θ − θ0)− cos(δ) < 1
y se obtiene el resultado.
Por la hipo´tesis (1.5) tenemos que f es ortogonal al conjunto B, y la funcio´n t
es combinacio´n lineal de este conjunto, pues
t(θ) =
(√
2π −
√
2π cos(δ)
) 1√
2π
+
√
π cos(θ0)
cos(θ)√
π
+
√
π sen(θ0)
sen(θ)√
π
, θ ∈ [0, 2π].
Entonces f es ortogonal a la funcio´n tn, donde n ∈ N, esto es
〈f, tn〉 = 0, ∀n ∈ N. (1.8)
As´ı, se tiene
0 = 〈f, tn〉 =
∫ 2π
0
f(θ)tn(θ)dθ
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=∫ θ0−δ
0
f(θ)tn(θ)dθ +
∫ θ0+δ
θ0−δ
f(θ)tn(θ)dθ +
∫ 2π
θ0+δ
f(θ)tn(θ)dθ.
En la primera y u´ltima integral, utilizamos (1.6) y el item 2, luego
0 ≤ f(θ0)(θ0 − δ) +
∫ θ0+δ
θ0−δ
f(θ)tn(θ)dθ + f(θ0)(2π − θ0 + δ)
= 2πf(θ0) +
∫ θ0+δ
θ0−δ
f(θ)tn(θ)dθ.
Para u´ltima la integral, considere el intervalo cerrado [a, b] ⊂ (θ0 − δ, θ0 + δ). Desde
que las funciones f y t son positivas en (θ0 − δ, θ0 + δ) entonces∫ θ0+δ
θ0−δ
f(θ)tn(θ)dθ ≥
∫ b
a
f(θ)tn(θ)dθ.
Como t es continua en [a, b], entonces existe m > 1 tal que t(θ) ≥ m para todo
θ ∈ [a, b]. Por lo tanto,∫ b
a
f(θ)tn(θ)dθ ≥ f(θ0)
2
mn(b− a)→ +∞, n→ +∞. (1.9)
As´ı, tenemos que
0 = 〈f, tn〉 ≤ 2πf(θ0) +
∫ θ0+δ
θ0−δ
f(θ)tn(θ)dθ→ +∞ cuando n→∞.
Esto contradice (1.8). Por lo tanto f = 0.
Veamos el caso general en que f ∈ L2(0, 2π). Definimos la funcio´n continua
F (θ) =
∫ θ
0
f(s)ds, θ ∈ [0, 2π]. (1.10)
Desde que f es ortogonal al conjunto B en particular se tiene que (f, 1) = 0, luego
F (2π) = 0. Primeramente consideremos la funcio´n cos(kθ), k ∈ N. De la hipo´tesis
(1.5) tenemos ∫ 2π
0
f(θ) cos(kθ)dθ = 0,
∫ 2π
0
f(θ) sen(kθ)dθ = 0.
Luego, utilizando integracio´n por partes en la siguiente integral obtenemos∫ 2π
0
F (θ) sen(kθ)dθ = −F (θ) cos(kθ)
k
∣∣∣∣2π
0
+
1
k
∫ 2π
0
f(θ) cos(kθ)dθ = 0.
de manera ana´loga se tiene∫ 2π
0
F (θ) cos(kθ)dθ =
F (θ) sen(kθ)
k
∣∣∣∣2π
0
− 1
k
∫ 2π
0
f(θ) sen(kθ)dθ = 0..
13
As´ı hemos mostrado que la funcio´n continua F , y por lo tanto F −C, es ortogonal a
cada elemento no constante de B, donde C es una constante. Ahora vamos a verificar,
en particular, que F − C0 es ortogonal a la funcio´n constante 1/
√
2π, donde
C0 =
1
2π
∫ 2π
0
F (θ)dθ.
En efecto, 〈
F − C0, 1/
√
2π
〉
=
∫ 2π
0
F (θ)
1√
2π
dθ −
∫ 2π
0
C0√
2π
dθ
=
1√
2π
∫ 2π
0
F (θ)dθ − 1√
2π
∫ 2π
0
F (θ)dθ = 0
por lo tanto F − C0 es ortogonal a todos los elementos del conjunto B. Desde que
F −C0 es continua, de la primera parte de la demostracio´n se sigue que F −C0 = 0.
Consecuentemente f = F ′ = 0 casi siempre.
Concluimos por el Teorema 1.1.8 que B es una base ortonormal. 
Teorema 1.1.10 (Teorema de Representacio´n de Riesz-Fre´chet). Sea H un
espacio de Hilbert y F ∈ H ′, entonces existe un u´nico u ∈ H tal que
F (v) = 〈u, v〉 , ∀v ∈ H.
Adema´s se tiene ‖F‖H′ = ‖u‖ y el mapeo lineal F 7−→ u es una isometr´ıa.
Demostracio´n. Ver Brezis [7].
Observacio´n 1.1.1. El Teorema de Riesz determina una manera de identificar el
espacio dual de un espacio de Hilbert. En efecto, este resultado muestra que el espacio
dual H ′, de un espacio de Hilbert H, es un espacio de Hilbert cuando es provisto con
el producto interno definido por
〈F1, F2〉H′ = 〈u1, u2〉 , F1, F2 ∈ H ′,
donde u1, u2 son obtenidos por el Teorema de Riesz a partir de los funcionales
F1, F2 ∈ H ′, respectivamente.
Definicio´n 1.1.17. Una forma a : V × V → R sobre un espacio vectorial V es una
aplicacio´n bilineal si cumple las siguientes condiciones:
Para todo u, v, w ∈ V y para todo α, β ∈ R,
a(αu+ βv, w) = αa(u, w) + βa(v, w)
a(w, αu+ βv) = αa(w, u) + βa(w, v)
La forma a es sime´trica si para todo u, v ∈ V se tiene
a(u, v) = a(v, u).
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Definicio´n 1.1.18. La forma bilineal a : V ×V → R es acotada (continua) si existe
C > 0 tal que
|a(u, v)| ≤ C‖u‖‖v‖, ∀u, v ∈ V.
Esta forma es coerciva si existe una constante ρ > 0 tal que
a(v, v) ≥ ρ‖v‖2, ∀v ∈ V.
La constante ρ es llamada constante de coercividad.
Teorema 1.1.11 (Lax-Milgram). Supongamos que a : H × H → R es una for-
ma bilineal sobre H continua y coerciva. Dado F ∈ H ′, entonces existe un u´nico
elemento u ∈ H tal que
a(u, v) = F (v), ∀v ∈ H. (1.11)
Demostracio´n. Para cada elemento u ∈ H , el mapeo v 7→ a(u, v) es un funcio-
nal lineal en H , luego por el Teorema de Representacio´n de Riesz existe un u´nico
elemento, que depende de u, denotado por wu ∈ H tal que
a(u, v) = 〈wu, v〉 , ∀v ∈ H. (1.12)
De este resultado, definimos el operador A : H → H tal que Au = wu tal que (1.12)
se verifica, por lo tanto
a(u, v) = 〈Au, v〉 , ∀u, v ∈ H. (1.13)
Demostraremos que el operador A : H → H es lineal y limitado.
En efecto, si α, β ∈ R y u1, u2 ∈ H , vemos para cada v ∈ H
〈A(αu1 + βu2), v〉 = a(αu1 + βu2, v)
= αa(u1, v) + βa(u2, v)
= α 〈Au1, v〉+ β 〈Au2, v〉
= 〈αAu1 + βAu2, v〉 .
Desde que esta igualdad se obtiene para cada v ∈ H , entonces
A(αu1 + βu2) = αAu1 + βAu2,
luego el operador A es lineal. Adema´s,
‖Au‖2 = 〈Au,Au〉 = a(u,Au) ≤ C‖u‖‖Au‖.
Consecuentemente ‖Au‖ ≤ C‖u‖ para todo u ∈ H , y por lo tanto A es limitado.
Afirmacio´n 1.1.1. El operador lineal A es inyectivo y su imagen R(A) = H.
En efecto, de la coercividad de a se tiene
ρ‖u‖2 ≤ a(u, u) = 〈Au, u〉 ≤ ‖Au‖‖u‖.
Por lo tanto ρ‖u‖ ≤ ‖Au‖. Luego si u ∈ N (A) se sigue que u = 0.
Para demostrar que R(A) = H procedemos por contradiccio´n. Supongamos que
R(A)  H , entonces existe un elemento no nulo w ∈ H con w ∈ R(A)⊥. Luego, la
desigualdad
ρ‖w‖2 ≤ a(w,w) = 〈Aw,w〉 = 0,
implica que w = 0 lo cual es una contradiccio´n.
Por otro lado, observamos del Teorema de representacio´n de Riesz que
F (v) = 〈w, v〉 ∀v ∈ H
para algu´n elemento w ∈ H . Por lo tanto, de las ecuaciones (1.11), (1.13) y este
u´ltimo resultado obtenemos lo siguiente:
〈Au, v〉 = a(u, v) = F (v) = 〈w, v〉 , ∀v ∈ H.
As´ı utilizando la Afirmacio´n 1.1.1 tenemos que existe u ∈ H tal que Au = w.
Finalmente, mostramos que la solucio´n u que verifica (1.11) es u´nica. En efecto,
supongamos que existe uˆ ∈ H tal que
a(uˆ, v) = F (v), ∀v ∈ H.
Definimos v = u− uˆ, desde que u, uˆ son soluciones de (1.11) entonces
a(v, v) = a(u− uˆ, v) = a(u, v)− a(uˆ, v) = F (v)− F (v) = 0,
luego por la coercividad de a tenemos que ρ‖v‖2 ≤ a(v, v) = 0. Por lo tanto ‖v‖ = 0,
consecuentemente uˆ = u y concluye la demostracio´n. 
Teorema 1.1.12. Todo espacio de Hilbert H es reflexivo.
Demostracio´n. Ver Kreyszig [31].
1.1.1. Teor´ıa de Operadores
Definicio´n 1.1.19. Sean X, Y espacios normados. Decimos que una transforma-
cio´n lineal T ∈ L(X, Y ) es compacta, si para cualquier sucesio´n acotada {xn}n∈N ⊂
X, la sucesio´n {Txn}n∈N ⊂ Y contiene una subsucesio´n convergente.
El conjunto de operadores compactos en L(X, Y ) es denotado por K(X, Y ).
Teorema 1.1.13. Sean X, Y espacios normados y sea T ∈ K(X, Y ), entonces T es
acotado. Ademas, se tiene que K(X, Y ) ⊂ B(X, Y ), donde B(X, Y ) es el conjunto
de las transformaciones lineales acotadas.
Demostracio´n. Supongamos que T no es acotado, entonces para cada n ≥ 1
existe un vector unitario xn ∈ X tal que ‖Txn‖ ≥ n.
Como la sucesio´n {xn}n∈N es limitada, por la compacidad de T , existe una sub-
sucesio´n {Txnk}k∈N convergente. Esto es una contradiccio´n desde que ‖Txnk‖ ≥ nk.
Por lo tanto T es acotado. 
Teorema 1.1.14. Sean X, Y , Z espacios normados y sean las transformaciones
E ∈ B(X, Y ), F ∈ B(Y, Z). Entonces FE ∈ K(X,Z) si uno de los operadores E o
F son compactos.
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Demostracio´n. Sea {xn}n∈N una sucesio´n limitada en X . Si E es compacto,
entonces existe una subsucesio´n {xnk}k∈N tal que Exnk → y ∈ Y cuando k →∞.
Desde que F es limitado y por ende continuo, tenemos que
FExnk → Fy ∈ Z cuando k →∞.
Luego FE es compacto.
Por otro lado, si E es limitado y F es compacto la sucesio´n {Exn}n∈N es limitada
en Y , pues operadores limitados llevan conjuntos limitados en conjuntos limitados.
As´ı, existe una subsucesio´n {xnk}k∈N de {xn}n∈N tal que
(FE)xnk = F (Exnk)→ z ∈ Z, cuando k →∞.
Por lo tanto el operador FE es compacto. 
Lema 1.1.3 (Lema de Riesz). Sean Y , Z subespacios de un espacio normado X, y
supongamos que Y es un subespacio cerrado propiamente contenido en Z. Entonces
para todo nu´mero real θ ∈ (0, 1) existe un elemento z ∈ Z tal que
‖z‖ = 1, ‖z − y‖ ≥ θ, ∀y ∈ Y.
Demostracio´n. Ver Kreyszig [31].
Teorema 1.1.15. El operador identidad I : X → X es compacto si y solamente si
X tiene dimensio´n finita.
Demostracio´n. Para demostrar la primera parte procedemos por contradiccio´n.
Supongamos que I es compacto y X no posea dimensio´n finita.
Escogemos x1 ∈ X arbitrario con ‖x1‖ = 1. Entonces el subespacio U1 :=
span{x1} tiene dimensio´n finita y, consecuentemente, es un subespacio cerrado de
X . Por el Lema de Riesz, existe x2 ∈ X con ‖x2‖ = 1 y ‖x2 − x1‖ ≥ 1
2
.
Definimos el subespacio U2 := span{x1, x2}, nuevamente por el Lema de Riesz,
existe x3 ∈ X con ‖x3‖ = 1 y ‖x3 − x1‖ ≥ 1
2
, ‖x3 − x2‖ ≥ 1
2
.
Repitiendo este proceso, obtenemos una sucesio´n limitada {xn}n∈N tal que ‖xn‖ =
1 y ‖xn − xm‖ ≥ 1
2
, n 6= m.
Esto implica que {xn}n∈N no posee alguna subsucesio´n convergente, lo que con-
tradice la compacidad del operador I.
Por lo tanto, si el operador identidad I es compacto, entonces X tiene dimensio´n
finita. La segunda parte de la demostracio´n puede ser encontrada en [31]. 
Teorema 1.1.16. Sean X, Y espacios normados y T : X → Y un operador lineal.
Entonces:
a. Si T es acotado y dim (T (X)) es finita, el operador T es compacto.
b. Si dim (X) es finita, el operador T es compacto.
Demostracio´n. Ver Kreyszig [31].
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Teorema 1.1.17. Sea {Tn}n∈N ⊂ K(X, Y ) una sucesio´n de operadores compactos,
donde X un espacio normado e Y es un espacio de Banach. Si {Tn}n∈N converge
uniformemente, es decir ‖Tn − T‖ → 0, entonces el operador limite T es compacto.
Demostracio´n. Ver Kreyszig [31].
Definicio´n 1.1.20. Sea T : D(T ) ⊂ X → Y un operador lineal acotado. Una
extensio´n de T a un conjunto M ⊃ D(T ) es un operador T˜ : M → Y tal que
T˜ |D(T ) = T , es decir,
T˜ (x) = T (x), ∀x ∈ D(T ).
Teorema 1.1.18 (Teorema de extensio´n). Sea X un espacio normado, Y un
espacio de Banach y T : D(T ) ⊂ X → Y un operador lineal acotado. Entonces T
posee una extensio´n
T˜ : D(T )→ Y
donde T˜ es un operador lineal, acotado y
‖T˜‖ = ‖T‖.
Demostracio´n. Ver Kreyszig [31].
Definicio´n 1.1.21 (Operador adjunto). Sea T : H1 → H2 un operador lineal
acotado, donde H1 y H2 son espacios de Hilbert, el operador adjunto de T , denotado
por T ∗, es el operador T ∗ : H2 → H1 tal que
〈Tx, y〉 = 〈x, T ∗y〉 , ∀x ∈ H1, ∀y ∈ H2.
El siguiente teorema garantiza la existencia de este operador.
Teorema 1.1.19. El operador adjunto T ∗ de T en la definicio´n anterior existe y es
u´nico. Adema´s
‖T ∗‖ = ‖T‖.
Demostracio´n. Ver Kreyszig [31].
Definicio´n 1.1.22 (Operador auto-adjunto). Sea H un espacio de Hilbert y sea
T : H → H un operador lineal limitado. Decimos que T es un operador auto-adjunto
si
T ∗ = T.
Definicio´n 1.1.23. Un operador lineal, acotado, auto-adjunto T : H → H es posi-
tivo, denotado por T ≥ 0, si
〈Tx, x〉 ≥ 0, ∀x ∈ H.
Teorema 1.1.20. Sea {Tn}n∈N una sucesio´n de operadores lineales acotados y au-
toadjuntos, Tn : H → H sobre un espacio de Hilbert H.
Si {Tn}n∈N converge uniformemente, es decir ‖Tn−T‖ → 0, entonces el operador
limite T es un operador lineal, autoadjunto y acotado.
Demostracio´n. Ver Kreyszig [31].
Teorema 1.1.21. Sea H un espacio de Hilbert separable, supongamos que el opera-
dor S : H → H es compacto y auto-adjunto. Entonces existe una base ortonormal
de H los cuales son autovectores de S.
Demostracio´n. Ver Evans [21].
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1.1.2. El Teorema de Picard
A continuacio´n, vamos a definir la inversa de Moore-Penrouse de un operador
T : H1 → H2, con H1, H2 espacios de Hilbert, restringiendo el dominio y la imagen
del operador T de tal manera que es invertible y la inversa siendo extendida en su
dominio.
Definicio´n 1.1.24 (Inversa de Moore-Penrouse). Sea T : H1 → H2 una trans-
formacio´n lineal. Considere el operador
T˜ := T |N (T )⊥ : N (T )⊥ → R(T ). (1.14)
Desde que N (T˜ ) = {0} y la imagen R(T˜ ) = R(T ), se sigue que existe T˜−1 y
T˜−1 : R(T )→ N (T )⊥. (1.15)
La inversa (generalizada) de Moore-Penrouse de T , denotada por T †, es definida
como la u´nica extensio´n lineal de T˜−1 hacia el conjunto
D(T †) := R(T )⊕R(T )⊥, (1.16)
esto es
T † : D(T †)→ N (T )⊥
cuyo nu´cleo
N (T †) = R(T )⊥. (1.17)
El operador T † esta´ bien definido. En efecto, debido a (1.17) y la condicio´n de
linealidad sobre T˜ , se tiene para cualquier y ∈ D(T †) con representacio´n u´nica
y = y1 + y2, y1 ∈ R(T ), y2 ∈ R(T )⊥,
que T † es definido como
T †y := T˜−1y1.
Teorema 1.1.22. Sean T : H1 → H2 una transformacio´n lineal, P1 : H1 → N (T ),
P2 : H2 → R(T ) proyecciones ortogonales sobre los subespacios N (T ) y R(T ) res-
pectivamente. Entonces R(T †) = N (T )⊥ y se verifican las siguientes identidades
1. TT †T = T .
2. T †TT † = T †.
3. T †T = I − P1.
4. TT † = P2|D(T †).
Demostracio´n. Ver Engl [20].
Definicio´n 1.1.25. Sean H1, H2 espacios de Hilbert, K : H1 → H2 un operador
compacto y su adjunto K∗ : H2 → H1. Decimos que el conjunto {µn, vn, un, n ∈ N}
es un sistema singular de K, si satisfacen las siguientes propiedades:
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1. La sucesio´n {µ2n}n∈N son autovalores no nulos del operador autoadjunto K∗K.
2. La sucesio´n {vn}n∈N son autovectores de K∗K y forman una base ortonormal
generando el subespacio R(K∗).
3. El conjunto {un}n∈N son autovalores de KK∗ y forman una base ortonormal
que genera el subespacio R(K), donde un es definido como
un :=
Kvn
‖Kvn‖ .
Adema´s las siguientes identidades se verifican.
Kvn = µnun, ∀n ∈ N.
K∗un = µnvn, ∀n ∈ N.
Kx =
∞∑
n=1
µn 〈x, vn〉un, ∀x ∈ H1
K∗y =
∞∑
n=1
µn 〈y, un〉 vn, ∀y ∈ H2,
donde las series convergen en los espacios H1 y H2, respectivamente.
Teorema 1.1.23 (Teorema de Picard). Sea {µn, vn, un, n ∈ N} un sistema sin-
gular para el operador compacto K : H1 → H2, e y ∈ H2. Entonces:
1. y ∈ D(K†)⇔
∞∑
n=1
| 〈y, un〉 |2
µ2n
<∞.
2. Para y ∈ D(K†), entonces
K†y =
∞∑
n=1
〈y, un〉
µn
vn.
Demostracio´n. Ver Engl [20].
1.2. Teor´ıa de Distribuciones y espacios de Sobo-
lev
En esta seccio´n consideramos Ω un subconjunto abierto acotado de Rn, con
frontera Γ = ∂Ω suficientemente regular. Tambie´n introducimos las notaciones y
resultados correspondientes a la teor´ıa de Distribuciones.
Sea el multi-´ındice α = (α1, α2, . . . , αn) ∈ Nn con componentes naturales, defini-
mos la norma |α| =
n∑
i=1
αi y representamos por D
α al operador derivacio´n de orden
|α|, definido por:
Dα =
∂|α|
∂xα11 ∂x
α2
2 . . . ∂x
αn
n
,
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donde x = (x1, x2, . . . , xn) ∈ Rn.
Note que cuando α = (0, 0, . . . , 0) ∈ Nn denotamos D0u = u.
Sea C0(Ω) es el espacio de las funciones continuas sobre Ω a valores reales y para
todo k ∈ N, definimos
Ck(Ω) = {u : Ω→ R| Dαu ∈ C0(Ω); |α| ≤ k; ∀α ∈ Nn} .
el espacio de la funciones k veces diferenciables sobre Ω.
El espacio de las funciones infinitamente diferenciables sobre Ω es definido por
C∞(Ω) =
⋂
k∈N
Ck(Ω).
Definicio´n 1.2.1. Decimos que una sucecio´n de funciones {ϕk}k∈N converge uni-
formemente en Ω hacia una funcio´n ϕ si para cada ε > 0 existe un entero N tal que
n ≥ N implica
|ϕk(x)− ϕ(x)| < ε,
para todo x ∈ Ω.
Definicio´n 1.2.2. Dada una funcio´n continua ϕ : Ω→ Rn definimos el soporte de
ϕ, denotado por Supp(ϕ), como la clausura en Ω del conjunto {x ∈ Ω| ϕ(x) 6= 0}.
Esto es
Supp(ϕ) = {x ∈ Ω| ϕ(x) 6= 0}.
El soporte de ϕ es el menor conjunto relativamente cerrado en Rn, fuera del cual
ϕ es ide´nticamente cero. Si este conjunto es compacto en Rn decimos que ϕ tiene
soporte compacto.
Definicio´n 1.2.3. Denotamos por C∞0 (Ω) el espacio de las funciones ϕ : Ω → Rn,
que son infinitamente diferenciables y tienen soporte compacto en Ω.
En el siguiente ejemplo mostramos que C∞0 (Ω) es un conjunto no vac´ıo.
Ejemplo 1.2.1. Sea η : Rn → R una funcio´n definida por
η(x) =
{
exp (−1/(1− ‖x‖22)) , si ‖x‖2 < 1
0, si ‖x‖2 ≥ 1.
Se verifica que η ∈ C∞0 (Ω) y Supp(η) = {x ∈ Rn; ‖x‖2 ≤ 1} ver [14], donde ‖ · ‖2
denota la norma euclidiana.
Definicio´n 1.2.4. Decimos que la sucecio´n de funciones {ϕk}k∈N ⊆ C∞0 (Ω) converge
a una funcio´n ϕ ∈ C∞0 (Ω), si existe un subconjunto compacto K de Ω tal que se
verifican las siguientes condiciones:
(1) Supp(ϕk) ⊂ K, ∀k ∈ N y Supp(ϕ) ⊂ K.
(2) Para cada multi-indice α ∈ Nn, Dαϕk → Dαϕ uniformemente sobre K.
Definicio´n 1.2.5. El espacio vectorial C∞0 (Ω) provisto de la convergencia anterior
es llamado espacio de las funciones de prueba y denotado por D(Ω).
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1.2.1. Distribuciones
El concepto de distribuciones es una generalizacio´n del concepto de funciones,
esto es debido a que las funciones que son diferenciables en el sentido cla´sico no son
suficientes para trabajar con ecuaciones diferenciales parciales (EDP). Como vere-
mos a continuacio´n, una distribucio´n puede ser diferenciada indefinidamente y sus
derivadas pueden corresponder a funciones no derivables en el sentido cla´sico. Utili-
zaremos las distribuciones para definir una clase importante de espacios funcionales
denominados espacios de Sobolev.
Definicio´n 1.2.6. Una distribucio´n T : D(Ω) → R es una aplicacio´n que satisface
las siguientes condiciones:
1. T (aϕ+ bψ) = aT (ϕ) + bT (ψ), para todo a, b ∈ R y ϕ, ψ ∈ D(Ω).
2. T es continua, es decir si la sucesio´n {ϕk}k∈N converge a ϕ en D(Ω), entonces
T (ϕk) −→ T (ϕ).
Dados T ∈ D′(Ω) y ϕ ∈ D(Ω), denotaremos por 〈T, ϕ〉 el valor de T aplicado en
ϕ. El espacio de las distribuciones es provisto de la siguiente nocio´n de convergencia.
Definicio´n 1.2.7. Sea una sucesio´n {Tk}k∈N ⊂ D′(Ω) y T ∈ D′(Ω). Decimos que
Tk converge a T en D′(Ω), que denotamos por Tk → T , si
〈Tk, ϕ〉 → 〈T, ϕ〉, ∀ϕ ∈ D(Ω).
1.2.2. Espacios Lp(Ω)
Sea Ω ⊂ Rn un conjunto abierto y 1 ≤ p ≤ ∞, denotamos por Lp(Ω) al espacio
de las clases de equivalencia de las funciones medibles definido por
Lp(Ω) =
{
u : Ω→ Rn| u es medible,
∫
Ω
|u(x)|p dx <∞
}
provisto de la norma
|u|p,Ω =
(∫
Ω
|u(x)|p dx
)1/p
si 1 < p <∞.
Si p = ∞, definimos por L∞(Ω) el espacio de las funciones medibles acotadas casi
siempre en Ω provisto de la norma
|u|∞,Ω = sup
x∈Ω
ess |u(x)| ,
donde
sup
x∈Ω
ess |u(x)| = ı´nf {M > 0| |u(x)| ≤M casi siempre en Ω} .
Para 1 ≤ p ≤ ∞, los espacios Lp(Ω) provistos de la norma | · |p,Ω son espacios de
Banach.
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En el caso particular p = 2, se tiene que L2(Ω) es un espacio de Hilbert, provisto
de la norma
|u|2,Ω =
(∫
Ω
|u(x)|2dx
)1/2
asociado al producto interno definido por
(u, v) =
∫
Ω
u(x)v(x)dx.
Los espacios Lp(Ω) juegan un papel muy importante en el ana´lisis funcional y en
el estudio de diversos problemas asociados a ecuaciones diferenciales parciales.
Teorema 1.2.1. El conjunto C∞0 (Ω) es denso en Lp(Ω) para 1 ≤ p <∞.
Demostracio´n. Ver demostracio´n en Brezis [7].
Teorema 1.2.2 (Desigualdad de Ho¨lder). Sean p, q nu´meros positivos tales que
1 ≤ p ≤ ∞ y 1
p
+
1
q
= 1. Si f ∈ Lp(Ω) y g ∈ Lq(Ω), entonces fg ∈ L1(Ω). Adema´s,
∫
Ω
|f(x)g(x)|dx ≤
(∫
Ω
|f(x)|pdx
)1/p(∫
Ω
|g(x)|qdx
)1/q
.
Demostracio´n. Ver Kantorovich [27].
Definicio´n 1.2.8. Sea 1 ≤ p <∞, denotamos por Lploc(Ω) el conjunto de las funcio-
nes medibles f : Ω→ Rn tales que fχK ∈ Lp(K) para todo K subconjunto compacto
de Ω, donde χK es la funcio´n caracter´ıstica en K
2.
El espacio Lploc(Ω) es llamado el conjunto de funciones localmente integrables en
Ω.
Dada una funcio´n u ∈ Lploc(Ω) consideremos el operador Tu : D(Ω)→ R definido
por
〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx, ∀ϕ ∈ D(Ω). (1.18)
El funcional Tu define una distribucio´n sobre Ω. En efecto, de la definicio´n es fa´cil
verificar que Tu es linear. Para mostrar la continuidad, consideremos una sucesio´n
{ϕk}k∈N en D(Ω), tal que converge para ϕ en D(Ω). Entonces,
| 〈Tu, ϕk〉 − 〈Tu, ϕ〉 | = | 〈Tu, ϕk − ϕ〉 | =
∣∣∣∣∫
Ω
u(x) (ϕk(x)− ϕ(x)) dx
∣∣∣∣
≤
∫
Ω
|u(x)(ϕk − ϕ)(x)|dx ≤ sup
x∈Ω
| (ϕk − ϕ) (x)|
∫
Ω
|u(x)|dx −→ 0,
desde que la convergencia ϕk −→ ϕ es uniforme.
2Sean A, B conjuntos tales que A ⊂ B. La funcio´n caracter´ıstica χA del subconjunto A es
definida como χA(x) =
{
1, x ∈ A
0, x ∈ B \A
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Observacio´n 1.2.1. De la desigualdad de Ho¨lder tenemos que Lploc(Ω) ⊂ Lqloc(Ω), si
q ≤ p. En particular, los espacios funcionales Lp(Ω) esta´n contenidos continuamente
en Lploc(Ω).
Lema 1.2.1 (Lema de Du Bois Raymond). Sea u ∈ Lploc(Ω) considere el operador
Tu definido en (1.18). Entonces Tu = 0 si y so´lo si u = 0 casi siempre en Ω.
Demostracio´n. Ver Medeiros, Milla Miranda [34].
De este lema, tenemos que el operador
Lploc(Ω)→ D′(Ω)
u 7−→ Tu
es lineal, cont´ınuo e inyectivo (esto u´ltimo debido a que Tu = 0 implica que u = 0).
Consecuentemente, podemos identificar indistintamente una funcio´n u ∈ Lploc(Ω)
con su distribucio´n correspondiente Tu. Como L
p(Ω) ⊂ Lploc(Ω), tenemos que toda
funcio´n en Lp(Ω) define una distribucio´n sobre Ω, i.e.,
Lp(Ω) ⊂ D′(Ω).
Es importante resaltar que esta inclusio´n es propia, es decir existen distribuciones
que no son definidas a partir de funciones en Lploc(Ω) como muestra el siguiente
ejemplo.
Ejemplo 1.2.2. Sea x0 ∈ Ω, definimos la funcio´n δx0 : D(Ω)→ R dada por
〈δx0 , ϕ〉 = ϕ(x0), ∀ϕ ∈ D(Ω).
Es fa´cil verificar que δx0 es una distribucio´n, esta funcio´n es conocida como Delta de
Dirac. Mostraremos que no existe una funcio´n u ∈ L1loc(Ω) tal que 〈δx0, ϕ〉 = 〈Tu, ϕ〉,
i.e., ∫
Ω
u(x)ϕ(x)dx = ϕ(x0), ∀ϕ ∈ D(Ω). (1.19)
En efecto, procedemos por contradiccio´n y vamos a suponer que existe u ∈ L1loc(Ω)
tal que se verifica la ecuacio´n (1.19). Consideremos la funcio´n ξ ∈ D(Ω) definida
por
ξ(x) = ‖x− x0‖22ϕ(x).
Entonces,
ξ(x0) = 〈δx0 , ξ〉 =
∫
Ω
u(x)‖x− x0‖22ϕ(x)dx = 0, ∀ϕ ∈ D(Ω).
Por el Lema 1.2.1 tenemos que u(x)‖x−x0‖22 = 0 casi siempre en Ω, lo cual implica
que u = 0 casi siempre en Ω.
Con este resultado, obtenemos que ϕ(x0) = 〈δx0 , ϕ〉 = 0, para todo ϕ ∈ D(Ω), lo
cual es una contradiccio´n.
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Definicio´n 1.2.9. Sean T ∈ D′(Ω) y α ∈ Nn. La derivada de T de orden α, denotada
por DαT , es definida por
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉, ∀ϕ ∈ D(Ω).
La distribucio´n DαT es llamada derivada distribucional de T .
Con esta definicio´n tenemos que si T ∈ D′(Ω) entonces su derivada distribucional
DαT ∈ D′(Ω), para todo α ∈ Nn.
Observacio´n 1.2.2. Es importante resaltar que dada una funcio´n u ∈ L1loc(Ω) su
derivada distribucional Dαu no pertenece necesariamente a L1loc(Ω), como muestra
el siguiente ejemplo.
Ejemplo 1.2.3. Sea u : R→ R la funcio´n de Heaviside definida como
u(x) =
{
1, x > 0
0, x < 0.
(1.20)
La funcio´n u ∈ L1loc(Ω) mas su derivada u′ /∈ L1loc(Ω). En efecto, sea ϕ ∈ D(Ω) luego
tenemos que
〈u′, ϕ〉 = −〈u, ϕ′〉 = −
∫ +∞
−∞
u(x)ϕ′(x)dx =
∫ 0
+∞
ϕ′(x)dx = ϕ(0) = 〈δ0, ϕ〉 , ∀ϕ ∈ D(Ω).
Por lo tanto, u′ = δ0 en D′(Ω), este resultado es el motivo de la definicio´n de una
clase importante de espacios de Banach, denominados espacios de Sobolev.
Observacio´n 1.2.3. Si u ∈ Ck(Rn), entonces para cada |α| ≤ k se cumple, utilizan-
do la fo´rmula de integracio´n por partes, que la derivada distribucional de u coincide
con su derivada cla´sica, i. e.,
DαTu = TDαu, ∀|α| ≤ k.
Teorema 1.2.3. Si la sucesio´n un → u en Lp(Ω), para algu´n p ∈ [1,+∞). Entonces
un → u en el sentido de las distribuciones
Demostracio´n. En efecto, para todo ϕ ∈ D(Ω) y por la desigualdad de Ho¨lder
tenemos
| 〈un, ϕ〉 − 〈u, ϕ〉 | ≤
∫
Ω
|un(x)− u(x)||ϕ(x)|dx ≤ |un − u|p,Ω|ϕ|q,Ω → 0,
cuando n tiende al infinito 
Teorema 1.2.4. Si la sucesio´n Tn → T en D′(Ω). Entonces, para todo multi´ındice
α ∈ Nn tenemos
DαTn → DαT en D′(Ω).
Demostracio´n. En efecto, para todo ϕ ∈ D(Ω) tenemos
〈DαTn, ϕ〉 = (−1)|α| 〈Tn, Dαϕ〉 → (−1)|α| 〈T,Dαϕ〉 = 〈DαTn, ϕ〉 .

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Esta convergencia proporciona otra razo´n por la cual es adecuado el uso de las
distribuciones. En efecto, el espacio C∞(Ω) es denso en D′(Ω), luego para cualquier
distribucio´n T , existe una sucesio´n {fn}n∈N en C∞(Ω) que converge a T en el sentido
de las Distribuciones. Por lo tanto, sus derivadas parciales cla´sicas coinciden con sus
derivadas distribucionales. As´ı, las derivadas parciales de una distribucio´n T pueden
ser expresadas como limites distribucionales de derivadas de funciones cla´sicas.
Teorema 1.2.5. Sea Ω un subconjunto abierto conexo de Rn y T ∈ D′(Ω) tal que
∂T
∂xi
= 0, para todo i = 1, . . . , n. Entonces existe una constante c ∈ R tal que T = c.
Demostracio´n. Ver Le Dret [32].
1.2.3. Espacios de Sobolev
Definicio´n 1.2.10. Sea m ∈ N y 1 ≤ p ≤ ∞. Definimos el espacio de Sobolev
Wm,p(Ω) como:
Wm,p(Ω) = {u ∈ Lp(Ω)| Dαu ∈ Lp(Ω), ∀ |α| ≤ m}
siendo Dαu la derivada distribucional de u. El Espacio Wm,p(Ω) es llamado el es-
pacio de Sobolev de orden m relativo al espacio Lp(Ω).
Para cada u ∈ Wm,p(Ω), definimos la norma ‖u‖m,p como
‖u‖m,p =
∑
|α|≤m
∫
Ω
|Dαu|p dx
1/p , si 1 ≤ p <∞
y
‖u‖m,∞ =
∑
|α|≤m
|Dαu|∞,Ω , si p =∞.
Para p = 2, denotamos Hm(Ω) = Wm,2(Ω), m ∈ N. Este es un espacio de Hilbert
con producto interno y norma dados por:
(u, v) =
∑
|α|≤m
∫
Ω
Dαu(x)Dαv(x)dx
‖u‖m =
∑
|α|≤m
∫
Ω
|Dαu|2 dx
1/2.
El espacio Wm,p(Ω) posee las siguientes propiedades [28]
1. Para 1 ≤ p ≤ ∞, el espacio (Wm,p(Ω), ‖ · ‖m,p) es un espacio de Banach.
2. Si 1 < p <∞, Wm,p(Ω) es reflexivo y si 1 ≤ p ≤ ∞ es separable.
3. En particular Hm(Ω) es un espacio de Hilbert es reflexivo y separable.
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Procedemos a analizar el caso particular de evaluar funciones u ∈ Wm,p(Ω) en la
frontera Γ = ∂Ω. Note que si u ∈ C(Ω) entonces tiene sentido evaluar u(x) para x ∈
Γ; esto es muy diferente para funciones en Wm,p(Ω), donde no son necesariamente
continuas y esta´n definidas casi siempre en Ω. Adema´s, note que Γ tiene medida cero,
y consecuentemente, evaluar u en Γ carece de sentido. Esta dificultad es resuelta
utilizando la nocio´n del operador trazo. La demostracio´n de los siguientes teoremas
puede ser encontrada en [21].
Teorema 1.2.6. Sea 1 ≤ p <∞, y Γ = ∂Ω continuamente diferenciable. Entonces,
existe un mapeo lineal acotado
γ :W 1,p(Ω)→ Lp(Γ)
tal que
1. γ(u) = u|Γ si u ∈ W 1,p(Ω) ∩ C(Ω).
2. Para cada u ∈ W 1,p(Ω) se tiene la siguiente desigualdad,
|γ(u)|p,Γ ≤ CΓ‖u‖1,p,
donde CΓ = C(p,Ω).
El teorema anterior garantiza la existencia de un mapeo lineal continuo γ es cual
es llamado mapeo trazo. Para el caso p = 2, el espacio de las funciones de L2(Γ) que
son trazas de funciones en H1(Ω) constituyen un subespacio de L2(Γ), denotado por
H1/2(Ω) y definido como
H1/2(Γ) :=
{
w ∈ L2(Γ)| ∃v ∈ H1(Ω), w = γ(v)} .
Tambie´n definimos la norma en H1/2(Γ) como
‖w‖H1/2(Γ) := ı´nf
{‖v‖H1(Ω)| v ∈ H1(Ω); w = γ(v)} .
Definicio´n 1.2.11. Sea 1 ≤ p <∞, denotamos porWm,p0 (Ω) la cerradura de C∞0 (Ω)
en Wm,p(Ω), i.e.,
Wm,p0 (Ω) = C∞0 (Ω)
‖·‖Wm,p(Ω)
.
Teorema 1.2.7 (Funciones con trazo cero). Supongamos que Ω es acotado con
frontera Γ continuamente diferenciable y sea u ∈ Wm,p(Ω). Entonces,
u ∈ Wm,p0 (Ω) si y solamente si γ(u) = 0 en Γ.
Teorema 1.2.8 (Desigualdad de Poincare´). Sea Ω un subconjunto abierto, co-
nexo y acotado de Rn. Entonces existe Cp = Cp(n,Ω) tal que
|u|2,Ω ≤ Cp|∇u|2,Ω, ∀u ∈ W 1,20 (Ω)
donde Cp es la constante de Poincare´.
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Definicio´n 1.2.12 (Cono). Sea ξ, y ∈ Rn tal que ‖ξ‖ = 1 y ε > 0. El conjunto
definido por
C(y, ξ, ε) = {x ∈ Rn| ‖(x− y)ξ‖ ≥ ‖x− y‖ cos(ε), ‖x− y‖ < ε}
es llamado cono con ve´rtice y, direccio´n ξ y lado ε > 0.
Figura 1.1: El cono C(y, ξ, ε) en R2.
Este conjunto C(y, ξ, ε) esta´ formado por elementos x ∈ B(y, ε) tal que el a´ngulo
entre los vectores y − x, ξ es menor o igual que ε > 0, donde B(y, ε) es la bola
abierta de centro y y radio ε.
Un dominio Ω ∈ Rn tiene la propiedad ε-cono si para todo x ∈ ∂Ω existe un
vector direccio´n ξ y un nu´mero ε > 0 tal que
C(y, ξ, ε) ⊂ Ω, para todo y ∈ B(x, ε) ∩ Ω¯.
El siguiente resultado establece una extensio´n del Teorema de Poincare´ en do-
mı´nios que poseen la propiedad ε-cono.
Teorema 1.2.9 (Abdesslam). Sea Ω un domı´nio que tiene la propiedad ε-cono con
frontera Γ = ∂Ω. Supongamos que u ∈ W 1,p(Ω) tal que u = 0 en Γ1 ⊂ Γ. Entonces,
existe C > 0 tal que
|u|p,Ω ≤ C|∇u|p,Ω.
Demostracio´n. Ver Abdeslan [1].
Los siguientes resultados buscan responder a la pregunta ¿Si u ∈ Wm,p(Ω), en-
tonces u pertenece a otros espacios de Sobolev? La respuesta es afirmativa y como
se vera´, depende de la relacio´n entre n e p.
Teorema 1.2.10 (Rellich-Kondrachov). Sea Ω un subconjunto acotado de Rn,
de clase C1 y 1 ≤ p <∞, entonces las siguientes inmersiones son compactas
1. W 1,p(Ω) →֒ Lq(Ω), 1 ≤ q ≤ np
n− p si p < n.
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2. W 1,p(Ω) →֒ Lq(Ω), 1 ≤ q <∞ si p = n.
3. W 1,p(Ω) →֒ C0(Ω) si p > n.
Demostracio´n. Ver Medeiros [34].
Definicio´n 1.2.13. Sean 1 ≤ p < ∞ y q > 1 tales que 1
p
+
1
q
= 1. Representamos
por W−m,q(Ω) el espacio dual de Wm,p0 (Ω). Si p = 2, denotamos por H
−m(Ω) es el
espacio dual de Hm0 (Ω).
Observacio´n 1.2.4. Note que Hm0 (Ω) es un espacio de Hilbert y, por el Teorema de
representacio´n de Riesz, puede ser identicado con su espacio dual correspondiente.
Si m = 0, es decir para L2(Ω), esta identificacio´n no es considerada y tenemos las
siguientes inclusiones densas y continuas.
H10 (Ω)→ L2(Ω)→ H−1(Ω).
1.2.4. Espacios de Hilbert asociados a funciones perio´dicas
En este cap´ıtulo, desarrollaremos las definiciones y propiedades de espacios de
Hilbert de funciones perio´dicas. Un estudio completo y detallado puede ser visto
en [30].
Denotamos por L2per(0, 2π) el espacio de las funciones u : (0, 2π) → R que son
medibles, perio´dicas de periodo 2π y cuadrado integrables. Este espacio es provisto
de la norma usual
|u|L2per =
(∫ 2π
0
|u(θ)|2dθ
)1/2
Dado u ∈ L2per(0, 2π), la serie de Fourier asociada a u es dada por
S[u] = a0 +
∞∑
k=1
(ak cos(kθ) + bk sen(kθ))
donde los coeficientes son
ak =
1
ckπ
∫ 2π
0
u(θ) cos(kθ)dθ
con
ck =
{
2 k = 0
1 k ≥ 1.
y
bk =
1
π
∫ 2π
0
u(θ) sen(kθ)dθ.
Alternativamente, las series de Fourier pueden ser expresadas en la forma compleja
S[u] =
∑
k∈Z
ûke
ιˆkθ
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donde los coeficientes ûk son definidos por
ûk =
1
2π
∫ 2π
0
u(θ)e−ιˆkθdθ =

a0 k = 0
(ak − ιˆbk)/2 k > 0
(a−k − ιˆb−k)/2 k < 0.
Utilizando la desigualdad de Parseval, tenemos que u ∈ L2per(0, 2π), si y solamente
si sus coeficientes de Fourier ûk son cuadrado sumables y satisface∑
k∈Z
|ûk|2 = 1
2π
|u|2L2per . (1.21)
De esta propiedad, el espacio L2per(0, 2π) puede ser caracterizado como
L2per(0, 2π) =
{∑
k∈Z
ûke
ιˆkθ
∣∣∣∣ ∑
k∈Z
|ûk|2 <∞
}
.
Note que si u, u′ ∈ L2per(0, 2π), entonces por el Teorema 1.2.10 se tiene que u ∈
C([0, 2π]). As´ı, utilizando integracio´n por partes obtenemos
ûk =
−ιˆ
2πk
∫ 2π
0
u′(θ)e−ιˆkθdθ,
luego
ιˆkûk =
1
2π
∫ 2π
0
u′(θ)e−ιˆkθdθ = û′k,
esto es {ιˆkûk}k∈Z son los coeficientes de Fourier de u′ y son cuadrado sumables.
Por lo tanto, si u, u′ ∈ L2per(0, 2π) entonces su serie de Fourier es
S[u′] =
∑
k∈Z
ιˆkûke
ιˆθ.
y se tiene ∑
k∈Z
k2|ûk|2 = 1
2π
|u′|2L2per.
Esto motiva la introduccio´n de los subespacios Hrper(0, 2π) de L
2
per(0, 2π), basado
en series de Fourier, como sigue.
Definicio´n 1.2.14 (Espacio de Sobolev). Sea r > 0, el espacio de SobolevHr
per
(0, 2π)
de orden r es definido por
Hr
per
(0, 2π) :=
{∑
k∈Z
ûke
ιˆkθ
∣∣∣∣ ∑
k∈Z
(1 + k2)r|ûk|2 <∞
}
.
Notamos que H0
per
(0, 2π) coincide con L2
per
(0, 2π) cuando r = 0.
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Teorema 1.2.11. El espacio de Sobolev Hr
per
(0, 2π) es un espacio de Hilbert con
producto interno
〈u, v〉Hr
per
:=
∑
k∈Z
ûkv̂k,
donde las funciones
u(θ) =
∑
k∈Z
ûke
ιˆkθ y v(θ) =
∑
k∈Z
v̂ke
ιˆkθ
son identificadas por su se´rie de Fourier correspondiente.
La norma en Hr
per
(0, 2π) es dada por
‖u‖Hr
per
=
(∑
k∈Z
(1 + k2)r|ûk|2
)1/2
.
Demostracio´n. Ver Kress [30].
Finalmente, de (1.21) notamos que |u|L2per =
√
2π‖u‖H0per, esto es las normas
| · |L2per y ‖ · ‖H0per son equivalentes en L2per(0, 2π).
Teorema 1.2.12. Para todo r > s, el espacio de SobolevHr
per
(0, 2π) es un subespacio
denso de Hs
per
(0, 2π). El operador inclusio´n definido en el espacio Hr
per
(0, 2π) hacia
Hs
per
(0, 2π) es compacto.
Demostracio´n. Ver Kress [30].
1.3. Ecuaciones diferenciales de segundo orden con
coeficientes constantes
En esta seccio´n veremos resultados provenientes de las ecuaciones diferenciales
ordinarias para problemas homoge´neos de segundo orden. Estos sera´n utilizados en
el pro´ximo cap´ıtulo para expresar la solucio´n en te´rminos de series de Fourier.
Una ecuacio´n diferencial de orden n es una ecuacio´n
dny
dtn
= F
(
t; y,
dy
dt
, . . . ,
dn−1y
dtn−1
)
, (1.22)
donde F es una funcio´n diferenciable de clase Cr (r ≥ 1) definida en un dominio
U ⊂ Rn+1. Frecuentemente t es llamada variable independiente e y es denominada
variable dependiente.
Definicio´n 1.3.1. La solucio´n de la ecuacio´n (1.22) es un mapeo n veces diferen-
ciable ϕ : I → R definida en un intervalo I ⊂ R, a valores reales tal que:
1. El punto
(
τ, ϕ(τ), . . . , ϕ(n−1)(τ)
) ∈ U para todo τ ∈ I.
2. Para cualquier τ ∈ I
dnϕ
dtn
∣∣
t=τ
= F
(
τ ;ϕ(τ), . . . , ϕ(n−1)(τ)
)
.
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Definicio´n 1.3.2. La ecuacio´n diferencial (1.22) es llamada ecuacio´n diferencial
lineal de orden n si
F
(
t; y,
dy
dt
, . . . ,
dn−1y
dtn−1
)
= a0(t) + a1(t)y(t) + · · ·+ an−2(t)d
n−2y
dtn−2
+ an−1(t)
dn−1y
dtn−1
,
donde las funciones a0, . . . , an−1 : I → R son funciones continuas.
Si a0 = 0, decimos que la ecuacio´n diferencial lineal es homoge´nea.
Si las funciones a0, . . . , an−1 son constantes, decimos que la ecuacio´n diferencial
es auto´noma.
1.3.1. Solucio´n general de la ecuacio´n ay′′ + by′ + c = 0
En esta subseccio´n estudiaremos las soluciones de ecuacio´n diferencial lineal ho-
moge´nea de segundo orden
ay′′ + by′ + cy = 0, a 6= 0. (1.23)
Teorema 1.3.1. La solucio´n general de (1.23) esta´ dada por
y(θ) = c1e
m1θ + c2e
m2θ, si m1 6= m2
y(θ) = c1e
mθ + c2θe
mθ, si m1 = m2 = m
donde m1, m2 son ra´ıces del polinomio p(m) = am
2+bm+c, denominado polinomio
caracter´ıstico de la ecuacio´n (1.23).
Demostracio´n. Ver Helfgott et. al [24].
Observacio´n 1.3.1. Para el caso en que las ra´ıces son complejas conjugadas, esto
es, m1 = µ + ιˆν, m2 = µ − ιˆν donde µ, ν ∈ R e ιˆ2 = −1, tenemos que la solucio´n
general es compleja y dada por
y(θ) = c1e
(µ+ιˆν)θ + c2e
(µ−ιˆν)θ, (1.24)
donde c1, c2 son constantes. Como estamos trabajando con funciones a valores reales,
utilizamos la fo´rmula de Euler.
eιˆθ = cos(θ) + ιˆ sen(θ), θ ∈ R.
De esta fo´rmula se sigue que
eιˆνθ = cos(νθ) + ιˆ sen(νθ)
e−ιˆνθ = cos(νθ)− ιˆ sen(νθ),
de donde tenemos que
2 cos(νθ) = eιˆνθ + e−ιˆνθ, 2ιˆ sen(νθ) = eιˆνθ − e−ιˆνθ.
Desde que y dada en (1.24) es solucio´n de la ecuacio´n (1.23) para cualquier par de
constantes c1, c2, escogemos c1 = c2 = 1/2 y c1 = 1/(2ιˆ), c2 = −1/(2ιˆ) y tenemos el
siguiente par de soluciones reales
y1(θ) = e
µθ
(
eιˆνθ + e−ιˆνθ
)
/2 = eµθ cos(νθ).
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y2(θ) = e
µθ
(
eιˆνθ − e−ιˆνθ) /(2ιˆ) = eµθ sen(νθ).
Por lo tanto, tenemos que la solucio´n general en el conjunto de los nu´meros reales
es de la forma
y(θ) = c1e
µθ cos(νθ) + c2e
µθ sen(νθ). (1.25)
Definicio´n 1.3.3. El problema de valor inicial (PVI) asociado a la ecuacio´n dife-
rencial homoge´nea de segundo orden es
ay′′ + by′ + cy = 0, θ ∈ I
y(θ0) = y0, y
′(θ0) = y1,
(1.26)
donde I ⊂ R es un intervalo y θ0 ∈ I.
Teorema 1.3.2. El problema de valor inicial (1.26) tiene una u´nica solucio´n.
Demostracio´n. Ver Helfgott et. al [24].
Definicio´n 1.3.4. Sean f1, f2 : I → C funciones diferenciables. Definimos el
Wronskiano de f1, f2 como
W (t) = det
(
f1(t) f2(t)
f ′1(t) f
′
2(t)
)
(1.27)
Teorema 1.3.3. Sean f1, f2 : I → C funciones diferenciables. Se cumplen las si-
guientes afirmaciones:
1. Si existe θ0 ∈ I tal que W (θ0) 6= 0, entonces f1, f2 son linealmente indepen-
dientes.
2. Si f1, f2 son linealmente independientes, entonces W (θ) 6= 0 para todo θ ∈ I
Demostracio´n. Ver Helfgott et. al [24].
Corola´rio 1.3.1. Sea S = {φ ∈ C2(I); φ es solucio´n de (1.23)}. Consideremos las
ra´ıces m1, m2 de su polinomio caracter´ıstico p(m) = am
2 + bm + c, entonces se
verifican los siguientes resultados
1. Si m1 6= m2 entonces {em1θ, em2θ} es una base a valores reales de S.
2. Si m1 = m2 = m entonces {emθ, θemθ} es una base a valores reales de S.
3. Si m1 = µ + ιˆν, m2 = µ − ιˆν son ra´ıces complejas conjugadas, entonces el
conjunto {eµθ cos(νθ), eµθ sen(νθ)} es una base a valores reales de S.
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1.3.2. Ecuacio´n de Cauchy-Euler
A continuacio´n analizaremos la ecuacio´n de Cauchy-Euler la cual es un caso
especial de las ecuaciones con coeficientes variables. La ecuacio´n diferencial de la
forma
anx
n d
ny
dxn
+ an−1x
n−1 d
n−1y
dxn−1
+ · · ·+ a1xdy
dx
+ a0y = g(x) (1.28)
donde a0, a1, . . . , an son constantes, es conocida como ecuacio´n de Cauchy-Euler.
Consideremos en particular, la ecuacio´n diferencial homoge´nea de segundo orden
x2y′′ + axy′ + by = 0, x > 0, (1.29)
que frecuentemente esta´ relacionada a las ecuaciones de Legendre y Bessel.
Teorema 1.3.4. Sean s1, s2 ra´ıces del polinomio q(s) = s(s− 1) + as+ b. Entonces
se verifican los siguientes resultados
1. Si las ra´ıces s1, s2 son reales y distintas, la solucio´n general de (1.29) es dada
por
y(x) = c1x
s1 + c2x
s2, x > 0.
2. Si las ra´ıces s1 = s2 = s son iguales, entonces la solucio´n general de (1.29) es
y(x) = c1x
s + c2x
s lnx, x > 0.
3. Si las ra´ıces son complejas conjugadas, esto es s1 = µ + ιˆν, s2 = µ + ιˆν,
entonces la solucio´n general de (1.29) es
y(x) = c1x
µ cos(ν ln x) + c2x
µ sen(ν ln x), x > 0.
Demostracio´n. Ver Helfgott et. al [24].
Teorema 1.3.5. Sean φ1, φ2 soluciones de (1.29). Se verifican las siguientes afir-
maciones
1. Si existe x0 ∈ I tal que W (x0) 6= 0, entonces φ1, φ2 son linealmente indepen-
dientes.
2. Si φ1, φ2 son linealmente independientes, entoncesW (x0) 6= 0 para todo x0 ∈ I.
Demostracio´n. Ver Helfgott et. al [24].
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Cap´ıtulo 2
Existencia y unicidad
En este cap´ıtulo, mostramos resultados de existencia y unicidad para el pro-
blema (1), (2), (3) en un dominio Ω el cual es una regio´n anular, siendo descrito
naturalmente en coordenadas polares x = r cos(θ), y = r sen(θ), r ∈ (ri, re) y
θ ∈ [0, 2π).
Con este objetivo, expresamos la solucio´n de la forma T = V + W , donde V
resuelve un problema homoge´neo y W es solucio´n de un problema no homoge´neo,
respectivamente. As´ı, estudiamos dos subproblemas relacionados y utilizamos la for-
mulacio´n variacional junto con el Teorema de Lax-Milgram para mostrar la existencia
de una u´nica solucio´n, para cada problema. Tambie´n mostraremos que la funcio´n
V puede ser expresada en te´rminos de se´ries de Fourier y posee propiedades de
regularidad que dependen de las propiedades de la funcio´n Q.
Utilizando estos resultados teo´ricos, estableceremos una relacio´n entre el flujo Q
y la temperatura externa a trave´s de un operador lineal continuo compacto, positivo
e inyectivo.
2.1. Cambio de coordenadas
En esta seccio´n, introducimos los espacios funcionales apropiados en donde bus-
caremos la solucio´n T . La solucio´n esta´ definida sobre una regio´n anular, por lo
que, a priori, observamos que la temperatura T (r, θ) como el coeficiente de trans-
ferencia de calor Q(θ) poseen propiedades de periodicidad. Con estas observaciones
introducimos los siguientes espacios:
Denotamos por V el espacio de Hilbert que resulta del completamiento del subes-
pacio
C∞per([0, 2π]) = {u ∈ C∞([0, 2π])| u(0) = u(2π)}
en la norma | · |2,(0,2π) esto es
V := C∞per([0, 2π])
|·|2,(0,2π)
.
Este espacio es provisto con el producto interno usual
〈u, v〉 =
∫ 2π
0
u(θ)v(θ)dθ
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y la norma asociada
|u|2,(0,2π) =
(∫ 2π
0
|u(θ)|2dθ
)1/2
.
Tambie´n, definimos el espacio de Hilbert H como el completamiento del subes-
pacio
Cper(Ω) =
{
u ∈ C∞(Ω)| Dαu(r, 0) = Dαu(r, 2π), ∀r ∈ [re, ri], |α| ≤ 1, ∀α ∈ N2
}
en la norma ‖ · ‖1,Ω, es decir,
H := Cper(Ω)
‖·‖1,Ω
.
Este espacio, en coordenadas cartesianas, es provisto del producto interno
〈f, g〉 =
∫
Ω
(fg +∇f · ∇g) dxdy
donde ∇f = (fx, fy) es el gradiente de la funcio´n f .
Como el dominio Ω = {(x, y) ∈ R2| ri <
√
x2 + y2 < re} es una regio´n anular,
realizamos el cambio de variables en coordenadas polares
x = r cos(θ), y = r sen(θ), ri < r < re, 0 ≤ θ < 2π.
Luego, por la regla de la cadena, obtenemos las siguientes identidades
∂f
∂r
=
∂f
∂x
cos(θ) +
∂f
∂y
sen(θ)
∂f
∂θ
= −∂f
∂x
r sen(θ) +
∂f
∂y
r cos(θ)
entonces, tenemos que las derivadas parciales en coordenadas cartesianas son dadas
por
∂f
∂x
=
∂f
∂r
cos(θ)− 1
r
∂f
∂θ
sen(θ)
∂f
∂y
=
∂f
∂r
sen(θ) +
1
r
∂f
∂θ
cos(θ).
De estas identidades obtenemos el producto
∇f · ∇g = ∂f
∂r
∂g
∂r
+
1
r2
∂f
∂θ
∂g
∂θ
Por lo tanto, tenemos que el espacio H en coordenadas polares es provisto del pro-
ducto interno
〈f, g〉 =
∫ 2π
0
∫ re
ri
[
fg +
∂f
∂r
∂g
∂r
+
1
r2
∂f
∂θ
∂g
∂θ
]
rdrdθ
y la norma asociada
‖f‖2H =
∫ 2π
0
∫ re
ri
[
f 2 +
(
∂f
∂r
)2
+
1
r2
(
∂f
∂θ
)2]
rdrdθ.
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Donde el te´rmino r es el determinante de la matriz Jacobiana
det
(
∂(x, y)
∂(r, θ)
)
= det
∂x∂r ∂x∂θ∂y
∂r
∂y
∂θ
 = r.
Observacio´n 2.1.1. De la definicio´n de los subespacios V y H tenemos que son
subespacios cerrados en espacios de Hilbert, respectivamente, y por lo tanto son
espacios de Hilbert.
2.2. La Formulacio´n variacional
Definidos estos espacios de Hilbert V y H, procedemos a estudiar la solucio´n del
problema (1), (2), (3) de la siguiente manera: Expresamos la solucio´n buscada T
como la suma de dos funciones, esto es
T = V +W, (2.1)
en que V es solucio´n del problema homoge´neo con condiciones de frontera
λw
1
r
∂
∂r
(
r
∂V
∂r
)
+ λw
1
r2
∂2V
∂θ2
= 0, ri < r < re, 0 ≤ θ ≤ 2π, (2.2)
λw
∂V
∂r
(re, θ) + αV (re, θ) = 0, 0 ≤ θ ≤ 2π, (2.3)
−λw ∂V
∂r
(ri, θ) = Q(θ). 0 ≤ θ ≤ 2π. (2.4)
y W es solucio´n del problema auxiliar no homoge´neo
λw
1
r
∂
∂r
(
r
∂W
∂r
)
+ λw
1
r2
∂2W
∂θ2
+ qg(r, θ) = 0, ri < r < re, 0 ≤ θ ≤ 2π, (2.5)
λw
∂W
∂r
(re, θ) = α (Tenv −W (re, θ)) , 0 ≤ θ ≤ 2π,
(2.6)
−λw ∂W
∂r
(ri, θ) = 0. 0 ≤ θ ≤ 2π. (2.7)
Observacio´n 2.2.1. Note que si V y W son soluciones de los problemas (2.2)-
(2.4) y (2.5)-(2.7), respectivamente, entonces T definida por T = V +W resuelve el
problema inicial (1)-(3).
2.2.1. Formulacio´n variacional del problema de valor de fron-
tera homoge´neo
En esta primera parte procedemos a desarrollar los resultados correspondientes
sobre la existencia y unicidad de la solucio´n V del problema (2.2)-(2.4), utilizando
el Teorema de Lax-Milgram.
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Con este objetivo, utilizamos como hipo´tesis inicial que la solucio´n del problema
(2.2)-(2.4) V ∈ Cper(Ω), esto es
V (r, 0) = V (r, 2π),
∂V
∂θ
(r, 0) =
∂V
∂θ
(r, 2π) ri < r < re. (2.8)
Esta hipo´tesis surge naturalmente debido a que el problema estudiado esta´ definido
sobre un dominio anular.
Introducimos la formulacio´n variacional asociada al problema (2.2)-(2.4), la cual
permite reducir el orden de derivacio´n requerida para la solucio´n V , transformando
una problema diferencial de segundo orden a un problema diferencial de primer orden
cuya solucio´n es denominada solucio´n de´bil. Este procedimiento es desarrollado de
la siguiente manera.
Multiplicamos la ecuacio´n (2.2) por w ∈ Cper(Ω) e integramos en Ω, entonces se
tiene ∫ 2π
0
∫ re
ri
[
∂
∂r
(
r
∂V
∂r
)
w +
1
r
∂2V
∂θ2
w
]
drdθ = 0. (2.9)
En cada integrando de (2.9) utilizamos integracio´n por partes, junto con las condi-
ciones de frontera (2.3)-(2.4). As´ı en el primer sumando se obtiene∫ 2π
0
∫ re
ri
∂
∂r
(
r
∂V
∂r
)
wdrdθ =
∫ 2π
0
[
r
∂V
∂r
w
∣∣∣∣re
ri
−
∫ re
ri
r
∂V
∂r
∂w
∂r
dr
]
dθ
=
∫ 2π
0
[
re
∂V
∂r
(re, θ)w(re, θ)− ri∂V
∂r
(ri, θ)w(ri, θ)
]
dθ −
∫ 2π
0
∫ re
ri
r
∂V
∂r
∂w
∂r
drdθ
=
∫ 2π
0
[
−re α
λw
V (re, θ)w(re, θ) +
ri
λw
Q(θ)w(ri, θ)
]
dθ −
∫ 2π
0
∫ re
ri
r
∂V
∂r
∂w
∂r
drdθ.
De manera ana´loga, utilizamos la condicio´n de periodicidad (2.8) en el segundo
integrando de (2.9) y se obtiene∫ re
ri
∫ 2π
0
1
r
∂2V
∂θ2
wdθdr =
∫ re
ri
1
r
[
∂V
∂θ
w
∣∣∣∣2π
0
−
∫ 2π
0
∂V
∂θ
∂w
∂θ
dθ
]
dr
=
∫ re
ri
1
r
[
∂V
∂θ
(r, 2π)w(r, 2π)− ∂V
∂θ
(r, 0)w(r, 0)
]
dr −
∫ re
ri
∫ 2π
0
1
r
∂V
∂θ
∂w
∂θ
dθdr
= −
∫ re
ri
∫ 2π
0
1
r
∂V
∂θ
∂w
∂θ
dθdr.
De las dos identidades obtenidas y (2.9) tenemos que para todo w ∈ Cper(Ω) se
verifica la siguiente igualdad∫ 2π
0
∫ re
ri
r
∂V
∂r
∂w
∂r
+
1
r
∂V
∂θ
∂w
∂θ
drdθ+
αre
λw
∫ 2π
0
V (re, θ)w(re, θ)dθ =
ri
λw
∫ 2π
0
Q(θ)w(ri, θ)dθ.
(2.10)
As´ı, a partir de (2.10) definimos la forma a : Cper(Ω)× Cper(Ω)→ R como
a(V, w) =
∫ 2π
0
∫ re
ri
r
∂V
∂r
∂w
∂r
+
1
r
∂V
∂θ
∂w
∂θ
drdθ +
αre
λw
∫ 2π
0
V (re, θ)w(re, θ)dθ (2.11)
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y el funcional f : Cper
(
Ω
)→ R dado por
f(w) =
ri
λw
∫ 2π
0
Q(θ)w(ri, θ)dθ. (2.12)
Como sera´ demostrado en el siguiente teorema, la forma a definida en (2.11) es bili-
neal y cont´ınua. Por el Teorema de extensio´n existe un operador acotado, denotado
por a, definido sobre el espacio H×H = Cper(Ω)× Cper(Ω)
‖·‖1,Ω×‖·‖1,Ω
a valores reales,
esto es
a : H×H → R
De manera ana´loga, si Q ∈ L2(0, 2π) entonces f es un funcional lineal y cont´ınuo.
Por lo tanto, existe una extensio´n lineal acotada, denotada por f , definida sobre el
espacio H = Cper(Ω)
‖·‖1,Ω
a valores reales
f : H → R.
Se sigue que si V es solucio´n (2.2)-(2.4), entonces es solucio´n del problema variacional
a(V, w) = f(w), ∀w ∈ H. (2.13)
En el siguiente teorema mostramos que la expresio´n (2.13) tiene solucio´n u´nica
en el espacio H, es decir el problema de encontrar V ∈ H tal que
a(V, w) = f(w), ∀w ∈ H (2.14)
tiene una u´nica solucio´n.
Teorema 2.2.1. Sea a : H ×H → R el operador definido en (2.11) y f : H → R
en (2.12), entonces
(1) a es una forma bilineal cont´ınua y coerciva.
(2) Si Q ∈ V, entonces f es linear y continuo.
Demostracio´n. Procedemos a demostrar estos resultados en los siguientes pasos.
(1a) Para todo u, v, w ∈ H y α1, α2 ∈ R se verifica que
a(α1u+ α2v, w) = α1a(u, w) + α2a(v, w)
a(u, α1v + α2w) = α1a(u, v) + α2a(u, w),
luego el operador a es bilineal.
Mostraremos que a es acotado. Sean V, w ∈ V, en el primer integrando de
(2.11) utilizamos las desigualdades de Ho¨lder, Cauchy-Schwarz y obtenemos∫ 2π
0
∫ re
ri
r1/2
∂V
∂r
r1/2
∂w
∂r
+
1
r1/2
∂V
∂θ
1
r1/2
∂w
∂θ
drdθ
≤
(∫ 2π
0
∫ re
ri
r
(
∂V
∂r
)2
drdθ
)1/2(∫ 2π
0
∫ re
ri
r
(
∂w
∂r
)2
drdθ
)1/2
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+(∫ 2π
0
∫ re
ri
1
r
(
∂V
∂θ
)2
drdθ
)1/2(∫ 2π
0
∫ re
ri
1
r
(
∂w
∂θ
)2
drdθ
)1/2
≤
(∫ 2π
0
∫ re
ri
[(
∂V
∂r
)2
+
1
r2
(
∂V
∂θ
)2]
rdrdθ
)1/2
×
(∫ 2π
0
∫ re
ri
[(
∂w
∂r
)2
+
1
r2
(
∂w
∂θ
)2]
rdrdθ
)1/2
≤ ‖V ‖H‖w‖H.
Donde en la penu´ltima desigualdad hemos utilizado Cauchy-Schwarz para el
par de vectores a = (a1, a2), b = (b1, b2) ∈ R2, esto es
a1b1 + a2b2 ≤ ‖a‖2‖b‖2 =
(
a21 + a
2
2
)1/2 (
b21 + b
2
2
)1/2
.
Para el segundo integrando de la forma a, consideramos el operador trazo
Λ : H → V × V definido por
Λ(w) = (w|Γi , w|Γe).
Note que por el item 2 del Teorema del Trazo 1.2.6 se tiene la siguiente de-
sigualdad
|w|Γe |V ≤ |Λ(w)|V ≤ CΓ‖w‖H. (2.15)
As´ı, en la segunda suma de (2.11), utilizando la desigualdad de Ho¨lder se tiene∫ 2π
0
re
α
λw
V|Γew|Γedθ ≤
αre
λw
|V|Γe |V |w|Γe |V ≤
αreC
2
Γ
λw
‖V ‖H‖w‖H.
De las desigualdades obtenidas, concluimos que
a(V, w) ≤ C‖V ‖H‖w‖H, ∀V, w ∈ H
donde C = 1+αreC
2
Γ/λw es una constante positiva. Por lo tanto, a es acotado
y consecuentemente continuo.
(1b) Ahora vamos a mostrar que a es coercivo, es decir existe una constante ρ > 0
tal que
a(w,w) ≥ ρ‖w‖2H, ∀w ∈ H.
Procedemos por contradiccio´n, supongamos que existe una secuencia {vn}n∈N ⊂
H tal que
‖vn‖H = 1, ∀n ∈ N y l´ım
n→∞
a(vn, vn) = 0. (2.16)
Como {vn}n∈N es limitada en el espacio reflexivo H, entonces del Teorema 1.1.1
existe una subsucesio´n, que denotamos por {vn}n∈N y v ∈ H tal que vn ⇀ v
en H.
Tambie´n, por el Teorema de Rellich-Kondrachov 1.2.10 item 2, para el caso en
que p = n = 2, tenemos la inclusio´n compacta H = H1 ((ri, re)× [0, 2π]) →֒
L2((ri, re)× [0, 2π]). En consecuencia obtenemos la convergencia
vn → v en L2((ri, re)× [0, 2π]). (2.17)
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As´ı, como vn ⇀ v en H, entonces de la definicio´n de la convergencia de´bil y
por el Teorema de Riez se tiene para todo w ∈ H se tiene
〈vn − v, w〉H → 0, cuando n→∞
o sea para todo w ∈ H se cumple∫
Ω
(vn − v)wrdrdθ +
∫
Ω
∇(vn − v).∇wrdrdθ→ 0, cuando n→∞ (2.18)
en particular, si en (2.18) tomamos w = v y de la convergencia (2.17) tenemos∫
Ω
|∇v|2rdrdθ = l´ım
n→∞
∫
Ω
∇v.∇vnrdrdθ, (2.19)
y la desigualdad de Cauchy-Schwarz se tiene∫
Ω
|∇v|2rdrdθ = l´ım
n→∞
∫
Ω
∇v.∇vnrdrdθ ≤ |∇v|2,Ω l´ım
n→∞
|∇vn|2,Ω.
As´ı,
|∇v|2,Ω ≤ l´ım
n→∞
|∇vn|2,Ω. (2.20)
Tambie´n de la definicio´n de a, para todo w ∈ H, se verifican las desigualdades
|∇w|2,Ω ≤ a(w,w)1/2, (2.21)
|w|2,Γe ≤ c−1/20 a(w,w)1/2. (2.22)
donde c0 = αre/λw.
Utilizando la desigualdades (2.20) y (2.22) junto con la hipo´tesis auxiliar (2.16)
obtenemos
|∇v|2,Ω ≤ l´ım
n→∞
|∇vn|2,Ω ≤ l´ım
n→∞
a(vn, vn)
1/2 = 0 (2.23)
entonces, se tiene que
l´ım
n→∞
|∇vn|2,Ω = 0, (2.24)
luego de (2.24) en (2.23), ∇v = 0 entonces v es constante casi siempre en Ω.
Adema´s, por la convergencia vn → v en L2((ri, re) × [0, 2π]) y la expresio´n
(2.24), se tiene
|v|22,Ω = l´ım
n→∞
‖vn‖2H = 1, (2.25)
de donde deducimos que v 6= 0.
Por otro lado, utilizando el Teorema del Trazo, item (2), mostramos la con-
vergencia vn → v en L2(Γe). En efecto,
|vn − v|22,Γe ≤ C2Γ‖vn − v‖2H = C2Γ
(|vn − v|22,Ω + |∇.(vn − v)|22,Ω)
= C2Γ
(|vn − v|22,Ω + |∇vn|22,Ω) ,
donde CΓ > 0 es la constante utilizada (2.15). En el limite, por (2.17) y (2.24)
obtenemos
l´ım
n→∞
|vn − v|22,Γe = 0. (2.26)
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De (2.22) obtenemos
|vn|2,Γe ≤ c−1/20 a(vn, vn)1/2
y por la convergencia (2.26) en L2(Γe) al tomar l´ımite se tiene que
|v|2,Γe ≤ c−1/20 l´ım
n→∞
a(vn, vn)
1/2 = 0
luego v = 0 en Γe.
Finalmente, del Teorema 1.2.9 se tiene que existe C > 0 tal que
|v|2,Ω ≤ C|∇v|2,Ω = 0,
luego |v|2,Ω = 0 y de (2.25) se tiene que |v|2,Ω = 1 lo cual es un absurdo. Por
lo tanto, la forma bilinear a es coerciva.
(2) Ahora mostraremos que el funcional f definido en (2.12) es lineal y continuo.
En efecto, de la definicio´n se verifica que f es lineal.
Para mostrar que f es continua, tomamos w ∈ H y utilizando la desigualdad
de Ho¨lder y el Teorema del trazo, item (2), obtenemos
f(w) =
ri
λw
∫ 2π
0
Qw|Γidθ ≤
ri
λw
|Q|V |w|2,Γi
≤ c1|Q|V‖w‖H,
donde c1 =
riCΓ
λw
. 
De los resultados obtenidos a partir del Teorema 2.2.1, sigue del Teorema de
Lax-Milgram que el problema variacional (2.13) tiene u´nica solucio´n V ∈ H y, por
la coercividad del operador a, satisface la estimativa a priori
‖V ‖H ≤ ρ−1a(V, V )‖V ‖H ≤ ρ
−1 sup
w∈H
a(V, w)
‖w‖H = ρ
−1 sup
w∈H
f(w)
‖w‖H
≤ ρ−1c1|Q|V
donde ρ > 0 es la constante de coercividad. Por lo tanto, obtenemos la desigualdad
que relaciona la temperatura V y el flujo Q
‖V ‖H ≤ c2|Q|V , (2.27)
donde c2 = ρ
−1c1.
Ya verificada la existencia de la funcio´n V , mostraremos que esta puede ser
expresada explicitamente en te´rminos de series de Fourier utilizando el me´todo de
separacio´n de variables como sigue.
Supongamos que la solucio´n del problema (2.2)-(2.4) puede ser escrita como
V (r, θ) = X(r)Y (θ). Sustituyendo este producto en (2.2), se obtiene
λw
r
(rX ′′(r) +X ′(r))Y (θ) +
λw
r2
X(r)Y ′′(θ) = 0. (2.28)
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Despejando las funciones X e Y obtenemos la siguiente relacio´n
r2X ′′(r) + rX ′(r)
−X(r) =
Y ′′(θ)
Y (θ)
= −γ2, r ∈ (ri, re), θ ∈ [0, 2π]. (2.29)
siendo las funciones X(r), Y (θ) no nulas y γ constante. En la ecuacio´n anterior
consideramos el te´rmino −γ2 para obtener soluciones no constantes y no nulas.
Tambie´n de las condiciones de periodicidad (2.8), tenemos que
X(r)Y (0) = X(r)Y (2π), X(r)Y ′(0) = X(r)Y (2π), r ∈ (ri, re),
entonces
Y (0) = Y (2π), Y ′(0) = Y ′(2π).
Por otro lado, sustituyendo V (r, θ) = X(r)Y (θ) en la condicio´n de frontera (2.3)
obtenemos
(λwX
′(re) + αX(re))Y (θ) = 0, θ ∈ [0, 2π].
luego
λwX
′(re) + αX(re) = 0.
Estas ecuaciones son descritas por las siguientes ecuaciones diferenciales ordinarias:
el problema de Sturm-Liouville
Y ′′(θ) + γ2Y (θ) = 0, 0 ≤ θ ≤ 2π (2.30)
Y (0) = Y (2π), Y ′(0) = Y ′(2π) (2.31)
y el problema de Cauchy
r2X ′′(r) + rX ′(r)− γ2X(r) = 0, ri < r < re (2.32)
λwX
′(re) + αX(re) = 0. (2.33)
Utilizando el resultado en (1.25), tenemos que la solucio´n general del problema (2.30)
es de la forma
Y (θ) = a cos(γθ) + b sen(γθ),
donde a, b son constantes no ambas nulas. As´ı, su derivada correspondiente es
Y ′(θ) = −γa sen(γθ) + γb cos(γθ).
Si γ = 0 tenemos que la solucio´n Y es constante. Supongamos que γ 6= 0 y utilizando
la condicio´n de frontera (2.31) obtenemos el siguiente sistema de ecuaciones
a cos(2πγ) + b sen(2πγ) = a (2.34)
−γa sen(2πγ) + γb cos(2πγ) = γb (2.35)
Resolviendo este sistema de ecuaciones obtenemos
b (cos(2πγ)− 1) = 0
la cual es analizada en los siguientes casos:
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1. Si b = 0, entonces reemplazando este valor en la ecuacio´n (2.34) se sigue que
a(cos(2πγ)− 1) = 0,
donde a 6= 0. Luego, se tiene que γ satisface la ecuacio´n cos(2πγ) = 1 y
consecuentemente
2πγ = 2πn, n ∈ {1, 2, . . .}.
2. Si cos(2πγ)− 1 = 0 tambie´n se obtiene que γ = n, n ∈ {1, 2, . . .}
Por lo tanto, el problema (2.30)-(2.31) posee un sistema de autovalores y auto-
vectores asociados que poseen las siguientes caracter´ısticas.
El primer autovalor es γ0 = 0 y su autoespacio asociado es span{1}. Los autova-
lores restantes son γn = n, n ∈ {1, 2, . . .}, los cuales tienen dupla multiplicidad con
su respectivo autoespacio asociado span{cos(nθ), sen(nθ)}.
Se sigue que, la solucio´n general que resuelve (2.30)-(2.31) es dada por
Yn(θ) = anRn(θ) + bnSn(θ),
en que
Rn(θ) = cos(nθ), Sn(θ) = sen(nθ). (2.36)
Por otro lado, sustituyendo los valores γn en el problema de Cauchy (2.32) ob-
tenemos que para γ0 = 0 el problema
r2X ′′0 (r) + rX
′
0(r) = 0, ri < r < re
λwX
′
0(re) + αX0(re) = 0.
Utilizando los resultados asociados al problema de Cauchy, tenemos que polinomio
asociado a la solucio´n X0(r) = r
s es
(s(s− 1) + s) rs = 0,
entonces s = 0 es la ra´ız con dupla multiplicidad. Por lo tanto, la solucio´n general
correspondiente es
X0(r) = c1 + c2 ln(r)
De la condicio´n de frontera (2.33), esta solucio´n es obtenida expl´ıcitamente como
X0(r) = ln
(
r
re
)
− λw
αre
.
Para γn = n, el problema de Cauchy asociado es
r2X ′′n(r) + rX
′
n(r)− n2Xn(r) = 0, ri < r < re
λwX
′
n(re) + αXn(re) = 0.
Luego, tenemos que polinomio asociado a la solucio´n Xn(r) = r
s es(
s(s− 1) + s− n2) rs = 0
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de donde se obtienen las ra´ıces distintas s1 = n y s2 = −n. Por lo tanto, la solucio´n
general correspondiente es
Xn(r) = c1r
n + c2r
−n
y utilizando la condicio´n de frontera (2.33), la solucio´n Xn es de la forma
Xn(r) =
1
rn
+
(
λwnr
−n−1
e − αr−ne
λwnrn−1e + αr
n
e
)
rn, n ∈ {1, 2, . . .} (2.37)
Por lo tanto, tenemos un conjunto de soluciones Vn(r, θ) = Xn(r)Yn(θ) para todo
n ∈ {0, 1, . . .}. Utilizando el principio de la superposicio´n (la suma de soluciones de
una ecuacio´n lineal homoge´nea es tambie´n solucio´n de dicha ecuacio´n) se tiene que
para todo N ∈ N la funcio´n VN , dada por
VN(r, θ) = a0X0(r) +
N∑
n=1
Xn(r) (anRn(θ) + bnSn(θ)) ,
es solucio´n. En el siguiente teorema mostraremos que la serie
V (r, θ) = a0X0(r) +
∞∑
n=1
Xn(r) (anRn(θ) + bnSn(θ)) , (2.38)
es convergente y V es solucio´n de´bil del problema (2.2)-(2.4).
Teorema 2.2.2. Sea B = {1, Rn(θ), Sn(θ), n ∈ N} el conjunto ortogonal en V, don-
de las funciones Rn y Sn son definidas en (2.36). Entonces la funcio´n V definida en
(2.38) es convergente y es solucio´n del problema variacional (2.13) con coeficientes
a0 = − 〈Q,R0〉
2πλwX ′0(ri)
, an = − 〈Q,Rn〉
λwπX ′n(ri)
, bn = − 〈Q, Sn〉
λwπX ′n(ri)
. (2.39)
Demostracio´n. Primeramente, mostremos que los coeficientes an, bn son verifi-
can (2.39). En efecto, para cada N ∈ {0, 1, 2, . . .}, considere la suma parcial
QN (θ) = 1
2π
〈Q,R0〉+ 1
π
N∑
n=1
〈Q,Rn〉Rn(θ) + 〈Q, Sn〉Sn(θ).
Como B es una base ortogonal en V, por el Teorema 1.1.9 se cumple que QN converge
a Q ∈ V, esto es
QN → Q en V, cuando N → +∞. (2.40)
Si consideramos la funcio´n QN como condicio´n de frontera en (2.4), se verifica, en
estas condiciones, que la funcio´n
VN(r, θ) = a0X0(r) +
N∑
n=1
Xn(r)(anRn(θ) + bnSn(θ)) (2.41)
es solucio´n del problema variacional (2.13).
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Note que VN ∈ C∞(Ω). As´ı, de la condicio´n de frontera −λw ∂VN
∂r
(ri, θ) = QN (θ)
se tiene la relacio´n
−λw
(
a0X
′
0(ri) +
N∑
n=1
X ′n(ri) (anRn + bnSn)
)
=
1
2π
〈Q,R0〉+ 1
π
N∑
n=1
〈Q,Rn〉Rn + 〈Q,Sn〉Sn.
(2.42)
Haciendo uso de la ortogonalidad de la base B, multiplicamos (2.42) por las funciones
Rm, Sm, respectivamente, para m = 0, 1, . . . , N y tomando producto interno en
(0, 2π) se obtiene
−λwa0X ′0(ri) =
1
2π
〈Q,R0〉
y
−λwamX ′m(ri) =
1
π
〈Q,Rm〉 , −λwbmX ′m(ri) =
1
π
〈Q, Sm〉 , ∀m ∈ N.
As´ı se tiene el primer resultado.
El pro´ximo paso es demostrar que V esta´ bien definida. Sean VN1, VN2 las funcio-
nes dadas por la expresio´n (2.41), donde N1, N2 ∈ N. Como el problema (2.2)-(2.4)
es homoge´neo, sigue que VN1 − VN2 tambie´n es solucio´n del problema variacional
(2.13), con condicio´n de frontera QN1 − QN2 . As´ı, de la estimativa a priori (2.27),
obtenemos
‖VN1 − VN2‖H ≤ c2|QN1 −QN2 |V . (2.43)
Luego, como {QN}N∈N es una secuencia de Cauchy en V, entonces {VN}N∈N
tambie´n es una secuencia de Cauchy en H, donde H un espacio de Hilbert. Por lo
tanto, la secuencia {VN}N∈N es convergente y su limite
V (r, θ) = a0X0(r) +
∞∑
n=1
Xn(r)(anRn(θ) + bnSn(θ)) (2.44)
esta´ bien definido.
Por u´ltimo, mostramos que V es solucio´n de´bil del problema (2.2)-(2.4). En
efecto, la funcio´n VN es solucio´n del problema variacional
a(VN , w) = c
∫ 2π
0
QN (θ)w(ri, θ)dθ, ∀w ∈ H (2.45)
con c = ri/λw. Como las secuencias {VN}N∈N y {QN}N∈N convergen en los espacios
H y V, respectivamente, el resultado se verifican tomando limite cuando N tiende
al infinito.
En efecto, note que por la continuidad del operador a se tiene
|a(VN , w)− a(V, w)| = |a(VN − V, w)| ≤ C‖VN − V ‖H‖w‖H → 0 cuando N →∞,
esto u´ltimo debido a la convergencia de la secuencia {VN}N∈N en H.
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De manera similar, de la desigualdad de Ho¨lder y el Teorema del trazo, item (2),
se obtiene∫ 2π
0
(QN −Q)w|Γidθ ≤ CΓ|QN −Q|V‖w‖H → 0, cuando N →∞.
De estas convergencias el resultado se sigue tomando limite en (2.45) cuando N →
∞, esto es
a(V, w) = c
∫ 2π
0
Qw|Γidθ, ∀w ∈ H.
Por lo tanto, V es solucio´n de´bil del problema (2.2)-(2.4). 
Observacio´n 2.2.2. Por el Teorema anterior, si Q ∈ V entonces existe una u´nica
solucio´n de´bil V ∈ H del problema (2.2)-(2.4) expresada en series por (2.44). Una
pregunta natural es: ¿Sobre que condiciones esta funcio´n V es solucio´n cla´sica1? En
el pro´ximo Teorema, demostraremos un resultado de regularidad sobre la funcio´n V .
Teorema 2.2.3. Sea V la funcio´n definida en (2.38), entonces V ∈ C∞(Ω ∪ Γe).
Demostracio´n. Para demostrar este resultado, utilizaremos el criterio de com-
paracio´n para construir una serie cuyos te´rminos limitan al te´rmino general de las
derivadasX
(k)
n (r)Y
(ℓ)
n (θ) de (2.38). Finalmente, utilizamos el criterio de la razo´n para
demostrar que esta u´ltima serie es convergente.
Primeramente calculamos la k-e´sima derivada de Xn(r), n ∈ {1, 2, . . .} y obte-
nemos
X(k)n (r) = An,kr
−n−k +
λwnr
−n−1
e − αr−ne
λwnrn−1e + αr
n
e
Bn,kr
n−k, n ≥ k
donde Bn,k = n!/(n− k)! y An,k = (−1)k(n+ k − 1)!/(n− 1)!
Entonces
X
(k)
n (r)
X ′n(ri)
= −
(ri
r
)n ri
rk
λwn(An,kr
2n
e +Bn,kr
2n) + αre(An,kr
2n
e − Bn,kr2n)
λwn2(r2ne − r2ni ) + αnre(r2ne + r2ni )
.
Procedemos a estimar el siguiente te´rmino. Para k ≥ 1, ℓ ≥ 0 y n ≥ k se tiene
∣∣anX(k)n (r)R(ℓ)n (θ)∣∣ = ∣∣∣∣ 〈Q,Rn〉λwπX ′n(ri)X(k)n (r)
∣∣∣∣ ∣∣R(ℓ)n (θ)∣∣
≤ |Q|V |Rn|V
∣∣∣∣∣X(k)n (r)X ′n(ri)
∣∣∣∣∣ nℓλwπ
≤
(ri
r
)n nℓri
λwrk
(λw + αre)(|An,k|+Bn,k(r/re)2n)
λwn2(1− ρ2n) + αnre(1 + ρ2n) |Q|V .
(2.46)
donde hemos utilizado (2.39) y ρ = ri/re.
1Una solucio´n cla´sica es una funcio´n V ∈ C2(Ω) tal que satisface (2.2)-(2.4) puntualmente sobre
Ω.
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Entonces, para cada ǫ ∈]0, re − ri[ y n ≥ k, notando que 0 < r/re ≤ 1,
sup
(r,θ)∈[ri+ǫ,re]×[0,2π]
∣∣anX(k)n (r)R(ℓ)n (θ)∣∣ ≤ riαreλwrk |Q|VCn(ℓ, k, ǫ), (2.47)
donde
Cn(ℓ, k, ǫ) = n
ℓ−1
(
ri
ri + ǫ
)n
(λwn+ αre)(|An,k|+Bn,k).
Una estimativa similar se cumple para
∣∣∣bnX(k)n (r)S(ℓ)n (θ)∣∣∣, esto es
sup
(r,θ)∈[ri+ǫ,re]×[0,2π]
∣∣bnX(k)n (r)S(ℓ)n (θ)∣∣ ≤ riαreλwrk |Q|VCn(ℓ, k, ǫ). (2.48)
Note que,
Cn+1(ℓ, k, ǫ)
Cn(ℓ, k, ǫ)
=
(
n+ 1
n
)ℓ−1(
ri
ri + ǫ
)(
λw(n+ 1) + αre
λwn+ αre
)( |An+1,k|+Bn+1,k
|An,k|+Bn,k
)
.
(2.49)
Tambie´n,
|An+1,0|+Bn+1,0
|An,0|+Bn,0 = 1,
|An+1,1|+Bn+1,1
|An,1|+Bn,1 =
n+ 1
n
(2.50)
y, para cada k ∈ {2, 3, . . .},
|An+1,k|+ Bn+1,k
|An,k|+ Bn,k =
1
n(n− k + 1)
(n+ k)!(n− k + 1)! + n!(n + 1)!
(n+ k − 1)!(n− k)! + n!(n− 1)!
=
1
n(n− k + 1)
(n+ 1)!(n− k + 1)!
n!(n− k)! ×
(n+ k)(n+ k − 1) · · · (n + 2) + n(n− 1) · · · (n− k + 2)
(n− 1 + k)(n− 2 + k) · · · (n + 1) + (n− 1)(n− 2) · · · (n− k + 1)
≤ n+ 1
n
(n + k)k−1 + nk−1
(n+ 1)k−1 + (n− k + 1)k−1
≤ n+ 1
n
(
n+ k
n− k + 1
)k−1
.
(2.51)
Por lo tanto, de (2.50)-(2.51), tomando limite superior se tiene
l´ım sup
n→+∞
|An+1,k|+Bn+1,k
|An,k|+Bn,k ≤ 1
y por la identidad (2.49), obtenemos
l´ım sup
n→+∞
Cn+1(ℓ, k, ǫ)
Cn(ℓ, k, ǫ)
≤ ri
ri + ǫ
< 1.
Utilizando el criterio de la razo´n, concluimos que la serie, cuyo te´rmino general es li-
mitado en (2.47) y (2.48) es convergente. Consecuentemente, V ∈ C∞(Ω∪Γe) pues la
diferenciacio´n de la serie (2.38) te´rmino a te´rmino produce una serie uniformemente
convergente en [ri + ǫ, re]× [0, 2π] para cada ǫ ∈]0, re − ri[. 
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Note que no podemos afirmar nada con respecto a la suavidad de la solucio´n V
en la frontera interna Γi sin contar con informacio´n a priori sobre Q. Para superar
esta dificultad, asumiremos que el flujo Q satisface ciertas propiedades, siendo estas
basadas en observaciones de datos obtenidos experimentalmente en [8]. El resultado
principal es descrito en el siguiente Corolario.
Corola´rio 2.2.1. Supongamos que Q,Q′, Q′′ ∈ V tal que Q y Q′ son funciones 2π-
perio´dicas. Entonces la funcio´n V , dada en (2.38), resuelve el problema (2.2)-(2.4)
en el sentido cla´sico.
Demostracio´n. Desde que Q,Q′, Q′′ ∈ V con Q y Q′ funciones 2π-perio´dicas,
utilizando integracio´n por partes obtenemos
〈Q,Rn〉 = −n−2〈Q′′, Rn〉, 〈Q, Sn〉 = −n−2〈Q′′, Sn〉.
Entonces, haciendo un procedimiento similar a (2.46), podemos deducir que
|X ′n(r)(anRn(θ) + bnSn(θ))| ≤
2
λwn2
λwn
2(1− (r/re)2n) + αren(1 + (r/re)2n)
λwn2(1− ρ2n) + αnre(1 + ρ2n) |Q
′′|V ,
(2.52)
donde los componentes de esta u´ltima expresio´n
λwn
2(1− (r/re)2n)
λwn2(1− ρ2n) + αnre(1 + ρ2n) ≤
λwn
2(1− ρ2n)
λwn2(1− ρ2n) + αnre(1 + ρ2n) ≤ 1
y
αren(1 + (r/re)
2n)
λwn2(1− ρ2n) + αnre(1 + ρ2n) ≤
2αren
λwn2(1− ρ2n) + αnre(1 + ρ2n) ≤ 2
son limitadas.
Por lo tanto, de (2.52), sigue que
sup
(r,θ)∈[ri,re]×[0,2π]
|X ′n(r)(anRn(θ) + bnSn(θ))| ≤
6
λwn2
|Q′′|V . (2.53)
La diferenciacio´n te´rmino a te´rmino de la serie (2.38), con respecto a r junto con
(2.53), muestra que la derivada de la serie converge uniformemente en [ri, re]×[0, 2π].
Entonces, (2.3)-(2.4) son satisfechas en el sentido cla´sico y consecuentemente V es
una solucio´n cla´sica. 
Con los resultados obtenidos, en el Teorema 2.2.3 sobre la regularidad de V ,
mostramos a continuacio´n la relacio´n que constituye la base del me´todo para el
estudio del problema inverso correspondiente.
Teorema 2.2.4. Sea A : V → V definido por A(Q) = V (re, ·), donde V es dada por
el Teorema 2.2.3. Entonces, se verifican las siguientes propriedades:
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1. El operador A es lineal, compacto, autoadjunto, positivo e inyectivo, tal que
A(Q) = µ0 〈Q,R0〉R0 +
+∞∑
n=1
µn(〈Q,Rn〉Rn + 〈Q, Sn〉Sn) (2.54)
donde
R0(θ) = 1/
√
2π, Rn(θ) = cos(nθ)/
√
π, Sn(θ) = sen(nθ)/
√
π, n ∈ N
y los coeficientes
µn = − Xn(re)
λwX ′n(ri)
=
2rn+1i r
n
e
λwn(r2ne − r2ni ) + α(r2n+1e + rer2ni )
> 0. (2.55)
para todo n ≥ 0.
2. La secuencia nume´rica {µn}∞n=0 es decreciente y convergente con
l´ım
n→∞
µn = 0.
3. Los valores singulares de A son dados por (2.55), siendo µ0 autovalor simple,
asociado a la funcio´n singular R0; y µn es un autovalor con dupla multiplicidad
asociado a las funciones singulares {Sn, Rn} para n ≥ 1. Consecuentemente,
la imagen de A es caracterizada por
R(A) =
{
f ∈ H| 1
µ20
〈f, R0〉2 +
+∞∑
n=1
1
µ2n
(〈f, Sn〉2 + 〈f, Rn〉2) <∞
}
. (2.56)
Demostracio´n. La expansio´n (2.54) con µn en (2.55) resulta del Teorema 2.2.3
y esta´ bien definida debido a la suavidad de V en Ω ∪ Γe.
Para mostrar que A es lineal, compacto y autoadjunto, definimos para cada
N ∈ N el operador AN : V → V como
AN (Q) = µ0 〈Q,R0〉R0 +
N∑
n=1
µn(〈Q,Rn〉Rn + 〈Q, Sn〉Sn).
Mostraremos que este operador es lineal, acotado, compacto y autoadjunto.
En efecto, de la definicio´n se verifica que AN es lineal. Sea Q ∈ V, como el
conjunto {R0, Rn, Sn, n ∈ N} es ortonormal en el espacio V se tiene
|ANQ|2V =
∣∣∣∣µ0 〈Q,R0〉R0 + N∑
n=1
µn (〈Q,Rn〉Rn + 〈Q, Sn〉Sn)
∣∣∣∣2
V
= µ20| 〈Q,R0〉 |2 +
N∑
n=1
µ2n
(〈Q,Rn〉2 + 〈Q, Sn〉2)
≤ µ20|Q|2V |R0|2V +
N∑
n=1
µ2n
(|Q|2V |Rn|2V + |Q|2V |Sn|2V)
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≤ |Q|2V
(
µ20 + 2
N∑
n=1
µ2n
)
Por lo tanto
|ANQ|V ≤ CN |Q|V ∀Q ∈ V,
donde CN =
(
µ20 + 2
∑N
n=1 µ
2
n
)1/2
. Se sigue que AN es acotado.
Tambie´n, note que el subespacio R(AN ) es generado por el conjunto linealmente
independiente {R0, R1, S1, . . . , RN , SN} de 2N + 1 elementos. As´ı, dim(R(AN)) =
2N + 1 <∞ y por el Teorema 1.1.16 tenemos que AN es compacto.
Por otro lado, mostramos que AN es auto adjunto. Sean Q1, Q2 ∈ V arbitrarios,
entonces
〈ANQ1, Q2〉 =
〈
µ0 〈Q1, R0〉R0 +
N∑
n=1
µn(〈Q1, Rn〉Rn + 〈Q1, Sn〉Sn), Q2
〉
= µ0 〈Q1, R0〉 〈R0, Q2〉+
N∑
n=1
µn (〈Q1, Rn〉 〈Rn, Q2〉+ 〈Q1, Sn〉 〈Sn, Q2〉)
= µ0 〈Q1, 〈R0, Q2〉R0〉+
N∑
n=1
µn (〈Q1, 〈Rn, Q2〉Rn〉+ 〈Q1, 〈Sn, Q2〉Sn〉)
= 〈Q1, µ0 〈Q2, R0〉R0〉+
N∑
n=1
µn〈Q1, 〈Q2, Rn〉Rn + 〈Q2, Sn〉Sn〉
= 〈Q1, µ0 〈Q2, R0〉R0〉+
〈
Q1,
N∑
n=1
µn (〈Q2, Rn〉Rn + 〈Q2, Sn〉Sn)
〉
=
〈
Q1, µ0 〈Q2, R0〉R0 +
N∑
n=1
µn (〈Q2, Rn〉Rn + 〈Q2, Sn〉Sn)
〉
= 〈Q1, ANQ2〉 , ∀Q1, Q2 ∈ V.
Por lo tanto AN es un operador autoadjunto.
Finalmente, vamos a mostrar que ‖AN −A‖ → 0 cuando N →∞. Sea Q ∈ V tal
que |Q|V ≤ 1, nuevamente utilizando la ortonormalidad del conjunto {R0, Rn, Sn, n,∈
N} en V se tiene
|AQ−ANQ|2V =
∣∣∣∣ ∞∑
n=1
µn (〈Q,Rn〉Rn + 〈Q, Sn〉Sn)−
N∑
n=1
µn (〈Q,Rn〉Rn + 〈Q, Sn〉Sn)
∣∣∣∣2
V
=
∞∑
n=N+1
µ2n
(〈Q,Rn〉2 + 〈Q, Sn〉2)
≤
∞∑
n=N+1
µ2n
(|Q|2V |Rn|2V + |Q|2V |Sn|2V)
= 2|Q|2V
∞∑
n=N+1
µ2n ≤ 2
∞∑
n=N+1
µ2n.
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Entonces, tenemos que
‖A− AN‖ = sup
|Q|V≤1
|AQ− ANQ|V ≤
(
2
∞∑
n=N+1
µ2n
)1/2
→ 0 cuando N →∞.
Donde, como veremos en el item (2), la convergencia de la u´ltima serie es debido a
la desigualdad µn ≤ 2ri
λwn
, para todo n ∈ N.
Por lo tanto, A es l´ımite de una secuencia de operadores compactos y por el
Teorema 1.1.17 se sigue que A es compacto. Tambie´n, por el Teorema 1.1.20 se tiene
que A es lineal, acotado y autoadjunto.
Por otro lado, como µn ∈ R para cada Q ∈ V, sigue que
〈A(Q), Q〉 = µ0 〈Q,R0〉2 +
+∞∑
n=1
µn
(| 〈Q,Rn〉 |2 + | 〈Q, Sn〉 |2) ≥ 0.
entonces A es positivo.
Para mostrar que A es inyectivo, sea Q ∈ V tal que
0 = A(Q) = µ0 〈Q,R0〉R0 +
+∞∑
n=1
µn(〈Q,Rn〉Rn + 〈Q, Sj〉Sn)
usando la ortonormalidad de la base B se tiene que
〈Q,R0〉 = 0, 〈Q,Rn〉 = 〈Q, Sn〉 = 0, ∀n ∈ N.
Por el Teorema 1.1.8 item 3 se sigue que Q = 0.
(2) Para demostrar el segundo item, note que
µn =
2ri
λwn(ρ−n − ρn) + αre(ρn + ρ−n) ,
siendo ρ = ri/re.
En efecto, como ρ < 1, se tiene que las sucesiones {ρ−n−ρn}∞n=0 y {ρ−n+ρn}∞n=0
son crecientes. Esto implica que la secuencia µn es no creciente y converge a cero
cuando n→∞.
(3) Para probar el u´ltimo item, notamos que
A(R0) = µ0R0, A(Sn) = µnSn, A(Rn) = µnRn, n ≥ 1
que es un resultado inmediato de la definicio´n en (2.54) y la ortonormalidad de la
base B. Entonces
A∗(A(Q)) = µ20〈Q,R0〉R0 +
+∞∑
n=1
µ2n(〈Q,Rn〉Rn + 〈Q, Sn〉Sn).
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Esto muestra que {µ2n}∞n=0 son los autovalores de A∗A. Por lo tanto, tenemos que
{µn}n∈N, son valores singulares de A.
Para mostrar la u´ltima parte del item (3), consideremos f ∈ R(A) ⊂ D(A†). Por
lo tanto,
R(A) =
{
f ∈ H
∣∣∣∣ 1µ20 〈f, R0〉2 +
+∞∑
n=1
1
µ2n
(〈f, Sn〉2 + 〈f, Rn〉2) <∞
}
.
se sigue del Teorema de Picard. 
Observacio´n 2.2.3. Basados en la definicio´n de µn, se verificar que los valores
singulares del operador tienen decaimiento exponencial. Problemas que envuelven
operadores compactos con este tipo de valores singulares, son denominados en la
literatura como problemas severamente mal colocados.
De la definicio´n del operador A, se sigue que existe una relacio´n entre el flujo
Q y la temperatura en el borde externo V (re, θ). Una consecuencia inmediata de
las propriedades teo´ricas de A es que el flujo Q puede ser determinado como Q =
A−1(V |Γe) y descrito, de manera explicita por el Teorema de Picard, en te´rminos del
sistema singular de A y datos de entrada exactos V |Γe.
Finalmente, observamos que el conjunto de funciones para las cuales es garanti-
zada la existencia del flujo Q, es determinado por el tercer item del Teorema 2.2.4.
En efecto, si queremos resolver AQ = f , para que una solucio´n cuadrado integrable
Q exista, la serie descrita en (2.56) precisa ser convergente, lo que significa que los
coeficientes de Fourier 〈f, Rn〉, 〈f, Sn〉 de f , deben decaer para cero mas ra´pido que
los valores singulares µn. En te´rminos de regularidad, esto implica que el subespacio
R(A) es formado por funciones muy suaves.
2.2.2. Solucio´n del problema no homoge´neo
En esta u´ltima parte mostraremos resultados de existencia y unicidad del
problema auxiliar (2.5)-(2.7). Comenzaremos analizando los siguientes casos:
Si la solucio´n W = W (r) depende de la variable radial r, podemos despreciar
las derivadas de W con respecto a θ en (2.5), y buscamos la solucio´n W como una
funcio´n que depende solamente de r.
Procediendo de esta manera, el problema (2.5)-(2.7) se transforma en un proble-
ma unidimensional
λw (rW
′(r))
′
= −rqg(r), r ∈ (ri, re) (2.57)
W ′(re) =
α
λw
(Tenv −W (re)) (2.58)
W ′(ri) = 0. (2.59)
Integrando la ecuacio´n (2.57) en (ri, s), con ri < s < re y por el segundo Teorema
Fundamental del Ca´lculo2 obtenemos
rW ′(r)
∣∣∣∣s
ri
= − 1
λw
∫ s
ri
tqg(t)dt
2Si f es una funcio´n real continua en un intervalo cerrado [a, b], si suponemos que la integral
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entonces, utilizando la condicio´n de frontera (2.59) se sigue que
W ′(s) = − 1
λws
∫ s
ri
tqg(t)dt (2.60)
en particular, de la condicio´n de frontera (2.58) se tiene que
− 1
λwre
∫ re
ri
tqg(t)dt =W
′(re) =
α
λw
(Tenv −W (re)) ,
luego
W (re) = Tenv +
1
αre
∫ re
ri
tqg(t)dt. (2.61)
Por otro lado, integrando la ecuacio´n (2.60) en (r, re) obtenemos
W (re)−W (r) = − 1
λw
∫ re
r
(
1
s
∫ s
ri
tqg(t)dt
)
ds.
Finalmente, utilizando (2.61) obtenemos la correspondiente solucio´n
W (r) = Tenv +
1
λw
∫ re
r
(
1
s
∫ s
ri
tqg(t)dt
)
ds+
1
αre
∫ re
ri
tqg(t)dt
En particular, cuando la funcio´n qg es constante, la solucio´n W es
W (r) = − qg
4λw
(r − r2e) +
qg
2λw
r2i ln(
r
re
) + Tenv +
qg
2αre
(r2e − r2i ). (2.62)
As´ı, para el caso en que qg es constante la funcio´n definida en (2.62) verifica que
W ∈ C∞[re, ri].
Observacio´n 2.2.4. Resaltamos que el caso qg constante aparece frecuentemente en
problemas inversos en transferencia de calor, en los cuales qg es generado en labora-
torio y representa una fuente de calor uniforme generado por el efecto Joule [17,37].
La existencia y unicidad de la solucio´n de´bil del problema (2.5)-(2.7), para el
caso donde el termino qg depende de ambas variables, es determinada por el Teore-
ma de Lax-Milgram a trave´s de la formulacio´n del siguiente problema variacional:
Encuentre W ∈ H tal que
a(W,w) = g(w), ∀w ∈ H, (2.63)
siendo a el operador bilineal definido en (2.11) y
g(w) =
1
λw
∫ 2π
0
∫ re
ri
rqg(r, θ)w(r, θ)drdθ +
αreTenv
λw
∫ 2π
0
w|Γedθ. (2.64)
∫ b
a
f ′(t)dt existe y f ′ es continua en el intervalo abierto (a, b), entonces∫ b
a
f ′(t)dt = f(b)− f(a).
54
Teorema 2.2.5. Sea a definido en (2.11) y g definido en (2.64). Si qg ∈ L2(Ω),
entonces el problema variacional (2.63) tiene una u´nica solucio´n.
Demostracio´n. Mostraremos que g es lineal y acotada. En efecto, de la defini-
cio´n se tiene que g es lineal. Para mostrar que es acotada utilizamos la desigualdad
de Ho¨lder y la del trazo, entonces
|g(w)| ≤ re
λw
|qg|2,Ω|w|2,Ω + αreTenv
λw
|w|2,Γe
≤ re
λw
|qg|2,Ω‖w‖H + αreTenv
λw
CΓ‖w‖H
=
(
re|qg|2,Ω + αreTenvCΓ
λw
)
‖w‖H.
Siguiendo el mismo procedimiento efectuado para el problema homoge´neo, el resul-
tado sigue del Teorema de Lax-Milgram [3] pues el operador a es continuo, coercivo
y g es lineal y acotada.

Finalmente, utilizando la coercividad de a se tiene
‖W‖H ≤ ρ−1a(W,W )‖W‖H ≤ ρ
−1 sup
w∈H
|a(W,w)|
‖w‖H ≤ ρ
−1 sup
w∈H
|g(w)|
‖w‖H
≤ re|qg|2,Ω + αreTenvCΓ
λwρ
. (2.65)
Observacio´n 2.2.5. De lo resultados de existencia y unicidad descritos anterior-
mente, podemos concluir que la funcio´n T = V +W esta´ bien definida y es solucio´n
de´bil del problema (1)-(3).
Tambie´n de las desigualdades (2.27) y (2.65) se tiene que
‖T‖H ≤ ‖V ‖H + ‖W‖H
≤ c2|Q|V + re|qg|2,Ω + αreTenvCΓ
λwρ
.
Por el Teorema 2.2.4, podemos formular la relacio´n entre el flujo Q y la temperatura
T en la frontera Γe v´ıa la ecuacio´n
A(Q) = T |Γe −W |Γe. (2.66)
Esta relacio´n sera´ la base para estudiar el problema inverso correspondiente: Dado
f ∈ V, determine una funcio´n Q ∈ V tal que A(Q) = f .
As´ı, esta u´ltima ecuacio´n puede ser utilizada en aplicaciones industriales para
determinar el coeficiente Q a partir de las informaciones obtenidas T |Γe, W |Γe. Note
que para el caso en que la funcio´n qg es constante es posible determinar W (re) de
manera exacta.
Para el caso en que qg = qg(r, θ) los datos W |Γe pueden ser obtenidos utilizando
algu´n me´todo nume´rico de aproximacio´n.
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Cap´ıtulo 3
Conclusiones
En este trabajo hemos estudiado la existencia y unicidad de la solucio´n de la
ecuacio´n de Poisson, con condiciones de frontera tipo Robin, en una regio´n anular.
El estudio de este problema fue motivado principalmente por el trabajo experi-
mental de Bozzoli [13] y por las diferentes aplicaciones de las ecuaciones el´ıpticas, en
procesos industriales tales como pasteurizacio´n de alimentos, corrosio´n de materiales,
entre otros.
La estrategia utilizada en este trabajo ha sido dividir el problema principal en dos
subproblemas, con soluciones V yW , respectivamente, tal que T = V +W . Utilizan-
do los resultados de la teor´ıa de espacios de Sobolev y el Teorema de Lax-Milgram
hemos demostrado la existencia y unicidad de las soluciones correspondientes sobre
ciertas hipo´tesis del flujo Q y la funcio´n qg, respectivamente.
Entre los resultados obtenidos ma´s importantes se encuentran la expresio´n ex-
pl´ıcita de la solucio´n V , en te´rminos de series de Fourier, junto con resultados de
regularidad de la misma, las cuales dependen de las propiedades de la funcio´n Q. Por
otro lado, tambie´n mostramos la existencia de la solucio´n W cuya expresio´n puede
ser obtenida explicitamente dependiendo de las caracter´ısticas de qg. En particular,
cuando e´sta funcio´n es constante obtenemos una expresio´n simple para esta solucio´n.
Finalmente, tambie´n hemos establecido una relacio´n entre el flujo de transferencia
de calor Q y la temperatura externa T (re, ·) a trave´s de un operador lineal, limitado,
compacto, autoadjunto, positivo e inyectivo. Este u´ltimo resultado permite el estudio
del problema inverso correspondiente: Dado f ∈ V, determine una funcio´n Q ∈ V
tal que A(Q) = f .
En la pra´ctica, este tipo de problemas presentan algunas dificultades cuando las
informaciones en los datos, denotada por fδ, presentan inexactitudes con respecto a
los datos exactos f , esto es, existe una estimativa de error
|f − fδ|V ≤ δ,
donde δ > 0. Si denotamos por Qδ := A
−1fδ la solucio´n correspondiente, tenemos
que la discontinuidad del operador A−1 implica que el error en la solucio´n |Q−Qδ|V
diverge a medida que δ tiende a cero. As´ı, vemos que pequen˜as perturbaciones en
las informaciones de entrada pueden resultar en grandes alteraciones en la solucio´n
aproximada Qδ.
En la literatura podemos encontrar diferentes estrategias para tratar tipo de pro-
blemas, llamados me´todos de regularizacio´n, entre ellas mencionamos la Expansio´n
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Truncada en Valores Singulares (TSVE) y Regularizacio´n de Tikhonov (RT).
Finalmente, el estudio de este problema inverso puede ser extendido al caso tridi-
mensional a partir del modelo de la ecuacio´n de Poisson en coordenadas cil´ındricas.
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Ape´ndice A
Sucesiones y series de funciones
La demostracio´n de los siguientes teoremas pueden ser encontrados en Rudin [40].
Definicio´n A.0.1. Sea {fn}n∈N es una sucesio´n de funciones reales definidas sobre
un subconjunto I de R.
1. La secuencia {fn}n∈N converge puntualmente en I a una funcio´n f si, para
cada x0 ∈ I fijo, la secuencia nume´rica {fn(x0)}n∈N converge a f(x0). Esto
equivale a decir que, dado ε > 0 y x0 ∈ I, existe un entero N = N(ε, x0) tal
que para todo n ≥ N
|fn(x0)− f(x0)| < ε.
2. La secuencia {fn}n∈N converge uniformente en I a una funcio´n f si, dado
ε > 0 existe un entero N = N(ε) tal que para todo n ≥ N
|fn(x)− f(x)| < ε,
para todo x ∈ I.
Teorema A.0.6. La sucesio´n de funciones {fn}n∈N, definidas en I, converge uni-
formemente en I si y solo si para cada ε > 0 existe un entero N tal que m,n ≥ N
implica
|fn(x)− fm(x)| < ε,
para todo x ∈ I.
Teorema A.0.7. Si {fn}n∈N es una secuencia de funciones continuas en I, y si
fn → f
uniformemente en I, entonces f es continua en I.
Teorema A.0.8. Supongamos que {fn} es una sucesio´n de funciones diferenciables
en [a, b] tal que {fn(x0)}n∈N converge, para algu´n punto x0 ∈ [a, b]. Si {f ′n}n∈N
converge uniformemente en [a, b], entonces {fn}n∈N converge uniformemente en [a, b]
hacia una funcio´n f , y
f ′(x) = l´ım
n→∞
f ′n(x), ∀x ∈ (a, b).
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Definicio´n A.0.2. Sea una sucesio´n de funciones {fn}n∈N definidas en I. Para cada
n ∈ N la secuencia definida por
sn(x) =
n∑
j=1
fj(x)
es la suma parcial cuyo te´rmino general es fn.
Si {sn(x)}n∈N es convergente, para todo x ∈ I, la funcio´n
f(x) =
∞∑
n=1
fn(x), x ∈ I
es llamada serie de la serie sn.
Teorema A.0.9. Sea una sucesio´n de funciones {fn}n∈N, definidas en I, y supon-
gamos que
|fn(x)| ≤Mn, ∀n ∈ N, ∀x ∈ I.
En estas condiciones la secuencia de funciones asociada
{∑n
j=1 fj
}
n∈N
es conver-
gente si la secuencia nume´rica
{∑n
j=1Mj
}
n∈N
es convergente.
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Ape´ndice B
Frontera
Definicio´n B.0.3. Sea Ω ⊂ Rn un subconjunto abierto de Rn, decimos que Ω tie-
ne frontera Γ = ∂Ω Lipschitz, si para cada N ∈ N existen subconjuntos abiertos
U1, . . . , Un ⊂ Rn tales que
1. ∂Ω ⊆ ⋃Ni=1 Ui.
2. Para cada i = 1, . . . , N la interseccio´n ∂Ω ∩ Ui es descrito como el gra´fico de
una funcio´n Lipschitz continua,
Sea Ω ⊂ Rn un subconjunto abierto y k ∈ N. Existen diferentes maneras de
definir la regularidad de la frontera de un conjunto abierto. Escogemos la definicio´n
dada en Evans [21].
Definicio´n B.0.4. Sea Ω ⊂ Rn abierto, acotado y k ∈ N. Decimos que la frontera
Γ = ∂Ω es de clase Ck, si para cada punto x0 ∈ Γ, existe r > 0 y una funcio´n
γ : Rn−1 → R de clase Ck(Rn−1) tal que
Ω ∩ B(x0, r) = {x ∈ B(x0, r); xn > γ(x1, . . . , xn−1)} .
1. Decimos que la frontera Γ es de clase C∞ si la funcio´n γ es de clase Ck(Rn−1)
para todo k ∈ N.
2. Decimos que Γ es anal´ıtica si el mapeo γ es anal´ıtico.
Definicio´n B.0.5. 1. Si ∂Ω es de clase C1, entonces a lo largo de ∂Ω es definido
el campo vectorial normal unita´rio en la direccio´n externa ν = (ν1, . . . , νn). El
vector normal unita´rio en el punto x0 ∈ ∂Ω es ν(x0) = ν = (ν1, . . . , νn).
2. Sea u ∈ C1(Ω), definimos la derivada normal de u como
∂u
∂ν
:= Du · ν
En los siguientes teoremas asumimos que Ω es un subconjunto abierto y limitado
de Rn con frontera ∂Ω de clase C1.
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Figura B.1: Frontera
Teorema B.0.10 (Teorema de Gauss-Green). Supongamos que u ∈ C1(Ω), en-
tonces ∫
Ω
uxidx =
∫
∂Ω
uνidS, (i = 1, . . . , n).
Demostracio´n. Ver [21].
Teorema B.0.11 (Integracio´n por partes). Supongamos que u, v ∈ C1(Ω), en-
tonces ∫
Ω
uxivdx = −
∫
Ω
uvxidx+
∫
∂Ω
uvνidS, (i = 1, . . . , n).
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