Abstract. The more sophisticated fuzzy clustering algorithms, like the Gustafson-Kessel algorithm [11] and the fuzzy maximum likelihood estimation (FMLE) algorithm [10] offer the possibility of inducing clusters of ellipsoidal shape and different sizes. The same holds for the EM algorithm for a mixture of Gaussians. However, these additional degrees of freedom often reduce the robustness of the algorithm, thus sometimes rendering their application problematic. In this paper we suggest shape and size regularization methods that handle this problem effectively.
Introduction
Prototype-based clustering methods, like fuzzy clustering [1, 2, 12] , expectation maximization (EM) [6] of a mixture of Gaussians [9] , or learning vector quantization [15, 16] , often employ a distance function to measure the similarity of two data points. If this distance function is the Euclidean distance, all clusters are (hyper-)spherical. However, more sophisticated approaches rely on a clusterspecific Mahalanobis distance, making it possible to find clusters of (hyper-) ellipsoidal shape. In addition, they relax the restriction (as it is present, e.g., in the fuzzy c-means algorithm) that all clusters have the same size [13] . Unfortunately, these additional degrees of freedom often reduce the robustness of the clustering algorithm, thus sometimes rendering their application problematic.
In this paper we consider how shape and size parameters of a cluster can be regularized, that is, modified in such a way that extreme cases are ruled out and/or a bias against extreme cases is introduced, which effectively improves robustness. The basic idea of shape regularization is the same as that of Tikhonov regularization for linear optimization problems [18, 8] , while size and weight regularization is based on a bias towards equality as it is well-known from Laplace correction or Bayesian approaches to the estimation of probabilities.
This paper is organized as follows: in Sections 2 and 3 we briefly review some basics of mixture models and the expectation maximization algorithm as well as fuzzy clustering. In Section 4 we discuss our shape, size, and weight regularization schemes. In Section 5 we present experimental results on well-known data sets and finally, in Section 6, we draw conclusions from our discussion.
In a mixture model [9] it is assumed that a given data set X = {x j | j = 1, . . . , n} has been drawn from a population of c clusters. Each cluster is characterized by a probability distribution, specified as a prior probability and a conditional probability density function (cpdf). The data generation process may then be imagined as follows: first a cluster i, i ∈ {1, . . . , c}, is chosen for a datum, indicating the cpdf to be used, and then the datum is sampled from this cpdf. Consequently the probability of a data point x can be computed as
where C is a random variable describing the cluster i chosen in the first step, X is a random vector describing the attribute values of the data point, and Θ = {Θ 1 , . . . , Θ c } with each Θ i , containing the parameters for one cluster (that is, its prior probability θ i = p C (i; Θ i ) and the parameters of the cpdf).
Assuming that the data points are drawn independently from the same distribution (i.e., that the probability distributions of their underlying random vectors X j are identical), we can compute the probability of a data set X as
Note, however, that we do not know which value the random variable C j , which indicates the cluster, has for each example case x j . Fortunately, though, given the data point, we can compute the posterior probability that a data point x has been sampled from the cpdf of the i-th cluster using Bayes' rule as
This posterior probability may be used to complete the data set w.r.t. the cluster, namely by splitting each datum x j into c data points, one for each cluster, which are weighted with the posterior probability p Cj |Xj (i|x j ; Θ). This idea is used in the well known expectation maximization (EM) algorithm [6] , which consists in alternately computing these posterior probabilities and estimating the cluster parameters from the completed data set by maximum likelihood estimation. For clustering numeric data it is usually assumed that the cpdf of each cluster is an m-variate normal distribution (Gaussian mixture [9, 3] ), i.e.
where µ i is the mean vector and Σ i the covariance matrix of the normal distribution, i = 1, . . . , c, and m is the number of dimensions of the data space.
In this case the maximum likelihood estimation formulae are
for the prior probability θ i and the mean vector µ i and
for the covariance matrix Σ i of the i-th cluster, i = 1, . . . , c.
Fuzzy Clustering
While most classical clustering algorithms assign each datum to exactly one cluster, thus forming a crisp partition of the given data, fuzzy clustering allows for degrees of membership, to which a datum belongs to different cluster [1, 2, 12] . Most fuzzy clustering algorithms are objective function based: they determine an optimal (fuzzy) partition of a given data set X = {x j | j = 1, . . . , n} into c clusters by minimizing an objective function
subject to the constraints n j=1 u ij > 0, for all i ∈ {1, . . . , c}, and
where u ij ∈ [0, 1] is the membership degree of datum x j to cluster i and d ij is the distance between datum x j and cluster i. The c × n matrix U = (u ij ) is called the fuzzy partition matrix and C describes the set of clusters by stating location parameters (i.e. the cluster center) and maybe size and shape parameters for each cluster. The parameter w, w > 1, is called the fuzzifier or weighting exponent. It determines the "fuzziness" of the classification: with higher values for w the boundaries between the clusters become softer, with lower values they get harder. Usually w = 2 is chosen. Hard clustering results in the limit for w → 1. However, a hard assignment may also be determined from a fuzzy result by assigning each data point to the cluster to which it has the highest degree of membership. Constraint (1) guarantees that no cluster is empty and constraint (2) ensures that each datum has the same total influence by requiring that the membership degrees of a datum must add up to 1. Because of the second constraint this approach is usually called probabilistic fuzzy clustering, because with it the membership degrees for a datum formally resemble the probabilities of its being a member of the corresponding clusters. The partitioning property of a probabilistic clustering algorithm, which "distributes" the weight of a datum to the different clusters, is due to this constraint.
Unfortunately, the objective function J cannot be minimized directly. Therefore an iterative algorithm is used, which alternately optimizes the membership degrees and the cluster parameters [1, 2, 12] . That is, first the membership degrees are optimized for fixed cluster parameters, then the cluster parameters are optimized for fixed membership degrees. The main advantage of this scheme is that in each of the two steps the optimum can be computed directly. By iterating the two steps the joint optimum is approached (although, of course, it cannot be guaranteed that the global optimum will be reached-the algorithm may get stuck in a local minimum of the objective function J).
The update formulae are derived by simply setting the derivative of the objective function J w.r.t. the parameters to optimize equal to zero (necessary condition for a minimum). Independent of the chosen distance measure we thus obtain the following update formula for the membership degrees [12] :
that is, the membership degrees represent the relative inverse squared distances of a data point to the different cluster centers, which is a very intuitive result. The update formulae for the cluster parameters, however, depend on what parameters are used to describe a cluster (location, shape, size) and on the chosen distance measure. Therefore a general update formula cannot be given. Here we briefly review the three most common cases: The best-known fuzzy clustering algorithm is the fuzzy c-means algorithm, which is a straightforward generalization of the classical crisp c-means algorithm. It uses only cluster centers for the cluster prototypes and relies on the Euclidean distance, i.e.,
where µ i is the center of the i-th cluster. Consequently it is restricted to finding spherical clusters of equal size. The resulting update rule is
that is, the new cluster center is the weighted mean of the data points assigned to it, which is again a very intuitive result. The Gustafson-Kessel algorithm [11] uses the Mahalanobis distance, i.e.,
, where µ i is the cluster center and Σ i is a cluster-specific covariance matrix with determinant 1 that describes the shape of the cluster, thus allowing for ellipsoidal clusters of equal size. This distance function leads to same update rule (4) for the clusters centers. The covariance matrices are updated according to
where
and m is the number of dimensions of the data space. Σ * i is called the fuzzy covariance matrix, which is simply normalized to determinant 1 to meet the abovementioned constraint. Compared to standard statistical estimation procedures, this is also a very intuitive result. It should be noted that the restriction to cluster of equal size may be relaxed by simply allowing general covariance matrices. However, depending on the characteristics of the data, this additional degree of freedom can deteriorate the robustness of the algorithm.
Finally, the fuzzy maximum likelihood estimation (FMLE) algorithm [10] is based on the assumption that the data was sampled from a mixture of c multivariate normal distributions as in the statistical approach of mixture models (cf. Section 2). It uses a (squared) distance that is inversely proportional to the probability that a datum was generated by the normal distribution associated with a cluster and also incorporates the prior probability of the cluster, i.e.,
where θ i is the prior probability of the cluster, µ i is the cluster center, Σ i a cluster-specific covariance matrix, which in this case is not required to be normalized to determinant 1, and m the number of dimensions of the data space (cf. Section 2). For the FMLE algorithm the update rules are not derived from the objective function due to technical obstacles, but by comparing it to the expectation maximization (EM) algorithm for a mixture of normal distributions (cf. Section 2), which, by analogy, leads to the same update rules for the cluster center and the cluster-specific covariance matrix as for the Gustafson-Kessel algorithm [12] , that is, equations (4) and (5). The prior probability θ i is, in direct analogy to statistical estimation (cf. Section 2), computed as
Note that the difference to the expectation maximization algorithm consists in the different ways in which the membership degrees (equation (3)) and the posterior probabilities in the EM algorithm are computed.
Since the high number of free parameters of the FMLE algorithm renders it unstable on certain data sets, it is usually recommended [12] to initialize it with a few steps of the very robust fuzzy c-means algorithm. The same holds, though to a somewhat lesser degree, for the Gustafson-Kessel algorithm.
It is worth noting that of both the Gustafson-Kessel as well as the FMLE algorithm there exist so-called axes-parallel version, which restrict the covariance matrices Σ i to diagonal matrices and thus allow only axes-parallel ellipsoids [14] . These variants have certain advantages w.r.t. robustness and execution time.
Regularization, as we use this term in this paper, means to modify the parameters of a cluster in such a way that certain conditions are satisfied or at least that a tendency (of varying strength, as specified by a user) towards satisfying these conditions is introduced. In particular we consider regularizing the (ellipsoidal) shape, the (relative) size, and the (relative) weight of a cluster.
Shape Regularization
The shape of a cluster is represented by its covariance matrix Σ i . Intuitively, Σ i describes a general (hyper-)ellipsoidal shape, which can be obtained, for example, by computing the Cholesky decomposition or the eigenvalue decomposition of Σ i and mapping the unit (hyper-)sphere with it.
Shape regularization means to modify the covariance matrix, so that a certain relation of the lengths of the major axes of the represented (hyper-)ellipsoid is obtained or that at least a tendency towards this relation is introduced. Since the lengths of the major axes are the roots of the eigenvalues of the covariance matrix, regularizing it means shifting the eigenvalues of Σ i . Note that such a shift leaves the eigenvectors unchanged, i.e., the orientation of the represented (hyper-)ellipsoid is preserved. Note also that such a shift of the eigenvalues is the basis of the Tikhonov regularization of linear optimization problems [18, 8] , which inspired our approach. We suggest two methods:
Method 1: The covariance matrices Σ i , i = 1, . . . , c, are adapted according to
, where m is the dimension of the data space, 1 is a unit matrix, σ 2 i = m |Σ i | is the equivalent isotropic variance (equivalent in the sense that it leads to the same (hyper-)volume, i.e., |Σ i | = |σ
i Σ i is the covariance matrix scaled to determinant 1, and h is the regularization parameter.
This regularization shifts up all eigenvalues by the value of σ 2 i h 2 and then renormalizes the resulting matrix so that the determinant of the old covariance matrix is preserved (i.e., the (hyper-)volume is kept constant). This regularization tends to equalize the lengths of the major axes of the represented (hyper-) ellipsoid and thus introduces a tendency towards (hyper-)spherical clusters. This tendency is the stronger, the greater the value of h. In the limit, for h → ∞, the clusters are forced to be exactly spherical; for h = 0 the shape is left unchanged.
Method 2:
The above method always changes the length ratios of the major axes and thus introduces a general tendency towards (hyper-)spherical clusters. In this method, however, a limit r, r > 1, for the length ratio of the longest to the shortest major axis of the (hyper-)ellipsoid is used and only if this limit is exceeded, the eigenvalues are shifted in such a way that the limit is satisfied.
Formally: let λ k , k = 1, . . . m, be the eigenvalues of the matrix Σ i . Set
, otherwise, and execute Method 1 with this value of h 2 .
Size Regularization
The size of a cluster can be described in different ways, for example, by the determinant of its covariance matrix Σ i , which is a measure of the clusters squared (hyper-)volume, an equivalent isotropic variance σ 2 i or an equivalent isotropic radius (standard deviation) σ i (equivalent in the sense that they lead to the same (hyper-)volume, see above). The latter two measures are defined as
and thus the (hyper-)volume may also be written as σ m i = |Σ i |. Size regularization means to ensure a certain relation between the cluster sizes or at least to introduce a tendency into this direction. We suggest three different versions of size regularization, in each of which the measure that is used to describe the cluster size is specified by an exponent a of the equivalent isotropic radius σ i , with the special cases: a = 1 : equivalent isotropic radius, a = 2 : equivalent isotropic variance, a = m : (hyper-)volume.
Method 1: The equivalent isotropic radii σ i are adapted according to
That is, each cluster size is increased by the value of the regularization parameter b and then the sizes are renormalized so that the sum of the cluster sizes is preserved. However, the parameter s may be used to scale the sum of the sizes up or down (by default s = 1). For b → ∞ the cluster sizes are equalized completely, for b = 0 only the parameter s has an effect. This method is inspired by Laplace correction or Bayesian estimation with an uniformative prior (see below).
Method 2:
This method does not renormalize the sizes, so that the size sum increases by cb. However, this missing renormalization may be mitigated to some degree by specifying a value of the scaling parameter s that is smaller than 1. The equivalent isotropic radii σ i are adapted according to
Method 3: The above methods always change the relation of the cluster sizes and thus introduce a general tendency towards clusters of equal size. In this method, however, a limit r, r > 1, for the size ratio of the largest to the smallest cluster is used and only if this limit is exceeded, the sizes are changed in such a way that the limit is satisfied. To achieve this, b is set according to
and then Method 1 is executed with this value of b.
Weight Regularization
A cluster weight θ i only appears in the mixture model approach and the FMLE algorithm, where it describes the prior probability of a cluster. For the cluster weight we may use basically the same regularization methods as for the cluster size, with the exception of the scaling parameter s, since the θ i are probabilities, i.e., we must ensure c i=1 θ i = 1. Therefore we have: Method 1: The cluster weights θ i are adapted according to
where b is the regularization parameter. Note that this method is equivalent to a Laplace corrected estimation of the prior probabilities or a Bayesian estimation with an uninformative (uniform) prior.
Method 2:
The value of the regularization parameter b is computed as
, otherwise, with a user-specified maximum weight ratio r, r > 1, and then Method 1 is executed with this value of b.
Experiments
We implemented our regularization methods as part of an expectation maximization and fuzzy clustering program written by the first author of this paper and applied it to several different data sets from the UCI machine learning repository [4] . In all data sets each dimension was normalized to mean value 0 and standard deviation 1 in order to avoid any distortions that may result from different scaling of the coordinate axes. As one illustrative example, we present here the result of clustering the iris data (excluding, of course, the class attribute) with the Gustafson-Kessel algorithm using three cluster of fixed size (measured as the isotropic radius) of 0.4 (since all dimensions are normalized to mean 0 and standard deviation 1, 0.4 is a good size of a cluster if three clusters are to be found). The result without shape regularization is shown in Figure 1 on the left. Due to the few data points located in a thin diagonal cloud on the right border on the figure, the middle cluster is drawn into a very long ellipsoid. Although this shape minimizes the objective function, it may not be a desirable result, because the cluster structure is not compact enough. Using shape regularization method 2 with r = 4 the cluster structure shown on the right in Figure 1 is obtained. In this result the clusters are more compact and resemble the class structure of the data set.
As another example let us consider the result of clustering the wine data with the fuzzy maximum likelihood estimation (FMLE) algorithm using three clusters of variable size. We used attributes 7, 10, and 13, which are the most informative w.r.t. the class assignments. One result without size regularization is shown in Figure 2 on the left. However, the algorithm is much too unstable to present a unique result. Often enough clustering fails completely, because one cluster collapses to a single data point-an effect that is due to the steepness of the Gaussian probability density function. This situation is considerably improved with size regularization, a result of which (which sometimes, with a fortunate initialization, can also be achieved without) is shown on the right in Figure 2 . It was obtained with method 3 with r = 2. Although the result is still not Fig. 2 . Result of fuzzy maximum likelihood estimation (FMLE) algorithm on the wine data with fixed cluster weight without (left) and with size regularization (right, method 3 with r = 2). Both images show attribute 7 (horizontal) and attribute 10 (vertical). Clustering was done on attributes 7, 10, and 13.
.
unique and sometimes clusters still focus on very few data points, the algorithm is considerably more stable and reasonable results are obtained much more often than without regularization. Hence we can conclude that size regularization considerably improves the robustness of the algorithm.
Conclusions
In this paper we suggested shape and size regularization methods for clustering algorithms that use a cluster-specific Mahalanobis distance to describe the shape and the size of a cluster. The basic idea is to introduce a tendency towards equal length of the major axes of the represented (hyper-)ellipsoid and towards equal cluster sizes. As the experiments show, these methods improve the robustness of the more sophisticated fuzzy clustering algorithms, which without them suffer from instabilities even on fairly simple data sets. Regularized clustering can even be used without an initialization by the fuzzy c-means algorithm. It should be noted that with a time-dependent shape regularization parameter one may obtain a soft transition from the fuzzy c-means algorithm (spherical clusters) to the Gustafson-Kessel algorithm (general ellipsoidal clusters).
Software A free implementation of the described methods as command line programs for expectation maximization and fuzzy clustering can be found at http://fuzzy.cs.uni-magdeburg.de/~borgelt/software.html#cluster
