In this paper, the single machine scheduling problem with deteriorating jobs and learning effects are considered, which is shown in the previous research that the SDR method no longer provides an optimal solution for the problem. In order to solve the problem, a new exact algorithm is proposed. Various test problems are solved to evaluate the performance of the proposed heuristic algorithm using different measures. The results indicate that the algorithm can solve various test problems with small, medium and large sizes in a few seconds with an error around 1% where solving the test problems with more than 15 jobs is almost impossible by examining all possible permutations in both complexity and time aspects.
Introduction and literature review
In classical scheduling problems, it is assumed that the processing time of jobs is constant and known. In many real-world conditions, the processing time of jobs may influence by many factors.
Deterioration and learning effect are important factors which can influence the processing time of jobs. By the deterioration, we mean that the processing time of jobs is a function of their starting times. By learning effect, we mean that the processing time of a job depends on its position in the sequence. In the last decade many researchers paid attention to scheduling problems with deteriorating jobs and learning effect. Wen-Chiung Lee (2004) and CHENG Ming-bao, SUN Shijie (2006) considered deterioration and learning effect simultaneously and proved that the makespan problem remains polynomial solvable. To the best of our knowledge papers which considered deteriorating jobs or learning effect or considered both deteriorating jobs and learning effect simultaneously include Lee and Wu (2008, 2009 where the processing time of jobs followed as , = ( + ) −1 they proposed polynomial solutions for makespan, maximum lateness minimization, total flow times minimization problems under special cases. For the third special case they proved by an example that for the problem 1 
Problem Definition and formulation
In this paper, we consider a model which consider the deterioration rate and learning effect simultaneously. In the model, there are n jobs ready to be processed on a single machine. The assumptions are as follows:
1-The jobs are available and ready for processing at > 0.
2-The machine can handle only one job at a special time > 0.
3-Preemption is not allowed.
4-The jobs are independent.

The first model:
We consider the model proposed by Cheng Ming-bao and Sun Shi-jie(2006), which denotes , as the processing time of job when it is scheduled in ℎ position in a sequence with normal processing time 0 . So we have:
Where is detethe rioration rate of job and 0 < ≤ 1 is the learning index and is the starting time of processing on job . 
Step3-b:
Then calculate the new T (completion time of the last job) and check the two conditions mentioned in step2-b and put third job after the second job. Do this to remaining jobs to put them in sequence using step2-b. Name this sequence as sequence2. (Note: for first job we have = 1.)
C) The best sequence
Calculate the Makespan for sequence1 and sequence2, Then the sequence with lower Makespan is the best near-optimal sequence. Under sequence we have:
Similarly under ′ we have:
To show that ′ dominates we have: then ( − −1 + 0 2 −1 ) < 0 so we have ( − ) < 0 to complete the proof. Therefore we have < and by considering sequence, it is clear that the sequence ( ) which we have put the job with the smallest deterioration rate at the first, is better than sequence ( ′ ) which we put the job with the largest deterioration rate at the first, therefore in this
) we have to put the job with the smallest deterioration rate at the first (when we have two jobs), The well-known Smallest Deterioration Rate (SDR) method. This completes the proof.
We proposed a new heuristic algorithm to solve the problem:
Heuristic Algorithm:
A) Finding the first sequence:
Step1-a: 
Step3-b:
Then calculate the new T (completion time of the last job) and check the two-condition mentioned in step2-b and put the third job after the second job. Do this to remaining jobs to put them in sequence using step2-b. Name this sequence as sequence2. (Note: for first job we have = 1.)
C) The best sequence
Calculate the Makespan for sequence1 and sequence2 and then the sequence with minimum
Makespan is the best near optimal or optimal sequence.
Performance evaluation
We have solved various test problems with different sizes to compare solutions obtained from solve the test problems with three solution methods using a laptop with i7 Cpu and 8 GB of RAM. Table 1 presents the distribution of parameters and the deterioration rate of jobs for each test problem presented in Table 2 , the best sequence obtained by each solution method presented in Table 3 and the solution detailed results are presented in Table ( As in Table 4 , the mean error percentage of the proposed algorithm is 0.24 percent, while the mean error percentage for SDR method is 23.16 percent which shows that the proposed algorithm performs better than SDR method. On the other hand from comparing algorithms Cpu-Times it takes too long to calculate the Makespan for all possible permutations and find the best sequence, for example for = 10 jobs we have to calculate the Makespan for 10! = 3628800 sequences which takes 917.10 seconds, note that our computer with an i7 Cpu and 8GB of RAM can calculate the Makespan for 4817 sequences in just one second, considering this to find the best sequence for = 15 jobs we have to calculate the Makespan for 15! = 1307674368000 sequences which means it takes almost 9 years to find the best solution by examining all possible permutations, but the proposed algorithm can find a very near optimal sequence with a tight approximation and an error around 1% which means that the proposed algorithm is efficient in both Cpu-Time and error percentage comparing to other solution methods.
Conclusion and future research:
In this paper, a new heuristic algorithm is proposed to solve single machine scheduling problem with time-dependent processing times and learning effects. We evaluate the performance of the heuristic algorithm by solving various test problems using different measures. We show that the proposed heuristic algorithms can solve test problems in different sizes efficiently in a few seconds with an error of around 1%.
For future research, it's worthwhile to propose new solution approaches which can obtain the optimal solution.
