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QUANTUM CLUSTER CHARACTERS OF HALL ALGEBRAS
ARKADY BERENSTEIN AND DYLAN RUPEL
To the memory of Andrei Zelevinsky
Abstract. The aim of the present paper is to introduce a generalized quantum cluster character,
which assigns to each object V of a finitary Abelian category C over a finite field Fq and any se-
quence i of simple objects in C the element XV,i of the corresponding algebra PC,i of q-polynomials.
We prove that if C was hereditary, then the assignments V 7→ XV,i define algebra homomorphisms
from the (dual) Hall-Ringel algebra of C to the PC,i, which generalize the well-known Feigin
homomorphisms from the upper half of a quantum group to q-polynomial algebras.
If C is the representation category of an acyclic valued quiver (Q,d) and i = (i0, i0), where i0
is a repetition-free source-adapted sequence, then we prove that the i-character XV,i equals the
quantum cluster character XV introduced earlier by the second author in [30] and [31]. Using this
identification, we deduce a quantum cluster structure on the quantum unipotent cell corresponding
to the square of a Coxeter element. As a corollary, we prove a conjecture from the joint paper
[5] of the first author with A. Zelevinsky for such quantum unipotent cells. As a byproduct,
we construct the quantum twist and prove that it preserves the triangular basis introduced by
A. Zelevinsky and the first author in [6].
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1. Introduction
The aim of this paper is two-fold:
• Generalize the Feigin homomorphism to Hall algebras of hereditary categories.
• Establish a quantum cluster structure on the image of the homomorphism.
The Feigin homomorphism Ψi : U+ → Pi was proposed by B. Feigin in 1992 as an elementary
tool for the study of quantized enveloping algebras U+(g), where g is a Kac-Moody algebra, i =
(i1, . . . , im) is a sequence of simple roots of g, and Pi is an appropriate q-polynomial algebra in
t1, . . . , tm (see [1, 21, 22] or Section 2 below for details). Ultimately, Feigin’s homomorphism assigns
to each simple generator Ei, i = 1, . . . , n of U+ the linear q-polynomial
∑
k:ik=i
tk.
It turns out that if i is a reduced word for an element w of the Weyl group W , then Iw := kerΨi
depends only on w and Ψi defines an isomorphism between the skew-field of fractions of Uw = U+/Iw
and the skew-field of fractions of Pi (see e.g., [1, Theorem 0.5]).
This result can be viewed as an indicator of a possible quantum cluster structure on Uw, which,
therefore, is more convenient to identify with the quotient of the dual algebra Cq[N ], where N
is a maximal unipotent subgroup of the corresponding Kac-Moody group G. For generic q this
identification is done for free because Cq[N ] ∼= U+, but if q = 1, then Cq[N ] specializes to the
coordinate algebra C[N ] and Uw – to the coordinate algebra of the closure of the unipotent cell
Nw = B−wB−∩N , where B− is a Borel subgroup of G complementary to N (see [1, 3, 4] for details).
Since the (upper) cluster structure on C[Nw] has been established in [2] by using a “classical”
analogue of Ψi, it is natural to expect an analogous result for each Uw.
One of the advantages of Feigin’s homomorphism is that it allows to replace a very complicated
algebra Uw with the isomorphic subalgebra Ai := Ψi(Cq[N ]) of Pi and look in a more efficient
way for its quantum cluster structure inside the much simpler algebra Pi. In fact, we always have
coefficients C1, . . . , Cn in Ai which are monomials in t1, . . . , tm. These form an Ore subset which
allows to define the localization Ai of Ai by C1, . . . , Cn. Our main result is the following.
Theorem 1.1. (Theorem 2.9) For i = (i0, i0), where i0 = (i1, . . . , in) is any ordering of simple
roots of g, the algebra Ai is an (acyclic) upper cluster algebra of rank n with respect to an initial
quantum cluster X = {X1, . . . , Xn, C1, . . . , Cn}, where each Xj is a monomial in t
−1
1 , . . . , t
−1
2n .
The acyclicity of A(i0,i0) will be obvious from the definition of the cluster structure and monomi-
ality of coefficients Ci is known for any i ([1, Theorem 3.1]), but the monomiality of the initial cluster
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variables is highly non-trivial, in particular, it implies the following “quantum chamber ansatz” (cf
[5]).
Corollary 1.2. In the assumptions of Theorem 1.1 for each i = 1, . . . , n there exists an element
X˜i ∈ Cq[N ] such that Ψi(X˜i) = XiC, where C is a monomial of C1, . . . , Cn.
Using these results, we settle a particular case of Conjecture 10.10 from [5].
Theorem 1.3. If i = (i0, i0), then the restriction of the homomorphism in [5, Proposition 10.9]
to Ai is an isomorphism Ai→˜Cq[N c
2
], where c is the Coxeter element in W corresponding to the
reduced word i0.
We prove Theorem 1.3 (see also Theorem 2.11) in Section 7.3.
It is natural to expect (Conjecture 2.12) that Theorem 1.1 and hence the “quantum chamber
ansatz” hold without any assumptions on a reduced word i. It would be interesting to compare the
conjecture with the results of [17] where a cluster structure was established (for g with symmetric
Cartan matrix) on quantum Schubert cells Uq(w) = Cq[N ∩ wN−w
−1], which are “close relatives”
of quantum unipotent cells Uw.
Our proof of Theorem 1.1 led us to the generalization of Feigin’s homomorphism to Hall-Ringel
algebras H(C) for most hereditary Abelian categories C, which are natural generalizations and
extensions of the quantum algebras U+. We first assign to each isomorphism class [V ] ∈ H(C) a
certain element XV,i of Pi (we refer to it as the quantum cluster i-character of V ), which is, in a
sense, a generating function for flags in the object V (formula (2.2)). We prove (Theorem 2.1) that,
under certain co-finiteness conditions, for each hereditary category C the assignment [V ] 7→ XV,i
defines a homomorphism of algebras
(1.1) ΨC,i : H(C)→ Pi
which, in the case when C = repF(Q,d) for an acyclic valued quiver (Q,d), restricts to Feigin’s
homomorphism from U+ ⊂ H(C) to Pi (Corollary 2.2).
Using the homomorphism (1.1), we directly construct all non-initial cluster variables in A(i0,i0) as
images Ψi([E]) where [E] ∈ U+ runs over all isomorphism classes of exceptional representations of
(Q,d). This is achieved by identifying flags with Grassmannians of subobjects in V and employing
a quantum version of the famous Caldero-Chapoton formula ([7, 8]) developed by the second author
in [30, 31] and independently by Qin in [24]. It would be interesting to compare this with a similar
bijection between flags and Grassmannians constructed in [16].
We hope to prove Conjecture 2.12, e.g., construct cluster variables in Ai, in a similar fashion, by
identifying our quantum cluster character XV,i with some quantization of a Caldero-Chapoton type
character formula.
As a byproduct, we construct the quantum twist automorphism η of Ai in the acyclic case and
prove that it preserves the triangular basis of Ai (Corollary 2.15). We expect that the twist always
exists (Conjecture 2.12(c)) and preserves the canonical basis Bi of Ai (Conjecture 2.17).
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2. Definitions and main results
Let C be a small finitary Abelian category of finite global dimension, that is, |Exti(U, V )| < ∞
for all V,W ∈ C, i ≥ 0 and Exti(U, V ) = 0 for all but finitely many i ∈ Z≥0 (where we follow the
convention Ext0(U, V ) = Hom(U, V )).
For V,W ∈ C define (the square root of) the multiplicative Euler-Ringel form 〈V,W 〉 by:
〈V,W 〉 =
∞∏
i=0
|Exti(V,W )|
1
2 (−1)
i
.
In fact, 〈V,W 〉 depends only on Grothendieck classes |V | and |W | in the Grothendieck group K(C)
of the category C and can be viewed as a bicharacter 〈·, ·〉 : K(C) × K(C) → k×, where we fix any
field k of characteristic 0 containing all 〈V,W 〉
1
2 for V,W ∈ C.
Let S = {Si : i ∈ I} be a set of pairwise non-isomorphic objects of C. For any sequence
i = (i1, . . . , im) ∈ Im we define the skew-polynomial algebra Pi = PC,S,i over k to be generated by
t1, . . . , tm subject to the relations
(2.1) tℓtk = 〈Sik , Siℓ〉〈Siℓ , Sik〉 · tktℓ for k < ℓ.
Furthermore, for each object V ∈ C we define the (quantum cluster) i-character XV,i of V in (the
completion of) Pi by
(2.2) XV,i =
∑
a=(a1,...,am)∈Zm≥0
∏
1≤k<ℓ≤m
(
〈Sik , Siℓ〉
〈Siℓ , Sik〉
) 1
2akaℓ
· |Fi,a(V )| · t
a1
1 · · · t
am
m ,
where Fi,a(V ) is the set of all flags of subobjects in V of type (i, a), that is
(2.3) Fi,a(V ) = {0 = Vm ⊂ Vm−1 ⊂ · · · ⊂ V1 ⊂ V0 = V : Vk−1/Vk ∼= S
⊕ak
ik
, k = 1, . . . ,m}.
Note that the sum in (2.2) is finite if V has finitely many subobjects, otherwise XV,i belongs to
a suitable completion of Pi.
For each object V of C denote by [V ] its isomorphism class and let H(C) be the k-vector space
freely spanned by all [V ] (this is the Hall-Ringel algebra, see section 3 for details). Denote by H∗(C)
the finite dual Hall-Ringel algebra, which is the space of linear functions H(C)→ k with a basis of
all delta-functions δ[V ] labeled by isomorphism classes [V ] of objects of C. It is convenient to slightly
rescale the basis of H∗(C) as follows:
(2.4) [V ]∗ = 〈V, V 〉−
1
2 f(|V |) · δ[V ],
Quantum cluster characters of Hall algebras 5
where f : K(C) → k× is a homomorphism of groups defined by f(|S|) = 〈S, S〉
1
2 for all simple
objects S of C. It turns out that the assignment
(2.5) [V ]∗ 7→ XV,i
often defines an algebra homomorphism from H∗(C) to Pi.
Theorem 2.1. Assume that C is hereditary and cofinitary and let S = {Si | i ∈ I} be a set of simple
objects having no self-extensions. Then for any sequence i = (i1, . . . , im) ∈ Im the assignment (2.5)
defines an algebra homomorphism
ΨC,i : H
∗(C)→ Pi .
We will prove Theorem 2.1 in Section 3 using generalities on bialgebras in braided monoidal
categories presented in the Appendix (Section 9). We will also provide some explicit formulas for
ΨC,i in terms of the H(C)-action onH(C)∗ (Proposition 3.6). Note that for the category repF(Q,d) of
finite dimensional F-linear representations of any finite (valued) quiverQ is hereditary (see e.g., [20]),
so that Theorem 2.1 is applicable to such a category and to any collection S of simple objects if Q
has no vertex loops.
The homomorphism ΨC,i interpolates between a number of known homomorphisms. Denote by
U∗+ the subalgebra of H
∗(C) generated by the simple objects [Si]∗, i ∈ I.
Corollary 2.2. The restriction of ΨC,i to the subalgebra U
∗
+ is the homomorphism Ψi : U
∗
+ → Pi
determined by (for j ∈ I):
(2.6) Ψi([Sj ]
∗) =
∑
k : ik=j
tk.
Note that if C = repF(Q,d) for an acyclic valued quiver (Q,d) and S is the set of simple represen-
tations, then U∗+ is the dual of the quantized enveloping algebra and Ψi is the Feigin homomorphism
used in [1, 21, 22] to relate the skew-fields of fractions of U∗+ and Pi.
Also note that for C = repF(Q,d), if S is the set of all simple object in C, and i = i0 is the
repetition-free source-adapted sequence, then we obtain the following result (see [26, Lemma 3.3]
for details).
Corollary 2.3. The homomorphism Ψrep
F
(Q,d),i0 equals the Reineke homomorphism
∫
.
Note that for equally valued quivers Q our homomorphisms Ψrep
F
(Q,d),i are related to the gener-
alizations of
∫
announced by Jiarui Fei ([13, Proposition 6.1]).
Now we relate the i-character XV,i with the quantum cluster character XV defined by the second
author in [30, 31]. Namely, according to Definition 5.1 of [31], for V ∈ C, XV = XV (C) is an element
of a certain based quantum torus TC given by:
(2.7) XV =
∑
E⊂V
〈V, V/E〉−1 ·X−|E|
∗−∗|V/E| ,
where |V | denotes the class of V in the Grothendieck group K(C) and (·)∗, ∗(·) are certain dualities
on K(C) (see Section 5.1 for details).
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Given a lattice L and a unitary bicharacter χ : L × L → k× define the based quantum torus Tχ
to be a k-algebra with the basis Xe, e ∈ L subject to the relations:
(2.8) XeXf = χ(e, f)Xe+f
for all e, f ∈ Zm. Clearly, if L = Zm, then Tχ is generated by X
±1
k := X
±εk , where {ε1, . . . , εm} is
the standard basis of Zm, subject to the relations:
(2.9) XkXℓ = qkℓXℓXk
for all 1 ≤ k < ℓ ≤ m, where qkℓ =
χ(εk,εℓ)
χ(εℓ,εk)
. And vice versa, any algebra with a presentation (2.9)
is isomorphic to some Tχ. In what follows, we will always require that χ is unitary: χ(e, e) = 1 and
χ(e, f)χ(f, e) = 1 for all e, f ∈ Zm, so that χ is uniquely determined by the triangular array (qkℓ).
Denote by Li is the based quantum torus Pi[t
−1
1 , . . . , t
−1
m ] with tk = t
εk for all 1 ≤ k ≤ m. The
following obvious fact will be used several times.
Lemma 2.4. For any sequence i ∈ Im and any Z-linear automorphism ϕ of Zm there exists a unique
unitary bicharacter χi,ϕ such that ϕ extends to an isomorphism of based quantum tori ϕˆi : Li→˜Tχi,ϕ
defined by
ϕˆ(ta) = Xϕ(a)
for a ∈ Zm (e.g., Xk = Xεk = ϕˆ(tϕ
−1(εk)) for k = 1, . . . ,m).
Let A be any integer I × I-matrix with aii = 2 for i ∈ I. For any sequence i ∈ Im we define
Z-linear automorphisms ϕi, ρi of Z
m by
(2.10) ϕi(εk) = −εk − εk− −
∑
ℓ : ℓ<k<ℓ+
aiℓ,ikεℓ, ρi(εk) = εk −
∑
ℓ≤k : ℓ+=m+1
aiℓikεℓ
for 1 ≤ k ≤ m (with the convention εs = 0 if s /∈ [1,m]). Here we used the notation from [5]:
(2.11) k+ = min{ℓ : ℓ > k, iℓ = ik} ∪ {m+ 1}, k
− = max{ℓ : ℓ < k, iℓ = ik} ∪ {0}
for 1 ≤ k ≤ m. The inverse of ϕi is more complicated, see Lemma 4.2.
Theorem 2.5. Let (Q,d) be an acyclic valued quiver with n vertices, A = (aij) be the associated
n× n Cartan matrix, i0 be a source adapted sequence for Q, and i := (i0, i0). Then:
(a) There exists an extension (Q˜, d˜) of (Q,d) on 2n vertices such that TQ˜ = Tχ
i,ρ
−1
i
ϕ
i
.
(b) For any representation V of (Q,d) over a finite field F of q elements one has:
(2.12) ρ̂−1
i
ϕi(XV,i) = X˜V
where X˜V denotes the quantum cluster character (2.7) attached to C˜ = repF(Q˜, d˜) (here V is viewed
as an object of C˜ under the natural embedding).
We prove Theorem 2.5 in Section 5.
Remark 2.6. Theorems 2.1 and 2.5 together explain observations of [7, 8] that multiplication of
cluster characters resemble the multiplication in the dual Hall-Ringel algebra of repF(Q,d).
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It follows from [10, Theorem 5.1] that if V is a rigid object of C = repF(Q,d) (i.e. Ext
1
C(V, V ) = 0)
and Q is acyclic, then the basis vector [V ]∗ of H∗(C) belongs to the composition algebra U∗+. These
observations and Theorem 2.5 imply that the Grassmannians of subobjects of rigid objects often
have counting polynomials. To state this result, we need more notation.
For each e ∈ K(C) and V ∈ C denote by Gre(V ) the set of all subobjects E ⊂ V such that
|E| = e, so that the formula (2.7) reads:
(2.13) XV =
∑
e∈K(C)
〈|V |, |V | − e〉−1 · |Gre(V )| ·X
−e∗−∗(|V |−e) .
From now on, until the end of the section, U∗+ will be the generic composition algebra (see [29,
Section 5] for details), that is, U∗+ = U
∗
+(A) is a k(q
1
2 )-algebra generated by xi = [Si]
∗, i ∈ I subject
to the quantum Serre relations determined by a symmetrizable I×I Cartan matrix A. Accordingly,
we view Li as a k(q
1
2 )-algebra generated by t±k subject to the relations (cf (2.1)):
tℓtk = q
cik,iℓ tktℓ
for 1 ≤ k < ℓ ≤ m, where cij = diaij = aijdj is the (ij)th entry of the symmetrized Cartan matrix.
Combining this and (2.12) with [10, Theorem 5.1], we generalize [31, Corollary 1.2].
Corollary 2.7. Let (Q,d) be an acyclic valued quiver and V ∈ RepF(Q,d) be rigid, i.e., has no
self-extensions. Then for any i ∈ Im, a ∈ Zm≥0 there exists a polynomial p
V
i,a(x) ∈ Z[x] such that
|Fi,a(V )| = p
V
i,a(|F|) .
In particular, for any e ∈ K(C) one has
|Gre(V )| = p
V
(i0,i0),ae
(|F|) ,
where ae = (v1 − e1, . . . , vn − en, e1, . . . , en) and |V | =
∑
i∈I vi|Si|, e =
∑
i∈I ei|Si|.
Remark 2.8. In [24] Qin proved that for an equally valued Q all counting polynomials pV(i0,i0),ae
for Gre(V ) belong to Z≥0[x] (this was announced earlier by Caldero and Reineke in [9], but their
proof was incomplete). We expect that all pV
i,a for rigid V have nonnegative coefficients. This has
been recently confirmed by the second author in [32] when Q is any acyclic valued quiver with two
vertices and i = (i0, i0). Moreover, based on numerous examples and results of [12], we expect that
all pV
i,a for rigid V are unimodular, i.e., p
V
i,a ∈ q
n
∑
k≥0
Z≥0 · (k)q for some n ≥ 0, where (k)q :=
qk−1
q−1 .
For each sequence i = (i1, . . . , im) we define the upper cluster algebra Ui = U(Xi, B˜i) ⊂ Li of
the seed (Xi, B˜i), where Xi = {tϕ
−1
i
(ε1), . . . , tϕ
−1
i
(εm)} in the notation (2.10) and B˜i is the exchange
matrix defined in [5, Section 8.2] (see also Section 4).
Main Theorem 2.9. Let A be a symmetrizable I × I Cartan matrix and let i = (i0, i0), where i0
is an ordering of I. Then
(a) Ψi(U
∗
+) ⊂ Ui.
(b) The assignment V 7→ Ψi([V ]∗) is a bijection between isomorphism classes of exceptional
representations of the associated valued quiver (Q,d) and non-initial cluster variables in Ui.
(c) If i is reduced, then the localization of Ψi(U
∗
+) by the cluster coefficients is equal to Ui.
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We prove Theorem 2.9 in Section 7.
Theorem 2.10. Assume that i = (i0, i0) is reduced. Then there exists an isomorphism η : Ui → Ui
such that
η(tϕ
−1
i
(εk)) = Ψi([Vk]
∗), η(tϕ
−1
i
(εk+|I|)) = t−ϕ
−1
i
(εk+|I|)
for k = 1, . . . , |I|, where Vk is the exceptional object of repF(Q,d) such that |Vk| = si1 · · · sik−1 |Sik |.
We prove Theorem 2.10 in Section 7.2. Using these results, we settle a particular case of Conjec-
ture 10.10 from [5]. Indeed, following [5, Section 9.3], for any extremal weight γ of a fundamental
simple Uq(g)-module Vωi (i ∈ I) one defines an extremal vector ∆γ ∈ Vωi ⊂ U
∗
+ (it is sometimes
called a “generalized minor”), where ωi is the i-th fundamental weight of g. Using q-commutation
relations between various ∆γ (see e.g., [5, Theorem 10.1]), one has an injective homomorphism of
algebras (for each reduced word i = (i1, . . . , im) for an element w in the Weyl group W of g):
(2.14) Li → Frac(kq [N
w])
given by:
tϕ
−1
i
(εk) 7→ ∆si1 ···sikωik
for k = 1, . . . ,m, where x is the image of x ∈ U∗+ under the canonical projection U
∗
+ ։ kq[N
w].
A particular case of Conjecture 10.10 from [5] asserts that the restriction of (2.14) to Ui is an
isomorphism of algebras
Ui→˜kq[N
w] .
It follows from the results of [1] that kerΨi is the defining ideal of kq[N
w] in U∗+ for any reduced
word i for w ∈W , therefore, Ψi factors through the injective homomorphism
Ψ
i
: kq[N
w] →֒ Li
(see Section 7.3 for details). The following result settles the above conjecture for i = (i0, i0).
Theorem 2.11. In the assumptions of Theorems 2.9(c) and 2.10, the restriction of (2.14) to Ui is
an isomorphism
Ψ−1
i
◦ η : Ui→˜kq[N
c2 ] ,
where c is the Coxeter element in W corresponding to the reduced word i0.
We prove Theorem 2.11 in Section 7.3. It is natural to expect that both Theorem 2.9 and Theorem
2.11 hold for all reduced words i.
Conjecture 2.12. Let A be a symmetrizable I × I Cartan matrix and let i = (i1, . . . , im) be a
reduced word for an element w ∈W . Then:
(a) Ψi(U
∗
+) ⊂ Ui. Moreover, the localization of Ψi(U
∗
+) by the cluster coefficients is Ui.
(b) For each exceptional representation V of (Q,d) the element Ψi([V ]
∗) ∈ Ui is a cluster variable.
(c) The assignment tϕ
−1
i
(εk) 7→ Ψi(∆si1 ···sikωik ) defines an isomorphism ηi : Ui→˜Ui.
Remark 2.13. The “classical” version of the conjecture is known: it follows from [2, Theorem 2.10]
and the existence of the “classical” twist ηw, a certain automorphism of the unipotent cell N
w ([3,
Theorem 1.2]) which interpolates between two embeddings of tori (k×)m →֒ Nw, (k×)m →֒ Nw.
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Remark 2.14. Similar to Theorem 2.11, Conjecture 2.12(c) implies [5, Conjecture 10.10], i.e., for
any reduced word i for w ∈ W , the restriction of (2.14) to Ui is an isomorphism Ψ
−1
i
◦ηi : Ui→˜kq[Nw].
We conclude the section with the relationship between the twist η : Ui → Ui from Theorem 2.10
and canonical basis in Ui.
Recall that in [6] A. Zelevinsky and the first author constructed a triangular basis B(Σ) in the
upper cluster algebra U(Σ) for each acyclic quantum seed Σ in Ui and proved that B(Σ) does not
depend on the choice of Σ ([6, Theorem 1.6]). This basis consists of bar-invariant elements and
has a triangular transition matrix (in terms of powers of q
1
2 ) to the initial standard monomial basis
E(Σ) = {Ea, a ∈ Zm}. Since η commutes with the bar-involution and sends the initial standard
monomial basis E(Σi) to E(Σ′) for some other seed Σ′ of Ui, the following is immediate.
Corollary 2.15. In the assumptions of Theorem 2.10, one has
η(B(Σi)) = B(Σi) .
The basis B(Σ) is an analogue of the dual canonical basis (see e.g., discussion in [6, Remark 1.8]).
To make this analogy precise, we define the canonical basis B′
i
in Ψi(U
∗
+) and relate it to the twist
ηi from Conjecture 2.12(c).
Indeed, let B∗ be the dual canonical basis of U∗+. For each reduced i ∈ I
m we define B′
i
⊂ Li by:
B′i = Ψi(B
∗) \ {0} .
The following is immediate (part (a) follows from [25, Proposition 4.2], part (b) follows from that
Ψi commutes with the bar-involutions and part (c) – from [23, Theorem 6.18]).
Proposition 2.16. For each reduced i ∈ Im one has:
(a) The set B′
i
is a basis of Ψ(U∗+).
(b) For each b ∈ B′
i
one has b¯ = b, where the bar-involution t 7→ t¯ on Li is the only Q-linear
anti-automorphism such that t¯k = tk, q¯
1
2 = q−
1
2 .
(c) For any b ∈ B′
i
and each k ∈ [1,m] \ ex there is r ∈ Z such that q
r
2 b ·Xk ∈ B′i.
Proposition 2.16(c), in particular, implies that the set Bi of all bar-invariant elements of the
form:
q
r
2 · b
∏
k∈[1,m]\ex
Xakk ,
where r, ak ∈ Z, b ∈ B′i is a basis of the Ore localization of Ψi(U
∗
+) by all X
−1
k , k ∈ [1,m] \ ex.
Thus, Conjecture 2.12(a) asserts that Bi is a basis of Ui. Now we (yet conjecturally) relate the
bases with the twist ηi.
Conjecture 2.17. In the assumptions of Conjecture 2.12 one has:
(a) ηi(Bi) = Bi.
(b) If i = (i0, i0), then Bi is the triangular basis B(Σi).
10 A. BERENSTEIN and D. RUPEL
3. Hall-Ringel algebras and proof of Theorem 2.1
In this section we recall some basic facts about Hall-Ringel algebras of finitary categories and
present some results on generalizations of Feigin homomorphisms.
Let C be a small finitary Abelian category of finite global dimension. For an object V ∈ C we will
write [V ] for the isomorphism class of V and write |V | for the class of V in the Grothendieck group
K(C). Let H(C) =
⊕
k · [V ] be the free K(C)-graded k-vector space spanned by the isomorphism
classes of objects of C with the natural grading via class in K(C). For U, V,W ∈ C define the (finite)
set FVU,W by:
FVU,W = {R ⊂ V |R
∼=W,V/R ∼= U} .
Proposition 3.1 ([28]). The assignment
[U ][W ] := 〈|U |, |W |〉
∑
[V ]
|FVUW | · [V ]
defines an associative multiplication on H(C).
The algebra H(C) is known as the Hall-Ringel algebra. The following formula for iterated multi-
plication is well-known and follows easily from the definitions:
(3.1) [U1] · · · [Um] =
∑
[V ]
∏
k<ℓ
〈|Uk|, |Uℓ|〉 · |F
V
U1,...,Um | · [V ] ,
for U1, . . . , Um, V ∈ C, where
FVU1,...,Um = {0 = Vm ⊂ Vm−1 ⊂ · · · ⊂ V1 ⊂ V0 = V : Vk−1/Vk
∼= Uk} .
We will consider H(C)⊗H(C) as an algebra with the twisted multiplication:
([U1]⊗ [U2])([V1]⊗ [V2]) = 〈U2, V1〉〈V1, U2〉[U1][V1]⊗ [U2][V2] .
Proposition 3.2 ([19]). The map ∆ : H(C)→ H(C)⊗H(C) given by
∆([V ]) =
∑
[U ],[W ]
〈|U |, |W |〉 · |FVUW | ·
|Aut(U)| · |Aut(W )|
|Aut(V )|
· [U ]⊗ [W ]
defines a coalgebra structure on H(C). Moreover, if C is hereditary and cofinitary, then ∆ is an
algebra homomorphism H(C)→ H(C)⊗H(C).
Note that if the objects of C do not have finitely many subobjects it will be necessary to consider
the codomain of ∆ to be the completion H(C)
⊗ˆ
H(C), see [33] for more details.
For each simple object S ∈ C define the exponential
(3.2) ES := expq([S]) =
∞∑
n=0
1
(n)q!
[S]n ∈ Hˆ(C) ,
where q = 〈S, S〉2 and (n)q! = (1)q · · · (n)q for (k)q =
qk−1
q−1 .
Recall that for a given (complete) coalgebra C with the coproduct ∆ : C → C
⊗ˆ
C a non-zero
element c ∈ C is called grouplike if ∆(c) = c⊗ c.
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Proposition 3.3. For each simple object S with no self-extensions one has:
(a) ES is a grouplike element of Hˆ(C).
(b) 1(n)q ! [S]
n = 〈S, S〉
n(n−1)
2 [S⊕n], where q = |End(S)|.
Proof. To prove (a) note that S is primitive, i.e., ∆([S]) = [S]⊗ 1 + 1⊗ [S], hence the assertion
follows from Lemma 9.2.
For (b) we proceed by induction in n. Indeed, if n = 0, we have nothing to prove. Let n ≥ 1.
Then:
[S⊕n−1][S] = 〈S⊕n−1, S〉FS
⊕n
S⊕n−1,S [S
⊕n] = 〈S, S〉n−1(qn−1 + · · ·+ q + 1)[S⊕n] .
Using the inductive hypothesis, this is equivalent to:
1
(n− 1)q!
〈S, S〉−
(n−1)(n−2)
2 [S]n−1 · [S] = 〈S, S〉n−1(n)q [S
⊕n] .
This proves (b). The proposition is proved. 
We are now ready to prove Theorem 2.1. Assume in addition that C is hereditary and cofinitary.
The algebra U := H(C) is naturally graded by Γ := K(C) and according to Proposition 3.2, U is
a braided bialgebra in Cχ (see Section 9), where χ : Γ × Γ → k× is the bicharacter given by the
symmetrized Euler-Ringel form:
(3.3) χ(|V |, |W |) = 〈V,W 〉 · 〈W,V 〉 .
Let S = {Si : i ∈ I} be the set of all (up to isomorphism) simple objects of C. Let i =
(i1, . . . , im) ∈ Im be such that each Sik has no self-extensions. We set P := Li, where Li is the
quantum torus as in Section 2. Write E = (Ei1 , . . . , Eim) for the exponentials Ei := ESi (see (3.2)).
By Proposition 3.3(a), each member of the family E is a grouplike element in U⊗ˆU . It is easy to
see that E is P-adapted (in terminology of Section 9) via the homomorphisms τk : Z · |Sik | → P
defined by τk(r|Sik |) = t
r
k, k = 1, . . . ,m, r ∈ Z. Thus all hypotheses of Theorem 9.3 are satisfied
and the assignment
(3.4) x 7→
∑
a∈Zm≥0
x
(
[Si1 ]
(a1) · · · [Sim ]
(am)
)
ta11 · · · t
am
m
for x ∈ H∗(C) is an algebra homomorphism ΨC,i : H∗(C) → Li, where we abbreviate [S](n) :=
1
(n)q!
[S]n, and q = |End(S)|. It remains to show that
(3.5) ΨC,i([V ]
∗) = XV,i
for all objects V of C.
To verify (3.5), we need the following fact.
Lemma 3.4. For a = (a1, . . . , am) ∈ Zm≥0 one has:
[Si1 ]
(a1) · · · [Sim ]
(am) =
∑
[V ]
(
m∏
k=1
〈Sik , Sik〉
ak(ak−1)
2
)
·
(∏
k<ℓ
〈Sik , Siℓ〉
akaℓ
)
· |Fi,a(V )| · [V ] ,
where Fi,a(V ) is defined in (2.3).
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Proof. Indeed, by Proposition 3.3(b) and (3.1), we obtain:
[Si1 ]
(a1) · · · [Sim ]
(am) =
(
m∏
k=1
〈Sik , Sik〉
ak(ak−1)
2
)
[S⊕a1i1 ] · · · [S
⊕am
im
]
=
∑
[V ]
(
m∏
k=1
〈Sik , Sik〉
ak(ak−1)
2
)
·
(∏
k<ℓ
〈S⊕akik , S
⊕aℓ
iℓ
〉
)
·
∣∣∣∣FVS⊕a1i1 ,...,S⊕amim
∣∣∣∣ · [V ] .
This proves the lemma because FV
S
⊕a1
i1
,...,S⊕amim
= Fi,a(V ) and 〈S
⊕ak
ik
, S⊕aℓiℓ 〉 = 〈Sik , Siℓ〉
akaℓ . 
Using definition (2.4) of [V ]∗ and Lemma 3.4, we compute:
ΨC,i([V ]
∗) = 〈V, V 〉−
1
2 f(|V |)ΨC,i(δ[V ]) = 〈V, V 〉
− 12 f(|V |)
∑
a∈Zm
≥0
δ[V ]
(
[Si1 ]
(a1) · · · [Sim ]
(am)
)
·ta11 · · · t
am
m
= 〈V, V 〉−
1
2 f(|V |)
∑
a∈Zm≥0
(
m∏
k=1
〈Sik , Sik〉
ak(ak−1)
2
)
·
(∏
k<ℓ
〈Sik , Siℓ〉
akaℓ
)
· |Fi,a(V )| · t
a1
1 · · · t
am
m .
Furthermore, note that Fi,a(V ) 6= ∅ implies that |V | =
m∑
k=1
ak · |Sik |, hence
f(|V |) =
m∏
k=1
f(|Sik |)
ak =
m∏
k=1
〈Sik , Sik〉
1
2ak .
Also,
〈V, V 〉−
1
2 =
∏
k,ℓ
〈Sik , Siℓ〉
− 12akaℓ =
m∏
k=1
〈Sik , Sik〉
− 12a
2
k
∏
k<ℓ
〈Sik , Siℓ〉
− 12akaℓ
∏
k<ℓ
〈Siℓ , Sik〉
− 12akaℓ .
Therefore,
ΨC,i([V ]
∗) =
∑
a∈Zm≥0
〈V, V 〉−
1
2 f(|V |)
(
m∏
k=1
〈Sik , Sik〉
ak(ak−1)
2
)
·
(∏
k<ℓ
〈Sik , Siℓ〉
akaℓ
)
·|Fi,a(V )|·t
a1
1 · · · t
am
m
=
∑
a∈Zm≥0
∏
1≤k<ℓ≤m
(
〈Sik , Siℓ〉
〈Siℓ , Sik〉
) 1
2akaℓ
· |Fi,a(V )| · t
a1
1 · · · t
am
m = XV,i .
This verifies (3.5) and thus finishes the proof of Theorem 2.1. 
We conclude the section with a formula for ΨC,i in terms of H(C)-actions on H∗(C). We need
some notation.
Given a finitary Abelian category C, for each U ∈ C define linear maps ∂U , ∂
op
U : H
∗(C)→ H∗(C)
(in the notation (2.4)) by:
(3.6) ∂U (δ[V ]) =
∑
[W ]
〈W,U〉|FVW,U | · δ[W ], ∂
op
U (δ[V ]) =
∑
[W ]
〈U,W 〉|FVU,W | · δ[W ] .
The following fact is obvious.
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Lemma 3.5. For any U, V ∈ C, x ∈ H∗(C) one has:
∂U (x)([W ]) = x([W ][U ]), ∂
op
U (x)([W ]) = x([U ][W ])
hence [U ]⊗ x 7→ ∂U (x) and [U ]⊗ x 7→ ∂
op
U (x) are respectively left and right H(C)-actions on H
∗(C).
For each U ∈ C define a linear transformation KU : H∗(C)→ H∗(C) by
KU (δ[V ]) = χ(|U |, |V |)
−1 · δ[V ]
for any V ∈ C, where χ(·, ·) is as in (3.3).
Clearly, KU = KU ′ ◦KU/U ′ for any sub-object U
′ of U . It is also easy to see that
(3.7) ∂UKU ′ = χ(|U |, |U
′|)−1KU ′∂U , ∂
op
U KU ′ = χ(|U |, |U
′|)−1KU ′∂
op
U
Then denote
(3.8) ∂U := K
1
2
U∂U , ∂
op
U := K
1
2
U∂
op
U
for all U ∈ C.
The following is an immediate corollary of Lemma 9.6.
Lemma 3.6. Let C be a hereditary cofinitary category. Then for any simple object S ∈ C and any
x, y ∈ H∗(C) one has:
∂S(xy) = ∂S(x)K
−1
S (y) + x∂S(y), ∂
op
S (xy) = ∂
op
S (x)y +K
−1
S (x)∂
op
S (y) ,
∂S(xy) = ∂S(x)K
− 12
S (y) +K
1
2
S (x)∂S(y), ∂
op
S (xy) = ∂
op
S (x)K
1
2
S (y) +K
− 12
S (x)∂
op
U (y) .
Using this we can refine (9.3), (9.4) as follows.
Proposition 3.7. In the assumptions of Theorem 2.1, for any sequence i = (i1, . . . , im) ∈ Im and
any homogeneous x ∈ H∗(C) of degree γ one has:
(3.9) ΨC,i(x) =
∑
∂
[a1]
Si1
· · · ∂
[am]
Sim
(x) · ta =
∑
(∂opSim )
[am] · · · (∂opSi1
)[a1](x) · ta ,
where the summation is over all a = (a1, . . . , γm) ∈ Zm≥0 such that a1|Si1 | + · · · + am|Sim | = γ.
(where we abbreviated X
[ℓ]
i := |End(Si)|
ℓ(ℓ−1)
4 X
(ℓ)
i ).
Proof. Indeed, taking into account that
(K
1
2
U∂U )
a = χ(|U |, |U |)−
a(a−1)
4 K
a
2
U ∂
a
U , (K
1
2
U∂
op
U )
a = χ(|U |, |U |)−
a(a−1)
4 K
a
2
U (∂
op
U )
a
for all U ∈ C, a ≥ 0, we obtain after repeatedly applying (3.7):
∂
[a1]
Si1
· · · ∂
[am]
Sim
= K
a1
2
Si1
∂
(a1)
Si1
· · ·K
am
2
Sim
∂
(am)
Sim
= χ ·KU∂
(a1)
Si1
· · · ∂
(am)
Sim
,
(∂opSim )
[am] · · · (∂opSi1
)[a1] = K
am
2
Sim
(∂opSim )
(am) · · ·K
a1
2
Si1
(∂opSi1
)(a1) = χ ·KU (∂
op
Sim
)(am) · · · (∂opSi1
)(a1) ,
where U = a1Si1 ⊕ · · · ⊕ amSim and χ =
∏
1≤k<ℓ≤m χ(|Sik |, |Siℓ |)
−akaℓ
2 . Therefore,
∂
[a1]
Si1
· · ·∂
[am]
Sim
(x) = χ · ∂
(a1)
Si1
· · ·∂
(am)
Sim
(x), (∂opSim )
[am] · · · (∂opSi1
)[a1](x) = χ · (∂opSim )
(am) · · · (∂opSi1
)(a1)(x)
for all x ∈ H∗ of degree γ = a1|Si1 |+ · · ·+ am|Sim |.
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Note that (2.1) in the form tℓtk = χ(|Sik |, |Siℓ |)tktℓ for k < ℓ and (2.8) imply that
ta =
∏
1≤k<ℓ≤m
χ(|Sik |, |Siℓ |)
akaℓ
2 ta11 · · · t
am
m
for any a = (a1, . . . , am) ∈ Zm. Therefore, in the notation (3.4), we have:
x
(
[Si1 ]
(a1) · · · [Sim ]
(am)
)
ta11 · · · t
am
m = ∂
(a1)
Si1
· · · ∂
(am)
Sim
(x) · ta11 · · · t
am
m = ∂
[a1]
Si1
· · · ∂
[am]
Sim
(x) · ta
= (∂opSim )
(am) · · · (∂opSi1
)(a1)(x) · ta11 · · · t
am
m = (∂
op
Sim
)[am] · · · (∂opSi1
)[a1](x) · ta .
This verifies (3.9). Proposition 3.7 is proved.

4. Special compatible pairs
Following and generalizing [5, Section 8], here we construct compatible pairs (Λi, B˜i) for all
sequences i ∈ Im and certain symmetrizable I × I matrices. These will later serve as the exchange
data for the initial seed in Li.
Let A = (aij) be a symmetrizable I × I integer matrix such that aii = 2 for i ∈ I and let
D = diag(di, i ∈ I) be a diagonal matrix with all di ∈ Z>0 such that C = DA = (diaij) = (cij) is
symmetric. Denote by Q∨ the lattice with the free basis α∨i , i ∈ I. For each i ∈ I define αi := diα
∨
i
and denote by Q the sublattice of Q∨ (freely) spanned by αi, i ∈ I.
Let P := Q⊕Hom(Q∨,Z) be the corresponding weight lattice. By definition, P has a free basis
{αi, ωi | i ∈ I}, where ωi : Q∨ → Z determined by ωi(α∨j ) = δij . We extend the canonical evaluation
pairing Q∨ ×Hom(Q∨,Z)→ Z to the pairing (·, ·) : Q∨ × P → Z by
(4.1) (α∨i , αj) = aij for i, j ∈ I.
In particular, since Q ⊂ Q∨, one has a paring Q×P → Z whose restriction to Q×Q is symmetric.
Note that modulo the right kernel of (·, ·) we may identify αj , j ∈ I with
∑
i∈I
aijωi.
For i ∈ I define a linear endomorphism si of P by
siαj = αj − aijαi and siωj = ωj − δijαi for j ∈ I.
Denote by W the group of automorphisms of P generated by si, i ∈ I. Clearly, s2i = 1 for all
i ∈ I and W (Q) ⊂ Q. The following result is easy to check.
Lemma 4.1. For any symmetrizable I × I matrix A as above one has:
(a) There is a unique action of W on Q∨ such that:
siα
∨
j = α
∨
j − ajiα
∨
i for all i, j ∈ I.
(b) The pairing (4.1) is W -invariant.
To each sequence i = (i1, . . . , im) ∈ Im we assign a sequence wk ∈ W , k = 1, . . . ,m by wk =
si1si2 · · · sik (with the convention that w0 = 1).
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Proposition 4.2. For each i ∈ Im the inverse of ϕi : Zm → Zm defined in (2.10) is given by
(4.2) ϕ−1
i
(εℓ) = −
ℓ∑
k=1
(wkα
∨
ik , wℓωiℓ)εk
for ℓ = 1, . . . ,m.
Proof. Define the i-derivative and i-integral Z-linear maps ∂i,
∫
i
: Zm → Zm respectively by
(4.3) ∂iεk = εk − εk− and
∫
i
εk = εk + εk− + · · · .
for 1 ≤ k ≤ m, where k− is defined in (2.11). Clearly, these maps are mutually inverse. We need
the following fact.
Lemma 4.3. For any sequence i ∈ Im one has:
(4.4)
∫
i
ϕi(εk) = −εk −
k−1∑
ℓ=1
aiℓikεℓ
for k = 1, . . . ,m,
(4.5) ϕ−1
i
(∂iεℓ) = −εℓ −
ℓ−1∑
k=1
(wkα
∨
ik , wℓαiℓ)εk
for k = 1, . . . ,m.
Proof. We obtain (4.4) by a direct computation:∫
i
ϕi(εk) = −(εk + εk− + · · · )− (εk− + εk−− · · · )−
∑
ℓ:ℓ<k<ℓ+
aiℓik(εℓ + εℓ− + · · · )
= −εk − 2εk− − 2εk−− − · · · −
∑
ℓ:ℓ<k,iℓ 6=ik
aiℓikεℓ = −εk −
∑
ℓ:ℓ<k
aiℓikεℓ .
To prove (4.5) apply
∫
i
ϕi to the right hand side of (4.5) for ℓ := p, we obtain for all p ∈ [1,m]:
∫
i
ϕi(−εp −
p−1∑
k=1
(wkα
∨
ik , wpαip)εk) = −
∫
i
ϕi(εp)−
p−1∑
k=1
(wkα
∨
ik , wpαip)
∫
i
ϕi(εk)
= εp +
p−1∑
ℓ=1
aiℓipεℓ +
p−1∑
k=1
(wkα
∨
ik
, wpαip)εk +
p−1∑
k=1
k−1∑
ℓ=1
(wk(aiℓ,ikα
∨
ik
), wpαip)εℓ
= εp +
p−1∑
ℓ=1
aiℓipεℓ +
p−1∑
ℓ=1
(wℓα
∨
iℓ
, wpαip)εℓ +
p−2∑
ℓ=1
p−1∑
k=ℓ+1
(wkα
∨
iℓ
− wk−1α
∨
iℓ
, wpαip)εℓ
= εp +
p−1∑
ℓ=1
aiℓipεℓ +
p−1∑
ℓ=1
(wℓα
∨
iℓ
, wpαip)εℓ +
p−2∑
ℓ=1
(wp−1α
∨
iℓ
− wℓα
∨
iℓ
, wpαip)εℓ = εp ,
where we used wk(aiℓ,ikα
∨
ik
) = wkα
∨
iℓ
− wk−1α∨iℓ in the third equality and (wp−1α
∨
iℓ
, wpαip) =
−(α∨iℓ , αip) = −aiℓ,ip for the last equality. The lemma is proved.

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Denote by ϕ′
i
the Z-linear map given by (4.2). To prove (4.2), it suffices to check that ϕ′
i
∂i is
given by (4.5). Indeed,
ϕ′
i
(∂iεℓ) = ϕ
′
i
(εℓ − εℓ−) = −
ℓ∑
k=1
(wkα
∨
ik
, wℓωiℓ)εk +
ℓ−∑
k=1
(wkα
∨
ik
, wℓ−ωiℓ)εk
= −εℓ −
ℓ−1∑
k=1
(wkα
∨
ik
, wℓωiℓ − wℓ−ωiℓ)εk = −εℓ −
ℓ−1∑
k=1
(wkα
∨
ik
, wℓαiℓ)εk ,
where the second to last equality used (wkα
∨
ik
, wℓ−ωiℓ) = (α
∨
ik
, ωiℓ) = 0 for ℓ
− < k ≤ ℓ and the last
equality used the identities wℓ−ωiℓ = wℓ−1ωiℓ , wℓωiℓ −wℓ−1ωiℓ = wℓαiℓ . The proposition is proved.

Define a skew-symmetric bilinear form Λi(·, ·) : Zm × Zm → Z by
(4.6) Λi(εk, εℓ) = sgn(k − ℓ)cik,iℓ .
Denote ex = exi := {k ∈ [1,m] | k+ ≤ m} and call it the set of exchangeable indices of i.
Following [5, Section 8], for k ∈ ex define the vector bk = bk(i) =
m∑
p=1
bpkεp ∈ Z
m by:
(4.7) bpk =

−1 if p = k−
−aipik if p < k < p
+ < k+
aipik if k < p < k
+ < p+
1 if p = k+
0 otherwise
.
Denote by B˜i the m× ex matrix with columns bk, k ∈ ex.
Our objective in this section is to prove the following compatibility condition which refines and
generalizes [5, Theorem 8.3] for single words i (the double word version can be stated verbatim).
Theorem 4.4. For any k ∈ ex and 1 ≤ ℓ ≤ m, one has
(4.8) Λi(ϕ
−1
i
(bk), ϕ−1
i
(εℓ)) = 2dikδkℓ.
Proof. The proof is rather technical computational so we have split all computations into the
series of more manageable results (Lemmas 4.5, 4.7, 4.8 and Proposition 4.6).
Lemma 4.5. For any sequence i ∈ Im and k ∈ ex one has:
(4.9)
∫
i
bk = εk + εk+ +
k+−1∑
p=k+1
aipikεp .
Proof. By definition, for any a =
∑m
p=1 apεp, one has∫
i
a =
m∑
p=1
ap(εp + εp− + · · · ) =
m∑
p=1
(ap + ap+ + · · · )εp .
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The result follows easily from this and the characterization of bpk from [5, Remark 8.8]:
bpk = spk − sp,k+ − sp+,k + sp+,k+
for p ∈ [1,m] and k ∈ ex, where spk =
1
2 sgn(p − k)aip,ik (with the convention sp+,k = aip,ik if
p+ = m+ 1). Indeed, we obtain:
∫
i
bk =
m∑
p=1
(bpk + bp+,k + · · · )εp =
m∑
p=1
(spk − sp,k+)εp = εk + εk+ +
k+−1∑
p=k+1
aipikεp
because spk − sp+,k =
1
2 (sgn(p− k)− sgn(p− k
+))aip,ik =

1 if p = k or p = k+
aip,ik if k < p < k
+
0 otherwise
. 
Proposition 4.6. For any i ∈ Im and 1 ≤ k, ℓ ≤ m one has:
(4.10) Λi(ϕ
−1
i
(∂iεk), ϕ
−1
i
(∂iεℓ)) = sgn(ℓ− k)(wkαik , wℓαiℓ)
(4.11) Λi(ϕ
−1
i
(εk), ϕ
−1
i
(εℓ)) =
(wkωik − ωik , ωiℓ + wℓωiℓ) if k ≤ ℓ(ωiℓ − wℓωiℓ , wkωik + ωik) if k > ℓ
Proof. To prove (4.10) we need the following easy but powerful fact.
Lemma 4.7. Let Φ be a bilinear form on km, {ε1, . . . , εm} be a basis of km, and c1, . . . , cm ∈ k\{0}.
Define a linear map ϕ : km → km by:
ϕ(εk) =
m∑
ℓ=1
cℓΦ(εk, εℓ)εℓ .
If ϕ is invertible, then:
ϕ−1(εℓ) =
m∑
k=1
ckΦ(ϕ
−1(εk), ϕ
−1(εℓ))εk .
Proof. Since ϕ is invertible we have
ϕ(ϕ−1(εk)) =
m∑
ℓ=1
cℓΦ(ϕ
−1(εk), εℓ)εℓ = εk .
In particular, this implies Φ(ϕ−1(εk), εℓ) = c
−1
k δkℓ. Now composing ϕ with the map
ϕ′(εℓ) :=
m∑
k=1
ckΦ(ϕ
−1(εk), ϕ
−1(εℓ))εk
gives
ϕ′(ϕ(εℓ)) =
m∑
k=1
ckΦ(ϕ
−1(εk), εℓ)εk = εℓ .
Thus ϕ′ = ϕ−1. The lemma is proved.

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We apply Lemma 4.7 with ϕ :=
∫
i
ϕi and cℓ := d
−1
iℓ
for ℓ = 1, . . . ,m. That is, by (4.4) and (4.5),
the bilinear form Φi on Z
m defined by
(4.12) Φi(εk, εℓ) =

−dik if k = ℓ
−ciℓ,ik if ℓ < k
0 otherwise
satisfies
(4.13) Φi(ϕ
−1
i
(∂iεk), ϕ
−1
i
(∂iεℓ)) =

−dik if k = ℓ
−(wkαik , wℓαiℓ) if k < ℓ
0 otherwise
.
The identity (4.10) follows from this and the fact that Λi is a skew-symmetrization of Φi, i.e.,
(4.14) Λi(a,b) = Φi(b, a)− Φi(a,b)
for all a,b ∈ Zm.
To prove (4.11), we need the following result.
Lemma 4.8. The form Φi given by (4.12) satisfies:
Φi(ϕ
−1
i
(εk), ϕ
−1
i
(εℓ)) =
(ωik − wkωik , wℓωiℓ) if k < ℓ(wℓωiℓ − ωiℓ , ωik) if k ≥ ℓ .
Proof. Indeed, let us compute using (4.13):
Φi(ϕ
−1
i
(εk), ϕ
−1
i
(∂iεℓ)) = Φi(ϕ
−1
i
(∂i
∫
i
εk), ϕ
−1
i
(∂iεℓ)) = Φi
(
ϕ−1
i
(∂i(εk + εk− + · · · )), ϕ
−1
i
(∂iεℓ)
)
=
∑
p≤min(k,ℓ):
ip=ik
Φi
(
ϕ−1
i
(∂iεp), ϕ
−1
i
(∂iεℓ)
)
= −εk,ℓdik −
∑
p≤min(k,ℓ−1):
ip=ik
(wpαik , wℓαiℓ)
= −εk,ℓdik −
∑
p≤min(k,ℓ−1):
ik′=ik
(wpωik − wp−ωik , wℓαiℓ) = −εk,ℓdik + (ωik − wk0ωik , wℓαiℓ) ,
where εk,ℓ = 1 if k ≥ ℓ, ik = iℓ and 0 otherwise and k0 = max{p ≤ min(k, ℓ− 1) : ip = ik}.
Note that if k ≥ ℓ, then wk0ωik = wℓ−1ωik and so −εk,ℓdik +(ωik −wk0ωik , wℓαiℓ) = (wℓαiℓ , ωik).
Therefore,
Φi(ϕ
−1
i
(εk), ϕ
−1
i
(∂iεℓ)) = (wℓαiℓ , ωik)−
(wℓαiℓ , wkωik) if k < ℓ0 if k ≥ ℓ .
Using this, we obtain:
Φi(ϕ
−1
i
(εk), ϕ
−1
i
(εℓ)) = Φi(ϕ
−1
i
(εk), ϕ
−1
i
(∂i
∫
i
εℓ)) = Φi
(
ϕ−1
i
(εk), ϕ
−1
i
(∂i(εℓ + εℓ− + · · · ))
)
=
∑
p≤ℓ:
ip=iℓ
Φi
(
ϕ−1
i
(εk), ϕ
−1
i
(∂iεp)
)
=
∑
p≤ℓ:
ip=iℓ
(wpαiℓ , ωik)−
(wpαiℓ , wkωik) if k < p0 if k ≥ p

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=
∑
p≤ℓ:
ip=iℓ
(wpαiℓ , ωik)−

∑
k<p≤ℓ:
ip=iℓ
(wpαiℓ , wkωik) if k < ℓ
0 if k ≥ ℓ
= (wℓωiℓ − ωiℓ , ωik)−
(wℓωiℓ − wℓ0ωiℓ , wkωik) if k < ℓ0 if k ≥ ℓ =
(ωik − wkωik , wℓωiℓ) if k < ℓ(wℓωiℓ − ωiℓ , ωik) if k ≥ ℓ
where ℓ0 = max{p ≤ min(k, ℓ) : ip = iℓ}. Here we used the identities wpαiℓ = wpωiℓ − wp−ωiℓ
whenever ip = iℓ and wℓ0ωiℓ = wkωiℓ . The lemma is proved.

Finally, using (4.14) and Lemma 4.8, we obtain for all k, ℓ ∈ [1,m]:
Λi
(
ϕ−1
i
(εk), ϕ
−1
i
(εℓ)
)
= Φi
(
ϕ−1
i
(εℓ), ϕ
−1
i
(εk)
)
− Φi
(
ϕ−1
i
(εk), ϕ
−1
i
(εℓ)
)
=
(ωiℓ − wℓωiℓ , wkωik) if ℓ < k(wkωik − ωik , ωiℓ) if ℓ ≥ k −
(ωik − wkωik , wℓωiℓ) if k < ℓ(wℓωiℓ − ωiℓ , ωik) if k ≥ ℓ .
This proves (4.11) and thus completes the proof of Proposition 4.6. 
To prove the compatibility conditions (4.8), we compute using (4.9) and (4.10):
Λi(ϕ
−1
i
(bk), ϕ−1
i
(∂iεℓ)) = Λi
(
ϕ−1
i
(∂i
∫
i
bk), ϕ−1
i
(∂iεℓ)
)
= Λi
ϕ−1
i
(∂iεk + ∂iεk+ +
∑
p:k<p<k+
aipik∂iεp), ϕ
−1
i
(∂iεℓ)

= Λi
(
ϕ−1
i
(∂iεk), ϕ
−1
i
(∂iεℓ)) + Λi(ϕ
−1
i
(∂iεk+), ϕ
−1
i
(∂iεℓ)
)
+
k+−1∑
p=k+1
aipikΛi(ϕ
−1
i
(∂iεp), ϕ
−1
i
(∂iεℓ))
=
sgn(ℓ − k)wkαik + sgn(ℓ− k+)wk+αik + k+−1∑
p=k+1
sgn(ℓ − p)aipikwpαip , wℓαiℓ
 .
The relation aipikαip = αik − sipαik implies aipikwpαip = wpαik −wp−1αik , hence the sum above
telescopes and we obtain:
k+−1∑
p=k+1
sgn(ℓ − p)aipikwpαip =

wkαik + wk+αik if ℓ ≤ k
−wkαik − wk+αik if ℓ ≥ k
+
−wkαik + wℓ−1αik + wℓαik + wk+αik if k < ℓ < k
+
.
Therefore, taking into account that (wℓ−1αik +wℓαik , wℓαiℓ) = (αik , siℓαiℓ +αiℓ) = 0, we obtain:
Λi(ϕ
−1
i
(bk), ϕ−1
i
(∂iεℓ)) =

δkℓ(wkαik , wℓαiℓ) if ℓ ≤ k
−δk+,ℓ(wk+αik , wℓαiℓ) if ℓ ≥ k
+
0 if k < ℓ < k+
= 2dik(δkℓ − δk+,ℓ) .
Using this, we obtain the desired result:
Λi(ϕ
−1
i
(bk), ϕ−1
i
(εℓ)) = Λi(ϕ
−1
i
(bk), ϕ−1
i
(∂iεℓ)) + Λi(ϕ
−1
i
(bk), ϕ−1
i
(∂iεℓ−)) + · · ·
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= 2dik(δkℓ − δk+,ℓ + δk,ℓ− − δk+,ℓ− + · · · ) = 2dik(δkℓ − δk+ℓ + δk+ℓ − δk++,ℓ + · · · ) = 2dikδkℓ .
This completes the proof of (4.8) and therefore Theorem 4.4 is proved. 
Generalizing second equation (2.10), we define Z-linear automorphisms ρ+
i
, ρ−
i
of Zm by:
(4.15) ρ+
i
(εk) = εk +
∑
ℓ<k : ℓ+=m+1
aiℓikεℓ, ρ
−
i
(εk) = εk −
∑
ℓ≤k : ℓ+=m+1
aiℓikεℓ
for 1 ≤ k ≤ m. By definition, ρi = ρ
−
i
.
Proposition 4.9. Let i ∈ Im be such that exi = {1, . . . ,m − r} for some r ≤ |I|. Then for any
k ∈ ex and 1 ≤ ℓ ≤ m, one has:
(4.16) Λi(((ρ
±
i
)−1ϕi)
−1(bk±), ((ρ
±
i
)−1ϕi)
−1(εℓ)) = 2dikδkℓ ,
where bk+ and b
k
−, k ∈ ex, are truncations of b
k given by
bk± =
∑
p∈ex
bpkεp ± δk+εk+
and δℓ =
0 if ℓ ∈ ex1 if ℓ /∈ ex .
Proof. The following fact is obvious.
Lemma 4.10. Under the hypotheses of Proposition 4.9 one has:
ρ+
i
(εk) = εk + δk
∑
ℓ<k:ℓ/∈ex
aiℓikεℓ, ρ
−
i
(εk) = εk − δk
∑
ℓ≤k:ℓ/∈ex
aiℓikεℓ .
We also need the following fact.
Lemma 4.11. Under the hypotheses of Proposition 4.9 one has ρ±
i
(bk±) = b
k for k ∈ ex.
Proof. Indeed, using Lemma 4.10, for each k ∈ ex we have:
ρ+
i
(bk+) = ρ
+
i
(bk+−δk+εk++δk+εk+) = b
k
+−δk+εk++δk+ρ
+
i
(εk+) = b
k
++δk+ ·
∑
ℓ<k+:ℓ/∈ex
aiℓikεℓ = b
k
ρ−
i
(bk−) = ρ
−
i
(bk−+δk+εk+−δk+εk+) = b
k
−+δk+εk+−δk+ρ
−
i
(εk+) = b
k
−+δk+ ·
∑
ℓ≤k+:ℓ/∈ex
aiℓikεℓ = b
k
because, by definition (4.7), bℓk =

aiℓik if k < ℓ < k
+
1 if ℓ = k+
0 otherwise
whenever ℓ ∈ [1,m] \ ex. 
Now we are ready to prove (4.16). Indeed, using Lemmas 4.10 and 4.11, we obtain for all k ∈ ex,
ℓ ∈ [1,m]:
Λi(((ρ
±
i
)−1ϕi)
−1(bk±), ((ρ
±
i
)−1ϕi)
−1(εℓ)) = Λi(ϕ
−1
i
ρ±
i
(bk±), ϕ
−1
i
ρ±
i
(εℓ)) = Λi(ϕ
−1
i
(bk±), ϕ
−1
i
ρi(εℓ))
= Λi(ϕ
−1
i
(bk), ϕ−1
i
(εℓ) + ϕ
−1
i
(ρ±
i
(εℓ)− εℓ)) = Λi(ϕ
−1
i
(bk), ϕ−1
i
(εℓ)) = 2dikδkℓ
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by Theorem 4.4 because Λi(ϕ
−1
i
(bk), ϕ−1
i
(εℓ′)) = 0 whenever ℓ
′ ∈ [1,m] \ ex. The proposition is
proved.

For each sequence i ∈ Im and λ ∈ P define the vector aλ ∈ Zm by
(4.17) aλ := −
m∑
k=1
(wkα
∨
ik , wmλ)εk .
This notation is justified by the following collection of easily verifiable facts.
Lemma 4.12. For any i ∈ Im and λ ∈ P one has:
(a) aλ = {0} for all λ in the right kernel of the pairing (·, ·) : Q∨ × P → Z.
(b) aαj =
∑
i∈I
aijaωi for all j ∈ I.
(c) The set L0 := {aλ |λ ∈ P} is a sub-lattice of Zm spanned by aωi , i ∈ I.
(d) For any w ∈W the lattice L0 is spanned by awωi , i ∈ I.
(e) ϕ−1
i
(εℓ) = aωiℓ for each ℓ ∈ [1,m] \ ex.
(f) |aλ| = wmλ− λ for λ ∈ P, where where we abbreviated |a| :=
m∑
k=1
akαik .
Proposition 4.13. For each i ∈ Im and a = (a1, . . . , am) ∈ Zm one has:
Λi(a, aλ) = (|a|, wmλ+ λ) ,
Proof. It suffices to verify the result for a = εk:
Λi(εk, aλ) = −
m∑
ℓ=1
sgn(k − ℓ)cikiℓ(wℓα
∨
iℓ , wmλ) = −
m∑
ℓ=1
sgn(k − ℓ)(wℓαik − wℓ−1αik , wmλ)
= (αik , wmλ)− (wk−1αik , wmλ)− (wkαik , wmλ) + (wmαik , wmλ) = (αik , wmλ+ λ) .
Since |εk| = αik this completes the proof. 
5. Valued Quivers and Proof of Theorem 2.5
5.1. Quantum cluster characters. Let C be a finitary Abelian category with finitely many simple
objects S = {Si | i ∈ I} with no self-extensions. Denote by K(C) the Grothendieck group of C.
Clearly, K(C) =
⊕
i∈I
Z · |Si|, where |Si| ∈ K(C) is the class of Si.
Note that Fi := EndC(Si) is a finite field for all i ∈ I.
Define the I × I Cartan matrix A = AS = (aij) of C by
(5.1) aij = 2δij − dimFi(Ext
1(Si, Sj))− dimFi(Ext
1(Sj , Si)) .
From now on, we assume that for each i 6= j: Ext1(Si, Sj) = 0 or Ext1(Sj , Si) = 0 and define an
I × I matrix B = BC = (bij) by:
(5.2) bij =

dimFi(Ext
1(Si, Sj)) if Ext
1(Si, Sj) 6= 0
− dimFi(Ext
1(Sj , Si)) if Ext
1(Sj , Si) 6= 0
0 otherwise
.
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Clearly, aij = −|bij | for i 6= j.
Following [31], for e ∈ K(C) denote by e 7→ ∗e and e 7→ e∗ respectively the endomorphisms of
K(C) given by
(5.3) ∗|Sj | = |Sj | −
∑
k∈I
[bkj ]+ · |Sk|, |Sj |
∗ = |Sj | −
∑
k∈I
[−bkj ]+ · |Sk|.
Define bj , j ∈ I by
(5.4) bj := |Sj |
∗ − ∗|Sj |
Clearly, bj =
∑
k∈I bkj · |Sk| for all j ∈ J , so it can be identified with the j-th column of B.
Fix a subset ex of I and a unitary bicharacter χ = χC on K(C) such that
(5.5) χ(bj , |Si|) = |ki|
δij
for all i ∈ I, j ∈ ex.
Denote by TχC the based quantum torus with the basis X
a, a ∈ K(C) subject to the relation
(2.8):
XaXb = χC(a,b)X
a+b
for a,b ∈ K(C).
Then the quantum cluster character XV ∈ TχC of V ∈ C is given by (2.13):
(5.6) XV =
∑
e∈K(C)
〈|V |, |V | − e〉−1 · |Gre(V )| ·X
−e∗−∗(|V |−e) .
5.2. Valued quivers, flags, and Grassmannians. Let F be a finite field with q elements. Fix
an algebraic closure F of F and for each a > 0 denote by Fa the degree a extension of F in F. Note
that the largest subfield of F contained in both Fa and Fb is Fgcd(a,b). If a|b, then Fa ⊂ Fb and
Fb ∼= (Fa)
b
a as a vector space over Fa.
Fix an integer n and let Q = {Q0, Q1, s, t} be a quiver with vertices Q0 = {1, 2, . . . , n} and arrows
Q1, where we denote by s(α) and t(α) the source and target of an arrow α : s(α)→ t(α). Given a
map d : Q0 → Z>0 (i 7→ di), we refer to the pair (Q,d) as a valued quiver.
Define a representation V = ({Vi}i∈Q0 , {ϕα}α∈Q1) of (Q,d) by assigning an Fdi-vector space Vi
to each vertex i ∈ Q0 and an Fgcd(ds(α),dt(α))-linear map ϕα : Vs(α) → Vt(α) to each arrow α ∈ Q1.
Morphisms, direct sums, kernels, and co-kernels are defined as in the well-known representation the-
ory of quivers. Denote by repF(Q,d) the (Abelian) category of all finite dimensional representations
of (Q,d).
Following [31] to each skew-symmetrizable n× n matrix B, i.e., such that (DB)T = −BTD, for
some diagonal matrix D = diag(d1, . . . , dn), di ∈ Z>0 we assign a valued quiver (QB,d) having no
loops or two-cycles with:
• Q0 = {1, . . . , n}, d = (d1, . . . , dn);
• gcd(|bij |, |bji|) arrows in Q1 from i to j for distinct i, j ∈ Q0 whenever bij > 0.
One can easily recover the matrix B from a valued quiver (Q,d) having no loops or two-cycles
by B = BQ := Brep
F
(Q,d) via (5.2), where S = {S1, . . . , Sm} is the set of all simple representations
of (Q,d) (see also [31] for details).
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The following fact is obvious.
Lemma 5.1. Let (Q,d), (Q′,d′) be valued quivers with Q0 = {1, 2, . . . , n} and Q′0 = {1, 2, . . . , r})
respectively and C be an integer r × n matrix such that
D′C = CD,
where D = diag(d1, . . . , dn), D
′ = diag(d′1, . . . , d
′
r).
Then there exists a valued quiver (Q˜, d˜) with Q˜0 = {1, 2, . . . , n+ r} such that
d˜ = (d,d′), BQ˜ =
(
BQ −D−1CTD′
C BQ′
)
.
We will call Q the principal subquiver of Q˜. Our default choice of extension (Q˜, d˜) in Lemma 5.1
is with r = n, (Q′,d′) = (Q,d) and C = ±In (where In is the identity n× n matrix) so that
(5.7) d˜ = (d,d), B±
Q˜
=
(
BQ ∓In
±In BQ
)
.
For a vertex i ∈ Q0 write µiQ for the quiver obtained from Q by reversing all arrows a ∈ Q1 with
s(a) = i or t(a) = i. Let i0 = (i1, . . . , in) ∈ Qn0 be a repetition-free source adapted sequence in Q,
i.e. ik (k ≥ 1) is a source in the quiver µik−1 · · ·µi1Q.
Recall that for a ∈ Zm≥0 and any sequence i ∈ Q
m
0 the flag variety Fi,a(V ) is given by
Fi,a(V ) = {0 = Vm ⊂ Vm−1 ⊂ · · · ⊂ V1 ⊂ V0 = V : Vk−1/Vk ∼= akSik}
and for each k ∈ [1,m] denote by πk : Fi,a(V ) → Gr(V ) the map which assigns to each flag
(0 = Vm ⊂ Vm−1 ⊂ · · · ⊂ V1 ⊂ V0 = V ) ∈ Fi,a(V ) the subobject Vk of V .
In what follows, we identify the Grothendieck group K(Q,d) with Zn via |Sik | 7→ εk, k = 1, . . . , n.
Theorem 5.2. Let V ∈ repF(Q,d), i = (i0, i0). Then for any e ∈ Z
n
≥0 the map πn defines a
bijection
Fi,(|V |−e,e)(V )→˜Gre(V ) .
Proof. We will construct the inverse ι : Gre(V ) → Fi,(|V |−e,e)(V ) of πn. Since i0 is a source
adapted sequence in Q, given W ⊂ V ∈ Gre(V ) there is a unique flag in Fi0,e(W ) which we denote
by (0 = V2n ⊂ V2n−1 ⊂ · · · ⊂ Vn =W ). This gives the lower half of the flag associated to W by ι.
Now we recursively construct the remaining subobjects Vk, k = 0, . . . , n − 1. Set V0 = V and
suppose that V0 ⊃ · · · ⊃ Vk−1 are already constructed for some k ≥ 1. Since ik is a source in the
support of Vk−1/Vn, there is a unique surjective map from Vk−1/Vn to (vik − eik)Sik . Denote by
Vk ⊂ Vk−1 the kernel of the composition Vk−1 → Vk−1/Vn → (vik − eik)Sik , so that Vk−1/Vk
∼=
(vik − eik)Sik .
Therefore, we have constructed a unique flag 0 = V2n ⊂ V2n−1 ⊂ · · · ⊂ V1 ⊂ V0 = V in
F(i0,i0),(|V |−e,e)(V ) with Vn =W . Clearly πn ◦ ι and ι ◦ πn are identity maps respectively. 
Remark 5.3. In [16], Geiss, Leclerc, and Schro¨er constructed a bijection between flags in repre-
sentations of the preprojective algebra and Grassmannians for certain quivers. We will study such
generalized bijections in terms of quantum cluster characters in our future work.
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Corollary 5.4. For i = (i0, i0) and V ∈ C, one has:
(5.8) XV,i =
∑
e∈Zn≥0
〈e, |V | − e〉−1|Gre(V )| · t
(|V |−e,e)
Proof. By definition (2.2) of XV,i we have
(5.9)
XV,i =
∑
a∈Z2n≥0
∏
k<ℓ
(
〈Sik , Siℓ〉
〈Siℓ , Sik〉
) 1
2akaℓ
|Fi,a(V )| · t
a1
1 · · · t
am
m =
∑
a∈Zm≥0
∏
k<ℓ
〈Siℓ , Sik〉
−akaℓ |Fi,a(V )| · t
a ,
where ta =
∏
k<ℓ
(〈Sik , Siℓ〉〈Siℓ , Sik〉)
1
2akaℓta11 · · · t
am
m is a basis element of the based quantum torus Li.
Note that |Fi,a(V )| = 0 unless |V | =
2n∑
k=1
ak|Sik | and thus we will restrict the sum to these a ∈ Z
2n
≥0.
Since i = (i0, i0), we have 〈Siℓ , Sik〉 = 1 if 1 ≤ k < ℓ ≤ n or 1 ≤ k − n < ℓ− n ≤ n. Therefore,∏
k<ℓ
〈Siℓ , Sik〉
−akaℓ =
∏
1≤k<ℓ≤2n
〈aℓSiℓ , akSik〉
−1 = 〈
2n∑
ℓ=n+1
aℓSiℓ ,
n∑
k=1
akSik〉
−1 = 〈e, |V | − e〉−1 ,
where e =
2n∑
ℓ=n+1
aℓSiℓ determines a = (|V | − e, e). Combining with Theorem 5.2 we obtain:
XV,i =
∑
e∈Zn≥0
〈e, |V | − e〉−1|Fi,(|V |−e,e)(V )| · t
(|V |−e,e) =
∑
e∈Zn≥0
〈e, |V | − e〉−1|Gre(V )| · t
(|V |−e,e) .
This proves (5.8). 
5.3. (i0, i0)-Character is Quantum Cluster Character: conclusion of the proof. Denote
by (Q˜, d˜) the valued quiver on 2n vertices given by (5.7) with the “minus” sign, that is, B−
Q˜
=(
BQ In
−In BQ
)
, where In is the n× n identity matrix.
Proposition 5.5. Let i = (i0, i0) be twice a source adapted sequence. Then
(5.10) ρ̂−1
i
ϕi(Xi,V ) = X˜V ,
for any V ∈ repF(Q,d), where X˜V stands for the quantum cluster character attached to C˜ =
repF(Q˜, d˜) with ex = {1, . . . , n} (and V is regarded as an object of C˜).
Proof. In what follows, we identify the Grothendieck group K(Q˜, d˜) with Z2n via |Si| 7→ εi for
i = 1, . . . , 2n. We need the following result.
Lemma 5.6. Let i = (i0, i0). Then, in the notation (2.10) one has:
ρ−1
i
ϕi(f , e) = −(e, 0)
∗ − ∗(f , 0)
for all f , e ∈ Zn.
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Proof. It suffices to show that
(5.11) ρ−1
i
ϕi(εk) =
−∗εk if 1 ≤ k ≤ n−ε∗k−n if n+ 1 ≤ k ≤ 2n
for k = 1, . . . , 2n, where the elements ∗εk, ε
∗
k are defined by (5.3).
Indeed, the choice of B−
Q˜
implies that the elements ∗εk, ε
∗
k, k = 1, . . . , n are equal to:
∗εk = εk −
2n∑
ℓ=1
[bℓk]+εℓ = εk +
k−1∑
ℓ=1
aiℓikεℓ, ε
∗
k = εk −
2n∑
ℓ=1
[−bℓk]+εℓ = εk − εk+n +
n∑
ℓ=k+1
aiℓikεℓ
because bℓk = sgn(ℓ − k)aiℓik if 1 ≤ k, ℓ ≤ n and bℓ,k = −δℓ−n,k if n < ℓ ≤ 2n, k = 1, . . . , n.
Therefore, using Lemma 4.10, we obtain ρi(
∗εk) =
∗εk and:
ρi(ε
∗
k) = εk − ρi(εk+n) +
n∑
ℓ=k+1
aiℓikεℓ = εk − εk+n +
k+n∑
ℓ=n+1
aiℓikεℓ +
n∑
ℓ=k+1
aiℓikεℓ
= εk + εk+n +
k+n−1∑
ℓ=k+1
aiℓikεℓ .
Furthermore, by definition (2.10) one has:
ϕi(εk) =

−εk −
k−1∑
ℓ=1
aiℓikεℓ if 1 ≤ k ≤ n
−εk − εk−n −
k−1∑
ℓ=k−n+1
aiℓikεℓ if n+ 1 ≤ k ≤ 2n
=
−ρi(∗εk) if 1 ≤ k ≤ n−ρi(ε∗k−n) if n+ 1 ≤ k ≤ 2n
which proves (5.11).
The lemma is proved. 
Now we are ready to finish the proof of Proposition 5.5. Applying ρ̂−1
i
ϕi to (5.8) and taking into
account that ρ̂−1
i
ϕi(t
a) = Xρ
−1
i
ϕi(a) for a ∈ Z2n by Lemma 2.4, we obtain using Lemma 5.6:
ρ̂−1
i
ϕi(XV,i) =
∑
e∈Zn≥0
〈e, |V | − e〉−1|Gre(V )| ·X
ρ−1
i
ϕi(|V |−e,e)
=
∑
e∈Zn
≥0
〈e, |V | − e〉−1|Gre(V )| ·X
−(e,0)∗−∗(|V |−e,0) = X˜V .
Proposition 5.5 is proved. 
Therefore, Theorem 2.5 is proved. 
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6. Quantum groups and quantum cluster algebras
6.1. Quantum groups, representations, and generalized minors. Let A = (aij) be an I × I
symmetrizable Cartan matrix with symmetrizing matrix D = diag(di, i ∈ I). Denote by Uq(g) the
quantized enveloping algebra associated to g. It is generated over k by Ei, Fi,Ki,K
−1
i , i ∈ I subject
to the relations (we retain notation of section 4):
• For each i ∈ I the quadruple Ei, Fi,Ki,K
−1
i are standard generators of Uqi(sl2), where qi = q
di ;
• For each i ∈ I the element Ki acts by conjugation on each graded component Uq(g)γ , γ ∈ Q
with the eigenvalue q
(α∨i ,γ)
i = q
(αi,γ);
• Quantum Serre relations for i 6= j:
1−aij∑
k=0
(−Ei)[k]EjE
[1−aij−k]
i =
1−aij∑
k=0
(−Fi)[k]FjF
[1−aij−k]
i = 0
(Here x
[ℓ]
i :=
1
[ℓ]qi !
xℓi is an i-th divided power, where [ℓ]qi ! = [1]qi · · · [ℓ]qi , and [k]qi =
qki −q
−k
i
qi−q
−1
i
).
Let Uq(b+)
∗ be the algebra generated by U∗+ and vλ, λ ∈ P (in the notation of Section 4) subject
to the relations:
(6.1) vλxi = q
−(αi,λ)xivλ and vλvµ = vλ+µ
for i ∈ I, λ, µ ∈ P , where we abbreviated xi := [Si]∗ ∈ U∗+.
It is well-known that Uq(b+)
∗ is a finite dual Hopf algebra of the quantized universal enveloping
algebra Uq(b+), where b+ is a Borel subalgebra of g. The algebra Uq(b+)
∗ is naturally graded by P
via |vλ| = λ and |xi| = −αi for i ∈ I. Therefore, for a homogeneous x ∈ U∗+ and λ ∈ P one has:
(6.2) vλx = q
(|x|,λ)xvλ .
The following result is well-known (see e.g., [1, Section 3]).
Lemma 6.1. There is an action of Uq(g) on Uq(b+)
∗ given by the following formulas (for i ∈ I):
• Ki(y) = q(αi,|y|)y = q
(α∨i ,|y|)
i y for all homogeneous elements y ∈ Uq(b+)
∗.
• Fi(y) =
xiy−K
−1
i (y)xi
qi−q
−1
i
for all y ∈ Uq(b+)∗.
• Ei is a Ki-derivation of Uq(b+)∗ determined by:
– Ei(xj) = δij and Ei(vλ) = 0 for all i, j ∈ I, λ ∈ P.
– the Leibniz rule: Ei(xy) = Ei(x)Ki(y) + xEi(y) for all x, y ∈ Uq(b+)∗.
It is easy to see that Vλ := Uq(g)(vλ) ⊂ Uq(b+)∗ is a simple Uq(g)-module with the highest weight
λ for each λ ∈ P . Denote by P+ ⊂ P the cone of dominant integral weights, i.e., all λ ∈ P such
that (α∨i , λ) ∈ Z≥0 for all i ∈ I.
In particular, if λ ∈ P+, then for each w ∈ W the module Vλ ⊂ Uq(b+)∗ contains an extremal
vector vwλ which is the unique (up to a scalar) element of Vλ such that |vwλ| = wλ. This vwλ can
be computed recursively by:
(6.3) vwλ = (FiK
1
2
i )
[N ](vsiwλ)
for any i such that ℓ(siw) = ℓ(w)− 1, where N = (α∨i , siwλ) and ℓ(w) is the the Coxeter length w.
Assume that k has an involutive automorphism c 7→ c such that q
1
2 = q−
1
2 . We extend it uniquely
to U∗+ by xi = xi for i ∈ I and
x · y = y · x
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for x, y ∈ U∗+. We further extend the bar-involution to Uq(b+)
∗ uniquely by
vλ · x = x · vλ
for each λ ∈ P , x ∈ U∗+.
The following fact is a direct consequence of Lemma 6.1.
Lemma 6.2. For each y ∈ Uq(b+)∗ and i ∈ I one has:
FiK
1
2
i (y) = FiK
1
2
i (y) and K
− 12
i Ei(y) = K
− 12
i Ei(y) .
Furthermore, we define the generalized quantum minor ∆wλ ∈ U∗+ by
∆wλ := q
− 12 (wλ−λ,λ)vwλ · v
−1
λ .
Lemma 6.3. For any dominant λ ∈ P and w ∈W , both vwλ and ∆wλ are bar-invariant.
Proof. We will proceed by induction in the length ℓ(w) of w ∈ W . Indeed, for ℓ(w) = 0, i.e.
w = 1, we have nothing to prove as vλ = vλ by definition. Suppose that ℓ(w) > 1, fix i ∈ I such
that ℓ(siw) < ℓ(w). Since [N ]qi ! = [N ]qi !, we obtain by (6.3) and Lemma 6.2:
vwλ = (FiK
1
2
i )
[N ](vsiwλ) = (FiK
1
2
i )
[N ](vsiwλ) = (FiK
1
2
i )
[N ](vsiwλ) = vwλ .
Finally,
∆wλ = q
1
2 (wλ−λ,λ)vwλ · v
−1
λ = q
1
2 (wλ−λ,λ)v−1λ · vwλ = q
− 12 (wλ−λ,λ)vwλ · v
−1
λ = ∆wλ
because v−1λ = v−λ, |vwλ| = wλ, and v−λ · vwλ = q
(wλ−λ,−λ)vwλ · v
−1
λ by (6.2). 
The following is an analogue of [5, (10.2)], it also follows from [5, Lemma 10.3].
Lemma 6.4. If w,w′ ∈W such that ℓ(ww′) = ℓ(w) + ℓ(w′), then for any λ, µ ∈ P+ one has:
vwµ · vww′λ = q
(w′λ−λ,µ)vww′λ · vwµ .
We conclude the section with an explicit recursion on generalized quantum minors.
Proposition 6.5. For each λ ∈ P+, w ∈W , and i ∈ I such that ℓ(siw) < ℓ(w), one has:
(6.4) vwλ =
q
N
2
i
(qi − q
−1
i )
N
N∑
k=0
x
[N−k]
i · vsiwλ · (−q
−1
i xi)
[k] ,
(6.5) ∆wλ =
q
N
2
i
(qi − q
−1
i )
N
N∑
k=0
(q
(α∨i ,λ)
2
i xi)
[N−k]∆siwλ · (−q
−1−
(α∨i ,λ)
2
i xi)
[k] ,
where N = −(α∨i , wλ).
Proof. This is a direct consequence of the following result.
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Lemma 6.6. For each i ∈ I, y ∈ Uq(b+)∗ and N ≥ 0 one has:
F
[N ]
i (y) = (qi − q
−1
i )
−N
N∑
k=0
x
[N−k]
i ·K
−k
i (y) · (−q
N−1
i xi)
[k] .
In particular, if y is a homogeneous element of Uq(b+)
∗, then
(6.6) F
[N ]
i (y) = (qi − q
−1
i )
−N
N∑
k=0
x
[N−k]
i · y · (−q
N−M−1
i xi)
[k] ,
where M = (α∨i , |y|).
Proof. We proceed by induction in N . If N = 0 we have nothing to prove. If N = 1, then the
assertion follows from Lemma 6.1. The induction step follows easily from the binomial identity
q−ki
[
N
k
]
qi
+ qN+1−ki
[
N
k − 1
]
qi
=
[
N + 1
k
]
qi
where
[
N
k
]
=
[N ]qi !
[k]qi ![N−k]qi !
. 
In particular, if ℓ(siw) < ℓ(w), then taking y = vsiwλ and N = M = (α
∨
i , siwλ) = −(α
∨
i , wλ) in
(6.6), we obtain:
(6.7) F
[N ]
i (vsiwλ) = (qi − q
−1
i )
−N
N∑
k=0
x
[N−k]
i · vsiwλ · (−q
−1
i xi)
[k] .
Let F ′i := FiK
1
2
i . Taking into account that F
N
i = (F
′
iK
− 12
i )
N = q
N(N−1)
2
i F
′
i
N
K
−N2
i , (6.3) becomes:
F
[N ]
i (vsiwλ) = q
N(N−1)
2
i F
′
i
[N ]
K
−N2
i (vsiwλ) = q
−N2
i F
′
i
[N ]
(vsiwλ) = q
−N2
i vwλ .
Combining this with (6.7), we obtain (6.4).
Prove (6.5) now. Indeed, using (6.4) we obtain
∆wλ = q
− 12 (wλ−λ,λ)vwλ · v
−1
λ =
q
N
2
i
(qi − q
−1
i )
N
N∑
k=0
x
[N−k]
i · vsiwλ · (−q
−1
i xi)
[k] · q−
1
2 (wλ−λ,λ)v−1λ
=
q
N
2
i
(qi − q
−1
i )
N
N∑
k=0
x
[N−k]
i · q
− 12 (wλ−λ,λ)vsiwλ · (−q
−1
i xi)
[k]v−1λ
=
q
N
2
i
(qi − q
−1
i )
N
N∑
k=0
x
[N−k]
i · q
− 12 (wλ−siwλ,λ)∆siwλ · vλ(−q
−1
i xi)
[k]v−1λ
=
q
N
2
i
(qi − q
−1
i )
N
N∑
k=0
x
[N−k]
i · q
− 12 (wλ−siwλ+2kαi,λ)∆siwλ · (−q
−1
i xi)
[k]
=
q
N
2
i
(qi − q
−1
i )
N
N∑
k=0
(q
(α∨i ,λ)
2
i xi)
[N−k]∆siwλ · (−q
−1
i · q
−
(α∨i ,λ)
2
i xi)
[k]
where we used the fact that wλ − siwλ +Nαi = 0. This proves (6.5).
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The proposition is proved. 
6.2. Quantum Cluster Algebras. Fix a field k of characteristic zero, a natural number m and
an n-element subset ex of {1, . . . ,m} (n ≤ m) and consider a pair (χ, B˜), where χ : Zm×Zm → k×
is a unitary bicharacter of Zm, and B = (bk | k ∈ ex) is an m × ex matrix. Following [5], we say
that the pair (χ, B˜) is compatible if (cf. (5.5)):
χ(bk, εi) = q
δik
k
for all k ∈ ex, i = 1, . . . ,m where qk ∈ k×, k ∈ ex are some non-roots of unity.
Fix a skew-field F . A quantum seed in F is a pair (X, B˜), where
• X = {X1, . . . , Xm} is (an algebraically independent) generating set of F such that:
XiXj = qijXjXi
for all i, j = 1, . . . ,m for some qij ∈ k× satisfying qii = 1, qijqji = 1 for all i, j = 1, . . . ,m;
• B˜ = (bij) is an integer m× n matrix such that the pair (χ, B˜) is a compatible, where χ is the
unique unitary bicharacter of Zm such that χ(εi, εj) = qij for all i, j ∈ [1,m].
Furthermore, we refer to X as a quantum cluster, and for each a = (a1, . . . , am) ∈ Zm denote:
(6.8) Xa :=
∏
1≤i<j≤m
q
1
2aiaj
ji X
a1
1 · · ·X
am
m .
If a1, . . . , an are nonnegative integers, we refer to X
a as cluster monomial. By construction,
(6.9) Xa ·Xb = χ(a,b)Xa+b ,
for all a,b ∈ Zm, that is, the subalgebra of F generated by X1, . . . , Xm is isomorphic to the based
quantum torus Tχ defined in (2.8).
To each quantum seed we associate the upper quantum cluster algebra U(X, B˜) by the formula:
(6.10) U(X, B˜) =
⋂
j∈ex
k[X±11 , . . . , X
±1
j−1, Xj, X
′
j , X
±1
j+1, . . . , X
±1
m ] ,
(here k[S] denotes the subalgebra of F generated by S) where Xi = Xεi for all i and
(6.11) X ′k = X
[bk]+−εk +X [−b
k]+−εk
for k ∈ ex.
Given a quantum seed (X, B˜), a k-th mutation µk(X, B˜) is a pair (X
′, B˜′), where
• X′ = X \ {Xk} ∪ {X ′k}, where X
′
k is given by (6.11);
• B˜′ = µk(B˜) is given by b′ij =
−bij if i = k or j = kbij + |bik|bkj + bik|bkj |
2
otherwise
.
It is easy to show that each mutation µk(X, B˜) is also a quantum seed.
Theorem 6.7 ([5, Theorem 5.1]). For any quantum seed (X, B˜) and k ∈ ex one has:
U(µk(X, B˜)) = U(X, B˜) ,
i.e., the upper quantum cluster algebra does not depend on the choice of a quantum seed in a
mutation-equivalence class.
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In particular, one immediately obtains the quantum Laurent phenomenon: each cluster X′ of
each quantum seed µj1 · · ·µjℓ(Σ) belongs to U .
In fact, there is another way to modify a seed (X, B) such that the upper cluster algebra does
not change. The following is obvious.
Lemma 6.8. Let ρ be a Z-linear automorphism of Zm such that ρ(εk) = δkℓεℓ for all k ∈ ex and
ℓ ∈ [1,m]. Then for any quantum seed (X, B˜) one has:
(a) The pair (ρ(X), ρ−1(B˜)) is a quantum seed, where ρ(X) := {Xρ(ε1), . . . , Xρ(εm)} and ρ−1(B˜)
is obtained by applying ρ−1 to each column bk of B˜.
(b) U(ρ(X), ρ−1(B˜)) = U(X, B˜).
Given a quantum seed Σ = (X, B˜), define the lower cluster algebra AΣ to be the subalgebra of
U generated by X and by the neighboring cluster variables X ′j, j ∈ ex given by (6.11).
Theorem 6.9 ([5]). AΣ = U(Σ) if and only if the seed Σ is acyclic, i.e., there exists an ordering
(j1, . . . , jn) of ex such that bjp,jp′ ≥ 0 for all 1 ≤ p < p
′ ≤ n.
Although the quantum Laurent phenomenon guarantees that each cluster variable is an element
of Tχ, it is a non-trivial task to compute their initial cluster expansions.
The main result from [31] solves this Laurent problem in some cases via the quantum cluster
characters (5.6). To state the result, we need the following obvious fact.
Lemma 6.10. Given a finitary abelain category C, a collection S = {Si, i ∈ 1, . . . ,m} of simple
objects without self-extensions, a subset ex of {1, . . . ,m}, and a compatible unitary bicharacter χC
of K(C) in the sense of (5.5). Then the pair ΣC = (X, B˜) is a quantum seed in TχC , where:
• X = {X |S1|, . . . , X |Sm|} is an initial cluster in the quantum torus TχC ,
• B˜ is the restriction of the matrix BC given by (5.2) to m× ex.
By definition, for each V ∈ C its cluster characterXV given by (5.6) belongs to TχC . The following
result is essentially [31, Theorem 1.1].
Theorem 6.11. In the notation of Lemma 6.10, for each valued quiver (Q˜, d˜) whose restriction to
ex is acyclic, the quantum cluster character
V 7→ XV
is a bijection between indecomposable exceptional representations V ∈ C = repF(Q˜, d˜) supported in
ex and non-initial quantum cluster variables of U(ΣC).
6.3. Quantum i-seeds and i-characters. We construct quantum i-seeds in Li for symmetrizable
I × I Cartan matrices A = (aij) with aii = 2 and all sequences i ∈ Im. Indeed, given a non-root of
unity q
1
2 ∈ k, define the unitary bicharacter χi : Zm × Zm → k× by:
χi(a,b) = q
1
2Λi(a,b),
where Λi is the bilinear form given by (4.6). The following fact is obvious (cf. (2.1)).
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Lemma 6.12. For any A as above and any i ∈ Im the algebra Li generated by t1, . . . , tm subject to
the relations
tℓtk = q
cikiℓ tktℓ
for all 1 ≤ k < ℓ ≤ m, is a based quantum torus with the bicharacter χi. In particular,
tatb = qΛi(a,b)tbta
for all a,b ∈ Zm.
The following result is a direct corollary of Theorem 4.4.
Corollary 6.13. For any A as above and any i ∈ Im the pair Σi = (Xi, B˜i) is a quantum seed in
Li, where:
• Xi := {tϕ
−1
i
(ε1), . . . , tϕ
−1
i
(εm)} ⊂ Li is a cluster in Li,
• B˜i is the m× ex matrix given by (4.7) (and ex = exi = {k ∈ [1,m] | k+ ≤ m}).
In what follows, we denote by Ui the corresponding upper cluster algebra U(Σi). We will mostly
deal with the case when A is a Cartan matrix and i is reduced.
Proposition 6.14. For any sequence i = (i1, . . . , im) ∈ Im and any homogeneous x ∈ U∗+ one has
(in the notation of Lemma 6.1):
(6.12) Ψi(x) =
∑
(K
− 12
im
Eim)
[am] · · · (K
− 12
i1
Ei1 )
[a1](x) · ta ,
where the summation is over all a = (a1, . . . , γm) ∈ Zm≥0 such that a1αi1 + · · ·+ amαim = −|x|.
Proof. Indeed, Lemmas 3.6 and 6.1 imply that KSi |U∗+ = Ki and ∂
op
Si
|U∗+ = K
− 12
i Ei. Therefore,
(6.12) directly follows from the second equation (3.9). 
In the notation (4.17) for each i ∈ Im and λ ∈ P define the monomial tλ = tλ,i ∈ Li by
(6.13) tλ := t
aλ .
Lemma 4.12 and Proposition 4.13 imply the following corollary.
Lemma 6.15. In the notation of Lemma 4.12, for each i ∈ Im one has:
(a) For each ℓ ∈ [1,m] \ ex the coefficient Xℓ of the quantum cluster Xi equals tωiℓ .
(b) ta · tλ = v(|a|,wmλ+λ)tλ · ta for all λ ∈ P and a = (a1, . . . , am) ∈ Zm.
(c) tµtλ = v
(wmµ−w
−1
m µ,λ)tλtµ = v
1
2 (wmµ−w
−1
m µ,λ)tλ+µ for all λ, µ ∈ P.
In view of (3.9) and (6.12), the following result essentially coincides with [1, Theorem 3.1].
Proposition 6.16. Ψi(∆wλ) = t
−1
λ for any reduced word i of w ∈ W and any λ ∈ P
+.
This and Lemma 6.15(b) imply that {tλ, λ ∈ P
+} ⊂ Ψi(U
∗
+) and {t
−1
λ , λ ∈ P
+} is an Ore set in
Ψi(U
∗
+). It is also clear from Lemma 6.15(c) that tλ ∈ Ui for all λ ∈ P .
This and the following result provide some partial evidence to Conjecture 2.12(a).
Proposition 6.17. For each reduced word i of w ∈ W such that m− 6= 0 the cluster variables X1
and Xm− of the seed Σi belong to the localization of Ψi(U
∗
+) by the Ore set {t
−1
λ , λ ∈ P
+}.
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Proof. The following version of [1, Proposition 2.5] is immediate.
Lemma 6.18. Let i ∈ Im and x ∈ U∗+ be such that Ψi(x) ∈ k
× · ta11 · · · t
am
m for some a1, . . . , am ≥ 0.
• If a1 > 0, then (in the notation of (3.6)) Ψi(∂
op
Si1
(x)) ∈ k× · ta1−11 · · · t
am
m .
• If am > 0, then Ψi(∂Sim (x)) ∈ k
× · ta11 · · · t
am−1
m .
Proposition 6.16 guarantees that the lemma is applicable to each x = ∆wλ for w ∈ W , λ ∈ P+
so that (a1, . . . , am) = −aλ, e.g., a1 = −(α∨i1 , wλ) = −(w
−1α∨i1 , λ) and am = (α
∨
im , λ). Clearly, one
can choose λ in such a way that a1 > 0 and am > 0. Then, multiplying both Ψi(∂
op
Sim
(∆wλ)) and
Ψi(∂Sim (∆wλ)) by tλ = t
aλ , we obtain
t−11 , t
−1
m ∈ Ψi(U
∗
+)[tλ, λ ∈ P
+]
This, in particular, proves the first assertion of the proposition. To prove the second one, note that
ϕ−1
i
(εm−) = −
m−∑
k=1
(wkα
∨
ik , wm−ωim)εk = awm−ωim +
m∑
k=m−+1
(α∨ik , w
−1
k wm−1ωim)εk = awsimωim −εm
by (4.2) and (4.17), where we used that wm−ωim = wm−1ωim = wsimωim and w
−1
k wm−1ωim = ωim
for m− < k < m. Therefore
Xm− = t
ϕ−1
i
(ε
m− ) = tawωim−εm = qrt−1m · twsimωim
for some r ∈ Z hence Xm− ∈ Ψi(U
∗
+)[tλ, λ ∈ P ].
The proposition is proved. 
We conclude the section by constructing another important seed Σˆi = (Xˆi, Bˆi) in F = Frac(Li).
In the notation of Section 6.1 for any i ∈ Im define the subset Xˆi = {Xˆ1, . . . , Xˆm} of Pi by
(6.14) Xˆk := Ψi(∆si1 ···sikωik )
for k = 1, . . . ,m. It follows from Proposition 6.16 and Lemma 4.12(e) that the coefficients Xˆℓ
(ℓ ∈ [1,m] \ ex) are inverse to the coefficients of the initial seed Σi.
Lemma 6.19. If i is a reduced word for w ∈ W , then Xˆi is a quantum cluster for Frac(Li) with
(6.15) XˆkXˆℓ = q
Λi(ϕ
−1
i
(εk),ϕ
−1
i
(εℓ))XˆℓXˆk
for all 1 ≤ k, ℓ ≤ m. In particular, the assignment Xk 7→ Xˆk, k = 1, . . . ,m defines a homomorphism
(6.16) ηˆi : Li → Frac(Li)
Proof. It follows from Lemma 6.4 that for any w,w′ ∈ W such that ℓ(ww′) = ℓ(w) + ℓ(w′) and
for any λ, µ ∈ P one has:
∆wµ · vww′λ = q
(w′λ−λ,µ)−(ww′λ−λ,µ)vww′λ ·∆wµ .
Since |∆wµ| = wµ− µ, multiplying both sides on the right by q−
1
2 (ww
′λ−λ,λ)v−1λ and applying (6.2)
we obtain:
∆wµ ·∆ww′λ = q
(w′λ−λ,µ)−(ww′λ−λ,µ)q(wµ−µ,λ)∆ww′λ ·∆wµ = q
(wµ−µ,ww′λ+λ)∆ww′λ ·∆wµ .
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For w = wk, ww
′ = wℓ, µ = ωk, and λ = ωℓ, k ≤ ℓ, this, taken together with (4.11) gives (6.15).
The second assertion follows from the fact that Li is generated by Xi = {X1, . . . , Xm} subject to
the relations (6.15). The lemma is proved. 
The following is a particular case of [5, Conjecture 10.10].
Conjecture 6.20. Under the hypotheses of Lemma 6.19 the restriction of ηˆi to Ui is an isomorphism
of algebras ηi : Ui → Ui.
The following obvious fact gives a possible line of attack on the conjecture.
Lemma 6.21. Let Σ = (X, B˜) be a quantum seed in a skew-field F and let Σˆ = (Xˆ, B˜) be a quantum
seed in a skew-field Fˆ . Assume that the corresponding unitary bicharacters χ, χˆ are equal. Then:
(a) The assignment Xk 7→ Xˆk, k = 1, . . . ,m defines an isomorphism of algebras η : U(Σ)→˜U(Σˆ).
(b) For any other seed Σ′ = (X′, B˜′) the seed η(Σ′) = (η(X′), B˜′) satisfies U(η(Σ′)) = U(Σˆ).
We finish the section with the brief listing of properties of Ψi from [1], see also [5, Section 9.3].
Lemma 6.22. For any reduced word i = (i1, . . . , im) for w ∈W one has:
(a) the kernel of Ψi is the orthogonal complement (with respect to the pairing between H(C) and
H∗(C)) of the k-linear span Ei in U+ of all monomials [Si1 ]
a1 · · · [Sim ]
am , a1, . . . , am ∈ Z≥0.
(b) Ei = Ei′ for any other reduced word i
′ for w.
(c) The images ∆wλ of ∆wλ, λ ∈ P
+ in U∗+/ kerΨi form an Ore set.
(d) The localization (U∗+/ kerΨi)[∆
−1
wλ, λ ∈ P
+] is kq[N
w].
(e) Ψi(∆wλ) ∈ k× · t
−1
λ for λ ∈ P
+, where tλ ∈ Li is defined by (6.13).
This implies that Ψi defines an injective homomorphism of algebras:
(6.17) Ψ
i
: kq[N
w] →֒ Li.
7. Proof of Theorems 2.9, 2.10, and 2.11
7.1. Proof of Theorem 2.9. Let A be an n× n symmetrizable Cartan matrix with symmetrizing
matrix D. Let (Q,d) be any acyclic valued quiver (i.e. having no oriented cycles) such that:
• A = AS as in (5.1), where S = {S1, . . . , Sn} are simple representations of (Q,d);
• i0 = (1, 2, . . . , n) is a repetition-free source adapted sequence for (Q,d);
• |F| = q = v2.
This, in particular, implies that A = 2 · In − [BQ]+ − [−BQ]+.
It is convenient to slightly modify the initial seed Σi = (Xi, B˜i) (defined in Corollary 6.13) for
i = (i0, i0) as follows.
Denote Σ±
i
= (X±
i
, B˜±
i
), where X±
i
= ρ±
i
(Xi) = {tϕ
−1
i
ρ±
i
(ε1), . . . , tϕ
−1
i
ρ±
i
(ε2n)} and B˜±
i
=
(
BQ
±In
)
,
that is, it consists of the first n columns of the matrix B±
Q˜
given by (5.7). By Lemma 4.11,
B˜±
i
= (ρ±
i
)−1(B˜i) ,
therefore, Lemma 6.8 guarantees that both Σ+
i
and Σ−
i
are quantum seeds for Ui, i.e., Ui = U(Σ
+
i
) =
U(Σ−
i
).
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We will now prove Theorem 2.9(a), i.e., show that Ψ(i0,i0)(U
∗
+) ⊂ Ui.
Recall that U∗+ is generated by [Si]
∗, i ∈ [1, n] and it follows from (2.6) that Ψ(i0,i0)([Sk]
∗) =
tk + tk+n for k = 1, . . . , n. Thus it suffices to prove the following result.
Lemma 7.1. Let i = (i0, i0). Then tk + tn+k ∈ Ui for 1 ≤ k ≤ n.
Proof. Since each coefficient X±1n+k belongs to Ui by Lemma 4.12(e) and Proposition 6.16, it
suffices to show that the k-th mutation of the quantum seed Σ−
i
results in:
(7.1) X ′k = tk + tk+n
for k = 1, . . . , n.
Indeed, since B˜−
i
= (b1−, . . . ,b
n
−) is the [1, 2n]× [1, n] submatrix of B
−
Q˜
, the equation (5.3) under
the identification |Sk| := εk implies that
∗εk = εk − [b
k
−]+, ε
∗
k = εk − [−b
k
−]+
for k = 1, . . . , n. Combining this with Lemma 5.6, we obtain:
ρ−1
i
ϕi(εk) = −
∗εk = [b
k
−]+ − εk, ρ
−1
i
ϕi(εn+k) = −ε
∗
k = [−b
k
−]+ − εk .
Hence
(ρ−1
i
ϕi)
−1([bk−]+ − εk) = εk, (ρ
−1
i
ϕi)
−1([−bk−]+ − εk) = εn+k
for k = 1, . . . , n. In turn, this, implies
X ′k = t
(ρ−1
i
ϕi)
−1([bk−]+−εk) + t(ρ
−1
i
ϕi)
−1([−bk−]+−εk) = tk + tn+k .
This proves (7.1) and the lemma. 
Therefore, Theorem 2.9(a) is proved.
Prove Theorem 2.9(b) now. Indeed, Σ−
i
= ΣC˜ in the notation of Lemma 6.10, where C˜ =
repF(Q˜, d˜) and (Q˜, d˜) is the valued quiver on 2n vertices as in (5.7).
Since (Q,d) is the (acyclic) restriction of (Q˜, d˜) to ex = {1, . . . , n}, both Theorem 2.5 and
Theorem 6.11 are applicable and combining them we obtain that the assignment
V 7→ Ψi([V ]
∗)
is a bijection between all exceptional representations of (Q,d) and all non-initial quantum cluster
variables in Ui = U(ΣC˜). Therefore, Theorem 2.9(b) is proved.
It remains to prove Theorem 2.9(c).
We need the following result.
Proposition 7.2. Assume that i = (i0, i0) is reduced. Then there exists an acyclic quantum seed
Σ′ such that all cluster variables of Σ′ and µj(Σ
′), j = 1, . . . , n belong to Ψi(U
∗
+).
Proof. The essential ingredient is contained in the following result.
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Lemma 7.3. In the assumptions of Proposition 7.2, for k ∈ [1, n− 1] let
Σ(k) = µk · · ·µ1µn · · ·µ1(Σ
−
i
)
Then for j ∈ [1, n] one has:
(a) The j-th cluster variable X
(k)
j , j ∈ [1, 2n] of Σ
(k) is homogeneous and
|X
(k)
j | =

csi1 · · · sij−1 (αij ) if 1 ≤ j ≤ k
si1 · · · sij−1 (αij ) if k + 1 ≤ j ≤ n
αij + cαij if j > n
.
where c = si1 · · · sin is the corresponding Coxeter element of W .
(b) The j-th cluster variable X ′j
(k), j ∈ [1, n] of µj(Σ(k)) is homogeneous and
(7.2) |X ′
(k)
j | =
−si1 · · · sik(αij ) if si1 · · · sik(αij ) < 0csi1 · · · sik(αij ) if si1 · · · sik(αij ) > 0 .
Proof. The first two cases of part (a) are a direct application of the main result from [30]. To see
the last case we note thatXn+j = t
aωij for 1 ≤ j ≤ n (see Lemma 6.15), whereXn+j is the coefficient
of Σi hence |Xn+j| = |aωij | = c
2ωij − ωij according to Lemma 4.12(f). Since X
(k)
n+j = X
−
n+j for all
k, we obtain:
|X−n+j | = |ϕ
−1
i
ρ−
i
(εn+j)| = c
2ωij − ωij −
j∑
ℓ=1
aiℓij (c
2ωiℓ − ωiℓ) = c
2µ− µ = (1 + c)(c− 1)µ ,
where µ = ωij −
j∑
ℓ=1
aiℓijωiℓ . Thus, it suffices to show that (c− 1)µ = αij .
Indeed, (c − 1)µ = (si1 · · · sij − 1)µ. Furthermore, let θj = −αij +
n∑
ℓ=1
aiℓ,ijωiℓ . Clearly, θj is
W -invariant and µ+ θj = sijωij −
∑
ℓ>j
aiℓ,ijωiℓ . Combining these, we obtain
(c− 1)µ = (si1 · · · sij − 1)µ = (si1 · · · sij − 1)(µ+ θj) = (si1 · · · sij − 1)(sijωij ) = ωij − sijωij = αij .
This finishes the proof of part (a).
Prove (b) now. Since X ′
(k)
k = X
(k−1)
k , in view of part (a) it suffices to verify (7.2) only for
j ∈ [1, n] \ {k}.
Since B˜−
i
=
(
BQ
−In
)
, it is easy to see that
(7.3) µn · · ·µ1(B˜
−
i
) =
(
BQ
In
)
= B˜+
i
.
Without loss of generality we assume for the rest of the proof that i0 = (1, . . . , n). Since B˜
(k) =
µk · · ·µ1(B˜
+
i
), it is easy to show that its j-th column b
(k)
j , j 6= k is given by:
b
(k)
j =
n∑
i=1
sgn(j − k)δj,ki aijεi + d
j,k
i εn+i ,
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where s1 · · · skαj =
n∑
i=1
dj,ki αi and δ
j,k
i =

0 if i = j
−1 if i ∈ [min(j, k) + 1,max(j − 1, k)]
1 otherwise
.
In particular, [sgn(j − k) · b
(k)
j ]+ =
∑n
i=1[δ
j,k
i aij ]+ · εi + [sgn(j − k)d
j,k
i ]+ · εn+i. Using this, we
can compute |X ′j
(k)|, j ∈ [1, n] \ {k} by:
(7.4) |X ′j
(k)
| = |X(k)
[sgn(j−k)b
(k)
j ]+−εj | = −|X
(k)
j |+
n∑
i=1
[δj,ki aij ]+ · |X
(k)
j |+[sgn(j−k)d
j,k
i ]+ · |X
(k)
n+i| .
Furthermore, if α := s1 · · · skαj < 0, i.e. all d
jk
i ≤ 0, then necessarily j ≤ k, aj+1,j = · · ·akj = 0
hence s1 · · · sjαj = α and we have:
|X ′j
(k)
| = −|X
(k)
j | −
k∑
i=j+1
aij |Xi
(k)| −
n∑
i=1
dj,ki |X
(k)
n+i| = cs1 · · · sjαj − (α+ cα) = −α
where we used the identity
(7.5)
n∑
i=1
dj,ki |X
(k)
n+i| = s1 · · · skαj + cs1 · · · skαj .
It remains to consider the case when α := s1 · · · skαj > 0, then i.e. all d
jk
i ≥ 0. If j < k, then
|X ′j
(k)
| = −|X
(k)
j | −
∑
i∈[j+1,k]
aij |Xi
(k)| = cs1 · · · sjαj −
∑
i∈[j+1,k]
aijcs1 · · · si−1αi
= cs1 · · · sjαj −
∑
i∈[j+1,k]
cs1 · · · si−1(αj − siαj) = cs1 · · · sjαj − (s1 · · · sjαi − cα) = cα
by the telescopic summation argument since aijαi = αj − siαj .
Finally, if α = s1 · · · skαj > 0 and j > k, then
|X ′j
(k)
| = −|X
(k)
j | −
∑
i∈[k+1,j−1]
aij |Xi
(k)|+
n∑
i=1
dj,ki |X
(k)
n+i|
= cs1 · · · sjαj−
∑
i∈[k+1,j−1]
aijs1 · · · si−1αi+α+cα = cs1 · · · sjαj−(α−si · · · sj−1αj)+(cα+α) = cα
again by the telescopic summation argument and (7.5).
The lemma is proved. 
Theorem 2.9(b) implies that a given cluster variable X of Ui equals X˜V for some exceptional
V ∈ repF(Q,d) if and only if |X | is a positive root. Moreover, [10, Theorem 5.1] asserts that for
each exceptional object V ∈ repF(Q,d), the corresponding element [V ]
∗ ∈ H∗(C) belongs to U∗+ and
hence X˜V = Ψi([V ]
∗) belongs to Ψi(U
∗
+). This and Lemma 7.3(a) imply that X
(k)
j ∈ Ψi(U
∗
+) for all
k ∈ [1, n− 1], j ∈ [1, n] because |X
(k)
j | > 0. In view of the above and Lemma 7.3(b), it remains to
find k ∈ [1, n− 1] such that |X ′j
(k)| > 0 for all j ∈ [1, n] \ {k, k + 1}.
To do so we need some more notation.
Denote
I0 = {k ∈ [1, n− 1] | cαik > 0}
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and fix a source adapted sequence i′0 for Q such that that its prefix is any appropriate ordering of
I0 and the remainder – any appropriate ordering of [1, n] \ I0.
Without loss of generality, we may relabel Q and all cluster variables in such a way that i′0 =
(1, . . . , n). Then, clearly, I0 = [1, k], i.e.,
cα1 > 0, . . . , cαk > 0, cαk+1 < 0, . . . , cαn < 0 ,
e.g., srαℓ = αℓ for all r > ℓ > k.
Therefore, Lemma 7.3(b) implies that for j ∈ [1, n] \ {k, k + 1}, one has
|X ′j
(k)
| =
−s1 · · · sk(αj) if s1 · · · sk(αj) < 0cs1 · · · sk(αj) if s1 · · · sk(αj) > 0 .
If j > k, then s1 · · · sk(αj) = −cαj > 0 and cs1 · · · sk(αj) = cs1 · · · sj−1(αj) > 0 hence |X ′j
(k)| > 0.
Suppose that j < k now. If s1 · · · sk(αj) < 0, then |X ′j
(k)| = cs1 · · · sk(αj) > 0 and we are done. In
the remaining case, we have s1 · · · sk(αj) > 0 and |X ′j
(k)| = cs1 · · · sk(αj). Taking into account that
s1 · · · sk(αj) =
k∑
i=1
diαi
where all di ∈ Z≥0, we obtain:
|X ′j
(k)
| = c(
k∑
i=1
diαi) =
k∑
i=1
dicαi > 0 .
The proposition is proved. 
Let Σ′ be as in Proposition 7.2. Since Ui = U(Σ′) and Σ′ is acyclic, Theorem 6.9 guarantees that
Ui is generated by X′ ∪
n⋃
j=1
µj(X
′) and the inverses of coefficients {X−1n+1, . . . , X
−1
2n }. On the other
hand, Proposition 7.2 guarantees that X′ ⊂ Ψi(U∗+) and µj(X
′) ⊂ Ψi(U∗+) for j = 1 . . . , n. In turn,
this implies the containment
Ui ⊆ Ψi(U
∗
+)[X
−1
n+1, . . . , X
−1
2n ]
in Li. But Theorem 2.9(a) implies the opposite containment, which proves Theorem 2.9(c).
Therefore, Theorem 2.9 is proved. 
7.2. Quantum twist and Proof of Theorem 2.10. Let (Q,d) be an acyclic valued quiver on
vertices Q0 = {1, . . . , n}. Without loss of generality, we assume that i0 = (1, . . . , n) is a complete
source adapted sequence.
Definition 7.4. For 1 ≤ i ≤ j ≤ n denote by Vij the unique (up to isomorphism) indecomposable
representation of (Q,d) with |Vij | = si · · · sj−1αj .
It is well-known that each Vij is exceptional.
Proposition 7.5. For 1 ≤ i ≤ j ≤ n one has, under specialization q := |F|
1
2 :
(7.6) [Vij ]
∗ = ∆si···sjωj .
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Proof. We start with the following corollary of [10, Proposition 4.3.3].
Lemma 7.6. For 1 ≤ i < j ≤ n, one has the recursion in H∗(repF(Q,d)):
[Vij ]
∗ =
v
N
2
i
(vi − v
−1
i )
N
N∑
k=0
x
[N−k]
i · [Vi+1,j ]
∗ · (−v−1i xi)
[k] ,
where N := (α∨i , |[Vi+1,j ]
∗|) = −(α∨i , |Vi+1,j |).
Proof. Indeed, since (α∨i , |Vi+1,j |) ≤ 0, [10, Proposition 4.3.3] implies that each [Vij ] belongs to
U+ or, more precisely, one has the following recursion in H(repF(Q,d)) for 1 ≤ i < j ≤ n:
(7.7) [Vij ] = v
N
i
N∑
k=0
[Si]
[N−k] · [Vi+1,j ] · (−v
−1
i [Si])
[k] ,
where N = −(α∨i , |Vi+1,j |) and vi = 〈Si, Si〉.
Using the isomorphism H(repF(Q,d))→˜H
∗(repF(Q,d)) given by [V ] 7→ |Aut(V )| · δ[V ] for V ∈
repF(Q,d), we obtain a similar recursion for δ[Vij ] ∈ H
∗(repF(Q,d)):
δ[Vij ] =
vNi |Aut(Vi+1,j)|
|Aut(Vij)| · |Aut(Si)|N
N∑
k=0
x
[N−k]
i · δ[Vi+1,j ] · (−v
−1
i xi)
[k]
hence
(7.8) [Vij ]
∗ = c′ij
N∑
k=0
x
[N−k]
i · [Vi+1,j ]
∗ · (−v−1i xi)
[k] ,
where c′ij =
vNi |Aut(Vi+1,j)|
|Aut(Vij)||Aut(Si)|N
· 〈Vij ,Vij〉
− 1
2 f(|Vij |)
〈Vi+1,j ,Vi+1,j〉
− 1
2 f(|Vi+1,j |)
. Since |Vij | = si|Vi+1,j | = |Vi+1,j | + Nαi
we have
f(|Vij |) = f(|Vi+1,j |)〈Si, Si〉
N
2 .
Then using the fact that |Aut(Vi+1,j)| = |Aut(Vij)| (see e.g., [11, Proposition 2.1]) and 〈Vij , Vij〉 =
〈Vi+1,j , Vi+1,j〉, we obtain:
c′ij =
vNi 〈Si, Si〉
N
2
|Aut(Si)|N
=
v
N
2
i
(vi − v
−1
i )
N
,
because 〈Si, Si〉 = vi and |Aut(Si)| = v2i − 1.
This proves the lemma. 
We are now in a position to prove (7.6) by induction in j − i. Indeed, for j − i = 0 we will set
w = si = sj and λ = siwλ = ωi in (6.5) where N = (α
∨
i , ωi) = 1. Taking into account that ∆ωj = 1,
we have
∆sjωj =
q
1
2
i
qi − q
−1
i
1∑
k=0
(q
1
2
i xi)
[1−k] · (−q
−1− 12
i xi)
[k] =
q
1
2
i
(qi − q
−1
i )
(q
1
2
i xi − q
−1− 12
i xi) = xj = [Vjj ]
∗ .
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Now assume that j − i > 0, then specializing (6.5) at qi = vi, λ = ωj , w = si · · · sj and using the
fact that (α∨i , ωj) = 0 if i 6= j, we obtain the following recursive formula for ∆si···sjωj :
(7.9) ∆si···sjλ =
v
N
2
i
(vi − v
−1
i )
N
N∑
k=0
x
[N−k]
i ∆si+1···sjωj · (−v
−1
i xi)
[k] .
Combining Lemma 7.6 with the inductive hypotheses for [Vi+1,j ]
∗, we obtain by (7.9):
[Vij ]
∗ =
v
N
2
i
(vi − v
−1
i )
N
N∑
k=0
x
[N−k]
i ·∆si+1···sjωj · (−v
−1
i xi)
[k] = ∆si···sjωj .
The proposition is proved. 
To complete the proof of Theorem 2.10 we need to show that ηˆi(Ui) = Ui, where ηˆi : Li →
Frac(Li) is defined in Lemma 6.19.
First note that Lemma 6.19 implies that Σˆi = (Xˆi, B˜i) is a quantum seed in Li. Denote Σˆ
+
i
=
(Xˆ+
i
, B˜+
i
), where Xˆ+
i
= ρ+
i
(Xˆi) in the notation of Lemma 6.8. By Lemma 6.8(a) it is a quantum
seed for Li.
Lemma 7.7. Σˆ+
i
= µn · · ·µ1(Σ
−
i
).
Proof. In the notation of Section 7.1, denote
Σ′ = (X′, B˜′) := µn · · ·µ1(Σ
−
i
) .
Clearly, B˜′ = B˜+
i
by (7.3).
Furthermore, repeating the argument from the proof of Proposition 7.2, we obtain
X ′j = Ψi([V1j ]
∗)
for 1 ≤ j ≤ n, where V1j is defined in Definition 7.4.
It follows from Proposition 7.5 that
X ′j = Ψi([V1j ]
∗) = Ψi(∆s1···sjωj ) = Xˆj
for j = 1, . . . , n. Clearly, the coefficients X ′n+1, . . . , X
′
2n of X
′ are inherited from the cluster X−
i
=
{X−1 , . . . , X
−
2n} therefore
(7.10) X ′n+k = X
−
n+k = t
ϕ−1
i
ρ−
i
(εn+k) = t−ϕ
−1
i
ρ+
i
(εn+k),
where we use that ρ−
i
(εn+k) = −ρ
+
i
(εn+k).
Following Proposition 6.16 and Lemma 4.12(e) we have
(7.11) Xˆn+k = Ψi(∆c2ωin+k ) = t
−1
ωin+k
= t−ϕ
−1
i
(εn+k)
for 1 ≤ k ≤ n. Combining (7.10) and (7.11) we see that
X ′n+k = ρ
+
i
(Xˆi)n+k = t
−ϕ−1
i
ρ+
i
(εn+k) = Xˆ+n+k .
This proves that X′ = Xˆ+
i
. The proposition is proved.

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Now we can finish the proof of Theorem 2.10. Indeed, by Lemma 6.8(b), U(Σˆ+
i
) = U(Σˆi). On
the other hand, U(Σˆ+
i
) = U(Σ+
i
) = Ui by Lemma 7.7. Therefore, Theorem 2.10 is proved.

7.3. Proof of Theorem 2.11. For simplicity, we set i0 := (1, . . . , n) as above. Then Theorem 2.9
and (6.17) guarantee that if i = (i0, i0) is a reduced word for an element c
2, where c = s1 · · · sn,
then Ψ
i
is an isomorphism
Ψi : kq[N
c2 ]→˜Ui .
On the other hand, by Theorem 2.10, we obtain:
η(Xj) = Ψi(∆s1···sjωj ) = Ψi(∆s1···sjωj)
for j = 1, . . . , n.
Therefore, combining this with Lemma 6.22(e) we see that if i = (i0, i0) is a reduced word for c
2,
the assignment
Xj 7→ Ψ
−1
i
(η(Xj)) =
∆s1···sjωj if j ≤ n∆−1s1···sns1···sj−nωj−n if j > n
for j = 1, . . . , 2n defines an injective homomorphism
Li →֒ Frac(kq [N
c2 ])
whose restriction to Ui ⊂ Li is an isomorphism Ui→˜kq[N c
2
]. This proves Theorem 2.11.
8. Example
In this section we compute a complete example to illustrate our main results. Consider the Cartan
matrix A =
(
2 −3
−1 2
)
with symmetrizing matrix D =
(
1 0
0 3
)
. Our example will be built on the
word i = (1, 2, 1, 2). In this case Li is the algebra over Z[v±
1
2 ] generated by t±11 , t
±1
2 , t
±1
3 , and t
±1
4
subject to the commutation relations:
t2t1 = v
−3t1t2, t3t1 = v
2t1t3, t4t1 = v
−3t1t4, t3t2 = v
−3t2t3, t4t2 = v
6t2t4, t4t3 = v
−3t3t4.
We may compute the initial exchange matrix as B˜i =

0 3
−1 0
1 −3
0 1
 and the initial cluster
Xi = (X1, X2, X3, X4) ⊂ Li given by
(8.1) X1 = t
−ε1 , X2 = t
−3ε1−ε2 , X3 = t
−2ε1−ε2−ε3 , X4 = t
−3ε1−2ε2−3ε3−ε4 .
We will also need another choice of coefficients X−3 and X
−
4 computed by:
(8.2) X−3 = X
−ε3 = t2ε1+ε2+ε3 , X−4 = X
3ε3−ε4 = t−3ε1−ε2+ε4 .
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The variables of Xi or X
−
i
= (X1, X2, X
−
3 , X
−
4 ) (and their inverses) form another generating set for
Li and we may use them to express the generators t1, t2, t3, and t4 as follows:
(8.3)
t1 = X
−ε1 , t2 = X
3ε1−ε2 , t3 = X
−ε1+ε2−ε3 = X−ε1+ε2+ε3− , t4 = X
−ε2+3ε3−ε4 = X−ε2+ε4− ,
where we write Xa− for bar-invariant monomials in the cluster X
−
i
. It is easy to see that the
commutation matrix of Xi is given by

0 3 1 3
−3 0 0 3
−1 0 0 3
−3 −3 −3 0
 and this is compatible with B˜i, ver-
ifying Theorem 4.4. Similarly the commutation matrix of X−
i
is

0 3 −1 0
−3 0 0 −3
1 0 0 3
0 3 −3 0
 which is
compatible with the exchange matrix B˜−
i
=

0 3
−1 0
−1 0
0 −1
.
Inside kv2 [N ] we have the generalized quantum minors ∆s1ω1 , ∆s1s2ω2 , ∆s1s2s1ω1 , and ∆s1s2s1s2ω2
which provide the cluster variables and coefficients of the cluster (Xˆi, B˜i). These generalized quan-
tum minors can easily be computed using (6.5) as follows:
∆s1ω1 = x1,
∆s1s2ω2 =
v
3
2 x31x2 − v
1
2 [3]vx
2
1x2x1 + v
− 12 [3]vx1x2x
2
1 − v
− 32x2x
3
1
(v3 − v−3)(v2 − v−2)(v − v−1)
,
∆s1s2s1ω1 =
−v
1
2x31x2 + (v
7
2 + v−
1
2 + v−
5
2 )x21x2x1 − (v
5
2 + v
1
2 + v−
7
2 )x1x2x
2
1 + v
− 12 x2x
3
1
(v3 − v−3)(v2 − v−2)(v − v−1)
,
∆s1s2s1s2ω2 =
v
3
2 x31∆s2s1s2ω2 − v
1
2 [3]vx
2
1∆s2s1s2ω2x1 + v
− 12 [3]vx1∆s2s1s2ω2x
2
1 − v
− 32∆s2s1s2ω2x
3
1
(v3 − v−3)(v2 − v−2)(v − v−1)
,
where we have used the notation [3]v = v
2 + 1 + v−2.
Applying the Feigin homomorphism Ψ(1,2,1,2) we obtain the cluster variables as follows:
Xˆ1 = Ψ(1,2,1,2)(∆s1ω1) = t
ε1 + tε3 ,
Xˆ2 = Ψ(1,2,1,2)(∆s1s2ω2) = t
3ε1+ε2 + t3ε1+ε4 + [3]vt
2ε1+ε3+ε4 + [3]vt
ε1+2ε3+ε4 + t3ε3+ε4 ,
Xˆ3 = Ψ(1,2,1,2)(∆s1s2s1ω1) = t
2ε1+ε2+ε3 = X−ε3 ,
Xˆ4 = Ψ(1,2,1,2)(∆s1s2s1s2ω2) = t
3ε1+2ε2+3ε3+ε4 = X−ε4 .
Applying the monomial change (8.3) we see that
Xˆ1 = Ψ(1,2,1,2)(∆s1ω1) = X
−ε1
− +X
−ε1+ε2+ε3
−
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is the new variable obtained by mutating the seed (X−
i
, B˜−
i
) in direction 1 and that mutating further
in direction 2 produces the new cluster variable:
Xˆ2 = Ψ(1,2,1,2)(∆s1s2ω2) = X
−ε2
− +X
−3ε1−ε2+ε4
− + (v
2 + 1 + v−2)X−3ε1+ε3+ε4−
+ (v2 + 1 + v−2)X−3ε1+ε2+2ε3+ε4− +X
−3ε1+2ε2+3ε3+ε4
− .
9. Appendix: Twisted Bialgebras in Braided Monoidal Categories
Let k be a field and Γ an additive monoid. For any unitary bicharacter χ : Γ × Γ → k× let Cχ
be the tensor category of Γ-graded vector spaces V =
⊕
γ∈Γ
V (γ) such that each component V (γ) is
finite-dimensional. Clearly, this category is braided via ΨU,V : U ⊗ V → V ⊗ U given by
ΨU,V (uγ ⊗ vγ′) = χ(γ, γ
′) · vγ′ ⊗ uγ
for any uγ ∈ U(γ), vγ′ ∈ V (γ′).
Let U =
⊕
γ∈Γ
U(γ) be a bialgebra in Cχ. Denote by Uˆ the completion of U with respect to the
grading, that is, the space of all formal series u˜ =
∑
γ∈Γ
uγ , where uγ ∈ U(γ). For each such u˜ denote
by Supp(u˜) the submonoid of Γ generated by {γ : uγ 6= 0}.
From now on we assume that for any γ ∈ Γ the set
Aγ = {(γ
′, γ′′) : γ′ + γ′′ = γ}
of two-part partitions of γ is finite. It is easy to see that, under this assumption, Uˆ has a well-
defined multiplication. The coproduct on U extends to ∆ˆ : Uˆ → U
⊗ˆ
U so that Uˆ becomes a
complete bialgebra. The following fact is obvious.
Lemma 9.1. Let E =
∑
γ∈Γ
E(γ) be a formal series, where each E(γ) ∈ U(γ). Then E is grouplike in
Uˆ (i.e., ∆ˆ(E) = E ⊗ E) if and only if
∆(E(γ)) =
∑
(γ′,γ′′)∈Aγ
E(γ
′) ⊗ E(γ
′′)
for each γ ∈ Γ.
As a corollary of Lemma 9.1 we have the following well-known result.
Lemma 9.2. If x ∈ U is primitive, i.e. ∆(x) = x⊗ 1 + 1⊗ x and ΨU ,U(x⊗ x) = qx⊗ x for some
non-root of unity q ∈ k×, then the braided exponential
expq(x) =
∞∑
k=0
1
(k)q!
xk
of x is grouplike in Uˆ , where (k)q! = (1)q · · · (k)q and (ℓ)q =
qℓ−1
q−1 .
However, the product of grouplike elements is not always grouplike. We can sometimes restore
the grouplike property of a product by twisting the factors with elements of an appropriate non-
commutative algebra P in Cχ. This, contained in Proposition 9.4, is the main idea behind the
forthcoming theorem.
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Now we define the restricted dual algebra A of U . As a vector space, A is the set of all k-linear
forms x : U → k such that x vanishes on U(γ) for all but finitely many γ ∈ Γ. In other words,
A ∼=
⊕
γ∈Γ
A(γ) where A(γ) = Homk(U(γ), k). Clearly, A is an algebra in Cχ with the product (resp.
unit) adjoint of the coproduct ∆ (resp. counit) on U .
Let E = (E1, . . . , Em) be a family of grouplike elements
Ek =
∑
γ∈Γ
E
(γ)
k
in Uˆ . We say that E is P-adapted if for each k = 1, . . . ,m there exists a homomorphism τk from
the monoid Supp(Ek) to the multiplicative monoid of P such that
(9.1) τℓ(γℓ)τk(γk) = χ(γk, γℓ) · τk(γk)τℓ(γℓ)
for all k < ℓ and γk ∈ Supp(Ek). For every P-adapted family E we define a map ΨE : A → P by
the formula
(9.2) ΨE(x) =
∑
γ1∈Supp(E1),...,γm∈Supp(Em)
x
(
E
(γ1)
1 · · ·E
(γm)
m
)
τ1(γ1) · · · τm(γm) ,
where we denote by (x, u) 7→ x(u) the natural non-degenerate evaluation pairing A× U → k. Note
that the sum in (9.2) is always finite because x vanishes on all but finitely many homogeneous
components of U .
Theorem 9.3. For any P-adapted family E of grouplike elements the map ΨE : A → P defined
by (9.2) is a homomorphism of Γ-graded algebras.
Proof. For any k-algebra P denote UP := U
⊗
P and view it as an algebra with the standard
(NOT braided!) algebra structure. We will often abbreviate u · t := u⊗ t for u ∈ U , t ∈ P .
Denote by UˆP the completion of UP , i.e., UˆP = Uˆ
⊗
P is the space of formal series of the form∑
γ∈Γ uγ · tγ , where uγ ∈ U(γ) and tγ ∈ P . Consider the tensor square VP = UP
⊗
P
UP where the
left factor is regarded as a right P-module and the right factor as a left P-module. Note that VP is
a P-bimodule in which we can write t(u⊗v) = (tu)⊗v = u⊗ (tv) = (u⊗v)t for any u, v ∈ U , t ∈ P .
Under the standard identification
VP ∼= (U
⊗
U)
⊗
P ,
this bimodule VP becomes an algebra.
We will also need the completed tensor square VˆP = UP
⊗ˆ
P
UP . There is a natural morphism of
P-bimodules
∆ˆP : UˆP → VˆP
which is the P-linear extension of the coproduct ∆ˆ on Uˆ . Clearly, ∆ˆP is an algebra homomorphism.
For each P-adapted family E define an element E˜ ∈ UˆP as follows:
E˜ = E˜1 · · · E˜m ,
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where
E˜k =
∑
γ∈Supp(Ek)
E
(γ)
k · τk(γ) .
Proposition 9.4. For any P-adapted family of grouplike elements E the element E˜ ∈ UˆP is grou-
plike, i.e.,
∆P(E˜) = E˜ ⊗ E˜ .
Proof. We need the following fact.
Lemma 9.5. In the assumptions of Proposition 9.4 one has:
(a) each E˜k is a grouplike element in UˆP .
(b) (1⊗ E˜k)(E˜ℓ ⊗ 1) = (E˜ℓ ⊗ 1)(1⊗ E˜k) for any 1 ≤ k < l ≤ m.
Proof. To prove (a), note that by Lemma 9.1 we have
∆ˆP (E˜k) =
∑
γ∈Supp(Ek)
∆(E
(γ)
k ) · τk(γ) =
∑
γ′,γ′′∈Supp(Ek)
E
(γ′)
k ⊗ E
(γ′′)
k τk(γ
′ + γ′′)
=
∑
γ′,γ′′∈Supp(Ek)
E
(γ′)
k · τk(γ
′)⊗ E
(γ′)
k τk(γ
′′) = E˜k ⊗ E˜k ,
where we have used the multiplicativity of τk: τk(γ
′ + γ′′) = τk(γ
′)τk(γ
′′).
To prove (b), abbreviate E˜
(γ)
k := E
(γ)
k · τk(γ) for k = 1, . . . ,m, γ ∈ Supp(Ek). Then for k < ℓ
and γk ∈ Supp(Ek), γℓ ∈ Supp(Eℓ) we deduce the following commutation relation using (9.1):
(1⊗ E˜
(γk)
k )(E˜
(γℓ)
ℓ ⊗ 1) = (1⊗ E
(γk)
k )(E
(γℓ)
ℓ ⊗ 1) · τk(γk)τℓ(γℓ)
= (E
(γℓ)
ℓ ⊗ 1)(1⊗ E
(γk)
k ) · χ(γk, γℓ)τk(γk)τℓ(γℓ) = (E
(γℓ)
ℓ ⊗ 1)(1⊗ E
(γk)
k ) · τℓ(γℓ)τk(γk)
= (E˜
(γℓ)
ℓ ⊗ 1)(1⊗ E˜
(γk)
k ) .
Since E˜k =
∑
γk∈Supp(Ek)
E˜
(γk)
k and E˜ℓ =
∑
γℓ∈Supp(Eℓ)
E˜
(γℓ)
ℓ , we obtain the desired result:
(1 ⊗ E˜k)(E˜ℓ ⊗ 1) =
∑
γk∈Supp(Ek),γℓ∈Supp(Eℓ)
(1 ⊗ E˜
(γk)
k )(E˜
(γℓ)
ℓ ⊗ 1)
=
∑
γk∈Supp(Ek),γℓ∈Supp(Eℓ)
(E˜
(γℓ)
ℓ ⊗ 1)(1⊗ E˜
(γk)
k ) = (E˜ℓ ⊗ 1)(1⊗ E˜k) .
Lemma 9.5 is proved. 
Now we are ready to finish the proof of Proposition 9.4. Using Lemma 9.5 and the identities
u˜⊗ v˜ = (u˜⊗ 1)(1⊗ v˜), (u˜ ⊗ 1)(v˜ ⊗ 1) = u˜v˜ ⊗ 1 and (1⊗ u˜)(1 ⊗ v˜) = 1 ⊗ u˜v˜, for any u˜, v˜ ∈ UˆP , we
compute
∆ˆP(E˜) = ∆ˆP (E˜1 · · · E˜m) = ∆ˆP(E˜1) · · · ∆ˆP(E˜m) = (E˜1 ⊗ E˜1) · · · (E˜m ⊗ E˜m)
= (E˜1 ⊗ 1)(1⊗ E˜1) · · · (E˜m ⊗ 1)(1⊗ E˜m) =
(
(E˜1 ⊗ 1) · · · (E˜m ⊗ 1)
)(
(1 ⊗ E˜1) · · · (1⊗ E˜m)
)
= (E˜ ⊗ 1)(1 ⊗ E˜) = E˜ ⊗ E˜ .
Proposition 9.4 is proved. 
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Finally, we define the pairing A× UˆP → P by:
x(
∑
uγ · tγ) =
∑
x(uγ)tγ .
Clearly, the pairing is well-defined because all but finitely many terms x(uγ) are 0 for each u ∈ A.
For every P-adapted family E we see that the map ΨE : A → P defined in (9.2) is given by the
formula ΨE(x) := x(E˜).
The definition of the multiplication in A implies that (xy)(u˜) = (x⊗ y)(∆ˆP (u˜)) for all x, y ∈ A
and u˜ ∈ UˆP , where
(x⊗ y)(u˜1 ⊗ u˜2) := x(u˜1)y(u˜2)
for any u˜1, u˜2 ∈ UˆP . Thus, we have
ΨE(xy) = (xy)(E˜) = (x ⊗ y)(∆ˆP(E˜)) = (x⊗ y)(E˜ ⊗ E˜) = x(E˜)y(E˜) = ΨE(x)ΨE(y),
which finishes the proof of Theorem 9.3. 
For each u ∈ U define the linear operators x 7→ u(x) and x 7→ uop(x) on A by:
u(x)(u′) = x(u′u), uop(x)(u′) = x(uu′)
for all u′ ∈ U , x ∈ A.
Clearly, the operators x 7→ u(x) and x 7→ uop(x) define respectively the left and the right U-action
on A and u(x), uop(x) ∈ Aγ′−γ for each homogeneous u ∈ Uγ and x ∈ Aγ′ .
Using this in the form x(u1 · · ·um) = (u1 · · ·um(x))(1) = u
op
m · · ·u
op
1 (x)(1), we rewrite (9.2) for
any homogeneous x ∈ Aγ as:
(9.3) ΨE(x) =
∑
E
(γ1)
1 · · ·E
(γm)
m (x) · τ1(γ1) · · · τm(γm) ,
(9.4) ΨE(x) =
∑
E(γm)m
op
· · ·E
(γ1)
1
op
(x) · τ1(γ1) · · · τm(γm) ,
where the summation is over all (γ1, . . . , γm) ∈ Supp(E1)×· · ·×Supp(Em) such that γ1+· · ·+γm = γ.
We finish with the following obvious, however, useful fact.
Lemma 9.6. Let E ∈ Uα be any homogeneous primitive element. Then for any x ∈ Aγ and y ∈ A
one has
E(yx) = χ(γ, α) · E(y)x+ yE(x), Eop(xy) = Eop(x)y + χ(α, γ) · xEop(y) .
References
[1] A. Berenstein, Group-Like Elements in Quantum Groups and Feigin’s Conjecture, arXiv:q-alg/9605016.
[2] A. Berenstein, S. Fomin, A. Zelevinsky, Cluster algebras III: Upper and lower bounds, Duke Math. Journal,
vol. 126, 1 (2005), pp. 1–52.
[3] A. Berenstein and A. Zelevinsky, Total positivity in Schubert varieties, Comment. Math. Helv. 72 (1997), pp. 128–
166.
[4] A. Berenstein and A. Zelevinsky, Tensor product multiplicities, canonical bases, and totally positive varieties,
Invent. Math. vol. 143 (2001), pp. 77–128.
[5] A. Berenstein and A. Zelevinsky, Quantum cluster algebras, Adv. Math., vol. 195, 2 (2005), pp. 405–455.
[6] A. Berenstein and A. Zelevinsky, Triangular bases in quantum cluster algebras, Int. Math. Res. Not., doi:
10.1093/imrn/rns268.
46 A. BERENSTEIN and D. RUPEL
[7] P. Caldero and F. Chapoton, Cluster algebras as Hall algebras of quiver representations, Comment. Math. Helv.
81 (2006), pp. 595–616.
[8] P. Caldero and B. Keller, From Triangulated Categories to Cluster Algebras. II., Ann. Sci. E´cole Norm. Sup.
(4) 39 (2006), no. 6, pp. 983–1009.
[9] P. Caldero and M. Reineke, Quiver Grassmannian in the acyclic case, J. Pure Appl. Algebra 212 (2008), no. 11,
pp. 2369–2380.
[10] X. Chen and J. Xiao, Exceptional Sequences in Hall Algebras and Quantum Groups, Compos. Math. 117, (1999),
pp. 161–187.
[11] V. Dlab and C.M. Ringel, Indecomposable Representations of Graphs and Algebras, Mem. Amer. Math. Soc.
173 (1976).
[12] A. Efimov, Quantum cluster variables via vanishing cycles, arXiv:1112.3601.
[13] J. Fei, Counting using Hall algebras I. Quivers, Journal of Algebra, Vol. 372, (2012), pp. 542559.
[14] S. Fomin and A. Zelevinsky, Cluster Algebras 1: Foundations, J. Amer. Math. Soc. 15 (2002), no. 2, pp. 497–529.
[15] S. Fomin and A. Zelevinsky, Cluster Algebras 2: Finite Type Classification, Invent. Math. 154 (2003), no. 1,
pp. 63–121.
[16] C. Geiss, B. Leclerc, and J. Schro¨er, Generic Bases for Cluster Algebras and the Chamber Ansatz, J. Amer.
Math. Soc. 25 (2012), no. 1, pp. 21–76.
[17] C. Geiss, B. Leclerc, J. Schro¨er, Cluster Structures on Quantum Coordinate Rings, arXiv:1104.0531.
[18] C. Geiss, B. Leclerc, J. Schro¨er, Factorial Cluster Algebras, arXiv:1110.1199.
[19] J. Green, Hall Algebras, Hereditary Algebras, and Quantum Groups, Invent. Math. 120, (1995), pp. 361–377.
[20] A. Hubery, Ringel-Hall algebras, Lecture notes, http://www1.maths.leeds.ac.uk/˜ ahubery/RHAlgs.pdf.
[21] K. Iohara, F. Malikov, Rings of Skew Polynomials and Gelfand-Kirillov Conjecture for Quantum Groups, Com-
mun. Math. Phys. 164 (1994), pp. 217–238.
[22] A. Joseph, Sur une conjecture de Feigin, C. R. Acad. Sci. Paris S.I Math. 320 (1995), no. 12, pp. 1441–1444.
[23] Y. Kimura, Quantum unipotent subgroup and dual canonical basis, Kyoto J. Math. 52 (2012), no. 2, pp. 277–331.
[24] F. Qin, Quantum Cluster Variables via Serre Polynomials, J. Reine Angew. Math. vol. 668 (2012), pp. 149–190
(doi: 10.1515/CRELLE.2011.129).
[25] G. Lusztig, Problems on canonical bases. Algebraic groups and their generalizations: quantum and infinite-
dimensional methods (University Park, PA, 1991), pp. 169–176, Proc. Sympos. Pure Math., 56, Part 2,
AMS,Providence, RI, 1994.
[26] M. Reineke, Counting rational points of quiver moduli, Int. Math. Res. Not., 2006, pp. 1–19.
[27] C. M. Ringel, Tame Algebras and Integral Quadratic Forms, Lecture Notes in Mathematics, 1099. Springer-
Verlag, Berlin, 1984.
[28] C. M. Ringel, Hall algebras revisited. Quantum deformations of algebras and their representations (Ramat-Gan,
1991/1992; Rehovot, 1991/1992), pp. 171–176, Israel Math. Conf. Proc., 7, Bar-Ilan Univ., Ramat Gan, 1993.
[29] C. M. Ringel, Green’s theorem on Hall algebras. (English summary) Representation theory of algebras and
related topics (Mexico City, 1994), pp. 185–245, CMS Conf. Proc., 19, Amer. Math. Soc., Providence, RI, 1996.
[30] D. Rupel, On a Quantum Analog of the Caldero-Chapoton Formula, Int. Math. Res. Not., 2011, no. 14, pp. 3207–
3236.
[31] D. Rupel, Quantum Cluster Characters of Valued Quivers, arXiv:1109.6694.
[32] D. Rupel, Proof of the Kontsevich Non-Commutative Cluster Positivity Conjecture, arXiv:1201.3426.
[33] O. Schiffmann, Lectures on Hall Algebras, arXiv:math/0611617v1.
Department of Mathematics, University of Oregon, Eugene, OR 97403, USA
E-mail address: arkadiy@math.uoregon.edu
Department of Mathematics, Northeastern University, Boston, MA 02115, USA
E-mail address: d.rupel@neu.edu
