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Computerised Tomography (CT) is now an established technique in 
medicine, but has yet to see any widespread applications in industry, 
partly because of the high cost of medical machines. This thesis 
examines the requirements and limitations of a gamma-ray tomographic 
scanner for industrial and research applications. The basic theory of 
CT reconstruction is outlined, together with a description of how this 
has been practically realised by means of a stepping motor controlled 
table that accurately positions the sample within a fixed radiation 
beam.
Several features of the scanner are described in detail; namely the 
development of the isotope sources and their associated collimators, 
and the microcomputer control. The performance is analysed and many 
possible applications are discussed, accompanied by examples derived 
from the scanner. It has been shown that worthwhile results can be 
obtained with only a modest amount of equipment. Some suggestions for 
improvements are made, many of which may be implemented in a future 
programme of work.
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Within a few months of the discovery of X-rays in 1895 hy Roentgen, 
photographic images of the interior of the human "body were being 
produced. From that time to the present day, X-radiography has 
remained one of the most important and widely used investigative 
techniques in industry and medicine. Conventional radiography produces 
a shadowgraph that is by no means an unambiguous representation of the 
object being imaged. Being a two-dimensional representation of a 
three-dimensional object means that all depth information is lost and 
the confusion of overlapping planes makes the detection of subtle 
abnormalities difficult.
In 1921 Bocage invented a technique which came to be known as
focal-plane tomography ('tomo' is derived from the Greek word for 
slice) in which the X-ray source and recording film are moved such that 
only one plane in the object projects a stationary image and all others 
become blurred. The image however still contains much unwanted
information which reduces contrast in the image.
A mathematical method for producing an image without interference from 
unwanted planes was derived by Radon in 1917 in a quite different
context, but it was not until the early 1960's that the first practical
demonstration of such techniques took place, with applications in 
radioastronomy, electron microscopy and optics. At about that time 
much of the pioneering work of Cormack [Cormack 1963] in the 
development of the tomographic scanner was taking place. An apparatus 
comprising of a Co-60 isotope source and a Geiger detector was used to 
image an aluminium and wood phantom which had to be positioned by hand 
within the fixed radiation beam. This work was commercially realised 
with the introduction of the EMI brain scanner in 1972, due largly to
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Since that time most of the major developments in computerised 
tomography (CT) have been in the medical field and it is now an 
established medical diagnostic tool. A recent review [Sharp 1982] 
indicates that virtually all of the research in industrial tomography 
is being carried out in the United States. It was there that the first 
non-destructive testing (NDT) application was demonstrated by Sweeney 
[Sweeney 1974,1975] at the Lawrence Livermore Laboratory, where he used 
a 40Ci Iridium-192 source to examine such objects as a hand-lamp, a 
telephone headset and a lens assembly in run times of a few hours, 
although his published images were rather disappointing and he 
concluded that it was not likely to be a practicable NDT method.
Several other research groups have since demonstrated the viability of 
industrial CT. Since 1977 Kruger and his colleagues at Los Alamos have 
used computer simulations, together with data from a simple prototype 
scanner to show how CT could be used to monitor various reactor 
components [Kruger et al 1980]. The problem of investigating two-phase 
fluid flow is being pursued at the Ohio State university by Schlosser 
and his co-workers [Schlosser et al 1980] where the group are designing 
a gamma-ray scanner to image the cross-section of a 150mm diameter 
steam pipe in one second. Scudder at General Electric uses a 3O0keV 
X-ray source to locate voids and inclusions in cast turbine blades 
[Scudder 1981] and Scientific Measurement Systems are using gamma-ray 
tomography to observe cracks in reinforced concrete structures [Hopkins 
et al 1981].
In Great Britain there is little published work in this field. Apart 
from the studies related to this thesis, the only other known work is 
that of Hunt [Hunt 1981] who uses a modified medical machine for the
2
of mechanical components [Huddleston 1983]* A group atCEGB, Marchwood 
are using a 1Ci Ir-192 source to image smail metal objects such as a 
ball-bearing assembly in run times of less than two hours
[Stansfield 19833- In Berlin, tomography is being used to study flaws 
and welds in metallic structures, using Ir-192, Cs-137 and Co-60
sources [Reimers, Goebbels 1983]* Some non-medical tomography with a 
medical scanner has also been described by Russian workers 
[Klyuev 1980]. In Japan, a research group [Onoe et al 1983] have 
recently used an X-ray tube and three scintillation detectors, mounted 
on a specially designed gantry, to image a cedar tree in-situ.
The work at Surrey grew from an experiment in 1976 in which a section 
of elm wood was scanned using a medical CT scanner. The scan revealed 
several striking features, including two anomalous high-attenuating 
rings which neutron activation studies had shown to have high 
concentrations of group-two elements. This was followed by an 
evaluation of the potential of the EMI scanner in other non-medical 
applications. Foster [j.Foster 1981] scanned several objects including 
a steel reinforced concrete pillar, and several samples from the 
Ancient Monuments laboratory. It was soon clear that these machines 
were unsuitable for investigating dense and/or high atomic number 
materials due to their low radiation energy (^YOkeV) which only gave 
worthwile results on samples with an attenuation similar to that of 
tissue. This prompted the construction of a prototype scanner that 
employed gamma-rays rather than an X-ray set, which has the potential 
of providing more penetrating monoenergetic radiations, thus avoiding 
the main limitation of the medical machines.
At the start of the work described here, enough equipment had been
machine capable of establishing the worth of gamma-ray CT in a wide 
range of industrial applications as well as providing a useful 
investigative technique for other research programmes.
A factor not to be overlooked during development is the cost. The high
cost of existing medical machines is one important reason why CT has
yet to make an impact in industry; even those systems envisaged by 
workers in the U.S.A. would be very costly in practice. It is felt 
here that there is a need for a practical, flexible and yet
cost-effective design.
\
Chapters one and two of this thesis describe the basic theory of 
tomography and the interaction of gamma-rays with matter. This is 
followed by a description of the hardware in chapter three, together 
with some initial problems that had to be resolved. Chapters four and
five are detailed descriptions of two areas of development that
received special attention, namely the gamma-ray source and its 
associated collimation and the microcomputer control. The performance 
of the scanner is evaluated in chapter six and the results of typical 
applications are described and evaluated in chapter seven where an 
account is given of the different programmes of work that have been 
undertaken followed by suggestions for future work. Finally, the work 
is summarised in a conclusions chapter.
Throughout this thesis, all measurements of the linear attenuation 
coefficient will be in units of mm-1 and the error associated with this 
value is the standard deviation of the image picture elements (pixels) 
used to derive this result. The notation used will be explained as it 
appears in the discussion.
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1.1 Introduction.
The problem of obtaining a reconstructed image from a finite number of 
projections will now be considered. The many solutions to this problem 
fall into two main categories: analytic reconstruction and iterative
reconstruction. Analytic reconstruction uses exact mathematical 
solutions to the relevant equations. In iterative reconstruction a 
solution is found by solving a set of algebraic equations.
The contribution of each point of the object to the detector signal 
will be described, in general by the density function f(x,y). In 
gamma-ray tomography f(x,y) represents the attenuation coefficient 
We can also describe this function in modified polar 
co-ordinates r and 0 as f(r,0) where
-oo< r < °o 0< 0 <TT
The two co-ordinate systems are related by
x = rcosQ ; y = rsinQ ...(1.1)
Ray paths are described by the line s which is defined by the equation
r = xcosG + ysinG ...(1.2)
(see figure 1.1)
The integral of f(x,y) along a ray s is called the ray-sum p(r,0) i.e.
5
f(x,y)
Co-ordinate System for Parallel Geometry, 
Figure 1.1
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this equation defines p(r,9) as the Radon transform of f(x,y)
For a monoenergetic photon flux, the transmitted beam intensity
is given by:
I = I0exp p(x,y).ds
where the integral is over the path between the source and the
detector, and since
f(x,y) = v(x,y) then,
p(r,9) = -ln(l/lj
a set of ray-sums at a given angle is called a profile.
1.2 Back-projection
This is the simplest of all reconstruction methods to implement. 
Reconstruction consists of back-projecting each profile across.the 
image plane such that the value of each ray-sum is distributed equally 
between all the points along the ray. ' This is shown for two 
projections in figure 1.2. This process is described by:
where b(r,0) is the image formed by back projection.
Figure 1.3 shows that this integral includes all rays passing through 
the point (r,0), therefore the back-projected density at each point is 
simply the sum of all ray-sums passing through that point.
...(1.6)
7
p(r,0)
b(r,0)
Back-Projection of Two Profiles.
Figure 1.2
detector
Xv N*
Figure 1.3
source
The Back-Proj ection Equation for Three values of
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is overestimated and for a finite number of projections, star artifacts
are produced. When the image is reconstructed from many projections
this will result in a general degradation of the image. Although
improvements can be made, in principle, by calculating the star
patterns and deconvolving them from the back projected image, this 
method has been replaced by the more efficient methods that now exist.
1.3 Analytic Reconstruction
To obtain the density function f(x,y) we seek a direct solution to 
equation 1.3- The two principal analytic methods are called Two 
Dimensional Fourier Reconstruction and Filtered Back Projection.
1.3-1 Two Dimensional Fourier Reconstruction
This method was first derived by Bracewell in 1956 in a radioastronomy 
application, although at that time computational difficulties forced 
him to use iterative methods.
We will represent the density function as a 2-D Fourier Integral:
The Fourier coefficients F(X,Y) are given by the inverse Fourier 
Transform:
2TTi (xX+yY)
...(1.7)
so that f(x,y) is given by the superposition of sine waves.
9
By making the substitution:
X=Rcos0 Y=Rsin0 and dr.ds = dx.dy
equation 1.8 becomes:
F(X,Y) =
30 -2TTiR
f(x,y)e .dr.ds
Note that the s integral is the ray-sum p(r,0) as defined by equation
This equation states that each Fourier coefficient of f(x,y) equals the 
Fourier coefficient of the projection at the same angle.
one-dimensional Fourier transform of the projection from which the 
two-dimensional array of Fourier coefficients can be obtained. The
image will then be the inverse Fourier transform of this array. This 
is known as the Projection Theorem and is shown geometrically for three 
projections in figure 1.4.
1.3 i.e.
-2TTiR
F(X,Y) = (r,0)e .dr
CO
Therefore: F(X,Y) = F(r,9) = P(r,'e)
Therefore image reconstruction is achieved by taking the
take inverse 2D Fourier Transform...
f(r,e)
The Projection Theorem, 
figure 1.4
If we take equation 1.6 and replace p(r,0) by its one-dimensional 
Fourier transform we obtain the following relation:
...(1.10)
If we now take the 2-D Fourier transform of the back-projected image we 
obtain:
B(E,0) = P(B.d)
|H|
Thus we have shown that the back projected image is equal to true image 
with the Fourier amplitudes divided by the magnitude of the spatial 
frequency.
This shows is that if we consider our object to be a point located at 
the origin (i.e. put f(x,y) equal to Dirac delta function), then the 
resulting back-projected image (the point spread function) will have a 
1/r distribution as shown in figure 1.5.
Therefore the summation image is closely related to the object f(x,y). 
This result immediately suggests that back-projection can be improved 
if the back-projected image is modified in some way; such modification 
is called filtering. The technique of image reconstruction by this 
method is called 'filtered back-projection’ or 'convolution'.
...(1.1 1)
b(r,0) = P(E,0)e
2niRicos (0-0 )
.dR.d0
0 -CD
From equations 1.9 and 1.11, we have:
Nov we can choose a filter of the form:
H(R) = |R|.A(R) ...(1.12)
where A(R) is a slowly varying function applied to the basic filter. 
H(R) is the modulation transfer function of the filter and its Fourier 
transform, the filter function h(r), is termed the impulse response 
function. The filtering process is achieved by multiplying the Fourier 
transform of b(r,0) by the modulation transfer function of the filter 
to give G(R,0), the Fourier transform of the filtered image, i.e.
G(R,0) = H(R).B(R,0)
which from equations 1.11 and 1.12 gives:
G(R,0) = A(R).F(R,0) ...(1.13)
therefore the reconstructed image is described by taking the transform 
of both sides:
g(r,G) = f(r,0) ** a(r) ...(1.14)
where ** represents the operation of two-dimensional convolution. Now 
a(r) is the point spread function of this technique and in the case of 
an unfiltered image a(r)=l/r. The point spread function provides a 
measure of the 'unsharpness' of the reconstruction algorithm and 
describes the distribution in the image plane that results when the 
input is a point object. The mathematical operation of muliplying each 
point in the object intensity distribution by the system point spread 
function and summing over the entire object distribution is known as 
'convolution' [Rossmann 1969]- In principle, if A(R) is chosen to be a 
gaussian of infinite width then a(r) would be a delta function and
13
Back-Projection of a Delta Function.
Figure 1.5
Filtered Back-Projection of a Delta Function.
Figure 1.6
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Since the operation of back-projection and filtering are linear they 
can be reversed. Thus we can filter the projection data and use these
illustrates the appearance of the filtered profiles of a Delta 
function. The projection now contains negative values that have the 
effect of cancelling out the unwanted positive components in the simple 
back-projected image, leaving only the original function. The filtered 
projection data, p'(r,0), is formed by convolving p(r,G) with the 
filter function h(r), i.e.:
To obtain the point spread function we replace f(x,y) by a delta 
function, then equation 1.16 becomes:
We can show that this result is equivalent to that obtained by 
filtering the back-projected image:
data to reconstruct the correct back-projected image. Figure 1.6
p'(r,6) = p(r,e) * h(r) (1.15)
We now back-project these filtered projections:
...(1.16)
o
...(1.17)
a' (r)
A(R) = H(R)
take the Fourier transform of both sides:
15
(r) = I H(R)e R.dtf.dR
J J0 “ I b T ~
- CD 0
TT
h(rcos(9-,b)).d0
o
which is the same result obtained in equation 1.17
1-3-3 Filter Function
Let us now consider the nature of the filter applied to the projection 
data. If we consider this filter in the frequency domain then it can 
be described by a linear frequency ramp times the function A(R) 
(equation 1.12). This function plays a key role in reconstruction 
since its Fourier transform is the point spread function of the system. 
In the ideal case a(r) would be chosen to be a delta function, in which 
case H(r )=|r | and h(r) is given by [Barrett, Swindell 1977]:
h(r) = -1
2 2 
2 TT r
using this value we obtain:
•TT <.eo.
1
f(r,0) = 2
2TT J
dp(x,o). ______ 1_____ .dx.dp
dx rcos(0-0)-x ...(1.18)
O "too
which is identical to the analytic result obtained by Radon in 1917 
[Cormack 1963] for perfect reconstruction and is the inverse of 
equation 1.3*
In practice this filter cannot be used however, because it will amplify 
high frequency noise. To counter this problem we need to reduce )R| at
16
are deviating from the ideal filter function H(R)=|r | which will reduce 
the accuracy of the reconstruction; in fact, whatever filter we 
choose, there must he some trade off between noise and reconstruction 
accuracy.
Let us consider the following filter devised by Bracewell and Riddle in 
1967:
1, IR | <R *
H(R) = {R|rect ' 2 ‘ = <
2R\ 0, |R I >R ’
here we have replaced |r | by a function equal to [r | for lRl<R* and 
zero for |Rj>R*. If s is the step length, then it is sensible to 
choose:
R 1 = _1__
2s
then any reconstruction inaccuracies introduced by this filter will be 
the same as those that occur due to the band limiting caused by 
sampling the object at spacing s (section 1.3*4). Using this filter 
the impulse response function is given by:
f 2
h(r) = 1 . <sinc(r/s) - sine (r/2s)
2 I 2
2s
the modulation transfer function and the corresponding impulse response 
function are illustrated in figure 1.7.
Since we need only those values of h(r) evaluated at interval s, we can 
replace equation 1.19 by the following relation:
17
(a)
-R’
h(r)
0.25
(b)
(a) Modulation Transfer Function and (b) Impulse Response Function 
of the Bracewell Filter. (Foster 1981)
Figure 1.7
H(R)T R 1
0 R*
The Filter of Shepp and Logan. 
Figure 1.8
2
1/(4s ), n=0
2
h(ns) = J —1/(nns) , n odd
where n = 0, 1, 2 etc
0 n even
1«3«4 Implementation
Approximations arise when we try to use the method of filtered hack 
projection to obtain practical images. One such approximation occurs 
because we have to replace the 0-integral in equation 1.16 by a 
discrete summation. Another approximation occurs because for a given 
angle, the projection is obtained by sampling the object at discrete
intervals. Intervening values are calculated by linear interpolation
which contributes systematic errors to the image and leads to loss of 
spatial resolution.
If the projection data is sampled at interval s and the projections at 
an angular interval of m (equally spaced about 180 degrees) then for an
object of diameter D, the number of projections M, and the number of
steps per projection S, will be:
A criterion for deciding upon how many projections are required can be 
deduced if the object is considered to be a lattice of points with
M  = TT (1.21)
m
S = D ( 1 . 2 2 )
s
19
point at the extremes of the lattice is s, before we will get a view 
that is essentially different from the previous projection, i.e.
mD = s 
~2
therefore:
M = T]7S_ ...(1.23)
2
This criterion has been derived more rigorously by Klug and Crowther 
[Klug, Crowther 1972] and Gilbert [Gilbert 1972].
Thus the ratio of the number of steps per projection to the number of 
projections needs to be about 2:3 to meet this criterion. By sampling 
our data in this manner we are band-limiting our data to spatial 
frequencies less than 1/2s [Bracewell 1965], however it does mean that 
the summations mentioned earlier can be implemented exactly.
If the number of pixels exceeds the number of independant raysums then 
the system is said to be underdetermined. If this situation exists and 
we reconstruct analytically, the missing projections are assumed to be 
similar to the available ones. This will cause an increase in 
reconstruction time due to the extra interpolation involved. If there 
are more ray-sums than pixels the system is overdetermined. In this 
case the reconstructed image will be the average of the redundant 
information which has the effect of reducing noise and interpolation 
errors. Note that if we employ the sampling criterion M=Trs/2 then the 
system will be overdetermined.
Aliasing
A direct consequence of band limiting the data is a phenomenon known as 
'aliasing' (Bracewell 1965)* This occurs if there are frequencies in 
the object greater than R'. These can appear in the reconstruction as 
frequencies below R' although the effect is generally small.
Gibb's Phenomenon
If we use the Bracewell filter described above then the sharp cutoff at 
IRI=R' causes an overshoot or 'ringing' in the reconstruction at sharp 
boundaries. This so-called Gibb's phenomenon can be greatly reduced by 
additional filtering by which the frequency spectrum is rolled off as 
IRI approaches R'. This also has the effect of reducing both noise and 
spatial resolution. An example of such a filter is that of Shepp and 
Logan [Shepp, Logan 1974] whose modulation transfer function is given 
by:
H(R) = _1_
ITS
sin ttR s
and is shown in figure 1.8 
Interpolation Errors
When there is less than the required number of angles for 
reconstruction as given by equation 1.21 , the resulting image will 
exhibit a streaking artifact tangentially to sharp edges.
21
Algebraic reconstruction requires that we approximate the object by an 
2
n array of cells. The object is bounded by a circle of diameter n, 
therefore the total number of cells within the circle is N= nir/4. The 
density of the i'th cell is fj . The profiles are approximated by 
breaking them up into strips of finite width. To reconstruct the image 
we seek a solution to equation 1.3, which we do by replacing this 
equation with:
N
P; - 1 2  Ay f-,
J i=1 J
A - is a weighting factor that represents the contribution of the ith
"thcell to the j raysum, p. . This will be a very sparse matrix, most of
the weighting factors being zero.
In principle, this equation could be solved by inverting the matrix A
such that a solution, g, is found i.e.
M -1
v £ “  >. ’ j
In practice however, this method is unsuitable due to the problems of 
noise in the data and situations where we have less than N independant 
equations.
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A method which yields faster image reconstruction than matrix inversion 
is iteration. With this method we assume a set of starting values for
calculate a set of ’pseudo-raysums' from these data. The projections 
formed from these raysums are then compared to the real projections and 
a correction is applied to the pixels, f -( in an attempt to match them to 
the real data. This procedure constitutes one iteration and is 
repeated until the desired accuracy is achieved. The optimum number of 
iterations appears to be around 5-10 [Brookes and DiChiro 1976]. This 
iteration process is described by:
This equation bears many similarities to back-projection; in fact, if 
we start with fy =0 then the first iteration is identical to
back-projection.
Several methods of iterative reconstruction exist and are classified 
according to the correction sequence made during the iteration i.e.
a) Iterative Least Squares Technique (ILST)
b) Algebraic Reconstruction Technique (ART)
c) Simultaneous Iterative Reconstruction Technique (SIRT)
The simplest of these is ILST; all the.corrections are calculated and
f j (usually a grey screen where all pixels assume an average value) and
M
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applied to the correction otherwise this method may not converge to the 
true solution.
The first EMI scanners used ART to reconstruct their images. This 
correction is applied ray-by-ray, i.e. the set of raysums belonging to 
one projection are calculated and the corresponding correction applied. 
This is then repeated with each projection in turn until all the 
projections have been considered. ART does not work well with noisy 
data, however it is an efficient method, converging rapidly during 
early iterations.
SIRT uses a process of point-by-point correction whereby each point is 
corrected for all the rays passing through it before the next point is 
similarly treated. One iteration is complete when all the pixels have 
been adjusted once.
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THE ATTENUATION OF GAMMA RAYS IN MATTER.
2.1 Introduction
All the data collected during a scan are in terms of the transmitted 
photon intensity through the object under examination. The resulting 
image derived from these data will therefore depend upon the 
attenuation processes that have occured within the object. To 
determine what information can be extracted from the image, the 
interactions that occur as gamma-rays pass through matter are examined.
As a parallel beam of gamma-rays passes through matter, individual 
photons will either be absorbed or scattered out of the beam. For 
monoenergetic photons, the number removed, dl, is proportional to the 
absorber length, dx, and the number incident, I, i.e.
the constant of proportionality, p, is called the linear attenuation 
coefficient and is a function of the absorbing medium and the incident 
gamma-ray energy.
For an absorbing medium of thickness x and incident flux I the 
transmitted flux can be found by integrating equation 2.1:
This equation assumes that the photon scattering and absorption
dl = pl.dx ...(2.1)
-px
...(2.2)
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will only be true if narrow beam geometry exists (see figure 2.1). In
the broad, beam condition,‘ scattered and secondary photons will
contribute to the total measured flux and equation 2.2 needs to be
modified with the inclusion of a 'buildup factor' that accounts for 
this extra contribution.
The linear attenuation coefficient is related to the mean free path, \ ,
and the atomic cross-section 0*by the expressions,
11 = X  ...(2.3)
p = » /
Where N is the number of atoms per unit volume.
The interaction cross-section is unaffected by the density of the 
interacting medium, therefore it is often more convenient to work in 
terms of the mass attenuation coefficient TJ = p^/, so that for an
absorber of atomic weight A:
U = f Na ...(2.5)
“ X
where Na is Avogadro's number.
...(2.4)
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It is generally assumed that the interaction cross-section does not 
depend upon the chemical composition. Errors are thought to he less 
than 2% for energies ahove 10keV, that are 1keV or more away from an 
absorption edge [Hawkes 1982]. Therefore the cross-setion for a 
molecule can be written as the sum of the individual atomic 
cross-sections, Oj
'r ' E ' ri
i=1
from which:
n
U = ^  w .. .(2.6)
i=1
■X 1-
where Uj is the mass attenuation coefficient of the i element and w- 
is its proportion by weight, which for a compound with chemical 
formula; (Z1)fl (Zz)a •••(%„ )a is given by:
a A ...(2.7)
i i
w = n 
i V a  A 
j j
A is the atomic weight of the i**1 element
Within the energy range under consideration there are four major 
processes that contribute to the total attenuation of the photon beam; 
the photoelectric effect, coherent scattering (Rayleigh scattering), 
incoherent scattering (Compton scattering) and pair production. These
28
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If cross-sections (7 (pe), (7 (coh), CT (incoh), 0” (pp) are assigned to 
the individual scattering processes then the linear attenuation 
coefficient may he written:
p = N[ (7 (pe) + (J (coh) + CF (pp) + Z.C7 ( incoh) ]
The Compton component is multiplied by the atomic number, Z because the 
Compton effect takes place with individual electrons rather than the 
atom as a whole. The relative importance of the main processes as a 
function of energy and atomic number is shown in figure 2.3*
The basic theory of photon interactions with matter has been 
established for many years. Most of the major work up to 1965 appears 
in a review by Davisson [Davisson 1965]- A slightly more detailed 
study of the interaction processes is given in an earlier work by 
Davisson and Evans [Davisson, Evans 1952], particularly useful for its 
description of photon scattering. A full account of the photoelectric 
effect above 10keV has been provided by Pratt et al [Pratt, Ron, Tseng 
1973].
Several tabulations of atomic cross-sections are available. The most 
exhaustive are those of Hubbell [Hubbell 1969]» Storm and Israel 
[storm, Israel 1970] and Viegele [Viegele 1973]- Hubbell tabulates 
attenuation coefficients in the energy range 10keV-100GeY for selected 
values of Z. Errors are quoted as between 1-2$ for Z greater than 
Z=10. Storm and Israel calculate the individual components of the 
cross-section and estimate errors, by comparison with experimental
30
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least squares fit to experimental data and estimate accuracies above 
the K absorption edge of 2-5$*
Most recently, the work of Jackson and Hawkes [Jackson, Hawkes 19811 
has resulted in an accurate parameterisation of the attenuation 
coefficient. Comparison with the theoretical work . of Scofield 
[Scofield 1973] for the photoelectric effect and Hubbell [Hubbell 1975] 
for the scattering cross-section gives an agreement of better than 0.5$ 
for values of Z up to Z=53 in the energy range 30-1000keV.
2.5 The Photoelectric Effect
This is the removal of a bound electron from an atom as a result of 
total absorption of the incident photon. Photoelectric absorption 
occurs most readily if the binding energy is comparable to, but less 
than, the energy of the incident photon. Therefore, it is the inner 
shell electrons that are ejected and this process predominates in the 
energy region 1-100 keV and decreases with increasing photon energy.
The Born approximation provides an approximate value for the 
photoelectric cross-section. Por photon energies well above the 
K-absorption edges Heitler obtains [Heitler 1954]:
5 4 2 . 7 / 2
O’ (ba) = 4 J2 Z °< J me [ C (th) ...(2.8)
' T  [TT j
n
for a photon of energy E, where O' (ba) is the Born approximation 
cross-section for photoelectric emission from s-state electrons, n is
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a (th) is the Thompson cross-section given by:
1 2 I 2 CT (th) = 8n e
3”  \ 2
...(2.9)
me
This formula assumes:
a) ejected electron is described by a plane wave,
b) neglects screening of nuclear potential by electron,
c) neglects multipole and relativistic effects.
Although a poor approximation, it does show the strong Z and E
dependence exhibited by the photoelectric effect. An accurate 
treatment of the photo-effect where corrections for the above
aproximations have been considered has been presented by Jackson and 
Hawkes [Jackson,Hawkes 1981]
2.4 Compton Scattering ’ .
Compton scattering is the process in which the incident photon collides 
with an electron, assumed to be free and at rest. The photon is 
deflected from its original direction by an angle 6 and in doing so, is 
reduced in energy by an amount which depends on the scattering angle. 
The relationship between E the incident energy and E ’, the final
energy (see figure 2.4) is given by:
E
E ...(2.10)
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which is derived by considering the conservation of energy and 
momentum.
The differential cross-section for Compton scattering is given by the 
Klein-Nishina formula [Davisson, Evans 1952]:
da = 1
2 *
e
X
1
d-0. 2 2 2
me „ 1+ a(l-cos0)
where a = E
2 2 2 
1+cos 0 + a (l-cos6)
1+ a(l-cos0)
...(2.11 )
me
This equation shows that the cross section falls with increasing angle, 
which occurs more rapidly at higher energies, the radiation becoming 
strongly peaked in the forward direction. For low energies (a-»0),
equation 2.11 reduces to Thomson's classical formula:
d£ (th) 
dn
=
2 2
me J
(1+cos 0) ...(2.12)
To obtain the total collision cross-section per electron, the above 
equations are integrated:
= 2
2
e 1 +a f2a(l+a) - ln(l+2a) ' + ln(l+2a) - 1+3a '
2 2 I
------
2
me . _ a [ (1+2a) J 2a (1+2a) J
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Now the incoherent scattering atomic cross-section is frequently 
calculated using:
O’ (incoh) = Z e0" (kn)C
however the Klein-Nishina expression has ignored the effect of the 
binding of the electron to the atom. For a better evaluation we must 
consider this to be an inelastic process where one photon is absorbed 
and another is emitted. We can write the incoherent scattering 
cross-section in the form:
d_eCT (kn).S(q,Z) 
dn
where q is the momentum transferred to the electron.
S(q,Z) is the incoherent scattering function and has been tabulated by 
Hubbell [Hubbell 1975]* This factor allows for the Compton 
cross-section falling off at low energies as binding becomes important.
2.5 Rayleigh Scattering
Rayleigh scattering describes the process by which photons are 
scattered by bound atomic electrons and in which the atom is neither 
ionized nor excited. The scattering from different parts of the atomic 
charge is then 'coherent' i.e. there are interference effects. 
Calculation of the Rayleigh scattering cross-section is achieved by 
combining the low energy form of the Klein-Nishina formula (equation 
2.12) with an atomic scattering form factor F(q,Z). The square of this
d aCT (incoh) = 
dn
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transferred to the atom without any energy absorption. The 
differential cross-section for Rayleigh scattering may be written:
2 2 2 
dCT (coh) = J_ ro ( 1 + cos 0 ).[(F(cj,z)] ...(2.14)
d 2
where rD is the classical electron radius. The first part of the 
expression is the cross-section for Thomson scattering from a single 
electron.
Rayleigh scattering increases with the square of the atomic number of 
the scatterer since the binding energy of inner electrons is 
proportional to Z , so that an increasing fraction of the atomic 
electrons must be considered to be bound.
A consequence of the coherent nature of this process is that it is 
sharply peaked in the forward direction, which taken together with its 
elastic behavior means that it generally plays only a minor role in 
beam attenuation.
2.6 Pair-Production
Current understanding of pair-production is based upon the work of 
Dirac. He put forward a theory of holes in which a 'sea' of 
electrons completely fills a distribution of negative energy states. 
If an electron is removed from this distribution by the action of an 
external field then an electron-hole pair is created. This hole, or 
positron, behaves as an electron but with a positive charge. The 
external field, for our purposes, is provided by the incident
36
state greater than mcz then the incident photon must have an energy 
greater than 2mcx , therefore, pair-production cannot occur at energies 
below 1.02 MeV. To satisfy conservation laws the creation of an 
electron-positron pair must take place in the Coulomb field of an 
electron or, more usually, a nucleus.
The behavior of the cross-section for pair production is complex but is 
approximately proportional to Z 1 and increases with increasing energy 
above threshold.
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THE G M M  A-RAY SCANNER.
3»1 Introduction
The purpose of this research was to further develop and optimise a 
portable gamma-ray scanner for non-destructive testing of industrial 
objects. With a medical scanner, it is generally necessary for the
patient to remain stationary during the scanning process. This
requirement means that some form of mechanical movement of the
source/detection system is needed to collect an adequate set of
ray-sums. This is mechanically cumbersome to implement and partly 
accounts for the high cost of medical machines. A much simpler method, 
and the technique described in this thesis, is to have a stationary 
source/detector configuration and to move the object through the fixed 
radiation beam in order to measure the ray-sums.
3»2 Equipment.
To fully describe the scanner, the following five requirements are 
considered:
1) A collimated beam of gamma-radiation.
2) Movement of the object.
3) Radiation detection and counting equipment.
4) Automated experimental control of the scanner bed 
and data collection.
5) Reconstruction and display of images.
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will now be described how each of these requirements have been 
fulfilled.
The Radiation Source
Most commercially available tomographic scanners use X-rays to probe 
the object under study. In principle, any penetrating beam can be used 
for this purpose, such as gamma-rays, beta-rays, protons or neutrons; 
non-ionising radiation such as ultrasound or NMR can also be used for 
appropriate cases. Kruger [Kruger 1979] has demonstrated the 
feasability of resonance-energy neutron beams to generate tomographic 
images of fissile materials and French workers have used 900MeV protons 
from a high energy accelerator to image sections of a 160mm diameter 
electric motor [Charpak et al 1981]. The use of high energy electrons 
has been noted in this laboratory but this has not yet. been 
investigated in detail. The attenuation of beta-rays is a function of 
the mass thickness of the absorber and is only weakly dependant upon 
atomic number, also penetrating electrons can be readily detected.
It was decided that gamma-rays would have the widest applicability, so 
this approach has been adopted here. The photon intensity that can be 
obtained from an isotope source cannot match that of an X-ray tube 
(which has an equivalent source strength of about 15000Ci), but this is 
offset by a number of advantages. One important advantage is that it 
provides radiation that is monoenergetic. The radiation from an X-ray 
tube is distributed about a mean energy which results in 
non-exponential absorption of the beam. This is because the softer 
components are preferentially attenuated in the outer layers of the 
object, a phenomenom known as 'beam-hardening'. Beam hardening can be
39
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their atomic composition is fairly homogeneous. However, many 
industrial objects are highly heterogeneous, and it is more practical 
to avoid this effect altogether by using monoenergetic photons. X-ray 
tubes also suffer from variations in their mean output energy due to 
variations in the voltage supply and ageing effects. There is also a 
variation with take-off angle which is important if fan-beam geometry 
is employed. Provided the isotope used has a long half-life (compared 
with the scan time), then complete stability is ensured during the scan 
period. Using compact isotope sources also gives a high degree of 
portability and obviates the need for the bulky high voltage equipment 
associated with X-ray sets, although intense, high energy sources may 
require large quantities of material for shielding and collimation.
Initially a 100mCi Americium-241 was used to provide quanta of 59«6keV 
and 17«7keV and at a later stage, the versatility of the scanner was * 
extended to higher energies by manufacturing a 10mCi Europium-152 
source which has a number of lines from 40keV to 1.4MeV.
A number of collimating systems have been employed but all use 
essentially the same geometly; that of a single pencil or ribbon beam, 
typically 1mm wide, perpendicular to the direction of translation of 
the object. Details of the isotopes and their collimating systems are 
given in chapter 4-
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To utilise a single fixed beam of gamma-rays for CT scanning, two 
degrees of movement of the object are required; rotation and 
translation. This is done by placing the object upon a rotating table 
controlled by a stepping motor. The table itself forms part of a 
sliding assembly, which can move linearly along an extruded aluminium 
frame 80cm long, controlled by a second stepping motor. This equipment 
is manufactured by 'UniSlide' [UniSlide] and was purchased from 'Time 
and Precision Engineering', Basingstoke at a cost of£1,256.
The basic UniSlide construction consists of a reinforced dovetail base 
of aluminium alloy which houses a sliding carriage, the sliding face of 
which has been laminated with Kylatron GS bearing pads. A stepping 
motor at one end of the base operates an accurate lead-screw of 1mm 
pitch. Rotation of the lead screw drives the carriage along the bedi 
Each pulse delivered to the stepping motor rotates the screw by 1/400 
of a revolution, which is equivalent to a linear traverse of 2.5 
microns. This represents the minimum step length of the system.
Each stepping motor has its own drive card, supplied by Time and 
Precision Engineering at a cost of £-75 each. The PKS Digicard 053 
supplies a 4 or 8 step switching mode for motors up to 5A/winding. Two 
speeds can be switch selected to manually align the table. The fast 
speed delivers pulses at 500 sec"' for rapid approximate positioning and 
the slow speed operates at 4 s e c 1 for precise alignment. To control 
the motors during the scan, the internal oscillator is disabled and 
pulses from the controlling microcomputer are sent to the external 
clock input of the Digicard.
The stepping motors and the Digicard both use the same 24 volt DC 7A
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supply circuit diagram and connections to the Digicard are shown in 
figure 3*2.
A rod with an adjustable collar at either end runs the length of the 
frame. Contact with either of the collars by the carriage operates a 
microswitch which disables the stepping motor. This is a safety 
feature to ensure that the slide does not run on to the end of the 
frame, which could damage the lead-screw. With the collars fitted, the 
maximum linear traverse (and the largest object that can be scanned) is 
55cm. The rotary table is a precision aluminium cylinder (diameter 
120mm) with a roller bearing. The minimum step is 1/100 degree and 
under Digicard control, rotates at its maximum speed of 
9 degrees/second. The maximum permissible loading is 50kg.
The complete scanner bed is illustrated in figure 3»3*
5«5 Detection and Counting Electronics.
Of the many types of radiation detection equipment currently available, 
two are pertinent to the present system; the scintillation detector 
and the semiconducting detector. Both have their own advantages and 
disadvantages; scintillation detectors tend to have higher 
efficiencies due to the detecting medium being of higher atomic number 
and/or density. Semiconducting detectors however, can have a very 
superior energy resolution and must be used where discrimination 
between closly spaced gamma-ray energies is required. Unfortunately, 
this type of detector usually needs to be operated at liquid nitrogen 
temperatures and makes it by comparison, cumbersome and expensive to 
run. Semiconducting devices for X-ray and gamma-ray detection are also
43
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Both types of detector were used at various stages in this work and 
these are described briefly in the following sections. A more complete 
description of all types of modern radiation detectors is given by 
Knoll [Knoll 1979] and also by Sanders [Sanders 1982] who discusses 
their advantages and disadvantages in tomography applications.
5«5»1 Scintillation Detectors
Scintillation materials are classified according to their composition 
the scintillator as either 'organic' (e.g. Anthracene crystals, 
organic-based liquids and plastics) or 'inorganic' (e.g. Nal(Tl), 
Csl(Na), CsF). The inorganics tend to have the best light yield output 
and linearity, while organic scintillators have a much shorter response 
time. The most successful scintillator for gamma-ray detection is 
Nal(Tl) due to its high atomic number (Z=55 for iodine) and high 
density (37gm.cm_s), which give it a high intrinsic efficiency for 
X-ray and gamma-ray photons. It is commercially available in a large 
range of sizes and it also has a high linear light output per unit 
energy absorbed which gives it useful energy resolution. An available 
cylindrical crystal 5cm long by 5cm diameter hermetically sealed in a 
thin wall aluminium container with a glass window on one face was used. 
This was optically coupled to the photocathode of an end-window 
photomultipler tube.
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When monoenergetic photons impinge upon the detector, the pulse height 
response is not unique, but is a Gaussian distribution about the most 
probable value. This is due to the statistical nature of the 
scintillation process, efficiency of light collection and detection at 
the photocathode of the photomultiplier tube and fluctuations in the 
dynode chain. Below 250keV the photoelectric effect predominates.in 
Nal and a full energy peak is observed plus a lower energy 'escape 
peak' due to the failure to detect the iodine K X-ray. This peak 
occurs 28keV below the main peak. Above 250keV the Compton effect 
becomes more important and results in the photopeak being accompanied 
by a noticeable 'Compton continuum' due to the continuous energy 
distribution of recoil electrons. . Above -;.1.02MeV pair-production is 
possible and additional peaks can be found at Ey-mc2 and Ea -2mc'2' due to 
the single or double escape of annihilation quanta.
For setting up purposes, the main amplifier output was fed into a 
multichannel analyser (MCA) to record the pulse height spectrum 
corresponding to various standard gamma-ray sources. The MCA spectrum 
consists of a series of peaks corresponding to the total absorption of 
the various incident gamma-rays, together with a continuum caused by 
Compton scattered events. The full-energy peak is sometimes called the 
photo-peak, although multiple Compton scattering also contributes 
importantly to the full-energy peak in large detectors. The efficiency 
of detection depends upon the interaction . cross-section of the 
scintillator atom at the photon energy under investigation. One method 
of measuring the efficiency, known as the 'intrinsic full-energy peak 
efficiency' is defined as:
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number of quanta of associated photons incident on detector
5«5*5 Measured Efficiency of the Nal(Tl) D e t e c t o r
In order to have a clear idea of the detector's response to different 
gamma-ray energies, it is necessary to know its efficiency. Since the 
detector is to be used to detect a very narrow collimated beam of
radiation, the intrinsic efficiency is the most useful to know (the
detector material outside the beam axis is useful only insofar as it
contains photons scattered out of the beam once it is inside the
detector). By using standard sources we can determine the intrinsic 
full energy efficiency using the following relation:
€= 4TT.N
S.A
S is the number of radiation quanta of a particular energy emitted 
during the measurement period, N is the number detected in the 
associated full energy peak and A  is the solid angle, in steradians, 
subtended by the detector at the source which can be found by 
integrating over the detector surface:
si =
J
cosG .dA
Where d is the distance between source and the surface element dA and 
the line joining the source and detector is at an angle 0 to the normal 
to the detector surface. This assumes that the detector dimensions are 
small compared with the source-detector spacing.
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detector then XL will he given under the same approximation by:
2 tr. 1 -  cL
Where a is the radius of the detector. The effective activity for a 
particular photon energy at the time of measurement is given by:
where k 0 is the activity at the time of source calibration, tf/ is its 
half-life and t is the elapsed time since calibration and p is the 
number of photons/disintegration for the photons of interest. From 3*1 
and 3*2 we have:
t' is the measurement time in seconds
Six standard sources were used to find the efficiency at seven 
different energies from 60keV to 1.011MeV. The curve is completed by 
interpolating between these measurements and is shown in figure 3*4* 
The efficiency of the Nal(Tl) detector used in this work is about 12$ 
at 662keV.
3*5*4 Energy Resolution.
One of the significant advantages of using gamma-rays with the scanner 
is the monoenergetic nature of the radiation that is emitted. In order 
to preserve the special benefits of using gamma-rays for CT work, it is
A = Aop. exp-(0.693 t/tI/a) *..(3*2)
G
A 0 t'p. exp- (0. 69 t/t(/i).( 1 - d )
2.N *..(3*3)
VcF+a5-
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gamma-rays fron the same source, and also to reduce the contribution of 
Compton scattered events in the object being scanned which still 
occasionally reach the detector despite the collimation. Therefore the 
energy selectivity can be optimised by choosing the detector with the 
best available energy resolution. The energy resolution, E, of the 
detector is conventionally expressed in terms of'its full-width at 
half-maximum (FWHM) of the nearly Gaussian response to a monoenegetic 
input divided by the energy, E, i.e.:
E = FWHM 
E
As a rule of thumb, one should be able to resolve two energies that are 
separated by more than the detector FWHM. A good energy resolution 
allows a smaller energy window to be set which will reduce the 
contribution of the background continuum to the total count rate. The 
set of standard sources were used to determine the energy resolution of 
the Nal(Tl) detector as a function of incident photon energy. This is 
shown graphically in figure 3»5«
Figures 3*6 and 3*7 illustrate the pulse height spectrum of the 
detector to Am-241 and Eu-152 sources respectively. The Am-241 source 
emits photons at energies given in table 4»5« The 59-5keV line is well 
resolved but the aluminium window on the crystal does not permit the 
efficient detection of the low energy X-rays. The smaller peak at 
32keV is the Iodine K X-ray escape-peak which is relatively prominent 
for 59«6keV photons due to their rapid absorption near the surface of 
the crystal.
The many lines emitted by the Eu-152 source (see table 4-14) are not 
all resolved by this detector. A high Compton continuum is evident at
51
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due to the decreasing efficiency.
5»5«5 Semiconducting Detectors.
The failure of the Nal(Tl) detector to count the 17»7keV quanta from 
the Am-241 source due to absorption in the aluminium window prompted 
the use of a lithium drifted Silicon Si(Li) detector.
The interaction of radiation with the Silicon crystal produces 
electron-hole pairs. These ion pairs migrate under the action of an 
externally applied electric field and are collected to- produce a 
voltage pulse from an associated charge sensitive preamplifier. The 
number of ion pairs produced is essentially proportional to the energy 
of the incoming radiation.
A semiconducting detector should be 'intrinsic' which means that it 
normally has no free charge carriers and therefore posseses an 
extremely high resistivity. Most silicon crystals contain p-type 
impurities which are compensated for by drifting lithium ions into the 
crystal. To ensure stability of the lithium, the crystal must be kept 
at liquid nitrogen temperature (-196 C). This also lowers the 'thermal 
noise' which is comparatively large at room temperatures because of the 
small energy gap in silicon. Therefore the crystal must always be 
attached to a 'cold-finger' cooled by liquid nitrogen, which makes this 
type of detector more bulky than a Nal(Tl) detector and much more 
expensive to run over long periods.
The output from the detector is fed directly into a SEFORAD SR-205 
charge sensitive preamplifier with a pulsed optical feedback which is
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stage is cooled by the cryostat to reduce leakage noise.
The charges from successive input pulses are integrated by a feedback 
capacitor and charge accumulation takes place until it crosses a 
predetermined threshold at which point an inbuilt light emitting diode 
(LED) is activated. The LED is mounted close to the input PET inside 
the cryostat and the light from the LED modifies the gate-channel 
junction of the FET causing it to become photoconductive. The 
capacitor is discharged in a few nanoseconds when the LED is 
de-activated and a new cycle begins.
3.5.6 The Amplifier (0RTECT572)
The ORTEC 572 Spectroscopy amplifier and pile-up rejecter is a single 
width NIM module with a versatile combination of switch-selectable 
pulse shaping and output characteristics. It features extremely low 
noise, wide gain range, good overload response and very high count rate 
capability. It has a gain range continuously adjustable from 1 to 1500 
and allows symmetrical Gaussian pulse shaping on all ranges. The 
shaping time constant is switch-selectable. For scintillation counters 
this should be about four times the decay time constant of the crystal, 
thus for the Nal(Tl) crystal, 1ps was chosen.
The amplifier dead-time as a function of count rate was checked. This 
effect starts to become significant for count rates in excess of 
20000 sec-1 (which has a 5$ dead-time) and is negligible for the present 
count rates, which are typically, 1000 sec-'.
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In order to count only those pulses occurring under the full energy 
peak, some form of energy discrimination is required. An MCA was used 
during the setting up phase but this sophisticated instrument was not 
always available, and in any case at high input rates it has 
unacceptable dead-time losses; so a simpler, cheaper single channel 
analyser (SCA) was used instead with a dead-time of <1ps (pulse pair 
resolution >0.5us). The voltage pulses from the amplifier were fed 
into a Canberra 1431 SCA where they are channelled, according to the 
size of the pulse, into three groups by two voltage thresholds. Three 
outputs are available (one for each group) that will deliver a TTL 
pulse whenever a pulse from the amplifier is received by the 
corresponding group. Only those pulses falling between the two 
thresholds, which is called the the 'windowed' region were recorded. 
There are two helipots for setting the energy window; the Lower Level 
Discriminator (LLD) sets the lower energy threshhold and the second 
helipot can be used as an Upper Level Discriminator (ULD) or it can be 
used to define the window width. In this mode the upper energy 
threshold is equal to the value set by the LLD plus the window width. 
To select a photopeak, the two thresholds are set on either side of the 
full energy peak and output pulses corresponding to events within the 
windowed region are counted.
3»5»8 The Scaler
Counts are accumulated on a six decade, 1 5MHz scaler manufactured by 
J and P Engineering (MM 131)• The scaler has two inputs, one for the 
signal and one to receive a reset pulse that sets the scaler to zero. 
A carry pulse is sent to an output whenever the number of accumulated
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this value to be selected by a manually operated switch which selects 
one of six possible settings; 400,1000,4000,10000,40000,100000.
5.6 Experimental Control and Data Acquisition.
Initially control of the experiment was by an M6800 microprocessor; 
this has recently been replaced by an Apple II Plus system.
To fully control the experiment, five control lines are required; one
for each of the stepping motors, one to define the linear motor 
direction and two to the scaler for the carry and reset pulses. An
asynchronous serial interface is also required to communicate and
transfer data to a PRIME 550 computer.
A full account of the development of the microprocessor control system 
will be described in Chapter 5*
5.7 PRIMENET and MUM.
At present, all of the reconstruction and image analysis is done on the 
University of Surrey network of PRIME computers (PRIMENET). This 
comprises three PRIME 750 computers and a PRIME 550 computer all 
operating independently although links exist between them. Also 
available is the Multi-User-Mini computer (MUM) provided by the Science 
Research Council. A one-way link exists between this and PRIMENET. 
The MUM is a PRIME 550 which has 550Kbytes of core and has been used 
for most of the processing and storage of projections and images; an 
image analysis program also operates on this machine.
A brief description of the scanning procedure now follows. First, the 
required gamma-emitting isotope must be chosen. Generally speaking, 
the low energy Am-241 source is used with low density, low Z objects 
and the high energy Eu-152 source is needed for dense, high Z objects. 
The appropriate collimating system is fitted to the scanner and aligned 
using the optical bench system described in chapter 4 so as to scan the 
desired section through the object. With the isotope in position, the 
amplifier gain is adjusted to give suitable signal output pulses and 
the desired full-energy peak (chosen using a criterion explained in 
section 4.3) is windowed using the single channel analyser. To window 
a peak may reqire calibration of the lower level discriminator on the 
SCA. This is done by setting a fine window and plotting count rate as 
a function of the LLD setting.
The microprocessor is loaded with the scan control program (the Apple 
has its program stored on a 5 " floppy disk and the M6800’s 
instructions are stored on PBIME) which when run, will request the scan 
control parameters on the display screen. These are:
i) The number of steps per projection, 
ii) The number of projections, 
iii) The linear step length in millimeters, 
iv) The angular increment in degrees, 
v) The timer period.
Choice of these parameters is governed by the dimensions of the object 
and the available memory for storing data which, -when using the M6800 
is about 12Kbytes (approximately 6300 raysums) and when using the Apple 
is limited to the available memory left on the disk, which is usually 
much larger than our requirements (each disk has a 255kbyte capacity).
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The present system operates in a 'fixed-count' mode, by which we mean
that the projection data will be in terms of the time taken to reach a
preset number of counts i.e.
p(r,e) = ln[ t(r,6)/t'] ...(3.4)
where t(r,0) is the time taken to acquire n counts (n is the scaler 
overflow setting) for a particular raysum and t' is a reference count 
for that projection. The reference count will be taken at the extremes 
of a projection when the object will not be obstructing the beam which 
merely passes through air; the reference count associated with t(r,0) 
is simply the average of the two values at either end of the 
projection. This helps to counter any long-term gain drift in the 
system which can cause relative movement of the chosen energy interval 
across the SCA window.
The advantage of using a fixed-count mode rather than the fixed-time 
mode of medical machines is that it ensures even statistics over the 
entire image array. The choice of value for the scaler overflow
depends upon the amount of statistical noise that can be tolerated in 
the final image. Better statistics are obtained by setting a high 
overflow value but this must be weighed against the corresponding
increase in total scanning time.
The time to accumulate each raysum is in units which are chosen in 
parameter (v) above. The data are stored as sixteen-bit numbers and 
the timer period is chosen so that the longest raysum has a value less 
than 65536; for example, if a timer period of 1ms is chosen then the 
time taken to accumulate n counts through the most attenuating part of 
the object must be no longer than 65 seconds.
58
the object is positioned a few millimeters to one side of the beam and 
the scan sequence started. The microprocessor causes the object to 
step through the beam, storing one raysum timer value at every 
position. At the end of the projection, the reference count is taken 
and the turntable rotated through the chosen angular increment. The 
direction of traverse is then reversed and the object is stepped back 
across the beam to collect the second projection. This sequence 
continues until all the projections have been collected. During the 
scan, the microprocessor informs the operator which projection is being 
collected and displays each timer value as it is stored. In addition, 
the Apple will plot each projection on its graphics screen.
3«9 Reconstruction and Image Display.
The development of the reconstruction and display programs is described 
in another thesis [Foster 19S1] and will be explained only briefly 
here.
The data, once it has been transferred to the MUM is processed by a 
simple FORTRAN program that converts the timer count to raysums 
(equation 3-4) and formats it for analysis by SNARK75* This is an 
interactive FORTRAN program developed by Herman et al at the State 
University of New York and has been implemented on PRIME. SNARK75 
makes available several reconstruction algorithms; ART, SIRT and 
convolution with a choice of filter functions. When the data has been 
processed SNARK creates two files, a projection file and ’ a 
reconstruction file which contain data about the projections and 
reconstruction respectively.
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early reconstructions, facilities were restricted to microfilm graphics 
and line printer overprinting. The microfilm facilities existed (they 
are no longer available) on the CDC 6600 computer at the University of 
London Computing Centre (ULCC). The data was sent from PRIME to ULCC 
where a grey-level microfilm image was produced. Although this gave a 
hard-copy of high quality, the microfilm had to delivered by post which 
introduced several days delay between initial processing and 
availability of the final image. This made it unsatisfactory for day 
to day use in which case we resorted to the overprinting facility on 
PRIME. By overprinting certain alphanumeric characters a 'pseudo 
grey-scale' could be generated but the contrast of such a method is 
very poor, making fine structure hard to see.
The above facilities were abandoned when SRC provided the Physics 
Department with a Sigma 5674 16-level, grey scale terminal. A 
Computerised Image Analysis (CIA) package has been developed by Foster 
to provide a wide range of display and analysis facilities. CIA is an 
interactive program that reads in the projection and reconstruction 
files created by SNARK and displays images in a few seconds. It can 
also window the image, produce histograms of the attenuation values, 
allow enlargments of parts of the data, display line sections and 
projections as well as providing quantitative statistical information 
about the reconstruction.
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The earliest results from the scanner were acquired using low intensity 
gamma sources, which at that time was all that was available. If 
unacceptably long scan times were to be avoided then the number of 
raysums in the scan had to be restricted. Even with the scaler 
overflow set at its minimum of 400 counts, each raysum took several 
minutes to collect. Thus the first images were noisy and had poor 
spatial resolution but they did appear to indicate that the scanner was 
giving a trouble free performance and that the reconstruction routines 
were working properly.
When the high intensity Am-241 source was first used to obtain a better 
resolution image it became immediately apparent that somewhere in the 
data collection or reconstruction processes an artifact was being 
produced. It was termed the 'ears' artifact because of the ear-like 
protrusions it produced on a circular object (see figure 3»9)» It was 
several weeks before the problem was completely understood. The 
artifact could be simulated by 'shifting' some of the projections 
sideways and it was first thought that the stepping motors were not 
positioning the object in the correct manner. Examination of the 
scanner table with a travelling microscope during the scan did indeed 
show that alternate projections were not starting at the same point 
(after two complete projections, the scanner table should have returned 
to its starting position). This backlash effect was small, only a few 
microns discrepancy on each projection, but it was cumulative and after 
90 projections the table was about 0.2mm from its starting position. 
Since the step length for the scans were typically 1mm it seemed 
unlikely that this was the cause of the 'ears' but felt that it still 
needed attention, if only to eliminate it as a possible cause. This 
positioning fault was caused by the linear direction pulse being issued
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The problem was cured by introducing a logic circuit that sensed the 
rotation of the table to issue a direction pulse (since the table 
rotated at the end of each linear traverse) rather than the pulse from 
the M6800. The circuit and its associated timing diagram are shown in 
figure 3*8. The IC 74123 is a dual re-triggerable monostable and the 
IC 7474 is a "D" type, edge triggered flip-flop. For each train of 
rotary pulses seen at input A, a single transition at the output, E, is 
required (with E high, the table will move away from the linear motor 
and with E low, it will move towards it). Input X1 is held low so that 
one 33ps pulse is sent from Q1 to X2 (signal C) for every low to high 
transition at Y1 (signal A). The input pulses are also sent to Y2 with 
a 30ns delay introduced (to ensure that signal C arrives first). With 
Y2 high, a high to low transition on X2 will send a single 1.7ms (note 
this is longer than the interval between the rotary pulses) pulse to 
the CLK input of the flip-flop (signal D). The time constant of signal 
B ensures that only input pulses longer than 33jis are recognised, so 
that spikes are ignored. Finally, the output from Q3 (signal E) will 
change state for every low to high transition of the CLK input. The 
BUN input is a toggle switch that allows the initial state of E (and 
hence, the direction of the first linear traverse) to be selected. The 
state of E is indicated by an LED.
These modifications were successful in eliminating the gradual shift of 
the turntable, however this did not cure the 'ears' artifact and the 
actual cause was eventually found to be due to an incompatibility 
between the way the data is collected and the reconstruction 
algorithms. All the algorithms require that the centre of rotation of 
the object coincide with the centre of the projection (or at least, to 
a point common to all the projections). It can be explained more
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at the centre of rotation of the table, but not at the centre of the 
projection. Each projection for such a scan will be identical; that 
is, semi-ovals all offset from the centre by the same amount. If we 
back-project this set of profiles we can see that common points on each 
profile (such as the centre of the semi-oval, see figure 3-10) will not 
meet at a common point on the image plane.
This problem could be overcome by aligning the scan so that the raysum 
through the centre of rotation of the object occurs at the halfway 
point in the projection but a more elegant approach has been adopted 
and implemented by Foster, based on an idea by May [May 1982]. An 
extra routine has been introduced into the pre-reconstruction program 
that shifts the projections so that their centroids are all at the 
origin of the image plane. This will remove the artifact because if an 
object is rotated about its centroid, at the origin, then the centroid 
of each projection will also occur at the origin. Since this routine 
has been introduced, the problem has been completely overcome.
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(a) The 'Ears' Artifact (b) The Corrected
Reconstruction
Figure 3.9
Reconstructions of the Lemon showing (a) The 'Ears' Artifact and
(b) The Corrected Reconstruction.
Exolanation of the 'Ears' Artifact.
Figure 3.10
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GAMMA RAY SOURCES FOR TOMOGRAPHY.
4»1 Introduction.
Since the implementation of medical computerised tomography in 1973 
[Hounsfield 1973] X-rays have been the principle source of radiation. 
With a mean energy of about 70 keV excellent results can be obtained 
for materials with a density and atomic number comparable to tissue 
[Jackson et al 19791  ^ but are completely unsuitable for materials of 
high density and/or atomic number at thicknesses usually encountered.
The reasons for choosing gamma rays to probe our object were discussed 
in section 3»3» In this chapter the practical advantages and 
limitations to this approach are discussed and refinements made to the 
collimation system are described.
4.2 Source Activity.
The intensity of the source should be such that a scan of reasonable 
quality can be obtained within a realistic overall scanning time. The 
required activity can be calculated by considering a 'typical' scan. 
Consider the object shown in figure 4-1; its horizontal section is a 
square with side length x and a diagonal D. The source-detector 
distance is d and a ribbon beam collimator of width s and height b is 
depicted.
For a maximum resolvable spatial frequency of 1/2s , the number of steps 
per projection required is:
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CO
S = JD_ 
s
and the number of projections per scan, M, is:
M = XD 
2s
If the source has a brightness of A photons/str/sec/mm2- of the 
required energy normal to the surface then the number of detector 
counts per second, c, is given by:
2 2
c = b s A £ . exp(-px') 
2
d
"Where x' is the thickness of the absorber attenuating the beam (it is 
assumed that there is negligible attenuation in air) and € is the 
intrinsic efficiency of the detector at the chosen photon energy.
The time taken to collect one raysum with N counts is t=N/c 
therefore:
2
t = Nd .exp(px') 
2~2 
b s A€
thus for the projection where the square object has one face 
perpendicular to the beam the total time taken, t', is:
2
t' = D Nd [0.707 exp(px) + 0.293]
2-3-------------- -----------
b s A €
The two parts of the expression above allow for the proportion of time 
spent counting the object and air respectively. Now the time taken for 
all the projections is approximately the same, so we can write, for the
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T = t' TrP 
2s
2 2
T = ND d TT [0.707 exp(px) + 0.293] ...(4.1)
~ T 2
2s b Ae
This expression can be used to relate T to the required activity A. As 
an example, consider as scan with the following scan parameters: 
D=70mm, d=25Omm, N=1000, b=7»5nim, s=1mm, €=0.5> px=2 so that: -
7
A = 2.6x10 photons/str/sec/mm2-
T
where T is expressed in hours.
Thus for a scan to be completed within 24 hours, A needs to be at least 
1.1x106 photons/sec/str/mm2- . Of course, this result only applies to 
this specific example, but it does serve as a guide to the sort of 
source strengths that are required.
4.5 Choice of Photon Energies.
Commercially available radioactive sources cover the photon energy 
range between 10keV and 2MeV which limits the size and nature of 
objects that can be successfully scanned by our method . Generally 
speaking, the total attenuation of the incident beam will increase as 
the atomic number and/or the quantity of absorber increases and 
decrease with increasing gamma-ray energy up to the pair production 
threshold. No single photon energy is able to accommodate the full 
range of material thicknesses and atomic numbers that are likely to be
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suit the object being tested. The choice of optimum energy with which 
to scan a test object is now considered.
Suppose one is given an absorber of thickness x and it is required to 
measure its attenuation coefficient. The absorber is placed in a 
collimated beam of monochromatic photons and the number of transmitted 
photons, I, is measured for a fixed length of time and compared to the 
number of incident photons, Ic , measured over the same length of time. 
The attenuation coefficient is then given by the relation:
The thickness of absorber for which the error associated with this 
result is a minimum can be found as follows (assuming no contribution 
from background):
The error in p will be:
2 2 2 2
6p = | dp| &x + I dp
2 2
&I + / dp\ 6lissi
ln(l/lo)
2 2
6x + 1 | /6l'\ + /6l
©  *  ©
we can replace 612, 6l2 by I and I, 
and I by Icexp-(px):
2 i^2 2
6p = fln(l/l0) I 6x + 1 J 1 + ±
21 I I,
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If this is multiplied by 1/p1 then we will have an expression for the 
percentage error in p as a function of the number of mean free paths 
(A=l/p), px:
\2 2 
I0 (6p ) = 1 [1 + exp(px)] + Ic(6x ...(4*2)
p 2 v x J
(px)
the behavior of this expression is shown in figure 4*2 for 6x = 0, i.e. 
we assume perfect knowledge of the sample thickness. The optimum 
thickness will be when 6p is a minimum, i.e.
2
d(6p ) = 0 
dx
therefore:
2
d(6p ) = - 2 [l + exp(px)] + p.exp(px) - 2p 2*6x2‘ = 0
- 15—  — 3  . 2 — T
I 0 X  I 0X  X
therefore the optimum value for px occurs when the following 
relation is true:
2
exp(px) = 2 + K(px) ...(4.3)
(px) - 2
where
2
K = (6x) I0
' x
which is true for 6x — 0 when (px) =2.2
Therefore the best estimate of the attenuation value will be when the 
absorber thickness is 2.2 X. Before applying this result to the
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The Statistical Error as a function of absorber thickness.
figure 4.2
72
collection in the above example and that of the scanner. In the 
example, the number of incident photons is fixed; in the scanner 
however, it is the number of transmitted photons that remains invariant 
and Ie is now a function of the absorber thickness and attenuation 
coefficient. Therefore I0 is replaced by I.exp(px) i.e.
2 2 .
I .(6p  ^ = [l + exp(-px)] +l(bx')
V— / ■ ^ KT ~ J
(ux)
which, for (px) >>1,
2 2 .
1 fop ) ^  1 + fox ) ...(4.4)
' p 2 ' x '
(px)
Thus with this mode of data collection the accuracy of the measured 
value of p improves as the absorber thickness is increased.
It would be incorrect, however, to assume that px should be made as
large as possible; since there is only a limited time in which to
complete the scan, the number of incident photons is effectively fixed
and the previous result for the optimum number of mean free paths still
applies. Since the path length of the ray through the object is
constantly changing as the scan progresses, the concept of optimun
gamma-ray energy can only be applied loosely but this is justified by
the very broad minimum in figure 4»2. The optimum thickness as a
\
function of incident photon energy is shown in figure 4»3 for several 
materials.
At a later stage, another method of establishing the optimum thickness 
was considered. Foster [Foster 19813 has derived an expression, 
similar to equation 4-1, that relates all the scan parameters for a
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gamma-rays, defined by a source and detector collimator separated by a 
distance d. If A' is the effective activity, and the image is 
reconstructed on an NxN array of pixels (the step length and collimator 
width are assumed to be d/N) then for a total scanning time, T, the 
variance on each projection is given by:
4
v = 16 IT sinh(pd)N
pd A*T *
It can be shown that the standard deviation of p in the image 
is proportional to v (equation 6.4), so that:
z 4 2
f 6p_) ^  16 Tf sinh(pd )N d 
V p 1 F t (pd )3
which will have a minimum when
_d  .sinh(pd) = 0
d(pd) (pd)5
which is true for (pd)=3« Thus when scanning a uniform circular object 
the photon energy should be chosen such that the diameter is 
Bearing in mind that this represents the maximum attenuation through 
the circle, then this is in good agreement with the previous result 
(using this criterion, the average value of px for all raysums is 2.6).
Work by Klue'v [Kluev et al 1980] on developing an industrial scanner 
quotes a value of 4A for the optimum thickness. This is larger than 
the values obtained above, but still within the broad mimimum shown in 
figure 4.2.
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The use of gamma-rays for tomographic scanning imposes a fundamental 
limitation on the size of objects that can be scanned, the problem 
being one of penetration. Greater penetration can be obtained by using 
quanta of higher energy. This is only true for energies less than 
about 5MeV (depending upon the absorber material), above this energy 
the contribution to the attenuation cross-section from pair-production 
results in a reduction of penetration. Thus the maximum thickness of 
material that can be satisfactoraly scanned is governed by the degree 
of penetration at this point of minimum cross-section. Figure 4*4 
shows the energy at which minimum cross-section occurs as a function of 
atomic number of the absorber material, based on the tabulations of 
Storm and Israel [storm, Israel 1970].
4«5 Low Intensity Sources
At the start of this research the scanner had been developed to a point 
where scanning had just become possible. At this time no dedicated 
isotope had been obtained for the scanner and initial testing was done 
using sources already available in the Physics Department. These are 
described in table 4*6. These sources are the rectangular type 
reference source, manufactured by The Radiochemical Centre (TRC), 
Amersham. The active material is contained within a 1mm diameter bead 
welded between polystyrene windows and mounted in a plastic frame; the 
source strengths were initially in the range 1-10}iCi.
The low source brightness associated with these sources means that to 
obtain good quality images, prohibitively long scan times are needed, 
i.e. the time taken to complete the ’typical' scan given in section
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E
NUCLIDE Ba-133 Co--60 Am-241
HALF-LIFE 10.8 years 5.27 years 433 years
photon photons photon photons photon photons
energy per 100 energy per 100 energy per 100
/(MeV) disint. /(MeV) disint. /(MeV) disint.
0.053 22.0 1.17 100.0 0.017 15-0
0.080 2.4 1.33 100.0 0.026 2.5
0.081 33.8 0.033 0.1
0.16 0.1 0.043 0.1
0.22 0.5 0.059 35-3
0.27 7.1 0.099 0.02
0.30 18.7 0.103 0.02
0.36 61.5
0.38 . 8.9
Radiations from the Low Intensity Isotopes.
table 4*6
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level with such sources means reducing the counting statistics and the 
number of raysums.
As these sources were only a temporary measure, it was not considered 
worthwhile constructing precision collimators; collimation was 
achieved by using a lead brick through which a 3mm and 5mm hole had 
been drilled. Some alignment could made by sitting the brick on a 
(vertically) adjustable optical table.
4.6 Americium-241.
In order to prove the system more thoroughly it was decided to purchase 
a 100mCi Am-241 gamma-ray source. The choice of Americium was made for 
a number of reasons:
a) The principal gamma-ray is emitted with an energy of 59-6keV 
which is close to the effective energy of the EMI X-ray source, 
allowing comparisons with data from these machines [Foster 1981].
b) The half-life of the source is 433 years, so there will be no 
need to contantly renew the source (its useful life is, however, 
limited to a few years due to damage by alpha-radiation). Also, 
the photon emission rate will remain effectively constant during 
the scan.
c) Relatively high specific activities are readily available at 
reasonable cost.
d) The presence of a strong 17*7 keV characteristic X-ray line will
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e) The absence of any high energy quanta makes the source easy to 
shield and collimate.
The brightest available source was purchased from TRC (TRC code AMC 
13146). The source is a disc type, the Americium being incorporated in 
a ceramic enamel which is sealed in a welded monel metal capsule 10.8mm 
diameter. The useful radiations are emitted through a 7.2mm diameter 
Beryllium window 1mm thick. The source is illustrated in figure 4.7.
The nominal activity of this source is given as 100mCi which is 
equivalent to an output normal to the source of 1.65x10^ 
photons/str/s/mm2' of 59*6 keV quanta and 6.5x1 O^photons/str/s/mm2 of 
17«7keV quanta. This compares favourably with the required output 
indicated in section 4.2. * It should be realised that self absorption 
does not allow specific activities much higher than that given above 
[Fletcher, Lorch 1976]. A high resolution spectrum from the Si(Li) 
detector is shown in figure 4«15a.
4.7 Collimation of Am-241 source and Detector
Since Am-241 is principally a low energy source, large quantities of 
shielding material are not required. From figure 4.5 it can be deduced 
that only a few millimetres of lead is required to reduce dose given to 
the operator to insignificant levels, and no detailed shielding 
calculation is required, although the radiation field around the source 
was monitored.
The design of the source housing must allow for the source to be
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requirements of the scan. The type of collimation employed depends, to 
a large extent, on the object being tested, but falls into two main 
categories: pencil beam or ribbon beam collimation with dimensions
corresponding to the required spatial resolution. The former defines a 
cylindrical beam of photons perpendicular to the direction of linear 
traverse of the sample and the latter defines a beam of rectangular 
cross-section which can be used where a degree of uniformity exists in 
the direction perpendicular to the chosen section. The advantage of a 
ribbon beam is that it allows a greater fraction of the source to be 
used, thus resulting in a higher beam intensity.
4«7«1 Early Collimation
The first set of collimators were designed for use with the optical 
table mentioned in section 4*5* Three pencil beam collimators were 
constructed from lead with hole diameters of 1,2 and 3nun* The 
collimators were threaded at one end to allow them to be screwed into a 
recessed housing containing the source (see figure 4*8). At this 
stage, the detector was still being crudely collimated by the lead 
brick used with the low intensity sources.
Although these collimators gave many encouraging results, the need for 
a more precise collimating system was evident. There were several 
reasons for this:
a) Detector collimation was still crude compared to the source 
collimator. So as to define the gamma-ray beam precisely, good 
collimation is required at both ends of the ray-path.
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d ; uonsiaeraDle difficulty was experienced in accurately aligning 
the source and detector. The best that could be achieved was by 
eye or by measurement from a fixed point on the scanner table.
c) The source, the detector and the scanner table were not 
physically connected. This lack of rigidity meant that even small 
disturbances would mis-align the system.
d) Due to the alignment problem, difficulties were encountered when 
trying to reproduce results.
4«7«2 An Improved Collimation System
The collimating system now being used has solved all the above 
problems. Good rigidity and reproducibility has been obtained by 
basing the new design upon an Ealing optical bench. The bench, 
triangular in cross-section, is 48mm high and 1m long. A sliding rack 
runs along a groove on the top of the bench which can be engaged with 
the pinion of an adjustable carrier. A tape scale is mounted on the 
side of the bench, calibrated in millimetres. The carrier is fitted 
with two locking screws and a pinion. One screw locks the carrier to 
the bench, the other locks the rotations of the pinion which will, in 
turn, secure the rack relative to the carrier. This allows two modes 
of use: by locking the rack to the bench we can precisely move a
carrier along the bench, or if the rack is left free to move, then one 
or more carriers can be locked to the rack and these can be positioned 
by adjusting the pinion by another carrier locked to the bench. This 
facility is useful for positioning the three carriers holding the 
photomultiplier tube and its collimator.
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scanner; one for the source housing/collimator one for the detector 
collimator and two for the Nal(Tl) detector and its P.M. tube housing. 
The P.M. tube is secured to the carriers by two 100mm sliding lens 
grip holders. To allow precision alignment of the source collimator 
(with respect to the detector collimator), its carrier is fitted with a 
transverse and vertical slide that allows 50mm adjustments in both 
directions.
In addition to the above equipment, several pieces of apparatus had to 
be specially fabricated to complete the new collimating system; a new 
source housing, a set of detector collimators and a carrier to secure 
the scanner table to the bench. The source housing is of cylindrical 
design, constructed from lead, with a steel liner to give a total wall 
thickness of 15mm. A cylindrical steel collimator fits into a 
corresponding hole in the housing and a recess at one end of the 
collimator holds the source. A locking screw secures the collimator 
within the housing (see figure 4.9)* Two collimators were constructed 
to define a ribbon beam of 7.5mm high by 1mm ancl2mm wide and 50mm deep. 
These can be further collimated by mounting a steel cap over the end of 
the main collimator. Four such caps were made to provide 1mm and 2mm 
pencil beams, 0.5 by 7«5mm ribbon beam, and a very fine 0.1mm by 7«5mm 
ribbon beam.
A corresponding set of detector collimators allow complete collimation 
of the beam. These are interchangable steel cylinders that fit on to a 
steel annulus shielding the detector, by two retaining pins. This is 
illustrated in figure 4-10, and is attached the the carrier using a 
standard Ealing pillar and threaded mounting pin which is adjustable in 
the vertical direction only. Later work indicated that more thorough 
shielding of the Nal(Tl) crystal is desirable in some cases, and this
source housing
vee-block
collimator
supporting pillar
collimator retaining screw
\ additionalcollimation
steel
lead
source
d h
scale mm
r  i
0 10 20 30
241
The Am Source Holder and Support.
figure 4.9
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The source housing is supported on the adjustable carrier by a 
vee-block, held securely by a cross-piece (see figure 4.9). 
Approximate alignment is possible by moving the mounting pin in the 
pillar. More precise alignment is achieved by adjusting the vertical 
and transverse slides.
Finally, the whole system is made rigid with an aluminium carrier that 
locks the scanner bed to the optical bench. Since this requires 
raising the scanner bed about 5cm, two adjustable blocks have been made 
to support the scanner at either end. The complete collimator 
alignment system is shown in figure 4»11 and a photograph of the 
collimators is shown in figure 4.12
4.7.5 Calculation of Experimental Scatter.
One of the requirements of the collimating system on the detector is 
that it does not allow a significant amount of radiation scattered by 
the object to enter the detector. If scattered radiation does 
contribute to the signal then the absorption will no longer be 
exponential and the measured attenuation coefficient will be lower than 
the true value.
Due to the low photon energies emitted by the Am-241 source and the 
small angles involved, only Rayleigh scattering will contribute 
significantly to the scattered detected intensity since the incoherent 
scattering is less forward peaked. To determine the contribution of 
scattered radiation to the total detected signal it is necessary to 
know the value for 0" , the total scattering cross-section for
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First of all, the geometry of the system must be established. Consider 
an absorber of thickness z' and atomic number Z, intersecting a 
collimated parallel beam of gamma-rays at a distance d from the 
entrance to the detector collimator which is a rectangular aperture 
with sides x' and y'. The geometry is shown in figure 4.13* Now the 
coherent scattering cross-section per atom is described by equation 
2.14:
R
CT = k(e).F(E„z) dn
2 2 
where k(0) = r^O + cos 0) 
2
and dn.= 2nsin0.d0
For low energy photons the atomic scattering form factor, F(E*,Z) is 
approximately equal to Z [Hubbell 197b]«
To find the total inscattering cross-section we must integrate over the 
volume of the absorber i.e.
xVyVx’
(T
Jo
B.CT .dx.dy.dz ...(4.5)
* X' 
dx
y*
tfy
J
r z.'
dz
Jo •'O * o
The B term defines the dimensions of the collimator and is given by:
B =
f 2-JT 
T 2TT
d®
90
ro
i—l
<D
O'-H
iw
91
where
x>x' 
0 y<0
y>y'
1 otherwise
The value of O’ has heen calculated numerically with the following 
values for the parametes: x l = 1iiim, y'=7.5nun, z'=10mm, Z=13 (aluminium),
d=100mm.
-a fc
The total inscattering cross-section is found to be 1x10cm2. This 
completely ignores the attenuation of the scattered radiation within
-•24-
the target. If this is compared to the total cross-section (6x10 cm1" 
at 60keV) then it can be seen that 0~ is, by comparison, small.
4.8 A Multi-Energy Source... Europium-132
Many successful and significant results have been obtained using the 
Am-241 source but it was always realised that the lack of- high energy 
quanta imposes a severe limitation on the versatility of the scanner. 
It was therefore felt to be necessary to acquire another type'of source 
that would extend the variety of materials that we could examine.
Several possibilities exist for the choice of a new isotope; previous 
work on gamma-ray. tomography has demonstrated the suitability of Ir-192 
[ Sweeney 1975,](Kruger 1980 ], [Hopkins et al 1981], Gd-153
[Boyd 1979*1981], Cs-137 [Schlosser, DeVuono 1980] and Co-60
[Kruger 1978]. Gd-153 emits gamma-rays with energies of 97 and 103keV, 
higher than the 60keV line in the Am-241 spectrum but still too low for 
dense, high Z materials (see figure 4-3)« Co-60 emits quanta at 1.17
and 1.33MeV which makes it a strong contender, the only drawback being 
the absence ofalternativespectral lines of lower energy. Ir-192 emits
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readily available and would probably have been chosen were it not for 
its relatively short half-life of 74 days. The 662keV photons from 
Cs-137 could have many applications, but the lack of photons of other 
energies means this source would not be as flexible as our final
choice, which was the isotope Eu-152. This does not appear to have
been been tried before for industrial CT, but has found some
applications in radiography [Halmshaw 1966]. The benefits from using 
this isotope are that it emits photons with a wide range of energies 
from 40keV to 1.4MeV (see table 4-14)- It has a long half-life 
(13 years) and has been manufactured with high specific activities, up 
to 15 Ci/g. A high resolution spectrum from a Ge(Li) detector is shown 
in figure 4.15b.
By using a multi-energy source we are better equipped to select the 
ideal photon energy with which to scan a given sample as explained in 
section 4.3* It also provides the opportunity to do simultaneous dual, 
or multi-energy scanning, although the present method of data
collection would have to be modified. By scanning at a number of 
energies, the elemential composition of the sample can be determined in 
principle, provided the number of elements present does not exceed the 
number of energies with which the sample has been scanned.
Choosing this isotope presented one problem though; that of 
availability. Eu-152 is not manufactured commercially with high 
activities. TRC produce a 10pCi source of the type described in 
section 4-5 and this source was purchased so that a short feasibility 
study could be carried out. TRC were approached to see if they could 
fabricate a Eu-152 isotope with a higher activity; they quoted 
,£1000.00 for a source of about 0.1-1 Ci.
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NUCLIDE Eu-152 Eu--152m Eu-154
HALF-LIFE 12.7 years 9*2 hours 8.5 years
photon
energy
/(MeV)
photons 
per 100 
disint.
photon
energy
/(MeV)
photons 
per 100 
disint.
photon
energy
/(MeV)
photons 
per 100 
disint.
0.039 16.0 0.039 7.4 0.042 7.3
0.040 -30.0 0.040 13.5 0.043 13.1
0.045 9.0 0.045 4.4 0.048 4.2
0.122 29.0 0.122 7-2 0.123 40.5
0.244 7.6 0.344 2.5 0.248 6.6
0.344 27.0 0.840 14.7 0.59 4.6
0.411 2.3 0.96 12.0 0.72 19.7
0.444 2.8 1.31 . 1 -2 0.75 4.1
0.779 12.9 1.38 1-1 0.87 11.1
0.867 4.2 0.99 10.7
0.96 14-5 1.00 17.6
1.08 10.3 - 1.27 35.5
1.11 13.6
1.21 1.4
1.23 1.7
1.40 21.2
Radiations from the Europium Source, 
table 4.14
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In view of the high price quoted by TRC, the possibilty of making the 
source at the university was considered. Previous examples of Eu-152 
production have used the reaction:
151 152
Eu (n,X) Eu
To prepare an isotope in this manner requires a nuclear reactor to 
provide high neutron fluxes. Fortunately the University of Surrey has 
long collaborated with the University of London Reactor Centre (ULRC) 
and they agreed to allow the use of their facilities for this purpose. 
Metals are usually irradiated in elemental or oxide form. Since 
Europium metal oxidises spontaneously upon contact with air, the oxide 
form was chosen, Eu_0_. This is available from BDH Chemicals as aX Z>
white powder of high purity. One gramme was purchased at a cost of 
,£25.00.
4.8.2 Source Preparation.
The quantity of Europium oxide required to prepare a source depends 
upon a number of factors, principally the desired final activity, the 
yield of the reaction, the irradiation time and the geometry of the 
source. The yield is considered first.
When a sample is irradiated in a nuclear reactor, the rate of increase 
in the number of radioactive atoms per gramme is given by:
; A = 0.693 ; (Tn. = half-life)
T jl 2
2.
dn = R - nA 
dt
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where n is the number of radioactive atoms per gramme, X  is the decay 
constant (therefore An = the decay rate), R is the production rate 
which is given approximately by:
R = o-0N ...(4.6)
cr is the isotopic activation cross-section (cm'2'), 0 is the neutron flux 
(neutrons/cmVsec.) and N is the number of parent isotope atoms per 
gramme. Therefore the number of radioactive atoms present after t 
seconds irradiation is given by:
n = 0cr N. [ 1 - exp(- A t ) ]
X
The specific activity, a, in disintegrations/sec/gramme is therefore:
a = 0trH.[l - exp(- At)] ...(4.7)
It is convenient to define a macroscopic cross-section,£, such that
J_= c  N cm2/gm of target material, so:
a = 0l. [1 - exp(- At)]
Finally, the activity of the source t' seconds after removal from the 
reactor is (t is now the total irradiation time):
a = 0l«[l -exp(- At)].exp(- A t 1) ...(4.8)
Naturally occuring europium is formed from two isotopes of almost equal 
abundance; Eu-151 (48$) and Eu-153 (52$). This needs to taken into 
account when calculating the number of parent isotope atoms per gramme 
i.e.
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NA is’ Avogadro's Number, M is the Molecular weight, which for Europium 
is 351.9 and b is the number of relevant isotope atoms per molecule and 
is approximately equal to 1.
The thermal neutron cross-section for Eu-151 was checked in a number of 
references; The Radiochemical Manual Amersham, The CRC Engineering 
Handbook and The Handbook of Nuclear Data [Aliev et al 1970]. All 
these references quote a similar value of about 7400 barns. Since this 
is so much larger than the fast neutron cross-section, only thermal 
neutron capture is important in this case, and 0 is the thermal neutron 
flux.
4*8.3 The University of London Reactor.
The reactor at ULRC is normally operated at a full power of 100kW for 
approximately 7*5 hours per day, 4-5 days per week. The intensity of 
the neutron flux will depend upon which irradiation facility is used. 
Three main irradiation systems exist for the activation of samples;
a) The In-Core Irradiation System (ICIS)
b) The Cyclic Activation System (CAS)
c) The Core-Tubes
ICIS provides fast transfer of samples into the core centre. 
Irradiation times of up to four hours are normally allowed using ICIS.
the detector (0.1 seconds) and single or multiple irradiations can be 
carried out. For long term irradiations of one or more days the 
samples are placed in the Core-Tubes. There are eight vertical tubes, 
each with six irradiation positions. The thermal neutron flux in the 
Core-Tubes varies from 1.4x1 01<1 n/cma/sec to 0.6x1012-n/cmVsec depending 
upon which tube and position is chosen. It was the Core-Tubes that 
were used for the Europium irradiations, since a large integrated flux 
was required.
Taking a typical flux of 0.8x1011 n/cmVsec equation 4.7 can be used to 
calculate the activity induced in a Europium oxide sample. Figure 4.16 
shows the activity of 1mg of Europium oxide as a function of
irradiation time. This is an encouraging result, as it shows that it
is possible to manufacture a Europium source with an activity of about 
10mCi by irradiating 50mg of oxide for about 5 days.
4.8.4 Other Europium Isotopes
It is quite common for an irradiated target material to produce more
than one radioisotope. This is the case with Europium which, in fact, 
results in three isotopes being formed; Eu-154, Eu-152 and the 
isomeric form Eu-1 52m. It is not possible to selectively produce the 
required isotope, so the effect of the unwanted isotopes must be 
estimated.
The isotope Eu-154 occurs due to the presence of Eu-153 in naturally
occuring Europium from the reaction:
Eu ,53(n,y)Eu154'
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The thermal neutron cross-section for this reaction is 420 barns and 
the half-life of Eu-154 is 16 years so the induced activity is expected 
to be at least an order of magnitude less than that of the required 
isotope, Eu-152. From figure 4.16 this is found to be the case and 
this isotope will not interfere with the Eu-152 gamma-ray energy 
spectrum or contribute significantly to the final activity of the 
source. Eu-154 decays by jf emission into Gd-154 producing gamma-rays 
with energies given in table 4.14*
The isomeric form Eu-1 52m poses more of a problem; it has a half life 
of 9*2 hours and a high thermal neutron cross-section. Several values 
for the cross-section are quoted in the literature, ranging from 
990 barns to 2800 bams. The figure used for present calculations was 
that approved by the ULRC of 2800 barns obtained from 'The 
Radiochemical Manual-Amersham'.
The combination of a short half-life and high cross-section implies 
that large activities will be induced relatively quickly (the specific 
activity reaches about 90$ of the saturation activity after an 
irradiation time of about four half-lives). As far as using the source 
with the scanner goes, this in itself would not be a problem as a wait 
of only a few days is required for the isotope to decay away to 
insignificant levels. The difficulty comes at the irradiation stage 
because there is a restriction imposed upon the maximum activity of the 
source when unloaded from the reactor. This restriction is necessary 
for the safety of the reactor operators. The maximum activity allowed 
upon unloading is 100 MeV.mCi which corresponds to a dose rate of 
50 mR/hr at 1m. The above requirement was also needed to fulfil road 
transport regulations (the source was transported, by Securicor, the
Surrey). Obviously, the greater the activity of the unwanted isotopes, 
the less active one can make the Eu-152 isotope so as to comply with 
these regulations.
4»8.5 Source Encapsulation
Before finalising the design of the source, is was also necessary to 
consider the choice of source capsule material. Since encapsulation of 
the radioactive Europium oxide after irradiation would pose all sorts 
of safety problems, the capsule has to act as a container during 
irradiation. With this in mind, a capsule material must be chosen 
which does not itself remain radioactive after unloading from the 
reactor, nor must its physical properties be adversly affected by the 
irradiation process. The capsule must be designed so that it will not 
leak during, or after irradiation and must be able to withstand a 
degree of physical punishment. Also, it must not be larger than the
polythene capsule that will be used to confine the source while in the
Core-Tube (100mm by 25mm diameter).
Several materials are mechanically suitable for this purpose; iron or 
steel, aluminium alloys or perhaps a plastic such as perspex. Iron and 
steel are unsuitable because they become strongly radioactive due to 
the Ee5*(n,Y) Fe511 reaction; perspex is unsuitable because it is unable 
to withstand the radiation environment within the reactor. Aluminium
alloy turns out to be less radioactive after irradiation than iron
alloys so this is considered in more detail.
The chemical composition of aluminium alloys has been standardised by 
the British Standards Institution [B.S.I. 1476] and the type commonly
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composition (figures are percentages):
Mg 0.4-1.12 
Fe 0.7 
Ni 0.2 
Sn 0.05 
Sb 0.05
Each component needs to be considered to see what contribution it will 
make to the final source activity of the encapsulated source. The 
relevant reactions and their macroscopic cross-sections have been 
tabulated in figure 4.17. To confirm the predicted behavior of the 
alloy, a 500mg sample was irradiated for 7.5 hours in a Core-Tube 
(neutron flux = 0.8x1011 n/cmVsec) and examined with a Ge(Li) detector 
one week later. Figure 4.18 shows how the alloy is expected to decay 
and its activity after one week. Lack of detector time did not permit 
a detailed analysis of the sample but the measured activity appeared to 
be close to that predicted i.e. about 0.5]iCi, with the long term 
activity being dominated by Zn-65«
What does this tell us about the suitability of aluminium alloy as a 
capsule material? As already mentioned, any unwanted radiation will 
limit the activity of the Eu-152 as well as contaminating its spectrum. 
The normal practice at ULRC is to shut down the reactor in the evening 
and remove the sample the following morning, a period of about sixteen 
hours. Therefore the short-lived components (Cu-66, Al-28) will not be 
present in significant quantities. It is possible, by special 
arrangement, to extend this period to 64 hours by allowing the sample 
to 'cool down' in the (shut down) reactor over the weekend.
Initial designs for the source capsule suggested that it would weigh 
about 3g, not including the Europium oxide. Figure 4.19 shows the
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Cu 3-5-5 
Si 0.7 
Mn 0.4-1 .12 
Zn 0.2 
Pb 0.05
A1 - remainder
REACTION HALF-LIFE 
OF PRODUCT
MACROSCOPIC CROSS-SECTION
c m 7 g
63 64 -5
Cu (n,X)Cu 12.8h 1.0x10
65 66 -4
Cu (n,tf)Cu 5.1m 2.3x10
55 56 -3
Mn (n,^)Mn 2.6h 1.1x10
64 65 -6
Zn (n,&)Zn 250d 7-5x10
58 59 -8
Fe (n,X)Fe 45d 7.0x10
30 31 -7
Si (n,20Si 2.8h 6.7x10
64 65 -7
Ni (n,tf)Ni 2.6h 2.8x10
27 28 -5
A1 (n,X)Al 2.3m 4.2x10
27 24 -5
A1 (n,o<)Na 15h 1.0x10
Reactions of the Aluminium Alloy Components.
table 4.17
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Activity / Ci
Mn 30 
(8800)
Na
(30)
6466 CuCu
(3100)(2100)
- 6
~7
1 2 3 A 5 6 7 8
Days since end of Irradiation. i
The Decay of 500mg of Aluminium Alloy after 7.5 hours Irradiation 
(the figures in brackets are the maximum activity in }iCi).
figure 4.18
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and shut-down time. The limit upon the dose-rate corresponds to a 
maximum activity of 20-40mCi per sample, depending upon the energy of 
the quanta present. From from figure 4*19 is can he seen that after an 
irradiation of more than twelve hours the capsule will still he too 
active 16 hours after irradiation ceased, hut will have reached safe 
levels after 64 hours have elapsed.
Since most of the isotopes in the alloy have relatively short 
half-lives, there should he little contamination of the Eu-152 energy 
spectrum. Only the 250 day component from zinc need cause any concern, 
hut this is present in such small quantities that it will not he 
detrimental to the source.
4.8.6 Europium-152 Source Activity
The calculations made for the Am-241 source activity apply also to the 
Eu-152 source; that is, a minimum useful activity (useful, means that 
activity ;produced hy the part of the source seen through the 
collimator) of ahout 1 to 10mCi is required. It is assumed for the 
moment that all of the available radiation from the source in . the 
forward direction (i.e. along the collimator) is used.
From considerations of image quality alone one would like the source to 
he as active as possible, hut there are three factors, that make it 
difficult to produce very high activities:
a) The safety requirements for source unloading imposed hy ULRC 
must he adhered to.
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Irradiation time / days.
Activity of the main Isotopes in 3g of Aluminium Alloy 64 hours 
and (dashed line) 16 hours after Reactor Shut-down.
figure 4.19
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c) A strong source is difficult to shield and collimate in use.
The irradiation time within the reactor was limited to less than three 
working weeks (equivalent to about 4»5 days irradiation). After this 
time, the polythene container used to confine the sample becomes 
brittle and any epoxy resin that has been used to bond the capsule will 
soften.
The limit imposed by the ULEC dose-rate restrictions meant that no more 
than 20mCi of Eu-152 + Eu-152m can be generated upon unloading from the 
reactor. Figure 4»20 shows the decay of 1mg of Europium oxide that was 
irradiated for 4.5 days. This test run indicated that no more than 
50mg of Europium oxide could be irradiated to remain within the 
dose-rate limit.
4.8.7 The Source Geometry
The shape of the Am-241 source; a 7.5mm diameter disc, is not optimal 
for present purposes. The collimation requirements mean that not all 
of the radiation leaving the source in the relevant direction can be 
used. For example with a 1mmx7.5nim collimator, the effective source 
strength of the Am-241 1OOmCi source was reduced to 17-7mCi. To
achieve a better match to the collimators it was decided to design a 
'line-type' source.
The density of Europium oxide is 7»42g/cm3 , therefore the volume 
occupied by 50mg of the oxide should be 0.007cm3. In practice, it was 
difficult to pack the Europium oxide to this degree and the measured
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The Decay of lmg of Eu^O^ after 4.5 days Irradiation, 
figure 4.20
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to a volume of 0.047cm3 . This is equivalent to a cylinder 15mm long 
and 2mm diameter.
The advantages of using this type of geometry are shown in figure 4.21. 
The source can he used sideways-on to provide a rihbon-beam, or by 
positioning the source end-on we have, all the available activity in 
the forward direction (apart from that lost due to self-absorption, see 
section 4*8.8) contributing to a pencil beam. Further, the sideways 
geometry can be used for multiple ribbon beams in fan beam geometry, 
which may be implemented at a future date.
When considering the encapsulation process, the safety aspect is of 
overriding importance. Even a small leak could pose a serious health 
risk. With this in mind, it was decided to doubly-encapsulate the 
source as shown in figure 4*25* The oxide was packed into the main 
body of the capsule and a small aluminium disc was glued over the 
opening with 'Araldite'. When dry, the source was thoroughly cleaned 
to remove any possible surface contamination and a threaded end-cap was 
glued over the end. This was then ready for irradiation. As a further 
safety precaution, after irradiation, the capsule was glued into an 
aluminium collar. As this was done post irradiation there was no 
possibility of the final layer or Araldite going soft in the reactor 
(which may have occured within the capsule).
4»8.8 Self-Absorption
When using the source end-on, the radiation from the nuclei further 
from the detector have to penetrate part of the source before emerging. 
Thus radiation from the deeper layers of the source suffer an
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an apparent reduction in the activity of the lower energy radiations.
The magnitude of this effect can be calculated by integrating over the 
length of the source, thus if Ac is the true activity, x is the source 
thickness, then the apparent activity, A is:
A = _A, 
~x~
r
exp(-px).dx
from which it follows that:
A = 1 - exp(-px)
A0 px
The energy variation of this effect is illustrated in figure 4.22 based 
on the cross-section data of Storm and Israel using the observed 
density value of 1g/cm^. The aluminium capsule also has an attenuating 
effect on the photon output; this is shown on the same graph as a 
function of energy for the source in its ribbon beam and pencil beam 
configurations.
4.8.9 Source Shielding and Collimation.
The quantity of shielding material needed to confine the. Eu-152 source 
is considerably more than that required for the Am-241 source. The 
most commonly used material for radiation shielding is lead, although 
other materials are available such as depleted.uranium or tungsten 
based alloys ('Matthley High Density Metal' for example). These 
materials have the advantage that they are more attenuating (for a 
given thickness) than lead, which means that more compact shields can 
be fabricated. However, it was decided initially to take the simplest
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The calculation of exposure rates and shielding requirements is 
described by The British Standards Institution [B.S.I. 4094]* The
exposure rate outside a shielded source is given by:
D = L.A.B.exp(-px) R/h_
d
A is the activity in Curies, L is the specific gamma-ray constant 
(R/Ci.h at 1m) and is shown as a function of energy in figure 4.24. B 
is the buildup factor which allows for the scattering that exists 
within the shield (see. section 2.1).The distance from the source is d 
and x is the shield thickness. The buildup factor as a function of 
photon energy for lead is shown in figure 4.25 [B.S.I. 4094]*
For simplicity, the source is treated as a point-source. This will 
always be safe as it leads to a maximum shield thickness. Now the 
Total specific gamma-ray constant is calculated using:
E v p ,
where p. is the relative percentage emission of the gamma-ray and Lj is 
its specific gamma-ray constant. Using figures 4-14- an^ 4*24 we 
obtain, for Eu-152:
L = 0.43 R/Ci.h at 1 metre
The buildup factor derived from figure 4*25 is about 3« With these 
data, the shielding effect of lead on 10mCi of Eu-152 can be calculated 
and is illustrated in figure 4*26 for different values of x and d. The 
International Conference on Radiological Protection (ICRP) recommend a
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for radiation workers. Figure 4*26 shows that this corresponds to 
about 9cm of lead shield to give safe limits at the shield surface, 
although less shielding can he used provided some distance is 
maintained between the shield and the operator (e.g. it would be
equally safe to work beyond 20cm outside a 5cm thick shield).
An integral part of the shield is the collimating system. So as to 
provide source-collimation quickly and simply for initial tests, a 
standard multi-chevron lead brick was specially machined to house the 
source and provide ribbon-beam collimation. The brick has a 
cylindrical recess, to confine the source in an upright position. Two 
indentations allow access for the source to be removed by tweezers and 
a 1mm by 7.5mm by 80mm slot runs from the source position to one edge 
of the brick (see figure 4»27). To meet the shielding requirements, 
other lead bricks were stacked around the main brick to form a lead 
'castle'.
4.8.10 Safety Checks on the Europium Source.
Before using the source with the scanner, it was necessary for it to be
smear tested to ensure that it was not leaking. The surface of the 
source was wiped with a damp swab, and the activity of the 
contamination removed was measured using a Nal(Tl) detector. The 
initial activity removed was estimated to be between 4x10 ^ and 
7x1(?2’jiCi, which is around the level at which a sealed source would be 
considered leaking. As this activity may have arisen from surface 
contamination prior to irradiation, the test was repeated four days 
later and the activity removed was found to be about 3x10 pCi. 
Gamma-spectrometry revealed that Eu-152 was the main contaminant.
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material is in powder form it was considered necessary to repeat this 
test every month to he sure that there was no serious leakage. 
Subsequent tests have all removed an activity between 1CT4' and 103pCi 
showing that the source is leaking slightly but this is low enough for 
it to be used safely.
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EXPERIMENTAL CONTROL.
5»1 Introduction.
One of the earliest successful demonstrations of transaxial tomography 
using gamma-rays was carried out by Cormack [Cormack 1963]* This 
demanding experiment required that he position the object manually many 
times to collect sufficient raysums. The need for some form of 
automation of this type of experiment is obvious enough. In recent 
years the microprocessor and microcomputer have been developed to a 
point where they can now be readily implemented into an experimental 
system at low cost. The microcomputer is well suited to the task of 
controlling the movements of the scanner and collecting the data. This 
chapter describes some of these developments made during this research.
5.2 The Motorola M6800 Microcomputer.
At the start of this research the interfacing of a Motorola M6800 to 
the experiment had been completed and the controlling software was in 
the final stages of development. The software was written using a 
cross-assembler on a NOVA 4 computer which was then tranferred to PRIME 
where it is permanently stored. Also stored with this program is a 
loading program which when run, loads a specified machine language file 
(in this case, the scan control program) into the M.6800 memory. To use 
this facility, a three position switch has been installed on the M6800 
to open various communication channels between PRIME, the M6800 and a 
VDU. Position one selects VDU-PRIME to allow the loading program to be 
run. Position two selects PRIME-M6800 so that the scan control program
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VDU-M6800 for communicating with the M6800. The ports to the VDU and 
PRIME can also be accessed by software in the M6800 and part of the 
scan control program sets up communication with PRIME (necessary to 
transfer data) without the need for further switching.
The M6800 performed satisfactorily for about 18 months and no further 
modifications were made during that period. However this control 
system, as it stands, limits the versatility of the scanner in a number 
of ways. First, the M6800 system available does not have any permanent 
storage facility of its own, such as a disk system. This means that 
the total number of raysums collected in one scan is restricted by the 
amount of Random Access Memory (RAM) available. The M6800 has 16kbytes 
of RAM of which 4kbytes is allocated to the scan control program, 
leaving 12kbytes for data. A disk system could store projections as 
they are collected giving much greater capacity (>100kbytes) than using 
the onboard memory only. It could also be used to store the scan 
control program so that that operation of the scanner is no longer 
limited to those areas with a link to PRIME. To make the scanner truly 
portable, the microcomputer could also be used to reconstruct the data 
and display the final image. Since the M6800 has no graphics facility 
any reconstruction could only be presented as numerical data which, 
depending upon requirements would probably be less useful than an image 
for initial assessment purposes.
There are two approaches to introducing any improvements; either the 
relevant hardware for the M6800 can be purchased, or the scan control 
can be designed around another microcomputer. The former approach 
would necessitate the purchase a Disk Operating System (DOS), a MATROX 
graphics card, a grey-scale monitor and an alphanumeric keyboard. This 
would give is a very flexible system but would be expensive to
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and the system redesigned around an Apple II Plus microcomputer with 
colour monitor and a twin floppy disk drive. This system costs about 
1^900.
5«5 The Apple II Plus Microcomputer.
The Apple II Plus is a self-contained microcomputer based on the 6502 
microprocessor chip, described in table 5»1 and provides colour 
graphics hardware, 48kbytes of RAM and a typewriter style, ASCII 
keyboard. It can be programmed in either Applesoft floating point 
BASIC or in machine-code which is accessed using the Apple's Monitor. 
These are permanently stored in 12kbytes of Read Only Memory (ROM).
The Apple's video display can be used in three modes: TEXT mode,
HI-RES graphics mode and LO-RES graphics mode. TEXT mode will display 
24 lines, 49 charatcters per line, of a full set of alphanumeric 
characters. LO-RES mode make available 15 colours on a 40 by 48 array 
(or 40 by 40 plus four lines of text) and Hi-RES mode displays a 280 by 
192 (or 280 by 160 plus four lines of text) high resolution array of 
one colour only on the present system (although 6 colours are available 
in HI-RES mode with an improved colour control card). This is 
summarised in table 5«2
The work on developing the Apple system can be divided into three 
parts:
i) The scan-control software,
ii) Interfacing with the scanner,
iii) Communication with PRIME.
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I he Apple video u ispiay
Display type: Memory mapped into system RAM
Display modes: Text, Low-Resolution Graphics,
High-Resolution Graphics
Text capacity: 960 characters (24 lines, 40 columns)
Character type: 5 x 7 dot matrix
Character set: Upper case A SC II, 64 characters
Character modes: Normal, Inverse, Flashing
Graphics capacity: 1,920 blocks (Low-Resolution)
in a 40 by 48 array 
53,760 dots (High-Resolution) 
in a 280 by 192 array
Number of colors: 16 (Low-Resolution Graphics)
6 (High-Resolution Graphics)
figure 5.2
The 6502 Microprocessor
Model: MCS6502/SY6502
Manufactured by: MOS Technology, Inc.
Synertek
Rockwell
Number of instructions: 56
Addressing modes: 13
Accumulators: 1 (A )
Index registers: 2 (X ,Y )
Other registers: Stack pointer (S) 
Processor status (P)
Stack: 256 bytes, fixed
Status flags: N (sign)
C (carry)
V (overflow)
Other flags: I (Interrupt disable)
D (Decimal arithmetic) 
B (Break)
Interrupts: 2 (IR Q , N M I)
Resets: 1 (RES)
Addressing range: 2 16 (64K) locations
Address bus: 16 bits, parallel
Data bus: 8 bits, parallel 
Bidirectional
Voltages: +  5 volts
Power dissipation: .25 watt
Clock frequency: 1.023MHz
figure 5.1 123
and Input/Output (I/O) structure are examined first.
5»4 Memory Organisation.
The 6502 Microprocessor can directly reference 65535 (64kbytes)
distinct memory locations. These are divided into 256 pages, each page 
containing 256, 8-bit memory locations. If we number these locations 
using hexadecimal notation (base 16) then the memory 'addresses' will 
range from $0000 to $FFFF (the dollar sign denotes that the number is 
hexadecimal). The first pair of numbers will be the page number and 
the second pair, the location within the page. For example, $302F is 
page $50, location $2F.
Each of the 256 pages of memory will be either 'RAM, ROM or an I/O
address. A memory map a shown in table 5»3 together with details of 
the RAM organisation (table 5-4)• Pages $00 to $07 are used by the 
Apple's monitor and should not generally be used for other purposes. 
Pages $08 to $BF (46kbytes) is free RAM although some space is used if 
HI-RES or LO-RES mode is selected. Also the top $2A00 locations in RAM 
are used when booting DOS. The next 4kbytes ($00000 to $CFFF) are part 
of the I/O structure and the rest ($D000 to $FFFF) is ROM.
5»5 The Input/Output Structure.
The I/O structure can be divided into two categories: the Built-in I/O
and the Peripheral Board I/O.
The Built-in I/O is controlled by 128 memory locations in the Apple's
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Page Number: 
Decimal Hex
0 $00 
1 $01 
2 $02
R A M  (48KJ
190 $BE
191 SBF
192 $C0
193 $C1
I/O  (2K)
198 $C6
199 $C7
200 $C8
201 $C9
I/O  ROM  (2K)
206 $CE
207 $CF
208 $D0
209 $D1
ROM (12K)
254 $FE
255 $FF
figure 5.3
R A M  Organization and Usage
Page Number: 
Decimal Hex Used For:
0 $00 System Programs
1 $01 System Stack
2 $02 G E T LN  Input Buffer
3 $03 Monitor Vector Locations
4 $04
5 $05 Text and Lo-Res Graphics
6 $06 Primary Page Storage
7 $07
8 $08
9 $09 Text and Lo-Res Graphics
10 $0A Secondary Page Storage
11 $0B
12 $0C
through Free RAM
31 $1F
32 $20 Hi-Res Graphics
through Primary Page
63 $3F Storage
64 $40 Hi-Res Graphics
through Secondary Page
95 $5F Storage
96 $60
through
191 $BF
figure 5.4
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examining the current state of the keyboard or setting the video 
display mode. They also include the locations that access an I/O 
connector. The Built-in I/O locations are shown in table 5*5, those 
locations relevant to this work will be described in detail when they 
arise in the discussion.
The Peripheral Board I/O is the RAM dedicated to seven 'slots' or 
peripheral connectors that are fitted to the back of the Apple’s main 
board. Each slot is given 16 locations, beginning at location $0090 
for general input and output purposes. Each slot also has reserved one 
page of memory starting at location $Cn00, where n is the slot number, 
for example slot 3 uses locations $C0B0 to $C0B7 and has memory 
allocated to it at $0300 to $C3FF. This page can be used to house 256 
bytes of ROM memory which contain driving programs or subroutines for 
the peripheral card thus, allowing each card to contain its own driving 
software.
5»6 Interfacing the Apple with the Scanner.
To fully support the scanner the following control lines are needed:
Linear Step Pulse 
Rotational Step Pulse 
Linear Direction Pulse 
Scaler Carry 
Scaler Reset 
Ground
One approach to this problem would be to purchase a stepping motor
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B u ill-I n J /O Locations
SC000
SP S! S2 S3 S4 S5 S(> S8 59 SA SB SC SI) SL SI'
Keyboard Data Input
SC0I0 Clear Keyboard Strobe
SC020 Cassette Output Toggle
SC030 Speaker Toggle
SC040 Utility Strobe
SC050 pr IX nomix mix pri see lores hires iinfl iinl an2 iin.t
SC060 tin phi pb2 pb) pit gel gc2 ge3 repeal SCtthW-SCtlf*7
SC070 Game Controller Strobe
Key lo abbreviations:
gr Set G R A PH IC S mode tx Set T E X T  mode
nomix Set all text or graphics mix Mix text and graphics
pri Display primary page sec Display secondary page
lores Display Low-Res Graphics hires Display Hi-Res Graphics
an Annunciator outputs pb Pushbutton inputs
gc Game Controller inputs cin Cassette Input
figure 5.5
I/O CONNECTOR
+ 5 v /  O 16 NC
PB0 2 15 AN0
PB1 3 14 AN1
PB2 4 13 AN2
C040 STROBE 5 12 AN3
G C0 6 11 GC3
GC2 7 10 GC1
--------  Gnd 8 9 N C
I / O  Connector Pinouts
*1 /0  Connector Signal Descriptions
Pin: Name: Description:
1 + 5 v +  5 volt power supply. Total current drain on this pin must be 
less than 100mA.
2-4 PB0-PB2 Single-bit (Pushbutton) inputs. These are standard 74LS scries 
TTL  inputs.
5 C040 STROBE A general-purpose strobe. This line, normally high, goes low 
during <P0 of a read or write cycle to any address from SC040 
through SC04F. This is a standard 74LS T T L  output.
6.7,10,11 GC0-GC3 Game controller inputs. These should each be connected 
through a 150K Ohm variable resistor to + 5 v .
8 Gnd System electrical ground.
12-15 AN0-AN3 Annunciator outputs. These are standard 74LS series T T L  out­
puts and must be buffered if  used to drive other than T T L  
inputs.
9,16 NC No internal connection.
figure 5.6
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[U-Microcomputers]. This would slot into an available space on the 
Peripheral Board I/O and as well as controlling the stepping motors it 
would provide a data-input interface. However since stepping motor 
controller cards (the Digicards) are already available, this would be a 
waste. Using the Built-in I/O, in particular the I/O connector, 
obviates the need for an interface card altogether.
The I/O Connecter is a 16-pin IC socket whose pinout configuration is 
shown in table 5*6. This connecter allows three one-bit inputs and 
four one-bit outputs (annunciators) and four analog inputs. Each 
annunciator is controlled by. a soft switch. The addresses of the soft 
switches are arranged into four pairs as shown in table 5.6, one pair 
for each annunciator. If the first address in each pair is referenced, 
the. corresponding annunciator is switched 'off' (0 volts); referencing 
the second address in the pair will turn the annunciator 'on' 
(+5 volts). This facility can be used to drive the stepping motors 
(via the Digicards), the details of which will be described in the 
section on software.
All the signals to and from the.scanner are accessed through a 20-pin 
D-connector. These signals are serviced by the Apple via an adapter 
with a 20-pin D-connecter at one end and a module which engages with 
the I/O connector at the others The following connections were made:
Apple I/O Connector Signal D-connecter pin No.
Pin Name
* Carry 9
8 Ground Ground 13
12 AN3 Reset 3
13 AN2 Lin. Dirn. 10
14 AN1 Rot. Step 2
15 ANO Lin. Step 1
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to the I/O Connecter.
5»7 The Scan Control Program.
The Scan Control program has heen written, as far as possible, to allow 
for further developments to be introduced with the minimum of 
alteration to the existing program. It is intended to develop the 
system so that it will reconstruct projection by projection while the 
scan is in progress. Now part of the program must time the 
accumulation of each raysum. This could be done with software alone by 
including a 'clock' routine in the program that is called at the 
beginning of each raysum and stopped by the reset pulse. This is a 
waste of the Apple's resources however, because those intervals when 
the scaler is accumulating counts could be used to reconstuct the 
image. An alternative approach has necessitated the purchase of a 
programmable timer module that provides external timing of the raysums.
For ease of implementation the program is written largely in Applesoft 
BASIC. However key parts are written in machine-code and these are 
listed below:
Function Name
i) Programmable Timer Initialisation. INIT
ii) Timer Interrupt Service Routine. ISR
iii) Stepping Motor Driving Routine. STEPDRIVE
iv) PRIME Communication. PCOM
A simplified flowchart of the Scan Control program is shown in
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SCANPROG and this, as well as the machine-code routines, are stored on 
floppy disk. SCANPROG is loaded into the RAN starting at page $08 (the 
default starting position) while the machine-code routines are stored 
in the highest available areas of RAM (just below that memory used by 
DOS) in pages $94 and $95- This ensures that these routines will not 
be overwritten by SCANPROG or the data. When SCANPROG is run, it will 
'ask' via the VDU for the scan parameters explained in section 3-8. 
That information which is required by a machine-code routine (such as 
the step length which is used by STEPDRIVE), is then sent to the 
relevant memory location using the BASIC command 'POKE', for instance:
POKE 38144,20
will send the hexadecimal value $14 ($14=20) to memory location with 
the address $9500 ($9500=38144).
The timer module is now initialised by the INIT routine and the scan 
sequence starts automatically. When then scan is completed, the data 
which has accumulated in RAM is either transferred to a file on PRIME 
using the PCOM routine, or stored on floppy disk. About 24kbytes are 
available to accumulate data, however a simple modification to SCANPROG 
will allow us to handle larger arrays by dumping data to disk during 
the scan. The machine-code.routines are now described in more detail. 
All these routines were developed using a two-pass assembler [Owl 
Computers].
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figure 5.7
This routine controls the rotation and translation of the two stepping 
motors during the scan.. If the linear stepping motor is considered 
then one 45ps TTL pulse delivered to the Digicard will move the table 
1/400mm. Therefore to move the table 1mm, 400 pulses must be 
delivered. To allow the motor time to move, each, pulse must be 
separated by at least 760ps delay. Consider the following portion of 
the STEPDRIVE program:
001 MOVE LDA ANNOFF
002 LDAIM $13
003 JSR WAIT
004 LDA ANNON
005 LDAIM $03
006 JSR WAIT
007 CMPIM $C8
008 BEQ NSTEP
009 INX
010 JMP MOVE
011 RET
ANNON and ANNOFF are the labels of a pair of addresses that switch an 
annunciator ’on' and 'off', therefore line 001, which references ANNOFF 
sets the annunciator ouput to 0 volts. Next, the 6502's accumulator is 
loaded with the value $13 and the Apple monitor subroutine 'WAIT' is 
called (lines 002,003)- This subroutine will make the Apple 'hang' for 
a preset time depending upon the contents of the accumulator; in this 
case loading the value $13 causes a delay of 760ps. Line 004 switches 
the annunciator 'on' and lines 005 and 006 introduce a delay of 45ps. 
Thus we have generated a TTL pulse at an annunciator of the required 
shape. Line 007 compares the 6502's X-register with the value $C8 
($C8=400) and will jump out of this part of the program if equal (line 
008). The X-register is now incremented by one and the program jumps 
back to line 001 (via lines 009,010). Thus the program is in a loop 
that will generate 400 pulses which will move the scanner 1mm. After 
400 pulses the program jumps to location NSTEP where a similar
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number of 1mm steps (i.e. the step length) have been moved.
The rotational stepping motor is moved in a similar manner.
5»9 ISR and INIT.
It is the function of these two routines to control the timing 
associated with each raysum. The Apple has an internal clock, which 
uses an oscillator operating at 14MHz; unfortunately this clock is not 
readily accessible by software so a 'California Computer Systems (CCS) 
Programmble Timer, model 7740A' has been purchased (£104) to provide 
external timing. It is supplied as a card that engages into one of the 
Peripheral I/O Connecters and contains 265 bytes of ROM that store an 
interrupt handling routine. The module is 'based upon the MC 6840 LSI 
chip and is in reality, three completely independent software 
controllable timers on one chip. Each clock has associated with it a 
16-bit Latch, an 8-bit Control Register,a 16-bit Counter, a Clock 
Input, a Clock Output and a Gate. Finally a single read-only Status 
Register holds four interrupt flags.
Timing is achieved in the following manner: The output of Timer1 is
connected to the input of Timer2. Now the Control Register of Timerl 
is configured so that it will deliver pulses at a preset frequency to 
Timer2. When SCANPROG is ready to time another raysum it switches 
Annunciator3 'on' which starts the external scaler counting and at the 
same time, the contents of Timer2's latches (which have been loaded 
with the value $FFFF) are transferred into its counter. This causes it 
to start counting (it will decrement by one everytime a pulse is 
received from Timerl) and will continue to do so until a carry pulse is
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which will stop the counter and set an interrupt flag in the Status
Register. The ROM program stored on the timer interprets this flag and
issues a pulse to pin^O of the Peripheral I/O Connecter. The Apple 
recognises this as an interrupt request and will stop whatever it is
doing and jump to the interrupt service routine (iSR). ISR then reads
the contents of Timer2's counter and stores it in two consecutive 
memory locations (each timer value is 16-hits long) before switching 
Annunciator3 'off' which resets the scaler to zero.
/
The INIT routine is called before each timing event to set the timer’s 
registers to their correct initial values for the above sequence to 
occur.
The value that has been saved by the interrupt service routine will be 
directly related to the clock frequency of Timerl. The reciprocal of 
this frequency is essentially the timer unit that is used in measuring
each raysum. Suppose it is required to count in units of 1ms, then
Timerl must deliver pulses at 1000Hz. The value stored in Timerl's 
latches, N, is related to the’ period T by:
n = _r_ -1
2.T
where T' is the period of the Timerl internal clock, which by 
configuring the Control Register correctly, can be the Apple's internal 
system clock. This appears at pin40 of the Peripheral I/O Connecter
and is equal to 0.977ps. The time taken to collect the raysum will
simply be 65536 minus the value saved by ISR since the counter 
decrements, starting at $FFPF.
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To fully exploit the powerful facilities offered by the Univer sity of 
Surry's PRIMENET, the scanner data must be transferred to that system. 
This is the function of the PCOM routine.
There are two major types of computer data transfer; serial and 
parallel. Parallel interfaces transfer words of data simultaneously on 
parallel data lines. This is much faster than serial data transfer but 
is only possible between devices that are in close proximity to each 
other because all the data bits must be received simultaneously. As 
the scanner is several hundred metres from PRIME, serial data transfer 
is more practicible. Here the data bits are transmitted (and received) 
one after the other along one wire. Since the data to be transferred 
is essentially parallel, a device is needed to convert it to serial 
information. A CCS (7710) Asynchronous Communications Interface 
Adapter (ACIA) has been installed into an Apple Peripheral I/O slot 
which performs the necessary parallel to serial conversion (or serial 
to parallel when receiving data) as well as adding start and stop bits 
that ensure the data bits are grouped correctly.
The PCOM routine must perform two functions. First, it must enable 
two-way communication with PRIME and second, it must transfer data from 
the Apple's memory (or disk) into a file on PRIME.
The ACIA is accessed through four 8-bit registers shared among two 
8-bit memory locations. We shall call these two locations the COM/STAT 
Register and the I/O Port. The ACIA's operation is controlled by an 
8-bit command loaded into the Command Register. This is accomplished 
by writing to the COM/STAT Register. Reading this register will give 
us a different 8-bit value from which the ACIA's current status can be
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upon whether we are writing to, or reading from, that register.
The following lines from PCOM show . how the ACIA has been used to 
convert the Apple to a 'terminal emulator', which enables two-way 
communication with PRIME.
001 LOCAL LDA KEYBRD
002 BPL REMOTE
003 STA I/O PORT
004 REMOTE LDA COM/STAT
005 ARDIM $80
006 BEQ LOCAL
007 LDA I/O PORT
008 ORAIM $80
009 . JSR COUT
010 JMP LOCAL
Lines 001 and 002 load the 6502 accumulator with the contents of memory 
location KEYBRD (which contains the ASCII code of the last depressed 
key on the Apple keyboard) and checks to see if a key has been pressed. 
The BPL command effectively interrogates the most significant bit of 
the accumulator which, (in this case) if a key has not been pressed, 
will be zero and will cause a jump to line 004* If a key has been 
pressed then the program will move to line 003 which stores the ASCII 
code of the depressed key into the I/O Register and is automatically 
sent to PRIME. PRIME acknowledges that it has received the character 
by 'echoing' the signal, that is, it immediately sends an identical 
character back to the Apple. Lines 004 and 005 check the condition of 
bit-8 of the status which, if set, means that data has been received 
(from PRIME) in the I/O Port. If no data has been received then line 
006 forces a branch back to line 001. Therefore lines 001 and 002 and 
lines 004,005 and 006 are alternately polling PRIME and the keyboard, 
many times a second, waiting for either to send data. If a character 
from PRIME is acknowledged in line 006 then it is stored in the 
accumulator (line 007) and has bit-8 set (line 008) to make PRIME ASCII
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called (line 009) to output the character to the screen. Note that the 
operater will he able to see what is being typed because the 'echoed' 
keypress character will be displayed in this manner.
The speed of communication is 1200 baud (bits per second), a 
requirement of the PRIME system and although 'handshaking' (formal 
acknowledgement of each other's transmitted signal) is not used, no 
problems seem to occur. When data transfer is carried out as described 
above, it takes about 30 minutes to transfer 12kbytes of data.
5«11 Scanning with the Apple.
With the above work completed, the task of scan control was transferred 
to the Apple. Its capacity to handle larger amounts of data was 
exploited although this resulted in longer scan times for any given 
ray-sum count.
As described in section 5*7, the use of an interrupt timer allows for 
the insertion of a reconstruction routine into the scan program. Since 
it was desired to reconstruct while scanning, an algorithm that does 
not require a complete set of profiles must be used which makes 
iterative reconstruction unsuitable. By using convolution, each 
profile can be filtered and back-projected as it is received and the 
developing image can be displayed on the Apple's T.V. monitor. 
Therefore, for certain 5 NDT ,„.= applications it may not be
necessaiy to wait for a complete scan, but to terminate it as soon as 
the desired observation can be made. To allow the image to develop as 
quickly as possible means choosing the angle between consecutive
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much clearer idea of the structure after as few as six projections if 
they are collected at J>0 degree intervals rather than say, 2 degree 
intervals.
A suitable set of projections can be collected if the angular increment 
is about two-thirds of the value of the number of . projections (in 
degrees) and is prime relative to that number. For example, with 90 
projections an increment of 59 degrees could be used.
Some tentative steps have been made to implement convolution on the 
Apple. An algorithm based on a FORTRAN program of Brooks and DiChiro 
[Brookes, DiChiro 1975] has been written in BASIC. Unfortunately this 
language is much slower than FORTRAN and a reconstruction on a 40 by 40 
array takes several hours, but even this is probably still fast enough 
to keep up with the present rate of data collection.
Work with the Apple was brought to an abrupt halt when a major hardware 
fault developed in the Apple disk operating system making the loading 
of programs impossible. It was not possible to return the device to 
the suppliers, who had since gone into liquidation and other dealers 
were reluctant to handle, what appeared to be non-standard equipment. 
The fault originally appeared to be due to the failure of an integrated 
circuit on the interface board. When this chip was replaced however, 
it soon failed again and it was evident that the fault lay within the 
disk drive. No further progress has been made on the repair of this 
unit and work with the Apple has continued intermittently with the loan 
on another DOS system. The M6800 control system was also used again 
for many scans.
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Without doubt, the microcomputer is essential to an experiment of this 
kind. The acquisition of an Apple II Plus microcomputer has been 
demonstrated to be a cost-effective way of extending the versatility of 
the scanner. Unfortunately, the hardware fault severely curtailed 
progress beyond its instalment into the system and one of the original 
objectives, that of reconstruction while scanning, has not been 
fulfilled, although most of the software exists for it to be 
implemented.
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ANALYSIS OF SCANNER PERFORMANCE.
6.1 Introduction.
There are many parameters that need to be defined before a scan can 
commence; for example, the four values that dictate the movements of 
the scanner table (S, M, s and m), the counting statistics, the 
collimator dimensions and the gamma-ray energy. The choice of 
radiation has already been discussed in chapter 4« In this chapter the 
effect of the other parameters on the final reconstruction will be 
considered, as well as discussing how they should be optimised for any 
given object.
6.2 The Collimator Response Function.
The collimating slits used with the source have to be wide enough to 
allow a reasonable beam intensity, and each profile is formed from a 
set of strip integrals of finite volume. However, the tomographic 
reconstruction procedures usually assume . the data to consist of line 
integrals. This causes compact features in the true density 
distribution to be reconstructed in the form of a cratered cone 
[Bracewell 1977] and the total reconstruction density distribution will 
be a superposition of these cones, all of the same diameter (equal to 
the collimator width) but of different intensity. This effect can be 
described by replacing equation 1.3 with an equation of the form:
p(r,0) = f(x,y).k(x,y,r,G).ds ...(6.1)
s
where k(x,y,r,0) is a response function that describes the weight
distribution of the cross-section of the strip. 'Response' means the
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presence of an attenuating element at x,y for the raysum defined by 
coordinates r,0. This function will now be considered in more detail 
by considering the response to a point absorber as it moves relative to 
the beam. In figure 6.1 z represents an absorber whose size is small 
compared with the dimensions of the collimator. The behavior of the 
measured response will depend upon whether the absorber is in region A, 
B or C. When it is in region A the same degree of shading of the 
detector will occur for every point across the source; thus the 
response will not change as z passes across the beam. A point absorber 
at z' however will produce a larger response because it subtends a 
greater angle at the detector than an absorber at z; in fact, the 
response in region A will be inversely proportional to the distance 
between the absorber and the detector.
When the absorber is in region B only a fraction on the source is 
obscured and the response falls linearly to zero. One might assume 
that the response in region C will be greater than that in A due to the 
larger angle subtended at the detector. This is not the case however, 
because now. only a fraction of the source elements cast a shadow upon 
the detector plane and a symmetry argument reveals that the response 
falls inversely with distance from the source collimator.
Figure 6.2 shows the appearance of this response (ignoring the effect 
of scattering) in the x-y plane of the absorber. Note that although 
the cross-sectional shape alters along the length of this function, the 
cross-sectional area does not, so the average response is independant 
of distance from the source. This response has been verified 
experimentally by stepping a fine copper wire across the 2mm slit 
collimator (with the wire parallel to the long dimension of the slit) 
with 60, 0.1mm steps at nine equally spaced positions between the
source detector
collimatorcollimator
Different zones within the collimated area, 
figure 6.1
detectorresponse
The 2-D Collimator Response 
Function k(x,y,r,0).
source
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raysum comprised 4000 counts. The resulting projections are displayed 
in figure 6.3 and it can be seen that the measured response bears some 
resemblance to that shown in figure 6.2, although it is subject to the 
statistical fluctuations inherent in photon counting.
Bracewell [Bracewell 1977] has demonstrated how it • is possible to 
counter the problem to some degree by a process called 'restoration'.
The measured profile, p''(r,0) can be thought of as being the result of
convolving the 'true' profile, p(r,0), with a response function c(r) 
which is a trapezoidal approximation the the function k(x,y,r,0):
P"(r,0) = p(r,0)*c(r) ...(6.2)
The effect of c(r) can be seen by examining it in the spatial frequency 
domain. The Fourier transform of a trapezoid, C(R) is shown in
figure 6.4 for a 3nun collimator.
It is now clear how the restoration procedure could be implemented. If 
a reconstruction algorithm is used in which the Fourier transform of 
the projection is available then a direct compensation can be inserted 
for the effect of C(r). We should be aware however that the 'true' 
profile is not completely recoverable; for the example shown in figure 
6.4, it can be seen that frequencies at 0.5cycles/mm are not 
recoverable and frequencies greater than about 1 cycle/mm are so 
severely attenuated that problems would be encountered with high
frequency noise amplification, but we could restore components from R=0 
to say, R=0.4cycles/mm.
If an object is sampled at intervals of s, then only those spatial 
frequencies less than 1/2s will be resolved. Therefore there is no
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narrower than s. In fact, if narrower collimation than this is used 
then not all of the object will be sampled in each projection. 
Conversely, there is little point in sampling the data in steps that 
are much finer than the collimator width because of the band-limiting 
properties of the collimator. It is for this reason that most of the 
scans have been completed with an equal collimator • width and step 
length; in this way all parts of the object are sampled once in each 
projection.
Using the phantom shown in figure 6.6 and described in section 6.3, 
three scans have been completed with the following parameters:
SCAN173-175 Contrast Phantom
Source: Am-241 59-6keV
Scan No. Steps 70
No. Angles 90
Parameters: Step Length (mm) 1.0
Ang. Increment (deg) 2.0
No. Counts/raysum 4000
Collimation: • 5., 1,2mm slit on source and detector
Scan Time: 48,24,12 hours
These scans all have a 1mm step length but different collimator widths 
(0-5, 1.0, 2.0mm). The corresponding reconstructions (figure 6.5)
illustrate that the 1mm collimator is the ideal choice. 'With the 2mm 
collimator, the scan is completed in half the time but the resolution 
is poorer. The 0.5mm collimator shows little improvement over the 1mm 
result even though this scan took twice as long.
0.5x7.5mm slit 
collimator
1.0x7.5mm slit 
collimator
2.0x7.5mm slit 
collimator
figure 6.5 Effect of collimator width on the resolution.
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The ability to detect fine detail within a sample will depend upon the 
size of the detail, fluctuations in the detector photon flux , the 
contrast and the scanning parameters. A series of scans was undertaken 
to quantify the threshold perceptibility of arrays of cylinders of 
different sizes as a function of contrast and photon count. The same 
scan parameters (step length, number of steps, number of angles and 
angular increment) have been used throughout and in that sense, the 
results only apply to the specific parameters given below. All 
measurements were taken on a 65mm diameter lucite phantom which 
contains arrays of holes 10mm deep, with diameters ranging from 10mm to 
0.5mm. The contrast was adjusted by filling these holes with a calcium 
chloride solution of varying concentration. The smaller holes (1mm, 
0.5mm) are joined below the scanned section by a reservoir that ensures 
complete filling of the holes. The phantom is shown in figure 6.6.
I
6.5*1 Experimental Procedure.
The following scan parameters were used:
Contrast Phantom
Source: Am-241 59*6keV
Scan No. Steps 70
No. Angles 90
Parameters: Step Length (mm) 1.0
Ang. Increment (deg) 2.0
No. Counts/raysum various
Collimation: 1x7*5mm slit on source and detector
Scan Time: various
The phantom was scanned at five different contrast levels. At each
147
Figure 6.6 The Perspex Phantom
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could be resolved with reasonable confidence was recorded. This was 
repeated for several different values of n, the number of counts per 
rays urn.
The contrast values quoted is the percentage difference in attenuation 
coefficient between the solution, p(s), and the lucite', p(l), i.e.:
C = p(s) - 11(1) .100 % 
vTTJ
Now the linear attenuation coefficient of lucite at 59-6keV is 0.023 
and that of the solution can be chosen using the mixture rule (equation 
2.6) which relates the mass attenuation coefficients by:
U(s) = w(c)u(c) + w(w)u(w)
where w(c) = m(c) w(w) = m(w)
m(c) + m(w) m(c) + m(w)
where s,c and w refer to the solution, the calcium chloride and water 
respectively and m is their mass per unit volume of solution. The 
actual value of p(s) was derived from the reconstruction using the 
Arbitrary Region option in CIA, which allows the user to obtain 
information about any part of the image.
The threshold of perceptibilty was studied with the aid of two 
observers. For each scan, the observer had to indicate which 
individual holes could still be discerned with reasonable confidence. 
The observers were allowed to interpolate between hole sizes if they 
felt this better represented the limit of perception. Each observer 
knew in advance the position of the holes and a number of window 
settings were offered on the grey scale terminal to allow maximum
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but in nearly all cases indentical results were given.
6.3»2 Experimental Results.
The accumulated data can be presented in a number of ways. Figure 6.7 
shows a plot of log threshold perception diameter versus log dose for 
five contrast levels (only a few error bars are shown for clarity). It 
can be seen that the logarithmic relationship between diameter and dose 
at a given contrast is linear over the range considered. Note that the 
C=33$ curve is extended to the n=40000 data point. This scan took 11 
days to complete so was not repeated with the other contrast levels. 
Figure 6.8 shows the four reconstructions that were used to obtain the 
C=15$ curve.
This graph can be used as a guide to the sort of resolution that can be 
expected under different conditions when a 1mm step length has been 
used.
Relationship between Contrast, detail and dose.
The three parameters were expected to be related by an equation of • the 
form [Cohen and DiBianca 1979]:
a b
C.x .n = k ...(6.3)
where x is the threshold diameter, n the number of counts per raysum 
and k is a constant.
The results shown in figure 6.7 can be used to derive contrast-detail 
curves with the number of counts parametric. These are shown in figure
50
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The C=15% contrast level for four values of n. 
figure 6.8
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n=1000 curve are shown in figure 6.10.
Now within the range of data points illustrated, limiting perception is 
dependent upon the contrast and photon count. If this set of curves 
could he extrapolated upward (to higher contrast levels) however then a 
region would he entered where the threshold of perception becomes 
dominated hy the scan geometry (i.e. the system modulation transfer 
function). This would manifest itself as an increase in the slope and 
eventually a point will he reached where even large increases in 
contrast will yield little improvement in threshold perception. Now 
for the region investigated hy this experiment we have (for n fixed):
a
C.x = k*
The value of a derived from figure 6.9 is found to he: 
a = 1.5 ±0.6
which is in agreement with the expected result for CT noise [Cohen, 
DiBianca 1979]*
Figure 6.7 has also heen used to derive a contrast versus raysum count 
diagram for two levels of threshold perception (figure 6.11) which can 
he used to determine the value of h. Now for random photon noise the 
improvement with increasing n is expected to depend on whereas the 
measured value from figure 6.11 was:
h = 0.35 ± 0.15
Therefore h is lower than expected hut still within the accuracy of the 
experiment, and equation 6.3 takes the form:
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Four levels of contrast for n fixed (n = 1000).
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The average value of k from this experiment is k=2295» This value has 
been used to derive the curve shown in figure 6.12 where the contrast 
has been plotted against the quantity x1’5^'*5 The experimental values 
are also shown on this graph.
6.4 Optimising the Scan Parameters.
A large proportion of the scans were controlled by the M6800, in which 
case each scan was limited to 6300 raysums. Even when scanning with 
the Apple, existing source strengths usually made this a practical 
upper limit because of the time involved in collecting raysums. The 
question now arises; what are the optimum scan geometry parameters for 
maximum information retrieval, or restated, what values of S and M 
should be chosen such that SxM<6300?
Most of the results quoted in the literature are of the form M= TTS/q, 
where q is a constant, i.e. a solution is obtained for the minimum 
number of of projections required to yield a spatial resolution in the 
final image determined by the step size in each projection. Various 
values for q are given, depending upon the approach used. The result 
requiring the most projections is that of Cormack [Cormack 1977] who 
recommended the value q=1. His argument is based upon the way in which 
the scanning process samples the Eadon.transform. The Eadon transform 
can be represented in polar co-ordinates p(r,9), each point assuming 
the value of the line integral (equation 1.3) with co-ordinates r,0. 
Cormack shows that using the most accepted value of q (q=2) samples 
only 50% of the Eadon transform. Foster [Foster 1981] however 
correctly points out that because the data is band limited then only
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defined and q=1 is incorrect.
The smallest number of projections recommended comes from the analysis 
of Brookes and DiChiro who obtained the value q=4 [Brookes, DiChiro 
1976]. This result is derived quite simply by assuming that the image 
should be exactly determined, i.e. the number of pixels should equal 
the number of raysums. In a different analysis [Brookes, Weiss, 
Talbert 1978] the result q=4/1-1 is derived.
The most widely supported result is that q should have the value q=2. 
This is given by Snyder [Snyder, Cox 1977], Klug and Crowther [Klug, 
Crowther 1972] and Gilbert [Gilbert 1972]. Foster also obtains q=2 and 
suggests that this can be considerably improved upon by sampling the 
Radon transform on a rectangular grid rather than the existing geometry 
which defines values at equal increments of r and 0. This is incorrect 
however as the Radon transform should not be regarded as a polar 
function, but should be plotted on cartesian co-ordinates with axes r 
and 0. Presented in this (correct) manner, the Radon transform can be 
seen to be evenly sampled by the existing method of data collection. 
Foster's particular derivation of q=2 is invalid for the same reason. 
This result is obtained from the assumption that the Radon transform is 
sampled least at the extremes of the object.
To clarify the situation experimentally, the following scans of the 
contrast phantom were completed:
uontrasx rnantom
Source: Am-241 59* 6keV
Scan No. Steps 70
No. Angles various
Parameters: Step Length (mm) 1 .0
Ang. Increment (deg) various
No. Counts/raysum 4000
Collimation: 1x7-5mm slit on source and detector
Scan Time: various
Keeping all other parameters fixed, the phantom was scanned with 90, 
60, 45, 30 and 15 projections, these correspond to q values of 2.4, 
3.7, 4*8, 7.3 and 14*7 respectively (the limited storage capacity of
the M6800 did not allow sufficient projections to he collected to 
simulate the q=2 criterion). The angular increment was chosen so that 
the phantom was always scanned through 180 degrees. The 
reconstructions are shown in figure 6.13• The 1mm holes are resolvable 
in the 90 projection scan and even with 60 projections these holes can 
still be discerned. Some loss of resolution is apparent in the 45 
projection scan, together with an increase in image noise. This gets 
worse in the 50 projection case and when only 15 projections are 
collected we have no better than a 4mm resolution, the image is very 
noisy and there is some evidence of a streaking artifact.
Further data is required before it can be conclusively established that 
M=TTS/2 is the optimum choice of steps and angles. What is demonstrated 
however is that although q=2 may well be the optimum value, the results 
only start becoming seriously degraded for values of q greater than 
q=4* In fact, so long as q is less than q=4 (the Brookes and DiChiro 
criterion) then the image resolution is reasonably insensitive to the 
number of projections chosen, the main effect appears to be an increase 
in image noise of about 20$, which is to be expected since the total 
number of photons has decreased. Since there is usually a time
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the course of one experiment then reducing the number of views, means 
that the number of raysums per projection can be increased. This has a 
direct bearing on the step length, s and hence the overall spatial 
resolution of the image. This is demonstrated by the following scan 
(SCAN176) and SCAN173 (described in section 6.2):
j SCAN176 Contrast Phantom
Source: Am-241 59-5 keV
Scan
Parameters:
No. Steps j 100 
No. Angles | 60 
Step Length (mm) j 0.7 
Ang. Increment (deg) | 5-0 
No. Counts/raysum | 4000
Collimation: 0.5x7«5mm Slit on source and detector
Scan Time: 40 hours
Both are of' the contrast phantom with the 0.5mm ribbon collimator but 
with a different mix of steps and angles. There is a noticeable 
improvement in image resolution with 100x0.7mm steps and 60 angles, 
rather than the usual 70x1mm steps and 90 angles (see figure 6.14), 
moreover, the better result was obtained with 6000 raysums, as against 
the 6500 raysums of the first result. This shows that the resolution 
is strongly dependant upon the step length and less so on the number of 
projections. One disadvantage of choosing a smaller step length is 
that a narrower collimator is required to fully exploit the increase in 
resolution, which will lower the count rate. This suggests that the 
compromises between resolution and scan time could be optimised by 
designing a ribbon collimator with a continuously variable slit width. 
Such a system would allow the collimator to exactly match the step 
length, which would then be chosen so that, say, 100 steps just 
accommodates the object.
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The propagation of statistical noise present in the initial projection 
data through to the final image has been studied in detail by Foster 
[Foster 1981]- The projection data is considered as being the sum of 
two parts; the pure projecion p(r,0) and the superimposed noise 
n(r,0). The operation of convolution reconstruction allows the pure
image and the noise image to be considered separately i.e.
B{[p(r,0) + n(r,0)]*h(r)} = B{p(r,0)*h(r)) + Bjn(r,©)*h(r)}
where B{} represents the operation of back projection. The variance in
the final image will be:
2
v = [Bjn(r,0)*h(r)]]
This equation is analysed using parameters for the noise values 
relevant to the scanner. Essentially, this involves writing the noise 
in terms of the variance on each raysum, which if Poisson statistics 
are assumed is equal to 2/n (the factor of 2 is due to the use of the 
reference count in each projection). The result thus obtained is:
2 2
v = k TT ... (6.4)
2
nMS
where k is a constant depending upon which filter is used. For the 
Bracewell-Ramachandran filter which was used here, k=0.289»
Foster attempted to confirm this result experimentally by measuring the 
standard deviations of past reconstructions and comparing these with
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the reconstructed objects contain real structure which will have the 
effect of increasing the measured value. A more valid experiment has 
since been completed by measuring the standard deviations of a water 
phantom for different values of M, s and n. Since the water has a 
uniform density, any measured fluctuation in the reconstruction (over 
the water region) will be due only to those effects considered in 
deriving equation 6.4.
Figure 6.15 shows the predicted and experimental standard deviations 
plotted against the quantity s«/Mn. The observed standard deviation is, 
on average '45$ smaller than the predicted result. The value of k that 
best fits these experimental results is k=0.l6 which coincidentally, is 
the exact value expected when the Shepp-Logan filter is used. At a 
later stage, a water phantom was reconstructed using the Shepp-Logan 
filter and the pixel standard deviation was 0.00146. This is 21$ lower 
than the result obtained using the Bracwell-Ramachandran filter 
(0.00185), a smaller difference than the 44$ reduction expected by 
comparing the k values for the two filters.
6.6 Correction for Background Counts.
Before the availability of the Eu-152 source, it was only possible to 
scan samples with a low density/atomic number. The 59»6keV quanta of 
the Am-241 source are incapable of substantial penetration through more 
than a few millimetres of steel and several centimetres of aluminium. 
Despite this, some industrial samples such as a battery and an 
aluminium alloy pump casting were scanned. When scanning such samples, 
the count rate would drop from (typically) 1000 counts/s in air to only 
4-5 counts/s through the most attenuating parts. At this level, the 
transmitted count rate is comparable to the background count rate in
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longer a true measure of the attenuation.
This effect is demonstrated in a single projection through an aluminium 
wedge, whose thickness varies linearly from 0-1Ocm. If the logarithm 
of the timer value is plotted then this should also vary linearly with 
aluminium thickness (statistical fluctuations notwithstanding), however 
experimentally, the projection 'tails off1 as the wedge thickness 
increases. This is because the raysums are taking less time to collect 
than would be the case if there were no background contribution. In 
the limit, the projection will be wholly background and independant of 
material thickness.
If raysums that suffer from a significant background contribution are 
used in reconstructions then parts of the reconstruction will have a 
measured' attenuation that is too low. To correct this, a modification 
has been added to the pre-reconstruction programme that adjusts the 
timer counts to their true value. For a background count rate of R and 
n counts/raysum, the time timer value T is related to the measured 
timer value T ’ by:
n
T = /n \- R
Vt v
Figure 6.16 shows the projection through the wedge with and without 
this correction. Note that the correction will amplify the statistical 
noise in severely attenuated raysums. A reconstruction of the wedge 
for these two cases (figure 6.17) shows the improvement that this 
correction offers. The measured attenuation in the uncorrected 
reconstruction is as much as 16$ lower than the true value. In most 
cases the attenuation is not severe enough for this correction to be of
...(6.5)
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metallic content, correcting the data has given a worthwhile 
improvement (some examples will he given in chapter 7)*
6.7 Summary.
The scan parameters M, S, and s should be chosen so that
^S/2 > M > 7TS/4, s  is chosen so that sxS is just larger than the 
greatest dimension of the object and the number of projections, m, is 
chosen so that Tr/m=M. The collimator width should be equal to the step 
length and the number of counts per raysum depends upon the noise level 
that can be tolerated in the final image. Foster's analysis of the 
error propagation through reconstruction appears to give a result that 
is worse than the measured result by a factor of two. Finally, if a 
raysum suffers severe attenuation then it is worthwhile to correct for 
the background counts.
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APPLICATIONS OF THE SCANNER.
7»1 Introduction.
The type of information that is provided by a tomographic scan has 
potentially a wide range of applications, some of which have been 
explored, during this research. In this chapter a discussion of some 
of the more interesting results which have been obtained with the test 
bed described in chapter 3 are given. Most of the scans were
undertaken with a view to testing the suitability of gamma-ray
tomography in various non-destructive applications.
The scans are labelled SCAN1, SCAN2 etc. the number indicating the 
chronological order in which they were done. Scans with numbers higher 
than SCAN70 were completed using the optical bench collimating system 
(section 4»7«2). The Apple II Plus was introduced at SCAN104 and the
Europium source at SCAN153* So far, over 250 scans have been carried
out. All measurements of the linear attenuation coefficient are in 
units of mm-1. In a few cases, the images are seen to have a bright 
line running through them. This is caused by an incorrectly recorded 
raysum being used in the reconstruction. In most cases, it can be 
traced and 'edited out' of the projection data before reconstruction. 
Occasionally these 'dropouts' have proved difficult to trace and in 
such situations, they have not been removed.
7«2 Biological Samples.
The 17keV and 60keV quanta from the Am-241 source are well suited to 
biological tissue with dimensions that can be accommodated by the 
scanner. Some of the earliest scans were of wood and fruit samples.
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which to investigate the imaging capabilities of the scanner.
7.2.1 Scans of Tree Sections.
There exists a number of potential uses for computerised tomography in 
the forestry industry. For example, the surveying of tree ring 
structure is traditionally done by taking core samples from the tree. 
This invasive technique can be damaging and may not be repesentative of 
the tree as a whole; if say, growth rates are to be studied then the 
ring widths need to be known with some reliability. By completing a 
tomographic scan, the tree section could be reconstructed and after 
establishing the centre, many line sections could be taken through this 
point and the number of rings determined by counting the peaks on the 
line section. The tomographic data is closely related to the mass 
density of the wood, and wood quality can be deduced from such scans.
In order to scan a growing tree in-situ, a different mechanical
configuration would be needed that would allow data to be collected 
around the stationary tree. A system could be envisaged whereby a 
scanner would be mounted on the rear of a vehicle which could be
positioned around the tree to collect data. Scientific Measurements 
[Hopkins et al 1981] are already designing a system that records the 
positions of knots in logs as they enter a sawmill. This allows them 
to determine how the log should be cut so as to minimise waste.
Japanese workers [Onoe et al 1983] have built and successfully 
demonstrated a system for scanning live trees. The scanner consists of 
two U-shaped plates coaxially mounted which can be positioned around a 
tree, or say, a telegraph pole. The lower plate serves as a fixed 
platform while the upper plate (which rotates) supports an X-ray source 
and three Nal(Tl) detectors.
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Small Wood Samples.
To prove the scanner's ability to detect ring structure, several small 
pieces of wood, about 60-70mm wide, have been scanned. A typical 
result is SCAN35:
SCAN35 ! Small Wood section
Source: Am-241 59-6keV
Scan
Parameters:
No. Steps
No. Angles
Step Length (mm)
Ang. Increment (deg) 
No. Counts/raysum
80 
60 
1.0 
3*0 
40000
Collimation: 1x7.5mm slit on source and detector
Scan Time: 11 hours
The wood wedge has a ring spacing that varies from 1.5mm to 7mm (see 
figure 7*1)• The contrast between the light and dark rings is 20-26$. 
Only those rings with a ring spacing greater than 2mm can be discerned 
clearly, which is expected due to the cutoff spatial frequency being 
half the sampling frequency.
Cedar Tree.
Encouraged by the results above, a complete section of a 360mm diameter 
cedar tree was scanned. This represents the largest sample yet 
examined by the scanning system. With only 6300 raysums available (due 
to data storage limitations), the distribution of steps and angles had 
to be chosen carefully to resolve the 6mm ring spacing. If the 
criterion given in section 1.3*4 is used, then a possible choice would
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Wood Wedge 
figure 7.1
Elm Wood Section 
figure 7.3
Cedar Tree Section 
figure 7.2
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however, that the rings would be resolved with such a choice. The high 
degree of circular symmetry exhibited by the tree structure makes it 
possible to reduce the number of projections without too much detriment 
to the final image. Thus the tree was scanned with 30 projections at 6 
degree increments, each projection containing 200x2mm steps using a 2mm 
wide ribbon beam. Although gross structure such as cracks and knots 
can clearly be seen, the rings are only partly resolved; and because 
of the limited number of projections used, a streaking artifact is 
evident.
At a later stage, the superior data storage capacity of the Apple was 
used to collect twice as many projections, as specified below:
! SCAN112 | Cedar Tree 
i
| Source:
--- 1 ----------------------------
1 Am-241 59-6keV
I Scan
--- 1 —  -------------------------
j No. Steps I 200 j
i No. Angles | 60 !
i Parameters: 1 Step Length (mm) j 2.0 j
| Ang. Increment (deg) j 5.0 j
j | No. Counts/raysum j
i
4000 !
I Collimation:
1
I 2x7*5mm slit on source and
i
detector i
| Scan Time:
—  - j - -- ----------------------
j 72 hours
i
Figure 7-2 shows that although the data is still underdetermined (the 
image is displayed on a 200x200 array), the rings are now well 
resolved. This image quality is probably good enough for many 
dendrological applications, and definitely adequate to determine the 
age of the tree as 24 years.
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A section of elm wood has been scanned with the following parameters:
SCAN40 Elm Wood Section
Source: Am-241 59.6keV
Scan
Parameters:
No. Steps
No. Angles
Step Length (mm)
Ang. Increment (deg) 
No. Counts/raysum
145
45
2.0
4.0
4000
Collimation: 2x7-5mm slit on source and detector
Scan Time: 56 hours
i------------------------1----------------------------------------------- 1
This interesting result demonstrates the ability of gamma-ray 
tomography to recognise anomalous growth regions within a tree. The 
most striking feature of this image (figure 7*3) is the appearance of 
two unusually bright (attenuating) rings in the central region of the 
section. This particular sample has been studied using neutron 
activation methods (this accounts for the multitude of 4mm sampling 
holes apparent in the image), which revealed that the anomalous rings 
contain unusually high quantities of group two elements (Mg,Ca,Sr,Ba). 
From a line integral along the ring, the average attenuation value can 
be established as 0.014+0.001, about 30% higher than the surrounding 
wood. This is consistent with previous work using a medical CT machine 
[Kouris, Tout, Gilboy, Spyrou 1981], in which it was shown that the 
mass density was only slightly above normal, and that the high 
attenuation values are mainly due to anomalous calcium levels of 3-8$ 
by weight.
The 3-7mm ring spacing is slightly too fine for it to be completely 
resolved, but the bark and the high density region immediately below
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near the centre is a failed attempt at taking a core sample which has 
resulted in the wood being compressed. Its measured attenuation 
coefficient (0.021) shows that it has been compressed to 46$ of its 
original volume.
7«2.2 Scans of Fruit and Vegetable Produce.
The following scans of fruit and vegetable samples serve to demonstrate 
the scanner's ability, to resolve complex structure and subtle changes 
in contrast.
Onion.
A 75mm diameter whole onion was scanned with the following parameters:
SCAN43 Whole Onion
Source: Am-241 59-6keV
Scan
Parameters:
No. Steps j 100 
No. Angles ' 60 
Step Length (mm) | 1.0 
Ang. Increment (deg) ] 3*0 
No. Counts/raysum j 40000
Collimation: 1x7.5mm slit on source and detector
Scan Time: 32 hours
This scan revealed the structure more clearly than was anticipated. 
The ring structure present in the onion places similar demands upon the 
scanner as the wood samples, but without such distinct changes in 
contrast between the successive layers. In the reconstruction however 
(figure 7.4) the layered nature of the onion is very clear. The 
variations in the attenuation probably indicates the distribution of
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figure 7.4
Lemon 
figure 7.5
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Humurus Bone 
figure 7.7
X-radiograDh of Bone 
figure 7.8
Simulated Crack
figure 7.9
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Lemon.
Figure 7»5 shows the reconstruction of a 60mm diameter whole lemon. 
Details of the scan are tabulated below:
SCAN48 Whole Lemon
Source: Am-241 59»6keV
Scan
Parameters:
No. Steps
No. Angles
Step Length (mm)
Ang. Increment (deg) 
No. Counts/raysurn
70
90
1.0
2.0
10000
Collimation: 1x7.5mm slit on source and detector
Scan Time: 10 hours
The lemon contains several well defined regions in the reconstructed 
image. There is a marked difference in attenuation between the flesh 
(0.020+0.005), the sub-cutaneous layer (0.015+0.001), and the oily 
outer skin (0.017+0.001). Each individual segment can be seen although 
the septa that separate the segments can only be inferred from the 
general shape.
It is of some doubt whether tomography has any major applications in 
agriculture; fruit and vegetables are produced in such large 
quantities that it is difficult to imagine CT being used for quality 
control. It could be used to selectively sample a fraction of.the 
produce but this would only be worthwhile if it offers a significant 
saving over conventional destructive sampling (the radiation dose 
delivered to these food items by this technique are below those being 
contemplated for preservation of food items).
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fruits for example, or the examination of plant root structure (and 
moisture distribution in and around the root system) without actually 
removing it from the soil.
7»2»3 Miscellaneous Biological samples.
-—  Two further scans of biological tissue are worth mentioning; SCAN60, a 
chicken egg and SCAN84, an example of human bone tissue.
Chicken Egg.
The following scan was completed:
SCAN60 Chicken Egg
Source: Am-241 59*6keV
Scan
Parameters:
No. Steps | 100 
No. Angles ! 60 
Step Length (mm) | 1.0 
Ang. Increment (deg) j 3*0 
No. Counts/raysum \ 40000
Collimation: 1x7»5nun slit on source and detector
Scan Time: 6 hours
Another research group within the University of Surrey Physics 
department have demonstrated that nuclear magnetic resonance (NMR) 
tomography can be used to differentiate between the yolk and albumen of 
an egg [May 1982]. The image they produce is dependant upon the 
presence of hydrogen in the object, usually in the form of water. The 
image from the gamma-ray scanner (figure 7.6) however, shows no 
differentiation between the two regions, even though good photon 
statistics were accumulated. This is because the two regions have a
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dependant, not only on water content, but also on the chemical 
environment of the detected hydrogen nucleii.
What does show up in the reconstruction is the air-sac and the shell. 
The shell appears to have a different attenuation value at various 
points around the image. This is an artifact caused because the shell 
wall is much thinner that the collimated beam width. When the walls 
are parallel to the beam then most of the rays defined by the 
collimator are passing through air and the attenuation value is lower 
than the true value i.e. the pixels that define the shell have an 
attenuation coefficient that is the average of the shell and the 
materials immediately adjacent to the shell. This is why the 
attenuation value of the shell appears lower at the region beside the 
air-sac.
Human Humerus Bone.
Most of the research described in this thesis has been geared to 
demonstrating the suitablity of gamma-ray tomography in industrial and 
research applications. It could however, also have applications in 
medicine, despite the now, well established use of X-ray tomography. 
Boyd [Boyd 1979] has proposed a system for whole-body imaging, based on 
three Gd-153 isotope sources and a multiple detector. A scaled-down 
version for the investigation of limbs would offer a considerable 
saving in cost over the conventional medical machine. An advantage of 
using isotopes is that excellent quantitative information can be 
obtained; most attempts at tissue density measurements of the organs 
or bone mineral determination by convential CT yield only marginally 
useful results. Gamma-ray CT eliminates inaccuracies due to beam 
hardening and voltage drift in the X-ray set, and energy inhomogeneity
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As a simple demonstration of its medical capabilites, a human humerus 
bone was scanned through the elbow joint with the following parameters:
SCAN84 Human Bone
Source: Am-241 59-6keV
Scan No. Steps I 60
No. Angles i 90
Parameters: Step Length (mm) i 1.0
Ang. Increment (deg) | 2.0
No. Counts/raysum j 4000
Collimation: | 1x7.5mni slit on source and detector
Scan Time:
-- 1---------------------- ------------ -------  —
1 12 hours
i
The reconstruction is shown in figure 7.7* The most notable features 
are the presence of a small, high density region in the central area of 
the bone with an attenuation of 0.032 and a gradual change in porosity 
over the bulk of the joint where the attenuation changes from 0.01 to 
0.017. It has been suggested that the dense region is a surgical 
implant but ' it is almost certainly a compact region of bone however as 
its attenuation value is similar to that at the bone surface. This was 
confirmed at a later stage by taking a convential X-radiograph of this 
sample (see figure 7.8). If it is assumed that this is compact bone 
then the porosity of the bulk of the bone can be estimated as varying 
between 41% and 69%.
7«3 Industrial Applications.
The scope for gamma-ray tomography in industry is wide. In many cases 
it could be used to replace conventional radiography, giving all the 
advantages that CT has to offer. The scanner described in chapter 3 is 
well suited to examining small, locatable samples where speed of data
7«3»1 Quality Control.
If gamma-ray tomography is to be used for on-line quality control, then 
in most instances, short scan times will be essential. For example, a 
scanning system situated in the relevant part of a production line 
could accurately examine the product being fabricated. Under computer 
control, it could compare each sample with a standard and reject it if 
it fell outside predetermined tolerances. It could be used in the food 
industry to test for the presence of foreign objects within packaged or 
canned goods. The time that can be spent examining each sample will 
depend upon the rate at which the product is manufactured. If the 
product is canned food say, then hundreds of cans will pass through 
every minute, which makes the present scanner far too slow., Scan times 
can be greatly reduced by increasing the source strength and/or using a 
multiple or extended detector and switching to fan-beam geometry. If 
the product is small then it may be possible to examine them in
batches.
For some screening applications it may not even be necessary to do a
complete scan; just a few, or even a single projection may reveal all
that needs to be known. The information retrieved in this manner is 
effectively a one-dimensional, scatter-free radiograph. This could 
have applications in crack and void detection. Kruger et al. [Kruger, 
Wecksung, Morris 1980] have detected cracks of about 0.01mm in a 2cm 
diameter pipe using a 100Ci Ir-192 source with a 0.001 by 2mm
collimator. Although this scan included 180 projections, most of the 
information about the crack is contained in those projections 
approximately aligned to the crack. The problem of course, is that 
apriori knowledge is required of the orientation of the crack if we are
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the material has a grain structure, in which case the crack will follow 
the grain, but for homogeneous samples a few projections may have to be 
completed around the object, looking for any irregularities before 
narrowing down the search.
Figure 7*9 is a single projection that demonstrates how the scanner can 
detect a crack in a single projection when the beam is aligned to the 
crack direction. Two flat aluminium surfaces (5mm thick) were placed 
tightly together to simulate a cracked region and this was scanned with 
the following parameters:
SCAN30 Simulated Crack
Source: Am-241 59-6keV
Scan No. Steps 1000
No. Angles 1
Parameters: Step Length (mm) 0.01
Ang. Increment (deg) -
No. Counts/raysum 10000
Collimation: 0.1x7*5mm slit on source and detector
Scan Time: 8 hours
To detect cracks in reconstructions of uniform objects requires that 
the change in attenuation value of the pixel in which the crack appears 
can be observed above the statistical noise in the image. For example, 
a 0.1mm crack in an aluminium sample will lower the attenuation value 
of a 1mm square pixel by about 10$. If 1mm wide collimation and 
4000 counts/raysum are used then this should be detectable as it will 
be 5 standard deviations below the mean attenuation value.
There now follows a few examples where the scanned sample is a 
manufactured product (other completed scans not described here include
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and a lead accumulator). In some instances, this may have applications 
in quality control.
Dry Cell Battery.
The following parameters were used for this scan:
j SCAN78 Dry Cell Battery
I
Source: Am-241 59*6keV
Scan No. Steps 60
No. Angles 90
Parameters: Step Length (mm) 0.5
Ang. Increment (deg) 2.0
No. Counts/raysum 400
Collimation: 0.5x7*5mm slit on source and detector
Scan Time: 30 hours
Figure 7-10 shows the reconstructed image of a 25mm diameter dry cell 
torch battery. Apparent in the image is the Vleakproof' metallic outer 
casing and zinc cathode, the electrolyte paste and the low density 
carbon anode in the middle. The battery has suffered some physical 
punishment which has resulted in the electrolyte drying out and 
cracking. These cracks can be seen radiating from the carbon rod. The 
outer steel casing and cathode have attenuation values of 0.20+0.004 
and 0.25+0.005* These are much lower than the tabulated values 
(p(steel)s0.97, p(zinc)=1.24); this is due to the casing being thinner 
than the beam width, a problem previously encountered in the 
reconstruction of the egg. The carbon rod has an attenuation value of 
0.058+0.005* This is in good agreement with the tabulated attenuation 
value for carbon.
The battery scan can also be used to illustrate how cracks may be
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Dry Cell Battery 
figure 7.10
Six Consecutive Projections 
through the Battery 
figure 7.11
Aluminium Casting.1 
figure 7.12
Aluminium Casting.2 
figure 7.13
Edges of Casting SLR Camera
figure 7.14 figure 7.15
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projections (out of a total of 90). It is fairly straightforward to 
deduce which parts of the projection correspond to the casing, the 
electrolyte and the carbon rod. If that part of the projection through 
the carbon rod is studied, an anomalous dip can be seen to the left of 
centre. As this occurs in several adjacent projections then it 
certainly represents real structure and is in fact, due to the larger 
crack seen in the reconstruction.
Aluminium Alloy Pump Casting.
The following scan has been completed:
SCAN68 Aluminium Casting.1
Source: Am-241 59.6 keV
Scan
Parameters:
No. Steps | 175 
No. Angles | 30 
Step Length (mm) j 2.0 
Ang. Increment (deg) j 6.0 
No. Counts/raysum \ 1000
Collimation: 2x7*5mm slit on source and detector
Scan Time: 40 hours
This scan and the following scan (SCAN69) are through two sections of 
the same aluminium casting. SCAN68 is the larger of the two sections 
and only 30, 175 step projections could be collected. This causes a 
severe streaking artifact but its effect on the image has been reduced 
by careful windowing (see figure 7*12). The wall thickness can be 
estimated to be 16mm thick and the thinner end wall as 6mm thick 
(±2mm). These results are readily obtainable from the image and would 
perhaps be harder to obtain directly from the casting because of its 
rather inaccessible structure. The thin end wall is inherent in the
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could well go undetected during a visual inspection of the sample.
Aluminium Casting.2.
| SCAN69 Aluminium Casting.2
1 ------------------ --
1 Source:
1 Am-241 59.6 keV
J Scan No. Steps 100
11 No. Angles 60
1 Parameters: Step Length (mm) 2.0
11 Ang. Increment (deg) 3.0111
No. Counts/raysum 400
1
1 Collimation: 
1
2x7.5mm slit on source and detector
1 ■
1 Scan Time: 30 hours
Considering the thickness of aluminium present, it is remarkable that 
the reconstruction does not suffer any gross artifacts (see figure 
7-13)- The raysums through the thickest parts of the casting are 
attenuated by a factor of 1200, equivalent to 7 mean free paths. At 
these levels almost all of the detected counts are due to background 
noise which produced distortions in the image due to the 
non-exponential reduction in apparent beam intensity. These have been 
corrected for by the method explained in section 6.6, although at the 
expense of higher image noise due to the reduced photon statistics.
The edge detection routine in CIA can be used to precisely map the 
outline of the pump casting, a result that would be difficult to obtain 
by other means. This is shown in figure 7-14-
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The 122keV quanta from the Eu-152 source were used to complete the 
following scan:
SCAN157 | SLR Camera
Source: Eu-152 122 keV
Scan
Parameters:
No. Steps | 70 
No. Angles | 90 
Step Length (mm) j 2.0 
Ang. Increment (deg) ( 2.0 
No. Counts/raysum j 4000
Collimation: 1x7«5nim slit on source and detector
Scan Time: 8 hours
i----------------   1----------------------------------------------- 1
The SCA was used to window only the 122keV full energy peak. No 
correction was made for the Compton continuum under this peak from 
higher energy peaks.
The 2mm step length does not permit the detection of fine detail but 
some of the larger structure can be seen. Visible at either end of the 
camera body (figure 7«15) are the two chambers that store the unexposed 
and exposed film. The central chamber that allows for the passage of 
light onto the film is apparent and there is some indication of the 
composite lens structure.
Transformer.
The 122keV and 344keV quanta from the Eu-152 source were successfully 
used to complete two scans of a 80mm by 100mm transformer:
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SCAN164, 166 
Source:
Scan
Parameters:
Transformer
Eu-152 122, 544 keV
No. Steps
No. Angles
Step Length (mm)
Ang. Increment (deg) 
No. Counts/raysum
100 
60 
1.8 
3.0 
1000
Collimation: | 1x7.5mm slit on source and detector
Scan Time: i 22,
I
37 hours
As expected, the attenuation values of the 344keV scan are lower than 
in the 122keV scan. This can he seen in the reconstructions (figures 
7*16, 7.17) which have both been displayed with the same grey-scale 
window setting. Several features are apparent in both images; the 
structure of the iron former is clearly seen, as are the copper coil 
windings. There are four sets of coils, wound concentrically around 
the central portion of the former, into the plane of the image. Each 
coil is separated by an insulating layer. At one end of the 
transformer are six brass terminal posts, each 5mm in diameter.
It is interesting to compare the measured values of the attenuation 
coefficient of the iron former with tabulated values:
ENERGY ATTEN COEFE 
(tabulated)
ATTEN COEFF 
(measured)
ST. DEV. No. PIXELS
122keV 0.22 0.033 0.0026 1195
344keV 0.078 0.027 0.0024 1249
There is a considerable discrepancy between the measured and tabulated 
values of the attenuation coefficient. The 122keV experimental result 
is 6.6 times lower than the tabulated value and the 344keV result 2.8 
times lower. This can be accounted for in part, by the contribution of 
forward scattered Compton photons to the full-energy peak, plus the 
counts in the SCA window due to Compton interactions of higher energy
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resolution of the Nal(Tl) detector. This results in an apparent 
lowering of the measured attenuation value. The 122keV peak suffers 
additionally from Compton events due to the 344keV photons, hence the 
greater discrepancy in this result. Therefore the measured attenuation 
coefficient cannot he used for any quantitative analysis, hut despite 
this the spatial resolution in the image does not appear to have 
suffered adversely.
A better estimate of the attenuation coefficients could he obtained by 
improving the detector collimation and using a high resolution 
detector; i.e. a larger, better quality Nal(Tl) crystal or 
preferabally, a large volume Ge(Li) detector.
7»5«2 The Scanner as a Research Tool.
There are probably many examples in research where a non-invasive 
monitoring technique would be of great assistance. An obvious use for 
gamma-ray tomography is in situations where one wishes to determine the 
internal structure of an opaque sample. It can also be of use in 
applications where the measured attenuation coefficient is of some 
significance, such as elemental analysis. To describe the measurement 
of trace elements, the concept of a minimum detectable fraction has 
been introduced [Jackson, Hawkes 1981, Kouris et al 1981]. It is 
assumed that a mixture has a mass attenuation coefficient, U=p^57, given 
by the equation:
U Jjw.** 1 where w is the fraction by weight
N
which is changed to U' by the introduction of an element U(c)
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H N
U* = £w.’U. + v(c)U(c) Yy- +
1 ' 1 1 1
the resulting fractional change f, in the mass attenuation coefficient
is given by:
f = U' - U
U
therefore:
w(c) Uf ...(7.1)
U(c) - U
Equation 7.1 defines the detectable proportion by weight of the element
which leads to a fractional change, f, in the attenuation coefficient.
The fractional change can be set at a value appropriate to the 
experimental conditions.
The scanner can be made very sensitive to a particular element by 
scanning the sample twice, with energies either side of the element's 
K-absorption edge. If the measurements are made sufficiently close 
together in energy then it can be assumed that the matrix cross section 
does not change, so that any measured change is due only to the element
of interest. If the two measurements of total attenuation coefficient
are p(t)^  and p(t)^ then:
H(t), « p,+ fp(c)(
assume pt = p^
f = flWa.- p W * ...(7.2)
P(c)2 - p(c),
Equation 7.1 can be used to determine the mass fraction of a two
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known. If the elements are unknown then the composition can be 
deduced, in principle, by taking measurements at two energies which 
will give a pair of simultaneous equations i.e.
p(a)w(a) + p(b)w(b) ** p(t) at energy 1 
p(a)'w(a) + p(b)'w(b) - p(t)' at energy 2
where a and b are the two unknown elements. Although this pair of
equations cannot be solved uniquely, MacCuaig [MacCuaig 1982] has shown 
that a solution can be obtained by re-arranging these equations to give 
the two mass fraction values in terms of the attenuation coefficients. 
A list of possible solutions for w(a) and w(b) is then obtained by 
trying every possible mixture of elements. The true solution can be 
found by looking for the mixture for which w(a)+w(b)~1. If all the
data were known with 100$ certainty then a and b could be readily 
determined. However all pairs of elements for which w(a)+w(b)=1 must 
be considered due to the uncertainty in the results. Por instance a 
50-50 mixture of copper and aluminium has a similar cross-section to an 
86.7-13*3 mixture of oxygen and gold in the 60-1000keY energy range. 
The relation 1-[w(a)-w(b)] can be used as a 'goodness-of-fit' of the 
solution although in most cases existing knowledge of the sample will 
help to establish the correct solution.
If the measurement of p(t) is taken at three energies then two pairs of
simultaneous equations can be set up from which two pairs of solutions 
for the mass fractions can be obtained; w(a), w(b),.w(a)", w(b)". The 
'goodness-of-fit' is now determined by comparing w(a)/(w(a)-w(a)") for 
the different solutions. This will be very large for the • correct 
values.
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harder to obtain a result. The most sensitive results are likely to be 
obtained if low photon energies are used to measure the attenuation 
coefficients, where the photoelectric effect is the dominant 
attenuation process, with its very strong Z dependence.
Where high-Z trace elements exist within a low-Z matrix it may be 
possible to enhance their presence by scanning the object at say, 
60keV, where the photoelectric effect predominates and also at above 
100keV where Compton scattering is the principle attenuation process. 
Now the difference in cross-section between low-Z elements for the two 
scans will be much less than that of the high-Z elements, due to the 
strong Z-dependence of the photoelectric effect. Thus if a 
'difference-image* is obtained by subtracting the high energy image 
from the low energy image, then any high-Z elements will be easily 
distinguished from the background.
To implement multi-energy scanning requires that counts are accumulated 
at each energy of interest. The most straightforward method of 
achieving this is to have one SCA and one scaler dedicated to each 
photon energy. Alternatively, this could be done by incorporating a 
simple multi channel analyser into the scanner control system. A 
raysum would then consist of a series of scaler values which could be 
used to reconstruct an image of the sample at each energy. Although 
this method is technically simple, correction for Compton interference 
from higher energy peaks is still a problem.
Since sufficient scalers were not available, multi energy scanning has
been accomplished using instead a Nuclear Data (ND-66) multi channel
analyser (MCA). An 38mm diameter aluminium cylinder, surrounded by an
50mm diameter copper annulus was simultaneously scanned at the seven
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configured so that for each raysum, the complete spectrum through the 
phantom was accumulated for 100 seconds. Seven windows were set on the 
MCA; one for each peak of interest and the accumulated count in each 
windowed region (corrected for background) was transferred to a NOVA-4 
computer. The Compton continuum which forms a background under most 
peaks was estimated automatically by averaging the channel counts at 
the foot of each peak on both sides. At the end of each timing period, 
the MCA issues a pulse to the Apple's 'CARRY' port so that it positions 
the phantom for the next raysum (hence the Apple was only being used to 
control the stepping motors). At the end of the scan (70, 1mm steps 
per projection and 45 projections) the data was transferred to PRIME 
from the NOVA-4 for reconstruction and display.
The Eu-152 spectrum is not well resolved by the small Nal(Tl) detector 
available. As expected, the reconstructions at most of the energies 
were noisy, the 122keV and 344keV images revealing the most structure. 
At higher energies, the falling response of the detector meant that 
only a few counts were accumulated in each raysum and little 
imformation could be gained from the image. It is hoped to repeat this 
experiment at a later stage with a improved detector (a 2" diameter by 
4" Nal(Tl) quality crystal has been ordered).
There now follows some other work relevant to this section.
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SCAN103 Compressed Foam
Source: Am-241 17.7 keV
Scan
Parameters:
No. Steps
No. Angles
Step Length (mm)
Ang. Increment (deg) 
No. Counts/raysum
105
60
0.5
3.0
400
Collimation: .5x7.5mm slit on source and detector
Scan Time: j 8 hours
,    \ 1
A flame resistant foam is being developed for. use as thermal 
insulation. The foam is light, brittle and can be easily crushed. 
"When compression is applied, the foam crushes and remains deformed. 
The scanner makes an ideal tool with which to study the propagation of 
the deformation within the foam. Because of its very low density 
(80mg.cm“*), the foam was scanned using the 17kev quanta from the Am-241 
source. The sample was initially a 30mm by 30mm square which was then
mechanically deformed in a number of ways before being scanned using
the parameters given above.
The reconstruction (figure 7.18) clearly shows the effect of the 
applied stress the the surface of the foam. The shape of the deforming 
objects can be inferred from the final shape of the foam. Those parts 
affected by the stress are quite distinct from the bulk of the foam. 
It can be observed that the attenuation value of the crushed foam is 
independant of depth within the foam. There is also a sharp boundary 
between the deformed and undeformed foam. These two facts imply that
as stress is applied, all the crushing action takes place at the
boundary between the two regions. The bulk of the foam has an average 
attenuation value of 0.053+0.007 and that of the crushed foam is 
0.108+0.012. It can thus be deduced that the crushing action reduces
195
The hole through the centre has been made by a cylindrical rod 
perpendicular to the image plane. There is no evidence of shearing or 
any other disturbance in the image plane. All the deformation appears 
to occur in the direction of the applied stress only. The binary image 
option in CIA can be used to enhance the observed structure, this is 
illustrated in figure T-19- Alternatively, a contour mapping routine 
can be used to present the data as lines of equal attenuation 
(figure 7«20).
Clay Sample.
A research group in the Civil Engineering Department of the University 
of Surrey are investigating the structural properties of clay, removed 
from the ground with an 37mm diameter coring tube. They wish to 
establish the number of cracks and voids present in any sample and also 
to measure the moisture distribution. Of particular concern is that 
the coring process introduces extra structure into the sample; more 
specifically, there is some evidence that the clay is cracking near the 
boundary with the corer.
A 37mm diameter clay sample was obtained to determine if the scanner 
could be used to aid their investigation. The sample (which is sealed 
in wax to prevent drying out) was scanned with the following 
parameters:
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SCAN140 Clay Sample
Source: Am-241 59-6 keV
Scan No. Steps i 60
No. Angles j 90
Parameters: Step Length (mm) i 1.0
Ang. Increment (deg) ' 2.0
No. Counts/raysum ! 10000
Collimation: 1x7.5nun slit on source and detector
Scan Time: 4 days
The spatial resolution limitations imposed by these parameters does not 
permit the detection of fine cracks but it was hoped that an abundance 
of fine cracking would manifest itself as a reduction in the 
attenuation value in the effected region. Such a change is not 
apparent in the reconstruction (figure 7*21) and no positive 
conclusions can be drawn about the the corer's effect. The only 
feature of interest is the large crack in the lower right corner.
Core Samples.
An oil company is currently interested in the possibility of extracting 
undersea oil contained within porous rock. The technique they propose 
is to displace the oil with sea-water forced in under pressure and they 
are conducting experiments to optimise oil recovery.
To simulate the rock, a cylindrical section of oil saturated porous 
alumina is used. The alumina has physical and chemical properties 
similar to the oil bearing rock. These alumina cores are normally 
supported in a 1.5mm thick steel pressure vessel to simulate the high 
pressures found in-situ. Brine is then forced into one end of the 
alumina and the oil extracted at the opposite end. There is a 
requirement to monitor the behavior of the two liquids during the 
course of the experiment. Of interest is the degree to which the oil
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interface. Ideally the brine should exhibit a piston-like behavior.
Several alternative monitoring techniques have been considered, for 
example measuring the resistivity at different points within the core, 
or putting a radioactive label in the brine. Some imaging methods are 
also being tried such as M R  imaging and, pertinent to this thesis, 
gamma-ray tomography.
Tomography potentially offers a excellent method of investigating the 
flow of the liquids within the sealed container. To demonstrate this 
potential, three core samples have been studied in detail. Each sample 
is a 40mm diameter cylinder of alumina, 75mm long. This is sealed in 
an encapsulating epoxy resin which is contained within a 60mm diameter 
perspex tube. One sample comprises dry alumina, one sample is brine 
saturated and the third sample is oil saturated. The saturated samples 
are sealed at either end to prevent evaporation.
Each of the three samples was scanned with the parameters given below:
SCAN127-129 ! Core Samples
i
Source: | Am-241 59.6keV
i
Scan
-- 1------------------------
j No. Steps j 70
! No. Angles | 90
Parameters: j Step Length (mm) j 1.0
Ang. Increment (deg) 2.0
i No. Counts/raysurn j
i
1000
Collimation:
i
j 1x7*5mm slit on source and detector
Scan Time: | 24 hours
i
The reconstructed images (figure 7-22) have all been displayed with the
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Oil Saturated Sample
Brine Saturated Sample
figure 7.22
t
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Histogram of Attenuation Values 
figure 7.23
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same grey scale, allowing direct comparisons between images. This 
window setting has been chosen to enhance the difference in attenuation 
values between images. A consequence of this is that the low density 
perspex outer casing is only just visible. What can been seen in the 
reconstructions however, is that the dry, brine saturated and oil 
saturated alumina all have different attenuation values.
A more qualitative assessment of the differences beween samples can be 
obtained by plotting histograms of the attenuation data. Figure 7.23 
shows plots of attenuation value (horizontal scale) versus frequency 
(vertical scale) for each sample. To increase the number of available 
data points in each plot, the image has been interpolated from a 70 by 
70 array to a 139 by 139 array. Presented in this manner, the data can 
be divided into three regions of attenuation; the perspex region, the 
epoxy resin region and the alumina core region. These appear as three 
peaks in the two lower histograms, the leftmost peak is due to perspex 
and the rightmost peak represents the alumina region; the central peak 
is related to the epoxy encapsulation. In the case of the dry alumina 
sample, the central core has an an attenuation value close to that of 
the resin, so that they appear as one peak on the histogram. The brine 
saturated and oil saturated peaks are clearly in different positions 
which enables this method to distinguish the two cases.
The CIRCLE option in CIA can be used for a more detailed analysis of 
the different regions. This option allows the user to divide the image 
into circular regions and to interrogate each region separately. The 
following values were obtained:
w'raia lj
OF KEAN
Dry Perspex 0.0228 0.0019 201 0.00013
Resin 0.0369 0.0023 166 0.00018
Alumina. 0.0356 0.0020 942 0.00006
Brine Perspex 0.0228 0.0012 192 0.00086
Resin 0.0378 0.0010 165 0.00008
Alumina 0.0462 0.0014 890 0.00005
Oil Perspex 0.0222 0.0020 201 0.00014
Resin 0.0374 0.0019 167 0.00015
Alumina 0.0432 0.0021 920 0.00007
The standard error of the mean is calculated by dividing the pixel 
standard deviation by the square root of the number of pixels in the 
sample. This is a true measure of the difference in attenuation value 
that can be resolved by this technique. Thus, the oil saturated 
alumina mean value and the brine saturated alumina mean value are 
separated by 43 standard errors, which makes them easy to distinguish, 
and clearly demonstrates the advantage of having a large number of 
independant data points in the sample.
The attenuation coefficient of the brine has been established 
experimentally (from a scan of a 3$ NaCl in water solution) as 0.0206 
at 59»6keV. Using this value the volumetric fraction, f, of brine 
present in the alumina can be calculated i.e.
p(t) = p(a) + f.p(b)
where t, a and b refer respectively to the brine saturated alumina, the 
dry alumina and the brine. The value obtained for f is 5 1 If the 
assumption that the alumina is completely saturated is correct, then 
this represents its porosity. Assuming this value of f also applies to 
the oil sample, the attenuation coefficient of oil can be determined as 
0.015* At a later stage, a sample of the oil was scanned and was found 
to have exactly this attenuation value. This suggests that both
2ol
could be partially saturated and still give indentical values for f.
The error associated with the volumetric fraction is given by:
/&f \ ~ ** &u(t) + 611(a) + /6y»(b)
\ f )  [n(t)-p(a)J M b ) '
using values from the table above gives:
6f * 0,73% or,
f
f = 51.4 + 0.35$
Most of this error comes from the p(t)-p(a) factor in the expression 
above. This difference can be magnified (and hence, the error reduced) 
by scanning at a lower energy and/or ’doping’ the brine with a high-Z 
tracer.
Close inspection of the images (not detectable on the photographs) 
reveals that there is a slight radial variation in the attenuation 
coefficient over the alumina region. The CIRCLE 'option in CIA can 
again be used to divide the alumina into two concentric regions. In 
all three samples the outer region has an attenuation value 2-2.5$ 
higher than the inner region. This suggests that the porosity 
exhibits a radial dependance, with the greater porosity at the centre.
A low density ring can be seen which divides the alumina from the 
resin. This is a layer of pure epoxy that has been used to bond the 
sample together and has a measured attenuation coefficient of 
0.0268+0.0041- A low density 'hole' is visible in the resin of the dry 
sample. If this were a true void then it could have serious 
consequences if high internal pressures were used. In this instance
certainly pure epoxy, containing none of the filler material used
throughout the rest of the epoxy resin region.
Two other samples have been supplied with the core in an epoxy cylinder 
34x40mm in length. In one sample the core was divided into two halves 
with one half containing brine and one half oil; the second sample was 
externally similar but in this case the core contained an homogeneous 
mixture of brine and oil.
The two samples were scanned lengthwise and the two-component sample 
has been used to establish the average attenuation values of the oil 
and brine regions as 0.0462 and 0.0522 respectively. The 
reconstruction is shown in figure 7-24 together with a plot of pixel 
values along a line through the two regions (figure 7-25)- This plot 
shows a 13$ increase going from oil to brine filled core. The brine 
saturated alumina value is substantially higher (13$) than in the 
previous sample. Since the same brine solution has been used then this 
corresponds to a lower porosity (due to the greater fraction of alumina
present) which can be estimated to be 40$.
The scan of the homogenised oil/brine sample gave a mean attenuation 
over the alumina region of 0.0481. If the oil, brine and alumina are 
the same in the two samples this result gives an oil:brine ratio of 
68.3$:31-7$ for the mixture.
The scan time for these samples was between 10-11 hours. Unfortunately 
this is rather too long to be very useful in dynamic imaging of the 
exchange of the liquids. A scan time of only a few minutes is 
preferable to obtain useful results. A factor of eight saving in time 
can be gained by simply halving the required spatial resolution. This
Plot of Pixel Values along 
a line through the 
Two-component Sample 
figure 7.25
BRINE
SATURATED
OIL
SATURATED
Two-component Core Sample
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Pressure Vessel showing Artifacts 
figure 7.28
of steps per projection and the number'of projections can he halved. 
This has been demonstrated experimentally by re-scanning the brine 
filled sample with the following parameters:
j SCAN189 Core Sample |
| Source: Am-241 60 keV |
! Scan 
1 Parameters:
No. Steps | 35 ! 
No. Angles ] 45 ] 
Step Length (mm) | 2.0 | 
Ang. Increment (deg) } 4-0 ! 
No. Counts/raysum \ 1000 \
1 Collimation: 2x7.5mm slit on source and detector j
j Scan Time: 1.25 hours I
1 -
The measured value of
------------------------------------------- ,
the attenuation coefficient is 0.0431+0.00135
This is 1% lower than the previous result and it was originally 
believed that some evaporation has occured, although recent evidence 
suggests that the increase in detected scattered photons as a result of 
using a wider collimator may be to blame. The measured standard 
deviation is actually lower than the result for the high resolution 
scan. Inspection of the noise equation (equation 6.4) shows that this 
initially suprising result is to be expected due to the l/s*ffi 
dependance.
It should not be assumed that this is a more accurate measure of the
attenuation coefficient however; the standard deviations quoted are a
measure of the uncertainty associated with each pixel value. A more
valid comparison can be made by examining the standard error of the
— 5
mean, which for the high resolution scan is 5-2x10 and for the low 
resolution scan is 1.0x10"? a factor of two worse since the total 
number of photons counted is only one quarter of the total number of 
counts in the high resolution result. To maintain the accuracy
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should be four times greater. Therefore, for ribbon beam collimation 
this only gives a factor of two reduction in total scan time.
To show that the standard error is a better measure of the uncertainty 
of the attenuation value, three more scans were completed on the 
brine-filled sample, all using the same parameters as SCAN189 (given 
above). The value of the mean was identical in every case (0.0434), 
demonstrating that when a large number of pixels are available in the 
region of interest, then an accurate estimate of the attenuation 
coefficient can be obtained in a short time.
It is perhaps worth noting here that the time spent positioning the 
sample to collect the raysums will make a significant contribution to 
the total scan time in situations of fast data collection. A linear 
traverse of 1mm takes 0.8 seconds, so to collect 6000 raysums of 1mm 
step will take at least 80 minutes. This could be reduced by fitting a 
lead-screw with a larger pitch.
Other approaches to reducing measurement times have been tried; it was 
shown in section 6.4 how a reasonable image can still be obtained even 
when only a few projections are collected. The circular symmetry of 
the core samples allows this to be taken to its extreme and to collect 
only a single projection. The sample is then reconstructed assuming 
all other projections to be the same. Unfortunately, the statistical 
noise present within each projection is completely correlated which 
results in a poor image (figure 7.26). The value for the dry alumina 
sample obtained by this method for a 200 step projection (10000 
counts/raysum) is 0.0335+0.0028. This is 6% lower than the normal CT 
derived value.
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collected then there is little point in reconstructing anyway. 
Instead, one should be able to establish the attenuation value of the 
alumina region simply by determining the path length for each raysum 
through the sample and calculating p using equation 2.2. To 
demonstrate the feasability of this approach, a single projection 
through a thin walled, circular plastic beaker of water was collected. 
The ray path length through the water was calculated for the centre of 
a 1mm ribbon beam by a simple geometric relation (the error introduced 
by the curvature of the sample is <1$ for the raysums used). Each 
raysum comprised 4000 counts, the reference count was the average of 40 
raysums collected through air (at the extremes of the sample) and the 
final value of p was derived from the average of 30 raysums through the 
water. The value obtained (0.0207) is in good agreement with the 
result obtained by convential CT (0.0203 at 60keV).
This techique is a little more complex when applied to the core 
samples. In the last experiment, the beaker was thin enough to be 
ignored. The alumina region however, is surrounded by an annulus of 
resin and perspex and these must be taken into account when calculating 
p for the alumina. Apriori knowledge of the attenuation coefficients 
of the resin and perspex regions, and their radii were assumed when 
calculating the path length through the core. 200x0.5mm step raysums 
were collected each with 10000 counts. The p value obtained from an 
average of the 40 central raysums was 0.032, which is 10$ lower than 
the CT result and may be due to imperfect knowledge of the position of 
the core relative to each raysum (which was determined by calculating 
the centroid of the projection).
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All the above results for the core samples demonstrate that CT is a 
viable technique for research work on fluid flow in porous media. 
Before this can be practically realised however, there are several 
factors that still have to be considered. As stated earlier, the 
alumina is sometimes contained within a steel pressure vessel and apart 
from the obvious need to re-configure the source-detector system to 
cope with a stationary object, there is also the problem of optimising 
the gamma-ray energy to achieve the most sensitive measurements on the 
alumina core within the cell. So as to penetrate the steel vessel, 
high energy gamma-rays are required. It can be seen from figure 4«3 
that for a total steel wall thickness of 3mm, photons in the energy 
range 80-100keV are ideal. Unfortunately, this energy is not optimum 
for the alumina core. For a 35mm diameter core, the energy should be 
chosen so that a p value of 0.06-0.08 is obtained, whereas the 
calculated value for alumina at 100 keV is 0.02. Also, obtaining 
reliable values at higher energies is much harder when Compton 
scattering is the principal attenuation process. Narrow collimation is 
required to ensure that scattered photons contribute little to the 
signal.
Figures 7-27 and 7»28 shows the reconstruction through the central 
section of the pressure vessel (without the alumina present) at two 
window settings, from a scan with the following parameters:
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| SCAN229 j Pressure Vessel
i
[ Source: 
i
! Eu-152 122 keV
i
| Scan
i
j No. Steps J 80.
i No. Angles j 60
j Parameters: j Step Length (mm) j 2.0
i
1 ! Ang. Increment (deg) j 3.0I j No. Counts/raysum |
i
1000
Collimation:
i — --------
{ 1x7.5mm slit on source and
i
detector
Scan Time:
—  i------------------ -------- —
j 30 hours
i
The cylindrical steel wall and the six clamping steel rods can be seen. 
In figure 7.28, the windowing allows the gross artifacts introduced due 
to the detected scattering to be clearly seen. Although the central 
section (where the alumina would normally be positioned) is air-filled, 
it has an apparent attenuation value of 0.015+0.003 and demonstrates 
the difficulty in obtaining a representitive value if the alumina were 
present.
There is no simple solution to this, other than to use good collimation 
and improved detector resolution, or to make the vessel less 
attenuating. An improved detector collimator is now being considered, 
which is better collimated in the vertical direction. The latter 
approach is also being given serious thought and a new lightweight, low 
atomic number pressure vessel is being constructed from carbon-fibre 
reinforced composite material. Using this vessel it should be possible 
to do near-optimum scans (in terms of mean free paths).
CONCLUSIONS.
The use of CT in medicine is now an accepted and widely used technique. 
This work has shown that tomography could be equally beneficial for 
industrial and research applications. By using gamma-rays, the 
versatility of the scanner has been extended by providing the benefits 
of monoenergetic photons with the possibility of increased penetration, 
good quantitative results, a degree of portability and a great saving 
in cost over conventional X-ray CT machines.
Incorporating a microprocessor into the scanning system has been shown 
to be a cost-effective method of controlling the data collection and 
storage process. It is also capable of reconstructing and displaying
the images although more work is still required before these facilities 
are fully operational.
A number of applications has been examined, many of which have yielded 
worthwhile results. The low energy Am-241 isotope has been 
demonstrated as being suitable for a wide range of samples and where
more penetration is required, then the Eu-152 source can be usefully
employed, although better energy resolution is required to fully 
exploit this source.
Future Developments.
At present, the statistical accuracy and resolution are constrained 
only by the time that is available to collect the data. A factor of 
100 reduction in scan time would greatly increase the number of
possible applications for the system. There are two ways of achieving
this; to use a brighter source and to collect the transmitted photons
more efficiently.
It is not difficult to obtain bright, high energy sources (i.e. 
Cs-137, Co-60, Ir-192), but there will always be a problem in shielding 
and collimating such a source and extra precautions will have to be 
taken to guard against the considerable radiation hazards presented by 
high activity isotopes. In this respect a bright, low energy source 
would be much easier to handle (there is reason to believe that the low 
energy work will take precidence in the future). The problem with this 
approach is that long lived isotopes emitting low energy photons are 
not so abundant and those with a high atomic number will always be 
limited in intensity by self-absorption (as experienced with the Am-241 
isotope). An exhaustive search of the Table of Isotopes [Lederer 
et al 1968] has yielded only a couple of alternative possibilities; 
Ti-44 and Ta-179- Ti-44 has a half-life of 47 years and emits
gamma-ray at 68 and 78keV. Ta-179 has a half-life of 600 days and 
emits only Hf X-rays, principally at 57keV. Ta-179 decays by pure 
electron capture; it could possibally be made by reactor fast neutrons
180 , J*9 , J79 f J75 %
via W(n,d) Ta, or by accelerator methods (i.e. Hb(p,n; Ta;. Ti-44 
also decays by pure electron capture; but cannot be made by reactor 
neutron irradiation; so expensive accelerator time would be required. 
In principle, activities of the order of Curies should be possible, 
however the specific activity which might be obtained is difficult to 
estimate in both cases.
There are several ways in which the efficiency of photon collection can 
be .improved, all of which depend upon more efficient use of the source. 
The present system utilises only'a single radiation beam. This is only 
a tiny fraction of the total output of the source (about 0.003$ of the 
radiation emitted in the forward direction) and has prompted the
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at once, for each object position. This detector comprises a 30cm bar 
of plastic scintillator with a photomultiplier tube coupled to each 
end. With suitable collimation this can provide positional information 
about the incident photon by comparing the two PM signals, and some 
energy resolution is possible by summing these outputs. A spatial 
resolution of 1cm along most of the length of the bar can be obtained 
by this method [Bassalleck 1979]- This detector can be used in 
fan-beam geometry with a point source or parallel geometry with an 
extended source. The latter approach could be useful with sources 
limited by self-attenuation where a much higher total activity can be 
presented to the detector than if the activity is concentrated at one 
point; but the source costs would rise proportionally.
More economic methods of data collection should also be explored with a 
view to further reducing the data collection time. The technique of 
acquiring a few, or even a single projection needs further 
investigation. Another time saving idea is region-of-interest scanning 
whereby the object is scanned only across the particular point of 
interest and not out to the extremes as is presently the case. This is 
only possible if the unimportant region has a degree of circular 
symmetry and could be used to examine samples within a container, where 
details about the container are not required. A compromise between 
this and convential scanning would be to disproportionally sample the 
object; that is, take wide steps between projections through the 
uninteresting region and fine steps through the important region. 
Alternatively, the outer region can be scanned very accurately at the 
beginning of an experiment and the raysums stored for future reference. 
The central region of interest can then be scanned to detect changes 
which may occur and these combined with the previously stored set.
Faster positioning of the object is also a future requirement. This 
could be done simply by installing a lead-screw with a larger pitch 
onto the scanner table, although it may be worthwhile considering more 
radical alterations, especially those that will allow in-situ scanning 
of stationary objects. If in-situ scanning is seriously considered, 
then the work on the parallel reconstruction and display of images with 
the Apple should be completed to allow 'instant' results without the 
need to transfer data to PRIME.
At some stage, improvements in the detection system will be made, as 
well as the extended detector described above, it is hoped to indroduce 
a larger Nal(Tl) scintillation crystal and/or a Ge(Li) semiconducting 
detector to provide better resolution of the Eu-152 peaks. This will 
allow accurate quantitative work not possible with the existing 
detector.
It is intended also to introduce emission scanning into the future 
programme of work [Tajuddin 1982]. Emission tomography maps the 
two-rdimensional activity within the scanned sample and would have a 
variety of applications such as crack and void detection in irradiated 
fuel rods. The present mode of data collection is not compatible with 
emission tomography (a fixed-time, rather than a fixed-count for each 
raysum would be more suitable) nevertheless, an attempt at imaging a 
radioactive liquid within a bottle was made. The resulting image was 
poor, mainly because of the unsuitable method of data collection and 
partly because the reconstruction routines need to be modified to allow 
for self-absorption within the sample (which could be done by . . a 
transmission CT measurement at the same energy using the present 
scanner).
It remains to be seen which of the possible future developments will be
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fruitful, then many new possibilities are made available. It is hoped 
that eventually some of the ideas examined here will find some 
application in an industrial environment.
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