We introduce an approach to improve the accuracy and reduce the sample complexity of near term quantum-classical algorithms. We construct a simpler initial parameterized quantum state, or ansatz, based on the past causal cone of each observable, generally yielding fewer qubits and gates. We implement this protocol on a trapped ion quantum computer and demonstrate improvement in accuracy and timeto-solution at an arbitrary point in the variational search space. We report a ∼ 27% improvement in the accuracy of the calculation of the deuteron binding energy and ∼ 40% improvement in the accuracy of the quantum approximate optimization of the MAXCUT problem applied to the dragon graph T3,2. When the time-to-solution is prioritized over accuracy, the former requires ∼ 71% fewer measurements and the latter requires ∼ 78% fewer measurements.
Introduction
The variational quantum eigensolver algorithm (VQE) [1, 2] has been proposed and demonstrated for eigenvalue approximation problems on noisy intermediate-scale quantum (NISQ) computers [3] . The VQE algorithm off-loads part of the task onto a classical computer in a hybrid quantum-classical approach with short-depth quantum circuits, as opposed to the more stringent gate fidelity requirements in the phase estimation algorithm approach [4, 5] . Researchers have successfully implemented the algorithm on various quantum hardware [1, [6] [7] [8] [9] [10] [11] [12] [13] [14] , also showing that the VQE algorithm is robust to certain types of error [2, 8] .
The quantum approximate optimization algorithm (QAOA) [15] has been proposed to solve combinatorial optimization problems on a NISQ computer. While the domain of application and the details of QAOA implementation differ significantly from VQE algorithms, from a high level point of view, these approaches are similar in nature. In this work, we focus on noise reduction techniques in VQE algorithms, but the discussions, experiments, and results are equally pertinent to both VQE and QAOA algorithms.
VQE uses the Rayleigh-Ritz variational principle [16, 17] to compute the eigenvalue of a Hamiltonian H. For a parameterized wavefunction Ψ( θ), the energy expectation Ψ( θ)|H|Ψ( θ) is bounded from below by the lowest eigenvalue E 0 of the Hamiltonian, where θ is a vector of independent parameters. VQE relies on the efficient creation of candidate states |Ψ( θ) and the measurement of Ψ( θ)|H|Ψ( θ) using a quantum computer. By classically optimizing the parameters θ, the local minimum of the Hamiltonian cost function is taken as an approximate ground state energy E 0 of the system. QAOAs arrive at a target state by applying p layers of evolution. While increasing the total number of gates and variational parameters, each successive layer refines the candidate state and improves the accuracy of the approximation.
To generate the parameterized wavefunction for VQE/QAOA, both a hardware efficient ansatz [8] and a physically inspired ansatz [12, 18] have been implemented with respective advantages and disadvantages. The hardware efficient ansatz [18] suffers from the potential for getting stuck in the barren plateaus of the energy landscape [19] . The physically inspired ansatz can quickly lead to deep circuits as the complexity of the physical system increases. For example, for the unitary coupled cluster (UCC) ansatz relevant to molecular simulations, the numbers of gates and circuit depth scale as O M 3 N and O M 2 N respectively where M is the number of spin-orbitals, and N is the number of electrons, assuming a single Trotter step [20, 21] . Finally, the success of VQE also depends on a large number of measurements for statistical certainty.
The coefficient of the Pauli term with the largest absolute value in a qubit Hamiltonian determines the upper bound on the variance of the expectation value [8] and hence the hardware performance and number of measurements needed to achieve a desired accuracy. It can be limited by a careful model choice, as done e.g. in [22] when computing the binding energy of the deuteron nucleus. Once an appropriate fermionic model is constructed for the VQE algorithm, the accuracy of the result is determined by the number of measurements and experimental details such as the gate fidelity and qubit connectivity. Clearly, any reduction in circuit complexity, the size of the parameter space, or the number of measurements is desirable for a successful VQE application.
Several approaches to optimize VQE circuits have been proposed, such as removing qubits stabilized by the Hamiltonian [6] , making use of block-diagonality [23] or symmetry [14, 24] , grouping Hamiltonian terms based on their norms [25] , Pauli grouping [8] , resetting qubits in a tensor network representation [26, 27] , or subspace expansion [28] . The effect of optimization on VQE accuracy has also been rigorously studied [8] . However, choosing the appropriate values for the QAOA circuit parameters to reach global optima has been shown to be a hard problem [19] . In this work, we improve the VQE/QAOA process fidelity by using reduced ansatz circuits based on past causal cones of each observable, and experimentally demonstrate the advantage on a trapped ion quantum computer.
Past causal cones as a reduced variational ansatz
The reduced-ansatz variational quantum eigensolver (RA-VQE) algorithm (and similarly the reduced-ansatz quantum approximate optimization algorithm, RA-QAOA) leverages the construction of a reduced ansatz with respect to the terms of the Hamiltonian. Our construction shares similarities to the deep multi-scale entanglement renormalization ansatz (DMERA) proposed in [29, 30] , but can be applied more generally. The algorithm replaces the original ansatz with a set of reduced circuits computed from the past causal cone (PCC) [31] of each term in the Hamiltonian. The PCC of a term is the set of gates that can influence its expectation value, and can be computed, for instance, using the depth-first search [32] on the directed acyclic graph representation of the original ansatz.
Consider the QAOA ansatz to compute the MAXCUT of the dragon graph T 3,2 shown in Figure 1 . One can easily show that the exact MAXCUT for this graph is 4. The negated QAOA Hamiltonian is −
, reflecting the connectivity of the graph. The QAOA ansatz at p = 1 is shown in Figure 2 . Figure 3 shows the reduced ansatz set for the five observables. One can compute the expectation value of each term from its reduced ansatz and combine the results to determine the expectation value of the full Hamiltonian. This has a number of advantages over the original VQE/QAOA algorithm. Each reduced ansatz has lower or equal complexity and qubit number compared to the original ansatz. This reduction in both depth and width generally leads to lower noise. We note that for certain problems, there exist special ansatz constructions using a similar approach that possess inherent robustness to noise [29] , while the current work is a more general method to minimize the effect of noise. Additionally, some of the sub-Hamiltonians may have lower maximum absolute coefficients which give a tighter upper bound on the variance of the expectation value of the Hamiltonian, or conversely a tighter upper bound on the number of measurements needed to maintain a given variance. We experimentally demonstrate this advantage by comparing the energy obtained from the RA-VQE to VQE, and that of RA-QAOA to QAOA.
Given a qubit Hamiltonian of a VQE problem expressed as H = instance, the reduced ansatz for two Hamiltonian terms may share the same circuit when the corresponding Hamiltonian terms are supported by the same qubits but measured in different bases. Similarly, one reduced ansatz may be the subcircuit of another. We compute the expectation value for all sub-Hamiltonians independently but minimize them together (or maximize in the case of QAOA) with the prescribed number of measurements based on the chosen strategy. The RA-VQE algorithm can be outlined very coarsely as follows.
1. Construct the reduced ansatz set.
2. Group sub-Hamiltonians based on chosen strategy.
3. Execute the circuits and measure the expectation value of each observable.
4. Calculate the expectation value for the overall Hamiltonian.
5. Use a classical non-linear optimizer to minimize/maximize this expectation value.
Experimental demonstration
We use the VQE algorithm to compute the binding energy of the deuteron using a pion-less effective field theory. This problem has attracted attention as a benchmark algorithm, and was implemented on both superconducting and a trapped-ion platforms [12, 22] . For a four qubit ansatz, the qubit Hamiltonian is
.625Z 2 − 13.125Z 3 and the circuit is given in Figure 4 . Figure 4 : The canonical four qubit UCC ansatz for deuteron [12] . Here the canonical gate set means the rotation gates, their controlled versions, Hadamard and CNOT gates.
We use a trapped ion quantum computer to find the deuteron binding energy using both the original and reduced ansatz circuits. Since, the main advantage of our approach is higher process fidelity, we focus on the in-silico global minimum of the energy landscape of −2.14 MeV at the parameter values 0.858, 0.958, and 0.758 radians. With 5000 measurements per circuit, we determine the experimental binding energy as −1.5(2) MeV for the original VQE ansatz, and −2.0(2) MeV for the reduced ansatz. This is a ∼ 80% improvement in accuracy, making the energy consistent with the theoretical value. Grouping of the sub-Hamiltonians gives a similar result. When we prioritize time-to-solution, 14600 measurements are sufficient to determine the binding energy as −1.5(3) MeV. This is a ∼ 70% reduction compared to the 50000 measurements the original VQE ansatz needed.
The experimentally determined binding energies and the absolute standard errors are plotted against increasing number of measurements per circuit in Figure 5 . Appendix A contains similar results for each individual Hamiltonian term. We also demonstrate the advantage of the RA-QAOA ansatz on the trapped ion quantum computer by solving the MAXCUT problem for the dragon graph introduced in Section 2. We again use the set of parameters corresponding to the in-silico global minimum of −3.45, which are γ = 1.358, and β = 2.462. With 5000 measurements per circuit, the original QAOA ansatz gives −3.26(2) while the reduced version gives −3.33(2), a ∼ 36(9)% improvement in accuracy.
5410 measurements (5500 measurements conducted in the experiment) are sufficient to determine the MAXCUT as −3.34(7) . This is a ∼ 78% reduction in the number of measurements compared to 25000 measurements needed in the original QAOA ansatz.
The experimentally determined MAXCUT and the absolute standard errors are plotted against increasing number of measurements per circuit in Figure 6 . Appendix A contains similar results for each individual Hamiltonian terms. For both examples, our method achieves more accurate results with fewer measurements than the standard VQE/QAOA circuits. 
Discussion
The reduced ansatz methods developed and demonstrated here show how targeted circuit optimization can give significant performance increases which are crucial for NISQ devices. Depending on the problem, the design of the original ansatz can even be informed by its potential to take advantage of subsequent reduced ansatz formulations. In the future, we hope to investigate how the structural complexity of a problem may adversely affect the advantages expected to be achieved from the reduced ansatz approach, and how this method can be adapted to other types of algorithms.
Methods

Trapped ion hardware
The trapped-ion quantum computer uses the transition. We use a pair of counter-propagating Raman beams, one of which is split into an array of individual addressing beams, to drive gate operations. The two native gates in the system are single-qubit R-gates which are rotations around an axis in the X/Y plane, single qubit Z-rotations by phase advances in the classical controllers, and two qubit entangling XX-gates which use the motional modes to create entanglement between any two qubits. Both the R as well as the XX angle can be varied continuously. For the details of the single and two qubit gate implementations we refer the reader to Appendix A of [33] and to [34] [35] [36] [37] . Typical gate times are 10µs for single-qubit and 210µs for XX-gates. The errors in state initialization and detection are corrected by applying the inverse of an independently measured state-to-state error matrix. Typical gate fidelities are ≈ 99.5% for single qubit gates and ≈ 98.5% for XX-gates.
For the four-qubit deuteron ansatz, seven ions are loaded into the trap, where the inner five are used as qubits, with the outermost pair being used to evenly space the middle five ions. The algorithmic qubits 1, 2, 3, 4 are mapped onto physical qubits 1, 2, 3, 5. The average four-qubit readout fidelity is 97.1%. To be consistent, the same physical qubits are used for the reduced ansatz.
For the dragon graph ansatz, the algorithmic qubits 1, 2, 3, 4, 5 are mapped onto physical qubits 1, 5, 3, 2, 4 . The average read-out fidelity for five qubits is 94.3%. Similarly, the same mapping is used for the reduced ansatz.
Error bars for the correlators are the one-sigma intervals of the asymmetric binomial distribution of state populations. Since the error bars for the correlators tend to a symmetric limit for large number of shots, the error bar for the Hamiltonian can be approximated by a Gaussian distribution, which follows from propagation of the errors of individual correlators.
Construction of the reduced ansatz for the deuteron
In our approach, the original VQE ansatz is divided into smaller ansatz circuits, one for each term in the Hamiltonian as shown in Figure 7 . Table 1 shows the Hamiltonian terms supported by every reduced ansatz of the deuteron problem.
Construction of the deuteron sub-Hamiltonians
28.657I − 13.125Z 4 Table 1 : New sub-Hamiltonian simulation problems generated by the reduced approach
One can either run all the ansatz circuits in Table 1 to prioritize accuracy, or a minimal subset which covers every term to reduce time-to-solution. We experimentally demonstrate that both strategies with the same number of measurements as in the original VQE algorithm, and determine the binding energy more accurately than the the original VQE ansatz. For the second strategy, we consider the first two subHamiltonians. Z 2 is considered as a term of only the first sub-Hamiltonian to avoid repeated calculation since the corresponding ansatz is shallower.
Estimating the number of measurements for shorter time-to-solution
If accuracy is the priority, one should run the reduced VQE or QAOA ansatz with as many measurements as possible. We run 5000 measurements per circuit, which would require 50000 measurements in total for ten reduced ansatz circuits. If the accuracy of the original VQE or QAOA ansatz is sufficient, it may be achieved with fewer measurements with the reduced ansatz.
Since, both the original and reduced ansatz would not be used together in practice, the target accuracy can only be estimated from the previous experiments of the same scale. We run the original VQE ansatz and use a standard 1-σ error to estimate the number of measurements needed for the reduced approach to maintain the same error. The target error rate, the absolute value of the coefficient of the target observable (h γ ), and the coefficient of largest absolute value (h γ,max ) are used to estimate the number of measurements
which is equation 12 of the supplemental material of [8] . The results are given in table Table 2 . In this table, h γ is the coefficient of the corresponding Hamiltonian term, h γ,max is the coefficient with the largest absolute value in the sub-Hamiltonian, and T β is the number of terms in the corresponding sub-Hamiltonian. In the experiment we use the closest multiple of fifty as the prescribed number of measurements. When the prescribed number is too small we replace it with 500 to avoid the initial fluctuation. Table 2 : Estimated number of measurements for the deuteron ansatz to maintain the original VQE accuracy. S β is the number of estimated measurements, h γ is the coefficient of the corresponding Hamiltonian term, h γ,max is the coefficient with the largest absolute value in the sub-Hamiltonian, and T β is the number of terms in the corresponding sub-Hamiltonian.
In a similar manner, the number of measurements per Hamiltonian term needed for the reduced-ansatz QAOA approach to maintain the similar error level as in the original QAOA algorithm is determined as 1082. In the experiment, we use 1100 measurements with the goal to maintain the accuracy 0.034 found for the original QAOA ansatz.
Circuit optimization for trapped ion hardware
The following circuit identities are used to translate the canonical gates into the physical gates native to our trapped ion architecture [38, 39] .
These circuits are then optimized using known rules (refer to [39] for details). The goal is to reduce the number of XX and RX gates. The optimized physical version of the original VQE ansatz to compute the binding energy of deuteron is given in Figure 8 . The optimized physical version of the reduced VQE ansatz is given in Figure 9 . 
