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Abstract—We establish the existence of wave-like solu-
tions to spatially coupled graphical models which, in the
large size limit, can be characterized by a one-dimensional
real-valued state. This is extended to a proof of the thresh-
old saturation phenomenon for all such models, which
includes spatially coupled irregular LDPC codes over
the BEC, but also addresses hard-decision decoding for
transmission over general channels, the CDMA multiple-
access problem, compressed sensing, and some statistical
physics models.
For traditional uncoupled iterative coding systems with
two components and transmission over the BEC, the
asymptotic convergence behavior is completely character-
ized by the EXIT curves of the components. More precisely,
the system converges to the desired fixed point, which is
the one corresponding to perfect decoding, if and only if
the two EXIT functions describing the components do not
cross. For spatially coupled systems whose state is one-
dimensional a closely related graphical criterion applies.
Now the curves are allowed to cross, but not by too much.
More precisely, we show that the threshold saturation
phenomenon is related to the positivity of the (signed)
area enclosed by two EXIT-like functions associated to
the component systems, a very intuitive and easy-to-use
graphical characterization.
In the spirit of EXIT functions and Gaussian approxi-
mations, we also show how to apply the technique to higher
dimensional and even infinite-dimensional cases. In these
scenarios the method is no longer rigorous, but it typically
gives accurate predictions. To demonstrate this application,
we discuss transmission over general channels using both
the belief-propagation as well as the min-sum decoder.
I. INTRODUCTION
The idea of spatial coupling emerged in the cod-
ing context from the study of Low-Density Parity-
Check Convolutional (LDPCC) codes which were
introduced by Felstro¨m and Zigangirov [1]. We
refer the reader to [2], [3], [4], [5] as well as to
the introduction in [6] which contains an extensive
review. A critical discovey was the observation that
LDPCC codes can outperform their block coding
counterparts [7], [8], [9]. Subsequent work isolated
and identified the key system structure that is re-
sponsible for this improvement.
It was conjectured in [6] that spatially coupled
systems exhibit BP threshold behavior correspond-
ing to the MAP threshold behavior of uncoupled
component system. This phenomenon was termed
“threshold saturation” and a rigorous proof of the
threshold saturation phenomenon over the BEC and
regular LDPC ensembles was given. The proof was
generalized to all binary-input memoryless output-
symmetric (BMS) channels in [10]. From these
results it follows that universal capacity-achieving
codes for BMS channels can be constructed by
spatially coupling regular LDPC codes. Spatial cou-
pling has also been successfully applied to the
CDMA multiple-access channel [11], [12], to com-
pressed sensing [13], [14], [15], [16], to the Slepian-
Wolf coding problem [17], to models in statistical
physics [18], [19], and to many other problems in
communications and computer science, see [10] for
a review.
The purpose of this paper is two-fold. First, we
establish the existence of wave-like solutions to
spatially coupled graphical models which, in the
large size limit, can be characterized by a one-
dimensional real-valued state. This is applied to give
a rigorous proof of the threshold saturation phe-
nomenon for all such models. This includes spatial
coupling of irregular LDPC codes over the BEC,
but it also addresses other cases like hard-decision
2decoding for transmission over general channels,
and the CDMA multiple-access problem [11], [12]
and compressed sensing [16]. As mentioned above,
transmission over the BEC using spatially-coupled
regular LDPC codes was already solved in [6], but
our current set-up is more general. Whereas the
proof in [6] depends on specific features of the BEC,
here we derive a graphical characterization of the
threshold saturation phenomena in terms of EXIT-
like functions for the underlying component system.
This broadens the range of potential applications
considerably.
Consider the example of coding over the BEC.
In the traditional irregular LDPC EXIT chart setup
the condition for successful decoding reduces to the
two EXIT charts not crossing. We will show that
the EXIT condition for good performance of the
spatially-coupled system is significantly relaxed and
reduces to a balance condition on the area bounded
between the component EXIT functions.
The criteria is best demonstrated by a simple
example. Consider transmission over the BEC using
the (3, 6) ensemble. Figure 1 shows the correspond-
ing EXIT charts for ǫ = 0.45 and ǫ = 0.53. Note that
both these channel parameters are larger than the BP
threshold which is ǫBP ≃ 0.4294. If we consider the
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Fig. 1. Both pictures show the EXIT curves for the (3, 6) ensemble
and transmission over the BEC. Left: ǫ = 0.45. In this case A =
0.03125 > 0, i.e., the white area is larger than the dark gray area.
Right: ǫ = 0.53. In this case A = −0.0253749 < 0, i.e., the white
area is smaller than the dark gray area.
signed area bounded by the two EXIT charts and
integrate from 0 to u then on the left hand side,
with ǫ = 0.45, this area is positive for all u ∈ [0, 1].
This property guarantees that the decoder for the
spatially coupled system succeeds for this case. On
the right-hand side with ǫ = 0.53, however, the area
becomes negative at some point (the total area in
white is smaller than the total area in dark gray)
and by our condition this implies that the decoder
for the spatially coupled system does not succeed.
The threshold of the spatially coupled system is that
channel parameter such that the area in white and
the area in dark gray are exactly equal.
This simple graphical condition is the essence of
our result and applies regardless whether we look
at coding systems or other graphical models. Given
any system characterized by two EXIT functions,
we can plot these two functions and consider the
signed area bound between them, say for the first
coordinate ranging from 0 to a point u. As long as
this area is positive for all u ∈ (0, 1] the iterative
process succeeds, i.e., it converges to 0. Indeed, we
will even be able to make predictions on the speed
of the process based on the “excess” area we have.
A few conclusions can immediately be drawn
from such a picture. First, if the threshold of the
uncoupled system is determined by the so-called
stability condition, i.e., the behavior of the EXIT
charts for u around 0, then spatial coupling does
not increase the threshold. Indeed, if we increase
the parameter beyond what is allowed according to
the stability condition, the area will become negative
around 0. Second, if the curves only have one non-
trivial crossing (besides the one at 0 and at the right
end point) then the threshold is given by a balance
of the two enclosed areas.
For “nice” EXIT charts (e.g., continuous, and
with a finite number of crossings) the above picture
contains all that is needed. But since we develop
the theory for the general case, some care is needed
when defining all relevant quantities. When reading
the technical parts below, it is probably a good
idea to keep the above simple picture in mind.
For readers familiar with the so-called Maxwell
conjecture, it is worth pointing out that the above
picture shows that this conjecture is generically
correct for coupled systems. To show that it is also
correct for uncoupled systems one needs to show
in addition that under MAP decoding the coupled
and the uncoupled system behave identically. This
can often be accomplished by using the so-called
interpolation method. For e.g., regular ensembles
with no odd check degrees this second step was
shown to be correct in [20].
Let us point out a few differences to the set-
up in [6]. First, rather than analyzing directly the
spatially-discrete system, key results are established
in the limit of continuum spatial components. We
will see that for such systems the solution for the
3coupled system is characterized in terms of traveling
waves, with special emphasis on fixed (stationary)
waves that we call interpolating spatial fixed points.
The spatially discrete version is then recovered as a
sampling of the continuum system. The existence of
traveling wave solutions and their relationship to the
EXIT charts of the underlying component systems
is the essential technical content of the analysis and
does not depend on information theoretic aspects of
the coding case.
The second purpose of this paper is to show that
the herein-developed one-dimensional theory can
model many higher-dimensional or even infinite-
dimensional systems to enable accurate prediction
of their performance. This is very much in the spirit
of the use of EXIT charts and Gaussian approx-
imations for the the design of iterative systems.
Using this interpretation, we apply our method to
channel coding over general channels. Even though
the method is no longer rigorous in these cases, we
show that our graphical characterization gives very
good predictions of system performance is therefore
a convenient design tool.
Recently several alternative approaches to the
analysis of spatially-coupled systems have been
developed by various authors [21], [16], [22], [23].
These approaches share some important aspects
with our work but there are also some important
differences. Let us quickly discuss this.
In [16] a proof was given showing that spa-
tially coupled measurement matrices, together with
a suitable iterative decoding algorithm, the so-
called approximate message-passing (AMP) algo-
rithm, allows to achieve the information theoretic
limits of compressive sensing in a wide array of
settings. The key technical idea is to show that
the iterative system is characterized in the limit of
large block sizes by a one-dimensional parameter
(which in this case represents per-coordinate mean
square error) and which can be tracked faithfully by
state evolution equations. To ease the analysis the
authors consider the continuum limit of the state
evolution equations for the coupled system. The
spatially discrete state evolution is then obtained by
sampling the continuous state evolution equations.
This is a strategy we also adopt. The most important
ingredient of the proof is a construction of an
appropriate free energy or potential function for
the system such that the spatial fixed points of the
coupled state evolution are the stationary points of
the potential. It is shown that if the compressed
sensing under-sampling ratio is greater than the
information dimension, then the solution of the state
evolution becomes arbitrarily small. The proof is
by contradiction where one supposes that instead
the system converges to an interpolating spatial
fixed point. By perturbing slightly the interpolating
fixed point (the solution is “moved” inside) one
can show that the potential strictly decreases to
first order with the perturbation. Since a spatial
fixed point is necesarily a stationary point of the
potential function, this gives a contradiction. The
analysis in the present paper gives a sharp condition
for the existence of an interpolating spatial fixed
point and when the condition is not met the system
is shown to exhibit travelling wave solutions that
imply convergence of the system to the desired state
evolution fixed point.
In [22], [23] the two main ingredients are also
the characterization of the iterative system by a
one-dimensional (or finite-dimensional) parameter
and the construction of a suitable potential function
whose stationary points are the spatial fixed points
of coupled system density evolution. A significant
innovation introduced in [22], [23] is that it is shown
how to systematically construct such a potential
function in a very general setting. This makes it
possible to apply the analysis to a wide array of
settings and provides a systematic framework for the
proof. In addition, this framework allows not only
to attack the scalar case but can be carried over to
vector-valued states.
Our starting point is the set of EXIT functions,
a familiar tool in the setting of iterative systems.
We also use a type of potential function but ours
applies to the underlying component system. Unlike
the works mentioned above we retain the symmetry
of the iterative system rather than collapsing one of
the equations. The form of the potential function is
such that each step of the uncoupled DE iteration
minimizes the potential function over the variable
being updated. The potential function can be lifted
to the spatially coupled system but that is not the
approach we take in this paper. Rather, we find
an intimate connection between spatial fixed points
of the coupled system and the potential of the
underlying component system. Spatial fixed point
solutions that interpolate between fixed points of the
component system are of particular importance in
our analysis. Surprisingly, if we take as arguments
4of the component potential function values appropri-
ately sampled from the spatial fixed point then the
component potential function value is determined
by a portion of the spatial fixed point solution that
is local to the evaluation points. This basic result
yields structural information on the structure of
interpolating fixed point solutions and it is used as a
foundation to characterize and construct wave-like
solutions for spatially coupled systems. Perhaps one
of the strong points of the current paper is that it
gives a fairly detailed and complete picture of the
system behavior. I.e., we not only characterize the
threshold(s) but we also are able to characterize how
the system converges to the various FPs (these are
the wave solutions) and how fast it does so.
The outline of the paper is as follows. In Sec-
tion II we consider an abstract system, charac-
terized by two EXIT-like functions. In terms of
these functions we state a graphical criterion for the
occurrence of threshold saturation. In Section III we
then apply the method to several one-dimensional
systems. We will see that in each case the analysis is
accomplished in just a few paragraphs by applying
the general framework to the specific setting. In
Section IV we develop a framework that can be
used to analyze higher-dimensional systems in a
manner analogous to the way the Gaussian ap-
proximation is used together with EXIT charts in
iterative system design. We also show by means of
several examples that this approach typically gives
accurate predictions. In Section V we give a proof
of the main results. The proof includes ana anlysis
of spatial fixed points and the construction of wave-
like solutions. Many of the supporting lemmas and
bounds are in the appendices.
II. THRESHOLD SATURATION IN
ONE-DIMENSIONAL SYSTEMS
In this section we develop and state the main
ingredients which we will later use to analyze
various spatially coupled systems. Although in most
cases we are ultimately interested in “spatially
discrete” and “finite-length” coupled systems, i.e.,
systems where we have a finite number of the
underlying “component” systems that are spatially
coupled along a line, it turns out that the theory
is more elegant and simpler to derive if we start
with spatially continuous and unterminated systems,
i.e., stretching from −∞ to ∞. Once a suitably
defined spatially continuous system is understood,
one can make contact with the actual system at hand
by spatially discretizing it and by imposing specific
boundary conditions.
Throughout this section we use the example of the
spatially-coupled (dl, dr)-regular LDPC ensemble.
Example 1 ((dl, dr, w, L) Ensemble): The
(dl, dr, w, L) random ensemble is defined as
follows, see [6]. In the ensuing paragraphs we use
[a, a+ b]∆, for integers a and b, b ≥ 0, and the real
non-negative number ∆, to denote the set of points
a∆, (a+ 1)∆, . . . , (a+ b)∆.
We assume that the variable nodes are located
at positions [0, L]∆, where L ∈ N and ∆ > 0.
At each position there are M variable nodes, M ∈
N. Conceptually we think of the check nodes as
located at all positions [−∞,∞]∆. Only some of
these positions contain check nodes that are actually
connected to variable nodes. At each position there
are dl
dr
M check nodes. Unconnected check nodes are
not used. It remains to describe how the connections
are chosen.
We assume that each of the dl neighbors of a
variable node at position i∆ is uniformly and inde-
pendently chosen from the range [i−w, . . . , i+w]∆,
where w is a “smoothing” parameter.1 In the same
way, we assume that each of the dr connections of
a check node at position i is independently chosen
from the range [i − w, . . . , i + w]∆. Note that this
deviates from the definition in [6] where the ranges
were [i, . . . , i + w − 1]∆ and [i − w + 1, . . . , i]∆
respectively. In our current setting the symmetry
of the current definition simplifies the presentation.
The present definition is equivalent to the previous
one with w replaced by 2w + 1.
This ensemble is spatially discrete. As we men-
tioned earlier, it is somewhat simpler to start with
a system which is spatially continuous. We will
discuss later on in detail how to connect these two
points of view. Just to get started – how might
one go from a spatially discrete system as the
(dl, dr, w, L) ensemble to a spatially continuous
system? Assume that we let ∆ tend to 0 while
L and w tend to infinity so that L∆ tends to ∞
and W = w∆ is held constant. In this case we
can imagine that in the limit there is a component
1Full independence is not possible while satisfying the degree
constraints. This does not affect the analysis since we only need the
independence to hold asymptotically in large block size over finite
neighborhoods in the graph.
5code at each location x ∈ (−∞,+∞) in space and
that a component at position x “interacts” with all
components in a particular “neighborhood” of x of
width 2W. 
Consider a system on (−∞,+∞) (the spatial
component) whose “state” at each point (in space)
is described by a scalar (more precisely an element
of [0, 1]). This means, the state of the system at
iteration t, t ∈ N, is described by a function f t,
where f t(x) ∈ [0, 1], x ∈ (−∞,∞).
Example 2 (Coding for the BEC): Consider
transmission over a binary erasure channel (BEC)
using the (dl, dr, w, L) ensemble described in
Definition 1. Then the “state” of each component
code at a particular iteration is the fraction of
erasure messages that are emitted by variable nodes
at this iteration. Hence the state of each component
is indeed an element of [0, 1]. 
Definition 1: We denote the space of non-
decreasing functions [0, 1] → [0, 1] by Ψ[0,1]. A
function h ∈ Ψ[0,1] has right limits h(x+) for
x ∈ [0, 1) and left limits h(x−) for x ∈ (0, 1]. To
simplify some notation we define h(0−) = 0 and
h(1+) = 1. The function h is continuous at x if
h(x−) = h(x+).
Similarly, let Ψ(−∞,+∞) denote the space of
non-decreasing functions on (−∞,+∞) taking val-
ues in [0, 1]. We denote limx→−∞ f(x) as f(−∞)
limx→+∞ f(x) as f(+∞). We call a function f ∈
Ψ(−∞,+∞) (a, b)-interpolating if f(−∞) = a and
f(+∞) = b. We will generally use the term “inter-
polating” with the understanding that b > a. The
canonical case will be (0, 1)-interpolating functions
and we will also use the term “(0, 1)-interpolating
spatial fixed point” to refer to a pair of (0, 1)-
interpolating functions.
In general we work with potentially discontinuous
functions. Because of this we occasionally need
to distinguish between functions in Ψ[0,1] or in
Ψ(−∞,+∞) that differ only on a set of measure 0.
We say h1 ≡ h2 if h1 and h2 differ on a set of
measure 0. These functions are equivalent in the L1
sense. We still enforce monotonicity so equivalent
functions can differ only at points of discontinuity.
We think of hf and hg as EXIT-like functions de-
scribing the evolution of the underlying component
system under an iterative operation. Usually, we will
have (0, 0) and (1, 1) as key fixed points.
We say that a sequence hi → h in Ψ[0,1] if
hi(u)→ h(u) for all points of continuity of h. We
use a similar definition of convergence in Ψ(−∞,+∞).
In general only the equivalence class of the limit is
determined. I.e., if the limit h is discontinuous then
it is not uniquely determined.
Any function h ∈ Ψ[0,1] has a unique equivalence
class of inverse functions in Ψ[0,1]. For h ∈ Ψ[0,1]
we will use h−1 to denote any member of the
equivalence class. Formally, we can set h−1(v) to
any value u such that v ∈ [h(u−), h(u+)]. Note
that h−1(v−) and h−1(v+) are uniquely determined
for each v ∈ [0, 1]. Thus, we see that the function
h−1 is uniquely determined at all of its points
of continuity and it is not uniquely determined
at points of discontinuity. Similarly, any function
f ∈ Ψ(−∞,+∞) has a well defined monotonically
non-decreasing inverse equivalence class and we use
f−1 : [f(−∞), f(+∞)] → [−∞,∞] to denote any
member.
We assume that the dynamics of the underlying
component system is described by iterative updates
according to the two functions hf , hg ∈ Ψ[0,1].
In deference to standard nomenclature in coding,
we refer to these iterative updates as the density
evolution (DE) equations. If we assume that v and
u are scalars describing the component system state
then these update equations are given by
ut = hg(v
t),
vt+1 = hf(u
t) .
(1)
Example 3 (DE for the BEC): Consider a
(dl, dr)-regular ensemble. Let λ(u) = udl−1 and
ρ(v) = vdr−1. Let vt be the fraction of erasure
messages emitted at variable nodes at iteration
t and let ut be the fraction of erasure messages
emitted at check nodes at iteration t.2 Let ǫ be the
channel parameter. Then we have
ut = 1− ρ(1− vt),
vt+1 = ǫλ(ut) .
(2)
In words, we have the correspondences hg(v) =
1 − ρ(1 − v), and hf (u) = ǫλ(u). As written, the
function hf (u) is not continuous at u = 1. More
explicitly, hf (1) = ǫ < 1, whereas we defined the
right limit at 1 to be generically equal to 1. We will
see shortly how to deal with this. 
2Conventionally, in iterative coding these quantities are denoted
by x and y. But since we soon will introduce a continuous spatial
dimension, which naturally is denoted by x, we prefer to stick with
this new notation to minimize confusion.
6Let us now discuss DE for the spatial continuum
version. Letting x denote the spatial variable, e.g.
x ∈ R, the spatially-coupled system has the follow-
ing update equations:
gt(x) = hg((f
t ⊗ ω)(x)),
f t+1(x) = hf ((g
t ⊗ ω)(x)) . (3)
Here, ⊗ denotes the standard convolution operator
on R and ω is an averaging kernel.
Definition 2 (Averaging Kernel): An averaging
kernel ω is a non-negative even function,
ω(x) = ω(−x), of bounded variation that integrates
to 1, i.e.,
∫
ω(x)dx = 1. We call ω regular if
there exists W ∈ (0,+∞] such that ω(x) = 0 for
x 6∈ [−W,W ] and ω(x) > 0 for x ∈ (−W,W ).
Note that we do not require W to be finite, we
may have W =∞. We also introduce the notation
Ω(x)
def
=
∫ x
−∞
ω(z) dz .
Example 4 (Continuous Version of DE for the BEC):
If we specialize the maps to the case of transmission
over the BEC we get the update equations:
gt(x) = 1− ρ(1− (f t ⊗ ω)(x)),
f t+1(x) = ǫλ((gt ⊗ ω)(x)) . (4)

For compactness we will often use the shorthand
notation fω to denote f ⊗ ω.
In the usual manner of EXIT chart analysis, it is
convenient to consider simultaneously the plots of
hf and the reflected plot of hg. More precisely, in
the unit square [0, 1]2, we consider the monotonic
curves3 (u, hf(u)) and (hg(v), v) for v, u ∈ [0, 1].
Density evolution (DE) of the underlying (uncou-
pled) iterative system can then be viewed as a path
drawn out by moving alternately between these two
curves (see Fig. 2). This path has the characteristic
“staircase” shape. We will sometimes refer to the
system being defined on [0, 1] × [0, 1] with this
picture in mind. The fixed points of DE of the
uncoupled system correspond to the points where
these two curves meet or cross. Assuming continuity
of hf and hg, they are the points (u, v) such that
(u, hf(u)) = (hg(v), v).
3If hf or hg is discontinuous then the curve interpolates the jump
with a line segment.
To help with analysis in the potentially discontin-
uous case we introduce the following notation. For
any h ∈ Ψ[0,1] we write
u + h(v)
to mean u ∈ [h(v−), h(v+)].
Definition 3 (Crossing Points): Given (hf , hg) ∈
Ψ2[0,1] and we say that (u, v) is a crossing point if
u + hg(v), and v + hf(u) .
The following are three equivalent characterizations
of crossing points.
• u + h−1f (v) and v + h−1g (u),
• u + hg(v) and u + h−1f (v),
• v + hf (u) and v + h−1g (u).
The set of all crossing points will be denoted
χ(hf , hg). It is easy to see that χ(hf , hg) is closed
as a subset of [0, 1]2. By definition of Ψ[0,1], we
have (0, 0) ∈ χ(hf , hf) and (1, 1) ∈ χ(hf , hg). We
term (0, 0) and (1, 1) the trivial crossing points and
denote the non-trivial crossing points by
χo(hf , hg) = χ(hf , hg)\{(0, 0), (1, 1)}.
If (u, v) ∈ χ(hf , hf) and hf and hg are contin-
uous at u and v respectively then (u, v) is a fixed
point of density evolution. In general, if (u, v) ∈
χ(hf , hf ) then (u, v) is a fixed point of density
evolution for a pair of EXIT functions equivalent
to the pair (hf , hg).
Lemma 1: For any hf , hg ∈ Ψ[0,1] the set
χ(hf , hg) is component-wise ordered, i.e., given
(u1, v1), (u2, v2) ∈ χ(hf , hg) we have (u2−u1)(v2−
v1) ≥ 0.
Proof: Let (u1, v1), (u2, v2) ∈ χ(hf , hg). If
u1 < u2 then hf (u1+) ≤ hf (u2−) and, since
v1 ≤ hf (u1+) and v2 ≥ hf (u2−), we obtain
v1 ≤ v2. All other cases can be shown similarly.
For a set S, which may be a subset of [0, 1]2
or a subset of R, we use (S)ǫ to denote the ǫ
neighborhood of S :
(S)ǫ = {x : ∃y ∈ S, |y − x| < ǫ} . (5)
Lemma 2: If (hif , hig) → (hf , hg) then, for any
δ > 0, we have χ(hif , hig) ⊂ (χ(hf , hg))δ for all i
sufficiently large.
Proof: Assume (ui, vi) ∈ χ(hif , hig) converges
in i to a limit point (u, v). Since hif (u) →
hf(u) at points of continuity of hf it is easy to
7see that lim inf i→∞ hif (ui−) ≥ hf (u−) and that
lim supi→∞ h
i
f(u
i+) ≤ hf(u+) and it follows that
v + hf(u). Similarly, u + hg(v). Hence, (u, v) ∈
χ(hf , hg).
Since [0, 1]2\(χ(hf , hg))δ is compact and the
same argument applies to subsequences the lemma
follows.
Lemma 3: Consider initialization of system (1)
with an arbitrary choice of u0. Then the se-
quence (u1, v1), (u2, v2), . . . is monotonic (either
non-increasing or non-decreasing) in both coordi-
nates.
Proof: If vt+1 = hf (ut) ≥ vt then ut+1 =
hg(v
t+1) ≥ hg(vt) = ut. And if ut+1 ≥ ut then
vt+2 = hg(u
t+1) ≥ hg(ut) = vt+1.
It follows that the sequence (ui, vi) converges and
the limit point is clearly a crossing point of (hf , hg).
Thus, the limiting behavior of the scalar component
system is governed by crossing points. In the spa-
tially coupled system the behavior often involves a
pair of crossing points from the underlying compo-
nent system.
Suppose (u1, v1) < (u2, v2) are fixed points of
the component DE. If f 0(x) ∈ [v1, v2] for all x then
f t(x) ∈ [v1, v2] and then gt(x) ∈ [u1, u2] for all x
and t. Thus, in this situation the system is effectively
confined to [u1, u2] × [v1, v2]. This circumstance
occurs frequently but we can easily transform this
into our canonical form. We can introduce new
coordinates u˜, v˜ an affine transformation of (u, v),
characterized by its inverse affine map
u = au˜+ b
v = cv˜ + d .
By choosing (b, d) = (u1, v1) and (a, c) = (u2 −
u1, v2−v1) we map (u1, v1)→ (0, 0) and (u2, u2)→
(1, 1). Similarly, by choosing (b, d) = (u2, v2) and
(a, c) = (u1−u2, v1−v2) we map (u2, v2)→ (0, 0)
and (u1, v1) → (1, 1). (This shows the symmetry
that allows us to occasionally interchange (0, 0)
and (1, 1) in the analysis.) By rescaling the update
functions appropriately we can thereby redefine the
system on [0, 1]× [0, 1]. In particular we can define
h˜f (u˜) =
1
c
(hf (au˜+ b)− d) and h˜g(v˜) = 1a(hg(cv˜ +
d)− b).
Example 5 (EXIT Chart Analysis for the BEC):
Figure 2 shows the EXIT chart analysis for the
(3, 6)-regular ensemble when transmission takes
place over the BEC. The left picture shows the
situation when the channel parameter is below the
BP threshold. In this case we only have the trivial
FP at (0, 0). According to our definition we have
(1, 1) as a crossing point, but it is not a fixed point
because hf(1) = ǫ < 1. The right picture shows a
situation when we transmit above the BP threshold.
We now see two further crossings of the EXIT
curves and so χ(hf , hg) is non-trivial.
u
ǫλ(u)
1− ρ(1− v)
0.2 0.4 0.6 0.8
0.2
0.4
0.6
0.8
0.0
v
u
ǫλ(u)
1− ρ(1− v)
0.2 0.4 0.6 0.8
0.2
0.4
0.6
0.8
0.0
v
(u∗, v∗)
Fig. 2. Left: The figure shows the EXIT functions hf (u) = ǫλ(u)
and hg(v) = 1 − ρ(1− v) for the (3, 6)-regular ensemble and ǫ =
0.35. Note that the horizontal axis is u and the vertical axis is v
so that we effectively plot the inverse of the function 1− ρ(1− v).
Since 0.35 = ǫ < ǫBP ≈ 0.4292, the two curves do not cross. The
dashed “staircase” shaped curve indicates how DE proceeds. Right:
In this figure the channel parameter is ǫ = 0.5 > ǫBP. Hence, the
two EXIT curves cross. In fact, they cross exactly twice (besides the
trivial FP at (0, 0)), the first point corresponds to an unstable FP of
DE, whereas the second one is a stable FP.
In this case we can renormalize the system ac-
cording to our prescription as follows. Consider
the DE equations stated in (2). If (u∗, v∗) is the
largest (in both components) FP of the correspond-
ing DE and if we set hf (u) = ǫλ(uu∗)/v∗ and
hg(v) = (1 − ρ(1 − vv∗))/u∗ then system (1) is
again equivalent to (2) on the restricted domain but,
in addition, the component functions are continuous
at 0 and 1 and (0, 0) and (1, 1) are the relevant
fixed points. This rescaling is indicated in the right
picture of Figure 2 through the dashed gray box.
Since the standard (unscaled) EXIT chart picture is
very familiar in the coding context, we will continue
to plot the unscaled picture. But we will always
indicate the scaled version by drawing a gray box
as in the right picture of Figure 2. This hopefully
will not cause any confusion. There is perhaps only
one point of caution. The behavior of the coupled
system depends on certain areas in this EXIT chart.
These areas are defined in the scaled version and are
different by a factor u∗v∗ in the unscaled version.

So far we have considered the uncoupled system
8and seen that its behavior can be characterized in
terms of fixed points, or more generally crossing
points. The behavior of the spatially coupled system
can also be characterized by its FPs. For the spa-
tially coupled system a FP is not a pair of scalars,
but a pair of functions (F(x),G(x)) such that if we
set f t(x) = F(x) and gt(x) = G(x), t ≥ 0, then
these functions fulfill (3). One set of FPs are the
constant functions corresponding to the fixed points
of the underlying component system. The crucial
phenomena in spatial coupling is the emergence of
interpolating spatial fixed points, i.e., non-constant
monotonic fixed point solutions. For the coupled
system it is fruitful not only to look at interpolating
FPs but slightly more general objects, namely in-
terpolating waves. Here a wave is like a FP, except
that it shifts. I.e., for (F(x),G(x)) fixed and for
some real value s, if we set f t(x) = F(x− st) and
gt(x) = G(x−st), t ≥ 0, then these functions fulfill
(3). We will see that the behavior of coupled systems
is governed by the (non)existence of such waves
and this (non)existence has a simple graphical char-
acterization in terms of the component-wise EXIT
functions and their associated FPs. This is the main
technical content of this paper. In fact, the direction
of travel of the wave depends in a simple way on the
EXIT functions and the area bound by them. The
extremal values of spatial wave solutions (the limit
values at −∞ and +∞) are generally crossing points
of the underlying component system. One important
aspect of the analysis involves determining the pairs
of crossing points that can appear as such extremal
values. The answer is formulated in terms of the
following definition.
Definition 4 (Component Potential Functions):
For any pair (hf , hg) ∈ Ψ2[0,1] and point
(u, v) ∈ [0, 1]2, we define
φ(hf , hg; u, v) =
∫ u
0
h−1g (u
′)du′+
∫ v
0
h−1f (v
′)dv′−uv .
Discussion: The functional φ serves as a potential
function for the scalar system. Assuming continu-
ity of h−1f at v and continuity of h−1g at u we
have ∇φ(hf , hg; u, v) = (h−1g (u) − v, h−1f (v) − u).
Thus, under some regularity conditions a cross-
ing point (u, v) is a stationary point of φ. i.e.,
∇φ(hf , hg; u, v) = 0 for (u, v) ∈ χ(hf , hg).
In the definition of φ we have used (0, 0) as
an originating point. We can choose the origin
arbitrarily and it is the differences in potential that
matter most. We have
φ(hf , hg; u, v)− φ(hf , hg; u1, v1)
=
∫ u
u1
h−1g (u
′)du′ +
∫ v
v1
h−1f (v
′)dv′ − uv + u1v1
=
∫ u
u1
(h−1g (u
′)− v1)du′ +
∫ v
v1
(h−1f (v
′)− u1)dv′
− (u− u1)(v − v1)
(6)
and we see that taking differences as above is
equivalent to placing the origin at (u1, v1).
A straightforward calculation, noting that
uhf(u) =
∫ u
0
hf (u
′) du′ +
∫ hf (u)
0
h−1f (v) dv and
vhg(v) =
∫ v
0
hg(v
′) dv +
∫ hg(v)
0
h−1g (u) du , shows
that for all (hf , hg) we have
φ(hf , hg; hg(v), hf(u))
=uv − (u− hg(v))(v − hf (u))
−
∫ u
0
hf(u
′)du′ −
∫ v
0
hg(v
′)dv′ .
(7)
A similar potential function form, along the lines of
(7), is
Φ(hf , hg; u, v) = uv −
∫ u
0
hf(u
′)du′ −
∫ v
0
hg(v
′)dv′ .
This functional is also stationary on the FPs of
the component density evolution and is equal to
φ(hf , hg; ·, ·) on the crossing points points of hf , hg.
This form underlies the work in [16], [21], [22],
[23]. We prefer φ because of various properties
developed below. A particularly useful fact is that
density evolution is equivalent to coordinatewise
successive minimization of φ (see Lemma 4). The
two forms are related through Legendre transforms,
e.g.,
∫ u
0
hf (u
′)du′ is the Legendre transform of∫ v
0
h−1f (v
′)dv′. Evaluating φ at points on the graph
of hf is equivalent, up to reparametrization, to
evaluating Φ on the graph of hg and vice-versa.
More specifically, we have
φ(hf , hg;u, hf(u)) = Φ(hf , hg; u, h
−1
g (u))
=
∫ u
0
(h−1g (u
′)− hf(u′)) du′ (8)
and
φ(hf , hg;hg(v), v) = Φ(hf , hg; h
−1
f (v), v)
=
∫ v
0
(h−1f (v
′)− hg(v′)) dv′ (9)
9Lemma 4: The function φ(hf , hg; u, v) is convex
in u for fixed v and convex in v for fixed u. In
addition, for all (u, v) ∈ [0, 1]2 we have
φ(hf , hg; u, v) ≥ φ(hf , hg; u, hf(u))
φ(hf , hg; u, v) ≥ φ(hf , hg; hg(v), v)
with equality holding in the first case if and only
if v + hf (u) and in the second case if and only if
u + hg(v).
Proof: It is easy to check that φ(hf , hg; u, v)
is Lipschitz (hence absolutely) continuous and we
have almost everywhere
∂
∂u
φ(hf , hg; u, v) = h
−1
g (u)− v,
∂
∂v
φ(hf , hg; u, v) = h
−1
f (v)− u .
(10)
The lemma now follows immediately from the
monotonicity (non-decreasing) of h−1g and h−1f .
We have immediately the following two results.
Corollary 1: If (u0, v0) ∈ [0, 1]2 and we define
(ut, vt) for t ≥ 1 via (1) then φ(hf , hg; ut, vt) is a
non-increasing sequence in t.
Corollary 2: We have (u, v) ∈ χ(hf , hg) if and
only if φ(hf , hg; u′, v) is minimized at u′ = u and
φ(hf , hg; u, v
′) is minimized at v′ = v in some
neighborhood of (u, v).
One of the key results on the existence of wave
solutions, and especially spatial fixed points, is that
the crossing points associated to the extremal values
of the solution are extreme (minimizing) values
of φ over the range spanned by the solution. The
following definition characterizes this.
Definition 5 (Strictly Positive Gap Condition):
We say that the pair of functions (hf , hg) satisfies
the strictly positive gap condition if χ(hf , hg) is
non-trivial and if
(u, v) ∈ χo(hf , hg)⇒ φ(hf , hg; u, v) > max{0, A(hf , hg)}
where we define the total gap A(hf , hg)
def
=
φ(hf , hg; 1, 1). We say that the pair of functions
(hf , hg) satisfies the positive gap condition (no
longer strict) if χ(hf , hg) is non-trivial and
(u, v) ∈ χo(hf , hg)⇒ φ(hf , hg; u, v) ≥ max{0, A(hf , hg)} .

For systems that are not normalized to [0, 1]2 we
may say a system satisfies the strictly positive gap
condition over [u, u′] × [v, v′] where (u, u′) and
(v, v′) are component fixed points.
Discussion: The (strictly) positive gap condition
is related to the existence of interpolating spatial
fixed point solutions. In particular, we will see that
systems possessing (0, 1)-interpolating fixed point
solutions must satisfy the positive gap condition and
have A(hf , hg) = 0. Systems satisfying the strictly
positive gap condition with A(hf , hg) = 0 will be
proven to possess (0, 1)-interpolating spatial fixed
point solutions. The cases where A(hf , hg) 6= 0
correspond to (0, 1)-interpolating traveling wave so-
lutions. In this case we show that the strictly positive
gap condition is sufficient for the existence of a
wave-like solution but the positive gap condition is
not known to be necessary. We conjecture that it is
not in fact necessary.
Lemma 5 (Trivial Behavior): If χ(hf , hg) is triv-
ial then the system behavior is simplified and under
DE, i.e., under (3), the only spatial fixed points are
with f t and gt set to either the constant 0 or the
constant 1, one of which is stable and one of which
is unstable. The system converges for all initial
values, other than the unstable spatial fixed point
itself, to the stable spatial fixed point.
Now that we have covered the “trivial” cases,
let us consider the system behavior when χ(hf , hg)
is non-trivial. As we will see, it is qualitatively
different. The value of the total gap A(hf , hg) plays
an important role in the behavior of the system.
This is why we introduced a special notation for
it. The strictly positive gap condition implies that
the value of φ(hf , hg; u, v) for (u, v) ∈ χo(hf , hg)
is strictly larger than the values 0 and A(hf , hg)
found at the two trivial fixed points. We will see that
this condition is related to the existence of wave-
like solutions that interpolate between the two trivial
fixed points.
Example 6 (Positive Gap Condition for the BEC):
Figure 1 illustrates the (strictly) positive gap
condition for the (3, 6)-regular ensemble when
transmission takes place over the BEC. The left
picture shows the situation when the channel
parameter is between the BP and the MAP
threshold of the underlying ensemble. The right
picture shows the situation when the channel
parameter is above the MAP threshold of the
underlying ensemble. In both cases χ(hf , hg)
contains one non-trivial FP (u, v) and for this FP
φ(hf , hg; u, v) > max{0, A}, i.e., both cases fulfill
the strictly positive gap condition. In the first case
A > 0, whereas in the second case A < 0. We
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will see in Theorem 1 below that this change in
the sign of A leads to a reversal of direction of
a wave-like solution to the system and hence to
fundamentally different asymptotic behavior. Both
pictures show the unscaled curve and the lightly
shaded box shows what the picture would look like
if we rescaled it so that the largest FP appears at
(1, 1).
It is not hard to see that the strictly positive gap
condition is necessarily satisfied for any hf , hg for
which χ(hf , hg) has a single non-trivial crossing
point, and for which (0, 0) and (1, 1) are stable fixed
points under the DE equations (1). 
We are now ready to state the main result con-
cerning the existence of interpolating wave solu-
tions.
Theorem 1 (Existence of Continuum Spatial Waves):
Assume that ω is a regular averaging kernel. Let
(hf , hg) be a pair of functions in Ψ[0,1] satisfying
the strictly positive gap condition.
Then there exist (0, 1)-interpolating functions
F ,G ∈ Ψ(−∞,+∞) and a real-valued constant s,
satisfying sgn(s) = sgn(A(hf , hg)) and |s| ≥
|A(hf , hg)|/‖ω‖∞, such that setting f t(x) = F(x−
st) and gt(x) = G(x − st) for t = 0, 1, . . . solves
(3) .
We remark that we can relax the regularity con-
dition on ω if hf and hg are continuous; cf. Lemma
30.
Example 7 (Spatial wave for the BEC):
Figure 3 shows the spatial waves whose existence
is guaranteed by Theorem 1 for the (3, 6) ensemble
and transmission over the BEC. The top picture
corresponds to the cases ǫ = 0.45 and the bottom
picture to the case ǫ = 0.53. In both cases we
used the smoothing kernel ω(x) = 1
2
1{|x|≤1}. As
predicted, in the first case the curve moves to
the right by a value of 0.142 ≥ |A|/‖ω‖∞ =
0.03125 × 2 = 0.06245 and in the second case
the curve moves to the left by an amount of
0.101 ≥ |A|/‖ω‖∞ = 0.0253740× 2 = 0.0507498.

One consequence of Theorem 1 is that the ex-
istence of a (0, 1)-interpolating fixed point implies
A(hf , hg) = 0. This is true even without regularity
assumptions.
Theorem 2 (Continuum Fixed Point Positivity):
Let ω be an averaging kernel (not necessarily
regular) and assume that there exists a (0, 1)-
interpolating fixed point solution to (3). Then
−3 −2 −1 0 1 2 3
0.1
0.2
0.3
0.4
−3 −2 −1 0 1 2 3
0.1
0.2
0.3
0.4
Fig. 3. FPs whose existence is guaranteed by Theorem 1 for the
(3, 6) ensemble and transmission over the BEC. The top picture
corresponds to the cases ǫ = 0.45 and the bottom picture to
the case ǫ = 0.53. In both cases we used the smoothing kernel
ω(x) = 1
2
1{|x|≤1}. The dashed curve is the result of applying one
step of DE to the solid curve. As predicted, in the top picture the
curve moves to the right (the corresponding gap A in Figure 1 is
positive) whereas in bottom picture the curve moves to the left (the
corresponding gap A is negative). The shifts are 0.142 and −0.102,
respectively.
(hf , hg) satisfies the positive gap condition and
A(hf , hg) = 0.
A more general version of this result appears as
Lemma 9, for which a proof is given.
Theorem 1 is our most fundamental result con-
cerning the spatially coupled system. One limitation
of the result arises in cases with infinitely many
crossing points. In such a case it can be difficult to
extract asymptotic behavior since there may exist
many wave-like solutions and the strictly positive
gap condition may not hold globally. For such cases
we develop the following altered analysis.
Let hf and hg be given and define
m(hf , hg)
def
= min
(u,v)∈[0,1]2
φ(hf , hg; u, v)
and
χm(hf , hg)
def
= {(u, v) ∈ χ(hf , hg) : φ(hf , hg; u, v) = m} .
Since φ(hf , hg; ·, ·) is continuous it follows that
χm(hf , hg) is closed. Since χ(hf , hg) is component-
wise linearly ordered we can define
(u′, v′) = minχm(hf , hg)
and
(u′′, v′′) = maxχm(hf , hg)
where min and max are taken component-wise.
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Theorem 3 (General Continuum Convergence):
Let (hf , hg) be given as above, let ω be regular, and
assume f 0 ∈ Ψ(−∞,+∞) is given with f 0(−∞) ≤ v′′
and f 0(+∞) ≥ v′. Then in system (3) we have for
all x ∈ R
lim inf
t→∞
f t(x) ≥ v′ lim inf
t→∞
gt(x) ≥ u′
lim sup
t→∞
f t(x) ≤ v′′ lim sup
t→∞
gt(x) ≤ u′′ .
The proof may be found in appendix F.
Note, in particular, that if φ is uniquely mini-
mized at some point (u, v), then this point is a
fixed point of the component system and if the
spatial system is initialized (either f or g) with
this point (the appropriate coordinate) in the closed
range spanned by the initial condition, i.e. (u, v) ∈
[g(−∞), g(+∞)]×[f(−∞), f(+∞)], then the coupled
system globally converges to the constant function
associated to this fixed point.
A. Discrete Spatial Sampling
In many applications the setup is spatially discrete
and finite length. The analysis can be applied to
these cases with suitable adjustments. As a first
step we state a result analogous to Theorem 1 for
a spatially discrete system. The DE equations for
the spatially discrete version can be written as in
(3) with the following modifications: the variable
x is discrete, the averaging kernel is a discrete
sequence, and the convolution operation is convo-
lution of discrete sequences. The analysis views
the spatially discrete problem as a sampled version
of the continuum version. In the limit of infinitely
fine sampling the discrete version converges to the
continuum version.
Let xi = i∆ and let w be a non-negative function
over Z that is even, wi = w−i, and sums to 1,∑
iwi = 1. It is convenient to interpret w as a
discretization of ω, i.e.,
wi =
∫ (i+ 1
2
)∆
(i− 1
2
)∆
ω(z)dz. (11)
This relationship then makes it clear that the discrete
“width” of spatial averaging is inversely propor-
tional to ∆. A good example is the smoothing
kernel ω(x) = 1
2
1{|x|≤1}. If we set ∆ = 22W+1
then wi = 12W+11{|i|≤W}. Given a real-valued func-
tion g defined on ∆Z we will call the function
g˜ ∈ Ψ(−∞,+∞), defined as g˜(x) = g(xi) for
x ∈ [xi − ∆/2, xi + ∆/2), the piecewise constant
extension of g. Note that by this definition, we have
g˜ω(xi) =
∫ ∞
−∞
ω(xi − y)g˜(y)dy
=
∞∑
j=−∞
∫ xj+∆/2
xj−∆/2
ω(xi − y)g˜(y)dy
=
∞∑
j=−∞
wi−jg(xj)
= gw(xi)
With this framework in mind, we can write the
spatially discrete DE equations as follows.
gt(xi) = hg((f
t ⊗ w)(xi))
f t+1(xi) = hf ((g
t ⊗ w)(xi)) .
(12)
Example 8 (Spatially Discrete DE for the BEC):
gt(xi) = 1− ρ((f t ⊗ w)(xi)),
f t+1(xi) = ǫλ((g
t ⊗ w)(xi)) .
(13)

An elementary but critical result relating the
spatially continuous case to the discrete case is the
following.
Lemma 6: Let F ∈ Ψ(−∞,+∞) and let f be a real
valued function defined on ∆Z. Then, if for all i we
have f(xi) ≤ F(xi) then fw(xi) ≤ Fω(xi + 12∆)
and if f(xi) ≥ F(xi) then fw(xi) ≥ Fω(xi − 12∆)
Proof: Assume f(xi) ≤ F(xi) (for all i).
Consider the piecewise constant extension f˜ . It
follows that f˜(x) ≤ F(x + 1
2
∆) for all x and so
fw(xi) = f˜
ω(xi) ≤ Fω(xi + 12∆) for each i.
The opposite inequality is handled similarly.
Applying the lemma to system (12) we obtain the
following.
Theorem 4 (Continuum-Discrete Bounds):
Assume that w is a discrete sequence related
to a regular smoothing kernel ω as indicated
in (11). Let f tc , gtc ∈ Ψ(−∞,+∞), t = 0, 1, 2, . . .
denote spatially continuous functions determined
according to (3) and let f t, gt denote spatially
discrete functions determined according to (12). If
f 0(xi) ≤ f 0c (xi) (for all i) then f t(xi) ≤ f tc(xi+t∆)
and gt(xi) ≤ gtc(xi+(t+ 12)∆) for all t. Similarly, if
f 0(xi) ≥ f 0c (xi) (for all i) then f t(xi) ≥ f tc(xi−t∆)
and if gt(xi) ≥ gtc(xi − (t + 12)∆) for all t.
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Proof: Assume f 0(xi) ≤ f 0c (xi) (for all i). By
Lemma 6 f 0,w(xi) ≤ f 0,ωc (xi + 12∆) for each i. By
monotoniciy of hg we have
g0(xi) = hg(f
0(xi)) ≤ hg(f 0,ωc (xi+12∆)) = g0c (xi+12∆).
By the same argument we obtain g0,w(xi) ≤
g0,ωc (xi+∆) and f 1(xi) ≤ f 1c (xi+∆). The general
result now follows by induction.
The opposite inequality can be handled similarly.
This result is convenient to apply when there
exist wave-like solutions. For example, if f tc(x) =
F(x−st) with s > 0 and F is a (0, 1)-interpolating
function, then f 0(xi) ≤ f 0c (xi), implies f t(xi) ≤
F(xi − (s − ∆)t). Thus, if s > ∆ then we obtain
asymptotic convergence for the spatially discrete
case.
Theorem 5 (Discrete Spatial Convergence):
Assume that ω is a regular averaging kernel. Let
(hf , hg) be a pair of functions in Ψ[0,1] satisfying
the strictly positive gap condition. Assume
∆ < |A(hf , hg)|/‖ω‖∞ and initialize system (12)
with any (0, 1) interpolating f 0 ∈ Ψ(−∞,+∞). If
A(hf , hg) > 0 then f t(xi)→ 0 and if A(hf , hg) < 0
then f t(xi)→ 1 for all xi
This result gives order ∆ convergence of the
spatially discrete system to the continuum one (un-
der positive gap assumptions). Much faster conver-
gence is observed in many situations. In [19] a
particular example is presented with a compelling
heuristic argument for exponential convergence. In
general the rate of convergence appears to depend
on the regularity of hf and hg and ω. A (0, 1)-
interpolating spatial fixed point does not sample hf
and hg at every value, so one cannot conclude that
A(hf , hg) = 0 and, indeed, this generally does not
hold. One can construct fixed point examples where
|A(hf , hg)| is of order ∆. As a general result we
have the following.
Theorem 6: Assume hf and hg have a (0, 1)-
interpolating fixed point for the spatially discrete
system. Then,
|A(hf , hg)| ≤ ∆‖ω‖∞ .
As indicated, regularity assumptions on hf , hg can
lead to stronger results. In this direction we have
the following.
Theorem 7 (C2 Discrete Fixed Point Bound):
Assume hf and hg are C2 and there exists an
(0, 1)-interpolating spatial fixed point for the
spatially discrete system. Then
|A(hf , hg)| ≤ 1
2
(‖h′′f‖∞ + ‖h′′g‖∞)‖ω‖2∞∆2
Proofs for the above are presented in appendix C.
Note that they do not require regularity on ω.
For discrete systems where gap conditions may
be difficult to verify we may require more general
results. Especially challenging are cases with an
infinite number of crossing points clustering near the
extremal ones. For such generic situations we have
the following spatially discrete version of Theorem
3.
Theorem 8 (General Discrete Convergence):
Let (hf , hg) be given as in Theorem 3, let ω be
regular, and assume f 0 ∈ Ψ(−∞,+∞) is given with
f 0(−∞) ≤ v′′ and f 0(+∞) ≥ v′. Then, for any
ǫ > 0, in system (3) with ∆ sufficiently small we
have for all x ∈ R
lim inf
t→∞
f t(x) ≥ v′ − ǫ lim inf
t→∞
gt(x) ≥ u′ − ǫ
lim sup
t→∞
f t(x) ≤ v′′ + ǫ lim sup
t→∞
gt(x) ≤ u′′ + ǫ .
The proof may be found in appendix F.
B. Termination
Finite length systems can be modeled by intro-
ducing spatial dependence into the definition hf
and/or hg. For example, in the LDPC-BEC case
termination corresponds to setting hf = 0 outside
some finite region. When A(hf , hg) > 0 and the
strictly positive gap condition holds we can apply
Theorem 1 to conclude that the infinite length
unterminated system has a wave-like solution that
converges point-wise to 0. Such a solution can often
be used to bound from above the solutions for
terminated cases to show that their solutions also
tend to 0. Alternatively, we can apply Theorem 3
to conclude that even if we remove the termination
after initialization the system will converge to 0.
Setting hf = 0 over some region reduces f
relative to the unterminated case making it more
difficult to obtain lower bounds for the terminated
case. It turns out for one-sided termination, however,
that an analogy can be drawn between the spatial
variation in hf and a global perturbation in hf that is
spatially invariant and which then allows application
of Theorem 1. Here we see a useful application of
discontinuous hf .
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1) One-sided Termination: Let us formally de-
fine the one-sided termination version of (3) to
be the system that follows (3) except that when
x < 0 we set f t(x) = 0 regardless of gt−1.
This is equivalent to redefining hf = hf (u; x)
to have spatial dependence so that when x < 0
we have hf (u; x) = 0 and for x ≥ 0 we have
hf (u; x) = hf (u) as before.
Since this system is not translation invariant, it
does not admit interpolating traveling wave-like so-
lutions. It does, however, admit interpolating spatial
fixed points.
Let us introduce the notation
Ha(x)
def
=

0 x < 0
a x = 0
1 x > 0
In some cases the value of a is immaterial and we
may drop the subscript from the notation.
Theorem 9 (Continuum Terminated Fixed Point):
Assume ω is regular. Let (hf , hg) ∈ Ψ2[0,1] and
assume that hg is continuous at 0 and that
φ(hf , hg; ·, ·) is uniquely minimized at (1, 1) (hence
A(hf , hg) < 0 but we do not assume that the
strictly positive gap condition holds). Then there
exists (0, 1)-interpolating f, g ∈ Ψ(−∞,+∞) that
form a fixed point of the one-sided termination of
(3).
Proof: Define hf(u; z) = hf (u) ∧ H(u − z)
(where a∧ b = min{a, b}) and choose z ∈ (0, 1) so
that A(hf (·; z), hg) = 0. We claim that (hf(·; z), hg)
satisfies the strictly positive gap condition.
Since A(hf (·; z), hg) = 0 we see that
χo(hf (·; z), hg) cannot be empty. Let (u, v) ∈
χo(hf (·; z), hg) then, since hg is continuous at
0, we have u ≥ z. If u = z then clearly
φ(hf(·; z), hg; u, v) =
∫ z
0
h−1g (u)du > 0, since hg is
continuous at 0. If u > z then (u, v) ∈ χo(hf , hg)
and it now follows from (8) that
φ(hf(·; z), hg; u, v) = φ(hf(·; z), hg; u, v)− A(hf(·; z), hg)
= φ(hf , hg; u, v)− A(hf , hg)
> 0.
By Theorem 1 there exists f, g ∈ Ψ[−∞,∞] that
form a (0, 1)-interpolating spatial fixed point (s =
0) for (3) with hf(·; z) replacing hf . It is easy to
see that there is some finite maximal y such that
f(x) = 0 for x < y. Translate f and g so that
y = 0 and it follows that the resulting f, g pair is a
fixed point of the one-sided termination version of
(3).
It is interesting to note in the above construction
that the fixed point solution has gω(0) = z and
f(0+) = hf(z+). Hence the value of the dis-
continuity at the boundary of the termination is
determined by the condition A = 0. In the case
where hg is not continuous at 0, i.e., hg(0+) > 0
we can construct a fixed point solution as above
with G(−∞) = hg(0+).
For the case A(hf , hg) ≥ 0 we have the follow-
ing.
Theorem 10 (Continuum Terminated Convergence):
Assume ω is regular. Let (hf , hg) ∈ Ψ2[0,1] and
assume that φ(hf , hg; u, v) > 0 for (u, v) 6= (0, 0).
Then f t → 0 for the one-sided termination of (3)
for any choice of f 0. If hf(x) > 0 and hg(x) > 0
on (0, 1] then f t → 0 also when φ(hf , hg; ·, ·) ≥ 0
and A(hf , hg) = 0.
The proof is presented in Appendix F.
We can, of course, also terminate the spatially
discrete versions of the system. Thus, consider the
one sided termination of (12) in which the equations
are modified so that we set f t(xi) = 0 if xi < 0,
which is equivalent to redefining hf to have spatial
dependence so that hf = 0 if xi < 0. We assume
that w is related to ω (for a continuum version)
as indicated in (11). For this case we have the
following quantitative result.
Theorem 11 (Discrete Fixed Point Positive Gap):
Assume ω is regular. Let (hf , hg) satisfy the
strictly positive gap condition and assume that
A(hf , hg) < −∆‖ω‖∞. Then there exists (0, 1)
interpolating f, g ∈ Ψ(−∞,+∞) that form a spatial
fixed point of the one-sided termination of (12).
Proof: Define hf (u; z) = hf (u) ∧ H1(u − z)
with z ∈ (0, 1) chosen sufficiently small so that
A(hf(·; z), hg) ≤ −∆‖ω‖∞. By Theorem 1 there
exists F ,G ∈ Ψ[−∞,∞] that form a spatial wave
solution for (3) with hf(·; z) replacing hf and
s ≤ −∆. By Theorem 4 we see that by setting
f 0(xi) = F(xi) in (12) (the non-terminated case)
we have f 1(xi) ≥ F(xi − (s + ∆)) ≥ F(xi). By
translation, we can assume that F(xi) = 0 for xi <
0. Now, the inequality f 1(xi) ≥ F(xi) also holds in
the one sided termination case since the values of
f 1(xi) are unchanged from the unterminated case
for xi ≥ 0. Thus, in the one-sided termination case
the sequence f t is monotonically non-decreasing
for each xi and must therefore have a limit f∞.
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If hf and hg are continuous then the pair f∞, g∞
constitute a fixed point of the one-sided termination
case. If hf and hg are not continuous then it is
possible that the pair f∞, g∞ does not constitute a
fixed point and that initializing with f∞ we obtain
another non-decreasing sequence. In general we can
use transfinite recursion together with monotonicity
in x to conclude the existence of a fixed point at
least as large point-wise as (f∞, g∞).
The previous result gives quantitative informa-
tion on the discrete approximation but it requires
the strictly positive gap assumption. The following
result, whose proof is in Appendix F, removes that
requirement at the cost of the quantitative bound.
Theorem 12 (Discrete Fixed Point General):
Assume ω is regular. Assume that φ(hf , hg; ·, ·) is
uniquely minimized at (1, 1) with A(hf , hg) < 0.
Then for all ∆ sufficiently small there exists
f, g ∈ Ψ(−∞,+∞) that form a spatial fixed
point of the one-sided termination of (12) with
lim∆→0 f(+∞) = 1.
For the case A(hf , hg) ≥ 0 we have the following
quantitative result.
Theorem 13 (Discrete Terminated Convergence):
Assume that ω is regular. Let (hf , hg) satisfy the
strictly positive gap condition and assume that
A(hf , hg) > ∆‖ω‖∞. Then f t → 0 for the
one-sided termination of (12) for any choice of f 0.
Proof: Theorem 5 gives f t → 0 in the unter-
minated case which clearly implies the same for the
terminated case.
2) Two-sided Termination: The two-sided termi-
nation of system (3) is defined by setting f t(x) = 0
for all x outside some finite region, say [0, Z] for all
t. This can be understood as a spatial dependence
of hf = hf(u; x) where hf (u; x) = 0 for x 6∈ [0, Z]
and hf (u; x) = hf(u) as before otherwise. This
system can be bounded from above by the one-sided
termination case. Thus, Theorem 10 and Theorem
13 (convergence to 0) apply equally well to the
two-sided terminated case. Theorem 11 (interpolat-
ing fixed point existence) on the other hand does
not immediately generalize, but a similar statement
holds.
Theorem 14 (Two Sided Continuum Fixed Point):
Assume that ω is regular. Let (hf , hg) satisfy the
strictly positive gap condition and let A(hf , hg) < 0.
Then, for any ǫ > 0, and for all Z sufficiently
large, there exists f, g that form a fixed point of the
two-sided termination of (3) such that f and g are
symmetric about Z
2
, monotonically non-decreasing
on (−∞, Z
2
] and have left and right limits at least
1− ǫ at Z
2
.
The proof is presented in appendix E.
We have also the following spatially discrete ver-
sion of the above, whose proof is also in appendix
E. In the discrete case the termination is taken to
hold for xi < 0 and xi > Z = L∆ where L is
an integer. Symmetry in the spatial dimension then
takes the form f(xi) = f(xL−i).
Theorem 15 (Two Sided Discrete Fixed Point with Gap):
Assume that ω is regular. Let (hf , hg) satisfy the
strictly positive gap condition and assume that
A(hf , hg) < −∆‖ω‖∞. Then, for any ǫ > 0,
and for all Z sufficiently large, there exists
F ,G that form a fixed point of the two-sided
termination of (12) such that F and G are spatially
symmetric, monotonically non-decreasing on
(−∞, 1
2
Z] and satisfy maxi{F(xi)} ≥ 1 − ǫ and
max{G(xi)} ≥ 1− ǫ.
We have also the following qualitative version
that relaxes the strictly positive gap condition and
whose proof is in appendix F.
Theorem 16 (Two Sided Discrete Fixed Point):
Assume that ω is regular. Let (hf , hg) be given
such that φ(hf , hg; ·, ·) is uniquely minimized at
(1, 1) and therefore A(hf , hg) < 0. Then, for
any ǫ > 0, and for all Z = L∆ sufficiently
large and ∆ sufficiently small, there exists
F ,G that form a fixed point of the two-sided
termination of (12) such that F and G are spatially
symmetric, monotonically non-decreasing on
(−∞, 1
2
Z) and satisfy maxi{F(xi)} ≥ 1 − ǫ and
maxi{G(xi)} ≥ 1− ǫ.
C. Sensitivity to Irregular Smoothing and other
Pathologies
In this section we illustrate by example some of
the subtlety that can arise with non-regular smooth-
ing kernels. We also show how non-uniqueness of
fixed point solutions can occur when the positive
gap condition is satisfied but the strictly positive
gap condition is not satisfied.
The following example shows that changing hf or
hg on a set of measure 0 can, for some choices of ω,
have a dramatic effect on the solution to (3). Assume
an averaging kernel ω that is positive everywhere on
R except on [−2, 2], where it equals 0. Consider
hf(u) = Ha(u− 1
2
) and hg(u) = Hb(u− 1
2
)
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where a and b are specified below. Let f(x) =
H(x), then we have we have fω(x) < 1
2
for
x ∈ (−∞,−2), fω(x) = 1
2
for x ∈ [−2, 2], and
fω(x) > 1
2
for x ∈ (2,∞) . Consider initializing
system (3) with f 0(x) = H(x). If a = b = 1
2
then
the solution is the fixed point
f t(x) = gt(x) =
1
2
(H1(x+ 2) +H0(x− 2)) .
If a = b = 1 then the solution is
f t(x) = H1(x+ 4t)
gt(x) = H1(x+ 4t+ 2) ,
and f t(x)→ 1. If a = b = 0 then the solution is
f t(x) = H0(x− 4t)
gt(x) = H0(x− 4t− 2) ,
and f t(x)→ 0. If a = 0 and b = 1 then the solution
is
f t(x) = H0(x)
gt(x) = H1(x− 2) ,
another fixed point.
To give a more general example, let f and g be
any functions in Ψ(−∞,+∞) that equal 0 on (−∞,−1)
and 1 on (1,+∞) then we have g + hg ◦ fω and
f + hf ◦gω. It follows that for all such f, g we have
h[f,gω] ≡ hf and h[g,fω] ≡ hg. (For an explanation
of notation please see section V-B.) Hence, it is
possible for some hf , hg to have many distinct
interpolating solutions that satisfy g + hg ◦ fω and
f + hf ◦ gω.
1) Non-Unique Solutions: Let ω = 1
2
1{|x|<1}.
and let f˜ and g˜ be any functions in Ψ(−∞,+∞) that
equal 0 on (−∞,−1) and 1 on (1,+∞) and take
values in (0, 1) on (−1, 1). Now consider
fa(x) =
1
2
(
f˜(x+ a) + f˜(x− a))
ga(x) =
1
2
(
g˜(x+ a) + g˜(x− a))
For all a > 3 we see that (h[fa,gωa ], h[ga,fωa ]) does not
depend on a and the given functions form a family
of spatial fixed points for the system. This gives an
example where system (1) exhibits multiple spatial
fixed point solutions. Note that (h[fa,gωa ], h[ga,fωa ])
does not satisfy the strictly positive gap condition
since φ(h[fa,gωa ], h[ga,fωa ];
1
2
, 1
2
) = 0.
III. EXAMPLES OF 1-D SYSTEMS
A. Binary Erasure Channel
Let us start by re-deriving a proof that for
transmission over the BEC regular spatially-coupled
ensembles achieve the MAP threshold of the un-
derlying ensemble. By keeping the rate fixed and
by increasing the degrees it then follows that one
can achieve capacity this way. This was first shown
in [6]. Given the current framework, this can be
accomplished in a few lines. Before we prove this
let us see a few more examples. We have already
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Fig. 4. EXIT charts for the (4, 8)-regular (left) and the (5, 10)-
regular (right) degree distributions and transmission over the BEC.
The respective coupled thresholds are ǫBPcoupled(4, 8) = 0.497741, and
ǫBPcoupled(5, 10) = 0.499486.
seen the corresponding EXIT charts for the (3, 6)-
regular case in Figure 2. Figure 4 shows two more
examples, namely the (4, 8)-regular as well as the
(5, 10)-regular case. Numerically, the thresholds are
ǫBP
coupled(3, 6) = 0.48814, ǫ
BP
coupled(4, 8) = 0.497741, and
ǫBP
coupled(5, 10) = 0.499486. As we see these thresholds
quickly approach the Shannon limit of one-half.
Consider now a degree distribution pair (λ, ρ).
The BP threshold of the uncoupled system is de-
termined by the maximum channel parameter ǫ so
that ǫλ(x) ≤ 1 − ρ−1(1 − x) for all x ∈ (0, 1].
Therefore, dividing both sides by λ(x) we get for
each x ∈ (0, 1] an upper bound on the BP threshold.
In other words, the BP threshold of the uncoupled
ensemble can be characterized as
ǫBP
uncoupled = inf
x∈(0,1]
1− ρ−1(1− x)
λ(x)
.
The limiting spatially coupled threshold (when L
and w tend to infinity) can be characterized in a
similar way. In this case the determining quantity is
the area enclosed by the curves. Therefore,
ǫBP
coupled = inf
x∈(0,1]
∫ x
0
1− ρ−1(1− u) du∫ x
0
λ(u)du
.
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In the case where the BP threshold equals 1
λ′(0)ρ′(1)
,
i.e., when the threshold equals the stability thresh-
old, then the spatially coupled threshold equals the
BP threshold.
In the regular case and in many other cases
ǫBP
coupled =
∫ x∗
0
1− ρ−1(1− u) du∫ x∗
0
λ(u)du
where x∗ corresponds to the forward BP fixed point
with channel parameter ǫ
coupled. In this case one can
check that the threshold is exactly equal to the area
threshold. Further, we already know that the area
threshold is an upper bound on the MAP threshold
of the underlying ensemble and we know that the
MAP threshold of the underlying system is equal to
the MAP threshold of the coupled system when L
tends to infinity. We therefore conclude that for all
such underlying ensembles where the area threshold
satisfies the strictly positive gap condition, the area
threshold equals the MAP threshold.
Our current framework can also be adapted to
more complicated cases. The following example is
from [24, Fig. 4.15]. Consider the degree distribu-
tion (λ(x) = 3x+3x2+14x50
20
, ρ(x) = x15). The left
picture in Figure 5 shows the BP EXIT curve of the
whole code. As one can see, the BP threshold of the
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Fig. 5. BP EXIT curves for the ensemble (λ(x) =
3x+3x2+14x50
20
, ρ(x) = x15) and transmission over the BEC. Left:
Determination of the BP threshold. Right: Determination of MAP
behavior as conjectured by the Maxwell construction.
uncoupled ensemble in this case is ǫBP
uncoup. = 0.3531
and the BP EXIT curve has a single jump.
The right picture shows the MAP EXIT curve
according to the Maxwell construction, see [25,
Section 3.20]. According to this construction, the
MAP EXIT curve has two jumps, namely at ǫ =
0.403174, the conjectured MAP threshold, and at
ǫ = 0.4855. These two thresholds are determined
by local balances of areas. This is in particular easy
to see for the threshold at ǫ = 0.4855, where the
two areas are quite large.
Let us now show that for the coupled ensemble
the Maxwell conjecture is indeed correct, i.e., we
show that the asymptotic (in the coupling length L)
BP EXIT curve for the spatially-coupled ensemble
indeed looks as shown in the right-hand side of
Figure 5. To show that the Maxwell conjecture is
also correct for the uncoupled system requires a
second step which we do not address here. This
second step consists in showing that the MAP
behavior of the uncoupled and coupled system is
identical and is typically accomplished by using the
so called “interpolation” technique.
The left picture in Figure 6 shows the individ-
ual EXIT curves according to our framework for
ǫ = 0.4855. For this channel parameter the two
EXIT curves cross four times, namely for u = 0,
u = 0.824784, u = 0.967733, and u = 0.999952.
Note that for this channel parameter the curves do
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Fig. 6. Confirmation of the Maxwell conjecture using the one-
dimensional framework of spatial coupling for the ensemble (λ(x) =
3x+3x2+14x50
20
, ρ(x) = x15) and transmission over the BEC. The two
inlets show in a magnified way the behavior of the curves inside the
two gray boxes.
not fulfill the positive gap condition since initially
the curve ǫλ(u) is above the curve 1 − ρ(1 − v).
Nevertheless we can use our formalism. Let us
explain the idea informally. Let us first check the
behavior of the system for ǫ = 0.4855. Let us shift
both curves and renormalize them in such a way
that first (from the left) non-trivial FP is mapped to
zero and the last FP (on the right) is mapped to one.
Then these curves do fulfill the our conditions and
our theory applies. This shows that once the channel
parameter has reached slightly below 0.4855, the
EXIT function drops as indicated in the righ-hand
side of Figure 5.
Now where we know what the curve looks like
above ǫ = 0.4855 we can look at the remaining
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part. The right picture in Figure 6 shows the in-
dividual EXIT curves according to our framework
for ǫ = 0.4032. Again, we can redefine our curves
above this parameter and reparametrize and then
they do fulfill the positive gap condition. So this
marks the second threshold. The inlet shows the
curve magnified by 1.5 and 15 respectively. From
this we see that the curves are quite well matched,
so the areas are not so easy to see.
B. Hard-Decision Decoding
Low-dimensional descriptions appear naturally
when we investigate the performance of quantized
decoders. The perhaps simplest case is the Gallager
decoder A, [26] (see [27] for an in-depth discus-
sion). All messages in this case are from {±1}. The
initial message sent out by the variable nodes is the
received message. At a check node, the outgoing
message is the product of the incoming messages.
At variable nodes, the outgoing message is the re-
ceived message unless all incoming messages agree,
in which case we forward this incoming message.
Let x(ℓ), ℓ ∈ N, be the state of the decoder,
namely the fraction of “−1”-messages sent out by
the variable nodes in iteration ℓ. We have x(0) = ǫ,
and for ℓ ≥ 1, the DE equations read
y(ℓ) =
1− ρ(1 − 2x(ℓ−1))
2
,
x(ℓ) = ǫ(1− λ(1− y(ℓ))) + (1− ǫ)λ(y(ℓ)).
Since the state of this system is a scalar, our theory
can be applied directly. Unfortunately, as discussed
in [28], for most (good) degree-distributions the
threshold under the Gallager A algorithm is deter-
mined by the behavior either at the very beginning
of the decoding process or at the very end. In neither
of those cases does spatial coupling improve the
threshold.
In more detail, consider Figure 7. The left pic-
ture shows the two EXIT functions for the (4, 8)-
regular ensemble under the Gallager algorithm A
and ǫGal A
uncoup = 0.0476. As one can see from this
picture, this is the threshold for the uncoupled
case. This threshold is determined by the stability
condition, i.e., the behavior of the decoder towards
the end of the decoding process. In other words,
the functions hg(v) and the inverse of hf(u) have
the same derivative at 0. If we increase the channel
parameter then the resulting EXIT curves no longer
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Fig. 7. Left: EXIT charts for the (4, 8)-regular degree distribution
under the Gallager algorithm A with ǫGal Auncoup = 0.0476. The curves
do not cross. The threshold is determined by the stability condition.
Right: EXIT charts for the (3, 6)-regular degree distribution under
the Gallager algorithm A with ǫGal Auncoup = 0.0395. The threshold is
determined by the behavior at the start of the algorithm.
fulfill the positive gap condition (since they cross
already at 0). This implies that the threshold of the
spatially coupled ensemble is the same as for the
uncoupled one.
The right picture in Figure 7 shows the two EXIT
functions for the (3, 6)-regular ensemble under the
Gallager algorithm A and ǫ = 0.0395, the threshold
for the uncoupled case. In this case the threshold
is determined by the behavior at the beginning of
the decoding process. As one can see from the
picture, there are two non-zero FPs. The “smaller”
one is unstable and the “larger” one is stable. If
the initial state of the system is below the small FP
then the decoder converges to 0, i.e., it succeeds.
But if it starts above the small FP, then the decoder
converges to the large and stable non-zero FP, i.e.,
it fails. As one can see from the picture, already
for the channel parameter which corresponds to the
threshold of the uncoupled these two EXIT curves
do not fulfill the positive gap condition – the total
area enclosed by the two curves is negative. And if
we increase the channel parameter, the area would
become even more negative. Hence, also in this case
spatial coupling does not help.
Let us therefore consider the Gallager algorithm
B, [26], [27]. As for the Gallager algorithm A,
all messages are from the set {±1}. The initial
message and the message-passing rule at the check
nodes are identical. But at variable nodes we have
a parameter b, an integer. If at least b of the
incoming messages agree, then we send this value,
otherwise we send the received value. This threshold
b can be a function of time. Initially the internal
messages are quite unreliable. Therefore, b should
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be chosen large in this stage (if we choose b to
be the degree of the node minus one we recover
the Gallager algorithm A). But as time goes on, the
internal messages become more and more reliable
and a simple majority of the internal nodes will be
appropriate. The DE equations for this case are
y(ℓ) =
1− ρ(1− 2x(ℓ−1))
2
,
x(ℓ) =(1− ǫ)
dl−1∑
k=b
(
dl − 1
k
)
(y(ℓ))k(1− y(ℓ))dl−1−k
+ ǫ
dl−1∑
dl−1−b
(
dl − 1
k
)
(y(ℓ))k(1− y(ℓ))dl−1−k.
Assume at first that we keep b constant over time.
Consider the (4, 10)-regular ensemble and choose
b = 3. The left picture in Figure 8 shows this
example for ǫGal B
uncoup = 0.02454. As we can see, this
is the largest channel parameter for which the two
curves do not cross, i.e., this is the threshold for
the uncoupled case. The right picture in Figure 8
shows the same example but for ǫGal Bcoup = 0.0333.
For this channel parameter the strictly positive gap
condition is fulfilled and the two areas are exactly
in balance, i.e., this is the threshold for the coupled
ensemble. We see that the increase in the threshold
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Fig. 8. Left: EXIT charts for the the (4, 10)-regular ensemble and the
Gallager algorithm B with b = 3 and ǫGal Buncoup = 0.02454. The curves
do not cross. Right: The same example but with ǫGal Bcoup = 0.0333. For
this channel parameter the positive gap condition is fulfilled and the
two areas are in balance. In both cases, the inlets show a magnified
version of the gray box.
is substantial for this case.
We can do even better if we allow b to vary as
a function of the state of the system. The optimum
choice of b as a function of the state x was already
determined by Gallager and we have
b(ǫ, x) =
⌈( log 1−ǫ
ǫ
log 1−x
x
+ (dr − 1)
)
/2
⌉
.
Assume that at any point we pick the optimum
b value. For the EXIT charts this corresponds to
looking at the minimum of the EXIT chart at the
variable node over all admissible values of b. If we
apply this to the (4, 10)-regular ensemble then we
get a threshold of ǫGal B,optcoup (4, 8) = 0.04085, another
marked improvement. As a second example, con-
sider the (6, 12)-regular ensemble. For this ensemble
no fixed-b decoding strategy improves the threshold
under spatial coupling compared to the uncoupled
case. But if we admit an optimization over b then
we get a substantially improved threshold, namely
the threshold is now ǫGal B,opt
coup (6, 12) = 0.0555. For
comparison, ǫGal B
uncoup(6, 12) = 0.0341.
Discussion: The optimum strategy assumes that
at the decoder we know at each iteration (at at each
position if we consider spatially coupled ensembles)
the current state of the system. Whether or not this
is realistic depends somewhat on the circumstances.
For very large codes the evolution of the state is well
predicted by DE and can hence be determined once
and for all. For smaller systems the evolution shows
more variation. One option is to measure e.g. the
number unsatisfied check nodes given the current
decisions and to estimate from this the state.
C. CDMA Demodulation
Spatially coupling has been applied to CDMA
demodulation in [11] and [12]. We will follow [11]
in our exposition.
The basic (real, uncoded) CDMA transmission
model is
y =
K∑
k=1
dkak + σn
where there are K = αN users, each transmitting
a single bit dk = ±1 using random spreading
sequence ak of unit energy and length N , and n is a
vector of length N of independent N(0, 1) random
variables (for further details see [11]).
In [29] statistical mechanical methods were used
to analyze randomly spread synchronous CDMA
detectors over the additive white Gaussian noise
channel. The non-rigorous replica method was used
to predict the asymptotic (in system size) perfor-
mance of various detectors. In this setting the solu-
tion states that the symbol-wise marginal-posterior-
mode detector in the large K and N limit (with
α = K/N held fixed) has posterior probabilities
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with signal to interference ratio (1/z) satisfying the
equation
z = σ2 + αE
(
1− tanh
(1
z
+
√
1
z
ξ
))2
(14)
where the expectation is over ξ ∼ N(0, 1). Here z
represents the variance of the posterior equivalent
Gaussian channel dk +
√
zn.
For α < αcrit ≃ 1.49 (numerically determined)
this equation has single solution (including the case
z = 0 for σ2 = 0.) For α ≥ αcrit it is observed
that the equation has one, two, or three solutions
depending on σ2.
In [11], a message passing scheme was devel-
oped such that the associated density evolution
gives rise to (14) as a fixed point equation. The
scheme requires a modification of the transmission
setup which we will now describe. First consider
repeating each bit M times so dkak is simply
rewritten as 1
M
∑M
m=1 dk,mak where dk,m = dk.
Now, take l = 1, 2, ..., L instances (e.g. successive
transmissions) of this system, so we write dk,m,l, and
permute indices so that the lth signal for user k is
1√
M
∑M
m=1 dk,πk(m,l)ak where πk is a (randomizing)
permutation on [M ]×[L]. Note the change in scaling
with respect to M due to non-coherent addition of
the bit values. (This may require L ≫ M and/or
some constraint on πk.) The received signal for
instance l is now given by
yl =
K∑
k=1
1√
M
M∑
m=1
dkπk(m,l)ak + σn
In [11] belief propagation is applied to this setup
and the analysis leads to the density evolution fixed
point equation (14).
The DE system can be expressed in our frame-
work as follows. Define Ψ : [0,∞]→ [0, 1].
Ψ(z) = E(1 − tanh (z +√zξ))2
where ξ ∼ N(0, 1). Now, further define
hf(u) = αΨ(u) + σ
2
hg(v) = 1/v
where, we note, hf (u) ∈ [σ2, σ2 + α]. The fixed
point equation (14) can now be written
z = hf (hg(z)) .
The function hf corresponds to updating the LLRs
of the bits taking into account the repetition of
the bits and the function hg corresponds to a soft
cancellation step. In each case the resulting message
LLR values are (symmetric) Gaussian distributed
and the density evolution update corresponds to the
input-output map of the effective variances of the
equivalent AWGN channel. The iterations can be
initialized with z = ∞ although a single iteration
will reduce it to σ2 + α.
The DE corresponding to the message passing
decoder will converge to the solution of (14) having
the largest magnitude. Hence for α ≥ αcrit the BP
decoder will not generally achieve optimal perfor-
mance.
In [11] the authors further modify the scheme to
introduce spatial coupling. The basic construction
uses a chain of instances of the above system and
couples them by exchanging bits between neighbor-
ing instances
The spatially coupled version of (14) (corre-
sponding to local uniform coupling of width W )
appearing in [11] reads
zti = σ
2 +
α
2W + 1
W∑
j=−W
Ψ
( 1
2W + 1
W∑
l=−W
1
zt+j+li−1
)
=
1
2W + 1
W∑
j=−W
(
σ2 + αΨ
( 1
2W + 1
W∑
l=−W
1
zt+j+li−1
))
.
Termination is accomplished by setting bits outside
some finite region of the chain to be known which
in effect sets z to 0.
We are now in the regime where our results may
be applied. We will discuss only the continuum case
and we assume the non-trivial conditions, i.e. we
assume α large enough and σ2 small enough so that
there a three fixed point solutions to DE equations.
Let z2 = v2 = 1/u2 be the smallest solution and let
z1 = v1 = 1/u1 be the largest solution (the solution
found by DE for the component system). Let us first
consider the case σ2 > 0 where z1 and z2 are nec-
essarily finite and the component DE is essentially
confined to the region [σ2, σ2+α]×[(σ2+α)−1, σ−2].
To make closer contact with our framework it is
helpful to make a change of variables. Let u¯ > 1
σ2
be a large value and define u′ = u¯− u and v′ = v.
Consider
h˜f(u
′) = αΨ(u¯− u′) + σ2
h˜g(v
′) = u¯− 1/v′
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In this equivalent formulation of the system h˜f and
h˜g are increasing and the extreme fixed points are
(u′i, v
′
i) = (u¯− ui, vi) for i = 1, 2. Slightly abusing
notation, let us identify the potential φ(hf , hg; u, v)
with φ(h˜f , h˜g; u′1, v′1). Then we have
φ(hf , hg; u1, v1)− φ(hf , hg; u2, v2)
= φ(h˜f , h˜g; u
′
1, v
′
1)− φ(h˜f , h˜g; u′2, v′2)
=
∫ u′
1
u′
2
h˜−1g (u
′)− h˜f (u′) du′
=
∫ u′1
u′
2
1
u¯− u′ − h˜f (u
′) du′
=
∫ u2
u1
(1
u
− hf(u)
)
du
=
∫ 1/z2
1/z1
(1
u
− hf (u)
)
du
Hence the potential φ is uniquely minimized at
(u2, v2) when∫ 1/z2
1/z1
(1
u
− hf(u)
)
du > 0 .
If, under this condition, we initialize the un-
terminated continuum system with f 0 such that
f 0(−∞) ≤ z2 and f 0(+∞) ≥ z2 then we can now
conclude from Theorem 3 that f t(x) → z2 for all
x. For the terminated case the limiting solution can
be only smaller.
The case σ2 = 0 (z2 = 0) is special because hg(v)
is unbounded in this case. We can easily handle this
case by degrading the system slightly by replacing
h˜f with h˜f ∧1/u¯. That is, we limit hf to be at least
1/u¯, effectively saturating hg at u¯. Assuming u¯ large
enough the maximal fixed point of the modified
system is at (u¯, αΨ(u¯)) (where Ψ(u¯) ≪ 1/u¯.) For
u¯ large enough we have∫ u¯
u1
(1
u
− hf (u)
)
du > 0 .
If we initialize the unterminated continuum system
with f 0 such that f 0(−∞) = 0 then, applying
Theorem 3, the limit will be the constant function
f(x) = 1/u¯. Since u¯ is arbitrarily large we see that
the unmodified system converges to f(x) = 0. This
was the main claim in [11]. The case σ2 > 0 was
treated more recently in [30].
D. Compressed Sensing
In a typical compressed sensing scenario one
observes a “sparse” vector x through a underdeter-
mined linear system as
y = Ax+ n .
where n is an additive noise vector. The matrix A
is m × n typically with m ≪ n where δ = m/n
is termed the undersampling ratio. The vector x
is constrained to be sparse, or, alternatively, to
have entries distributed according to a distribution
pX with small Re´nyi information dimension [31].
In the setup we consider here the entries of A
are independently sampled zero mean Gaussians
random variables. Letting V denote the m× n all-
1 matrix, the variances of the entries of A are
component-wise given by 1
m
V so that columns of
A have (approximately and in expectation) unit L2
norm. The problem is to estimate x from knowledge
of y and A. Here we also assume knowledge of pX .
The problem can be scaled up by letting n and m
tend to infinity while keeping δ fixed. Asymptotic
performance is characterized in terms of the large
system limit.
One can associate a bipartite graph to A in
which one set of nodes corresponds to the columns
(and the entries of x) and the other set of nodes
corresponds to the rows (and the entries of y). The
graphical representation suggests the use of message
passing algorithms for this problem and they have
indeed been proposed and studied, see [15] and
references therein. In [15] a reduced complexity
variation, AMP (Approximate Message Passing),
is developed in which there are only n or m
distinct messages, depending on the direction. An
additional term, the so-called Onsager reaction term,
is brought into the algorithm to compensate of the
feedback inherent in AMP (due to the violation of
the extrinsic information principle and the dense-
ness of the graph). In [15] an analysis of AMP
is given that leads in the large system limit to
an iterative function system called state evolution,
which is analogous to density evolution. The large
system limit analysis is quite different from the
usual density evolution analysis in that, rather than
relying on sparseness and tree-like limits, the state
evolution analysis relies on the central limit theorem
and the fact that contributions from single edges are
asymptotically negligible. In the large system limit,
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messages (or their errors) in the AMP algorithm are
normally distributed (this is the important conse-
quence of the including the Onsager reaction term)
and state evolution captures the variance (SNR)
associated to the messages. For our current setup: a
m× n sensing matrix with independent 1√
m
N(0, 1)
Gaussian entries and known pX , the state evolution
equations take the form [16]
zt+1 = σ
2 +
1
δ
mmse(z−1t )
where z is the estimation error variance. In this
expression
mmse(s) = E(X − E(X | Y ))2
is the minimum mean square error of an estimator
of X given Y where X is distributed as pX and
Y =
√
sX+Z where Z is N(0, 1) and independent
of X. The main aspects of mmse that are relevant
here are
D¯pX
def
= lim sup
s→∞
smmse(s), DpX
def
= lim inf
s→∞
smmse(s)
and the closely related quantity
d¯pX
def
= lim sup
ℓ→∞
H⌊ℓX⌋
log ℓ
where H denotes the Shannon entropy and ⌊·⌋check
is the integer-valued floor function. The quantity
D¯pX is termed the mmse dimension [31] and d¯pX is
the upper information dimension [31] of pX . Under
some regularity conditions one has d¯pX = D¯pX .
Further, under some mild regularity condition on
pX we have
lim sup
s→∞
1
log(s)
∫ s
0
mmse(u)du = d¯pX (15)
(see [16][Prop. 7.15]).
Spatial coupling can be introduced by imposing
additional structure on A. Let us first consider a
collection of parallel systems. Thus, let A˜ be a
doubly infinite array of m × n matrices in con-
sisting of i.i.d. Gaussian samples with entry-wise
variance matrix 1
m
V. The variance matrix associated
to matrix A˜ is V˜ with V˜i,i = 1mV and V˜i,j = 0 for
i 6= j. Spatial coupling is achieved by setting Vi,j =
wi−j 1mV. Termination can be effected by providing
additional measurements for variables associated to
the termination. Spatially coupled constructions of
this type and resulting performance improvements
were first presented in [14]. The analytical results
on information theoretic optimal performance that
we reproduce here were presented in [16].
The spatially coupled system can be understood
within our framework as having the following exit
functions.
hf (u) = σ
2 +
1
δ
mmse(u)
hg(v) = 1/v
We see that the form is very similar to the CDMA
detection case and we assume a definition of φ
in an analgous fashion. The behavior of mmse is
potentially more complicated then that of Ψ but the
basic analysis is similar. Assuming Epx(X2) < ∞
we have mmse is bounded above and so hf(u) is
bounded. There is a crossing point (u1, v1) where
u1 is minimal and v1 is maximal. It is easy to see
that we have the bound u1 ≥ δE(X2) since hf is
decreasing in u and hf (0) = 1δE(X
2).
We can now easily recover the main results in
[16]. Consider first the noiseless case σ2 = 0. The
FP of interest in the component system above occurs
at (∞, 0). If d¯pX < δ then we have by (15)∫ ∞
u1
(1
u
− 1
δ
mmse(u)
)
du =∞ .
The spatially coupled system with f(x) initialized to
0 for x ≤ 0 then converges to f(x) = 0. (The mmse
error, f, converges to 0.) Some simple adjustment
of our arguments, as in the CDMA case, are needed
to handle this unbounded case.
Consider now σ2 > 0. As in the CDMA case we
can write
φ(hf , hg; u1, v1)− φ(hf , hg; u, hf(u))
=
∫ u
u1
( 1
u′
− (σ2 + 1
δ
mmse(u′)
)
du′
= log(u/u1)− σ2(u− u1)− 1
δ
∫ u
u1
mmse(u)du .
It is clear that for any z and all σ2 > 0
φ(hf , hg; u, hf(u)) is bounded below for u ≤ z.
Assuming d¯pX < δ and σ2 small enough then
φ(hf , hg; u, hf(u)) will be minimized for some u >
z. It follows that for the spatially coupled system
arbitrarily small error can be achieved.
Let (u∗(σ2), v∗(σ2)) denotes the crossing point
with maximal u and minimal v. Assume the stronger
condition that D¯pX < δ then for all σ2 small enough
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we have (u∗(σ2), v∗(σ2)) minimizes φ(hf , hg). Fur-
thermore it follows that 1− δ−1D¯pX . σ2u∗(σ2) .
1−δ−1DpX . In this case it follows that the untermi-
nated spatially coupled system (suitably initialized)
will converge to this minimal crossing point.
IV. HIGHER-DIMENSIONAL SYSTEMS AND THE
GAUSSIAN APPROXIMATION
We have discussed in the previous section several
scenarios where the state of the system is one di-
mensional and the developed theory can be applied
directly and gives precise predictions on the thresh-
old of coupled systems. But we can considerably
expand the field of applications if we are con-
tent with approximations. For uncoupled systems a
good example is the use of EXIT functions. EXIT
functions are equivalent to DE for the case of the
BEC, where the state is indeed one dimensional. For
transmission over general BMS channels they are no
longer exact but they are very useful engineering
tools which give accurate predictions and valuable
insight into the behavior of the system.
The idea of EXIT functions is to replace the
unknown message densities appearing in DE by
Gaussian densities. If one assumes that the densities
are symmetric (all densities appearing in DE are
symmetric) then each Gaussian density has only
a single degree of freedom and we are back to a
one-dimensional system. Clearly, the same approach
can be applied to coupled systems. Let us now
discuss several concrete examples. We start with
transmission over general BMS channels.
A. Coding and Transmission over General Chan-
nels
As we have just discussed, for transmission over
general BMS channels it is natural to use EXIT
charts as a one-dimensional approximation of the
DE process [32], [33], [34], [35]. This strategy has
been used successfully in a wide array of settings
to approximately predict the performance of the
BP decoder. As we have seen, whereas for the BP
decoder the criterion of success is that the two
EXIT curves do not overlap, for the performance of
spatially coupled systems the criterion is the positive
gap condition and the area condition.
We demonstrate the basic technique by consider-
ing the simple setting of point-to-point transmission
using irregular LDPC ensembles. It is understood
that the same ideas can be applied to any of the
many other scenarios where EXIT charts have been
used to predict the performance of the BP decoder
of uncoupled systems.
In the sequel, let ψ(m) denote the function which
gives the entropy of a symmetric Gaussian of mean
m (and therefore standard variation σ =
√
2/m).
Although there is no elementary expression for this
function, there are a variety of efficient numerical
methods to determine its value, see [25].
Define the two functions
hg(v) = 1−
∑
i
ρiψ
(
(i− 1)ψ−1(1− v)),
hf (u) =
∑
i
λiψ
(
(i− 1)ψ−1(u) + ψ−1(c)).
Note that hg(v) describes the entropy at the output
of a check node assuming that the input entropy is
equal to v and hf (u) describes the entropy at the
output of a variable node assuming that the input
entropy is equal to u and that the entropy of the
channel is c. Both of these functions are computed
under the assumption that all incoming densities
are symmetric Gaussians (with the corresponding
entropy). In addition, for the computation of the
function hg(v) we have used the so-called “dual”
approximation, see [25, p. 236].
Fig. 9 plots the EXIT charts for the (3, 6)-regular
ensemble and transmission over the BAWGNC. The
plot on the left shows the determination of the BP
threshold for the uncoupled system according to the
EXIT chart paradigm. The threshold is determined
by the largest channel parameter so that the two
curves do not cross. This parameter is equal to
h
BP,EXIT = 0.42915. Note that according to DE the BP
threshold is equal to hBP = 0.4293, see [25, Table
4.115 ], a good match.
The plot on the right show the determination of
the BP threshold for the coupled ensemble accord-
ing to the positive gap condition. Since for this case
we only have a single nontrivial FP, this threshold
is given by the maximum channel entropy so that
the gap for the largest FP is equal to 0. This means,
that for this channel parameter the “white” and the
“dark gray” area are equally large. This parameter
is equal to hBP,EXITcoupled = 0.4758. Note that according to
DE, the BP threshold of the coupled system is equal
to hBP
coupled = 0.4794, see [10, Table II], again a good
match.
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Fig. 9. Left: Determination of the BP threshold according to the
EXIT chart paradigm for the (3, 6)-regular ensemble and transmission
over the BAWGNC. The two curves are shown for hBP,EXIT =
0.42915. As one can see from this picture, the two curves touch but
do not cross. Right: Determination of the BP threshold for the coupled
ensemble according to the EXIT chart paradigm and the positive gap
condition. The two curves are shown for hBP,EXITcoupled = 0.4758. For this
parameter the “white” and the “dark gray” area are in balance.
B. Min-Sum Decoder
As a second application let us consider the min-
sum decoder. The message-passing rule at the vari-
able nodes is identical to the one used for the BP
decoder. But at a check nodes the rule differs – for
the min-sum decoder the sign of the output is the
product of the signs of the incoming messages (just
like for the BP decoder) but the absolute value of the
outgoing message is the minimum of the absolute
values of the incoming messages.
For, e.g., the (3, 6)-regular ensemble DE predicts
a min-sum decoding threshold on the BAWGNC of
h
MinSum
uncoup = 0.381787, [36]. For the coupled case this
threshold jumps to hMinSum
coupled = 0.429.
4
In order to derive a one-dimensional represen-
tation of DE , we restrict the class of densities
to symmetric Gaussians. Of course, this introduces
some error. Contrary to BP decoding, the messages
appearing in the min-sum decoding are not in gen-
eral symmetric (and neither are they Gaussian).
The DE rule at variable nodes is identical to the
one used when we modeled the BP decoder. The DE
rule for the check nodes is more difficult to model
but it is easy to compute numerically.
Rather than plotting EXIT charts using entropy,
we use the error as our basic parameter. There
are two reasons for this choice. First, our one-
4Strictly speaking it is not known that min-sum has a threshold,
i.e., that there exists a channel parameter so that for all better channels
the decoder converges with high probability in the large system limit
and that for all worse channels it does not. Nevertheless, one can
numerically compute “thresholds” and check empirically that indeed
they behave in the expected way.
dimensional theory does not depend on the choice
of parameters and so it is instructive see an example
which uses a parameter other than entropy. Second,
the min-sum decoder is inherently invariant to a
scaling, whereas entropy is quite sensitive to such a
scaling. Error probability on the other hand is also
invariant to scaling.
Figure 10 shows the predictions we get by ap-
plying our one-dimensional model. The predicted
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Fig. 10. Left: Determination of the MinSum threshold according
to the EXIT chart paradigm for the (3, 6)-regular ensemble and
transmission over the BAWGNC. The two curves are shown for
h
BP,EXIT = 0.401. As one can see from this picture, the two curves
touch but do not cross. Right: Determination of the MinSum threshold
for the coupled ensemble according to the EXIT chart paradigm
and the positive gap condition. The two curves are shown for
h
MinSum,EXIT
coupled = 0.436. For this parameter the “white” and the “dark
gray” area are in balance.
thresholds are hMinSum,EXIT
uncoup = 0.401, h
MinSum,EXIT
coupled = 0.436.
These predictions are less accurate than the equiv-
alent predictions for the BP decoder. Most likely
this is due to the lack of symmetry of the min-
sum decoder. But the predictions still show the right
qualitative behavior.
V. ANALYSIS AND PROOFS
A. Outline
In this section we present the analysis that leads
to the proof of existence of wave-like solutions
to the spatially coupled system. In section V-B
we introduce some notation and some elementary
results. In section V-C we give a more genearlized
characterization of solutions to (3). In general a pair
of functions can be consistent with the fixed point
equations without being a solution of the recursion
and we will refer to such pairs as consistent solu-
tions. The distinction between consistent solutions
and proper solutions can arise only in the case of
discontinuous exit functions. It is relatively easy
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given an interpolating pair (f, g) to give exit func-
tions for which the pair are a consistent spatial fixed
point. We use this connection to obtain necessary
conditions on spatial fixed points associated to exit
functions. In section V-D, we present a fundamental
technical result that integates spatial fixed points to
recover local evaluation of φ in the spatial fixed
point. This result easily shows the necessity of the
positive gap condition. In section V-E we provide
some upper and lower bounds the translation speed
of wave-like solutions. This along with results in
sections V-F and V-G, which, respectively, look at
properties of the component potential function under
iteration and compactness properties of solution
spaces to (3) form the foundation for the existence
proofs. In section V-H we present a formulation of
(3) in terms of inverse functions. This formulation
underlies the existence proof for the piecewise con-
stant case, which is presented in Section V-I. The
proof uses a method of continuation in which we
obtain the desired spatial fixed point as the solution
of a differential equation. This basic results is ex-
tended to show the existence of consistent spatial
waves under the strictly positive gap condition in
Section V-J. Finally, in Section V-K we show that
proper solutions of the recursion can be obtain.
B. Notation
In the analysis we allow discontinuous update
(EXIT) functions. This is not merely for generality
but also for modeling of termination and to allow
discontinuous perturbations. We will require some
notation for dealing with this.
Given a monotonically non-decreasing function f
we write
v + f(u)
to mean v ∈ [f(u−), f(u+)]. Given g ∈ Ψ(−∞,+∞),
continuous f ∈ Ψ(−∞,+∞), and h ∈ Ψ[0,1], we write
g + h ◦ f
to mean g(x) + h(f(x)), for all x ∈ R. We write
g = h ◦ f
to mean g(x) = h(f(x)) for all x. In some contexts
we may have equality holding up to a set of x of
measure 0. To distinguish this we write
g ≡ h ◦ f
to mean g(x) = h(f(x)) for all x up to a set
of measure 0. Note that modifying g on a set of
measure 0 has no impact on gω so there is little
significant difference between ≡ and = in this case.
We use ≡ generally to indicate equality up to sets
of measure 0.
Given a real number s we use the notation gω,s
to denote the reverse shift of gω by s, i.e.,
gω,s(x) = gω(x+ s)
and gω,sx (x) do denote ddxg
ω,s(x). Ultimately we
are interested in interpolating functions such that
g = hg ◦ fω , and f = hf ◦ gω,s , since this
represents a wave-like solution to system 3. The
mathematical arguments, however, sometimes only
guarantee functions consistent with the equations,
i.e., such that g + hg ◦ fω , and f + hf ◦ gω,s .
An important role is played by the area bound
between the EXIT functions. We introduce some
notation to characterize that area. Let
G+(hf , hg)
def
={(u, v) : v > hf(u+) and u > hg(v+)}
and
G−(hf , hg)
def
={(u, v) : v < hf(u−) and u < hg(v−)}.
Then, by (8) for example,
A(hf , hg) = µ(G
+)− µ(G−) (16)
where µ(G) denotes the 2-D Lebesgue measure of
G.
Lemma 7: Let (hf , hg) ∈ Ψ2[0,1] satisfy the
strictly positive gap condition. Then µ(G+) > 0
and µ(G−) > 0.
Proof: If the strictly positive gap condition
is satisfied then there exists (u∗, v∗) ∈ χo(hf , hg)
with φ(hf , hg; u∗, v∗) > max{0, A(hf , hg)}. Let
R = [0, u∗]× [0, v∗]. Now, it follows from (8) that
φ(hf , hg; u
∗, v∗) = µ(G+ ∩R)− µ(G− ∩R)
hence µ(G+ ∩ R) > max{0, A(hf , hg)} and it
follows from (16) that µ(G−) > 0.
C. Converse of Spatial Fixed Points and Waves
Although is typically difficult to analytically de-
termine an interpolating spatial fixed point solution
(f, g) for a given pair (hg, hf ), the reverse deter-
mination is relatively straightforward. In particular,
given a putative (0, 1)-interpolating spatial fixed
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point (f, g) the corresponding (hf , hg) is essen-
tially determined by the requirement that g(x) +
hg(f
ω(x)) and f(x) + hf(gω(x)). The trace of
the parametric curve (gω(x), f(x)) is essentially a
subset of the graph of hf and if f and g are (0, 1)-
interpolating then hf is essentially deteremined.
Some degeneracy is possible if, for example, gω is
constant over some interval on which f varies. In
such a case hf is necessarily discontinuous. Even
in this degenerate case, however, the equivalence
class of hf is uniquely determined. Thus, given
(0, 1)-interpolating f and g where g is continuous,
we define h[f,g] to be any element of the uniquely
determined equivalence class such that
f + h[f,g] ◦ g .
(A simple argument shows that the equivalence
class is indeed uniquely determined.) In general, if
f and g are not (0, 1)-interpolating, then we still
consider h[f,g] to be defined on [g(−∞), g(+∞)] and
the inverse to be defined on [f(−∞), f(+∞)].
If (f, g) is a (0, 1)-interpolating spatial fixed point
solution to (3) then we have h[f,gω] ≡ hf and
h[g,fω] ≡ hg. In the reverse direction, h[f,gω ] ≡ hf
and h[g,fω] ≡ hg implies, and, (assuming f and g
are (0, 1)-interpolating) is in fact equivalent to,
g + hg ◦ fω, f + hf ◦ gω (17)
but does not in general imply the stronger condition
g ≡ hg ◦ fω, f ≡ hf ◦ gω . (18)
If hf and hg are continuous then this equivalence,
and in fact equality, is implied.
D. Interpolating spatial fixed point integration.
Consider a (0, 1)-interpolating spatial fixed point
(f, g). Then, at v = fω(x1) the integral
∫ v
0
hg can
be expressed as∫ v
0
hg(z)dz =
∫ x1
−∞
g(x)
( d
dx
fω(x)
)
dx =
∫ x1
−∞
g(x)dfω(x) .
Similarly, since g(x1+) = hg(fω(x1)+)∫ g(x1+)
0
h−1g (u)du =
∫ x1+
−∞
fω(x)dg(x)
and since f(x2+) = hf(gω(x2)+)∫ f(x2+)
0
h−1f (z)dz =
∫ x2+
−∞
gω(x)df(x) .
The product rule of calculus reads g(x)df(x) +
f(x)dg(x) = d(g(x)f(x)) and, were it not for the
spatial smoothing, this would solve directly the sum
of the above two integrals in terms of the product
g(x)f(x). By properly handling the spatial smooth-
ing we can accomplish something similar, and the
result is presented in Lemma 8. We find a succinct
formula for the evaluation of φ(hf , hg; g(x1), f(x2))
that is local in its dependence on f and g. This
formula captures valuable information concerning
the (0, 1)-interpolating spatial fixed point solution
and its relation to φ.
Given (f, g) ∈ Ψ2(−∞,+∞) and an even averaging
kernel ω we define
ξΦ(ω; f, g; x1, x2)
def
= (fω(x1)− f(x2+))(gω(x2)− g(x1+))
+ ξφ(ω; f, g; x1, x2) (19)
where
ξφ(ω; f, g; x1, x2)
def
=∫∫
dg(y)df(x)(1T1Ω(x− y) + 1T2Ω(y − x))
where
T1 = {(x, y) : x ≤ x2, y > x1}
and
T2 = {(x, y) : x > x2, y ≤ x1}.
Note that in (x, y) ∈ T1 implies x − y < x2 − x1
and (x, y) ∈ T2 implies y − x < x1 − x2. Since
Ω(z) = 0 for z < −W we see that the expression
is local up to W. The integrand has positive support
only in the region |x − y| < W and T1 and T2 are
each quadrants with vertex at (x2, x1). Note that ξφ
is non-negative.
Note that if g is discontinuous at x1 then
ξφ(ω; f, g; x1, x2) is discontinuous at x1, and sim-
ilarly for f at x2. However, ξΦ(ω; f, g; x1, x2) is
continuous in x1 and x2 as can be verified directly.
Lemma 8 (Spatial fixed point integration): Let
f, g ∈ Ψ(−∞,+∞) satisfies
g + hg ◦ fω, f + hf ◦ gω
where ω is an even averaging kernel, then∫ g(x1+)
g(−∞)
h−1g (u)du+
∫ f(x2+)
f(−∞)
h−1f (v)dv
− f(x2+)g(x1+) + f(−∞)g(−∞)
= ξφ(ω; f, g; x1, x2)
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for all x1 and x2.
The proof of this key lemma can be found in
appendix A.
There are many important consequences of this
result. One fundamental consequence of Lemma 8
is that if f, g ∈ Ψ(−∞,+∞) satisfies (17) then
φ(hf , hg; g(x1+), f(x2+))− φ(hf , hg; g(−∞), f(−∞))
=ξφ(ω; f, g; x1, x2)
(20)
and
Φ(hf , hg; g
ω(x2), f
ω(x1))− Φ(hf , hg; gω(−∞), fω(−∞))
=ξΦ(ω; f, g; x1, x2)
for all x1 and x2. Note that ξφ and ξΦ are local
in the sense that if ω is finitely supported then
the functionals above depend on the interpolating
spatial fixed point solution only in a finite neighbor-
hood of the interval between x1 and x2. Thus, an
intepolating spatial fixed point carries information
about φ locally.
Lemma 9 (Necessity of Positive Gap for FP):
Let (f, g) be (0, 1)-interpolating functions satsifying
g + hg ◦ fω, f + hf ◦ gω (21)
where ω is an averaging kernel. Then (hf , hg) sat-
isfies the positive gap condition and A(hf , hg) = 0.
Proof: First note that φ(hf , hf ; 0, 0) = 0.
Since ξφ(ω; f, g; x1, x2) ≥ 0 for all x1, x2 we see
from Lemma 8 (and Lemma 4 for the discon-
tinuous case) that φ(h[f,gω], h[g,fω]; u, v) ≥ 0 for
all (u, v) ∈ [0, 1]2. Letting x1, x2 → ∞ we see
ξφ(ω; f, g; x1, x2)→ 0 and we obtain A(hf , hg) = 0
from (20).
Lemma 10 (Partial Positive Gap for Waves):
Let (f, g) be (0, 1)-interpolating functions satsifying
g + hg ◦ fω, f + hf ◦ gω,s (22)
where ω is an averaging kernel and s is real. Then
φ(hf , hg; ·, ·) ≥ min{0, A(hf , hg)}
and
|φ(hf , hg; u, v)−φ(h[f,gω], h[g,fω]; u, v)| ≤ |A(hf , hg)| .
Proof: We have hf ≡ h[f,gω,s] and hg ≡ h[g,fω]
and
φ(h[f,gω,s], h[g,fω]; u, v)− φ(h[f,gω], h[g,fω]; u, v)
=
∫ v
0
(h−1[f,gω,s](v
′)− h−1[f,gω](v′))dv′ ,
which is easily seen to be monotonic in v (with
direction depending on s) and independent of u. At
(u, v) = (0, 0) it evaluates to 0 and at (1, 1) it eval-
uates to A(h[f,gω,s], h[g,fω]) since A(h[f,gω ], h[g,fω]) =
0 by Lemma 9.
1) Fixed Point Potential Bounds: Lemma 8 pro-
vides information on the local structure of fixed
point solutions and relates it to the value of the
potential function for the component systems. In
particular we can extract information on the spatial
transition between the two underlying component
fixed points. More specifically, flatness of the spatial
fixed point implies a relatively low potential value.
Let us introduce the notation
∆Lf(x) = f((x+ L)−)− f((x− L)+)
and the recall the definition Ω(−L) =∫ −L
−∞ ω(x)dx =
∫∞
L
ω(x)dx
Lemma 11: Let f, g be functions in Ψ(−∞,+∞).
For any L > 0 the following inequalities hold
ξφ(ω, f, g; x, x) ≤ ∆Lf(x)∆Lg(x) + Ω(−L)
|fω(x)− f(x)| ≤ ∆Lf(x) + Ω(−L)
and for (0, 1)-interpolating f, g ∈ Ψ(−∞,+∞) we
have
φ(h[f,gω], h[g,fω]; g(x), f(x)) ≤ ∆Lf(x)∆Lg(x) + Ω(−L)
φ(h[f,gω], h[g,fω]; g
ω(x), f(x)) ≤ 2∆Lg(x) + 2Ω(−L)
φ(h[f,gω], h[g,fω]; g(x), f
ω(x)) ≤ 2∆Lf(x) + 2Ω(−L)
φ(h[f,gω], h[g,fω]; g
ω(x), fω(x)) ≤ 2∆Lf(x) + 2∆Lg(x) + 3Ω(−L)
The Lemma is proved in appendix B.
2) Transition length.: In this section our aim
is to show that fixed point solutions arising from
systems satisfying the strictly positive gap condition
have bounded transition regions. We show that the
transition of solutions from one value to another is
confined to a region whose width can be bound from
above using properties of φ
Lemma 12: Let f, g be (0, 1)-interpolating func-
tions satisfying (17). Let 0 < a < b < 1 and let
xa, xb satisfy a = gω(xa) and b = gω(xb). Define
δ = inf{φ(hf , hg; gω(x), f(x)) : x ∈ [xa, xb]}
= inf{φ(hf , hg; u, hf(u)) : u ∈ [a, b]}
then (1
2
δ − Ω(−L)
)
⌊xb − xa
2L
⌋ ≤ 1
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and (1
2
δ − Ω(−L)
)
⌊xb − xa − 2L
2L
⌋ ≤ b− a .
Proof: For any x ∈ [xa, xb] we have ∆Lg(x) ≥
1
2
δ − Ω(−L) by Lemma 11. In the interval [xa, xb]
we can find ⌊xb−xa
2L
⌋ non-overlapping intervals of
length 2L. From this we obtain
⌊xb − xa
2L
⌋
(1
2
δ − Ω(−L)
)
≤ g(xb−)−g(xa+) ≤ 1 .
A similar argument considering xa + L and xb − L
gives
⌊xb − xa − 2L
2L
⌋
(1
2
δ − Ω(−L)
)
≤g((xb − L)−)− g((xa + L)+)
≤gω(xb)− gω(xa)
≤b− a .
3) Equality of End Point Potential: The existence
of an interpolating spatial fixed point implies a
delicate balance in the potential function of the
underlying component system. The limit values of
the spatial fixed point must be crossing points with
equal potential. In this section we extend the result
to the travelling wave case.
Lemma 13: Assume (hf , hg) ∈ Ψ2[0,1] and ω an
averaging kernel. Let (f, g) ∈ Ψ2(−∞,+∞) satisfy
f + hf ◦ gω,s and g + hg ◦ fω
for finite s. Then
A. (f(−∞), g(−∞)) ∈ χ(hf , hg).
B. (f(+∞), g(+∞)) ∈ χ(hf , hg).
C. If s = 0 then
φ(hf , hg; g(−∞), g(−∞)) = φ(hf , hg; g(+∞), f(+∞)) .
Proof: By definition we have f(x) +
hf (g
ω,s(x)) for each x ∈ R. Taking limits we
have f(−∞) + hf (gω,s(−∞)). Since gω,s(−∞) =
gω(−∞) = g(−∞) we have f(−∞) + hf(g(−∞)).
Similarly, g(−∞) + hg(f(−∞)) and part A follows.
Part B can be shown similarly.
If (f(−∞), g(−∞)) = (f(+∞), g(+∞)) then part
C is immediate, so assume (f(−∞), g(−∞)) <
(f(+∞), g(+∞)). In this case part C follows from
Lemma 9 by affine rescaling.
4) Discrete Spatial Integration: Perhaps some-
what surprisingly, a version of Lemma 8 that applies
to spatially discrete systems also holds. If f, g
are spatially discrete functions and f˜ , g˜ are their
piecewise constant extensions, then Lemma 8 can
be applied to these extensions. If we then restrict
x1 and x2 to points in ∆Z, then ξφ can be written
as discrete sums.
Let w be related to ω as in (11) and let x1, x2 ∈
∆Z, denoted xi1 , xi2 . Then
ξφ(ω; f˜ , g˜; xi1 , xi2)
=
i2∑
i=−∞
∞∑
j=i1+1
∂fi∂gjWi−j +
∞∑
i=i2+1
i1∑
j=−∞
∂fi∂gjWj−i
where ∂fi
def
= fi−fi−1 and Wk def= 12wk+
∑k−1
i=−∞wi.
Lemma 8 continues to hold and a proof using en-
tirely discrete summation can be found in appendix
A-B.
Discussion: The proof of Lemma 8 as well as the
spatially discrete version found in appendix A-B are
entirely algebraic in character. Consequently, they
apply to spatially coupled systems generally and not
only those with a one dimensional state. In a follow-
up paper we apply the result to the arbitrary binary
memoryless symmetric channel case to obtain a
new proof that spatially coupled regular ensembles
achieve capacity universally on such channels.
E. Bounds on Translation Rates
Lemma 14: Let f, g be (0, 1)-interpolating and
let ω be an averaging kernel. Then
|A(h[f,gω,s], h[g,fω])| ≤ |s|‖ω‖∞ .
Proof: We have A(h[f,gω ], h[g,fω]) = 0 and
hence
A(h[f,gω,s], h[g,fω]) = A(h[f,gω,s], h[g,fω])− A(h[f,gω], h[g,fω])
=
∫ 1
0
h[f,gω ](u)− h[f,gω,s](u) du
=
∫ +∞
−∞
(f(x)− f(x− s))gωx (x)dx .
Since |gωx (x)| ≤ ‖ω‖∞ we obtain
|A(h[f,gω,s], h[g,fω])| ≤ |s|‖ω‖∞.
In general this estimate can be weak. In Sec-
tion II-C we gave an example of a system with
A(hf , hg) = 0 and irregular ω that can exhibit
both left and right moving waves by changing the
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value hf and hg at a point of discontinuity. Further,
given (0, 1)-interpolating f, g and positive ω the
system (h[f,gω,a+s], h[g,fω,−a]) (with real parameter
a) has a traveling solution with shift s and yet
A(h[f,gω,a+s], h[g,fω,−a]) can be made arbitrarily close
to 0 by choosing a with large enough magnitude.
Now we consider upper bounds on |s|. If ω has
compact support then the width of the support is an
upper bound. Consider a ω that is strictly positive
on R. Let hf(x) = hg(x) = H(x − (1 − ǫ)) for
small positive ǫ. A traveling wave solution for this
system is f t(x) = H(x − ts) and gt(x) = H(x −
ts − s/2) where s is given by Ω(−s/2) = (1 − ǫ).
This example motivates the following bound.
Lemma 15: Let f, g ∈ Ψ(−∞,+∞) be (0, 1)-
interpolating and assume
f + hg ◦ gω,s and g + hf ◦ fω .
Given (u, v) ∈ G−(hf , hg) we have the bound
s ≤ Ω−1
( v
hf(u−)+
)
+ Ω−1
( u
hg(v−)+
)
.
and given (u, v) ∈ G+(hf , hg) we have the bound
−s ≤ Ω−1
( 1− v
1− hf (u+)+
)
+Ω−1
( 1− u
1− hg(v+)+
)
.
Proof: We will show the first bound, the second
is similar. For any x, z ∈ R we have f(x) ≥
f(z+)H0(x− z) from which we obtain
fω(x) ≥ f(z+)Ω(x− z)
Therefore, for any x1, x2 we have the inequality
x1 − x2 ≤ Ω−1
( fω(x1)
f(x2+)
+
)
Choose x1 so that fω(x1) = v. Then we have
g(x1+) ≥ g(x1) ≥ hg(v−). Choose x2 so that
gω,s(x2) = g
ω(x2+s) = u. Then we have f(x2+) ≥
f(x2) ≥ hf (u−).
Applying the above inequality we obtain
x1 − x2 ≤ Ω−1
( fω(x1)
f(x2+)
+
)
≤ Ω−1
( v
hf (u−)+
)
and
x2+s−x1 ≤ Ω−1
(gω(x2 + s)
g(x1+)
+
)
≤ Ω−1
( u
hg(v−)+
)
Summing, we obtain
s ≤ Ω−1
( v
hf(u−)+
)
+ Ω−1
( u
hg(v−)+
)
.
Corollary 3: Let f, g ∈ Ψ(−∞,+∞) be (0, 1)-
interpolating. If (h[f,gω,s], h[g,fω]) satisfies the strictly
positive gap condition and ω is regular then s < 2W.
Proof: This combines Lemma 15 with Lemma
7.
F. Monotonicity of φ and the Gap Conditions
In this section we collect some basic results
on φ and the component DE that are useful for
constructing spatial wave solutions.
Lemma 16: Let hf , hg ∈ Ψ[0,1]. If (u, v) ∈ G−
then there exists a minimal element (u∗, v∗) ∈
χ(hf , hg) with (u∗, v∗) > (u, v) component-wise
and φ(u∗, v∗) < φ(u, v).
Similarly, if (u, v) ∈ G+ then there exists a max-
imal element (u∗, v∗) ∈ χ(hf , hg), with (u∗, v∗) <
(u, v) (component-wise) and φ(u∗, v∗) < φ(u, v).
Proof: We show only the first case since the
other case is analogous. Assuming (u, v) ∈ G− we
have h−1g (u+) < v < hf (u−) and we see that there
is no crossing point (u′, v′) with u′ = u. Similarly,
there is no crossing point with v′ = v. Since
χ(hf , hg) is closed, the set (u, 1]× (v, 1]∩χ(hf , hg)
is closed. By Lemma 1 χ(hf , hg) is ordered,
so there exists a minimal element (u∗, v∗) in
(u, 1] × (v, 1] ∩ χ(hf , hg). Set (u0, v0) = (u, v)
and consider the sequence of points
(u0, v0), (u0, v1), (u1, v1), (u1, v2), (u2, v2), . . .
as determined by (1). It follows easily from (1)
that this sequence is non-decreasing. If ut < u∗
then vt+1 ≤ v∗ and if vt < v∗ then ut ≤ u∗.
Thus we have either (ut, vt) < (u∗, v∗) for all t
or there is some minimal t where at least one of
the coordinates is equal. If (ut, vt) < (u∗, v∗) for
all t then the sequence must converge to (u∗, v∗)
since the limit is in χ(hf , hg) by continuity and
(u∗, v∗) is minimal. It then follows by continuity
of φ(hf , hg; ) and Lemma 4 that
φ(hf , hg; u
∗, v∗) ≤ φ(hf , hg; u0, v1) < φ(hf , hg; u0, v0) .
Assume now that ut = u∗ for some t. Then t > 0
and Lemma 4 gives
φ(hf , hg; u
∗, v∗) = φ(hf , hg; ut, vt+1) < φ(hf , hg; u0, v0) .
Finally, assume that vt = v∗ for some t. Then t > 0
and Lemma 4 gives
φ(hf , hg; u
∗, v∗) = φ(hf , hg; ut, vt) < φ(hf , hg; u0, v0) .
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This completes the proof.
Lemma 17: Let (hf , hg) ∈ Ψ2[0,1] and let (u, v) ∈
[0, 1]2. We then have the following trichotomy:
• If hg(hf (u)) = u then (u, hf(u)) ∈ χ(hf , hg).
• If hg(hf(u)) > u then φ(hf , hg; u∗, v∗) ≤
φ(hf , hg; u, v) where (u∗, v∗) ∈ χ(hf , hg)
is coordinate-wise minimal with (u∗, v∗) ≥
(u, hf(u)).
• If hg(hf(u)) < u then φ(hf , hg; u∗, v∗) ≤
φ(hf , hg; u, v) where (u∗, v∗) ∈ χ(hf , hg)
is coordinate-wise maximal with (u∗, v∗) ≤
(u, hf(u)).
Proof: If u + hg(hf(u)) then (u, hf(u)) ∈
χ(hf , hg) by definition. Thus, the first case holds
and the other two hold under this condition. We
assume henceforth that u 6+ hg(hf(u)). Assuming
hg(hf (u)) > u, we now have
hg(hf(u)−) > u (23)
and h−1g (u+) < hf(u).
Let (u∗, v∗) ∈ χ(hf , hg) be the minimal element
such that (u∗, v∗) ≥ (u, hf(u)). It follows that u∗ >
u and v∗ ≥ hf (u+). For all ǫ > 0 sufficiently small
we claim (u+ǫ, hf(u)−ǫ) ∈ G−. Indeed hf (u−)−
ǫ < hf((u + ǫ)−) and for ǫ small enough u + ǫ <
hg((hf (u)− ǫ)−) by (23). Assuming ǫ sufficiently
small (u∗, v∗) is the minimal element in χ(hf , hg)
with (u∗, v∗) > (u + ǫ, hf (u) − ǫ) and by Lemma
16 we have φ(u∗, v∗) < φ(u+ ǫ, hf (u)− ǫ). Letting
ǫ tend to 0 we obtain φ(u∗, v∗) ≤ φ(u, hf(u)) ≤
φ(u, v).
The argument for the case hg(hf(u)) < u is
similar and we omit it.
Lemma 18: If (hf , hg) ∈ Ψ2[0,1] satisfies the
strictly positive gap condition then hf and hg are
continuous at 0 and at 1.
Proof: Assume (hf , hg) ∈ Ψ2[0,1] satisfies the
strictly positive gap condition and assume hf(0+) >
0. Without loss of generality we can assume that
hf (0) = hf (0+). We have φ(hf , hg; 0, v) = 0 for all
v ∈ [0, hf(0)] so the strictly positive gap condition
(no interior crossing point where φ is 0) implies that
h−1g (0+) = 0, which gives hg(hf(0)) > 0. For all
u ∈ [0, hg(hf(0))) we now have hg(hf (u)) > u.
For such u > 0 we have φ(hf , hg; u, hf(u)) < 0
by (8). By Lemma 17 the minimal crossing point
(u∗, v∗) ≥ (u, hf(u)) ((u∗, v∗) is the same for all
choices of u) satisfies φ(hf , hg; u∗, v∗) < 0. By the
strictly positive gap condition (u∗, v∗) 6= (1, 1) and
we obtain a contradiction. Therefore, we must have
hf(0+) = 0.
All other conditions, hg(0+) = 0, hf(1−) = 1,
and hg(1−) = 1 can be shown similarly.
One useful consequence of Lemma 18 is that is
hf , hg satisfies the strictly positive gap condition and
(u, v) ∈ χo(hf , hg) then we have (0, 0) < (u, v) <
(1, 1) component-wise.
Lemma 19: Let (hf , hg) ∈ Ψ2[0,1] satisfy the
strictly positive gap condition. If A(hf , hg) ≥
0 then φ(hf , hg; u, v) > 0 for (u, v) ∈
[0, 1]2\{(0, 0), (1, 1)}. If A(hf , hg) > 0 then there
exists a minimal point (u∗, v∗) ∈ χo(hf , hg) and the
set
S(hf , hg) = {(u, v) : φ(hf , hg; u, v) < A(hf , hg)}
is simply connected and S(hf , hg) ⊂ [0, u∗) ×
[0, v∗). Moreover,
{(u, v) : φ(hf , hg; u, v) ≤ A(hf , hg)} = S(hf , hg)∪{(1, 1)}.
Proof: Assume (hf , hg) ∈ Ψ2[0,1] satis-
fies the strictly positive gap condition and that
A(hf , hg) = 0. It follows from Corollary 2 that
φ(hf , hg; u, v) achieves its minimum on χ(hf , hg),
hence, the strictly positive gap condition implies
φ(hf , hg; ·, ·) ≥ 0. Corollary 2 further implies that
if there exists (u, v) with φ(hf , hg; u, v) = 0 then
(u, v) ∈ χ(hf , hg). Thus, we have φ(hf , hg; u, v) >
0 for (u, v) 6∈ {(0, 0), (1, 1)}.
Assume now that A(hf , hg) > 0. Let (u∗, v∗) be
the infimum of χo(hf , hg). Since χ(hf , hg) is closed
we have (u∗, v∗) ∈ χ(hf , hg) and by continuity and
the strictly positive gap condition we have (u∗, v∗) ∈
χo(hf , hg) and φ(hf , hg; u∗, v∗) > A. By Lemma 18
the strictly positive gap condition implies (u∗, v∗) >
(0, 0).
Let (u, v) ∈ S(hf , hg) and assume that u 6= 0
and v 6= 0. By Lemma 4 and Lemma 17 we
see that we must have hg(hf (u)) < u. Setting
(u0, v1) = (u, hf(u)) then the sequence of points
(u0, v1), (u1, v1), (u1, v2), (u2, v2), . . . as determined
by (1) are coordinate-wise non-increasing and must
converge to (0, 0). Hence, all these points are in
S(hf , hg). Furthermore, by Lemma 4 (coordinate-
wise convexity) the line segments joining successive
points are all in S(hf , hg). The line segment joining
(u, v) to (u, hf(u)) is also in S(hf , hg). By conti-
nuity of φ, S(hf , hg) contains a neighborhood of
(0, 0). Thus, S(hf , hg) is pathwise connected. For
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any fixed u the set S(hf , hg) is an open interval in
v and S(hf , hg) is itself open. It is now easy to see
that S(hf , hg) is simply connected.
Lemma 4 implies that φ(hf , hg; u∗, v) >
A(hf , hg) for all v ∈ [0, 1] and φ(hf , hg; u, v∗) >
A(hf , hg) for all u ∈ [0, 1] so by continuity of φ we
have S(hf , hg) ⊂ [0, u∗)× [0, v∗).
Assume there exists (u, v) 6∈ S(hf , hg)∪ {(1, 1)}
with φ(hf , hg; u, v) = A(hf , hg). Then (u, v) is a
local minimum of φ(hf , hg; u, v) which, by Corol-
lary 2, implies (u, v) ∈ χ(hf , hg), contradicting the
strictly positive gap condition.
In the case where A(hf , hg) < 0 Lemma 19 gives
φ(hf , hg; ·, ·) > A on [0, 1]2\{(0, 0), (1, 1)} and the
set
S(hf , hg) = {(u, v) : φ(hf , hg; u, v) < 0}
will be a simply connected open set containing
(1, 1).
G. Limit Theorems
In this section we prove certain closure properties
of wavelike solutions under various limit processes.
The results are used later to extend existence results
established for special cases to more general cases.
Let us recall the notation gω,s(x) = gω(x + s).
We have the bound
|gω,s(x)− gω′,s′(x)| ≤ |s− s′|‖ω‖∞ + ‖ω − ω′‖1
(24)
from
gω,s(x)− gω′,s′(x) =∫ ∞
−∞
(g(y − s)− g(y − s′))ω(x− y) dx
+
∫ ∞
−∞
g(y − s′)(ω(x− y)− ω′(x− y)) dx .
Theorem 17: Let fi, gi, si, ωi, i = 1, 2, 3, ... be
sequences where (fi, gi) ∈ Ψ2(−∞,+∞) are (0, 1)-
interpolating, si ∈ R, and ωi are averaging kernels.
Assume
fi → f, gi → g, si → s, and ωi → ω (in L1) ,
where |s| <∞ and ω is an averaging kernel. (Note
that we do not assume f and g are interpolating or
that ω is regular.) Further assume
h[fi,gωi,sii ]
→ hf , h[gi,fωii ] → hg
for some hf , hg ∈ Ψ[0,1] respectively. Then we have
the following
A.
f + hf ◦ gω,s and g + hg ◦ fω
B.
(f(−∞), g(−∞)), (f(+∞), g(+∞)) ∈ χ(hf , hg)
C. If s = 0 then
0 =φ(hf , hg; g(−∞), f(−∞))
=φ(hf , hg; g(+∞), f(+∞)) ,
and, for all x1, x2
φ(hf , hg; g(x2+), f(x1+)) = ξφ(ω; f, g; x1, x2).
D. For (u, v) ∈
{(f(−∞), g(−∞)), (f(+∞), g(+∞))}
min{0, A(hf , hg)} ≤ φ(hf , hg; u, v) ≤ max{0, A(hf , hg)}.
Proof: Since gi → g, ωi → ω and si → s we
have from (24) that gωi,sii → gω,s point-wise.
If x is a point of continuity of f then fi(x) →
f(x) and we have (gωi(x + si), fi(x)) → (gω(x +
s), f(x)) which implies f(x) + hf (gω,s(x)). Since
gω is continuous we can extend this to all x by
taking limits. This shows part A.
Part B follows from part A by Lemma 13.
Now we consider part C where we assume s = 0.
By Lemma 13 it is sufficient for the first part
to show that φ(hf , hg; g(+∞), f(+∞)) = 0. Since
si → 0 if follows from Lemma 10 and Lemma
14 that (hf , hg) satisfies the positive gap condition,
hence φ(hf , hg; g(+∞), f(+∞)) ≥ 0. We now prove
the opposite inequality. For any ǫ > 0 we can
find L large enough so that
∫∞
L
ωi(x)dx < ǫ for
all i since ωi → ω. Now choose z large enough
so that fω(z − L), f(z − L) > f(+∞) − ǫ and
gω(z − L), g(z − L) > g(+∞) − ǫ. It follows that
∆Lg(z) < ǫ and ∆Lf(z) < ǫ. For all i large enough
we have ∆Lgωii (z) < 2ǫ and ∆Lf
ωi
i (z) < 2ǫ. By
Lemma 11 this implies
φ(h[fi,gωii ], h[gi,g
ωi
i ]
; gωii (z), f
ωi
i (z)) < 11ǫ
and applying Lemma 10 and Lemma 14 we have
φ(hif , h
i
g; g
ωi
i (z), f
ωi
i (z)) < 11ǫ+ |si|‖ω‖∞
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It follows from (24) that fωii → fω and gωii → gω
(as well as gωi,sii → gω) point-wise so we have for
all x1, x2,
φ(hif , h
i
g; g
ωi
i (x2), f
ωi
i (x1))
→ φ(hf , hg; gω(x2), fω(x1)) .
We now obtain
φ(hf , hg; g
ω(z), fω(z)) ≤ 11ǫ .
By Lipschitz continuity of φ we have
φ(hf , hg; g
ω(+∞), fω(+∞)) < 13ǫ
and since ǫ is arbitrary we obtain
φ(hf , hg; g
ω(+∞), fω(+∞)) = 0 .
It now follows from Lemma 8 (see (20)) and part
A that
φ(hf , hg; g(x2+), f(x1+)) = ξφ(ω; f, g; x1, x2)
for all x1, x2.
Finally, we show part D. If s = 0 then part
C gives part D. By choosing a subsequence if
necessary, we can assume that h[fi,gωii ] converges to
some h˜f ∈ Ψ[0,1].
We assume s > 0, the case s < 0 is
analogous. Since h˜−1f ≤ h−1f almost everywhere
we have φ(h˜f , hg; u, v) − φ(hf , hg; u, v) =∫ v
0
(h˜−1f (x) − h−1f (x))dx ≤ 0 . For
(u, v) ∈ {(f(−∞), g(−∞)), (f(+∞), g(+∞))}
we have φ(h˜f , hg; u, v) = 0 by part C, and
therefore φ(hf , hg; u, v) ≥ 0.
Now A(hf , hg) − A(h˜f , hg) =
∫ 1
0
(h−1f (x) −
h˜−1f (x))dx ≥
∫ v
0
(h−1f (x) − h˜−1f (x))dx and
since A(h˜f , hg) = 0 by Lemma 9, we
have φ(hf , hg; u, v) ≤ A(hf , hg) for (u, v) ∈
{(f(−∞), g(−∞)), (f(+∞), g(+∞))}. This com-
pletes the proof.
The following result is largely a corollary of the
above but it is more convenient for us to apply.
Lemma 20: Let (hf , hg) ∈ Ψ2[0,1] satisfy the
strictly positive gap condition. If there exists a
sequence of (0, 1)-interpolating fi, gi ∈ Ψ(−∞,+∞)
and si such that (hif , hig)→ (hf , hg) and ωi → ω in
L1, where hif ≡ h[fi,gωi,sii ] and hig ≡ h[gi,fωii ], then
there exists (0, 1)-interpolating f, g ∈ Ψ(−∞,+∞)
and finite s, all limits of some translated subse-
quence, such that hf ≡ h[f,gω,s] and hg ≡ h[g,fω].
Proof: Since ωi → ω in L1 and (hif , hig) →
(hf , hg) we conclude from Lemma 7 and Lemma
15 that |si| is bounded.
By translating f and g as necessary, we can
assume that fωi(0) = 1/2 for each i. Taking
subsequences as necessary, we can now assume that
fi
i→∞−−−→ f, gi i→∞−−−→ g, and si i→∞−−−→ s, for some finite
s.
We claim that f and g are (0, 1)-interpolating. For
all (u, v) ∈ χo(hf , hg) we have φ(hf , hg; u, v) >
max{0, A(hf , hg)} by assumption. By Theorem 17
parts B and D we now have (f(−∞), g(−∞)) ∈
χ(hf , hg)\χo(hf , hg) = {(0, 0), (1, 1)}. Since
fω(0) = 1
2
we must have (f(−∞), g(−∞)) = (0, 0)
and (f(+∞), g(+∞)) = (1, 1), proving the claim.
H. Inverse Formulation.
It is instructive in to the analysis to view the
system in terms of inverse functions. Let g(x) =
hg((f ⊗ ω)(x)) with f ∈ Ψ(−∞,+∞). Then, for al-
most all u ∈ [0, 1] we have h−1g (u) =
∫ 1
0
Ω(g−1(u)−
f−1(v))dv . To show this we first integrate by parts
to write (f ⊗ ω)(x) = ∫∞−∞Ω(x− y)df(y) and then
make the substitutions v = f(y) and u = g(x). It
follows that, up to equivalence, the recursion (3)
may be expressed as
h−1g (u) =
∫ 1
0
Ω((gt)−1(u)− (f t)−1(v))dv,
h−1f (v) =
∫ 1
0
Ω((f t+1)−1(v)− (gt)−1(u))du .
(25)
Since ω is even we have Ω(x) = 1−Ω(−x), so we
immediately observe that if (f, g) ∈ Ψ2(−∞,+∞) is a
(0, 1)-interpolating fixed point of the above system
then
1 =
∫ 1
0
h−1g (u)du+
∫ 1
0
h−1f (v)dv
=
∫ 1
0
hg(u)du+
∫ 1
0
hf (v)dv .
This is the area condition that we already es-
tablished in Lemma 9 but the derivation here is
particularly elegant.
Assume that f and g, both in Ψ(−∞,+∞), form a
(0, 1)-interpolating spatial fixed point. Consider per-
turbing the inverse functions by f−1 → f−1+ δf−1
and g−1 → g−1 + δg−1 respectively. We could then
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perturb h−1f and h−1g , by δh−1f and δh−1g respectively
so that the perturbed system would remain a fixed
point. To first order we will have from (25),
δh−1g (u) =
∫ 1
0
ω(g−1(u)− f−1(v))(δg−1(u)− δf−1(v))dv,
δh−1f (v) =
∫ 1
0
ω(f−1(v)− g−1(u))(δf−1(v)− δg−1(u))du .
(26)
This formulation is at the heart of the analysis in
the next section. In a more recent work [37] this
formalism is used in an analysis that shows uniquess
of the spatial fixed point solutions developed here.
I. Existence: The Piecewise Constant Case
In this section we focus on the case where hf
and hg are piecewise constant. In this case the spa-
tially coupled system is finite dimensional, which
simplifies the analysis significantly. We further as-
sume that ω is strictly positive on R and Lipschitz
continuous. Strict positivity ensures in a simple way
that no degeneracy occurs when determining EXIT
functions from spatial functions since gωx (x) > 0 for
any non-constant g ∈ Ψ(−∞,+∞).
We will write piecewise constant functions
hf , hg ∈ Ψ[0,1] as
hf (u) =
Kf∑
j=1
δfj H(u− ufj )
hg(u) =
Kg∑
i=1
δgi H(u− ugi )
where H is the unit step (Heaviside) function5 and
where we assume δfj , δ
g
i > 0, and
∑Kf
j=1 δ
f
j = 1 and∑Kg
i=1 δ
g
i = 1.
Generally we will have 0 < uf1 ≤ uf2 ≤ · · · ≤
uf
Kf
< 1 and 0 < ug1 ≤ ug2 ≤ · · · ≤ ugKg < 1 but the
ordering is actually not critical to the definition. We
view the vectors δf and δg as fixed and to explicitly
indicate the dependence on uf = (uf1 , . . . , u
f
Kf
) and
ug we will write hf(u; uf) and hg(u; ug).
Piecewise constant hf and hg also have piecewise
constant inverses. Given hf as above we have
h−1f (v) =
Kf∑
j=1
(ufj − ufj−1)H(v −
j∑
k=1
δfj )
5The regularity assumptions on ω ensure that the precise value of
hf and hg at points of discontinuity has no impact on the analysis.
where we set uf0 = 0.
If g is a continuous, strictly increasing, (0, 1)-
interpolating function and hf is piecewise constant
as above then f ∈ Ψ(−∞,+∞) defined by f(x) =
hf(g(x)) is also piecewise constant and can be
written as
f(x) =
Kf∑
i=1
δfi H(x− zfi )
with −∞ < zf1 ≤ zf2 ≤ · · · ≤ zfKf < ∞ given by
ufi = g
−1(zfi ). The inverse of f is then given by
f−1(v) =
Kf∑
j=1
(zfj − zfj−1)H(v −
j∑
k=1
δfj ) .
where we set zf0 = 0
The purpose of this section is to prove a spe-
cial case of Theorem 1 under piecewise constant
assumptions on the EXIT functions and regularity
conditions on ω. In this special case we obtain in
addition uniqueness and continuous dependence of
the solution. For convenience we state the main
result here.
Theorem 18: Assume ω is a strictly positive
and Lipschitz continuous averaging kernel. Let
(hf , hg) be a pair of piecewise constant functions in
Ψ[0,1] satisfying the strictly positive gap condition.
Then there exists unique (up to translations) (0, 1)-
interpolating functions F ,G ∈ Ψ(−∞,+∞) and s ∈ R
satisfying sgn(s) = sgn(A(hf , hg)), such that set-
ting f t(x) = F(x−st) and gt(x) = G(x−st) solves
(3). Further, F−1(v)−G−1(u) depends continuously
on the vectors uf , ug.
The remainder of this section is dedicated to
the proof of this result. Our proof constructs the
solutions F and G by a method of continuation. In
the case where hf and hg are unit step functions it
is easy to find the solution: F and G are also unit
step functions and we need only correctly relatively
position the steps. Starting from this case we con-
tinuously deform the solution to arrive at a solution
for a given hf and hg. We do this in two stages
where in the first stage s = 0 and in the second is
s varied while hg is held fixed. The deformation is
obtained as a solution to a differential equation. To
set up the equation we require a detailed description
of the dependence of uf and ug on zf , zg and s.
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Let us first consider the case s = 0. Let f(x; zf)
and g(x; zg) be piecewise constant functions param-
eterized by their jump point locations zf and zg as
g(x; zg) =
Kg∑
i=1
δgi H(x− zgi )
f(x; zf) =
Kf∑
j=1
δfj H(x− zfj )
(27)
and let us then define
ugi
def
= fω(zgi ; z
f) =
Kf∑
j=1
δfjΩ(z
g
i − zfj )
ufj
def
= gω(zfj ; z
g) =
Kg∑
i=1
δgiΩ(z
f
j − zgi ) .
(28)
It follows that f(x; zf ), g(x; zg) is a spatial fixed
point for the system hf (·; uf), hg(·; ug). Hence, by
Lemma 9 we have A(hf (·; uf), hg(·; ug)) = 0.
Now, suppose we introduce smooth dependence
on a real parameter τ, i.e., we are given smooth
vector valued functions zf(τ) and zg(τ) and then
determine vector valued functions uf(τ) and ug(τ)
from (28). By differentiating (28) we obtain
d
dτ
[
ug(τ)
uf (τ)
]
= H(zf(τ), zg(τ))
d
dτ
[
zg(τ)
zf(τ)
]
(29)
where H(zf(τ), zg(τ)) is a (Kg+Kf)× (Kg+Kf)
matrix
H(zf , zg) =
[
Df −Nf
−Ng Dg
]
, (30)
which we rewrite as H = D(I −M), and where
D =
[
Df 0
0 Dg
]
and M =
[
0 (Df)−1Nf
(Dg)−1Ng 0
]
and where
• Df is the Kg ×Kg diagonal matrix with
Dfi,i = f
ω
x (z
g
i ; z
f) =
Kf∑
j=1
ω(zfj − zgi )δfj ,
• Dg is the Kf ×Kf diagonal matrix with
Dgj,j = g
ω
x (z
f
j ; z
g) =
Kg∑
i=1
ω(zgi − zfj )δgi ,
• Nf is the Kg ×Kf matrix with
Nfi,j = −
∂fω(zgi ; z
f)
∂zfj
= ω(zfj − zgi )δfj ,
• Ng is the Kf ×Kg matrix with
Ngj,i = −
∂gω(zfj ; z
g)
∂zgi
= ω(zgi − zfj )δgi .
Since Dgj,j =
∑Kg
i=1N
g
j,i and D
f
i,i =
∑Kf
j=1N
f
i,j we
observe that M is a stochastic matrix (non-negative
with rows that sum to 1.)
Our strategy to construct spatial fixed points for a
given pair hf , hg is to solve (29) for zg(τ), zf(τ) for
a specified pair uf (τ), ug(τ). The main difficulty we
face is that H(zf , zg) is not invertible. In particular,
(I − M)~1Kg+Kf = 0, where ~1k denotes the all-1
vector of length k. This is a consequence of the fact
that translating zf and zg together does not alter ug
and uf as defined by (28). The corresponding left
null eigenvector of H(zf , zg) arises from the fixed
point condition A(hf(·; uf), hg(·; ug)) = 0 which
reduces to
1 =
Kf∑
j=1
ufj δ
f
j +
Kg∑
i=1
ufi δ
g
i , (31)
hence
Kf∑
j=1
δfj
dufj
dτ
+
Kg∑
i=1
δgi
dugi
dτ
= 0
as can be verified directly.
Let us consider the matrix
H(zf , zg) +~1Kg+Kf~δ
T
where ~δ is the column vector obtained by stacking
δg on δf . We claim that this matrix is invertible, i.e.,
its determinant is non-zero. To see this note that M2
is a block diagonal matrix where the diagonal blocks
are positive stochastic matrices. It follows from the
Perron-Frobenius theorem that M2 has eigenvectors
~1Kf+Kg =
[
~1Kg
~1Kf
]
and
[
~1Kg
−~1Kf
]
both with eigenvalue
1 and that all other eigenvalues have magnitude
strictly less than 1. Correspondingly, M has the
above eigenvectors with eigenvalues 1 and −1 re-
spectively and all other eigenvalues have magnitude
less than 1. It follows that ~1Kf+Kg is the unique
right null vector of H(zf , zg) (up to scaling) and
that ~δ is the corresponding left null vector. The left
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subspace orthogonal to ~1Kg+Kf is invariant under
H(zf , zg). It now follows that H(zf , zg)+~1Kg+Kf~δT
has no left null vector and it is therefore invertible.
Now, consider the differential equation
d
dτ
[
zg(τ)
zf (τ)
]
= (H(zf(τ), zg(τ)) +~1Kg+Kf~δ
T )−1
d
dτ
[
ug(τ)
uf(τ)
]
(32)
If d
dτ
~δT
[
ug(τ)
uf(τ)
]
= 0 then we obtain d
dτ
~δT
[
zg(τ)
zf (τ)
]
=
0 and we see that (29) is satisfied.
Lemma 21: Let ω be a strictly positive Lip-
schitz continuous smoothing kernel. Let uf (τ)
and ug(τ) be C1 ordered vector valued func-
tions on [0, 1] such that (hf(·; uf(τ)), hg(·; ug(τ)))
satisfies the strictly positive gap condition and
A(hf (·; uf(τ)), hg(·; ug(τ))) = 0 for all τ ∈ [0, 1].
Assume further that zf (0) and zg(0) are given so
that
g(x; zg(τ)) = hg(f
ω(x; zf (τ)); ug(τ))
f(x; zg(τ)) = hf (g
ω(x; zg(τ)); uf(τ))
(33)
holds for all x ∈ R at t = 0 where f(·; zf) and
g(·; zg) are defined as in (27). Then there exist
unique bounded C1 ordered vector valued functions
zf (τ) and zg(τ) on [0, 1], with zf(0) and zg(0) as
specified, such that (33) holds for all x ∈ R and
τ ∈ [0, 1].
Proof: The idea of the proof is to solve (32)
and conclude that (33) is satisfied. By assumption
(33) is satisfied at τ = 0 and if (29) is satisfied
on [0, 1] then we can conclude that (33) holds on
[0, 1]. Since A(hf (·; uf(τ)), hg(·; ug(τ))) = 0 for
τ ∈ [0, 1] we have (∑i δgi ugi (τ) +∑j δfj ufj (τ)) = 1
by (31) so d
dτ
(
∑
i δ
g
i u
g
i (τ) +
∑
j δ
f
j u
f
j (τ)) = 0 .
Thus, on [0, 1] (32) implies (29) and we see that
solving (32) is sufficient. For sake of argument
we can extend uf (τ), ug(τ) for all τ ∈ R so
that d
dτ
(
∑
i δ
g
i u
g
i (τ) +
∑
j δ
f
j u
f
j (τ)) = 0 holds and
d
dτ
ug(τ) and d
dτ
uf (τ) are bounded continuous func-
tions.
Let us define the region RD
def
= {(zf , zg) :
‖zf‖∞ < D; ‖zg‖∞ < D}. For any fixed D we have
that the entries of (H(zf , zg)+~1~δT )−1 are Lipschitz
on RD. By standard results on differential equations
(e.g. [38]), the equation (32) has a unique continu-
ous solution (zg(τ), zf(τ)) in some neighborhood of
τ = 0 and the solution extends uniquely as long as
it does not approach the boundary of the region RD.
Since D is arbitrary the solution extends uniquely
as long as zg(τ), zf (τ) remain finite.
By assumption (33) holds for τ = 0. By trans-
lating (adding a constant to both zf and zg) we can
assume
Kg∑
i=1
δgi z
g
i (τ) +
Kf∑
j=1
δfj z
f
j (τ) = 0 (34)
at τ = 0 and it then follows that (34)
holds along the solution. We claim that there
exists a constant Z such that (33) implies
max{‖zf (τ)‖∞, ‖zgj (τ)‖∞} ≤ Z. This claim then
implies the existence of a unique solution to (32)
for τ ∈ [0, 1], completing the proof.
We now prove the claim. By continuity we see
that φ satisfies the strictly positive gap condition
unifomly for τ ∈ [0, 1]. More specifically, for all
(u, v) ∈ [0, 1]2\{(0, 0), (1, 1)}, we have
φmin(u, v)
def
= min
τ∈[0,1]
φ
(
hf(·; uf(τ)), hg(·; ug(τ)); u, v
)
> 0 .
Note, moreover, that φmin(u, v) is Lipschitz con-
tinuous. Hence, there exists η > 0 such that
φmin(u, v) ≥ η for (u, v) ∈ [δg1 , 1 − δgKg ] × [0, 1]
and for (u, v) ∈ [0, 1]× [δf1 , 1− δfKf ] and such that
uf1(τ), u
g
1(τ), 1 − ufKf (τ), 1 − ugKg(τ) ≥ η for all
τ ∈ [0, 1]. For convenience we also assume η ≤ 1
2
.
Assume that (33) holds for some τ ∈ [0, 1]. Then
we have η ≤ ug1(τ) = fω(zg1(τ)) ≤ Ω(zf1(τ)−zg1(τ))
and η ≤ gω(zf1(τ)) ≤ Ω(zg1(τ)− zf1(τ)). Hence
|zg1(τ)− zf1(τ)| ≤ −Ω−1(η−).
Let x = (zfi (τ)+ z
f
i+1(τ))/2 and let L = (z
f
i+1(τ)−
zfi (τ))/2, then ∆Lf(x) = 0. Since f(x) ∈ [δf1 , 1 −
δf
Kf
] we have by Lemma 11 (the first inequality)
η ≤ Ω(−L). Hence we obtain
|zfi+1(τ)− zfi (τ)| ≤ −2Ω−1(η−) .
A similar argument applies to zg and so, by (34) we
see that we can take Z = −2(Kf + Kg)Ω−1(η−).
Now we extend the above analysis to the case
where s 6= 0. We modify (28) as follows
ugi
def
= fω(zgi ; z
f) =
Kf∑
j=1
δfjΩ(z
g
i − zfj )
ufj
def
= gω(zfj + s; z
g) =
Kf∑
j=1
δfi Ω(z
f
j + s− zgi ) .
(35)
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Introducing smooth dependence on τ we now have
g(x; zg(τ)) = hg(f
ω(x; zf (τ)); ug(τ))
f(x; zg(τ)) = hf(g
ω(x+ s(τ); zg(τ)); uf(τ))
(36)
and by differentiating we obtain
d
dτ
[
ug(τ)
uf(τ)
]
=H(zf(τ), zg(τ))
d
dτ
[
zg(τ)
zf (τ)
]
+
[
0
Dg,s~1Kf
]
d
dτ
s(τ)
(37)
where H(zf(τ), zg(τ)) is a (Kg+Kf)× (Kg+Kf)
matrix
H(zf , zg) =
[
Df −Nf
−Ng,s Dg,s
]
(38)
= D
[
I −M] (39)
where
D =
[
Df 0
0 Dg,s
]
and M =
[
0 (Df)−1Nf
(Dg,s)−1Ng,s 0
]
.
The form of Df and Nf are as before and
• Dg,s is the Kf ×Kf diagonal matrix with
Dg,sj,j = g
ω
x (z
f
j + s) =
Kg∑
i=1
ω(zgi − (zfj + s))δgi ,
• Ng,s is the Kf ×Kg matrix with
Ng,sj,i = −
∂gω,s(zfj ; z
g)
∂zgi
= ω(zgi − (zfj + s))δgi .
Since Dg,sj,j =
∑Kg
ij=1N
g,s
j,i and D
f
i,i =
∑Kf
j=1N
f
i,j
we observe that M is a stochastic matrix:∑Kf+Kg
j=1 Mi,j = 1.
Let P be the projection matrix which is the
(Kf +Kg)× (Kf +Kg) identity matrix except that
PKf+Kg,Kf+Kg = 0. It follows that I − PMP is
invertible and PMP has spectral radius less than
one. Indeed, let B˜1 denote the matrix obtained from
(Df)−1Nf be removing the rightmost column and
let B˜2 denote the matrix obtained from (Dg,s)−1Ng,s
be removing the bottom row. Let M˜ denote the
upper left Kf +Kg − 1×Kf +Kg − 1 submatrix
of M. Then
M˜2 =
[
(B˜1B˜2)
2 0
0 (B˜2B˜1)
2
]
.
Let ξ < 1 denote the maximum row sum from B˜1.
By the Perron-Frobenious theorem B˜2B˜1 has a max-
imal positive eigenvalue λ with positive left eigen-
vector x. Then xT B˜2B˜1~1 = λxT~1, but B˜2B˜1~1 ≤ ξ~1
(component-wise) so λ ≤ ξ. We easily conclude
that ‖M˜2‖2 ≤ ξ. Hence (I − PMP )−1 exists and
is strictly positive.
Given zf (0), zg(0), let zg(τ), zf (τ) be the solution
to
d
dτ
[
zg(τ)
zf (τ)
]
= −(I − PM(zf (τ), zg(τ))P )−1 P
[
0
~1Kf
]
.
(40)
Note that the last coordinate on the right hand side
is 0 so
P
d
dτ
[
zg(τ)
zf(τ)
]
=
d
dτ
[
zg(τ)
zf (τ)
]
.
Recall that we assume that ω is Lipschitz contin-
uous. By standard results on differential equations
[38] a unique solution exists in some neighborhood
of τ = 0 and can be uniquely extended as long
as zg(τ), zf (τ) remain finite. Note that zf (τ) and
zg(τ) are component-wise decreasing in τ, except
for the component zf
Kf
(τ) which is constant. Thus,
the solution can be extend for increasing τ as long
as zf1(τ) > −∞ and zg1(τ) > −∞. Let T denote
the maximal value such that the solution exists for
τ ∈ [0, T ).
If we substitute the solution into (37) and set
d
dτ
s(τ) = 1 then we obtain
P
d
dτ
[
ug(τ)
uf (τ)
]
= D
[
P (I −M) d
dτ
[
zg(τ)
zf (τ)
]
+ P
[
0
~1Kf
]]
= D
[
P (I − PMP ) d
dτ
[
zg(τ)
zf (τ)
]
+ P
[
0
~1Kf
]]
= 0 ,
so that only the last coordinate of uf (τ) is non-
constant. This coordinate is non-decreasing since
d
dτ
gω(zf
Kf
+ s(τ); zg(τ))
= gωx (z
f
Kf
+ s(τ); zg(τ))·(
1−
Kg∑
j=1
ω(zf
Kf
+ s(τ)− zgj (τ)) δgj
d
dτ
zgj (τ)
)
and d
dτ
zgj (τ) ≤ 0.
We require the following auxilliary Lemma.
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Lemma 22: Assume hf , hg satisfies the strictly
positive gap condition with A > 0. Given r ∈ [0, 1]
define hf(v; r) by h−1f (v; r) = h−1f (v)∧ r, i.e. satu-
rate h−1f at r. Let r0 satisfy A(hf (·; r0), hg) = 0 (r0
is uniquely determined). Then hf (·; r), hg satisfies
the strictly positive gap condition for all r ∈ [r0, 1].
Proof: Clearly ∫ v
0
h−1f (v
′; r)dv′ is non-
decreasing in r for all v ∈ [0, 1]. Since A(hf , hg) >
0 we have
∫ 1
0
h−1f (v)dv > 1−
∫ 1
0
h−1g (u)du and since∫ 1
0
h−1f (v; 0)dv = 0 there exists a unique positive
r0 < 1 such that
∫ 1
0
h−1f (v; r0)dv = 1−
∫ 1
0
h−1g (u)du,
i.e. such that A(hf (·; r0), hg) = 0.
To prove the lemma we need to show that
φ(hf(; r), hg) > A(hf(; r), hg) on χ
o(hf (; r), hg).
We have
A(hf (; r), hg)− φ(hf(; r), hg; u, hf(u; r))
=
∫ 1
u
(h−1g (u
′)− hf (u′; r))du′
≤
∫ 1
u
(h−1g (u
′)− hf(u′))du′
= A(hf , hg)− φ(hf , hg; u, hf(u))
Let (u, v) ∈ χo(hf (; r), hg) and note that this
implies u ≤ r since hg is continuous at 1 (Lemma
18) and we may assume that v = hf(u; r). If u < r
then (u, v) ∈ χo(hf , hg) and we have A(hf , hg) −
φ(hf(; r), hg; u, hf) < 0 giving A(hf(; r), hg) −
φ(hf(; r), hg; u, hf(u; r)) < 0. If u = r then
r < 1 and we have
∫ 1
u
(h−1g (u
′) − hf(u′; r))du′ =∫ 1
u
(h−1g (u
′) − 1)du′ < 0 again by continuity of hg
at 1.
Lemma 23: Let zf (0), zg(0) and s(0) ≥ 0 be
given, thereby defining (0, 1)-interpolating functions
f(·; zf(0)) and g(·; zg(0)). Let zf(τ), zg(τ) be the
solution to (40) defined on [0, T ), set s(τ) = s(0)+
τ, and define
ugi (τ) = f
ω(zgi (τ); z
f (τ))
ufj (τ) = g
ω(zfj (τ) + s(τ); z
g(τ))
r(τ) = ufj (τ)− ufj (0) .
Assume hf(·; uf + reKf ), hg satisfies the strictly
positive gap condition for some r ∈ (0, 1 − uf
Kf
)
where ~eKf = (0, . . . , 0, 1)T is of length Kf . Then
there exists τ < T such that r(τ) = r.
Proof: First we show that T = ∞ im-
plies the lemma. Assume uf
Kf
(τ) ≤ uf
Kf
(0) +
r and consider u > uf
Kf
(0) + r and v >
fω(zgZg(0); z
f(0)) = fω(zgZg(τ); z
f (τ)). We have
(u, v) ∈ G−(hf(·; τ), hg) and we obtain a finite
upper bound on s(τ) from Lemma 15 that is in-
dependent of uf
Kf
(τ). This then gives a finite upper
bound on τ.
Assume that T <∞ and that uf
Kf
(τ) ≤ uf
Kf
(0)+
r for τ ≤ T. Now, since f(·; zf(τ)) and g(·; zg(τ))
are non-increasing in τ we see that the limits as
τ → T , which we denote f(·;T ) and g(·;T ), are
well defined. Since uf
Kf
(τ) is non decreasing and
bounded above uf
Kf
(T ) is also well defined as a
limit and hf (·; uf(τ)) has limit hf(·; uf(T )). From
Theorem 17 it follows that (f(−∞;T ), g(−∞;T )) ∈
χ(hf(·; uf(T )), hg) and
0 ≤ φ(hf (·;T ), hg; g(−∞;T ), f(−∞;T )) ≤ A(hf (·; r(T )), hg) .
Since zf
Kf
is constant we have f(−∞) < 1 and
g(+∞;T ) = f(+∞;T )) = 1. By Lemma 22 the
strictly positive gap condition holds for hf (·;T ), hg
and hence we must have (f(−∞), g(−∞)) = (0, 0)
which contradicts the definition of T. We conclude
that there must exist τ < T such that uf (τ) =
uf(0) + r.
We are now ready to prove the main result.
Proof of Theorem 18: We first consider the
case A(hf , hg) = 0. Let the piecewise constant
target EXIT functions be hf = hf (·; uf) and hg =
hg(·; ug). Let Bhf =
∫ 1
0
h−1f (x)dx =
∑
j δ
f
j u
f
j , and
Bhg =
∫ 1
0
h−1g (x)dx =
∑
i δ
g
i u
g
i = 1−Bhf . The last
equality encapsulates A(hf , hg) = 0. For τ ∈ [0, 1]
define the vector valued functions
uf(τ) = (1− τ)Bhf~1Kf + τuf
ug(τ) = (1− τ)Bhg~1Kg + τug ,
(41)
Note that we have uf (1) = uf and ug(1) =
ug. Note that hf(; uf(τ)) and hg(; ug(τ)) are
in Ψ[0,1] for all τ, that
∫ 1
0
h−1f (v; u
f(τ))dv =
Bhf , and that
∫ 1
0
h−1g (u; u
g(τ))du = Bhg so
A(hf(; u
f (τ)), hg(; u
g(τ))) = 0 for all τ ∈ [0, 1].
Let h ∈ Ψ[0,1] be arbitrary and let (u, v) be in the
graph of h. Then
φ(h, hg(·; ug(τ)); u, v)− φ(h, hg(·; ug(1)); u, v)
=
∫ u
0
(h−1g (z; u
g(τ))− h−1g (z; ug(1)))dz
=(1− τ)
(
uBhg −
∫ u
0
h−1g (z; u
g(1))dz
)
≥0
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where the last inequality holds since we have
equality at u = 0 and u = 1 and (uBhg −∫ u
0
h−1g (z; u
g(1)))dz is concave in u. By Corol-
lary 2 we have φ(h, hg(·; ug(1)); u, v) > 0 for
(u, v) 6∈ {(0, 0), (1, 1)} if h, hg(·; ug(1)) satisfies
the strictly positive gap condition with A = 0.
The above then implies that (h, hg(·; ug(τ))) also
satisfies the strictly positive gap condition with
A(h, hg(·; ug(τ))) = 0 for all τ ∈ [0, 1].
The above argument shows that
(hf(·; uf(1)), hg(·; ug(τ))) satisfies the strictly
positive gap condition for all τ ∈ [0, 1]. Applying
the argument analogously to hf we can deduce
that (hf (·; uf(s)), hg(·; ug(τ))) satisfies the strictly
positive gap condition for all s, τ ∈ [0, 1], and, in
particular, (hf (·; uf(τ)), hg(·; ug(τ))) satisfies the
strictly positive gap condition for all τ ∈ [0, 1].
All that remains to apply Lemma 21 over
τ ∈ [0, 1] and conclude the proof for the case
A(hf , hg) = 0 is to find zf (0) and zg(0). Set
zf (0) = 0 so that f(x; zf (0)) = H(x). Let
y be the unique point such that fω(y; zf(0)) =
Bhg and set each component of zg(0) to y so
that g(x; zg(0)) = H(x − y). It follows that
g(x; zg(0)) = hg(f
ω(x; zf (0)); ug(0)) and that
f(x; zf (0)) = hf (g
ω(x; zg(0)); uf(0)).
Applying Lemma 21 for τ ∈ [0, 1] we
obtain f(; zf(τ)) and g(; zg(τ)) such that
g(x; zg(τ)) = hg(f
ω(x; zf (τ)); ug(τ)) and
f(x; zf (τ)) = hf(g
ω(x; zg(τ)); uf(τ)) completing
the proof for the A(hf , hg) = 0 case.
We now consider the case A(hf , hg) 6= 0. With-
out loss of generality we assume A(hf , hg) > 0.
The case A(hf , hg) < 0 is equivalent to the case
A(hf , hg) > 0 under the affine symmetry that allows
us to exchange (0, 0) and (1, 1).
Let us introduce a modification of uf , denoted
uf (r). as follows. For r ∈ (0, 1) define ufi (r) =
r ∧ ufi . Then
∫ v
0
h−1f (x; u
f (r))dx is non-decreasing
in r for all v ∈ [0, 1]. Since ∫ 1
0
h−1f (x)dx >
1 − ∫ 1
0
h−1g (x)dx and
∫ 1
0
h−1f (x; u
f (t; 0))dx = 0
there exists a unique positive r0 < ufKf such that∫ 1
0
h−1g (x; u
f (t; r0))dx = 1−
∫ 1
0
h−1g (x)dx.
We claim that for all r ∈ [r0, ufKf ] the
pair (hf (; r), hg) satisfies the strictly positive gap
condition. To establish the claim we need to
show that φ(hf(; r), hg) > A(hf (; r), hg) on
χo(hf (; r), hg). Let (u, v) ∈ χo(hf(; r), hg). Note
that this implies u ≤ r since hg is continu-
ous at 1 by Lemma 18. If u < r then v ≤
h−1f (r−) and we have (u, v) ∈ χo(hf , hg). This
yields φ(hf (; r), hg; u, v) = φ(hf , hg; u, v) >
A(hf , hg) ≥ A(hf(; r), hg) . If u = r then we have
from (9) φ(hf(; r), hg; 1, 1) − φ(hf (; r), hg; u, v) =∫ 1
u
(h−1g (u
′) − 1)du′ < 0, where the last inequality
uses continuity of hg at 1 (Lemma 18).
Applying our above result for the A = 0
case we can find f(·; zf), g(·; zg) that form a
(0, 1)-interpolating spatial fixed point pair for
(hf(·; uf(r0)), hg(·; ug)).
We now apply Lemma 23 in a series of stages. Let
j′ be the least j such that r0 < ufj . Then we have a
stage for j′, j′+1, . . . , Kf . Let us first consider the
stage j′. We effectively initialized (40) with zf , zg
but, to be precise, we must reduce the coordinate
system. Note that uf(r0) can be interpreted as a
vector of length j′ by collapsing r0 = ufj′(r0) =
ufj′+1(r0) = . . . = u
f
Kf
(r0) to a single coordinate.
Consequently, we have zfj′ = z
f
j′+1 = . . . = z
f
Kf
.
We introduce z˜f (0) a vector with j′ coordinates with
z˜fj′(0) = z
f
j′. Correspondingly, we redefine δf as δ˜f
with δ˜fj = δ
f
j for j < j′ and δ˜
f
j′ =
∑Kf
j=j′ δ
f
j . We
leave zg unchanged, i.e., zg(0) = zg. We now apply
Lemma 23 to the reduced system with initial condi-
tion zg(0), z˜f(0) to obtain zg(τ) and z˜f (τ) such that
ug is invariant with τ and only the j′th coordinate of
u˜f changes (increases) with τ. For j < j′ we have
u˜fj (τ) = u
f
j and Lemma 23 guarantees the existence
of τ ′ such that u˜fj′(τ ′) = u
f
j′ and the functions
z˜f (τ ′), zg(τ ′) form a travelling wave solution for
hf(·, u˜f(τ ′)), hg(·; ug)) with s(τ ′) = s(0)+ τ ′. Note
that hf (·, u˜f(τ ′)) = hf (·, uf(r)) with r = ufj′.
We now take this traveling wave solution to
construct the initial condition for the j′+1th stage.
In this stage we increase the dimension of z˜f by
1. Thus, for this stage we set z˜fj (0) equal to z˜
f
j (τ
′)
from the previous stage for j < j′ + 1 and we set
z˜fj′+1(0) = z˜
f
j′(0). Correspondingly we now have
δ˜fj′+1 =
∑Kf
j=j′+1 δ
f
j and δ˜
f
j = δ
f
j for j < j′ + 1.
Recall that zg has remained unchanged, and we
reinitialize zg(0). We also reinitialize s(0) setting
it equal to s(τ ′) from the previous stage. We now
again apply Lemma 23 to the reduced system with
initial condition zg(0), z˜f(0) to obtain zg(τ) and
z˜f (τ) such that ug is invariant with τ and only
the j′ + 1th coordinate of u˜f changes (increases)
with τ. For j < j′ + 1 we have u˜fJ (τ) = u
f
j
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and Lemma 23 guarantees the existence of τ ′′
such that u˜fj′+1(τ ′′) = u
f
j′+1 and the functions
z˜f (τ ′′), zg(τ ′−) determine a traveling wave solution
for hf (·, u˜f(τ ′′)), hg(·; ug)) with s(τ ′′) = s(0) + τ ′′.
Note that now hf(·, u˜f(τ ′′)) = hf(·, uf(r)) with
r = ufj′+1.
We can now take the resulting solution at τ ′′ as
the initial condition for j′ + 2th stage. Using the
same argument as above we obtain a travelling wave
solution for hf (·, uf(r)), hg(·; ug)) with r = ufj′+2.
Continuing the stages in this fashion we ultimately
arrive at a travelling wave solution for the original
system (r = uf
Kf
.)
By standard results on differential equations we
see that the solutions zf , zg we have obtained depend
continuously on uf , ug. Moreover, the differential
equations that we used to construct zf , zg are re-
versible, and the reverse equations also have unique
solutions. This implies that the found vectors zf , zg
are unique.
1) Convergence: In the piecewise constant case
with strictly positive averaging kernel we can also
show convergence to the solution constructed above
for all initial conditions. Define fλ by
f−1λ = λf
t+1,−1 + (1− λ)f t,−1
and set gλ = hf ◦ fωλ . Then by applying (26) we
obtain
gt+1,−1(u)− gt,−1(u)
=
∫ 1
0
∫ 1
0
M(λ, u, v)(f t+1,−1(v)− f t,−1(v)) dv dλ
where
M(λ, u, v) =
∫ 1
0
ω(g−1λ (u)− f−1λ (v))∫ 1
0
ω(g−1λ (u)− f−1λ (v)) dv
Since ω is strictly positive we have for each λ and
u that M(λ, u, v) > 0 and
∫ 1
0
M(λ, u, v) dv = 1. So
we obtain
sup
u
(gt+1,−1(u)− gt,−1(u)) ≤ sup
v
(f t+1,−1(v)− f t,−1(v)) ,
inf
u
(gt+1,−1(u)− gt,−1(u)) ≥ inf
v
(f t+1,−1(v)− f t,−1(v)) .
In the piecewise constant case the inverse functions
are bounded and with strictly positive ω we see that
the inequalities are strict unless f t+1,−1(v)−f t,−1(v)
is a constant. It is easy to conclude in this case that
f t+1,−1(v) − f t,−1(v) converges in t to a constant
in v. From this it follows that the f t converges
to the unique solution given above (with suitable
translation).
J. Existence of Consistent Spatial Waves
In Section V-I we proved Theorem 18, a special
case of Theorem 1 in which hg and hf are piecewise
constant functions and ω is Lipschitz continuous
and strictly positive. In this section we show how to
remove the special conditions to arrive at the general
results. We make repeated use of the limit theorems
of Section V-G and develop some approximations
for functions in Ψ[0,1]. It is quite simple to approxi-
mate h ∈ Ψ[0,1] using piecewise constant functions.
The challenge is to approximate a pair (hg, hf) so
that the strictly positive gap condition is preserved.
1) Approximation by Tilting: In a manner anal-
ogous to (41) we define a perturbation of hf , hg as
hf(; τ), hg(; τ) for τ ∈ [0, 1] by
h−1f (v; τ) = (1− τ)Bhf + τh−1f (v)
h−1g (u; τ) = (1− τ)Bhg + τh−1g (u) ,
(42)
where we recall Bh =
∫ 1
0
h−1(x) dx. This can also
be expressed as
hf(u; τ) = hf
(u−Bhf
τ
+Bhf
)
hg(v; τ) = hg
(u−Bhg
τ
+Bhg
)
,
(43)
with appropriate extension of hf and hg outside of
[0, 1], hf (x) = hg(x) = 0 for x < 0 and hf (x) =
hg(x) = 1 for x > 1.
Letting h denote either hf or hg, we clearly have∫ 1
0
h−1(x; τ)dx = Bh (44)
for all τ. Note also that h−1(v; τ)− h−1(v) = (1−
τ)(Bh − h−1(v)) is non-increasing in v. It follows
that
∫ v
0
h−1(x; τ)dx ≥ ∫ v
0
h−1(x)dx for all v ∈ [0, 1]
and we obtain
φ(hf(; τ), hg(; τ); ) ≥ φ(hf , hg; ) (45)
for all τ ∈ [0, 1].
Lemma 24: Let (hg, hf) ∈ Ψ2[0,1] satisfy the
strictly positive gap condition. Then, there exists
ǫ > 0 such that (hg(; τ), hf(; τ)) satisfies the strictly
positive gap condition for any t ∈ (1− ǫ, 1].
Proof of Lemma 24: For the case A(hf , hg) =
0 equation (44), inequality (45) and Lemma 4 gives
the result immediately. By symmetry we now need
only consider the case A(hf , hg) > 0.
By Lemma 19 and (45) it is sufficient to show that
χo(hf (; τ), hg(; τ))∩S(hf , hg) = ∅ for τ ∈ [1−ǫ, 1].
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Also by Lemma 19, there exists a minimal and
positive element (u∗, v∗) ∈ χo(hf , hg). There exists
a neighborhood N of (0, 0), which we take to be
a subset of [0, u∗) × [0, v∗), in which h−1g (u; τ) ≥
h−1g (u) and h−1f (v; τ) ≥ h−1f (v). It follows that
χo(hf (; τ), hg(; τ)) ∩ N = ∅ for all τ.
Let δ > 0 be small enough so that ((0, 0))δ ⊂ N
and ((u∗, v∗))δ∩S(hf , hg) = ∅. For ǫ small enough
and t ∈ [1 − ǫ, 1] we have χ(hf(; τ), hg(; τ)) ⊂
(χ(hf , hg))δ by Lemma 2 and it now follows that
χo(hf (; τ), hg(; τ)) ∩ S(hf , hg) = ∅.
2) Piecewise Constant Approximation: Given
h ∈ Ψ[0,1] let us define a sequence of piecewise
constant approximations Qn(h), n = 1, 2, ... by
Qn(h)(x) =
n∑
j=1
1
n
H(x− un,j)
where we define the non-decreasing (in j) sequence
un,j by
un,j = n
∫ j/n
(j−1)/n
h−1(v)dv
and we have∫ j/n
(j−1)/n
(Qn(h))
−1(x)dx =
un,j
n
=
∫ j/n
(j−1)/n
h−1(x)dx
which gives in particular
∫ 1
0
(Qn(h))
−1(x)dx =∫ 1
0
h−1(x)dx. Note that (Qn(h))−1(x)−h−1(x) non-
increasing on ((j − 1)/n, j/n) so it follows that∫ z
0
(Qn(h))
−1(x)dx ≥ ∫ z
0
h−1(x)dx for all z ∈
[0, 1].
Lemma 25: Let (hg, hf ) be pair of functions in
Ψ[0,1] satisfying the strictly positive gap condition
such that for some η > 0 we have hg(x) = hf(x) =
0 for x ∈ [0, η) and hg(x) = hf(x) = 1 for
x ∈ (1 − η, 1]. Then, for all n sufficiently large
(Qn(hg), Qn(hf )) satisfies the strictly positive gap
condition.
Proof: We have A(Qn(hf), Qn(hg)) =
A(hf , hg) and φ(Qn(hf ), Qn(hg); ·, ·) ≥
φ(hf , hg; ·, ·) so it suffices to show that
χo(Qn(hf), Qn(hg)) ∩ S(hf , hg) = ∅.
Since hg and hf are 0 on [0, η) and 1 on (1 −
η, 1] it follows that χo(hf , hg) ⊂ [η, 1−η]2 and that
χo(hf , hg) is closed and by Lemma 19 it is disjoint
from S(hf , hg). Thus, for δ sufficiently small we
have (χo(hf , hg))δ ∩ S(hf , hg) = ∅.
By Lemma 2 we now have χo(Qn(hf), Qn(hg))∩
S(hf , hg) = ∅ for all n sufficiently large.
We are now ready to prove the main result of this
section.
Lemma 26: Let (hf , hg) satisfy the strictly pos-
itive gap condition. Then there exists (0, 1)-
interpolating (f, g) ∈ Ψ2(−∞,+∞) and s such that
f + hf ◦ gω,s and g + hg ◦ fω .
Proof: The simplest case is already established
in Theorem 18 and we first generalize to arbitrary
ω. Assume that (hg, hf ) are both piecewise constant.
Define ωk = ω⊗Gk where Gi(x) = k√2πe−(kx)
2/2. It
follows that ωk → ω in L1 and ‖ωk‖∞ ≤ ‖ω‖∞. For
each ωk we apply Theorem 18 to obtain piecewise
constant fk, gk ∈ Ψ(−∞,+∞) (with corresponding
zfk , zgk) and constants sk such that h[gk,fωkk ] = hg
and h[fk,gωk,skk ] = hf . We can now apply Lemma
20 to conclude that the theorem holds for piecewise
constant hf , hg and general ω.
Let now assume first that for some η > 0 we
have hf (x) = hg(x) = 0 for x ∈ [0, η) and
hf(x) = hg(x) = 0 for x ∈ (1 − η, 1]. Consider
Qn(hf) and Qn(hg). We apply Lemma 25 and the
preceding case already established to conclude that
for all n sufficiently large there exists (piecewise
constant) (0, 1)-interpolating fn, gn ∈ Ψ(−∞,+∞)
and finite constants sn such that h[gn,fωn ] = Qn(hg)
and h[fk,gωk,snk ] = Qn(hf ). Since Qn(hg) and Qn(hf)
converge to hg and hf respectively, we can apply
Lemma 20 to conclude that the theorem holds for
this case.
For arbitrary (hg, hf ) we consider
(hg(; τ), hf(; τ)) as in (42).
By Lemma 24 we can find a sequence τi → 1
such (hg(; τi), hf(; τi)) satisfies the strictly positive
gap condition for each i. By the preceding case,
there exists fτi , gτi ∈ Ψ(−∞,+∞) and finite constants
si such that h[gτi ,fωτi ] = hg(; τi) and h[fτi ,gω,siτi ] =
hf(; τi). Since (hf (; ti), hg; (ti))→ (hf , hg) we can
apply Lemma 20 to obtain the desired (f, g) ∈
Ψ2(−∞,+∞) and s.
K. Existence of Spatial Wave Solutions
In the preceeding section we estabished the ex-
istence of consistent spatial waves under general
conditions. In this section we refine the results to
obtain full spatial wave solutions. Thus, in this
section we complete the proof of 1.
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1) Analysis of Consistent Spatial Waves: Let ω
be regular and assume d
dx
fω(x) = 0 at x = x1. Then∫W
−W ω(x1 − x)df(x) = 0 from which we obtain
∆W f(x1) = 0.
Lemma 27: Let (f, g) be (0, 1)-interpolating and
let ω be regular. Assume f + hf ◦ gω,s and g +
hg ◦ fω with s ≥ 0. If ddxgω(x) = 0 or ddxfω(x) = 0
at x = z then
φ(hf,s, hg; g(z), f(z)) ∈ [0, A(hf,s, hg)].
Proof: Assume d
dx
gω(x) = 0 or d
dx
fω(x) = 0
at x = z. Then, since ω is regular, g(x) = gω(z)
if ‖x − z‖ < W. Using L = W in Lemma 11 we
obtain φ(hf,0, hg; g(z), f(z)) = 0.
Now
φ(hf,s, hg; u, v)− φ(hf,0, hg; u, v)
=
∫ v
0
(h−1f,s(x)− h−1f,0(x)) dx
which, since s ≥ 0, is non-decreasing in v and
independent of u. Hence
0 ≤ φ(hf,s, hg; g(z), f(z))− φ(hf,0, hg; g(z), f(z))
≤ φ(hf,s, hg; 1, 1)− φ(hf,0, hg; 1, 1)
= A(hf,s, hg)− A(hf,0, hg)
from which we obtain
0 ≤ φ(hf,s, hg; g(z), f(z)) ≤ A(hf,s, hg)
since A(hf,0, hg) = 0 by Lemma 9.
For continuous f ∈ Ψ(−∞,+∞) let If denote the
set of positive-length maximal intervals on which f
is effectively constant:
If = {[f−1(v−), f−1(v+)] : f−1(v−) < f−1(v+)} .
Let Iof denote the subset of such intervals, for which
v ∈ (0, 1).
For h ∈ Ψ[0,1] we use Jh to denote the set of
discontinuity points of h, i.e.,
Jh = {u ∈ [0, 1] : h(u−) < h(u+)}.
Lemma 28: Let f, g ∈ Ψ(−∞,+∞) with g contin-
uous. Assume that f + hf ◦ g for hf ∈ Ψ[0,1] that
is continuous at 0 and 1. Then
f(x) 6= hf (g(x))⇒ g(x) ∈ Jhf
and if f 6≡ hf ◦ g then there exists I ′ ∈ Iog such that
g(I ′) ∈ Jhf and such that f(x) 6= hf (g(I ′)) on a
subset of I ′ of positive Lebesgue measure.
Proof: By definition, f + hf ◦g means f(x) +
hf(g(x)) for all x so we can have f(x) 6= hf(g(x))
only if g(x) ∈ Jhf ⊂ (0, 1). It follows that
{x : f(x) 6= hf(g(x))} ⊂ ∪u∈Jhf [g−1(u−), g−1(u+)] .
If µ{x : f(x) 6= hf (g(x))} > 0 (where µ is
Lebesgue measure) then we have µ({x : f(x) 6=
hf(g(x))}∩ [g−1(u−), g−1(u+)]) > 0 for some u ∈
Jhf . Then we take I ′ = [g−1(u−), g−1(u+)] ∈ Iog .
Lemma 29: Let (hf , hg) satisfy the strictly pos-
itive gap condition with A(hf , hg) > 0 and let ω
be regular. Assume (f, g) are (0, 1)-interpolating
functions such that f + hf ◦ gω,s and g + hg ◦ fω.
If I ∈ Iofω then Ia−W is disjoint from Igω,s and If
I ′ ∈ Iogω then I ′a −W is disjoint from Ifω .
Proof: We will show the first case, the second
is analogous. Assume I ∈ Iofω and let V = fω(I) ∈
(0, 1). Assume there exists I ′ ∈ gω,s that with Ia ∈ I ′
and let U = gω,s(I ′).
Then g = U on (I ′ + s)W and f = V on (I)W .
The closure of (I)W intersects I ′ so we obtain V +
hf(U). The closure of (I ′ + s)W intersects I since
|s| < 2W by Corollary 3. Hence U + hg(V ) and
we now have (U, V ) ∈ χ(hf , hg).
By Lemma 27 we have φ(hf , hg;U, V ) ∈ [0, A].
which contradicts the strictly positive gap condition.
Lemma 30: Let f, g ∈ Ψ(−∞,+∞) be (0, 1)-
interpolating. Assume
f + hf ◦ gω,s and g + hg ◦ fω .
Then we have
f ≡ hf ◦ gω,s and g ≡ hg ◦ fω
in any of the following scenarios:
A. hf and hg are continuous.
B. ω is positive on all R.
C. ω is regular, s = 0, and (hf , hg) satisfies the
strictly positive gap condition.
D. ω is regular, (hf , hg) satisfies the strictly pos-
itive gap condition and Jhf ∩ Jh−1g = ∅ andJhg ∩ Jh−1
f
= ∅.
Proof: If hf is continuous then Jhf = ∅ and, by
Lemma 28, f + hf ◦ gω,s then implies f = hf ◦ gω,s
Thus, case A is clear.
If ω > 0 then gω and fω are stictly increasing
on R and Igω = Ifω = ∅. Lemma 28 now implies
f ≡ hf ◦ gω,s which shows case B.
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Assume ω is regular and s = 0. If gωx (x1) = 0
then Lemma 27 gives φ(hf , hg; f(x1), g(x1)) = 0
since A(hfhg) = 0 by Lemma 9. By Lemma 4
this violates the strictly positive gap condition if
gω(x1) ∈ (0, 1) so condition C implies that gω
is strictly increasing on {x : 0 < gω(x) < 1}.
Similarly, it implies that fω is strictly increasing
on {x : 0 < fω(x) < 1}. Since hf and hg are
continuous at 0 and 1 by Lemma 18, part C now
follows from Lemma 28.
To show part D assume ω is regular and that
(hf , hg) satisfies the strictly positive gap condition.
Assume f 6≡ hf ◦ gω,s. We have f + hf ◦ gω,s so
we apply Lemma 28 to obtain I ′ − s ∈ Iogω,s (so
I ′ ∈ Iogω ) such that U def= gω,s(I− s) = gω(I ′) ∈ Jhf
and such that f 6= hf (U) on a set of positive
measure in I ′− s. We have g = U on (I ′)W and by
Lemma 29 fω is not constant on (I ′)W and hence
we have U ∈ Jh−1g .
2) Proof of Theorem 1: Since we assume that ω
is regular Lemma 30 shows that Lemma 26 implies
Theorem 1 except in the case Jhf ∩ Jh−1g 6= ∅ orJhg ∩ Jh−1
f
6= ∅. It turns out that this case can be
handled by constructing (hif , hig) → (hf , hg) with
certain properties. The argument is lengthy and is
relegated to appendix D.
APPENDIX A
SPATIAL FIXED POINT INTEGRATION
A. The Continuum Case
Proof of Lemma 8: We assume that the
smoothing kernel ω has finite total variation hence
‖ω‖∞ < ∞. For any f ∈ Ψ(−∞,+∞) a simple cal-
culation shows that fω(x)− fω(y) ≤ ‖ω‖∞|x− y|.
This implies that and fω is Lipschitz continuous
with Lipschitz constant ‖ω‖∞.
Given a continuous function α(x) we define∫ b
a
α(x)df(x) as a Lebesgue-Stieltjes integral. We
adopt the conventional definition of the integral so
that
∫ b
a
df(x) = f(b+) − f(a+). More generally,
for α of finite variation, the integral
∫ b
a
α(x)df(x)
is well defined as long as α(x) and f(y) do not
have any discontinuity points in common. Using this
notation we have for any f ∈ Ψ(−∞,+∞),
fω(x)− f(−∞) =
∫ ∞
−∞
ω(x− y) (f(y)− f(−∞))dy
=
∫ ∞
−∞
Ω(x− y) df(y) .
Applying the above, the Fubini theorem, and the
symmetry Ω(y − x) + Ω(x− y) = 1 we obtain∫ x2
−∞
df(x)(gω(x)− g(−∞)) +
∫ x1
−∞
dg(y)(fω(y)− f(−∞))
=
∫ x2
−∞
df(x)
∫ ∞
−∞
dg(y) Ω(x− y)
+
∫ x1
−∞
dg(y)
∫ ∞
−∞
df(x) Ω(y − x)
=
∫ x2
−∞
df(x)
∫ ∞
x1
dg(y) Ω(x− y)
+
∫ x1
−∞
dg(y)
∫ ∞
x2
df(x) Ω(y − x)
+
∫ x2
−∞
df(x)
∫ x1
−∞
dg(y)
= (f(x2+)− f(−∞))(g(x1+)− g(−∞))
+
∫∫
dg(y)df(x)
(
1T1Ω(x− y) + 1T2Ω(y − x)
)
,
where T1 = {(x, y) : x ≤ x2, y > x1} and
T2 = {(x, y) : x > x2, y ≤ x1}. Note that in
T1 we have x − y < x2 − x1 and in T2 we have
y − x < x1 − x2. Since Ω(z) = 0 for z < −W
we see that the expression is local up to W : The
integrand has positive support only in a square of
sidelength |x2 − x1|+W.
Note that the above can also be written as∫ x2
−∞
df(x)gω(x) +
∫ x1
−∞
dg(y)fω(y)
− (f(x2+)g(x1+)− f(−∞)g(−∞))
=
∫∫
dg(y)df(x)
(
1T1Ω(x− y) + 1T2Ω(y − x)
)
.
In general, for any constant c we have∫ x2
−∞
df(x)(gω(x)− c) =
∫ f(x2+)
f(−∞)
(h−1[f,gω ](v)− c) dv∫ x1
−∞
dg(y)(fω(y)− c) =
∫ g(x1+)
g(−∞)
(h−1[g,fω](u)− c) du
and the lemma now follows.
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B. Discrete Spatial Fixed Point Integration
In this section we show how spatial integration
can be done in the spatially discrete setting. Work-
ing directly in the spatially discrete setting has
the advantage that it avoids all measure theoretic
issues. Moreover, it highlights the central algebraic
character of the spatial integration result. Let us
introduce the notation
∂gi
def
= gi − gi−1 and Agi def= 1
2
(gi + gi−1) .
The spatially smoothed g will be denoted gw and
is defined by
gwi =
W∑
j=−W
wjgi−j
where we assume evenness wj = w−j , non-
negativity wj ≥ 0, and
∑
j wj = 1.
Define
Wk def=
k−1∑
j=−∞
wj +
1
2
wk =
k∑
j=−∞
Awj .
Note that Wk = 1 − W−k, which motivates the
definition.
Let fi, gi be bounded non-decreasing sequences.
Then
(Agwi − g−∞)
=
∞∑
j−−∞
(Awi−j) (gj − g−∞)
=
∞∑
j−−∞
Wi−j ∂gj
Hence
k∑
i=−∞
∂fi(Agwi − g−∞) =
k∑
i=−∞
∞∑
j−−∞
∂fi∂gjWi−j .
and, similarly,
k∑
i=−∞
∂gi(Afwi − f−∞) =
k∑
i=−∞
∞∑
j−−∞
∂fi∂gjWj−i .
Summing, using Wj−i +Wi−j = 1, we obtain
i2∑
i=−∞
∂fi(Agwi − g−∞) +
i1∑
i=−∞
∂gi(Afwi − f−∞)
= (fi2 − f−∞)(gi1 − g−∞)+
i2∑
i=−∞
∞∑
j=i1+1
∂fi∂gjWi−j +
∞∑
i=i2+1
i1∑
j=−∞
∂fi∂gjWj−i .
APPENDIX B
FIXED POINT BOUNDS ON POTENTIALS
Proof of Lemma 11: As a first bound use the
evenness of ω to write for any f ∈ Ψ(−∞,+∞),
fω(x) =
∫ ∞
−∞
ω(y)f(x+ y)dy
=
∫ L
−∞
ω(y)f(x+ y)dy +
∫ ∞
L
ω(y)f(x+ y)dy
≤ (1− Ω(−L))f((x+ L)−) + Ω(−L)
≤ f((x+ L)−) + Ω(−L)(1 − f((x+ L)−))
≤ f(x) + ∆Lf(x) + Ω(−L)(1 − f(x))
and
fω(x) =
∫ ∞
−∞
ω(y)f(x+ y)dy
≥
∫ ∞
−L
ω(y)f(x+ y)dy
≥ (1− Ω(−L))f((x− L)+)
≥ f(x)−∆Lf(x)− Ω(−L)f(x) .
To obtain a bound on ξφ(ω; f, g; x2, x1) where
f, g ∈ Ψ(−∞,+∞) we proceed similarly. First recall
that T1 = {(x, y) : x ≤ x2, y > x1} and
T2 = {(x, y) : x > x2, y ≤ x1} and note that since
Ω ≤ 1 we have∫∫
dg(y)df(x)1T11{x−y>−L}Ω(x− y)
≤1{x2−x1>−L}(f(x2+)− f((x1 − L)+))·
· (g((x2 + L)−)− g(x1+))
and ∫∫
dg(y)df(x)1T21{y−x>−L}Ω(y − x)
≤1{x1−x2>−L}(f((x1 + L)−)− f(x2+))·
· (g(x1+)− g((x2 − L)+)) .
If |x1 − x2| ≤ L then the sum of the above two
expressions is upper bounded by ∆Lf(x1)∆Lg(x2).
Since dfdg has total measure at most 1 we have∫∫
dg(y)df(x)1T11{x−y≤−L}Ω(x− y)
+
∫∫
dg(y)df(x)1T11{x−y≥L}Ω(y − x)
≤Ω(−L) .
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Hence, if |x1 − x2| ≤ L then we have
ξφ(ω; f, g; x2, x1) ≤
∆Lf(x2)∆Lg(x1) + Ω(−L)
and since, by (10),
|φ(hf , hg; g(x), fω(x))− φ(hf , hg; g(x), f(x))|
≤ |fω(x)− f(x)|
≤ ∆Lf(x) + Ω(−L)
the other bounds follow easily from Lemma 8.
APPENDIX C
DISCRETE-CONTINUUM RELATION
In this section we prove Theorem 6 and Theorem
7. We associate to the discrete spatial index i the
real valued point xi = i∆. We assume that ω is
the piecewise constant extension of w so (11) holds
trivially.
Assume a spatially discrete fixed point f, g. Let f˜
and g˜ be the piecewise constant extensions of f and
g. We can now relate the discrete spatial EXIT sum
to the corresponding continuum integral to arrive
at approximate fixed point conditions for spatially
discrete fixed points.
The discrete sum
1
2
i∑
i=−∞
(fi + fi−1)(gwi − gwi−1)
=
∫ xi
−∞
f˜(x)dg˜ω(x)
=
∫ xi
−∞
h[f˜ ,g˜ω](g˜
ω(x))dg˜ω(x)
and, similarly,
1
2
i∑
i=−∞
(gi + gi−1)(fwi − fwi−1)
=
∫ xi
−∞
g˜(x)df˜ω(x)
=
∫ xi
−∞
h[g˜,f˜ω](f˜
ω(x))df˜ω(x) .
We want to compare
∫ xi
xi−1
h[f˜ ,g˜ω ](g˜
ω(x))dg˜ω(x) to∫ xi
xi−1
hf (g˜
ω(x))dg˜ω(x) . Now, g˜ω(x) linearly inter-
polates between gwi−1 and gwi on [xi−1, xi] and
h[f˜ ,g˜ω](g˜
ω(x)) = fwi−1 on the first half of the interval
and h[f˜ ,g˜ω](g˜ω(x)) = fwi on the second half. From
this we have∣∣∣∫ xi
xi−1
(
h[f˜ ,g˜ω](g˜
ω(x))− hf(g˜ω(x))
)
dg˜ω(x)
∣∣∣
≤ 1
2
(hf (g
w
i )− hf(gwi−1))(gwi − gwi−1)
≤ 1
2
(hf (g
w
i )− hf(gwi−1))∆‖ω‖∞ .
Summing over i we obtain∣∣∣∫ 1
0
(
h[f˜ ,g˜ω](u)− hf(u)du
∣∣∣ ≤ 12∆‖ω‖∞
and, similarly,∣∣∣∫ 1
0
(
h[g˜,f˜ω](v)− hg(v)dv
∣∣∣ ≤ 12∆‖ω‖∞ .
These inequalities prove Theorem 6.
To obtain a more refined bound we write∫ xi
xi−1
h[f˜ ,g˜ω](g˜
ω(x))dg˜ω(x)
=
1
2
(hf(g
w
i ) + hf(g
w
i−1))(g
w
i − gwi−1)
=
∫ 1
0
(αhf(g
w
i ) + α¯hf (g
w
i−1))dα (gwi − gwi−1)
and, since g˜ω(x) linearly interpolates between gwi−1
and gwi on [xi−1, xi] we have∫ xi
xi−1
hf (g˜
ω(x))dg˜ω(x)
=
∫ 1
0
hf (αg
w
i + α¯g
w
i−1)dα (gwi − gwi−1)
where α¯ denotes 1−α. Assuming hf is C2 we have
by a simple application of the remainder theorem
|αhf(gwi ) + α¯hf(gwi−1)− hf (αgwi + α¯gwi−1)|
≤Ci
2
(gwi − gwi−1)2
where Ci is the maximum of |h′′f(u)| for u in
[gwi−1, g
w
i ].
We now have∣∣∣∫ xi
xi−1
(
h[f˜ ,g˜ω](g˜
ω(x))− hf(g˜ω(x))
)
dg˜ω(x)
∣∣∣
≤ Ci
2
(gwi − gwi−1)3 .
Since
∑
i(g
w
i − gwi−1) ≤ 1 and
gwi − gwi−1 ≤ ∆‖ω‖∞
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we obtain by summing and changing variables∣∣∣∫ 1
0
(
h[f˜ ,g˜ω ](u)− hf(u)
)
du
∣∣∣
≤ ‖h
′′
f‖∞
2
(‖ω‖∞)2∆2 .
A similar argument applies to hg and h[g˜,f˜ω], and
Theorem 7 follows.
APPENDIX D
EXISTENCE OF TRAVELLING WAVE SOLUTION:
FINAL CASE
In this section we prove Theorem 1 for the case
where Jhf ∩ Jh−1g 6= ∅ or Jhg ∩ Jh−1f 6= ∅ and
s 6= 0. Without loss of generality we assume s > 0.
The main part of the proof is the construction of
an approximating sequence with special regularity
properites. The construction is encapsulated in the
following lemma.
Lemma 31: Given (hf , hg) that satisfy the strictly
positive gap condition there exists (hif , hig) →
(hf , hg) such that (hif , hig) satisfies the strictly posi-
tive gap condition for each i and all of the following
properties hold
A. J(hi
f
)−1 ⊂ Jh−1
f
, J(hig)−1 ⊂ Jh−1g .
B. Jhi
f
∩ Jh−1g = ∅ , Jhig ∩ Jh−1f = ∅ .
C. If u ∈ Jh−1g ∩ Jhf then hif (u) = hf (u) for all
i large enough.
If v ∈ Jh−1
f
∩ Jhg then hig(v) = hg(v) for all i
large enough.
D. If v ∈ Jh−1
f
then
[(hif)
−1(v−), (hif)−1(v+)]→ [h−1f (v−), h−1f (v+)].
If u ∈ Jh−1g then
[(hig)
−1(u−), (hig)−1(u+)]→ [h−1g (v−), h−1g (u+)].
E. If v ∈ Jh−1
f
then, setting u = h−1f (v+), we
have hif (u) = hf (u) for all i large enough.
If u ∈ Jh−1g then, setting v = h−1g (u+), we
have hig(v) = hg(v) for all i large enough.
Proof of Lemma 31: Note that if Jhf ∩Jh−1g =∅ and Jhg ∩ Jh−1
f
= ∅ then we can simply set
(hif , h
i
g) = (hf , hg). Thus, the lemma targets the
case where this does not hold.
We will describe the construction of hif , the
construction of hig is analogous.
Consider the countable6 set
Jhf ∩ Jh−1g = {u1, u2, . . .}
and also the set
{h−1f (v−), h−1f (v+) : v ∈ Jh−1
f
}\(Jhf∩Jh−1g ) = {t1, t2, . . .} .
For each k = 1, 2, . . . set
dk = min{uk, 1− uk; |uk − uj|, |uk − tj | : j < k}
and note that dk > 0 (we cannot have uk = 0 or
uk = 1 since hf is continuous at 0 and 1 by Lemma
18. ) For each i = 1, 2, . . . we define sequences ηi,k,
k = 1, 2, . . . such that
0 < ηi,k <
1
2
min{3−ik, dk}
and such that
{uk ± ηi,k} ∩ Jh−1g = ∅ .
Note that 2
∑
k ηi,k ≤ 12i .
For each k we define Hk = Hrk (which is a unit
step function except that we set Hk(0) = rk) where
rk =
hf (uk)−hf (uk−)
hf (uk+)−hf (uk−) . This function represents thejump in hf at uk. We will substitute for this a
function continuous at 0:
Si,k(x) =

0 x < 1− ηi,k
0 ∨ (x+ rk) ∧ 1 |x| ≤ ηi,k
1 x > 1 + ηi,k
where 0 ∨ z ∧ 1 = min{max{0, z}, 1}. Define
hif(x) = hf(x)
−
∑
k
(hf (uk+)− hf(uk−))(Hk(x− uk)− Si,k(x− uk)) .
Note that
∑
k(hf (uk+) − hf (uk−)) ≤ 1 and|Hk(x) − Si,k(x)| ≤ 1 so the sum is well defined.
The function hif (x) can be expressed as the sum of
two functions,
h1(x) = hf(x)−
∑
k
(hf (uk+)−hf (uk−))Hk(x−uk)
and
h2,i(x) =
∑
k
(hf(uk+)− hf (uk−))Si,k(x− uk) ,
6The case where Jhf ∩Jh−1g is finite can be handled similarly to
the countably infinite case. To avoid notational overhead we present
the argument only for the infinite case.
45
both of which are in Ψ[0,1], i.e., both of which are
non-decreasing. The function h1 is continuous for
all u ∈ Jh−1g ∩ Jhf since Hk(0+) − Hk(0−) = 1
and Hk(u+) − Hk(u−) = 0 for u 6= 0. If u ∈
Jh−1g \Jhf then hf is continuous at u and therefore
h1 is continuous at u. If follows that hif ∈ Ψ[0,1] and
hif
i→∞−−−→ hf . We assume a similar definition of hig.
We will now show that properties A through
E hold for this sequence. Each property has two
essentially equivalent forms (through the symmetry
of substitution of f and g). In each case we will
show the first form.
Consider part A. Let v ∈ J(hi
f
)−1 . Since gω,s is
continuous, there is non-empty interval I = (u′, u′′)
such that hif is evaluates to v on I. Since both h1 and
h2,i are non-decreasing it follows that both are con-
stant on I. From the fact that h2,i is constant on I we
easily obtain that
∑
k(hf(uk+)− hf(uk−))Hk(u−
uk) is also constant on I and we deduce that hf
is constant on I. Hence v ∈ Jh−1
f
and part A is
proved.
Consider part B. The function Si,k(u − uk) is
continuous at u unless u = uk ± ηi,k and, by
construction, uk ± ηi,k 6∈ Jh−1g . Hence, h2,i(u) is
continuous at all u ∈ Jh−1g . Since h1 is continuous
on Jh−1g and hif is continuous at all u ∈ Jh−1g , part
B is proved.
Consider part C. Let u ∈ Jh−1g ∩ Jhf , i.e., u =
uj for some j. We prove part C by showing that
Hk(uj − uk)− Si,k(uj − uk) = 0 for all k for all i
large enough. For k = j we note Hk(0)−Si,k(0) =
0 by construction. For k < j we have Hk(uj −
uk) − Si,k(uj − uk) = 0 for all i such that 23i <
mink<j{|uk − uj|}. For j < k we have Hk(uj −
uk)−Si,k(uj −uk) = 0 by construction, i.e., by the
requirement that ηi,k < dk which implies |uj−uk| >
ηi,k. This proves part C.
Consider part D. Assume v ∈ Jh−1
f
, then
h−1f (v−) < h−1f (v+). Since (h−1f (v−), h−1f (v+)) ∩
Jhf = ∅ and ηi,k < 2−i it follows that for
u ∈ (h−1f (v−) + 2−i, h−1f (v+) − 2−i) we have
hif (u) = hf(u) = v and for u 6∈ (h−1f (v−) −
2−i, h−1f (v+) + 2
−i) we have hif (u) 6= v. Part D
now follows.
Consider part E. Let v ∈ Jh−1
f
and set u =
h−1f (v+). If u ∈ Jh−1g ∩ Jhf then u = uk for some
k and property C implies property E. Otherwise,
we have u = tk for some k. For j ≥ k we have
|uj − tk| > ηi,k for all i. For j < k we have
2
3i
< minj<k{|uj − tk|} for all i sufficiently large.
Hence property E holds.
Now we address the satisfaction of the strictly
positive gap condition. In general, we may need to
further modify the constructed sequence and take a
subsequence. Define
hδf (u) = H0(u− δ) ∧ hf (u) ∨H1(u− (1− δ))
hδg(v) = H0(v − δ) ∧ hg(v) ∨H1(v − (1− δ)) .
We claim that for all δ sufficiently small (hδf , hδg)
satisfies the strictly positive gap condition with
A > 0. Since hf , hg satisfies the strictly positive
gap condition and A(hf , hg) > 0, Lemma 19 there
exists a minimal element (u∗, v∗)inχo(hf , hg). By
Lemma 18 we have (0, 0) < (u∗, v∗) < (1, 1) and if
δ is small enough then hδf , hδg has (u∗, v∗) as a non-
trivial crossing point. Clearly we get A(hδf , hδg) > 0
for δ small enough. For δ small enough we have
(δ, hf(δ)), (hg(δ), δ) ∈ S(hf , hg) and no new cross-
ing point is introduced for u ≤ δ or v ≤ δ.
Comparing potentials, we have
φ(hf , hg; u, v)− φ(hδf , hδg; u, v)
=
∫ u
0
(h−1g (x)− (hδg)−1(x))dx+
∫ v
0
(h−1f (x)− (hδf )
−1
(x))dx
so for u ≤ h−1g (1 − δ) and v ≤ h−1f (1 − δ) we
have φ(hδf , hδg; u, v) > φ(hf , hg; u, v). Similarly, for
u ≥ h−1g (δ) and v ≥ h−1f (δ) we have
φ(hδf , h
δ
g; u, v)− A(hδf , hδg)
≥φ(hf , hg; u, v)− A(hf , hg)
>0
which establishes the claim.
Let us define δj → 0 with 1−δj, δj 6∈ Jh−1g ∪Jh−1f
so that, for each j,
hjf (u) = H0(u− δj) ∧ hf (u) ∨H1(u− (1− δj))
hjg(v) = H0(v − δj) ∧ hg(v) ∨H1(v − (1− δj))
satisfies the strictly positive gap condition with A >
0. Now, for each i we define the sequence
hi,jf (u) = H0(u− δj) ∧ hif(u) ∨H1(u− (1− δj))
hi,jg (v) = H0(v − δj) ∧ hig(v) ∨H1(v − (1− δj)) .
Then we have
hi,jf
i→∞−−−→ hjf , hi,jg i→∞−−−→ hjg .
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Properties A and B still hold for all i and j.
Clearly, for each j, (hi,jf , hi,jg ) satisfies the strictly
positive gap condition with A(hi,jf , hi,jg ) > 0 for
all i large enough. Hence, for each j we can find
i(j) such that (hi,jf , hi,jg ) satisfies the strictly positive
gap condition for all i ≥ i(j). We can assume i(j)
is increasing in j. Consider the diagonal sequence
(h
i(j),j
f , h
i(j),j
g ) j = 1, 2, . . . . Let us re-index this as
(hif , h
i
g) i = 1, 2, . . . with corresponding δi. We now
show that properties C,D, and E continue to hold.
Property C holds since, by Lemma 18, u ∈ Jhf
implies u ∈ (0, 1) and v ∈ Jhg implies v ∈ (0, 1).
Now we show property D. Assume v ∈ Jh−1
f
.
If v ∈ (0, 1) then [h−1f (v−), h−1f (v+)] ⊂ (0, 1)
by Lemma 18 and property D clearly holds. If
v = 0 then h−1f (v−) = (hif)−1(v−) = 0 and
h−1f (v+) < 1 by Lemma 18. Since 1 − δi → 1
we have (hif )−1(v+) → h−1f (v+). Similarly, if
v = 1 then h−1f (v+) = (hif )−1(v+) = 1 and
h−1f (v−) > 0 and we have (hif)−1(v−)→ h−1f (v−).
Thus, property D holds generally.
Finally we consider property E. Let v ∈ Jh−1
f
and
set u = h−1f (v+). Then u > 0 and if u < 1 then we
clearly have hif (u) = hf(u) for all i large enough.
If u = 1 then hf(u) = 1 and hif(u) = 1 for all i.
Thus, property E holds.
Given an interval I let Ib denote its right end
point and let Ia denote its left end point. For two
closed intervals I1, I2 we say I1 ≤ I2 if Ib ≤ I2a .
The interval I1+x denotes the interval I1 translated
by x. For a non-empty interval I and ǫ > 0 by (I)−ǫ
we mean (Ia + ǫ, Ib − ǫ).
Lemma 32: Let I1, I2 ∈ Ifω be distinct where
f ∈ Ψ(−∞,+∞) and ω is regular. Then I1 ≤ I2
implies I1 + 2W ≤ I2.
Proof: Since I1 and I2 are both maximal we
have fω(I1) < fω(I2). Since ω is regular, we have
f(x) = fω(I1) for x ∈ (I1)W and f(x) = fω(I2)
for x ∈ (I2)W . It follows that (I1)W and (I2)W are
disjoint.
Given regular ω and shift s > 0 we say I ∈ Iofω is
linked to I ′ ∈ Igω if I ′a < Ib+W+s ≤ I ′b and we say
I ′ ∈ Iogω is linked to I ′′ ∈ Ifω if I ′′a < I ′b+W ≤ I ′′b .
If we have a sequence I1, I2, . . . such that Ij is
linked to Ij+1 then we call this a chain. Note that
by construction all intervals in a chain in either Ifω
or Igω must be distinct. The chain terminates if the
last element in the chain is not linked to another
interval.
Lemma 33: Let (hf , hg) ∈ Ψ2[0,1] satisfy the
strictly positive gap condition with A(hf , hg) > 0.
Let (f, g) ∈ Ψ2(−∞,+∞) be (0, 1)-interpolating and
let ω be regular. Assume f + hf ◦ gω,s and
g + hg◦fω (hence s > 0), then any chain in Ifω , Igω
terminates.
Proof: Let (u∗, v∗) be the minimal element
in χo(hf , hg) as guaranteed by Lemma 19. There
exists finite y such that g(y) ≥ u∗ and f(y) ≥ v∗.
By Lemma 27 if z ∈ I ∈ {Iogω ∪ Iofω} then
φ(hf , hg; g(z), f(z)) ∈ [0, A(hf , hg)] and we there-
fore have (g(z), f(z)) < (u∗, v∗) componentwise by
Lemma 19. Thus, we obtain z < y. It now follows
from Lemma 32 that any chain of linked intervals
terminates.
Lemma 34: Let (hf , hg) ∈ Ψ2[0,1] satisfy the
strictly positive gap condition with A(hf , hg) > 0
and let ω be regular. Let (hif , hig) → (hf , hg) be
given as in Lemma 31. Assume there exist (0, 1)
interpolating f, g such that f + hf ◦ gω,s and
g + hg ◦ fω and (0, 1)-interpolating sequences
fi → f and gi → g and si → s where fi = hif ◦gω,sii
and gi = hig ◦ fωi for each i.
Then s > 0 and the following properties hold for
any I ∈ Iofω .
A. If I is not linked to an I ′ ∈ Igω then for any
ǫ > 0 we have fωi (x) = fω(I) for x ∈ (I)−ǫ
for all i large enough.
B. If I is linked to I ′ ∈ Igω and for any δ > 0
we have gωi is a fixed constant, denoted U, on
(I ′)−δ for all i large enough, then, for any ǫ >
0 we have fωi (x) = fω(I) for x ∈ (I)−ǫ for all
i large enough.
C. Assume that for any ǫ > 0 we have fωii (x) =
fω(I) for x ∈ (I)−ǫ for all i large enough.
Then we have g(x) = hg(fω(I)) for all x ∈
(Ia, Ib).
Proof: Let I ∈ Iofω and let v = fω(I). We have
f(x) = v for all x ∈ (I)W and v ∈ Jh−1f by Lemma
29.
Assume I is not linked to any I ′ ∈ Igω . Then
gω,s is strictly increasing from the left at Ib+W. By
Lemma 29 gω,s is strictly increasing to the right at
Ia −W. We conclude from this that
(gω,s(Ia−W ), gω,s(Ib+W )) ⊂ [h−1f (v−), h−1f (v+)] .
Moreover, given any ǫ > 0 property D of Lemma
31 and the uniform convergence of gω,sii to gω,s now
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imply that
(gω,sii (Ia −W + ǫ), gω,sii (Ib +W − ǫ))
⊂ [(hif)−1(v−), (hif )−1(v+)]
for all i large enough. We conclude from this that
fi(x) = v for x ∈ (I)W−ǫ for all i large enough
which implies that fωi (x) = v for x ∈ (I)−ǫ for all
i large enough, proving part A.
Consider part B. Given the stated conditions it
follows that gω = U on I ′ and hf(U) = v. Since I
is maximal, we have U = h−1f (v+), hence
(gω,s(Ia −W ), U ] ⊂ [h−1f (v−), h−1f (v+)] .
We now apply property E of Lemma 31 to conclude
that hif(U) = v for all i large enough. Given ǫ > 0
we combine this with property D of Lemma 31 and
Lemma 29 to obtain
(gω,sii (Ia −W + ǫ), U ] ⊂ [(hif )−1(v−), (hif)−1(v+)]
for all i large enough. Let δ = ǫ, then for all i
large enough we have gωi (x) = U for x ∈ (I ′)−ǫ.
We conclude that fi(x) = v for x ∈ (I)W−ǫ for all
i large enough which implies that fωi (x) = v for
x ∈ (I)−ǫ for all i large enough, proving part B.
Consider part C. If hg is continuous at v then we
must have g(x) = hg(v) on I. Assume now that
v ∈ Jhg . We now have v ∈ Jh−1
f
∩ Jhg . Property
C of Lemma 31 now gives hig(v) = hg(v) for all
i large enough. This implies that for any ǫ > 0 we
now have gi(x) = hg(v) for all x ∈ (I)−ǫ for all i
large enough. Since fi → f this proves part C.
Lemma 34 essentially completes the proof of
Theorem 1 and we state the main result as the
following.
Corollary 4: Let (hf , hg) satisfy the strictly
positive gap condition. Then there exists (0, 1)-
interpolating f, g such that f = hf ◦ gω and
g = hg ◦ fω,s.
Proof: Lemma 30 covers the result unless Jhf∩
Jh−1g = ∅ or Jhg ∩ Jh−1f = ∅ and A 6= 0. For this
case we assume A > 0 without loss of generality
and proceed as follows.
Let (hif , hig) → (hf , hg) be given as in Lemma
31. By Lemma 26 and Lemma 30 there exists (0, 1)-
interpolating fi, gi such that fi = hif ◦ gωi and gi =
hig◦fωi for each i. Let f and g be (0, 1)-interpolating
limits so that f + hf ◦ gω,s and g + hg ◦ fω as
guaranteed by Lemma 20.
Let us first note that if 1 ∈ Jh−1
f
then there exists
a half-infinite interval I ∈ Ifω with fω(I) = 1. It
follows easily from 31 and uniform convergence of
gωi to g
ω that for any ǫ > 0 we have fωi (Ia + ǫ) = 1
for all i large enough. A similar argument applies
if 1 ∈ Jh−1g .
Lemma 33 states that any element in I ∈ Iofω
must be part of a terminating chain. Parts A and B
of Lemma 34 show (with suitable restatements for
I ′ ∈ Igω and the inclusion of the above 1-valued
case) that for any ǫ > 0 we have fωi (x) = fω(I)
for all x ∈ (I)−ǫ for all i large enough. Part C of
Lemma 34 then shows that g(x) = hg(fω(x)) for
all x in the interior of I. Since hf is continuous
at 0 and 1 by Lemma 18, Lemma 28 states that
if g 6≡ hg ◦ fω then there exists I ∈ Iofω such that
g(x) 6≡ hg(fω(x)) on a subset of positive measure in
I. Since this is not the case we can now conclude
that g ≡ hg ◦ gω. A similar argument shows that
f ≡ hf ◦ gω,s. We can obtain equality by modifying
f and g on a set of measure 0.
APPENDIX E
TWO SIDED TERMINATION WITH POSITIVE GAP
In this section we prove Theorems 14 and 15. The
two results have much in common and we begin
with some constructions that apply to both.
We assume that ω is regular and that (hf , hg)
satisfies the strictly positive gap condition with
A(hf , hg) < 0. It follows from Lemma 19 that we
may choose δ > 0 sufficiently small so that
φ(hf , hg; ·, ·) > 0 on (χo(hf , hg))δ, (46)
φ(hf , hg; ·, ·) > 0 on ((0, 0))δ\(0, 0), (47)
((1, 1))δ ∩ (χo(hf , hg))δ = ∅. (48)
Consider the following parametric modification
of (hf , hg)
h˜f(u)
def
= (hf(u)− η)+
h˜g(v)
def
= (hg(v)− η)+ .
(49)
(Here we have introduced the notation h(u)+ def=
h(u) ∨ 0.) By Lemma 2 we have χ(h˜f , h˜g) ⊂
(χ(hf , hg))δ for all η sufficiently small. In this case
let (u∗, v∗) the minimum point (coordinate-wise)
of χ(h˜f , h˜g) ∩ ((1, 1))δ. As η → 0 we deduce
from (48) and Lemma 2 that (u∗, v∗) → (1, 1)
and therefore φ(h˜f , h˜g; u∗, v∗)→ A(hf , hg). Hence,
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given arbitrary ǫ > 0 we have for all η small
enough that u∗, v∗ > 1−ǫ and φ(h˜f , h˜g; u∗, v∗) < 0.
Since φ(h˜f , h˜g; ·, ·) ≥ φ(hf , hg; ·, ·) it then follows
from 46 and the minimality of u∗, v∗ that h˜f , h˜g
satisfies the strictly positive gap condition over
[0, u∗] × [0, v∗]. By Lemma 18 we have we have
h˜f (u
∗−) = v∗ and h˜g(v∗−) = u∗. If h˜f(u∗) > v∗
or h˜g(v
∗) > u∗ then we can can reduce them slightly
by redefining h˜f(u∗) = v∗ and h˜g(v∗) = u∗. This
ensures that u∗, v∗ is a fixed point of h˜f , h˜g.
We can now apply Theorem 1 over [0, u∗]×[0, v∗]
to obtain F ,G ∈ Ψ[−∞,∞] interpolating between
(0, v∗) and (0, u∗) respectively and s < 0 so that
setting f t(x) = F(x − st) and gt(x) = G(x − st)
satisfies (3) for (h˜f , h˜g). Since hf and hg are con-
tinuous at 0 and η > 0 we have h˜f (u) = 0 for some
neighborhood of u = 0 and h˜g(v) = 0 for some
neighborhood of v = 0. Hence F(x) = 0 on some
maximal interval, we may take to be [−∞, 0), and
G(x) = 0 on some maximal interval [−∞, xg).
Note that we have
hg(Fω(x)) ≥ G(x) + ηH0(x− xg) (50)
and
hf (Gω(x+ s)) ≥ F(x) + ηH0(x) . (51)
Applying Lemma 15 and Lemma 7 we can assert
the existence of a bound S < 2W such that −s ≤ S
for all η sufficiently small. We assume Z = Z(ǫ)
large enough so that
F(1
4
Z + s− 1/‖ω‖∞) > v∗ − η
4
, (52)
G(1
4
Z + s− 1/‖ω‖∞) > u∗ − η
4
. (53)
(We require the 1/‖ω‖∞ term for the discrete case
where we will use ∆ ≤ 1/‖ω‖∞.)
Let us define
f 0(x) = F(x+ s) + ηH0(x+ s) (54)
for x ≤ 1
2
Z and for x > 1
2
Z initialize symmetrically
using f 0(x) = f 0(Z−x). Clearly this is even about
1
2
Z and we have f 0(x) ≤ 1. For x ∈ [1
4
Z, 1
2
Z] we
have F(x + s) > v∗ − η
4
by (52) and for all x we
have F(x) ≤ v∗. This gives for all x the bound
f 0(x) ≥ F(x+s)+ 3
4
ηH0(x+s)−H1(x− 34Z) (55)
Proof of Theorem 14:
We assume Z large enough so that
3
4
ηΩ(0)− Ω(−1
4
Z) ≥ 0 (56)
3
4
ηΩ(−xg + s)− Ω(−14Z) ≥ 0 (57)
Let us initialize the system (3) with f 0(x) as
given in (54). By (55) we have
f 0,ω(x) ≥ Fω(x+ s) + 3
4
ηΩ(x+ s)− Ω(x− 3
4
Z)
and for x ∈ [xg − s, 12Z] we have Ω(x+ s)−Ω(x−
3
4
Z) ≥ Ω(0)− Ω(−1
4
Z) so by (56) we have
f 0,ω(x) ≥ Fω(x+ s)
on this interval.
Consider now g0(x) = hg(f 0,ω(x)). We have for
x ∈ [xg − s, 12Z]
g0(x) = hg(f
0,ω(x))
≥ hg(Fω(x+ s))
(50)≥ G(x+ s) + ηH0(x− xg + s)
and we observe that since the right hand side is 0
for x < xg − s the inequality holds for all x ≤ 12Z.
As in the derivation of (55) we apply (53) to
derive for all x the bound
g0(x) ≥ G(x+ s) + 3
4
ηH0(x− xg + s)−H1(x− 34Z)
and we obtain
g0,ω(x) ≥ Gω(x+ s) + 3
4
ηΩ(x− xg + s)− Ω(x− 34Z)
Which, by (57), gives g0,ω(x) ≥ Gω(x+ s) for x ∈
[0, 1
2
Z].
Now, define f 1 by f 1(x) = hf (g0,ω(x)) for x ∈
[0, Z] and f 1(x) = 0 otherwise. For x ∈ [0, 1
2
Z] we
have
f 1(x) = hf (g
0,ω(x))
≥ hf(Gω(x+ s))
(51)≥ F(x) + ηH0(x)
≥ f 0(x)
This implies the existence of a fixed point lower
bounded by f 0, g0, which completes the proof since
f 0(Z/2), g0(Z/2) > 1− ǫ.
Proof of Theorem 15: The proof is similar
to the proof of Lemma 14 but we require some
stronger assumptions. First, we assume that Z =
L∆ for an integer L. In addition we assume η
small enough so that φ(h˜f , h˜g; u∗, v∗) < −∆‖ω‖∞.
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Theorem 1 now implies s < −∆ (actually we
have s < −∆/(u∗v∗)). Finally, we assume Z large
enough so that
3
4
ηΩ(0)− Ω(−1
4
Z + 1
2
∆) ≥ 0 (58)
3
4
ηΩ(−xg + s−∆)− Ω(−14Z +∆) ≥ 0 (59)
Let us initialize the system (12) with f 0(x) as
given in (54). By (55) and Lemma 6 we have
f 0,ω(xi) ≥Fω(xi + s− 12∆) + 34ηΩ(xi + s− 12∆)
− Ω(xi − 34Z + 12∆)
and for xi ∈ [xg − s+ 12∆, 12Z] we have by (58)
f 0,ω(xi) ≥ Fω(xi + s− 12∆) .
Consider now g0(xi) = hg(f 0,ω(xi)). We have for
xi ∈ [xg − s+ 12∆, 12Z]
g0(xi) = hg(f
0,ω(xi))
≥ hg(Fω(xi + s− 12∆))
(50)≥ G(xi + s− 12∆) + ηH0(xi − xg + s− 12∆)
and we observe that since the right hand side is 0
for xi < xg − s + 12∆ the inequality holds for all
xi ≤ 12Z.
Again, as in the derivation of (55) we apply (53)
to derive for all x the bound
g0(xi) ≥G(xi + s− 12∆) + 34ηH0(xi − xg + s− 12∆)
−H1(xi − 34Z)
and, applying Lemma 6, we obtain
g0,w(xi) ≥Gω(xi + s−∆) + 34ηΩ(xi − xg + s−∆)
− Ω(xi − 34Z +∆)
Which, by (59), gives g0,ω(xi) ≥ Gω(xi + s − ∆)
for xi ∈ [0, 12Z].
Now, define f 1 by f 1(xi) = hf (g0,ω(xi)) for xi ∈
[0, Z] and f 1(xi) = 0 otherwise. For xi ∈ [0, 12Z]
we have
f 1(xi) = hf (g
0,ω(xi))
≥ hf (Gω(xi + s−∆))
(51)≥ F(xi −∆) + ηH0(xi −∆)
≥ f 0(xi)
where the last inequality uses s < −∆. This implies
the existence of a fixed point lower bounded by
f 0, g0, which completes the proof which completes
the proof since f 0(Z/2), g0(Z/2) > 1− ǫ.
APPENDIX F
GENERAL CONVERGENCE RESULTS
The existence of interpolating wave solutions
often implies global convergence of the spatially
coupled system. The structure of χ(hf , hg) can,
however, be complicated enough to prevent direct
application of the existence results for wave-like
solutions. Typically, the necessary conditions for
existence of spatial fixed points are easier to apply.
Our technique to prove the general convergence
results largely consists of applying those conditions
to a modified version of the spatial iterative system.
Monotonicity typcially implies convergence and
necessary conditions on interpolating fixed points
provide the leverage needed to get the desired re-
sults. We start with a Lemma that uses this approach
in a canonical way.
Lemma 35: Let (hf , hg) be given with
A(hf , hg) < 0 and φ(hf , hg; u, v) > A(hf , hg) for
(u, v) 6= (1, 1). Consider the spatially continuous
system (3). If f 0 ∈ Ψ(−∞,+∞) satisfies f 0(+∞) = 1
then for all x ∈ R we have
lim
t→∞
f t(x) = 1 , lim
t→∞
gt(x) = 1
Proof: Given ǫ > 0 we claim that we can find
a pair of EXIT functions h˜f , h˜g and 1 > u∗, v∗ >
1 − ǫ such that h˜f ≤ hf and h˜g ≤ hg, and that,
restricted to [0, u∗] × [0, v∗], the pair satisfies the
strictly positive gap condition over [0, u∗] × [0, v∗]
with φ(h˜f , h˜g; u∗, v∗) < 0.
Assume the claim, then by Theorem 1
there exists F ,G ∈ Ψ(−∞,+∞) interpolating
over (0, u∗) and (0, v∗) respectively and
s ≤ −φ(h˜f , h˜g; u∗, v∗)/‖ω‖∞ such that F(x − st)
and G(x− st) solves (3) for the pair h˜f , h˜g.
Since F(+∞) = v∗ < 1 and F(x) = 0 for
some finite x, we see that for any (0, 1)-interpolating
function f 0 ∈ Ψ(−∞,+∞) with f 0(+∞) = 1 we
can assume (by applying an appropriate transla-
tion) that F ≤ f 0. Letting f t, gt be sequence
determined by (3) for the pair hf , hg, we now
have f t(x) ≥ F(x − st) and gt(x) ≥ G(x − st).
Hence lim inft→∞ f t(x) ≥ v(η) ≥ 1 − ǫ and
lim inft→∞ gt(x) ≥ u(η) ≥ 1 − ǫ for all x. Since
ǫ is arbitrary this proves the lemma.
Now we prove the claim. We define u∗, v∗ slightly
differently then in the last section. Let us define
hf(u; η) = (hf (u)−η)+ and hg(g; η) = (hf(g)−η)+ .
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Let m(η) be the minimum value of
φ(hf(·; η), hg(·; η); u, v). The minimum is
achieved at some coordinate-wise minimal point
(u∗, v∗), i.e. φ(hf(·; η), hg(·; η); u∗, v∗) = m(η)
and φ(hf(·; η), hg(·; η); u, v) > m(η) for
(u, v) ∈ χ(hf (·; η), hg(·; η)) and (u, v) < (u∗, v∗).
As η → 0 we have (u∗, v∗) → (1, 1) and
φ(hf(·; η), hg(·; η); u∗, v∗) → A(hf , hg). Given
ǫ > 0 we can choose η small enough so that
u∗, v∗ > 1 − ǫ and φ(hf (·; η), hg(·; η); u∗, v∗) < 0.
Note that we have u∗, v∗ < 1 since η > 0.
Since (u∗, v∗) ∈ χ(hf(·; η), hg(·; η)) is
coordinate-wise minimal we have v∗ ≤ hf (u∗−)
and u∗ ≤ hg(v∗−). (For example, if
v∗ > hf (u∗−) then since v∗ < hf(u∗+) we
obtain φ((hf(·)− η)+, (hg(·)− η)+; u∗, hf(u∗−)) =
φ((hf(·) − η)+, (hg(·) − η)+; u∗, v∗) which
contradicts the corodinate-wise minimality of
(u∗, v∗).) We can therefore choose η′ > 0
sufficiently small so that
hf (u) ≥ hf(u; η, η′) def= hf(u; η) ∨ v∗H(u− (u∗ − η′))
hg(v) ≥ hg(v; η, η′) def= hg(v; η) ∨ u∗H(v − (v∗ − η′)) .
It now easily follows that
φ(hf(·; η, η′), hg(·; η, η′); u, v) is minimized
at u∗, v∗ and that there exists δ > 0 such
that if (u, v) ∈ χ(hf (·; η, η′), hg(·; η, η′)) ∩
[0, u∗] × [0, v∗] and (u, v) 6= (u∗, v∗)
then φ(hf(·; η, η′), hg(·; η, η′); u, v) ≥
φ(hf(·; η, η′), hg(·; η, η′); u∗, v∗) + δ.
Now consider
hf (u; z, η, η
′) def= H1(u− z) ∧ hf (u; η, η′)
hg(v; z, η, η
′) def= H1(u− z) ∧ hg(v; η, η′) .
We can choose z so that we have
φ(hf(·; z, η, η′), hg(·; z, η, η′); u∗, v∗) <
−δ/2 and for all (u, v) ∈
χ(hf (·; z, η, η′), hg(·; z, η, η′)) ∩ [0, u∗)× [0, v∗) we
have φ(hf (·; z, η, η′), hg(·; z, η, η′); u, v) > 0.
We can now take h˜f (u) = hf (·; z, η, η′) and
h˜g(v) = hg(·; z, η, η′) and if necessary we further
reduce h˜f(u∗) and h˜g(v∗) so that they equal v∗ and
u∗ respectively. This proves the claim.
The above proof can be easily adapted to the
spatially discrete case.
Lemma 36: Let (hf , hg) be given with
A(hf , hg) < 0 and φ(hf , hg; u, v) > A(hf , hg)
for (u, v) 6= (1, 1). Consider the spatially discrete
system (12). For any ǫ > 0, if ∆ is sufficiently
small then for all x ∈ R we have
lim
t→∞
f t(x) ≥ 1− ǫ , lim
t→∞
gt(x) ≥ 1− ǫ
for any f 0 ∈ Ψ(−∞,+∞) satisfying f 0(+∞) = 1.
Proof: We use the construction from the proof
of Lemma 35 and recall the existence of F ,G ∈
Ψ(−∞,+∞) interpolating over (0, v∗) and (0, u∗) re-
specively and s ≤ −(δ/2)/‖ω‖∞ such that f t(x) =
F(x− st) and gt(x) = G(x− st) solves (3) for the
pair h˜f , h˜g. Assume ∆ ≤ |s|.
Given f 0 satisfying f 0(+∞) = 1 we can find y
such that f 0(xi) ≥ F(xi − y) for all x. We can
apply Theorem 4 and the inequalities hf ≥ h˜f and
hg ≥ h˜g to obtain f t(xi) ≥ F(xi − y − (s + ∆)t)
and gt(xi) ≥ G(xi − y − (s+∆)t).
The Lemma now follows.
Recall that in the statement of Theorem 3 we
have (0, 0) ≤ (u′, v′) ≤ (u′′, v′′) ≤ (1, 1) and
φ is minimized on (u′, v′) and (u′′, v′′) where it
takes the value m(hf , hg). Furthermore, (u′, v′) and
(u′′, v′′) are the extreme points where the minimum
is attained.
Proof of Theorem 3: We will prove the first
statement in the Theorem, i.e., lim inft→∞ f t(x) ≥
v′ , the other cases being similar.
If u′ = 0 or v′ = 0 then m = 0 and
(u′, v′) = (0, 0) and the result is immediate. Let us
assume that m < 0 and hence that (u′, v′) > (0, 0).
Consider the system restricted to [0, u′] × [0, v′]. If
hf(u
′) > v′ then let us redefine hf (u′) = v′ and
if hg(v′) > u′ then let us redefine hf(u′) = u′.
This makes (u′, v′) a fixed point of the underlying
system. This reduction will not affect the remaining
argument. Let us reduce f 0 by saturating it at v′,
i.e., replacing it with f 0 ∧ v′.
We can now apply Lemma 35 to obtain f t(x)→
v′ and gt(x) → u′. Since f t and gt in the original
system are only larger, the result follows.
Proof of Theorem 8: We can use Lemma 36 to
prove Theorem 8 in the same manner that Lemma
35 is used to prove Theorem 3. The argument is
essentially the same so we omit it.
We now consider the one-sided termination sce-
nario.
Proof of Theorem 10: The case where
φ(hf , hg; u, v) > 0 for (u, v) 6= (0, 0) follows
easily from Theorem 3. We assume now that
φ(hf , hg; u, v) = 0 and hf and hg are strictly
positive on (0, 1].
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Define
f 0(x) = H1(x)
We will show that f t → 0, which implies the same
for arbitrary initial conditions. By monotonicity in t,
f t has a point-wise limit f∞ ∈ Ψ(−∞,+∞) and gt has
a point-wise limit g∞ ∈ Ψ(−∞,+∞) By continuity we
have (f∞(+∞), g∞(+∞)) ∈ χ(hf , hg).
In general h[f∞,gω,∞] is well defined on
[0, g∞(+∞)] and h[g∞,fω,∞] is well defined on
[0, f∞(+∞)] and we have
0 ≤φ(hf , hg; g∞(+∞), f∞(+∞))
≤φ(h[f∞,gω,∞], h[g∞,fω,∞]; g∞(+∞), f∞(+∞)) .
=0 .
(60)
Assume that f∞ 6= 0. Let z = sup{x : f∞(x) =
0}. We have fω,∞(x) > 0 on (z)W and therefore
g∞(x) > 0 on (z)W and gω,∞(x) > 0 on (z)2W .
Hence f∞(x) > 0 for x ∈ (z)2W ∩ (0,∞) but
f∞(x) = 0 for x < z. This implies that z = 0
and that f∞(x) is discontinuous at x = 0. We now
have
φ(hf , hg; u, v) < φ(h[f∞,gω,∞], h[g∞,fω,∞]; u, v)
(61)
for u > 0 and we easily conclude that
(g∞(+∞), f∞(+∞)) = (0, 0) from Lemma 13 (part
C).
Proof of Theorem 12: Theorem 12 can be
proved along lines similar to Lemma 35 with some
additional features introduced to handle the spatial
discreteness.
Let us define m(η), hf (·, η), hg(·, η) and u∗, v∗ as
in the proof of Lemma 35. Given ǫ > 0 we may
choose η small enough so that u˜, v˜ ≥ 1 − ǫ and
m(η) < 0.
Now define
hf(u; z, η)
def
= H1(u− z) ∧ hf (u; η)
hg(v; z, η)
def
= H1(v − z) ∧ hg(v; η)
We can choose z(η)(> 0) so that
φ
(
hf(·; z, η), hg(·; z, η); u∗, v∗
)
= 0
If necessary we further reduce hf(u∗; z, η) and
hg(v
∗; z, η) so that they equal v∗ and u∗ respectively.
Then (hf(·; z, η), hg(·; z, η)) satisfies the strictly
positive gap condition on [0, u∗]× [0, v∗].
By Theorem 1 there exists F and G that form a
fixed point for (3) with (F(−∞),G(−∞)) = (0, 0)
and (F(+∞),G(+∞)) = (v∗, u∗).
Let us translate the solution so that 0 =
supx{F(x) = 0} and let us then define xg =
supx{G(x) = 0}. It follows that |xg| < W. Let us
choose ∆ sufficiently small so that the following
holds:
ηΩ(−|xg| − 12∆) ≥ 12∆‖ω‖∞ . (62)
Consider initializing (12) with
f 0(xi) = F(xi) + ηH0(xi) .
Applying Lemma 6 this yields for xi ≥ xg
f 0,w(xi) ≥ Fω(xi − 12∆) + ηΩ(xi − 12∆)
(62)≥ Fω(xi − 12∆) + 12∆‖ω‖∞
≥Fω(xi) .
We now obtain for xi ≥ xg
g0(xi) = hg(f
0,w(xi))
≥ hg(Fω(xi))
≥ hg(Fω(xi); z, η) + ηH0(xi − xg)
≥ G(xi) + ηH0(xi − xg)
and we observe that since G(xi) = 0 for xi < xg
this bound holds for all xi. We now have
g0,w(xi) ≥ Gω(xi − 12∆) + ηΩ(xi − xg − 12∆) .
For xi ≥ 0 we obtain
g0,w(xi)
(62)
≥ Gω(xi − 12∆) + 12∆‖ω‖∞
≥ Gω(xi) .
Thus we have
f 1(xi) = hf(g
0,w(xi))
≥ hf (Gω(xi))
≥ F(xi) + ηH0(xi)
= f 0(xi)
and the consequently increasing sequence estab-
lishes the existence a fixed point that we denote
f∞, g∞. We have f∞(+∞), g∞(+∞) ≥ 1 − ǫ + η.
Letting ∆→ 0 we can have ǫ, η → 0.
Proof of Theorem 16: We assume Z = L∆ for
an integer L. The termination hf(xi, ·) = 0 holds for
xi < 0 and xi > Z. This means that symmetry holds
about 1
2
Z. The proof follows that of Theorem 12 up
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to the point where requirements on ∆ are given.
Continuing from there we choose ∆ small enough
and Z large enough so that all of the following hold.
3
4
ηΩ(−|xg|−∆)−Ω(−14Z+ 12∆) ≥ 12∆‖ω‖∞ (63)
F(1
4
Z) > v∗ − η/4 (64)
G(1
4
Z) > u∗ − η/4 (65)
Consider initializing for xi ≤ 12Z with
f 0(xi) = F(xi) + ηH0(xi) .
and for xi > 12Z initializing symmetrially with
f 0(xi) = f
0(xL−i). As in the derivation of (55),
this, by (64), implies for all x
f 0(xi) = F(xi) + 34ηH0(xi)−H1(xi − 34Z) .
which gives by Lemma 6,
f 0,w(xi) ≥ Fω(xi−12∆)+34ηΩ(xi−12∆)−Ω(xi−34Z+12∆) .
This yields for xi ∈ [xg − 12∆, 12Z]
f 0,w(xi) ≥ Fω(xi) + 34ηΩ(xg −∆)− Ω(−14Z + 12∆)
(63)≥ Fω(xi) + 12∆‖ω‖∞
≥Fω(xi + 12∆) .
We now obtain for xi ∈ [xg − 12∆, 12Z]
g0(xi) = hg(f
0,w(xi))
≥ hg(F(xi + 12∆))
≥ G(xi + 12∆) + ηH0(xi + 12∆− xg)
and we observe that since the right hand side is 0
for xi + 12∆ < xg this bound holds for all xi ≤ 12Z.
As in the derivation of (55), by (65) we now have
g0(xi) ≥ G(xi+12∆)+34ηH0(xi+12∆−xg)−H1(xi−34Z)
which gives by Lemma 6
g0,w(xi) ≥ Gω(xi)+ 34ηΩ(xi−xg)−Ω(xi− 34Z+ 12∆)
which by (63) yields for xi ∈ [0, 12Z],
g0,w(xi) ≥ Gω(xi) .
Thus we have for xi ∈ [0, 12Z],
f 1(xi) = hf (g
0,w(xi))
≥ hf(Gω(xi))
≥ F(xi) + ηH0(xi)
= f 0(xi)
and the consequently increasing sequence estab-
lishes the existence of the desired fixed point.
REFERENCES
[1] A. J. Felstro¨m and K. S. Zigangirov, “Time-varying periodic
convolutional codes with low-density parity-check matrix,”
IEEE Trans. Inform. Theory, vol. 45, no. 5, pp. 2181–2190,
Sept. 1999.
[2] K. Engdahl and K. S. Zigangirov, “On the theory of low density
convolutional codes I,” Problemy Peredachi Informatsii, vol. 35,
no. 4, pp. 295–310, 1999.
[3] K. Engdahl, M. Lentmaier, and K. S. Zigangirov, “On the
theory of low-density convolutional codes,” in AAECC-13:
Proceedings of the 13th International Symposium on Applied
Algebra, Algebraic Algorithms and Error-Correcting Codes.
London, UK: Springer-Verlag, 1999, pp. 77–86.
[4] M. Lentmaier, D. V. Truhachev, and K. S. Zigangirov, “To
the theory of low-density convolutional codes. ii,” Probl. Inf.
Transm., vol. 37, no. 4, pp. 288–306, 2001.
[5] R. M. Tanner, D. Sridhara, A. Sridhara, T. E. Fuja, and D. J.
Costello, Jr., “LDPC block and convolutional codes based on
circulant matrices,” IEEE Trans. Inform. Theory, vol. 50, no. 12,
pp. 2966 – 2984, Dec. 2004.
[6] S. Kudekar, T. Richardson, and R. Urbanke, “Threshold Satura-
tion via Spatial Coupling: Why Convolutional LDPC Ensembles
Perform so well over the BEC,” IEEE Trans. Inform. Theory,
vol. 57, no. 2, pp. 803–834, Feb. 2011.
[7] A. Sridharan, M. Lentmaier, D. J. Costello, Jr., and K. S. Zigan-
girov, “Convergence analysis of a class of LDPC convolutional
codes for the erasure channel,” in Proc. of the Allerton Conf.
on Commun., Control, and Computing, Monticello, IL, USA,
Oct. 2004.
[8] M. Lentmaier, A. Sridharan, K. S. Zigangirov, and D. J.
Costello, Jr., “Iterative decoding threshold analysis for LDPC
convolutional codes,” IEEE Trans. Info. Theory, Oct. 2010.
[9] M. Lentmaier, A. Sridharan, K. Zigangirov, and D. Costello,
“Terminated ldpc convolutional codes with thresholds close to
capacity,” in Information Theory, 2005. ISIT 2005. Proceedings.
International Symposium on, Sept 2005, pp. 1372–1376.
[10] S. Kudekar, T. Richardson, and R. Urbanke, “Spatially coupled
ensembles universally achieve capacity under belief propa-
gation,” Information Theory, IEEE Transactions on, vol. 59,
no. 12, pp. 7761–7813, Dec 2013.
[11] C. Schlegel and D. Truhachev, “Multiple access demodulation
in the lifted signal graph with spatial coupling,” in Information
Theory Proceedings (ISIT), 2011 IEEE International Sympo-
sium on, 31 2011-aug. 5 2011, pp. 2989 –2993.
[12] K. Takeuchi, T. Tanaka, and T. Kawabata, “Improvement of
bp-based cdma multiuser detection by spatial coupling,” in In-
formation Theory Proceedings (ISIT), 2011 IEEE International
Symposium on, July 2011, pp. 1489–1493.
[13] S. Kudekar and H. D. Pfister, “The Effect of Spatial Coupling
on Compressive Sensing,” in Proc. of the Allerton Conf. on
Commun., Control, and Computing, Monticello, IL, USA, 2010.
[14] F. Krzakala, M. Me´zard, F. Sausset, Y. Sun, and L. Zdeborova,
“Statistical physics-based reconstruction in compressed sens-
ing,” Physical Review X, vol. 2:021005, May 2012.
[15] D. L. Donoho, A. Maleki, and A. Montanari, “Message passing
algorithms for compressed sensing,” Proceedings of the Na-
tional Academy of Sciences, vol. 106, 2009.
[16] D. Donoho, A. Javanmard, and A. Montanari, “Information-
Theoretically Optimal Compressed Sensing via Spatial Cou-
pling and Approximate Message Passing,” CoRR, vol.
abs/1112.0708, 2011.
[17] A. Yedla, H. Pfister, and K. Narayanan, “Universality for the
noisy slepian-wolf problem via spatial coupling,” in Information
Theory Proceedings (ISIT), 2011 IEEE International Sympo-
sium on, 31 2011-aug. 5 2011, pp. 2567 –2571.
53
[18] S. H. Hassani, N. Macris, and R. Urbanke, “Thresholds of
Coupled Constraint Satisfaction Graphical Models,” Dec. 2011,
e-print: http://arxiv.org/abs/1112.6320.
[19] S. H. Hassani, N. Macris, and R. L. Urbanke, “Chains of mean
field models,” CoRR, vol. abs/1105.0807, 2011.
[20] A. Giurgiu, N. Macris, and R. Urbanke, “How to prove the
maxwell conjecture via spatial coupling – a proof of concept,”
Proc. of the IEEE Int. Symposium on Inform. Theory, July 2012.
[21] K. Takeuchi, T. Tanaka, and T. Kawabata, “A phenomenological
study on threshold improvement via spatial coupling,” IEICE
Transactions on Fundamentals of Electronics, Communications
and Computer Sciences, vol. 95, no. 5, pp. 974–977, May 2012.
[22] A. Yedla, Y.-Y. Jian, P. Nguyen, and H. Pfister, “A Simple Proof
of Threshold Saturation for Coupled Scalar Recursions,” Aug
2012.
[23] ——, “A Simple Proof of Threshold Saturation for Coupled
Vector Recursions,” in Information Theory Workshop (ITW),
2012 IEEE, Sept 2012, pp. 25–29.
[24] C. Me´asson, “Conservation laws for coding,” Ph.D. dissertation,
EPFL, Mar. 2006, thes`e N. 3485.
[25] T. Richardson and R. Urbanke, Modern Coding Theory. Cam-
bridge University Press, 2008.
[26] R. G. Gallager, Low-Density Parity-Check Codes. Cambridge,
MA, USA: MIT Press, 1963.
[27] T. Richardson and R. Urbanke, “The capacity of low-density
parity check codes under message-passing decoding,” IEEE
Trans. Inform. Theory, vol. 47, no. 2, pp. 599–618, Feb. 2001.
[28] L. Bazzi, T. Richardson, and R. Urbanke, “Exact thresholds and
optimal codes for the binary-symmetric channel and Gallager’s
decoding algorithm A,” IEEE Trans. Inform. Theory, vol. 50,
no. 9, pp. 2010–2021, Sept. 2004.
[29] T. Tanaka, “A statistical-mechanics approach to large-system
analysis of cdma multiuser detectors,” Information Theory,
IEEE Transactions on, vol. 48, no. 11, pp. 2888 – 2910, nov
2002.
[30] D. Truhachev, “Universal multiple access via spatially coupling
data transmission,” in Information Theory Proceedings (ISIT),
2013 IEEE International Symposium on, July 2013, pp. 1884–
1888.
[31] Y. Wu and S. Verdu, “Re´nyi information dimension: Fundamen-
tal limits of almost lossless analog compression,” Information
Theory, IEEE Transactions on, vol. 56, no. 8, pp. 3721–3748,
2010.
[32] S. ten Brink, “Convergence of iterative decoding,” Electron.
Lett., vol. 35, no. 10, pp. 806–808, May 1999.
[33] ——, “Iterative decoding for multicode CDMA, USA,” in Proc.
IEEE VTC, vol. 3, May 1999, pp. 1876–1880.
[34] ——, “Iterative decoding trajectories of parallel concatenated
codes,” in Proc. 3rd IEEE/ITG Conf. Source Channel Coding,
Mu¨nich, Germany, Jan. 2000, pp. 75–80.
[35] ——, “Convergence behavior of iteratively decoded parallel
concatenated codes,” IEEE Trans. Inform. Theory, vol. 49,
no. 10, pp. 1727–1737, Oct. 2001.
[36] S.-Y. Chung, “On the construction of some capacity-
approaching coding schemes,” Ph.D. dissertation, MIT, 2000.
[37] R. El-Khatib, N. Macris, T. Richardson, and R. Urbanke, “Anal-
ysis of coupled scalar systems by displacement convexity,” in
2014 IEEE International Symposium on Information Theory
Proceedings (ISIT), July 2014.
[38] P. D. Ritger and N. J. Rose, Differential Equations with Appli-
cations. McGraw-Hill, 1968.
