ABSTRACT In this paper, we investigate a linearized finite difference scheme for the variable coefficient semi-linear fractional convection-diffusion wave equation with delay. Based on reversible recovery technique, the original problems are transformed into an equivalent variable coefficient semi-linear fractional delay reaction-diffusion equation. Then, the temporal Caputo derivative is discreted by using L 1 approximation and the second-order spatial derivative is approximated by the centered finite difference scheme. The numerical solution can be obtained by an inverse exponential recovery method. By introducing a new weighted norm and applying discrete Gronwall inequality, the solvability, unconditionally stability, and convergence in the sense of L 2 -and L ∞ -norms are proved rigorously. Finally, we present a numerical example to verify the effectiveness of our algorithm.
I. INTRODUCTION
Over the past decade, ordinary and partial differential equations (PDEs) with delay have attracted many researchers' attention because of their wide application in science and engineering, such as control theory, biology, medicine and traffic model and so on [1] - [11] . At the same time, to simulate anomalous diffusive phenomena and describe the fractional random walk, fractional partial differential equations (FPDEs) are obtained by replacing the time derivative in regular diffusion by a fractional derivative [12] - [21] . As a consequence, an increasing number of researchers have devoted themselves to analyzing fractional partial differential equations with delay because of their powerful and precise descriptions of a large variety of natural phenomena and behaviors in social sciences [22] - [32] .
When it comes to the theoretical analysis of PDEs with delay or fractional dynamical systems with delay, there have been much research productions, which include conclusions of existence, uniqueness and stability up to now. For instance, in terms of the existence and uniqueness of nonlinear fractional order partial differential equations, Ouyang has obtained some sufficient conditions for the existence of a class of equations as well by Lebesgue dominated convergence theorem, Leray-Schauder fixed point theorem and Banach contraction mapping theorem [22] . Zhou et al. [23] discussed the fractional neutral functional differential equations with infinite delay and obtained various criteria on existence and uniqueness. Belarbi et al. [25] investigated the existence and uniqueness of solutions for fractional order functional differential equations with infinite delay. Concerning the theoretical analysis of stability, Yan and Kou [27] introduced fractional-order derivatives into a model of HIV infection of CD4 + T-cells with time delay and discussed the stability of both the viral free equilibrium and the infected equilibrium. Zhang [29] studied a linear fractional order time delay system and gave some sufficient conditions for the finite time stability and the particular class of fractional time-delay system. Chen and Moore [30] considered the delayed linear time-invariant fractional-order dynamic systems and obtained analytical stability bound by Lambert function. Deng et al. [31] studied the stability of a n-dimensional linear fractional differential system with time delays and introduced a characteristic equation for the system by the Laplace transform. They investigated that the equilibrium of the system is Lyapunov globally asymptotical stable if all roots of the corresponding characteristic equation have negative parts. Nicaise and Pignotti [32] considered the wave equation with a delayed velocity term and mixed Dirichlet-Neumann boundary condition, and they proved the exponential stability of the solution under the suitable assumptions.
As we all know, it is a mathematical difficult task to solve FPDEs with delay effectively and accurately. Because the evolution of a dependent variable of FPDEs with delay at time t not only depends on its value at t − r where r is the time delay, but also depends on all previous solutions due to the character of history dependence of a fractional derivative. Some analytical methods have been discussed to search for the solutions of FPDEs with delay. However, it is usually very difficult or even impossible to obtain all the analytical solutions.
Consequently, a series of numerical methods are playing a significant role in exploring the solutions of FPDEs [33] - [35] . For example, Bhalekar and Daftardar-Gejji [36] used a predictor-corrector scheme to solve the nonlinear delay differential equations of fractional order. Hao et al. [37] proposed a linearized quasi-compact finite difference scheme to solve the space-fractional diffusion equations with time delay. Khader and Hendy [38] investigated Legendre pseudo spectral method to approximate the exact solutions of the fractional-order delay differential equations. Rihan applied θ -method to solve PDEs with delay and extended it to a timefractional-order parabolic partial differential equations in the sense of Caputo [39] . Based on Cauchy's integral theorem, Hwang and Cheng [40] presented an effective numerical algorithm for testing the BIBO stability of fractional delay systems.
In this paper, we mainly consider the numerical treatment of the following variable coefficient semilinear fractional diffusion wave equation with time delay
subject to Dirichlet boundary conditions
where k 1 (x) is assumed to be smooth enough and satisfies
The fractional derivative ∂ α w ∂t α with respect to the variable t is defined in the sense of Caputo derivative:
where (·) denotes the gamma function. It is obvious that the solutions of the problem (1) are not only determined by its initial state at a given moment, but also by the solutions on an interval with length equal to the time delay r(r > 0). Thus, we need to define the initial conditions between t = −r and t = 0. As a consequence, a simple initial condition is given by
When α = 1, (1) can be simplified to the diffusion equation with delay which is investigated in [41] and [42] . When α = 2, (1) is equivalent to the wave equation with delay to which many researchers have been devoted, see e.g. [32] , [43] - [45] . With regard to α ∈ (1, 2), Du devoted to the study of high order difference methods for the fractional diffusion-wave equation [46] [47] . In this paper, the main work is that we not only use a more general transformation for variable coefficient FPDEs, but also we define a new weighted energy norm which makes the numerical analysis more easier for the convergence and stability. There have been already many authors who considered the similar transformation, which all are the special cases of ours in the article, see e.g. [48] - [51] .
The rest of the paper is organized as follows. In Section II, a class of new exponential transformation for one-dimensional and higher dimensional cases is proposed, the original problems (1)-(4) are transformed into the variable coefficient semilinear fractional sup-diffusion equation with time delay. In Section III, detailed derivation of the finite difference scheme is given. The solvability, convergence and stability are proved scrupulously in Section IV. A numerical example is carried out in Section V. Finally, some conclusions are summarized in Section VI.
II. EXPONENTIAL TRANSFORMATION
Assume that the coefficient
where r(x) is to be determined, we have
Inserting (5) and (6) into (1), we obtain
where w(x, t) is determined by (5) . In order to eliminate the convection term, the coefficients should satisfy the equality 2r(x)k 1 
where w(x, t) is determined by (5) . The original equations (1)- (4) can be written as follows
Thus, we require three steps to solve the equations (1)- (4),
• Transform the original equations (1)- (4) into (8);
• Solve the equations (8) by the finite difference scheme in the following section;
• Compute the numerical solution w(x, t) by the inverse transformation (5).
III. CONSTRUCTION OF FINITE DIFFERENCE SCHEME
We firstly introduce some notations. Take a positive integer M , and let h = b−a M . Suppose time step using on the constrained mesh, i.e., the time step size τ is a submultiple of delay r (τ = r n , n is a positive integer). Denote
).
The following lemmas are necessary in the derivation of the finite difference scheme.
Lemma 1:
where
∂s
Considering the equation (11) 
). (13) Define the grid functions
Using Taylor expansion and combining with Lemma 1, we have
where the equality t k−
Inserting (14)- (17) into (12), we have
which c 0 is independent of h and τ .
Noticing the boundary conditions and initial value conditions in (8) , omitting the small term R k−
, replacing U k i by the numerical solution u k i in (18), the finite difference scheme is written as
where k 1i = k 1 (x i ). For each time level, (20) is a tridiagonal system, which can be solved effectively by Thomas algorithm.
IV. SOLVABILITY, CONVERGENCE AND STABILITY

A. SOLVABILITY
We first show that the scheme (20)- (21) is solvable. The finite difference scheme (20) can be reformulated as
T , the finite difference scheme (22) can be rewritten as matrix form Mu k = b k . Combining 0 < c 1 ≤ k 1 (x) ≤ c 2 with the tridiagonal structure of M, it is easy to know that M is a diagonally dominated matrix. Thus, we have the following solvable result.
Theorem 1 (Solvability): The finite difference scheme (20)- (21) has a unique solution.
It can be proved by the mathematical induction method, which we omit here for the sake of brevity.
B. CONVERGENCE
In the subsection, we will discuss the convergence of the finite difference scheme (20)- (21) . First of all, we introduce some useful notations and lemmas. Let
be the grid function space defined on h . For any v, w ∈ V, we define the inner products and corresponding norms as follows.
Lemma 2 (Gronwall Inequality [53] ): Let {F k |k ≥ 0} be a non-negative sequence, and satisfy
where A and B are non-negative constants, then
Lemma 3 [53] : For any v ∈ V, we have
Lemma 4: For any v ∈ V, we have
Proof: By the definition of the norms and c 1 ≤ k 1 (x) ≤ c 2 , it easily knows that
which implies (25) . In addition,
Similarly, we have
Thus, combining (27) with (28) implies that (26) holds. Lemma 5 [52] :
where a l is defined in (10) .
Then, the following result of the convergence is valid. 
Theorem 2: Let u(x, t) ∈ C (4,3) ([a, b] × (−r, T ]) be the solution of (8), and {u
where ξ 1 , ξ 2 , η 1 , η 2 ∈ R, c 3 and c 4 are constants. Then, we have
where C 1 and C 2 are positive constants independent of h and τ . Proof:
. Subtracting (18) from (20) yields the error equations
The error equation in the initial time level is
and at the left and right boundaries are
Multiplying hτ δ t e k− 
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The mathematical induction is used here. Using (32) and (33), we have |e k | 1 = 0 for −n ≤ k ≤ 0. Using Lemma 3, it is easy to know that (30) is true. Suppose (30) is valid for 1 ≤ k ≤ m − 1, we will prove it is also true for k = m, where 1 ≤ m ≤ N .
Using Lemma 5, we have
According to the initial and boundary conditions, we have
By using the summation formula by parts and combining (21) with (37), we have 
For the last term of (34), we have
Inserting (36)- (41) into (34), we obtain
Rearranging above inequality, noticing δ x e 0 2 k 1 = 0 and using (24) and (25) yield
Thus, we have
If c 5 τ ≤ 
By Gronwall inequality, we obtain
where C 0 is a positive constant number independent of h and τ . Using Lemma 3, we have
and
where C 1 and C 2 are positive constant numbers. By inductive principle, it completes the proof.
C. STABILITY
In what follows, we will discuss the stability of the finite difference scheme (20)- (21). The numerical stability means that a small perturbation of the initial value implies only a small perturbation of the numerical solution. For the purpose, we suppose that (50) where k i is the small perturbation of σ (x i , t k ). Let
Definition 1: A numerical method is called stable if the numerical solutions u k i in (20)- (21) and v k i in (49)- (50) 
where C is bounded and independent of h and τ .
Subtracting (49)- (50) from (20)- (21) yields
),
Similar to the proof of the convergence, we have the following stability theorem.
Theorem 3: The finite difference scheme (20)- (21) is stable under the small initial perturbation k i , i.e., ||ρ k
, whereC is independent of h and τ .
V. NUMERICAL SIMULATION
In this section, we will implement the numerical examples with different values of parameters to verify our theoretical results. The errors in L ∞ -norm between the exact solutions and numerical solutions are denoted by
The spatial and temporal convergence order in L ∞ -norm are denoted by
respectively. We consider the following semilinear fractional delay sup-diffusion equation
The initial condition and boundary condition are determined by the exact solution w(x, t) = e x x 2 (1 − x) 2 t 3+γ . According to theoretical analysis in Section 2, we let
Inserting (55) into (54) yields
(56) Solving (56) by (20) - (21) and using the transformation (55), we obtain the numerical results as follows.
In order to test the spatial convergence order, we numerically solve the problem with τ = 1 × 10 −3 , γ = −1, different spatial meshes h and different α. Table 1 shows the errors in L ∞ -norm and the spatial convergence orders, which all approximate 2, when α = 1.2, α = 1.5 and α = 1.8 respectively. The numerical results imply that the numerical scheme is of order 2 spatially. In terms of the temporal convergence order, we set h = 1 × 10 −3 , γ = −1 and solve the equation with different temporal meshes τ and different α. Table 2 shows the errors in L ∞ -norm and the temporal convergence orders, whose value is close to 3 − α, when α = 1.1, α = 1.5 and α = 1.9, respectively.
TABLE 2.
The maximum errors and temporal convergence order with fixed spatial step size h = 1 × 10 −3 .
TABLE 3.
The maximum errors and spatial convergence order with fixed temporal step size τ = 1 × 10 −3 .
Then, in order to test the convergence rates along the spatial direction and the temporal dimension, we numerically solve the problem with γ = 0 and different α. The temporal step should be fixed so that the spatial convergence order can be tested. The numerical results in Table 3 demonstrate that the numerical scheme is of order 2 in spatial direction. When we test the temporal convergence order, we solve the equation with fixed h = 1 × 10 −3 and different temporal meshes τ . The numerical results in Table 4 indicate that the numerical scheme is of order 3 − α in temporal directions, which is consistent with the theoretical analysis.
VI. CONCLUSION
In summary, we have studied a linearized finite difference scheme for the variable coefficient semilinear fractional convection sup-diffusion equation with delay. Based on an more general exponential recovery method, the original equation are transformed into an equivalent variable coefficient semilinear fractional delay reaction-diffusion equation. The numerical scheme is derived using L 1 approximation in the discretization of the temporal direction and the central finite difference scheme in the spatial direction. We have demonstrated the unique solvability, convergence and unconditional stability in detail. Numerical simulations have shown that the numerical scheme display the desired convergence orders which is consistent with our theoretical analysis very well.
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