Abstract. The simulation of damage process of high arch dam subjected to strong earthquake shocks is significant to the evaluation of its performance and seismic safety, considering the catastrophic effect of dam failure. However, such numerical simulation requires rigorous computational capacity. Conventional serial computing falls short of that and parallel computing is a fairly promising solution to this problem. The parallel finite element code PDPAD was developed for the damage prediction of arch dams utilizing the damage model with inheterogeneity of concrete considered. Developed with programming language Fortran, the code uses a master/slave mode for programming, domain decomposition method for allocation of tasks, MPI (Message Passing Interface) for communication and solvers from AZTEC library for solution of large-scale equations. Speedup test showed that the performance of PDPAD was quite satisfactory. The code was employed to study the damage process of a being-built arch dam on a 4-node PC Cluster, with more than one million degrees of freedom considered. The obtained damage mode was quite similar to that of shaking table test, indicating that the proposed procedure and parallel code PDPAD has a good potential in simulating seismic damage mode of arch dams. With the rapidly growing need for massive computation emerged from engineering problems, parallel computing will find more and more applications in pertinent areas.
Introduction
Many high arch dams are being built or to be built in southwestern China. The aseismic design of arch dams are conventionally based on maximum tensile stress obtained from linear analysis, and tensile strength of concrete is employed as the tolerable stress. But actually cracks might occur in the dam when subjected to strong earthquake shocks. So it becomes necessary to perform nonlinear analysis and study the damage and fracture mechanism of arch dams in the seismic safety evaluation.
Based on the idea employed in rock failure analysis [1] , a seismic damage model for arch dams is presented which considers the mesoscopic heterogeneity of concrete by random distribution of material properties. The model has been applied to the seismic analysis of Dagangshan arch dam and Longpan arch dam [2] , and the failure process and failure mode were quite similar to that obtained from shaking table test. The main feature is that the heterogeneity of concrete on the mesoscopic level is considered through material properties of macroscopic elements, so it is essential the element size be small enough. Consequently, the complicated failure process of arch dams in strong earthquakes can be simulated merely with elastic damage constitutive relationship and simple failure criterion. In this sense, the dam would have to be discretized with a large number of small elements, inevitably resulting in great computational effort, and this could be far beyond the computational capacity of PC nowadays. Besides that, many aspects influence the seismic analysis of arch dams, including simulation of contraction joints, unbounded medium, nonlinearity of nearfield soil, nonuniform input of ground motion, abutment stability, and so on [3] . Owing to the great importance of seismic safety of high arch dams, it is essential to develop an exclusive program for seismic analysis of arch dams, integrating functions dealing with the aforementioned aspects. As a matter of fact, the theory on these facts has arrived at a considerable level and many codes have been worked out already. The bottleneck for the integrated program would be the computational capacity. High performance computing is a promising solution to this problem. In engineering practice, high performance computing refers mainly to parallel computing. A large problem is decomposed to several small problems, which are allocated to different processes, this enables fast computing of large scale problems. Parallel computing has gained popularity in geology, meterology, biology, finance and so on, but it has seldom been employed in hydro-structures. Jiang built a grid by assembling the computing resources in the campus and has analyzed the reliability of underground tunnel and chamber group [4] . Liu applied element-by-element (EBE) preconditioned conjugate gradients strategy to the finite element analysis of Ertan arch dam [5] . Li studied the elasticplastic response of a gravity dam by using the EBE algorithm [6] . Chen investigated the dynamic response of an arch dam including contraction joints with the codes automatically generated by the software FEPG [7] . Parallel computing has been gaining more and more popularity recently. If some day it can be conveniently employed in numerical analysis in the field of hydrology, then better understanding will surely be obtained to the many problems that have not yet been studied in-depth, such as the simulation of construction process of arch dams, nonlinearity of dams subjected to strong earthquakes, flood prediction and so on.
The parallel finite element code PDPAD was developed for the damage prediction of arch dams utilizing the damage model with heterogeneity of concrete considered. Developed with language Fortran, the code uses a master/slave mode for programming, domain decomposition method for allocation of tasks, MPI (Message Passing Interface) for communication and solvers from AZTEC library for solution of equations. The code was employed to study a being-built arch dam on a 4-node PC Cluster, with more than on million degrees of freedom considered. The obtained damage mode was quite similar to that of shaking table test.
Model for damage simulation of arch dam
There are mainly three theories for nonlinear analysis of arch dams, namely plastic mechanics, fracture mechanics and damage mechanics. In plastic mechanics, plasticity is considered to be the source of nonlinearity, methods originated from analysis of metal are employed to model behavior of concrete. Fracture mechanics can be employed to model the fractures in concrete, the cracking process of concrete can be modeled when combined with fracture criterion. In damage mechanics, the influence of microcracks is considered approximately in the sense of average on the macro level. These theories each have its advantages as well as disadvantages. However, it is common for the three that concrete is considered to be homogeneous, and complicated models on the macro scale have to be employed to model the nonlinearity of concrete. This inevitably results in complicated data processing and enormous computational effort, and the mechanism of nonlinearity has not been studied in-depth. Actually from another view of point, concrete is a kind of artificial composite with complicated substructures on the mesoscopic level. Recently, there has been quite some studies on damage and fracture mechanism of concrete through studying the mesoscopic structures contained in concrete [1] [8] [9] . However, as far as big bulk concrete structures such as arch dam is considered, it is impossible and in the mean time unnecessary to model precisely all the substructures on the mesoscopic level.
In the model for damage simulation of concrete proposed by the authors in a previous paper [2] , the influence of heterogeneity of concrete is considered approximately. The dam has to be discretized with a large number of elements which are small enough, then each element possess unique material properties as decided by the substructures contained in the element. Since the element size is small enough, according to existing literatures, the properties of all elements can be assumed to conform to certain random distribution such as Weibull distribution, and the parameters in the random distribution have to be decided by laboratory experiments. The probabilistic density function of Weibull distribution is as follows,
Here x is the variable whose distribution conforms to Weibull distribution, such as modulus, strength and so on. α is a measurement of heterogeneity, larger value for α indicates more uniform concrete.
The nonlinearity of concrete on the macroscale is quite complicated, but on the mesoscopic level elastic-brittle failure of components in concrete can be assumed, which is verified by the acoustic emission observed when concrete fails. Although the damage model for arch dam is not performed on elements exactly on the mesoscopic level, simple constitutive relationship is proven to be effective when the finite elements are small enough. Elastic damage constitutive relationships are assumed for elements. The constitutive relation for elements in tension is shown in Figure. 
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Since the compressive strength of concrete is far greater than its tensile strength, and considering the stress state of arch dam in earthquakes, the damage that elements suffer is caused mainly by excessive tension. For sake of completeness, compressive damage and shear damage are also considered. Once the Mohr-Coulumb criterion is met, shear damage is assumed for the element. The calculation of tensile damage has priority over that of the other two types of damage 
Parallel program
In contrast to conventional serial computing, the development of parallel program is closely related to the memory architecture. Based on the precondition that the program will run on PC cluster characterized by distributed memory, some points related to programming are as follows.
• Several parallel programming models are available, such as shared memory, threads, message passing, data parallel and hybrid ones. Message passing is optimal for distributed memory architecture. The program is made up of codes programmed by standard serial language (Fortran or C), as well as library functions for sending and receiving messages. Among the many message passing models, MPI (Message Passing Interface) is a standard version jointly issued by industry, academy and government. MPI programs decompose the task into several subtasks, which will be executed simultaneously, with communication between processes realized by calling library functions. PDPAD is programmed by standard Fortran language, MPICH (a version of MPI) library is employed for communication. Communication is only needed between master process and slave process, not between slave processes.
• Designing parallel program. Two choices are available for designing the program. The first one is partially parallel strategy, in which the most time-consuming part of the finite element analysis is parallelized, while the remaining part is processed serially. Frequent communications are required and optimization of the program is complicated. So the alternative, domain decomposition method [10] is employed. The whole finite element model is decomposed into several subdomains according to certain rule (material property, geometry, algorithm and number of processors), so that the original problem is divided into subproblems which correlates with each other but can be solved simultaneously and independently. The procedure for domain decomposition methods is as follows, a. decomposition of the original domain to several subdomains; b. analysis of each subdomain; c. the solutions of all subdomains are integrated to obtained the solution for the original domain. Favorable domain decomposition has the following qualities: the degrees of freedom of all subdomains should be similar to ensure load balance, degrees of freedom on the interface minimized to minimize communication between processes, shape of each subdomain should be regular to improve convergence of iteration.
• Parallel mode. Master-slave mode is adopted, which contains one master process and several slave processes. The master process is in charge of data I/O, data distribution, domain decomposition and task management. Each slave process repeatedly gets task from master process, performs computation and sends results to master according. All slave processes execute the same codes but handle different data. In addition, master process and slave processes run the same program, but different codes are executed. Master-slave mode has many advantages since it is clearly formulated and easy to develop and control. However, since all the data I/O is handled by the master process serially, the processing speed could be affected seriously for large scale problems. Besides that, some slave processes may have to wait for communication when another slave process is communicating with the master.
• Solver. Solver is the dominant part in large-scale finite element analysis since major time is spent on equation solution, and much more time will be needed as degrees of freedom in the equation increases. AZTEC [11] library is employed in PDPAD. It is one of the more than twenty ACTS toolboxes developed by DOE2000. Its main function is the solution of largescale linear sparse equations by providing many iteration options in Krylov subspace (CG, GMRES, BiCGSTAB) and preconditioners (polynomial precondioner, LU-decomposition and incomplete LU-decomposition). Satisfactory calculation speed and accuracy can be obtained by properly choosing solver and preconditioners. In the example in the next section, BiCGSTAB solver combined with Gauss preconditioner is chosen.
• Introduction to PFEPG. PDPAD was generated originally by PFEPG and with minor revisions made locally. PFEPG is the parallel version of FEPG, which stands for Finite Element Program Generator. FEPG was proposed and developed by Prof. Liang G P from Chinese Academy of Sciences. It's suitable for solving FE problems in various scientific and engineering fields, particularly good at solving multi-field problems. Based on the principle of virtual displacement (i. e., weak form) rather than the variational principle, FEPG system requires users to input the weak form of differential expressions and other formulae, then it can automatically generates the complete source code, including element subroutines, algorithm programs, etc. Based on FEPG which can generate serial computing codes, PFEPG has been developed to generate the corresponding parallel computing codes using the same input files as in FEPG. PDPAD was developed by locally revising the automatically generated program. In the parallel codes generated, the above-mentioned main points are employed. More details concerning PFEPG are available in references [12] and [13] .
Program procedure
In PDPAD, an initial state with the arch dam subjected to static load is assumed, and dynamic load is superposed on it. After initialization of MPI, each process gets its process number, based on which master process and slave processes are identified. Master process allocates the task and distributes them to slave processes, and it also controls the flow of the computation. Slave process repeatedly gets task from the master process, performs the assigned computation, informs the master process and waits for further instructions. To be specific, master process reads data and performs domain decomposition on the finite element model, then send the information of decomposition to slave processes. This information includes element, node, material properties of the subdomain and the mapping between local degree of freedom to global degree of freedom. In each time step of the transient analysis, master process distributes the load information to slave processes, which then perform element analysis, assemble element matrices and form load vector respectively. For solution of equations, AZTEC library functions are invoked, master and shaves are all involved since communication is required during iteration. After that, slave processes calculate stress and strain with the obtained displacement, and estimation of damage of elements is conducted. Two requirements have to be met for the nonlinear iteration to end based on norm of displacement and number of newly damaged elements. Then worker processes send the displacement and element damage to the master process, which then perform overall convergence check based on the information received. If convergence is arrived, master process informs the worker processes to start computation of the next time step. Otherwise, slave processes will be informed to update material properties and one more iteration will be conducted. This procedure is repeated until the time history analysis is finished, when MPI is finalized.
Parallel platform
The personal computer and computer networks have undergone rapid improvements in performance. This has made it possible to construct PC cluster systems that are much more cost-effective than supercomputers [14] , which can also popularize parallel computing in civil engineering. Four personal computers with identical configuration are used to construct the cluster. Each has a CPU of PIV3.0GHz, memory of 2GB, and a hard disk of 160G. One of the four nodes acts as the master node, while the others are slave nodes. Master node controls the cluster and has network gateway that can communicate with the Internet, and it also perform its portion of computation job. Slave nodes are all used for computation of the task received from master node. The communication in the cluster is by gigabit network.
Speedup test
Since the parallel program and the PC cluster are developed exclusively for damage simulation of arch dams subjected to strong earthquake shocks, time-history analysis of a practical arch dam is employed for the test instead of benchmark examples, and the dam is also employed for damage simulation in the next section. The Dagangshan arch dam has a height of 210m. Its design peak ground acceleration is 0.5575g, which is the highest in dam construction in China, so seismic safety of the dam has been a crucial problem. The dam is discretized with finite elements as shown in Figure5, computation of a single step is performed with only seismic load considered. The speedup is defined as the time needed when only one processor is used to that when n processors are used. Although it is not the precise definition of speedup in parallel computing, it can reflect the speeding up to some extent. The relation of speedup with n, number of processors involved in computation, is plotted in Figure4. As can be seen from the figure, fairly good speedup is achieved. A portion of foundation adjacent to the dam has been considered. The dam-foundation system is discretized with eight-node isoparametric element. The size of elements for the dam is restricted to be no more than 3m so as to better consider the influence of heterogeneity of concrete. No damage in the foundation is expected nor observed in the test, so the element size of the foundation is about 18m to save computational effort. The dam-foundation system is discretized with 358956 elements and 386276 nodes in all, which results in more than one million degrees of freedom. The finite element discretization and domain decomposition is shown in Seismic excitation is introduced in the upstream direction. As no visible damage was observed when the dam was subjected to design earthquake, so the damage discussed below corresponds to seismic overloading case with an acceleration amplitude of 1.0 g , i.e. 1.8 times of the design value. Only pictures of the upstream are plotted.
No visible crack was detected before 6s, when the stress level was relatively low and only random distributed damage occurred. Then a vertical crack appeared at the dam top, which propagated downwards, causing stress in the cantilever direction increase and it turned left. The downstream face suffered more serious damage than the upstream face, since horizontal cracks were observed in the downstream face instead of the upstream face at 6.2s. With the propagation of horizontal cracks, it cut through the dam in the upstream-downstream direction and the block surrounded by cracks got detached from the dam body under cyclic loading. More cracks were observed with the progressing of acceleration excitation and three blocks got broken from the dam.
Statistics of damage elements show that damage was caused mainly by excessive tensile strength. Between the two failure criterions, maximum tensile stress criterion is dominant in the calculation, while Mohr-Coulomb only get in effect for elements already suffered tensile damage. The failure mode obtained from shaking table test is shown in Figure7. As can be seen, quite similar results are attained by numerical test and model test. For seismic loading in the upstream direction, the zone adjacent to the top of cantilever has the highest tensile stress level, where cracks tend to initiate. In strong earthquakes, cracks in both the arch direction and cantilever direction may penetrate the thickness of the dam, causing concrete blocks to get detached from the dam body. The damage zone might extend leftwards, rightwards and downwards, and small blocks may fall off afterwards. 
Conclusion
Parallel program PDPAD is developed to meet the requirement for high performance computing in damage simulation of arch dams subjected to strong earthquake shocks. Heterogeneity of concrete on the mesoscopic level is considered in the model, elastic damage constitutive relation is assumed for concrete, tensile damage and shear damage are considered. Based on domain decomposition method, the codes programmed with MPI (Message Passing Interface) in FORTRAN 9.0 on Linux Redhat 9.0. PDPAD exhibits high scalability and satisfactory speedup and has the ability to perform large scale computation. It is employed in the damage process simulation of Dagangshan Arch Dam and can handle more than one million DOFs on the 4-node platform. And the failure mode obtained is quite similar to that of model test. Several conclusions are arrived at.
• Damage of concrete dam is closely related with heterogeneity of concrete on the mesoscopic level. Better simulation of the damage process of arch dam in earthquakes can be achieved by considering this.
• The middle part of the dam crest is vulnerable to earthquakes, where cracks might occur due to excessive tensile stress.
• Parallel computing is a good solution to numerical simulation of large scale problems. If more nodes are included in the PC cluster presented, the damage process can be simulated even more thoroughly.
