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GELFAND-NAIMARK-STONE DUALITY FOR NORMAL SPACES AND
INSERTION THEOREMS
G. BEZHANISHVILI, P. J. MORANDI, B. OLBERDING
Abstract. Gelfand-Naimark-Stone duality provides an algebraic counterpart of compact
Hausdorff spaces in the form of uniformly complete bounded archimedean ℓ-algebras. In [4]
we extended this duality to completely regular spaces. In this article we use this extension
to characterize normal, Linde¨lof, and locally compact Hausdorff spaces. Our approach gives
a different perspective on the classical theorems of Kateˇtov-Tong and Stone-Weierstrass.
1. Introduction
Gelfand-Naimark-Stone duality provides a dual equivalence between the category KHaus of
compact Hausdorff spaces and the category ubaℓ of uniformly complete bounded archimedean
ℓ-algebras, thus providing an algebraic interpretation of KHaus. In the article [4], we lifted
this duality from KHaus to the category CReg of completely regular spaces by identifying
the category ubaℓ with a subcategory of the category of basic extensions of ℓ-algebras (see
Definition 2.9) and finding among basic extensions those that are maximal in an appropriate
sense (see Definition 2.11). Roughly, this lift involves working with the traditional Gelfand-
Naimark-Stone duality at one end of the basic extension and a ring-theoretic version of
Tarski duality at the other, the latter taking the form of a duality between sets and certain
Dedekind complete ℓ-algebras, which we call basic algebras. Such maximal basic extensions
then are the algebraic counterparts of completely regular spaces. Basic extensions consist of
a monomorphism A → B in the category baℓ of bounded archimedean ℓ-algebras, where B
is a basic algebra and the image of A is join-meet dense in B. The point of view in [4] sug-
gests that subcategories of CReg other than KHaus should be identifiable with appropriate
subcategories of the category of maximal basic extensions, and that topological features of
classes of completely regular spaces should be reflected in algebraic properties of maximal
basic extensions A→ B.
In this article we show that this is indeed the case for the categories of normal spaces,
Lindelo¨f spaces, and locally compact Hausdorff spaces. For each such category, we axiom-
atize the corresponding basic extensions and thus are able to give algebraic counterparts
for these spaces in the spirit of Gelfand-Naimark-Stone duality. Our approach to normal
spaces depends on well-known insertion theorems of continuous real-valued functions. We
show these insertion theorems translate in a natural way to purely algebraic setting of basic
extensions and can thus be used to characterize the basic extensions that correspond to
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normal spaces. In the setting of compact Hausdorff spaces, our approach yields a different
perspective on Gelfand-Naimark-Stone duality and provides an alternative proof of a version
of the Stone-Weierstrass theorem.
This article is organized as follows. In Section 2 we recall the necessary background
from [4]. In Section 3 we connect normality and various insertion theorems. In Section
4 we provide characterizations of compact and Lindelo¨f spaces. Finally, in Section 5 we
characterize locally compact Hausdorff spaces and describe one-point compactifications by
means of minimal extensions.
2. Preliminaries
Gelfand-Naimark-Stone duality, which states that the category of compact Hausdorff
spaces is dually equivalent to the category of uniformly complete bounded archimedean
ℓ-algebras, can be viewed as the restriction of a dual adjunction between the category CReg
of completely regular spaces and the category baℓ of bounded archimedean ℓ-algebras. This
adjunction does not restrict to an equivalence between CReg and any full subcategory of baℓ.
Thus, in seeking a duality for completely regular spaces that extends Gelfand-Naimark-Stone
duality, one must look beyond the category baℓ. One way to do this is by introducing the
notion of a basic extension of a bounded archimedean ℓ-algebra as done in [4]. In this section
we first describe the adjunction between CReg and baℓ and then review the notions of basic
algebras and basic extensions from [4].
To make the paper self-contained, we recall several definitions.
● A ring A with a partial order ≤ is an ℓ-ring (that is, a lattice-ordered ring) if (A,≤)
is a lattice, a ≤ b implies a + c ≤ b + c for each c, and 0 ≤ a, b implies 0 ≤ ab.
● An ℓ-ring A is bounded if for each a ∈ A there is n ∈ N such that a ≤ n ⋅ 1 (that is, 1
is a strong order unit).
● An ℓ-ring A is archimedean if for each a, b ∈ A, whenever na ≤ b for each n ∈ N, then
a ≤ 0.
● An ℓ-ring A is an ℓ-algebra if it is an R-algebra and for each 0 ≤ a ∈ A and 0 ≤ r ∈ R
we have 0 ≤ ra.
● Let baℓ be the category of bounded archimedean ℓ-algebras and unital ℓ-algebra
homomorphisms.
● Let A ∈ baℓ. For a ∈ A, define the absolute value of a by ∣a∣ = a ∨ (−a) and the
norm of a by ∣∣a∣∣ = inf{r ∈ R ∶ ∣a∣ ≤ r}.1 Then A is uniformly complete if the norm is
complete.
● Let ubaℓ be the full subcategory of baℓ consisting of uniformly complete ℓ-algebras.
2.1. The contravariant functor C∗ ∶ CReg → baℓ. For a completely regular space X , let
C(X) be the ring of continuous real-valued functions, and let C∗(X) be the subring of C(X)
consisting of bounded functions. We note that if X is compact, then C∗(X) = C(X). There
is a natural partial order ≤ on C(X) lifted from R, making C(X) an archimedean ℓ-algebra.
1We view R as an ℓ-subalgebra of A by identifying r with r ⋅ 1.
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Since C∗(X) is bounded, we then have C∗(X) ∈ baℓ. Moreover, there is a natural norm on
C∗(X) given by ∣∣f ∣∣ = sup{∣f(x)∣ ∶ x ∈ X}, which is complete. Thus, C∗(X) ∈ ubaℓ.
For a continuous map ϕ ∶ X → Y between completely regular spaces, let ϕ∗ ∶ C∗(Y ) →
C∗(X) be given by ϕ∗(f) = f ○ ϕ. Then ϕ∗ is a unital ℓ-algebra homomorphism. This
yields a contravariant functor C∗ ∶ CReg → baℓ which sends each X ∈ CReg to the uniformly
complete ℓ-algebra C∗(X), and each continuous map ϕ ∶ X → Y to the unital ℓ-algebra
homomorphism ϕ∗ ∶ C∗(Y ) → C∗(X). We denote the restriction of C∗ to KHaus by C since
for X ∈ KHaus we have C∗(X) = C(X).
2.2. The contravariant functor Y ∶ baℓ → CReg. For A ∈ baℓ, we recall that an ideal I
of A is an ℓ-ideal if ∣a∣ ≤ ∣b∣ and b ∈ I imply a ∈ I, and that ℓ-ideals are exactly the kernels of
ℓ-algebra homomorphisms. Let YA be the space of maximal ℓ-ideals of A, whose closed sets
are exactly sets of the form
Zℓ(I) = {M ∈ YA ∣ I ⊆M},
where I is an ℓ-ideal of A. The space YA is often referred to as the Yosida space of A, and
it is well known that YA ∈ KHaus.
For a unital ℓ-algebra homomorphism α ∶ A → B let α∗ ∶ YB → YA be the continuous map
given by α∗(M) = α−1(M). This defines a contravariant functor Y ∶ baℓ→ CReg which sends
each A ∈ baℓ to the compact Hausdorff space YA, and each unital ℓ-algebra homomorphism
α ∶ A → B to the continuous map α∗ ∶ YB → YA.
2.3. Dual adjunction and equivalence. The functors C∗ ∶ CReg → baℓ and Y ∶ baℓ →
CReg yield a contravariant adjunction between baℓ and CReg. To see this, for A ∈ baℓ
and a maximal ℓ-ideal M of A, we have a unique unital R-algebra isomorphism A/M →
R. Therefore, with each a ∈ A, we can associate fa ∈ C(YA) given by fa(M) = a +M .
Then ζA ∶ A → C(YA) given by ζA(a) = fa is a unital ℓ-algebra homomorphism, which is a
monomorphism since the intersection of maximal ℓ-ideals is 0. Since the ℓ-subalgebra ζA[A]
of C(YA) separates points of YA and C(YA) is uniformly complete, C(YA) is the uniform
completion of ζA[A] by the Stone-Weierstrass theorem. From now on we will view C(YA)
as the uniform completion Â of A. It is then clear that A is uniformly complete iff ζA is an
isomorphism.
For X ∈ CReg, associate to each x ∈X the maximal ℓ-ideal
Mx ∶= {f ∈ C∗(X) ∣ f(x) = 0}.
Then ξX ∶ X → YC∗(X) given by ξX(x) =Mx is a topological embedding, and it is a homeo-
morphism iff X is compact.
This yields a natural bijection
hombaℓ(A,C∗(X)) ≃ homCReg(X,YA)
which can be described as follows. Let A ∈ baℓ and X ∈ CReg. To each morphism α ∶ A →
C∗(X) in baℓ, associate the continuous map α∗ ○ ξX ∶X → YA. Going the other direction, to
each continuous map ϕ ∶ X → YA associate the morphism ϕ∗ ○ ζA ∶ A → C∗(X) in baℓ. This
gives a contravariant adjunction (C∗, Y ) between baℓ and CReg. The image of C∗ is ubaℓ
and the image of Y is KHaus. Consequently, the contravariant adjunction (C∗, Y ) between
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CReg and baℓ restricts to a dual equivalence (C,Y ) between KHaus and ubaℓ, and we arrive
at the following celebrated result:
Theorem 2.1 (Gelfand-Naimark-Stone duality). The categories KHaus and ubaℓ are dually
equivalent, and the dual equivalence is established by the functors C and Y .
2.4. Dedekind complete algebras and basic algebras. Our extension of Gelfand-Naimark-
Stone duality to completely regular spaces in [4] depends on the notion of a basic extension,
which in turn depends on that of a basic algebra. These basic algebras are special cases of
Dedekind complete algebras, those A ∈ baℓ with the property that each subset of A bounded
above has a least upper bound, and hence each subset bounded below has a greatest lower
bound. Let dbaℓ be the full subcategory of baℓ consisting of Dedekind complete ℓ-algebras.
It is well known (see, e.g., [2, Rem. 3.5]) that if A ∈ baℓ is Dedekind complete, then A is
uniformly complete, so dbaℓ is a full subcategory of ubaℓ.
We also recall that a topological space is extremally disconnected if the closure of each open
set is open. Let ED be the full subcategory of KHaus consisting of extremally disconnected
spaces. By the Stone-Nakano theorem, for X ∈ KHaus we have C(X) is Dedekind complete
iff X ∈ ED. This together with Gelfand-Naimark-Stone duality yields:
Theorem 2.2. The categories ED and dbaℓ are dually equivalent, and the dual equivalence
is established by restricting the functors C and Y .
For A ∈ baℓ, let Id(A) be the boolean algebra of idempotents. A nonzero idempotent e
is called primitive if for each f ∈ Id(A), from f ≤ e it follows that f = 0 or f = e. Thus,
primitive idempotents are exactly the atoms of Id(A).
Definition 2.3.
(1) We call A ∈ baℓ a basic algebra if A is Dedekind complete and Id(A) is atomic.
(2) We call a unital ℓ-algebra homomorphism α ∶ A → B between A,B ∈ dbaℓ normal if
α preserves all existing joins (and hence all existing meets).
(3) Let balg be the category of basic algebras and normal ℓ-algebra homomorphisms.
Remark 2.4. The category balg is not a full subcategory of baℓ since not every unital
ℓ-algebra homomorphism between basic algebras is normal.
As we recall in Theorem 2.6, the category balg is dually equivalent to the category Set.
This suggests an analogy between Tarski duality and the duality of Theorem 2.6. In fact,
the objects in balg admit a functional representation that resembles in several ways the
representation of complete and atomic Boolean algebras as powersets.
In more detail, for each set X , let B(X) be the ℓ-algebra of bounded real-valued functions
onX . Then B(X) ∈ balg . For a function ϕ ∶ X → Y between two sets, let ϕ+ ∶ B(Y )→ B(X)
be given by ϕ+(f) = f ○ ϕ. Then ϕ+ is a normal ℓ-algebra homomorphism. This defines a
contravariant functor B ∶ Set → balg from the category Set of sets to the category balg of
basic algebras.
Remark 2.5. If X,Y ∈ CReg and ϕ ∶ X → Y is continuous, then ϕ∗ is the restriction of ϕ+
to C∗(Y ).
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For A ∈ baℓ, let XA be the set of isolated points of YA. If A ∈ balg , then A is Dedekind
complete, so YA is extremally disconnected; and since Id(A) is atomic, XA is dense in YA.
For a normal ℓ-algebra homomorphism α ∶ A → B between basic algebras, let α+ ∶ XB → XA
be the restriction of α∗ ∶ YB → YA to XB. Then α+ is a well-defined function, and we have a
contravariant functor X ∶ balg → Set.
Theorem 2.6. [4, Thm. 3.10] The categories Set and balg are dually equivalent, and the
dual equivalence is established by the functors B and X.
The isomorphism ϑA ∶ A → B(XA) is defined by ϑA = κA ○ ζA, where ζA ∶ A→ C(YA) is the
Yosida representation and κA ∶ C(YA)→ B(XA) sends f ∈ C(YA) to its restriction to XA.
A B(YA)
C(YA)
ϑA
ζA κA
Also, the bijection ηX ∶ X → XB(X) is defined by ηX(x) = {f ∈ B(X) ∣ f(x) = 0}.
Remark 2.7. If X ∈ CReg, then ηX ∩C∗(X) =Mx.
2.5. Compactifications and basic extensions. We now describe our extension of Gelfand-
Naimark Stone duality to CReg. This duality is fundamental for the rest of the paper, which
is devoted to working out how various classes of completely regular spaces can be axioma-
tized in terms of basic extensions. We first formulate our duality more generally in terms of
the category of compactifications.
We recall (see, e.g., [10, Sec. 3.5]) that a compactification of a completely regular space
X is a pair (Y, e), where Y is a compact Hausdorff space and e ∶ X → Y is a topological
embedding such that the image e[X] is dense in Y . Suppose that e ∶ X → Y and e′ ∶ X → Y ′
are compactifications. As usual, we write e ≤ e′ provided there is a continuous map f ∶ Y ′ → Y
with f ○ e′ = e.
X Y ′
Y
e′
e
f
The relation ≤ is reflexive and transitive. Two compactifications e and e′ are said to be
equivalent if e ≤ e′ and e′ ≤ e. It is well known that e and e′ are equivalent iff there is a
homeomorphism f ∶ Y ′ → Y with f ○ e′ = e. The equivalence classes of compactifications of
X form a poset whose largest element is the Stone-Cˇech compactification s ∶X → βX .
Definition 2.8. Let Comp be the category whose objects are compactifications e ∶ X → Y
and whose morphisms are pairs (f, g) of continuous maps such that the following diagram
commutes.
X Y
X ′ Y ′
e
f g
e′
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The composition of two morphisms (f1, g1) and (f2, g2) is defined to be (f2 ○ f1, g2 ○ g1).
X1 Y1
X2 Y2
X3 Y3
e1
f2○f1
f1 g1
g2○g1
e2
f2 g2
e3
Definition 2.9.
(1) Let α ∶ A → B be a monomorphism in baℓ. We say that α[A] is join-meet dense in
B if each element of B is a join of meets of elements of α[A].
(2) Let A ∈ baℓ, B ∈ balg , and α ∶ A→ B be a monomorphism in baℓ. We call α ∶ A → B
a basic extension if α[A] is join-meet dense2 in B.
(3) Let basic be the category whose objects are basic extensions and whose morphisms
are pairs (ρ,σ) of morphisms in baℓ with σ normal and σ ○ α = α′ ○ ρ.
A B
A′ B′
α
ρ σ
α′
The composition of two morphisms (ρ1, σ1) and (ρ2, σ2) is defined to be (ρ2 ○ ρ1, σ2 ○
σ1).
A1 B1
A2 B2
A3 B3
ρ2○ρ1
α1
ρ1 σ1
σ2○σ1
α2
ρ2 σ2
α3
(4) Let ubasic be the full subcategory of basic consisting of the basic extensions α ∶
A→ B where A ∈ ubaℓ.
By [4, Thm. 4.10], ubasic is a reflective subcategory of basic, and the reflector r ∶ basic →
ubasic is defined as follows. Let α ∶ A→ B be a basic extension and Â ∶= C(YA) the uniform
completion of A. Then ζA ∶ A → Â is a monomorphism and ζB ∶ B → B̂ is an isomorphism.
Define α̂ ∶ Â → B to be α̂ = ζ−1B ○ (α∗)∗. The following diagram is commutative, and setting
r(α) = α̂ is the desired reflector.
A B
Â B̂
α
ζA
(α∗)∗
ζ−1
B
2Equivalently, α[A] is meet-join dense in B, meaning that each element of B is a meet of joins of elements
of α[A]. For details see [4, Rem. 4.6(2)].
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Define a contravariant functor E ∶ Comp → basic as follows. If e ∶ X → Y is a compact-
ification, let e♭ ∶ C(Y ) → B(X) be given by e♭(f) = f ○ e. By [4, Prop. 4.4], e♭ is a basic
extension and we define E(e) = e♭. For a morphism (f, g) in Comp
X Y
X ′ Y ′
e
f g
e′
define E(f, g) to be the pair (g∗, f+)
C(Y ′) B(X ′)
C(Y ) B(X)
(e′)♭
g∗ f+
e♭
For a morphism α ∶ A → B in baℓ, let α♭ ∶ XB → YA be the restriction of α∗ ∶ YB → YA to
XB. Let α ∶ A→ B be a monomorphism in baℓ with B a basic algebra. Define a topology τα
on XB as the least topology making α♭ ∶ XB → YA continuous. By [4, Thm. 5.5], if α ∶ A → B
is a basic extension, then α♭ ∶ XB → YA is a compactification.
Define a contravariant functor C ∶ basic → Comp as follows. If α ∶ A → B is a basic
extension, set C(α) to be the compactification α♭ ∶ XB → YA. For a morphism (ρ,σ) in
basic
A B
A′ B′
α
ρ σ
α′
define C(ρ,σ) to be (σ+, ρ∗).
XB′ YA′
XB YA
α′♭
σ+ ρ∗
α♭
Theorem 2.10. [4, Thm. 6.3] The functors E ∶ Comp→ basic and C ∶ basic → Comp define
a dual adjunction of categories that restricts to a dual equivalence between Comp and ubasic.
2.6. Maximal extensions and completely regular spaces.
Definition 2.11.
(1) We call two basic extensions α ∶ A → B and γ ∶ C → B compatible if the topologies τα
and τγ on XB are equal.
(2) A basic extension α ∶ A → B is maximal provided that for every compatible extension
γ ∶ C → B, there is a morphism δ ∶ C → A in baℓ such that α ○ δ = γ.
A B
C
α
δ γ
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(3) Let mbasic be the full subcategory of basic consisting of maximal basic extensions.
By [4, Prop. 7.4], a basic extension α ∶ A → B is maximal iff A ∈ ubaℓ and α♭ ∶ XB → YA
is equivalent to the Stone-Cˇech compactification of XB. Consequently, α is isomorphic to
s♭ ∶ C(βXB)→ B(XB). The dual equivalence of Theorem 2.10 then restricts to a dual equiva-
lence between Stone-Cˇech compactifications and mbasic. Since the category CReg is equiva-
lent to the subcategory of Comp consisting of Stone-Cˇech compactifications [5, Prop. 6.8], we
obtain the following generalization of Gelfand-Naimark-Stone duality to completely regular
spaces.
Theorem 2.12. [4, Thm. 7.7] There is a dual equivalence between CReg and mbasic.
3. Normal extensions and insertion theorems
In this section we develop algebraic counterparts of normal spaces by introducing normal
basic extensions. Our results utilize well-known insertion theorems from the literature, which
we formulate in the language of basic extensions.
Definition 3.1. Let α ∶ A→ B be a basic extension.
(1) b ∈ B is closed (relative to α) if b is a meet of elements from α[A].
(2) b ∈ B is open (relative to α) if b is a join of elements from α[A].
(3) b ∈ B is clopen (relative to α) if b is both closed and open.
Remark 3.2. Let α ∶ A→ B be a basic extension. The following facts are easy to see.
(1) The meet of an arbitrary set of closed elements is closed, and the join of an arbitrary
set of open elements is open. In addition, the join of finitely many closed elements is
closed, and the meet of finitely many open elements is open.
(2) The sum of closed elements is closed, and the sum of open elements is open. These
follow from the ℓ-ring identities
⋀S +⋀T = ⋀{s + t ∣ s ∈ S, t ∈ T} and ⋁S +⋁T = ⋁{s + t ∣ s ∈ S, t ∈ T}.
(3) b ∈ B is closed (resp. open) iff −b is open (resp. closed). These follow from the ℓ-ring
identities
−⋀S = ⋁{−s ∣ s ∈ S} and −⋁S = ⋀{−s ∣ s ∈ S}.
(4) If a ∈ A and b ∈ B is open (resp. closed), then α(a) ∧ b is open (resp. α(a) ∨ b is
closed). These follow from the distributive laws
s ∧⋁T = ⋁{s ∧ t ∣ t ∈ T} and s ∨⋀T = ⋀{s ∨ t ∣ t ∈ T}.
(5) Each element of B is a meet of open elements and a join of closed elements.
Let X be a completely regular space and let f ∈ B(X). For x ∈X let Nx be the set of all
open neighborhoods of x. Define f∗, f∗ ∈ B(X) by
f∗(x) = inf{sup f(U) ∣ U ∈ Nx},
f∗(x) = sup{inf f(U) ∣ U ∈ Nx}.
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Then f is upper semicontinuous if f∗ = f , and lower semicontinuous if f∗ = f . It is
pointed out in [8, p. 430] that f is upper semicontinuous iff f−1(−∞, r) is open, and f is
lower semicontinous iff f−1(r,∞) is open, for each r ∈ R. It follows that f is continuous iff it
is both upper and lower semicontinous.
Lemma 3.3. Let e ∶ X → Y be a compactification and e♭ ∶ C(Y )→ B(X) the corresponding
basic extension.
(1) f ∈ B(X) is closed (relative to e♭) iff f is upper semicontinuous.
(2) f ∈ B(X) is open (relative to e♭) iff f is lower semicontinuous.
(3) f ∈ B(X) is clopen (relative to e♭) iff f is continuous.
Proof. (1). Let ι ∶ C∗(X) → B(X) be the inclusion. Then e♭ is the composition ι ○ e∗ ∶
C(Y ) → C∗(X) → B(X). If f is a meet from e♭[C(Y )], then it is a meet from ι[C∗(X)],
and so f is upper semicontinuous (see, e.g., [8, Lem. 4.1]). Conversely, suppose that f is
upper semicontinuous. By [4, Lem. 7.2], there is an upper semicontinuous function f ′ ∈ B(Y )
with e+(f ′) = f . By [8, Lem. 4.1], f ′ = ⋀S for some S ⊆ C(Y ). Because e+ is a complete
homomorphism, we have
f = e+(f ′) = e+ (⋀S) = ⋀{e+(s) ∣ s ∈ S} = ⋀{e∗(s) ∣ s ∈ S} = ⋀{e♭(s) ∣ s ∈ S},
which shows that f is closed relative to e♭.
(2). If f ∈ B(X), then f is lower semicontinuous iff −f is upper semicontinuous. By
Remark 3.2(3), f is a join from e♭[C(Y )] iff −f is a meet from e♭[C(Y )]. Thus, (2) follows
from (1).
(3). A real-valued function is continuous iff it is both upper and lower semicontinuous.
Now apply (1) and (2). 
Lemma 3.4. Let e ∶ X → Y be a compactification, e♭ ∶ C(Y ) → B(X) the corresponding
basic extension, and S ⊆X.
(1) S is a closed subset of X iff χS is closed (relative to e♭).
(2) S is an open subset of X iff χS is open (relative to e♭).
(3) S is a clopen subset of X iff χS is clopen (relative to e♭).
Proof. (1). It is elementary to see that S is closed in X iff χS is upper semicontinuous. Thus,
by Lemma 3.3(1), S is closed iff χS is closed relative to e♭.
(2). We have that S is open inX iff χS is lower semicontinuous. Therefore, by Lemma 3.3(2),
S is open iff χS is open.
(3). This follows from (1) and (2). 
Normal spaces can be characterized by properties that involve insertion of continuous real-
valued functions between functions from more general classes. As discussed in Remark 3.23,
such theorems originate in the early work of Baire and Hahn and take one of their most
well-known forms in the work of Kateˇtov [12, 13] and Tong [17]: A space X is normal iff for
each pair of bounded real-valued functions f ≤ g on X with f upper semicontinuous and g
lower semicontinuous, there is a continuous real-valued function h on X such that f ≤ h ≤ g.
Tong’s approach to insertion emphasizes lattice-theoretic conditions and hence lends itself to
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our algebraic approach. In particular, the strategy of Tong is to insert first between f and g
a pair f1 ≤ g1 where f1 is a countable meet of continuous functions and g1 is a countable join
of continuous functions. He then shows that f1 and g1 can be replaced by a single function
h that is a countable meet and a countable join of continuous functions (see Theorem 3.6
below). Since a meet of upper semicontinuous functions is upper semicontinuous and a join
of lower semicontinuous functions is lower semicontinuous, it follows that h is continuous.
In property (T) of the following definition we extract the first step in Tong’s strategy. We
consider also the closely related condition (BS), which was studied by Blatter and Seever
in the function setting in [7]. Finally, condition (S) is a common strengthening of both
conditions.
Definition 3.5. Let α ∶ A→ B be a basic extension, f ∈ B closed, and g ∈ B open.
(T) If f ≤ g, then there are {an},{bn} ⊆ A with f ≤ ⋀nα(an) ≤ ⋁n α(bn) ≤ g.
(BS) If f ≤ g, then there are {an},{bn} ⊆ A with f ≤ ⋁nα(an) ≤ ⋀n α(bn) ≤ g.
(S) If f ≤ g, then there are {an},{bn} ⊆ A with f ≤ ⋀nα(an) = ⋁n α(bn) ≤ g.
We show that the three conditions are equivalent. For this we utilize Tong’s theorem [17,
Thm. 1], but rephrase it in our setting. This theorem is step two of Tong’s strategy described
above.
Theorem 3.6 (Tong). Let α ∶ A → B be a basic extension, f a countable meet of elements
from α[A], and g a countable join of elements from α[A]. If f ≤ g, then there is u ∈ B such
that f ≤ u ≤ g and u is both a countable meet and a countable join of elements from α[A].
Proof. Write f = ⋀n α(an) and g = ⋁n α(bn) with the an, bn ∈ A. By replacing an by a1∧⋯∧an
and bn by b1 ∨⋯∨ bn, we may assume the an are decreasing and the bn are increasing. Let
un = (α(a1) ∧α(b1)) ∨⋯∨ (α(an) ∧ α(bn)).
Then un ≤ α(bn) as the bi are increasing, so un ≤ g for each n. Thus, the join u = ⋁n un exists
in B, and u ≤ g. Let vn = un ∨ α(an). Then α(an) ≤ vn for each n, so f ≤ vn for each n. The
meet v = ⋀n vn then exists in B. As un, vn ∈ α[A], it is sufficient to show u = v. We do this
by showing that f ≤ u ≤ v and v ≤ u ∨ f .
We have
v = ⋀
n
vn = ⋀
n
(un ∨ α(an)) ≤ ⋀
n
(u ∨ α(an)) = u ∨⋀α(an) = u ∨ f.
Next, since the an are decreasing, for each n, p we have
un+p = un ∨ (α(an+1) ∧ α(bn+1)) ∨⋯ ∨ (α(an+p) ∧ α(bn+p))
≤ un ∨ α(an+1) ∨⋯∨ α(an+p) ≤ un ∨ α(an) ∨⋯∨ α(an+p)
= un ∨ α(an) = vn
This implies that ⋁p un+p ≤ vn for each n, but u = ⋁p un+p since the un are increasing, hence
u ≤ vn for each n. Because v = ⋀n vn, we have u ≤ v. Finally, since f ≤ g,
f = f ∧ g = f ∧⋁
n
α(bn) = ⋁
n
(f ∧ α(bn)) ≤ ⋁
n
(α(an) ∧α(bn)) = ⋁
n
un = u.
This finishes the argument that u = v, and so the proof is complete. 
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Theorem 3.7. For a basic extension α ∶ A→ B, (T), (BS), and (S) are equivalent.
Proof. (T) ⇒ (S). This is Theorem 3.6.
(S) ⇒ (BS). This is trivial.
(BS) ⇒ (T). Suppose that f ∈ B is closed, g ∈ B is open, and f ≤ g. By (BS), there are
{an},{bn} ⊆ A with f ≤ ⋁n α(an) ≤ ⋀nα(bn) ≤ g. If f ′ = ⋀n α(bn), then f ′ is closed and
f ′ ≤ g. Applying (BS) to f ′ ≤ g yields {cn},{dn} ⊆ A with f ′ ≤ ⋁nα(cn) ≤ ⋀nα(dn) ≤ g.
Thus, f ≤ ⋀n α(bn) ≤ ⋁n α(cn) ≤ g, yielding (T). 
We next connect normality with the equivalent conditions (T), (BS), and (S).
Theorem 3.8. Let e ∶ X → Y be a compactification and e♭ ∶ C(Y )→ B(X) the corresponding
basic extension.
(1) If e♭ satisfies the equivalent conditions (T), (BS), and (S), then X is normal.
(2) If X is normal, then s♭ ∶ C(βX)→ B(X) satisfies (T), (BS), and (S).
(3) X is normal iff s♭ satisfies (T), (BS), (S).
Proof. (1). Suppose that e♭ satisfies (BS) and let C ⊆ U ⊆ X with C closed and U open.
Then χC ≤ χU , and by Lemma 3.4, χC is closed and χU is open. Since e♭ satisfies (BS),
there are an, bn ∈ C(Y ) with χC ≤ ⋁n e♭(an) ≤ ⋀n e♭(bn) ≤ χU . Because each e♭(bn) is a
continuous function on X , the meet f ∶= ⋀n e♭(bn) is upper semicontinuous. Similarly, the
join g ∶= ⋁n e♭(an) is lower semicontinuous. Since g ≤ f ,
C = χ−1C (1/2,∞) ⊆ g−1(1/2,∞) ⊆ f−1(1/2,∞) ⊆ f−1[1/2,∞) ⊆ χ−1U [1/2,∞) = U.
Let V = g−1(1/2,∞) and D = f−1[1/2,∞). Then C ⊆ V ⊆ D ⊆ U . Since g is lower semicon-
tinuous, V is open, and since f is upper semicontinuous, D closed. Thus, X is normal.
(2). Suppose that X is normal. We show that s♭ ∶ C(βX)→ B(X) satisfies (T) by utilizing
the proof strategy of [17, Thm. 2]. Let f, g ∈ B(X) with f closed, g open, and f ≤ g. By
Lemma 3.3, f is upper semicontinuous and g is lower semicontinuous. We scale f, g to assume
0 ≤ f ≤ g ≤ 1 as follows. If a = inf(f(X)), then 0 ≤ f + a ≤ g + a. If b = sup((g + a)(X)), then
0 ≤
(f + a)
b
≤
(g + a)
b
≤ 1.
Replacing f and g by (f + a)/b and (g + a)/b, we may assume 0 ≤ f ≤ g ≤ 1. We next
utilize Urysohn’s lemma to produce a countable join of continous functions in between f
and g. Let r, s be rational numbers with 0 ≤ r < s ≤ 1. From f ≤ g it follows that f−1[s,1] ⊆
g−1(r,1]. Since f is upper semicontinuous, f−1[s,1] = f−1[s,∞) is closed, and since g is lower
semicontinuous, g−1(r,1] = g−1(r,∞) is open. Therefore, by Urysohn’s lemma, for each r, s
there is crs ∈ C∗(X) with 0 ≤ crs ≤ r such that crs = 0 on X ∖g−1(r,1] and crs = r on f−1[s,1].
From this it is easy to see that crs ≤ g for each r, s. Since for each crs there is a unique
drs ∈ C(βX) with s♭(drs) = crs, we have ⋁s♭(drs) ≤ g. We next show that f ≤ ⋁ s♭(drs). Let
x ∈X . Without loss of generality, we may assume that f(x) > 0. Let r < s be rationals with
0 ≤ r < s ≤ f(x). Then x ∈ f−1[s,1], so crs(x) = r. As f(x) can be approximated from below
by rationals, we see that f ≤ ⋁ s♭(drs). Thus, f ≤ ⋁s♭(drs) ≤ g.
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Set g′ = ⋁ s♭(drs). Then f ≤ g′, so −g′ ≤ −f . Moreover, −g′ is upper semicontinuous and
−f is lower semicontinuous. Repeating the previous argument yields ers ∈ C(βX) such that
−g′ ≤ ⋁ s♭(ers) ≤ −f . Then f ≤ ⋀ s♭(−ers) ≤ ⋁ s♭(drs) ≤ g. This shows s♭ ∶ C(βX) → B(X)
satisfies (T).
(3). This follows from (1) and (2). 
On the other hand, the converse of Theorem 3.8(1) is false, as we next show.
Example 3.9. Let X be an uncountable discrete space and let e ∶ X → Y be its one-point
compactification, where Y =X ∪{ω}. Clearly X is normal. We show that e♭ ∶ C(Y )→ B(X)
does not satisfy (S). Let A be a subset of X such that both A and X ∖A are uncountable,
and let f = g = χA. Since X is discrete, f is closed and g is open relative to e♭ (see
Lemma 3.4). We show that there do not exist countable families {an},{bn} ⊆ C(Y ) with
f ≤ ⋀n e♭(an) ≤ ⋁n e♭(bn) ≤ g. If such families existed, then χA = ⋀n e♭(an). To see that
this cannot happen, we first observe that an(ω) ≥ 1 for each n. Otherwise, there is n with
an(ω) < 1. So a−1n (−∞,1 − ε) is an open neighborhood of ω for some ε > 0, which implies
that a−1n (−∞,1−ε) contains all but finitely many elements of X . This is impossible from the
inequality χA ≤ e♭(an) since A is infinite. Consequently, an(ω) ≥ 1, so a−1n (1−ε,∞) contains all
but finitely many elements of X for each ε > 0. This implies that a−1n (−∞,1/m) is finite for all
positive integers m. From χA = ⋀n e♭(an) it follows that X ∖A ⊆ ⋃{a−1n (−∞,1/m) ∣ n,m > 0}.
This union is then countable, which is a contradiction since X ∖A is uncountable. Thus, e♭
does not satisfy (S).
Definition 3.10.
(1) We call a basic extension α ∶ A → B normal provided α is maximal and satisfies the
equivalent conditions (T), (BS), and (S).
(2) Let nbasic be the full subcategory of mbasic consisting of normal extensions.
(3) Let Norm be the full subcategory of CReg consisting of normal spaces.
Theorems 2.12 and 3.8(3) yield the following duality theorem for normal spaces.
Theorem 3.11. Norm is dually equivalent to nbasic.
Another consequence of Theorems 2.12 and 3.8(3) is the following.
Corollary 3.12.
(1) A basic extension α ∶ A→ B is normal iff XB is a normal space and α♭ ∶ XB → YA is
the Stone-Cˇech compactification.
(2) A completely regular space X is normal iff ι ∶ C∗(X)→ B(X) is normal.
Proof. (1) is immediate from Theorems 2.12 and 3.8(3), and (2) follows from Theorem 3.8(3)
since s♭ and ι are isomorphic basic extensions (see [4, Example 4.8(2)]).
C(βX) B(X)
C∗(X) B(X)
s♭
s∗
ι

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From this we obtain the following well-known insertion theorem [12, 13, 17].
Theorem 3.13 (Kateˇtov-Tong). A T1-space X is normal iff for each f, g ∈ B(X) with f
upper semicontinuous and g lower semicontinuous, f ≤ g implies that there is c ∈ C∗(X)
with f ≤ c ≤ g.
Proof. The proof of the right-to-left direction is standard. Suppose that A,B are disjoint
closed sets. Let W = X ∖ B. Then A ⊆ W and W is open. Therefore, χA is upper semi-
continuous, χW is lower semicontinuous, and χA ≤ χW . The Kateˇtov-Tong condition yields
c ∈ C∗(X) with χA ≤ c ≤ χW . Set U = c−1(1/3,∞) and V = X ∖ c−1[2/3,1]. Then it is
straightforward to see that A ⊆ U , B ⊆ V , and U ∩ V = ∅. Thus, X is normal.
For the left-to-right direction, if X is normal, by Corollary 3.12(2), there are countable
families {an},{bn} ⊆ C(βX) with f ≤ ⋀s♭(an) = ⋁s♭(bn) ≤ g. The function c = ⋀ s♭(an) =
⋁ s♭(bn) is both upper and lower semicontinouous on X by Lemma 3.3. Thus, c ∈ C∗(X)
and f ≤ c ≤ g. 
A basic extension α ∶ A → B is normal if it is both maximal and satisfies (S). We show
that these conditions can be replaced by a single condition.
Definition 3.14. Let α ∶ A→ B be a basic extension, f ∈ B closed, and g ∈ B open.
(N) If f ≤ g, then there is a ∈ Â with f ≤ α̂(a) ≤ g.
Remark 3.15. For a basic extension α ∶ A→ B, if A is uniformly complete, then α ∶ A → B
satisfies (N) iff f closed, g open, and f ≤ g imply there is a ∈ A with f ≤ α(a) ≤ g.
Lemma 3.16. Let α ∶ A→ B be a basic extension.
(1) If a ∈ Â, then there is an increasing (resp. decreasing) sequence {an} from A such
that a = limn→∞ ζA(an).
(2) If a ∈ Â, then α̂(a) is a countable join and a countable meet from α[A].
(3) If f ∈ B, then f is closed with respect to α iff f is closed with respect to α̂.
(4) If g ∈ B, then g is open with respect to α iff g is open with respect to α̂.
Proof. (1). Since Â = C(YA) is the uniform completion of A, there is a sequence {cn}
in A with limn→∞ ζA(cn) = a. This means ∥a − ζA(cn)∥ → 0. If rn = ∥a − ζA(cn)∥, then
−rn ≤ a − ζA(cn) ≤ rn, so ζA(cn) − rn ≤ a. Setting bn = cn − rn, we have ζA(bn) ≤ a and
limn→∞ ζA(bn) = a. Let an = b1 ∨⋯∨ bn. Then {an} is an increasing sequence with {ζA(an)}
bounded by a. Because ζA(bn) ≤ ζA(an) ≤ a for each n, it follows that limn→∞ ζA(an) = a.
The proof for finding a decreasing sequence converging to a is dual.
(2). By (1), there is an increasing sequence {an} from A with a = limn→∞ ζA(an). Since
morphisms in baℓ are continuous with respect to the norm topology [1, p. 444], α̂(a) =
limn→∞ α̂(ζA(an)) = limn→∞α(an). As α(an) ≤ α̂(a) for each n, we see that ⋁n α(an) ≤
α̂(a). If b ∈ B with α(an) ≤ b for each n, then since ≤ is a closed relation on B, we have
limn→∞α(an) ≤ b. Thus, α̂(a) = ⋁n α(an), a countable join from α[A]. A similar argument
shows that α̂(a) is also a countable meet from α[A].
(3). First suppose that f is closed with with respect to α. Then f is a meet from α[A].
Because α[A] ⊆ α̂ [Â], it follows that f is a meet from α̂ [Â]. Therefore, f is closed with
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respect to α̂. Conversely, suppose f is closed with respect to α̂. Then f = ⋀ α̂[T ] for some
T ⊆ Â. By (2), each α̂(a) ∈ α̂[T ] is a meet from α[A]. Thus, f is a meet from α[A], and
hence f is closed with respect to α.
(4). Since g is open iff −g is closed by Remark 3.2(3), this follows from (3) applied to
f = −g. 
Remark 3.17. For a basic extension α ∶ A→ B, we cannot replace Â by A in the definition
of (N). To see this, suppose that A is not uniformly complete, so there is a ∈ Â ∖ ζA[A]. Let
f = g = α̂(a). Then f, g are closed and open relative to α by (3) and (4) of Lemma 3.16. If
there is c ∈ A with f ≤ α(c) ≤ g, then a = ζA(c), a contradiction.
Proposition 3.18. Let α ∶ A→ B be a basic extension.
(1) α ∶ A→ B satisfies (N) iff α̂ ∶ Â→ B satisfies (N).
(2) α satisfies either of (T), (BS), (S) iff so does α̂.
Proof. (1). This follows from Remark 3.15 and (3) and (4) of Lemma 3.16.
(2). Suppose α satisfies (S). Let f ≤ g with f ∈ B closed and g ∈ B open relative to α̂.
By (3) and (4) of Lemma 3.16, f is closed and g is open relative to α. Since α satisfies
(S), there are an, bn ∈ A with f ≤ ⋀nα(an) = ⋁n α(bn) ≤ g. Therefore, f ≤ ⋀n α̂(ζA(an)) =
⋁n α̂(ζA(bn)) ≤ g, so α̂ satisfies (S). Conversely, suppose that α̂ satisfies (S). Let f ≤ g with
f closed and g open relative to α. Using (3) and (4) of Lemma 3.16 again, f is closed
and g is open relative to α̂, so there are cn, dn ∈ Â with f ≤ ⋀n α̂(cn) = ⋁n α̂(dn) ≤ g. By
Lemma 3.16(2), there are anm, bnm ∈ A with α̂(cn) = ⋀m α(anm) and α̂(dn) = ⋁m α(bnm).
Thus, f ≤ ⋀n,m α(anm) = ⋁n,m α(bnm) ≤ g. Consequently, α satisfies (S).

Theorem 3.19. Let e ∶ X → Y be a compactification and e♭ ∶ C(Y )→ B(X) the correspond-
ing basic extension. Then e♭ satisfies (N) iff e♭ is normal.
Proof. Suppose that e♭ satisfies (N). To show that e♭ is normal, by Theorem 3.8 it is sufficient
to show that X is normal and e is isomorphic to the Stone-Cˇech compactification. For
this, by [10, Cor. 3.6.4] it suffices to show that if C,D are disjoint closed sets in X , then
clY (e(C)) ∩ clY (e(D)) = ∅. Let U = X ∖ D. Then C ⊆ U , so χC ≤ χU . By Lemma 3.4,
χC is closed and χU is open relative to e♭. As C(Y ) is uniformly complete, by (N), there
is c ∈ C(Y ) with χC ≤ e♭(c) ≤ χU . Therefore, C ⊆ e−1c−1[1/3,∞) ⊆ e−1c−1(2/3,∞) ⊆ U . We
have thus found a closed set C ′ ∶= c−1[1/3,∞) of Y and an open set U ′ ∶= c−1(2/3,∞) of Y
with e(C) ⊆ C ′ ⊆ U ′ and e−1(U ′) ⊆ U . Set D′ = Y ∖ U ′. Then e(D) ⊆ D′ and C ′ ∩D′ = ∅.
Consequently, clY (e(C)) ∩ clY (e(D)) = ∅, yielding that X is normal and e is isomorphic to
s.
For the converse, by Theorem 3.8 it suffices to assume that e = s and s satisfies (S). Let
f ∈ B(X) be closed, g ∈ B(X) open, and f ≤ g. By (S), there are {an},{bn} ⊆ C(Y ) such that
f ≤ ⋀s♭(an) = ⋁ s♭(b) ≤ g. Set c = ⋀s♭(an) = ⋁s♭(b). By Lemma 3.3, c is both upper and
lower semicontinuous on X , hence c ∈ C∗(X). But then there is a ∈ C(βX) with c = s♭(a).
Thus, s♭ satisfies (N). 
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As follows from Theorem 3.19, if e♭ ∶ C(Y )→ B(X) satisfies (N), then e♭ is maximal. We
next show that e♭ satisfying the equivalent conditions (T), (BS), and (S) does not imply that
e♭ is maximal, so (N) is strictly stronger than (T), (BS), and (S).
Example 3.20. Let X be the set of natural numbers with the discrete topology and let
e ∶ X → Y be the one-point compactification. Clearly e ∶ X → Y is not isomorphic to the
Stone-Cˇech compactification, so e♭ is not a maximal extension (see Section 2.6). We show that
e♭ satisfies (T). Let f ∈ B(X). Since X is discrete, f is continuous, and so by Lemma 3.3, f is
closed. Thus, there is S ⊆ C(Y ) with f = ⋀ e♭[S]. We show that there is a countable subset
S′ of S with f = ⋀ e♭[S′]. For each n,m ∈ N there is cnm ∈ S with cnm(n) ≤ f(n)+1/m. From
this it follows that f = ⋀n,m cnm. Similarly, if g ∈ B(X), then g is open, and if g = ⋁ e♭[T ],
then there is a countable subset T ′ ⊆ T with g = ⋁ e♭[T ′]. Now, if f, g ∈ B(X), with f ≤ g,
then write f = ⋀ e♭[S] and g = ⋁ e♭[T ] for some S,T ⊆ C(Y ). From the above, there are
countable S′, T ′ with f = ⋀ e♭[S′] and g = ⋁ e♭[T ′]. Thus, f ≤ ⋀ e♭[S′] ≤ ⋁ e♭[T ′] ≤ g, which
shows that e♭ satisfies (T).
We conclude this section by relating (N) to a condition formulated by Blatter and Seever
based on a technique of Dieudonne´ (see [7, Lem. 1.2] and [9, p. 21]). What we call (D) is a
coarser version of a condition that appears in [7, Lem. 1.2].
Definition 3.21. Let α ∶ A→ B be a basic extension, f ∈ B closed, g ∈ B open, and 0 < ε ∈ R.
(D) If f + ε ≤ g, then there is a ∈ Â with f ≤ α̂(a) ≤ g.
Theorem 3.22. A basic extension α ∶ A→ B satisfies (N) iff it satisfies (D).
Proof. That (N) implies (D) is clear. To see that (D) implies (N), we translate the argument
of [7, Lem. 1.2] to our context. Let f be closed, g open, and f ≤ g. We construct a sequence
an ∈ Â such that for each n,
f − 1/2n ≤ α̂(an) ≤ g (1)
an − 1/2n ≤ an+1 ≤ an + 1/2n (2)
By (D), there is a1 ∈ Â with f − 1/2 ≤ α̂(a1) ≤ g. Suppose that we have a1, . . . , am ∈ Â
satisfying (1) for all n ≤m and (2) for all n <m. Therefore, by (1) for m we get
f ≤ α̂(am) + 1/2m
Thus,
f ∨ (α̂(am) − 1/2m+1) ≤ α̂(am) + 1/2m.
Since f ≤ g, it is also clear that
f ∨ (α̂(am) − 1/2m+1) ≤ g.
So
f ∨ (α̂(am) − 1/2m+1) ≤ g ∧ (α̂(am) + 1/2m).
But
f ∨ (α̂(am) − 1/2m+1) = (f − 1/2m+1) ∨ (α̂(am) − 1/2m) + 1/2m+1. (3)
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Consequently,
(f − 1/2m+1) ∨ (α̂(am) − 1/2m) + 1/2m−1 ≤ g ∧ (α̂(am) + 1/2m). (4)
By Remark 3.2, (f − 1/2m+1)∨ (α̂(am)− 1/2m) is closed and g ∧ (α̂(am)+ 1/2m) is open. By
(D), there is am+1 ∈ Â satisfying
(f − 1/2m+1) ∨ (α̂(am) − 1/2m) ≤ α̂(am+1) ≤ g ∧ (α̂(am) + 1/2m).
Therefore, (1) and (2) hold for n = m + 1. By induction we have produced the desired
sequence. Condition (2) implies that {an} is a Cauchy sequence, so has a uniform limit
a ∈ Â. It follows from (1) that f ≤ α̂(a) ≤ g. Thus, (N) holds. 
Remark 3.23. The literature on insertion theorems is extensive and includes early theorems
by Baire for the real line, Hahn for metric spaces, and Dieudonne´ for paracompact spaces.
These early theorems were generalized to the setting of normal spaces by Kateˇtov [12, 13]
and Tong [17], resulting in what is now known as the Kateˇtov-Tong Theorem. Our approach
mostly relies on the work of Tong [17] and later work of Blatter and Seever [7]. A few other
references also have aspects that lend themselves to our algebraic approach. For example,
Kubiak [14] proves several results in a similar spirit of Tong’s key lemma (see Theorem 3.6),
and along the lines of our Condition (D), while Lane [15] uses algebraic arguments to move
from strict insertion to insertion. There has also been a good deal of recent work on pointfree
versions of insertions theorems; see for example [16]. While our approach is different than
the pointfree one, it shares a similar goal of reformulating topological properties in algebraic
settings.
4. Compact and Lindelo¨f extensions
In this section we discuss compact basic extensions, which were first studied in [3] under
the name of canonical extensions. We show that compact extensions dually correspond to
compact Hausdorff spaces, and utilize the compactness axiom to give an alternate proof of a
version of the Stone-Weierstrass theorem. We conclude the section by introducing Lindelo¨f
basic extensions, and proving that they dually correspond to Lindelo¨f spaces. We start by
recalling the compactness axiom from [3, Def. 1.6(2)].
Definition 4.1. Let α ∶ A→ B be a basic extension, S,T ⊆ A, and ε > 0.
(C) If ⋀α[S]+ε ≤ ⋁α[T ], then there are finite subsets S′ ⊆ S and T ′ ⊆ T with ⋀S′ ≤ ⋁T ′.
Remark 4.2. Let α ∶ A→ B be a basic extension.
(1) If α satisfies (C), then since α preserves finite joins and meets and S′, T ′ are finite
subsets of A, the inequality ⋀S′ ≤ ⋁T ′ in A is equivalent to the inequality ⋀α[S′] ≤
⋁α[T ′] in B.
(2) The presence of ε in (C) is necessary. For, if S = {r ∣ 0 < r ∈ R} and T = {0},
then ⋀α[S] ≤ ⋁α[T ], but there is no finite subset S′ of S with ⋀α[S′] ≤ ⋁α[T ].
Therefore, no basic extension satisfies the condition: If ⋀α[S] ≤ ⋁α[T ], then there
are finite subsets S′ ⊆ S and T ′ ⊆ T with ⋀S′ ≤ ⋁T ′.
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(3) By [3, Lem. 2.4], (C) is equivalent to the following condition: If T ⊆ A, ε > 0, and
ε ≤ ⋁α[T ], then there is a finite subset T ′ ⊆ T with 0 ≤ ⋁α[T ′].
Definition 4.3.
(1) We call a basic extension α ∶ A→ B compact if A ∈ ubaℓ and α satisfies (C).
(2) Let cbasic be the full subcategory of ubasic consisting of compact extensions.
It is clear that Condition (C) implies (D). Therefore, by Theorem 3.22, (C) implies (N).
Thus, by Theorem 3.19, cbasic is a full subcategory of nbasic. The next theorem follows
from [3, Thm. 2.6(2)].
Theorem 4.4. Let e ∶ X → Y be a compactification. Then the following are equivalent.
(1) e♭ ∶ C(Y )→ B(X) is a compact extension.
(2) X is compact.
(3) e ∶X → Y is a homeomorphism.
Theorems 2.12 and 4.4 yield the following duality theorem for compact Hausdorff spaces.
Theorem 4.5. cbasic is dually equivalent to KHaus.
By Gelfand-Naimark-Stone duality, KHaus is dually equivalent to ubaℓ. Therefore, by
Theorem 4.5, cbasic is equivalent to ubaℓ. We give a direct proof of this result, thus
obtaining a different view of Gelfand-Naimark-Stone duality.
Theorem 4.6. cbasic is equivalent to ubaℓ.
Proof. We define a functor F ∶ cbasic → ubaℓ by sending a compact extension α ∶ A→ B to
A, and a morphism (ρ,σ) in cbasic to ρ. It is clear that F is a functor. It follows from [3,
Thm. 1.8(2)] that ζA ∶ A → B(YA) is a compact extension. Since F(ζA) = A, each A ∈ baℓ is
in the image of F. To see that F is faithful, it is sufficient to show that if (ρ,σ1) and (ρ,σ2)
are morphisms from α ∶ A→ B to α′ ∶ A′ → B′, then σ1 = σ2.
A B
A′ B′
α
ρ σ1 σ2
α′
Both σ1 and σ2 are normal homomorphisms. Therefore, as α[A] is join-meet dense in B,
the equation σ1 ○ α = σ2 ○ α yields σ1 = σ2. Finally, to see that F is full, if ρ ∶ A → A′ is a
morphism in ubaℓ, then (ρ, (ρ∗)+) is a morphism from ζA ∶ A→ B(YA) to ζA′ ∶ A′ → B(YA′)
with F((ρ, (ρ∗)+) = ρ.
A B(YA)
A′ B(YA′)
ζA
ρ (ρ∗)+
ζA′
This shows that F is full, which completes the proof that F is an equivalence of categories. 
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By the celebrated Stone-Weierstrass theorem, if X is compact Hausdorff and A is an R-
subalgebra of C(X) which separates points of X , then A is uniformly dense in C(X). A
weaker version, restricting to ℓ-subalgebras of C(X), plays a central role in proving Gelfand-
Naimark-Stone duality. We show how to derive this version of the Stone-Weierstrass theorem
by utilizing compact extensions. For this we need the following lemma.
Lemma 4.7. Suppose that α ∶ A → B is a basic extension satisfying (C). Then the clopen
elements of B are in the uniform closure of α[A] in B.
Proof. Let f be clopen in B and let ε > 0. Then f + ε/2 and f + ε are also clopen. So
f + ε/2 is closed, f + ε is open, and (f + ε/2) + ε/2 ≤ f + ε. By (C), there is a ∈ A such that
f ≤ α(a) ≤ f + ε. Therefore, ∥f − α(a)∥ ≤ ε. This shows that f is in the uniform closure of
α[A]. 
Theorem 4.8 (Stone-Weierstrass for ℓ-subalgebras). Let X ∈ KHaus, A ∈ baℓ, and α ∶ A →
C(X) be a monomorphism in baℓ such that α[A] separates points of X. Then α[A] is dense
in C(X).
Proof. It follows from [3, Lem. 2.8(3)] that α[A] is join-meet dense in B(X), so α ∶ A→ B(X)
is a basic extension. The basic extension ι ∶ C(X)→ B(X) satisfies (C) by Theorem 4.4. It
is then immediate that α satisfies (C). Let A be the uniform closure of α[A] in B(X). By
[3, Lem. 2.8(1 and 2)], every f ∈ C(X) is clopen relative to α. Therefore, by Lemma 4.7,
C(X) ⊆ A. Thus, α[A] is uniformly dense in C(X). 
Two important weakenings of the compactness condition are the Lindelo¨f and local com-
pactness conditions. We conclude this section by introducing basic extensions corresponding
to Lindelo¨f spaces. In the next section we introduce basic extensions corresponding to locally
compact spaces.
We recall that a completely regular space X is Lindelo¨f provided each open cover of X
has a countable subcover. With this in mind, we introduce the following natural weakening
of (C).
Definition 4.9. Let α ∶ A→ B be a basic extension, S,T ⊆ A, and ε > 0.
(L) If ⋀α[S] + ε ≤ ⋁α[T ], then there are countable subsets S′ ⊆ S and T ′ ⊆ T with
⋀α[S′] ≤ ⋁α[T ′].
Theorem 4.10. For a basic extension α ∶ A→ B the following are equivalent.
(1) α satisfies (L).
(2) If T is a subset of A with ε ≤ ⋁α[T ] for some ε > 0, then there is a countable subset
T ′ ⊆ T with 0 ≤ ⋁α[T ′].
(3) If T is a subset of A with 0 ≤ ⋁α[T ], then there is a countable subset T ′ ⊆ T with
0 ≤ ⋁α[T ′].
(4) If S,T are subsets of A with ⋀α[S] ≤ ⋁α[T ], then there are countable subsets S′ ⊆ S
and T ′ ⊆ T with ⋀α[S′] ≤ ⋁α[T ′].
Proof. (1) ⇒ (2). This follows by setting S = {0}.
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(2) ⇒ (3). Let T be a subset of A with 0 ≤ ⋁α[T ]. Set T + 1/n = {c + 1/n ∣ c ∈ T}. Then
1/n ≤ ⋁α[T + 1/n]. By (2), there are countable subsets Tn ⊆ T such that 0 ≤ ⋁α[Tn + 1/n].
Let T ′ = ⋃n Tn. Clearly T ′ is countable, and
0 ≤ ⋀
n
(⋁α[Tn + 1/n]) = ⋀
n
(⋁α[Tn] + 1/n)
≤ ⋀
n
[(⋁α[T ′]) + 1/n] = ⋁α[T ′] +⋀
n
1/n = ⋁α[T ′].
Therefore, (3) holds.
(3) ⇒ (4). Let S,T be subsets of A with ⋀α[S] ≤ ⋁α[T ]. Then, by Remark 3.2,
0 ≤ ⋁α[T ] −⋀α[S] = ⋁{α(t) −α(s) ∣ t ∈ T, s ∈ S}
= ⋁{α(t − s) ∣ t ∈ T, s ∈ S}.
By (3), there is a countable collection {tn − sn} with
0 ≤ ⋁
n
α(tn − sn) = ⋁
n
(α(tn) − α(sn)) ≤ ⋁
n
(α(tn) −⋀
n
α(sn)) = ⋁
n
α(tn) −⋀
n
α(sn).
Thus, ⋀α(sn) ≤ ⋁α(tn), so (4) holds.
(4) ⇒ (1). This is clear. 
Theorem 4.11. Let e ∶ X → Y be a compactification and e♭ ∶ C(Y )→ B(X) the correspond-
ing basic extension. Then X is Lindelo¨f iff e♭ satisfies (L).
Proof. Suppose e♭ satisfies (L). Let U be an open cover of X . If U ∈ U , then χU is open with
respect to e♭ by Lemma 3.4(2). Therefore, χU − 1 is open, and so there is SU ⊆ C(Y ) with
χU − 1 = ⋁ e♭[SU]. Since U is a cover of X , ⋁{χU ∣ U ∈ U} = 1. Set S = ⋃{SU ∣ U ∈ U}. Then
⋁ e♭[S] = ⋁{⋁ e♭[SU] ∣ U ∈ U} = ⋁{χU − 1 ∣ U ∈ U} = ⋁{χU ∣ U ∈ U} − 1 = 0.
Since (L) holds, by Theorem 4.10, there is a countable subset S′ of S with 0 ≤ ⋁ e♭[S′]. Let
s ∈ S′. Then there is U ∈ U with e♭(s) ≤ χU − 1. Therefore, there is a countable subset V ofU such that
0 ≤ ⋁ e♭[S′] ≤ ⋁{χU − 1 ∣ U ∈ V} ≤ ⋁{χU − 1 ∣ U ∈ U} = 0.
Thus, 1 = ⋁{χU ∣ U ∈ V}, which shows that V is a countable subcover of X . Consequently,
X is Lindelo¨f.
Conversely, suppose that X is Lindelo¨f. Let 0 < ε ≤ ⋁ e♭[T ] for some subset T of C(Y ).
If x ∈ X , then there is g ∈ T with g(e(x)) > ε/2, which yields X = ⋃{e−1g−1(ε/2,∞) ∣ g ∈ T}.
Since X is Lindelo¨f, there is a countable subset {gn} of T with X = ⋃n e−1g−1n (ε/2,∞).
Therefore, for each x ∈ X there is n with gn(e(x)) > ε/2. This means that ⋁n e♭(gn) > ε/2 > 0.
Thus, e♭ satisfies (L) by Theorem 4.10. 
There exist basic extensions that satisfy (L), but are not maximal, as the following example
shows.
Example 4.12. Let e♭ ∶ C(Y ) → B(X) be the basic extension of Example 3.20. Then X
is Lindelo¨f since X is countable. Moreover, the argument of the example shows that any
f ∈ B(X) that is a meet (resp. join) from e♭[C(Y )] can be written as a countable meet
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(resp. join) by picking an appropriate subset. From this it follows that e♭ satisfies (L). It
is not a maximal extension since e is not isomorphic to the Stone-Cˇech compactification
s ∶ X → βX .
It follows that (L) does not imply maximality, and so neither does it imply normality.
Since every Lindelo¨f space is normal (see, e.g., [10, Thm. 3.8.2]), this indicates that we need
a stronger condition to have an appropriate notion of a Lindelo¨f basic extension.
Definition 4.13. Let α ∶ A→ B be a basic extension and S,T ⊆ A.
(SL) If ⋀α[S] ≤ ⋁α[T ], then there are countable subsets S′ ⊆ S, T ′ ⊆ T , and a ∈ A with
⋀α[S′] ≤ α(a) ≤ ⋁α[T ′].
Theorem 4.14. Let e ∶ X → Y be a compactification and e♭ ∶ C(Y ) → B(X) the corre-
sponding basic extension. Then e♭ satisfies (SL) iff X is Lindelo¨f and e is isomorphic to
s ∶ X → βX.
Proof. It is straightforward to see that e♭ satisfies (SL) iff it satisfies both (L) and (N). The
result then follows from Theorems 4.11 and 3.19. 
Definition 4.15.
(1) We call a basic extension α ∶ A→ B Lindelo¨f provided A ∈ ubaℓ and α satisfies (SL).
(2) Let lbasic be the full subcategory of ubasic consisting of Lindelo¨f extensions.
Remark 4.16. If α ∶ A → B is a Lindelo¨f extension, then α satisfies (N). Therefore, lbasic
is a full subcategory of nbasic.
Definition 4.17. Let Lind be the full subcategory of CReg consisting of Lindelo¨f spaces.
The following theorem follows immediately from Theorems 3.11 and 4.14.
Theorem 4.18. Lind is dually equivalent to lbasic.
5. locally compact extensions
In this final section we define locally compact basic extensions and prove that they dually
correspond to locally compact spaces. We then conclude by characterizing the one-point
compactification of a locally compact Hausdorff space by means of minimal basic extensions.
Definition 5.1. Let α ∶ A→ B be a basic extension.
(1) We call b ∈ B α-compact if for ε > 0 and a subset T of nonnegative elements of A,
from ∣b∣ + ε ≤ ⋁α[T ] it follows that there is a finite subset T ′ of T with ∣b∣ ≤ ⋁α[T ′].
(2) We call a ∈ A α-compact if α(a) is α-compact.
Remark 5.2. By Remark 4.2(3), a basic extension α ∶ A → B satisfies (C) if for ε > 0 and
T ⊆ A, from ε ≤ ⋁α[T ] it follows that there is a finite T ′ ⊆ T with 0 ≤ ⋁α[T ′]. Thus, 0
being α-compact is weaker than α satisfying (C) since in (C) the set T ⊆ A need not consist
of nonnegative elements.
Definition 5.1 is motivated by the following lemma.
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Lemma 5.3. Let e ∶X → Y be a compatification and α = e♭ ∶ C(Y )→ B(X) the correspond-
ing basic extension. A subset F of X is compact iff χF is α-compact.
Proof. Let F ⊆X . First suppose that χF is α-compact. If U is an open cover of F , then we
may write U = {e−1(V ) ∣ V ∈ V} for some family V of open sets of Y . We have
χF ≤ ⋁{χU ∣ U ∈ U} = ⋁{α(χV ) ∣ V ∈ V},
so
(χF + 1/2) ≤ ⋁{χU + 1/2 ∣ U ∈ U} = ⋁{α(χV ) + 1/2 ∣ V ∈ V}.
Since χF is α-compact, there are V1, . . . , Vn ∈ V with
χF ≤ (α(χV1) + 1/2) ∨⋯∨ (α(χVn) + 1/2) = (α(χV1) ∨⋯∨ α(χVn)) + 1/2 = χU + 1/2,
where U = e−1(V1) ∪⋯∪ e−1(Vn). Thus, F ⊆ U , and so F is compact.
Conversely, suppose that F is compact and χF + ε ≤ ⋁α[T ] for ε > 0 and a set T of
nonnegative elements of C(Y ). Then, for each x ∈ F , there is g ∈ T with g(e(x)) > 1 + ε/2.
Therefore, {e−1g−1(1 + ε/2,∞)} is an open cover of F . Since F is compact, there is a finite
subcover, say F ⊆ ⋃ni=1 e−1g
−1
i (1 + ε/2,∞). Thus, (α(g1) ∨ ⋯ ∨ α(gn))(x) ≥ χF (x) for each
x ∈ X . This inequality also holds for all x ∉ F since χF (x) = 0 and the gi are nonnegative.
Consequently, χF ≤ α(g1) ∨⋯ ∨α(gn), and so χF is α-compact. 
Further connection between Condition (C) and α-compactness is given in Proposition 5.5,
which requires the following lemma.
Lemma 5.4. Let A ∈ baℓ and a, b ∈ A. If a ≤ b ∨ (a − 1), then a ≤ b.
Proof. Suppose that a ≤ b ∨ (a − 1). Multiplying by −1 gives (1 − a) ∧ −b ≤ −a, and adding a
yields 1 ∧ (a − b) ≤ 0. Therefore, 1 ∧ [(a − b) ∨ 0] = 0. Since 1 is a strong order-unit, by [6,
p. 308, Lem. 4], (a − b) ∨ 0 = 0, which gives a − b ≤ 0. Thus, a ≤ b. 
Proposition 5.5. For a basic extension α ∶ A → B, the following are equivalent.
(1) α satisfies (C).
(2) r is α-compact for every r ∈ R.
(3) 1 is α-compact.
Proof. (1) ⇒ (2). Suppose r ∈ R and ∣r∣+ ε ≤ ⋁α[T ] for ε > 0 and a subset T of nonnegative
elements of A. Set S = {∣r∣}. By (C), there is a finite T ′ ⊆ T with ∣r∣ ≤ ⋁α[T ′]. Thus, r is
α-compact.
(2) ⇒ (3). This is clear.
(3) ⇒ (1). Suppose that ε ≤ ⋁α[T ] for ε > 0 and T ⊆ A. Set S = {(t+1)∨0 ∣ t ∈ T}. Then
1+ε ≤ 1+⋁α[T ] ≤ ⋁α[S]. Since S consists of nonnegative elements of A and 1 is α-compact,
there is a finite S′ ⊆ S with 1 ≤ ⋁α[S′]. Let T ′ ⊆ T be such that S′ = {(t + 1) ∨ 0 ∣ t ∈ T ′}.
Then 1 ≤ ⋁α[S′] = (⋁α[T ′]+1)∨0. By Lemma 5.4, 1 ≤ ⋁(α[T ′]+1) = ⋁α[T ′]+1. Therefore,
0 ≤ ⋁α[T ′]. Thus, α satisfies (C) by Remark 4.2(3). 
Remark 5.6. For a basic extension α ∶ A → B, the set of α-compact elements of B does
not form an ℓ-ideal in general. To see this, let α = e♭ ∶ C(Y )→ B(X)
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corresponding to a compactification e ∶ X → Y . By Lemma 5.3, if F is a compact subset of
X , then χF is α-compact. However, if S is a nonempty subset of F which is not compact,
then χS is not α-compact, while 0 ≤ χS ≤ χC . Thus, in general, the set of α-compact elements
of B is not an ℓ-ideal of B.
While Remark 5.6 shows that the set of α-compact elements of B does not in general form
an ℓ-ideal of B, we show that the set of α-compact elements of A forms an ℓ-ideal of A.
Definition 5.7. For a basic extension α ∶ A→ B, let Iα = {a ∈ A ∣ a is α-compact}.
Lemma 5.8. Let α ∶ A→ B be a basic extension. Then Iα is an ℓ-ideal of A.
Proof. It is clear that 0 ∈ Iα. Suppose that b ∈ Iα and ∣a∣ ≤ ∣b∣. If α(∣a∣) + ε ≤ ⋁α[T ] for ε > 0
and a set T of nonnegative elements of A, then α(∣b∣) + ε ≤ ⋁{α(t + ∣b∣ − ∣a∣) ∣ t ∈ T}. Since
b ∈ Iα there are t1, . . . , tn ∈ T with α(∣b∣) ≤ α(t1 + ∣b∣ − ∣a∣) ∨ ⋯ ∨ α(tn + ∣b∣ − ∣a∣). Therefore,
α(∣b∣) ≤ α(t1) ∨⋯∨ α(tn) + α(∣b∣) −α(∣a∣), so α(∣a∣) ≤ α(t1) ∨⋯∨ α(tn). Thus, a ∈ Iα.
To show that Iα is closed under +, we show that it is closed under joins and doubling.
Using the ℓ-group inequality ∣a+b∣ ≤ 2(∣a∣∨ ∣b∣) will then show that Iα is closed under + by the
previous paragraph. Suppose that a, b ∈ Iα. If α(∣a ∨ b∣) + ε ≤ ⋁α[T ] for ε > 0 and a set T of
nonnegative elements of A, then as ∣a∣+ε, ∣b∣+ε ≤ ∣a∨b∣+ε, there are finite subsets T1, T2 of T
with α(∣a∣) ≤ ⋁α[T1] and α(∣b∣) ≤ ⋁α[T2]. Therefore, α(∣a∨b∣) ≤ α(∣a∣)∨α(∣b∣) ≤ ⋁α[T1∪T2].
Thus, a ∨ b ∈ Iα. Next, let a ∈ Iα. If α(2∣a∣)+ ε ≤ ⋁α[T ] for ε > 0 and a set T of nonnegative
elements of A, then α(∣a∣) + ε/2 ≤ ⋁{α(t/2) ∣ t ∈ T}. Therefore, there is a finite subset
T ′ of T with α(∣a∣) ≤ α(t1/2) ∨ ⋯ ∨ α(tn/2). Thus, α(∣a∣) ≤ (α(t1) ∨ ⋯ ∨ α(tn))/2, and so
α(∣2a∣) ≤ α(t1)∨⋯∨α(tn). Consequently, 2a ∈ Iα, and so Iα is closed under addition. Finally,
suppose that a ∈ A and b ∈ Iα. Since A is bounded, there is n ∈ N with ∣a∣ ≤ n. Therefore,∣ab∣ ≤ ∣a∣∣b∣ ≤ n∣b∣ = ∣nb∣, so ab ∈ Iα. Thus, Iα is an ℓ-ideal of A. 
Proposition 5.9. For a basic extension α ∶ A → B, the three conditions of Proposition 5.5
are equivalent to:
(4) Iα = A.
Proof. If 1 is α-compact, since Iα is an ℓ-ideal of A by Lemma 5.8, we see that Iα = A.
Conversely, if Iα = A, then 1 ∈ Iα, so 1 is α-compact. 
Let e ∶ X → Y be a compactification and α = e♭ ∶ C(Y ) → B(X) the corresponding basic
extension. We next determine when f ∈ C(Y ) belongs to Iα. For this we recall (see, e.g.,[11,
Sec. 1.10]) that
Z(f) = {y ∈ Y ∣ f(y) = 0}.
We set
coz(f) = Y ∖Z(f),
and for an ideal I of C(Y ),
Z(I) = ⋂{Z(f) ∣ f ∈ I}.
Remark 5.10. Since ξY ∶ Y → YC(Y ) is a homeomorphism, for each ℓ-ideal I of C(Y ), we
have Zℓ(I) = ξY [Z(I)].
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Lemma 5.11. Let e ∶ X → Y be a compactification and α = e♭ ∶ C(Y ) → B(X) the corre-
sponding basic extension. For f ∈ C(Y ), the following are equivalent.
(1) f ∈ Iα.
(2) clY (coz(f)) ⊆ e[X].
(3) e−1clY (coz(f)) is a compact subset of X.
Proof. (1) ⇒ (2). Suppose f ∈ Iα. To show clY (coz(f)) ⊆ e[X], it suffices to assume f ≥ 0
since coz(f) = coz(∣f ∣). Suppose there is y ∈ clY (coz(f)) ∖ e[X]. For each z ∈ Y with z ≠ y
there is an open set Vz of Y with y ∈ Vz and z ∉ clY (Vz). Therefore, there is 0 ≤ gz ∈ C(Y )
with gz = 0 on clY (Vz) and gz(z) = f(z) + 1. It then follows that α(f)+ 1 ≤ ⋁{α(gz) ∣ z ≠ y}.
Since f ∈ Iα, there are z1, . . . , zn ∈ Y with α(f) ≤ α(gz1)∨⋯∨α(gzn) = α(gz1 ∨⋯∨gzn). Now,
gz1 ∨⋯∨gzn is zero on a neighborhood V of y. Since y ∈ clY (coz(f)), we have V ∩coz(f) ≠ ∅.
Therefore, since e[X] is dense in Y , V ∩ coz(f) ∩ e[X] ≠ ∅. If x ∈X with e(x) ∈ V ∩ coz(f),
then f(e(x)) > 0 while (gz1 ∨ ⋯ ∨ gzn)(e(x)) = 0. The obtained contradiction proves that
clY (coz(f)) ⊆ e[X].
(2) ⇒ (3). Since clY (coz(f)) is a closed subset of Y , it is compact. If it is contained in
e[X], then e−1clY (coz(f)) is a compact subset of X since e is a homeomorphism from X to
e[X].
(3) ⇒ (1). It is sufficient to show that ∣f ∣ ∈ Iα, hence we assume that f ≥ 0. Suppose that
F ∶= e−1clY (coz(f)) is a compact subset of X . Let ε > 0 and T be a subset of nonnegative
elements of C(Y ) with α(f) + ε ≤ ⋁α[T ]. Then
X = ⋃{α(g − f)−1(ε/2,∞) ∣ g ∈ T},
so F is covered by these open sets. Since F is a compact subset of X , there are g1, . . . , gn ∈ T
with F ⊆ α(g1−f)−1(ε/2,∞)∪⋯∪α(gn−f)−1(ε/2,∞). As g1∨⋯∨gn is a nonnegative function,
if x ∉ F , then f(e(x)) = 0, so α(f)(x) ≤ α(g1∨⋯∨gn)(x). If x ∈ F , then x ∈ α(gi−f)−1(ε/2,∞)
for some i, so α(gi−f)(x) > ε/2 > 0. This yields α(f)(x) ≤ α(gi)(x) ≤ (α(g1)∨⋯∨α(gn))(x).
Thus, α(f) ≤ α(g1) ∨⋯ ∨α(gn), and hence f ∈ Iα. 
Lemma 5.12. Let e ∶ X → Y be a compactification and α = e♭ ∶ C(Y ) → B(X) the corre-
sponding basic extension. Then Z(Iα) = clY (Y ∖ e[X]).
Proof. Let y ∈ Y ∖ e[X]. If f ∈ Iα, then coz(f) ⊆ clY (coz(f)) ⊆ e[X] by Lemma 5.11.
Therefore, f(y) = 0, and so y ∈ Z(f). Since f ∈ Iα was arbitrary, we have y ∈ Z(Iα). Because
this is true for every y ∈ Y ∖ e[X], we see that Y ∖ e[X] ⊆ Z(Iα). As Z(Iα) is closed in Y ,
we conclude that clY (Y ∖ e[X]) ⊆ Z(Iα).
For the reverse inclusion, suppose that y ∉ clY (Y ∖e[X]). Then y ∈ V ∶= Y ∖clY (Y ∖e[X]) =
intY (e[X]), an open subset of Y contained in e[X]. Since Y is regular, there is an open
set U of Y with y ∈ U and clY (U) ⊆ V . Set F = Y ∖ U , a closed subset of Y . Since y ∉ F ,
there is f ∈ C(Y ) with 0 ≤ f ≤ 1, f(y) = 1, and f(F ) = {0}. Therefore, coz(f) ⊆ Y ∖ F = U ,
so clY (coz(f)) ⊆ clY (U) ⊆ e[X]. Thus, f ∈ Iα by Lemma 5.11. Because f(y) = 1, we have
y ∉ Z(f), so y ∉ Z(Iα). 
In the next theorem we characterize locally compact Hausdorff spaces in terms of basic
extensions.
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Theorem 5.13. Let e ∶ X → Y be a compactification and α = e♭ ∶ C(Y ) → B(X) the
corresponding basic extension. Then X is locally compact iff α(b) = ⋁{α(a) ∣ a ∈ Iα, a ≤ b}
for all 0 ≤ b ∈ C(Y ).
Proof. Suppose that X is locally compact and 0 ≤ b ∈ C(Y ). Let x ∈ X . We show there is
a ∈ Iα with a ≤ b and α(b)(x) = α(a)(x). This is clear if α(b)(x) = 0, so assume α(b)(x) > 0.
Since X is locally compact, there is an open neighborhood U of x with clX(U) compact.
Therefore, clY (e[U]) ⊆ e[X]. There is an open set V of Y with U = e−1(V ). Because
clY (V ) = clY (e[U]), we see that clY (V ) ⊆ e[X]. Since e(x) ∉ Y ∖ V , there is 0 ≤ a ∈ C(Y )
with a = 0 on Y ∖V and a(e(x)) = b(e(x)). By replacing a by a∧b, we may assume a ≤ b. By
construction, coz(a) ⊆ V , so clY (coz(a)) ⊆ clY (V ) ⊆ e[X]. Therefore, a ∈ Iα by Lemma 5.11.
Thus, α(b) = ⋁{α(a) ∣ a ∈ Iα, a ≤ b}.
For the converse, to see that X is locally compact, by [10, Cor. 3.3.11], it suffices to show
that Y ∖ e[X] is closed. By Lemma 5.12, it is enough to show that Z(Iα) ⊆ Y ∖ e[X]. To
see this, we have 1 = ⋁{α(a) ∣ a ∈ Iα, a ≤ 1}. From this equality it follows that if x ∈X , then
there is a ∈ Iα with α(a)(x) ≠ 0. Consequently, e(x) ∉ Z(a), and hence e(x) ∉ Z(Iα). 
Theorem 5.13 motivates the following definition.
Definition 5.14. We call a basic extension α ∶ A→ B locally compact provided
α(b) = ⋁{α(a) ∣ a ∈ Iα, a ≤ b} for all 0 ≤ b ∈ A.
Remark 5.15. The assumption that 0 ≤ b is essential. To see this, let A = C(Y ) and let
α(−1) = ⋁{α(a) ∣ a ∈ Iα, a ≤ −1}. Then each such a is bounded away from 0, and hence is a
unit, forcing Iα = A.
We next show that a basic extension α is locally compact iff so is α̂. For this we require
the following lemma.
Lemma 5.16. Let α ∶ A→ B be a basic extension. Then ζ−1A (Iα̂) = Iα.
Proof. Let b ∈ Iα. Suppose for ε > 0 and a set T of nonnegative elements of Â we have∣α̂(ζA(b))∣+ε ≤ ⋁ α̂[T ]. By the proof of Lemma 3.16, for each t ∈ T we may find an increasing
sequence {an} of nonnegative elements of A such that t = ⋁n ζA(an). If S is the set of all
these elements, as t ranges over T , from α̂ ○ ζA = α, we have ∣α(b)∣ + ε ≤ ⋁α[S]. Since b ∈ Iα,
there is a finite S′ ⊆ S with ∣α(b)∣ ≤ ⋁α[S′]. For each s ∈ S′ there is t ∈ T with α(s) ≤ α̂(t).
Thus, there is a finite subset T ′ ⊆ T with ⋁α[S′] ≤ ⋁ α̂[T ′], and so ∣α̂(ζA(b))∣ ≤ ⋁ α̂[T ′].
This shows ζA(b) ∈ Iα̂.
Conversely, suppose that b ∈ A with ζA(b) ∈ Iα̂. Let ε > 0 and T be a set of nonnegative
elements of A with ∣α(b)∣ + ε ≤ ⋁α[T ]. Then ∣α̂(ζA(b))∣ + ε ≤ ⋁ α̂[ζA[T ]]. Since ζA(b) ∈ Iα̂,
there is a finite subset T ′ of T with ∣α̂(ζA(b))∣ ≤ ⋁ α̂[ζA[T ′]], and so ∣α(b)∣ ≤ ⋁α[T ′]. Thus,
b ∈ Iα. 
Lemma 5.17. A basic extension α ∶ A → B is locally compact iff α̂ ∶ Â → B is locally
compact.
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Proof. Let α be locally compact and let 0 ≤ b ∈ Â. By the proof of Lemma 3.16, we may find
an increasing sequence {an} of nonnegative elements of A such that α̂(b) = ⋁nα(an). Since
α is locally compact, α(an) = ⋁{α(a) ∣ a ∈ Iα, a ≤ an}. Therefore,
α̂(b) = ⋁{α(a) ∣ a ∈ Iα, a ≤ an for some n}
= ⋁{α̂(ζA(a)) ∣ a ∈ Iα, a ≤ an for some n}.
By Lemma 5.17, α̂(b) = ⋁{α̂(c) ∣ c ∈ Iα̂, c ≤ b}. Thus, α̂ is locally compact.
Conversely, suppose that α̂ is locally compact. Let 0 ≤ b ∈ A. Then
α̂(ζA(b)) = ⋁{α̂(c) ∣ c ∈ Iα̂, c ≤ ζA(b)}.
By Lemma 3.16(2), for each c ∈ Iα̂ with c ≤ ζA(b), we may write α̂(c) = ⋁nα(an) for some
0 ≤ an ∈ A with ζA(an) ≤ c. By Lemma 5.17, each an belongs to Iα. If ζA(a) ≤ c ≤ ζA(b), then
a ≤ b since ζA is an order embedding. Therefore,
α(b) = α̂(ζA(b)) = ⋁{α(a) ∣ a ∈ Iα, a ≤ b}.
Thus, α is locally compact. 
As a consequence, we obtain the following theorem.
Theorem 5.18. Let α ∶ A → B be a basic extension. Then XB is locally compact iff α is
locally compact.
Proof. By Theorems 2.12 and 5.13, XB is locally compact iff α̂ is locally compact. By
Lemma 5.17, α is locally compact iff α̂ is locally compact. The result follows. 
It is worth pointing out that not every locally compact basic extension is maximal, as the
next example shows.
Example 5.19. Consider the compactification e ∶ X → Y of Example 3.20. Clearly X is
locally compact, hence by Theorem 5.13, e♭ ∶ C(Y )→ B(X) is locally compact. Since e is not
isomorphic to the Stone-Cˇech compactification of X , the basic extension e♭ is not maximal.
Definition 5.20.
(1) Let lcbasic be the full subcategory of mbasic consisting of locally compact basic
extensions.
(2) Let LKHaus be the full subcategory of CReg consisting of locally compact spaces.
The following is an immediate consequence of Theorems 2.12 and 5.13.
Theorem 5.21. There is a dual equivalence between LKHaus and lcbasic.
We conclude the paper by characterizing one-point compactifications of locally compact
spaces by means of minimal extensions. For this we recall from the preliminaries that two
basic extensions α ∶ A → B and γ ∶ C → B are compatible if the topologies τα and τγ on XB
are equal. It is easy to see that a basic extension α ∶ A→ B is compatible with α̂ ∶ Â → B.
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Definition 5.22. We say that a basic extension α ∶ A → B is minimal provided for every
compatible basic extension γ ∶ C → B with C ∈ ubaℓ, there is a morphism δ ∶ A → C in baℓ
such that γ ○ δ = α.
A B
C
δ
α
γ
Let A ∈ baℓ and I an ℓ-ideal of A. In analogy with the familiar notion of the Jacobson
radical, we define the Jacobson ℓ-radical Jℓ(I) of I as the intersection of the maximal ℓ-ideals
containing I; that is,
Jℓ(I) = ⋂{M ∈ YA ∣ I ⊆M}.
It is easy to see that Jℓ(I) is an ℓ-ideal, that I ⊆ Jℓ(I), and that Zℓ(I) = Zℓ(Jℓ(I)). Con-
sequently, Jℓ(I) is a maximal ℓ-ideal iff Zℓ(I) is a singleton. If A ∈ ubaℓ, then it is known
(see, e.g., [1, Prop. 4.1]) that YA is the set of maximal ideals of A, and hence Jℓ(I) is the
Jacobson radical of I.
Remark 5.23. In general it is not true that Iα = Jℓ(Iα). To see this, consider the compact-
ification e ∶ X → Y of Example 3.20. Define f ∈ C(Y ) by f(n) = 1/n and f(∞) = 0. Let
α = e♭ ∶ C(Y ) → B(X). By Lemma 5.12, Z(Iα) = {∞} . Since ξY ∶ Y → YC(Y ) is a homeo-
morphism, we have Zℓ(Iα) = {M∞}. Therefore, Jℓ(Iα) = M∞, and so f ∈ Jℓ(Iα). However,
since clY (coz(f)) = Y /⊆ e[X], we have that f ∉ Iα by Lemma 5.11.
Theorem 5.24. Let X be a non-compact completely regular space, e ∶ X → Y a compact-
ification, and α = e♭ ∶ C(Y ) → B(X) the corresponding basic extension. The following are
equivalent.
(1) α is minimal.
(2) X is locally compact and e ∶ X → Y is equivalent to the one-point compactification of
X.
(3) α is locally compact and Jℓ(Iα) is a maximal ℓ-ideal.
Proof. (1) ⇒ (2). We show that e is the least compactification of X . Let e′ ∶ X → Y ′ be
an arbitrary compactification of X . Then α′ = (e′)♭ ∶ C(Y ′) → B(X) is compatible with α.
Since α is minimal, there is δ ∶ C(Y ) → C(Y ′) with α′ ○ δ = α. By Gelfand-Naimark-Stone
duality, there is a continuous map σ ∶ Y ′ → Y with δ = σ∗, and σ ○ e′ = e since α′ ○ δ = α.
Thus, e is the least compactification of X . This, by [10, Thm. 3.5.12], yields that X is locally
compact and e is equivalent to the one-point compactification of X .
(2) ⇒ (1). Suppose that X is locally compact and e is the one-point compactification
of X . Let C ∈ ubaℓ and γ ∶ C → B(X) be a basic extension compatible with α. Then
γ♭ ○ ηX ∶ X → YC is a compactification. By [10, Thm. 3.5.11], e is the least compactification
of X , so there is a continuous map σ ∶ YC → Y with σ ○ γb ○ ηX = e.
XB(X) YC
X Y
γ♭
σ
e
ηX
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Therefore, σ∗ ∶ C(Y )→ C(YC) is a morphism in baℓ.
Claim 5.25. α = γ̂ ○ σ∗.
Proof of the Claim. By definition, γ̂ = ζ−1
B(X)
○ (γ∗)∗, so
γ̂ ○ σ∗ = ζ−1B(X) ○ (γ∗)∗ ○ σ∗ = ζ−1B(X) ○ (σ ○ γ∗)∗.
Thus, it is sufficient to show that ζB(X) ○ e♭ = (σ ○ γ∗)∗.
C(Y ) B(X)
C(YC) C(YB(X))
e♭
σ∗
(σ○γ∗)∗
ζB(X)
(γ∗)∗
Let f ∈ C(Y ). For x ∈X we have ηX(x) ∈XB(X) ⊆ YB(X). Since γ♭ = γ∗∣XB(X) and σ○γb○ηX =
e, we have
(σ ○ γ∗)∗(f)(ηX(x)) = (f ○ σ ○ γ∗)(ηX(x)) = (f ○ σ ○ γ♭)(ηX(x))
= f ○ (σ ○ γ♭ ○ ηX)(x) = (f ○ e)(x)
= f(e(x)).
On the other hand, (ζB(X) ○ e♭)(f) = ζB(X)(e♭(f)) = ζB(X)(f ○ e). Since ζB(X)(f ○ e)(ηX(x))
is the real number λ satisfying (f ○e)+ηX(x) = λ+ηX(x) and ηX(x) = {g ∈ B(X) ∣ g(x) = 0},
we see that λ = f(e(x)). Consequently, ζB(X)(f ○ e)(ηX(x)) = f(e(x)). This shows that
ζB(X)(f ○ e) and (σ ○ γ∗)∗(f) agree on ηX(X). Since XB(X) is dense in YB(X), we conclude
that (ζB(X)○e♭)(f) = ζB(X)(f○e) = (σ○γ∗)∗(f). This yields the claim that α = e♭ = γ̂○σ∗. 
Since C ∈ ubaℓ, we have ζC ∶ C → C(YC) is an isomorphism. Set δ = ζ−1C ○ σ∗. Then
δ ∶ C(Y ) → C is a morphism in baℓ. By the definition of γ̂ and Claim 5.25, α = γ̂ ○ σ∗ =
γ ○ ζ−1C ○ σ
∗ = γ ○ δ. Thus, α is minimal.
C(Y )
C(YC) B(X)
C
δ
α
σ∗
ζ−1
C
γ̂
γ
(2) ⇒ (3). Suppose that X is locally compact and e is equivalent to the one-point
compactification of X . Then α is locally compact by Theorem 5.13. By Lemma 5.12,
Z(Iα) = clY (Y ∖ e[X]). Since X is locally compact, e[X] is open in Y , so Z(Iα) = Y ∖ e[X].
Because e is the one-point compactification, Y ∖e[X] is a single point, so Jℓ(Iα) is a maximal
ℓ-ideal.
(3)⇒ (2). Suppose α is locally compact and Jℓ(Iα) is a maximal ℓ-ideal. Since α is locally
compact, X is locally compact by Theorem 5.13. Because Jℓ(Iα) is a maximal ℓ-ideal, Zℓ(Iα)
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is a singleton. By Remark 5.10, Z(Iα) is a singleton. Therefore, Y ∖ e[X] is a single point
by Lemma 5.12. Thus, e is (equivalent to) the one-point compactification of X . 
Corollary 5.26. Let α ∶ A → B be a non-compact basic extension. The following are
equivalent.
(1) α is minimal.
(2) XB is locally compact and α♭ is equivalent to the one-point compactification of XB.
(3) α is locally compact and Jℓ(Iα) is a maximal ℓ-ideal.
Proof. By Theorems 2.12 and 5.24, it is sufficient to show that α is minimal iff α̂ is minimal.
For this first suppose that α is minimal. Let γ ∶ C → B be a basic extension such that
C ∈ ubaℓ and γ is compatible with α̂. Since α is compatible with α̂, we have that γ is
also compatible with α. So there is a morphism δ ∶ A → C in baℓ with γ ○ δ = α. Because
C ∈ ubaℓ and ubaℓ is a reflective subcategory of baℓ (see, e.g., [1, p. 447]), there is a
morphism δ̂ ∶ Â → C in baℓ with δ = δ̂ ○ ζA.
A B
Â
C
ζA
α
δ
δ̂
α̂
γ
Therefore, γ ○ δ̂ = α̂. Thus, α̂ is minimal.
Conversely, suppose that α̂ is minimal and let γ ∶ C → B be a basic extension such that
C ∈ ubaℓ and γ is compatible with α. Then γ is compatible with α̂, so there is a morphism
δ ∶ Â→ C in baℓ with γ ○ δ = α̂. Therefore, γ ○ (δ ○ ζA) = α̂ ○ ζA = α. Thus, α is minimal. 
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