Free probability theory helps us to understand Jacobian spectrum of deep neural networks. We rigorously show almost surely asymptotic freeness of layer-wise Jacobians.
Introduction
Motivated by the hypothesis that well-conditioned Jacobian spectrum can speed up learning of deep feed-forward neural networks, Pennington, Sonenholtz and Ganguli [8] introduced a spectral analysis of the input-output Jacobian of the network. In the analysis, with S-transform from free probability theory [14] , it is revealed that how the asymptotic spectral distribution of input-output Jacobian of deep networks depend on initialization of weights and activation functions.
In this note, we build a rigorous mathematical foundation to guarantee their analysis based on free probability theory. The main assertion to be proven is the asymptotic freeness of layerwise Jacobians. The asymptotic freeness is the central notion of free probability theory introduced by Voiculescu [15] . If a family of d × d random matrices {X 1 (d), · · · X L (d)} is asymptotically free as d → ∞, the limit spectral distribution of each polynomial Q(X 1 (d), . . . , X L (d)) is determined by that of each X ℓ (d). Recall that in general case, eigenvalues of a polynomial of non-commutative matrices are not determined by that of each matrices.
Furthermore, there are few strength levels of asymptotic freeness. Since our target is the Jacobian spectrum at each random initialization, we prove almost surely asymptotically freeness. Here an important fact is that a certain kind of random matrix has a selfaveraging property, that is, its random eigenvalue distribution converges almost surely to a deterministic distribution in the large system limit.
Our contributions are as follows.
(1) We prove almost surely asymptotic freeness of layerwise Jacobians.
(2) It is proven that the Jacobian spectrum does not seriously depend on input.
(3) We removed the assumption of forward-backward independence.
Related Work

Mean Field Theory of Neural Networks.
It is a common problem to handle vanishing and exploding of the gradient of deep networks. The residual connection [2] and the batch normalization [4] are strong techniques to prevent gradient from the bad conditioning. However, these techniques change the structure of the models. It is not clear that these techniques make other effects. To clarify this, we need to train networks without them. In [9, 11] , a mean-field theory (MFT) of neural networks is used for the analysis of gradients. They show how initialization of weights and activation functions affect to gradients. Note that the orthogonal initialization is also in the scope of MFT. In fact, the spectral analysis [8] is also based on MFT. The MFT predicts exploding/ vanishing condition of input-output Jacobian and gives how to train extremely deep neural network [16] . In addition, the MFT can treat the convolutional neural network [16] , the residual network ( [17] and [13] ), and the recurrent neural network [1] . In particular, by matrix-valued free probability theory, the Jacobian spectrum of the residual network is given in [13] . In this note, treating [13] mathematically is out of scope, but is in the scope of future work.
Free Deterministic Equivalent.
Free probability theory (FPT, for short) is invented by Voiculescu [15] for understanding operator algebras by approximating infinite-dimensional operators as the limit of random matrices. Conversely, FPT is applied to understanding large statistical systems containing random matrices appear in statical physics and signal processing. The former one is an application of FPT to MFT of Anderson Model [7] . The latter one is an application of FPT to multi-input multi-output wireless networks [12, 5] . A common policy of these two applications is approximating random matrices by free infinite-dimensional deterministic operators. The approximation, so-called free deterministic equivalent, enables us doing deterministic analysis using tools of free probability theory such as R-transform, S-transform, and the linearization trick (see [6] for detail).
Analysis of the Jacobian spectrum of neural networks can be seen as a method based on the free deterministic equivalent.
Settings
3.1. Basic Notation. We denote by N (m, q) be the Normal distribution with mean m and variance q. We denote by GM(p, d, σ 2 ) by the set of p × d random matrix X such that X ij (i = 1, . . . , p, j = 1, . . . , d) are independently distributed with N (0, σ 2 ). A family of random matrices are said to be independent if corresponding entries are independent.
3.2. Vanilla Neural Network. We assume that each φ ℓ (ℓ = 1, . . . , L) is continuous function on R such that φ ℓ (0) = 0, differentiable except for finite number of points, and the derivative φ ′ ℓ is bounded. We assume that for any d 0 , . . . , d L ∈ N, we are equipped with (1) x 0 1 , . . . , x 0 d be possibly non-independent random variables such that for every j = 1, . . . , d,
The above family are independent.
Let us define inductively for ℓ = 1, . . . , L;
. Furthermore, we denote by D ℓ the diagonal random matrix defined as
For fixed 0 < λ ℓ < ∞ (ℓ = 1, . . . , L), we consider the following limit
We denote by this limit condition by α(λ). The input-output Jacobi matrix is given by
Forward Propagation
Firstly, we reformulate well-used formula of forward propagation.
Lemma 4.1. Consider a triangular array of random variables
We assume
In addition, we assume that there is δ > 0 with
We denote by q the variance of µ.
Then
Proof. To show this, we use Lindeberg-Feller' Theorem (see A.1). Write
Then X d,j , j = 1, . . . , d, are independent, for every d ∈ N and E[X d,j ] = 0. We only need to show that
(1) is trivial. We show (2) by a direct calculation. Without loss of generality, we may assume that σ w = q = 1. Write p(x) := exp −x 2 / √ 2π. We simply write
Fix ε > 0. Then
By (4.1),
for some constant C > 0. Thus
Therefore, (2) holds.
Under the setting of Section 3, for all ℓ = 1, . . . , L,
as d → ∞ almost surely, where
1,j x 0 j . Then X d,j , j = 1, . . . , d, are independent for every d ∈ N and E[X d,j ] = 0. Then we have
Hence by A.1,
as d → ∞. By A.2, we have (4.2) for ℓ = 1. Then
as the limit (3.1). WMA δ < 2. Since φ ′ 1 is bounded a.e., there exists C > 0 such that
as d 0 → ∞ almost surely. Thus (4.1) holds for x = x 1 . Then the proof for ℓ ≥ 2 completes by the induction on ℓ with Lemma 4.1. Let (A, τ ) be a NCPS. A family (a j ) j∈J of elements in A is said to be free if the following holds: for any n ∈ N, for any polynomials Q 1 , . . . , Q n over C with τ [Q k (a j k )] = 0 (k = 1, . . . , n), and for any j 1 , . . . , j n ∈ S with j 1 = j 2 , j 2 = j 3 , . . . , j n−1 = j n , it holds that τ [Q 1 (a j 1 )Q 2 (a j 2 ) . . . Q n (a jn )] = 0. of d×d random matrices for every d ∈ N , it is said to be asymptotic free almost everywhere as d → ∞ if the following conditions are satisfied.
Preliminaries on Free Probability Theory
(1) There exists a NCPS (A, τ ) and a free family (a j ) j∈J of elements in A. τ (a n )z n .
The relevance of S-transform in FPT is due to the following theorem of Voiculescu [14] :
Further we assume that a, b are self-adjoint and b ≥ 0. we define the multiplicative convolution
. ab will not self-adjoint. But since τ is tracial, the distribution of ab is equal to
S-transform is defined in more general situation. [10] . (2) The empirical spectral distribution of A(d) (resp. B(d)) converges in distribution to a compactly supported probability measure µ (resp. ν),
Then the pair
is asymptotically free almost everywhere as d → ∞. In particular, if A(d) ≥ 0, the limit distribution of
Proof. The assertion is well-known. The proof analogously follows from [3, Proposition 3.5] by replacing standard orthogonal by standard unitary.
Jacobian
Remark 6.1. Firstly we discuss on the asymptotic freeness of D ℓ and W ℓ W T ℓ . Independent diagonal matrix and Wishart matrix is asymptotic free almost surely [3] . However, D ℓ and W ℓ W ℓ is possibly correlated. Hence we additionally consider Assumption 6.2. Note that Assumption 6.2 is weaker than the independence assumption. Assumption 6.2. We assume that for each ℓ = 1, . . . , L, the pair
is asymptotically free almost everywhere as the limit (3.1).
Definition 6.3. Free Poisson Low
Lemma 6.4. Under the assumption (6.2), for every ℓ = 1, . . . , L,
By the assumption (6.2), the pair X, D 2 ℓ is asymptotically free almost everywhere as the limit (3.1). Then Theorem 6.5. For any ℓ = 1, . . . , L − 1, the pair of two random matrices
is asymptotically free almost everywhere as the limit (3.1). In particular, for each ℓ = 1, . . . , L,
as the limit (3.1) almost surely.
Proof. We prove the assertion on induction on ℓ. Let ℓ = 1. The distribution of
Hence By Lemma 6.4,
Then the joint distribution of O T XO coincides with X. By the way, by Proposition 5.2, the pair J 1 J T 1 , OXO T is asymptotically free almost everywhere as the limit (3.1). Hence the pair
Assume that (6.2) holds for an ℓ > 1. Then by the similar arguments as above using Proposition 5.2, the pair (6.1) is asymptotically free almost everywhere. In particular, the limit distribution of J T ℓ+1 J ℓ+1 is given by
Then we have proven the assertion. Remark 6.6. The distribution of moments given by The Cauchy transform G µ (z) → G µ (z), almost surely as the limit (3.1). Since
we can recover µ from its Cauchy transform.
Appendix A. Lindeberg-Feller CLT Theorem A.1. (Lindeberg-Feller Central Limit Theorem for Triangular Array) For each n, let X n,m , 1 ≤ m ≤ n, be independent random variables with E[X n,m ] = 0.
Suppose
(1) for n ∈ N, n m=1 E[X 2 n,m ] → σ 2 > 0, (2) for all ε > 0, lim n→∞ n m=1 E[X 2 n,m ; |X n,m | > ε] = 0. Then S n := X n,1 + . . . X n,n ⇒ N (0, σ 2 ) as n → ∞.
Lemma A.2. Let X n,m (m = 1, . . . , n) be i.i.d. random variables for each n. Assume 5that X n,1 ⇒ µ, as n → ∞. for a probability measure µ. Then we have as n → ∞ almost surely. Set α n := E[f (X n,m )] and S n := n k=1 (f (X n,m ) − α n ). By the assumption, we have lim n→∞ α n = f (x)µ(dx).
We claim that lim n→∞ |S n /n| = 0 almost surely. To show this, by Borel-Canteli's lemma, we only need to show that ∀ǫ > 0, 
