We consider the k-th order statistic from unit exponential distribution and show that it can be represented as a sum of independent exponential random variables. Our proof is simple and different. It readily proves that the standardized exponential spacings also follow unit exponential distribution. An interesting probabilistic proof of the Basel problem is also given.
Introduction
It is known that order statistics from exponential distribution have several interesting properties. We consider, without loss of generality, the exponential distribution with mean unity.
For example, the k-th order statistic has the distribution of sum of independent exponential random variables (rvs). Another interesting result is that the spacings of order statistics also follow exponential distribution. The usual proofs of these results use the transformation to the set of spacings from the set of order statistics and by applying Jacobian density theorem.
In this paper, we prove the above-mentioned and some other results using the Laplace transform methods. This approach is simpler and indeed several related results can be proved in a unified way. We provide also an interesting probabilistic proof of the Basel problem.
Another key purpose of this article is to bring out the connection between exponential order statistics and several combinatorial identities. In fact, we give simpler proofs of several combinatorial/binomial identities by evaluating the Laplace transformation of the k-th exponential order statistic by two different ways and equating them. We also point out the probabilistic interpretations of these combinatorial identities.
The Order Statistics Results
Let X 1 , . . . , X n be iid continuous rvs with cdf F (x) and density f (x). Also, let X (1) < X (2) < . . . X (n) be the corresponding order statistics. Then it is well known (see David and Nagaraja (2003) ) that the distribution and the density of k-th order statistic X (k) are respectively given by
and
Our interest is on the exponential order statistics. Let T 1 , . . . , T n be independent unit exponential rvs so that
and let T (1) < T (2) < . . . T (n) be the order statistics of T j 's. Then the density of
Here B(m, n) is the usual beta function.
First we prove an interesting property of T (k) by computing the Laplace transform of T (k) .
Note for s > 0,
Substitute w = 1 − e −t to obtain
(2.5)
Note also that 6) where Y 1 , . . . , Y n are independent exponential rvs and Y j ∼ Exp(j) with mean j −1 , 1 ≤ j ≤ n.
Thus, for 1 ≤ k ≤ n, we have from (2.6) Note when k = n, we have
a known result (see, for example, (4.1) of Vellaisamy (2015)).
Also, when k = 1,
where Y n ∼ Exp(n), a well-known result.
Next some interesting remarks are in order.
Remark 2.1 From (2.7), we obtain a known result that
where W j 's are independent and W j ∼ Exp(n − k + j). Also, from (2.8), we get
Note that usual proofs of the results in (2.9) and (2.10), based on the density of T (k) , are rather complicated.
Remark 2.2 Also, from the representation given in (2.7), we can immediately obtain the distribution of the spacings (
or equivalently the normalized spacings
where T 1 ∼ Exp(1).
The proof of the above result is usually based on the joint density of T (1) , . . . , T (k) and then making suitable transformations to spacings. This is rather involved, whereas our proof easily follows from (2.7).
The Basel Problem
In this section, we give an interesting probabilistic proof of the Euler's constant γ and the Basel problem. Let Z n = (T (n) − ln(n)). Since, Billingsley (1995, p. 329) for the definition of convergence in distribution), where Z follows standard Gumbel distribution with density
It is known that E(Z) = ν (Euler's constant) and V ar(Z) = π 2 6 . Let now G n denote the cdf of Z n . Then it can be shown that
since h(x)= (1 − θ x ) x increases to e −θ for θ < x < ∞. Hence, for all n ≥ 1, and for all x > 0,
Note that (see Pakshirajan (2003) p. 119) |Z n | k is uniformy integrable if and only if
Using (2.12), we get
Hence, |Z n | r is uniformy integrable and hence for r ≥ 1,
Using the first and second moments convergence, we have 14) which is the famous Basel problem. Note that other mathematical proofs for the equality of the last two terms of (2.13) and (2.14) are rather involved. More importantly, it is interesting to observe the connections between the exponential order statistics, Euler constant and the Basel problem. For other probabilistic proofs of (2.14), see Pace (2011) and Holst (2013) .
Combinatorial Identities
In this section, we derive several combinatorial identities using the Laplace transformation of the k-th order statistic T (k) . We derive the Laplace transform of T (k) in two different ways and equate them to get identities. Note that we have already derived one form, using the pdf of
. We obtain next another form using the cdf of T (k) and integration by parts.
First note that the cdf of T (k) from (2.1) is
Using (2.15), we have for 1 ≤ k ≤ n, for 1 ≤ k ≤ n, and s > 0.
When k = 1, we get from (2.17), 18) for n ≥ 1 and s > 0, an interesting binomial identity.
Similarly when k = n, we obtain from (2.17),
Remark 2.3 Note that, when s = k is a positive integer, (2.19) leads to
Remark 2.4 Recently, Peterson (2013) derived the above binomial identity (2.19) from probabilistic considerations. Vellaisamy (2015) gave a simple and different proof, based on Laplace transforms. He also discussed a statistical application of the above identity, using the binomial inversion formula (see Aigner (2007), p. 73) . Note also that an application of binomial inversion to (2.19) leads to equation (4.7) of Vellaisamy (2015) . Similarly, the equation (2.17) will lead to a new identity.
Remark 2.5 Note from (2.17), which using (2.19) , leads to
for 1 ≤ k ≤ n, and s > 0.
Probabilistic Connections and Generalizations
In this section, we give a probabilistic interpretation to the main combinatorial identity f n,k (s) = g n,k (s) for n ≥ 1 and s > 0.
Probabilistic Interpretations
Let now X r ∼ G(s, r), s > 0, r ≥ 1 be a positive integer, with density
Then, it is well-known (see eq. (3.3.9) of Casella and Berger (2002) ) that
Assume that X r and T (k) are independent. Using (3.2), we obtain 4) where h (j) (s) denotes the j-th derivative of h(s) = h (0) (s).
Thus, for r ≥ 1 and s > 0, we obtain from (3.3) and (3.4), 6) since f n,k (s) = g n,k (s).
When r = 1, we obtain
which shows that the binomial identity (2.17) admits a probabilistic interpretation.
Similarly, when r = 2, we get
which is a new identity (see (3.13)) and this corresponds to P (X 2 > T k ).
Note however the combinatorial identity obtained from f ′ n,k (s) = g ′ n,k (s) may not represent a probability of an event (see Vellaisamy (2015) , p. 243).
Generalizations
In this section, we generalize some of the binomial identities derived in Section 3. Assume, as before, that X r and T (k) are independent. Observe that we computed, in the previous section, P(T (k) < X r ) by conditioning on T (k) . We next compute it by conditioning on X r . Note that
Since X r ∼ G(s, r), we have
(3.10)
Hence, we get P(T (k) < X r ) = When r = 1, the identity in (3.12) reduces to (2.17).
When r = 2, we get n(n + 2s) (s + n) 2 , (3.14)
for s > 0 and n ≥ 1. Thus, we have generalized the basic binomial identity in (2.19) in several directions and hope these could be useful to other applied areas as well.
