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Abstract
This paper develops a method to obtain the optimal value for the regularization coefficient in a general mixed-
integer problem (MIP). This approach eliminates the cross-validation performed in the existing penalty techniques
to obtain a proper value for the regularization coefficient. We obtain this goal by proposing an alternating method
to solve MIPs. First, via regularization, we convert the MIP into a more mathematically tractable form. Then, we
develop an iterative algorithm to update the solution along with the regularization (penalty) coefficient. We show
that our update procedure guarantees the convergence of the algorithm. Moreover, assuming the objective function is
continuously differentiable, we derive the convergence rate, a lower bound on the value of regularization coefficient,
and an upper bound on the number of iterations required for the convergence. We use a radio access technology
(RAT) selection problem in a heterogeneous network to benchmark the performance of our method. Simulation results
demonstrate near-optimality of the solution and consistency of the convergence behavior with obtained theoretical
bounds.
Index Terms
Mixed-integer programming, Regularization, Alternating method, Penalty function, RAT selection.
I. INTRODUCTION
Mixed-integer problems (MIPs) include a variety of problems, most of which are broadly applied
in telecommunications systems. This includes assignment or classification of variables whose specific
application in telecom can be resource allocation [2]. A conventional technique to solve MIPs is to convert
the problem into a continuous form, relax the integer variables, and regularize (penalize) the objective
function. The regularization function forces the corresponding relaxed variables to be integers. Otherwise,
the objective function is significantly penalized. To control this penalty, the regularization function is scaled
by a regularization coefficient. This coefficient highly impacts the results. Hence, finding its optimal value
is of vital importance [3].
In most cases, there is not an analytical closed-form expression for the optimal regularization coefficient.
Thus, the optimal coefficient has to be obtained by the time consuming process of cross-validation. For
instance, in [4], [5], [6], [7], and [8] where a quadratic regularization function is used, the value of the
regularization coefficients is attained via cross-validation. This limits the applications of the approach as
it cannot be applied to high-dimensional problems due to its increasing computational complexity.
† This work is the extended version of [1], including all proofs and more simulation studies.
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Fig. 1: Overview of cross-validation procedure and the proposed algorithm.
In this paper, in a mathematical framework, we obtain a closed-form expression for the optimal value
of the regularization coefficient. Thus, we avoid the extensive complexity involved in cross-validation as
depicted in Fig. 1. Through theorems that we prove, we also derive the convergence rate and an upper bound
on the number of required iterations. Our proposed alternating algorithm to solve MIPs is as follows. First,
we regularize the objective function to reformulate the problem as an equivalent continuous form. Then, to
eliminate cross-validation, we utilize an iterative procedure whose solution and regularization coefficient
are updated simultaneously. This approach guarantees to achieve a sequence of improved solutions. In fact,
we consider MIPs with continuously differentiable objective functions and obtain a lower bound for the
regularization coefficient.
To investigate the performance of our proposed method, we apply it to a radio access technology (RAT)
selection problem in heterogeneous networks (HetNets) [9], [10]. Simulation results show that our method
achieves near-optimal solution and the convergence behavior matches the theoretical bounds.
II. PRELIMINARIES AND PROBLEM DEFINITION
In this section, we describe the notation used throughout the paper along with the considered optimization
problem.
Notation: We use bold letters to denote vectors. The i-th element of vector x and its `2 norm are presented
by xi and ‖x‖, respectively. The inner product of two vectors x and y is defined as 〈x,y〉 :=
n∑
i=1
xiyi.
Function f(x,y) has Lipschitz continuity on x with constant L if
|f(x1,y)− f(x2,y)| ≤ L ‖x1 − x2‖ ,
for all x1, x2, and y on its domain, or equivalently ‖∇xf(x,y)‖ ≤ L where ∇x denotes the gradient
(subgradient) operator with respect to x. The continuous interval from 0 to 1 is presented by [0, 1] and the
3binary set including 0 and 1 is shown by {0, 1}. We also denote the hard-thresholding version of x ∈ [0, 1]n
with x˜ ∈ {0, 1}n. The i-th element of x˜ is
x˜i = bxi + 1
2
c, i = 1, 2, . . . , n,
where b.c is the floor operator. The distance between x ∈ [0, 1]n and x˜ is defined as
d(x) := ‖x− x˜‖1 = n−
n∑
i=1
max{xi, 1− xi},
where ‖.‖1 shows the `1 norm. Moreover, function f(x,y) is biconvex in (x,y), if it is convex with respect
to each variable while the other one is fixed [11]. Similarly, set B ⊆ X × Y is biconvex on X × Y if
for every fixed y ∈ Y , By = {x ∈ X : (x, y) ∈ B} is a convex set in X and for every fixed x ∈ X ,
Bx = {y ∈ Y : (x, y) ∈ B} is a convex set in Y .
Problem definition: We consider a general MIP with an m× 1 continuous vector variable y ∈ Rm and an
n× 1 binary vector variable x ∈ {0, 1}n. The optimization problem is given as
min
x,y
f(x,y) s.t. x,y ∈ D, x ∈ {0, 1}n, (1)
where f(x,y) : Rm × Rn → R is the objective function and D presents the feasible region
D :=
{
(x,y)
∣∣∣gi(x,y) ≤ 0, i = 1, 2, . . . , p,
hi(x,y) = 0, i = 1, 2, . . . , q
}
, (2)
such that gi(x,y) : Rm × Rn → R, ∀i indicate inequality constraints and hi(x,y) : Rm × Rn → R, ∀i
are affine functions with respect to both x and y. Moreover, we assume that the solution of problem (1)
over D is bounded.
III. REGULARIZED EQUIVALENT PROBLEM
In this section, we reformulate problem (1) using a regularization function. The following lemma explains
the idea behind this regularization.
Lemma 1. Let S denote the set
S :=
{
(x, a)
∣∣∣〈x, a〉+ 〈1− x,1− a〉 = n, x, a ∈ [0, 1]n} .
For any pair (x, a) ∈ S, we have x, a ∈ {0, 1}n and a = x.
Proof. Let us define vectors u = [1− x;x] and v = [1− a; a]. Using the Cauchy-Schwarz inequality for
these two vectors, we have(‖x‖2 + ‖1− x‖2) (‖a‖2 + ‖1− a‖2) ≥ (〈x, a〉+ 〈1− x,1− a〉)2 = n2, ∀(x, a) ∈ S. (3)
On the other hand, since x ∈ [0, 1]n, we have ‖x‖2 + ‖1−x‖2 ≤ n, where the equality occurs if and only
if x ∈ {0, 1}n. Following the same argument for vector a, we have(‖x‖2 + ‖1− x‖2) (‖a‖2 + ‖1− a‖2) ≤ n2. (4)
4Considering (3) and (4), we can conclude that the equality holds. Thus, x, a ∈ {0, 1}n. Also, using the
equality condition of Cauchy-Schwarz inequality, we have a = x. 
Using this lemma and considering auxiliary variable a, the non-convex constraint x ∈ {0, 1}n is
equivalent to (x, a) ∈ S. Set S is biconvex with respect to x and a. Later, in section IV, we explain
how biconvexity of S is used to solve the problem. Now, we can define a regularization function to
convert MIP (1) into a continuous problem. The following theorem introduces this regularization.
Theorem 1 (Regularized problem). The MIP in (1) is identical to the following continuous problem for
some λ > 0,
min
x,y,a
Lλ(x,y, a) := f(x,y) + φλ(x, a) (5)
s.t. x,y ∈ D, x, a ∈ [0, 1]n.
where φλ(x, a) = λ (n− 〈x, a〉 − 〈1− x,1− a〉).
Proof. Let R := {(x,y, a)∣∣x,y ∈ D,x, a ∈ [0, 1]n}. Problem (1) and its dual are expressed as
min
(x,y,a)∈R
max
λ≥0
Lλ(x,y, a) and max
λ≥0
min
(x,y,a)∈R
Lλ(x,y, a), respectively. According to the weak duality theorem
[2], we have
max
λ≥0
min
(x,y,a)∈R
Lλ(x,y, a) ≤ min
(x,y,a)∈R
max
λ≥0
Lλ(x,y, a). (6)
Defining ω(λ) := min
(x,y,a)∈R
Lλ(x,y, a), we have
ω(λ∗) = max
λ≥0
ω(λ) ≥ min
(x,y,a)∈R
Lλ(x,y, a). (7)
Based on the Cauchy-schwarz inequality, φλ(x, a) ≥ 0. First, let us consider the case where φλ(x, a) = 0.
In this case, regardless of the value of λ, we have Lλ(x,y, a) = f(x,y). In other words, Lλ(x,y, a) is
constant with respect to λ. As a result, Lλ(x,y, a) = maxλ≥0 Lλ(x,y, a). By substituting this into the
right side of (7), we obtain
max
λ≥0
min
(x,y,a)∈R
Lλ(x,y, a) ≥ min
(x,y,a)∈R
max
λ≥0
Lλ(x,y, a). (8)
Comparing (6) and (8), we conclude that the duality gap is zero and strong duality holds as
max
λ≥0
min
(x,y,a)∈R
Lλ(x,y, a) = min
(x,y,a)∈R
max
λ≥0
Lλ(x,y, a) = ω(λ?). (9)
Due to the fact that function ω(λ) is an increasing function with respect to λ (see Appendix A), for
λ > λ?, we have ω(λ) ≥ ω(λ?). However, based on (7), ω(λ?) ≥ ω(λ). As a result, ω(λ?) = ω(λ),
∀λ > λ?. Combining this with (9) yields
ω(λ) = ω(λ?) = min
(x,y,a)∈R
max
λ≥0
Lλ(x,y, a),∀λ ≥ λ?. (10)
Since min
(x,y,a)∈R
max
λ≥0
Lλ(x,y, a) is the solution of (1) and ω(λ) is the solution of problem (5), we conclude
that these two problems are identical and reach the same solutions. Now, we consider the second case
5where φλ(x, a) > 0. In this case, since ω(λ) is monotonically increasing with respect to λ, we have
ω(λ?)→∞. This contradicts (6) which states that ω(λ?) is finite and upper-bounded by f ?, where f ? is
the optimal value of (1). Therefore, at the optimal point, φλ(x, a) = 0, and the results of the first case
hold. 
After this reformulation, in the next section, we derive a method to solve the regularized problem (5).
IV. ALTERNATING ALGORITHM
In this section, we develop an alternating algorithm to solve problem (5). This method successively
minimizes the problem over one variable while fixing all others [2]. To achieve our goal, first, we consider
a biconvex problem and propose our algorithm for this case. We derive some important properties regarding
convergence of the algorithm and the update of the regularization parameter. Then, using the obtained
properties, we extend our study to a general case and propose an algorithm to solve MIPs which are not
necessarily biconvex.
A. Biconvex case
In this section, we derive an algorithm to solve the MIP considering the following assumptions.
Assumptions: The objective function f(x,y) is biconvex in x and y and the feasible region D is convex.
Using Theorem 1, we can alter the original MIP into the continuous problem (5). Due to biconvexity of
f(x,y), Lλ(x,y, a) is convex in each argument while others are fixed. Hence, we can use an alternating
method to solve problem (5). This method is an iterative procedure such that at each iteration, we
sequentially solve the problem for one variable among x,y, a while the others are fixed. To find a proper
value for λ, we also update its value at each iteration. At the t-th iteration, λ(t) = ρtλ(0) where ρ > 1
is a known constant and λ(0) is the initial value. This update ensures that at some iteration t, λ(t) > λ?.
This satisfies the required condition in Theorem 1. As a result, there is no need to run cross-validation
to obtain λ. It is noteworthy to mention that this update works for any arbitrary choice of (ρ > 1,λ > 0)
(the details are provided in Appendix D). The overall procedure is presented in Algorithm 1. It is worth
mentioning that the corresponding sub-problem for a has a closed-form solution. At the t-th iteration, the
sub-problem is reduced to
a(t) = argmax
a
〈a, 2x(t) − 1〉 s.t. a ∈ [0, 1]n, (11)
resulting in a(t) = x˜(t).
In the following proposition, we show that Algorithm 1 generates a non-increasing sequence.
Proposition (Monotone convergence). The solution of Algorithm 1 results in a non-increasing sequence.
Moreover, this sequence converges to a solution that can not be improved.
Proof. First, we show that the sequence
{Lλ(x(t),y(t), a(t))} is non-increasing. For any given t, we have
Lλ(x(t),y(t), a(t)) ≥ Lλ(x(t),y(t+1), a(t)) ≥ Lλ(x(t+1),y(t+1), a(t)) ≥ Lλ(x(t+1),y(t+1), a(t+1)),
6where the inequalities hold directly because of the updates on variables x, y, and a in Algorithm 1. Since
problem (1) has a finite solution, according to monotone convergence theorem [12], the sequence converges
to inf
t
Lλ(x(t),y(t), a(t)). 
Algorithm 1 Alternating minimization for biconvex case
Set t = 0 and x(t) = 0, a(t) = 0.
Choose arbitrary λ > 0, ρ > 1.
repeat
Solve the following convex sub-problems via interior point:
y(t+1) = argmin
y
Lλ(x(t),y, a(t)) s.t. y ∈ D.
x(t+1) = argmin
x
Lλ(x,y(t+1), a(t)) s.t. x ∈ [0, 1]n ∩ D.
a(t+1) = argmin
a
Lλ(x(t+1),y(t+1), a) s.t. a ∈ [0, 1]n.
Update the regularization coefficient: λ← λ× ρ.
Set t← t+ 1.
until convergence of x, y, and a;
Remark (Extension to block multi-convex functions). Algorithm 1 can be extended to the block multi-
convex functions [13]. In this case, we update the arguments one by one at each iteration. Moreover, if
the objective function is convex with respect to a subset of its arguments, we can update the whole subset
at once.
In the following lemma, we prove that if f(x,y) is L-Lipschitz on x, then L > λ?. As a result, λ > L
guarantees λ > λ?.
Lemma 2. Assume that f(x,y) is an L-Lipschitz function on x ∈ [0, 1]n. Then, λ > L guarantees
φλ(x
?, a?) = 0, where
(x?, a?) = argmin
x,a
Lλ(x,y(t), a) s.t. x, a ∈ [0, 1]n, x ∈ D.
Proof. If x? ∈ {0, 1}n, based on (11), a? = x˜? = x? and then, φλ(x?, a?) = 0. Otherwise, substituting
a? = x˜? in Lλ(x,y(t), a) results in the following sub-problem for x
x? = argmin
x
f(x,y(t)) + λd(x) s.t. x ∈ [0, 1]n ∩ D.
By dividing the elements of vector x into two groups, xi ≥ 1/2 and xi < 1/2, ∀i, it can be shown that
‖x˜− x‖ ≤ d(x), ∀x ∈ [0, 1]n. Now, we have
λ‖x˜? − x?‖ ≤ λd(x?) = λd(x?) + f(x?,y(t))− f(x?,y(t))
= min
x
{
f(x,y(t)) + λd(x)
}− f(x?,y(t))
≤ λd(x˜?) + f(x˜?,y(t))− f(x?,y(t))
= f(x˜?,y(t))− f(x?,y(t)) ≤ L‖x˜? − x?‖. (12)
7From (12), we have ‖x˜? − x?‖(λ − L) ≤ 0. Thus, based on the assumption λ > L, we conclude that
‖x˜? − x?‖ = 0, meaning x? = x˜? ∈ {0, 1}n and hence, φλ(x?, a?) = 0. 
Lemma 2 shows that by choosing λ > L, the solution of Algorithm 1 for variable x is binary. Now, in the
following theorem, we express the convergence rate of Algorithm 1.
Theorem 2 (Convergence rate). Assume that f(x,y) is an L-Lipschitz function on x ∈ [0, 1]n. For λ ≥
L
√
n/, Algorithm 1 converges to (x?,y?, a?) with d(x?) ≤  in at most d(log(L√n)− log(λ(0))) / log ρe
iterations where λ(0) is the initial value of λ and d.e is the ceiling operator.
Proof. We start with the variational inequality [14] which states that for every x ∈ [0, 1]n ∩ D, we have
1
λ
〈x− x?,∇xf(x?,y)〉+ d(x)− d(x?) ≥ 0.
For any feasible x ∈ {0, 1}n ∩ D, we have
d(x?) ≤
=0︷︸︸︷
d(x) +
1
λ
〈x− x?,∇xf(x?,y)〉
≤ 1
λ
‖x− x?‖ ‖∇xf(x?,y)‖ ≤ L
√
n
λ
≤ , (13)
where the first inequality comes from the mentioned variational inequality, the second one holds due to
Cauchy-Schwarz inequality, and the third one comes from the Lipschitz continuity assumption and the
fact that ‖x− x?‖ ≤ √n. Now, at the t-th iteration, the updated regularization coefficient is λ(t) = ρtλ(0).
Thus, we have λ(t) = ρtλ(0) ≥ L√n/, resulting in t ≥ (log(L√n)− log(λ(0))) / log ρ. 
B. General case
Now, we extend our algorithm to the case in which f(x,y) and feasible region D are not necessarily
biconvex and convex, respectively. In this case, the proposed algorithm can not be directly used. This
is due to the fact that the corresponding sub-problems in Algorithm 1 are not convex over x and y. In
this case, we need to modify problem (5) prior to utilizing Algorithm 1. According to [15], every twice
continuously differentiable function can be written as the difference of two convex functions. As a result,
f(x,y) can be expressed as
f(x,y) = fa(x,y)− fb(x,y),
where fa(x,y) and fb(x,y) are two convex functions with respect to x and y. We use this fact to develop
an iterative method to solve (5). Let l denote the iteration index. In the (l+ 1)-th iteration of this method,
fb(x,y) is linearized with
f¯
(l+1)
b (x,y;x
(l),y(l)) := fb(x
(l),y(l)) +
〈∇xfb(x(l),y(l)),x− x(l)〉+ 〈∇yfb(x(l),y(l)),y − y(l)〉 , (14)
where x(l) and y(l) are the solutions of the l-th iteration. Using (14), in the (l+1)-th iteration, the objective
function is replaced with
f¯ (l+1)(x,y;x(l),y(l)) := fa(x,y)− f¯ (l+1)b (x,y;x(l),y(l)),
8which is a convex function in x and y. In the case that D is not convex, we can adopt a similar approach
for the non-convex constraints gi(x,y). In other words, we can write
gi(x,y) = gi,a(x,y)− gi,b(x,y),
where gi,a(x,y) and gi,b(x,y) are convex functions with respect to x and y. In the (l + 1)-th iteration,
constraint gi(x,y) ≤ 0 is adjusted to
gi,a(x,y)− g¯(l+1)i,b (x,y;x(l),y(l)) ≤ 0,
where g¯(l+1)i,b (x,y;x
(l),y(l)) is the linearized version of gi,b(x,y) derived similar to (14). If D¯(l+1) denotes
the convexified feasible region of the problem in the (l + 1)-th iteration, the problem is expressed as
min
x,y
f¯ (l+1)(x,y;x(l),y(l)) (15)
s.t. x,y ∈ D¯(l+1), x ∈ {0, 1}n.
We can solve this problem via Algorithm 1. To solve (5), we start at l = 0 with a feasible point (x(l),y(l)),
and iteratively solve (15) via Algorithm 1. The solution obtained by Algorithm 1 is used to update
f¯ (l+1)(x,y;x(l),y(l)) and D¯(l+1) in the next iteration. This procedure is presented in Algorithm 2. It can
be shown that Algorithm 2 generates a sequence of improved solutions [8], i.e.,
f(x(l),y(l)) + φλ(x
(l), a(l)) ≥ f(x(l+1),y(l+1)) + φλ(x(l+1), a(l+1)).
Moreover, the solution of problem (15) is feasible for the main problem as D¯(l+1) ⊆ D,∀l (see Appendix B).
Using Theorem 2, we can obtain the convergence rate of Algorithm 2 when fa(x,y) is an L-Lipschitz
function on x ∈ [0, 1]n. We first explain the following useful lemma.
Lemma 3. Consider the objective function in (15). If fa(x,y) is an L-Lipschitz function on x ∈ [0, 1]n,
f¯ (l+1)(x,y;x(l),y(l)) also satisfies Lipschitz continuity on x ∈ [0, 1]n with constant L+∥∥∇xfb(x(l),y(l))∥∥.
Proof. See Appendix C. .
Using lemma 3 and Theorem 2, the number of inner iterations required for convergence of Algorithm 2
at the (l + 1)-th iteration is d(log(L′√n)− log(λ(0))) / log ρ)e where L′ = L+ ∥∥∇xfb(x(l),y(l))∥∥.
Algorithm 2 Alternating minimization for general case
Set l = 0 and initialize x(l), y(l).
repeat
Construct D¯(l+1).
Solve problem (15) via Algorithm 1.
Update (x(l+1), y(l+1)).
Set l← l + 1.
until convergence of x and y;
9V. SIMULATION STUDIES
In this section, we apply our algorithm to a RAT selection problem in HetNets. We propose a user-RAT
assignment strategy in a multi-RAT network equipped by two technologies of WiFi (RAT-1) and OFDMA
(RAT-2). Our goal is to maximize the network aggregate throughput [9].
Problem definition: We consider a HetNet including I users and K small base stations (SBSs). The set of
users and SBSs are presented by I and K, respectively. We use indices i and k to denote users and SBSs.
Each SBS belongs to one of two different RATs: WiFi (RAT-1) and OFDMA-based cellular (RAT-2). The
set of RAT-m SBSs and the set of users connected to RAT-m are illustrated by Km and Im, m = 1, 2,
respectively. Each user connects to only one SBS. We denote the assignment of the i-th user to the k-th
SBS by the binary variable xik being 1. Otherwise, xik = 0. Using this notation, the i-th user connects
to RAT-m, if and only if
∑
k∈Km xik = 1, m = 1, 2. We present the instantaneous rate of the i-th user
connected to the k-th SBS by rik.
Let w(m)i denote the average throughput of the i-th user when connected to RAT-m. According to [9], we
can write
w
(1)
i =
(∑
j∈I
∑
k∈K1
xjk
rjk
)−1
, ∀i ∈ I1,
w
(2)
i =
(∑
k∈K2
xikrik
)(∑
j∈I
∑
k∈K2
xjk
)−1
, ∀i ∈ I2.
Thus, the throughput of the i-th user is
wi =
∑
k∈K1
xikw
(1)
i +
∑
k∈K2
xikw
(2)
i .
The corresponding optimization problem to maximize the aggregate throughput can be expressed as
max
x
∑
i∈I
αiwi (16)
s.t. C1:
∑
i∈I
∑
k∈Km
xikw
(m)
i ≤ w(m)max, m = 1, 2,
C2:
∑
i∈I
∑
k∈Km
xik ≤ N (m)max, m = 1, 2,
C3:
∑
k∈K
xik = 1, ∀i ∈ I,
C4:
∑
i∈I
xik ≤ K(k)max, ∀k ∈ K,
C5: xik ∈ {0, 1}, ∀k ∈ K,∀i ∈ I,
where αi > 0, ∀i is the fairness coefficient between users. Moreover, w(m)max and N (m)max present the maximum
throughout and the maximum number of users connected to RAT-m, respectively, and K(k)max is the maximum
number of users served by the k-th SBS. In (16), C1 and C2 together imply that the throughput of the RATs
is limited to the backhaul capacity. In particular, C1 restricts the throughput of RATs, and C2 confines the
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number of users connected to the RATs. Constraint C3 guarantees that each user connects to exactly one
SBS. Constraint C4 shows that the number of users connected to each SBS is limited. Finally, C5 denotes
the association indicators are binary.
In what follows, we propose two solutions for problem (16) based on the proposed algorithms.
• Algorithm 1: To use Algorithm 1, the objective function must be biconvex (block multi-convex).
However, the objective function in (16) does not satisfy this requirement. To tackle this issue, we use
the following change of variables
v1 =
∑
i∈I
∑
k∈K1
xik
rik
, v2 =
∑
i∈I
∑
k∈K2
xik, ui =
∑
k∈K2
xikrik. (17)
Let u = [ui,∀i] and v = [v1, v2]. The modified objective function is
f(x,u,v) =
∑
i∈I
αi
v1
∑
k∈K1
xik +
∑
i∈I
αi
v2
∑
k∈K2
xikui,
and the corresponding optimization problem is given by
max
x,u,v
f(x,u,v) s.t. C1-C5, (17), u,v ≥ 0. (18)
It can be shown that f(x,u,v) is a block multi-convex function with respect to its arguments. Thus,
we can employ Algorithm 1 to solve (18). Moreover, using the Cauchy-Schwarz inequality, one can
show that f(x,u,v) is an L-Lipschitz function on x ∈ [0, 1]I×K with
L =
√
Iαmax
∣∣∣r(1)max − r(2)min(I −N (1)max)−1∣∣∣ ,
αmax = max
i∈I
αi, r
(1)
max = max
i∈I,k∈K1
rik, r
(2)
min = min
i∈I,k∈K2
rik.
• Algorithm 2: In order to use Algorithm 2, we just need to write the objective function of problem
(16) as the difference of two convex functions. Using the change of variables given in (17), problem
(16) is equivalent to (18). In the following lemma, we show that f(x,u,v) can be written as the
difference of two convex functions.
Lemma 4. Function f(a, b, c) = ab
c
= (a+b)
2
2c
− (a2
2c
+ b
2
2c
) is written as the difference of two convex
functions for a, b, c > 0.
Proof. According to [2], chapter 3, if f(x) is convex, then g(x, t) = tf(x/t) is also convex on
{(x, t)∣∣x/t ∈ dom f}. Since (a+b)2, a2 , and b2 are convex functions for a, b, c > 0, functions (a+b)2
2c
,
a2
2c
, and b
2
2c
are also convex. As a results, f(a, b, c) = ab
c
can be written as difference of two convex
functions. 
Using the above lemma, we can write f(x,u,v) = fa(x,u,v)− fb(x,u,v), where
fa(x,u,v) =
1
2
∑
i∈I
αi
[∑
k∈K1
(
xik +
1
v1
)2
+
∑
k∈K2
(xik + ui)
2
v2
]
,
and
fb(x,u,v) =
1
2
∑
i∈I
αi
[∑
k∈K1
(
(xik)
2 +
1
(v1)2
)
+
∑
k∈K2
(xik)
2 + (ui)
2
v2
]
,
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Fig. 2: CDF of relative error with optimal solution.
are two convex functions. It is worth mentioning that we use the fact that sum of convex functions is
also convex and v1, v2 > 0.
We can write the linearized version of f(x,u,v) at the l-th iteration as
f¯ (l+1)(x,u,v;x(l),u(l),v(l)) = fa(x,u,v)− f¯ (l+1)b (x,u,v;x(l),u(l),v(l)),
where
f¯
(l+1)
b (x,u,v;x
(l),u(l),v(l)) = fb(x
(l),u(l),v(l)) +
〈∇xfb(x(l),u(l),v(l)),x− x(l)〉
+
〈∇ufb(x(l),u(l),v(l)),u− u(l)〉+ 〈∇vfb(x(l),u(l),v(l)),v − v(l)〉 .
Performance evaluation: We consider a cell with radius 50m including K = 2 SBSs. Each SBS belongs
to a different technology (RAT-1 or -2). The bandwidth and the noise power density are 180kHz and
−174dBm/Hz, respectively. The channel gain between the i-th user and the k-th SBS is expressed as
hik = ψd
−3
ik where dik is the distance between the i-th user and the k-th SBS and ψ is a Rayleigh random
variable with unit variance. The parameters of problem (16) are N (m)max = I−1, w(m)max = max
i∈I,k∈Km
rik, K
(k)
max =
I(∀k), αi = 1(∀i).
To find the sub-optimality of the proposed algorithms, we calculate the relative error as χ = 1 − f?
falg.
where f ? is the optimal value of the objective function corresponding to the exhaustive search, and falg.
is the solution of the algorithms. Fig. 2 shows the cumulative distribution function (CDF) of χ for 100
different realizations corresponding to I = 5, 10, 15, and 20. As presented, 85% sub-optimality has been
achieved with a probability more than 95%.
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Fig. 3: The value of falg. versus λ (the curves with the same colors correspond to the same scenario).
Fig. 3 depicts the solution of the regularized problem in (18) versus the regularization coefficient λ. We
assume I = 10, 50, and 100, and ρ = 1. The Lipschitz constants are shown with dashed lines. As proven
in Lemma 2, λ > L ensures the solution is binary. After this point, increasing the value of λ does not
improve the value of falg.. This demonstrates the inefficiency of cross-validation techniques used for MIPs.
Fig. 4 illustrates the convergence of Algorithm 1 for different values of ρ and . We assume λ(0) = 1
and I = 50. The vertical lines are the theoretical convergence bounds derived in Theorem 2. As can be
seen, all curves converge prior to their corresponding theoretical bounds.
VI. CONCLUSION
In this paper, we proposed a regularized alternating method to solve MIPs. Instead of using cross-
validation to find a proper regularization coefficient, we update its value iteratively. We have shown that
our algorithm results in a sequence of improved solutions. Moreover, for the case that the objective function
is continuously differentiable, we derived the convergence rate, a lower bound on the value of regularization
coefficient, and an upper bound on the number of iterations required for the convergence.
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APPENDIX A
ω(λ) IS INCREASING
To show that function ω(λ) is increasing with respect to λ, first we need to show that Lλ(x,y, a) is an
increasing function with respect to λ. According to the Cauchy-Schwarz inequality (Lemma 1),
(n− 〈x, a〉 − 〈1− x,1− a〉) ≥ 0, ∀x, a ∈ [0, 1]n.
Let λ1 > λ2 > 0. Since
Lλ(x,y, a) = f(x,y) + λ (n− 〈x, a〉 − 〈1− x,1− a〉) ,
we can write
Lλ1(x,y, a) ≥ Lλ2(x,y, a), ∀(x,y, a) ∈ R.
As a result, function Lλ(x,y, a) is increasing with respect to λ. According to the definition of ω(λ), we
have
ω(λ) := min
(x,y,a)∈R
Lλ(x,y, a).
Hence, we can write
ω(λ1) = min
(x,y,a)∈R
Lλ1(x,y, a),
ω(λ2) = min
(x,y,a)∈R
Lλ2(x,y, a).
14
Since for any (x,y, a) ∈ R, we have Lλ1(x,y, a) ≥ Lλ2(x,y, a), We can apply the minimization operator
to both sides as
min
(x,y,a)∈R
Lλ1(x,y, a) ≥ min
(x,y,a)∈R
Lλ2(x,y, a).
This results in
ω(λ1) ≥ ω(λ2).
Therefore, function ω(λ) is an increasing function of λ.
APPENDIX B
TRUST REGION
In what follows, we show that the feasible region of problem (15) is a subset of the feasible region of
the main problem, i.e., D¯(l+1) ⊆ D,∀l. As a result, the solution of problem (15) is feasible for the main
problem in (1).
The feasible region of the main problem is given in (2). Without loss of generality, we assume pnc number
of the inequality constraints are non-convex and the remaining p− pnc constraints are all convex. Let Inc
and Ic denote the set of indices corresponding to the non-convex and convex constraints, respectively. We
have |Inc| = pnc and |Ic| = p − pnc. For each i ∈ Inc, we can write gi(x,y) = gi,a(x,y) − gi,b(x,y),
where gi,a(x,y) and gi,b(x,y) are convex functions with respect to x and y. At the (l + 1)-th iteration,
the feasible region D¯(l+1) can be expressed as
D¯(l+1) =
{
(x,y)
∣∣∣gi(x,y) ≤ 0, i ∈ Ic,
gi,a(x,y)− g¯(l+1)i,b (x,y;x(l),y(l)) ≤ 0, i ∈ Inc,
hi(x,y) = 0, i = 1, 2, . . . , q,
}
,
where g¯(l+1)i,b (x,y;x
(l),y(l)) is the linearized version of gbi (x,y). In the following lemma, we prove that
D¯(l+1) ⊆ D,∀l.
Lemma 5. The feasible region of problem (15), i.e., D¯(l+1), is a subset of the feasible region of the main
problem. In other words, D¯(l+1) ⊆ D,∀l.
Proof. Let (x,y) ∈ D¯(l+1). We have
gi(x,y) ≤ 0, i ∈ Ic,
gi,a(x,y)− g¯(l+1)i,b (x,y;x(l),y(l)) ≤ 0, i ∈ Inc,
hi(x,y) = 0, i = 1, 2, . . . , q.
Since for each i ∈ Inc, gi,b(x,y) is a convex function, its linearized version is an under-estimator of
gi,b(x,y). In other words,
g¯
(l+1)
i,b (x,y;x
(l),y(l)) ≤ gi,b(x,y), ∀(x,y),∀i ∈ Inc.
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As a result,
gi(x,y) = gi,a(x,y)− gi,b(x,y)
≤ gi,a(x,y)− g¯(l+1)i,b (x,y;x(l),y(l)) ≤ 0, ∀i ∈ Inc.
Hence, it is guaranteed to satisfy constraint gi(x,y) ≤ 0, ∀i ∈ Inc. This means that (x,y) satisfies all the
following constraints as well
gi(x,y) ≤ 0, i ∈ Ic,
gi(x,y) ≤ 0, i ∈ Inc,
hi(x,y) = 0, i = 1, 2, . . . , q.
As a result, (x,y) ∈ D, and hence, D¯(l+1) ⊆ D, ∀l. 
The above lemma shows that any feasible solution of problem (15) is also feasible for the main problem.
As a result, we do not need to check the trust region.
APPENDIX C
LIPSCHITZ CONTINUITY OF LINEARIZED APPROXIMATION
From the definition of f¯ (l+1)b (x,y;x
(l),y(l)) in equation (15) of the manuscript, for any x1,x2 ∈ [0, 1]n
we have ∣∣f¯ (l+1)(x1,y;x(l),y(l))− f¯ (l+1)(x2,y;x(l),y(l))∣∣ =∣∣∣fa(x1,y)− f¯ (l+1)b (x1,y;x(l),y(l))− fa(x2,y) + f¯ (l+1)b (x2,y;x(l),y(l))∣∣∣ =∣∣fa(x1,y)− fa(x2,y) + 〈∇xfb(x(l),y(l)),x2 − x1〉∣∣ (a)≤∣∣fa(x1,y)− fa(x2,y)|+ | 〈∇xfb(x(l),y(l)),x2 − x1〉∣∣ (b)≤
|fa(x1,y)− fa(x2,y)|+
∥∥∇xfb(x(l),y(l))∥∥ ‖x2 − x1‖ , (19)
where inequality (a) holds due to the triangle inequality and inequality (b) results from the Cauchy-
Schwarz inequality. Now, using the fact that fa(x,y) is L-Lipschitz on x ∈ [0, 1]n and following the
definition of Lipschitz continuity along with inequality (19), one can conclude that the Lipschitz constant
of f¯ (l+1)(x,y;x(l),y(l)) on x ∈ [0, 1]n is L+ ∥∥∇xfb(x(l),y(l))∥∥.
APPENDIX D
CHOOSING ARBITRARY (ρ > 1, λ > 0)
Our algorithm includes two parameters, ρ > 1 and λ > 0, which need initialization. In what follows,
we show that for any arbitrary choice of these parameters, our algorithm works. Hence, these parameters
do not require cross-validation.
According to our update in Algorithm 1, the value of λ at the t-th iteration is λ(t) = ρtλ(0). This update
guarantees at some iteration t = T , we have λ(T ) = ρTλ(0) > λ?. In other words, the sufficient condition
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of Theorem 1 holds. As a result, the solution of x becomes binary. In the following lemma, we show that
for any arbitrary choice of (ρ > 1,λ(0) > 0), there is a t = T such that λ(T ) > λ?.
Lemma 6. For any arbitrary (ρ > 1, λ(0) > 0), there exist T such that at iteration t = T , λ(t) > λ?.
Proof. Depending on the initialization of λ(0), we have two cases:
1) λ(0) > λ?. In this case, at T = 1 we have λ(T ) > λ?.
2) λ(0) ≤ λ?. In this case, if we select any ρ > 1, condition λ(T ) > λ? is satisfied for T = d log(λ?/λ(0))
log ρ
e,
where d.e is the ceiling operator.
Based on above arguments, the value of T depends on the value of λ? which is unknown. That is the
reason we iteratively update λ instead of choosing a fixed value. 
According to the above lemma, the choice of (ρ > 1, λ(0) > 0) does not affect the final solution. Thus,
there is no need to find their values via cross-validation.
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