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Motivation
The question whether a gas might be magnetically birefringent [...] was raised at a
seminar. The next morning I awoke early, too early to go to the lab. As it was too cold to
get out of bed, I lay there thinking about the seminar question and had the idea for the
experiment. When I got to the lab, I recruited Gerlach as a collaborator. He was a skilful
experimentalist, while I was not. In fact, each part of the apparatus that I constructed had
to be remade by Gerlach.
We were never able to get the apparatus to work before midnight. When finally all seemed
to function properly, we had a strange experience. After venting to release the vacuum,
Gerlach removed the detector flange. But he could see no trace of the silver atom beam and
handed the flange to me. With Gerlach looking over my shoulder as I peered closely at the
plate, we were surprised to see gradually emerge two distinct traces of the beam. Several
times we repeated the experiment, with the same mysterious result. Finally we realized
what it was. [...] My salary was too low to afford good cigars, so I smoked bad cigars.
These had a lot of sulfur in them, so my breath on the plate turned the silver into silver
sulfide, which is jet black so easily visible. It was like developing a photographic film. [1]
Otto Stern
The Stern-Gerlach experiment in the early 1920s, demonstrating the space quanti-
zation of the electron spin for the first time, marks the beginning of the studies on spin
effects in the solid-state physics [2]. However, at that time the quantized angular mo-
mentum spin was not identified as an intrinsic property of the electron. Not only the
splitting of the silver atom beam sending through an inhomogeneous magnetic field, but
also the splitting of atomic spectral lines in an external magnetic field, discovered by
P. Zeeman already in 1897 [3], prompted several physicists to work on a quantum me-
chanical explanation of these phenomena. W. Pauli suggested a classically indescribable
ambivalence of the quantum theoretical properties of the electron [4], afterwards, in the
year 1925 G. E. Uhlenbeck and S. Goudsmit postulated the existence of the electron spin
[5]. Decisive developments in the understanding of spin related effects were followed,
such as Dirac’s formulation of the quantum mechanics of many-electron systems [6] and
Pauli’s connection between spin and statistics [7]. Besides the study of spin fundamen-
tals, another intrinsic property of the electron, its electric charge, gained in importance
in the technical science by the invention of the electronic solid-state transistor [8]. Nowa-
days, almost every electronic device takes advantage of semiconductor-based transistors
as logic switches to process information. Modern technologies demand a fast transfer and
processing of information, hitherto, the electronic solid-state transistor fulfills respective
requirements, whereby its miniaturization plays a major role. The current usage of non-
planar transistor structures with sizes of about 20 nanometers [9, 10] upholds Moore’s
law declaring an exponential growth in the microprocessor chip performance as a function
of time [11]. Nevertheless, the development of the integrated-circuit technology based on
the electric charge has to face its slowdown.
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A paradigm shift has already been initiated by developing the research field of spin
electronics (spintronics), where the advantages of both the intrinsic charge and spin are
combined or spin-only applications are designed. A prominent example of utilizing both
properties is the giant magneto-resistance effect resulting from spin-dependent scattering
of electrons propagating through thin metallic films [12, 13]. A promising candidate for a
device based on the electron spin as information carrier is the spin field-effect transistor
which has been proposed by S. Datta and B. Das at the end of 1989 [14]. Semicon-
ductors and their low-dimensional variants have been established as basis materials thus
giving rise to the semiconductor-based spintronics. The semiconductor spintronics aims
at the full control over the quantum mechanical nature of the spin [15]. Indeed, the spin
transistor can be expected to have very fast dynamics and low power dissipation, but
the accomplishment of a sufficient number of quantum operations requires electron spin
lifetimes exceeding 100 microseconds − at room temperature [16]. While the precession
frequency of the electron spin (ranging between 103 and 106 MHz) limits the possible
speed of coherent semiconductor spintronic applications [17], the spin lifetime describes
the time during which a spin can serve as information carrier until reaching its thermal
equilibrium. Long electron spin lifetimes in semiconductors have already been achieved
[18, 19]. In that context, different ways to realize the topmost aim of the semiconduc-
tor spintronics have been suggested, for instance, the spin can be transferred from the
optically controllable electron to the long-lived nuclear spin system acting as spin mem-
ory. Accordingly, one can create an electron spin polarization surviving as long as the
underlying Overhauser field with persistence times of about one hour [20].
Despite the successful study of a variety of spin phenomena, fundamental questions
are challenging the semiconductor spintronics. The dimension of the semiconductor is a
crucial parameter: low-dimensional semiconductor structures whose miniaturization ends
in zero-dimensional quantum dots offer promising properties for spin-based applications.
As an example, the three-dimensional spatial confinement of a quantum dot protects the
electron spin from relaxation. The number of perturbing interactions within a quantum
dot is reduced [21], nevertheless, the limitation of the quantum state lifetime or the loss
of coherence cannot fully be avoided. An implementation of an electron into a highly
symmetric surrounding, or the utilization of the symmetry itself to control the quantum
nature of the spin, as in the case of the exchange symmetry [22], may provide a further
step toward the realization of quantum computing. Moreover, the optical properties
of low-dimensional semiconductors are characterized by the bound electron-hole pairs
known as excitons which, in turn, can capture an additional carrier thus forming a
charged exciton denoted as trion. That three-carrier complex can also be regarded as
research object affecting spin studies positively [23, 24]. Most studies are focused on the
electron while minor importance is attributed to the hole, however, the type of the carrier
and its state of coupling are relevant for the semiconductor spintronics [25]. Principally,
the challenges for achieving novel spin effects or improving existent spin phenomena are
based on interaction, namely interactions between carriers themselves as well as a carrier
and a second system, e.g., the nuclear spin system or a lattice vibration (phonon) leading
to a scattering process and thus to spin decoherence.
The spin properties of the confined carriers and interaction processes in low-dimen-
sional semiconductors can suitably be characterized by the resonant spin-flip Raman
scattering technique. It is predicated on the inelastic light scattering under involvement
of a carrier whose spin orientation is reversed. The change in the spin state is accom-
3panied by a variation in the energy of the carrier which is acquired via spectroscopic
instruments. The splitting of the spin states, which is defined by the g factor of the
carrier under study [26], is typically induced by a strong external magnetic field. Since
the spin-flip Raman scattering sensitively responds to different external parameters like
the magnetic field, temperature, geometry, or exciting light, properties of the carrier spin
and interaction process can be studied for diverse scenarios. The Raman spectroscopy
is used in a wide range of research fields, such as surface-enhanced Raman scattering
for biological applications [27], in-situ characterizations of polymer structures in the
chemical and mechanical engineering [28], or spin-flip Raman scattering in bulk semi-
conductor structures [29]. The application of the spin-flip Raman scattering technique
to low-dimensional semiconductors is very limited, particularly, it has not yet been used
to characterize the exciton and its constituents in quantum dots. Essential features of
low-dimensional semiconductors are overviewed in the Chapter 1, it also includes a de-
scription of the theoretical basics of inelastic light scattering. Details on the experimental
setup are given in the Chapter 2.
The investigation of fundamental interactions between confined carriers attaches key
importance in the semiconductor physics. One essential type of interactions in low-
dimensional semiconductors is the exchange interaction between localized spins of elec-
trons and/or holes. In the Chapter 3, the spatially isotropic and anisotropic spin ex-
changes in exciton and trion complexes are characterized for a quantum well structure.
It is shown, for instance, that the anisotropic electron-hole exchange interaction depends
on their angle-dependent g factors, and the strength of the anisotropic exchange is linked
to the localization degree of the carriers. Furthermore, the efficiency of the electron
and hole spin-flip scattering can be tuned by an additional nonresonant excitation that
represents a method to identify the type of resident carrier and emphasizes differences
between the negatively and positively charged excitons. Among the described spin-flip
scattering mechanisms one can find a process whose origin has not been explained up
to now: why is a single electron or hole spin-flip Raman scattering process in a neutral
exciton observable for a crossed circular polarization in Faraday geometry, though it is
forbidden by selection rules?
Not only the anisotropic exchange is a spin-nonconserving interaction, but also the
coupling between ground and excited electron states can be accompanied by the re-
laxation of the spin angular momentum conservation, it is outlined by a novel optical
resonance excitation for quantum dot ensembles in the Chapter 4. Hereby, the idea of
an exciton-cyclotron resonance observed in semiconductor quantum wells is transferred
to the fully quantized level spectrum of the quantum dots. For both types of interac-
tions, the reduction in the local symmetry results in spin-flip scattering; it is considerably
dependent on the tilting of the sample growth axis with respect to the magnetic field
direction. In addition to the symmetry dependence, the competition between the mag-
netic field confinement and the potential confinement of the quantum dots is indicated.
Moreover, it is illustrated that the Overhauser field can directly be measured by the
spin-flip Raman shift demonstrating a new method to study electron-nuclear effects in
quantum dot ensembles.
A novel quantum dot structure is presented in the Chapter 5. The undoped
(In,Al)As/AlAs quantum dots with indirect band gap and type-I band alignment pro-
vide indirect-in-momentum-space excitons with remarkable dynamical properties: their
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radiative recombination time and spin lifetime exceed hundreds of microseconds. These
indirect excitons are promising candidates for semiconductor spintronic applications. By
tailoring the composition profile and size of the quantum dots not only the exciton re-
combination dynamics can be controlled, but also a mixing between electron levels from
direct and indirect valleys can be obtained. Due to the level mixing the indirect exciton
is optically addressable, thus being specified by the spin-flip Raman scattering technique.
The g factor tensor components of the electron, hole, and exciton indicate a high quantum
dot symmetry, where spin-orbit interaction and valence band mixing are negligible. The
experimental results of the exciton recombination dynamics as well as the spin structure
characteristics are compared to theoretical predictions.
Fundamental spin interactions of carriers confined in low-dimensional semiconduc-
tors are characterized with regard to their dependence on the local structure symmetry
as well as the type and excitation state of the carrier complex by using the resonant
spin-flip Raman scattering technique. Accordingly, the studies outline problems of the
semiconductor spintronics, but also ways to identify and monitor them, and present a
promising structure to make a step toward the realization of spin-based applications.
Chapter 1
Theoretical Background
Characteristics of low-dimensional semiconductors and inelastic light scattering in semi-
conductors are the main topics of the chapter Theoretical Background. As the experimen-
tal results refer to optical properties of two- and particularly zero-dimensional semicon-
ductor structures, the theoretical details presented in the following bridge these subjects.
The semiconductor band structure is described with respect to dimensionality and crystal
symmetry, also the features of the electron g factor depending on the quantum confine-
ment are studied. Once in a while the focus is directed to the zero-dimensional quantum
dots (QDs); the carrier wave functions spatially confined in the three dimensions are
discussed in Subsection 1.1.2 explicitly. Due to the QD confinement the density of the
electron states takes the form of a sharp δ-function and the electrons and holes have
discrete energy levels [30, 31]. Besides the characteristics of the low-dimensional semi-
conductors, the physics of light scattering is highlighted. The different types of light
scattering, applied in diverse scientific fields, can be reduced to a distinguishing feature
related to the question: is the light scattering elastic or inelastic? Since most information
can be extracted from inelastic scattering processes, the focus is placed on the inelastic
Raman scattering. Basic rules of carrier scattering as well as the spin-flip Raman scat-
tering (SFRS) are described in Section 1.2. The spin-flip Raman scattering will turn out
to be a sophisticated tool to study the basic properties of low-dimensional semiconductor
structures.
1.1 Characteristics of Low-Dimensional Semiconductors
1.1.1 Band Structure - Group Theoretical Approach
The discussion of optical properties of a semiconductor structure requires the knowledge
of the electronic band structure. It is closely related to the crystallographic symmetry.
In Fig. 1-1 (a) the band structure of a crystal with zincblende lattice is shown as the
dependence of the energy E on the absolute wave vector |k| = k in the one-electron
picture. It illustrates the band structure of a bulk III-V semiconductor with direct
band gap, like GaAs or InAs. In the region around the center of the Brillouin zone
(k = 0, Γ-point) the parabola-shaped conduction band is twofold spin-degenerate and
the two valence subbands are fourfold and twofold degenerate; energy and k-related
deviations due to the absence of an inversion center in the zincblende crystal are neglected
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Figure 1-1: Electronic band structures for different point group symmetries shown in the
vicinity of the Brillouin zone-center. The conduction band and valence subbands are indicated
by the group-specific irreducible representation Γi. For the sake of clarity the energies are given
on an arbitrary scale, spin splittings at k 6= 0 and nonparabolic effects are omitted. For the self-
assembled quantum dots (SAQD) the heavy-light hole splitting as well as the spin-dependent
splittings are solely schematically depicted.
[32, 33, 34]. The subbands possess different curvatures leading to different effective masses
m∗. Within a generalized picture of anisotropic energy dispersions [30], the inverse
effective mass can be expressed as a second-rank tensor in terms of the second derivative
of the energy dispersion: [(m∗)−1]α,β = ~−2∂2kαkβE(k). Here, α and β denote the spatial
coordinates x, y, or z, and ~ is the reduced Planck constant. Away from the Γ-point the
bands are nonparabolic which results from the spin-orbit interaction of an energetically
higher with a lower lying subband [35]. At k = 0 the bottom of the conduction band and
the top of the valence band are split by the band gap energy Eg. The Fermi energy of
an undoped semiconductor lies by definition within the band gap. Thus, in the crystal
ground state the valence band is completely filled, while the conduction band is empty.
The bulk zincblende crystal is characterized by the symmetry of the tetrahedral point
group Td [36]. In Td the spin part χs of the hole (h) wave function is described by the
basis functions of the irreducible representation Γ6 with spin projections of ±1/2 [37].
Since the hole wave function has an orbital angular momentum of l = 1 (like an atomic
p-state), its spatial part χh transforms like Γ5 [38]. The symmetry of the total wave
function Ψh = χh · χs is defined by the direct product Γ5 ⊗ Γ6 = Γ7 + Γ8. Due to spin-
orbit coupling the initially sixfold degenerate valence band edge splits into the fourfold
degenerate Γ8- and twofold degenerate Γ7-states. The Γ8-states split into the twofold
Kramers’ degenerate∗ heavy-hole (hh) and light-hole (lh) subbands for k 6= 0. The
Γ7-states, which are denoted as spin-orbit split-off band (so-band), are decoupled from
the Γ8-quadruplet in III-V semiconductors; for example, in GaAs they are separated
∗Kramers’ degeneracy [39] means that the invariance under time reversal causes a degeneracy of
energy states in the presence of an electric field. Hence, a simultaneous reversal of the wave vector and
spin does not change the energy at any point of the Brillouin zone: E(k, ↑) = E(−k, ↓). While in a free
atom the spin-orbit interaction can lift the degeneracy of states having the same orbital wave function
but opposite spins, this spin splitting is not allowed in solids with inversion symmetry.
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by an energy ∆so = 0.34 eV [40]. Thus, the so-band will be neglected in the further
considerations. By comparison, the splitting ∆hh-lh between the heavy- and light-hole
states typically amounts to tens of meV. Neglecting the so-band the hole can be described
as a particle with total angular momentum of jh = 3/2, where the hh and lh states have
angular momentum projections of jz,hh = ±3/2 and jz,lh = ±1/2, respectively.
The band structure of crystals having a lower symmetry than Td can be derived in
the similar way as described above. While the symmetry of two-dimensional quantum
wells grown on a (001)-oriented substrate belongs to the D2d group, lens-shaped self-
assembled quantum dots are typically described in terms of the C2v group. In the case
of an elongation in the xy-plane, e.g. along the (110)-direction, the symmetry is fur-
ther lowered to C2 which only consists of the identity operation and a twofold rotation
about the z-axis. The spin degeneracy of the valence band states (and also conduc-
tion band states) is lifted in the low symmetry C2 where the hh and lh subbands are
split into the Γ3- and Γ4-levels. The band structures are schematically illustrated in the
Figs. 1-1 (b)-(d). The valence band structures for the different symmetries are given by
the following relations; note, the two lowest conduction band levels are represented by
the second factor of each direct product.
D2d : Γ5 ⊗ Γ6 = Γ6(hh) + Γ7(lh), (1.1)
C2v : (Γ2 + Γ4)⊗ Γ5 = Γ5(hh) + Γ5(lh), (1.2)
C2 : (Γ1 + Γ2)⊗ (Γ3 + Γ4) = Γ3 + Γ4︸ ︷︷ ︸
hh
+ Γ3 + Γ4︸ ︷︷ ︸
lh
. (1.3)
How can the wave function of a bound electron-hole pair, namely an exciton, be
evolved? Principally, it is determined by the product of the electron (e) and hole wave
functions as well as the envelope (env) function describing the relative motion of the
electron and hole. The possible symmetries of the exciton (Ex) are governed by the
direct product of the symmetries of the electron, hole, and envelope functions:
ΓEx = Γe ⊗ Γh ⊗ Γenv. (1.4)
The envelope function for the ground state always transforms like Γ1 [38]. Choosing
the Td point group as an example, the exciton is formed with the electron in the Γ6
conduction band and the hole in the Γ8 valence band:
ΓEx,Td = Γ6 ⊗ Γ8 ⊗ Γ1 = Γ3 + Γ4 + Γ5. (1.5)
While the spin-singlet state Γ5 can be reached from the ground state by an electric dipole
transition, the Γ3- and Γ4-states with parallel electron and hole spins are dipole forbidden
thus indicating the nonradiative (dark) exciton states. For the other symmetries the
energetically lowest exciton wave functions read
ΓEx,D2d = Γ6 ⊗ Γ6 ⊗ Γ1 = Γ1 + Γ2 + Γ5, (1.6)
ΓEx,C2v = Γ5 ⊗ Γ5 ⊗ Γ1 = Γ1 + Γ2 + Γ3 + Γ4, (1.7)
ΓEx,C2 = (Γ3 + Γ4)⊗ (Γ3 + Γ4)⊗ Γ1 = 2Γ1 + 2Γ2. (1.8)
In D2d symmetry the transition to the doublet state Γ5 is dipole allowed for the electric
field vector perpendicular to the growth axis of the quantum well, while the singlet levels
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Γ1 and Γ2 are dipole forbidden [41]. In the case of the C2v symmetry the dipole allowed
states belong to the irreducible representations Γ2 and Γ4, while the dark excitons are
described by the representations Γ1 and Γ3 [42]. If the quantum dot is elongated or
stressed along one of the in-plane directions, the symmetry is reduced to C2. The direct
product of the single-particle states Γ3 and Γ4 designates the bright excitons to the
representation Γ1. In that way, the group theoretical approach provides selection rules,
nevertheless, it does not yield information about the magnitude of the splittings or the
ordering of the bands.
In order to develop explicit expressions for the different conduction and valence band
states, Bloch’s theorem [43] will be applied to quantized band edge states with the total
angular momentum j as good quantum number. The theorem allows to characterize the
electrons in a periodic crystal potential in the band n with wave vector k by a wave
function Ψnk (r) = exp(ik · r)unk(r). The Bloch function unk has the same periodicity
as the crystal potential. The states are described by two quantum numbers: the total
angular momentum and its projection onto the quantization axis z. The Bloch states of
the conduction band with j = 1/2 and jz = ±1/2 take the form
|u1/2〉 = |s〉| ↑〉 and |u−1/2〉 = |s〉| ↓〉, (1.9)
where |s〉 denotes the coordinate part of the s-type Bloch amplitude which is invariant
under symmetry transformations of the crystal [35]. Since the valence band Bloch states
have orbital p-symmetry, the coupling between the orbital momentum l = 1 and spin
s = 1/2 within the frame of the Clebsch-Gordan theory has to be considered. For the hh
(jz = ±3/2) and lh (jz = ±1/2) states the Bloch amplitudes with jh = 3/2 read
|u3/2〉 = −
1√
2
|x+ iy〉| ↑〉 , |u−3/2〉 =
1√
2
|x− iy〉| ↓〉,
|u1/2〉 = −
1√
6
(|x+ iy〉| ↓〉 − 2|z〉| ↑〉), (1.10)
|u−1/2〉 =
1√
6
(|x− iy〉| ↑〉+ 2|z〉| ↓〉).
Here |x〉, |y〉, and |z〉 are the p-type coordinate parts of the Bloch amplitudes which
transform like the spatial coordinates x, y, and z. Due to the presence of the |z〉 part
in the lh Bloch states, the electric dipole allowed interband transitions are not only
circularly but also linearly polarized (see Subsection 1.2.3).
The closing remarks of this Subsection treat the competing effects of quantum con-
finement and Coulomb-induced electron-hole correlations for an electron and a hole
confined in a quantum dot. According to Heisenberg’s uncertainty principle the con-
finement of a particle into an area with length ∆x introduces an uncertainty in the
momentum px given by ∆px ∼ ~/∆x [44, 45]. For an electron-hole pair confined in
a QD two length scales are characteristic: the size of the quantum dot estimated by
the length R =
√
~/(µω) [46], and the effective Bohr radius a∗B = ε~2/(µe2). Here,
µ = m∗em∗h/(m
∗
e + m
∗
h) marks the reduced mass of the electron-hole pair with the effec-
tive masses of the electron and hole, ε the dielectric constant of the QD material, and e
the elementary charge. The relation between both length scales defines the strong and
weak confinement regimes. In the weak confinement regime with R  a∗B the quantum
energy of localization ~ω = ~2/(µR2) ∼ R−2 can be neglected against the Coulomb
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attraction ∼ R−1 [47], therefore, an electron-hole pair is strongly correlated. By com-
parison, in the strong confinement regime with R  a∗B the electron-hole pair is weakly
correlated and occupies the pair of lowest energy single-particle states [48]. The stronger
confinement of an electron and a hole in a quantum dot increases the direct Coulomb
interaction as the electron-hole separation is reduced. At the same time, their kinetic
energy is also enhanced. However, the increase in the direct Coulomb coupling does not
imply that Coulomb effects gain more significance. They are more likely defined by the
extent to which the electron and hole can correlate to form an exciton [48]. Additionally,
the short-range electron-hole exchange interaction scaled by R−3 can play an essential
role in determining the electron-hole pair level structure [49].
1.1.2 Carrier Wave Function in a Quantum Dot
Analytical derivations of the electron and hole wave function in a quantum dot are
commonly based on the separation of the vertical (z) and in-plane (x, y) motion, thus
allowing the usage of a single-band approximation being in line with the generalized
Kohn-theorem†. In contrast to the electron, the hole ground state has a nonzero orbital
angular momentum giving rise to spin-orbit coupling induced mixing between the light-
and heavy-hole states at k = 0 [52]. The mixing between the heavy-hole and light-
hole states forbids to describe the valence band within the single-band approximation
[53]. Furthermore, the spin-orbit interaction between the subbands of the valence band
considerably increases with a decrease in the dot dimensions [54]. However, certain
factors, for example, the strain‡ present in the (lens-shaped) self-assembled quantum
dots, increase the splitting between the subbands of the light- and heavy-holes, and, in
turn, weaken the intersubband interaction. Accordingly, the single-band approximation
for valence band holes is justified, and the confined QD states of a hole can be described
in a way similar to that of the electron states, only with different effective masses and
depth of the confining potential [56, 57, 58].
The QD confinement along the growth direction z can be assumed to be stronger
than in the xy-plane. Therefore, the basis function of the localized single electron or hole
is separable into an in-plane and a perpendicular part:
Ψe,h(r) = χe,h(x, y) · fe,h(z). (1.11)
The subband function fe,h(z) is a linear combination of plane waves exp(±ike,hz) inside
the quantum dot, in the surrounding wetting layer it exponentially decays as exp(−k′e,hz)
[59]. The confining potential in the vertical direction can be supposed as a rectangular
quantum well provided by the band offset between the QD and barrier material§. The
†Originally, W. Kohn has demonstrated that in a two-dimensional electron system with translational
symmetry, a perturbing electric field only connects Hamiltonian eigenstates whose energies are separated
by the cyclotron energy [50]. Hence, the cyclotron mass is not influenced by electron interactions. The
generalized Kohn-theorem states that a many-electron system exhibits a single-electron response even
for a parabolic quantum dot confinement [51].
‡The strain fields in and around, for instance, self-assembled (In,Ga)As/GaAs QDs depend on the dot
geometry, average (In,Ga)As composition, and the In/Ga distribution profile. A result of these strain
fields are piezo-electric fields of varying sizes [55].
§Due to the larger effective mass the hole is more confined in the vertical direction. This electron-hole
asymmetry reduces the overlap of the electron and hole wave functions.
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Figure 1-2: (a) Fock-Darwin states of a single electron in an (In,Ga)As QD with m∗e = 0.062m0
and a lateral confinement energy ~ω0 = 10 meV. The states |n = 0, l ≤ 0, sz,e = ±1/2〉 are
marked by colored solid lines. The states with positive orbital angular momentum and n = 0
are indicated by dashed lines. The levels with n = 1 are shown by black lines. The ground state
|0, 0,+1/2〉 has the lowest energy due to the negative electron g factor ge = −0.6. (b) Magnetic
field dependence of the effective size (radius) of the FD state |0, 0〉.
rotational symmetry of the Hamiltonian with respect to the z-axis allows the wave func-
tions χe,h(x, y) to be separated into a radial and an angular part. Since the lateral
confinement potential can be approximated by a cylindrical symmetry with a parabolic
profile, the functions χe,h satisfy the Schrödinger equation for a two-dimensional (2D)
harmonic oscillator. In consideration of a self-assembled quantum dot with 2D parabolic
confinement V0(ρ) = 1/2m∗ ω20 ρ2 in a magnetic field with B ‖ z, the effective Hamil-
tonian¶ of an electron or a hole is written in terms of the azimuthal φ and radial ρ
coordinates [60, 61]:
Hˆ = − ~
2
2m∗
(
ρ−1
∂
∂ρ
ρ
∂
∂ρ
+ ρ−2
∂2
∂φ2
)
− i
2
~ωc
∂
∂φ
+
1
8
m∗ω2cρ
2 + µBgSzB + V0(ρ). (1.12)
Here, m∗ is the in-plane effective mass, ωc = |e|B/m∗ the cyclotron frequency, µB =
5.7884 · 10−5 eV/T the Bohr magneton, g the effective g factor, and Sz describes the
z-component of the carrier effective spin. The latter parameter is defined as Sz,e =
sz,e = ±1/2 for the electron and as Sz,hh = −1/3jz,hh or Sz,lh = −jz,lh for the hole with
total angular momentum projections jz,hh = ±3/2 or jz,lh = ±1/2 [62]. The spin-orbit
coupling term Hˆso ∼ (∇Vep×p) ·σ with the momentum operator p and the Pauli matrix
σ in the presence of an electric potential Vep is neglected. Hˆso comprises the structure
inversion asymmetry of the confinement potential (Rashba term) and bulk inversion
asymmetry of the crystal lattice (Dresselhaus term) [63, 64]. Furthermore, deviations
from the parabolic potential (∼ ρ4 or asymmetries with ωc,x 6= ωc,y) as well as Coulomb
interaction between identically charged carriers are omitted; both can be essential for
quantum dot structures with− at least− two interacting electrons [51, 65, 66]. Exchange-
based interactions or interactions between carriers localized in different quantum dots are
also disregarded.
¶The parameters m∗, ρ, φ, ωc, g, and Sz, being different for the electron and hole, are not marked by
subscripts.
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The energy eigenfunction of Hamiltonian (1.12) takes the form
χn,l(φ, ρ) =
1√
pi
exp(ilφ)Rn,l(ρ), (1.13)
where n ∈ N0 is the radial quantum number and l ∈ Z the angular momentum component
along z. The radial wave function is determined by
Rn,l(ρ) =
√
n!
(n+ |l|)! exp
(
− ρ
2
2l2Ω
)
ρ|l|
l
|l|+1
Ω
L|l|n (ρ
2/l2Ω) (1.14)
with the effective length lΩ =
√
~/(m∗Ω), Ω =
√
ω20 + ω
2
c/4, and the generalized La-
guerre polynomials‖ L|l|n . These eigenstates of a noninteracting single particle are called
Fock-Darwin (FD) states [67, 68]. The magnetic field evolution of the energy spectrum
for a real confinement potential is similar to the lowest part of the FD spectrum [56].
The eigenenergies are given by
En,l = (2n+ |l|+ 1)~Ω + 1
2
~lωc + µBgSzB. (1.15)
Since for dipole allowed transitions only electrons and holes with the same set of quantum
numbers can recombine, the FD spectrum of an electron-hole pair can simply be defined
as the sum of the electron and hole energies [69]:
Eehn,l = (2n+ |l|+ 1)~(Ωe + Ωh) +
1
2
~l(ωc,e + ωc,h) + µBB(geSz,e + ghSz,h). (1.16)
An exemplary electron FD spectrum is shown in Fig. 1-2 (a) for an (In,Ga)As quan-
tum dot. For the electron states with nonzero orbital angular momentum the energy has
a minimum in relatively low magnetic fields due to the reduction in the effective length.
The electrons become more localized around the QD center where the confinement poten-
tial has a minimum. The energy increase at higher fields is attributed to the increasing
kinetic energy of the cyclotron motion. For vanishing confinement potential (ω0 → 0) or
large magnetic field strength (ωc  ω0) the Landau solution is obtained. In this limit
the energy En,l tends to [n + (|l| − l)/2 + 1/2]~ωc. Thus, the energies of the positive l
states would be independent of l without a confinement potential. With a confinement
potential, however, the energies increase with l. This is the key difference between the
behavior of free and confined electrons [70]. Moreover, the parameter lΩ which indicates
the effective length of the system decreases with increasing magnetic field and increases
with the angular momentum. The size of a FD state, which can be estimated by the
squared radius [71]
R2 ∼ l2Ω(2n+ |l|+ 1), (1.17)
is characterized by the similar magnetic field dependence, as shown in Fig. 1-2 (b). In ad-
dition to that, the confinement and magnetic length can be defined by
l0 =
√
~/(m∗ω0) and lc =
√
~/(m∗ωc), respectively.
‖The generalized (or associated) Laguerre polynomials are given by L|l|n (x) = e
xx−|l|
n!
dn(e−xxn+|l|)
dxn
.
The first two polynomials take the form L|l|0 (x) = 1 and L
|l|
1 (x) = 1− x+ |l|.
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Figure 1-3: Probability distributions of the electron and heavy-hole wave functions χ(x, y)
in an (In,Ga)As quantum dot for a magnetic field of 8 T. The ground-state wave functions
of the electron and heavy-hole are illustrated in (a) and (b), respectively. In (c) and (d) the
relations |χe |2 and |χhh |2 for the first-excited state are shown. The following parameters are
used: m∗e = 0.062m0, m∗hh = 0.34m0, ~ω0 = 10 meV.
The probability densities |χ(x, y)|2 of the electron and heavy-hole ground and excited
states are shown in the Figs. 1-3 (a)-(d) for an (In,Ga)As quantum dot. As illustrated in
the panels (a) and (b), the ground state |n = 0, l = 0〉 of both the electron and heavy-hole
is solely described by a radial-symmetric Gaussian distribution, as characteristic for a
s-type wave function [72]. In the case of the first-excited states with l = ±1, the Gaussian
function is modulated by a coefficient linear in the radial coordinate ρ, and thus the wave
function probability tends to zero at the center of the xy-plane, see Figs. 1-3 (c) and
(d). In comparison to the electron, the probability distribution of the heavy-hole wave
function is more strongly centered in the xy-plane owing to the larger effective mass.
Note, it is assumed that the electrons and heavy-holes have the same lateral confinement
energy of 10 meV. The presented wave function probabilities indicate that s- and p-
like distributions only slightly overlap. In real quantum dots different elongations in
the in-plane directions and distribution alignments in the z-direction dependent on the
composition profile as well as dot size and shape might play an important role [55, 73]. In
self-assembled QDs the confinement length l0 for both types of carriers can be assumed
to be equal [57, 58]. However, the hole wave functions in the in-plane direction might be
more delocalized than the electron ones, since the electrons and holes differently respond
to band-offset potentials, strain, and composition fluctuations.
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1.1.3 Impact of Quantum Confinement on the Electron g Factor
In low-dimensional semiconductor structures the g factors of the electron as well as hole
deviate from their bulk values. The discrepancy can be attributed to the following rea-
sons: (i) the confinement potential changes band parameters, particularly the band gap
energy [74]. (ii) The electron g factor becomes anisotropic in a system with reduced
symmetry [75]. Hence, off-diagonal g factor tensor components deviate from zero. For
instance, in the Td symmetry the g factor is isotropic, while a further symmetry reduc-
tion to D2d leads to different transverse and longitudinal g factors (gx,x = gy,y 6= gz,z).
In low-symmetry systems off-diagonal tensor components (e.g., gx,y = gy,x 6= 0) must
also be considered [59]. (iii) Since the g factor values in the quantum layer and its
surrounding material are different, any interlayer redistribution and modification of the
electron wave function causes a change in the g factor and its anisotropy [74]. (iv) Strain
effects induced by the lattice mismatch between the different materials in a semiconduc-
tor heterostructure, and/or (v) the discrete energy spectrum itself quenching the orbital
angular momentum can modify the electron and hole g factors [76]. These mutually
dependent aspects can further be related to, e.g., the quantum structure width, mixing
between ground states, coupling with excited carrier states, nonparabolicity of the con-
duction band [77], interface-related electric fields [78], or corrections due to electron-hole
exchange interaction. All these reasons can contribute to the behavior of the carrier g
factor in a low-dimensional semiconductor structure.
The electron g factor (or Lande´ factor) characterizes the Zeeman splitting of the
electron spin levels in a magnetic field. The Zeeman term of the electron Hamiltonian is
given by
HˆZ =
1
2
µB
∑
α,β
σαgα,βBβ, (1.18)
where the Pauli spin matrices σα, g factor tensor gα,β and magnetic field vector compo-
nents Bβ are functions of the spatial coordinates α, β = x, y, z. In the most general case
the second-rank tensor gα,β contains nine linearly independent components. In a system
with uniaxial symmetry, the linearly independent components are reduced to g‖ = gz,z
and g⊥ = gx,x = gy,y with z being the quantization axis. Accordingly, the Zeeman
splitting ∆EZ of the spin sublevels only includes the longitudinal and transverse g factor
values, whereby, the magnetic field vector B and the spatial z-vector enclose an angle θ:
∆EZ = µB|B|
√
(g‖ cos θ)2 + (g⊥ sin θ)2. (1.19)
Based on the second-order k · p perturbation theory the Zeeman Hamiltonian for the
conduction band electrons can be expressed as [59]
HˆZ =
1
2
µB
∑
γ
Bγ
g0σγ − 2i
m0
∑
n6=c
∑
α,β
δα,β,γ
pαc,np
β
n,c
Ec − En
 .
Here, g0 ≈ 2.0023 is the free electron Lande´ factor [79], pc,n the momentum matrix
element between the Γ-point electron states in the conduction band c and the band n for
a specific spin momentum projection sz,e = ±1/2, Ec and En are the electron energies
at the conduction band bottom in the lower or higher band n 6= c at the Γ-point, and
δα,β,γ the unit antisymmetric third-rank tensor. For an electron occupying the lowest
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conduction band Γ6 in a semiconductor with tetrahedral Td symmetry, the g factor is
isotropic and determined by the coupling matrix elements 〈c|px,y|n〉 and 〈n|py,x|c〉 with
the x- and y-components of the momentum operator [80]:
ge = gz,z = g0
1 + 1
im0
∑
n6=c
〈c|px|n〉〈n|py|c〉 − 〈c|py|n〉〈n|px|c〉
Ec − En
 . (1.20)
Since the upper valence bands Γ8 and Γ7 mainly contribute to ge, the electron g factor
equation takes the following form originally calculated by Roth, Lax, and Zwerdling [81]:
ge = g0
[
1− Ep
3
∆so
Eg(Eg +∆so)
]
+∆ge. (1.21)
The band gap energy is described by Eg, Ep is the energy of the matrix element of the
conduction and valence band coupling∗∗, ∆so is the spin-orbit splitting of the valence band
ground state, and ∆ge includes contributions from the remote conduction and valence
bands. Alternatively, the electron g factor can be expressed in terms of the electron
effective mass m∗e :
ge = g0
[
1− ∆so
3Eg + 2∆so
(
m0
m∗e
− 1
)]
. (1.22)
Note, the calculation of the electron effective mass additionally requires the consideration
of the upper conduction bands Γ7 and Γ8, as demonstrated by Hermann and Weisbuch
[80]. By comparison, the electron g factor particularly depends on the band gap as well
as the spin-orbit splitting of the topmost valence band.
In strongly confined systems, like in quantum wells or quantum dots, the index n
refers not only to different bands but also to subbands. The assumption of a purely
isotropic electron g factor has to be abandoned. As an example, the relative anisotropy
of the electron g factor in an unstrained quantum well can be estimated by [59]:
g⊥e − g‖e
g⊥e
≈ 3
2
(Elh − Ehh)(Eg +∆so)Ep
Eg[Ep∆so − 3Eg(Eg +∆so)] . (1.23)
The confinement energies in the lowest heavy-hole and light-hole subbands are denoted
by Ehh and Elh, respectively. If the quantum well consists of two semiconductor materials
with mismatched lattice constants, strain-induced band shifts must be taken into account.
Accordingly, both the confinement and strain induce the splitting of the heavy- and light-
hole states. The longitudinal and transverse g factors of an electron in an InAs/GaAs
heterostructure are shown as a function of the band gap energy in Fig. 1-4 (a). The band
gap strongly influences ge; the absolute values of both g factors decrease with increasing
energy, whereby, the relation |g⊥e | < |g‖e | is valid.
Theoretical calculations of the electron g factor tensor for low-symmetry QDs can
hardly be found in the literature [76]. In the case of spherical QDs the isotropic electron
g factor has been evaluated from the numerical solution of a 8× 8 k ·p Hamiltonian [75].
∗∗Ep is also called Kane parameter and is written in the form Ep = 2m0~−2P 2 = 2/m0 p2c,v.
1.2 Inelastic Light Scattering in Semiconductors 15
Figure 1-4: (a) Calculated energy dependence of the electron g factor for an InAs/GaAs
heterostructure based on the Eqs. (1.21) and (1.23) using parameters from Table 1-1. The
heavy-hole energy Ehh is set as zero-level, the light-hole split-off energy is approximated by
−10 meV. (b) Electron g factor dependent on the radius of a spherical In0.25Ga0.75As quantum
dot. The estimation is based on Eq. (1.24), where f(r) is expanded in series until third order,
the constant C is set to unity, and E is approximated by a few meV [75].
In that case the electron g factor can be expressed by
ge = g0 + (gA − g0)wA + (gB − g0)wB + (gB − gA)V (R)f2(r). (1.24)
The volume of the spherical quantum dot is described by V (R) = 4/3piR3, the function
f(r) is given by C/r sin(kA,Br) with a coefficient C and k =
√
2mA,BE/~2 [75], wA,B
is equal to the integral
∫
f2(r)dr, and gA,B are calculated with Eq. (1.21) for the QD
materials A and B. Here, E denotes the electron energy with respect to the bottom of
the conduction band. While the second and third terms of Eq. (1.24) refer to volume
contributions, the last term can be regarded as an interface contribution. Exemplarily,
the electron g factor as a function of the radius of a spherical In0.25Ga0.75As quantum
dot is shown in Fig. 1-4 (b). Parameters listed in Table 1-1 are used for this calculation.
The evolution qualitatively demonstrates that the electron g factor remarkably depends
on the spatial extension of the quantum dot; ge decreases with increasing QD radius.
1.2 Inelastic Light Scattering in Semiconductors
1.2.1 Preliminaries
A scattering process is inelastic if the nature or the internal state of the particles involved
is changed. Inelastic light scattering is a process in which a photon interacts with an
elementary quantized excitation inside an optical medium. Hereby, the photon changes
its energy and/or propagation direction. In a bulk semiconductor one can distinguish
between scattering processes where carriers, phonons, or static imperfections or inhomo-
geneities (Rayleigh scattering) are involved. This general classification can be expanded,
thus, the term carriers previously mentioned embraces not only (free) electrons or holes,
but also different kinds of bound excitation complexes like excitons, or quasi-particles like
magnons or plasmons. In the case of phonon induced light scattering a difference between
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Table 1-1: Material parameters for bulk GaAs, AlAs, InAs, and CdTe. The band gap en-
ergy Eg is listed for the Γ- and X-point of the Brillouin zone. The hole effective masses are
related to the (001)-direction. The characteristic Kohn-Luttinger Hamiltonian parameters γi,
the calculated quantity κKL = −1/3γ1 + 2/3γ2 + γ3 − 2/3, and qKL are designated in the table
[81, 82]. The longitudinal heavy-hole g factors for AlAs, InAs, and CdTe are determined by
gbulkhh = −6κKL [83, 84]. The electron hyperfine constant and nuclear spin are summed up for
each structure without composition weighting by use of AInhf = 47 µeV with nuclear spin I = 9/2,
AGahf = 44 µeV and A
As
hf = 46 µeV with I = 3/2 [85, 86].
Parameter GaAs AlAs InAs CdTe
EΓg (eV) 1.519a 3.099a 0.417a 1.606b
EXg (eV) 1.981a 2.24a 1.433a 3.29c
∆so (eV) 0.341d 0.28a 0.38d 0.92d
Ep (eV) 28.8a 21.1a 21.5a 16.7e
gbulke −0.44f 1.52g −14.9g −1.68h
gbulkhh 1.05
i −0.3 −45.2 −2.1
m∗e/m0 0.067j 0.15a 0.026j 0.093j
m∗hh/m0 0.34
k 0.41l 0.34l 0.48l
m∗lh/m0 0.09
k 0.16k 0.03m 0.13l
aB (nm) 11.2n 2.0p 35p 7n
γ1
a 6.98 3.76 20.0 4.11q
γ2
a 2.06 0.82 8.5 1.08q
γ3
a 2.93 1.42 9.2 1.95q
κKL 1.31 0.05 7.5 0.35
q
qKL
r 0.04 0.03 0.04 −∑
AhfI (µeV) 135 − 281 −
References: a [87], b [88], c [89], d [36], p. 75; e [90], f [91], g [92], h [93], i [94], j [36], p. 71; k [95], l [96],
m [97], n [36], p. 282; p [98], q [99], r [41], p. 80.
acoustic (Brillouin or Mandelstam-Brillouin) and optical (Raman) phonon scattering can
be drawn∗.
In the following the physical basics of light scattering are explained with an electric
dipole oscillator exposed to an external electric field E(t) varying periodically in time t
at a specific frequency ωi. Within this simple model the elastic and inelastic scattering
contributions are outlined. The electric dipole with eigenfrequency ωd is characterized by
the dipole moment P (t) which satisfies the equation of motion for an externally perturbed
oscillator
P¨ (t) + ω2d P (t) = γ(t)E(t). (1.25)
The coupling between the incident monochromatic light wave E(t) = Ei cos(ωit) of ampli-
tude Ei and the electric dipole is described by γ(t). It presumably consists of the sum of
∗The discovery of inelastic light scattering from molecules was awarded to C. V. Raman [100, 101, 102]
by the Nobel Prize Committee in 1930 thus coining the term Raman scattering. While C. V. Raman and
his colleague K. S. Krishnan studied different kinds of liquids or their dust-free vapors by use of collimated
sun light and complementary light filters, at the same time G. S. Landsberg and L. I. Mandelstam
[103, 104] performed scattering experiments on quartz crystals illuminated by light of a mercury lamp.
Landsberg and Mandelstam published their results denoted as combinatorial scattering of light about
one week later in 1928 than Raman and Krishnan [105].
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a constant γ0 and time varying part γt cos(Ωt) with modulation frequency Ω  ωd [59].
The solution of the inhomogeneous linear differential equation (1.25) with the second
derivative of P (t) with respect to t is obtained in the form
P (t) =
γ0Ei
ω2d − ω2i
cos(ωit) +
γtEi
ω2d − (ωi ± Ω)2
cos(ωi ± Ω)t. (1.26)
Due to the external light perturbation the dipole moment P (t) performs oscillations
at the initial frequency ωi and the combined frequencies ωi ± Ω . Correspondingly, the
secondary light wave with frequency ωi is caused by elastic scattering, while inelastic
scattering processes give rise to the emission of waves with the modulated frequencies
ωi ± Ω . In a real system the modulation energy ~Ω can be the phonon energy or the
energy spacing between two eigenstates of the system [59]. Note, when ωi of the external
field is equal to the intrinsic frequency ωd, resonance occurs and particularly the first
term is indeterminate. By applying L’Hospital’s rule it can be demonstrated that in
resonance the oscillation amplitude linearly increases in time [106].
The secondary waves with the frequencies ωs = ωi ± Ω belong to the two general
types of Raman scattering, namely the Stokes and anti-Stokes process. The Stokes
(anti-Stokes) scattering corresponds to the generation (annihilation) of an elementary
excitation. In Fig. 1-5 (a) a Stokes process is described by a Feynman diagram. In both
cases the energy and momentum are conserved:
~ωs = ~ωi ± ~Ω , (1.27)
κs = κi ± q. (1.28)
Here, the incident and scattered photons are described by the wave vectors κi and κs,
respectively. The wave vector of the generated or annihilated excitation is denoted as
q. Besides the conservation of energy and momentum related to the homogeneity of
time and space, the rotation invariance as a result of the isotropy of space governs the
conservation of angular momentum†. For a photon the angular momentum quantum
number takes the values ±1. Linearly polarized light carries zero angular momentum
(on average) due to the equal superposition of both states with opposite helicities [108].
Since not all excitations involved in the scattering process transfer angular momentum,
the total angular momentum jm of the local system, that comprises the entity of particles
participating in the scattering, will be considered. The conservation law of the angular
momentum for Stokes and anti-Stokes processes then reads
js = ji ± jm. (1.29)
Furthermore, the possibility of a Raman scattering process can be determined by the
parity selection rule. In general, if the inversion operator Pˆ is a symmetry operation of a
state |Ψ〉, specified by Pˆ |Ψ〉 = eiδ|Ψ〉, the parity will be conserved. The low-dimensional
compound semiconductors under study are supposed to have inversion asymmetry leading
†Following Noether’s theorem [107], conservation laws are related to symmetry properties of the
studied system. The operator Oˆα(∆α) should describe a specific symmetry transformation of the variable
α applied on the system wave function Ψ . The change in its initial state is given by ∆α. If the observable
% of α is conserved, the new state will only differ from the initial one by a phase factor ei%∆α thus defining
a conservation law. The full relation reads Oˆα(∆α)|Ψ〉 = ei%∆α|Ψ〉.
18 Theoretical Background
Figure 1-5: (a) Feynman diagram of a Stokes scattering process illustrates the three-step scat-
tering principle. Firstly, a photon is absorbed and creates an electron-hole pair. The intermediate
step consists of the change in the electron-hole pair state via scattering with an elementary ex-
citation. At final stage, the electron-hole pair recombines under emission of a scattered photon.
(b) Secondary emission intensity calculated after Eq. (1.33) for parallel geometry (ei ‖ es ‖ d)
for constant incident intensity Ii ∝ |Ei|2. The lifetime of the excited state τf characterizes the
width as well as the amplitude of the almost Lorentzian-like resonance curve. A long lifetime
sharpens the spectral intensity curve, the total intensity remains unchanged.
to crystal fields which break the parity selection rule [109].
How strict are these conservation laws? The energy conservation is the topmost cri-
terion for the allowance of a scattering process. The conservation of energy is governed
by the fundamental principle of time-translation invariance expressing the homogeneity
of time. Since the energy of a state is not subjected to a unique universal uncertainty
principle due to the lack of a universal time operator [110], an energy can exactly be
determined − in principle‡. On the contrary, the absence of translation symmetry lifts
the wave vector conservation represented by (1.28). In low-dimensional structures the
crystal momentum is not a good quantum number for the wave vector component along
the direction of the size quantization. Thus, in quantum dots with three-dimensional
confinement any component of the wave vector is not conserved. Furthermore, under
resonance condition the optical absorption in the scattering medium is described by a
complex refractive index. As discussed in Ref. [113], a range ∆q of phonon wave vectors
can then be excited, whereby, ∆q is defined by the extinction coefficients at the incident
and scattered frequencies. While the wave vector conservation is a rather weak criterion
for quantum structures, the preservation of the angular momentum defines a more valid
selection rule for the scattering process. Particularly, the optical excitation and recom-
bination of an electron-hole pair is determined by the angular momentum conservation
and, in turn, polarization selection rules based on the electric dipole approximation, as
it will be discussed in Subsection 1.2.3. The total angular momentum of the whole scat-
tering process and thus the underlying property of the isotropy of space can, however,
be violated by, e.g., anisotropic interactions.
‡If the theoretical considerations about the time-energy uncertainty are judged by the experimental
observations which demonstrate a finite width of detected signals, the uncertainty relation ∆t∆E & ~
cannot be discarded. Note, in a more general way the uncertainty principle is formulated by the
Heisenberg-Robertson commutation [111], or the entropic uncertainty relation [112].
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The consideration of angular momentum conservation in a scattering process may
raise the question whether a phonon could transfer a finite orbital angular momentum?
The phonon as a quantized lattice vibration is a quasi-particle without spin, and it can
change the momentum k of an electron significantly. The possibility of the transfer of
the orbital angular momentum ∆l = ∆j = ±1 in an electron-phonon scattering process
has been reported [114]. By assuming the possibility of angular momentum transfer
via (spherical) phonons [115], virtual states can be constructed to realize radiative dipole
allowed transitions. For instance, an electron in an initially excited p-state can recombine
with a ground state hole after electron-phonon spin-flip scattering with additional orbital
angular momentum transfer. The transfer of an angular momentum via a phonon will
not be regarded in the following Raman scattering processes.
Before turning to the discussion of inelastic light scattering, characteristic terms of
a scattering process must be defined. The most relevant parameter is the scattering
cross section ζ which sets the number of scattered photons Ns in relation to the incident
photons Ni, integrated over all directions and frequencies: ζ = Ns/Ni. In experiments
one only detects photons which are scattered into a cone with a solid angle ∆Υ along a
specific direction and within a scattered frequency range ∆ωs centered on ωs. In that case
the scattering event is described by the differential scattering cross section d2ζ/dΥdωs.
In literature further parameters are often used, for example, the scattering efficiency ηs,
scattering rate wfi, scattering or transition probability |Mfi|2, or scattering amplitude As.
They are proportional to each other, their interdependence reads [36, 38, 116]:
d2ηs
dΥdωs
=
ωs
ωiA
d2ζ
dΥdωs
=
ωs
ωiA
wfi
ρj,i
=
2piωs
~ρj,iωiA
|Mfi|2δ(∆E). (1.30)
Here, A is the area of the incident photon beam, the flux of the incident photons is denoted
by ρj,i, and the δ-function accounts for the conservation of energy ∆E = Ei −Ef ± ~Ω .
The expression for the scattering rate wfi of a system between state |i〉 = |Ψi〉 and
|f〉 = |Ψf〉 in Eq. (1.30) is based on Fermi’s golden rule [117]:
wfi =
2pi
~
|Mfi|2 δ(Ei − Ef ± ~Ω). (1.31)
The scattering matrix element is given by
Mfi = 〈f |Hˆs|i〉 =
∫
Ψ∗f (r) HˆsΨi(r) dr. (1.32)
The Hamiltonian Hˆs describes the interaction inducing the scattering process where an
elementary excitation of energy ~Ω is involved. The square of the scattering amplitude
which describes the intensity Is of the scattered light is directly proportional to the
scattering rate: Is ∝ |As|2 ∝ wfi. Since the time-independent scattering operator Hˆs
connects the initial and final states via |Ψf(r, t)〉 = Hˆs|Ψi(r, t)〉, the scattering matrix
element is the central quantity of the quantum scattering physics§.
§Also, the scattering operator Hˆs is postulated to follow the fundamental properties of Hamiltonian
operators formulated by Kato [118, 119]: (i) the scattering operator is self-adjoint, correspondingly, its
matrix is Hermitian (Mfi =M†fi). (ii) The scattering operator is unitary (HˆsHˆ
†
s = Hˆ
†
s Hˆs = 1) expressing
the probability conservation law. (iii) The scattering states are asymptotically convergent, thus, the
scattering amplitudes can be calculated definitely.
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In the end of the Subsection, the contributions to the resonant secondary emission,
namely the resonant photoluminescence and resonant Rayleigh scattering, will be de-
scribed. Consider a two-level quantum system consisting of a ground |g〉 and an excited
|f〉 state which are energetically separated by ~ω0. An incident photon with specific
frequency ωi, wave vector κi, and polarization unit vector ei is absorbed and creates an
exciton. In the second step, the exciton is annihilated under emission of a photon with
ωs, κs, and es. The secondary emission intensity is given by
Is ∝ |Mfg|2 δ(ωs − ωi) ∝
∣∣∣∣(e∗s · dgf)(ei · dfg)ω0 − ωi − iΓ Ei
∣∣∣∣2 δ(ωs − ωi), (1.33)
where dfg is the dipole-moment matrix element for the optical transition from |g〉 to |f〉,
and Ei the amplitude of the incident wave. The damping parameter Γ corresponds to
(2τf)
−1 with the lifetime τf of the excited state. The ground state lifetime is supposed to
tend to infinity. The damping term¶ avoids the appearance of a singularity at the fully
resonant condition of ωi = ω0. In Fig. 1-5 (b) the impact of the lifetime on the intensity
Is, namely its width and amplitude, is depicted. The process above can be attributed to
resonant photoluminescence described by a two-step process with real states. Neverthe-
less, the secondary radiation depends on the incident frequency: its frequency is shifted
by ωi. Accordingly, the secondary emission can also be considered as light scattering.
For the coincidence of both frequencies ωi = ωs, namely the resonant Rayleigh scattering,
the photocreated exciton interacts elastically where only the wave vector is transferred.
The resonant secondary emission has both the resonance scattering as well as reso-
nant PL character. The interaction which happens between the optical absorption and
radiative recombination determines its spectral properties. However, information about
this interaction is obtained indirectly, since the experimental analysis is solely based on
the incident and emitted/scattered photons [122]. One property of resonance (Rayleigh
or Raman) scattering is the type of the intermediate state which is defined as virtual
state in the traditional way [59]. On the contrary, the (resonant) PL is based on the
participation of real excited states only. Moreover, the resonance Raman scattering is
coherent with the exciting beam, as distinguished from the photoluminescence, see Chap-
ter 4 in Ref. [123]. Since the resonance scattering is an instantaneous two-photon direct
process, the time-resolved characteristics can be expected to differ from that of the PL
[124]. Furthermore, a correlation between the incident and scattered k-vectors is char-
acteristic for the resonant Raman scattering, however, in low-dimensional structures the
wave vector is not conserved. Hence, this feature distinguishing both contributions to the
resonant secondary emission in nonspecular directions is not applicable. In what follows,
the resonant Raman scattering processes will be separated from the resonant PL.
1.2.2 Inelastic Scattering of Electrons
Two main inelastic scattering processes which are relevant for the experimentally observed
spin-flip Raman scattering will be discussed in the following: (i) the inelastic scattering
¶The positive damping parameter is originally introduced to ensure convergence within the second-
order time-dependent perturbation theory [120, 121]. Concretely, the integral expression of the second-
order correction M (2) is damped at infinity by lim
t→∞
exp(−Γ t)→ 0.
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between the electromagnetic radiation field and an electron as well as (ii) the acoustic
phonon-electron scattering. The three-step scattering principle forms the basis of these
processes: an incident photon creates an electron-hole pair, afterwards, the electron
is scattered by an acoustic phonon. Finally, the electron-hole pair recombines under
emission of a scattered photon. A Feynman diagram of the three-step scattering is
depicted in Fig. 1-5 (a).
According to the three-step Feynman diagram three Hamiltonians have to be con-
sidered: the electron-radiation interaction Hˆe-R, electron-phonon interaction Hˆe-ph, and
unperturbed Hˆ0 Hamiltonians [125]. The latter describes the free photon, phonon and
electron and is given by
Hˆ0 =
∑
κ,e
~ωκ
(
cˆ†κ,ecˆκ,e +
1
2
)
+
∑
q
~Ω(q)
(
bˆ†q bˆq +
1
2
)
+
∑
n,k
En,k
(
aˆ†n,kaˆn,k +
1
2
)
.
(1.34)
Here, aˆn,k and aˆ
†
n,k are the electron annihilation and creation operators acting on the
band state which is characterized by the wave vector k, the quantum number n, and the
energy En,k. The annihilation operators for the photons and phonons are represented
by cˆκ,e and bˆq, respectively. The wave vector κ and polarization vector e describe the
light with frequency ωκ. The phonon has the frequency Ω and the wave vector q. The
polarization vector is oriented perpendicularly to the photon propagation direction and
parallelly to the electric field vector.
(i) The electron-radiation interaction Hamiltonian can be expressed as
Hˆe-R =
2pi~e2
m0V
√
ν(ωi)ν(ωs)ωiωs︸ ︷︷ ︸
=:Ae-R
cˆκi cˆ
†
κs
∑
k,s,s′
ιs,s′ aˆ
†
k+∆k,saˆk,s. (1.35)
Hereby, the photon energies ~ωi,s are not necessarily smaller than the difference between
the unperturbed energy of a conduction band level and the energy of another band
(resonant scattering). The electron is scattered within the same band by changing its
spin and momentum. The emitting volume is described by V , and its refractive index
is ν. The matrix ι can be written as a linear combination of the 2 × 2 unit matrix Iˆ
and the Pauli matrix σ considering the upper valence bands Γ8 and Γ7 of a zincblende
structure:
ι = B (ei · e∗s ) Iˆ − iC (ei × e∗s ) · σ. (1.36)
The explicit expressions for the coefficients B and C can be found in Ref. [59]. The
substitution of ι into the Eq. (1.35) leads to
Hˆe-R = Ae-R cˆκi cˆ
†
κs
[
B (ei · e∗s )
∑
k,s
aˆ†k+∆k,saˆk,s − iC (ei × e∗s )
∑
k,s,s′
σs,s′ aˆ
†
k+∆k,s′ aˆk,s
]
.
(1.37)
The first term only describes a change in the electron momentum for parallel-orientated
polarization vectors of the incident and scattered light, while the second term accounts
for the electron spin-dependent scattering. On the one hand, the spin orientation and
momentum are scattered:
k,±1/2→ k +∆k,∓1/2 ∝ (ei × e∗s )x ± i(ei × e∗s )y. (1.38)
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Hereby, the in-plane components of the polarization cross product are relevant. On the
other hand, along the quantization z-axis the spin of the electron is conserved and only
its wave vector is contributed by the transferred wave vector ∆k which can solely be
equal to the photon wave vector κ:
k, s→ k +∆k, s ∝ (ei × e∗s )z. (1.39)
According to the electron-photon interaction Hamiltonian, an electron spin-flip scattering
process is performed in oblique geometries. Note, the previous derivations were originally
done for spin-density excitations which do not differ from spin-flip processes in absence
of a magnetic field [126]. Under application of a magnetic field B along z, resulting
in a splitting of the electron spin states, the transferred energy in a spin-flip scattering
process from s to −s amounts to |geµBB|.
(ii) Next, the second interaction Hamiltonian will be discussed. It is based on the
interaction between an electron and acoustic phonon deformation potential. The general
Hamiltonian of the electron-phonon interaction is linear in the phonon operator and
bilinear in the electron operator [127]:
Hˆe-ph =
∑
n′,n,k,q
Sn′,n(q) aˆ
†
n′,k+qaˆn,k
(
bˆq + bˆ
†
−q
)
. (1.40)
Here, Sn′,n is the matrix element for the electron-hole-pair phonon coupling depending on
the quantum numbers n and n′, and q is the phonon wave vector. The matrix element
is defined by the phonon coupling potential Vq ∝ √qDdp for the electron and hole,
where Ddp is the deformation potential constant [125, 128]. The longitudinal acoustic
phonons dominantly contribute to the electron-phonon scattering, since their deformation
potential exceeds that of the transverse acoustic phonons which primarily produce shear
strain [129]. According to Eq. (1.40), the phonon scatters the electron from the state n
to n′; this energy change can be accompanied by a reversal of its spin orientation. Hence,
the electron-phonon scattering is regarded as an inelastic spin-flip scattering mechanism.
The differential scattering cross section per unit length and solid angle is given by
d2ζ
dΥdωs
=
ω2sV
4pi2~2c4
ν(ωi)ν
3(ωs) |wfi(ωs, es;ωi, ei)|2 . (1.41)
Including intermediate electron-hole pair states |ς〉 and |ς ′〉 with lifetime broadenings
Γς,ς′ and energies similar to Eq. (1.16), the scattering rate can be written as
wfi =
∑
ς,ς′
〈f |Hˆe-R(ωs)|ς〉〈ς|Hˆe-ph|ς ′〉〈ς ′|Hˆe-R(ωi)|i〉
(~ωs − Eς + iΓς) (~ωi − Eς′ + iΓς′) . (1.42)
This form of the scattering rate in the lowest order perturbation theory neglecting non-
resonant contributions can be evaluated from the three-step Feynman diagram. Notably,
for acoustic phonon scattering via the short-ranged deformation potential the differential
scattering cross section is proportional to the square of the magnetic field strength [125].
Another contribution to the acoustic phonon scattering is given by the piezo-electric
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Figure 1-6: Calculated scattering rates for the electron (a) and heavy-hole (b) spins induced by
acoustic phonon coupling in a cylindrical GaAs-based QD. In the main panels the dependence of
the scattering rates on the QD diameter d are illustrated at a constant magnetic field strength
of 1 T. The insets show the scattering rates as a function of the magnetic field for d = 25 nm.
While for we-ph the height of the dot is set to 5 nm, the spin scattering rates of the heavy-hole
are calculated for hQD = 10 nm and d ≥ hQD. The following parameters are used (partly from
[133]): ρm = 5.316 g/cm3, vph = 3860 m/s, |ge| = 0.55, ξ14 = 1.2 × 109 V/m, Eg = 1.4 eV,
∆hh-lh = 10 meV, D
′
dp = 5.4 eV, D
′′
dp = 1.98 eV, E0,0 − E0,1 = 10 meV.
interaction in noncentrosymmetric structures. While the deformation potential‖ com-
bines the relative displacement of an atom with the energy shift of a band, the piezo-
electric effect describes the coupling of a carrier with a varying electric field induced
by lattice distortions. Hereby, the carrier-phonon coupling potential Vq is proportional
to q−1/2ξ with the piezo-electric tensor ξ [130]. The piezo-electric coupling dominates
for phonons with small wave vectors (long wavelength region) against the deformation
potential coupling.
Finally, the relaxation rates of an electron or a hole spin in a quantum dot induced
by acoustic phonon scattering will be described. The rate of spin-flip transitions between
the Zeeman levels of the lowest electron states in a cylindrical QD with a fixed height of
hQD = 5 nm and a diameter d due to piezo-electric phonon coupling is given by [131]
we-ph =
8pi~2Ke
ρmv5ph
(
∆soξ14√
2m∗eEgEgEp(E0,0 − E0,1)2
)2
(µBgeB)
5 d4. (1.43)
Here, ξ14 is the nonvanishing piezo-electric tensor element in a zincblende structure,
ρm the mass density of the studied material, vph the sound velocity, and Ke = 0.91 ×
103 a numerical factor. By comparison, the heavy-hole scattering rate affected by the
deformation potential is defined by [132]
whh-ph =
3pi
8~2ρmv7ph
γ22Vhh
m20m
∗
hh∆
2
hh-lh
KhhKph(D
′2
dp +D
′′2
dp)
(2hQD)4
(3κKLµBB)
5 (eB)2d4. (1.44)
‖Deformation potential scattering is also possible for optical phonons; via the Fröhlich interaction
longitudinal optical phonons are coupled to carriers. It originates from the Coulomb interaction between
the electric field of the optical phonon and the charge of the carrier.
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Here, the GaAs-parameters γ2 = 2.1 and κKL = 1.3 of the Kohn-Luttinger Hamiltonian
are used, see Table 1-1. The numerical factors Khh = 1.882 and Kph = 32/35 for the
longitudinal acoustic phonon, and an energy Vhh = 59.2 meV characterizing the heavy-
hole confinement in z-direction are included into the calculations.
In the Figs. 1-6 (a) and (b) the scattering rates for the electron and heavy-hole are
shown as a function of the QD diameter and magnetic field strength. While the scattering
rate is proportional to d4 in both cases of the electron and heavy-hole, the spin relaxation
rate for an electron is four orders of magnitude smaller due to its smaller effective mass.
Thus, the spin-flip inducing interaction between a heavy-hole and an acoustic phonon is
very efficient. As illustrated in both insets of the Figs. 1-6 (a) and (b), at B = 10 T the
electron-phonon scattering time w−1e-ph is about a few µs, while w
−1
hh-ph is in the sub-ps
range. The scattering rate increases by a B7-dependence for the heavy-hole. The high
scattering rate of the heavy-hole spin corresponds to a very efficient coupling to acoustic
phonons. Furthermore, the scattering rates for the electron and heavy-hole differ in their
dependence on low temperatures (not shown here). While whh-ph is rather unaffected by
the temperature, the electron spin transition rates increase with temperature [134]. The
temperature and, particularly, magnetic field dependence of the electron spin scattering
via an acoustic phonon will be relevant for the study of the exciton spin dynamics in
(In,Al)As quantum dots, see Section 5.3.
1.2.3 Spin-Flip Raman Scattering
In spin-flip Raman scattering (SFRS) the spin of a carrier is reversed via a scattering
event. A SFRS process is typically initiated by the inelastic scattering of an incident
photon. The photon excites an electron-hole pair, whereby, the photon energy is in
resonance with the electron-hole transition. The spin of the electron, hole, or both
carriers involved in the scattering process reverses, as described by Eq. (1.38). A single
carrier spin-flip corresponding to an intraband transition can be induced by, for example,
a phonon or carrier-carrier interaction. The energy is conserved, while the conservation
of the wave vector and/or total angular momentum can be lifted. The final interband
transition (e-h pair recombination) follows the electric dipole selection rules.
The observation of a spin-flip Raman line is linked to the magnitude of the transferred
energy ~Ω and, in turn, to the energy difference between the states with oppositely
orientated spins. In an externally unperturbed semiconductor this difference is typically
rather small being below the detection limit. An external magnetic field B can enhance
the splitting of the spin states to an experimentally accessible degree of magnitude.
Furthermore, the presence of a magnetic field can lift restrictions imposed by selection
rules thus making possible SFRS processes. It can also increase the scattering efficiency,
since the magnetic confinement can enhance the exciton oscillator strength owing to the
shrinkage of its in-plane wave function [135]. The energy splitting, namely the spin-flip
Raman shift ∆Esf, is defined by the Zeeman term of the scattered carrier with Lande´
factor gs:
∆Esf = gsµBB. (1.45)
Accordingly, the SFRS spectroscopy provides the direct measurement of the g factors
of the electron, holes and excitons in low-dimensional semiconductors. Angle-dependent
measurements with respect to the magnetic field orientation and sample quantization
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axes allow to determine the g factor tensor components; an example of an anisotropic
electron g factor is described by the Eq. (1.19).
The origin of a SFRS process is not necessarily revealed by the shift of the respective
Raman line only. For instance, equal g factors of the electron and hole forbid a definite
assignment. Also, the magnetic field dependence of the Raman shift ∆Esf can show de-
viations from the linear Zeeman behavior, as it will be demonstrated in Subsection 3.3.1.
By means of the width of the SFRS line the lifetime of the intermediate scattering state
can be estimated thus yielding further information about the spin-flip Raman scatter-
ing mechanism. The temperature dependence of the Raman intensity can be used to
describe the localization energy of the scattered particle complex. Another possibility
to determine the type of SFRS is represented by the tuning of the resonant excitation
energy ER, since it affects the scattering efficiency and the Raman shift.
Besides these examples the polarization characteristics of the SFRS line play a key
role in the definite designation of the scattering mechanism. In Faraday geometry with
parallel alignment of the magnetic field direction and sample growth axis (B ‖ z) the
SFRS mechanism is evaluated from the circularly polarized SFRS spectra by analyzing
the selection rules for electric dipole transitions∗∗. The electric dipole selection rules for
states |j, jz; l, sz〉, characterized by the quantum numbers of the total angular momentum
j, its projection jz, orbital angular momentum l and the spin projection sz, are given by
∆j = 0,±1 , ∆jz = 0,±1 and ∆l = ±1. (1.46)
The interband transitions with ∆jz = ±1 are circularly polarized, while the transitions
without transfer of total angular momentum are linearly polarized. In the case of the
heavy-hole exciton the excitation into the optically active |jz〉 = |sz,e, jz,hh〉 = | ± 1〉 =
| ∓ 1/2,±3/2〉 states occurs by the absorption of right- or left-handed circularly (σ±)
polarized light. The optical excitation into the | ∓ 2〉 = | ∓ 1/2,∓3/2〉 states is forbidden
in the dipole approximation.
The differential scattering cross section provides further insight into the electron- or
hole-SFRS mechanism. According to Eq. (1.37), in the backscattering Faraday geometry
for low-dimensional semiconductors the differential scattering cross section is defined by
d2ζ
dΥdωs
∝ ∣∣ (ei × e∗s )×B∣∣2. (1.47)
SFRS experiments are typically performed in the backscattering geometry, where the
propagation directions of the incident (z) and scattered (z¯) light are opposite. Then, a
polarization configuration with σi polarized incident and σs polarized scattered light is
denoted by the term z(σi, σs)z¯ [136]. In that geometry, the cross product of the polar-
ization vectors of the incident and scattered photons with the magnetic field vector only
differs from zero if B has a nonzero component perpendicular to the light propagation
∗∗The Hamiltonian of a carrier interacting with the quantized electro-magnetic field contains the
scalar product of the vector potential A(r) and carrier momentum p, where the vector potential can
be expressed in terms of cˆ exp(iκr)eκ [30]. From the ultra-violet to the near-infrared range, the light
wavelength is much larger than the spatial extension of the confined carrier wave function (κ · r  1).
Thus, the multipole expansion of the exponential factor can be interrupted after the first term, i.e.
exp(iκr) ≈ 1. The spatial variation of the electro-magnetic field is negligible in contrast to the polar-
ization described by the unit vector eκ. The scalar product reduces to terms similar to cˆ eκ · p.
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direction [59]. In the backscattering process the photon angular momentum either re-
mains unchanged (∆l = 0) or changes by ∆l = ±2. Therefore, in that geometry the
Raman scattering, which induces a single spin-flip of an electron (|∆sz,e| = 1) or a hole
(|∆jz,hh| = 3, |∆jz,lh| = 1), is principally forbidden. However, this selection rule can be
bypassed: for instance, a tilted magnetic field lifts the restrictions of the selection rules,
as in the case of a mixing between light-hole and heavy-hole states induced by, e.g., strain.
An oblique orientation of the magnetic field with Bx, By 6= 0 creates a mixing between
the optically bright and dark excitons. As the heavy-hole does not have a magnetic
moment perpendicular to z in a high-symmetric structure, the mixing is established via
the transverse electron g factor [137]. A longitudinal field induced mixing is symmetry-
forbidden. In structures with lower symmetry, e.g. C2v in (001)-grown QDs, at zero
magnetic field the light-hole and heavy-hole states are mixed due to strain [41, 138, 139].
The Bir-Pikus Hamiltonian describes the effect of strain on the valence band structure,
see e.g. Ref. [140]. While the longitudinal magnetic field has no influence on the valence
band mixing, in transverse B-field geometry the magnetic coupling of the hole can be
described by the Hamiltonian terms J3x,hBx + J
3
y,hBy and J
3
x,hBy + J
3
y,hBx. Moreover,
anisotropic exchange interaction between identically charged carriers or between an elec-
tron and a hole, based on a symmetry reduction of the crystal field, provides SFRS of
a single carrier. Principally, if a perturbation lowers the symmetry of the electron-hole
pair complex, the light scattering involving the spin of a carrier becomes allowed. A low-
probable carrier-nucleus coupling can also lift the selection rules. Note, the simultaneous
spin-flip of an electron and a hole in an e-h pair complex via acoustic phonons is allowed
by Eq. (1.47).
In the following an example of exchange-based SFRS of an acceptor-bound hole in
p-type GaAs/(Al,Ga)As quantum wells (QWs) will be outlined. Experimentally, a heavy-
hole spin-flip Raman line has been observed in the parallel polarization configurations
z(σ+, σ+)z¯ and z(σ−, σ−)z¯ for resonant excitation at the high-energy side of the QW
emission spectrum in Faraday geometry [141, 142]. The SFRS line shift corresponds to
the heavy-hole Zeeman term ghhµBB. Since the polarization states of the incident and
scattered photons are equal, the photogenerated exciton keeps its total angular momen-
tum during the scattering process (|sz,e, jz,hh〉 = |s′z,e, j′z,hh〉). Thus, the photogenerated
heavy-hole does not change its spin state, but induces via anisotropic exchange inter-
action the reversal of the spin of a heavy-hole bound to an acceptor. The anisotropic
exchange is attributed to a spatial separation of the localization centers of both the
photo-exciton and acceptor-bound hole. This difference reduces the symmetry of the
coupled carrier complex, hence, the selection rules defined by Eqs. (1.46) or (1.47) are
relaxed. The mathematical description of the anisotropic exchange coupling can basically
be extracted from the matrix element of the Coulomb interaction between the exciton
and acceptor-hole. It contains the Coulomb term (effective repulsion) between both holes
and the quantum mechanical correction − the exchange term:
VCoul ∝
∫∫
dx1x2
ψ∗jh(x1)ψj′h(x1)
|x1 − x2 |
∫
dxeΨ
∗
jEx
(xe,x2)ΨjEx(xe,x2), (1.48)
Vxch ∝ −
∫∫
dx1x2
ψ∗jh(x1)ψj′h(x2)
|x1 − x2 |
∫
dxeΨ
∗
jEx
(xe,x2)ΨjEx(xe,x1). (1.49)
The exchange integral principally represents the difference between a quasi-classical and
quantum mechanical description of a many-particle problem, and it is not related to a real
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physical interaction [143]. Nevertheless, one can explain the present exchange interaction
in the way that the change in the positions x1 and x2 for the acceptor-bound hole wave
function ψ and the photo-exciton wave function Ψ with fixed electron position xe is
accompanied by a mutual exchange of the initial and final spin states. This kind of non-
phonon light scattering represents a spin-flip Raman scattering mechanism perturbing
the strict optical selection rules in the dipole approximation in a system with reduced
symmetry [41].

Chapter 2
Experimental Methods
The spin-flip Raman scattering (SFRS) spectroscopy is a technique to directly deter-
mine the g factors of the electron and holes in semiconductors. In the spintronics and
quantum information processing based on optical spin manipulation, for instance, the
spin initialization by optical pumping [144] or the coherent spin rotation with ultrashort
laser pulses [24] require the knowledge about the electron and hole g factors as they
define the energy levels of quantum bits. Not only the energy and spin level structure
but also spin interactions between quantum confined carriers can be characterized. Con-
sidering the original publication by C. V. Raman from 1928 [100], or one of the first
SFRS experiments on bound electrons and holes in CdS by Thomas and Hopfield [145],
or even surface-enhanced resonance Raman scattering in the biotechnology [146], the
main idea of Raman scattering is simply related to the comparison between the energies
of the incident and scattered photons. This energy difference, denoted as Raman shift,
is one of the key parameters. Moreover, the intensity and spectral width of the SFRS
signal depending on different external perturbations like the temperature, optical exci-
tation polarization or magnetic field yield useful information on the spin-flip scattering
mechanism. However, the experimental realization of SFRS in low-dimensional semicon-
ductors is not simple, since it requires sophisticated equipment. The major experimental
requirements are described with respect to the properties of SFRS in the Section 2.1.
Afterwards, the basic SFRS setup and its extensions providing two-color Raman experi-
ments are presented. Since the (In,Al)As/AlAs quantum dots have been studied by not
only SFRS spectroscopy but also time-resolved photoluminescence (PL) determining the
exciton dynamics, the description of the time-resolved PL setup completes the Chapter
about the experimental methods.
2.1 SFRS: What is Experimentally Required?
Spin-flip Raman scattering of an electron and/or a hole should be observable in
every semiconductor, that is laser-excited with an energy being resonant with the bound
electron-hole complex, under application of a magnetic field noticeably lifting the spin
degeneracy of the electron and/or hole. This a-priori-like statement and, correspondingly,
the SFRS feasibility are linked to external parameters like the temperature, geometry of
experiment, as well as energy and polarization of the exciting light, which are depicted in
the Fig. 2-1. For instance, the probability of spin-flip Raman scattering is minimized by
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Figure 2-1: Schematic overview of experimental parameters affecting the properties and ob-
servation of SFRS in low-dimensional semiconductors. As the excitation polarization is less
important for the SFRS feasibility, it is symbolically shifted below the other external parame-
ters.
a thermal energy exceeding the binding energy of the scattering exciton complex, while
it is enhanced in a tilted magnetic field geometry where the symmetry of the complex
is reduced∗. The excitation energy satisfying the resonance condition is also a major
external parameter. By comparison, a specific light polarization is not fundamentally
necessary to obtain a SFRS signal. Even though the external parameters would have
been chosen to fulfill fundamental conditions, one has to overcome further obstacles in
order to observe a SFRS signal:
(i) The efficiency ηs of such inelastic light scattering ranges between 10−9 and 10−12
[59, 113].
(ii) The Raman shift∆Esf is about four orders of magnitude smaller than the excitation
energy Eexc. The SFRS line appears as a weak satellite in close vicinity of the laser
line.
(iii) The resonant excitation causes a photoluminescence background with intensity Ibg
potentially obscuring the SFRS line.
These three SFRS properties demand different experimental requirements. They are
shown in Fig. 2-1, and will be discussed in the following.
(i) Apart from the intrinsically low spin-flip Raman scattering efficiency, the light
scattered from the sample can only be collected partially, since the sample located inside
a cryostat is optically accessible through small-sized windows. The light collimation
can be established via a long-focused lens (a) positioned outside the cryostat, or a short-
focused lens construction (b) inside the cryostat sample chamber†. These two possibilities
are illustrated in the Fig. 2-2. In order to compare the light gathering power of both
lens systems, the intensity IL of the collected light is estimated by the f -number Nf or,
∗In accordance with the electric dipole selection rules a SFRS process will also be possible at zero
magnetic field, if the respective spin states are nondegenerate. From experimental point of view the
energy transferred in that inelastic scattering process is in most cases too small to be ascertainable.
†Instead of the short-focused lens construction, a second type of Raman-holder consisting of a concave
mirror as light collimation element is also used.
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Figure 2-2: Schematically illustrated comparison between the standard and specially designed
ways of collimation of light emitted from a sample located in a cryostat-magnet system. (a)
Normally, the emitted light which has passed through the VTI (variable temperature insert)
window is collimated with a large-diameter plano-convex lens positioned in front of the cryostat.
A lens with a focal length of 250 mm and diameter of 50 mm yields an aperture half-angle of
about 6◦. (b) The Raman-holder, placed inside the VTI of the cryostat, provides a five times
larger numerical aperture.
correspondingly, the numerical aperture NA [147]:
IL ∝ N−2f =
(
f
D
)−2
= (2NA)
2 = (2ν sinϑ)2. (2.1)
In the case (b), the sample is in the focal plane of a plano-convex lens with a diameter
of D = 10 mm and focal length of f = 10 mm; the f -number is equal to Nf = 1.
The numerical aperture is based on the half-angle ϑ of the light cone originating from
the sample area illuminated by the laser. By use of a refractive index νair = 1.00 for
the medium‡ between the sample and lens and an evaluated half-angle ϑ = 27◦ the
numerical aperture amounts to NA = 0.45. In the case (a) where the lens with f =
250 mm and D = 50 mm defines the dimensions of the gathered light cone, the f -
number is 5 and the half-angle is not larger than 6◦. Therefore, the light intensity IL is
about 25 times weaker for the long-focused lens system compared to IL for the compact
lens construction, denoted as Raman-holder in the following. The latter one, in turn,
attributes a specific focal length fl to the lens in front of the spectrometer entrance
slit. Since the triple-spectrometer (Princeton Instruments, TriVista 555) is characterized
by an input f -number Nf = 5.9 [153] and the parallel beam of scattering light has a
diameter DL ≈ 15 mm including a slight divergence, the effective focal length should
be fl ≈ 90 mm. A misalignment of its focus influences the gathered light intensity. A
Gaussian beam with diameter DL possesses a minimal diameter D′L = 4λfl/(piDL) in the
‡The light gathering power of a lens is enhanced by a decrease in the f -number or an increase in
the numerical aperture. As NA linearly depends on the refractive index of the medium, the usage of
liquid helium having a refractive index of ν = 1.03 improves the light collection [148]. Additionally, the
reflections from the different interfaces are reduced by the liquid helium as its refractive index is more
similar to the high refractive indices of the lens (BK7 - borosilicate crown glass, ν = 1.52) [149], VTI
window (quartz, ν = 1.54) [150], and sample surface (e.g. GaAs, ν = 3.26) [151]. The overall intensity
after transmission through the VTI window can be approximated by the different Fresnel reflection
coefficients [(ν1 − ν2)/(ν1 + ν2)]2 for normal light incidence [147]: in comparison to air the liquid helium
enhances the intensity by about 10 %. Hereby, light absorption and scattering are neglected. Moreover,
the light emission becomes more efficient by means of graded-index coatings grown on top of the sample
thus reducing Fresnel reflections [152].
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focal plane after propagating through the focusing lens [154]. Considering wavelengths
λ in the near-infrared or visible range the diameter D′L is (5 ± 1) µm. A misaligned
focus leads to an increase in the beam diameter possibly exceeding the slit width§ and,
in turn, to a truncation of the beam profile and a reduction in the gathered intensity of
the scattered light. Note, the previous considerations are valid for an ideal point source
which emits light along the optical axis.
Besides the way of light collimation, the efficiency of the final detection system com-
prising the spectrometer and photon detector is essential to observe a weak SFRS line.
The upper limit of its light throughput is governed by the first-order diffraction effi-
ciency of the gratings. The plane non-blazed holographic gratings used with a density
of 1800 grooves/mm have an average efficiency of about 45% at 800 nm. For the triple-
spectrometer the light transmission is further reduced by a factor of two due to the
absorption of the mirror surfaces in each Czerny-Turner stage [155]. Owing to this light
attenuation, a sensitive detector with a high quantum efficiency and large signal-to-noise
ratio is necessary. The front-illuminated charge-coupled device (CCD) detector (Prince-
ton Instruments, Spec-10:2K/LN) composed of Si-photodiodes has a quantum yield of
40% at 800 nm¶. The signal-to-noise ratio of this liquid-nitrogen cooled CCD camera
combined with a 100 kHz readout-amplifier is mainly determined by the shot noise of
the signal, while the readout noise and particularly thermal noise are negligible [156].
The polarization of the scattered light is a further parameter influencing the efficiency
of the SFRS detection. On the one hand, the grating efficiency is different for light po-
larized parallel (p-polarized, transverse electric) or perpendicular (s-polarized, transverse
magnetic) to the grating grooves. According to solutions of the Helmholtz-equation with
different boundary conditions for p- and s-polarized waves [157], for wavelengths smaller
(larger) than the blazed wavelength the diffraction efficiency for p(s)-polarized light is
higher than for s(p)-polarized light. The overall sum of efficiencies is equal to one due to
the conservation of energy. As the SFRS experiments are in the near-infrared spectral
region and the used gratings are optimized for the visible wavelength range, the light
incident on the spectrometer should be s-polarized to gain the highest diffraction effi-
ciency. On the other hand, the crossing of the polarizer and analyzer attenuates the laser
light intensity significantly. Thus, the spectral overlapping between the laser stray light
and the weak SFRS line is reduced, provided that the SFRS process is allowed in the
crossed-linear polarization configuration. Also, the PL background can be weakened for
a specific circular polarization, while the SFRS line intensity Isf might be enhanced.
(ii) Not only the low SFRS intensity, but also the small Raman shift ∆Esf demands a
strong stray light suppression. Aside from the spectrometer settings, the efficiency of the
stray light suppression is influenced by the laser light reflected from the sample surface,
the elastically scattered light, and background stray light resulting from imperfections
in the optics and scattering off walls and dust inside the spectrometer [36]. A SFRS
line which differs a few hundreds of µeV (a few cm−1) from the Rayleigh line will be
screened by stray light if it is suppressed insufficiently. A double-spectrometer (Jobin
Yvon, U1000) offers a stray-light rejection ratio rr as small as 10−14 [158]. In the case
§A typical width of the entrance slit is 20 µm using the subtractive mode of the triple-spectrometer,
in the additive mode it does not exceed 100 µm.
¶The Peltier-cooled GaAs-based photomultiplier tube (PMT, Hamamatsu, R943-02) looses its sensi-
tivity at about 930 nm. At 800 nm the quantum efficiency is approximately 12%.
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of the triple-spectrometer the ratio approximately amounts to 10−12. A rejection ratio
rr ≤ r∗r = 10−12 can be translated into the minimally observable Raman shift via the
empiric equation
∆Esf,min
[
cm−1
] ≈ 1− 0.1(10−12
rr
) 1
|δ|+1
with the difference δ between the exponents of the rejection ratios rr and r∗r . By means
of the triple-spectrometer SFRS line shifts of ∆Esf,min ≈ 0.9 cm−1 can be observed. The
double-spectrometer can resolve line shifts down to about 0.5 cm−1.
The SFRS detection also depends on the spectral resolution of the spectrometer.
According to the Rayleigh criterion two peaks are spectrally resolved when one peak
maximum coincides with the minimum of the other peak [147]. The best possible sep-
aration of adjacent spectral lines is quantified by the dimensionless resolving power. It
linearly depends on the grating width and is inversely proportional to the wavelength. A
more practical quantity is the spectral resolution Γsr as it includes instrumental factors
leading to a broadening in the width of the recorded line. Besides aberrations and diffrac-
tive effects, the spectral resolution is mainly determined by the alignment and quality of
the spectrometer optics as well as the finite widths of the entrance and exit slits. The
detected SFRS line profile is also contributed by the natural and laser line widths. The
triple-spectrometer in the additive mode with 1800 g/mm gratings and slit widths of
10 µm provides a full width at half maximum (FWHM) of 0.44 cm−1 (13 pm)‖ of the
spectral line at 546.07 nm of a low-pressure calibration mercury lamp. This FWHM
is taken as the achievable spectral resolution. By comparison, the double-spectrometer
yields a FWHM of 0.16 cm−1 (5 pm); the natural width of the spectral line is about 1 pm.
In the near-infrared wavelength range the spectral resolution of the triple-spectrometer
is also approximately Γsr = 0.4 cm−1, evaluated from the line width of the continuous-
wave Ti:Sapphire laser (Tekhnoscan, T&D-scan)∗∗ which is about 0.03 cm−1 [159]. Note,
an increase in the slit widths until 25 µm does not change the line profile significantly,
but the light throughput is enhanced. The influence of the spectral resolution, laser line
width, and stray light rejection on a SFRS spectrum is demonstrated in Fig. 2-3. In
comparison to a reference spectrum shown in panel (a) where two SFRS lines are visible,
if one of the three experimental SFRS requirements is not fulfilled, both SFRS lines are
not distinguishable from the high background as illustrated in panel (b). Hereby, a spec-
trally broad laser line has two effects on the SFRS spectrum: spectrally approaching the
laser line is more strongly restricted, and the SFRS line itself can be broadened.
(iii) The competition between the PL background and the SFRS line is a further
obstacle in the spin-flip Raman scattering spectroscopy. As already mentioned in (i), the
polarization characteristics of Ibg and Isf may differ, hence, the choice of an appropriate
polarization can enhance the ratio between the SFRS intensity and PL background.
A different dependence of both intensities on the optical power density offers another
possibility to identify the SFRS line with respect to the PL background. In addition to
that, the change in the excitation energy can result in a reduced screening of the SFRS
‖The wavelength λ [nm] is converted into the absolute wavenumber by k [1/cm] = 107/λ. A wave-
length difference is expressed as relative wavenumber using the equation ∆k = [1/λ− 1/(λ+∆λ)] 107.
The relative wavelength of a spectral peak is given by ∆λ = [1/(k −∆k)− 1/k] 107.
∗∗A thick Fabry-Perot interferometer (also called etalon) with high reflectance, inserted into the laser
resonator, reduces the laser line width [154].
34 Experimental Methods
Figure 2-3: Simulated SFRS spectra for fulfilled and unsatisfied experimental requirements
determining the SFRS observation. (a) In the case of a spectrally narrow laser line, an efficient
stray light rejection, and a high spectral resolution, two different spin-flip scattering processes
manifest themselves in sharp lines differing from the laser line by their Raman shifts. The simu-
lated SFRS spectrum refers to a measurement with the triple-spectrometer in subtractive mode
combined with a CCD camera. (b) If one of the experimental conditions is not accomplished,
the SFRS lines cannot be distinguished from the background. The more intensive SFRS line,
marked by the arrow, may appear as slight background deviation. (c) Despite fulfilled SFRS
conditions an oscillatory PL background might disturb the SFRS spectrum making impossible a
SFRS line identification.
line. By resonantly exciting an edge of the PL band the SFRS intensity can be improved
with regard to the PL. Moreover, the anti-Stokes regime is often exempt from a PL
background. Only in the case of a multi-peak PL spectrum, the study of the anti-Stokes
SFRS might be interfered by photoluminescence.
Another effect which can in some cases obscure the SFRS line is an oscillatory PL
background, as exemplarily demonstrated in Fig. 2-3 (c). If the widths of the PL oscilla-
tions are similar to the SFRS line width, a definite SFRS identification will be impossible.
What are the reasons for such artificial oscillations? The front-illuminated CCD cam-
era does not show an etalon-like behavior [154], and imperfections in the holographic
gratings causing Rowland ghost signals owing to periodic errors in the groove spacing
or satellites (grass background due to randomly misplaced grooves) are negligible [160].
The oscillatory PL behavior can be attributed to interferences of the emitted light in the
vacuum window of the CCD camera or/and in the layered structure of the semiconductor
sample. Although the different thicknesses of the window and semiconductor layers al-
low to identify their contributions to the oscillations, their separation from SFRS lines is
not possible. The usage of a CCD window with an anti-reflection coating approximately
halves the amplitude of the oscillations. Moreover, the emission of the Ti:Sapphire laser
may have an oscillatory fluorescence background. A condensate film (e.g., of frozen gases)
on a vacuum window of the cryostat can also cause the interference fringes.
2.2 Spin-Flip Raman Scattering Setup
How is the experimental setup arranged to fulfill the SFRS requirements? The SFRS
setup is divided into the excitation, sample, and detection segments. The excitation
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path of the basic SFRS setup is marked by [i] in the Fig. 2-4. In general terms, the
semiconductor sample, studied at cryogenic temperatures and in an external magnetic
field, is optically excited with a single laser beam, and the induced inelastic scattering
process is analyzed with a spectrometer and photon detector. First of all, the setup
of the single-beam SFRS experiment will be described. It is followed by the presenta-
tion of the setup extensions corresponding to the excitation paths [ii] and [iii] in the
Fig. 2-4. Typical experimental parameters used for the SFRS measurements are listed
in the Table 2-1.
The optical excitation of the sample is provided by the continuous-wave Ti:Sapphire
laser (Tekhnoscan, T&D-scan) pumped by the second harmonic (532 nm, 2.33 eV) of
a Nd:YVO4 laser (Coherent, Verdi V10). The tunable Ti:Sapphire laser covers a wave-
length range from 690 to 1050 nm (1.18 to 1.80 eV). A fiber-coupled wavelength meter
device (Coherent Wavemaster, or HighFinesse WS/6) measures the actual wavelength.
As described in the Section 2.1, the laser line width is about 0.03 cm−1 (2.3 pm) at the
central wavelength. After passing through a longpass colored glass filter (CF), which
absorbs the green background light of the pumping laser, the Ti:Sapphire laser beam is
directed to an iris diaphragm (ID). It selects the central part of the beam cross section,
and is used as a reference for the laser spot position. The intensity of the laser beam
is then attenuated by a gradient neutral filter (VF) as well as by the combination of
an achromatic half-wave plate (λ/2) and a Glan-Thompson prism (GTP). The half-wave
plate rotates the polarization direction of the incoming linearly polarized laser light, while
the light transmitted through the polarizer is vertically linear polarized: by rotating the
half-wave plate the intensity of light passing the polarizer can be regulated. During an
intensity-sensitive measurement demanding a stable laser power, the power is monitored
with a power meter (PM) which detects the beam reflected from a glass plate (GP). The
power density Pexc at the sample is varied from 0.03 to 12 W/cm2. A Glan-Thompson
prism, ensuring a definite vertical-linear polarization, prefaces a λ/4 retardation plate
which converts the linear polarization of the laser beam to a circular polarization.
The millimeter-sized sample (S) is mounted at a Raman-holder located inside the
sample chamber (VTI) of a cryostat with a superconductive split-coil magnet (Cryogenic
Limited). The sample is exposed to low temperatures ranging from 1.3 to 10 K and high
magnetic fields up to 10 T. The orientation of the sample can be varied with respect
to the magnetic field direction: the sample holding element can be set to a specific
angular position between θ = 0◦ and 45◦. By a 90◦-rotation of the cryostat-magnet
system (CMS) angles between θ = 45◦ and 90◦ can be established. The frontside of the
sample is illuminated from the backside of the cryostat. There are two types of Raman-
holders differing in the way of light collimation via either a lens (L) or a concave mirror
(CM) which have focal lengths of 10 mm. In the Fig. 2-4 and inset (a) the Raman-
holder based on the concave mirror is shown. The lens L1 directly focuses the laser
beam through a hole in the center of the mirror onto the sample. The sample is fixed
at a small brass-plate by silver conductive varnish. The plate can be wedge-shaped to
provide the angle θ between the magnetic field direction and the surface normal of the
sample. The light emitted/scattered from the sample is eventually collimated by the
annular area of the concave mirror. In the alternative case of the lens-based Raman-
holder, the lens L1 focuses the laser light via an intermediate small-sized silver mirror
(SM) onto the sample, see the inset (b) in Fig. 2-4. Hereby, the sample is set into the
focal plane (f = 10 mm) of a small-diameter lens (L) that provides a parallel light
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Figure 2-4: Scheme of the SFRS setup including the basic segment [i] for resonant excitation
and the paths [ii] or [iii] for a two-color SFRS experiment. In the insets (a) and (b) the two
different Raman-holders are depicted in a magnified way. The dashed red lines (in spectrometer
scheme) indicate the alternative light paths if the positions of the respective mirrors are changed.
The abbreviations are explained in the main text.
beam propagating to the spectrometer, as in the case of the concave mirror construction.
The concave mirror-based Raman-holder has several advantages: firstly, the polarization
plane of the incident light is not rotated by a mirror. Secondly, the concave mirror does
not show the Faraday effect∗ in a parallel magnetic field, as does the collimating lens L.
Thirdly, the wave vector of the exciting light can be parallel to the growth axis of the
sample as well as the magnetic field direction. However, the mirror-based Raman-holder
is limited to small-sized samples (3 mm × 3 mm). And, the piece of sample cannot be
mounted in a fully stress-free way by using a black paper envelope.
The spectrometer and photon detectors form the detection segment. Before the light
is focused by the lens L2 onto the entrance slit of the first stage (S1) of the spectro-
meter, the polarization is analyzed and the illumination position on the sample can be
controlled. The parallel light beam can be directed via two mirrors to a lens generating
an intermediate image in the plane of a cross slit (CS). For that purpose, one of the plane
mirrors is inserted into the detection path, as indicated by the respective black arrow in
the Fig. 2-4. To avoid an exceeding magnification of the image showing the illuminated
sample area the focal length of the lens is short (f . 50 mm). The intermediate image
is resolved by a microscope (MC) combined with a video camera (VC) and monitor (M).
∗The Faraday effect describes the rotation of the polarization plane when linearly polarized light
passes through a medium in a direction parallel to the applied magnetic field [161]. The polarization
plane of a laser beam (λ = 563 nm) propagating through the five Faraday windows of the cryostat under
tilted incidence of about 15◦ is rotated by Θfara = 2.3◦ ± 0.1◦ per tesla.
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Table 2-1: Typical experimental parameters for SFRS measurements using the triple-
spectrometer in the subtractive(+CCD) or additive(+PMT) mode. The grating configurations
starting from the first stage are 1800/1800/1800 in the additive and 900/900/1800 in the sub-
tractive mode, in units of g/mm. Besides the focal length characterizing the light dispersion, the
slit widths, magnetic field strength, temperature, optical excitation density and approximate
laser spot diameter on the sample surface are listed.
Mode f slit widths B T Pexc dspot
(m) (µm) (T) (K) (W/cm2) (mm)
Additive 1.5 ≤ 100 ≤ 10 ≤ 6 ≈ 1.5 0.5
Subtractive 0.5 20/10000/20
Furthermore, the circular polarization of the scattered photons is studied by a large-
diameter quarter-wave plate (D = 30 mm). A polarizer is set to generate s-polarized
light in order to achieve the highest diffraction efficiency. The triple-spectrometer can
operate in two different modes: in the additive mode all three stages contribute to the
positive light dispersion. Using slit widths smaller than approximately 100 µm, this
mode combined with the PMT as detector offers a high spectral resolution and efficient
stray light rejection. An achromatic lens whose focal plane coincides with the exit slit
provides a full illumination of the PMT photocathode. In the subtractive mode the
first and second stages operate as a tunable sharp bandpass filter, where the second
grating cancels the dispersive action of the first grating. This mutually dependent action
of the gratings is schematically depicted in the Fig. 2-4 by the grating turrets rotated
oppositely. This kind of stray light rejection reduces the danger of overwhelming light
incidence, therefore, a CCD camera gathering light over a broad spectral range can be
used. The spectral resolution is solely defined by the third stage (S3). In comparison to
the CCD camera, the disadvantage of the PMT usage is the time consuming acquisition
of a spectrum†. The PMT photocathode is protected from the intensive laser light by a
neutral filter (NF) which has to be manually inserted into the detection path during the
laser line measurement. Moreover, the illumination of the second grating is monitored
with a video camera installed at the front output of S2. In that way, the focusing of the
entire optical system can be checked.
The excitation segment of the basic SFRS setup, denoted by [i] in the Fig. 2-4,
can be extended by additional laser sources to perform two-color SFRS experiments.
In addition to the resonant excitation, the sample is illuminated by nonresonant light
emitted from the lasers [ii] or [iii]‡. Both laser beams are profiled with comparable
equipment in the same manner as in the case [i]. In a two-color SFRS experiment the
simultaneous illumination of the sample requires the spatial coincidence of both laser
spots on the sample surface. A nonpolarizing beamsplitter (BS) couples the additional
laser beam into the main excitation path. The overlapping of the laser spots is checked
with the intermediate image of the illuminated sample area, as described in the previous
†The average background noise of the PMT is about five counts per second. It is set by the discrim-
inator of the preamplifier (Advanced Research Instruments Corporation, F-100T) ensuring an optimal
signal-to-noise ratio.
‡If both Ti:Sapphire lasers are used, the pumping beam is split by a polarizing beamsplitter (PBS)
combined with a half-wave plate which defines the split ratio.
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Figure 2-5: Scheme of the time-resolved PL setup. The connections between the electronic
devices of the detection systems for stationary and transient PL are marked by dashed black-
colored and solid green-colored lines, respectively.
paragraph. Two Ti:Sapphire laser beams are applied for studies of the electron-nuclear
hyperfine interaction in (In,Ga)As/GaAs quantum dots (QDs). The second harmonic of
a neodymium doped yttrium aluminum garnet laser (Nd:YAG, Laser 2000, LCS-DTL-
317) combined with the main Ti:Sapphire laser is used, for instance, to optically modify
the SFRS in the CdTe/(Cd,Mg)Te quantum well.
2.3 Time-Resolved Photoluminescence Setup
The exciton photoluminescence and its polarization properties in (In,Al)As/AlAs QDs
are studied in the stationary and time-resolved regime for nonresonant excitation. For
that purpose, a PL setup consisting of a pulsed laser excitation synchronized with a
time-resolved detection system is required. It should offer the possibilities to apply an
external magnetic field, vary the temperature as well as set the polarization of the incident
laser beam and analyze the polarization of the light emitted from the QD sample. In the
Fig. 2-5 the time-resolved PL setup is schematically illustrated, its description is followed
in the next paragraphs.
The second (532 nm, 2.33 eV) or third harmonic (355 nm, 3.49 eV) of a Q-switched
Nd:YVO4 laser (Newport Spectra-Physics, J40-BL6S) with a pulse duration of 5 ns is
used. The laser power is varied by neutral glass filters (NF), a continuously variable
neutral filter (VF), and a λ/2 retardation plate combined with a Glan-Thompson prism
(GTP). The sample is excited with linearly polarized light. A tilted light incidence with-
out any high-reflective optical element assures an excitation with definite polarization.
A quartz lens (QL) with 300 mm focal length directs the laser beam to the sample. In
order to reduce the power density the focal plane of the quartz lens does not coincide
with the sample surface. The diameter of the defocused laser spot on the sample surface
is typically larger than 1 mm.
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The QD sample stress-free enveloped in black paper is installed at a holder made
of brass. The sample is immersed in either pumped liquid helium or helium gas; the
temperature ranges from 1.6 to 30 K. The PL experiments are performed in the Faraday
geometry where the magnetic field is directed along the QD growth axis. The strength
of the magnetic field varies between 0 and 10 T. The emitted light is collimated in the
standard manner with an achromatic lens (f = 250 mm, D = 50 mm) located outside
the cryostat. By means of an intermediate image of the illuminated sample area the
laser spot position is checked; a video camera (VC) and monitor (M) connected to a
microscope (MC) enhance this controllability. A cross slit (CS) selects the homogeneously
illuminated sample region, the slit aperture is about 400 µm× 400 µm. The generation
of the intermediate image and its coupling into the main detection path are established
via two quartz lenses with focal lengths of 190 mm. Before focusing the PL onto the
entrance aperture of an optical fiber (OF), the polarization of the PL can be analyzed by
a λ/4 retardation plate and Glan-Thompson prism. Furthermore, a colored filter OG550
(CF) absorbs the laser light reflected from the sample surface and cryostat windows. The
last lens has the same properties like the first collimation lens. The light transmission
through the fiber is optimized for the visible and near-infrared spectral range. The fiber
input and output are screened from room light in order to improve the ratio between the
usually weak PL and background signal. The fiber output is directly coupled to the third
stage (S3) of the triple-spectrometer, whereby, the entrance slit width is approximately
150 µm and the side exit slit is almost completely opened (≈ 2.5 mm). The nonresonant
time-resolved PL experiments do not require a high spectral resolution or stray light
rejection, it is more essential to maximize the light throughput.
The GaAs-based PMT operating in the time-correlated photon-counting mode de-
tects the light dispersed by a 900 g/mm grating. The amplified PMT signal is sent to
an event-time-digitizer computer card (FAST ComTec, P7889) providing single photon
counting with a minimum time resolution of 100 ps§. Note, the response time of the
preamplifier is limited to 1 ns and the full width at half maximum of the laser pulse is
about 5 ns. The photon counting (PC) card operations are synchronized via a signal gen-
erator (Tektronix, AFG3102) with the laser pulses. The timing sequences are monitored
with an oscilloscope (Tektronix, TDS2012). The signal generator works as master clock
that temporally delays both the laser pulse and starting pulse for the PC card without
external triggering. Without intentional delay setting the laser pulse is detected 250 ns
after the start of the photon counting. This internal delay is caused by the finite lengths
of the BNC connection cables, amplification and digitalization processes as well as the
finite speed of light (propagation of 1 m takes about 3.3 ns). The electronic jitter in the
time domain is not larger than 10 ns, correspondingly, it approximately amounts to the
twofold width of the laser pulse. The pulse repetition frequency is varied between 1 and
100 kHz. The time resolution of the detection system is set to values ranging between 1.6
and 200 ns. Besides the time-resolved PL measurements, basic characterizations of the
time-integrated exciton PL influenced by the (lattice) temperature or external magnetic
field are studied with the CCD camera covering a broad spectral range.
§After the amplification of the PMT signal and its conversion into a TTL output, an attenuator
(Kay Electronics, 431C) reduces the amplitude of the TTL signal to approximately 1 V. This additional
damping prevents a damage of the sensitive PC card. The width of the TTL pulse is not influenced by
the attenuator consisting of Ohmic resistors only.

Chapter 3
Exchange Interactions Providing
SFRS in a CdTe Quantum Well
The dynamics of carrier spins in low-dimensional semiconductor structures attract re-
markable interests due to the possibilities of spin storage, transfer and information pro-
cessing [162, 163, 164, 165]. For spintronic and quantum information applications, the
understanding of the fundamental interactions between confined carrier spins is essential,
since these interactions determine the information transfer, spin relaxation and, in turn,
spin decoherence [166]. One main type of interactions between two localized carrier spins
is the exchange interaction [167, 168, 169]. The exchange interaction between carriers
is attributed to the carrier-carrier Coulomb interaction as well as to the antisymmetric
character of their wave function. Hereby, a distinction is drawn between isotropic and
anisotropic exchange interaction. While the isotropic one conserves the total spin of
both carriers involved, the anisotropic exchange leads to spin relaxation and information
losses being a major drawback for quantum applications. In that context, not only the
electron-hole exchange relaxation, but also the exchange interaction between identically
charged carriers (electrons or holes) play a significant role [170, 171]. The main focus has
been directed on the exchange interaction between donor-bound electrons [172, 173, 174].
The anisotropic exchange interactions between an exciton and a resident electron or hole
localized by potential fluctuations in quantum wells (QWs) have not been studied yet.
The resonant spin-flip Raman scattering (SFRS) technique offers the possibility to
study basic interactions between carrier spins in semiconductor nanostructures [142, 175,
176]. By means of SFRS the g factors of the carriers are measured directly, thus sup-
porting the identification of the type of scattered carrier. In nonmagnetic CdTe-based
quantum wells the SFRS technique has been used to measure the electron and exciton
g factors [74, 177, 178]. Their dependencies on the quantum well confinement and on
the splitting between the light-hole and heavy-hole states have been determined. While
the exciton-SFRS is realized via the simultaneous spin-flips of its hole and electron, the
single spin-flip of the electron or hole in highly symmetric low-dimensional structures
(e.g. D2d) is forbidden by the optical selection rules. The Raman scattering mechanisms
of the electron and hole spin-flip for resonant probing of the neutral or charged excitons
have not been discussed so far.
This Chapter focuses on the electron- and heavy-hole-SFRS induced via exchange
interactions in a CdTe/Cd0.63Mg0.37Te quantum well. The Raman scattering processes
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of the electron and heavy-hole spins are compared for the resonant excitation of the
neutral as well as positively and negatively charged excitons. The charge state of the ex-
citon is tuned by additional above-barrier illumination. It will be demonstrated that the
spin-flip scattering of a single electron or hole in a neutral exciton becomes allowed when
the symmetry of the carrier complex is reduced. As a result of the lifting of the angular
momentum conservation, electrons and/or holes can mutually interact via anisotropic
exchange. Also, a magnetic field tilted with respect to the QW growth axis can pro-
vide an electron- or a hole-SFRS process. The scattering via an acoustic phonon and
direct (isotropic) exchange interaction can accompany the symmetry-breaking mecha-
nisms. The strength of the electron-hole and hole-hole anisotropic exchange interactions,
and the role of the electron and hole localization for the SFRS are discussed.
The Chapter is organized as follows: in Sec. 3.1 the characteristics of the studied
sample and of the experimental setup are specified. In Sec. 3.2 the optical tuning of the
resident carrier concentration is described. The photoluminescence of the neutral and
charged excitons and its dependence on the magnetic field are shown. In Subsec. 3.3.1
the circular polarization properties of the electron- and heavy-hole-SFRS in the Faraday
geometry are described. The magnetic field dependence of both SFRS lines and their
resonance profiles are demonstrated. In Subsection 3.3.2 it is illustrated how the line
shift and intensity of the SFRS processes vary with the angle between the magnetic field
direction and the QW growth axis. Moreover, the impacts of the lattice temperature
and the power density of the above-barrier illumination on the electron- and hole-SFRS
intensities are shown. The Sec. 3.4 is introduced by the discussion which SFRS processes
are allowed by the electric dipole selection rules in the Faraday geometry without light-
heavy-hole mixing. In the Subsections 3.4.1 and 3.4.2, the spin-flip scattering mechanisms
of the electron and heavy-hole are discussed for resonant excitation of either neutral or
charged exciton states. The Chapter is concluded in Sec. 3.5.
3.1 Experimental Details
The studied CdTe/Cd0.63Mg0.37Te quantum well structure (#090505AC), grown by
molecular beam epitaxy on a (100)-oriented GaAs substrate, consists of one 20-nm-
thick CdTe quantum well with adjacent 120-nm-thick and, respectively, 150-nm-thick
Cd0.63Mg0.37Te barriers [179]. Although the sample is nominally undoped, the QW con-
tains resident holes due to residual impurities in the barriers. The concentration of the
resident holes is about 1010 cm−2 being evaluated from magnetoreflectivity spectra of
the charged excitons [180]. The concentration and even type of the resident carriers
can be tuned by additional illumination with photon energies exceeding the band gap of
the Cd0.63Mg0.37Te layers of 2.26 eV. The photocreated electrons are collected from the
Cd0.63Mg0.37Te layers into the CdTe QW, as illustrated in Fig. 3-1 (a). The holes remain
in the barriers being captured by surface states or trapped centers [180]. Depending on
the intensity of the above-barrier illumination with a photon energy of Ea = 2.33 eV, the
achievable density of the two-dimensional electron gas is a few 1010 cm−2. Under below-
barrier excitation electron-hole pairs are only generated in the CdTe QW and thus the
density of the resident carriers is not changed. Such optical tuning of the resident carrier
concentration is very suitable for a comparative study of the negatively and positively
charged excitons in the same structure due to avoiding technological and growth uncer-
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tainties. Note, without above-barrier illumination the concentration of the resident holes
is approximately one order of magnitude larger than the one of the resident electrons.
Due to the coexistence of resident holes and electrons the formation of positively and
negatively charged excitons is possible. Nevertheless, the notation used in the following
refers to the positive T+ trion only. And, instead of charged exciton the term trion will
be used [181].
The SFRS experiments were performed at high magnetic fields up to 10 T and at
low temperatures ranging from 1.3 to 9 K. For the resonant excitation of the neutral
and charged exciton states a tunable continuous-wave (CW) Ti:Sapphire laser was used.
Its power density on the sample was about 0.5 W/cm2. The additional above-barrier
illumination was provided by the second harmonic of a CW Nd:YAG laser with a photon
energy of 2.33 eV. Its power density Pa was varied between 10−4 and 15 W/cm2. Both
beams of the resonant excitation and above-barrier illumination were directed to a posi-
tion joint on the sample by use of a nonpolarizing beamsplitter mounted on a precisely
adjustable stage. The experimental setup is schematically shown in the Fig. 2-4 [iii]. The
spatial overlap of the laser spots has been checked by an intermediate image using a video
camera connected to a monitor. The diameters of the laser spots were typically 0.5 mm.
The circular polarization of the exciting photons was defined by a Glan-Thompson prism
combined with a quarter-wave retardation plate. The corresponding polarization optics
were used for the analysis of the circular polarization degree of the light scattered from
the sample. The scattering light was dispersed by the triple-spectrometer and detected
by either the Si-based CCD camera or the GaAs PMT. While in the additive mode
the scattering light was detected with the PMT, the CCD camera was used with the
spectrometer operating in the subtractive mode.
The Raman spectra were measured in the backscattering geometry. The incident
and scattered light, propagating in opposite directions, were directed along the structure
growth axis (z-axis). The magnetic field B was applied either along (Faraday geometry,
B ‖ z) or perpendicular (Voigt geometry, B ⊥ z) to the structure growth axis. The
circular polarization characteristics of the SFRS spectra are described by the notation
z(ση, σγ)z¯ or the abbreviated expression (ση, σγ) [136]. Here, z and z¯ designate the
directions and ση and σγ the circular polarizations of the incident and scattered light,
respectively. The sign of η and γ is determined by the sign of the photon angular
momentum projection on the propagation direction of the incident light. For angular
dependent SFRS measurements delivering information about the components of the g
factor tensor, the angle θ between the magnetic field direction and the z-axis was varied
in the range from 0◦ to 90◦. Since in the tilted geometries the optical selection rules are
lifted, the polarization was changed from the circularly polarized to the cross-linearly
polarized configuration. Also, in that way the laser stray light was reduced to minimum.
3.2 Optical Tuning of Resident Carrier Concentration
The photoluminescence (PL) of the neutral and charged excitons in the
CdTe/Cd0.63Mg0.37Te QW is shown in the Fig. 3-1 (b) for a magnetic field of B = 7 T
and a temperature of T = 1.8 K. The PL line at higher energies is related to the recombi-
nation of heavy-hole (hh) excitons. The second line which is shifted to lower energy from
the exciton (Ex) is attributed to trion recombination. The below-barrier excitation with
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Figure 3-1: (a) Band structure of the studied CdTe/(Cd,Mg)Te QW. Pairs of electrons (closed
circles) and holes (open circles) can be created by above-barrier or below-barrier illumination
with photon energies of Ea = 2.33 eV and Eb = 1.62 eV, respectively. (b) Left-handed circular-
polarized PL spectra for linearly polarized above- and below-barrier excitation at B = 7 T and
T = 1.8 K in Faraday geometry. The optical power densities amount to Pa = 0.05 W/cm2 and
Pb = 0.8 W/cm2. The spectra contain neutral (Ex) and charged (T±) exciton lines. (c) B-field
dependence of the exciton PL energies for both excitation energies. In high magnetic fields the
Zeeman splittings of the right-handed (closed symbols) and left-handed (open symbols) circular-
polarized PL are observed. (d) Magnetic field induced circular polarization degree ρc of the
neutral, positively and negatively charged exciton PL. According to the optical selection rules a
positive ρc can be assigned to negative trions, while ρc < 0 is characteristic for positive trions.
an energy Eb = 1.62 eV, provided by the CW Ti:Sapphire laser, results in an intensive
positive trion (T+) line compared to the exciton one. When the sample is excited by
laser light with Ea = 2.33 eV the type of the resident carriers is tuned from holes to
electrons [179, 182]. Here, the negative trion (T−) line shifts to lower energies compared
to the T+ one, while the exciton PL energy only changes slightly. The intensity ratio
between the exciton and trion lines changes, especially the exciton PL is enhanced with
illumination thus reflecting the depletion of the resident hole concentration.
In Fig. 3-1 (c) the magnetic field dependent energies of the circular-polarized PL
of the exciton and trions are illustrated for both below- and above-barrier excitation.
By below- or above-barrier illumination the positive and negative trion PL is selectively
excited. The difference in their PL energies is attributed to the different binding energies
of the T− and T+ trions∗. The exciton PL also depends on both excitation energies. The
∗The binding energies (at 4 T) of the negative and positive trions are ET
−
B = 2.8 meV and ET
+
B =
1.6 meV, respectively. The trion binding energy is mainly determined by the confinement conditions: in
QWs the trion stability is enhanced by the reduced dimensionality due to the localization of the trion wave
function along the growth direction. The smaller binding energy of the T+ trion can be explained by a
stronger effective hole-hole Coulomb repulsion compared to the electron-electron one [183]. Furthermore,
the slight decrease of ET
+
B with increasing magnetic field is attributed to a reduced overlapping between
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spatial separation between electrons in the CdTe layer and holes in the Cd0.63Mg0.37Te
layers, caused by the above-barrier excitation, induces electric fields inside the QW. As
a result, the conduction and valence bands are bent and the exciton PL energies are
blue-shifted.
Moreover, the PL lines shift to higher energies with increasing magnetic field strength.
The splitting between the left-handed σ− (open symbols) and right-handed σ+ (closed
symbols) circularly polarized PL lines becomes larger. The magnetic field dependence of
the PL energy is mainly described by the diamagnetic [184] and Zeeman shift:
E±PL(B) = E
∗
g +
e2〈ρ2l 〉
8µ
B2 ± 1
2
gPLµBB. (3.1)
Here, E∗g denotes the effective band gap energy including the binding energy of the
carrier complex, µB the Bohr magneton, e the elementary charge, µ the reduced mass,
〈ρ2l 〉 the spatial extension of the wave function in the lateral direction (perpendicular to
the magnetic field), and gPL the effective g factor of the neutral or charged exciton. A
fit† of the σ+ polarized exciton PL energy (green-colored solid triangles) yields a lateral
extension of the exciton wave function of 〈ρ2l,Ex〉 = 35 nm2.
In Fig. 3-1 (d) the magnetic field dependencies of the circular polarization degree of
the exciton and trion PL are shown. The circular polarization degree ρc of the PL intensi-
ties I± for σ+ and σ− polarized light is calculated with the equation
ρc = (I
+ − I−)/(I+ + I−). As in the studied QW the electron and heavy-hole g factors
have a negative sign [179, 182, 185], the emission from the singlet states of the T+ and
T− trions is characterized by opposite circular polarizations. A negative circular polar-
ization degree is attributed to T+ trions and holes are the resident carriers in the QW, as
in the case of below-barrier illumination. Under above-barrier illumination ρc is positive,
which corresponds to T− emission and resident electrons. Therefore, the type of the
resident carriers in the CdTe QW can be inverted by the above-barrier illumination. The
inversion from the p-doped to the n-doped regime depends not only on the excitation
energy but also on the excitation density. The inversion is achieved when the concentra-
tion of the resident electrons exceeds the background concentration of the holes. Note,
a coexistence regime of resident holes and resident electrons localized at different sites
separated spatially in the QW plane can also be established [179].
3.3 SFRS in Neutral and Charged Excitons
3.3.1 SFRS in Faraday Geometry
In Fig. 3-2 the SFRS Stokes-spectra for the parallel (σ+, σ+), (σ−, σ−) and crossed
(σ+, σ−), (σ−, σ+) circular polarization configurations are shown. They were measured
at B = 9 T and T = 1.8 K in the Faraday geometry (B ‖ z). The excitation energies
the magnetically confined electron wave function and the two heavy-hole wave functions acting as centers
with heavy masses.
†The B-field dependence of E+PL,Ex is fitted by the Eq. (3.1) with a fixed reduced mass µ =
m∗em
∗
hh/(m
∗
e + m
∗
hh) = 0.078m0 using the effective masses listed in the Table 1-1. The effective g
factor of the exciton takes the value gPL,Ex = 1.0± 0.3.
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Figure 3-2: SFRS Stokes-spectra in Faraday geometry at B = 9 T and T = 1.8 K for parallel
and crossed circular polarizations measured at the exciton and trion resonances. (a) The exciton
is resonantly excited with an energy of ER = 1.6043 eV. The laser line is at zero Raman shift. The
intensity of the (σ+, σ+) polarized SFRS spectrum is scaled by a factor of 0.5 for better visibility.
(b) The sample is simultaneously illuminated with above-barrier photons, Pa = 0.04 W/cm2.
Electron and heavy-hole spin-flip Raman lines as well as the broad exciton PL peak are marked
by arrows. (c) The excitation of the positive trion yields an electron-SFRS in the (σ+, σ−)
polarization. (d) At the T− resonance the e-SFRS is also detected in the co-polarized (σ−, σ−)
configuration. Due to the above-barrier illumination the peak of the trion PL is shifted to lower
energies. The PL peak can be seen at a Raman shift of about 0.4 meV.
ER = 1.6043 eV or ER = 1.6011 eV are in resonance with the high-energy side of the
exciton or trion PL, compare Fig. 3-1 (c). The SFRS spectra measured at the exciton
resonance are depicted in the Figs. 3-2 (a) and (b), while the spectra in the panels (c)
and (d) are obtained at the trion resonances.
As illustrated in the Fig. 3-2 (a), for the resonant excitation of the exciton two SFRS
lines are observed on the PL background. Their Raman shifts of about 0.89 meV and
0.70 meV, displaying the Zeeman splittings, correspond to the longitudinal g factors
of |g‖e | = 1.71 ± 0.01 and |g‖hh| = 1.34 ± 0.02. These longitudinal g factor values can
be assigned to the electron and heavy-hole [74, 177, 179]. The e- and hh-SFRS lines
are detected for both crossed and parallel circular polarizations. While the e-SFRS is
dominant in the (σ+, σ−) configuration, the heavy-hole spin-flip is most intensive in the
co-polarized state (σ+, σ+). The ratios of the SFRS intensities Isf for the polarization
configurations (σ+, σ−) : (σ+, σ+) : (σ−, σ−) : (σ−, σ+) at ER = 1.6043 eV are given by
Ex-resonance:
{
e-SFRS: 1 : 0.31 : 0.39 : 0.15,
hh-SFRS: 0.27 : 1 : 0.33 : 0.28.
(3.2)
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The intensities of the e-SFRS line in the co-polarized configurations are about 2/3 smaller
than in the (σ+, σ−) one, while Isf(σ−, σ+) is only 1/7 of Isf(σ+, σ−) for Stokes shifted
lines. The hh-SFRS has its highest intensity for the (σ+, σ+) polarization. The relative
intensities of the hh-SFRS line demonstrate a 1 to 3 ratio. Note, the intensity ratios
are expected to depend on the excitation energy; SFRS resonance profiles are described
later.
The above-barrier illumination changes the intensities of both SFRS lines, as it is
illustrated in Fig. 3-2 (b). The e-SFRS line is enhanced by about one order of magnitude,
while the hh-SFRS line vanishes. The intensity ratios of the e-SFRS lines for the different
polarization configurations are 1 : 0.36 : 0.42 : 0.20. In comparison to the ratios given
in Eq. (3.2), the above-barrier illumination does not significantly change the relative
intensities for the different configurations.
In Fig. 3-2 (c) the SFRS spectra for the resonant excitation of the high-energy side
of the positive trion PL are depicted. They strongly differ from the corresponding SFRS
spectra measured at the exciton resonance: only for the (σ+, σ−) polarization a SFRS line
is present. Its Raman shift of 0.89 meV identifies it as an electron-SFRS. Its intensity is
about four times weaker than that at the exciton resonance. A Raman scattering process
inducing a spin-flip of a heavy-hole is not detected in the Faraday geometry.
In Fig. 3-2 (d) the SFRS Stokes-spectra under simultaneous above-barrier illumina-
tion are shown. At the T− resonance the intensity of the e-SFRS line in the crossed
circular polarization (σ+, σ−) is enhanced. Moreover, a σ− polarized resonant excitation
results in σ− polarized scattered light belonging to the electron spin-flip. The circularly
polarized SFRS spectra indicate that the absolute intensities of the e-SFRS are different
for the resonant probing of the negative and positive trions, respectively. As in the case
of the T+ trion, the hh-SFRS is absent.
In the Fig. 3-3 (a) the anti-Stokes spectra measured at the exciton resonance are
shown for the four polarization configurations. In the anti-Stokes regime, where the
scattered photons have a higher energy than the incident ones, the e-SFRS line is most
intensive for (σ−, σ+). It is inverted to the polarization configuration in the Stokes
regime. Moreover, the e-SFRS is present in the (σ+, σ+) configuration together with the
hh-SFRS. The SFRS of the heavy-hole is dominant for (σ+, σ+) in both the Stokes as
well as anti-Stokes regime. The inversion of the circular polarization configurations is
also demonstrated by the e-SFRS at the T− resonance, as shown in the Fig. 3-3 (b).
The Raman line of the electron spin-flip is σ+ polarized for the excitation with σ+ or σ−
polarized light. The scattering intensities are more than one order of magnitude weaker
than that in the Stokes regime.
The SFRS Stokes-spectra for B = 4 T at the exciton resonance without and with
above-barrier illumination are depicted in the Figs. 3-3 (c) and (d). In absence of the
additional illumination the relative intensities of the broad SFRS line in the different
polarization configurations are 0.82 : 1 : 0.86 : 0.39. These intensity ratios and the large
line width of about 0.11 meV suggest that the SFRS lines of the electron and heavy-hole
overlap. In the (σ+, σ−) configuration the SFRS line (black curve) becomes narrower. It
is mainly contributed by the electron-SFRS, since the e-SFRS at 9 T is also dominant
for this crossed circular polarization. Accordingly, its Raman shift is smaller than the
one of the hh-SFRS line. The difference of 0.012 meV in their Raman shifts is within the
measuring accuracy.
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Figure 3-3: Circularly polarized SFRS anti-Stokes spectra in Faraday geometry for B = 9 T
at the exciton (a) and T− trion (b) resonance. In (c) and (d) the SFRS Stokes-spectra for
B = 4 T at the exciton resonance without and with above-barrier illumination are shown. Note,
the spectra measured at 4 T only contain the SFRS lines.
When the above-barrier illumination is applied, see Fig. 3-3 (d), the SFRS lines for
each polarization have the same width as the SFRS line in the (σ+, σ−) configuration
shown in the Fig. 3-3 (c). Their Raman shifts coincide, and the relative intensities of
1 : 0.27 : 0.49 : 0.18 are similar to the e-SFRS intensity ratios described in Eq. (3.2).
Therefore, the SFRS lines in Fig. 3-3 (d) and the (σ+, σ−) one in panel (c) are caused by
the Raman scattering of the electron spin. By use of the above-barrier illumination the e-
SFRS can be separately studied from the hh-SFRS. Moreover, the comparable intensity
ratios of the e-SFRS at 4 and 9 T illustrate that the scattering mechanism does not
change with the magnetic field strength.
The dependence of the electron and heavy-hole spin-flip Raman shift on the magnetic
field is depicted for the Faraday geometry in Fig. 3-4 (a). Specific excitation conditions
have been chosen in order to avoid an overlap of both SFRS lines disturbing the de-
termination of their Raman shifts: at an excitation energy of 1.6043 eV the hh-SFRS
line is detected in the (σ+, σ+) configuration. Under above-barrier illumination only the
electron-SFRS is observed for (σ+, σ−) polarization. The e-SFRS line (closed squares)
linearly shifts with increasing magnetic field strength B, as described by the Zeeman
term |g‖e |µBB. The linear behavior of the e-SFRS shift as well as the absolute value of
the Raman shift are very similar for resonant excitation of the exciton and trion‡. In low
‡The absolute longitudinal electron g factor probed at the exciton resonance is 0.4% smaller than the
one at the trion resonance.
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Figure 3-4: Magnetic field dependence of the spin-flip Raman shifts and intensities of the
electron and heavy-hole in Faraday geometry at T = 1.8 K. (a) The e-SFRS line (closed squares)
linearly shifts with the magnetic field, as illustrated by a linear fit (solid line). The hh-Raman
shift (open circles) deviates from the linear behavior for B > 5 T. In the inset the FWHM
of the electron- and heavy-hole-SFRS lines is shown as a function of the magnetic field. (b)
The intensities of the e- and hh-SFRS lines probed at the exciton resonance strongly depend on
the magnetic field. The e-SFRS line intensity at the T− resonance only slightly increases with
increasing B-field. The arrows mark the magnetic fields where the SFRS intensities are resonant.
The errors of the Raman shift, width, and intensity do not exceed the sizes of the corresponding
symbols.
magnetic fields (B ≤ 5 T) the shift of the hh-SFRS line (open circles) coincides with that
of the electron. Here, their Zeeman splittings and, correspondingly, their longitudinal g
factors are about equal. For magnetic fields exceeding 5 T the hh-SFRS shift deviates
from the linear evolution tending to saturation. Since in such high magnetic fields the
mixing of the heavy-hole and light-hole states becomes essential [182], the reduced hh-
SFRS shift can be approximated by a Zeeman term comprising a mixed longitudinal g
factor of the heavy-hole and light-hole. A light-hole g factor being smaller than |g‖hh|
reduces the Zeeman splitting and, correspondingly, the SFRS line shift. Despite the
contribution from the light-holes, the SFRS line will further be denoted as hh-SFRS line.
The magnetic field dependence of the e- and hh-SFRS line widths are demonstrated
in the inset of Fig. 3-4 (a). The full width at half maximum (FWHM) Γ of the hh-SFRS
line increases from 0.09 meV at 3 T to about 0.14 meV at 10 T. Particularly for B > 6 T
the line width becomes broader. In that B-field range the shift of the hh-SFRS line also
shows a deviation. By comparison, the e-SFRS line slightly broadens with increasing
magnetic field. It is not limited by the laser line width which is about half of the e-SFRS
line width ranging about 0.08 meV. The broadening is caused by the g factor dispersion.
In the case of two slightly different g factors g1 and g2 the distance, i.e. broadening
(|g1−g2|µBB), between their overlapping lines linearly increases with the magnetic field.
Another reason for broadening are well width fluctuations that influence the light-hole
admixture to the heavy-hole states. The rather strong increase in Γ of the hh-SFRS line
at large B-fields might be caused by the light-hole admixture.
Apart from the Raman shift and line width, the intensities of the e- and hh-SFRS
lines depend on the magnetic field strength, as illustrated in the Fig. 3-4 (b). The linear
evolutions in the half-logarithmic representation demonstrate that the e- and hh-SFRS
intensities probed at the exciton resonance increase exponentially with B. The increase
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Figure 3-5: SFRS resonance profiles of the electron and heavy-hole in Faraday geometry at
B = 9 T. (a) For the (σ+, σ−) configuration the intensity evolution of the electron spin-flip Raman
line is measured with (black triangles) and without (red squares) above-barrier illumination.
The heavy-hole-SFRS (blue circles) is obtained for resonant excitation of the exciton. A PLE
spectrum for B = 9 T, detected at 1.5977 eV, is shown by the dashed line. It is similar to an
absorption spectrum. The exciton and trion peaks are marked by vertical arrows. (b) SFRS
resonance profiles for the electron and heavy-hole measured in the (σ+, σ+) configuration. In the
inset the e-SFRS intensity ratio Isf(σ+, σ−)/Isf(σ+, σ+) is shown as a function of the excitation
energy ER.
in the SFRS intensity is attributed to the shrinkage of the exciton Bohr radius and to the
increase in its oscillator strength with increasing B-field [141]. The e-SFRS intensity at
the T− resonance increases slightly, see the green-colored triangles. The almost constant
e-SFRS intensity indicates that the scattering efficiency is only weakly affected by the
enhanced magnetic confinement.
The e-SFRS lines show a sudden increase in their intensities, as marked by the arrows
in the Fig. 3-4 (b): at B = 9 T for the resonant excitation of the exciton and at 8 T for
probing of the T− trion. At these magnetic fields the energy of the incident or scattered
photon (incoming or outgoing channel) coincides with an interband transition. Hence, a
resonance occurs where one term of the denominator of the SFRS intensity, which can
be estimated by the Eq. (1.42), vanishes. In the next paragraphs it will be shown that
the outgoing channel is most effective for the SFRS in the CdTe QW.
The changes in the intensity of the SFRS lines by varying the excitation energy
across the exciton and trion resonances are shown in Fig. 3-5 (a) for the crossed circular
polarization (σ+, σ−). These resonance profiles describe the spectral dependence of the
probability of electron- or heavy-hole-SFRS. The resonance profiles of the e-SFRS (red
squares) and hh-SFRS (blue circles) without above-barrier illumination as well as the e-
SFRS (black triangles) under the above-barrier illumination are measured in the Faraday
geometry at B = 9 T. All three SFRS lines have their maximal intensity at about
ER = 1.6043 eV. Both e-SFRS lines show a second maximum at 1.6013 eV which is
about five times smaller than the respective high-energy maximum. The hh-SFRS is
absent across the entire trion resonance. The resonance profiles indicate that the e-
SFRS intensities for resonant excitation of the exciton or trion states are enhanced by
the above-barrier illumination. The positions of the resonance profile maxima are not
changed by the application of Ea.
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In addition to the SFRS resonance profiles, a photoluminescence excitation (PLE)
spectrum for B = 9 T and T = 1.8 K was measured. It is shown as dashed line in
the Fig. 3-5 (a). The PLE peaks of the exciton and trion do not coincide with the
SFRS resonance profile maxima. The SFRS intensities are maximal at the high-energy
edges of both PLE peaks. At these energies the weakly localized states are probed [186].
Moreover, the shift in the resonance profiles to higher energies of about 1 meV, which
corresponds to the electron Zeeman splitting at 9 T, demonstrates that the SFRS is more
efficient for the outgoing channel. Hereby, the energy of the scattered photons coincides
with the exciton or trion transition.
The spectral dependence of the e- and hh-SFRS intensities in the co-polarized con-
figuration (σ+, σ+) is depicted in the Fig. 3-5 (b). Only in resonance with the weakly
localized exciton both SFRS lines are observed. The hh-SFRS shows a resonance profile
spectrally similar to that in (σ+, σ−), while the width of the e-SFRS resonance profile is
narrower. At excitation energies exceeding 1.6045 eV its intensity becomes comparable
to the e-SFRS intensity in the crossed polarized configuration. As illustrated in the inset
of Fig. 3-5 (b), the ratio Isf(σ+, σ−)/Isf(σ+, σ+) of the e-SFRS is about unity at high
excitation energies. In this region of less localized excitons the e-SFRS line intensity in
(σ+, σ+) does not decrease as strong as in the (σ+, σ−) configuration.
3.3.2 Dependence on Geometry, Temperature and Laser Power
Further details on the electron and heavy-hole g factor tensors as well as the SFRS
processes are revealed by the dependence of the SFRS line shifts on the angle between
the magnetic field direction and z-axis. In Fig. 3-6 the angular evolutions of the electron-
and heavy-hole-SFRS are illustrated for B = 7 T. At the exciton resonance, the e-SFRS
line (closed squares) is weakly shifted with the increase in the angle θ from the Faraday
geometry (θ = 0◦) to the Voigt geometry (θ = 90◦). On the contrary, the hh-SFRS line
(solid circles) shows a strongly anisotropic behavior. The Raman shift can be described
by different longitudinal and transverse g factor values. In analogy to the Eq. (1.19), the
dependence of the g factor on the tilting angle θ is expressed by the equation
g(θ) =
√
(g‖ cos θ)2 + (g⊥ sin θ)2. (3.3)
Fits of the spin-flip Raman shifts ∆Esf(θ) = g(θ)µBB by means of Eq. (3.3) yield the
following g factor tensor components of the electron and heavy-hole§:
g‖e = −1.70± 0.01 , g⊥e = −1.62± 0.01,
g
‖
hh = −1.56± 0.01 , |g⊥hh| = 0.15± 0.02.
Due to the nonlinear magnetic field dependence of the hh-SFRS line in the Faraday
geometry, as demonstrated in the Fig. 3-4 (a), the longitudinal heavy-hole g factor derived
above is valid for B = 7 T only. At fields lower than B = 6 T the longitudinal g factors
of the electron and heavy-hole are about equal. Note, the evaluated electron g factors
are valid for the whole field range.
§The g factor signs cannot directly be evaluated from the SFRS experiments, but they are known for
the studied QW [182].
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Figure 3-6: Angular dependence of the spin-flip Raman shifts at B = 7 T and T = 1.8 K.
By resonantly exciting the exciton the electron-SFRS (closed squares) shows a slight anisotropy,
while the Raman shift of the heavy-hole line (closed circles) strongly depends on the tilting of
the magnetic field direction. In the case of resonant excitation of the T+ trion, the electron- and
heavy-hole-SFRS processes (open symbols) demonstrate both a spectral as well as an intensity
dependence on the angle θ. The latter dependence is implicitly shown by the appearance or,
respectively, disappearance of data points with increasing tilting angle. The e- and hh-SFRS are
spectrally shifted with θ equivalently as in case of the exciton resonance. For θ > 25◦ the e-SFRS
line disappears, and only the spin of the hh is flipped. The error of the Raman shift does not
exceed the symbol size.
Moreover, the longitudinal g factor of the exciton can be estimated. The use of
the definition gEx = ghh − ge for the bright exciton leads to g‖Ex = 0.14 at B = 7 T. It
considerably deviates from the imprecise gPL,Ex which has been determined in the Sec. 3.2.
The magnitude of its transverse g factor is uncertain due to the indeterminate sign of
g⊥hh. Nevertheless, the deviation of g
⊥
hh from zero is highlighted by the SFRS spectrum
measured at the exciton resonance in Voigt geometry¶, see the black curve in Fig. 3-7 (a).
Here, the hh-SFRS line partially appears in the close vicinity of the laser line. Under
above-barrier illumination the SFRS spectrum (red curve) solely contains the e-SFRS
line. Note, the ratios between the e-SFRS line maxima and the PL background are
weaker than the corresponding ratios in the Faraday geometry, compare the Figs. 3-2 (a)
and (b).
The angular dependence of the SFRS probed at the positive trion resonance manifests
itself in a strong variation in the SFRS intensities. In the Faraday geometry the resonant
excitation of the positive trion yields an electron-SFRS line, marked by the green-colored
open diamonds in Fig. 3-6, while a heavy-hole spin-flip is absent. In a tilted geometry with
an angle exceeding θ ≈ 15◦ the spin-flip of both an electron as well as a heavy-hole can be
identified from their partially overlapping SFRS lines. A corresponding SFRS spectrum
¶The deviation of g⊥hh from zero depends on different aspects [187]: the transverse hh g factor can
be described by the anisotropic parameter qKL of the Kohn-Luttinger (or Bir-Pikus) Hamiltonian. It
depends on the penetration of the hh wave function into the barrier material, and the spin-orbit splitting.
Also, strain induced in-plane mixing of the lh and hh states is included. Furthermore, g⊥hh is affected by
k-induced admixture of light-hole to the heavy-hole states. Moreover, an anisotropy of the electron-hole
exchange in n-doped QWs and an anisotropic lateral localizing potential can modify the transverse hh g
factor.
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Figure 3-7: SFRS spectra in Voigt geometry (θ = 90◦) and in tilted geometry (θ = 25◦) at
B = 7 T and T = 1.8 K without (black curves) and with (red curves) above-barrier illumination.
(a) The hh-SFRS line is partially visible at the edge of the laser line for resonant excitation of
the exciton. Under above-barrier illumination the hh-SFRS line is not present. (b) In resonance
with the T+ trion (ER = 1.6007 eV) at an angle of θ = 25◦ the lines of the hh- and e-SFRS are
observed. The above-barrier illumination with Pa = 0.04 W/cm2 leads to a suppression of the
hh-SFRS line, while the e-SFRS intensity is increased, as demonstrated by the red curve. The
hh-SFRS line also disappears when the excitation energy is reduced to ElowT+ = 1.6000 eV, see the
blue curve. (c) In Voigt geometry at the T+ resonance the e-SFRS is absent.
for θ = 25◦ is illustrated by the black curve in the Fig. 3-7 (b). By comparison, the SFRS
spectrum under above-barrier illumination only demonstrates the electron spin-flip at
∆Esf = 0.68 meV. The intensity of the e-SFRS line decreases with increasing angle and
vanishes for θ > 25◦. The SFRS line attributed to the heavy-hole becomes stronger, and
demonstrates the similar angle-dependent behavior like the hh-SFRS line at the exciton
resonance, as seen by the open triangles in Fig. 3-6. The angle dependencies imply that
both SFRS processes, probed at the T+ trion, have different scattering probabilities and
are based on SFRS mechanisms which are differently affected by the orientation of the
magnetic field. The e-SFRS at the positive trion resonance remains disappeared in the
Voigt geometry, as demonstrated in the Fig. 3-7 (c). However, under illumination for
resonantly exciting the T− trion the e-SFRS line with rather high intensity is observed,
it is marked by the vertical arrow.
Apart from the angle dependence of the e- and hh-SFRS at the T+ resonance, the
hh-SFRS also depends on the excitation energy varied across the trion resonance. The
spectrum containing both SFRS lines is measured for ER = 1.6007 eV. When the energy
is changed to ElowT+ = 1.6000 eV the hh-SFRS disappears, as shown by the blue curve in
the Fig. 3-7 (b). Thus, the hh-SFRS is very sensitive to the localization degree of the
carrier complex. It might be also possible for such low excitation energies that a heavy-
hole bound to an acceptor or a donor-bound exciton is involved in the Raman scattering
process.
In Fig. 3-8 the intensities of the electron- and heavy-hole-SFRS lines are shown as a
function of the lattice temperature varied from 1.3 to 9 K. The measurements were done
in Faraday geometry at B = 9 T. The SFRS processes induced in the exciton complex
by the energy EmidEx = 1.6035 eV are indicated by open symbols, while the closed squares
refer to the e-SFRS at the higher energy EhighEx = 1.6043 eV. The e- and hh-SFRS lines
are strongly sensitive to the temperature: they are most intensive at temperatures below
2 K, whereby their absolute intensities differ from each other considerably. For T = 5 K
the intensities are at least twice smaller than that at 2 K, whereas at 9 K they are
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Figure 3-8: Temperature dependence of the electron- and heavy-hole-SFRS intensities for res-
onant excitation of the exciton and T− trion at θ = 0◦ (Faraday geometry). The exponential fits
after Eq. (3.4), from which the activation energies of the SFRS processes are evaluated, are illus-
trated by lines. The e-SFRS is probed in resonance with both the exciton at EmidEx = 1.6035 eV
or EhighEx = 1.6043 eV as well as the negative trion at ET− = 1.6011 eV, the polarization config-
uration is (σ+, σ−). The line intensity of the hh-SFRS in the exciton for (σ+, σ+) polarization
does not show a saturating plateau thus indicating a small activation energy.
almost disappeared. The temperature-dependent SFRS intensities follow the Arrhenius-
like exponential equation
Isf = I0 exp
(

kBT
)
, (3.4)
where I0 is the intensity amplitude, kB the Boltzmann constant, and  the activation
energy of the corresponding SFRS process. The hh-SFRS is described by an activation
energy of only 0.1 meV, since its temperature dependence does not have a regime of
stable intensity. By comparison, the fittings of the e-SFRS data yield activation energies
of 0.3 meV for EhighEx and 0.8 meV for E
mid
Ex . Although the absolute intensity of the
high-energy e-SFRS is large, its activation energy is about three times smaller than
that for EmidX . The activation energies of the e-SFRS processes are smaller for larger
excitation energies where less localized states are excited. Moreover,  for EmidEx is similar
to  = 0.7 meV probed at the negative trion resonance, see the green-colored triangles
and curve in Fig. 3-8. Since the exciton binding energy in CdTe QWs is about 12 meV
and that of a trion is about 2-3 meV [185, 188],  cannot be attributed to the binding
energy. On the contrary, the energies  for the exciton and negative trion rather coincide
with the FWHM of their PL lines which do not exceed 0.9 meV, see Fig. 3-1 (b). The
localization potential of the QW as well as the QW width and barrier-alloy fluctuations
define the line width of the PL. Therefore, the activation energy can be assumed to
describe the localization energy of the corresponding carrier complex.
In the following the impact of the power density Pa of the above-barrier illumina-
tion on the SFRS processes will be highlighted. The power dependence of the electron-
and heavy-hole-SFRS intensities is illustrated in the Fig. 3-9 (b). Their tendencies are
characteristic of the crossed and parallel circular polarizations. They will be compared
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Figure 3-9: Dependence of the SFRS and PL intensities on the power density of the above-
barrier illumination in Faraday geometry, B = 9 T and T = 1.8 K. (a) Intensity ratios of
the σ+ or σ− polarized PL of the exciton (Ex) and trion (T), excited only by Ea = 2.33 eV.
(b) Enhancement and quenching of the electron- and heavy-hole-SFRS processes by the above-
barrier illumination. The power density of the resonant laser is PR = 0.5 W/cm2. The e-SFRS
for resonant excitation of the trion (ER = 1.6011 eV) is marked by the open squares, the other
experimental data are taken at the exciton resonance (ER = 1.6037 eV). (c) Dependence of the
e- and hh-SFRS intensity in relation to the PL background intensity Ibg on the power density of
the resonant excitation.
with the PL intensities of the exciton IEx and trion IT, since their PL mirrors the optical
tuning of the resident carrier concentration by the above-barrier illumination. The ratios
between the circularly polarized exciton and trion PL are shown in the Fig. 3-9 (a). In
what follows, the comparison is attributed to the regimes of low, intermediate, and high
power densities.
At low power densities Pa < 10−3 W/cm2 the PL intensity ratios IEx/IT are similar to
unity for σ+ and σ− polarization. Here, the concentration of the resident holes of about
1010 cm−2 exceeds the number of photogenerated electrons in the QW. The electron-
SFRS intensity approximately remains at the level as without above-barrier illumination.
However, the hh-SFRS sensitively responds to Pa: the increase from 10−4 to 10−3 W/cm2
leads to a decrease of its intensity by three times.
For intermediate power densities between 10−3 and 0.1 W/cm2 the PL ratio for
the σ+ polarization decreases, while the ratio I−Ex/I
−
T rises above unity, in agreement
with the circular polarization degrees shown in the Fig. 3-1 (d). The concentration of
the resident electrons becomes larger than the concentration of the holes, hence, the
type of the resident carriers changes from p- to n-type. As depicted in Fig. 3-9 (b),
in this power-density regime the hh-SFRS vanishes, while the e-SFRS intensities are
considerably enhanced. The intensity dependence of the e-SFRS reaches its maximum at
Pa ≈ 0.05 W/cm2 for the resonant excitation of the exciton (red triangles) and at about
0.005 W/cm2 at the T− resonance (open squares).
At high power densities Pa > 0.1 W/cm2 the PL intensity ratios increase and at about
5 W/cm2 they rise strongly. The e-SFRS intensities decrease and are fully suppressed at
about 1 W/cm2. At high power densities the injected electrons lead to heating effects,
and the trion oscillator strength decreases due to electron delocalization. These effects
reduce the lifetime of the scattering states and, in turn, the intensity of the electron-
SFRS line. Note, by use of a below-barrier illumination with an energy of 1.88 eV the
SFRS of the electron (and also hh) cannot be enhanced in intensity. For similar power
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densities as used for the above-barrier illumination its intensity remains at the level as
without additional illumination, and for larger power densities it is suppressed. These
preliminary results require further experimental studies.
The change in the e- and hh-SFRS intensity by varying the power density PR of the
resonant excitation is shown in Fig. 3-9 (c). The SFRS intensity is normalized by the
intensity of the PL background. In contrast to the Pa-dependence, both the e-SFRS
and hh-SFRS intensity distributions probed at the exciton resonance depend on PR in a
similar way: for PR = 0.2 W/cm2 the intensities are maximal, and for power densities
exceeding 1 W/cm2 the SFRS lines can hardly be separated from the PL background.
3.4 Discussion of Scattering Mechanisms
The SFRS mechanism can be evaluated from the circularly polarized Raman spectra,
measured in Faraday geometry, by analyzing the selection rules for electric dipole tran-
sitions. In the electric dipole approximation the change in the total angular momentum
is ∆j = 0 or ±1. The transitions are circularly polarized when the projection of the
total angular momentum jz on the quantization axis in z-direction changes by ±1. In
the case of resonant probing of a heavy-hole exciton, the optical excitation of the states
|jz〉 = |sz,e, jz,hh〉 = |+ 1〉 = | − 1/2,+3/2〉 and | − 1〉 = |+ 1/2,−3/2〉 by the absorption
of σ+ or, respectively, σ− polarized light is allowed. Here, sz,e and jz,hh designate the
projections of the electron spin and heavy-hole angular momentum. On the contrary,
the optical excitation into the (dark) exciton states | + 1/2,+3/2〉 or | − 1/2,−3/2〉 is
forbidden in the electric dipole approximation.
In the following the electric dipole selection rules are checked for SFRS processes
in three types of exciton complexes: a neutral exciton (i), a negative (ii) and positive
(iii) trion. For a (100)-grown QW the symmetry can be described by the irreducible
representation D2d, see details in the Section 1.1.1. Here, the heavy-hole subbands are
separated from the light-hole ones. It is assumed that a high magnetic field applied
along the growth axis of the QW lifts the spin degeneracy of the electron and heavy-hole
states. It is further supposed that the incident light is σ+ polarized. The possible SFRS
processes in the three types of complexes are illustrated by the schemes (i), (ii), and (iii)
in Fig. 3-10. A description of each scheme is given in the following.
(i) The incident photon creates an exciton in the state | + 1〉 = | − 1/2,+3/2〉 which
does not interact with a resident carrier. A single spin-flip of either the electron
or heavy-hole leads to a dark exciton state of | + 2〉 = | + 1/2,+3/2〉 or | − 2〉 =
|−1/2,−3/2〉, respectively. Hence, Raman scattering of a single spin in an exciton is
not observable. However, the simultaneous reversal of the electron and heavy-hole
spins is allowed; this exciton spin-flip scattering process is induced by an acoustic
phonon, as depicted in the Fig. 3-10 (i). Accordingly, the exciton is scattered from
| − 1/2,+3/2〉 into the state |+ 1/2,−3/2〉. The annihilation of this exciton yields
a scattered photon having an opposite circular polarization than the incident one,
i.e. σ− polarization in the considered example. Therefore, the SFRS line of the
exciton is observable in the (ση, σ−η) configuration. The Raman shift is given by
the exciton Zeeman splitting: ∆Esf = ∆EEx.
(ii) For resonant excitation of a negative singlet trion the resident electron occupies
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Figure 3-10: Model schemes of electric dipole allowed SFRS Stokes-processes in an exciton,
a negative and positive trion. The Faraday geometry, and separated light-hole and heavy-hole
states are considered. The resonant excitation is σ+ polarized. (i) For an exciton noninteracting
with a resident carrier, only the SFRS of the exciton itself is allowed via acoustic phonon scat-
tering. (ii) In the negative trion the heavy-hole spin is scattered by an acoustic phonon. The
difference between the incident and scattered photon energies is ~ωi − ~ωs > 0 thus defining a
Stokes process, see Subsection 1.2.1. (iii) In the positive trion the unpaired electron spin interacts
with an acoustic phonon. The trion Raman shifts are equal to ∆Ee +∆Ehh.
the spin-up and the photo-electron the spin-down state, the heavy-hole is in the
jz,hh = +3/2 state; the trion is initially in the state |+1/2,−1/2,+3/2〉. The total
angular momentum projection is jz = +3/2, as it is shown in Fig. 3-10 (ii). Here,
the single spin-flip of an electron is forbidden by Pauli’s exclusion principle. Only
an isotropic flip-flop exchange interaction between both electrons in the singlet
state is possible. Actually, it does not change the spin configuration of the trion
complex. Note, in the traditional way of explaining resonant Raman scattering
via virtual states the inclusion of the flip-flop of both electron spins is demanded
(see Section 1.2.1), although in the trion the two electrons with superposed wave
functions are indistinguishable. Only the unpaired heavy-hole in the T− trion can
flip its spin via acoustic phonon scattering. Hence, the trion is scattered from
| + 1/2,−1/2,+3/2〉 into the state | + 1/2,−1/2,−3/2〉. The final recombination
leads to σ− polarized light, whereby, a spin-down electron is left. The polarization
configuration is (ση, σ−η), and the Raman shift is equal to ∆Esf = ∆Ee + ∆Ehh.
The trion Raman shift practically coincides with that of the exciton. Since the sign
of ∆Ee(hh) depends on the sign of the electron (heavy-hole) g factor, ∆Ee(hh) can
be either positive or negative.
(iii) In analogy to the negative trion the resonant probing of the positive trion
| − 1/2,−3/2,+3/2〉 solely yields a SFRS process of the unpaired carrier spin.
Accordingly, the electron spin is scattered from sz,e = −1/2 to sz,e = +1/2 via an
acoustic phonon. A flip-flop between the two heavy-hole spins might be induced by
direct exchange interaction. In the end, the annihilation of the |+1/2,−3/2,+3/2〉
trion results in σ− polarized light in accordance with the electric dipole selection
rules.
In the Faraday geometry the Raman scattering which induces a single spin-flip of
either an electron or a heavy-hole in an exciton is principally forbidden by the electric
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Table 3-1: Properties of the different SFRS lines for resonant excitation of the exciton (EEx)
and trion (ET) states. The properties refer to the Stokes regime and Faraday geometry, except
for the hh-SFRS in the positive trion. The above-barrier illumination is denoted by Ea. Besides
the activation energy  determined by the temperature dependence, the dominant circular
polarization configuration (ση, σγ) is designated. The latter is abbreviated by (η γ). The
geometries in which the SFRS line is observed are marked by the tilting angle θ. The main SFRS
mechanisms are listed, they refer to anisotropic exchange interaction (Hˆxch), direct exchange
interaction between electrons (Hˆe-red ), and interaction with an acoustic phonon (Hˆac). Note, the
value  = 0.3 meV for the hh-SFRS at ET is uncertain due to temperature fluctuations during
the specific experiment.
SFRS Excitation  (meV) (η γ) Geometry Mechanism
e EEx (+Ea) 0.8 (+−)>(++) 0◦≤θ≤90◦ Hˆac+Hˆe-hxch
hh EEx 0.1 (++)>(+−) 0◦≤θ≤90◦ Hˆh-rhxch
e ET <0.1 (+−) 0◦≤θ.25◦ Hˆe-red + Hˆe-hhxch
hh ET (0.3) \ θ&15◦ lh↔hh+ θ 6=0◦
e ET+Ea 0.7 (+−),(−−) 0◦≤θ≤90◦ Hˆe-red + Hˆe-hhxch
dipole selection rules. Only an exciton-SFRS based on the simultaneous spin-flip of
the electron and heavy-hole can be expected. Possibilities to bypass the electric dipole
selection rules will be evaluated from the experimental observations. For instance, if a
resident carrier is in the vicinity of the photogenerated exciton the angular momentum
conservation can be relaxed due to a reduction in symmetry of the excitonic complex.
Thus, anisotropic flip-stop-like exchange interaction between identically charged carriers
is possible. It will be discussed in Subsection 3.4.1. Moreover, it will be shown that
the anisotropic flip-stop-like exchange interaction between the electron and heavy-hole
in an exciton plays a major role as a spin-flip scattering mechanism. Furthermore, the
tilting of the magnetic field direction with respect to the QW growth axis leads to a
mixing of the electron states and hole states. Therefore, single spin-flip Raman processes
become allowed. By comparison, in Faraday geometry the strain-induced mixing between
the light-hole and heavy-hole states results in linearly polarized SFRS lines satisfying
the electric dipole selection rules; in tilted geometries it contributes to the elliptical
polarization of the scattered light.
In the Table 3-1 the characteristics of the experimentally observed SFRS lines are
summarized. The type of the SFRS process is described with respect to the resonant
excitation energy which is in resonance with either the exciton or trion. Additionally, the
simultaneous application of the above-barrier illumination is indicated. The activation
energy as well as the dominant circular polarization configuration are specified. More-
over, the mechanism of the SFRS process is described by the corresponding Hamiltonian
operator. Note, the properties summarized in the Table 3-1 are related to the Faraday
geometry, only for the hh-SFRS at ET the data refer to a tilted geometry.
3.4.1 SFRS at the Exciton Resonance
SFRS lines of a heavy-hole and an electron are present in the experimentally obtained
spectra for the resonant excitation of the exciton. In contrast to the model scheme (i), an
exciton-SFRS line has not been observed, most probably due to the small longitudinal
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exciton g factor. The hh-SFRS is most intensive in the (σ+, σ+) configuration across
the entire exciton resonance, as noted in the Table 3-1. The e-SFRS is dominant for the
(σ+, σ−) polarization. Their experimental intensities in the different circular polarization
configurations are given in Eq. (3.2). The above-barrier illumination does not influence
the intensity ratios of the circularly polarized e-SFRS lines; it enhances their absolute
intensities with equal probability. On the contrary, the hh-SFRS line is suppressed
already at small power densities of the above-barrier illumination, see Fig. 3-9 (b). In
the following the Raman scattering mechanisms of the electron spin-flip and, thereafter,
the heavy-hole one at the exciton resonance will be discussed.
Electron-SFRS. According to Eq. (3.2) the Stokes scattered light of the electron
spin-flip is elliptically polarized in Faraday geometry: both for σ+ and σ− polarized
excitation the e-SFRS line is observed in the Stokes regime for parallel and opposite
circular polarizations. As indicated by the nonlinear magnetic field dependence of the
heavy-hole-SFRS line shift, see Fig. 3-4 (a), light-hole and heavy-hole states are mixed.
In the case of valence band mixing induced by local QW deformations or its asymmetric
interface potential [138, 140, 189], the lowest energy hole states take the form
|Ψ±h 〉 ∝ | ± 3/2〉 − β| ∓ 1/2〉, (3.5)
where the mixing coefficient β is equal to the ratio wlh/whh of probabilities for the hole
to be light or heavy. From the relative intensities of the e-SFRS noted in Eq. (3.2) the
mixing coefficient can be estimated to about β = 0.28. By comparison, the hh-SFRS
line intensities yield a similar mixing coefficient of 0.29. This 1 to 3 ratio coincides
with the typical probability of transitions to light-hole (jz,lh = ±1/2) and heavy-hole
(jz,hh = ±3/2) states. Therefore, the full explanation of the polarization characteristics
of the e-SFRS line at the exciton resonance requires the inclusion of the lh-hh mixing.
The electron-SFRS line at the exciton resonance is explained in terms of a fourth-
order Raman process in additional consideration of lh-hh mixing. The SFRS process is
schematically depicted in the Fig. 3-11 (a). The e-SFRS is initiated by the creation of a
| − 1/2,Ψ+h 〉 exciton addressed with σ+ or σ− polarized light. At the second stage, the
electron flips its spin from |−1/2〉 to |+1/2〉 via the interaction with an acoustic phonon.
It is described by the Hamiltonian Hˆac = S↑↓aˆ
†
↑aˆ↓bˆ
†, where S↑↓ describes the electron-
phonon coupling matrix element depending on the electron spin momentum projections,
aˆ↓ and aˆ
†
↑ are the electron annihilation and creation operators, and bˆ
† is the phonon
creation operator. The phonon energy ~Ωac is equal to the electron Zeeman splitting
g
‖
eµBB. At this stage, the difference in the total angular momentum of the exciton
|1/2,Ψ+h 〉 is either ∆jz = 2 or zero. In order to obtain circular-polarized scattered
photons, the photogenerated hole has to reverse its spin state. Since the emission of the
acoustic phonon has reduced the energy of the complex, the photo-hole has to flip its
spin without change in energy.
After the phonon-induced electron spin-flip the exciton in the state |1/2,Ψ+h 〉 should
be additionally shifted in energy by the exciton exchange energy δ0 designating the bright-
dark exciton splitting. Accordingly, the e-SFRS line shift should be given by g‖eµBB+δ0.
Only in the case of fast hole spin relaxation with ~/τs,h > δ0, the Raman shift does not
depend on the exciton exchange energy. In the CdTe-based QWs the exchange splitting
ranges between 0.05 and 0.1 meV [190]. In order to satisfy the condition above, the
spin relaxation time τs,h of the hole in the neutral exciton has to be shorter than 10 ps.
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From the literature, only the spin dephasing time of resident holes in the studied CdTe
QW is known [179]. The radiative exciton recombination time is about 20-30 ps [190].
By assuming the latter one as upper limit of τs,h, the condition ~/τs,h > δ0 is not fully
fulfilled. However, the studied exciton possesses a spatially asymmetric wave function
due to spatially shifted localization centers of the electron and hole, as will be shown later.
Accordingly, the hole spin can relax very fast due to anisotropic exchange interaction with
the electron spin. In turn, only the energy of the electron Zeeman splitting contributes
to the Raman shift in agreement with the experimental results.
At the third stage, an anisotropic exchange interaction between the sz,e = 1/2 elec-
tron and hole in the state |Ψ+h 〉 changes the hole spin state from |Ψ+h 〉 to |Ψ−h 〉 while
leaving sz,e invariant. This anisotropic flip-stop-like exchange interaction promotes the
hole into a virtual state whose energy coincides with the energy of the |Ψ+h 〉 spin state.
The initial hole state and the virtual one are degenerate, they do not differ by the Zee-
man splitting energy. The virtual state is not an eigenstate of the exciton, but it serves
as an intermediate state in the coherent Raman scattering process. It instantaneously
provides the annihilation of the |1/2,Ψ−h 〉 exciton under emission of scattered light which
is mostly σ− and partially σ+ polarized. The energy difference between the incident and
scattered photons is equal to the electron Zeeman splitting g‖eµBB.
The anisotropic flip-stop-like exchange interaction results from spatially shifted wave
function probability densities of the electron and hole. The centers ρe and ρh of their
in-plane localization areas do not coincide. The presence of the in-plane direction
ρe−ρh lowers the symmetry of the exciton complex. Since the projection of the angular
momentum on the axis defined by ρe − ρh is not preserved, the restrictions imposed
by the angular momentum conservation are lifted. This symmetry reduction allows an
anisotropic exchange interaction which flips the hole spin while leaving the electron spin
invariant. Correspondingly, it is called flip-stop-like exchange interaction [141, 142, 191].
The Hamiltonian of the flip-stop-like e-h exchange interaction is described by
Hˆe-hxch = (∆hσ
h
+ +∆
∗
hσ
h
−)σ
e
z. (3.6)
Here, ∆h and ∆∗h are complex coefficients, and the Pauli matrices σ
e
z and σh± = (σx ±
iσy)/2 act on the electron or, respectively, light-hole and heavy-hole states in the basis
1/
√
2|x − iy〉| ↓〉, −1/√2|x + iy〉| ↑〉, 1/√6(|x − iy〉| ↑〉 + 2|z〉| ↓〉), and −1/√6(|x + iy〉
| ↓〉−2|z〉| ↑〉). The anisotropic exchange requires a symmetry reduction due to spatially
different probability densities of the in-plane electron and hole wave functions. The weak
wave function overlap is indicated by the small activation energy  = 0.8 meV of the
exciton complex, compare Fig. 3-8. One can conjecture that the e-SFRS is observed for
excitons with nonspherical symmetry.
The mechanism of the e-SFRS at the exciton resonance previously discussed has
no alternative. An influence of a resident hole or electron can be excluded, since the
polarization characteristics of the e-SFRS line do not depend on the above-barrier illu-
mination. If a resident hole excited the photo-hole into the virtual state via anisotropic
exchange interaction, the application of the above-barrier illumination would solely sup-
press the e-SFRS. If a resident electron participated in the e-h exchange, the intensity
of the e-SFRS line would be very weak in absence of the above-barrier illumination. An
anisotropic exchange interaction between a resident electron and the exciton would also
result in a strong co-polarization of the scattered light. The complex of exciton and
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Figure 3-11: Schemes of the e-SFRS and hh-SFRS Stokes-processes at the exciton resonance in
Faraday geometry, illustrated in the single-particle picture. (a) Fourth-order process describing
the electron-SFRS line in the differently circular-polarized configurations. The intermediate
states are based on the scattering of the electron with an acoustic phonon, and the anisotropic
exchange interaction between the electron and hole. (b) Third-order hh-SFRS process based on
the anisotropic exchange between the photogenerated and resident hole. A radiative transition is
marked by the curved single-line arrow. The blue-colored double-line arrow notes an anisotropic
flip-stop-like exchange interaction.
resident electron would be more asymmetric, thus, the localization energy would be as
small as  for the hh-SFRS at the exciton resonance.
Furthermore, two other processes which might be thought to be responsible for the
dominant (σ+, σ−) polarization of the e-SFRS can be excluded. (1) After the spin-flip
of the photo-electron via an acoustic phonon, it can recombine with a resident heavy-
hole whose spin is orientated opposite to the spin of the photo-hh. The emitted light
is σ− polarized and its energy could be reduced by the electron Zeeman splitting only.
Nevertheless, this process is not a coherent SFRS process, it only leads to resonant PL.
Also, it would sensitively depend on the concentration of the resident holes. (2) If the
e-SFRS is solely based on an isotropic exchange interaction between the electron and
heavy-hole, the scattered photon will be σ− polarized. But, the energy of the scattered
photon will be the sum of the electron and heavy-hole Zeeman splittings: |g‖e + g‖hh|µBB.
The enhancement of the absolute e-SFRS intensity by the above-barrier illumination
is caused by an increase in the exciton lifetime. As shown by Koudinov et al. [192], the
SFRS intensity depends on the third power of the lifetime τEx or, respectively, the ho-
mogeneous line width ΓEx of the exciton state: Isf ∝ Γ−3Ex ∝ τ3Ex . Due to the background
concentration of holes the excitons can be trapped into positive trion states. This trion
formation is the dominant nonradiative decay mechanism for excitons. The trion forma-
tion time τT is about a few ps, while the exciton lifetime approaches 30 ps. Hence, the
line width of the exciton will be broadened and, in turn, the SFRS intensity decreases.
The above-barrier illumination leads to a reduction in the resident hole concentration
thus making the formation of positive trions less probable. Correspondingly, the lifetime
of the exciton states is increased resulting in an increase in the overall electron-SFRS
intensity. The increase in the SFRS intensity requires that the scattering time τs of the
acoustic phonon and spin-spin exchange exceeds the trion formation time, and the entire
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e-SFRS must occur within the exciton lifetime: τT < τs < τEx . At high optical power
densities of the above-barrier illumination the SFRS intensity will be reduced again, as
depicted in Fig. 3-9 (b). Note, the trion formation time and/or exciton lifetime only
influence the SFRS intensity, while the width of the SFRS line is affected by τs.
A further property of the e-SFRS in the exciton can be extracted from the resonance
profiles: they illustrate that at high excitation energies of about 1.605 eV the intensity
of the e-SFRS line in the (σ+, σ+) configuration becomes comparable to Isf(σ+, σ−), see
inset of Fig. 3-5 (b). And, the SFRS resonance profile in the co-polarized configuration
becomes narrower, see Figs. 3-5 (a) and (b). The change in the SFRS intensity ratio
can be explained by an energy dependence of the e-SFRS mechanism. The anisotropic
exchange interaction between a resident and the photogenerated electron can lead to the
relative intensity enhancement of the co-polarized scattered light. At high excitation
energies the probability of probing a complex of a residual electron and an exciton less
localized in the lateral QW plane is increased. Note, a weaker localization of the exciton
complex is also expressed by the lower energy  = 0.3 meV probed at high excitation
energy, see Fig. 3-8. Therefore, it can be assumed that in this energy range two SFRS
processes are present: the electron spin-flips are performed in both the isolated exciton as
well as the resident electron-exciton complex. Alternatively, the SFRS intensity change
and the narrowing of the SFRS resonance profile can be described by an energy-dependent
variation of the light-hole admixture into the hole state, in consideration of isolated
excitons only. According to the valence band mixing, the heavy-hole part accounts for
the (σ+, σ−) configuration, while the σ+ polarized scattering light is contributed by the
light-hole. Since the effective in-plane mass of the light-hole can become comparable
to that of the heavy-hole with increasing excitation energies [186, 193], the localization
potential and also the lh-hh mixing coefficient β might be affected so that the exciton
receives a more significant light-hole character.
Heavy-Hole-SFRS. The SFRS of the heavy-hole at the exciton resonance is the
result of a third-order scattering process. Since the hh-SFRS line intensities are ellipti-
cally polarized with a light-hole admixture of 29%, the lh-hh mixing must be taken into
account‖. The scheme of the hh-SFRS is illustrated in the Fig. 3-11 (b). In the case
of Stokes scattering a circularly polarized photon creates a | − 1/2,Ψ+h 〉 exciton. Due
to the strong sensitivity of the hh-SFRS to the above-barrier illumination, a resident
hole (rh) is assumed to be neighbored to the photogenerated exciton. The wave function
of the resident hole which is localized by QW width or alloy fluctuations is spatially
shifted from the wave function of the photo-hole. Due to the spatially separated in-plane
localization centers of the photo-hole and the neighboring resident hole the anisotropic
exchange interaction between both holes becomes probable, as in the case of the e-SFRS
process discussed previously. Note, the low activation energy  = 0.1 meV indicates that
the envelope functions of the photo-exciton and resident hole weakly overlap, in turn,
their density probabilities are strongly separated in space. Accordingly, the photo-hole
induces a spin-flip of the resident hole from |Ψ−rh〉 to |Ψ+rh〉 via the anisotropic flip-stop-
like exchange interaction. This interaction is illustrated by the blue-colored double-line
‖For the (σ−, σ−) polarization the relative intensity of the hh-SFRS is also about 0.3, although
this configuration has the lowest probability. The circular polarization degree of the resident holes is
about 30% at B = 9 T. Thus, the hole spin polarization also contributes to the hh-SFRS polarization
characteristics.
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arrow in Fig. 3-11 (b). In analogy to Eq. (3.6), the interaction Hamiltonian Hˆh-rhxch is
given by Hˆh-rhxch = (∆rhσ
rh
+ +∆
∗
rhσ
rh− )σhz .
At the final stage of the hh-SFRS process, the photo-exciton |sz,e,Ψ+h 〉 annihilates by
emitting light having the same circular polarization as the incident light. Due to the lh
character of the exciton it is σ+ and partially σ− polarized. In comparison to the incident
light, the energy of the scattering light is reduced by the Zeeman energy of the resident
hole (∆Esf = ∆Erh). Altogether, the observation of the hh-SFRS in the Stokes regime
requires that the electron occupies the | − 1/2〉 state, and the rh has to change its spin
state from the lower to the upper Zeeman level, thus providing a low-energy scattered
photon. In the case of the anti-Stokes process the transition of the resident hole from
the upper to the lower state contributes the Zeeman energy to the exciton complex.
The strength of the anisotropic hole-hole exchange interaction can be estimated by
the localization degrees of the resident hole and exciton. According to Ref. [191], the
exchange energy is expressed in terms of the localization radius arh of the resident hole
captured by potential fluctuations, the surface area δS defining the exciton-localization
dimension in the xy-plane of the QW, the QW width Lz, and the permittivity ε of CdTe.
The exchange energy can then be described by [191]
Eh-rh ≈ e
2 a2rh
εLzδS
. (3.7)
The localization radius of the resident hole is small in comparison to the lateral extension
of the photo-exciton and, in turn, to the localization radius of the photo-hole. By using
the values ε = 8.91ε0 [194], Lz = 20 nm, arh ≈ 0.1 nm and δS ≈ 35 nm2,∗∗ the
exchange energy is approximately Eh-rh ≈ 0.03 meV. The calculated value is similar to
the localization energy  evaluated from the hh-SFRS temperature dependence.
The energies of the anisotropic exchange interactions between the holes Eh-rh and
the electron and hole Ee-h can be estimated from the corresponding energies . Both
the localization energy of the scattering complex as well as the exchange energy depend
on the overlapping of the carrier wave functions. By considering  as the upper limit
for the effective strength of the exchange interaction between the two carriers, Ee-h falls
below 0.8 meV and Eh-rh can be estimated to be less than 0.1 meV. According to these
estimations the magnitude of the anisotropic exchange interaction between the electron
and hole exceeds the energy of the anisotropic exchange between the two holes.
3.4.2 SFRS at the Trion Resonance
In addition to the resonant excitation of the exciton without above-barrier illumina-
tion, the hh-SFRS is observed for resonant probing of the positive trion. As noted in
Table 3-1, at the exciton resonance the hh-SFRS line is detected in each polarization
configuration, while it is absent in the Faraday geometry at the T+ trion resonance. The
hh-SFRS line only appears in tilted geometries with an angle θ & 15◦. It is in agreement
∗∗The localization radius is estimated by the Bohr radius of the hole which is given by arh =
ε~2/(m∗hhe2) with the heavy-hole effective mass m∗hh = 0.48m0. Since the diamagnetic shift
e2〈ρ2l 〉/(8µ)B2 is proportional to the lateral extension of the exciton wave function, δS ≈ 〈ρ2l,Ex〉 is
taken from the fitting of the magnetic field dependence of the exciton PL energy.
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with the model scheme (iii), shown in Fig. 3-10, that predicts only an exciton-SFRS
in Faraday geometry. Actually, the absence of the hh-SFRS in the Faraday geometry
indicates that the T+ trion complex is spherically symmetric. Thus, an anisotropic spin
exchange interaction bypassing the conservation of angular momentum is not possible in
the positive trion complex; the reversal of spin of one of the holes is blocked by Pauli’s
exclusion principle. Accordingly, only in a tilted magnetic field the spin-flip scattering
of the heavy-hole is observable.
The tilting of the magnetic field direction with respect to the QW growth axis leads
to a mixing of the electron states. They are mixed by the in-plane component of the
magnetic field vector, and can be described by [145]:
Ψ±e = cos(θ/2)| ± 1/2〉 ± sin(θ/2)| ∓ 1/2〉. (3.8)
The mixing of the two lowest electron spin states is established via the transverse elec-
tron g factor. The lh-hh mixing is affected by the coupling of B to a nonzero in-plane
magnetic moment of the heavy-hole due its transverse g factor g⊥hh 6= 0. Therefore, in
tilted geometries the probability of the mixing between the light-hole and heavy-hole
states differs from that in Faraday geometry, where it is mainly induced by strain. Cor-
respondingly, the lh-hh mixing coefficient depends on the tilting angle θ. The hole wave
functions take the form of Eq. (3.5) where the mixing coefficient is substituted by β′(θ).
As depicted in the Fig. 3-12 (a), incident light which is vertical-linearly polarized is
supposed to excite the positive trion into the state |Ψ−e ,Ψ−h ,Ψ+h 〉, whereby, the resident
hole initially occupies the |Ψ+h 〉 state. Due to the mixed conduction band states, the
spherical symmetry of the complex, and the occupation of both hole spin states, neither
the electron nor the holes need to change their spin states to realize a hh-SFRS process.
The final stage of this two-order SFRS process is governed by the annihilation of the
trion |Ψ−e ,Ψ−h ,Ψ+h 〉, whereby, a hole in the |Ψ−h 〉 state is left. The energy difference
between the incident and scattered light is determined by the hole Zeeman splitting.
Note, both holes can interact via direct exchange interaction described by the Heisenberg-
like Hamiltonian Hˆh-rhd = Jh-rh (σ
h
xσ
rh
x + σ
h
yσ
rh
y ). Here, Jh-rh is the exchange integral and
σx,y are the Pauli matrices of the two holes. The mutual spin-flip scattering could be
necessary− even in this spherically symmetric complex− to distinguish between resonant
PL and the resonant SFRS process, see the discussion in Subsection 1.2.1.
In absence of the above-barrier illumination the resonant excitation of the trion also
yields an electron-SFRS. In Faraday geometry it is detected for the (σ+, σ−) polar-
ization with rather weak intensity. Due to residual electrons, also in absence of the
above-barrier illumination, the e-SFRS can take place in a negative trion. An electron
spin-flip in the positive trion would require the scattering of the photo-hole into an ener-
getically equivalent virtual state with opposite spin, as in the case of the exciton complex.
The presence of the resident heavy-hole in the T+ trion forbids the excitation of that
virtual state, since the hole spins have to be anti-correlated††.
The application of the above-barrier illumination enhances the intensity of the e-
††The disappearance of the e-SFRS and almost simultaneous appearance of the hh-SFRS at about
θ = 25◦ may give rise to the assumption that both SFRS processes are in competition, and at larger
angles the hh-SFRS becomes more efficient. If both SFRS processes were correlated, they would take
place in the positive trion complex. However, an e-SFRS in the positive trion is forbidden.
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Figure 3-12: Schemes of the hh- and e-SFRS Stokes-processes in the positive and negative trion,
respectively. (a) In resonance with T+ trion, at tilting angles θ & 15◦ the hh-SFRS is possible
due to the mixing of the electron states. (b) The electron-SFRS process in the negative trion in
Faraday geometry consists of a direct flip-flop exchange between the two electron spins, and the
anisotropic e-hh exchange interaction. The photo-hole is scattered into the virtual heavy-hole
state | − 3/2〉. The e-SFRS line is present in the (σ±, σ−) configurations.
SFRS line, and leads to its observation in the (σ+, σ−) and (σ−, σ−) configurations,
as noted in Table 3-1. The above-barrier illumination makes the e-SFRS more stable
against the increase in the lattice temperature. While the e-SFRS line probed without
above-barrier illumination disappears at elevated tilting angles, it is observable over the
whole angular range when the additional illumination is applied. It will be demonstrated
that the electron-SFRS is performed in the negative trion via the same scattering mech-
anism with and without above-barrier illumination, and that the scattering intensity is
influenced by the angle dependence of the anisotropic e-h exchange interaction as well as
the number of additional resident electrons provided by the above-barrier illumination.
Moreover, the observation of the e-SFRS probed at the T− trion in the Faraday
geometry, its strong dependence on the above-barrier illumination, and the presence of
anisotropic e-h exchange interaction (as the only SFRS mechanism) demonstrate that
the negative trion complex is not spherically symmetric, in contrast to the T+ trion.
Therefore, the isotropic exchange between the two electrons is necessary to realize the e-
SFRS. The small activation energy of 0.7 meV of the negative trion complex, being similar
to that of the exciton complex, also evidences that the T− complex is not spherically
symmetric. Thus, an electron can interact via anisotropic exchange interaction with the
hole. Assuming a fully symmetric negative trion where the electron spins form a singlet,
an electron-SFRS will only be observable if the hole spin relaxes very fast. However, one
can expect that the hole spin relaxation in such a symmetric complex with compensated
electron spins is slow. Also, a SFRS mechanism based on the admixture of the triplet
trion states to the singlet ones can be excluded for magnetic fields smaller than 20 T [182],
since at low B-fields they are separated in energy by more than 2 meV. Furthermore,
the specific polarization property, i.e. the pronounced σ− polarization of the scattered
light, of the e-SFRS line in Faraday geometry most probably reflects the equilibrium spin
polarization of the resident electrons.
In the negative trion the electron-SFRS (in Faraday geometry) originates from two
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intermediate scattering processes, as illustrated in the Fig. 3-12 (b). Firstly, the resident
and photocreated electrons flip their spins via direct exchange interaction. In analogy to
the Hamiltonian Hˆh-rhd , the flip-flop of the electron spins is described by the Hamiltonian
Hˆe-red = Je-re (σ
e
xσ
re
x + σ
e
yσ
re
y ). (3.9)
After the direct exchange interaction the photo-electron occupies the energetically lowest
state | + 1/2〉. Secondly, an anisotropic flip-stop-like exchange interaction between the
photogenerated electron and hole changes the hole from |Ψ+h 〉 = |3/2〉 − β| − 1/2〉 to the
energetically equivalent virtual state | − 3/2〉. It is proposed that the virtual state has
mainly heavy-hole character, since the final annihilation of the photo-exciton results in
σ− polarized light only. The Hamiltonian Hˆe-hhxch is similar to that given in the Eq. (3.6).
It transforms the |Ψ±h 〉 states into the hh-states | ∓ 3/2〉.
Finally, the angle-dependent reduction in the e-SFRS intensity will be discussed.
An increase in the tilting angle θ leading to a smaller in-plane magnetic confinement
reduces the localization of the electron and thus its SFRS line intensity. However, a
tilting of the magnetic field direction with respect to the QW growth axis also enhances
the mixing of the spin states. Therefore, one can expect a strong increase in the SFRS
intensity, as it is shown for, e.g., (In,Ga)As quantum dots in Subsection 4.1.1. For the
studied CdTe QW, at the T+ trion resonance (without above-barrier illumination) the
e-SFRS line disappears for tilting angles exceeding 25◦. The line intensity of the e-
SFRS probed at the exciton resonance also decreases with increasing angle, compare the
Figs. 3-2 (a) and 3-7 (a). The disappearance of the e-SFRS can be attributed to the
angle-dependent attenuation of the anisotropic electron-hole exchange interaction. The
exchange interaction can be described as a transfer of the longitudinal and transverse
spin polarizations between the electron and hole. The effective field which is produced
by the one carrier due to its Larmor precession around the magnetic field direction, is
felt by the other carrier, and vice versa. If the g factors of both carriers are identical, the
time-dependent probability of spin exchange is proportional to sin2(Jxcht/2), where Jxch
marks the exchange constant [195]. In the case of different g factors the longitudinal and
transverse spin exchanges deviate from each other. Thus, the probability of an exchange
interaction process is scaled by the Larmor frequencies ωL = gµBB/~ of the electron and
hole. The probability pxch for the e-h exchange interaction is then given by [196]
pxch ≈ ~2/(µBB)2
(
Jxch
ge − gh
)2
. (3.10)
Since at larger angles θ the hole g factor considerably deviates from the isotropic electron
g factor, the e-h exchange interaction becomes less probable. Accordingly, the intensity
of the e-SFRS line decreases for resonant excitation of both the trion as well as exciton.
In contrast to the e-SFRS at the T+ resonance, the stronger localization potential of the
exciton makes the e-SFRS observable in Voigt geometry, as shown by the black curve
in the Fig. 3-7 (a). Therefore, the decrease of pxch accounts for the angle-dependent
disappearance of the e-SFRS. Note, its intensity is recovered and enhanced by the above-
barrier illumination at the T− resonance. It results from the optically induced increase
in the resident electron concentration. Due to the larger number of resident electrons,
the formation of negative trions and thus the electron-SFRS become more probable.
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3.5 Conclusion
The spin-flip Raman scattering of electrons and heavy-holes is studied for resonant ex-
citation of neutral and charged excitons in a CdTe/Cd0.63Mg0.37Te quantum well. The
mechanisms of the spin-flip scattering are discussed by means of their polarization char-
acteristics as well as angular and magnetic field dependencies. Model schemes of electric
dipole allowed spin-flip Raman processes in the exciton complexes are compared to the
experimentally determined scattering mechanisms, which originate from a reduced quan-
tum well potential symmetry, the mixing between the light-hole and heavy-hole states,
and mixed electron spin states in a tilted magnetic field geometry. At the exciton reso-
nance anisotropic flip-stop-like exchange interactions induce the electron and heavy-hole
spin-flip scattering processes. The electron spin-flip scattering in a spatially asymmetric
exciton is established via an acoustic phonon interaction accompanied by an anisotropic
flip-stop-like exchange between the electron and hole. The latter leaves the electron spin
invariant, while the hole spin state is changed. The heavy-hole-SFRS is realized by a resi-
dent heavy-hole being in spatial vicinity of the photogenerated exciton. The strength of
the anisotropic exchange interaction between the photogenerated and resident heavy-hole
is about one order of magnitude smaller than that of the electron-hole exchange.
In resonance with the positively charged exciton the heavy-hole spin-flip scattering
is based on a two-stage process (absorption and emission) governed by the mixing of
conduction and valence band levels. It is demonstrated that the positive trion complex
is spherical symmetric, on the contrary to the negative trion. The resonant excitation
of the spatially asymmetric negative (singlet) trion yields an electron spin-flip scatter-
ing which is provided by direct spin exchange between both electrons and anisotropic
electron-hole exchange interaction. The application of above-barrier illumination can
considerably enhance the efficiency of the electron-SFRS. The variations in the resonant
excitation energy and lattice temperature indicate that the spin-flip Raman scattering
strongly depends on the spatial symmetry of the electron and heavy-hole wave functions,
and also on the localization degree of the resident electrons and heavy-holes. The vari-
ation in the intensity of the electron spin-flip scattering in tilted geometries reveals an
angular dependence of the anisotropic electron-hole exchange interaction. Its probability
is inversely proportional to the squared difference of the electron and hole g factors.

Chapter 4
Spin-Flip Raman Scattering in
(In,Ga)As/GaAs Quantum Dots
Semiconductor quantum dots (QDs) have aroused remarkable interests in most diverse
scientific fields, as they open new opportunities particularly in spintronics and quantum
information technology [197, 198, 199]. A major possibility of implementing solid-state
quantum information applications is offered by electron spins in ensembles of QDs [23].
However, different kinds of mechanisms compete against robust electron spin coherence,
such as the hyperfine electron-nuclear interaction [200, 201, 202]. A further loss of coher-
ence among the phases of the electron spins can result from spin-nonconserving coupling
between ground and excited electron states [203]. Apart from the electron-nuclear in-
teractions, the study of possible impacts of excited spins on ground state processes in
semiconductor QDs is essential.
In the Section 4.2, the involvement of excited electron states in the electron spin-flip
Raman scattering (SFRS) is studied in singly charged (In,Ga)As/GaAs QD ensembles.
In strong magnetic fields a first-excited electron state with nonzero orbital angular mo-
mentum is effectively coupled to an electron ground state. An incident photon creates
a ground-state exciton and additionally excites the resident electron under spin reversal
to a first-excited state. The SFRS of the resident electron is observed, its spin is flipped
via isotropic exchange interaction with the photogenerated electron. This resonantly in-
duced electron-exciton interaction shows similarities to the combined exciton-cyclotron
resonance that has been observed in quantum wells [204]. It depends on the interplay be-
tween the spatial and magnetic field confinement in the QDs. Strong shifts of the SFRS
resonance profiles in dependence on the orientation as well as strength of the external
magnetic field reveal the coupling of the ground and excited electron states. Numerical
calculations of the angle-dependent Fock-Darwin states affirm the novel electron-SFRS
process.
It is well known that the SFRS technique provides the immediate measurement of the
g factor of a carrier and the analysis of carrier-carrier and carrier-phonon interactions.
In the Section 4.3, it is shown that also the optically induced electron-nuclear hyperfine
interaction in an ensemble of (In,Ga)As QDs can be studied by using two-color SFRS.
The Raman shift of the electron-SFRS line serves as direct indicator of the Overhauser
shift. Not only the study of nuclei effects in ensembles of QDs is rather limited, also
the application of the SFRS technique itself to characterize the QD s-shell is missing so
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far. Hitherto, only Puls et al. have presented a spectrum with an electron-SFRS line in
CdSe quantum dots [137]. In the first Section of the Chapter, the basic properties of the
electron-SFRS in three (In,Ga)As/GaAs QD samples are discussed. The intensity of the
electron-SFRS strongly depends on the magnetic field orientation with respect to the QD
growth axis. The magnetic field dependence of the Raman shift reveals the existence of
electron spin-flip scattering in undoped and singly charged QDs. Both SFRS mechanisms
require the magnetic field induced mixing of the electron states in tilted geometries as
well as light-heavy-hole mixing. The Section 4.1 is concluded by the discussion of the
electron g factor dispersion across the inhomogeneously broadened QD ensembles.
Three samples with self-assembled (In,Ga)As/GaAs QDs, fabricated by molecular
beam epitaxy on (001)-oriented GaAs substrates, were probed by the resonant SFRS
technique. The samples contained 20 layers of lens-shaped QDs with 60 nm separation
between adjacent layers and a density of 1010 dots per cm2. A charging by about one
electron per QD was provided by n-modulation doping with Si-dopants 20-nm-below
each layer. After the growth the samples were annealed at different temperatures of
900◦C (#1), 945◦C (#2), and 980◦C (#3) leading to different QD sizes and composition
profiles. Each sample, stress-free attached to the rotatable lens-based Raman-holder
(see Sec. 2.2), was exposed to magnetic fields B up to 10 T and a low temperature of
T = 6 K. The QD ensembles were excited by a tunable CW Ti:Sapphire laser with a
typical power density of 5 W/cm2. The laser spot diameter was approximately 0.5 mm.
The scattered light was analyzed by the triple-spectrometer operating in the subtractive
mode which was equipped with a liquid-nitrogen cooled CCD camera. The backscattered
SFRS experiments were performed in the Faraday and Voigt geometries as well as in tilted
geometries, where the magnetic field vector B and QD growth axis z enclose an angle
0◦ < θ < 90◦.
4.1 Characterization of Electron Spin-Flip Raman Scatter-
ing
4.1.1 Symmetry-Dependent Scattering Mechanism
The exciton photoluminescence (PL) spectra of the studied (In,Ga)As/GaAs QD ensem-
bles are shown in the Fig. 4-1 (a). The PL was excited at an energy of 1.54 eV exceeding
the wetting-layer band gap. The power density was about 0.12 W/cm2. The PL peaks
of each QD ensemble are attributed to s-shell excitons, and the high-energy shoulders
belong to the p-shell excitons. Both PL contributions are marked by arrows in the
Fig. 4-1 (a). The s-shell peak energies for the samples #1, #2, and #3 are 1.341, 1.396,
and 1.439 eV, respectively. The QD PL of the samples, which were annealed at higher
temperatures Tan, is shifted to higher energies. The blue-shifting of the PL is caused by
the diffusion of gallium atoms from the barrier material into the QDs during the post-
growth annealing thus increasing the band gap energy∗. The annealing also results in
a more homogeneous distribution of QD sizes indicated by a narrowing of the PL line
∗The band gap energy of the InxGa1−xAs QDs is given by EΓg = 0.417x+1.519(1−x)−0.477x(1−x)
[205]. By using the s-shell peak energy as approximation of the band gap energy, the average indium
concentration x in the three samples #1, #2, and #3 is estimated to 0.12, 0.08, and 0.05, respectively.
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Figure 4-1: (a) PL spectra of the studied (In,Ga)As/GaAs QD samples measured at T = 6 K
and B = 0 T. The arrows mark the s- and p-shell peaks. (b) s-shell peak energy in dependence
on the illumination of different sample-#2-positions. The red-colored circles were measured for
probing the same central area of the sample, the laser spot diameter did not exceed 0.5 mm.
width. Moreover, the increase in the annealing temperature leads to an increase in the
effective QD diameter. It corresponds to a shallowing of the QD confinement potential
and, in turn, to a reduction in the lateral confinement. The lateral confinement energy
~ω0 is evaluated from the transition spacing, i.e., the energy difference between the s-
and p-shell peaks. The energies ~ω0 for the samples #1, #2, and #3 are given by 19.8,
13.1, and 9.8 meV, respectively.
As illustrated in the Fig. 4-1 (b) for sample #2, the probing of different sample areas
causes shifts in the s-shell peak energy of about ±2 meV. The variation in the peak
energy across the sample is due to the spatial inhomogeneity of the QD size distributions
and composition profiles. Hence, the experiments require a monitoring of the laser spot
position on the sample surface. The adjustment of the sample and laser spot positions by
checking the intermediate image of the sample surface, see description in Sec. 2.2, reduces
the PL energy variation by one order of magnitude to ±0.2 meV†. The reproducibility
of the probing of the same sample position is depicted by the red-colored circles in the
Fig. 4-1 (b). Note, the data presented in the following were acquired for definite sample
positions.
In the Fig. 4-2 SFRS Stokes-spectra of the samples #2 and #3 are shown for different
geometries. In the Faraday geometry (θ = 0◦) a SFRS process is absent in both QD
samples, only a PL background is observed as it can be seen in the Figs. 4-2 (a) and
4-2 (b). By tilting the magnetic field direction with respect to the QD growth axis a
SFRS line becomes apparent. In the case of sample #2, see Fig. 4-2 (c), it is shifted by
|∆Esf| = 0.34 meV from the laser line. The Raman shift corresponds to a g factor of
|g| = |∆Esf|/(µBB) = 0.58, where µB is the Bohr magneton. For the high-temperature
annealed sample #3 the g factor is estimated to |g| = 0.53. The g factors are attributed
to the Zeeman splitting of the electron states with opposite spin momentum projections,
since the heavy-hole g factor is smaller than the electron one and strongly anisotropic
†The PL energy variation of ±0.2 meV approximately corresponds to the average error derived from
the fittings of the different PL lines.
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Figure 4-2: Electron-SFRS Stokes-spectra of the samples #2 and #3 measured in different
geometries at B = 10 T and T = 6 K, the excitation energies were in resonance with the s-shell
peaks. In the Faraday geometry SFRS is absent in both samples, as evidenced in (a) and (b).
The intensities of the e-SFRS lines (marked by arrows) in the tilted geometry with θ = 25◦,
see (c) and (d), are significantly smaller than that in the Voigt geometry shown in (e) and (f).
The Raman shift decreases with increasing tilting angle. The laser line cut-off is exemplarily
indicated in panel (c).
[206]. A further tilting into the Voigt geometry, shown in the panels (e) and (f), leads
to a reduction in the Raman shift. Hence, the electron g factor is slightly anisotropic
(|g‖e | > |g⊥e |). Moreover, the intensities of the SFRS lines increase strongly. For sample
#2 the intensity is enhanced by a factor of 50 from the tilted geometry with θ = 25◦ to
the Voigt geometry. The SFRS intensity for sample #3 already increases by varying the
angle from 0◦ to 25◦; it amounts to about 1.3 × 104 counts per second at θ = 25◦, and
exceeds the e-SFRS intensity for sample #2 by one order of magnitude. In the Voigt
geometry the SFRS lines for both samples have similar intensities. On the contrary, the
SFRS line widths are independent of the geometry; they are mainly limited by the laser
line width.
Besides the angular dependence of the energy shift and intensity of the electron-
SFRS line, its polarization properties provide information on the scattering mechanism.
The SFRS spectra of sample #2 in the co-polarized (σ+, σ+) and (σ−, σ−) as well as
cross-polarized (σ+, σ−) and (σ−, σ+) configurations are depicted in the Fig. 4-3 (a).
They were measured at B = 10 T, T = 6 K, and a tilting angle θ = 15◦. The electron-
SFRS is dominant for the (σ+, σ−) polarization in the Stokes regime, while in the anti-
Stokes regime it has the highest intensity in the (σ−, σ+) configuration. The co-polarized
spectra demonstrate weak e-SFRS lines in both regimes. How can the dominant SFRS
line in the (σ+, σ−) configuration be described? The creation and annihilation of an
exciton is governed by the electric dipole selection rules, as discussed in the Sections
1.2 and 3.4. In the Faraday geometry and for a high crystal symmetry of D2d, the
bright excitons with total angular momentum projections jz = ±1 are excited by σ±
polarized light. Accordingly, an incident σ+ polarized photon creates an exciton in the
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Figure 4-3: (a) Circularly cross- and co-polarized SFRS spectra of sample #2, excited at ER =
1.396 eV. The most intensive e-SFRS lines are observed in the crossed polarized configurations;
the (σ+, σ−) configuration is dominant in the Stokes regime. (b) Single-particle scheme of the
electron spin-flip mechanism for σ+ excitation. In undoped dots the electron-SFRS is based on
acoustic phonon scattering marked by the Hamiltonian Hˆac (see Subsec. 3.4.1). The σ− polarized
scattering light is governed by the light-hole admixture to the hole wave function. In a negative
singlet trion, formed in a singly charged dot, the two electrons occupy the levels |Ψ+e 〉 and |Ψ−e 〉.
state |+ 1〉 with a spin-down electron sz,e = −1/2 and a spin-up heavy-hole jz,hh = 3/2.
For an e-SFRS only the electron flips its spin from −1/2 to +1/2, and thus the exciton
| + 2〉 = |1/2, 3/2〉 becomes dark. However, the scattered light is mainly σ− polarized,
hence, the experimentally observed electron-SFRS cannot be explained on the basis of
such a high symmetry.
The spin-flip Raman scattering of the electron depends on the tilting angle θ evi-
denced by both the Raman shift as well as intensity. While the dependence of the
Raman shift on the angle indicates a spatial anisotropy of the electron g factor, the
angular dependent SFRS intensity demonstrates that a reduction in the QD symme-
try is necessary to observe the e-SFRS. As illustrated by the SFRS spectra in the
Fig. 4-3 (a) which were measured at θ = 15◦, the e-SFRS appears in oblique orien-
tations of the magnetic field. Here, its nonzero in-plane component leads to a mixing of
confined states thus enabling a lifting of the angular momentum conservation. An in-
crease in the tilting angle which corresponds to an enhanced state mixing is accompanied
by an increase in the SFRS intensity.
The electron-SFRS can be related to two different processes: (i) in the negative trion
complex the e-SFRS is simply established via a two-stage process consisting of photon
absorption and emission, or (ii) in the case of undoped QDs the spin of the electron in
the neutral photo-exciton is scattered via an acoustic phonon. Both cases will principally
be allowed in the Faraday geometry if the light-hole (lh) and heavy-hole (hh) states are
mixed. In absence of lh-hh mixing the case (i) is not observable, while the case (ii) can be
realized by anisotropic flip-stop-like exchange interaction between the electron and heavy-
hole. The different transverse g factors of the electron and heavy-hole reduce the efficiency
of that electron-hole exchange interaction, as discussed in the Section 3.4. Moreover, the
carrier wave functions are rather spatially isotropic thus minimizing the probability of
the anisotropic flip-stop-like exchange interaction. However, in tilted geometries the
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magnetic field induced mixing of the electron spin states relative to the growth axis lifts
the selection rules for both e-SFRS processes. The light-hole states are mixed with the
heavy-hole subband due to, e.g., strain or asymmetries in the QD shape. It is exhibited
by a nonzero transverse heavy-hole g factor; according to Ref. [206] it takes the value
|g⊥hh| = 0.15±0.05. Therefore, the magnetic field couples to the nonzero in-plane magnetic
momentum of both the electron as well as the heavy-hole. The splitting of the electron
and heavy-hole states in the magnetic field B = (Bx, 0, Bz)T can be described by the
following Hamiltonian which includes linear Zeeman terms and cubic terms reflecting the
symmetry of the Kohn-Luttinger Hamiltonian [207, 208]:
HˆB =
1
2
µB
(
g‖eσzBz + g
⊥
e σxBx
)
+
+ g0µB
[
κKL (JxBx + JzBz) + q1
(
J3xBx + J
3
zBz
)
+ q2
(
J3yBx
) ]
. (4.1)
Here, g0 is the free electron g factor, σx,z are the Pauli matrices, J is the hole angular mo-
mentum operator, and κKL and q1,2 are Kohn-Luttinger parameters [138]. The spatially
anisotropic J3-term with the coefficient q2, which is present in low symmetries like C2v,
takes only into account the coupling of in-plane components. Both the Zeeman terms
and the relatively weak cubic terms exhibit that an oblique magnetic field enhances the
superposition of the electron spin states and lh-hh mixing.
The magnetic field B = (Bx, 0, Bz)T = B(sin θ, 0, cos θ)T introduces a mixing of
the pure electron states |sz,e = ±1/2〉. The mixed wave functions can be expressed as
Ψ±e = cos(θ/2)|±1/2〉±sin(θ/2)|∓1/2〉, see also Eq. (3.8). In accordance with Eq. (3.5),
the hole wave functions can be written in the form Ψ±h = α(θ)| ± 3/2〉 − β(θ)| ∓ 1/2〉.
Here, α(θ) and β(θ) account for the angle-dependent coupling with the magnetic field
and are functions of the coefficients κKL, q1, and q2. By means of these definitions the
second- and third-order SFRS processes of the electron can be discussed. The electron
spin-flip Stokes scattering is schematically illustrated within the single-particle picture
in Fig. 4-3 (b). The processes are initiated by a σ+ polarized photon. It creates (i) a
negative trion in the state |Ψ−e ,Ψ+e ,Ψ+h 〉, see also Section 3.4, or (ii) a |Ψ−e ,Ψ+h 〉 exciton
in an undoped QD. In the case (i), an intermediate scattering state is not necessary,
since both electrons form a singlet state and become indistinguishable. Accordingly, the
trion annihilates under emission of a σ− polarized photon, whereby, an electron in the
state |Ψ−e 〉 is left‡. In the case (ii), the electron interacts with an acoustic phonon thus
changing its spin state from |Ψ−e 〉 to |Ψ+e 〉. The annihilation of the |Ψ+e ,Ψ+h 〉 exciton
(and also of the singlet trion) is expected to result in elliptically polarized light due to the
superposition of both electron states and the admixture of the jz,lh = −1/2 light-hole
to the jz,hh = 3/2 heavy-hole. The experimental SFRS spectra demonstrate a strong
σ− polarization of the scattered light. Therefore, the outgoing resonance of the SFRS is
defined by the light-hole part of the mixed hole wave function. One can also argue that the
circular polarization of the scattered photon follows the equilibrium spin polarization of
the resident electron. Accordingly, the final exciton recombination is not characterized
by the typical probability (ratio of 1:3) of the lh- and hh-transitions. Nevertheless, a
microscopic theory is required to give a unique picture of the SFRS in quantum dots.
Note, the weak SFRS lines in the co-polarized Stokes and anti-Stokes spectra, shown in
‡Note, in the traditional Raman scattering, see Subsection 1.2.1 for details, an isotropic exchange
interaction between both electrons would act as intermediate scattering process.
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Figure 4-4: Raman shift of the e-SFRS line in dependence on the magnetic field for sample
#2 in tilted geometry with θ = 15◦ (a) and Voigt geometry (b). For the low-energy excitation
at 1.385 eV and θ = 15◦ the Raman shift tends to a zero-field offset. A fitting (red-colored
curve) based on Eq. (4.2) shows that the offset corresponds to the exciton exchange energy δ0.
The respective e-SFRS is performed in neutral excitons in undoped dots. Linear extrapolations
(dashed lines) tending to zero at zero magnetic field indicate e-SFRS in negative trions. The
error in the Raman shift does not exceed the symbol size.
the Fig. 4-3 (a), could stem from an anisotropic exchange interaction provided by a slight
spatial asymmetry of the wave functions of the paired electrons also with regard to the
hole wave function. However, these SFRS lines rather originate from a weakly elliptical
polarization of the incident light§.
4.1.2 Magnetic Field Dependence of the Raman Shift
In the following the observation of the electron spin-flip scattering in both neutral and
negatively charged excitons will be discussed. In the Figs. 4-4 (a) and (b) the Raman
shift of the electron-SFRS line is shown as a function of the magnetic field strength
for a tilted geometry with θ = 15◦ and the Voigt geometry. According to the electron
Zeeman splitting, the Raman shift ∆Esf linearly follows the magnetic field from B = 10 T
down to 4 T. Below 4 T the stray-light suppression limit of the detection system is
reached. Therefore, the experimental data are linearly extrapolated to the zero field,
as demonstrated by the dashed lines. In the Voigt geometry the Raman shift tends to
zero independent of the excitation energy. On the contrary, in the tilted geometry the
extrapolations for both excitation energies differ from each other; for ER = 1.385 eV
the Raman shift deviates from zero at zero magnetic field. In exact and tilted Faraday
geometries the exciton exchange energy δ0 exceeds the Zeeman energy at low magnetic
fields. The exciton exchange energy is defined as the splitting between the optically
bright and dark exciton states in the neutral exciton [209, 210]. Accordingly, the Raman
§The presented results were obtained with the lens-based Raman-holder where a small silver mirror
directs the laser beam onto the sample, compare Fig. 2-4. It has been found out that the circularly
polarized incident light becomes slightly elliptical (about 5%) after its reflection at the mirror surface.
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Figure 4-5: (a) Magnetic field dependence of the normalized e-SFRS intensity for θ = 15◦ and
90◦ at T = 6 K, sample #2 has been excited at 1.390 eV. The dashed lines are guides for the eye.
(b) SFRS intensity in relation to the PL background for resonant s-shell excitation only (open
squares) and resonant excitation combined with above-wetting-layer illumination (full circles).
The additional illumination with photon energy Ea = 2.54 eV and power density Pa = 12 W/cm2
reduces the relative intensity of the e-SFRS. As illustrated in the inset, the Raman shift ∆Esf
and its magnetic field dependence are not affected by Ea.
shift is described by δ0 and the Zeeman energy:
∆Esf =
√
δ20 + (µBgeB)
2. (4.2)
The red-colored solid line in the Fig. 4-4 (a) displays the fitting of the experimental
data using |ge| = 0.64. It provides δ0 = (80± 5) µeV which is in agreement with values
reported in previous publications [206, 209]. This zero-field offset identifies it as electron-
SFRS in undoped QDs. On the contrary, the magnetic field dependent Raman shift for
the excitation energy of 1.396 eV tends to zero. It determines electron-SFRS in negative
trions. Since in the negative trion the total spin of the electrons is zero in the ground
state [211], the exciton exchange interaction and, correspondingly, the Raman-shift offset
vanish. Hence, in the intentionally n-doped (In,Ga)As/GaAs QDs the electron-SFRS
takes place in neutral and negatively charged excitons. Note, one could conjecture that
lower resonant excitation energies excite neutral excitons, while at higher energies the
singly charged QDs are probed. It contradicts the typical assignment for QDs where the
charging of a QD with an electron leads to a red-shift of the exciton transition energy
due to a negative Coulomb-shift term [212]. Since such significantly shifted SFRS lines,
as demonstrated in the Fig. 4-4 (a), have been observed rarely, a systematic dependence
of the charge state of the QDs, i.e., the e-SFRS mechanism, on the excitation energy
cannot be evaluated. In most cases the magnetic field dependence of the Raman shift
tends to zero, hence, negatively charged QDs are predominant.
The dependence of the SFRS intensity on the magnetic field is depicted in the
Fig. 4-5 (a) for resonant excitation at 1.390 eV of the sample #2. For the tilting angles
θ = 15◦ and 90◦ the intensity Isf of the e-SFRS line is approximately a linear function of
B, as marked by the dashed lines. In the tilted geometry with θ = 15◦ the magnetic field
dependent increase of Isf is more pronounced than in the Voigt geometry. The magnetic
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field dependence of the SFRS intensity depends on several parameters like the competi-
tion between the Coulomb interaction and correlation effects which are, in turn, scaled
by the QD and magnetic confinement. Nevertheless, the intensity enhancement can be
explained by the increase in the in-plane localization strength of the carriers involved in
the scattering process. At higher magnetic fields the magnetic confinement exceeding the
QD confinement potential contributes to the spatial shrinkage of the trion wave function
probability. Correspondingly, the carrier wave functions overlap more strongly, the oscil-
lator strength increases and the electron-hole recombination becomes more probable. The
enhanced localization could also lead to a stronger isotropic exchange interaction. Since
the scattering amplitude would be proportional to the square of the exchange constant,
the electron spin-flip scattering could become more efficient.
The intensity of the electron-SFRS line is influenced by the application of above-
wetting-layer illumination (Ea = 2.54 eV) in addition to the resonant excitation of the
QDs. As shown in the Fig. 4-5 (b), the additional illumination with a power density of
12 W/cm2 reduces the SFRS line intensity with respect to the PL background, see the full
circles. Under resonant excitation only, illustrated by the open squares, the ratio between
the SFRS and PL intensities is larger. Both relations show comparable dependencies on
the magnetic field strength. However, the absolute intensity of the SFRS line under
both illuminations is two times larger over the whole magnetic field range (not shown
here). By comparison, the additional illumination does not affect the Raman shift, as
it is demonstrated in the inset of Fig. 4-5 (b). On the one hand, the above-wetting-
layer illumination heats the sample. Due to the high sensitivity of the Raman scattering
efficiency to the lattice temperature, the SFRS intensity is reduced more strongly than the
QD PL. On the other hand, the additional illumination can affect the resident carriers
by either turning singly charged to empty dots, or creating doubly charged dots thus
preventing the electron-SFRS. Consequently, the PL background increases at the expense
of the SFRS intensity. By comparison, the increase in the absolute SFRS intensity can
be caused by the optical charging of undoped dots with a single electron which forms a
trion complex with the resonantly excited electron-hole pair.
4.1.3 Electron g Factor Dispersion
The dispersion of the electron g factor across the QD ensembles of the three samples
is depicted in the Fig. 4-6 for tilted and Voigt geometry at a magnetic field of 8 T.
According to Ref. [206] the sign of the electron g factor has been chosen negative. Three
observations can be drawn from the experimental data: (i) the slopes of the energy
dependencies of the electron g factor are similar for both geometries. The gradient of
ge(E) is rather independent of the tilting angle. (ii) The angular dependent difference
between the absolute values indicates an anisotropy of the g factor tensor. (iii) The g
factor dispersions measured for the different samples can be linked together continuously.
The energy-dependent evolution of ge is mainly related to the change in the effective
band gap energy caused by the dispersion in the vertical and lateral QD confinement
[213]. It can be principally described by the Roth-Lax-Zwerdling equation ge = g0
{
1 −
Ep∆so/[3Eg(Eg + ∆so)]
}
, see Subsec. 1.1.3 for details. Here, Eg is the fundamental
gap renormalized by the spatial confinement which is equal to the excitation energy for
resonantly probing QDs with different sizes. For the samples #1 and #2 the equation
is plotted as red-colored dashed line in the Fig. 4-6. The split-off energy ∆so and Kane
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Figure 4-6: Dispersions of the electron g factor across the QD ensembles of the studied samples
at B = 8 T and T = 6 K for tilted and Voigt geometry. The PL of the respective QD sample is
shown for comparison. The plots of the Roth-Lax-Zwerdling equation (dashed lines) are based
on the parameter sets (∆so = 0.345 eV, Ep = 27.0 eV) for sample #1 and (∆so = 0.341 eV,
Ep = 27.9 eV) for sample #2. Each plot deviates from the experimental data at high energies.
parameter Ep have been estimated with regard to the different In concentrations in the
samples. At low energies belonging to the s-shell peak the Roth-Lax-Zwerdling equation
models the experimentally obtained g factors well, while in the high-energy range it does
not describe the flattening of the g factor dispersion. The flattening can be attributed to
the probing of excited QD states which resemble the wetting-layer states. In this case,
only shallow QDs in the ensemble are excited and ge reaches an average value being
similar to the g factor of the wetting-layer electrons. Another possible explanation of the
g factor flattening is related to hot trions which can induce the spin-flip of the resident
electrons in their lowest state. Hence, a constant averaged value of the resident electron
g factor can be expected. Since hot trions are generated in all samples for a high-energy
excitation, the flattening should be observed for all samples. However, the electron g
factor dispersion of sample #1 does not show a pronounced flattening.
In conclusion, the Roth-Lax-Zwerdling equation describes the g factor of the ground-
state electron in the (In,Ga)As/GaAs QD samples by using the bulk parameters ∆so and
Ep. In order to characterize the g factors of excited electrons the Roth-Lax-Zwerdling
equation must be extended. The above equation does not consider, e.g., the contributions
∆g from remote bands, see Subsection 1.1.3. Moreover, band-mixing effects on the g
factor are not taken into account. For instance, the flattening of the g factor dispersion
can be simulated by the Roth-Lax-Zwerdling equation with higher polynomial order or
with a smaller ratio between Ep and ∆so.
4.2 Coupling of Ground and Excited Electron States
Studies in the low-dimensional semiconductor physics usually focus on phenomena re-
lated to the ground states of the confined carriers. Nevertheless, contributions from
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Figure 4-7: Normalized electron-SFRS resonance profiles measured at different magnetic fields
and in various geometries at T = 6 K for the (In,Ga)As/GaAs QD samples. (a) Sample #2:
angular dependent SFRS intensity at B = 10 T, at the small tilting angle of 10◦ the resonance
profile is shifted to higher energies. (b) Sample #3: magnetic field dependent SFRS intensity for
θ = 10◦, the maximum of the profile at B = 10 T strongly deviates from the s-shell PL peak. (c)
Sample #1: due to the strong lateral QD confinement compared to the magnetic confinement
the resonance profiles do not significantly shift in their spectral positions. The absolute errors
of the SFRS intensity and excitation energy do not exceed the symbol size.
excited states to ground state processes can raise major drawbacks for the carrier spin
dynamics. In the following it will be shown that in the singly charged (In,Ga)As/GaAs
QDs an excited negative trion acts as intermediate scattering state for the spin-flip of
the resident electron. This optical resonance excitation in QDs, which shows similarities
to the exciton-cyclotron resonance in quantum wells, is based on the direct exchange
interaction of a pair of electrons occupying the ground and excited state, respectively.
It requires the regime of strong magnetic confinement exceeding the lateral QD confine-
ment. The intensity of the corresponding spin-flip scattering is highly sensitive to the
orientation and strength of the magnetic field.
The SFRS resonance profiles for the studied samples are shown in the Fig. 4-7. A
resonance profile describes the intensity of the electron-SFRS line as a function of the
excitation energy across the inhomogeneously broadened QD ensemble. As illustrated in
the Fig. 4-7 (a), the e-SFRS resonance profiles for the sample #2 depend on the tilting
angle θ at B = 10 T. In the Voigt and tilted geometry with θ = 25◦ the profiles become
maximal at the energy Esfpeak = (1.3969±0.0001) eV. At a smaller angle of 10◦ the profile
is blue-shifted to the energy of (1.4004 ± 0.0002) eV. Not only the orientation of the
magnetic field with respect to the QD growth axis, but also the magnetic field strength
influences the spectral distribution of the SFRS intensity. In the panel (b), the resonance
profiles measured at B = 6 T and 10 T for a fixed angle θ = 10◦ are compared to the PL
acquired at 10 T. The increase in B leads to a strong shift of the resonance profile; the
maxima of both profiles differ in energy by (6.5 ± 0.2) meV. Moreover, the peak of the
resonance profile at 10 T deviates from the s-shell PL peak; the SFRS intensity has its
maximum at the high-energy edge of the PL. These results belong to the sample #3 which
was annealed at the high temperature of 980◦C. The resonance profiles of the sample #1
measured at B = 7 T and 10 T for θ = 10◦ are illustrated in the Fig. 4-7 (c). The
difference Esfpeak(10 T)− Esfpeak(7 T) in their peak energies is given by (0.3± 0.4) meV¶;
¶The error of the peak energy difference is rather large due to the broad resonance profiles whose
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Figure 4-8: Magnetic field dependent differences δE in the peak positions of the SFRS resonance
profiles (full circles and open squares) and of the s-shell PL (solid triangles) with respect to the
zero-field energy value of the PL. (a) Sample #2: the shifts of the resonance profiles refer to
θ = 10◦ and 25◦, while the PL was measured at 10◦. In the inset the numerical estimations of
Ec as a function of θ for B = 7.1 T (full curve) and of B for θ = 10◦ (dotted curve) are shown,
the constant lateral confinement energy ~ω0 is also depicted as orange-colored dashed line. In
(b) and (c) the magnetic field dependencies of δE are demonstrated for the samples #3 and #1.
the resonance profiles are not considerably changed by the magnetic field strength. In
contrast to the sample #3, the sample #1 was annealed at a relatively low temperature
of 900◦C, thus the QDs of sample #1 have much smaller sizes.
The e-SFRS resonance profiles depend on three parameters: the tilting angle θ,
magnetic field strength B, and QD size. In order to specify these dependencies the peak
energies of the resonance profiles and s-shell PL are depicted as a function of B and θ
in the Fig. 4-8 for the studied samples. The profile peak energy Esfpeak and the s-shell
PL peak energy EPL are subtracted by the zero-field s-shell PL energy EPL(B = 0T),
these differences are denoted by δE. As shown for the sample #2 in Fig. 4-8 (a), at
magnetic fields B < 8 T and in tilted geometry with θ = 10◦ the energy difference
δEsfpeak, marked by the solid circles, corresponds to δEPL (solid triangles). The resonance
profile maximum follows the diamagnetic shift of the PL. At larger fields B ≥ 8 T the
SFRS intensity reaches its maximum at higher energies deviating from the PL peak
energy by about 1.2 meV/T. On the contrary, the energies Esfpeak of the profiles measured
at the angles of 25◦, shown by the open squares, and 90◦ cannot be distinguished from
the PL energy. Such a coincidence is also observed for the sample #3, as illustrated in
the panel (b). Furthermore, at θ = 10◦ the magnetic field dependent shift of the SFRS
intensity maximum is more significant and differs from the PL energy at lower B-fields
already. In contrast to the sample-#3-QDs with weak lateral confinement, the resonant
excitation of small-sized QDs with large lateral confinement energies, provided by the
sample #1, yields a coincidence of the SFRS resonance profile with the s-shell PL in the
studied magnetic field range, see Fig. 4-8 (c). Hence, the interplay between the magnetic
and lateral QD confinement influences the strength and initial occurrence of the SFRS
resonance-profile deviation.
The shifts of the SFRS resonance profiles occur in the regime of strong magnetic field
confinement where the magnetic confinement energy Ec exceeds the lateral confinement
widths are approximately two times larger than that of the samples #2 and #3.
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energy ~ω0. This condition is assigned to small angles θ as far as the parabolic approxi-
mation of the lateral confinement is applicable. The magnetic confinement energy is
described by
Ec(θ,B) =
~eB
m∗e
(
cos θ
)β
, (4.3)
where e is the elementary charge, and m∗e is the in-plane effective mass of the electron.
The impact of θ on the high-field resonance profile deviations can be well estimated by
a (cos θ)β-dependence with 0.7 < β < 1. A numerical estimation using the spatially
isotropic value m∗e = 0.062m0 and β = 0.8 for sample #2 shows that the magnetic con-
finement dominates against the lateral QD confinement for angles smaller than approxi-
mately 20◦ at magnetic fields exceeding 7 T. The corresponding curves are illustrated in
the inset of Fig. 4-8 (a). The estimated values are compatible with the experimentally
detected SFRS resonance-profile shifts of sample #2.
How can the SFRS mechanism be explained? The SFRS of an electron in a negative
singlet trion is always present due to the large dispersion of QDs with different transition
energies. In the strong magnetic confinement regime an additional SFRS mechanism
based on the ground-excited-state coupling becomes important. Since the magnetic con-
finement energy Ec exceeds ~ω0,‖ the Fock-Darwin (FD) spectrum, see e.g. Eq. (1.16),
becomes similar to the Landau level spectrum. Hence, it can be assumed that the resi-
dent electron conducts a cyclotron motion in the xy-plane of the QD perpendicular to
B. The cyclotron motion can resonantly absorb energy which coincides with Ec. The
SFRS of the resident electron is performed via three stages with the involvement of the
first-excited electron FD states having a nonzero orbital angular momentum (l = −1).
The Stokes process for the (σ+, σ−) polarization is schematically shown in Fig. 4-9 (a)
within the single-particle picture. In the following the three stages are described:
(1) The energy of the incident photon exceeds the s-shell transition energy and is
proposed to be in resonance with the excited FD state with the radial n = 0
and angular l = −1 momentum numbers. This state is characterized by |Ψ˜−e 〉 =(
cos(θ/2)|−1/2〉−sin(θ/2)|+1/2〉)|n = 0, l = −1〉. The photon creates a |Ψ+e ,Ψ+h 〉
electron-hole pair, and simultaneously the resident electron is excited from |Ψ+e 〉
to the state |Ψ˜−e 〉. Its orbital angular momentum is reduced by −1 and its spin
state is also changed. Note, in the tilted geometry the conservation of the angular
momenta is lifted. In the anti-Stokes process the spin state of the resident electron
is conserved. It is also possible within the coherent Raman process that the resident
electron is excited into a virtual state whose energy differs from the real FD states
with l = −1, while their spin state properties are equal. Therefore, the condition
of the incident photon energy to be in (exact) resonance with one of the excited
FD states can be relaxed.
(2) This excited negative trion consists of electrons with s-type and p-type wave func-
tions, compare the corresponding wave function probability densities in Subsec-
tion 1.1.2. Due to the orbital contribution the trion complex is not fully spherical
symmetric, and one can differentiate between both electrons. Thus, in the excited
negative trion the spin-flip scattering between the photogenerated electron (e) and
‖Correspondingly, the magnetic length which is scaled by 1/
√
B becomes smaller than the QD diam-
eter.
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Figure 4-9: (a) Three-stage mechanism of the electron-SFRS in the regime of strong magnetic
field confinement for a slightly tilted geometry. The incident photon excites an electron-hole
pair (solid and open circles) and simultaneously the resident electron (gray-colored circle) to
the mainly-spin-down Fock-Darwin state with n = 0 and l = −1. Thus, an excited negative
trion complex is formed. The spin-flip scattering is performed via isotropic exchange interaction
(green colored) between the ground- and excited-state electrons. (b) Calculated electron Fock-
Darwin states E0,l for θ = 10◦ and sample #2. Here, g
‖
e ≈ −0.60 and g⊥e = −0.55 were used as
longitudinal and transverse g factors. The Gaussian distributed density of Raman-active electron
states defines the color of the image plot: blue indicates the minimum and orange the maximum
density. For B > 7 T the confinement by the external magnetic field exceeds the lateral QD
confinement giving rise to a Landau orbital formation.
resident electron (re) is performed via isotropic exchange interaction. In analogy
to Eq. (3.9), the change in their spin states can be described by the Heisenberg-
like Hamiltonian Hˆe-red = Je-reσeσre with their Pauli matrices σe and σre. The
exchange interaction does not change the orbital angular momentum. After the
direct exchange the resident electron is in the state |Ψ˜+e 〉, and the |Ψ−e 〉 state is
occupied by the photo-electron. As the symmetry of the excited trion complex is
reduced by the spatially different s- and p-type wave functions of the photocreated
and resident electrons, the e-re exchange interaction is also slightly anisotropic. Its
contribution can be effectively estimated by a reduced isotropic coupling constant
J ′e-re < Je-re. It also leads to a weak elliptical polarization of the scattered light
which can account for SFRS lines in the co-polarized configurations. However, the
anisotropic contribution to an e-SFRS in Faraday geometry is insignificant due to
a negligible degree of mixing between the conduction band states.
(3) Finally, the electron-hole pair formed by the |Ψ+h 〉 = α(θ)|3/2〉 − β(θ)| − 1/2〉-
photo-hole and the resident electron in the |Ψ˜+e 〉 =
(
cos(θ/2)|1/2〉 + sin(θ/2)| −
1/2〉)|0,−1〉 state annihilates. The difference between the incident and scattered
photon energies is equal to the Zeeman energy |ge|µBB. Hereby, the electron g
factor is determined by the Zeeman splitting of both first-excited electron FD states.
Due to the contributions from the jlh = −1/2 light-hole and se = −1/2 electron the
scattered light is mainly σ− polarized, as in the case of the e-SFRS in the singlet
trion.
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The numerically evaluated electron FD spectrum in the limit of slightly tilted geom-
etries (θ < 20◦) underlines the high probability of ground-excited-state coupling at ele-
vated magnetic field strengths. According to the Subsection 1.1.2, the electron FD states
are written in the form En,l(θ) = E0 + (2n + |l| + 1)~Ω + 12 l~ωc ± 12geµBB with Ω =√
(ω20 + ω
2
c/4). Aside from the in-plane parabolic confinement ~ω0 and magnetic field
confinement energy ~ωc = Ec(θ), the energy En,l(θ) comprises the effective band gap
energy E0, including the vertical confinement and the effective Coulomb interaction, and
the Zeeman energy with the angular dependent g factor ge = [(g
‖
e cos θ)2 +(g⊥e sin θ)2]1/2.
The calculated energetically-lowest FD states for sample #2 in consideration of an angle
θ = 10◦ are illustrated as an image plot in the Fig. 4-9 (b). The density of the Raman-
active electron states defines the z-axis of the image plot. According to the line width
of the s-shell PL, the density of states is estimated by a Gaussian distribution with
a magnetic field dispersive width of Γ = 5 meV which increases by a factor of 0.05
per tesla. For B > 7 T the electron states |Ψe〉 and |Ψ˜e〉 of differently sized QDs
overlap, marked by the yellow-green color in Fig. 4-9 (b). Since the level spacing between
the ground and first-excited states is reduced, as additionally indicated by the dashed
curves, the isotropic exchange between both electrons is more probable. As a result, the
SFRS intensity based on the ground-excited-state coupling is enhanced. The shift of
the SFRS resonance profile mainly follows the magnetic field confinement energy Ec
which is a linear function of B. Thus, the B-field evolution of the SFRS intensity
maximum Isfpeak emphasizes the similarity to the exciton-cyclotron resonance in quantum
wells. Alternatively, the magnetic field dependence of the SFRS resonance profile can
be approximated by the derivative of the difference Ediff = E0,−1 − E0,0 which is about
linear in the studied magnetic field range: Isfpeak ∼ dEdiff/dB. Therefore, the linear shift
of the SFRS resonance-profile maximum is a major feature to identify the participation
of the excited electron states in the electron-SFRS in the singly charged (In,Ga)As QDs.
4.3 Optically Induced Electron-Nuclear Hyperfine Interac-
tion
Besides the coupling between electrons in the ground and excited Fock-Darwin states,
the electron-nuclear hyperfine interaction in semiconductor QDs is known to lead to
electron spin decoherence. Due to the strong localization of an electron in a QD, its spin
is highly coupled to the spins of the lattice nuclei [214]. By polarizing the nuclear spins
via, e.g., optical pumping in a longitudinal magnetic field the random fluctuations of the
effective nuclear magnetic field, which cause the loss of electron spin polarization, can
be suppressed [215, 216]. The optical pumping of the nuclear spin system is explained
by a two-stage process. Firstly, the electron spins become polarized by the absorption
of circularly polarized photons in an external magnetic field B applied along the QD
growth axis (z-direction). In the second stage, the hyperfine interaction results in a
transfer of the electron spin polarization to the nuclear spin system (dynamic nuclear
polarization) [217]. An effective magnetic field that is proportional to the degree of the
nuclear orientation acts back on the electron system, and energetically shifts the electron
levels [218]. It is denoted as Overhauser shift [35]. The hyperfine interaction Hamiltonian
Hˆhf ∼ Ahf[Iˆz sˆz,e + (Iˆ+sˆ− + Iˆ−sˆ+)/2] with raising and lowering operators Iˆ+, sˆ+ and Iˆ−,
sˆ− consists of the static term Iˆz sˆz,e which changes the energies of both spin systems, and
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a dynamical part which describes the transfer of the angular momentum. The nuclear
spin operator is given by Iˆ and Ahf is the hyperfine constant. The change in the electron
energy can be described by the Hamiltonian
Hˆ = geµB(B +BN), (4.4)
where the first term characterizes the electron Zeeman splitting, and the hyperfine inter-
action is expressed as an effective nuclear field
BN =
〈AhfI〉z
geµB
.
The ensemble average 〈AhfI〉z of the hyperfine interaction in z-direction represents the
degree of nuclear spin polarization [218]. The hyperfine interaction mainly accounts for
electrons [219], since the electron wave function is spherically symmetric and, in turn,
strongly overlaps with the nuclear wave functions. By comparison, the hole experiences a
negligible hyperfine interaction due to the p-orbital character of its wave function whose
probability density vanishes at the nucleus site. The hole primarily loses its spin po-
larization because of the strong spin-orbit interaction. However, the holes interact with
the nuclei via dipole-dipole interaction [166]. At high magnetic fields typically used for
SFRS, the hole-nuclear and nucleus-nucleus dipolar interactions become negligible. Fur-
thermore, the mixing between different nuclei spin states caused by nuclear quadrupole
coupling is lifted at high magnetic fields. The electron-hole exchange interaction which
suppresses the rate of nuclear polarization can also be neglected. Note, the probability
of the electron-nuclear spin flip-flop defines the nuclear spin pumping efficiency. There-
fore, a large Zeeman splitting of the electron states at a high magnetic field reduces this
efficiency [220].
The orientation of the dynamically induced polarization of nuclei can be aligned either
parallel or antiparallel to the external magnetic field B in Faraday geometry; it depends
on the polarization of the incident light. In the case of σ− circularly polarized light,
the capture of a spin-up electron by a singly charged QD is blocked by Pauli’s exclusion
principle, since a resident electron already occupies the |+ 1/2〉 state. On the contrary,
a σ+ polarized excitation which generates spin-down electrons polarizes the nuclei thus
giving rise to an Overhauser shift. In the SFRS experiment the Overhauser shift is
induced by quasi-resonant excitation, additionally, the QDs are resonantly probed to
detect the electron-SFRS. The Raman shift of the SFRS line can be expected to directly
indicate the total electron Zeeman splitting.
In the Fig. 4-10 SFRS Stokes-spectra are shown for both circular polarizations and
different power densities of the quasi-resonant excitation. The spectra were measured
for the sample #2 at an absolute magnetic field strength of 8 T and a temperature
T = 6 K in a tilted geometry with θ ≈ 20◦. The two-color excitation is established via
two tunable CW Ti:Sapphire lasers, see details on the setup in the Fig. 2-4 (segment
[ii]): one laser beam resonantly excites the QD ensemble with an energy of 1.401 eV
and σ+ polarization, the energy Ea = 1.54 eV of the second beam is tuned into quasi-
resonance with the wetting layer∗∗. When the quasi-resonant excitation is σ− polarized
∗∗The energy of the quasi-resonant excitation exceeds the band gap of the wetting layer (about
1.481 eV) and that of the GaAs substrate (1.51 eV). The dependence of the degree of the induced
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Figure 4-10: Electron-SFRS Stokes-spectra for different polarizations and power densities of
the quasi-resonant excitation measured at |B| = 8 T, T = 6 K, and θ ≈ 20◦. The QDs were
resonantly excited at ER = 1.401 eV with PR = 5 W/cm2, the quasi-resonant excitation had the
energy Ea = 1.54 eV. The power and polarization dependencies of the Raman shift demonstrate
changes in the Overhauser shift of the electron states.
(blue curve) and when it is switched off (black curve), the Raman shifts of the e-SFRS
lines are equal to ∆Esf = (269± 2) µeV, as marked by the dashed line. The application
of σ+ polarized quasi-resonant light leads to a decrease in the Raman shift. For a power
density Pa = 1 W/cm2 the Raman shift is reduced by about 17 µeV. Since the energy
change is negative, the effective nuclear field BN is aligned antiparallel to B. The total
effective magnetic field is equal to |B| − BN and, in turn, the total electron Zeeman
splitting is given by geµB(|B| −BN). Without or with σ− polarized optical pumping an
Overhauser field is not induced. It has been shown that a linear-polarized excitation also
results in a negligible Overhauser field (BN ≈ 0).
The electron-SFRS line depends on the power density of the quasi-resonant excitation,
as illustrated by the red-colored curve and the vertical arrow in the Fig. 4-10. For
Pa = 7 W/cm2 the Raman shift amounts to ∆Esf = (242±2) µeV. The power dependent
reduction of the total electron Zeeman splitting is explained by the more efficient nuclear
pumping at the higher rate of electron spin excitation††. The Overhauser shift ∆EOHS =
27 µeV is used to estimate the nuclear spin polarization. According to the Table 1-1,
the hyperfine constant of the In0.08Ga0.92As QDs is
∑
AhfI = 147 µeV which reflects
the Overhauser shift of fully polarized nuclei. Thus, in the experiment a nuclear spin
polarization of
〈Iˆ〉
I
=
∆EOHS∑
AhfI
≈ 18%
nuclear spin polarization on the quasi-resonant excitation energy has not been studied yet. A resonant
excitation of the wetting layer probably enhances the Overhauser shift.
††An increase in the power density also leads to a PL background which interferes with the SFRS line.
Therefore, the saturation regime of the nuclear spin polarization at higher pumping powers is probably
not detectable in the studied QDs.
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has been achieved. This value is smaller than reported values of about 40% for (In,Ga)As
dots [221] or 65% for GaAs dots [216]. The low nuclear spin polarization can be ascribed
to three aspects. (i) In the tilted geometry with θ ≈ 20◦ the transverse component
of the external magnetic field leads to a fast relaxation of the nuclei spins. (ii) For
|B|  |BN| the electron Zeeman splitting is large, hence, the spin flip-flop processes
being necessary to polarize the nuclei are not energetically favorable [220, 221]. (iii) Due
to the inhomogeneously broadened QD ensemble the experimentally observed Overhauser
shift is an average value only.
The optically induced electron-nuclear coupling in an ensemble of (In,Ga)As QDs has
been studied by the SFRS technique. The Raman shift of the electron-SFRS line directly
indicates the dynamic polarization of the nuclei spins induced via optical pumping. The
dependence of the Raman shift on the power density and polarization of the quasi-
resonant excitation reveals the hyperfine interaction. As discussed in the Subsection 4.1.2,
the application of highly energetic additional illumination with 2.54 eV does not change
the Raman shift of the SFRS line within the accuracy of measurement. The impact of
nuclear effects on the e-SFRS can be extended by further studies. Experiments at very
low temperatures of about 1.8 K should be carried out. The temperature decrease from
6 to 1.8 K, which corresponds to a thermal energy change of about 360 µeV, reduces the
thermal heating of the nuclei thus avoiding spin depolarization, and the e-SFRS intensity
increases. Furthermore, time-resolved two-color SFRS measurements could give insight
into the dynamics of the nuclei. For instance, the measurement without optical pumping,
which was done approximately 20 minutes after the measurement with σ+ polarized
excitation, did not show any effect of long-term nuclear spin polarization. Moreover,
the SFRS technique can be combined with the application of a transverse magnetic field
oscillating at radio-frequency (rf). When the latter is resonant with a nuclear Zeeman
splitting, the corresponding nuclei can be depolarized effectively. Such a combination
would provide an alternative to the electron-nuclear double resonance technique. For
this technique an electron-paramagnetic and a nuclear-magnetic resonance transition
must be implemented simultaneously. The combined rf-SFRS overcomes this limitation.
4.4 Conclusion
The electron spin-flip Raman scattering in singly charged (In,Ga)As/GaAs QD samples,
postgrowth-annealed at different temperatures, strongly depends on the orientation of the
magnetic field with respect to the QD growth axis. Only in a tilted geometry, where the
in-plane component of the magnetic field vector induces a mixing of the conduction band
as well as valence band states, the electron-SFRS becomes allowed by the electric dipole
selection rules. The e-SFRS in a singlet trion based on a second-order Raman process
is most intensive in the cross-circular polarization configuration. In the Voigt geom-
etry the intensity of the e-SFRS line is enhanced by more than one order of magnitude
compared to that in slightly tilted geometry. While strong magnetic fields enhance the
e-SFRS efficiency due to a stronger localization of the carriers, additional high-energetic
illumination heats the lattice and reduces the relative intensity of the electron spin-flip
scattering line. The energy dispersion of the electron g factor deviates from the common
Roth-Lax-Zwerdling expression, as it does not take into account tilting geometries and
the excitation of excited states. Besides the dominant e-SFRS in singly charged dots, the
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e-SFRS in undoped dots based on acoustic phonon scattering is revealed by the magnetic
field dependence of the Raman shift: it demonstrates a zero-field offset which corresponds
to the exciton exchange energy.
In the regime of Landau orbital formation, the resonant excitation of an excited
negative trion under spin reversal of the resident electron is followed by the isotropic
spin-flip-flop exchange scattering between the resident electron in a Fock-Darwin state
with l = −1 and the photo-electron in the energetically lowest s-state. The coupling of
the excited- to the ground-state electron leads to strongly shifted SFRS resonance profiles
at high magnetic fields by more than 1 meV/T exceeding the diamagnetic shift of the
PL. The shift of the resonance profile can be evaluated from the magnetic confinement
energy which is a linear function of B scaled by the factor cosβ(θ). In analogy to an
exciton-cyclotron resonance, this optical resonance excitation observed in the e-SFRS
process is only established in large-diameter QDs and close-to-Faraday geometries under
application of high magnetic fields.
The Overhauser field optically induced in the (In,Ga)As QD ensemble is directly in-
dicated by the Raman shift of the electron-SFRS in the negative singlet trion. For a σ+
polarized optical pumping with a power density of 7 W/cm2 a nuclear spin polarization
of 18% is achieved for a sample temperature of 6 K. The polarization and power depen-
dencies of the Raman shift measuring the total electron Zeeman splitting characterize
the electron-nuclear hyperfine interaction. The nonzero transverse component of the ex-
ternal magnetic field and the large Zeeman splitting at |B| = 8 T reduce the nuclear spin
polarization. Its relaxation takes place on a time scale faster than several minutes.

Chapter 5
Indirect Band-Gap (In,Al)As/AlAs
Quantum Dots
While semiconductor quantum dots (QDs) have been established as efficient light emitters
or detectors in optoelectronics [222], other applications are only perspective so far. A
particular example in this respect is their implementation in spin electronics or quantum
information technology. For that purpose, the QDs are typically loaded with resident
carriers whose spins are rather well protected from relaxation by the three-dimensional
confinement. In this context, exciton complexes have been used for manipulation of
the spin of the resident carriers up to now, but are considered as less prospective as
information carriers. This reservation is primarily related to their limited lifetime in
the order of a nanosecond [223, 224, 225], which would most likely not allow enough
coherent manipulations, either by microwave or optical techniques, to be of interest for
quantum information. This situation may change if the exciton lifetime could be extended
significantly.
Interesting, but technologically challenging in this respect is the placement of QDs in
photonic crystals by which their radiative decay could be prevented [226, 227]. Another
possibility is the realization of QDs with a band gap which is indirect in either real
or momentum space or both. Here, the focus is placed on a novel type of structures:
self-assembled (In,Al)As/AlAs quantum dots for which − dependent on the dot size − a
crossover between the conduction-band ground states of the Γ-valley and X-valley occurs,
as reflected by the lifetime of the lowest-energy exciton. This exciton is formed by a Γhh-
valley heavy-hole and a mixed electron contributed by the Γ- and X-valley, whereby both
carriers are located within the QD (type-I heterostructure) [228, 229]. The lifetime of
this Γ-X mixed exciton lasts hundreds of µs, which may be sufficient for a large number
of coherent manipulations in this time range.
The addressing of the properties of the X-valley electron and, in turn, indirect exciton
by optical techniques poses a principle problem: the corresponding optical transitions are
forbidden. This limitation can be bypassed by utilizing the state mixing of the direct
and indirect conduction band minimum in the (In,Al)As/AlAs QDs. In the Section 5.1
the spin properties of the indirect exciton and its constituents are highlighted. The Γ-X
mixing of the conduction band states particularly studied by the resonant spin-flip Raman
scattering (SFRS) is described in Subsection 5.1.1. The SFRS spectroscopy is a suitable
optical technique to probe the characteristics of spin structures as it enables the direct
89
90 Indirect Band-Gap (In,Al)As/AlAs Quantum Dots
measurement of the g factor of the particle under study. In the ensuing Subsections
the fine structure of the Γ-X mixed exciton, namely its g factor tensor components
are characterized. The Section is concluded by the simulation of a SFRS spectrum
emphasizing the different contributions from the indirect and direct quantum levels with
respect to the Γ-X mixing.
The recombination dynamics of the indirect exciton are described in detail in Sec-
tion 5.2. The exciton lifetime distribution is experimentally studied by time-resolved
photoluminescence (PL) in different ensembles of (In,Al)As/AlAs QDs. With support of
numerical calculations it is shown that the lifetime of the indirect exciton considerably
depends on the sharpness of the heterointerface between the (In,Al)As QD and the AlAs
barrier matrix. The Section 5.3 addresses the polarization properties of the indirect ex-
citon PL: besides stationary results on the magnetic field induced circular polarization,
the magnetic field and temperature dependencies of the longitudinal spin relaxation time
are demonstrated. The fundamental features of the indirect exciton including its fine
structure as well as its recombination and spin lifetimes are summarized in Section 5.4.
5.1 Fine Structure of Γ-X Mixed Exciton
The g factor tensor components of the indirect exciton and its constituents of an X-valley
electron and a Γhh-valley heavy-hole are determined in an undoped (In,Al)As/AlAs QD
ensemble, where both direct and indirect band-gap QDs coexist. The mixing of the Γ-
and X-electron ground states granting access to the fine structure of the indirect exciton
is studied by photoluminescence and resonant SFRS. The magnetic field and angular
dependencies of the Raman shifts reveal the isotropy of the X-valley electron g factor
being equal to the free electron Lande´ factor. A theoretical calculation demonstrates that
the Γ-X mixing manifests itself in spectrally separated SFRS lines of the electron related
to its direct and indirect g factors. In the experiment only the X-valley contribution
is observed; the short lifetime of the Γ-state and the broad dispersion in the QD sizes
reduce the probability of SFRS in the conduction band at the Γ-point. A spectral study
of the magnetic field induced circular PL polarization presents changes in the sign of
the exciton g factor across the ensemble of direct and indirect band-gap QDs. The
mechanism of the SFRS is explained by the involvement of dark exciton states in third-
order Raman scattering with acoustic phonons. The observation of SFRS in the QDs
requires the tilting of the magnetic field with respect to the QD growth axis lowering the
QD symmetry. The angle dependence of the exciton levels is numerically modeled.
An ensemble of self-assembled In0.3Al0.7As/AlAs QDs (#2890) has been studied.
The sample was grown by molecular beam epitaxy on a (001)-oriented GaAs substrate
[229]. The sample contained 20 layers of intentionally undoped QDs separated from each
other by 20-nm-thick AlAs barriers, buffered by a 200-nm-thick GaAs layer. The QD
layers had a nominal thickness of about 2.5 monolayers. The density of the lens-shaped
QDs in each layer was about 3 × 1010 cm−2. The QDs were formed at a tempera-
ture of 525◦C with an interruption time of the growth procedure of 30 s. A 5-nm-
thick GaAs cap layer was grown on top of the structure in order to prevent oxidation
of AlAs. For the SFRS measurements the sample, stress-free mounted at a rotatable
mirror-based Raman-holder, was immersed in pumped liquid helium at a temperature of
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T = 1.8 K and was exposed to magnetic fields∗ up to B = 5 T. The scattered light was an-
alyzed by a 1-m double-spectrometer (Jobin Yvon, U1000) equipped with a cooled GaAs
photomultiplier providing a spectral resolution of & 10 µeV. For excitation a tunable
continuous-wave Ti-Sapphire laser (Spectra-Physics, Matisse) was used with a power
density of P ≤ 15 W/cm2 at the sample. The SFRS spectra were measured in the
backscattering geometry with crossed linear polarization. The angle θ between the mag-
netic field B and the QD growth axis z was varied between 0◦ (Faraday geometry) and
90◦ (Voigt geometry).
5.1.1 Γ-X Mixing of Conduction Band States
The dispersion in the QD size, shape, and material composition leads to the formation
of (In,Al)As/AlAs QDs with different band energy structures. The energetically lowest
electron state is transformed from the direct Γ- to the indirect X-valley of the conduction
band. The transformation of the conduction band minimum is not accompanied by a
type-I to type-II band alignment transition. Thus, both the photogenerated holes as well
as electrons are spatially localized in the (In,Al)As QDs. The Γ- and X-valley levels of
the electron and the heavy-hole level at the Γhh-point are schematically shown in the
Fig. 5-1 (a) as a function of the QD diameter. According to an effective mass approxima-
tion including strain, deformation potential and a nonparabolic electron energy dispersion
[229], the lowest electron level stems from the X-valley in small-diameter (< 8 nm) QDs
having a strong quantum confinement in growth direction. When the QD diameter in-
creases the electron ground state at the Γ-valley shifts to lower energies more strongly
than the X-level due to a smaller effective mass of the electrons belonging to the Γ-
valley [230]. For QDs with specific diameters the Γ- and X-electron levels intersect. The
corresponding crossing energy EΓX is marked in the Fig. 5-1 (a). Note, the quantum
confinement lifts the twofold degenerate electron states at the X-point into the Xxy-state
perpendicular to the growth axis and the Xz-state parallel to the z-axis. In accordance
with Ref. [229] and in analogy to Ref. [231], the Xxy-state lies lower in energy. In the
following this state is simply designated as X-electron state.
In the small-sized (In,Al)As/AlAs QDs the conduction band minimum is around the
X-point, while the valence band maximum is at the Γ-point. In QDs the momentum is
no longer a good quantum number. The wave function is distributed in momentum space
over a range of k-vectors that is inversely proportional to the QD size. This extension
is smaller than the separation between the Γ- and the X-point in the k-space, hence,
the indirect character of the band gap is maintained. Consequently, direct band-to-
band transitions of electrons resulting in the emission of photons are suppressed. The
radiative exciton recombination requires either the involvement of acoustic phonons, or
the scattering of the electron at the heterointerface between the (In,Al)As QD and AlAs
matrix, as it will be described in the Section 5.2, or the mixing of the Γ- and X-electron
states. The latter two cases describe zero-phonon transitions: while the scattering at the
interface provides the needed momentum ∆k = kX − kΓ for the recombination of the
electron and heavy-hole at the Γ-point [232], the admixture of the direct electron state to
the indirect one makes the momentum transfer needless and thus the Γ-X mixed exciton
is quasidirect [231, 233]. Note, in strong spatial confinement regimes (very small QDs) the
∗A few experiments were performed with the 10 T-cryostat and triple-spectrometer in Dortmund.
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Figure 5-1: (a) Energetically lowest electron and heavy-hole levels dependent on the QD diam-
eter, shown in real space. The energy difference ∆EΓX between the electron levels, and the
crossing energy EΓX are marked. (b) PL spectrum of the ensemble of direct and indirect band-
gap (In,Al)As/AlAs QDs, measured at T = 1.8 K with an excitation at Ea = 2.33 eV above the
wetting layer (WL). The exciton recombination times τrad across the QD ensemble are designated
by the blue squares. The dashed line indicates the Γ-X-crossing energy.
uncertainty of the crystal momentum can increase in such a way that quasidirect optical
transitions are allowed where neither phonons nor interface scattering nor energetically
specific Γ-X mixing are necessary [234].
In the regime of the Γ-X mixing the matrix element of an electric dipole transition
between the conduction and valence band can be written in the form [235, 236]:
Me,hh =
〈ΨXe |VΓX|ΨΓe 〉〈ΨΓe |pˆ|ΨΓhh〉
∆EΓX
. (5.1)
The dipole operator is given by pˆ and the Γ-X mixing is described by the potential VΓX.
The matrix element is nonzero if the electron wave function Ψe consists of a Γ-part.
Then, the wave function can be expressed as the superposition
Ψe = γ|Γ 〉+ χ|X〉, (5.2)
where |Γ 〉 and |X〉 are the Bloch functions and γ and χ are the envelope functions of the
Γ- and X-valley, respectively [237]. The oscillator strength fosc of the Γ-X mixed exciton
can be estimated by M2e,hh which, in turn, is inversely proportional to the square of the
Γ-X-energy difference: fosc ∝ ∆E−2ΓX. The oscillator strength has its maximum at the
Γ-X-crossing energy. In the case of a phonon-assisted transition or heterointerface scat-
tering the potential VΓX in Eq. (5.1) must be replaced by the electron-phonon interaction
Hamiltonian or the interface scattering operator, respectively.
How can the type of the band alignment and band gap be determined experimentally?
A typical property of a type-II band alignment is a blue-shift† of the PL as the excitation
†Due to the Coulomb interaction between the spatially separated electrons and holes the conduction
and valence bands are bent in a different way. At high excitation powers corresponding to high carrier
concentrations, the electron and hole levels are shifted to higher energies because of the band bending
and, in turn, an enhanced confinement. As a result, the transition energies are increased.
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Figure 5-2: (a) Resonantly excited PL of the direct and Γ-X mixed excitons for B = 0 T. The
laser line positions are marked by vertical arrows. (b) Energy difference between the laser line
and peak position of either the direct (open circles) or the mixed (closed triangles) exciton PL.
(c) SFRS resonance profile in Voigt geometry which illustrates the intensity Ie-sf of the electron-
SFRS line as a function of the excitation energy, B = 4 T. The errors of ∆E and Ie-sf are not
larger than the respective symbol sizes.
power increases [238, 239]. It has been shown that the spectral position of the PL of the
(In,Al)As QDs is not influenced by the optical power density [228]. Hence, a type-II band
alignment is excluded. By comparison, the coexistence of QDs with direct and indirect
band gaps is evidenced by the radiative exciton recombination times τrad. The indirect
QDs are characterized by long τrad in the microsecond range, which corresponds to a
weak oscillator strength of the indirect exciton. On the contrary, in the direct band-gap
dots the excitons recombine within a few nanoseconds. In the region of the Γ-X mixing
the exciton PL decay is determined by both timescales. The spectral ranges, in which
direct and/or indirect band-gap QDs are present, are indicated by horizontal arrows in
the Fig. 5-1 (b). The indirect QDs mainly contribute to the PL, only a small fraction of
the low-energy PL is attributed to the direct dots. Depending on QD parameters, the
crossing energy EΓX of the Γ- and X-level is spread over an energy range between 1.6
and 1.7 eV. In the following the regime of the Γ-X mixing across the inhomogeneously
broadened QD ensemble will be specified.
In comparison to the above-wetting-layer excitation used for the measurement of
the PL spectrum shown in the Fig. 5-1 (b), the PL for resonant QD excitation at zero
magnetic field is illustrated in the Fig. 5-2 (a). The excitation energy ER was varied
from 1.61 to 1.68 eV, and the temperature was kept at T = 5 K. The resonant excitation
leads to a reduction of the inhomogeneous broadening of the luminescence, thus, the
contributions from the direct and Γ-X mixed exciton can be identified. For the excitation
at low energy with ER < EΓX only the largest dots are probed giving rise to a spectrally
narrow PL line. When the excitation energy exceeds the Γ-X-crossing energy EΓX, a
broad PL line appears. In the Fig. 5-2 (b) the energy shifts ∆E of the narrow and
broad PL lines with regard to the laser line are depicted as a function of the excitation
energy. The narrow PL line follows ER with a constant shift of ∆E = (2.2 ± 0.1) meV,
as indicated by the open circles. The broad PL linearly shifts from the laser line with
increasing excitation energy. According to the band structure scheme shown in the
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Fig. 5-1 (a), the energy of the direct exciton recombination is expected to follow the
resonant excitation energy equidistantly. Due to the flat dispersion of the X-valley level
the linearly shifted PL can be attributed to the Γ-X mixed exciton. As illustrated by the
green-colored double-headed arrows in the Figs. 5-2 (a) and (b), the difference between
the energy shifts of the direct and mixed exciton corresponds to ∆EΓX which, in turn,
is a linear function of ER in the regime of the Γ-X mixing. Moreover, the total integral
intensity of both PL lines does not depend on the excitation energy, only the ratio of their
intensities changes. Around the Γ-X-crossing point both intensities are similar, while at
higher energies the direct exciton PL dominates. On the one hand, the redistribution of
the PL intensities at EΓX reflects the superposition of the Γ- and X-valley parts of the
electron wave function. On the other hand, the rather strong decrease in the PL intensity
of the mixed exciton demonstrates a strong dependence of its oscillator strength on the
excitation energy. Since the oscillator strength is proportional to ∆E−2ΓX and ∆EΓX is
linked to ER, it can be assumed that fosc ∝ (EΓX − ER)−2. This estimation is valid for
the quasidirect Γ-X mixed exciton. The quasidirect character of the mixed exciton is
also confirmed by the resonant PL which does not show any phonon replica.
A possibility to accurately determine the Γ-X-crossing energy is provided by the
SFRS technique. In Fig. 5-2 (c) the intensity Ie-sf of the electron-SFRS line is shown
in dependence on the excitation energy. The SFRS experiment was measured in Voigt
geometry at B = 4 T and T = 5 K. This SFRS resonance profile of the X-valley electron
(see the next Subsection for details) has an asymmetric shape: the low-energy side is
steep, while the intensity rather smoothly decreases at higher energies. The energy of
the intensity maximum is comparable to the point where both PL lines have similar peak
energies. The corresponding energy of 1.633 eV is taken as the definition of the crossing
energy EΓX. The peak of the resonance profile indicates the maximum of the oscillator
strength of the Γ-X mixed exciton. At higher excitation energies fosc decreases, while
the lifetime of the mixed exciton becomes dominated by the X-valley part of the electron
wave function leading to a lower reduction in Ie-sf. Furthermore, the total width of the
SFRS resonance profile can be considered as estimation of the energy range in which the
Γ-X mixed exciton can be excited. The corresponding width amounts to about 60 meV, it
is two times smaller than the full width at half maximum of the QD PL. The Γ-X-mixing
regime is at the low-energy edge of the PL where the PL intensity is already reduced by
a factor of 50 in comparison to the PL maximum.
5.1.2 SFRS on Γ-X Mixed Exciton
The crossing point of the Γ- and X-valley electron levels determined by the resonant PL
has unambiguously been approved by the resonance profile of the electron-SFRS. The
resonant SFRS further allows to define the carriers participating in the Raman scattering
processes as well as the energies of the resonance states. The SFRS technique applied to
the (In,Al)As dots is assumed to identify the direct and indirect excitons by measuring
their g factors. As described in the Section 3.4, one can expect the spin-flip of each exciton
in the Faraday geometry due to the interaction with an acoustic phonon. Hereby, the
electron and heavy-hole of the bright exciton flip their spins simultaneously and, in turn,
the exciton with the total angular momentum projection of jz = 1 or −1 is scattered into
the opposite state | − 1〉 or |+ 1〉, respectively. According to the electric dipole selection
rules the exciton-SFRS line should appear in crossed circular polarization. Note, the
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Figure 5-3: SFRS spectra for the (In,Al)As/AlAs QD sample in the Faraday (a) and Voigt
(b) geometry. The excitation power density is about 12 W/cm2. In the Faraday geometry
(B ‖ z) the spectrum was measured in the (σ+, σ−) polarization configuration, while in the
Voigt geometry (B ⊥ z) the polarization is crossed linear. The SFRS line in the Voigt geometry
belongs to the X-valley electron.
exciton-SFRS does not require the mixing between light-hole and heavy-hole states.
In the Fig. 5-3 (a) an exemplary SFRS spectrum measured in the Faraday geometry
at B = 5 T and T = 1.8 K is depicted. The QD ensemble was excited at ER = 1.636 eV.
Both in the Stokes and anti-Stokes regime a SFRS line is absent, only a PL background
and elastically scattered light have been detected. Neither a variation in the excitation
energy, nor the application of larger B-fields up to 10 T, nor using different polarization
configurations lead to the appearance of an exciton-SFRS line. By comparison, for similar
conditions a SFRS line is detected in the Voigt geometry, as shown in the Fig. 5-3 (b).
Its Raman shift is about 0.58 meV which corresponds to a g factor of 2.0. It will be
demonstrated that this SFRS line originates from the X-valley electron. Neither in the
Faraday nor Voigt geometry the SFRS of an exciton can be observed. It points out that
the longitudinal g factor of the Γ-X mixed exciton (Ex) and probably direct exciton is
close to zero and thus the respective SFRS line cannot be distinguished from the laser
line. Since the band structure calculations for the (In,Al)As QDs have demonstrated that
the splitting between the light-hole (lh) and heavy-hole (hh) states at the Γ-point exceeds
several tens of meV [229], a lh-hh mixing is negligible in both geometries. Accordingly,
the transverse g factor of the Γhh-valley hh is supposedly equal to zero. Therefore, in
the Voigt geometry the Γ-X mixed exciton g factor is equal to the electron one and, in
turn, their SFRS lines are shifted by the same energy from the laser line. Principally, the
SFRS line detected in the Voigt geometry cannot be identified immediately. In order to
separate and characterize the SFRS lines, their angular dependencies have to be studied.
Before turning to the experimental results, the spin scattering mechanisms of the different
carriers are described.
Assuming a tilted geometry with θ 6= 0◦, the in-plane component Bx = B sin θ of the
magnetic field B = B(sin θ, 0, cos θ)T leads to a mixing of the conduction band states
due to the nonzero transverse magnetic moment of the electron. Since the light-holes and
heavy-holes are not mixed − at least at the Γ-point − and QD shape anisotropies are
negligible, the symmetry of the QDs is not lower than D2d. The corresponding magnetic
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Figure 5-4: Stokes-SFRS mechanisms in the two-particle picture for a tilted geometry with
θ < 35◦. The spin of the exciton (a), electron (b), and heavy-hole (c) is scattered via an acoustic
phonon. The corresponding spin-flip transitions are marked by the red-colored dashed arrows,
the black-colored solid arrows designate the electric dipole allowed transitions. (d) Numerically
calculated angular dependence of the exciton energies using the Eqs. (5.4) and (5.5), B = 5 T.
EEx represents the energy changes induced by the magnetic field coupling. In the Faraday
geometry the dark and bright excitons are described by the total angular momentum projections
jz = ±2 and ±1, respectively. The increase in the angle θ leads to a mixing between dark and
bright exciton states.
Hamiltonian takes the following form, compare Eq. (4.1):
HˆB =
1
2
µB
(
g‖eσzBz + g
⊥
e σxBx
)
+ g0µB
(
κKLJzBz + qKLJ
3
zBz
)
. (5.3)
The transverse and longitudinal electron g factors are g⊥e and g
‖
e , g0 is the free electron g
factor, σx,z are the Pauli matrices, Jz is the z-component of the hh angular momentum
operator, and µB is the Bohr magneton. The non-Zeeman term of the heavy-hole has
the symmetry of the Kohn-Luttinger Hamiltonian [207, 208], it contains the parameters
κKL and qKL whose values can be found in the Table 1-1. Only the second electron
Zeeman term introduces an off-diagonal coupling between the electron states | ± 1/2〉.
In analogy to Eq. (3.8), the eigenstates are then superpositions of the type |Ψ±e 〉 =
cos(θ/2)| ± 1/2〉 ± sin(θ/2)| ∓ 1/2〉. These spin states are used to describe both the Γ-
as well as X-valley electron. The angular dependent mixing of the electron spin states
allows the spin-flip scattering of the electron and heavy-hole. The heavy-hole spin states
are given by |Ψ±hh〉 = | ± 3/2〉. The confined exciton states can be factorized into the
product of the electron and heavy-hole ones: |Ψ±,±Ex 〉 = |Ψ±e 〉 · |Ψ±hh〉. As an example, the
|Ψ−,+Ex 〉 exciton consists of an electron in the state |Ψ−e 〉 and a jz = +3/2 heavy-hole.
The schemes of the exciton, electron, and heavy-hole spin-flips are illustrated in the
Figs. 5-4 (a)-(c) for a tilted geometry. Since the polarization degrees of the incident and
scattered light are not well defined in tilted geometries, they are not taken into account
in the following. In consideration of Stokes scattering, the Ex-SFRS is initiated by an
incident photon creating an exciton in the state |Ψ−,+Ex 〉. The spin of the exciton is scat-
tered by an acoustic phonon. Thus, the exciton-SFRS is described by the transition from
|Ψ−,+Ex 〉 to |Ψ+,−Ex 〉, as it is shown in the Fig. 5-4 (a). The exciton annihilates (transition
from |Ψ+,−Ex 〉 to |0〉) under emission of a photon whose energy is reduced by |ghh−ge|µBB
in comparison to the incident photon energy. Hereby, the exciton exchange energy δ0
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is neglected, see corresponding discussion in one of the following paragraphs. On the
contrary, the electron- and heavy-hole-SFRS processes are initiated by the excitation of
the |Ψ+,+Ex 〉 exciton. The transition |0〉 → |Ψ+,+Ex 〉 is optically addressable due to the
admixture of the sz,e = −1/2 electron state. The electron spin-flip yields the exciton
into the state |Ψ−,+Ex 〉, see Fig. 5-4 (b). In the case of the heavy-hole spin-flip the exciton
is scattered into the state |Ψ+,−Ex 〉, as depicted in the Fig. 5-4 (c). The subsequent an-
nihilations give rise to Raman shifts which are specified by the electron or, respectively,
heavy-hole Zeeman splitting.
In knowledge of the magnetic Hamiltonian and the scattering mechanisms, the depen-
dence of the exciton states on the angle θ varied from the Faraday to the Voigt geometry
will be discussed. The different exciton energies based on the Eq. (5.3) are illustrated in
the Fig. 5-4 (d) for B = 5 T. They are given by
E+,+Ex = −E−,−Ex =
1
2
µBB
[
ge (cos θ + sin θ) + 3g0 cos θ
(
κKL +
9
4
qKL
)]
, (5.4)
E+,−Ex = −E−,+Ex =
1
2
µBB
[
ge (cos θ + sin θ)− 3g0 cos θ
(
κKL +
9
4
qKL
)]
. (5.5)
An isotropic electron g factor of ge = 2 is used, and the Kohn-Luttinger parameters
are estimated to κKL = 0.49 and qKL = 0.033‡. The angular dependence demonstrates
a crossing of the exciton states |Ψ+,−Ex 〉 and |Ψ−,+Ex 〉 at about 35◦. Here, the excitonic
Raman shift vanishes. Also, at this crossing point the exciton g factor changes its sign.
In the Voigt geometry the dark and bright exciton states are fully mixed and can be
expressed by |Ψ+,+Ex 〉 + |Ψ+,−Ex 〉 and |Ψ−,−Ex 〉 + |Ψ−,+Ex 〉. As evaluated from the simulated
dependence EEx(θ), all three SFRS lines should be observable at an angle of about 75◦.
SFRS spectra measured at the magnetic fields of 4 and 5 T in a tilted geometry
with an angle θ = 75◦ are shown in the Fig. 5-5 (a) for resonant excitation at the Γ-X
crossover. Three SFRS lines are spectrally separated both in the Stokes and anti-Stokes
regime. The lines energetically shift with changes in the magnetic field strength. Their
field-dependent shifts are depicted in the Fig. 5-5 (b). The Raman shifts ∆Esf which
correspond to transitions between exciton spin-sublevels are well described by linear
Zeeman terms. A zero-field offset indicating the exciton exchange energy δ0 cannot be
detected, in contrast to the results on the undoped (In,Ga)As/GaAs QDs illustrated in
Subsection 4.1.2. Since the heavy-hole spin-flip within the photogenerated exciton is the
main reason for breaking the e-hh exchange coupling [240], it can be assumed that the
spin relaxation time τs,hh of the heavy-hole is much faster than ~/δ0 due to the admixture
of the bright and dark exciton states in the strongly tilted geometry. The electron spin
attempts to follow the precession of the heavy-hole spin whose orientation is stable for
a long spin lifetime in unperturbed cases (τs,hh > ~/δ0). Here, the heavy-hole spin and
correspondingly its effective magnetic field vary very fast, hence, the electron experiences
the external magnetic field only, and the exciton exchange energy does not contribute to
the Raman shift. The solid lines, shown in the Fig. 5-5 (b), represent linear fits leading
to the g factor values |gθe | = 2.000± 0.005, |gθhh| = 0.747± 0.005, and |gθEx| = 1.24± 0.01
‡The parameter qKL is derived from the equation x qInAsKL +(1−x) qAlAsKL with x = 0.3. The parameter
κKL has been modified to simulate the experimental angle dependence of the SFRS. Thus, κKL used for
the (In,Al)As QDs is about five times smaller than the value of 2.3 evaluated from the bulk parameters
listed in the Table 1-1.
98 Indirect Band-Gap (In,Al)As/AlAs Quantum Dots
Figure 5-5: Magnetic field dependence of the SFRS of the X-valley electron, Γhh-valley heavy-
hole, and mixed exciton, measured in a tilted geometry with θ = 75◦ and at a temperature of
1.8 K. (a) Stokes and anti-Stokes SFRS spectra for magnetic fields of 4 and 5 T and resonant
excitation of the Γ-X-level crossing at 1.636 eV. (b) Linear dependencies of the Raman shifts on
the magnetic field strength. The error in the Raman shift does not exceed the symbol size.
for θ = 75◦. According to the previous discussion including the numerical simulation the
g factors can be attributed to the X-valley electron, Γhh-valley heavy-hole, and the Γ-X
mixed exciton. The value of 2.000± 0.005 is consistent with the g factor of the electron
at the X-valley reported for indirect band-gap structures [241, 242].
In what follows, the widths and intensities of the SFRS lines are shortly discussed.
The minimum width of a SFRS line is defined by the spectral width of the laser line. The
full width at half maximum (FWHM) taken from the Gaussian fit of the electron-SFRS
line for B = 5 T amounts to we =
√
ln 4wgauss ≈ 0.03 meV. It is similar to the laser line
FWHM. The FWHM of 0.08 meV of the hh-SFRS line is about twice larger, while wEx
is estimated to 0.06 meV. The difference in the line widths is caused by the different g
factor dispersions. Nevertheless, the lifetime of the intermediate scattering state which
is defined by the carrier-phonon interaction can be approximated. The lifetimes are
τhh = ~/whh ≈ 8 ps and τe ≈ 21 ps. The small difference between them coincides with
the theoretically predicted trend that the hh-phonon scattering is more efficient at high
magnetic fields, see Subsection 1.2.2.
The temperature of the photogenerated electron and heavy-hole can be estimated
from the intensity ratio of the Stokes Issf and anti-Stokes I
as
sf SFRS lines. For the sin-
gle phonon process of the electron or heavy-hole spin-flip, the SFRS intensity ratio is
proportional to the statistical factors n(∆Esf) + 1 and n(∆Esf). Here, n is the phonon
occupation number which is governed by the Bose-Einstein distribution function [175].
The intensity ratio is then given by
Issf
Iassf
= exp
(
∆Esf
kBTe,hh
)
. (5.6)
Considering the SFRS spectrum for B = 5 T excited with a laser power density of about
12 W/cm2, the temperatures are evaluated from fits of the hh- and e-SFRS line intensities
to Te = (5.6± 0.4) K and Thh = (9.1± 0.9) K. Both temperature values deviate from the
temperature of the superfluid helium (1.8 K) surrounding the sample. The higher photo-
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Figure 5-6: (a) SFRS spectra at θ = 75◦ and B = 7 T for resonant excitation (ER = 1.632 eV)
of the (In,Al)As/AlAs QD ensemble and for resonant excitation with additional above-wetting-
layer illumination with a photon energy Ea = 2.33 eV. The electron-SFRS line is not influenced
by the above-wetting-layer illumination, only the PL background is slightly enhanced. (b) X-
valley electron-SFRS in a GaAs/AlAs quantum well (QW) structure in Voigt geometry, T = 5 K
and ER = 1.831 eV.
hh temperature demonstrates that its way into thermal equilibrium with the lattice is
limited by the short lifetime compared to the case of the photo-electron. Note, a strong
laser power can also lead to an increase in the local lattice temperature. Since the SFRS
is typically very sensitive to the lattice temperature, a local heating reduces the SFRS
intensity. Thus, an increase in the optical power density is not directly linked to an
enhancement of the SFRS intensity§.
How does above-wetting-layer illumination influence the electron-SFRS in the
(In,Al)As QDs? In the case of the CdTe/(Cd,Mg)Te quantum well the SFRS inten-
sity can be increased by at least one order of magnitude, while in the (In,Ga)As/GaAs
dots the e-SFRS intensity is reduced relative to the PL background. The impact of the
above-wetting-layer illumination with Ea = 2.33 eV on the SFRS intensity of the X-valley
electron is shown in the Fig. 5-6 (a). The SFRS intensity for only resonant excitation
(black curve) is equal to the one for resonant excitation combined with the additional
illumination (green curve) where the PL background is slightly increased. Due to the
above-wetting-layer illumination hot electrons from continuum states relax into the in-
tentionally undoped QDs. It can be assumed that these electrons can heat the lattice
thus reducing the e-SFRS intensity. According to the insensitivity of the e-SFRS line
to the above-wetting-layer illumination the power density of the additional illumination
might be too weak to influence the phonon-assisted e-SFRS process. Note, in order
to demonstrate a heating effect the intensity ratios Issf/I
as
sf measured with and without
additional illumination must be compared.
Before discussing the angular dependencies of the g factors in the (In,Al)As/AlAs
QDs, a second example of measuring the X-valley electron g factor in a low-dimensional
§An accurate determination of the carrier temperature via the intensity ratio requires a stable laser
power during the acquisition of the SFRS spectrum. The ratio of the Stokes and anti-Stokes e-SFRS
intensities for B = 4 T, shown by the blue curve in the Fig. 5-5 (a), leads to a negative temperature.
Here, the laser power was most probably unstable.
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Figure 5-7: Angular dependent SFRS of the mixed exciton, X-valley electron, and Γhh-valley
heavy-hole. (a) SFRS spectra at B = 5 T and T = 1.8 K for different tilting angles θ. The
excitation energy is in resonance with the Γ-X-crossing point. (b) g factors as a function of
θ. While the electron g factor does not show any angle dependence, the values of ghh and gEx
are approximated by cos θ-equations (dashed and full lines). At θ = 30◦ the hh-SFRS can only
be identified as background of the e-SFRS line. In Voigt geometry the narrow SFRS line is
attributed to the electron. The exciton g factors for θ = 15◦ and 45◦ have been evaluated from
spectra (not shown here) measured with very narrow spectrometer slits to strongly suppress the
stray light. Their errors exceed the symbol size.
semiconductor by the SFRS technique is presented. In the Fig. 5-6 (b) two SFRS spectra
for a GaAs/AlAs quantum well structure with type-II band alignment are depicted. They
were measured at 3 and 5 T, and a temperature of 5 K in Voigt geometry. The excitation
energy of 1.831 eV (Tekhnoscan, Dye-Laser Ametist-FD-08 with DCM solution) was
tuned into resonance with the quantum well photoluminescence. The magnetic field
dependent shift of the intensive line demonstrates its SFRS origin. Its Raman shift
corresponds to a transverse g factor of 1.99 ± 0.01. It can be attributed to the electron
localized at the X-minimum of the conduction band in the AlAs layer [84]. Like in the
(In,Al)As/AlAs QD ensemble, the g factor of the X-valley electron is very similar to that
of the free electron.
5.1.3 Characteristics of the g Factors
The results discussed in the previous Subsection have demonstrated that in the Faraday
geometry an exciton-SFRS is not detected due to its small longitudinal g factor. However,
at a tilting angle θ = 75◦ the SFRS lines of the Γ-X mixed exciton, Γhh-valley heavy-
hole, and X-valley electron are present, and in the Voigt geometry only the X-valley
electron-SFRS is observed. In the Fig. 5-7 (a) SFRS anti-Stokes spectra for different
tilted geometries are shown. They were measured at B = 5 T, T = 1.8 K, and an
excitation energy ER = 1.636 eV. The SFRS spectra allow to trace the Raman shifts of
the electron, heavy-hole and exciton with varying angle θ. The angular dependence of
the corresponding g factors is illustrated in the Fig. 5-7 (b).
The SFRS line shift of the X-valley electron is not influenced by changes of the sample
orientation in the xz-plane with respect to the magnetic field direction. Its g factor is
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given by
ge = g
‖
e = g
⊥
e = 2.00± 0.01. (5.7)
The isotropy of ge and its large absolute value unambiguously indicate that the e-SFRS
line is attributed to the spin-flip of the X-valley electron. It is consistent with electron
g factor studies in indirect band-gap Si- or AlAs-based structures [84, 241, 242]. Note,
the g factor of the X-valley electron also maintains its magnitude across the Γ-X-mixing
range, evaluated from the SFRS lines of the resonance profile which has been shown in
Fig. 5-2 (c). In general, the electron g factor is expressed as ge = g0−∆g. The similarity
of ge to the free electron g factor g0 originates from a negligibly small ∆g, and thus from
a negligible contribution from the orbital part of the X-valley electron wave function¶.
According to the Roth-Lax-Zwerdling equation, see Eq. (1.21) for details, the g factor
deviation ∆g is roughly proportional to (Ep∆so/E2g). At the X-point the band gap Eg
between the conduction and valence band is large. In AlAs, for example, the energy gap
between the X6c-level and the valence band level X7v is 4.79 eV [243]. The energy Ep
related to the momentum matrix element between the conduction and valence band is
also reduced. Furthermore, spin-orbit corrections to the g factor are insignificant for the
X-valley electron [244]. Therefore, its g factor coincides with g0, and is about 40 times
larger than values of g∗e ≈ 0.05 for a Γ-valley electron localized in a quantum well where
the energy of the lowest optical transition approaches 1.63 eV [245].
Besides the isotropic g factor of the X-valley electron, the angular dependent g factors,
see Figs. 5-7 (a) and (b), are assigned to the Γhh-valley heavy-hole and the Γ-X mixed
exciton. The g factor tensor components of the Γhh-valley hh are defined by the common
expression ghh(θ) =
[
(g
‖
hh cos θ)
2 + (g⊥hh sin θ)
2
]1/2. In the present case the heavy-hole g
factor mainly follows a cosine dependence, thus only g‖hh significantly differs from zero
[246]. The longitudinal and transverse values of ghh are estimated to
g
‖
hh = 2.42± 0.05 and g⊥hh = 0.03± 0.05. (5.8)
The deviation of the transverse hh g factor from zero is not significant due to the large
absolute error. Therefore, the lh-hh mixing at the Γ-point is absent in the (In,Al)As/AlAs
QDs, since lh-hh mixing typically increases the in-plane hh g factor(s). Also, an anisotropy
of the localization potential of the heavy-hole is negligible, and changes in g⊥hh induced
by a k-dependent admixture of light-holes or spin-orbit splitting can be ruled out. The
small magnitude of g⊥hh is further evidenced by the Kohn-Luttinger parameter that has
been used for the previously discussed simulation. For qKL = 0.033 the transverse hh g
factor takes the value g∗hh = 3qKL ≈ 0.1.
In consideration of an isotropic electron g factor and a positive longitudinal heavy-
hole g factor the equation gEx(θ) = g
‖
hh cos θ−ge is valid for the Γ-X mixed exciton. This
expression well describes the experimentally obtained exciton g factors, as illustrated by
the solid line in the Fig. 5-7 (b). The g factor tensor components of the mixed exciton
read
g
‖
Ex = 0.43± 0.08 and g⊥Ex = −1.95± 0.08. (5.9)
The absolute value of the transverse g factor is similar to the one of the electron, while the
¶Since the wave functions of the Xxy and Xz electron states are spherically symmetric (s-like), the
electron g factor is equal to 2.0 and isotropic in both cases.
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Figure 5-8: Magnetic field induced circular polarization degree ρc of the QD PL, excited by
Ea = 2.33 eV at T = 1.8 K in the Faraday geometry. The Γ-X-crossing region is marked by the
dashed area. Here, the contribution to ρc from the indirect exciton becomes important. The
deviation of ρc from zero at B = 0 T for E < 1.6 eV is due to weak PL, compare the spectrum
in Fig. 5-1 (b). For energies larger than 1.9 eV the wetting layer changes the sign of ρc.
longitudinal g factor deviates from zero considerably, as distinguished from the initial
prediction. Nevertheless, the rather small g factor combined with a relatively weak
intensity and broad line width makes it impossible to detect the Ex-SFRS in longitudinal
magnetic fields of B ≤ 5 T‖. It should be noted that the g factors in Eq. (5.9) actually
belong to the indirect exciton, since they are explained by the X-valley electron and
Γhh-valley heavy-hole g factors probed at energies belonging to the Γ-X-mixing regime.
The sign of the longitudinal exciton g factor is analyzed in detail in the next paragraph.
Moreover, for the Γ-X mixed exciton, whose wave function consists of the superposed
electron wave functions, an average electron and, in turn, exciton g factor could be
expected. In the Subsection 5.1.4, this aspect will be studied theoretically.
The positive sign of the longitudinal g factor of the indirect exciton probed at energies
ranging about EΓX is evidenced by the magnetic field induced circular polarization degree
ρc of the QD ensemble PL. In the Fig. 5-8 the circular polarization degree is spectrally
resolved for different magnetic field strengths in the Faraday geometry. The circular
polarization degree ρc = (I+ − I−)/(I+ + I−) is evaluated from the intensities I+ and
I− of the σ+ and σ− polarized exciton PL, respectively. A positive ρc means that the
exciton state | + 1〉 is lower in energy than that of the jz = −1 exciton and, in turn,
the exciton g factor is negative. Hence, the sign of ρc allows to define the exciton g
factor sign. As shown in the Fig. 5-8, the circular polarization degree changes its sign
across the ensemble of the direct and indirect band-gap QDs. In the case of direct QDs
at low energies, ρc is negative and thus the g factor of the Γ-exciton is g
‖
d > 0. This
is consistent with results on the exciton g factor in self-assembled InAs-based QDs with
direct band gap [206], and with the assumption of a small electron g factor (|g∗e |  |ghh|)
for quantum structures with an effective band gap energy of about 1.63 eV [245]. In
the Γ-X-crossing region, marked by the dashed area in the Fig. 5-8, ρc is provided by
the emission of the mixed excitons. While the direct exciton contribution prevails, the
‖The application of larger B-fields was only possible with another experimental setup providing a
comparable spectral resolution, but less stray light rejection.
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increase in ρc already indicates the contribution of the indirect excitons. Nevertheless,
the negative sign shows a positive g factor in accordance with the SFRS results measured
in the Γ-X-mixing regime. In the spectral region of indirect band-gap QDs the circular
polarization degree becomes positive. Here, the longitudinal Lande´ factor g‖ind of the
indirect exciton is negative. Since the exciton g factor is governed by gind = ghh − ge,
the relation |ghh| < |ge| is valid for E > 1.68 eV, and thus the hh g factor decreases
with increasing energy. In conclusion, the discussion of the carrier g factor properties
combined with the sign determination of g‖Ex ascertains and completes the assignment of
the SFRS line origins.
5.1.4 Theoretical Simulation of SFRS Spectrum
In the experiments Raman scattering induced spin-flips of the photocreated Γ-X mixed
exciton, X-valley electron and Γhh-valley heavy-hole have been observed. Only the res-
onant excitation at energies where QDs in the ensemble have Γ-X mixing allows the
optical access to the indirect electron. In the Γ-X-crossing region the electron state is a
mixed state composed of the Γ- and X-valley, as described by Eq. (5.2): the electron wave
function is defined as the superposition Ψe = γ|Γ 〉+χ|X〉. It has been assumed that the
change in the tilting angle affects their spin states in the same way, see Subsection 5.1.2
for details. Although the Γ-valley electron enables via its admixture to the X-valley
electron the observation of the X-electron-SFRS as a sharp line in the spectrum, its own
SFRS could not be detected. Besides the spin-flip scattering of the Γ-valley electron,
one may also expect a SFRS line whose shift is defined by a mixed g factor of the direct
and indirect electrons. A wide dispersion and small absolute magnitude of the Γ-valley
electron g factor were previously given as reasons for its absence in the SFRS spectra.
In the following the SFRS spectrum of an ensemble of a two-level quantum system will
theoretically be described∗∗. The model will be used to simulate the SFRS spectrum of
the electron with both the Γ- and X-valley contributions. The simulation will prove the
reasons above and provide further explanations.
An ensemble of a two-level quantum system can be defined by the wave function
Ψ = C1|1〉+ C2|2〉,
where |j〉 (j = 1, 2) are two orthogonormalized basic states in an individual two-level
quantum system characterized by the unperturbed eigenenergies Ej . For the lowest
level, which will only be taken into account, the coefficients Cj are given by
C21 =
1
2
(
1 +
∆√
∆2 + δ2
)
and C22 =
1
2
(
1− ∆√
∆2 + δ2
)
.
Here, ∆ = E2 − E1 and δ is the modulus of the matrix element of the coupling of the
states |1〉 and |2〉 due to some perturbation, e.g., due to mixing between Γ- and X-states
in a QD. The g factor of a two-level quantum system is defined by
g ≡ g(∆) = g1C21 + g2C22 , (5.10)
∗∗This theoretical part has been developed by E. L. Ivchenko from the Ioffe-Institute in St. Petersburg.
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where gj is the g factor in the basic state |j〉. The Eq. (5.10) can be written as
g ≡ g(∆) = g¯ − g˜ ∆√
∆2 + δ2
(5.11)
with g¯ = (g1 +g2)/2 and g˜ = (g2−g1)/2. Note, for the (In,Al)As/AlAs QDs the relation
g1  g2 is valid.
The spectral line of the spin-flip Raman scattering is described by
I(Ω) ∝
∫
F (∆)C21δ[Ω− g(∆)] d∆, (5.12)
where the function F (∆) denotes the distribution of the quantum systems over the energy
∆, and the δ-function depends on g(∆) and on the frequency difference Ω = ωi−ωs with
the incident ωi and scattered ωs light frequencies. The product µBB is set to unity. In
what follows, it is assumed that the modulus δ of the coupling matrix element is smaller
than the dispersion of the ∆-values. By taking into account the first derivative
dg(∆)
d∆
= −g˜ δ
2
(∆2 + δ2)3/2
the spectral line of the SFRS takes the form
I(Ω) ∝ F (∆)|g˜|δ2 C
2
1
(
∆2 + δ2
)3/2
=
F (∆)
2|g˜|δ2
(√
∆2 + δ2 + ∆
) (
∆2 + δ2
)
. (5.13)
The difference ∆ in the energies of the two states |1〉 and |2〉 is related to the frequency
difference Ω (Raman shift) by the identity Ω = g(∆). The square of ∆ can then be
expressed as
∆2 = δ2
(Ω− g¯)2
g˜2 − (Ω− g¯)2 .
In order to demonstrate the explicit dependence of Eq. (5.13) on both g factors, the sum
∆2 + δ2 is written as
∆2 + δ2 = δ2
g˜2
g˜2 − (Ω− g¯)2 = δ
2 g˜
2
(g2 − Ω)(Ω− g1) . (5.14)
It is obvious that I(Ω) is not zero for positive g˜2 − (Ω − g¯)2. For the two cases of
Ω ≈ g2 and, respectively, Ω ≈ g1 the sum (5.14) takes the following form resulting from
a zero-order Taylor approximation:
∆2 + δ2
∣∣∣
Ω≈g2
≈ δ2 g˜/2
g2 − Ω , ∆
2 + δ2
∣∣∣
Ω≈g1
≈ δ2 g˜/2
Ω− g1 .
In consideration of systems with a negligible energy spacing ∆ ≈ 0, the frequency
shift is given by Ω = g¯ with the minimum intensity
Imin(Ω) ∝ δ. (5.15)
The systems with negative ∆, which corresponds to the range of energies exceeding the
Γ-X-crossing point, satisfy the inequality δ  |∆| and contribute to the peak at Ω ≈ g2.
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Figure 5-9: (a) Simulated SFRS spectrum of an ensemble of two-level quantum systems for
|∆|  δ. The spectrum contains two SFRS lines whose shifts correspond to the Lande´ factors
g2 = g0 and g1 = g2/10. The line I(g1) of the direct state is rather weak and its frequency
shift is small. For the mixed g factor g¯ = (g1 + g2)/2 the spectral intensity is minimal. The
widths of the spectral lines indicate the dispersion in the g factor values. (b) Simulated SFRS
spectrum for B = 5 T with modified parameters to fit the experimentally observed SFRS. The
dispersion in the direct electron g factor and the short lifetime of the Γ-state reduce the SFRS
intensity of the Γ-valley electron. The inset demonstrates the weak intensity of its line, and the
vanishing intensity at g¯. Only the SFRS of the X-valley electron appears as a rather narrow
line in the spectrum. In contrast to the simulation shown in panel (a), for the calculation of the
modified density distributions F the following parameters have been used: wgΓ = 5wgX = 10wL
and A0,gΓ = 0.5.
The spectral line is described by
I(Ω ≈ g2) ∝ F (∆)|∆|. (5.16)
The scattering peak near Ω = g1 adopts the equivalent intensity in that model without
making assumptions on the density of states or the line broadening. If the density
distribution F (∆) is a smooth function, the maximum intensity will be achieved at
∆m = F (∆m)/F
′(∆m). The peak frequency shift is then equal to Ωm = g2 − g˜(δ/∆m)2.
Overall, the spin-flip scattering spectrum has two peaks at Ω ≈ g1 and Ω ≈ g2, and
reaches a minimum at Ω ≈ g¯.
For the simulation of a SFRS spectrum the density distribution F is described in
terms of the frequency shift Ω by the Gaussian function Fj(Ω) = A0/(w
√
pi/2) exp[−2(Ω−
gj)
2/w2] with an amplitude A0 = 1. The value of the width w is linked to the condition
that the spectral intensity is minimal at g¯. In order to take into account the relation
g2  g1 it is assumed that both g factors differ from each other by one order of magni-
tude, whereby g2 is set to the free electron g factor g0 thus marking the X-valley electron.
The corresponding SFRS spectrum is shown in the Fig. 5-9 (a). The theoretical simu-
lation demonstrates that for an ensemble of two-level quantum systems two spectrally
broad lines at the frequency shifts belonging to the g factors of both levels appear in the
SFRS spectrum. The large width of the spectral lines displays the dispersion in the g
factor values of the mixed state. At the average g factor g¯ = (g1 + g2)/2 the intensity
takes its minimum value. Despite the same density distribution function, the intensity
of the line at Ω = g2 is four times larger than I(Ω = g1) and about two orders of mag-
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nitude larger than the intensity at g¯. Concerning the (In,Al)As QDs it means that for
a typical SFRS intensity I(g2) of 500 counts per second the intensity Imin falls below 10
counts per second thus becoming indistinguishable from the PL background. Moreover,
not only the rather weak intensity of the line I(g1) but also its close vicinity to the zero
frequency shift (laser line) due to its small g factor account for the disappearance of the
Γ-valley electron-SFRS in the spectra. Bear in mind that in direct band-gap GaAs-based
quantum wells with an effective band gap energy of about 1.63 eV the electron g factor
ranges about 0.05 [245].
In the following, features of the theoretical simulation are adapted to experimental
parameters in order to highlight further reasons for the absence of the Γ-valley electron-
SFRS. In the Fig. 5-9 (b) the modified SFRS spectrum is depicted, the model parameters
are listed in the caption. Only the SFRS line of the X-valley electron is pronounced, while
the SFRS contribution from the Γ-valley electron is strongly suppressed. As illustrated
in the inset of panel (b), its line intensity is more than two orders of magnitude smaller
than I(gX), while at the average g factor the intensity vanishes. Moreover, the Γ-valley
e-SFRS line overlaps with the laser line. Which model parameters have been changed to
closely simulate the experimental SFRS? Mainly, the width of I(gΓ) has been increased
by five times with respect to the width of I(gX) which has been approximated by twice
the typical width wL = 0.02 meV of the laser line. It accounts for the broad dispersion
of the Γ-valley electron g factor following the strong variation in QD sizes. Furthermore,
the SFRS process with a Γ-electron is inefficient at an excitation energy exceeding the
Γ-X-crossing point. It is attributed to the short lifetime τd of the Γ-valley electron
which effectively relaxes to the X-valley. Owing to the proportionality Isf ∝ τ , the short
lifetime attenuates the intensity of the spectral line. The amplitude of I(gΓ) has only
been bisected in value, although the Γ-electron lifetime is considerably smaller than that
of the X-valley electron. Principally, the line intensity also depends on the concentration
of the QDs excited at a certain energy within the Γ-X-mixing range, see Subsection 5.1.1
for details. Hereby, the SFRS intensities of both the direct and indirect electron are
affected in the same manner. Only for resonant excitation of the direct dots, its small
concentration of 2% further reduces the SFRS line intensity. According to these reasons,
it is not possible to detect the SFRS line of the Γ-valley electron. As evidenced by
the theoretical derivation and illustrated by the simulated SFRS spectra, the SFRS line
related to a mixed g factor has the minimum intensity. Note, the application of very high
magnetic fields (B  5 T) perpendicular to the QD growth axis could enhance the SFRS
intensity of the Γ-valley electron so strongly that it could be detected with an efficient
detection system.
5.2 Recombination Dynamics of the Indirect Exciton
The kinetics of the exciton recombination in semiconductor QDs is often analyzed in
terms of an exponential decay with one characteristic recombination time [247]. However,
the luminescence decay in QDs is typically nonexponential [247, 248, 249], for which
there are several reasons, such as the contribution of dark excitons to the emission or
the influence of Coulomb correlation effects. Nevertheless, for a single QD in the strong
confinement regime the bright exciton PL is found to decay monoexponentially [248, 250].
For an ensemble of such QDs, on the other hand, nonexponential decays are typical and
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a statistical analysis of the time-resolved emission demonstrates that this behavior can
be attributed to a dispersion of radiative and/or nonradiative lifetimes of QD confined
excitons [249]. This ensemble decay at a specific energy results from the superposition
of monoexponential PL decays of excitons that are localized in QDs having different
sizes, shapes, and compositions [251]. In the case of continuously distributed lifetimes
τ of excitons, characterized by the same recombination energy, their PL decay can be
described by a distribution function G(τ).
As shown in the Subsection 5.1.1, a long exciton recombination time evaluated from
the nonexponential PL decay is characteristic of indirect band-gap (In,Al)As/AlAs QDs
with type-I band alignment. Here, the conduction band minimum is around the X-valley,
while the valence band maximum is around the Γ-point. Since only indirect band-gap
QDs are probed at energies deviating from the Γ-X-mixing regime (E  EΓX), a radiative
recombination requires a momentum transfer via either a phonon or a scattering process
at the heterointerface between the (In,Al)As QD and AlAs matrix, as demonstrated,
for instance, in indirect band-gap GaAs/AlAs and InAs/AlAs quantum wells [252, 253].
For the indirect (In,Al)As/AlAs QDs it has been ascertained that the radiative exciton
recombination is mainly caused by the scattering at the (In,Al)As/AlAs heterointerface
[229]. Hence, the exciton recombination dynamics, namely the recombination time τ and
the lifetime distribution G(τ), can yield valuable information on this interface.
In the following the dynamics of the exciton recombination in ensembles of indirect
band-gap (In,Al)As/AlAs QDs with varying sharpness of the QD-matrix interface is
studied by time-resolved PL. It will be illustrated that the radiative lifetime of the exciton
that is indirect in momentum space is strongly influenced by this sharpness. The PL
decay is well described by a power-law function I(t) ∼ (1/t)α which, in turn, is based on
a phenomenological distribution function G(τ) depending on a single fitting parameter.
5.2.1 Sample Characteristics
The studied self-assembled (In,Al)As QDs, embedded in an AlAs matrix, were grown by
molecular beam epitaxy on semi-insulating (001)-oriented GaAs substrates. The struc-
tures had one QD sheet sandwiched between 50-nm-thick AlAs layers grown on top of a
200-nm-thick GaAs buffer layer. The nominal amount of deposited InAs was about 2.5
monolayers. A 20-nm-thick GaAs cap layer protected the AlAs layer against oxidation.
The diameter, density, and composition of the intentionally undoped (In,Al)As/AlAs
QDs are determined by the growth conditions such as the substrate temperature Tg,
growth interruption time tgi, and postgrowth annealing temperature Tan. The three
structures S1 (#1474), S2 (#1498, as-grown), and S3 (#1379), which were grown under
the conditions listed in the Table 5-1, have different (In,Al)As QD alloy compositions.
Despite the effect of intermixing on the QD composition profile during the epitaxy, as-
grown self-assembled QDs have a sharp QD-matrix interface [254]. The reason for the
sharp interface formation arises from the Stranski-Krastanov growth mode. The inter-
mixing during the dot formation determines the QD composition due to mass transfer
along the wetting layer [255, 256]. The interfaces of the QDs which are independent of
their composition are given by stable crystallographic planes thus minimizing the inter-
face energy. These planes provide interface stability against the intermixing with the
matrix material during the overgrowth of the QDs. Nevertheless, the sharpness of the
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Table 5-1: Growth parameters and basic properties of the studied (In,Al)As/AlAs QDs. The
average diameter dav, diameters corresponding to the smaller ds or larger dl half width of the
QD size distribution, the size dispersion Sd, and the average fraction xInAs of InAs in the QDs
are listed. Additionally, the exponent α of the PL decay curve, and the parameter τ0 of the
exciton lifetime distribution described by the Eq. (5.19) are specified. The QD densities are
within the same range of (7± 3)× 1010 cm−2. For the structure S2 the diameter dl = 18.5 nm
refers to direct band-gap QDs. In order to address indirect band-gap QDs in S2 the smaller
diameter d∗l = 17 nm, marked in Fig. 5-10, is chosen. The corresponding parameter value τ0/α
for S2 belongs to the QD ensemble with the characteristic diameter d∗l .
Sample Tg/tgi Tan ds dav dl Sd xInAs τ0(µs)/α
(◦C/s) (◦C) (nm) (nm) (nm) (%) I1/2(ds) Imax(dav) I1/2(dl)
S1 450/10 - 4.3 5.5 7 40 0.99 0.13/1.75 0.10/1.75 0.07/1.30
S2 460/60 - 9 13.8 17∗ 60 0.80 0.24/1.95 0.13/1.55 0.06/1.25
S3 510/60 700 15 18.3 22 52 0.47 2.3/1.75 2.1/1.50 0.7/1.35
S4 460/60 800 12 19.6 28 75 0.35 5.4/2.45 5.2/2.40 4.0/2.08
(In,Al)As/AlAs interface can be smeared out by means of high-temperature postgrowth
annealing. The structures S3 and S4 (#1498) were annealed at elevated temperatures
Tan, as marked in the Table 5-1. The sample S4 is designated as annealed S2 structure,
since they only differ in the postgrowth annealing.
The QD sizes and densities are studied by transmission electron microscopy (TEM).
In Fig. 5-10 TEM plane-view images (illustrating the lateral QD sizes only, not their cross
sections) and the respective histograms of the QD diameter distribution are shown for the
four structures. The average diameters dav and the diameters corresponding to the larger
dl and smaller ds half widths of the QD size distributions are summarized in the Table 5-1.
Additionally, the size dispersion Sd is listed, which is defined as the ratio of the difference
between the half widths dl and ds to the average diameter: Sd = 100% × (dl − ds)/dav.
Note, from TEM cross-section images it has been evaluated that the (In,Al)As QDs are
lens shaped with a typical aspect ratio (height to diameter) of 1:4 [228].
The unannealed structure S1 has a relatively narrow distribution (Sd = 40 %) around
a small QD diameter of dav = 5.5 nm, as depicted in the Fig. 5-10. The structures S2,
S3, and S4 contain QDs with larger diameters, which are also distributed over broader
ranges. The largest lateral QD sizes are found for the structure S4 which was annealed
at the highest temperature of 800◦C. The comparison between the annealed structure S4
and the unannealed structure S2 indicates that postgrowth annealing leads to broaden-
ing of the QD diameter and its distribution. The average QD diameter increases from
13.8 to 19.6 nm and the size dispersion Sd from 60 % to 75 %. The increase in the
diameter is caused by the InAs diffusion from the QD into the surrounding AlAs ma-
trix. Accordingly, a diffused InxAl1−xAs layer around the QD-matrix interface is the
result of the annealing. It is obvious that the thickness of this InxAl1−xAs layer depends
on the annealing temperature and duration. Hereby, the sharpness of the interface is
defined as the degree of spatial separation between the different materials of (In,Al)As
and AlAs. Therefore, the sharpness of the QD-matrix interface can be described by the
thickness of this diffused layer: a sharp (blurred) interface corresponds to a thin (thick)
InxAl1−xAs layer. Hence, the structures S1-S4 represent a set of QD ensembles having
different diameters and interface sharpnesses.
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Figure 5-10: TEM plane-view images (panels on the left), and histograms of the QD diameter
distribution (panels on the right) including the size dispersion fitted by Gaussian curves for the
structures S1-S4. A histogram shows the incidences of finding a QD with a specific diameter
in the TEM image within an area ranging from 0.3 to 0.5 µm2. The half width of a QD size
distribution is marked by the horizontal line. The average diameter dav and the large dl and
small ds diameters defined by the half width of the QD size distribution are exemplarily indicated
for the structure S3. For the structure S2, d∗l is taken as the diameter corresponding to indirect
band-gap QDs, see the caption of the Table 5-1.
It should be noted that the characterization of the heterointerface is based on the
assumption of a nonuniform QD composition profile. Since the interface sharpness is
expressed as the degree of the spatial separation between the two different kinds of
materials, it can be described in terms of their concentrations. A nonuniform composition
profile means that the concentration of the QD material gradually decreases from the
InAs core to the edge of the core-surrounding (In,Al)As diffusion layer which, in turn,
is bordered on the AlAs matrix layer. A thick diffusion layer corresponds to a small
gradual change in the concentration. The material intermixing and/or strain transfer
can change the profile of the (In,Al)As concentration and, correspondingly, the interface
sharpness [257]. By the variation of the thickness of the (In,Al)As QD layer the influence
of the interdiffusion and the finite strain field on the carriers can be controlled, since the
carrier wave function is mainly localized at the center of the QD, see Subsection 1.1.2
for details. For instance, the decrease in the diffusion layer thickness enhances the strain
energy and the InAs-AlAs intermixing. This kind of nonuniform profile describes a radial
distribution of the concentration [258, 259]. It can be used to delineate the composition
profiles of the studied QD structures.
In addition to the TEM images, the photoluminescence of the QD ensembles provides
information on the heterointerface. Normalized PL spectra of the studied structures are
illustrated in the Fig. 5-11. The PL spectra were measured at the temperature T = 5 K,
and were excited by a He-Cd laser with a photon energy of 3.81 eV. Two PL bands DQD
and IQD are observed in the spectra which result from the exciton recombination in QDs
with direct and indirect band gaps, respectively. As shown in the Subsection 5.1.1, the
intensity of the DQD emission band decays during a few nanoseconds, while the decay
time of the IQD band amounts to hundreds of microseconds. These two types of QDs
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Figure 5-11: Normalized PL spectra of the different (In,Al)As/AlAs QD structures S1-S4 at
B = 0 T, excited by a He-Cd laser with a power density of 10 W/cm2. The PL intensity of the
S1 structure is multiplied by 0.7 for better visibility. The dashed area marks the Γ-X-mixing
region. The vertical arrow indicates the energy of the exciton recombination in QDs with the
typical diameter d∗l for S2, see the caption of Table 5-1.
coexist in the ensembles of the (In,Al)As/AlAs QDs. The DQD PL band of the S1, S2,
and S3 structures is at energies below 1.65 eV. This energy is similar to the Γ-X-crossing
energy which has been evaluated from the electron-SFRS resonance profile of the sample
#2890, see the Fig. 5-2 (c). At this energy the oscillator strength of the Γ-X mixed
exciton has its maximum; the Γ-X-mixing region is marked by the dashed area in the
Fig. 5-11. Strictly speaking, the Γ-X-crossing energy designates the boundary between
the direct and indirect band-gap (In,Al)As/AlAs QDs.
Since the shape of the PL emission reflects the distribution of QD sizes, a relation
between the parameters characterizing the spectra and the geometric quantities of the
average diameter dav and size dispersion Sd can be established. This relation has the
following features:
(a) The increase in dav and Sd for the as-grown structures S1 and S2 leads to a red-shift
from 1.8 to 1.7 eV and an increase in the full width at half maximum (FWHM) of
the IQD band from 130 to 170 meV. Moreover, the intensity of the DQD band is
enhanced by about one order of magnitude in S2 compared to S1.
(b) The increase in dav and Sd, resulting from the high-temperature annealing of S2
and its transformation to the S4 structure, gives rise to a blue-shift of the IQD
band from 1.7 to 1.85 eV and a decrease in the FWHM from 170 to 75 meV. The
annealing also causes a reduction in the DQD band intensity for the S3 structure
and the disappearance of this band for S4.
In order to explain these results the following aspects characterizing the energy of
the optical transitions must be taken into account: (i) the quantum confinement energy
which decreases with increasing QD size, and (ii) the band gap energy of the (In,Al)As
layer in the QD which increases with a decreasing InAs fraction. In lens-shaped QDs
the QD height mainly defines the confinement energy. The average QD composition can
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be evaluated from a comparison of the IQD band energy position with results of model
calculations∗. The determined concentrations of InAs are collected in the Table 5-1.
The red-shift and broadening of the IQD band, going from the S1 to the S2 structure,
are caused by a weaker quantum confinement and larger size dispersion Sd. The QD
composition is not changed remarkably. In comparison to the S2 structure, the IQD
band of S4 shifts to higher energies due to a larger band gap energy of the (In,Al)As
layer with a small InAs fraction in the QD alloy composition. This compensates for the
decrease in the quantum confinement energy owing to the annealing induced increase
in the QDs height based on a fixed aspect ratio. Moreover, one would expect that the
thermal annealing leads to a more homogeneous QD size distribution and thus to a
reduction in the PL line width. However, the FWHM of the IQD band decreases with
larger size dispersions Sd. This narrowing is explained by the shift of the QD energy
levels toward the level of the wetting layer. It can be described by a shallow quantum
well which is only slightly influenced by changes in the width or height [260].
The energy separation between the optical transitions of the direct and indirect exci-
tons weakly depends on the QD size, shape, and composition [228, 229]. Therefore, the
change in the intensity of the DQD band relative to that of the IQD band reflects the
change in the relative layer density of the direct band-gap QDs. This density is a function
of the QD size and composition. The disappearance of the DQD band in the emission of
the S4 structure results from the lower InAs fraction in the QD alloy composition. This,
in turn, gives rise to a conversion of the band gap from a direct to an indirect one.
5.2.2 Time-Resolved Photoluminescence
The study of the exciton recombination dynamics and its dependence on the interface
sharpness requires that the exciton population does not exceed one exciton per QD. In
order to avoid an accumulation of electron-hole pairs and a formation of multiexciton
complexes in the indirect band-gap QDs with long exciton lifetimes the optical excitation
has to be carefully chosen. The number of excitons, which are photogenerated in the QD
surrounding matrix and captured in the QDs per laser pulse, is mainly determined by
the pulse energy density. However, it is independent of the QD band gap structure
because the relaxation from the excited Γ-state to the X-valley ground state is very
fast. The repetition frequency of the excitation pulses should be reduced to a level that
there is sufficient time for the excitons to recombine between subsequent pulses, so that
multiexciton complexes are not created. Since the lifetime of the indirect excitons exceeds
that of the direct ones by up to five orders of magnitude, the pulse repetition frequency
as well as the average excitation density should decrease correspondingly†. Hence, the
∗The recombination energy of a QD exciton depends on the QD size, while the emission at a certain
spectral energy is contributed by QDs with similar sizes. Thus, the PL band maximum corresponds to
recombinations in QDs characterized by the average diameter. The comparison between the measured
energy of the PL maximum and the calculated optical transition energies in QDs with known average
sizes allows to determine the average composition of these QDs. The calculation of the confined energy
levels of QDs with different diameters as a function of the QD composition, and the determination of
the InAs fraction in the (In,Al)As QDs as a function of growth parameters are given in Ref. [229].
†As an example, for direct band-gap (In,Ga)As/GaAs QDs with typical exciton lifetimes of about
1 ns, which are excited by picosecond pulses (at 13.2 ns pulse separation), the average exciton population
per dot is smaller than 0.15, when an average excitation density of 8 W/cm2 with an energy density of
100 nJ/cm2 per pulse is used [248].
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Figure 5-12: Low-temperature PL kinetics obtained at the maximum of the IQD band at
1.856 eV of the S4 structure using different energy densities of the excitation pulse, presented in
double-logarithmic scale. The excitation pulse ends at t = 10 ns. The pulse repetition frequency
is 1.5 kHz, which is sufficiently low to monitor a PL intensity decrease by five orders of magnitude
between successive laser pulses. The excitation pulse densities P (given in nJ/cm2) are, from top
to bottom, 1.2×104, 4×103, 1.2×103, 400, 120, and 40. The inset demonstrates the PL kinetics
measured at P = 900 nJ/cm2 for different pulse repetition frequencies, from top to bottom (in
kHz): 100, 30, 10, and 1. While for the time axis a logarithmic scale is chosen, the intensity axis
is scaled linearly in order to underline the changes in the PL decay.
recombination dynamics of single excitons in the (In,Al)As/AlAs QDs can be studied.
The time-resolved PL experiments were established by the third harmonic (3.49 eV)
of a Q-switched Nd:YVO4 laser with a pulse duration of 5 ns. The pulse repetition
frequency was varied from 1 to 100 kHz and the pulse energy density was chosen between
0.04 and 12 µJ/cm2. The emitted light was dispersed by the third stage of the triple-
spectrometer and detected by the GaAs photomultiplier operating in the time-correlated
photon-counting mode. In order to monitor the PL decay in a wide temporal range up
to 0.5 ms the time resolution of the detection system was varied between 1.6 and 200 ns.
Details on the experimental setup can be found in the Section 2.3.
The Fig. 5-12 shows the low-temperature PL kinetics measured at the IQD band
maximum of the S4 structure for different excitation pulse energy densities. The power-
dependent behavior of the kinetics of the other structures is similar to the one presented.
The transient PL data are plotted on a double-logarithmic scale which is convenient to
illustrate the nonexponential character of the decay over a wide range of times and PL
intensities. The recombination kinetics demonstrates two distinctive stages: (i) a rather
flat PL decay immediately after the excitation pulse up to approximately 1 µs and,
subsequently, (ii) a reduction in the PL intensity which can be described by a power-law
function I(t) ∼ (1/t)α. In the case of the stage (i) a high-power excitation results in
a fast decay of the exciton PL. It can be assigned to the recombination of multiexciton
complexes [250]. By decreasing the power down to P = 120 nJ/cm2 the decay decelerates,
and below this value the power does not affect the decay times. Here, the regime of single
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Figure 5-13: PL kinetics for the structures S1-S4 at the intensity maximum (max) and at half
of this maximum on either the high-energy (high) or low-energy (low) side of the IQD emission
band, T = 5 K and P = 40 nJ/cm2. The pulse repetition frequency is 1.5 kHz, and the excitation
pulse ends at 10 ns. The PL intensities are scaled by the factors 10 (low) and 0.1 (high) for better
visualization. The red-colored solid lines show the modeled results with the distribution G(τ)
described by the Eq. (5.19) and the parameters listed in the Table 5-1. For S2 the curve, marked
by low, corresponds to the exciton recombination in QDs with the diameter d∗l .
exciton recombination is reached. Considering the absorption coefficient αabs for the laser
light in the AlAs matrix [261] together with the QD density and average diameter, the
average number of excitons captured in a QD per pulse is estimated to about 0.3‡ for
P = 120 nJ/cm2. An increase in the repetition rate of the excitation pulses at fixed pulse
power also results in an acceleration of the initial kinetics stage, as shown in the inset of
Fig. 5-12. Since each pulse should excite the sample when it has reached its equilibrium
state, for the following studies P is chosen to 40 nJ/cm2. It corresponds to an average
QD exciton population of 0.1 per pulse at a repetition frequency of 1.5 kHz which is
equal to a time interval of 670 µs between subsequent pulses.
In the Fig. 5-13 the PL decays for the structures S1-S4 are illustrated for different
detection energies. The selection of these energies provides information on the exciton
recombination in QDs with different characteristic sizes in the ensemble. The energy of
the intensity maximum of the IQD band (the curves are labeled by max) corresponds
to the recombination in QDs with the diameter dav. The energies of the half maxima
(curves denoted by high and low) refer to the recombinations in QDs with the diameters
ds and dl, respectively. The PL decays show the following features: (i) the second decay
‡The average number of excitons 〈N〉 = (αabsdav/dQD)P/Eexc includes the absorption cross section
which takes the value of 6× 104 cm−1 · 19.6× 10−7 cm/(8.5× 1010 cm−2) = 1.4× 10−12 cm2.
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stage starts 100 ns after the end of the excitation pulse in the unannealed structures S1
and S2, while for the annealed structures S3 and S4 it begins a few microseconds after
the pulse. (ii) For each structure the exponent α of the power-law decay is determined by
fitting the second stage of the decay curves with the form I(t) ∼ (1/t)α. The exponent
α increases across the IQD band from the low- to the high-energy side. The PL decay
obviously depends on sample characteristics; as will be shown in the next Subsection,
it is affected by both the typical QD size in the ensemble and the interface sharpness.
In order to quantitatively describe the effect of the dot size and interface sharpness on
the lifetime of the indirect exciton in the (In,Al)As/AlAs QD ensembles, the distribution
function G(τ), which controls the observed PL kinetics, will be evaluated.
5.2.3 Exciton Lifetime Distribution
Nonexponential decays of the exciton PL intensity I(t) are frequently described by
stretched exponentials of the form I(t) ∝ exp[−(t/τ)β], including a constant lifetime
τ and a dispersion factor β [262, 263]. The stretch parameter 0 < β ≤ 1 qualitatively de-
fines the underlying distribution function G(τ): a broad distribution results from β  1,
while for a narrow one β is about 1. However, the evaluation of the lifetime distribution
on the basis of the stretched-exponential model is mathematically complicated and fea-
sible for specific β-values only, see Ref. [249] and references therein. Alternatively, the
distribution G(τ) can be determined by the equation
I(t) =
∫ ∞
0
G(τ) exp
(
− t
τ
)
dτ. (5.17)
Here, G(τ) is established via either the numerical solution of the integral equation (5.17)
[264], or an assumed analytical expression of G(τ) with a set of fitting parameters.
Among different analytical expressions such as normal and Lorentzian distributions, the
distribution G(τ) in a QD ensemble can be modeled by a log-normal function which is
additionally scaled with 1/τ2:
G(τ) =
A
τ2
exp
[
− ln
2(τ0/τ)
w2
]
, (5.18)
where A is a constant, τ0 characterizes the maximum of the exciton lifetime distribution,
and w is a dimensionless parameter specifying the distribution width. The log-normal
distribution was used to describe the nonexponential decay of the exciton PL intensity
over two to three orders of magnitude for different QD systems with a continuous dis-
tribution of direct exciton lifetimes. Among them are ensembles of CdSe/ZnSe colloidal
QDs [265], and dye molecules embedded in photonic crystals [266].
In the (In,Al)As/AlAs QDs the excitons predominantly recombine via radiative re-
combination§. Therefore, the dispersion of the radiative recombination times in the
ensemble causes the nonexponential PL decay. In order to derive the exciton lifetime
§The long exciton lifetimes in the (In,Al)As/AlAs QDs indicate that carriers captured in the QDs
predominantly recombine through photon emission. A small fraction of QDs containing nonradiative
centers of about 5% would decrease the PL decay time down to a few µs due to the long-distance
transfer of the exciton energy to the nonradiative centers [267].
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Figure 5-14: Experimental and simulated PL decays of the (In,Al)As/AlAs QDs for the samples
S1 and S4, measured at the IQD band maximum for T = 5 K. The excitation density is P =
40 nJ/cm2, and the pulse repetition frequency is 1.5 kHz. The end of the excitation pulse
corresponds to a time of 10 ns. The modeling of the experimental PL decays (open circles) by
the log-normal-like and phenomenological distribution functions G(τ) is shown by the lines. The
corresponding distribution functions are depicted in the insets. (a) Structure S1: curves 1 and 2
are based on model calculations using the log-normal-like distribution of the Eq. (5.18) with the
parameter sets (τ0 = 0.2 µs, w = 1.55) and (τ0 = 0.05 µs, w = 3.50), respectively. The curve 3
is for G(τ) of the Eq. (5.19) with the parameters τ0 = 0.1 µs and γ = 2.75. (b) Structure S4:
curves 1 and 2 are also modeled by G(τ) of the Eq. (5.18) with the parameter sets (τ0 = 5.8 µs,
w = 1.35) and (τ0 = 3.0 µs, w = 2.10), respectively. Curve 3 is given by the phenomenological
G(τ) with τ0 = 5.2 µs and γ = 3.40.
distribution G(τ) the PL kinetics are fitted by the Eq. (5.17) using the log-normal-like
distribution of the Eq. (5.18). As illustrated in the Figs. 5-14 (a) and (b), this distribu-
tion only fits either the initial stage (curves 1) or the long-time stage (curves 2) of the
temporal PL evolution, probed at the maximum intensity of the IQD band of S1 and S4.
Hereby, different sets of parameters (τ0, w) have been used, their values can be found
in the caption of Fig. 5-14. Nevertheless, the log-normal distribution does not allow to
describe the PL decay over the whole temporal range.
In order to describe the exciton PL decay for the studied structures over the whole
dynamical range of five orders of magnitude the asymmetric distribution
G(τ) =
C
τγ
exp
(
−τ0
τ
)
(5.19)
is proposed. Here, C is a constant, the exciton lifetime distribution has its maximum at
τ0/γ, and the parameter γ is defined as α+ 1. This phenomenological distribution suit-
ably models power-law decays of the form I(t) ∼ (1/t)α. By use of a double-logarithmic
scale the power-law decay (1/t)α represents a line with a slope α. Note, in knowledge of
the exponent α of the experimental decay curve, only the free parameter τ0 is required
to describe the PL decay by the phenomenological G(τ). The red-colored decay curves,
shown in the Fig. 5-14 and labeled by 3, are evaluated from the Eq. (5.19). The experi-
mentally determined α-values, see Table 5-1, yield the parameters γ = 2.75 and 3.40 for
the structures S1 and S4, respectively. The calculations fit the experimental data over
the whole temporal range from the low-nanosecond to the high-microsecond region. The
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Figure 5-15: Normalized distribution functions G(τ) for QDs with the same average diameter
dav = 19.6 nm in structure S4. The two dependencies result from the fittings of the recombination
kinetics belonging to the different excitation energy densities of 40 nJ/cm2 (solid line) and
1 µJ/cm2 (dashed line).
fits are obtained for the distributions G(τ) which are depicted in the insets of Fig. 5-14
by the red-colored lines. Hereby, the fit parameters τ0 = 0.1 µs for S1 and τ0 = 5.2 µs for
S4 have been taken into account. The phenomenological distribution function strongly
deviates from the log-normal one for lifetimes smaller than τ0. However, this difference
hardly influences the modeling of the initial stage (t ≤ τ0) of the PL decays. One can
conjecture that the decay curves are mainly contributed by the recombination of exci-
tons with lifetimes exceeding the average lifetime τ0. In turn, the parameter γ which is
the exponent of the long-lifetime tail of G(τ) can be used as a qualitative measure of
the effective width of the phenomenological G(τ). Hereby, an increase in γ reduces the
dispersion of the τ -values.
It should finally be noted that the filling of the QDs with multiexciton complexes
at high excitation densities distorts G(τ). The Fig. 5-15 illustrates the distribution
functions G(τ) obtained via fitting of two different recombination kinetics of S4: in the
case of P = 40 nJ/cm2 the average number of excitons 〈N〉 in a single QD is smaller
than one, while for 1 µJ/cm2 multiexciton complexes (〈N〉 ≈ 2.5) have to be taken into
account. The distribution maximum is shifted to shorter times due to multiexciton QD
occupation. Thus and as it has initially been postulated, the determination of G(τ),
which is intrinsic for the ensemble of indirect band-gap QDs, requires an average exciton
population in the dots being less than unity.
5.2.4 Impact of Interface Sharpness
The exciton lifetime distributions G(τ) for the four structures S1-S4 are evaluated from
the fitting of the decay curves, presented in Fig. 5-13, by using the Eqs. (5.17) and (5.19).
The values of the fit parameters γ = α + 1 and τ0 are collected in the Table 5-1. The
fit results are illustrated by the solid lines in the Fig. 5-13. In what follows, the features
that allow to distinguish between the effect of the QD size and interface sharpness on
the exciton lifetime will be highlighted.
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Figure 5-16: Distributions G(τ) in dependence on QD diameters. (a) G(τ) for QDs with the
diameters d∗l = 17 nm, dav = 13.8 nm, and ds = 9 nm (from left to right) for the structure S2
and for QDs with diameters dl = 28 nm, dav = 19.6 nm, and ds = 12 nm for structure S4. (b)
Comparison of G(τ) for QDs with average diameters in the different samples. The distributions
are shown for dav = 5.5 nm (S1), 13.8 nm (S2), 18.3 nm (S3), and 19.6 nm (S4).
The relative change in τ0 and γ by varying the QD diameter from ds to dl is larger
in the as-grown structures S1 and S2 than in the annealed structures S3 and S4. This
is illustrated by the Fig. 5-16 (a) for the structures S2 (with smaller size dispersion
Sd = 60%) and S4 (with larger size dispersion Sd = 75%). Moreover, the decrease of
τ0 and γ with increasing QD diameter is a common feature for each structure. Despite
the large difference in the QD diameter dav for S1 und S2, these structures have similar
distributions of the exciton lifetime, as depicted in the Fig. 5-16 (b). However, the
comparison of G(τ) in the QD ensembles with similar diameters (d∗l= 17 nm, dav =
18.3 nm, and dav = 19.6 nm for the structures S2, S3, and S4, respectively) highlights a
strong increase in the exciton lifetime by about two orders of magnitude with decreasing
interface sharpness. Thus, the interface sharpness considerably affects the exciton lifetime
in the indirect band-gap (In,Al)As/AlAs QDs, while the dependence of τ on the QD size
is much weaker. Nevertheless, the decrease of τ0 with rising QD diameter from ds to
dl for each of the studied structures indicates that the effect of the QD size on the
recombination time cannot fully be neglected.
In the following a relation between the lifetime τ of the indirect exciton and the
thickness D of the (In,Al)As diffusion layer at the QD-matrix interface will be derived.
The wave function of the QD exciton can be written as the product of the electron and
hole wave functions:
Ψ(re, rh) = Ψ
X
e (re)Ψ
Γ
h (rh)VC(re − rh), (5.20)
where re and rh are the coordinate vectors of the electron and hole, and VC(re − rh)
describes the electron-hole Coulomb interaction. The exciton recombination rate is pro-
portional to V 2
C
(0)|〈ΨXe ∇ΨΓh 〉|2. The wave functions can be decomposed into the products
of the Bloch waves and envelope wave functions χe(r) and γh(r). Assuming that ∇ only
acts on the Bloch amplitudes, the exciton recombination rate is proportional to the square
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of the modulus of the convolution of the envelopes:
τ−1Ex =
∫
χe(r)γ
∗
h(r) d
3r. (5.21)
To estimate this integral the following form of the envelopes in the vicinity of the QD-
matrix interface at z = 0 is proposed:
χe(z) = exp(iqz)
∑
k
A(k) exp(ikz),
γh(z) =
∑
p
B(p) exp(ipz),
where q = pi/a, a is the lattice constant, and A as well as B are coefficients which can be
evaluated from the boundary conditions. They are constants in the infinite crystal, but
depend on the electron and hole momenta k and p in the QDs. The summation of these
values spreads over k, p ∼ 1/L, where L a is the dot size (for the studied lens-shaped
QDs L is the height of the QD). Thus, it can be assumed that k, p q and the value of
the exciton recombination rate at the QD-matrix interface is determined by the integral:
τ−1z,Ex =
∫
exp
[
i(p− k + q)z] dz, (5.22)
which is zero far from the interface due to the oscillating factor exp(iqz). At a sharp
interface (p ≈ k), τ−1z,Ex can be estimated to
τ−1z,Ex ∼
1
iq
∼ ia
pi
. (5.23)
For the integration over the dot interface, τ−1z,Ex can be approximated by the ratio
between the number of atoms located at the interface and the total number of atoms
in the QD. At a diffused interface, p and k smoothly vary with the position inside the
interface layer: p(z) =
√
2m∗h[E − Vdi(z)] and k(z) =
√
2m∗e [E − Vdi(z)], where Vdi(z)
is the potential profile of the diffused interface, and m∗h as well as m
∗
e are the effective
masses of the hole and electron, respectively. Then the recombination rate takes the form
τ−1z,Ex =
+∞∫
−∞
exp
{
i[p(z)− k(z) + q]z} dz. (5.24)
Considering the integrand in the Eq. (5.24) as a function of the complex variable z, the
integration contour can be displaced from the real axis into the upper half plane up to
the nearest singularity zp of the potential Vdi(z). This value is about iD, where D is the
characteristic thickness of the diffused interface. For
Vdi(z) =
V0
1 + exp(−z/D)
the value of zp is given by ipiD; the actual value of zp depends on the model for the
interface. Therefore, the integral in the Eq. (5.24) contains the exponential factor
exp(iqzp) ∼ exp(qD). In analogy to Eq. (7) in Ref. [268], the integral in the Eq. (5.24)
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is evaluated to
τ−1z,Ex ∼
exp(−qD)
q
∼ a
pi
exp
(
−D
a
)
. (5.25)
Note, the estimations in Eqs. (5.22)-(5.24) suppose a large size of the QD. A decrease
in the QD size, e.g., in its height, causes an increase in the electron energy and a reduction
in the hole energy. It is due to the size quantization and the nonzero value of the electron
and hole momenta which is about pi~/L. Taking into account this fact, pi/L must be
added to the exponent in the Eq. (5.24), i.e., q is substituted by q+pi/L in the Eqs. (5.24)
and (5.25). Finally, the Eq. (5.25) adopts the form
τ−1z,Ex ∼
a
pi
exp
[
−D
a
(
1 +
a
L
)]
, (5.26)
and the lifetime of the indirect exciton can be described by
τ ∼ exp
(
D
a
+
D
L
)
. (5.27)
Thus, an increase in the thickness D of the diffusion layer at the QD-matrix interface
results in an exponential enhancement of the lifetime of the indirect exciton due to its
momentum scattering at the interface. It is reasonable to assume that the ratio D/a ≥ 1
weakly changes with the QD size for a particular structure type. Hence, the exciton
lifetime is characterized by the second term D/L < 1, and decreases with increasing
QD size. It is in agreement with the experimental results, see, for example, the data
for structure S2 shown in the Fig. 5-16 (a). Furthermore, for a large ratio D/a  1,
i.e., for a very smooth interface, the exciton lifetime is not determined by the scattering
at the heterointerface, but by phonon scattering processes. When the rate of the non-
phonon recombination becomes smaller than that of the phonon emission, the exciton
recombination is mainly defined by the phonon scattering. For instance, in the case of
a very high annealing temperature of 950◦C, which leads to a very smooth QD-matrix
interface, phonon replicas appear in the spectrum of the QD PL [260].
Finally, the impact of the interface sharpness on the effective width of the G(τ)-
distribution will be qualitatively discussed. Due to momentum scattering at the QD-
matrix interface the exciton lifetime is proportional to exp(D/a+D/L). Therefore, the
argument D/a + D/L varying for different QDs should define the width of the lifetime
distribution. Since the dispersion of a varying quantity is inversely proportional to the
square root of its mean value, the width of G(τ) should decrease with increasing D/a+
D/L. The experimental data tend to confirm this expectation: for QDs with similar
sizes the effective width of G(τ), which behaves like 1/γ ∼ 1/τ0, becomes narrower with
increasing thickness of the diffused layer, as depicted in the Fig. 5-16 (b). On the contrary,
for D/a ≈ const. an increase in the ratio D/L for larger QDs reduces D/a + D/L and
broadens G(τ). A corresponding decrease in the value γ is shown in the Table 5-1.
5.3 Spin Dynamics of the Indirect Exciton
The fine structure of the indirect exciton revealed by the SFRS via Γ-X mixing of the
conduction band levels as well as its recombination dynamics controlled by fundamental
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material parameters have been highlighted in the previous Sections. It has been demon-
strated that, for instance, the spin-orbit interaction for the X-valley electron is negligible,
the light-hole and heavy-hole states at the Γ-point are not mixed, and the in-plane QD
localization potential is isotropic. Furthermore, the lifetime of the exciton in the indirect
band-gap (In,Al)As QDs with type-I band alignment can reach hundreds of microsec-
onds. According to these properties the (In,Al)As/AlAs QD structure is regarded as
promising candidate for quantum applications where long exciton lifetimes and an undis-
turbed carrier environment are necessary for coherent spin manipulations [269]. While
such requirements of spin-based semiconductor applications have been proven to be ful-
filled, this Section makes the first step toward the spin dynamics of the indirect exciton:
the magnetic field induced circular polarization of the exciton PL in the stationary and
time-resolved domain will be presented. The brief discussion¶ includes the magnetic field
and temperature dependence of the exciton spin relaxation time.
In the Fig. 5-17 (a) the magnetic field dependence of the circular polarization degree
ρc = (I
+ − I−)/(I+ + I−) is illustrated for the structure S4 (#1498), see details on the
sample in the Table 5-1. The experiment was performed in the Faraday geometry, and
linearly polarized laser light with an energy of 3.33 eV was used for excitation. The circu-
larly polarized PL intensities I+ and I− have been integrated over the range of ±0.5 meV
at Edet = 1.85 eV. This energy corresponds to the maximum of the indirect band-gap
QD PL, which is depicted in the Fig. 5-11. The polarization degree ρc rather weakly
increases for low magnetic field strengths, while at high magnetic fields the increase in ρc
is stronger. By comparison, the magnetic field dependence of ρc for the sample #2890,
shown in the panel (b), is strictly linear at Edet = 1.82 eV probing indirect band-gap
QDs (corresponding PL spectrum is illustrated in Fig. 5-1 (b)). While the magnetic field
dependent evolutions for both samples are different, the magnitudes of ρc at B = 10 T
are comparable. On the contrary, at lower detection energy where direct excitons also
contribute to the PL the circular polarization degree for sample #2890 saturates at high
magnetic fields, as depicted by the solid squares in the Fig. 5-17 (b). The negative sign of
ρc originates from a change in the exciton g factor sign, as discussed in Subsection 5.1.3.
At low magnetic fields ρc shows a very similar slope independent of the detection en-
ergy. The impacts of the magnetic field and the exciton type on the stationary ρc are
assumedly based on changes in the exciton spin relaxation.
The circular polarization degree can be described by the populations n+ and n−
of the bright exciton levels | + 1〉 and | − 1〉 in the form ρc = (n+ − n−)/(n+ + n−).
The population of a state depends on the respective generation rate G of the exciting
light. In the case of linearly polarized excitation (G+ = G−), both exciton states can
be expected to be equally populated at t = 0. Both populations are reduced by the
radiative exciton recombinations characterized by the average lifetime τ0. In comparison
to the spin relaxation specified by the time τs from the upper to the lower level, the
spin scattering from the lower to the upper level is scaled by the partial thermalization
of excitons to the lower energy state [270]. It is taken into account by the Boltzmann
factor exp[−g‖indµBB/(kBT )] ensuring that the excitons achieve the thermal equilibrium.
The longitudinal g factor g‖ind = −0.8 of the indirect exciton is chosen to be negative and
twice larger than g‖
Ex
. Altogether, the time-dependent populations can be derived − in
¶Details on the exciton spin dynamics are expected to be presented in the dissertation of D. Dunker.
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Figure 5-17: (a) and (b) Magnetic field dependence of the circular polarization degree ρc of the
exciton PL for the samples #1498 (S4) and #2890. The temperature is T = 1.8 K, the above-
wetting-layer excitation is linearly polarized and its power density is about Plow = 1.2 mW/cm2.
The error of ρc does not exceed the symbol size. For sample #1498: ρc is evaluated from the PL
at the energy 1.85 eV. It is modeled by the Eq. (5.30) with τs = 100 µs. For sample #2890: the
B-field behavior of ρc depends on the detection energy. At the Γ-X-crossing energy of 1.63 eV
the polarization degree ρc(B) saturates at about −21%. (c) Spectral dependence of ρc for three
different excitation densities, measured at B = 6 T for sample #2890. At Phigh = 152 mW/cm2
the polarization degree is increased, particularly in the Γ-X-mixing region.
a simple form − from the following two-level rate equations [270, 271, 272]:
dn+
dt
= G+ − n
+
τ0
− n
+
τs
+
n−
τs
e
− g
‖
indµBB
kBT , (5.28)
dn−
dt
= G− − n
−
τ0
+
n+
τs
− n
−
τs
e
− g
‖
indµBB
kBT . (5.29)
It has experimentally been determined (not shown here) that the exciton lifetime is
not changed by the magnetic field, i.e., τ0(B) is constant. Considering the steady-state
solution (dndt = 0) of Eqs. (5.28) and (5.29), the circular polarization degree is given by
ρc(τs, B) =
exp
(
g
‖
indµBB
kBT
)
− 1(
τs
τ0
+ 1
)
exp
(
g
‖
indµBB
kBT
)
+ 1
. (5.30)
The experimentally obtained ρc(B) for sample #1498 can be described by the latter
equation, as illustrated by the solid curve in Fig. 5-17 (a). The fitting yields a spin
relaxation time of τs = 100 µs which considerably exceeds the average exciton lifetime
τ0 = 5.4 µs. A single spin relaxation time has been used for the description of the
ρc(B)-dependence. Nevertheless, the underlying exciton spin relaxation mechanism can
be supposed to depend on the magnetic field strength. And, the nonlinear evolution of
the circular polarization degree might be influenced by the interplay between the spin
relaxation time and the exciton lifetime. By comparison, the circular polarization degree
probed at Edet = 1.63 eV shows a saturation for B > 6 T. Since the energy corresponds
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to the Γ-X-crossing energy, the saturation might be caused by the short lifetime of the
direct exciton. Accordingly, a detailed study of the spectral dependence of the exciton
spin relaxation in the (In,Al)As/AlAs QDs is required.
A further aspect of study is the dependence of the circular polarization degree on
the excitation power. The Fig. 5-17 (c) shows ρc(E) at B = 6 T and T = 1.8 K for
three different power densities Plow = 1.2 mW/cm2, Pmid = 7.5 mW/cm2, and Phigh =
152 mW/cm2. The sample #2890 was excited at Ea = 2.33 eV. The increase in the power
density leads to an enhancement of ρc. For instance, at the Γ-X-mixing energy the circular
polarization degree of the exciton PL changes from −22% at Plow to +7% at Phigh. Also,
at the energy of 1.82 eV ρc increases from 25% at Plow to 39% at Phigh. The rise in the
absolute value of ρc can be attributed to an enhancement of the spin relaxation time at
high power densities. While inelastic exciton-phonon scattering is not expected to depend
on the density of the excited excitons, the momentum scattering via exciton-exciton
collisions becomes more efficient [273]. Due to this elastic scattering the k-vector of the
exciton is frequently changed and, in turn, its Larmor frequency direction Ωk changes
randomly fast. Principally, the spin relaxation due to spin splitting can be suppressed
by processes changing the direction of k. Accordingly, the spin relaxation time, given
by τs ∝ (Ω2kτp)−1, increases in that regime of |Ωk|  τ−1p dominated by collisions [59],
where τp denotes the momentum relaxation time of the exciton. Bear in mind that the
latter explanation is strictly valid for free excitons only. In the Γ-X-mixing region the
contribution of the indirect excitons seems to dominate thus giving rise to a sign inversion
of ρc. Since the lifetime of the indirect exciton is reduced by multiexciton formation, as
demonstrated in Fig. 5-15, the impact of multiexciton complexes on the exciton spin
relaxation in the indirect band-gap QDs should be clarified in future experiments.
In what follows, the direct measurements of the spin relaxation time of the indirect
exciton are discussed. The circular polarization degree as a function of time and magnetic
field is depicted in the Fig. 5-18 (a), obtained at T = 1.8 K for sample #1498. After
the excitation pulse with a duration of 5 ns‖, ρc increases until it reaches an equilibrium
value in the µs-time range. The evolution of ρc(t) is nonlinear, and is characterized by
ρc(0) 6= 0. The nonzero value at t = 0 can be attributed to an initial spin polarization
due to a background doping with one type of carriers. The magnitude ρc(0) then reflects
the spin polarization of the resident carriers [274]. The time-dependence of ρc can be
described by a two-level spin system including the exciton lifetime distribution G(τ).
Accordingly, the circularly polarized PL intensities are expressed as
I± =
τmax∫
τmin
n±(t, τ, τs,∆EZ)G(τ) dτ. (5.31)
Here, ∆EZ is the Zeeman splitting energy of the bright exciton states, and the exciton
spin relaxation time τs is the fitting parameter. Its magnetic field dependence is shown
in Fig. 5-18 (b). At B = 4 T the spin relaxation time is about 200 µs, while it decreases
to about 1 µs at 10 T. A τs ∝ B−5 relation (see solid curve) describes the evaluated spin
relaxation times well. As demonstrated in Subsection 1.2.2 by the Eq. (1.43), such a
‖The capture time of carriers in the (In,Al)As QDs, estimated by the rise time of the PL, is shorter
than the used time resolution of about 1 ns. Details on the experimental setup can be found in Sec. 2.3.
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Figure 5-18: (a) Circular polarization degree ρc of the indirect exciton PL as a function of
time for different magnetic fields. The sample #1498 was excited by a pulse of linearly polarized
laser light with a width of 5 ns, the photon energy was 3.49 eV. The power density was chosen
to excite less than one exciton per QD. (b) Dependence of τs on the magnetic field strength for
T = 1.8 K. The spin relaxation times have been evaluated from fittings of ρc(t) by means of the
Eq. (5.31). The τs-values can be modeled by a 1/B5-relation. The temperature behavior of τs
for B = 7 T is depicted in the inset. The fitting curve is given by τs ∼ T−0.85.
τs(B)-dependence is characteristic of acoustic phonon scattering which induces electron
spin-flip transitions by mixing the electron Zeeman levels via spin-orbit interaction [275].
One could conjecture that this kind of single-phonon scattering mechanism accounts for
the spin relaxation of the indirect exciton in the (In,Al)As QDs.
In addition to that, the exciton spin relaxation time is rather robust against an in-
crease in the lattice temperature∗∗. As illustrated in the inset of Fig. 5-18 (b), τs still
ranges about 1 µs at T = 30 K for B = 7 T. It decreases as a function of T−0.85. The tem-
perature dependence is consistent within the picture of the one-phonon scattering [134]:
the increase in the temperature leads to an increase in the phonon number. Hence, the
exciton-phonon scattering and, correspondingly, the spin-flip transition probability are
enhanced. If the spin scattering mechanism is based on the spin-orbit interaction me-
diated by single phonons, it can further be expected that the spin coherence time T2
approaches the theoretical limit T2 ≤ 2τs [276]. In low magnetic fields the longitudinal
spin relaxation time τs and, in turn, the spin coherence time T2 may even reach the mil-
lisecond range. Note, for small B-fields the hyperfine interaction and exchange-induced
spin scattering become significant thus introducing spin decoherence. These preliminary
results have to be extended by systematic studies and evidenced by theoretical derivations
which should also consider the Γ-X mixing in the (In,Al)As/AlAs QDs.
5.4 Conclusion
The mixing of the Γ- and X-valley electron states in the indirect band-gap (In,Al)As/AlAs
QDs with type-I band alignment is revealed by the resonant spin-flip Raman scattering.
∗∗Also, the average exciton lifetime τ0 does not change with increasing temperature up to 30 K (not
shown here).
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By optically addressing the Γ-X mixed exciton, whose oscillator strength is inversely
proportional to the square of the relative detuning of the excitation energy from the
Γ-X-mixing energy, the s-shell fine structure of the indirect exciton is characterized. The
longitudinal and transverse g factors of the indirect exciton, Γhh-valley heavy-hole, and
X-valley electron are determined. The small value g⊥hh = 0.03 ± 0.05 of the transverse
heavy-hole g factor indicates that the light-hole and heavy-hole states are not mixed
and suggests a spatial isotropy of the hole localization potential. The isotropic X-valley
electron g factor is equal to 2.00 ± 0.01 due to the large band gap at the X-point and
negligible spin-orbit interaction. The longitudinal g factor of the indirect exciton is
g
‖
Ex = 0.43 ± 0.08 probed at energies within the Γ-X-mixing regime. Its positive sign is
evidenced by the spectral dependence of the magnetic field induced circular PL polariza-
tion. The spin-flip of an exciton, electron, or a hole is induced by the resonant scattering
with an acoustic phonon. Hereby, the tilting of the magnetic field direction with respect
to the QD growth axis leads to a mixing of the electron spin states thus allowing the
SFRS processes of the electron and heavy-hole. The angular dependence of the exciton
energies is evaluated from the linear Zeeman terms and the J3z -term of the magnetic
Hamiltonian using slightly modified Kohn-Luttinger bulk parameters. The theoretical
description of an ensemble of two-level quantum systems shows that the SFRS spectrum
principally contains the SFRS lines of both the direct and indirect level, while the SFRS
line attributed to the Γ-X mixed state with average g factor has the lowest intensity.
However, the SFRS of the Γ-valley electron cannot be observed experimentally because
of its short lifetime and the broad dispersion of its g factor corresponding to the strong
variation in the QD sizes. Besides the detection of the exciton- and heavy-hole-SFRS in
QDs for the first time, the resonant SFRS has turned out to be a suitable technique to
study properties of the electron and exciton that are indirect in momentum space.
The maximal radiative lifetime of the exciton, that is indirect in momentum space,
in the (In,Al)As/AlAs QD ensembles approaches several hundreds of microseconds. The
momentum of the indirect exciton is mainly scattered at the QD-matrix interface, ac-
cordingly, the exciton lifetime is determined by the sharpness of the diffused (In,Al)As
layer at the heterointerface, while it weakly depends on the QD size. A high-temperature
postgrowth annealing of the QD sample leads to a smooth heterointerface and thus to
an enhancement of the exciton lifetimes. On the contrary, a large QD diameter reduces
the exciton lifetime. Also, the formation of multiexcitons in a QD at high excitation
power densities shortens the recombination kinetics of the indirect exciton. Due to the
QD-matrix interface sharpness and the different dot sizes, multiple monoexponential PL
decays with different lifetimes are superposed. As a result, the exciton recombination
dynamics shows a nonexponential decay behavior that can be described by a power-law
function. A phenomenological distribution function G(τ) of the radiative exciton recom-
bination times in such QD ensembles models the power-law PL decay over five orders of
magnitude.
In addition to the characterizations of the spin-level structure and the radiative re-
combination dynamics of the indirect exciton, its spin dynamics is studied via the sta-
tionary and time-resolved circular polarization degree ρc of the nonresonantly excited
PL. The experimentally obtained temporal evolutions ρc(t) are described by two-level
rate equations combined with the exciton lifetime distribution G(τ). The exciton spin
relaxation time τs exceeds 100 µs at low magnetic fields (B ≤ 4 T) for T = 1.8 K.
Since the dependence of τs on the magnetic field follows a 1/B5-relation, the exciton-
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phonon scattering is proposed as spin relaxation mechanism. It is further confirmed
by the temperature dependence of τs ∝ 1/T 0.85 which is typical of phonon induced
spin-flip transitions. The circular polarization degree sensitively responds to the excita-
tion power density, the presence of resident carriers, and the type of the exciton in the
(In,Al)As/AlAs QDs.

Chapter 6
Summary
By means of the resonant spin-flip Raman scattering (SFRS) technique fundamental spin
interactions of carriers confined in low-dimensional semiconductors, their dependence on
the local structure symmetry as well as the type and excitation state of the carrier com-
plex are characterized − compare the conclusions in the corresponding Chapters. The
scattering of the electron, hole, and exciton spins depends on the symmetry of the crystal
lattice, quantum confinement potential, and magnetic field confinement. A Raman scat-
tering process of a single spin requires that the carrier is localized in a potential whose
symmetry is reduced by a perturbation. It defines the restrictions imposed by the angular
momentum conservation, the electric dipole selection rules govern the optical transitions.
The spin-flip scattering in semiconductor quantum wells and quantum dots is shown to
be frequently based on the mixing between light-hole and heavy-hole states, induced
by strain, well width fluctuations and/or shape anisotropies, as well as the level mixing
resulting from the coupling of a tilted magnetic field to a nonzero in-plane magnetic
moment of the electron and/or heavy-hole. In the case of spatially shifted localization
centers of the carriers involved in the scattering the anisotropic exchange interaction can
provide the spin-flip scattering process. The probability of anisotropic exchange between
the photogenerated electron and hole is found to sensitively depend on the difference be-
tween their g factor values. In addition to that, the strength of the anisotropic exchange
interaction − also between identically charged carriers − is estimated by the in-plane
localization energy of the carriers. While in the quantum well structure the anisotropic
exchange interaction is present, the isotropic exchange interaction and the carrier scatter-
ing via an acoustic phonon represent the main SFRS mechanisms in the studied quantum
dots.
Aside from the spatial symmetry of the scattering complex, the spin-flip Raman
scattering is also dependent on the type of carrier complex: it must be distinguished be-
tween the resonant excitation of a neutral exciton and charged exciton complexes where
Pauli’s exclusion principle becomes relevant. In singly charged quantum dots a novel
optical resonance excitation is observed where an incident photon excites an electron-
hole pair and simultaneously the resident electron to an excited Fock-Darwin state; in
this excited carrier complex the electrons mutually change their spin states thus yielding
an electron-SFRS. Since strong magnetic fields, close-to-Faraday geometries, and large-
diameter quantum dots are necessary to initiate that process, it can be compared to the
quantum well phenomenon of an exciton-cyclotron resonance. The SFRS technique fur-
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ther provides a direct identification of electron-nuclear hyperfine interaction in quantum
dot ensembles. Moreover, a resonant SFRS experiment combined with a nonresonant
laser excitation allows to study effects of the carriers additionally injected into the quan-
tum structure on the intermediate scattering state giving rise to an enhancement or a
quenching of the SFRS intensity. By using that two-color SFRS method carrier-carrier
interactions in a quantum well are described.
Novel indirect band-gap quantum dots are demonstrated as promising low-dimen-
sional semiconductor structures for spintronic applications. The quantum dots with
indirect band-gap and type-I band alignment possess a rather high symmetry: the light-
hole and heavy-hole states are not mixed, and at the X-point in the momentum space
spin-orbit corrections are negligible. The fine structure of the indirect exciton consisting
of a Γ-valley heavy-hole and X-valley electron is determined by the measurement of the
g factor tensor components using the SFRS technique. Hereby, the electron spin-flip
indicates the regime of mixing between the conduction band levels at the Γ- and X-
point. A theoretical model evaluates the contributions of the Γ- and X-valley states and
their mixing to the spectral intensity distribution of the SFRS spectrum. The remarkable
features of these quantum dots are the long radiative recombination time and long and
temperature-robust longitudinal spin relaxation time of the indirect exciton, revealed by
time-resolved circularly polarized photoluminescence. Due to the coexistence of direct
and indirect band-gap dots in a single sample comparisons between the dynamics of the
direct and indirect excitons can immediately be drawn. A model is proposed to describe
the exciton lifetime distribution on the basis of the sharpness of the quantum dot-matrix
interface which, in turn, depends on the composition profile and size of the quantum
dots. The combination of that kind of radiative lifetime distribution and two-level rate
equations allows to model the spin dynamics of the indirect exciton.
Chapter 7
Outlook: SFRS and Beyond
The spin-flip Raman scattering of an exciton in Faraday geometry has not been observed
in either the quantum well structure or the InAs-based quantum dots, although the
optical selection rules do not forbid the spin-flip of the bright exciton. The absence of a
corresponding SFRS line in the spectra has been attributed to the relatively small and
dispersive g factors of the studied excitons. Nevertheless, one may raise the question
whether the SFRS of an exciton also requires a reduced symmetry established by, e.g.,
a tilting of the magnetic field direction with respect to the structure growth axis. Apart
from the pursuit of an answer on that question of principle, aspects of further studies on
the direct and indirect band-gap InAs-based QDs will be suggested in the following. The
outlook reaches from the investigation of excited exciton complexes and inter-dot coupling
in (In,Ga)As dots to the extension of the indirect exciton spin dynamics and nuclei
effects in the (In,Al)As QDs. In the last Section, an alternative structure for spintronic
applications is presented: negatively charged nitrogen-vacancy centers in diamond.
7.1 Many-Body Effects and Inter-Dot Coupling in Direct
Band-Gap QDs
Some results presented in the Chapter 4 are gathered for the resonant excitation of excited
states in the direct band-gap (In,Ga)As/GaAs QDs: the electron g factor dispersion
Figure 7-1: Magnetic field depen-
dence of the Raman shift of a SFRS
line measured for a highly n-doped
(In,Ga)As QD sample (#11652) in
Voigt geometry.
becomes flattened at large excitation energies, and the
electron-SFRS resonance profiles are strongly shifted
in energy. In both cases the p-shell electrons partici-
pate in the spin-flip scattering processes. Actually,
the features of excited exciton complexes and many-
body effects in highly charged QDs are rarely studied.
The SFRS technique can be used to characterize the g
factors of electrons and holes in excited states, the in-
terplay between the Coulomb interactions of the car-
riers and the QD confinement, as well as the impact
of symmetry of the crystal lattice and QD shape on
the exciton fine structure [277]. Hereby, the relevance
of inter-valley Γ-X coupling might be studied in the
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indirect band-gap (In,Al)As QDs. Since the confined holes do not follow the Aufbau prin-
ciple [278], the SFRS is suggested to probe their open-shell configurations. Moreover, the
longitudinal and transverse spin relaxation times of excited states and their temperature
dependencies are unknown; it is possible to reveal them by means of time-resolved PL
and pump&probe spectroscopy. For that purposes, structures containing QDs that are
located in the vicinity of a two-dimensional carrier gas are equipped with gate electrodes
in order to control the filling of the QDs and to prepare many-carrier states. As an
example, the magnetic field dependence of the Raman shift of a SFRS line observed in
highly n-doped (In,Ga)As/GaAs QDs is shown in the Fig. 7-1. The transverse g factor is
|g⊥| = 2.174. The origin of the SFRS line with such a large Raman shift is unknown; it
might be attributed to excited electron states, but it is also possible that a carrier bound
to a residual defect is involved in the spin-flip scattering process.
Another open question refers to the inter-dot coupling in an ensemble of QDs. It is
possible that, for instance, the resonantly excited electron in one QD changes its spin state
via exchange interaction with an electron confined in another dot. The isotropic exchange
interaction between two spins separated by a distance of 30 nm has been approximated
to about 0.2 meV [279, 280]. Anisotropic exchange interactions can be expected to
exceed this value [167]. Hereby, the spin exchange can be performed between dots in
the lateral plane, but also between dots located in different layers along the growth
axis. The recently proposed optical RKKY interaction is too weak (1 µeV) to account
for spin-flips of electrons exposed to strong external magnetic fields [281]. In order to
experimentally estimate the relevance of such inter-dot spin exchange, single QDs can
be studied by micro-SFRS. The excitation of a single QD and collection of the scattered
light using microscope objectives would result in low SFRS line intensities. Aside from
that technical aspect, the micro-SFRS on a single dot of a pair of closely neighbored QDs
may give insight into spin-based inter-dot coupling mechanisms.
It has been demonstrated that an optically induced Overhauser field is evaluated from
the Raman shift of the electron-SFRS line. Electron-nuclear hyperfine interactions in QD
ensembles can also be expected to be studied by the SFRS combined with an applied
transverse magnetic field oscillating at radio-frequency. The depolarization of the nuclear
spin system via that transverse B-field can then be monitored by the electron-SFRS line.
As mentioned in Chapter 4, such a combination would provide an alternative to the
electron-nuclear double resonance technique. Furthermore, the question whether the
nuclei spins affect the excited carrier states with open-shell configurations in charged
QDs might also be explored.
A time-resolved SFRS is possible in the case of a two-color experiment: the intensity
dynamics of the spin-flip Raman line can be monitored in dependence on the additional
pulsed laser illumination, while the SFRS itself is induced by CW laser light. A single
beam time-resolved SFRS directly following the spin-flip scattering dynamics is rather
impossible. Temporally short laser pulses in the picosecond range with spectrally narrow
widths less than approximately 0.2 meV would be necessary in order to excite the Zeeman
split exciton states separately. The light gathering efficiency would be a further problem.
Nevertheless, a time-resolved two-color SFRS experiment could be useful to investigate
dynamics of carrier-carrier spin interactions.
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7.2 Spin Dynamics and Valley Mixing in (In,Al)As/AlAs
Quantum Dots
The spin dynamics of the indirect exciton in the indirect band-gap (In,Al)As/AlAs QDs
has been proven to be prospective for spintronic applications due to the long and rather
temperature-robust longitudinal spin relaxation time. The determination of the spin co-
herence time is missing so far, also the influence of background doping is unclear. Due
to the broad resonance of the indirect excitons, spin beats in time-resolved Kerr-rotation
experiments are probably not observable. Moreover, the indirect exciton should be
Figure 7-2: PL spectrum and degree of opti-
cal orientation at B = 0 T for sample #2890.
characterized in zero magnetic field thus
studying nuclei effects by, for instance,
Hanle measurements. In that con-
text, one should check if the X-valley-
electron−nuclear spin system can be used as
long-lived spin memory. Additionally, in ab-
sence of an external magnetic field a rather
high optical orientation degree of the indi-
rect exciton PL has been found, as shown
in Fig. 7-2. For quasi-resonant excitation
the PL spectrum in circularly co-polarized
configuration has a pronounced multi-peak
structure. At a temperature of 1.8 K the maximum degree of the optical orientation
approaches 50% depending on the laser power. The explanation of the remarkable op-
tical orientation, its spectral dependence, as well as possible impact factors have to be
clarified, and should be evidenced by a microscopic theory.
Furthermore, the studies on the mixed exciton can be extended to indirect band-gap
(In,Al)As/AlAs QDs where the conduction band minimum is located at the L-point.
The L-valley electron probably has an anisotropic g factor. The characteristics of the
Γ-X and Γ-L mixed excitons can be compared with respect to their oscillator strengths
and binding energies, for example. Also, it should be tried to detect the SFRS of the
Γ-valley electron in a sample with a large concentration of direct band-gap QDs at very
high B-fields in order to complete the electron g factor dispersion.
7.3 NV− Centers in Diamond
Over the past years the negatively charged nitrogen-vacancy (NV−) center in diamond
whose optical properties are comparable to that of a semiconductor QD has been studied
due to its possible application in spintronics. Its density can be tailored that a single NV−
center is optically addressable. Furthermore, the trigonal crystal field lifts the degeneracy
of the triplet ground state and forms a two-level quantum system which can be used as
a qubit; long spin coherence times of a few milliseconds have been reported [282]. While
the spin-triplet structure has been revealed in recent time [283], details on the spin-
singlet states are missing so far. It is probable to gather information on the singlet-level
structure by means of the spin-flip Raman scattering technique. Moreover, most of the
studies are performed on single NV− centers, whereas ensembles of nitrogen vacancies
are rarely considered. The polarization-dependent magneto-optical characterization of
132 Outlook: SFRS and Beyond
the NV− center is also incomplete. In what follows, a brief outlook on the magneto-
photoluminescence of an ensemble of NV− centers in diamond is presented.
The NV− center consists of a nitrogen atom that is associated with a vacancy in an
adjacent lattice site possessing C3v symmetry [284]. The nitrogen atom and the three
carbon atoms surrounding the vacancy provide six electrons to the NV− center [285].
The unpaired electrons form the spin-triplet ground state |3A2〉. It is characterized by
a zero orbital angular momentum projection along the NV− axis, the corresponding
orbital state is denoted by |E0〉. The spin momentum projection takes the value 0,
+1, or −1. Accordingly, the ground states can be described by |3A20〉 = |E0〉|0〉 and
Figure 7-3: Level scheme
for zero phonon lines of the
NV− center in diamond de-
pending on the B-field.
|3A2±〉 = |E0〉| ± 1〉. The optical transitions from the ex-
cited state |A2〉 = 1/
√
2(|E−〉| + 1〉 + |E+〉| − 1〉) with
nonzero orbital angular momentum to one of the ground
states |3A2±〉 define zero phonon lines at energies of about
1.946 eV [286]. Hereby, photons with opposite circular po-
larizations σ∓ are emitted, since the change in the elec-
tronic orbital angular momentum determines the photon
polarization degree while the spin is conserved. The selec-
tion rules for the optical transitions from |A2〉 and |A1〉 =
1/
√
2(|E−〉|+ 1〉 − |E+〉| − 1〉) are the same. As illustrated
in the Fig. 7-3, under application of an external magnetic
field the excited states split into the two levels |E−〉| + 1〉
and |E+〉| − 1〉. The energy difference between these lev-
els is given by a zero-field splitting δ and the Zeeman term
(gs−gl)µBB with the spin and orbital g factors. The ground
states with nonzero spin momentum projections are split on
account of the Lande´ factor gs = 2.0. The orbital g factor is about 0.1 [287]. The split-
ting between the states |E−〉|+ 1〉 and |E+〉| − 1〉 can be expected to be acquired via the
SFRS for resonant excitation thus determining the value of gl precisely.
Alternatively, the effective orbital contribution to the Zeeman splitting of the dif-
ferently circular-polarized zero phonon lines can be evaluated from magneto-photolumi-
nescence measurements. In the Fig. 7-4 zero phonon transitions at a magnetic field of
10 T and a temperature of 6 K are shown for a synthetic diamond crystal with a density of
Figure 7-4: PL spectra of the zero
phonon lines of NV− centers in diamond
at B = 10 T, excited at 2.2 eV.
nitrogen vacancies of about 2.5× 1016 cm−3. The
energy difference between the σ− and σ+ polar-
ized lines amounts to δ+glµBB = 0.16 meV which
corresponds to gl = 0.26 for a zero-field offset
δ ≈ 0.01 meV [285]. The considerable deviation of
that g factor from 0.1 has not been explained yet.
Furthermore, the σ− polarized zero phonon line
for a diamond crystal with higher NV− center con-
centration of 1×1017 cm−3 is illustrated as dashed
curve in the Fig. 7-4. Its width is much larger
due to the higher defect concentration which, in
turn, causes a broader g factor dispersion and/or
shorter electron lifetimes. It resembles the PL of
an inhomogeneously broadened QD ensemble. Moreover, the difference in the PL inten-
sities (solid curves) indicates a circular polarization degree of ρc = −0.045. The depen-
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dence of the triplet and singlet states of the NV− center in diamond on strong external
magnetic fields has not yet been demonstrated either experimentally or theoretically.
Also, the experimental determination of the energetic hierarchy of the spin-singlet states
is missing so far. The SFRS technique would be useful for that purpose.
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Symbols and Abbreviations
Symbol ....................... Meaning
aˆ, aˆ† Annihilation and creation operators for an electron
aB Bohr radius
Ahf Hyperfine constant
Al Aluminum
As Arsenic
a.u. Arbitrary units
bˆ, bˆ† Annihilation and creation operators for a phonon
B Magnetic field vector
BN Effective nuclear field
c Speed of light in vacuum, 2.9979× 108 m/s
cˆ, cˆ† Annihilation and creation operators for a photon
CB Conduction band
CCD Charge-coupled device
Cd Cadmium
cm−1 Inverse centimeter (unit), 1 cm−1 ≈ 123.9841 µeV
cps Counts per second
CW Continuous wave
d Quantum dot diameter
δ0 Exciton exchange energy
∆hh-lh Splitting between heavy-hole and light-hole band
∆so Split-off energy
∆EOHS Overhauser shift
∆Esf Spin-flip Raman scattering line shift (Raman shift)
det Detection
e Electron
e Elementary charge, 1.6022× 10−19 C
e Polarization unit vector
E Energy
Ea Energy of above-barrier illumination
Ec Magnetic confinement energy
Eg Band gap energy
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156 Symbols and Abbreviations
Symbol ....................... Meaning
EΓX Γ-X-crossing energy
En,l Fock-Darwin energy
Ep Kane parameter
 Activation energy
ER Resonant excitation energy
ηs Scattering efficiency
eV Electron volt (unit), 1.6022× 10−19 J
Ex Exciton
exc Excitation
f Focal length
FD Fock-Darwin
FWHM Full width at half maximum
g Lande´ factor
g0 Free electron g factor, g0 ≈ 2.0023
Ga Gallium
γi Kohn-Luttinger Hamiltonian parameter (i = 1, 2, 3)
Γ Damping rate, or SFRS line width
Γi Irreducible representation (point group specific)
G(τ) Exciton lifetime distribution
h Hole
~ Reduced Planck constant, ~ = h2pi ≈ 6.5821× 10−16 eVs
~ω0 Lateral confinement energy
hh Heavy-hole
Hˆac Acoustic phonon scattering operator
Hˆd Direct exchange interaction operator
Hˆe-ph Electron-phonon interaction operator
Hˆe-R Electron-radiation interaction operator
Hˆs Scattering operator
Hˆxch Anisotropic exchange interaction operator
Iˆ Nuclear spin operator
Ibg PL background intensity
In Indium
I+, I− σ+, σ− polarized PL intensity
Is Scattering intensity
Isf Spin-flip Raman scattering intensity
j; jz Total angular momentum; its projection along z-axis
κ Photon wave vector
k Wave vector
kB Boltzmann constant, 8.6173× 10−5 eV/K
κKL Kohn-Luttinger parameter
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Symbol ....................... Meaning
l Orbital angular momentum
λ Wavelength
l0 Confinement length
lc Magnetic length
lΩ Effective length of QD system
lh Light-hole
m0 Free electron mass, 9.1094× 10−31 kg
m∗ Effective mass
Mfi Scattering matrix between initial and final states
Mg Magnesium
µB Bohr magneton, 5.7884× 10−5 eV/T
n Radial quantum number
NA Numerical aperture
Nf f -number
ν Refractive index
NV− Negatively charged nitrogen vacancy
ω Frequency
Ω Frequency of an elementary excitation (e.g. phonon)
ωc Cyclotron frequency
P Laser power (density)
φ Azimuthal coordinate
PL Photoluminescence
PMT Photomultiplier tube
Ψ Wave function
q Wave vector of an elementary excitation
qKL Kohn-Luttinger parameter
QD Quantum dot
QW Quantum well
r Position vector in Cartesian coordinates x, y, z
R Quantum dot radius
ρ Radial coordinate
ρc Circular polarization degree
ρm Density of mass
RKKY Ruderman-Kittel-Kasuya-Yosida (interaction)
Rn,l(ρ) Radial wave function
s; sz Spin quantum number; its projection along z-axis
σ Pauli spin matrix
σ+, σ− Right-handed, left-handed circular polarization
SAQD Self-assembled quantum dot
158 Symbols and Abbreviations
Symbol ....................... Meaning
SFRS Spin-flip Raman scattering
t Time
T+,T− Positive trion, negative trion
T Temperature
Tan Postgrowth annealing temperature
τ (Exciton) Lifetime
τ0 Average exciton lifetime
τs Exciton spin relaxation time
τs Scattering time
Te Tellurium
θ Angle between magnetic field and growth axis
V Volume, or potential (with index)
VB Valence band
vph Sound velocity
VTI Variable temperature insert
wfi Scattering rate between initial and final states
Υ Solid angle
ζ Scattering cross section
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