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a b s t r a c t
The purpose of this paper is to apply a numerical technique namely the optimal homotopy
asymptotic method (OHAM) for finding the approximate solutions of a class of Volterra
integral equations with weakly singular kernels. This method uses simple computations
with quite acceptable approximate solutions, which has close agreement with exact
solutions. Illustrative examples are included to demonstrate the validity and applicability
of the present method and a comparison has been made with existing results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Many problems of science and engineering lead to Volterra integral equations. The singular phenomenon which appears
during modeling of physical structures, is of considerable importance in mathematical physics and other branches of
sciences. The weakly singular Volterra integral equations with reproducing kernels represent such phenomena that have
significant applications in mathematical physics and chemical reactions including stereology, heat conduction with mixed
boundary conditions [1], crystal growth, electrochemistry, superfluidity and the radiation of heat from a semi-infinite
solid [2].
General form of weakly singular Volterra integral equations with reproducing kernel is [3]
u(x)−
 x
0
tµ−1
xµ
k(x, t)u(t)dt = f (x), x ∈ [0, X] (1)
where, f (x) is a given function, u(x) is a function to be determined and the smooth part of the kernel k(x, t) = 1 can arise
from diffusion problems with mixed boundary conditions. This type of equation has an infinite set of solutions, among
which only one particular solution is smooth and all others are singular at x = 0. It has been proved that Eq. (1) has a unique
solution in Cm[0, X] if µ > 1, f ∈ Cm[0, X], the second 0 < µ 6 1, f ∈ C1[0, X] (with f (0) = 1 for µ = 1), Eq. (1) has an
infinite set of solutions in C[0, X], which contains only one particular solution belonging to C1[0, X] [4].
Several efficient algorithms have been proposed by researchers for µ > 1. The popular methods contain the product
integration methods based on Newton Cotes [1], Hermite type collocation method [5], spline collocation method and
iterated collocation method [6,7], and the extrapolation algorithm [8]. But in recent years researchers have turned their
attention towards solving Volterra integral equations with 0 < µ 6 1 and have represented different methods [3,9–11].
Solutions of this class of equations have been a difficult topic to be analyzed and have receivedmuch previous investigation.
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Recently, numerical techniques for giving the approximate solutions based on reproductive kernel theory have been
introduced [12,13].
In this paper, we articulate the concept of OHAM tenders a reasonable, reliable solutions to weakly singular integral
equations based on reproductive kernels for both µ > 1 and 0 < µ 6 1. This technique was established by Marinca and
Herisanu [14]. The advantage of OHAM is: built in convergence criteria which are similar to HAM but more flexible. A series
of papers by Herisanu and Marinca [15] Marinca and Herisanu [16], Iqbal et al. [17] Iqbal and Javed [18] and Haq et al. [19]
have proved the effectiveness, generalization and reliability of this method and obtained solutions of currently important
application in science and engineering. In order to communicate the reliability of method, we deal with different examples
in the subsequent section. Finally, numerical comparison between OHAM and other existing methods shows the efficiency
of OHAM. Comparison graphs of exact solutions and approximate solutions are also plotted to visualize the performance of
OHAM. OHAM puts forward its soundness and potential for the solutions of mentioned problems in real life applications.
2. Basic formulation of OHAM
Consider the following differential equation:
L (u(x))+ f (x)+ N (u(x)) = 0, B

u,
du
dx

= 0. (2)
where L is a linear operator, u(x) is an unknown function and f (x) is a known function, N(u(x)) is a non-linear operator and
B is boundary operator.
By means of OHAM one first constructs a family of equations [14]
(1− p) [L(u(x, p))+ f (x)] = H(p) [L(u(x, p))+ f (x)+ N(u(x, p))] , B

u(x, p),
∂u(x, p)
∂x

= 0. (3)
where p ∈ [0, 1] is an embedding parameter, H(p) is a non-zero auxiliary function for p ≠ 0 and H(0) = 0, u(x, p) is an
unknown function. Obviously, when p = 0 and p = 1 it holds
u(x, 0) = u0(x), u(x, 1) = u(x) (4)
respectively. Thus, as p increases from 0 to 1, the solution u(x, p) varies from u0(x) to the solution u(x), where u0(x) is
obtained from (2) for p = 0:
L (u0(x))+ f (x) = 0, B

u0,
du0
dx

= 0. (5)
We choose auxiliary function H(p) in the form
H(p) = pc1 + p2c2 + p3c3 + · · · . (6)
where c1, c2, . . . are constants, which can be determined later. Let us consider the solution of (3) in the form
u(x; p, ci) = u0(x)+

k>1
uk(x, ci)pk, i = 1, 2, . . . (7)
Now substituting Eq. (7) in Eq. (3) and equating the coefficients of like powers of p, we obtain the governing equations of
u0(x), given by Eq. (5), and the governing equations of uk(x), i.e.
L (u1(x)) = c1N0 (u0(x)) , B

u1,
du1
dx

= 0 (8)
L (uk(x)− uk−1(x)) = ckN0 (u0(x))+
k−1
i=1
ci [L (uk−i(x))+ Nk−i (u0(x), u1(x), . . . , uk−1(x))]
B

uk,
duk
dx

= 0, k = 2, 3, . . .
(9)
where Nm (u0(x), u1(x), . . . , um(x)) is the coefficient of pm, obtained by expanding N (u(x; p, ci)) in series with respect to
the embedding parameter p:
N (u(x; p, ci)) = N0 (u0(x))+

m>1
Nm (u0, u1, . . . , um) pm, i = 1, 2, . . . (10)
where u(x; p, ci) is given by Eq. (7).
It should be emphasized that uk for k > 0 are governed by the linear equations (5), (8) and (9) with the linear boundary
conditions that came from the original problem, which can be easily solved. The convergence of the series Eq. (7) depends
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upon the auxiliary constants c1, c2, . . .. If it is convergent at p = 1, one has
u (x, ci) = u0(x)+

k>1
uk (x, ci) . (11)
Generally speaking, the solution of Eq. (2) can be determined approximately in the form:
um (x, ci) = u0(x)+
m
k=1
uk (x, ci) , i = 1, 2, . . . ,m. (12)
Substituting Eq. (12) into Eq. (2) results in the following residual
R (x, ci) = L

um (x, ci)
+ f (x)+ N um (x, ci) , i = 1, 2, . . . ,m. (13)
If R (x, ci) = 0 then um (x, ci) happens to be the exact solution. Generally such a case will not arise for nonlinear problems,
but we can minimize the functional
J (ci) =
 b
a
R2 (x, ci) dx, (14)
where a and b are two values, depending on the given problem. The unknown constants ci(i = 1, 2, . . . ,m) can be optimally
identified from the conditions
∂ J
∂c1
= ∂ J
∂c2
= · · · = ∂ J
∂cm
= 0. (15)
With these known constants, the approximate solution (of order m) Eq. (12) is well-determined. The constants ci can be
determined in another way, for example, if k ∈ (a, b), i = 1, 2, . . . ,m and substituting ki into Eq. (13), we obtain the
equation
R (k1, ci) = R (k2, ci) = · · · = R (km, ci) = 0, i = 1, 2, . . . ,m. (16)
3. Application of OHAM to weakly singular Volterra integral equations
In this section, we designed OHAM for a weakly singular Volterra integral equation. Let us consider a form of weakly
singular Volterra integral equation
u(x)+ f (x)+
 x
0
tµ−1
xµ
u(t)dt = 0, x ∈ [0, X]. (17)
We construct an optimal homotopy u(x; p) : Ω × [0, 1] −→ R, which satisfies
(1− p) {L(u(x; p)+ f (x))} − H(p){L(u(x; p))+ N(u(x; p))+ f (x)} = 0 (18)
where p ϵ[0, 1] is an embedding parameter, H(p) = pc1 + p2c2 + p3c3 · · ·where ci; i = 1, 2, 3, . . . are auxiliary constants.
For finding the approximate solution of problem, we use Taylor’s series expansion about p as
u(x; p, ci) = u0(x, t)+
∞
k=1
uk(x; ci)pk i = 1, 2, 3, . . . . (19)
Substituting (19) in (18) and equating the coefficients of like powers of p, we get a series of problems.
O(p0) : u0(x) = f (x). (20)
O(p1) : u1(x) = −c1
 x
0
tµ−1
xµ
u0(t)dt. (21)
O(p2) : u2(x) = (1+ c1)u1(x)− c1
 x
0
tµ−1
xµ
u1(t)dt − c2
 x
0
tµ−1
xµ
u0(t)dt (22)
O(pj) : uj(x) = (1+ c1)uj−1(x)+
j−1
i=2
ciuj−i(x)−
j
k=1
ck
 x
0
tµ−1
xµ
uj−k(t)dt. (23)
By substituting the solutions of the above said problems in Eq. (19), we get an approximate analytic solution of our problem.
Here, we note that the constants ci, i = 1, 2, 3, . . . are present in this solution. For finding these constants, we form residual
equations as
R(x; ci) = L(u(x; ci))+ f (x)+
 x
0
tµ−1
xµ
u(t; ci)dt. (24)
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If R (x, ci) = 0 then um (x, ci) happens to be the exact solution. Generally such a case will not arise for nonlinear problems,
but we can minimize the functional
J (ci) =
 x
0
R2 (x, ci) dx. (25)
The unknown constants ci(i = 1, 2, . . . ,m) can be optimally identified from the conditions given in Section 2.
4. Error analysis and some applied models
To show the efficiency of the OHAM, we implement it on weakly singular Volterra integral equations that arise in real
physical applications. We note that
∥en∥ =
 x
0
e2n(x)dx
 1
2
(26)
where en(x) = |uoham(x)−uexact(x)|, anduoham(x), uexact(x) are approximate solution obtainedbyOHAMandan exact solution
for 0 < x 6 1.
Here, we have considered the numerical solutions of Eq. (1), with various choices of f (x) and, consequently, of y(x),
for x ∈ [0, 1]. In series of Examples 1–6 [6], we consider the case when µ > 1. We note that for forcing function
f (x) = xγ (µ+γ−1)
µ+γ , Eq. (1) has the exact solution u(x) = xγ
Example 1. Let µ = 5.9, f (x) = 4454x−0.5
u(x) = 44
54
x−0.5 + x−5.9
 x
0
t4.9u(t)dt, (27)
and the exact solution is u(x) = x−0.5. The OHAM formulation of the above example is
L (u(x; p)) = u(x) (28)
N (u(x; p)) = −x−5.9
 x
0
t4.9u(t)dt (29)
f (x) = −44
54
x−0.5 (30)
which satisfies
(1− p)

u0(x)+ pu1(x)+ p2u2(x)+ · · ·
− 44
54
x−0.5

= pc1 + p2c2 + p3c3 + · · ·
×

u0(x)+ pu1(x)+ p2u2(x)+ · · ·
− 44
54
x−0.5 − x−5.9
 x
0
t4.9

u0(t)+ pu1(t)+ p2u2(t)+ · · ·

dt

. (31)
By equating the coefficients of like powers of p, we get a series of problems.
O(p0) : u0(x) = 4454x
−0.5. (32)
O(p1) : u1(x) = −c1x−5.9
 x
0
t4.9u0(t)dt (33)
O(p2) : u2(x) = (1+ c1)u1(x)− c1x−5.9
 x
0
t4.9u1(t)dt − c2x−5.9
 x
0
t4.9u0(t)dt. (34)
By solving (32)–(34), we can get the values of u0, u1 and u2. This will give an approximate analytic solution of our problem,
i.e.
u(x; ci) = lim
p→1 u(x; ci) =
∞
j=0
uj(x; ci). (35)
Hence the solutions are
O(p0) : u0(x) = 0.8148148148148148x−0.5
O(p1) : u1(x) = −0.15089163237311384x−0.5c1
O(p2) : u2(x) = −

0.15089163237311384c1 + 0.12294873748920387c21 + 0.15089163237311384c2

x−0.5.
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Table 1
Values of coefficients ci for Examples 2–6.
Examples c1 c2 c3 c4
2 −1.1483385038202178 −0.00002628965077251 – –
3 +0.1984192686457792 +0.06437048095496156 2.145360129827919 −7.472742791904691
4 −1.8482142857142858 −0.87890625000000140 – –
5 −1.2222222222222222 0.0 – –
6 −1.1621744063836343 −0.00032651208453530 – –
Table 2
Comparison of absolute errors of Examples 1–6.
Collocation method [6] when N = 80
Examples Gauss Radau II Iterated OHAM
1 8.0e−04 2.5e−07 3.0e−09 2.2e−16
2 4.5e−05 3.0e−11 7.0e−13 1.9e−15
3 1.1e−06 3.7e−16 6.3e−18 1.2e−18
4 – – 1.8e−07 1.0e−15
5 – – 6.3e−11 3.2e−17
6 – – 5.0e−11 1.1e−13
Table 3
Comparison of absolute errors of Examples 7 and 8.
Numerical method based on reproducing kernel [3]
Examples N = 160 N = 320 N = 640 OHAM
7 5.49663e−03 2.84641e−03 1.46155e−03 4.80292e−09
8 5.56760e−02 3.28409e−02 1.91312e−02 4.60781e−11
By substituting the zeroth, first and second order solutions in (35), we get
u(x; c1, c2) = (0.8148148148148148− 0.3017832647462277c1 − 0.12294873748920387c21
− 0.15089163237311384c2)x−0.5
and by using a technique present in Section 3, we find c1, c2 i.e.
c1 = −0.20520460113455016, c2 = −0.8511745036402705.
Example 2. Let µ = 4.5, f (x) = 6575x3 + 78x3.5 and the exact solution is u(x) = x3.0 + x3.5.
Example 3. Let µ = 1.5, f (x) = 8595x8 + 910x8.5 and the exact solution is u(x) = x8.0 + x8.5.
Example 4. Let µ = 1.5, f (x) = 3545x3 and the exact solution is u(x) = x3.0.
Example 5. Let µ = 1.5, f (x) = 4555x4 and the exact solution is u(x) = x4.0.
Example 6. Let µ = 1.5, f (x) = 5565x5 + 78x6.5 and the exact solution is u(x) = x5.0 + x6.5.
Values of coefficients ci is given in Table 1 and comparison of solutions of Examples 1–6 with other techniques is
presented in Table 2.
Now, we represent the Examples 7 and 8 [3] containing 0 < µ 6 1.
Example 7. Let µ = 0.5, f (x) = x1.5 + x+ 1, so the integral equations have the form
u(x) = x1.5 + x+ 1+ x−0.5
 x
0
t−0.5u(t)dt, (36)
and the exact solution is u(x) = 2x1.5 + 3x− 1. The OHAM formulation of the above example is
L (u(x; p)) = u(x) (37)
N (u(x; p)) = −x−0.5
 x
0
t−0.5u(t)dt (38)
f (x) = −x1.5 − x− 1 (39)
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which satisfies
(1− p) u0(x)+ pu1(x)+ p2u2(x)+ · · ·− x1.5 + x+ 1
= pc1 + p2c2 + p3c3 + · · · u0(x)+ pu1(x)+ p2u2(x)+ · · ·− x1.5 + x+ 1
− x−0.5
 x
0
t−0.5

u0(t)+ pu1(t)+ p2u2(t)+ · · ·

dt

. (40)
By equating the coefficients of like powers of p, we get a series of problems.
O(p0) : u0(x) = x1.5 + x+ 1 (41)
O(p1) : u1(x) = −c1x−0.5
 x
0
t−0.5u0(t)dt (42)
O(p2) : u2(x) = (1+ c1)u1(x)− c1x−0.5
 x
0
t−0.5u1(t)dt − c2x−0.5
 x
0
t−0.5u0(t)dt (43)
O(p3) : u3(x) = (1+ c1)u2(x)+ c2u1(x)− c1x−0.5
 x
0
t−0.5u2(t)dt
− c2x−0.5
 x
0
t−0.5u1(t)dt − c3x−0.5
 x
0
t−0.5u0(t)dt (44)
O(p4) : u4(x) = (1+ c1)u3(x)+ c2u2(x)+ c3u1(x)− c1x−0.5
 x
0
t−0.5u3(t)dt
− c2x−0.5
 x
0
t−0.5u2(t)dt − c3x−0.5
 x
0
t−0.5u1(t)dt − c4x−0.5
 x
0
t−0.5u0(t)dt. (45)
By solving (41)–(45), we can get the values of u0, u1 and u2. This will give an approximate analytic solution of our problem,
i.e.
u(x; ci) = lim
p→1 u(x; ci) =
∞
j=0
uj(x; ci). (46)
Hence the solutions are
O(p0) : u0(x) = x1.5 + x+ 1
O(p1) : u1(x) = −

2+ 2
3
x+ 0.5x1.5

c1
O(p2) : u2(x) = −16

12+ 4x+ 3x1.5 c1 + −6− 10x9 − 3x1.54

c21 −
1
6

12+ 4x+ 3x1.5 c2
O(p3) : u3(x) = 118

− 216+ 40x+ 27x1.5 c21 − 112 3888+ 400x+ 243x1.5 c31
− c1

36+ 12x+ 9x1.5 + 216+ 40x+ 27x1.5 c2− 3 12+ 4x+ 3x1.5 (c2 + c3)
O(p4) : u4(x) =

−54− 50x
9
− 27x
1.5
8

c31 +

−54− 250x
81
− 27x
1.5
16

c41 −
1
6

12+ 4x+ 3x1.5 c2
+

−6− 10x
9
− 3x
1.5
4

c22 −
1
72
c21

6

216+ 40x+ 27x1.5+ 3888+ 400x+ 243x1.5 c2
− 1
18
c1

36+ 12x+ 9x1.5 + 432+ 80x+ 54x1.5 c2 + 216+ 40x+ 27x1.5 c3
− 1
6

12+ 4x+ 3x1.5 (c3 + c4) .
By substituting the zeroth, first, up to fourth order solutions in (46), we get
u(x; c1, c2) = 1+ x+ x1.5 +

−72− 200x
27
− 9x
1.5
2

c31 +

−54− 250x
81
− 27x
1.5
16

c41 −
1
2

12+ 4x+ 3x1.5 c2
+

−6− 10x
9
− 3x
1.5
4

c22 −
1
72
c21

12

216+ 40x+ 27x1.5+ 3888+ 400x+ 243x1.5 c2− 4c3
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(a) Example 1. (b) Example 2.
(c) Example 3. (d) Example 4.
(e) Example 5. (f) Example 6.
Fig. 1. Comparison of exact and approximate solution using OHAM.
− 4xc3
3
− x1.5c3 − 118 c1

12

12+ 4x+ 3x1.5+ 3 216+ 40x+ 27x1.5 c2
+ 216+ 40x+ 27x1.5 c3− 2c4 − 2xc43 − 12x1.5c4
and by using the technique present in Section 3, we find ci; i = 1, 2, 3, 4, i.e.
c1 = −0.8786409652258134, c2 = 2.1752521001106118,
c3 = 8.959401806275189, c4 = −3.39999180894687.
1574 M.S. Hashmi et al. / Computers and Mathematics with Applications 64 (2012) 1567–1574
(a) Example 7. (b) Example 8.
Fig. 2. Comparison of exact and approximate solution using OHAM.
Example 8. Letµ = 13 , f (x) = 3533x1.5+ 54x+ 23 and the exact solution is u(x) = 73x1.5+5x− 13 . After computations, we have
c1 = 1.4423598250514205, c2 = −0.31979908499004606, c3 = −3.37083396354886, c4 = −2.7847214091454306 and
comparison of Examples 7 and 8 are in Table 3.
5. Concluding remarks
The purpose of our present study is to find the solutions of weakly singular Volterra integral equations by using OHAM.
We compare the performance of OHAMwith a numerical approximation technique that uses collocation techniques. Several
examples including both µ > 1 and 0 < µ 6 1 have been presented to see the performance of OHAM. Finally, comparison
graphs have been plotted between exact and approximate solutions obtained by OHAM (Figs. 1 and 2). This performance
shows that OHAM is a reliable and efficient technique for finding the solutions ofweakly singular Volterra integral equations.
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