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Resumen 
Este artículo analiza el efecto que tienen diferentes configuraciones de condiciones 
iniciales para el algoritmo de optimización basado en enjam-
bres de partículas con comportamiento de vorticidad. El algo-
ritmo propuesto combina la búsqueda basada en gradiente y 
un comportamiento de enjambre de partículas, por lo cual, este 
algoritmo puede ser afectado por las condiciones iniciales da-
das para las partículas. Para observar las características del al-
goritmo se emplea una función de prueba 2D. 
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1. Introducción
Una de las ramas interesantes de la compu-
tación flexible consiste en el desarrollo de 
algoritmos de optimización basados en el 
comportamiento de seres vivos que, por lo 
general, está dado por la interacción que se 
presenta entre un individuo y sus vecinos, 
siendo esto útil para búsqueda de alimento 
como también para evadir depredadores.
La descripción del comportamiento de mu-
chos seres vivos se caracteriza por exhi-
bir movimiento cooperativo coordinado, tal 
como poblaciones de bacterias las cuales pre-
sentan movimientos basados en quimiota-
xis, también se observa este tipo de compor-
tamiento en bandadas de aves, cardúmenes 
de peces e incluso en microorganismos como 
el zooplancton [1]. De los comportamientos 
de interés se registran el movimiento circular de 
partículas alrededor de un punto denomina-
do vórtice [2], [3].
2. Optimización bioinspirada
Sobre técnicas de optimización que emulan 
el comportamiento de seres vivos, se tienen 
los algoritmos basados en colonias de hor-
migas, tal como se puede apreciar en [4] y 
[5]. Bajo esta misma orientación, el compor-
tamiento de abejas ha permitido el desarrollo 
de algoritmos tanto de optimización como de 
búsqueda y exploración [6], [7]. Otra técnica 
de búsqueda inspirada en la biología consis-
te en el comportamiento que presentan seres 
unicelulares como las bacterias cuando bus-
can alimento, dando lugar a la técnica deno-
minada optimización basada en quimiotaxis 
bacteriana [8]. En relación con el desarro-
llo de aplicaciones que involucran enjam-
bres de individuos, originalmente su im-
plementación en procesos de optimización 
fue propuesta por James Kennedy y Russell 
Eberhart [9]. De igual manera, existen otros 
trabajos a considerar, los cuales consisten en 
el desarrollo de algoritmos de optimización 
basados en enjambres de partículas que em-
plean elementos de mecánica cuántica [10], 
como también la aplicación el oscilador ar-
mónico [11].
Acerca de otros algoritmos de computación 
flexible bio inspirados se pueden apreciar 
propuestas basadas en el comportamiento 
de murciélagos (Bat Algorithm BA) [12], [13], 
luciérnagas (Firefly Algorithm FA) [14] y pri-
mates [15]. También se tienen enfoques bajo 
principios y leyes físicas como la ley de Cou-
lomb para partículas cargadas (Charged Sys-
tem Search CSS) [16], la sintonía en frecuen-
cia de una nota musical (Harmony Search HS) 
[17] y la caída de agua en una cascada (Inte-
lligent Water Drops IWD) [18].
Abstract 
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2.1 Algoritmos de enjambres de 
partículas con estrategias para 
evasión de mínimos locales 
De los diferentes algoritmos de optimización 
bio-inspirados, según Bratton y Kennedy [19] 
los algoritmos de enjambres de partículas son 
una buena alternativa, sin embargo, estos 
tienden a presentar convergencia temprana 
en mínimos locales [20], [21]. Adicionalmen-
te, son susceptibles a una mala selección de 
sus parámetros, tal como se muestra en [22] y 
[23]. Por lo anterior, se han desarrollado mo-
dificaciones y propuestas con las cuales se 
busca evadir mínimos locales teniendo una 
mejor exploración del espacio de soluciones.
Una estrategia general para el escape de mí-
nimos locales consiste en realizar un proce-
so de dispersión —explosión— luego de te-
ner una convergencia a un mínimo local. Un 
ejemplo de este concepto se pueden apreciar 
en [24] con el algoritmo de optimización Su-
pernova, en [25] para el algoritmo de optimi-
zación Glowworm y en [26] con el algoritmo de 
optimización basado en forrajeo de bacterias.
En particular, para el algoritmo PSO una pri-
mera modificación consiste en adicionar un 
factor de inercia modulada tal como se pro-
pone en [27] y [28]. Con este enfoque se bus-
ca controlar la exploración del algoritmo so-
bre el espacio de búsqueda. En [27] y [28] se 
expone que un factor grande de inercia ace-
lera la convergencia, mientras que un valor 
pequeño mejora la capacidad de búsqueda. 
Una modificación adicional del algoritmo 
PSO consiste en reiniciarlo cuando se consi-
dera que hay un estancamiento de este [29].
Aparte del enfoque de inercia modulada en 
[30], se propone un método denominado olas 
de enjambres de partículas (Waves of Swarm 
Particles WoSP) con el cual se busca impul-
sar el enjambre para que pueda escapar de 
un mínimo local y así continuar con el pro-
ceso de exploración. Por otro lado, en [31] se 
propone emplear técnicas de repulsión para 
cada mínimo local encontrado, esperando así 
evadir soluciones encontradas previamente. 
Adicionalmente, en [32] se presenta una va-
riante del algoritmo PSO denominada apren-
dizaje integral, la cual consiste en emplear la 
información histórica de las partículas para 
actualizar su velocidad. Este enfoque busca 
conservar la diversidad del enjambre evitan-
do la convergencia prematura.
Otra variación del algoritmo PSO consiste en 
incorporar un término de turbulencia, dan-
do lugar de esta forma a varias propuestas. 
En [33] se incluye este operador en el algorit-
mo PSO tradicional como una variable esto-
cástica. Según [34], con este operador se bus-
ca mantener la diversidad de la población. 
Desde un punto de vista de algoritmos evo-
lutivos, el término de turbulencia tiene la 
misma función de un operador de mutación 
[35]. Por otro lado, en [36] se propone el algo-
ritmo TPSO (Turbulence in the Particle Swarm 
Optimization) donde se incluye la turbulencia 
para resolver el problema de la convergencia 
prematura, con esta propuesta se busca im-
pulsar las partículas perezosas para llevar-
las a explorar nuevos espacios de búsqueda. 
TPSO utiliza un umbral de velocidad míni-
ma para controlar la velocidad de las partí-
culas evitando su aglomeración y mantien-
do la diversidad de la población en el espacio 
de búsqueda. Un enfoque adicional al factor 
de turbulencia consiste en realizar una pertur-
bación al enjambre proporcional a la distan-
cia entre una determinada partícula y otra, la 
cual se toma de forma aleatoria, en esta pro-
puesta el factor de turbulencia ayuda a esca-
par al enjambre de mínimos locales [37], [38].
Un acercamiento desde un enfoque analítico 
se presenta en [23], donde se efectúa un es-
tudio de la convergencia al algoritmo PSO. 
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Con este análisis se busca mejorar la selec-
ción de parámetros y de esta forma también 
su convergencia.
3. Estrategia de búsqueda basada 
en dispersión
La propuesta de búsqueda emplea el compor-
tamiento de vorticidad como un mecanismo 
de dispersión para lograr una búsqueda glo-
bal. En la figura 1 se puede apreciar el dia-
grama de flujo para la estrategia de búsqueda 
propuesta. En un primer lugar, se inicializa el 
enjambre y se procede a encontrar el mínimo 
local más cercano, almacenando el valor del 
mínimo encontrado; luego, para lograr que el 
enjambre escape del mínimo encontrado se 
realiza el proceso de dispersión, empleando 
para esto el comportamiento de vorticidad. 
Con el anterior proceso se espera encontrar 
un valor mínimo menor al encontrado pre-
viamente, en el caso que no se encuentre un 
valor menor se detiene el algoritmo conside-
rando para esto una dispersión máxima de 

















Figura 1. Esquema propuesto 
para el proceso de búsqueda
Fuente: elaboración propia
4. Algoritmo de optimización 
basado en partículas con 
comportamiento de vorticidad
El Algoritmo de optimización basado en enjam-
bres partículas con comportamiento de vortici-
dad (Vortex Particle Swarm Optimization, 
VPSO) se fundamenta en realizar un proce-
so de dispersión de las partículas para lograr 
que estas escapen de un mínimo local.
La dispersión se logra mediante el comporta-
miento de vorticidad que presentan las par-
tículas, para esto se tomó como referencia un 
modelo dinámico que describe la forma de 
locomoción del zooplancton Daphnia, el cual 
presenta movimientos circulares y lineales 
que le permiten evadir depredadores y bus-
car alimento [39].
Las ecuaciones para calcular la posición y la 
velocidad son: 
  r n r n v ti i i( ) = ( 1)− + ∆  (1)
 
  
v n v n F F F ti i pro i int i obj i( ) = ( 1) ( ), , ,− + + + ∆ (2)
Donde, se tiene la fuerza de auto-propulsión 
la cual se considera como: 

F v vpro i i i,
2= ( | | )− +α β  (3)
La fuerza de interacción de las partículas 













= ( )− −∑
Donde 














I + D A N Á L I S I S  D E  L A S  C O N D I C I O N E S  I N I C I A L E S  P A R A  E L  A L G O R I T M O  D E  O P T I M I Z A C I Ó N
Revista viculos vol. 11 NúmeRo  1
La información de la función objetivo esta 
dada por Uobj . La fuerza sobre cada partí-
cula que se produce por el potencial Uobj  es: 
 
F k U robj i f i obj i, = ( )− ∇  (5)
Donde k f  es una constante que pondera la 
influencia de la función objetivo.
 
Para lograr que el enjambre escape de míni-
mos locales y así cubrir de forma adecuada 
el espacio de búsqueda, se propone aumen-
tar la energía de propulsión del enjambre α  
cuando éste alcanza un mínimo local y dis-
minuirla cuando el enjambre escapa. Para lo 
anterior se considera una variable Umin  que 
se actualiza con el valor mínimo del campo 
potencial de U Robj ( )

, esto puede ser expre-
sado como: 
U
U R U U R
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La adición de la energía se logra con el fac-
tor de propulsión α . En esta propuesta α  




( 1) , ( );
0, > ( ).
n













Es de apreciar que al llegar el enjambre a un 
mínimo local U U Rmin obj″ ( )

 el término α  
se incrementa, aumentando de esta forma 
la energía de propulsión. Esta acción conti-
nuará sucediendo hasta que las partículas 
escapen del mínimo local. El aumento de la 
energía viene dado por el parámetro τ c . El 
algoritmo de optimización propuesto se pue-
de apreciar en la figura 2.
Algoritmo 1: Algoritmo de optimización propuesto
1 Inicializar el enjambre en el espacio solución:
2 begin
3 while Bajo algún criterio de finalización (Dispersión o Iteraciones)
do
4 Calcular Uact y Umin;
5 Calcular ;
6 for i=1 hasta N do
7 Calcular la nueva velocidad de las partículas, empleando la ecuación 1;
8 Calcular la nueva posición de las partículas, empleando la ecuación 2.
9 end
10 end
11 Establecer el mínimo encontrado.
12 end
Figura 2. Algoritmo de optimización basado en enjambres de partículas con comportamiento de vorticidad
Fuente: elaboración propia.
4.1 Criterio de parada
El criterio de parada propuesto estable-
ce que, si la dispersión del enjambre σG  es 
mayor que la dispersión calculada para 
el espacio de búsqueda dado σ g , entonces el 
algoritmo se finaliza. En esta propuesta, 
la medida de la dispersión se considera como 
la desviación típica generalizada.
Para determinar σ g  como primera medida 
se debe considerar el teorema de Chebyshev 
donde se establece que para un conjunto de 
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datos en una dimensión ( =1)D , por lo me-
nos (1 1/ )100%2− k  de los datos están con-
tenidos dentro de ( , )x k x k− +σ σ  donde 
x  es el valor medio de los datos y σ  es la 
desviación típica.
Adicionalmente observando que el 
(1 1/ )100%2− k  de datos tiene rango de 
L k= 2 σ , es posible calcular la desviación 
de los datos como σ = / 2L k  donde L  pue-
de ser considerado como el rango de la fun-
ción objetivo para una dimensión.
Para varias dimensiones con rangos 
L L LD1 2, ,...,  y considerando que las varia-
bles no están correlacionadas, la desviación 
estándar generalizada puede ser estimada 
como σ σ σ σg D= 1 2  por lo tanto:
σ g DL k L k L k= ( / 2 )( / 2 ) ( / 2 )1 2   (8) 
Por otro lado, para determinar el valor de 
dispersión del enjambre de partículas, estas 
se pueden representar como un conjunto de 
























Donde N  es el total de partículas, D  es 
el número de dimensiones, i  es el índice 
de cada partícula y j  el índice para cada 
dimensión.
El valor medio de la j -ésima variable de la 




























La matriz de varianza y covarianza muestral 






















Si i j↑  se tiene: 
s
N
x x x xij
k
N
ki i kj j=
1 ( )( )
=1
∑ − −
 por otro lado si i j=  entonces: 
Finalmente, la varianza generalizada del 
conjunto de datos X  se puede calcular como 
el determinante de S  y la desviación genera-
lizada como: 
σG det S= ( )  (9)
4.2 Análisis cualitativo del algoritmo
Para mostrar el funcionamiento del algo-
ritmo, se realiza una simulación conside-
rando un potencial cuadrático de la forma 
U x yobj = 2( )
2 2+ . En la figura 3 se puede 
apreciar el potencial y la evolución que tie-
ne la posición de las partículas en la medida 
que pasan las iteraciones. Es de apreciar que, 
luego de encontrar el mínimo local, las par-
tículas inician el proceso de dispersión reali-
zando un movimiento circular.
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5. Resultados experimentales
Los experimentos se realizan buscando esta-
blecer si las condiciones iniciales de las par-
tículas afectan el desempeño del algoritmo. 
Las condiciones iniciales de las partículas se 
generan tomando un punto aleatorio y una 
dispersión de las partículas alrededor de 




r GL g Li G i g(0) = (1 )− +γ γ  (10)
Donde 

G  es un vector de números aleato-
rios en el intervalo [ 1,1]−  el cual es el mismo 
para todos las partículas, 
gi  también es un 
vector de números aleatorios en el interva-
lo [ 1,1]−  pero diferente para cada partícula, 
LG  y Lg  son escalares que corresponden al 
valor máximo sobre el cual se quiere realizar 
la dispersión y γ  es un número en el interva-
lo [0,1]  el cual permite determinar la confi-
guración de condiciones iniciales a estudiar.
5.1 Función de prueba
Para observar el comportamiento que pre-
senta el algoritmo, se emplea la función ob-
jetivo propuesta en [8]. La expresión para la 
función de prueba es: 
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2.3)2 ( 3.3)2 ) 4(( 2.0)2 ( 3.3)2 )
4(( 3.3)2 (
2
2 y x ye− − + + ++0.3)
2 ) 4(( 3.3)2 ( 0.3)2 )2
Esta función presenta varios mínimos y 
máximos los cuales se pueden apreciar en la 
figura 4. 
Figura 4. Función de prueba
Fuente: elaboración propia.
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5.2 Cálculo del criterio de parada
Considerando un espacio de búsqueda en dos 
dimensiones donde se tiene que − ≤ ≤7 7x  
( Lx =14 ) y − ≤ ≤7 7y  ( Ly =14 ), entonces, 
la desviación típica generalizada para dife-
rentes valores de k  es:
• Para: k g= 2 (75 0%) =12 25, , ,σ . 
• Para: k g= 3(88 8%) = 5 44, , ,σ .
• Para: k g= 4 (93 7%) = 3 06, , ,σ . 
Es de apreciar que con k = 2  se obtiene 
una mayor dispersión por lo cual se toma 
σ g =12 25, .
5.3 Configuración de parámetros  
y condiciones iniciales
Para la implementación del algoritmo se 
tomó τ c =1 , β =1, ∅t = 0 1, , por otro lado, 
para observar el comportamiento del algo-
ritmo con diferentes condiciones iniciales 
se consideró la siguiente configuración de 
parámetros:  
• Configuración 1: k f =1  y a =1. 
• Configuración 2: k f = 0 5,  y a = 0 5, . 
Los valores de γ  se toman como: 0,1, 0,3, 0,7 
y 1. Se realizan 50 ejecuciones del algoritmo 
para cada caso de condiciones iniciales obte-
niendo los resultados de la tabla 1.
Tabla 1. Resultados para 50 ejecuciones
Casos Configuración 1 Configuración 2
Caso 1 Desempeño Iteraciones Desempeño Iteraciones
Max 0,3208 522 0,2633 341
Min -3,8656 114 -3,8656 78
Promedio -2,0435 232,28 -2,1238 218,7
STD 1,3375 63,82 1,4817 63,19
Caso 2 Desempeño Iteraciones Desempeño Iteraciones
Max 0,3621 552 0,3251 324
Min -3,8655 145 -3,8655 57
Promedio -2,2409 243,1 -2,3042 182,62
STD 1,2644 75,01 1,2727 68,98
Caso 3 Desempeño Iteraciones Desempeño Iteraciones
Max 0,1659 378 0,0963 454
Min -3,8656 121 -3,8656 105
Promedio -2,5416 260,64 -2,6203 209,58
STD 1,3237 55,93 1,1816 79,14
Caso 4 Desempeño Iteraciones Desempeño Iteraciones
Max 0,1434 448 2,1854 362
Min -3,8656 104 -3,8656 59
Promedio -3,0057 265,28 -2,5152 203,04
STD 1,2148 80,89 1,4597 73,27
Fuente: elaboración propia.
5.4 Análisis estadístico de resultados
Con el fin de seleccionar entre pruebas para-
métricas y no paramétricas para realizar la 
comparación entre grupos, primero se imple-
menta la prueba de normalidad de Kolmo-
gorov-Smirnov (K-S) y la prueba de homoce-
dasticidad de Levene [40]. Si se cumplen los 
supuestos de normalidad y homocedastici-
dad se implementa la prueba para compara-
ción entre grupos de ANOVA y, en caso con-
trario, se emplea la prueba de Kruskal-Wallis 
(K-W). Para cada prueba se calcula el respec-
tivo p -value de tal forma que si éste es ma-
yor que el nivel de significancia de 0,05 se 
acepta la hipótesis nula de normalidad, ho-
mocedasticidad o igualdad entre grupos se-
gún sea el caso que se este considerando. Los 
resultados de estas pruebas se pueden apre-
ciar en la tabla 2.
Tabla 2. Análisis estadístico
Configuración 1 Configuración 2
Prueba Desempeño Iteraciones Desempeño Iteraciones
K-S 1 5298 10 13, × − 0,3189 1 57 10 10, × − 0,5388
Levene 0,4274 0,0567 0,5494 0,1513
ANOVA - 0,066 - 0,0783
K-W 5 017 10 4, × − - 0,1740 -
Fuente: elaboración propia.
Para la configuración 1 donde se observa el 
resultado obtenido de la función objetivo, las 
comparaciones multiples se realizaron me-
diante la prueba de Bonferroni —para ma-
yor detalle sobre la prueba ver [41] y [42]— 
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obteniendo la figura 5 donde se aprecia que 
existe diferencia entre el caso 4 con el 1 y 2.
Figura 5. Comparación mediante  
el método de Bonferroni
Fuente: elaboración propia.
6. Conclusiones
Se observó que el algoritmo logra encontrar 
el mínimo global de la función propuesta 
para los diferentes parámetros seleccionados 
como también para las condiciones iniciales 
seleccionadas.
De los resultados experimentales se observó 
estadísticamente que las condiciones inicia-
les no son un factor dominante en el compor-
tamiento del algoritmo, sin embargo se ob-
serva un caso donde es favorable tener una 
buena dispersión del enjambre sobre todo el 
espacio de búsqueda.
A pesar que el algoritmo emplea el cálculo 
de gradientes para converger a un mínimo 
local, para los casos estudiados el algoritmo 
no se ve fuertemente afectado por las condi-
ciones iniciales.
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