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ABSTRACT 
Matrices with a certain pattern are defined and their properties are studied. A 
reduction theorem is stated and proved which can be used to reduce the size of the 
linear complementarity-problem defined by a matrix with the pattern. The identifica- 
tion of the pattern and the reduction theorem provide a mathematical model for a 
problem in structural mechanics when a certain symmetry prevails in the structural 
problem to be analyzed. 
1. INTRODUCTION 
In this paper we consider a matrix N with so+ ks rows and to+ kt 
columns (so, to > 0, s, t > 1, k > 1, ail integer) which has the foIlowing pattern: 
C A A ..a A so ’ 
B D E ... E S 
N= B E D -.. E S P ktimes (1) 
. . . . 
. . . 
iii..:i . s , 
number of 
t0 t t ... t columns 
&times 
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where C is s, by to, A is sa by t, B is s by to, and D and E are s by t. Matrices 
with such a pattern will be referred to as those of the form (1). When the 
number k in the definition must be stated explicitly, we say matrices are of 
the form (lk). It is noted that a matrix can be of the form (1,J for more than 
one value of k. For instance, a matrix of the form ( lk) with k = 2m is also of 
the form (1,J with k = 2,4,. . . ,2(m - 1). 
Some special cases of matrices of the form (1) have appeared in the 
literature in statistics, where such matrices emerge as variance-covariance 
matrices of interchangeable multivariate normal random variables. In this 
context matrices are symmetric (in particular, sO = to and s = t). Votaw [ 151 
called matrices of the form (1) with s,=t,,=s=t=l and A=B compound 
symmetric. We refer to Arnold [l] and references therein for other articles. 
To the author’s knowledge, the properties and reduction theorems treated 
here are new. 
Some properties of matrices of the form (1) are studied in the next two 
sections. We characterize such matrices in terms of “exchangeability” of row 
and column blocks (Sec. 2), and using the characterization, prove certain 
persistence properties possessed by the class of matrices of the form (1) (Sec. 
3). 
For an n-vector r and an n by n matrix M, the linear complementarity 
problem, (r,M), is that of finding z such that 
r+Mz>O, 
z > 0, 
zT(r+ Mz)=O. 
If M is of the form (1) and if certain other conditions on M and r hold, then a 
solution of the problem (r, M) can be generated by applying an efficient 
algorithm to the corresponding “reduced” linear complementarity problem, 
whose size is much smaller than that of the original one. This problem 
reduction is the subject of Sec. 4. The fifth section is devoted to expounding 
a certain problem in structural mechanics which motivated the present work. 
The final section discusses a reduction of matrices of the form (1) by an 
orthogonal transformation. Some notation and conventions employed in this 
paper are specified below. 
All vectors and matrices appearing in the following are real. Every matrix 
considered in this paper is assumed to have so + ks rows and to + kt columns. 
Here, s,, s, to, t and k are integers such that so, to > 0, s, t > 1 and k > 1. When 
we say that a matrix is square, it is tacitly assumed that sO = to and s = t. 
For an sa + ks by to + kt matrix, the set of first sO rows is called the 0th 
row block, and for iE{l,..., k}, the set of rows s,+l+s(i-1) through 
so + si is called the ith row block. Similarly, the set of first to columns is the 
PATTERNED MATRICES 15 
0th column block and that of columns to + 1 + t( j - 1) through to + q is the 
jth column block for j = 1,. . . , k. 
Let N be an s, + ks by to + kt matrix. It is partitioned and written as 
1 N(O,O) N(O,I) *‘* N(OJ) 1 
(2) 
i * 
N&O) N&,1) ... N(k,k) 
* 1 
where N (i, j) is the submatrix of N corresponding to the ith row and jth 
column blocks. Sometimes it is convenient to denote the ith row and jth 
column blocks of N respectively, by N (i, .) and N ( *, j), i, j = 0,. . . , k. 
Similarly to the case of matrices, every vector which appears in what 
follows has to + kt (to > 0, t > 1, k > 1, all integer) elements and is decom- 
posed as 
number 
of 
elements 
-7 
40) to 
41) 
t 
X= . .ktimes . 
* * 
x(k) 1 
(3) 
For a vector x partitioned as in (3), x(i) is called the ith block. Sometimes we 
consider vectors which have the property that the first to kth blocks are 
identical, i.e., 
x= 
40) 
41) 
41) 
41) I . k times (4 
We shall refer to such vectors as those of the form (4) [or (dk)]. 
To avoid tedious expressions, we shall often leave the dimension and the 
number of elements in each (row or column) block of matrices of the form 
(2) or vectors of the form (3) unspecified. They should be understood 
appropriately according to the context. 
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2. EXCHANGEABILITY CONDITION 
In this section, we introduce the notion of the exchangeability condition 
which characterizes matrices of the form (1). Roughly speaking, a matrix 
satisfies the exchangeability condition if the roles of its ith and jth row 
(column) blocks are “exchangeable”. To make this statement precise, let us 
define xii to be the vector obtained from x by exchanging its ith and jth 
blocks, i.e., xii (i) = x( j), xii (j)=x(i) andx’i (p)=x(p), p#i,i. 
DEFINITION 1. A matrix N is said to satisfy the exchangeability condi- 
tion if the following holds: For an arbitrary x, let y = Nx; then for each 
i,j#O, yii=Nxii. 
THEOREM 2. A matrix N is of the form (1) if and only if it satisfies the 
exchungeability condition. 
Proof. The “only if’ part follows directly from the definition. Con- 
versely, assume that N satisfies the exchangeability condition-namely, for 
every x and i,j#O, 
N(i, .)x= N( j, .)x’f, (54 
N(j;)x=N(i;)x’i, (5b) 
N(p;)x=N(p;)x’l, p#i,j. (54 
To show that N is of the form (l), we need to verify that 
N(O,i)=N(O,i), i,j#O, (64 
N(i,O)=N( i,O), i,j#O, (ebb) 
N(i,i)=N( iTi), i,j#O, (64 
N(i,i)=N(p,q), i,j,p,qfO, i+i, p+q. (64 
Taking x(i) = e, and x(u) = 0, t’ # i, where e, is the uth unit vector and 
U=l , . . . , t, Eq. (5~) with p =0 yields (6a). Taking x(O) = e, and X(U) =O, 
c=l,..., k, where u = 1 , . . . , to, Eq. (5a) gives (6b). The same relation (5a) 
produces (6c) if we take x(i)=e,,, x(0)=0, u#i, for u=l,..., t. Finally, to 
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show (6d) it suffices to prove that 
N(P?i)=Np,j), p,i,jfO, p#i, p#j, (7) 
N(i,p) =N( j,p), p,i,jfO, p#i, p#i. (8) 
The relation (7) is the consequence of (5~) where r(i) = e, and X(V) = 0, e # i, 
u=l ,..., t. With x(p)=eu, x(v)=O, v#p for u=l,..., t, Eq. (5a) gives (8). 
n 
Given a matrix, we could check whether or not it is of the form (1) by 
inspecting its elements. If the order of a matrix is large, this check may be 
time consuming. In some cases, the exchangeability condition can be used to 
verify that matrices generated by a certain principle have the pattern 
without inspecting numerical data. Also the exchangeability condition will be 
used for proving properties of such matrices. 
In Sets. 3 and 4, results hold for matrices which satisfy a set of conditions 
which is somewhat weaker than being of the form (1). 
Let N be a matrix with sa + ks rows and to + kt columns. We say that N 
satisfies the conditions (9) [or (9J] if for each i,j#O, we have 
N(i,O) =N( j,O), (94 
i N&p) = p$N( id 
p=l 
( w 
We can characterize matrices satisfying (9) by a set of conditions similar 
to the exchangeability condition. 
PROPOSITION 3. An s, + ks by to + kt matrix N satisfies (gk) if and only 
if for each (t,, + kt)-vector x of the fnm (4k) we have that Nx is also of the 
fom (4/J 
Proof. The only if part is direct from the definition. To show the 
converse, we take z(O)=e,, x(i)=O, i=l,.,., k, u=l,..., to, to obtain (9a) 
andx(O)=O,x(i)=e,,i#O,u=l,..., ttoobtain(9b). n 
It is clear that matrices of the form (lk) satisfy (gk). The converse is not 
true, since for instance (gk) does not specify any requirement on the 0th 
block of matrices. 
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3. PERSISTENCE PROPERTIES 
The class of matrices of the form (1) [satisfying (9)] has certain “per- 
sistence” properties with respect to a matrix product and the inversion. First, 
we prove that the pattern (conditions) persists to a matrix product. 
THEOREM 4. Zf N is un s, + ks by to + kt matrix of the fbrm (I& 
[satisfying (9J, respectively] and L is a to + kt by u0 + ku matrix of the fm 
(lk) [satisfying (gk)], then their product NL is of the form (lk) [satisfies (gk)]. 
Proof. We first prove the case in brackets. Assume that N and L satisfy 
(9,J, and let x be of the form (4,J. By Proposition 3, we have that Lx is of the 
form (4k), and so is N (Lx); thus NL satisfies (gk). 
Next assume that N and L are of the form (II;). Let x and i, j #O be 
arbitrary. Let y = Lx and z = Ny = NLx. By Theorem 2, z ii = Ny ‘i = NLx ii, 
proving that NL is of the form (lk). n 
The next result asserts that the pattern (conditions) persists to its inverse. 
THEOREM 5. The inverse of a mu&ix of the form (lk) [satisfying (gk), 
respectively] is of the form (lk) [sutisfies (gk)]. 
Proof. First the case in brackets. Let N be a to + kt by to + kt nonsingu- 
lar matrix satisfying (9J. Let 
and 
X={xEfl’,l+k’: x is of the form (qk)} 
X*={Nx: XEX}. 
By Proposition 3, X’ c X. But both X and X’ are linear subspaces of R’O+kr 
and have the same dimension, since N is nonsingular. Thus X * = X. Now let 
y E X. Since y E X l 
i, 
j#O be arbitrary. Set x= N-‘y, or y=Nx. By Theorem 2, y’i=Nx’j or 
xij=N,l ii y , proving that N ~ ’ is of the form (lk). H 
From the two persistence properties and the fact that the identity matrix 
is obviously of the form (1) it follows that the set of nonsingular matrices of 
the form (lk) with the same size forms a multiplicative group with respect to 
a matrix product. We also note that the set of matrices of the form (lk) with 
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s,, + ks rows and to + kt columns is closed under additions and scalar multi- 
plications; i.e., it forms a vector space. 
4. A REDUCTION THEOREM 
In this section we present the principal result of this paper, a reduction 
theorem. Before we do that we shall review some facts about the linear 
complementarity problem. 
A central issue of the linear complementarity problem is the computabil- 
ity of a solution-i.e., whether or not a solution can be computed with a 
reasonable amount of effort. There are several solution procedures (see, e.g., 
Lemke [lo], Cottle and Dantzig [2], Graves [4]) which “process’‘-i.e., 
compute a solution or else conclude that there is no solution to the problem 
(T, M)- efficiently under various assumptions on M. Lemke’s algorithm [lo] 
is known to be applicable under the weakest assumption. 
In the following we list some classes of matrices such that Lemke’s 
algorithm can be successfully applied to (T, M) if M belongs to one or more 
of them: 
(a) Positive definite matrices; i.e., zTMz >0 for every z#O. 
(b) Positive semidefinite matrices; i.e., z TMz > 0 for every Z. 
(c) Copositive plus matrices [lo]; i.e., (i) zTMz > 0 for every z > 0, and (ii) 
zTMz=O,z>O implies (M+MT)z=O. 
(d) P-matrices; i.e., all principal minors are positive. 
(e) Strictly semimonotone matrices [2,9]; i.e., for every .z > 0, z#O, there 
exists j such that z+ > 0 and (Mn) i > 0. 
(9 Regular matrices [9]; i.e., the following system has no solution: 
Z, > 0, 2 > 0, Z#O 
z,+(M+>O, 
+,,+(Mz)~]=O, I 
all i. 
There are some inclusion relations among these classes (see Karamardian [9]); 
schematically, 
* (e) * (f) 
Here, (a)=@) means that a positive definite matrix is a positive semidefinite 
matrix, and so forth. We note that in the preceding definitions we do not 
require positive (semi)definite matrices to be symmetric. 
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One of the fundamental theorems of linear complementarity due to 
Samelson, Thrall and Wesler [14] states that the problem (r, M) has a unique 
solution for each T if and only if M is a P-matrix. In the structural example 
we shall consider in Sec. 5, the matrix is positive definite or at least a 
P-matrix. 
Let N be a square matrix of order to + kt partitioned as in (2). We define 
N to be the reduction of N if 
The way we obtain the reduction is obvious. We first delete all row blocks 
from N except the 0th and 1st ones, and then “squeeze” the 2nd through kth 
column blocks of the remaining matrix into the 1st column block. The order 
of 6 is to + t while that of N is to + kt. 
Similarly the reduction, 2, of a (t,,+ kt)-vector x of the form (3) is defined 
to be 
- 40) 
x= x(1) [ I 
Let r and M be an n-vector and n by n matrix, respectively, and let us 
consider the linear complementarity problem (r, M). The reduction of (r, M) 
is the linear complementarity problem (F, 1$), where ? and ,I? are the 
reductions of r and M, respectively. A reduction theorem asserts that the 
problem (r, M) where r is of the form (dl;) and M is a P-matrix sati$ying (&) 
can be solved by applying Lemke’s algorithm to its reduction (F, M). 
A part of a reduction theorem is derived from the following simple 
observation. 
LEMMA 6. Let M hc CL syuure mutrix sutisfying (Clk) with t,,+ kt rows 
nnd co1u1ms. Further, let r he (I (to + kt)-vector which is of the form (4,J. If 
E = 4)) I I 4) z(1) t 
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is a solution of (F, iG), where F and I? are the reductions of r and M, 
respectively, then 
40) 
7 
.Z= 
k times 
solves (r, M). 
Proof. Since z’ solves (?, i@, we have 
z(i) > 0, (104 
M(i,O)z(O)+ i M(i,p)z(l)>O, i=. 1 0Ob) 
p=l 3 
(z(i))t( M(i,O)z(O)+ $ 
p=l 
From this and the definition of z we see that z solves (r, M). 
We are now ready to prove a reduction theorem. 
w4 
n 
THEOREM 7. 
(i) If M is a P-matrix satisfying (gk), then its reduction it? is also a 
P-m&ix. 
(ii) If, in addition, r i.s a vector of the form (dk), then the soluti~n_of 
(r, M) is of the form (6&), and t i is g enerated by that of its reduction (F, M). 
Proof. Suppose (i) is true. Then by Lemma 6 and the uniqueness of the 
solution of the linear complementarity problem with a P-matrix, the assertion 
in (ii) follows. To prove 2 is a P-matrix, suppose the contrary: Then by 
Theorem 2.2 in Ingleton [5, p. 5281, there exists 9 for which (9, M) has two 
distinct solutions, say 2’ and 2. Let us write 
* 9(O) 
9= 9(I) I I 
22 
and 
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:i= zii ((V 1 I z’(1) ’ L 
Y= 
r- 
Y ((9 
Y(l) 
Yil) 
Define 
i = 1.2. 
I k txnec 
and 
k times, 
i = 1,2. 
By Lemma 6, both z1 and z2 solve (4, M), which implies that A4 is not a 
P-matrix. n 
The assertion (i) in the above theorem can be interpreted as an “inheri- 
tance” property of matrices satisfying (9). Namely, for such matrices, the 
attribute by which they are P-matrices is inherited by their reductions. This 
property is essential, since it guarantees that we can solve the reduced 
problem (i,M) by applying Lemke’s algorithm. The same inheritance prop- 
erty holds for regular or strictly semimonotone matrices, as stated in the next 
theorem. 
THEOREM 8. 
(i) Zf M is a regular (strictly semimonotone, respectively) matrix satisfy- 
ing (9,J, then its reduction 6 remains a regular (strictly semimonotone) 
mutrir. 
(ii) Zf, in addition, r is of the form (4k), then a solution of (r,M) is 
generated by that of its reduction (T, M), which cun be computed by using 
Lemke’s algorithm. 
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Proof. As before, (ii) follows from (i) and Lemma 6. Note, however, that 
we do not have the uniqueness of the solution in this theorem. The assertion 
(i) is proved by a similar argument to that for Theorem 7, using the following 
characterizations of regular and strictly semimonotone matrices (see Kara- 
mardian [9] and Eaves [3]): 
M is a regular matrix if and only if the problems (0, M) and (e, M) have 
only trivial solutions, where e is the vector of ones. 
M is a strictly semimonotone matrix if and only if the problem (d, M) has 
only a trivial solution for each d > 0. n 
The inheritance property fails to hold with respect to positive definite, 
positive semidefinite or copositive plus matrices, as the following example 
shows. 
EXAMPLE 9. Consider 
3 -1 -1 -1 -1 -1 
-1 2 0 0 0 0 
-1 0 2 0 0 0 
-1 0 0 2 0 0 
-1 0 0 0 2 0 
-1 0 0 0 0 2 
and its reduction 
ii= _; -; . 
[ 1 
The matrix M is positive definite (and hence it is also positive semidefinite 
and copositive plus), but 2 is not copositive plus. n 
In closing this section we prove the inheritance property with respect to 
nonsingularity. 
THEORE_M 10. If N is a rwnsingulur matrix satisfying (9), then iti 
reduction N is also nonsingular. 
Proof. Suppose N is singular. Then there exists 
- 40) _#o 
x= x(l) 
[ I 
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such that 0= i’&. By defining x by 
k 
and by using Lemma 6, we see that x # 0 solves 0 = Nx, which implies that N 
is singular. n 
5. APPLICATION 
The theory developed in the preceding sections provides a mathematical 
model for a certain problem in structural mechanics. In this section we shall 
explain it briefly. In order to avoid technical details, we treat here very 
simple special cases of the class of structures to which our theory applies. 
For a more comprehensive exposition of the structural problem we refer to 
the author’s forthcoming report [8]. This section consists of three subsections. 
First we describe a model due to Maier [ll], based on the linear com- 
plementarity problem, for the analysis of certain elastic-plastic structures. 
Next we show that the matrix and vector defining the linear complementar- 
ity problem in Maier’s model are of the form (lk) and (4k), respectively, if a 
certain k-fold symmetry prevails in a structural problem. Finally we mention 
a conventional problem reduction process in engineering practice for which 
the reduction theorem provides a mathematical model. 
5.1. Maier’s Linear Ccnnplementarity Model 
The object of the structural analysis is to determine the behavior of a 
structure under the application of loads. In the finite element method (see 
e.g. Przemieniecki [13]) on which Maier’s model is based, a discrete ap- 
proximation of the original structure is analyzed. In particular, a finite 
number of points (which will be called reference points in this paper) in the 
structure are chosen, and the behavior of the structure is determined only at 
these points. Naturally, sufficiently many points are chosen at proper loca- 
tions so that the behavior of the entire structure can be approximated by the 
behavior at these points with sufficient accuracy. For instance, in the beam 
problem sketched in Fig. 1, five reference points are chosen at the locations 
indicated by dots. 
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A - a -a A 
FIG. 1 
The behavior of a structure at a reference point is expressed in terms of 
the stress and strain, which are roughly speaking the intensity of the interior 
force and the amount of displacement (per unit “volume”), respectively, 
caused by applied forces. For instance, in simple frame problems, the 
bending moment and curvature are taken as the stress and strain, respec- 
tively. For simplicity we shah assume in what follows that the stress and 
strain at every reference point are both one dimensional. 
The analysis is designed for a class of elastic-plastic structures with linear 
hurakning, which are characterized as those where the stress and strain (at 
each reference point) satisfy a relation similar to that shown in Fig. 2. Let r~ 
reference points be chosen. We denote by x and y the n-vectors whose jth 
elements represent the stress and strain at the jth reference point, respec- 
tively. We assume that applied forces are concentrated on m (m < n) points 
in the structure, and an m-dimensional vector f denotes them (cf. Fig. 1). 
Given f, the task is to determine the corresponding values of x and y using 
relations known to hold among f, x and y. 
The relation between xi and yj is specified by a stress-strain relation at 
the jth reference point similar to that in Fig. 2, with data bi, si and ui, where 
strain 
FIG. 2 
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bj > 0, q > ui > 0 are assumed to hold. The strain is decomposed into the 
hew elastic and plastic strain components as 
zjj = ci + zi, 
where cj represents the linear elastic part satisfying 
xi = SiCj 
and the residual, ,zj, accounts for the plastic behavior. It can be shown by an 
elementary argument (see Kaneko [S]) that the stress-strain relation can be 
described algebraically by the system 
bj + hjZj - xi > 0, Wa) 
zj > 0, OIb) 
zj+7j+hjzj-nj)=o, (II4 
where 
hj = 
sj uj 
- >o. 
si - u 
1 
We define 
and 
b=(b,, 
H= 
4 
0 
s1 
0 
.,b,)‘, 
0 
“. I k, 
0 
.’ I. s, 
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Then (11) for all i can be written as 
b+Hz-x20, 
z z 0, 
z?‘(b+Hz-x)=0. 
(124 
(12b) 
(124 
The exterior and interior forces must be in equilibrium, i.e., f and x are 
known to satisfy the equilibrium condition 
f= Dx, 
where the m by n matrix D has a full row rank. There exists a relation among 
x, f and y which may be interpreted as follows; the stress at, say, the jth 
reference point is the sum of a linear combination of all the applied forces 
and a linear combination of the plastic strains generated at all reference 
points. Specifically, we have 
x = Vf + B.2, (13) 
where 
and 
V=SDT(DSDT)-’ 
B= -S+SDT(DSDT)-IDS. 
Substituting x in (12) from (13) we obtain a linear complementarity 
problem 
r+Mz>O, (144 
z > 0, (14b) 
aT(r+ Mz) =O, PC) 
where 
r=b-Vf 
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and 
M=H-B. 
An important feature of (14) is that the matrix M is positive definite (see 
Maier [ll]). Therefore, the problem (14) has a unique solution which can be 
computed by Lemke’s algorithm. If z is the solution, then the corresponding 
vectors of stresses and strains are determined by (13) and 
y=s-lx+& 
respectively. 
5.2. A k-Fold Symmety 
We now assume that the structure to be analyzed has k similar compo- 
nents, where k > 2. Some structures of this kind are sketched in Fig. 3(a)-(d). 
The frame in (a) has four similar components, while that in @) consists of 
two similar components stretching to the left and right and one dissimilar 
one in the center. The trusses in (c) and (d) have k =2 and k =3, respec- 
tively. 
(a) (b) 
FIG. 3 
Cd) 
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tt 
b) 
FIG. 4 
We also assume that the manner in which loads are applied on each of 
the k similar components is identical. For example, the loads in Fig. 4(a) are 
admissible, while those in Fig. 4(b) are not. 
If the above assumptions on the structure and loads are satisfied, then we 
say in this paper that a k-fold symmetry prevails in the structural problem. 
Under these assumptions, we naturally choose reference points in the k 
similar components at similar locations, i.e., geometrically the same positions 
in each of these components. It turns out that if k-fold symmetry prevails, 
then the matrix M and vector r in the linear complementarity problem (14) 
are of the forms (1J and (4J, respectively. 
To keep the exposition simple we examine the above assertion for one 
specific problem. We consider the reinforced concrete frame depicted in 
Fig. 5, where 2-fold symmetry prevails, Seventeen reference points, denoted 
by X,-X,,, are chosen at the positions indicated by dots. We group X,-X,, 
into two sets L = {X,, . . .,X8} and R = {X,, . . . ,X,,}-corresponding to the 
left and right portions of the frame-and the residual C= {X0}. Also, 
fj=f, , j=l ,6 
FIG. 5 
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elements of f are grouped so that { fI,fi,f3>, { f4,f5,f6) and {fJ =e 
associated with L, R and C, respectively. 
By the bilateral symmetry of the frame, a pair of corresponding reference 
pointsX,EL andX,+,ER, i=l,..., 8, have the same mechanical properties, 
in particular the same stress-strain relation. Thus, b is of the form (4,J, and 
H, S are of the form (lk), with k = 2. Obviously f is of the form (4J with 
k = 2, since all of its elements are assumed to be identical. Further, as will be 
shown shortly, D is of the form (lk) with k = 2. Then from definitions and the 
persistence properties (Theorems 4 and 5) it follows that V and B are of the 
form(lk)withk=2;andhencewehavethatr=b-VfandM=H-Bareof 
the forms (4k) and ( lk), respectively, with k = 2. 
Since M is positive definite, it-is in particular a P-matrix. Thus by the 
reduction theorem, the reduction M of M is also a P-matrix (but need not be 
positive definite), and we can determine the (unique) solution of the problem 
(14) by applying Lemke’s algorithm to its reduction. The author obtained 
numerical data for the frame problem shown in Fig. 5 from Professor G. 
Maier and solved (14) as well as its reduction by Lemke’s algorithm. We 
used FORTRAN IV program NULEMKE and ran the program on the IBM 
360/91 at Stanford Linear Accelerator Center. By solving the smaller 
reduced problem we gained computational efficiency. Storage was reduced 
to almost a quarter, and computation time to less than a half. More detailed 
computational results on a similar problem can be found in Kaneko [7J 
To show that D is of the form (1) we appeal to the exchangeability 
condition. Let x be a (1 + 2 X 8)vector as partitioned in (3). We interpret x as 
the vector of stresses in the structural problem under consideration, and let y 
be an (2 + 2 x 6))vector representing the applied forces which correspond to 
X: then 
y=Dx. 
Again from the bilateral symmetry it follows that if the loads applied to the 
two similar components are exchanged, then the corresponding stresses there 
are also exchanged. Thus we have 
where we use the symbols defined in Sec. 2. Therefore, D is of the form (lk) 
with k =2, by Theorem 2. This intuitive argument suffers an unavoidable 
limitation in that it depends on a physical interpretation of x and y. For 
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example, given x, there may not exist a vector of loads y which produces x 
regarded as the vector of stresses for the particular structural problem. It 
appears that the inspection of entries is the only rigorous way to prove that 
D indeed has the required pattern. 
5.3. Mechanical Reduction 
Assume that k-fold symmetry prevails in a structural problem. It is 
intuitively clear, by symmetry, that the values of stress and strain at each of 
the similar components will be identical. Thus the common engineering 
practice is not to deal with the problem as it is, but instead to formulate a 
smaller problem in which stresses and strains at reference points in only one 
of k similar components (plus a dissimilar one) will be determined, and 
thereby save computational effort. In the following we shall refer to this 
problem reduction as a mechanical reduction. 
To be more specific, consider again the frame problem sketched in Fig. 
5, and assume that we have decided to approach it in terms of the linear 
complementarity problem. The original problem as it is would give rise to a 
set of data r and M, where T has dimension 17 and M has order 17. By a 
mechanical reduction one formulates a problem such that the stresses and 
strains only at X,-X, are to be determined; i.e., one assembles problem data 
in the form of a 9 dimensional i and 9 by 9 M’, and then solves the linear 
complementarity problem (r’, M’) instead of (r, M). As explained above, a 
“mathematical reduction”-i.e., one using the reduction theorem (Theorem 
7)-would reduce the original problem (T, M) to (?, M), where the size of f 
and M is also 9. 
The theory developed in this paper may be regarded as providing a 
mathematical model for structural problems where a k-fold symmetry pre- 
vails and for the simplification of the analysis of such problems by a 
mechanical reduction. First of all we identify the characteristic pattern of T 
and M corresponding to such problems. The reduction theorem formally 
confirms the observation about the identical values of stresses and strains at 
similar reference points. The same theorem gives a systematic and simple 
scheme for reducing the size of the problem to be solved. 
A natural quEstion arises: Are T’, M’ obtained through a mechanical 
reduction and F, M produced by the mathematical reduction in fact identi- 
cal? The general answer is not known to the author at this point. Other open 
questions to be answered in future research include whether the mathemati- 
cal reduction as presented in this paper can be modified to deal with 
situations where k-fold symmetry need not prevail, especially where a 
structure has similar components but the effect of loads on them is uneven. 
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6. A REDUCTION BY AN ORTHOGONAL TRANSFORMATION 
Professor I. Olkin [12] has pointed out to the author that by using an 
orthogonal transformation of basis similar to that considered by Arnold [l], 
one can reduce a matrix of the form (1) to one with a much simpler pattern 
which reveals some relationships between eigenvalues of the original matrix 
and its component matrices. 
Let N be a square matrix of the form (lk) with to + kt rows and to+ kt 
columns. Let Q be a k by k orthogonal matrix whose first column is 
(Vfi , . . , , l/ fl )‘. Recall that the Kronecker product of matrices F ( p by 
yj and G (m by n), which we denote by F*G, is given by 
I 
Qh ... F&l 
F*G= : 
FL ‘.. FL 
where gii is the (i, j)th element of G. We define 
I 0 p= 41 
[ 1 0 I,*Q ’ 
where Z, denotes the identity matrix of size u. Clearly P is orthogonal. By a 
similar argument to that in a lemma on p. 686 in [l], we have 
where 
ViiA I fiB D+(k-l)E ’ 
Therefore we see that N has t&e eigenvalues of D - E and_ of L’?. 
We note that the matrix N defined above resembles N, the reduction of 
N discussed in previous sections: 
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In fact, it is not difficult to show that 6 and I? have exactly the same set of 
eigenvalues. It is also verified that corresponding principal minors of the two 
matrices are the same. From these observations some interesting properties 
follow: 
(1) The matrix N has the eigenvalues of P-E and those of its reduction 2. 
(2) If N is a P-matrix, then the matrix N is also a P-matrix. 
(3) If N is symmetric and a P-matrix (and hence positive definite), then g 
is positive definite. 
The third property is noteworthy, since the reduction G of a symmetric_ 
matrix N is not symmetric (except for the trivial case A = B = 0), and-so N 
need not be positive definite even if N is positive definite; the matrix N may 
be considered as a “symmetrization” of G. 
The author expresses his gratitude to Professor R. W. Cottle fm discus- 
sions, and to Professor G. Maier fo-r providing numerical data fm the frame 
problem considered in Sec. 5. He is indebted to Professor 1. Olkin for 
directing the author’s attention to papers by Votaw and Arnold, fm suggest- 
ing the reduction treated in Sec. 6 and for other comments. Also the author 
thanks the referees for valuable comments and resulting improvements. 
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