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ABSTRACT 
A new table lookup method for finding the log and antilog of finite field elements 
has been developed by Glover. The method makes use of several smaller tables, and is 
based on the Chinese remainder theorem. It often results in a significant reduction in 
the memory requirements of the problem. A VLSI architecture is developed here for a 
special case of this new algorithm to perform finite field arithmetic including 
multiplication, division, and the finding of an inverse element in the finite field. 
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I. INTRODUCTION 
It is shown in [2-31 that the arithmetic used to encode and decode 
Reed-Solomon (RS) codes over GF(2”) requires the multiplication and divi- 
sion of field elements in GF(2”). The most straightforward method to 
perform multiplication and division of two field elements in GF(2”) uses 
table lookup. The same method can also be used to find inverses in the finite 
field. For some applications q = 2” is large and the log and antilog tables 
may be so large that the consumption of silicon area in the VLSI implementa- 
tion becomes prohibitive. 
Recently [l, 41 a new algorithm has been developed to reduce the size of 
the table needed to find the log and antilog of field elements by using several 
smaller tables. The method is based primarily on a use of smaller lookup 
tables and the Chinese remainder theorem [5]. To make this new algorithm 
realizable, a new mapping method based on a special case of the technique in 
[4] is found in this paper for converting an element in GF(2’“) to its 
counterpart in GF((2n)2) and vice versa, where n is a positive integer. A 
VLSI architecture is also developed to realize this new algorithm. This 
architecture possesses the programmable capability of being able to perform 
operations such as multiplication, division, or the finding of inverses in a 
finite field. 
II. A REDUCED TABLE LOOKUP METHOD FOR FINDING LOGS 
AND ANTILOGS OF ELEMENTS IN A GALOIS FIELD 
In this section, one of the methods developed in [4] to find the log and 
antilog of finite field elements is described briefly. The details of this method 
are described in Appendix A. 
(a) The Log algorithm 
Given am = a + cub, where a is a primitive element in GF(22”), a, b 
belong to GF(2”), and 0 <m Q 22” - 1 is the log of element am. The 
procedure to find m = log,(cx”) is described as follows: 
Sterr 1. Map am to a + cub. The particular mapping technique is described 
in detail in the following section. 
Step 2. Compute r=a2+ab+b2fi and y=a/b, where /3=cx2”+l is a 
primitive element in GF(2”). 
Step 3. Use the logs table to find m, = logg(r) and the log, table to find 
m2 = log,,(y) for a # 0, b # 0, where y = a2”-l is an element in 
ARCHITECTURE FOR FINITE FIELJ3 ARITHMETIC 251 
step 4. 
GF(22”). For a = 0, choose ma = 1. For b = 0, choose m2 = 0. Here 
log,(x) = m mod (2” - 1) = m,, and logy(Y) = m mod (2” + 1) = 
m2’ 
By the Chinese remainder theorem [6], m = mln2M, + m2n,M2. 
Here n = n1n2 = n,N, = n,N,, ni, tx2 relatively prime, and Mi 
uniquely satisfies (modulo ni) the congruence N,M, = 1 mod n, for 
l<i<2. 
(b) The Antilog Algorithm 
Given m, recover nrn = a + ab as follows: 
step 1. 
st@p 2. 
step 3. 
step 4. 
III. A 
Compute m, = m mod(2” - 1) and m2 = m mod(2” + 1). 
Use the antilog tables to find antilogs( m,) = x = a2 + ab + b2P and 
antilog, = Y = a/b, for m2 # 0,l. For m2 = 1, set a = 0 and 
For m2 = 0, set b = 0 and 
For m2 # 0, 1, use the equation 
x 
where z = 
Y2+Y+P’ 
Then a = by. 
Map a + cub to a”‘. This inverse mapping is described in detail in 
the following section. 
METHOD FOR MAPPING ELEMENTS OF GF(22”) ONTO 
GF((2”)“) AND VICE VERSA 
To perform step 4 of the antilog algorithm in Section II, a method is 
developed in this section for the required mapping. This is accomplished by 
first considering the mapping of an element cxm in GF(22n) to its counterpart 
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a + ab, where a, b E GF(2”). This mapping procedure is best described by 
an example. The extension to other finite fields GF(22”) can be obtained in a 
similar fashion. 
First, Theorem 1 in Reference [4] is repeated here. 
THEOREM 1 [4]. Let p be a primitive element in GF(2”) such that the 
polynomial p( x) = x2 + x + j3 is irreducible in thisfield. Also let a E GF(22n) 
for a + 0, where GF(22”) is the quadratic extension field of GF(2”). Zf cx is 
a root of p(x), i.e., p(a) = 0 and 2”+ 1 a prime, then a is a primitive 
element in GF(22”). 
To illustrate the consequences of the above theorem, let n = 4 and let a 
be the root of polynomial 
p(x) =G+r+p, 
where p is a primitive element in GF(2*). For this case 
p=a . 24+1= ($7 (1) 
By above theorem, since 17 is a prime, a is a primitive element in the 
extension field GF(28). Since a is the root of p(x), p(a) = a2 + a17= 0. 
Hence, (Y satisfies the reduced equation 
CP = a+ 1. (2) 
Now the root of the irreducible primitive polynomial f(x) over GF(2) 
which generates the finite field GF(28) must also satisfy Equation (1). Of the 
many irreducible polynomials which generate GF(2a), consider the special 
irreducible polynomial 
f(r)=r8+P+X5+x3+1. (3) 
Let CI be any root of f(r), so that CY satisfies 
a8 + CP + 2 + a3 + 1 = 0 
or alternatively 
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It is easily shown that (Y also satisfies (2). Hence the irreducible polynomial 
f(x) in (3) is so chosen that a root (Y of f(x) also is a root of the quadratic 
generator polynomial p(x) = r2 + x + p of the finite field GF(2a) over the 
smaller field GF(24), where /3 = &‘. 
In order to simplify operations by table lookup one would like to 
represent an element L-P in GF(28) by 0” = a + ab where a, b E GF(24). 
To find the mapping which makes this representation possible one must find 
the generator polynomial g(x) of GF(24) which /3 satisfies. By (I), p = ei’, 
where p is a primitive element in GF(24). Hence g(r), the generator 
polynomial of the field GF(24) over GF(2), must satisfy the equation 
g(P) =g(a”) =o. 
It is not too difficult to show that the irreducible polynomial 
g(x) =X4+X3+1 over GF(2) 
satisfies the above condition. Hence g(z) = x4 + x3 + 1 is the correct genera- 
tor polynomial of the finite field GF(24). 
Given an element o”’ in GF(2s), a”’ can be expressed in standard basis 
form as 
ff “I = C,aO + c,a’ + c‘p2 + c$x3 + c,a” + C,a5 + c&P + c,d, (5) 
where Ci E GF(2) for 0 < i < 7. LX”’ also can be represented as am = a + cub 
where a, b E GF(24). 
Now p =aL7 is the primitive element found above for GF(24). Hence 
a, b in GF(24) can be represented over GF(2) in standard basis form as 
a = aop” + ulpl + uzp2 + u&P (64 
and 
b = boPo + b,P’ + b2p2 + b,p3, (6b) 
where ai,b,EGF(2)forO<i<3. 
Now substitute the representations (5) and (6) into the equation LP = a + 
ab to obtain 
cfp” + cpl + c,(Y” + c3a3 + c,c? + C,a5 + c,P + C,a7 
=q,~“+a,P’+a2~2+a,~3+(b0~o+bl~1+b2/32+b3~3)~a 
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since j3 = (Y I’, the right side of the above equality can be represented in terms 
of powers of (Y as 
= a, + alal7 + a,cP + a3cvs1 + b,cw + b,d8 + b,(u3’ + b3as2 
= a, + 
+(a,+a3+bJ)cx4+(a3+b2+b3)cx5 
+ ( a3 + b,)cu’ + b3a7. 
If the coefficients of the corresponding powers of (Y are equated and 
expressed in matrix form, one obtains 
C=MA (7) 
where 
CT= [co, c,, c,, c3, c4> c,, c6, ‘71, 
M= 
l- 10000000 
01001000 
01100100 
00010110 
00110001 
00010011 
00010001 
-0 0 0 0 0 0 0 1 
The inverse matrix M- ’ of M is obtained readily and is given by 
M-l= 
-1 0 0 0 0 0 0 0 
00111111 
00001010 
00000011 
01111111’ 
00010101 
00000110 
0 0 0 0 0 0 0 l_ 
(8) 
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Hence, one obtains 
a0 
a1 
a2 
a3 
b, = 
b, 
b, 
b3 _ 
10000000 
00111111 
00001010 
00000011 
0 1 1 1 1 1 1 1 
00010101 
00000110 
00000001 
co 
Cl 
c2 
c3 
Cd 
c5 
G 
CT 
or A = M-‘C. Equation (8) is the mapping of elements in GF(2’) to the 
corresponding elements in GF((24)2). It is the inverse mapping of the 
mapping from GF((24)2) to GF(28), given in (7). Equation (8) illustrates, for 
n = 4, the mapping needed in step 4 of the antilog algorithm in Section II(b). 
VI. VLSI ARCHITECTURE FOR PERFORMING MULTIPLICATION, 
DIVISION, AND FINDING THE INVERSE OF FINITE FIELD 
ELEMENTS 
In this section, a VLSI architecture is developed to perform multiplica- 
tion, division, and the finding of an inverse element in the finite field GF(28) 
using the new algorithm described in the last two sections. This architecture 
is designed to be programmable so that any of the operations can be 
performed. 
As shown in Figure 1, rxm and (Y” are the two inputs. They are field 
elements in GF(28). If the operation is to find the inverse element, then am 
equals zero and (Y” is the element to be inverted. Here it is assumed that 
these field elements are represented in the standard basis. That is, 
ffm = jFoa jai 
and 
7 
a” = c bid. 
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Input C, is the control signal used to control which operation is to be 
performed. If C, equals one, multiplication is performed. If C, equals zero, 
then either the inverse operation or division is performed, according as a”’ is 
zero or not. 
As shown in Figure 1, the input field elements om and (Y” are first 
converted to their corresponding elements a + ab and a’+ ab’ in GF((24)2). 
The needed mapping matrix is found in (8) of Section III. 
Next, the values of x, y, x’, and y’ shown in Figure 1 are calculated by 
the following equations: 
x = a2 + ab + b2, 
y=ab-1 > 
x’ = d2 + a%‘+ br2, 
y’= &‘-I. 
The arithmetic operations such as the square and the inverse, needed above, 
are performed also by the table lookup method, since they can be performed 
first in the much smaller field of GF(24). The lookup tables for GF(24) 
involve only a small area in silicon and as a consequence are easier to realize 
in VLSI. 
After the values of x, y, r’, y’ are obtained, their corresponding log values 
m i, ms, rn;, ~‘2 are obtained through the table lookup method as well. Again 
this is readily realizable, since these values are in the smaller field GF(24). 
The logarithms of LY”’ and (Y” can be obtained through the equations 
m = m,n2M, + m,n,M, 
and 
n = mini M; + m!& Mi , 
respectively. 
In Figure 1, either m + n or m - n is performed in accordance with the 
control signal Cr. If C, equals one, addition is performed as needed in the 
multiplication operation. Otherwise a subtraction is performed as needed for 
division or the inverse operations. If the operation is to find the inverse 
element, then one of the inputs is zero, and its corresponding log value is also 
zero. Therefore, the operation m - n corresponds to a negation of the 
logarithm of nonzero input, i.e., - n is obtained. This is the logarithm of the 
inverse element. 
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The number p, in Figure 1, results from either (m + n)mod255 or 
(m - n) mod255. These results are obtained through the modulo 255 circuit. 
The result of this computation is then fed to two modulus circuits to obtain 
the results moduli m, and m2, which are the values of p module 24 - 1 and 
24 + 1, respectively. Two antilog tables are then used to find the values x and 
y as described in Section II (step 2 of the log algorithm). Next, z = x/( y2 + 
y + p) is calculated and a log, table is used to find the logarithm of z. This 
value is then divided by two to obtain the value A as shown in Figure 1. At 
this stage, element y is delayed for a certain number of clock cycles for the 
purpose of synchronization. An antilog table is then used to obtain element 
b. If b is combined with y, obtained previously, then element a can be 
obtained by performing the following operation: 
a= by. 
Finally, the inverse mapping circuit described in the previous section is used 
to obtain the correpsonding element of a + cxb, i.e., ap, in GF(2’). 
Because all operations performed in this architecture are in the smaller 
finite field GF(24), operations in GF(24) are performed by a table lookup 
method occupying about half the silicon area one would expect for GF(2’). It 
is obvious that the tables in GF(24) can be reduced to smaller tables in 
GF(22) by the same technique. The increased overhead associated with this 
reduction appears to be larger than the benefits that this further reduction 
might obtain for this case. Therefore, it might not be worthwhile to re- 
peatedly apply the reduction algorithm in GF(22”) when n is large. 
APPENDIX A 
In this appendix, the algorithm used to find the log and antilog of finite 
field elements is described in detail. Special cases of Theorems A.1 and A.2, 
given next, were originally found by Glover (see [4]). 
DEFINITION A.l. For (Y E GF(22”) and a + ab E GF(22”), where a, b E 
GF(2”), define the norm of a + ctb to be 
))a + ab(l= (a + ab).( a + ab). 
Where the bar denotes element conjugation in GF(22”). 
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THEOREM A.l. Let j3 be a primitive element in GF(2”) such that the 
quadratic polynomial x2 + x + p is irreducible over GF(2”). Suppose also 
that 2” + 1 is a prime integer. Next let a be the root of this polynomial in the 
extension field GF(22”) = {a + ab 1 a, b E GF(2”)) of GF(2”). Suppose a”’ 
= a + ab E GF(22”). Then m, = logS(a2 + ab + b2p) = m mod 2” - 1, i.e., 
m, is the least integer such that /I = Jla’jl= Ija + abJI = a2 + ab + b2,8. 
Proof. Since x2 + x + fi is irreducible over GF(2”), it has roots a and 
a=(y2’ 64.1) 
in the extension field GF(22”). By Theorem 1, a is primitive in GF(22”). By 
Definition A.1 and Theorem 1, one has the following: 
Jja+ablj=(a+ab).(a+ab)=(a+ab).(a+Sb) 
= a2 + ab + b2jI. (A-2) 
If c + ad is any other element in GF(22”) and c, d E GF(2”), then 
(a + ab)(c + ad) = (a + ab)2”(c + ad)2” 
___ - 
=(a+ab)(c+ad) 
Thus, by the definition of the norm one has 
__ - 
jI(a+ab)(c+ad)((=(a+ab)(c+ad)(a+ab)(c+ad) 
= (la + abll*llc + adll 64.3) 
Observe next by Equation (A.l) that JJaIJ = CUCU = p, so that the theorem is 
true for m = 1. As a consequence of the definition of the norm, 
bkll = Bk (A4 
for all k such that 1~ k < m. Then by (A.3), for k = m + 1, J(cP+~I( = (Jaml(. 
[Iall = p*+1. Hence the induction is complete and (A.4) is true for all k. 
Now represent a’” by a + cub for some a, b E GF(2”). Then by (A.2) and 
(A.4), llamll = /3”. Since p has order 2” - 1, the theorem must be true. n 
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By Theorem A.1 one can construct a loga table of 2” - 1 elements by 
storing the value m, = m mod 2” - 1, where 0 d m, < 2” - 1, at location 
a2 + ab + b2/3 such that a”’ = a + ab. Then with a, b known, one can find 
m, using the log, table. Similarly, the antilogp table is constructed by storing 
the binary representation of a2 + ab + b2j3 at location ml such that a” = a 
+ ab and antilogg( m,) = a2 + ab + b2/3 = x. 
Next, the construction of tables of 2” + 1 elements is shown. 
THEOREM A.2. Let y = a2”-l E GF(2’“), where a is a primitive ele- 
ment of GF(2’“). Suppose a”’ = a + cub E GF(2’“) for some a, b E GF(2”). 
Then 
a + Zb 
m2 = log ----=m mod2”+1, 
Ya+ab (A-5) 
i.e., m2 is the least integer such that ~“‘2 =2/d”. 
Proof Since (Y is a primitive element in GF(22”) and y = a2”-l, the 
order of y is 2” + 1. By the definition of norm one has 
J(a(J=a*E=a~a2”=ya2. (A4 
Representing a”’ by a i- ab for some a, b E GF(2”), it follows from (A.6) 
that 
((a + abl( = y”*(a + ab)‘. W) 
Multiplying both sides of (A.7) by (a + Cb)’ yields jla + cYbjl(a + Zb)2 = 
y”(a + ab)‘(a + Cb)‘= y”l(a + abl(‘. Therefore, from the definition of the 
norm, 
(a + Zb)’ a + Gb 
ym = ((a + abll 
=- 
a+cub’ 64.8) 
Since the order of y is 2” + 1, the theorem must follow. n 
Using the results of Theorem A.2, let 
a + cYb 
zz- 
a+ab’ (A.9) 
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To construct the logy table, notice that when a = 0, one has f( a/b) = 
Y m=a2”-1=~ and m=l. For ms=m mod 2”+1, one has m,=l when 
a=O. When b=O, f(a/b)=(a+O)/(a+O)=1. Thus m=Oand m,=O. 
The remaining part of the log, table can then be constructed by storing the 
values ms = m mod 2” - 1 at locations a/b for am = a + ab, where 2 < m2 
< 2”. The antilog, table is constructed by storing the binary representation 
of a/bE {/3l,P’,..., p2”-1} at the corresponding locations, i = m2, for 
2 < i < 2”. Thus, 
antilog,( m,) = a/b = y. (A.10) 
From (A.9) and (A.lO) the two simultaneous equations needed to solve for 
a and b in the expression a” = a + cub are given as follows: Let 
a2 + ab + b2/3 = x (A.ll) 
and 
The relations (A.12) yield the following solution: 
and 
a=by. 
For b E GF(2”) it is verified readily that 
where z = x/( y2 + y + p). 
It is desired now to find the logarithm with base a of a”’ = a + cub E 
GF(2’“), where a, b E GF(2”), and LYE GF(22”) is primitive. This can be 
found from the powers ml and m2, by using the tables of the 2” - 1 powers 
of /3 and the 2” + 1 powers of y, respectively, as follows: Let 
22” - 1= (2” + 1)(2” - 1) = urns = n,N, = n,N,, 
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where Ni = n2 and N, = nl. Then by the Chinese remainder theorem, 
m = log ,( 0) is given by 
m = m,n,M, + m,n,M, mod (22n - 1) 
where M, and M, are the smallest integers such that n,M, = 1 mod n1 and 
n,M, = 1 mod n2, respectively. 
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