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Abstract
In this thesis, we present a study of conformational disorder in conjugated
molecules focussed primarily on molecular dynamics (MD) simulation methods.
Along with quantum chemical approaches, we develop and utilise MD simulation
methods to study the conformational dynamics of polyfluorenes and polythiophenes
and the role of conformational disorder on the optical absorption behaviour observed
in these molecules. We first report a classical force-field parameterisation scheme for
conjugated molecules which defines a density functional theory method of accuracy
comparable to high-order ab-initio calculations. In doing so, we illustrate the role of
increasing conjugated backbone and alkyl side-chain length on inter-monomer dihe-
dral angle potentials and atomic partial charge distributions. The scheme we develop
forms a minimal route to conjugated force-field parameterisation without substan-
tial loss of accuracy. We then present a validation of our force-field parameterisation
scheme based on self-consistent measures, such as dihedral angle distributions, and
experimental measures, such as persistence lengths, obtained from MD simulations.
We have subsequently utilised MD simulations to investigate the interplay of sol-
vent and increasing side-chain lengths, the emergence of conjugation breaks, and
the wormlike chain nature of conjugated oligomers. By utilising MD simulation ge-
ometries as input for quantum chemical calculations, we have investigated the role
of conformational disorder on absorption spectral broadening and the formation of
localised excitations. We conclude that conformational broadening is effectively in-
dependent of backbone length due to a reduction in the effect of individual dihedral
angles with increasing length and also show that excitation localisation occurs as a
result of large dihedral angles and molecular asymmetry.
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Chapter 1
Introduction
This introductory chapter provides an overview of organic semiconducting technol-
ogy and the unique potential advantages and challenges associated with it. First,
we provide a brief history of organic semiconducting materials and the physical con-
cepts associated with both their semiconducting character as well as the processes
of photo-excitation and charge transport in these disordered molecular systems. We
then discuss the role of molecular morphology in recent breakthroughs in organic
devices and the need to better understand material properties and processing tech-
niques in order to optimise solution-based fabrication. From this, we discuss the
basic principles of polymer physics before motivating the use of computational sim-
ulation techniques. This brings us to the core topic of this work: utilising molecular
dynamics simulations as a means of modelling solution conformations of conjugated
polymers.
1.1 Overview of organic semiconducting phenomena
Semiconductor technology has underpinned an ongoing technological revolution from
the mid-20th century onwards. The invention of transistors, for example, gave birth
to the modern computer which influences all aspects of 21st century life: from
increasing the computational and analytical power of scientific and industrial disci-
plines to revolutionising the manner in which humanity communicates and accesses
information. Alongside such logic-based devices, semiconductors also serve to com-
bat current environmental issues from utilising light-emitting diodes (LEDs) for
energy-efficient lighting to solar cells for renewable energy production [1–4].
The term ‘organic semiconductor’ typically applies to molecular materials which
have conduction properties less than that of a typical conductor but greater than
that of an insulator. The key point that differentiates them from conventional or ‘in-
organic’ semiconductors is in the core building blocks of which they are comprised.
Inorganic semiconductors, such as Si or Ge, are typically crystalline structures of
atoms which could be considered as a single molecular block [2, 3]. Organic semi-
conductors, on the other hand, are typically mixtures of several molecules ranging
1
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from low molecular weight (LMW) molecules to polymers. This crucial difference
offers organic semiconducting technology a wealth of prospective benefits such as
the ability to utilise solution processing techniques for large scale growth - as op-
posed to crystal growth techniques such as chemical vapour deposition [5] - as well
as the light-weight and flexibility of these materials, when compared to inorganic
and crystalline materials, allowing for the possibility of flexible electronics [1, 6, 7].
As with any emerging technology, the development of organic semiconducting
materials comes with its share of challenges. While the multi-molecular nature
of these materials leads to appealing properties such as mechanical flexibility and
solution-based fabrication, molecular materials typically form amorphous or semi-
crystalline morphologies with highly localised states which often lead to substandard
device performance [1, 8, 9]. In this section, we shall discuss these advantages and
challenges by first discussing the history and development of organic semiconducting
materials and describing the basic physics and operation of organic semiconducting
devices. In doing so, we highlight and focus on one particularly crucial challenge
resulting from the molecular nature of these materials: the variety of disordered
material morphologies typically adopted by organic semiconducting materials and
its impact on device performance.
1.1.1 Molecular and macromolecular semiconductors
Given that the electronic structure of organic matter is typically composed of highly-
localised electronic states, the majority of organic materials are insulative [9]. How-
ever, the work of Kallman and Pope demonstrated that, with the aid of halogen
doping, it is possible to induce conductivity in crystals of anthracene [10, 11] and
later demonstrated the material’s electroluminescent properties [12]. Following these
discoveries, the first semiconducting polymer - polyacetylene - was discovered by Shi-
rakawa, MacDiarmid, and Heeger [13, 14] in 1977. In their pioneering work, they
discovered that films of polyacetylene display conductivity which both increases with
increasing temperature and is sensitive to the presence of dopant materials - two
hallmark properties of a semiconductor [2]. While the technological revolution re-
sulting from inorganic semiconductor technology was well underway by this point -
with the discovery of the transistor occurring some thirty years earlier - this discov-
ery was especially significant given the marked difference in the material properties
of polymers compared to typical conductors and semiconductors.
In an almost parallel manner to the rise of inorganic semiconducting technology,
the 20th century seen the discovery, development, and industrialisation of synthetic
polymers commonly known as ‘plastics’ [15,16]. By definition, a polymer is a repeat-
ing structure of many (poly) units (meros) [16]. The long, repeating structure of
polymer materials gives them many extraordinary properties, perhaps the foremost
of which is the balance of strength and flexibility afforded by the tangling of individ-
2
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ual polymer chains in a bulk material [15,16]. Polymeric materials are abundant in
the natural world with examples such as DNA molecules, and polyisoprene - the pri-
mary constituent of natural rubber [17]. The discovery of synthetic polymerisation
and the remarkable mechanical properties of nylon led to mass-scale production and
development of similar plastic materials which are now ubiquitous in modern life.
As such, the key significance of the discovery of semiconducting polyacetylene lay
in the possibility of fabricating semiconductors with the low-weight and flexibility
of polymers. In this regard, organic semiconductors are sometimes referred to as
components of ‘plastic electronics’ [1].
While the development of organic semiconductors was many years behind that
of inorganic semiconductors, several landmark achievements were soon realised in
the field of organic semiconductors. Electroluminescence in conjugated polymer
films was discovered by Partridge in 1983 [18–21] in films of poly-vinylcarbazole.
The first organic light emitting diodes (OLEDs) were developed in 1987 based on
the the low-molecular weight Alq3 by Tang et al [22] which were soon followed
by the first demonstration of an OLED device based on the conjugated polymer
poly(p-phenylene-vinylene) (PPV) by Burroughes et al [23] in 1990. 1986 saw the
development of the first organic photovoltaic (OPV) cell with a power conversion
efficiency of 1% [24] while the first organic field-effect transistor (OFET), based on
a poly-thiophene conjugated polymer, was developed shortly afterwards [25].
The discovery of semiconducting polymers and organic electronics was a sur-
prising development due to the prevailing notion that organic materials were all
insulators [9]. That materials like polyacetylene are semiconductors is due to one
key molecular property: orbital conjugation [1,26]. The principal component of any
material labelled ‘organic’ is the carbon atom [27]. Consider two simple carbon-
based molecules, ethane and ethene (shown in Figure 1.1), which are comprised of
two bound carbon atoms with differing numbers of bound hydrogens. While each of
these molecules are similar at face value, the resulting structure of their orbitals is
substantially different. This is the result of orbital hybridisation [1, 27–29]. Orbital
hybridisaton is essentially another manner of saying that that the bound pair of
atoms have a different set of electronic eigenfunctions - ‘hybrid’ orbitals - comprised
of a combination of the atomic eigenfunctions - atomic orbitals. The valence or-
bitals of carbon are the 2s and three 2p orbitals. As this shell is only half filled
in carbon (four valence electrons), each of the carbons in ethane forms bonds with
the opposing carbon and three other hydrogens which each result from doubling the
occupancy of each orbital. The hybrid orbitals of the carbon atoms in this case are
formed from four combinations of the 2s and three 2p orbitals which results in four
hybrid sp3 orbitals [26,27]. The resulting bonding orbitals formed from sp3 orbtials
are four ‘single’ bonds referred to as σ orbitals. In ethene, the missing hydrogen
leaves only three covalent bonding sites for each carbon. As such, the hybridisa-
3
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⇡
Figure 1.1: Schematic of orbital hybridisation in (a) ethane (sp3) and (b) ethene
(sp2) highlighting the difference between σ (blue) and pi (orange) bonding orbitals.
The σ bonds between C and H atoms are of equivalent length in both schematics
and the pi portion of (b) represents one orbital.
tion is sp2 hybridisation - hybrid orbitals formed of one 2s and two 2p orbitals -
with each hybrid orbital contributing to three σ bonds. In this case, the electronic
structure is stabilised by the remaining 2p orbitals forming extra bonding orbitals
called pi orbitals. pi orbitals, rather rather than being primarily localised between
the two atoms, extend across each carbon. The pi and σ bonding orbital combina-
tion between two carbons is often referred to as a ‘double bond’ [27] and is shown
schematically in Figure 1.1.
The difference in orbital hybridisation has significant consequences when one
considers an oligomer or polymer with analogues of these molecules as the repeating
unit. Succesive extensions of ethane and ethene with extra carbons and hydrogens
each lead to a continuing chain of hybridisation. Extending ethane (which, for a
large number of carbons, N , leads to the polymer polyethylene) results in succes-
sive σ orbitals between each of the sp3 hybridised carbons while extending ethene
(polyacetylene for large N) leads to successive σ and pi orbitals between each car-
bon. As opposed to σ orbitals, the pi orbitals in ethene are delocalised across the
pair of carbon atoms and this pattern of delocalisation extends across the formed
polyacetylene chain. This leads to a delocalised electronic structure which extends
across the entire polyacetylene chain. As this does not occur without the pres-
ence of pi orbitals, the delocalised electronic structure of polyacetylene significantly
distinguishes it from polyethylene.
As a chain of delocalised pi electrons, one may expect that polyacetylene is metal-
lic. However, it is known that one-dimensional metallic states are unstable [9]. If we
consider polyacetylene as a chain of lattice sites of a spacing, a, its Brillouin zone
ranges from k = −pi/a to pi/a. If one then considers a perturbation, δ, of the lattice
spacing occurring every second atom, the resulting dimerised lattice has a lattice
4
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Co-polymers 
Homo-polymers 
LMW Molecules 
Anthracene Alq3 PC61BM PC71BM 
Polyacetylene PPV Polyfluorene Polythiophene 
F8BT PTB7 
Figure 1.2: Examples of conjugated molecules ranging from low-molecular weight
(LMW) molecules, homo-polymers (comprised of one repeat unit), and co-polymers
(comprised of alternating repeat units). R represents positions to which side-chain
groups are appended. In PTB7, R=ethyl-hexyl. Polyacetylene image reproduced
from reference [30]. All other images reproduced from reference [31].
spacing of 2a and, thus, a reduced Brillouin zone of k = pi/2a which results in a
band-gap. This band-gap reduces the energy of the valence electrons and, in a one-
dimensional system, this reduction in energy is significant enough to stabilise the
dimerised system with a bandgap. This effect is known as the Peierls instability [9]
and results in pi delocalised systems being characterised by a series of alternating
bond lengths - the characteristic known as orbital conjugation. Furthermore, the
emergence of this bandgap means that polyacetylene and many other conjugated
molecules are, in fact, semiconductors [13].
Some common examples of conjugated molecules are shown in Figure 1.2 with
each categorised as low molecular weight (LMW) or polymer. The distinction be-
tween the two is that the LMW molecules are typically much smaller than the
polymers and consist of individual, non-repeating units as opposed to the repetitive
structures of polymers. In all of the examples, the pattern of alternating conjugated
double and single bonds can be seen.
Notable examples of LMW conjugated molecules are the acenes - such as naptha-
lene and anthracene which each consist of two and three benzene-like rings, re-
spectively [1, 32, 33]. These were among the first candidates for organic conduc-
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tors [10–12]. Another notable example is Alq3 which was utilised in creating the
first OLED device [22] and has since become a prototypical OLED active mate-
rial [1,33]. LMW conjugated molecules are often components of OLED devices due
to their high-yield electroluminescence [33, 34] though many are promising compo-
nents for OPV cells and OFETs due to the relative ease with which they form crys-
talline domains [6, 35]. A particularly common class LMW conjugated molecule for
the purposes of OPVs is the fullerenes, particularly PC61BM and PC71BM, which
are efficient electron acceptors [36, 37] and are widely used acceptor materials in
polymer-fullerene bulk heterojunction solar cells (which we discuss in Section 1.1.3).
LMW conjugated molecules have also been theoretically considered for enhancing
photochemical cells due to the well defined dipole-dipole interactions between dimer
structures leading, in certain instances, to improved energy storage by relaxation to
dark states [38].
Conjugated polymers are built of repeating structures of individual conjugated
units such as polyacetylene described above. The archetypal conjugated poly-
mers are those comprised of successive repeating structures of a single monomeric
structure. These polymers, known as homopolymers, include polyacetylene as well
as polymers consisting of planar structures such as PPVs [23, 39–44], polythio-
phenes [45–48], and polyfluorenes [49–53]. Another class of conjugated polymers
are co-polymers which have monomer units consisting of combinations of individual
conjugated monomers such as F8BT [54–56] (consisting of fluorene and benzothiadi-
azole monomers) or PTB7 [57–59] (consisting of a combination of benzo-bithiophene
and thieno-thiophene monomers). Beyond polyacetylene, modern conjugated poly-
mers can be functionalised extensively to allow for solution processing as well as
enhanced efficiency and tuning of characteristics. [1,37,60–62]. These points will be
discussed further in Section 1.1.4.
Conjugated polymers offer unique prospective benefits such as solution pro-
cessability; low-cost fabrication with few environmental concerns; and mechanical
flexibility which are not afforded by inorganic technologies [1, 26]. However, with
conjugated polymers, it is often these same properties which lead to substandard
performance. For example, their polymer nature and the disordered morphologies
that lead to their flexibility and being solution processable also lead to a compli-
cated energy landscape for charge transport and, ultimately, loss in efficiency [8].
To understand how these principles arise, we now present an overview of the basic
photo-physics and charge transport properties of conjugated materials.
1.1.2 Photo-physics and charge transport in conjugated materials
Many of the basic operational concepts behind organic devices are similar to those of
inorganic materials. For OLEDs, high-mobility transport of carriers (both electrons
and holes) is required for optimal performance as well as the ability for electrons
6
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and holes to meet in emissive regions and radiatively recombine [1, 26, 32–34]. For
OPVs, it is required that the material is absorptive with photo-generated electron-
hole pairs being separable and mobile across the device [6, 63] and OFETs require
high carrier mobilities and which can be manipulated effectively by an applied gate
voltage [6,64–66]. While these concepts resemble those of inorganic semiconductors,
the physical mechanisms of carrier transport and optical response in each differ quite
significantly. In this section, we shall review the basic concepts of optical transitions,
exciton formation, and carrier transport in organic materials.
Optical transitions from or to the molecular ground-state are transitions between
occupied and unoccupied orbitals. In forming a covalent bonds, two singly occu-
pied hybrid atomic orbitals form a doubly occupied bonding orbital comprised of a
combination of the two. In addition, another higher energy, unoccupied orbital is
formed. This orbital is known as an anti-bonding orbital which, for a pi bonding
orbital, is labelled as a pi∗ orbital. The equivalents of the valence band (VB) and
conduction band (CB) in conjugated molecules are the pi orbitals and the pi∗ orbitals
respectively [1]. The highest and lowest energy orbitals in each band are known as
the highest occupied molecular orbital (HOMO) and lowest occupied molecular or-
bital (LUMO) and the energy difference between the two is representative of the
molecular band gap. Typically, the HOMO-LUMO gap is ' 1-3 eV in conjugated
molecules [60].
In order for any optically induced transition to occur, an overlap between the
orbitals in the pi and pi∗ bands is required. Often, for a given transition this oc-
curs on particular segments of the molecule which are known as chromophores [26].
A typical, simplified picture of the transitions involved in optical absorption and
emission processes between the molecular ground state, S0, and, in this case, the
molecular first excited singlet state, S1, is given in Figure 1.3 and highlights key
features of molecular absorption and emission. The first of these is the additional
vibronic transitions which occur along with the direct transitions. These result
from the intrinsic vibrations of each molecule which, in turn, lead to phonon cou-
pling of the optical transitions. These can often be described by considering the
molecular geometry to have a harmonic oscillator response with a set of additional,
vibrationally-accessible energy levels [26] which, in planar conjugated structures, are
often linked to the vibrational modes of conjugated rings [67]. As such, in absorp-
tion there are direct transitions from the S0 vibrational ground-state to one of the
vibrational states in the S1 space with secondary states resulting from vibrational
excitation (from phonons) in the S0 state and subsequent optical absorption. The
converse also occurs for emission from the S1 to S0 states. Secondly, there is typ-
ically a red-shift in emission energies when compared to absorption energies. This
shift, known as a Stokes shift, results from the molecular geometry reorganising to
accomodate for an excited state (S0-S1 relaxation) or a change to the ground state
7
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Molecular co-ordinates 
En
er
gy
 
S0
S1
Figure 1.3: Diagram representing singlet absorption (blue arrow) and emission (red
arrow) in a molecule from the S0 manifold to the S1 manifold and vice versa. Re-
laxation (green arrows) occurs after each process with energy dissipated to the sur-
rounding environment.
(S1-S0 relaxation) [68]. Direct transitions from S0 are to states above the relaxed S1
state and vice-versa. As such, the absorption transition can have a notably higher
energy than the emission transition.
Due to the relatively low relative permittivity of organic materials ( ' 3 as
opposed to  ' 11 in inorganic materials), optical absorption typically leads to
the creation of bound electron-hole states known as excitons [8]. As the electronic
ground-state of a molecule consists of electron pairs with anti-parallel spins, the ex-
citons formed immediately upon optical absorption are singlets (denoted by the no-
tation Sn above). These excitons are typically localised to individual chromophores
(known as Frenkel excitons) [1]. The generation of other excited states, such as
triplet excitons and polarons, is possible. These excited states often have a signif-
icant role in device performance. For instance, free carriers forming excitons will,
from spin statistics, form triplets and singlets in a ratio of 3:1, respectively [1]. Ra-
diative recombination in triplets is generally far slower than that in singlets due to
the the triplet recombination requiring an additional change of spin [1,69]. As such,
OLED performance can be significantly reduced by triplet formation. In OPVs, the
converse is true in that recombination of photo-generated carriers is a loss mecha-
nism and, as such, triplet excitons formed from free-carriers may dissociate again
before recombination mechanisms occur [70]. Polarons occur from ionisation and
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strong carrier-phonon interactions which result in a combined lattice distortion and
excited state [1, 7–9, 71]. Polarons also exhibit sub-gap absorption [7, 9] as well as
self-trapping [1] which, in turn, can have a significant impact on conduction and
carrier dynamics.
Excitons in organic materials typically have large (∼ 0.5-1 eV) binding ener-
gies [1]. These excitons are difficult to separate and, for OPV materials in particular,
transport of excitons is crucial in order to reach charge separation sites [7, 57, 72]
(as we discuss in the following section). Excitons diffuse by mechanisms such as
Fo¨rster transfer [73] and Dexter transfer [74]. Fo¨rster transfer involves virtual
photon emission between adjacent chromophores and is sensitive to chromophore
spacing and alignment as well as the emission and absorption spectral overlap of
the donor and acceptor chromophores, respectively [75, 76]. Dexter transfer results
from a two-electron tunnelling process and typically occurs only at very short inter-
chromophoric separations [77,78].
In addition to the strongly-bound excitons typical to organic semiconductors,
the inherent conformational disorder in multi-molecular systems leads to a different
notion of charge transport than that of inorganic materials [8]. The highly-regular
nature of crystalline inorganic materials leads to effectively continuous bands. Al-
though it is convenient to consider the HOMO and LUMO levels as constituting
bands in organic semiconductors, fundamentally these bands are a collection of dis-
ordered and localised states. As such, transport in these systems is described by
discrete hops over a semi-random distribution of states with hopping integrals typ-
ically determined by the electron/hole affinities of acceptor/donor units as well as
their spatial separation [9]. This type of transport results in carriers which are far
less mobile [8, 79] than those in a continuous band of states. Hopping transport is
often described by models which incorporate a description of state disorder within
bands. A review of these models can be found in reference [8]. From the basic pic-
ture, we note that the discrete, disordered landscape will hinder charge transport.
Furthermore, band disorder leads to the emergence of numerous trap states which
can effectively halt charge transport [8, 9]. Thus, to fully understand, theoretically,
the charge transport properties of organic semiconductors, it is necessary to under-
stand how disorder arises. This forms the primary motivation for the work presented
in this thesis.
In this section, we have given a brief overview of the basic principles governing
optical response and charge/exciton transport in conjugated systems. In discussing
transport, we have alluded to the disordered nature of charge transport expected
from these molecular materials. In the following section, we shall discuss how the
physical concepts of transport and photo-electric interactions are closely related to
molecular conformation at the single molecule and bulk molecular morphology levels
and demonstrate the significance of each of these in optimising organic devices. In
9
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Figure 1.4: Sketches of photovoltaic cells made of a donor (red) and acceptor (blue)
materials. The bilayer cell is comprised of a layer of each material while the bulk
heterojunction cell has the donor and acceptor media interspersed throughout the
active layer.
this regard, we highlight the need to better understand and model the properties
of molecular conformation and morphology in order to further the development of
these technologies.
1.1.3 Influence of material morphology on electronic characteristics
Organic materials typically offer a wide variety of possible morphologies spanning
crystalline, semi-crystalline, and amorphous configurations. As discussed in the
previous section, highly disordered transport systems have typically lower carrier
mobility and are prone to carrier traps. The disorder in these systems is closely
related to the disorder in the overall material morphology which can be treated on
two scales: the macro-scale material morphology, which concerns the formation of
molecular domains and transport channels; and the discrete molecular conforma-
tions, which contribute to on-chain disorder in polymeric systems.
Across organic devices, there are numerous examples of the impact of morphology
on the charge and exciton transport properties of a given device. To illuminate the
impact of morphology on organic device performance, we shall discuss the notable
example of the bulk heterojunction (BHJ) OPV cell. Considerations of morphology
for charge transport optimisation are of a similar nature for OLEDs [32, 33] and
OFETs [6,66]. The BHJ OPV cell has been the subject of much of the research and
many breakthroughs in OPV devices in recent years [6,32,36,37,57,62,63,70,80,81].
The utility of these composite device layers, typically composed of a blend of con-
jugated polymer and fullerene materials, was discovered by Kraabel et al [36] who
demonstrated that C60 fullerene works as an excellent electron acceptor for sepa-
rating photo-generated excitons on the conjugated poly(3-octyl-thiophene) (P3OT)
polymer leading to a factor of 10 increase in photo-conductivity. A sketch of a BHJ
OPV cell is shown in Figure 1.4. This differs from a conventional, crystalline bilayer
photovoltaic cell (also shown in Figure 1.4) in that the donor and acceptor media
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(the conjugated polymer and fullerene, respectively) are interspersed throughout the
active layer as opposed to in effectively separate p-type and n-type regions. In a
BHJ device, charge separation occurs throughout the active layer and the resulting
photo-current progresses along the channels formed by each material.
Control over bulk heterojunction morphology is crucial to the overall device per-
fomance. While charge separation at a polymer-fullerene boundary is an efficient
process [36,37], photo-generated excitons must first diffuse across the polymer region.
Exciton diffusion lengths in conjugated polymers are typically ∼ 10-20 nm [82–85]
which imposes a limit on the width of electron-donating polymer regions. Further-
more, the alignment of pi-pi stacked layers with the cathode has been shown to also
have a significant effect on device performance by promoting hole transport [62,81].
Proper control of BHJ morphology has been shown to lead to solar cells with
near 100% internal quantum efficiency (IQE) - the efficiency of photo-current gen-
eration based on the number of formed excitons [37]. Many works have studied the
emergence of optimal BHJ morphology [57,62,81,86,87] and typically conclude that
optimal cells are comprised of fibrous networks of polymer-rich and fullerene rich
domains with widths ' 10-50 nm [37,57] which allow excitons to diffuse to separa-
tion interfaces while maximising channel length so as to promote carrier transport
upon separation.
Recently, Liu et al [80] showed that a set of thiophene and benzodiathiazole
based co-polymers formed BHJ cells with efficiencies of ∼ 10%. A crucial aspect
of the formation of these cells was in the temperature-dependent solution aggre-
gation of the polymers which was utilised to form precursor aggregated domains
prior to spin-casting. This in turn led to enhanced crystallinity of the polymer do-
mains and, therefore, greater hole transport. This work was further expanded in the
same group by Zhao et al [81] who, using the polymer PffBT4T-2OD fabricated the
record-setting 11.7% efficient OPV cell. They noted that, by optimising both the
material and fabrication techniques (which we discuss in greater detail in the fol-
lowing section), their optimal solar cells, when compared to their poorer performing
samples, had enhanced crystallinity within the semi-crystalline domains as well as
a greater degree of face-on packing at the hole-transport interface.
In terms of optical properties, device morphology and, at the discrete molecu-
lar level, molecular conformation have significant effects beyond that of transport
properties alone. The majority of modern conjugated polymers consist of planar
units connected by pi-conjugation. As such, a twist or ‘dihedral’ angle can be de-
fined between two given units (as shown schematically in Figure 1.5). As orbital
conjugation is typically spread across the planar sub-units, the twist between two
planes disrupts conjugation and leads to an increase in the HOMO-LUMO gap [88].
This can be rationalised by considering the reduction in the overlap of adjacent
pi orbitals shown schematically in Figure 1.5(b). For dihedral angles close to 90°,
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Figure 1.5: (a) Inter-monomer dihedral angle, φ, in a fluorene 2mer formed be-
tween the fluorene monomer planes. (b) Simplified diagram of how pi orbital overlap
between monomers changes are function of dihedral. The red and blue bubbles rep-
resent an effective pi orbital between one monomer unit and the next (blue and red
respectively) with the overlap shown by the shaded regions. The vectors signify the
normals to the corresponding planes.
the orbital overlap is at a minimum which results in minimised electronic coupling
between adjacent monomers. In turn, large distortions of these kind disrupt the
overall conjugation and lead to increases in the HOMO-LUMO gap and localisation
behaviour [89]. Furthermore, it has been theorised that, by distorting or ‘breaking’
conjugation, the occurence of large dihedral angles can be treated as conjugation
breaks and this notion is often used as a one means of identifying the chromophores
of a polymer [88,90–93] (though it is to be noted that this definition of chromophore
is contested in the literature [89, 94–96] and we shall discuss this point in greater
detail in Chapter 5).
In the ground state, dihedral angle dynamics are governed by the competing
effects of conjugation, which prefers planarity, and steric conflicts, which typically
lead to energy penalties for planar conformations. Thus, the majority of conjugated
oligomers and polymers have energetic minima corresponding to dihedral angles in
the region of 30°-60° [44,93,97,98]. Molecules in the excited state typically planarise
due to the enhanced effect of the excited conjugated orbitals [98]. This is one of the
major relaxation mechanisms responsible for the Stokes shift discussed in Section
1.1.2.
Of course, other environmental factors can influence dihedral angle behaviour
in certain circumstances. One notable example is the emergent planarisation of
polyfluorenes known as β-phase [50–52, 98–100]. This phase is characterised by a
sharp absorption peak in the region of 440 nm and a clear vibronic progression in
emission [49] and emerges upon aggregation in films and in poor quality solvents
[50, 51]. These features are attributable to extend segments of planarised dihedral
angles and has been shown to be linked to the choice of alkyl side-chain [100] and
solvent [99] (which we discuss further in Section 1.1.4).
Given the planar stability of conjugated monomers afforded by pi conjugation,
variations in inter-monomer dihedral angles are a primary source of local, along-
chain conformational disorder in conjugated oligomers and polymers. As with mor-
phological disorder between adjacent chromophores, disorder along the polymer
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chain can have significant localising effects on molecular orbitals and can lead to
exciton self-trapping [98, 101–106]. One clear example of this behaviour was ob-
served by Montgomery et al [103, 104] in which optically induced exitons in a star-
shaped oligofluorene-truxene complex were found to localise on one oligofluorene arm
due to favourable dihedral distortions. This lead to the otherwise C3 rotationally-
symmetric molecules having fluorescence behaviour akin to rod-like molecules.
Conformation and morphology are responsible for a myriad of effects in the op-
tical response and charge transport properties of organic semiconducting materials.
It is evident that morphology optimisation and material design are both crucial to
improving device performance. Furthermore, the wide scope of molecular conforma-
tions also leads to the attractive potential of tunability to desired behaviour given
a full understanding of how to control molecular behaviour and material process-
ing. With this in mind, we turn to the key features of material design and solution
processing and how they are utilised to enhance desired properties.
1.1.4 Relating material properties and processing to morphology
Along with the mechanical properties of organic materials, one of the attractive
prospects of organic semiconductors is the use of solution processing techniques
which lend themselves to low-cost, large-area fabrication. However, these tech-
niques themselves present a number of significant challenges. For example, fully
dissolving molecules in a solvent will destroy crystalline or semi-crystalline forma-
tions. Furthermore, conjugated molecules require functionalisation to be soluble
in the first place by, typically, appending highly-soluble branched molecules known
as ‘side-chains’ to conjugated units. Side-chains introduce disorder to conjugated
molecules which, in turn, enhances solubility. However, by this same mechanism,
side-chains also lead to disorder in the solid sample. Both the choice of solvent
and side-chains, along with the conjugated component (‘backbone’) itself, lead to a
vast array of variables which require effective engineering so as to best suppress the
intrinsic undesirable properties and optimise performance. This is exemplified by
the work of Yuan et al [35] in which control over solution processing techniques and
polymer design were utilised to design highly-ordered LMW OFET devices with hole
mobilities of 43 cm2V−1s−1 - a record for OFET devices - as well as that of the record-
setting OPV devices of Zhao et al [81] discussed in the previous section. Both these
works, along with many others on organic device research [37,57,62,63,66,80,107],
demonstrate how the engineering of these features can yield breakthroughs in de-
vice optimisation. To conclude this section, we give an overview of the influence of
molecular design, side-chains, and solvents on material properties, photo-physical
response, and aggregate formation.
As the semiconducting properties of conjugated materials emerge from the con-
jugated backbone, it follows that the design of these portions is crucial to optimising
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device behaviour. For instance, incorporating heavy atoms into conjugated back-
bones has been successfully utilised to enhance intersystem crossing as a means
of harvesting singlets or triplets for enhanced phosphorescence or fluorescence in
OLEDs [32,33]. (An example is the Al atom in Alq3 shown in Figure 1.2.) Utilising
combinations of different conjugated moieties in a polymer, for example, in donor-
acceptor co-polymers such as F8BT and PTB7, is a widely adopted strategy for
decreasing the HOMO-LUMO gap [6,60]. Donor-acceptor co-polymers are typically
comprised of electron-rich (D) and electron-deficient (A) conjugated moieties in al-
ternating structures (such as those shown in Figure 1.2) and have lower band gaps
than conventional homopolymers (' 1-1.5 eV compared to ' 2-3 eV) [60]. This has
been shown to lead to significant increases in OPV performance by enhancing the ef-
ficiency of solar absorption [60]. As such, these materials have become commonplace
in these devices and in conjugated material research [57,80,81,108].
Conjugated molecules are typically insoluble and require solubilising side-chain
groups for solution processing [61]. The most commonly used side-chains are alkyl
side-chains which consist of hydrocarbon branches of several (often six to twelve)
methylene groups [61]. Side-chains often have the effect of inhibiting the formation
of planar-stacked structures and, thus, the desirable semi-crystalline domains dis-
cussed in the previous section, as a result of their flexible and disordered nature.
Side-chains have also been shown to enhance orbital localisation in amorphous ma-
terials [44] and, thus, reduce the charge tranfer character of devices. It is clear
that careful tuning of the side-chain length is required so as to allow for solvation
without compromising on forming suitable morphologies. However, side-chains can
also lead to a number of potentially desirable effects. For instance, utilising hexyl
side-chains on polythiophenes (poly(3-hexyl-thiophene), P3HT) optimises solution
crystallisation as a result of inter-molecular interactions between neighbouring side-
chains [46,97,109]. Also, the β-phase of poly-fluorene has been shown to be strongly
side-chain dependent and can be most readily formed utilising octyl side-chains
(poly(9,9-dioctyl-fluorene), PF8) [100].
Alkyl side-chains are formed of sp3 carbons and, as such, typically do not greatly
affect the sp2 orbital conjugation properties at the intra-molecular level. However,
various other functional forms of side-chains may be used to directly manipulate the
properties of the conjugated backbone orbitals. These include electron donating and
accepting groups or conjugated branches. A comprehensive review of the various
forms of side-chains can be found in reference [61].
Given their purpose, it follows that side-chains interact strongly with the solvent
medium. The example of β-phase PF8 has been suggested to result from the side-
chains effectively locking the inter-monomer dihedral angles in the planar position
and a sufficiently low solvent quality so as to aid solution aggregation and further
stabilise this configuration [52,99,100]. Solvents are often considered based on their
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ability to solvate a system and are often classified as ‘good’ or ’poor’ solvents which
roughly denote whether solvent-polymer interactions are favourable - leading to
enhanced polymer solvation - or polymer-polymer and solvent-solvent interactions
are favourable - which lead to reduced polymer solvation and aggregation. If a
solvent is too ‘poor’, then no solvation can happen. However, if a solvent is too
‘good’, it becomes very unfavourable for any sort of ordered aggregates to form upon
casting. As such, for the purposes of polymer device fabrication, solvent tuning is
required to strike a delicate balance between these two contrasting principles.
Often, solvent properties are tuned by utilising otherwise ‘good solvents’ with
a small concentration of an additive [57, 58, 80, 81, 86, 87, 110, 111]. Returning to
the example of the BHJ cell, a commonly used additive is 1,8-di-iodo-octane (DIO)
[57,58,80,81,86,87,110,111]. As demonstrated by Peet et al [86], a similar additive
(octane-dithiol) greatly improved the efficiency of BHJ cells of PCPDTPT:PC61BM
solar cells by around a factor of two. This improvement was compounded through
the use of DIO by Lee et al [87] who showed that the solvent additive had the effect of
selectively dissolving the fullerene layer and, thus, leading to domain formation upon
aggregation. Since then, DIO has become a ubiquitous solvent additive for BHJ
fabrication. However, other viable alternatives exists such as phenyl-napthalene,
Zhao et al [81] which, for the polymer PffBT4T-2OD, was found to greater enhance
polymer-interface alignment and domain crystallinity when compared to DIO.
So far, we have discussed the basic principles underlying organic semiconductor
behaviour. By first discussing the basic principles of conjugation, followed by those
of photo-physics and charge transport in conjugated materials, we have formed an
understanding of how material morphology has a significant impact on device perfor-
mance. Furthermore, it has been shown by numerous works that the multi-faceted
nature of material design and solution-processing leads to a number of significant
problems as well as potential opportunities for controlling and tuning emergent
device characteristics. So far, the bulk of the work we have discussed has been
experimental and has shown the great progress which has been made at the lab-
oratory level. However, we have hinted at the complex nature of the interactions
which lead to the resulting material properties. Particularly, the nature of polymers
and the complex relationship between polymers, side-chains, and solvents are crucial
components of effectively modelling these materials. As such, the following section
is devoted to the concepts of polymer physics and how they may be related to a
conjugated polymer framework.
1.2 Polymer statistical mechanics
In the previous section, we discussed the sensitivity of device characteristics and
performance to the morphology of their discrete molecular constituents. We noted
the complex morphologies which are formed from conjugated polymer based devices.
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The complexity involved in polymers follows directly from the large scale of the
molecules (often referred to as ‘macromolecules’ in this respect). Beyond the typical
molecular interactions - van der Waals forces, covalent bonding, etc. - polymers have
a large number of possible conformations which requires a statistical mechanical
treatment.
We devote this section to the basic formulations of polymer statistical mechanics.
This allows us to build up the language of polymer conformation as well as the
guiding principles which we utilise in the analyses throughout this thesis. Initially,
we discuss the idealised, freely-jointed chain (FJC) [15] of uncorrelated, discrete
monomer units. In this model, polymer conformations of a given length are akin
to the paths of Brownian particles over a given time. We then discuss models with
a notion of polymer stiffness: the discrete freely-rotating chain (FRC) [15], and its
continuum analogue, the wormlike chain (WLC) [112].
1.2.1 Freely-jointed chains
In its simplest conception, a polymer conformation of N units each of a fixed length
l may be considered as one possible path of a discrete random walk of N steps of
length l. This simple model is commonly known as the freely-jointed chain (FJC) [15]
and allows for the definition of the idealised i.e. completely unrestricted dynamics
of a polymer which, in turn, permit the determination of reference quantities such
as the idealised end-to-end length and radius of gyration.
To each bond i, we assign a unit tangent vector, vi and assume a fixed monomer
length, l. The chain is thus characterised by the set of bond angles, θi, and bond-
bond dihedral angles, φ˜i. (The distinction φ˜ and the term ‘bond-bond dihedral
angle’ is in place to distinguish between the dihedral angle between two conjugated
planes which we refer to as the dihedral angle, φ, throughout this work.) These are
shown schematically in Figure 1.6.
For polymers, the typical convention for the dihedral angles is setting the trans
bond-bond dihedral to φ˜ = 0° such that a chain of succesive bond-bond dihedrals of
φ˜i = 0° and a finite bond angle is zig-zagged and is curved for succesive φ˜i = 180°.
This is known as the polymer convention [15] and is used throughout this work both
for bond-bond dihedrals and the intermonomer dihedral angles.
The molecular end-to-end vector, r, of a particular conformation is given by:
r =
N∑
i=1
vi. (1.1)
As the polymer environment is assumed isotropic, the average over the end-to-end
vector, 〈r〉, vanishes. The mean-squared end-to-end vector is the more meaningful
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Figure 1.6: Labelling convention of a linear polymer chain (polyacetylene). The
labels i, θi and φ˜i referencing the i-th bond in the chain (represented by the vector
vi shown in blue) refer to: the bond angle between bond i and i + 1 (shown in
orange) and the bond-bond dihedral angle between the plane formed by bonds i and
i+ 1 and that formed by bonds i and i− 1 (shown in red), respectively.
quantity:
〈
r2
〉
=
∑
i,j
〈vi · vj〉 = l2
[
N + 2
N−1∑
i=1
N∑
j=i
A(|j − i|)
]
. (1.2)
Above, we have defined a tangent-vector correlation function, A(|j − i|) = 〈vi · vj〉.
This form of mean-squared end-to-end length is valid for any linear molecular system
with a fixed monomer length. For the FJC model, it is assumed that there is no
correlation between any two tangent vectors. As such, A(∆n) = δ0,∆n where δi,j is
the Kroenecker delta measure. Then, Eq. 1.2 reduces to:
〈
r2
〉
= Nl2 ≡ 〈r2〉
0
. (1.3)
The quantity 〈r2〉0 forms a base length scale for a polymer herein referred to as
the ideal length scale. In the limit of a very long polymer such that Nl  l, the
distribution of end-to-end lengths is subject to the central limit theorem. As with
Brownian motion [113], the distribution is Gaussian with a variance of 〈r2〉0. Using
the standard definition of a d = 3 normalised Gaussian distribution:
PN(r) =
(
3
2pi 〈r2〉0
) 3
2
exp
( −3r2
2 〈r2〉0
)
=
(
3
2piNl2
) 3
2
exp
(−3r2
2Nl2
)
. (1.4)
Rigorous derivations of this distribution may be found in references [15] and [114].
While this idealised model assumes no correlations between monomers, this be-
haviour emerges in real polymer systems of very large N such that the polymer may
be subdivided in blocks of Nb units of length b such that Nb  1 and Nl = Nbb [115].
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In this regime, Eq. 1.3 takes the form:
〈
r2
〉
= Nbb
2. (1.5)
The length b is known as the Kuhn length [15,17,115] and forms an effective length
over which the molecule may be represented as rigid and, thus, provides a measure
of molecular rigidity applicable to large molecular weight systems.
Another important measure of polymer conformation which may be extracted
from this model is the radius of gyration, Rg [15]. Rg is, by definition, a mean-
squared quantity that measures the average squared distance of each mass in the
molecule from the centre of mass point:
R2G ≡ (N + 1)−1
N∑
i=0
|ri −RCM |2, (1.6)
with
RCM ≡
∑N
i=0 miri∑N
i=0mi
=
1
N + 1
N∑
i=0
ri. (1.7)
In the above, as we are considering a model of point masses connected by bond
vectors, the system of N bond vectors contains N + 1 point masses which leads to
the appearance of the pre-factors (1/N + 1) in the definitions.
The importance of this quantity can be seen, first of all, as it, along with the the
end-to-end length, serves as a measure of polymer folding. Each quantity provides
insight into how close-packed a polymer is on itself when compared to the total
arc-length, Nl. The radius of gyration, however, is particularly useful as it is exper-
imentally quantifiable using light scattering techniques [45, 51] and is a commonly
measured quantity for polymers. Measurement of end-to-end lengths is possible
but, in most cases, requires the creation of polymers with ‘end-marked’ terminal
units [116]. We discuss both of these points further in Section 4.3.
In discussing the freely-jointed chain model, we have established the idealistic be-
haviour of a macromolecular chain which has uncorrelated freedom. As mentioned,
this behaviour may be observed in very long chains which can be split into effectively
uncorrelated segments. However, if one wishes to build models with control over the
microscopic details which govern the dynamics on a more intermediate scale, one
has to introduce terms which represent these correlations. A simple extension is to
introduce a notion of stiffness or ‘persistence’ to the model by either fixing bond
angles or having an energy penalty associated with bends.
1.2.2 Freely-rotating and wormlike chains
Freely-rotating models are based on the notion that bond angles are often more
restricted than bond-bond dihedral angles [15]. This step towards more realistic
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polymer descriptions enforces a restriction on the bond angle - either by means of
an energy penalty as in the Kratky-Porod model [112] or by fixing the bond-angle in
the freely-rotating chain (FRC) model - while allowing bond-bond dihedral angles
free rotation.
A simple way of manipulating discrete freely-rotating models is utilising a trans-
formation matrix representation of the tangent vectors [15]. By assigning a coor-
dinate frame (i) to the vector vi such that v
(i)
i is aligned along the x axis, the
transformation matrix, Ti, for translating the vector v
(i+1)
i+1 to the (i) co-ordinate
frame is defined by:
v
(i)
i+1 = Tiv
(i+1)
i+1 =
 cos θi sin θi 0sin θi cosφi − cos θi cosφi sinφi
sin θi sinφi − cos θi sinφi − cosφi
v(i+1)i+1 . (1.8)
The dot products of each bond vector may be computed in terms of the elements of
the tranformation matrix:
v
(i)
i · v(i)j = (vii)T
(
j−1∏
k=i
Tk
)
v
(j)
j = l
2
[
j−1∏
k=i
Tk
]
11
. (1.9)
Eqs. 1.8 and 1.9 can be formulated for any linear, fixed-length model. As is to
be expected, in increasingly non-idealised models, complexity arises in computing
the products of Ti and, particularly, in formulating averages in systems where next-
nearest neighbour correlations are considered. However, the assumption of free
rotation simplifies this considerably. In this regime, the averaged transformation
matrices 〈Ti〉 = 〈T 〉 ∀ i with:
〈T 〉 =
〈cos θ〉 〈sin θ〉 00 0 0
0 0 0
 . (1.10)
Due to the simple form of the averaged matrix, the 11 element of the product matrix
will be given by the 11 element of the averaged matrix raised to the power of the
number of successive products. As such, the tangent-correlation function of this
model can be simply defined as:
A(∆n) ≡
〈
v(n)n · v(n)n+∆n
〉
=
[
〈T 〉∆n
]
11
= α∆n(θ). (1.11)
With α ≡ 〈cos(θ)〉.
A realistic condition is that θ ∈ [0, pi/2], and, thus, α is positive and less than
one for any choice of restrained bond angle. As such, Eq. 1.11 may be re-written as:
A(∆n) = α∆n ≡ exp(−∆n/np) ≡ exp(−∆nl/lp), (1.12)
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with:
np ≡ − 1
ln(α)
(1.13)
The quantities np and lp ≡ npl are the ‘persistence length’ [15] expressed in
number of monomers and absolute length, respectively. This quantity gives an
intuitive measure of the rigidity of a polymer or, equivalently, how long a straight
segment ‘persists’ for. As such, the lack of correlation in the FRC model is equivalent
to a persistence length of 0. Similarly, perfectly straight chains (〈α〉 = 0) have
lp →∞.
From Eq. 1.11 and Eq. 1.2, the mean-squared length of the polymer is:
〈
r2
〉
= Nl2
(
1 + α
1− α +
2α
N
(1− αN)
(1− α)2
)
N→∞−−−→ Nl2
(
1 + α
1− α
)
. (1.14)
The ideal length of Eq. 1.3 appears in this expression as a scaling factor though
the functional form of the equation is lost. In the thermodynamic limit, N → ∞,
however, this form reduces to that of a constant factor, dependent on α, of the ideal
length. As such, the Kuhn form of the mean-squared length is recovered with a
Kuhn length of b = [(1 + α)/(1− α)]l.
Energetically, such a chain may be considered with an energy penalty or bending
modulus, κ associated with deviations from the rigid case. This model, the Kratky-
Porod model [112], can be expressed by the Hamiltonian:
HKP ≡ −κ
l
N−1∑
i=1
v
(i)
i · v(i)i+1 = −
κ
l
N−1∑
i=1
cos(θi). (1.15)
The partition function, Z, of the system is defined by:
Z =
N∏
i=1
(∫ pi
0
dθi sin(θi) exp
[
βκ
l
cos(θi)
])
≡ ZN1 , (1.16)
with β ≡ (kBT )−1. As each angle is assumed independent, the above definition is
given in terms of the single angle partition function, Z1, defined as:
Z1 =
∫ pi
0
dθ sin(θ) exp
[
βκ
l
cos(θ)
]
=
2l
βκ
sinh
(
βκ
l
)
. (1.17)
This allows for the definition of α ≡ 〈cos(θ)〉:
α =
1
Z1
∂Z1
∂(βκl−1)
= coth
(
βκ
l
)
− l
βκ
, (1.18)
which has the limiting behaviour of α→ 1 or 0 as κ→∞ or 0, respectively.
For sufficiently long polymers, it is often convenient to express the KP model
in its continuum limit variety: the wormlike chain (WLC) model [115]. In the
continuum limit, the model is amenable to descriptions of force extension [115,
117] and path integral methods [118, 119]. Taking the continuum limit of Eq. 1.15
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(equivalent to N →∞, l→ 0) leads to the WLC Hamiltonian:
HWLC = κ
2
∫ L
0
ds |v′(s)|2 . (1.19)
As opposed to a series of links, the chain represented by this Hamiltonian is a contin-
uous curve of arc-length L parameterised by the arc-length parameter s. Likewise,
the continuum limit of Eq. 1.13 and Eq. 1.18 results in:
lp = − l
ln(α)
→ l
1− α → βκ. (1.20)
As such, the persistence length is directly proportional to the bending modulus.
By utilising the continuum limit correlation function (obtained from Eq. 1.11), one
obtains the mean-squared end-to-end length by:
〈r2〉 =
∫ ∫ L
0
dsds′ exp(−|s− s′|/lp) = 2lp [L+ lp(1− exp(−L/lp))] . (1.21)
In the limit of L lp, 〈r2〉 → 2lpL. As the continuum chain may still be arbitrarily
subdivided into segments i.e. Nbb = L may still be defined, in this limit we once
again recover the ideal length factor based on the Kuhn length:
b = 2lp. (1.22)
Thus, the persistence length may obtained in relation to the Kuhn length in the large
N limit. Furthermore, given that radii of gyration may be probed experimentally,
measurements of persistence length may be used both as an empirical parameter for
WLC simulations as well as reference for validation of other polymer models and
simulations.
The FRC and WLC models give a basic idea of the behaviour of polymers which
have an associated stiffness. We see that the quantity lp - the persistence length -
is a useful means of characterising the overall flexibility of a molecule which may
be related to the Kuhn length in the thermodynamic limit. These examples give an
overview of the basic concepts of polymer dynamics and statistical mechanics. While
the models described are idealised in that they are governed entirely by the entropic
freedom of the polymer, they also have bearing in modelling the dynamics of a wide
range of molecules including conjugated polymers [120, 121] and biomolecules such
as proteins [122] and DNA [117]. Analytical techniques can be used to manipulate
these models e.g. path integrals [118,119] (which we return to in Section 4.3.2) and
normal mode analysis. These models also serve as the basis for simulation schemes
such as Monte-Carlo [118, 123]. However, it is often the case that the interactions
and form of polymers of interest (such as conjugated polymers) have a dynamical
complexity which make them more amenable to simulation approaches.
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1.3 Computational approaches to molecular modelling
In the above models, there has been no treatment of interactions other than those
assumed to result in polymer stiffness. As such, they do not account for polymer
chains self-avoiding or the effect of a solvent. In this sense, these models are highly
idealised. There exists a vast number of extensions of these models which can ac-
count for such effects. One example is the Flory-Huggins model which treats the
system volume as comprised of elements either occupied by the polymer or sol-
vent [16, 17, 124]. This model allows for both self-avoidance and the definition of
solvent-solvent, monomer-solvent, and monomer-monomer interaction terms. This
model has recently been used as the basis of simulations domain formation in poly-
mer/fullerene blends based on empirically-determined interaction parameters [125].
In most instances, these polymer models are at their most powerful in systems
which can be described in an overall, coarse-grained manner i.e. when the micro-
scopic details of the inter- and intra-molecular interactions and interactions with
solvent may described en masse. While the general results of these models emerge,
in certain instances, from a full treatment of the microscopic details of the system,
as will be demonstrated throughout this thesis, there are numerous subtleties in the
microscopic dynamics which play a large role in the overall macroscopic dynamics
and in the light-matter interactions of a given system.
Much of modern theoretical research in conjugated polymers is performed us-
ing numerical calculations and simulations. These range from quantum mechan-
ical calculations at the atomistic level - quantum chemical methods - which are
often employed to probe excited state behaviour based on static conformations
[75, 88, 89, 95, 96, 98, 108, 126, 127]; to parametric calculations and simulations, such
as Monte-Carlo [128–131], Bloch equations [76], and molecular dynamics meth-
ods [46, 47, 97, 109, 132–134]. These latter methods rely on parameters obtained
either empirically or from quantum chemical calculations to calculate and simulate
properties for which a fully quantum chemical treatment is computationally infea-
sible e.g. dynamical conformations of polymers [46, 47, 97, 109, 132–134] or carrier
transport dynamics in molecular devices [128–131]. Given the scale of a typical
conjugated oligomer of, for example, 32 repeat units (∼ 102 - 103 non-hydrogen
atoms or ∼ 103 - 104 electrons) and the highly entropic nature of polymeric systems
(leading to the necessity of many material configurations for analysis), the former
class of methods is currently intractable for understanding polymer dynamics. As
such, the latter class of methods must be employed in order to obtain insight into
the problem of understanding molecular conformation and morphology.
In this section, we discuss parametric modelling techniques for dynamical sim-
ulations of molecular morphology. We focus particularly on the classical molecular
dynamics approach given its ability to provide a description of computationally large
(∼ 106 atoms) systems with resolution at the individual atomic level. In doing so,
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we highlight two key areas which must be addressed: mapping quantum mechanical
behaviour to classical mechanical simulations in the context of conjugated polymers;
and the possibility of employing a two step procedure of, first, performing classical
mechanical simulation, and, secondly, quantum mechanical calculations methods in
order to probe conformational disorder and its role in excited-state behaviour.
1.3.1 Simulations of molecular conformation
The behaviour of polymer molecules and molecular ensembles are statistical in their
nature: the typical quantities of interest are distributions and expectation values of
given thermodynamic or configurational properties. These properties are amenable
to simulation methods. With the aim of simulating polymer conformations and
molecular morphologies, the two major approaches are those based on Monte-Carlo
modelling and molecular dynamics. Monte-Carlo methods generate ensembles of
possible configurations based on an underlying physical description of a system’s
energetic landscape by taking an initial configuration and varying it over the course
of several steps [135, 136]. At each step, the change in configuration or ‘move’ is
permitted with a probability corresponding to the Boltzmann factor exp(−∆E/kBT )
where ∆E is the change in energy resulting from the move. Statistical ensembles of
possible geometries are obtained by performing several runs over a sufficient number
of steps. Molecular dynamics, on the other hand, is a dynamical simulation regime
which simulates real-time dynamics based on a set of configurational co-ordinates
and a description of the potentials governing these co-ordinates. If a dynamical
system can be assumed to be in a state of thermodynamic equilibrium and is sampled
over sufficiently long time steps so as to avoid correlated samples, a set of ‘snapshots’
is obtained which are built into a statistical ensemble [135].
Each of these simulation methods requires parameterisation based on the inter-
actions between atoms and molecules. How this parameterisation is performed can
be described either as atomistic or coarse-grained with the former covering param-
eterisation which assigns a physical description to individual atoms and the latter
to groups of atoms or blocks in a system [135]. In this work, we focus on molecular
dynamics approaches at the atomistic level. Utilising atomistic simulations offers
several notable advantages over coarse-grained simulations. Atomistic simulations
can capture the microscopic detail underpinning phenomena such as the role of alkyl
side-chains in conjugated polymers and the nature of solvent-polymer interactions
which have contributions from solvent molecule shape, polarity, as well as van der
Waals terms. Also, conformations resulting from atomistic simulations may be di-
rectly utilised in quantum chemical calculations (which require the specification of
individual atomic co-ordinates) in addition to the possibility of being mapped to
coarse-grained models. For polymer dynamical simulations, Monte Carlo methods
are often coarse-grained to some extent, e.g. by considering block solvent-monomer
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interactions [131]. In fully atomistic cases, different atomic motions are specified
with different rates at which moves are performed corresponding to the different
time scales of different degrees of freedom e.g. backbone moves occurring on longer
time scales than side-chain moves [137].
Molecular dynamics simulations require a description of potentials which, in the
atomistic regime, means a description of the interactions between covalently bound
atoms and non-covalently paired atoms (Van der Waals (VdW) forces). Essentially,
this is a Born-Oppenheimer simulation regime in that the electronic motion is con-
sidered to be sufficiently fast as to be separable from nuclear motion. The potentials
in the simulation govern the nuclear co-ordinates and are representative of the quan-
tum mechanical behaviour of the molecular electrons. Thus, the simulation itself is
of the effective Newtonian dynamics of the nuclei.
The manner in which the basic potentials are described form two distinct method-
ological regimes. First, a realistic scenario would involve calculating an effective
force-field utilising a fully quantum mechanical representation of the electronic
states. This regime involves incorporating quantum chemical methodology following
a basic algorithm of: defining the electronic energy landscape for a given molecu-
lar configuration using quantum chemistry; calculating effective forces on the nuclei
based on the energy landscape and allowing these forces to act on the nuclei over
a given timestep; and recalculating the energy landscape based on the new molecu-
lar configuration. Approaches which fall into this category are often referred to as
ab-initio-molecular dynamics (aiMD) [106, 138, 139]. Secondly, in a system where
it can be assumed that there is zero probability of the occurence of high-energy
phenomena, such as the breaking of bonds, molecular ionisation or, indeed, pho-
ton absorption, one may make the approximation that each molecular configuration
corresponds exactly to a given potential energy i.e. that, for a given temporal resolu-
tion, the electronic structure for a given molecular configuration closely corresponds
to the ground state electronic structure of said configuration. Invoking this approx-
imation leads essentially to a classical description of the dynamics. This regime is
known as classical molecular dynamics [135].
Currently, the utility of aiMD methods is limited to very small molecules [106,
139] due to the fully quantum mechanical treatment embedded in the method. How-
ever, as we discuss in Section 1.3.3, the development of these methods offers numer-
ous possibilities for observing excited-state behaviour in a dynamical environment.
For dynamical simulations of systems of large molecules (i.e. L  lp) in a fully
atomistic manner, classical MD (herein referred to simply as MD) is the only viable
option of the two.
Provided an appropriate description of the set of interaction potentials (referred
to as a ‘force-field’), which we discuss in the following subsection, MD simulation
methods are capable of modelling large volumes of molecules in solvents or aggre-
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gates of molecules with each treated with explicit interactions. As such, it is an ideal
candidate for understanding the subtle behaviour of conjugated material conforma-
tion and morphology and its scope has been recognised in numerous works ranging
from studies of crystalline and amorphous aggregate structures [44,46,132,140–143],
the formation of single molecule ordering in solution [144], and the role of solvent
additives on aggregation in fullerenes [145]. The ability to directly implement the
results of MD simulations for quantum mechanical calculations has also been recog-
nised in studying the formation of trap states due to conformational disorder [44],
the effect of conjugated molecule stacking on absorption spectra and excitonic cou-
pling [142, 143], and variations in absorption spectra between different phases of
P3HT [47].
The scope of MD simulation for understanding conformation and morphology
in conjugated materials is apparent from the above and is the focus of the work
presented. As is to be expected, there are a number of technical considerations
for carrying out these simulations which are discussed in greater detail in Chapter
2. One key consideration, which we introduce in the following, is forming a set of
force-field parameters for conjugated molecular systems.
1.3.2 Classical force-fields for conjugated polymers
The key working principle of MD simulation lies in the ability to construct a classical
force-field as a description of inherently quantum mechanical bodies. As one may
expect, this is a non-trivial task and has been the subject of much work [146–
154] which has primarily targeted simulations of biomolecules. Concurrently, the
ongoing development of these force-fields has led to MD simulation becoming a vital
tool in understanding biological molecular systems [146,155]. Conjugated polymers,
given their synthetic origins, are not well described by these force-fields. As such,
it is necessary to re-parameterise available force-fields for simulating conjugated
molecules and the manner of doing so requires careful consideration so as to obtain
an accurate force-field representation in an optimal manner.
In Section 2.1, we give a detailed discussion of the various potential terms in
the force-field and how they are utilised in the conjugated polymer framework. To
briefly summarise, arguably the most important term to be considered are the po-
tential terms governing the inter-monomer dihedral angles in a conjugated system.
Accurate modelling of the dihedral profile and energy barriers between conformers
is of utmost importance as the excited-state landscape and optical properties of
conjugated molecules are strongly dependent on these angles [156]. This is echoed
by the majority of methodological approaches [47, 93, 132, 140, 144]. As any force-
field potential is intrinsically a representation of quantum mechanical, electronic
behaviour, obtaining dihedral potentials requires quantum chemical calculations. In
addition, treatment of inter-molecular interaction terms (due to dispersion forces
25
Chapter 1: Introduction
and electrostatic interactions) must be properly assessed so as to accurately account
for e.g. pi-pi-stacking interactions when modelling aggregation effects [132].
For conjugated polymers, force-fields have been parameterised in a number of
works [47, 93, 132, 140, 144]. However, it is often the case that there are conflicting
results on the details of each (which we review in greater detail in Chapter 3 and
Section 4.1). One notable example of such a conflict is in the level of quantum
chemical theory required to accurately model dihedral potentials. Recently, Bloom
and Wheeler [157] have performed highly accurate calculations of the dihedral po-
tentials of thiophene 2mers. The calculation method used in their work is infeasible
for larger molecules (e.g. fluorene, PTB7 or molecules longer than 2mer) though
the result provides a benchmark by which to compare computationally tractable
methods. As such, it is possible to determine an optimal methodology for obtaining
potentials which can shed light on the level of theory required for these calculations.
As we discussed in Chapter 1.1.4, there is a wide-scope for molecular engineering
based on the variety of conjugated moieties and their side-chain branched analgoues.
Understanding the role of these variants is crucial to realising the potential of MD
simulation framework for material design and, given the recent progress made in
utilising computational chemistry methods in steps towards massively parallelising
high-throughput material screening [158], it follows that optimising the transferabil-
ity and functionality of conjugated molecular force-fields could play a vital role in
further developing these approaches. An optimal force-field parameterisation scheme
is one which, along with utilising optimal calculation methods, can be generalised
as far as possible to different backbones and side-chain groups so as to enhance the
transferability and, thus, efficiency of the modelling process. So far, exploration of
this generalisability has been neglected in the majority of works. Both the work of
DuBay et al [93] and Jackson et al [144] have presented methods for calculating di-
hedral potentials which, based on self-referential calculations, are similarly accurate
across several types of backbone. The role of side-chains on dihedral potentials and
other force-field parameters has not had a comprehensive treatment to date. Also,
the effect of extending backbone length has not been adequately treated. While the
work of Darling and Sternberg [159] has treated both extending backbones and alkyl
side-chains, as well as that of Bhatta et al [97], both works utilise an approximation
by which the conjugated backbone is assumed to have no significant relaxation with
regards to dihedral rotations. We have found this approximation to be invalid and,
thus, leads to dihedral potentials with clear dependence on initial conditions. Fur-
thermore, the conclusion of backbone length dependent torsional potentials obtained
by both works has been contested by Jackson et al [144] for a variety of conjugated
molecules.
It is clear that there is a need for a study of the generalisability of calculation
schemes and, thus, the development of an optimal parameterisation method. These
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points are the focus of the work in Chapter 3 and Section 4.1 and reviews and
discussions of the body of associated literature are given throughout the chapters.
1.3.3 Excited-state phenomena from classical simulations
Modelling excited state phenomena, e.g. light-matter interactions, ionisation, po-
laron formation, etc. requires a quantum mechanical treatment. Furthermore, un-
derstanding these phenomena is crucial to molecular characterisation and design.
Often, quantum chemical methods are utilised to this end. However, as discussed
in Chapter 1.1, conformational disorder is known to have a significant effect on
optical response and other excited-state behaviour. Given that quantum chemical
calculations are performed on individual geometries, accounting for disorder must
be done by implementing distortions to molecular geometries ad hoc [88,103] or by
modifying results based on known effects e.g. adding an inhomogeneous broaden-
ing linewidth to calculated spectra representative of conformational broadening [76].
Certain quantum mechanical treatments, particularly density matrix renormalisa-
tion group (DMRG) methods, can be modified to include intrinsic disorder param-
eters which, in turn, permit the study of disorder-dependent effects such as exciton
localisation [89,95,96]. However, while these methods are succesful in studying the
phenomenology of disorder-dependent behaviour, the nature of particular variants
of conformational disorder cannot be directly obtained.
On the other hand, MD simulation offers the ability to simulate conformational
disorder but cannot simultaneously obtain excited state behaviour based on these
sources of disorder. As we have discussed above, MD simulation, of its own accord,
is a useful tool for determining conformational properties and material morphologies
of conjugated molecular systems. With the view of optimising device performance,
if one knows the desirable conditions, e.g. the formation of semi-crystalline domains
discussed in Section 1.1.3, then the results of MD can be used directly to guide the
process of material design. However, if one wishes to directly probe the relationship
between molecular conformation and morphology and the resulting charge transport
or optical response behaviours, the results of MD simulation may be utilised as input
for quantum mechanical calculations.
One such way would be to use simulation configurations as input for further
calculation methods based on empirical or calculated parameters e.g. hopping rates
and spectral overlaps. This approach is exemplified by that of Frost, Nelson et
al [128–131, 134]. In several of their works, they have used Monte Carlo methods
in conjunction with morphologies obtained from MD to determine, for example,
electron and hole mobilities in Alq3 films [128] and C60 fullerene films [129, 130] as
well as utilising a tight-binding model approach to calculate the HOMO density of
states in amorphous P3HT [134].
As opposed to utilising MD simulation output as input for other parameter-based
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models, it is possible to utilise MD simulations as the basis for direct quantum chem-
ical calculations. This is one of the advantages of atomistic as opposed to coarse-
grained simulations. Utilising atomistic simulation geometries, one can perform
calculations of ground state (e.g. electronic densities, total energies, and HOMO
and LUMO orbitals) and ground-to-excited state (e.g. linear absorption, vertical
ionisation, excitation densities) properties of molecular samples. These properties
may then be related to the array of conformational disorders generated over the
course of the simulation.
One example of such an approach is the work of Kilina, Tretiak et al [44]. Util-
ising simulation geometries of amorphous and crystalline solids of conjugated poly-
mers (PPV, polyfluorene, and derivatives) in conjunction with ground state density
functional theory (DFT), they performed calculations of distributions of electronic
states. In doing so, they calculated the density of states of the HOMO and LUMO
bands and, by mapping each state to a number of participant molecules, determined
the localisation behaviour of these states. They found that conformational disorder
leads to an emergence of trap states which is amplified by the presence of side-chains.
Recently, Bockmann et al [47] utilised such an approach (with TD-DFT methods)
to obtain absorption spectra for P3HT-based oligomers of 32 units in crystalline,
amorphous, and solution phases based on their force-field paramterisation scheme
discussed previously. This allowed for a partial study of the impact of conformational
disorder on the resulting spectra. The work of Haverkort et al [142, 143] has also
exemplified this approach by utilising MD simulations of cyanine dyes in conjunc-
tion with a quantum-chemically parameterised Hamiltonian to calculate absorption
spectra in various aggregated complexes. Additionally, Barford et al [89] (utilising
Monte-Carlo based dynamics as opposed to classical force-field dynamics for geome-
try generation) have studied exciton localisation based on generated configurations
and a configuration interaction calculation scheme.
Utilising combined classical MD and quantum mechanical approaches has limi-
tations. Namely, it is not possible to obtain real-time quantum dynamics and, thus,
an understanding of geometry relaxation and phenomena associated with that (e.g.
charge transfer, optical emission). To this end, the aiMD regime is best suited to
this task. One particular method is the non-adiabatic excited state MD (NA-ESMD)
method developed by Tretiak et al [138] which, while still being computationally lim-
ited to very small molecules [139] and rings [106], has shown promising results in
novel predictions such as the dynamics of ultrafast torsional relaxation in excited
states. However, these methods cannot currently capture the full extent of con-
formational disorder in near-polymeric molecules (with L  lp) due to their high
computational demand..
In the above, we have given a brief summary of methods for calculating ex-
cited state behaviour utilising the MD simulation regime. In this work, we focus on
28
Chapter 1: Introduction
utilising DFT and TD-DFT methods for the purpose of understanding optical ab-
sorption phenomena based on single conjugated molecules in solution. The manner
in which this is performed is discussed further in Section 2.3.4 with our results given
in Chapter 5.
1.4 Aim and outline of thesis
Conjugated semiconducting materials offer unique possibilities for realising a new
generation of low-cost, light-weight, flexible semiconductor devices. As we have dis-
cussed in this chapter, there are significant challenges which must be overcome in
order to realise full commercialisation of these materials. Particularly, developing a
better theoretical understanding of the drivers of molecular morphology from solu-
tion processing by the engineering of the core materials and solvent environments
is crucial to further development. This requires a deeper understanding of both the
dynamics of polymers in the dilute and semi-dilute solution regimes as well as how
thin-film devices form upon solvent evaporation. Furthermore, it is also necessary
to study how the multitude of possible molecular conformations in each of these
regimes affects the optical and excitonic properties of devices so as to inform the
design of individual molecules for devices. For this purpose, MD simulation is a clear
candidate for a theoretical methodological framework capable of encompassing the
wide range of molecular interactions, and material and environmental conditions in
a computationally tractable and effective manner.
The aim of this work is to develop a classical force-field parameterisation scheme
which is generalisable to a wide range of conjugated molecules and, by utilising MD
simulations, simulate conjugated molecules in dilute solutions to both validate our
parameterisation framework and develop a picture of the microscopic phenomena
which lead to macroscopic polymer conformations and variations in optical absorp-
tion phenomena. To do so, we utilise oligomers of fluorene and thiophene and their
alkyl-branched analogues as test molecules - both of which, as we briefly discussed
in Section 1.1, are widely characterised experimentally both in terms of their op-
tical response, and conformational and morphological properties as well as being
currently relevant device materials.
In Chapter 2, we begin with a more detailed discussion of classical force-fields for
conjugated polymers, MD simulation protocols, and quantum chemical calculations
which form the basis of the results presented.
In Chapter 3, we perform a quantum chemical examination of dihedral potentials
and partial charge distributions in fluorene and thiophene. In doing so, we determine
a density functional theory (DFT) methodology for obtaining dihedral potentials
which is comparable to high-level quantum chemical calculations (such as those
of Bloom and Wheeler [157]); and we analyse how varying backbone length and
side-chain length affect the potentials and atomic charges. Thus, we develop a
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novel calculation regime for force-field parameterisation which avoids unnecessary
computational expense without compromising on accuracy.
In Chapter 4, we develop an implementation scheme for implementing dihedral
potentials and discuss methods of improving the correspondence of the classical
force-field potential fitting to the expected quantum chemical potentials. This is
followed by a series of simulations in dilute solutions which serve as a means of
validating the force-field parameterisation scheme as well as highlighting the confor-
mational properties of each molecule both at the small scale (2mer) and large scale
(up to 32mer).
In Chapter 5, we utilise the molecular conformations obtained from MD simu-
lation in conjunction with time-dependent density functional theory (TD-DFT) to
calculate absorption spectra from conformation ensembles. This allows us to under-
stand the conformational distortions which play a significant role in conformational
broadening and how they scale with backbone length. This is followed by a study
of excitation localisation and its dependence on conformational disorder.
Finally, in Chapter 6, we draw conclusions and outline a number of routes for
application and extension of the presented work.
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Molecular dynamics and quantum
chemical methodology
In this chapter, an overview is given of the details of the quantum chemistry (QC)
and molecular dynamics (MD) algorithms used throughout this thesis. We begin
by expanding on the MD simulation regime described at the end of the previous
chapter and focusing on a number of aspects of running simulations and parame-
terising classical force-fields for use with conjugated polymers. This is followed by
the introduction of numerous QC algorithms, focusing on density functional the-
ory (DFT) approaches which are the primary QC calculations used in this work.
Throughout, we lay out our framework for parameterisation, performing and pro-
cessing simulations, and absorption calculations which pertain to the Chapters 3, 4,
and 5 respectively.
2.1 Molecular classical force-fields
A general force-field for a molecular system of N atoms is of the form:
Vff = Vcov + Vnon−cov. (2.1)
The potentials Vcov and Vnon−cov represent sums over contributions from two families
of potentials: interactions resulting from covalent bonding, and all other atomic in-
teractions (non-covalent interactions), respectively. In essence, the total Vcov poten-
tial enforces the basic molecular structure by controlling the bond lengths, bond an-
gles, and dihedral angles and the intrinsic vibrational properties of the system while
the Vnon−cov potential governs, primarily, intermolecular effects such as polymer-
solvent interactions as well as, for long or branched molecules, intramolecular inter-
actions between parts of a molecule which are separated by a number of covalent
bonds.
Denoting a full set of atomic pairs in a system by {ij}, the set of covalent bonds,
{ij}cov., is defined as a subset of {ij} comprised only of pairs which are covalently
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bound. From this set, the set of bonds angles between groups of three successively
bound atoms, {ijk}cov., and dihedral angles between groups of four bound atoms,
{ijkl}cov., are defined. For each group of atoms in these sets, a potential, Vb,ij, Vθ,ijk,
and Vφ,ijkl for bonds, bond angles, and dihedral angles, respectively, is specified
which may, in principle, be unique for any given degree of freedom. As such, the
potential Vcov is expressed as a sum over these sets of variables:
Vcov =
∑
{ij}cov.
Vb,ij(bij) +
∑
{ijk}cov.
Vθ,ijk(θijk) +
∑
{ijkl}cov.
Vφ,ijkl(φijkl), (2.2)
with bij, θijk, and φijkl, representing the values of a given bond length, bond angle,
and dihedral angle, respectively.
Non-covalent contributions are specified first by defining a subset of pairs, {ij}non-cov.,
and ascribing potentials, Vij, to these pairs. Thus:
Vnon−cov =
∑
{ij}non-cov.
Vij(rij). (2.3)
The potentials Vij are typically split into components which account for dispersion
forces, close-range repulsion, and electrostatic interactions between atoms. We dis-
cuss these potential forms as well as how the subset {ij}non-cov. is defined in Section
2.1.2.
There are numerous [147, 148, 153, 154, 160–163] force-fields to be chosen from
when performing MD simulations. Given the nature of force-field methods, it is
necessary to obtain parameters semi-empirically by fitting to certain properties.
These include probing the agreement of resultant molecular structures with X-ray
diffraction measurements [161, 163], densities [132, 147, 148, 153, 162], and thermo-
dynamic properties such as free enthalpies of solvation [154] and heats of vapori-
sation [147, 148, 153, 162]. Furthermore, force-fields differ in the functions natively
applied to different potential terms. For example, the OPLS (Optimised Potential
for Liquid Simulations) force-field utilises a fourth-order Fourier expansion for di-
hedral angle terms whereas the GROMOS force-field utilises a single cosine-based
function. A good review of available force-fields can be found in reference [160].
Parameters in almost all classical force-fields have been developed for biomolec-
ular simulation, and parameters for even the simplest of conjugated monomers are
not typically known. Similarly, parameters for organic solvents are not widely avail-
able. For our purposes, a given force-field may be restrictive when aiming to probe
a variety of molecules and solvents of varying complexity.
With the above in mind, we choose, as a starting point, the OPLS force-field
[147,148,153,162] due to its provision of parameters for many atoms in a multitude
of different molecular frameworks as well as its use in previous works to parameterise
conjugated polymers [47,93,97,133,140,145,164]. We have not widely explored the
possibility of utilising other force-fields. However, the parameterisation scheme we
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have set up is done so using a methodology which is, in principle, force-field indepen-
dent due to its explicit inclusion of the effect of the force-field (as we shall discuss in
greater detail in Section 2.1.4 and Chapter 4). As such, we believe that our results
would be, to some extent, transferable to similar force-fields, e.g. GROMOS [154]
or AMBER [163], with the provision of similarly accurate solvent parameters. Fur-
thermore, as is shown in Chapter 4, the results obtained from our parameterisation
scheme in conjunction with the OPLS force-field yield good agreement with exper-
imental results. It may be the case, however, that other properties not covered in
this thesis may be better described using other force-fields.
For a system of N atoms with co-ordinates ri for an atom i, the basic form of
the OPLS force-field is:
Vopls(r1, r2, . . . rN) =
kij
2
(rij − r(0)ij )2 (Bonds)
+
kijk
2
(θijk − θ(0)ijk)2 (Bond angles)
+
5∑
n=0
cn,ijkl cos
n(φijkl) (Proper dihedrals)
+ kijkl[1− cos(2φ)] (Improper dihedrals)
+
e2qiqj
4pir0
+ 4E
[(
σ
rij
)12
−
(
σ
rij
)6]
(Non-covalent terms).
(2.4)
In the above, the summations over the relevant combinations of atoms is omitted for
clarity of presentation. The remainder of this section focuses on each of the poten-
tial terms in this expression and their function. In addition, we shall discuss terms
which are beyond this pair-wise force-field definition (i.e. N -body non-covalent in-
teractions), the difficulties posed by them, and how pair-wise force-fields typically
account for them. Following these discussions, we detail our approach to param-
eterisation which is the basis for the work carried out in Chapter 3 and Section
4.1.
2.1.1 Force-field terms for covalent interactions
The ‘covalent bond’ between two atoms is a description of the bound state of two
atoms occuring due to each of the atoms effectively sharing electrons in order to
stabilise each other. Relative to long-range binding forces (Van der Waals forces),
covalent bonds are typically very stable. Assuming the Born-Opppenheimer approx-
imation is valid, the bound atoms can be conceptualised by considering each nuclear
mass to be connected by a spring system with one or more fundamental vibrational
modes. In terms of the nuclear co-ordinates, this leads to an effective quantum
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oscillator description.
In utilising a classical force-field, one essentially approximates each local quan-
tum oscillator by a form of classical oscillator. If we consider harmonic oscillators,
the quantum harmonic oscillator has an energy spacing of hν where ν is the funda-
mental frequency mode of the associated harmonic potential. If one is to approxi-
mate a system of states with a continuous, dynamical system, a first requirement is
that a superposition of states is possible. For a system of temperature T , the ther-
mally populated superposition of states is governed by kBT in the Bose-Einstein
distribution. If kBT  hν, the oscillator system will be restricted to its ground
state and, as such, is not well described by a classical oscillator. Satisfying this
requirement is a key consideration for being able to ascribing a classical molecular
force-field to covalently-bound degree of freedom.
We now discuss the potential forms for bonds, bond angles, and dihedral angles
in molecular force-fields as shown. In most cases, we follow the conventions given in
OPLS shown in Eq. 2.4 but also review the scope and potential of other methods.
Bond-stretching
The most straight-forward of covalent force-terms is that governing the rectilinear
oscillation of two atoms which we refer to as bond-stretching terms. These terms are
assigned based on the atomic separation, r, between two atoms as shown schemati-
cally in Figure 2.1(a).
Quantitatively, bond-stretching is often well described by a Morse potential [165]:
V
(b)
M (r) = ED
[
1− exp
(
−r − r0
a
)]2
. (2.5)
This potential both accounts for the oscillation of two bound nuclei, defined as
a potential well centred at r0 with width defined by a, while also containing a
dissociation energy, ED, which sets the energy required to break the bond. In a
low-energy limit, the vibrational character of a Morse potential is well characterised
by a simple harmonic oscillator:
V
(b)
H (r) =
k
2
(r − b)2, (2.6)
where k = ED/a
2 is the effective spring constant on the bond.
Bond-stretching terms are the highest frequency terms in any molecular system.
Typically the vibrational frequency is ∼ 100 THz and ∼ 50 THz, for C-H σ bonds,
and C-C pi bonds respectively [166]. At room temperature, these frequencies are
far larger than kBT/h ' 6 THz and, as such, approximating these vibrations with a
classical oscillator is likely to be very poor even for vibrations involving heavy atoms.
As can be seen from the harmonic potential shown in Figure 2.1(b), taken from the
OPLS model of the bond between a pair of thiophene carbon atoms, the potential is
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Figure 2.1: (a) A C-C bond in a thiophene unit. (b) The same bond modelled by
a harmonic bond potential (Eq. 2.6, k = 456, 892 kJ/mol nm−2, r0 = 0.1346 nm)
taken from the OPLS force-field and a similar morse bond potential (Eq. 2.5,
ED = 5 kJ/mol, a =
√
2ED/k, r0 = 0.1346 nm). The horizontal line shows
RT = 2.479 kJ/mol.
highly restrictive - allowing for stretching of ∼ ±0.03 A˚ when assuming that the full
extent of the motion will occur at ∼ RT = 2.479 kJ/mol (where R = NAkB is the
gas constant and T is the system temperature). As opposed to using such highly
restrictive potentials, one widely utilised method [46, 133, 140, 142, 143, 145, 164] is
to freeze the bond lengths directly using constraint algorithms [166–168]. As well
as forming a conformationally equivalent description of the otherwise effectively
frozen bond length, these algorithms also lead to a significant increase in simulation
efficiency by allowing for larger integration steps in the Newtonian dynamics solvers
(discussed further in Section 2.2.2). Thus, we utilise these constraint algorithms for
all bond lengths in all of our simulations.
Angle-bending
The next covalent degree of freedom to consider involves the motion of groups of
three atoms. By defining vectors between each of the outer atoms and the central
one, as shown in Figure 2.2(a), an angle known as the bond angle can be defined.
A basic potential for the angular degree of freedom is analogous to the harmonic
potential for bond-stretching with the angle, θ:
V
(θ)
H (θ) =
k
2
(θ − θ0)2, (2.7)
where k is the effective angular spring constant and θ0 is the equilibrium bond angle.
This potential is simply motivated by symmetry about the equilibrium bond angle,
θ0. However, as is the case for bonds and the use of the Morse potential, one cannot
always assume this symmetry. As a basic extension, a cosine harmonic potential
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Figure 2.2: (a) Schematic of a bond angle modelled in a thiophene unit. (b) An
example of a harmonic (Eq. 2.7), cosine harmonic (Eq. 2.8), and restricted cosine
harmonic (Eq. 2.9) angle potential each with k = 530 kJ mol−1 rad−2 and θ0 = 120°.
may be defined:
VCH(θ) =
k
2
(cos(θ)− cos(θ0))2, (2.8)
where k is a spring constant (different from that of Eq. 2.7). As the argument of the
harmonic term is the cosine of the angle, this potential is softer towards one direction
in θ in comparison to the harmonic potential in Figure 2.2(b). For particularly weak
potentials, this potential requires further modification so as to assure that the angle
is restricted from reaching the 0° and 180° points. If this were to happen, the
definiton of a dihedral angle fails as the plane formed by three colinear points is
undefined. To combat this, a restricted cosine harmonic potential can be formed:
VRCH(θ) =
k
2
(cos(θ)− cos(θ0))2
sin2(θ)
(2.9)
The frequencies of angular vibrations are typically on the scale of ∼ 20 THz [166].
At these frequency scales, the validity of using angular vibrational terms becomes
questionable as does the assumption of a fixed ground state. The harmonic potential
of Figure 2.2(b) is that which describes the angle between 3 carbon atoms in a
conjugated ring structure from the OPLS force-field. From this potential, it is clear
that the angles have been parameterised to have a freedom of around 5° on either
side of θ0 (again, taking the energy RT as a reference). As such, the OPLS force-
field forms a strong but not entirely rigid restriction on angular degrees of freedom.
In following the OPLS parameterisation, we do not constrain in angular terms in
our simulations and utilise the harmonic angular terms available in the force-field.
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Figure 2.3: Schematic of a (a) proper and (b) improper dihedral angle at and
intermonomer junction of a thiophene oligomer. (c)-(f) Examples of Ryckaert-
Bellemans (RB) functions (Eq. 2.12) displaying a number of different potential
forms. (The coefficients, {cn} are (a) {2.5,−2.5, 0, 0, 0, 0}, (b) {2.5, 7.5, 0,−10, 0},
(b) {3,−2.25, 0, 3, 0,−2.25}, and (d) {6, 0,−0.3,−1,−4.7, 0} and energies are given
in kJ/mol.)
Dihedral torsion
The final family of covalent bonding terms we discuss are those governing the relative
motion of groups of four atoms. For a group of four points, it is possible to define
two distinct planes which are at an angle to each other. This angle is the dihedral
angle. As discussed in Section 1.1.3, an appropriate description of dihedral torsion
in conjugated molecules is particularly crucial due to the role of the intermonomer
dihedral angle between planar conjugated units on the conjugated orbital structure
and, thus, optical absorption and emission. Dihedral terms are generally split into
two classes: proper and improper dihedrals. As shown schematically in Figure 2.3
(a) and (b), the difference between the two classes is in the ordering of the atoms
which define the planes. By definition, each plane must share two atoms. For a
proper dihedral, the four atoms are identified by a linear series of bonds which allow
for the middle two atoms to be shared by both planes. As a result, a potential in
terms of this angle governs a torsion of the four atoms around the axis of the central
two. On the other hand, an improper dihedral is specified by one atom which is
bound to another three. By defining a plane from the outer three atoms and another
from two of the outer three atoms and the central atom, the angle formed between
the planes is a measure of how out-of-plane the central atom is with respect to the
outer atoms.
Normally, improper dihedral terms serve to re-enforce planarity in rigid, pla-
nar systems such as conjugated rings. In the OPLS force-field (Eq. 2.4), improper
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dihedrals are treated using the potential:
V
(φ)
I (φ) = k[1− cos(2φ)]. (2.10)
with k = 4.6 kJ/mol for conjugated structures.
Proper dihedrals are the primary dihedral terms in a force-field. As torsional
motion is, at times, complex, so too are the functional representations required
with respect to those of bonds and bond angles. In certain cases, such as in the
planar proper dihedrals along the conjugated planar rings, it is possible to utilise
the simple potentials described for bond angles. In other cases, such as the dihedral
term governing intermonomer dihedral motion, these descriptions are insufficient.
One possible description is a periodic dihedral function centred around an equi-
librium value φ0:
V
(φ)
P (φ) = kc[1− cos(nφ− φ0)]. (2.11)
This potential is useful for dihedrals which have a high degree of symmetry or,
if a high value of kc is chosen, for dihedrals which are restricted to values near φ0
(though, in this form, this potential is essential reduced to something akin to the
cosine harmonic in Eq. 2.8).
For more complex dihedrals, it is often the case that either a Fourier expansion
or, for dihedral rotations symmetric about 180°, the equivalent cosine polynomial
expansion is required. One common example is the 5th-order cosine polynomial
known as the Ryckaert-Bellemans (RB) function [166]:
V
(φ)
RB (φ) =
5∑
n=0
cn[cos(φ)]
n. (2.12)
A variety of RB functions are shown in Figure 2.3(c)-(f). The 5th order expansion
is capable of producing a number of complex potential forms.
The standard dihedral term varies from force-field to force-field. For instance, the
GROMOS force-field is parameterised using cosine harmonics natively. The OPLS
force-field natively uses a 4th order Fourier cosine expansion which is straightfor-
wardly mapped to the RB function. As will be demonstrated in Chapter 4, accurate
fitting of the intermonomer dihedral term requires a function of the order of the RB
function. As such, we utilise the RB function throughout our force-field parameter-
isation.
The majority of dihedral terms in conjugated planar molecules are those govern-
ing proper dihedrals in planar structures. Given that conjugated units themselves
are effectively constrained to be planar, these are typically straightforward in param-
eterisation and in OPLS there is a single, general parameter for conjugated inner-
ring proper dihedral terms (which is essentially Eq. 2.10 with k ' 15 kJ/mol). In
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contrast, the potential governing intermonomer dihedral rotation is neither parame-
terised nor strictly straightforward in parameterisation for any conjugated oligomer.
This is primarily due to the number of component interactions (such as Van der
Waals interactions between atoms on opposing units) which have large additional
contributions to the overall potential. Also, the relative freedom of this dihedral
angle (relative to all other covalent degrees of freedom) requires the potential to
be specified accurately over the entire range of rotation as opposed to within a
highly-confined region. As we discussed in Section 1.3.2, obtaining an appropriate
description of this dihedral term is one of the primary focuses of this thesis. We
shall revisit the methodological approaches for parameterising these rotations later
in Section 2.1.4 and outline an approach for their calculation and implementation
based on QC calculations in Section 2.3.4.
2.1.2 Force-field terms for non-covalent interactions
The second class of interaction terms shown in Eq. 2.4 are non-covalent interaction
terms. These terms consist of all interactions which do not result directly from
covalent bonding between atoms. These types of interactions are collectively known
as Van der Waals (VdW) forces and are responsible for the interactions between
separate molecules and the self-interaction of parts of a molecule which are, in terms
of covalent links, well-separated but may, in the course of the dynamics, interact.
In an atomistic simulation, the simplest manner of simulating VdW is to simulate
interactions between pairs. This leads to three types of interaction. First, there
is the electrostatic interaction between two atoms resulting from the average local
charge density around individual atoms. Secondly, there are forces which result from
variations in the electronic densities of atoms as a result of the presence of another
atom and its electron cloud. These are known as dispersion forces [169]. Finally,
there exists a term which accounts for the repulsion of atoms at close separations
which forms a hard barrier to atoms becoming infinitesimally close.
Generally, non-covalent interactions are not included between atoms which are
separated by one, two or, in some cases, three covalent bonds. In these cases, the
effect of the non-covalent terms are accounted for by their associated covalent terms.
In certain force-fields, such as OPLS, non-covalent interactions are included for the
end atoms of proper dihedrals to account for the relative freedom of the interatomic
separation of these atoms relative to that of atoms separated by one or two covalent
bonds. These interactions are calculated in the same manner as other non-covalent
interactions and then scaled by a constant factor (0.5 in OPLS) [162].
In the following, we give an account of the different potential forms used for
non-covalent interactions, their applicability, and how they are parameterised. We
also give a brief discussion of extensions beyond pair-wise interactions, which can
account for e.g. molecular polarisation. Finally, we discuss the use of interaction
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cut-off radii for reducing the number of calculated pairs and interaction terms and
how this leads to the necessity of introducing methods to account for long-range
electrostatic phenomena (particularly, the emergence of dielectric screening).
Electrostatics
Electrostatic phenomena between atomic pairs arises due to the non-uniform molec-
ular electronic density. In the local vicinity of a given atom, the proportion of the
total electronic density combined with the corresponding nuclear charge can be con-
sidered to be an effective atomic charge. This is known as a partial charge. For two
atoms, i and j, with partial charges qi and qj, respectively, the electrostatic inter-
action, as a function of the inter-atomic separation rij, is mediated by the Coulomb
interaction:
VC(rij) =
e2qiqj
4pi0rrij
, (2.13)
with the constant (4pi0)
−1 ≡ 138.935 kJ/mol nm e−2, r is the relative permittivity
of the medium, and qi and qj given in units of electronic charge, e. This potential
forms the basis of all pair-wise electrostatic interaction with a force-field provided
that one can ascribe a suitable value of qi to atom i.
Partial charges are typically determined by fitting the electronic density, calcu-
lated quantum mechanically, to the nuclear centres and determining the net charge
of the atomic centre and its local electronic cloud. Techniques for obtaining partial
charges are discussed in Section 2.3.
In contrast to covalent forces, partial charge values are known to change signif-
icantly depending on their host molecular environment. Indeed, even for similar
combinations of atoms in the same molecule, for which covalent potential terms
may be effectively ‘borrowed’, there are often substantial differences in the partial
charge distributions. As such, in generating a force-field for a molecule, one must
re-parameterise the partial charges by performing quantum chemical calculations of
the molecular electronic density (discussed in Section 2.3). Determining an optimal
manner of performing this parameterisation forms the subject of the work presented
in Section 3.3
Dispersion and short-range repulsion
The dispersion force refers to the attractive force felt between a pair of atoms at
small separations. As derived by London [169], the dispersion force arises from the
influence of neighbouring atoms on each others electron clouds. Due to the repulsion
of electrons, electric multipoles are formed across the electron cloud which result, to
first non-vanishing order, in an effective potential, VD(r), in terms of the internuclear
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Figure 2.4: (a) Schematic of a long-range interaction between two side-chain carbons
in dioctyl-fluorene monomer. (b) Examples of a repulsive-dispersive interaction
potentials: Lennard-Jones 12-6 potential (Eq. 2.15, E = 0.276 kJ/mol, σ = 0.35 nm),
a Buffered 14-7 potential (Eq. 2.17, E14−7 = E, σ14−7 = σ/21/6) and a Buckingham
potential (Eq. 2.16, A = 5000 kJ/mol, B = 23 nm−1, C = 0.0032 kJ/mol nm6)
separation, r, of the form:
VD(r) ∝ − 1
r6
. (2.14)
The dispersion force becomes infinitely attractive with decreasing r. However, at
very small separations, the dispersion force is overcome by atomic repulsion. This
repulsion occurs as a result of Coulomb repulsion as well as the Pauli exclusion
principle - which prevents two electrons of equal spin occupying the same state. Un-
like the dispersion force, the spatially resolved forms of these repulsion phenomena
are not known. From the previous description, it may be inferred that the poten-
tial governing this interaction should consist of an effectively hard wall for some r
greater than 0. However, the choice in casting such a function is very much context
dependent and requires experimental validation.
In force-fields, repulsion and dispersion forces are generally combined as two
terms in a single potential. In Figure 2.4(a), a schematic is given of an example
in which these interactions are modelled. For a pair of atoms i and j of inter-
nuclear separation rij, a first, and most prominent, example of a dispersion-repulsion
potential is the Lennard-Jones 12-6 (LJ) potential [170]:
VLJ(rij) = 4E
[(
σ
rij
)12
−
(
σ
rij
)6]
. (2.15)
Here, E is the energy at the minimum of the potential which occurs at rij = 2
1
6σ.
In this potential, the repulsive contributions are modelled by the r−12ij term. The
main motivation in this choice is it being the square of the r−6ij dependence of the
dispersion force which means that, computationally, it is more efficient than most
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potential forms. An example of the LJ function is given in Figure 2.4(b) using the
OPLS parameters for the interaction between two alkyl chain carbon atoms.
LJ functions are currently the most common representation of dispersion-repulsion
forces due both to their computational simplicity and the extent to which they have
been parameterised. However, it is also known that the hard-wall of the LJ poten-
tial is not the most accurate representation of the exclusion interaction and, as a
result, the LJ potential fails to accurately describe systems with a high degree of
close-packed, non-covalent interactions. As such, it is often necessary to consider
alternative functional forms.
One such form is the Buckingham potential [171], which proposes a mono-
exponential decay term as a more realistic representation of the repulsive exclusion:
Vexp−6(rij) = A exp(−Brij)− C
r6ij
. (2.16)
This potential form, while having been shown to have advantages over the LJ func-
tion [132, 171, 172], has two significant drawbacks. First, the computational ease
afforded by the LJ function is lost in including an exponential term and, as a result,
forms a limitation on the scale of a simulation. Secondly the limiting behaviour as
r → 0 is a divergence to infinite attraction as opposed to infinite repulsion (as can
be inferred from the potential shown in Figure 2.4(b)). With a suitably large expo-
nential component, a sufficiently large barrier can be formed so as to make it very
highly improbable that two atoms could ever reach such small values of r. However,
its existence causes an ever-present risk of simulation instability.
A final example, which addresses the failings of LJ and Buckingham potentials,
is the Buffered 14-7 potential (B14-7) of Halgren [173]:
VB14−7(rij) = E14−7
(
1 + δ
rij/σ14−7 + δ
)7 (
1 + γ
(rij/σ14−7)7 + γ
− 2
)
. (2.17)
This potential, with buffer terms δ = 0.07 and γ = 0.12 for increased stability for
small rij values, reduces to a 14-7 potential for δ, γ = 0. As with the LJ potential,
E14−7 is the depth of potential at the minimum which is given by σ14−7. The
rationale for this potential is that, although the r−14ij term represents a stronger
repulsive barrier, modifying the dispersive component to an r−7ij dependence means
that, for rij ∼ σ, the barrier is shallower. This may be seen by comparison of
equivalent LJ and B14-7 potentials in Figure 2.4(b).
The r−7ij dependence of the B14-7 potential is, by considering the analytical
form of the dispersion interaction, unphysical. However, in allowing for a form
which allows for a more realistic repulsion term while also preserving (partially) the
computational ease of the LJ potential, this potential has been utilised successfully
for a number of systems [93, 172, 174, 175]. As a particularly relevant example, the
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B14-7 potential has been used successfully as part of a parameterisation scheme for
conjugated polymers [93] in which the close proximity of neighbouring units in a
chain often leads to unphysical repulsion between neighbouring units.
As mentioned, the OPLS force-field, and most others, are natively LJ force-fields.
As such, using different potential terms would either require a translation of LJ
parameters to parameters suitable for another functional form, re-parameterisation
of the force-field, or utilising a different, less well documented force-field. Both of the
latter instances would require extensive parameterisation, particularly if one wishes
to utilise numerous explicit solvent environments and non-biological molecules. The
translation of LJ parameters is perhaps valid though it is unclear whether this would
lead to substantially different physics in test systems and, thus, an invalidation of
the force-field. As we discuss in Section 4.1, the difficulties in using LJ functions can
be overcome with the appropriate use of a force-field subtraction procedure (which
is outlined in Section 2.1.4).
As a brief note, the OPLS force-field parameters for LJ interactions are listed
as a value σi and Ei for a given atom i. For the interaction of two atoms of type
i, these are the values used correspondingly in Eq. 2.15. For two atoms of different
types, i and j, the parameters, Eij and σij, for the LJ interaction are formulated
using geometric average combination rules [162]:
σij =
√
σiσj; Eij =
√
EiEj (2.18)
Induction/Polarisation
Both the electrostatic and dispersion-repulsion force-field terms described previ-
ously are pair-wise potentials. However, the full treatment of molecular interaction
consists of forces which can involve large sections of a molecule which span sev-
eral atoms and are dependent on the configuration of each atom within a given
interacting structure. These types of interaction are an extension of the dispersive
interactions to multi-atomic systems and are, as before, a function of the molecular
polarisability. This is dependent on the configuration of the atoms and individ-
ual atomic polarisabilities and not simply the interactions between each individual
atomic pair. This is an especially important phenomenon when considering the ag-
gregation of multiple conjugated molecules as this effect is crucial to pi-pi stacking
of parallel structures [142,143,176,177].
In practice, these interactions are difficult to treat. One approach to doing
so would be in defining interactions based on individual groups of atoms. This is
essentially intractable given the number of possibile unique groups in any simulation
system. One practically applied approach is in forming an approximation to the
polarisation effect based on individual polarisabilities by attaching Drude oscillators
to each atom, which represent small shifts in the partial charge of the atom. This
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technique - which has proven succesful in simulating highly polar systems [174,175]
and low molecular weight conjugated molecules [142, 143] - has not been, to date,
examined substantially for conjugated polymers.
The standard approach of pair-wise force-fields such as OPLS is to modify the
repulsion-dispersion interactions to account for these missing interaction terms. As
such, this leads to a loss of generality in LJ parameters. For example, the LJ
parameters for a carbon atom in a conjugated structure generally have a far larger
attractive component than in an alkyl structure. This is due, in the first instance,
to the greater polarisability afforded by the pi electron delocalisation of conjugated
carbon atoms but also due to an increase in the attractive interaction energy required
to mimic, for example, the many-body effect of pi-pi stacking between conjugated
rings.
In parameterising a dioctyl-fluorene octamer, Marcon et al [132] found that,
using the MM3 force-field, the conjugated atoms in the system required rescaling
the attractive interactions by a factor of 4/3 so as to obtain the correct molecular
densities. This strategy may also be necessary with the OPLS force-field as an
extension of our parameterisation work. However, as the work of this thesis deals
entirely with conjugated molecules in solution, the effects of pi-pi stacking are seen in
very few instances. As such, in adopting the OPLS force-field, we make no further
modifications to the attractive interactions responsible for this stacking but note
that, in extending this work to multi-molecular systems, this may require a more
thorough analysis.
2.1.3 Interaction cut-offs and long-range electrostatics
For a system of N atoms with a full force-field as in Eq. 2.4, it is clear the pair-
wise, non-covalent force terms account for the majority of simulation processing.
If each atom has pair-wise forces between them, this results in a simulation which
scales ∼ O(N2). However, the pair-wise interactions considered all have the feature
of converging to near zero after ∼ 1-2 nm. As such, if one were only to consider
particles within a nearby, and, thus, strongly interacting, volume, this scaling can
be reduced, in principle, to somewhere closer to O(N). As such, a cut-off radius, rc,
is generally defined in simulations beyond which non-covalent forces are set to zero.
While offering significant improvements in simulation scalability, introducing in-
teraction cut-offs has a number of implications. First, for fluid systems, interaction
cut-offs facilitate the need for algorithms which determine which interactions are to
be calculated i.e. to track atoms or groups which diffuse beyond the cut-off radius
of others. A common scheme for this is the Verlet scheme [166,178]. Further details
of this algorithm may be found in the associated references.
In terms of effects on the simulation physics, it must be noted interaction terms
are very unlikely to be identically zero at the cut off radius. As such, applying a
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cut-off will lead to a step-like change in energy at the cut-off radius and, thus, an
undefined force. However, as only relative differences in energy are important to
any dynamics, this problem is easily remedied by simply shifting a given potential,
V (r), by its value at the cut-off radius: V (r)→ V (r)− V (rc). In doing so, the first
derivative is again well-defined.
In utilising a cut-off radius, particularly with the above scheme, it is important
that V (rc) is near zero before applying a shift. Generally, rc = 1.4 nm is suffi-
cient to ensure this. However, when considering the Coulomb interaction, while the
potential scales as r−2, the number of atoms at a distance r from any particular
atom (assuming an effectively isotropic system) scales as r2. Thus, electrostatic
interactions have a substantial long-range component which, in using an interaction
cut-off, is neglected. This has the major implication of removing the emergence of
dielectric screening from the system meaning that the effect of atomic charges will
be overstated without proper treatment.
One method for treating dielectric screening is known as the Reaction-Field (RF)
method [179]. In utilising RF, one defines two dielectric constants: r, which de-
scribes the dielectric behaviour within a volume defined by the cut-off radius; and
RF , which defines the dielectric effect within the cut-off volume due to the electro-
statics of the surrounding system. This then results in a simple modification of the
Coulomb potential:
VRF (rij) = f
qiqj
rrij
[
1 +
RF − r
2RF + r
rij
rc
]
. (2.19)
In the above, the constant term which ensures VRF (rc) = 0 has been omitted for clar-
ity. This method is the simplest in dealing with long-range electrostatic phenomena
and, in being simply a linear modification to the potential, has no significant effect
on the simulation scaling. In practice, this method is used with r = 1, representing
a vacuum dielectric environment with local dielectrics emerging from the explicit
short-range electrostatics, and RF defined by the solvent used in the simulation.
Another commonly utilised method for computing long-range electrostatics is
the Ewald summation [180] or, in its more modern and widely utilised formulation,
Particle-Mesh Ewald (PME) [181]. In computing the entire electrostatic behaviour
of a system, one must sum over the paired interactions of all N atoms in the sys-
tem and, in principle, all their periodic images which, as before, is computationally
labourious and can be reduced by restricting this summation to within a cut-off
radius. In recovering the long-range component, the Ewald summation is essentially
applying this technique to treat the long-range electrostatics by first splitting the
summation over all atoms into a short-range sum (defined with r < rc) and a remain-
ing long-range sum. The long-range sum may then be calculated in reciprocal space
utilising a Fourier transform and, given that the dominant high spatial frequency
components are treated within the real-space rc, this summation may then be trun-
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cated to over a small subset of low-frequency components. In practice, the PME
variant of the Ewald summation is used. This variant calculates the Fourier sum
by generating a discrete mesh over reciprocal space and utilising the Fast Fourier
Transform algorithm to increase efficiency.
RF and PME both have significant advantages and disadvantages. The chief
advantage of the RF protocol is that it incurs effectively no excess run-time beyond
standard methods while PME, although a substantial improvement over a direct
Ewald sum, still incurs an, at best, O(N ln(N)) scaling. However, PME is a more
direct and precise treatment which takes into account the actual dynamics of the
system as opposed to an assumption of a uniform dielectric environment.
The choice of each method and the precise domain of applicability is still widely
discussed within MD fields [182–184]. As such, it is not clear a priori which method
is best suited to our work. As the choice of each method cannot be determined
immediately, due to the possibility of effects resulting from different polarities of
solvent, we have performed tests, based on the simulations discussed in Chatper
4, of each method in a variety of solvents. Generally, we find that PME has no
significant effect on the results we obtain. Therefore, we have used the RF protocol
throughout this work. The full details of our tests are provided in Appendix B.
2.1.4 Our approach to parameterisation
A significant portion of the work in this thesis is in establishing a suitable set of force-
field parameters for conjugated molecules. Using polyfluorene and polythiophene
as our test examples, we build a parameterisation scheme based on an accurate
representation of the dihedral angle potentials and the partial charge distributions
of each molecule. In this subsection, we detail the individual aspects which require
parameterisation and the general scheme for implementing a dihedral potential into
the force-field which we build upon in Chapter 3 and Section 4.1, respectively.
The first stage of parameterisation is to incorporate appropriate parameters al-
ready available within the OPLS parameter set. For fluorene, the parameters of
the individual monomer unit are approximated using the available parameters for
biphenyl. The parameters for a monomer of thiophene are available directly from
the virtualchemistry.org database [185,186].
From the basic monomer, the force-field for oligomers is built up using the
monomer parameters. This leaves only the bonds, angles, and dihedrals associ-
ated with the inter-monomer junction between the two units and partial charges to
be parameterised. These dihedrals are shown in Figure 2.5 for a thiophene 2mer
with those of fluorene following analogously.
For fluorene, the inter-monomer bond and angle terms may be taken from the
corresponding OPLS biphenyl parameters. There is no such analogue available for
thiophene. Given the relative rigidity of these degrees of freedom, we utilise the
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Figure 2.5: Sketch and table of degrees of freedom requiring parameterisation when
going from a parameterised thiophene 1mer to a thiophene 2mer (or, analogously,
longer oligomers).
biphenyl parameters also for these terms. As we shall discuss in Chapter 4, these
parameters can be reliably used by modifying the equilibrium angles of these po-
tentials to correspond to minimal values obtained using quantum chemical (QC)
calculations. The improper dihedral terms are taken from the OPLS standard pa-
rameters for improper dihedrals involving conjugated ring carbons.
The required dihedral potential is determined in several stages. The first stage
is to calculate, using QC methods, the total dihedral potential at intervals of 10°
spanning the range 0° to 180°. We denote this as V (φ). This procedure is dis-
cussed in greater detail along with our discussions of QC methods in Section 2.3.4.
This calculation forms a reference potential for the parameterisation. However, this
potential also accounts for terms already described within the force-field, given by
an effective potential VFF (φ) which includes, for example, the contributions from
bond angle terms and long-range interactions within the molecule. As such, V (φ) is
composed of the force-field contribution and the contribution which is to be param-
eterised from the four dihedral functions, VS(φ), such that V (φ) = VFF (φ) + VS(φ).
In order to isolate VS(φ), it is necessary to calculate the contribution from the rest
of the molecular force-field and evaluate the difference between the two. This pro-
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 = V ( ) VFF ( )
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Figure 2.6: The stages of the subtraction procedure for implementing a dihedral
angle potential, V (φ), into an otherwise established force-field. The contribution
from the force-field, VFF (φ), must be subtracted from V (φ) in order to isolate the
required potential for the dihedral terms, VS(φ). In the diagrams, blue lines de-
pict (one of) the inter-monomer dihedral angle terms and red lines are examples
of energetic terms accounted for by the force-field (non-covalent interactions in this
case).
cedure, which has been utilised successfully in other force-field works [132,142,187],
is referred to herein as the “subtraction” procedure and is shown in Figure 2.6.
Before the subtraction procedure can be performed, it is necessary to obtain
partial charges for the molecular system. Again, these are calculated from QC cal-
culations which allow the electronic density to be ascribed to the atomic centres.
The methods for performing these calculations are discussed in Section 2.3.4 and,
along with our calculations of dihedral potentials, a discussion of the results and a
general implementation of these procedures to conjugated polymers forms a signif-
icant portion of the work presented in Chapter 3. For the subtraction procedure,
the partial charges are required so as to represent the Coulomb contribution to the
force-field potential, VFF (φ).
With partial charges in place, the subtraction procedure is carried out by gen-
erating dihedral potentials for the molecule which is fully parameterised apart from
the four dihedral potential terms which are set to zero. From this force-field, we
calculate the force-field dihedral potential, VFF (φ), by, as when calculating V (φ)
from QC, restraining the given dihedral angle at intervals of 10° between 0° and
180° and performing an energy minimisation (discussed in Section 2.2.2) at each
step. The resulting ‘subtracted’ potential, VS(φ) = V (φ)−VFF (φ), is then fit to the
Ryckaert-Bellemans function (Eq. 2.12).
Further details of the subtraction procedure and its results are discussed in Sec-
tion 4.1 and a schematic overview is shown in Figure 2.6. This process generates
the full set of parameters required for MD simulations.
2.2 Performing molecular dynamics simulations
All of our MD simulations and force-field calculations are performed using the Gro-
macs 4.6.3 suite of programs [188,189]. This choice was made due to the wide-variety
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Table 2.1: Table of the phases of an MD simulation: four phases of equilibration
- energy minimisation, NV T equilibration, restrained NPT equilibration, and un-
restrained NPT equilibration - and the full production run. For each phase, the
typical run times are given in terms of simulation time and the run time (on a GPU
node with 12 CPU cores) for thiophene (T) 2mers and 16mers, and fluorene (F)
32mers. (The former and latter are the smallest and largest systems considered in
this work.)
Simulation phase Simulation time (ns) Run time (hours)
T 2mer T 16mer F 32mer
Minimisation N/A ' 0.02 ' 0.1 ' 6
NV T equilibration 0.5 ' 0.03 ' 0.2 ' 10
Res. NPT equilibration 0.5 ' 0.03 ' 0.2 ' 10
Unres. NPT equilibration 10 ' 0.5 ' 4 ' 200
Production 100 ' 5 ' 40 ' 2×103
of available force-field options (such as those listed in Section 2.1) and its wide use in
MD simulation of numerous materials including conjugated molecules [47,141,145].
Particularly, Gromacs is optimised for massively-parallel GPU simulation and is
considered to be one of the fastest available MD packages for GPU-accelerated
clusters (which our primary simulation hardware is). It is worth noting that, as
before regarding the choice of force-fields, many works in MD simulations of conju-
gated polymers have also been performed using other simulation suites such as TIN-
KER [44,93,190] and LAMMPS [140]. The force-fields and methods used throughout
this work are in common with most of these packages and, as such, we believe that
the results we have obtained may be replicable using these packages.
For reference, Table 2.2 gives a breakdown of the various stages of a full MD run
which we discuss in the remainder of this section. Before this, we first describe our
methodology for building conjugated oligomeric geometries and solvated periodic
boxes for simulations. We then go on to discuss key algorithms within Gromacs for
performing simulations such as dynamics integrators, and temperature and pressure
controls. This is followed by an outline of the process of equilibration required to
bring a system to a reasonable equilibrium (which comprises the first four phases
shown in Table 2.2). From here, we discuss the manner in which we generate results
from MD calculations both in establishing appropriate simulation sampling times
and extracting conformational features from output molecular trajectories.
2.2.1 Simulation pre-processing
For both simulations and, as we shall discuss in Section 2.3, quantum chemical cal-
culations, input geometries are generated using a set of polymer generating scripts
which create duplicates of an input monomer translated along the chain axis and
add in dihedral angles and, if necessary, side-chains. Where possible (typically, for
molecules < 16mer in length), these molecules are optimised quantum mechani-
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cally to remove any possible problem forces e.g. those resulting from atoms being
unphysically close together initially.
Simulations are built using the Gromacs functions for generating periodic boxes
and introducing solvent molecules. The former defines the type of box and the
distance between the edge of the box and the molecule. In all simulations, we use
cubic boxes. The distance between the solute and the box is set to 0.7 nm - half
of the cut-off radius rc = 1.4 nm discussed in Section 2.1.3 - to ensure that no self-
interaction between adjacent periodic images is possible. The only exception to this
is in simulating 2mer molecules in which this distance must be increased to 1.2 nm.
This is due to the parallelisation algorithms failing for very small boxes and very
few atoms.
Solvent molecules are introduced to the box using an algorithm which, utilising
a pre-defined, sufficiently large (∼ 1000 molecules), and well equilibrated box of a
given solvent, fills in solvent molecules around the solute. By using a pre-equilibrated
solvent box (see Sections 2.2.3 and 2.2.4), this procedure yields a box close to the
expected solvent density with as few unnatural crystalline features as possible. As
with our algorithm for generating molecules, this generated box serves only as a
starting point for simulation and, by the equilibration methodology we shall de-
scribe in Section 2.2.3, the minor conformational defects which remain following
this procedure are quickly removed.
Following these procedures, an MD simulation is ready to be carried out. Before
continuing to discuss this procedure, it is imperative that we first determine which
of the variety of MD algorithms available are best suited to our simulation.
2.2.2 Simulation algorithms
An idealised MD simulation in an isolated environment needs only, with an appro-
priate force-field, to numerically solve Newtonian dynamics for an entire molecular
ensemble. As such, the basic algorithm underpinning MD simulation is, first, calcu-
lating forces and, thus, velocities based on the force-field and the system coordinates,
then translating the coordinates over a discrete time step according to the calculated
velocities, and repeating. Of course, the key practical difficulties in a production
simulation are in the amount of computational power required and the intrinsic in-
adequacy of a classical representation of a quantum mechanical system. With the
additional caveat of simulating a system in equilibrium with a constant temperature
and pressure environment, these points lead to a series of necessary modifications
to this basic MD algorithm.
Arguably, the most crucial algorithm and variable is the integrator method and
timestep, ∆t, for the Newtonian dynamics. Any numerical differential equation
solver requires a time integration step-size, ∆t, small enough to provide an accu-
rate description of the dynamics. On the other hand, decreasing ∆t leads to a
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proportional decrease in simulation efficiency. Furthermore, there are several inte-
gration methods for the dynamics which, similarly, can be optimised for balancing
simulation efficiency and accuracy.
Beyond the basic MD algorithm, there are a wide variety of algorithms for im-
plementing temperature and pressure coupling. As with integration methods, the
most efficient algorithms can come at the expense of accuracy and identifying how,
if at all, this loss of accuracy manifests in the simulations we perform and, thus, the
optimal algorithm is key to improved performance.
Numerous other algorithms are utilised in a production MD run such as the long-
range electrostatic treatments discussed in Section 2.1.3, algorithms for maintaining
bond lengths such as the LINCS and P-LINCS algorithms [167,168], and algorithms,
such as the Verlet algorithm [178], for maintaining and updating interacting neigh-
bour lists. Along with the references listed, an overview of these and the many
other algorithms often utilised in MD simulations can be found in reference [166].
In this section, we focus on the integrator and environmental coupling algorithms
and present an overview of the basic principles underlying these algorithms and the
optimisation and testing procedures we have carried out.
Integrators for Newtonian dynamics
Of the integrators for Newtonian dynamics available in Gromacs, we use the default
leap-frog algorithm [191]:
r˙i(t+
1
2
∆t) = r˙i(t− 1
2
∆t) +
∆t
mi
Fi(t), (2.20)
ri(t+ ∆t) = ri(t) + ∆tr˙i(t+
1
2
∆t). (2.21)
This integrator, as can be seen from the above, has positions and velocities specified
at different times in all iterations. This may have consequences in systems in which
very tightly controlled energetics are required. In such systems, the Verlet integrator
[192], which recasts the leap-frog algorithm so that the positions and velocities are
specified at the same time step and, therefore, provides a more consistent input to
temperature and velocity scaling, is often required. This integrator is given by:
r˙i(t+ ∆t) = r˙i(t) +
∆t
mi
(Fi(t) + Fi(t+ ∆t)), (2.22)
ri(t+ ∆t) = ri(t) + ∆tr˙i(t) +
∆t2
2m
Fi(t). (2.23)
While the Verlet integrator step incurs approximately the same processing cost as the
leap-frog algorithm, the additional terms in the integration step mean that around
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Figure 2.7: Comparison of time traces of (a) a dihedral angle and (c) a bond angle
between carbons at the intermonomer junction of a dioctyl-fluorene 2mer simulated
in chloroform for integrator step-sizes of ∆t = 0.5, 2, and 4 fs. In (b) and (d), the
absolute error, with respect to the 0.5 fs trace, is given for the dihedral angle and
bond angle, respectively. (Legends in (a) and (b) apply to (c) and (d), respectively.)
twice as many communication calls are required [166] which, for large and highly
parallelised simulations such as ours, is a significant disadvantage. Furthermore, as
the fine details of thermodynamics are not a primary aim of our simulations and,
also, given its succesful use in other MD works of a similar nature [46, 93, 141,193],
we find the leap-frog algorithm to be the optimal compromise.
Due to the implementation of constraints on bond-stretching terms (typically of
vibrational period T ∼ 10 fs), the highest frequency vibrations present in a simula-
tion are the bond angle terms (T ∼ 50 fs). As such, it follows that a suitable inte-
gration timestep would be ∆t ∼ 1 fs with values of 1 fs and 2 fs common in other MD
works [46,47,93,141–143]. In order to obtain an optimal value of ∆t, we performed
simulations with no temperature or pressure coupling (NV E ensemble simulations)
with varying values of ∆t. With no external coupling, the simulation dynamics are
entirely deterministic and lead to comparable trajectories. In Figure 2.7, it is seen
that the trajectories for an example dihedral angle and bond angle, each taken at the
intermonomer junction of a dioctyl-fluorene 2mer, are near-identical over the course
of 1ps with absolute errors in the range of 1°-2° between each trace. In contrast, an
integrator step of 4 fs leads to the propagation of significant errors which are 3°-4°
after 0.5 ps and as high as 5° for the bond angle and 10° for the dihedral angle after
1 ps.
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Note that a typical simulation run is over 100 ns so the correspondence of these
trajectories over only 1 ps is not fully indicative of the stability of the integrator
over simulations of 10-100 ns in length. However, in production simulations with
temperature and pressure coupling (as discussed later in this subsection), consistency
is only required over this time-scale due to, in particular, the randomisation of
velocities over a temperature coupling step ∼ 0.1 ps. Therefore, fully deterministic
dynamics only ever occur over this timescale. With this point and the results shown
in Figure 2.7 in mind, it is evident that 2 fs is a sufficiently small and accurate
integration timestep.
Temperature and pressure scaling
In order to bring into effect any temperature or pressure scaling, one must first
form a definition of each which can be extracted from the simulation state. The
instantaneous, simulation temperature, T , is defined based on the relationship be-
tween kinetic energy, EK , and temperature in analogy with the equipartition of
energy [194]:
EK =
1
2
NdkBT =
1
2
N∑
i
mi|r˙i|2, (2.24)
with N the number of atoms in the simulation and Nd the number of degrees of
freedom available. Eq. 2.24 reduces immediately to the standard definition of en-
semble temperature upon averaging over all states. In defining temperature in this
way, it follows that an external source of heat may be coupled to the system via
modification of a suitable sample of the system velocities.
To mediate the modification of velocities, we use the velocity-rescale thermostat
[195]. This is a modified version of the Berendsen thermostat [194] whose basic
operation is in modifying the simulation temperature T to the reference temperature
T0 after an an interval τT as:
dT
dt
=
T − T0
τT
. (2.25)
The modifying interval τT can be viewed as a coupling constant which controls the
influence of the external environment over the simulated system. The modification
of the system temperature is performed by a uniform scaling of all velocities in the
system. With the velocity rescale thermostat, the basic scaling of Eq. 2.25 is used
along with an additional stochastic noise term so as to avoid suppressing fluctuations
entirely. (For a full discussion of this point, see reference [195].)
This simple form of thermostat, even with the modification of preserving the
kinetic energy distribution, is not fully capable of perfectly describing the internal
thermodynamics of all systems. The failing of this method is in controlling temper-
ature often too tightly and not allowing for the natural thermal fluctuations in the
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system. Examples of approaches which can improve this are thermostats are the
Nose´-Hoover (NH) [196, 197] and Andersen [198] thermostats. The NH thermostat
is often used in simulations of conjugated polymers though we find that adding this
additional complexity to temperature control yields insignificant differences in our
results. However, it is, as with the choice of integrator algorithm, noted that this
may not be true if one is interested in strictly thermodynamic properties.
Given the definition of a system boundary, the simulation pressure can be defined
using an instantaneous version of the virial equation [194].
P =
1
3V
(
N∑
i
mi|r˙i|2 +
N∑
i
N∑
j<i
rij · Fij
)
. (2.26)
The first term on the R.H.S. of this definition is related to the kinetic energy and,
therefore, the simulation temperature. The second term is the virial of the system.
Again, averaging over Eq 2.26 returns the usual definition of the virial equation [113].
The definition given here is also simplified due to our use of isotropic systems. Also,
this definition is a modified variant for use with a pair-wise force-field in which
rij ≡ rj − ri and Fij ≡ ∂Vij(rij)/∂rij are easily accesible.
The variable used for rescaling pressure is the system volume which is controlled
by rescaling the box vectors accordingly. This is mediated by the Berendsen baro-
stat [194], which, as its name suggests, performs in an analogous manner to the
thermostat of Eq. 2.25 for a simulation pressure, P , reference pressure, P0, and cou-
pling interval, τP . For an isotropic system, the box vectors are scaled uniformly in
order to return the system pressure to its equilibrium value.
As with the Berendsen and velocity-rescale thermostats, the Berendsen barostat
is a simplified barostat which suppresses fluctuations in the system. However, as
with the simplified thermostat, we find this barostat equivalent in accuracy to, as an
example, the Parrinello-Rahman barostat [199, 200] with fewer complications (such
as simulations crashing in the equilibration phase).
In all our simulations, we use a τT = 0.1 ps and τP = 0.4 ps. These values are
recommended by the Gromacs program in combination with our choice of integrator
step-size and neighbour searching frequency though, given our choice of thermostat
and barostat, varying them has little effect on the resulting accuracy or efficiency.
Further details of our tests of the velocity-rescale and Nose´-Hoover thermostats, and
Berendsen and Parrinello-Rahman barostats are provided in Appendix B.
Having discussed our use of thermostats and barostats in controlling temperature
and pressure, and, thus, controlling the system equilibrium, we can now proceed to
detail the process of achieving equilibrium in a simulation: the process of equilibra-
tion.
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2.2.3 System equilibration
A full production MD simulation aims to simulate a molecular system such that the
system’s temperature and pressure are in equilibrium with an external environment.
As an MD algorithm is based on solving the exact Newtonian dynamics, an addi-
tional conserved quantity is the particle number. As such, a simulated system is an
NPT ensemble: a constant particle Number, P ressure, and T emperature ensemble.
Other than N , these quantities are not conserved intrinsically by Newtonian dy-
namics, where the dynamics are instead representative of an NV E ensemble. With
the temperature and pressure coupling techniques described above, it is possible
to modify the dynamics so as to simulate an effective pressure and temperature.
However, this does not automatically qualify an NPT ensemble. To do so, the sys-
tem must be brought to an equilibrium within the NPT ensemble. This process, a
necessary requirement in utilising MD simulations, is known as equilibration.
The primary function of an equilibration procedure is to allow dynamics to run
in an NPT setting for a period of time before performing a full MD run. If this time
is long enough, the system dynamics will naturally progress towards an equilibrium
state. This equilibrium state is thus representative of a natural system and, as a
result, statistical properties may be reliably extracted.
The process of equilibration is not quite as simple as that described previously.
An initial condition generated for a simulation, even if generated in a ‘sensible’
manner, is not necessarily a stable arrangement in an NPT ensemble. If one were
to immediately switch on pressure and temperature coupling, the simulation may
immediately breakdown as a result of dealing with potentially unphysical forces and
trying to balance both temperature and pressure simultaneously. It is, therefore,
necessary to treat equilibration more carefully.
Equilibration is generally split up into four stages. The first is an energy min-
imisation process. This process aims to remove ‘bad’ forces and local configurations
from the initial system by finding, ideally, an energetic minimum or, more often, a
local minimum or near-minimum.
The second stage involves restraining the solute molecule (in our case, the con-
jugated oligomer) and applying temperature coupling; thus generating an NV T
ensemble and beginning the restrained NV T equilibration phase. This is followed
by a restrained NPT equilibration phase with pressure coupling applied. In these
phases, the solute restraints allow the solvent to find a stable equilibrium gradually
without the added complication of the solute dynamics.
Removing the solute restraints brings the procedure into the final stage: unre-
strained NPT equilibration. Over the course of this phase, the solute is free to
assume a more stable and statistically likely conformation. This is generally the
longest equilibration phase and, upon stabilisation, forms a fully equilibrated dy-
namical system.
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Energy minimisation
The first step in an MD run is an energy minimisation step. This step ensures that
the initial configuration of molecules in an energetically stable configuration and
won’t, upon initiating dynamics, enter into any unphysical configuration. Two basic
algorithms available in Gromacs are the steepest-descent and conjugate gradients
algorithms; details of which are available in the Gromacs manual [166].
For our pre-simulation energy minimisation, we use the steepest-descents algo-
rithm, which is formulated by evaluating forces on each atom at each step and shift-
ing the atomic coordinates in the direction of the force. A tolerance of 10 kJ/mol nm−1
on the maximum force was used with an step size 0.01 nm. For the majority of sim-
ulations, this resulted in a minimisation which converged to machine precision.
For force-field minimisations on individual geometries, for the use in comparison
with quantum chemically obtained geometries (Chapter 4), the steepest descent
method was not always capable of providing sufficiently converged geometries. For
these minimisations, we utilised the conjugate-gradients approach with the same
tolerance and step size as with the steepest descents approach.
Restrained NV T Equilibration
In defining NV T equilibration, we observe the stability of temperature over the
course of a restrained NV T run based observation of the temperature trace. In
the case of our longest simulations, 32mers of thiophene and fluorene molecules,
the simulation time required to stabilise temperature is '100 ps with a standard
deviation '5 K (' 2%) based on a Gaussian fit to the temperature distribution.
For absolute certainty, we use an NV T equilibration time of 500 ps in all runs.
Restrained NPT Equilibration
NPT equilibration can be gauged using two metrics: The first is, in analogy with
NV T equilibration, obtaining a trace of the simulation pressure. However, pressure
fluctuations are often large (with a standard deviation of ∼ 200 bar based on a
Gaussian fit to the pressure distribution) even for a well equilibrated system and
can only be properly analysed by performing running averages. We find that a more
intuitive method is using the time-trace of the box volume. As the pressure of the
system is scaled primarily through rescaling the box, the convergence of the box
volume is an indicator of stability of pressure.
As an example, the the leftmost columns of Figure 2.8 depict the traces of the
box volume in the restrained NPT equilibration step of a 2mer, 16mer, and 32mer
(Figure 2.8(a), (c), and (e), respectively) of hexyl-thiophene in chloroform. In all
cases, there is a considerable decrease in box volume in the initial (∼ 50 ps) phase
of the run which becomes effectively, but not perfectly, stabilised. Regardless, this
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Figure 2.8: Scaling of box volume as a function of time for a 2mer ((a) and (b)),
16mer ((c) and (d)), and 32mer, ((e) and (f)) of hexyl-thiophene in chloroform.
The left panels are taken from restrained NPT equilibration and the right from
unrestrained NPT equilibration.
initial rapid decaying phase is the most crucial element of this procedure as it elimi-
nates the major remnants of the solvation procedure (see Section 2.2.1). Given that
further NPT equilibration is performed with a relaxed solute, an initial phase of
500ps is satisfactory and ensures proper running of a production simulation.
Unrestrained equilibration
The final phase of equilibration, unrestrained equilibration, is another phase of NPT
equilibration with restraints removed from the solute molecule. This phase allows
the molecule to find an appropriate starting configuration and fully equilibrates
the molecule-solvent system. Following the minimisation procedures, the solute
effectively always starts in a low-entropy, minimised state - a fully-extended, straight
molecule - and tends to a more statistically-probable disordered conformation over
the course of unrestrained dynamics. In doing so, the solvent itself continually re-
adjusts around each succesive change in the solute conformation. As such, both
the solvent and solute are equilibrating with each other and the environment. As
is seen from the rightmost panels of Figure 2.8, this results in a slow component of
convergence in the box volume.
As demonstrated in Figure 2.8, the convergence of the 32mer (f) is considerably
longer (∼ 5 ns) than for the 16mer (d) (∼ 2 ns) and the 2mer (e), which is converged
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from the restrained equilibration. This follows intuitively from considering that the
minimal (straight) configuration of a longer molecule, with greater conformational
freedom, is far less representative of a physically realistic, dynamical conformation
than that corresponding to a shorter molecule. That the restrained 2mer requires
effectively no further equilibration serves as an example of this point given that a
2mer system does not exhibit any notable conformational freedom beyond dihedral
rotation.
Based on this analysis, we deem that 10 ns of unrestrained equilibration is suffi-
cient to ensure, after energy minimisation and 500 ps of both restrained NV T and
NPT equilibration, a fully equilibrated system. With this procedure in place, we
now go on to briefly discuss the use of solvents as the final requirement for performing
full production MD simulations.
2.2.4 Solvent parameters
Due to its major application area being in biomolecular simulation, the default
solvent of Gromacs is water and has a number of built in models for water solvation.
Water, however, is not a relevant solvent for organic electronics. Water, as is shown
as an extreme example in our simulations in Section 4.2.2, is a very poor solvent
for conjugated polymers. Commonly used solvents for these materials are generally
organic solvents with significantly lower polarity than water such as chloroform,
tetrahydrofuran (THF), and toluene. In this work, we utilise these three solvents
along with methanol and water. Barring water, these solvents are simulated using
the parameters available from the virtualchemistry.org database [185,186]. Each of
these solvent molecules has been parameterised independently based on calculations
of quantities such as density, surface tension, and isothermal compressibility and
compared with experimental values.
As a confidence check, we have reproduced the densities of these solvents, as
calculated by Caleman et al [185], utilising our own simulation methodology. These,
along with the experimental values available from Yaw [201], are displayed in Table
2.2.4. In all cases, there is very good agreement between our values and the others.
All of the above solvents are utilised in probing solvents effects in 2mers. In
approaching longer chains, it becomes computationally prohibitive to use any solvent
other than chloroform. Chloroform, while having a higher mass density than the
other solvents listed, has a lower density of atoms in total. As such, solvation with
chloroform yields a decrease in required computation time of a factor of ' 2 due to
the reduction in the number of differential equations which are required to be solved.
As THF is, to a certain extent, a more common solvent for conjugated polymers
and, particularly, the solvent of choice in our experimental comparisons in Chapter
4, we also utilise THF for longer molecules wherever possible though for a system
as large as a fluorene 32mer (with ∼ 2 × 105 solvent molecules required for dilute
58
Chapter 2: Molecular dynamics and quantum chemical methodology
Table 2.2: Comparison of solvent density, ρ, computed using our simulation method-
ology, computed by Caleman et al [185] using the same parameters, and experimen-
tal values taken from reference [201]
ρ (kg m−3)
This work Caleman et al [185] Experiment [201]
chloroform 1401.6±3.9 1372.8±0.3 1479.5±0.5
THF 862.1±1.0 858.5±0.1 881.9±2.6
toluene 870.8±0.8 863.0±1.7 871.8±0.1
methanol 779.1±0.4 786.9±0.3 776.5±0.2
simulation) doing so is unfeasible.
2.2.5 Sampling intervals and simulation lengths
A final point to be analysed for running simulations is the required sampling inter-
val, τS, which allows us, in turn, to formulate an idea of how long a simulation is
required to run. If τS is too small, the statistics generated from a simulation would
contain highly correlated data points. This correlation implies that each point is not
statistically independent and, as such, a large proportion of the output data will be
superfluous. As such, the choice of τS should be made so as to minimise both the
computational expense of over-sampling the simulation as well as the total run-time
by avoiding under-sampling.
We determine τS by calculating the auto-correlations, A(τ), of time traces of a
given property, P (t), from a simulation:
A(τ) =
∫ T
τ
dt p(t)p(t− τ)∫ T
τ
dt (p(t))2
; p(t) ≡ P (t)− 〈P (t)〉, (2.27)
where T is the total time of the simulation, τ is the lag-time, and the angle brackets
denote an average over all time frames of a given simulation. As with tangent-
correlation functions (discussed in Sections 1.2 and 2.2.6), a correlation time can be
defined based loosely on a monoexponential decay. In Figure 2.9, this correlation
time can be characterised by the values at which A(τ) ' e−1. The properties
displayed are the total energy, end-to-end length, and intermonomer dihedral and
bond angles calculated from a 16mer of hexyl-thiophene in chloroform.
The total energy has a short correlation time of ∼ 1 ps which can be expected
as it is a sum over the essentially random contributions of the ∼ 104 atoms in the
system. As such, in instances when energy sampling is important (which, in this
work, is only in defining the temperature and pressure dynamics), τS must be of
this order. Conformational properties display correlations which persist for around
20− 40 ps. This defines an upper-bound on τS for production simulations. To avoid
under-sampling, we choose τS = 10 ps for a sampling interval. We also use this value
of τS for thermodynamic sampling in production runs.
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Figure 2.9: Autocorrelations of properties of a 16mer of hexyl-thiophene in chloro-
form. The black, dashed line indicates the value e−1. The bond and dihedral angle
autocorrelation functions are averaged over the 15 functions for each inter-monomer
junction in the 16mer.
Based on an appropriate sampling rate, we determine the required run-time of
simulations based on the convergence of distributions arising from the properties we
detail in the following subsection. In almost all cases, distributions of geometrical
properties are converged after 100 ns. The only exception to this is in the end-to-end
length distribution of fluorene 32mers which we discuss in Section 4.3.2. Accordingly,
we perform all simulations over the course of 100 ns unless otherwise noted.
2.2.6 Simulation post-processing
The first stage of simulation post-processing involves extracting the molecular con-
formation trajectory from the output binary files. This is performed using built-in
Gromacs commands which remove all solvent atoms and reposition the molecule if
it is spread over more than one periodic box for all frames. From this trajectory, all
of the simulation results presented in Chapter 4 can be extracted and, in turn, the
geometries used for ensemble spectra calculations in Chapter 5. What follows is a
description of the methods used to extract these features.
Dihedral angles
We define the dihedral angle, φi, between units i and i + 1 in a chain using the
positions of four of the atoms at the intermonomer junction which are labeled in
Figure 2.10(a) and (b) for 2mers of fluorene and thiophene respectively. As the
conjugated monomers are near planar at all times, this measure is essentially the
same as taking the dihedral angle between the actual planes of the entire monomer
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Figure 2.10: (a) and (b) Schematic of the four atoms used for dihedral angle calcula-
tions in 2mers of fluorene and thiophene respectively. (c) Schematic of the dihedral
angle calculation for a thiophene 2mer.
units. With our full parameterisation in place (following the results Section 4.1), we
find that any of four suitable combinations of four atoms is appropriate.
Figure 2.10(c) depicts the calculation of a dihedral. If each atom i of the four
has a position xi and atoms {1,2,3} are assigned to the plane α and {2,3,4} to plane
β, the dihedral angle is formulated by taking finding the normal vector, nα and nβ,
for each plane:
nα = (x2 − x1)× (x3 − x2) (2.28)
nβ = (x3 − x2)× (x4 − x3). (2.29)
As the normals are both rotated by pi/2 in the same direction from the orientation
of their respective planes, the angle between them is equivalent to the dihedral angle
in the standard convention. As such:
cos(φ) = − nα · nβ|nα||nβ| . (2.30)
The negative sign on the R.H.S. is in place to return a dihedral in the polymer
convention (as discussed in Sections 1.2). In obtaining φ by applying an inverse
cosine function, we do not distinguish between dihedral angles of values φ and pi−φ
as, given the symmetry of each molecule about pi, they are representative of an
effectively identical conformation. This results in an effective doubling of the sample
size of a given run. This procedure is used for all calculations of dihedral angle
distributions presented in this work.
Bond angles
To calculate bond angles, we first assign a tangent vector, vi, to each unit, i, taken
between the end carbons. This is shown for an example fluorene oligomer in Figure
61
Chapter 2: Molecular dynamics and quantum chemical methodology
~v0
~v1
~v2
~v3
✓0 ✓1
✓2
 2
 1
 0
~v1
~v2
~v0
~v0
~v0
~v0
~v1
~v2
~v3
~v0
(a) 
(b) 
Figure 2.11: Schematics of the definitions of (a) the bond angles, θi, and (b) the
tangent angles, γi, in a 4mer of fluorene.
2.11. For thiophene, this vector is defined in a similar manner using the 1 and 4
position carbons which are typically bound to the neighbouring units in the oligomer.
We define the bond angle, θi, by the angle between vi and vi+1. This is depicted
schematically in Figure 2.11(a) and represented mathematically by:
cos(θi) =
vi+1 · vi
|vi+1||vi| . (2.31)
While this definition discards variations in the angle between the intermonomer bond
and monomer vector, we believe this incurs no loss of generality while significantly
simplifying the definition.
Tangent-correlation functions
As described in Section 1.2, tangent-correlation functions, A(∆n) are generally for-
mulated by averaging over the dot product of a given tangent vector and another
tangent vector ∆n units away. This is shown schematically in Figure 2.11(b). Using
the same tangent vectors defined previously for bond angles in Eq. 2.31, we define
the tangent-correlation function as:
A(∆n) =
〈〈vn · vn+∆n〉〉
〈〈vn · vn〉〉 = 〈〈cos(γ∆n)〉〉. (2.32)
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In this definition, the double angular brackets denote an average over simulation time
(i.e. over all samples) as well as an average over all possible n. In averaging over all n,
we both eliminate the effects of the chain ends as well as significantly increasing the
sample size. However, the increase in the sample size is skewed towards lower values
of ∆n due to the greater number of data points available for lower separations. For
N units, the number of data points for a separation ∆n scales as N −∆n. As such,
smaller ∆n values are significantly better represented than larger ones. Due to this,
we generally truncate the correlation function at ∆n = N/2 units. As we discuss
in Section 4.3.1, in obtaining persistence lengths, which are effectively correlation
lengths obtained by fitting A(∆n) to a mono-exponential function, this procedure
generally leads to better fitting and a clearer result.
End-to-end lengths
The end-to-end length, L, is calculated by taking the positions of the first and last
carbons, xf and xl respectively, of the molecule for a given sample and finding the
length of the vector between them:
L = |xl − xf |. (2.33)
Often, the end-to-end length is scaled by the maximum possible chain length,
Lmax = Nl, to allow for comparisons of different molecules and chain lengths. We
define l as the average length of a monomer from a simulation, lm, based on the
previously defined tangent vectors and the average length of the C-C bond between
two monomers, lb, which is effectively constant due to constraints. We then define
the relative end-to-end length, r, as:
r =
L
Nl
. (2.34)
This definition is is interpreted by noting that r = 1 represents a fully-extended
chain; r = 1/2 is a significantly folded chain; and r = 0 is a closed-loop chain.
2.3 Quantum chemical calculations
As noted in Section 1.3, the MD simulation method is powerful due to its approxima-
tion of the quantum mechanical nature of matter by classical force-fields. However,
as the simulations are classical, any fully quantum mechanical properties, such as
those concerned with electronic dynamics, cannot be obtained using MD simula-
tion alone. Particularly, one cannot obtain any insight into a simulated system’s
optical properties without invoking a quantum mechanical treatment. Furthermore,
the classical force-fields which govern the nuclear motion cannot be derived without
recourse to the quantum mechanical nature of electrons. In this section, we discuss
a portion of the numerous quantum chemical (QC) calculation methods - methods
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concerned with calculating molecular quantum mechanical properties - and how they
are utilised in this work.
In all varieties of quantum chemistry, the primary objective is to solve the
Schro¨dinger equation with a given Hamiltonian, Hˆ, for a multi-electron wavefunc-
tion, Ψ, and electronic total energy, E:
HˆΨ = EΨ. (2.35)
In the Born-Oppenheimer approximation, which allows for the separation of the elec-
tronic and nuclear dynamics, the basic, general form of the electronic Hamiltonian,
Hˆe, for a system of M atomic nuclei and N electrons is stated as:
Hˆe = Tˆe + Vˆne + Vˆee + Vˆnn, (2.36)
Tˆe ≡ − ~
2
2me
N∑
i=1
∇2, (2.37)
Vˆne ≡ − e
2
4pi0
N∑
i=1
M∑
A=1
ZA
|RA − ri| , (2.38)
Vˆee ≡ e
2
4pi0
N∑
i=1
N∑
j>i
1
|ri − rj| , (2.39)
Vˆnn ≡ e
2
4pi0
M∑
A=1
M∑
B>A
ZAZB
|ri − rj| . (2.40)
In the above, the Tˆe term denotes the electronic kinetic energy and the Vˆne, Vˆee
terms are the Coulomb potential energy terms for nucleus-electron, and electron-
electron interactions; Zm is the atomic number of atomic centre m; and Rm and
rn are the positions of atomic centre m and electron n, respectively. Contributions
from the nuclear-only terms are constant for a given molecular geometry and the
nuclear kinetic energy term, Tn, is neglected.
The task of directly solving the Schro¨dinger equation with such a Hamiltonian
is practically impossible as soon as one starts to consider more than a handful of
electrons. By contrast, even the smallest of molecules will contain upwards of 50
electrons. As such, even for very small molecules, attempting to find a complete
solution of the Schro¨dinger equation is impossible.
The utility of QC algorithms is in the ability to address this problem in different,
limited regimes which allow for approximative solutions. These range from ab-
initio methods, such as expansions in perturbation and coupled-cluster theory, which
classify the problem as a series expansion which may be truncated at the required
level; to semi-empirical models, such as the Austin models; and density functional
theory (DFT), which invokes the one-to-one correspondence of the ground-state
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energy and electron density of a system [135]. Each of these is solved numerically
by first defining an appropriate linear combination of electronic functions - a basis
set - which spans a region of the space of all possible electronic states in the system.
The remainder of this section outlines the relevant aspects of QC methods which
are utilised in this work. First, we discuss the basis set concept and the various ways
in which basis sets are defined. We then go on to discuss how one approximates
the Schro¨dinger equation by first discussing ab-initio methods and then focussing
on DFT methods. Both of these classes of methods have found use in the field of
conjugated polymers. While at certain stages, such as in Chapter 3, we utilise ab-
initio methods, the majority of QC work carried out here utilises DFT. As such, we
pay greater attention to discussing DFT algorithms and the various aspects involved
with them.
2.3.1 Basis sets
Any solution of the Schro¨dinger equation for a molecular system yields a set of eigen-
functions known as molecular orbitals (MOs), which are occupied or unoccupied by
the system’s electrons, and their associated energy eigenvalues. To obtain the energy
eigenvalues numerically, it is necessary to first obtain the MOs of the system. Taking
a linear combination of atomic orbitals (LCAO) approach and including all possible
atomic orbitals, it is, in principle, possible to determine the MOs exactly and, thus,
the physics of the system. However, as the space of atomic orbitals is infinite, this
is practically impossible. In practice, it is necessary to use a reduced combination
of functions representative of the atomic orbitals with the number and type of func-
tions used depending on the system and the physical properties in question. This
reduced set is known as a basis set.
The completeness of a basis set is crucial in obtaining consistent results from QC
methodology. A basis set which is so incomplete as to significantly under-represent
the MOs involved in a given physical property will lead to large artefacts in a
calculation. One prominent example of this is basis set superposition error (BSSE)
[135, 202]. BSSE generally occurs as a result of an incomplete basis set failing to
account for the higher-lying states which are important in describing the interaction
between different parts of a molecule or two distinct, interacting molecules. In
this instance, the under-representative basis set leads to these interactions being
described by an effective sharing of basis set functions which, in turn, bring the
interacting parts closer together and over-estimate the strength of the interaction.
While there are means of approximating and correcting for this error (such as the
Counterpoise procedure [135]) for cases where the necessary basis set would be
computationally prohibitive, it is always best, in the first instance, to assess whether
the use of a basis set which minimises these types of errors is feasible.
Molecular basis sets comprised of a combination of Gaussian-type functions cen-
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tred around the atomic nuclei are widely used due to their relative ease of compu-
tation [135]. The most rudimentary of these types of sets is the STO-nG family
of basis sets. These form a minimal basis set - a basis set which aims to define
one MO per valence electron - and ascribes n functions to each MO by fitting to
the more physically realistic Slater-type orbital (STO). Minimal basis sets are only
of particular use in the simplest of systems, such as monatomic hydrogen, as it
is almost always necessary to consider further extended basis sets which include a
greater number of functions which can allow higher lying orbitals to enter into, for
instance, molecular bonding [135]. Extended basis sets are known as n-tuple zeta
sets where there are n times as many functions as the corresponding minimal basis
set.
The Pople, or k-nm, basis sets form a practical double zeta (DZ) expanded
basis set and are prevalent in quantum chemical work [203–212]. These split the
increase in the number of functions according the role of the given orbital in a
particular atom: k Gaussians are used to describe each of the inner core orbitals;
and functions comprised of n and m Gaussians for the outer valence orbitals. In
forming this partition of the number of functions, fewer functions are required to
form an effective DZ set. This formalism may be further extended to effective triple
zeta, k-nlm, basis sets and so forth in a similar manner.
The Pople basis sets, along with the majority of other basis sets, may be further
modified by the inclusion of polarisation and diffusion functions. Polarisation func-
tions, denoted in the Pople sets by one or two * symbols, e.g. 6-31G*, are added
to account for the possibility of a given atomic orbital to be biased from its central
position and allow for greater freedom in the shapes assumed by the orbitals. Dif-
fusion functions, denoted in the Pople sets by one or two + symbols, e.g. 6-31+G,
are highly spread functions which are of particular importance in systems with large
charge re-arrangement properties e.g. anionic systems.
While it is true that an increase in the number of basis functions will increase
the accuracy of a given method, it is not always straightforward to extrapolate to a
complete basis set (CBS) limit using Pople basis sets based on a series of increments
in the basis set size. One family of basis sets designed with this extrapolation
procedure in mind is the Dunning-Huzinaga correlation-consistent - valence N -tuple
zeta (cc-VNZ) family, particularly with added polarisation functions (cc-pVNZ) or
polarisation and diffuse functions (aug-cc-pVNZ) [213]. These basis sets allow,
in principle, for a systematic convergence with increasing order of N . As such,
they can be utilised for obtaining a good estimate of the CBS limit of a given
calculation [157,213].
Throughout this work, we utilise the Pople and cc basis sets for all QC calcula-
tions. For each variant of calculation, it is generally necessary to experiment with the
basis sets used and we shall detail these appropriately along with the corresponding
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calculations.
2.3.2 Ab-initio methods
While it is true that the size of a basis set is a major factor in the accuracy of
a calculation, its effect is often dependent on the calculation method employed.
The first class of QC calculation methods we discuss are those known as ab-initio
methods [135, 214–218]. These methods gain their name from being based on some
form of direct approximation to the full Schro¨dinger equation which, upon increasing
order of approximation, may be extrapolated to a full and exact solution. The
original ab-initio method is the Hartree-Fock (HF) method [135]. This method solves
the QC problem based on the Hamiltonian of Eq. 2.36 with a trial wavefunction
which neglects the effects of electronic correlation. In essence, it is a mean-field
representation of the molecular system.
The HF method utilises a single, N -dimensional Slater determinant representa-
tion of the molecular wavefunction, Φ0, based on the N occupied MOs, φi [219].
This representation ensures the antisymmetry of the wavefunction under electronic
exchange as is required for fermions. Denoting an electron with position ri occupying
the spin-orbital φj as φj(ri), the Slater determinant is given by:
Φ0 =
1√
N !
∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ2(r1) . . . φN(r1)
φ1(r2) φ2(r2) . . . φN(r2)
. . . . . . . . . . . .
φ1(rN) φ2(rN) . . . φN(rN).
∣∣∣∣∣∣∣∣∣∣
(2.41)
From this, the HF algorithm is established by, through the course of utilising La-
grange multipliers, first defining the Fock operator [135] for the molecular orbital φi.
Each Fock operator contributes to a matrix spanning all of the system electrons. By
diagonalising the corresponding Fock matrix, the eigenfunctions of this matrix may
then be used to determine a new Fock matrix which, in turn, sets up a self-consistent
iterative scheme by which to solve the problem.
In utilising only a single Slater determinant, the HF approach is a mean-field
approach which represents the averaged effect of electrons occupying states up to
the highest occupied MO. As such, the features of electronic correlation are entirely
neglected. In order to fully account for electron correlation, it is necessary to gener-
ate excited Slater determinants which take into account the possibility of occupation
of molecular orbitals higher than φN . The lack of a description of electronic correla-
tion in the HF theory generally yields a total electronic energy higher than the exact
energy. As such, the HF method generally serves as a reference for more accurate
descriptions of the electronic behaviour provided by post-HF methods.
The most straightforward of the post-HF methods is the configuration inter-
action (CI) [135]. This directly follows the procedure of expanding the electronic
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wavefunction, denoted as ΨCI , as combination of excited Slater determinants:
ΨCI = a0Φ0 + aSΦS + aDΦS + aTΦS + . . . . (2.42)
In Eq. 2.42, Φ0 represents the HF wavefunction and the subscripts S, D, etc. refer to
singly, doubly, etc. excited Slater determinants. The summation over combinations
of these determinants is omitted for clarity.
This forms, perhaps, the most natural expression of the electronic wavefunc-
tion and yields the advantage of being highly accurate but also the disadvantage
of being computationally prohibitive for all but the smallest of systems. This is
true even when truncating the expression to include only singly and doubly excited
determinants.
Post-HF expansions are generally expressed as expansions similar to that of Eq.
2.42 which may then be truncated for practical use. In forming the CI expansion
of Eq. 2.42, this truncation is performed across the groupings of excited Slater
determinants. However, it is possible to gain significant advantages by generating
different expansions which may be truncated in a manner more suitable to the given
system. Two common examples of this type of method, which have been utilised in
other works [93,157,220] to determine dihedral angle potentials and in this work to
serve as reference potentials, are the Møller-Plesset perturbation theory (MP) and
coupled-cluster (CC) methods which we discuss now.
Møller-Plesset perturbation theory methods
Møller-Plesset perturbation (MP) theory [135,215,216] addresses the quantum chem-
ical problem by applying perturbation theory:
Hˆ = Hˆ0 + λVˆ . (2.43)
In the context of MP theory, Hˆ0 is the ‘unperturbed’ Hamiltonian comprised of a
sum over Fock operators [135, 215, 216]. With the perturbation, Vˆ ≡ Hˆ − Hˆ0, MP
theory may then be formed to orders in a perturbation expansion in λVˆ which are
denoted as MPn for nth-order. The resulting wavefunction, ΨMPn, is given by:
ΨMPn =
n∑
i=0
λiΦi. (2.44)
Again, Φ0 is the HF wavefunction. A full, i.e. infinite, MP expansion is equivalent
to the full CI. As with the CI expansion, in practice, the MP expansion is truncated
only now in orders of the perturbative contributions to the system wavefunction and
energy. In this formulation, the MP0 contribution returns an energy which is the sum
over the energies of each occupied MO and including the MP1 corrections leads to
the HF energy. The first meaningful contribution from MP theory is at second order
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(MP2). Further details of this procedure may be found in references [135,215,216],
and, for general perturbation theory, in reference [221].
The advantage of the MP expansion is that MP2, in many cases, accounts for
a large fraction of the missing correlation energy. This means that MP2 is widely
used across QC work generally as well as in conjugated polymers. In many cases,
extending to MP3 and MP4 does not yield significantly different results though
does lead to a substantial increase in computational expense. However, it has been
demonstrated [93, 202, 220] that MP2 methods can also be sensitive to BSSE and,
in calculating dihedral potentials for thiophene 2mers, Dubay et al [93] found it to
require basis sets as high as quadruple-zeta.
In Section 3.1.1, we calculate dihedral potentials using MP2 as a reference for
obtaining an optimal calculation method. These calculations were carried out by
our collaborator Peter Repiˇscˇa´k using the Molpro 2012 program [222,223].
Coupled-Cluster methods
Coupled-Cluster (CC) methods [135, 217, 218] involve expressing the system wave-
function in terms of the cluster operator Tˆ which contains the amplitudes for single,
double, triple etc. excitations:
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 + . . . (2.45)
Utilising this operator, the CC wavefunction, ΨCC , is written in terms of the HF
wavefunction, Φ0, as:
ΨCC = e
TˆΦ0. (2.46)
In representing the exponential operator by a Taylor expansion and grouping the
orders of excitation, this method returns the full CI. In the CC representation,
truncation is performed in orders of the cluster operator. For example, in the most
common case this truncation is performed using only single and double excitations
with Eq. 2.45 becomes Tˆ = Tˆ1 + Tˆ2. This is referred to as CCSD.
This CCSD formulation of the QC problem has proven to be widely successful
[218]. In particular, the CCSD(T) method, which modifies CCSD by including the
effect of the Tˆ3 operator in perturbative manner, is widely utilised as a benchmarking
method in the limit of a large basis set. As a notable example, this method was used
by Bloom and Wheeler [157] to calculate dihedral potentials in thiophene 2mers
which serve as the highest quality calculation of this potential available to date.
However, even at the CCSD and CCSD(T) levels, the computational power required
is often prohibitive for all but the smallest molecules. Furthermore, as has been
shown in other works and discussed in Chapter 3, the CCSD(T) method is prone to
BSSE and requires a large (often up to quadruple zeta) basis set to return converged
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results [157, 220]. Again, this adds to the computational cost of the method and,
as a result, makes it prohibitive for calculations of molecules much greater than, for
example, thiophene 2mers.
Given this domain of applicability, we have utilised this method as a means of
calculating dihedral energetics as a reference for other methods. As with MP2, these
calculations were carried out by Peter Repiˇscˇa´k using Molpro 2012 [222, 223] and
the results obtained are discussed in Section 3.1.1.
Local and density-fitted methods
While both MP and CC methods are advantageous over a full CI treatment of the
correlated molecular system, it is still the case that these methods are computa-
tionally prohibitive for large molecular systems. Furthermore, at practical levels of
theory such as MP2 and CCSD(T) with, for example, double or triple zeta basis sets,
these methods are prone to BSSE in a number of systems [224] including conjugated
oligomers [93,220]. However, by invoking local [224,225] and density-fitted [226–228]
versions of each method (prefixed by ‘L’ or ‘DF-’), it is possible to reduce the effect
of each of these drawbacks.
Local methods, e.g. LMP2 and LCCSD(T), are based on partitioning the elec-
tronic structure into domains based on how physically relevant the correlations
between electrons on different parts of the molecule are. The domains are typi-
cally generated using an algorithm such as the Boughton-Pulay algorithm [229] and
threshold coefficient, cBP , which determines the extent to which orbital domains
extend across the entire orbital space. (cBP = 1 defining a single, delocalised do-
main and, thus, the full ‘canonical’ version of the given method.) By enforcing a
locality on the basis of a method, local methods often reduce BSSE by reducing the
capability of basis functions to form stabilising superpositions across the domains
imposed by the calculation. In the context of thiophene 2mer dihedrals potentials,
DuBay et al showed that the dihedral potential calculated using LMP2/cc-pVTZ
was more accurate than that calculated with MP2/cc-pVTZ [93]. Furthermore, by
reducing the number of relevant excitations to be treated in a given expansion, local
methods generally incur a smaller computational expense.
Density-fitted methods e.g. DF-MP2 and DF-LCCSD(T) (also known as resolu-
tion of identity (RI) methods) are primarily a means of improving the computational
performance of ab-initio methods by approximating four-site electronic integrals by
a sum over three-site integrals mediated by a residual density [228]. This approach
can significantly reduce the data overhead of a calculation due to the number of
combinations of three-site integrals being far smaller than that of four-site integrals.
The DF and L variants of MP2 and CCSD(T) are used as comparison methods
for calculations of dihedral potentials in Section 3.1.1. As with MP2 and CCSD(T)
calculations, these were carried out by Peter Repiˇscˇa´k using Molpro 2012. Further
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details of these calculations are given along with the discussion of the results.
2.3.3 Density Functional Theory
While the ab-initio methods described above are capable of providing both highly
accurate results and an order-extendable approximation to the full solution of the
Schro¨dinger equation, it is often the case that they are either computationally pro-
hibitive or unwieldy in their application to reasonably-sized conjugated systems.
The bulk of the QC work we present was carried out using density functional theory
(DFT) [135, 230–235]. As we shall discuss, the key success of DFT methodology is
reducing the correlated electron problem from a problem of 3N quantum mechanical
variables to a functional representation of a 3 dimensional one-particle electron den-
sity [135]. While this approach has drawbacks, particularly in losing the extensibility
to a full Schro¨dinger equation solution, the reduction of the problem to one based
on the electron density often yields results of comparable accuracy to high level MP
and CC calculations with a computational expense close to that of HF methodology.
Here, we shall discuss the basic outline of DFT both as a ground-state methodology
and also its extension to include response theory and, in particular, the light-matter
interaction in time-dependent density functional theory (TD-DFT).
Ground-state DFT
The key success of the Density Functional Theory (DFT) [230, 231] approach is to
reduce a problem of 3N variables, the electronic co-ordinates, to one of 3 contained in
the one particle electronic density. That this is possible is a result of the Hohenberg-
Kohn theorem [230]. This theorem states that the total energy of any system may
be expressed as a functional of the electronic density and, particularly, the density
which minimises the functional is uniquely the ground-state density of the system.
Defining the single particle density, ρe(r), as:
ρe(r) = N
∫
. . .
∫
d3r1 . . . d
3rN
N∑
i=1
δ(r− ri)|ψ(r1, r2, . . . , rN)|2, (2.47)
the energy functional is expressed as:
Hˆ[ρe] = Tˆe[ρe] + Vˆee[ρe] + Vˆen[ρe] + Vˆnn[ρe]. (2.48)
The terms Tˆe[ρe], Vˆee[ρe], and Vˆen[ρe] are functionals denoting the electronic kinetic
energy, and the potentials for electron-electron, electron-nuclei, and nuclei-nuclei
Coulomb interactions respectively. In the Born-Oppenheimer approximation, the
Vˆnn term is constant for a given molecular configuration. The remaining terms
follow, in principle, from the definitions given in Eq. 2.36. However, an exact,
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general expression can only be formulated for the Vˆnn[ρe] and Vˆen[ρe] functionals
while there are no such expressions for the Tˆe[ρe] and Vˆee[ρe] functionals [135].
The typical approach to approximating the Tˆe[ρe] and Vˆee[ρe] is the Kohn-Sham
formalism [135,231]. The Vˆee[ρe] functional can be split into two contributions, the
Coulomb part, J [ρe] and exchange part, K[ρe], as is the case with the HF method.
The Coulomb functional has a straightforward definition:
J [ρe] =
1
2
1
4pi0
∫∫
d3rd3r′
ρ(r)ρ(r′)
|r− r′| . (2.49)
The exchange contribution is that which has no analytical formulation. Considering,
then, Tˆe[ρe], one can define the functional TˆS[ρe] corresponding to the exact kinetic
energy functional of a system of non-interacting electrons:
TˆS =
−~2
2m
N∑
i
〈ψi|∇2|ψi〉 . (2.50)
The orbitals ψi are the Kohn-Sham (KS) orbitals which, similarly to HF orbitals,
are single particle solutions to the equivalent mean-field problem and obtained by
the method of Lagrange multipliers. The difference between the KS and HF or-
bitals, and the key success of the DFT approach, follows from the definition of an
additional functional: the exchange-correlation (XC) functional, Vˆxc[ρe] [135, 231].
Given that the functionals defined by Eq. 2.49 and Eq. 2.50 are both deficit in their
description of the exact system (the former neglecting the exchange interaction, the
latter electronic correlation in interacting electronic systems), the XC functional is
formulated to compensate for these deficiencies:
VˆXC [ρe] = (Te[ρe]− TS[ρe]) + (Vee[ρe]− J [ρe]), (2.51)
with the the electronic energy functional of Eq. 2.48 expressed as:
Hˆ[ρe] = TˆS[ρe] + Jˆ [ρe] + VˆXC [ρe] + Vˆnn[ρe]. (2.52)
As such, the key success of the DFT approach is that, with a suitably defined XC
functional, one can develop a theory with similar accuracy to correlation-inclusive
ab-initio methods with close to the computational expense of the HF method [135].
However, the XC functional itself must be approximated which means that, as op-
posed to ab-initio methods, in practice it is not necessarily true that a given DFT
methodology may be extrapolated to the full SE result with an infinite basis set
and infinite order method. However, with the utility of modern XC functionals, as
discussed at the end of this subsection, DFT has become a very widely used ap-
proach [44,47,75,97,98,103,140,220,236] and is particularly well-suited to accurate
calculations of substantially large or complex molecules.
With the above in mind, the DFT method is the primary QC tool utilised in
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this work. In Chapter 3, we explore the functionality of DFT as a tool for calculat-
ing dihedral potentials based on comparison to high-level, ab-initio calculations. In
finding this correspondence, we are able to explore long (up to 16mer) conjugated
molecules in optimised configurations which would be inaccessible using correlated
ab-initio methods. In Chapter 5, we also use DFT methodology for calculating op-
tical phenomena. This requires an extension of the DFT approach, time-dependent
DFT (TD-DFT), to account for an external time-dependent optical potential.
Time-dependent DFT
Up to now, the methods described have been focused on ground-state wavefunctions
and, thus, ground-state molecular geometries, energies, and electronic densities.
To treat any form of excited-state phenomena, it is necessary to solve the time-
dependent Schro¨dinger equation:
i~
∂Ψ
∂t
= HˆWΨ(r1, . . . , rM , t), (2.53)
where HˆW is defined as the electronic Hamiltonian, Hˆe, with an external, time-
dependent potential, Wˆ (t):
HˆW = Hˆe + Wˆ (t). (2.54)
At first sight, it is not straightforward to extend DFT to excited state phenomena
due to its basis on the Hohenberg-Kohn theorem. However, a similar theorem - the
Runge-Gross theorem [237] - exists which states that identical systems in identical
initial states acted upon by different external potentials will result in two different
final states. As such, the time dependent potential has a functional correspondence
to the initial state which, in turn, corresponds to the ground-state density. Utilising
this theorem, it is possible to determine time dependent dynamics using an algorithm
similar to that of standard DFT: time-dependent DFT (TD-DFT) [232,237–239].
One example of excited-state phenomena - which is the sole use of TD-DFT in
this work - is the calculation of linear absorption behaviour. The TD-DFT approach
performs such calculations by treating the optical source as a perturbing potential
and utilising linear response theory [232]. This allows for the calculation of the
excited state structure and the transition energies and oscillator strengths of the
excitations from the ground state to the higher lying electronic states and, in turn,
a determination of the spectral properties of a molecular system.
As with ground-state DFT, the advantages of TD-DFT over ab-initio excited-
state methods are rooted in the computational affordability of the approach. In
this work, particularly in Chapter 5, we are concerned with calculating absorption
spectra based on numerous geometries of molecules up to 32mer in length obtained
from MD simulations which would be an impractical task using other QC methods.
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As with ground-state DFT, TD-DFT approaches require considerable care with
regards to the choice of functional as well as basis sets and are discussed accordingly
alongside each type of calculation.
DFT functionals
As we discussed above, at the core of the DFT method is the approximative XC
functional. This functional is what is commonly referred to simply as the functional
for a DFT calculation and must be chosen judiciously to appropriately represent the
electronic physics in question.
Historically, an exact functional form of the exchange interaction in a uniform
electron gas, KD[ρ], was derived by Block [135]:
KD[ρ] = − e
2
4pi0
3
4
(
3
pi
) 1
3
∫
dr [ρ(r)]
4
3 . (2.55)
Utilising the KD[ρ] functional with no correlation part does not form a valid approx-
imation as, in particular, it cannot predict atomic bonding [135]. However, a first
approximation to the DFT functional can be formed by assuming that a uniform
electronic density is true over a sufficiently small domain. This approximation is
known as the local density approximation (LDA). LDA functionals utilise the func-
tional form of Eq. 2.55 for the exchange part of the XC functional - ELDAX [ρ] ≡ KD[ρ]
- in conjunction with an appropriate interpolation formula for the correlation func-
tional such as in the VWN [240] and PW [241] functionals.
In almost all cases, a simple LDA functional lacks sufficient accuracy. The next
step in approximation is in functionals which depend on derivatives of ρ: generalised
gradient approximation (GGA) functionals. These either form a correction to the
LDA functional or have an entirely independent form. One example is the B or B88
functional of Becke [233]:
EBX [ρ] = E
LDA
X [ρ]− β
e2
4pi0
∫
dr
ρ(r)4/3x(r)2
1 + 6βx(r) arsinh[x(r)]
; x(r) ≡ |∇ρ|
ρ4/3
. (2.56)
The factor β = 0.0042 is a parameter obtained by fitting to the HF exchange energies
of noble gas atoms. A GGA exchange functional of this form must be used in
conjunction with an appropriate correlation functional in order to generate a full
XC functional. One common example is the Lee-Yang-Parr (LYP) functional [235]
which is commonly used with the B functional. This combination is known as BLYP
following standard naming conventions.
A further extension, which makes up the majority of modern functionals, is in
forming hybrid functionals [234, 242–247]. Hybrid functionals further improve the
functional representation by including a proportion of the exact exchange energy
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calculated from the HF method. For example, the B functional is often extended to
the B3 functional [234] which is of the form:
EB3XC = (1− a)ELDAX + aEHFX + bEBX + +cEGGAC (2.57)
The three parameters a, b, and c are semi-empirical fitting parameters which give
the B3 functional its name. In the common B3LYP functional, the EGGAC is the LYP
functional.
Hybrid functionals, such as B3LYP and PBE0 [242], are widely used in current
DFT calculations. In particular, much progress has been made in the theoretical
understanding of conjugated polymers using these types of functionals [47, 98, 103,
236]. Recently, there has been growing use of long-range corrected (LC) hybrid
functionals [108,238,243–247]. These are generally developed to address the failure
of hybrid functionals to account for long range phenomena such as excitations in long
chains and charge transfer states [243, 248]. One example is CAM-B3LYP, which
modifies the B3LYP functional to correct for its incorrect long-range behaviour
[243]. Other examples are the M06 family of functionals [244] (notably M062X)
and ωB97XD [245,246] as well as the general LC scheme of Iikura et al [247] which
allows for the definition of functionals such as LC-BLYP.
It should also be noted that the DFT method does not natively account for
dispersion interactions. While the exchange terms account for the repulsion due
to neighbouring electron clouds, there is no intrinsic mechanism for the dispersion
interaction to arise from a DFT-based calculation. As such, for systems where dis-
persion is of importance, e.g. multiple interacting molecules, an additional corrective
term must be included to properly account for the attractive forces. Of the func-
tionals listed above, the ωB97XD functional includes dispersion by default. In all
other cases, dispersion forces may be included using the correction scheme defined
by Grimme et al [249,250] which is defined for most common functionals.
As is the case with basis sets, the appropriate functional choice is made by com-
parison of various possibilities with either experiment or other high level calculations.
Throughout this work, we perform tests with many combinations of the functionals
listed above among others. It is not always the case that one particularly good
combination of functional and basis set for a particular phenomenological property
is transferable to another property. As such, we detail these testing procedures
throughout this work when considering particular calculations.
2.3.4 Calculation methods
Following the above outline of ab-initio and DFT methodology, we conclude this
chapter with an outline of the use of QC calculation schemes in this work. We begin
by discussing geometry optimisation and single-point (SP) energy calculations before
discussing calculations of dihedral potentials, linear absorption and, finally, partial
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charges.
Barring the ab-initio calculations detailed in Chapter 3, all QC calculations have
been carried out using Gaussian 09 Revision D.01 [251]. This program suite has a
wide range of functionality for DFT and TD-DFT calculations including a wide
range of functionals and dispersion modifications.
Geometry optimisation and single-point energy calculations
The first step in a typical QC calculation is some form of geometry optimisation. In
its usual form, the geometry optimisation procedure obtains a local minimal ground-
state configuration of a molecule by considering effective forces on the nuclei due to
the electronic configurations and minimising accordingly. Another similar mode of
operation applies restrictions on particular degrees of freedom - known as redundant
co-ordinates - and optimises all other degrees of freedom in the usual manner. This
second mode allows for the isolation of the dependence of properties, such as the
total energy or linear absorption, based on a given molecular degree of freedom.
Geometry optimisation procedures are necessary primarily to ensure a physi-
cally reasonable molecular configuration. The properties of molecules, a particular
example being the total energy, are often significantly sensitive to geometrical in-
consistencies. As any protocol for building configurations, such as using a molecular
visualisation package, e.g. GaussView, or our own automated procedure detailed in
Section 2.2.1, can only form a reasonable guess at a starting structure, the optimi-
sation step effectively cleans up the initial geometry and removes possible inconsis-
tencies. Furthermore, optimised geometries allow for a consistency of comparison
between methods e.g other QC methods or force-field methods. This is particularly
important in performing dihedral scans with redundant dihedral co-ordinates as we
shall discuss shortly.
The first step of a geometry optimisation (following the Berny optimisation al-
gorithm in Gaussian09d [251]) is forming an initial guess to the Hessian matrix
of second derivatives. In simple terms, an optimisation algorithm computes forces
based on the Hessian matrix, moves the nuclear co-ordinates accordingly, and re-
calculates the Hessian matrix until convergence criteria, such as the variation in
the total energy and atomic displacements between steps and the maximum force
calculated being below defined tolerances, are met. In our all of our geometry opti-
misations, we use the defaults of Gaussian09d for DFT calculations and, for ab-initio
methods, the defaults of Molpro2012.
Following an optimisation procedure, the electronic total energy is obtained au-
tomatically. This energy is known as a single-point (SP) energy and is obtained
directly from the calculation of the electronic wavefunction or density and, thus,
can be performed independently of the geometry optimisation. This is particularly
useful given that geometry optimisation, which is far more computationally demand-
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ing than an SP energy calculation alone, can be performed accurately for smaller
basis sets than those required for accurate SP energy calculations. As such, it is
often the case that the SP energy is calculated separately based on an optimised
geometry. This process is followed for all of our SP calculations and is of particular
importance in determining dihedral potentials.
Dihedral scans
Dihedral scans are calculated using a two step method alluded to previously. First,
we obtain optimised geometries for series of redundant dihedral co-ordinates span-
ning 0° to 180° with an interval of 10°. From each of the resulting geometries, an SP
calculation is performed. We refer to this as the ‘Scan-SP’ approach. This approach
is well-documented [93, 144, 157, 220] for obtaining dihedral potentials across both
ab-initio and DFT methods.
While Gaussian09 contains functionality for performing the geometry scan step
automatically based on an initial geometry at 0° or 180°, we perform scans by gen-
erating each individual geometry using the methods of Section 2.2.1. There are two
main reasons for this. First, separating the geometries allows for parallelising each
step of the calculation across a number of computing nodes which, when available,
significantly speeds up the calculation process. Secondly, the Gaussian09 scan pro-
cess optimises a geometry at one dihedral value and forms the subsequent geometry
by rotating the given dihedral by its required amount. In certain cases, particu-
larly molecules with long side-chains, this can lead to artefacts in the optimisation
procedure, such as side-chains becoming tangled in unpredictable conformations,
which are dependant on the direction of the scan. As such, dihedral potentials cal-
culated in each direction do not always match. By generating separate geometries,
it is possible to form a starting point for each geometry which is consistent with
the other geometries and, thus, ensures reproducible results. This latter point is
symptomatic of the difficulty in dealing with side-chains using optimised geometries
which is discussed further in Chapter 3.
The possible inconsistency of the dihedral scan process is one reason why per-
forming geometry optimisations at each step is important. In some works, notably
that of Bhatta et al [140], it is argued that it is not strictly necessary to perform an
optimisation at each step. Instead, they calculate dihedral potentials for thiophene
oligomers based on calculating one optimised structure and performing only a sim-
ple rotation of the dihedral angle and calculating SP energies. They show that, for
their choice of the 0° conformation for optimisation, that their results for thiophene
2mers correspond almost exactly to the full Scan-SP approach. This idealisation
allows for a significant reduction in the computational expense and allows them to
probe dihedral potentials of up to 12mer in length. However, we have found that
this principle does not hold true in all cases. While computationally more expensive,
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we find it necessary to perform geometry optimisations at each step and, in doing
so, obtain results which contradict those of Bhatta et al while also being in agree-
ment with the similar observations of Jackson et al [144]. Along with our dihedral
potential calculations, we discuss the implications of this procedure in Chapter 3.
We utilise redundant dihedral co-ordinates to restrict the dihedral co-ordinates
upon geometry optimisation. As with force-field scans (see Figure 2.5 and Section
2.1.4), four intermonomer four-atom dihedrals are available. For QC calculations,
there is generally not as much sensitivity to the number of restraints imposed as
there is for force-fields. As such, we use two restraints for each calculation so as to
cover all six atoms at the junction.
In Chapter 3, we explore a wide variety of methods spanning ab-initio and DFT
methodology and show that the Scan-SP approach can be optimally performed using
CAM-B3LYP/6-31G* and CAM-B3LYP/cc-pVTZ for the geometry scan and SP
energies respectively. Based on the results we present, we use this methodology to
obtain optimised geometries and SP energies in all other contexts unless otherwise
noted.
Linear absorption
In Chapter 5, we report calculations of optical linear absorption spectra. Calcula-
tions of this type are performed across an ensemble of geometries generated from MD
simulations. However, we also perform these calculations for geometries optimised
by DFT methods. These serve primarily as reference calculations for the features
extracted from the ensemble calculations. What follows here is an overview, in the
first instance, of these calculations for optimised geometries before expanding the
techniques to calculations over the ensemble.
It has been demonstrated in a number of works that TD-DFT methodology can
adequately describe both linear and excited state absorption properties in oligoflu-
orenes [98, 103, 248] and oligothiophenes [47, 236] with the correct choice of func-
tional and basis set. For all of our TD-DFT calculations, we utilise B3LYP/6-31G.
This method is both computationally efficient, particularly for performing ensem-
ble calculations over ∼ 102-103 geometries, and has been demonstrated to be of
good accuracy in oligofluorenes [98] and comparable for oligothiophenes to a num-
ber of widely-used functionals, such as PBE0 [47], which also lacks any long range
corrections. We find that functionals without long-range corrections result in spec-
tra which compare more favourably to experiment than those such as LC-BLYP,
CAM-B3LYP, and M062X. Furthermore, an increase in basis set to 6-31G* offers
negligible improvements and incurs a significant decrease in calculation efficiency.
A full discussion of the methods we have investigated can be found in Appendix C.
From a TD-DFT calculation of a given geometry, the transition energy eigenval-
ues, i and oscillator strengths fi are calculated. We find that calculating the first
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twenty of these states is sufficient for capturing the primary absorption states in all
cases. We then discard states with  > 5 eV so as to avoid calculating transitions
which encroach upon the ionisation threshold. From the remaining set of energies
and oscillator strengths, we generate continuous spectra by associating each of the n
spectral lines with a Lorentzian function with a broadening parameter γ. The total
spectrum for a particular geometry is then a sum over such Lorentzians:
S() =
n∑
i=1
Li((i)) =
n∑
i=1
fi
γ
γ + (− i)2 . (2.58)
Ensemble spectra are obtained by summing over the Lorentzians, such as Eq. 2.58
associated with the spectral lines of each sampled geometry. The summation, in this
instance, is both over the the number of states per frame, n, as well the number of
conformations, N .
S() =
N∑
j=1
n∑
i=1
L
(j)
i () =
N∑
j=1
n∑
i=1
f
(j)
i
γ
γ + (− (j)i )2
. (2.59)
This expression gives the full spectrum of a given molecule based on the range of
conformations obtained from an MD simulation.
Partial charge calculations
In performing SP energy and TD-DFT calculations, the molecular electronic density
is obtained by default. This density may then be used to ascertain the proportion
of the electronic density associated with each atom. This is known as population
analysis [252] and yields partial (net) atomic charges.
The primary use of these charges is in describing the electrostatic interactions of
the molecular system in a classical force-field. As described in Section 2.1.2, classi-
cal force-fields such as OPLS describe the electrostatic interactions between electron
clouds using static (i.e. geometry independent) partial charges inferred from opti-
mised geometry electronic densities. In Chapter 5, we also use population analysis
to determine excitation localisation properties based on computing the difference
between partial charge distributions of ground-state and excited-state geometries
(calculated using DFT and TD-DFT, respectively).
There exists a wide range of techniques for population analysis. A review of a
number of methods and how they compare for calculations of water molecules can be
found in reference [253]. Perhaps the most widely used techniques [46,47,93,140,141]
are those which involve fitting to molecular electrostatic potential, VESP defined
by [135]:
VESP (r) = f
(
N∑
i=1
Zi
|r−Ri| −
∫
d3r′
ρe(r
′)
|r− r′|
)
. (2.60)
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The vectors Ri denote the nuclear positions each of nuclear charge Zi and ρe is the
electronic density. Partial charges are obtained by implementing a fitting scheme to
fit a coulomb potential, VPC , based on partial charges, qi, for each nuclear centre:
VPC(r) =
N∑
i=1
qi
|r−Ri| . (2.61)
How this fitting procedure is performed defines the method used. Perhaps the most
straightforward method is the Merz-Singh-Kollman method [254], also known as
simply the ESP (ElectroStatic Potential) method, which performs a least-squares
fit of the partial charges. Another similar variant is the CHELPG scheme [255,256]
which differs only in how the grid points for the integration of VESP are defined.
While these schemes are often useful for accurate calculations of partial charges in
small molecules, for a large number of nuclei or particularly complex molecules, a
straight least-squares fitting procedure can lead to poorly defined and, often, highly
conformationally dependent charges [252, 253]. This latter point is a particular
drawback when implementing a force-field with a static representation of partial
charges such as OPLS.
A simple but substantial improvement to the basic ESP scheme comes from
the introduction of a penalty function to the least-squares fitting procedure. One
particularly succesful approach of this kind is the restrained-ESP (RESP) scheme,
introduced by Bayly et al [252], which utilises a hyperbolic penalty function in the fit.
This penalty function substantially improves the consistency of the fitting procedure
by combatting the possibility of charges varying substantially between different least-
squares minimising routes. As a result, this method yields charges which are less
sensitive to conformation and representative of the molecular symmetry. Given the
consistency of this scheme as well as its accuracy, RESP charges are particularly well
suited to obtaining charges for force-field implementation and also for determining
the variations in partial charge distributions as function of molecular environment
(as we discuss in Section 3.3). We utilise this scheme for all calculations of partial
charges for force-field implementation.
We obtain RESP charges using the Antechamber program within the Amber-
Tools 14 suite [257]. As defined in Eq. 2.60, the fitting procedure requires the
electronic density as input. These are obtained from SP energy calculations per-
formed in Gaussian09 at the CAM-B3LYP/cc-pVTZ level for consistency with the
SP energy calculations required for dihedral potentials. In Sections 3.3 and 4.1,
we further discuss the implementation procedure of partial charges based on these
calculations.
In Section 5.3, we determine the size and location of excitations on individual
geometries in our ensemble calculations using population analysis methods. The
scale of the molecules in question and their quantity generally restrict this to utilising
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a simple ESP scheme. However, the issues raised previously of the ESP scheme
in obtaining partial charges for molecular simulation are not as damaging in this
context. This is primarily because we sum all charges in a monomer into a single
monomer charge for these calculations. This means the possible inconsistencies in
the charges do not engender the same inaccuracy as they would in an MD simulation.
2.4 Summary
Throughout this chapter, we have analysed and discussed the computational meth-
ods used in this work. First, we discussed the use of the OPLS force-field and, in
turn, the limitations of classical force-fields and pair-wise long-range interactions
and how these limitations can be best overcome. In doing so, we described our ap-
proach to parameterising conjugated polymers which forms the basis of the results
of Chapter 3 and Section 4.1. From this, we discussed MD simulation methods
within the Gromacs package from simulation building and pre-processing, through
the various simulation algorithms and protocols, and how we obtain conformational
results, such as those presented in Chapter 4, from simulations. Finally, we outlined
a number of quantum chemical approaches ranging from ab-initio calculations to
DFT and TD-DFT and how they are implemented for obtaining dihedral potentials
and partial charges in Chapter 3, and absorption spectra and excitation localisation
in Chapter 5.
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Quantum chemical calculations of
force-field parameters
As discussed in Section 2.1.4, the aim of our parameterisation procedure is to build
on a set of monomer force-field parameters by implementing an accurate represen-
tation of the inter-monomer dihedral potential and obtaining partial charges for the
resulting oligomer. We aim to determine parameters which may be generalisable to
any length of conjugated backbone and side-chains. In this chapter, we present the
quantum chemical (QC) calculations required for these tasks. We begin by detailing
a DFT based approach which is of comparable accuracy to high-level ab-initio calcu-
lations. We then investigate the effect of increasing backbone length and side-chains
on the dihedral potentials as well as on the partial charge distributions. This inves-
tigation allows us to identify the lengths of backbone and side-chain beyond which
these parameters are invariant and, as a result, generate an optimal calculation route
to obtain a generally applicable force-field.
3.1 Quantifying inter-monomer dihedral potentials
The first step in our parameterisation procedure is the acquisition of accurate inter-
monomer dihedral potentials which govern the rotation of one monomer with re-
spect to its neighbour. As we discussed in Section 1.1, dihedral rotation is a key
component of a conjugated molecule’s optical response as it directly affects the pi
conjugation along the molecular backbone and, as a result, substantially modifies
the electronic energy landscape. As such, it is one of the most important parameters
of a conjugated molecular force-field.
Inter-monomer dihedral potentials have a similar form in the majority of conju-
gated oligomers which can be split in two components: a barrier resulting from the
breaking of pi conjugation and one or more barriers resulting from steric hindrances
- the strong repulsion of atoms or groups of atoms at short separations (. 2 A˚ for
H-H interactions and . 3 A˚ for heavy atom interactions). To highlight these typical
features, we first present, in Figure 3.1, the dihedral potentials of 2mers of fluorene
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Figure 3.1: Calculated dihedral potentials of (a) fluorene and (b) thiophene 2mers
respectively. (c) and (d) Schematics of the major steric barriers at each planar
position.
and thiophene (Figure 3.1(a) and (b) respectively) and discuss the details of how
they are calculated in the remainder of this section. Both potentials show that the
effect of the competing energetic barriers results in minimal dihedral angles in the
region 30-50° and 130-150°. Both molecules have a similar barrier of ' 9 kJ/mol
corresponding to breaking the favourable sp2 hybridised conformation. Both po-
tentials, differ, however, in their steric components. Fluorene has sharply peaked
repulsion at the planar positions (0° and 180°) which are of comparable magnitude
to the 90° barrier and symmetric. These are due primarily to the close contact
(' 2 A˚) of the hydrogen atoms on the opposing units which have weak dispersion
but, at short separations, a high repulsive component. In contrast, the thiophene
potential is asymmetric about 90° with minima which differ by ' 2.5 kJ/mol. The
barrier between the trans minimum and 0° is ' 0.5 kJ/mol while the cis-180° barrier
is ' 2 kJ/mol and both result from weaker steric repulsions than in fluorene. In the
trans-0° case, the slight barrier results from the repulsion of distant (' 3 A˚) sulphur
and hydrogen atoms and, in the cis-180° case, from both the hydrogen-hydrogen (H-
H) interaction (which, at a separation of ' 2.5 A˚, is weaker than that of fluorene)
and the sulphur-sulphur (S-S) interaction (each separated by ' 3.5 A˚).
Numerous methods have been proposed for calculating dihedral potentials in
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conjugated molecules. For instance, Raos et al [220] demonstrated that theoretical
approaches such as DFT, MP2, CCSD(T) are capable of forming a representation
of these potentials for thiophene 2mers. They also show that MP2 and CCSD(T)
methods can be significantly sensitive to basis set superposition error (BSSE) and,
therefore, require up to quadruple-zeta basis sets.
DuBay et al [93] further demonstrated the sensitivity of, in particular, MP2 to
BSSE in calculating potentials for stilbenes and bithiophenes and found that using
L-MP2 reduces this error. In their work, they find that the L-MP2/cc-pVTZ(-f)
calculation of the bithiophene dihedral potential performs better, when compared
with MP2/cc-pVQZ, than MP2/cc-pVTZ(-f) as a clear result of BSSE. As discussed
in Section 2.3.2, L-MP2, as well as having this benefit over MP2, has the advantage
of computational performance enhancement due to splitting the calculation into
domains [225, 229]. However, the formation of these domains becomes increasingly
problematic with increasing monomer size.
It has been proposed in several works [97,132], including that of Raos et al , that
the use of DFT methods with the B3LYP functional also yields accurate potentials
in conjunction with basis sets such as 6-31G** [220] and 6-31+G** [97]. With this
and the above considered, it is evident that there remains some debate as to the
appropriate level of theory required for calculating dihedral potentials.
Another key point in calculating dihedral potentials for MD simulations, par-
ticularly when building models scalable to all lengths, is the effect of increasing
backbone length on the dihedral potential. The use of ab-initio methods for this
task is practically infeasible due to the difficulty of these methods for calculations of
large molecules and, as such, suggests the use of accurate DFT methods. The work
of Bhatta et al uses the combination of B3LYP/6-31G** to analyse the effect of in-
creasing length of a thiophene oligomer on the calculated dihedral potential, finding
that the 90° barrier converges for a 12mer. However, this result is produced by using
non-relaxed scans (as discussed in Section 2.3.4) and both the results of this section
and those of Jackson et al [144] suggest that these potentials are independent of
backbone length.
The questions raised over the appropriate level of theory and possible dependence
on backbone length of dihedral profiles of fluorene and thiophene oligomers are
examined in this section. First, we detail our calculations involving several types of
method spanning the DFT and ab-initio methods discussed in Section 2.3 as well as
an analysis of several choices of basis set in the geometry optimisation and energy
calculation steps of each scan. As a benchmark, we compare our results for thiophene
2mers to the CCSD(T)/CBS calculations of bithiophene performed by Bloom and
Wheeler [157]. Upon establishing a suitably accurate DFT method, we proceed to
examine the variations in the dihedral potentials of longer molecules. We first focus
on the effect of neighbouring dihedral angles and the position of the dihedral along
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the chain on the individual dihedral potentials in 4mers. This is followed by an
investigation into the variations in the potentials with increasing molecule length.
3.1.1 Comparison of different quantum chemical methods
As the first step in defining our parameterisation scheme, we investigate a wide-
variety of QC methods for dihedral profile calculations of thiophene 2mers. As
we wish to obtain a suitable DFT methodology for extensions beyond 2mers, we
have utilised numerous DFT functionals alongwith variants of MP2 and CCSD(T)
using the scan-SP separation approach (detailed in Section 2.1.4). In each case,
the geometries were optimised at the B3LYP/6-31+G** level as this choice has
been demonstrated as sufficient for obtaining accurate geometries [93,97,140]. Each
optimisation is performed with constraints on two of the four available dihedral
angles. The two dihedrals used are chosen so as to ensure all six atoms at the inter-
monomer junction are utilised which ensures a symmetric constraint. Any choice
made in this way was found to yield effectively identical results. The dihedrals used
for these and subsequent dihedral scans are those shown in Figure 2.10(a) and (b)
for fluorenes and thiophenes, respectively, and their counterparts. Further single
point (SP) energy calculations were performed in all cases using the cc-pVTZ basis
set. Comparison is made in all cases to the result of Bloom and Wheeler [157].
Figure 3.2(a) displays the dihedral profiles obtained using MP2, Density-Fitted
Local MP2 (DF-LMP2), CCSD(T), and DFT with the CAM-B3LYP functional.
From these results, it can be seen that using DFT with CAM-B3LYP gives results
comparable to those of MP2 and DF-LMP2; all of which are in very good agree-
ment with CCSD(T)/CBS result. It is seen that the most significant differences
between CAM-B3LYP and both the MP2-based and CCSD(T)/CBS results are in
CAM-B3LYP slightly overestimating the energy difference between the cis and trans
minima by ' 0.5 kJ/mol; and underestimating the cis-180° and cis-90° barriers by '
0.1 kJ/mol and ' 0.8 kJ/mol, respectively. Given that the these errors individually
correspond to to ' 0.2 kBT , ' 0.05 kBT , and ' 0.3 kBT , respectively, (with kBT '
2.5 kJ/mol at room T ) these errors are modest.
As a brief note, DF-LMP2 calculations require a specification of orbital domains
based on the proportion of the full space of basis functions included in each local
portion of the calculation. These domains are determined using the Boughton-Pulay
algorithm [225, 229] based on the coefficient cBP which determines this proportion.
Also, for consistency of comparison, these domains must be consistent for each ge-
ometry in the dihedral scan. In Molpro 2012, the MERGEDOM directive generates
consistent domains by merging the domains of individual geometries which have a
number of atoms in common greater than a specified number, nMGD. In tests carried
out by Peter Repiˇscˇa´k, it was found that the optimal specification for calculations
of thiophene 2mers was cBP = 0.985 and nMGD = 1.
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Figure 3.2: Dihedral profiles of thiophene 2mers for various choices of SP calculation
methods using the cc-pVTZ basis set. In (a), results for MP2 and DF-LMP2 are
presented with (b) containing results for B3LYP, ωB97X, and M062X. In each graph,
results for CAM-B3LYP and CCSD(T) are also provided for comparison as well as
the CCSD(T)/CBS results of Bloom and Wheeler [157].
It should also be noted that using CCSD(T) with the cc-pVTZ basis set, as
opposed to a CBS extrapolation, results in a potential which is less accurate than
the above methods. This, as discussed by Raos et al [220], is an example of the
sensitivity of CCSD(T) to BSSE. Compared to CAM-B3LYP’s performance, the
CCSD(T)/cc-pVTZ result over-estimates the energy of the cis minimum to a similar
extent while also underestimating the 90° barrier by ' 1.3 kJ/mol (' 0.5 kBT ),
leading to an overall reduction in the barrier between the cis conformation and the
90° point of ' 2.1 kJ/mol (' 0.9 kBT ). Given the scale of this deviation, it would
be expected that this would considerably affect in the resulting dynamics.
In Figure 3.2(b), the results of scans performed using a variety of hybrid DFT
functionals - namely B3LYP, ωB97X, M06-2X and CAM-B3LYP are shown. We
found that, of all functionals tested, CAM-B3LYP provided the best agreement
with the CCSD(T)/CBS result. A number of M06 functionals were tested (M06,
M06-L, M06-2X, and M06-HF) with M06-2X giving the closest agreement of all of
these. We found that using B3LYP gives a result similar to that of M06-2X, both
of which largely overstate the effect of the 90° barrier. Utilising ωB97X results in a
profile very similar to the CCSD(T)/cc-pVTZ profile.
From the above analysis, it is evident that using CAM-B3LYP/cc-pVTZ results
in dihedral profiles of comparable accuracy to MP2, DF-LMP2, and CCSDT/CBS
calculations of thiophene 2mers. DFT methods allow for considerable extensions in
molecular size than can be afforded by correlated ab-initio methods. As a particu-
lar example, it becomes problematic to perform ab-initio calculations, for example
CCSD(T) or L-MP2, for more complex molecules such as fluorene 2mers or co-
polymers (such as those discussed in Section 1.1). As such, by determining that
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Figure 3.3: Dihedral profiles from DFT with CAM-B3LYP for various combinations
of geometry optimisation basis set for 2mers of (a), (c) fluorene and (b), (d) thio-
phene with and without a further SP step. In (c) and (d), diffuse functions are used
in the optimisation basis set and not in (b) and (c). In (b) and (d), comparison is
given to the thiophene 2mer CCSD(T)/CBS result [157].
CAM-B3LYP/cc-pVTZ is a suitable functional and basis set choice for accurate
calculations of dihedral potentials is one of the core results of our parameterisation
procedure and allows us to examine fluorene 2mers as well as longer conjugated
backbones and molecules with side-chains. We posit that this method could also be
utilised to examine more complex co-polymeric systems.
3.1.2 Comparison of basis sets
Previously, we utilised B3LYP/6-31+G** to obtain geometries for dihedral scans.
As mentioned, this combination has been shown to provide accurate geometries and
allowed us to obtain a suitable SP calculation method. To further optimise the
calculation procedure, we examine the effect on the resulting dihedral potentials of
2mers of fluorene and thiophene of reducing the number of polarisation and diffuse
functions in the 6-31G-based basis set used for geometry optimisation with CAM-
B3LYP. We examine the potentials obtained both directly from the scan procedure
as well as with the further SP step performed using CAM-B3LYP/cc-pVTZ.
As a brief note, for these and the subsequent scan calculations, we are now
using the CAM-B3LYP functional for optimisation as opposed to B3LYP as used
previously. We discuss towards the end of this section that this change has no
effectively no effect on the resulting potential provided that a further SP calculation
is performed.
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Figure 3.3 presents a series of dihedral potentials calculated using CAM-B3LYP
and variants of the 6-31G basis set for the geometry scan (6-31G*, 6-31G**, 6-
31+G*, and 6-31+G** as labelled) both with and without further SP calculation.
In the first instance, it is seen that, for both fluorene and thiophene (Figure 3.3(a),
(c) and (b), (d), respectively), the profiles obtained using the 6-31G-type basis sets
are often substantially different from those calculated with a further cc-PVTZ SP
calculation.
In the case of thiophene, when compared to the calculations with a further SP
step and the CCSD(T)/CBS calculation, 6-31G-type basis sets which include diffuse
functions (6-31+G* and 6-31+G**, Figure 3.3(d)) perform with less accuracy than
those without (6-31G* and 6-31G**, Figure 3.3(b)). Using the diffuse functions,
the most prominent deviation is in the cis-90° barrier which is underestimated by
' 3 kJ/mol (' 1.2 kBT ). For fluorene, those with diffuse functions (Figure 3.3(c))
perform marginally better than those without (Figure 3.3(a)); those without most
prominently over-estimating the minimum-90° barriers by ' 2 kJ/mol (' 0.8 kBT ).
In both cases, those with diffuse functions tend to underestimate the 90° barriers
while those without tend to do the opposite. In both cases, the planar barriers are
slightly overestimated.
It is clear from these results that further SP calculation is required. When
comparing the effect of different choices of optimisation basis-set on the resulting
SP calculation, it is seen that there is very little effect on the resulting potentials.
Furthermore, we have performed calculations using cc-PVTZ for geometry optimisa-
tions and found that the dihedral profile calculated in this manner is near-identical
to those calculated using cc-PVTZ only for the SP step. Additionally, the potentials
calculated in the previous subsection using B3LYP/6-31+G** as the optimisation
basis are also effectively identical provided the further SP step is performed. This
implies that the above 6-31G-type choices for geometry optimisation provide near-
identical geometries and that the accuracy of the final dihedral potential is primarily
controlled by the choice of SP method. As such, we have determined that the choice
of CAM-B3LYP/6-31G* and CAM-B3LYP/cc-pVTZ for scans and SP energy cal-
culations, respectively, is an accurate and computationally optimal approach for
dihedral potential calculations.
3.1.3 Variations due to backbone length
Having established the CAM-B3LYP/6-31G* scan and CAM-B3LYP/cc-pVTZ SP
paired method, we explore the effect of increasing backbone length on the dihedral
potentials. As a first step, we determine the effects of dihedral position and neigh-
bouring dihedrals in 4mer molecules of fluorene and thiophene. This examination
allows us to address several questions which are crucial for a force-field implemen-
tation. By determining the effect of neighbouring dihedrals, we assess the validity
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Figure 3.4: Dihedral profiles obtained from scans of 4mers of (a), (b) fluorene and (c),
(d) thiophene. In each, the labelling denotes (φ1, φ2, φ3) as shown in the thiophene
4mer above the graphs with ‘S’ denoting the scanned dihedral angle, ’min.’ denoting
the freely-optimised dihedral (φ3 in all cases), and values given in degrees.
of using individual, uncorrelated potentials as a representation of the dihedral mo-
tion and, in assessing how the potential varies according to its position along the
molecule, we determine whether it is the case that each molecular dihedral must be
represented by entirely different potentials.
In Figure 3.4, dihedral scans are performed on 4mers of fluorene and thiophene
for the end-most (φ1, (a) fluorene and (c) thiophene) and central (φ2, (b) fluorene
and (d) thiophene) dihedrals with the either φ1 or φ2 fixed at 0°, 90°, or 180° and
φ3 free to optimise. From these calculations, we see that, for fluorene, there is no
dependence of a given dihedral function on the neighbouring dihedral value. For
thiophene, there is a slight decrease (' 1 kJ/mol ' 0.4 kBT ) in the 90° barrier when
the neighbouring dihedral is at 90° when compared to the case of the neighbouring
dihedral being in either of the planar positions.
Comparison of the potentials of different dihedral positions in each molecule
reveals that the position of a given dihedral has only a negligible effect on the
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Figure 3.5: Dihedral profiles for various backbone lengths of (a) fluorene and (b)
thiophene. (Legend applies to both graphs.)
corresponding potential. For fluorene, again, there is basically no difference while,
in thiophene, the potential of φ2 is slightly (' 0.5 kJ/mol ' 0.2 kBT ) higher in
energy at the 90° points. All of the above deviations may be considered effectively
negligible.
The above results indicate that the potential of a given dihedral bears little
correlation with its neighbouring dihedrals and no significant dependence on its
location along the chain. This is one of the key results of this chapter as we have
shown that a force-field representation based on a single dihedral potential for each
dihedral across a molecule of a given backbone length is valid. These facts also
simplify an analysis of the effect of increasing backbone length by reducing the
calculation procedure to that of one dihedral potential for each length of molecule.
We examine the effect of increasing backbone length on the dihedral potentials
of oligomers of fluorene and thiophene ranging from 2 to 10 units in length by
performing dihedral scans on the end-most dihedral. While the choice of the end-
most dihedral will typically result in end effects, the previous results suggest that
these end effects will be minimal. Additionally, obtaining energetic minima for
the end-most dihedrals is typically less prone to convergence issues than central
dihedrals. This is particularly relevant for increasingly complex molecules such as
molecules of considerable back-bone length or with side-chains. All other dihedrals
are free to optimise at each step. In the case of fluorene, Figure 3.5(a), increasing
backbone length is of effectively no consequence to the dihedral potential. For
thiophene, however, in increasing backbone length from 2 to 4 units, the 90° barrier
increases by ' 1.3 kJ/mol. We believe this, and the slight difference observed in
Figure 3.4(c) and (d), to be due to the small monomer size of thiophene amplifying
nearest neighbour interactions and the effect of the terminal hydrogens. While this
increase is larger than previous deviations, we deem that, given the height of the
barrier (' 10 kJ/mol) and the proportion of kBT represented by this energy ('
0.5 kBT ), this deviation should not play too large a role in the dynamics resulting
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Figure 3.6: Schematic of monomers of (a) diethyl-fluorene and (b) ethyl-thiophene
with the heavy-atom numbering convention used throughout this work. The red-
circles indicate the carbons to which side-chains are appended.
from this potential. Additionally, the slight reduction in the cis-180° barrier height
of 0.5 kJ/mol (0.2 kBT ) for longer molecules is similarly negligible. As such, we have
shown that the dihedral potential is, to within a suitable tolerance, invariant of
molecular length.
Combined with the previous results, we have now shown that dihedral poten-
tials can be treated as invariant to neighbouring dihedrals, dihedral position, and
backbone length. This forms a crucial result for our parameterisation scheme by
demonstrating that one dihedral potential can be applied generally to any length of
molecule and to each dihedral angle independently. Having established this, we now
turn to our search for a similar invariance with respect to alkyl side length.
3.2 Dihedral potentials of molecules with side-chains
With a methodology established for calculating dihedral potentials, we now turn to
cases in which alkyl side-chains are attached to the molecules and present calcula-
tions of dihedral profiles of dialkyl-fluorenes and alkyl-thiophenes using this method-
ology. In each molecule, side-chains are appended to their most commonly found
positions (two equal side-chains at the 9 position on fluorene and one side-chain at
the 3 position of thiophene, as shown in Figure 3.6).
As we discussed in Section 1.1, attaching side-chains to conjugated polymers is
crucial as they facilitate solvation and, thus, solution processing meaning that they
are a vital component of MD simulations. However, from the standpoint of QC cal-
culations, alkyl side-chains typically have little effect on properties associated with
conjugated orbitals such as optical absorption behaviour. (This point is discussed
in greater detail in Appendix C.) This is a consequence of the different orbital hy-
bridisation of alkyl side-chains carbons when compared to conjugated carbons. This
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point typically allows a substantial decrease in the computational expense of TD-
DFT calculations due to the basis functions and resulting excited states attributable
to the side-chain electrons being easily discarded by removing the side-chains. This
reduction in computational expense is further enhanced in geometry optimisation
calculations by circumventing the need to find optimised geometries of the side-chain
along with the conjugated backbone. Beyond concerns of computational expense,
side-chains can also be problematic for geometry optimisations both in QC calcula-
tions as well as in the force-field calculations discussed in Section 4.1. As a side-chain
has considerable flexibility and numerous local minima, optimisation procedures are
highly sensitive to initial conditions - particularly when dispersion interactions are
included. As such, an ideal scenario would involve removing the side-chains from
dihedral potential calculations in both methods. This requires an understanding of
the effect a side-chain has on the conjugated component of the dihedral rotation.
In this section, we calculate the dihedral potentials of alkyl-substituted fluorenes
and thiophenes. In doing so, we examine the variations in the potentials result-
ing from the presence of the side-chains and, in particular, to what extent these
variations result from changes in the conjugated component of the rotation. DFT
methodology is particularly useful in this respect due, ironically, to it not intrin-
sically capturing dispersion interactions. As such, it is possible to separate the
component of the dihedral potential due to the conjugated backbone orbitals and
the side-chain - side-chain interactions. The latter of these is, in principle, suitably
represented by the force-field. As such, we determine the effect of the side-chain on
the part of the potential we are aiming to model in the force-field. We also examine
the inclusion of dispersion interactions for methyl and ethyl substituted molecules
in order to obtain a fuller understanding of the effect of the side-chains.
3.2.1 Variations due to the inclusion of side-chains
To investigate the influence of side-chains on the dihedral potentials, scans have
been performed on 2mers of dialkyl-fluorene and alkyl-thiophene with side chains
of lengths varying from C1H3 (methyl) to C10H21 (decyl). In the case of fluorene,
initial geometries with the side-chains aligned perpendicular to the plane of the
corresponding fluorene unit have been chosen while the side-chains of the thiophene
molecule are aligned such that each carbon atom is in the plane of its corresponding
thiophene unit.
Figure 3.7(a) gives the resulting profiles calculated for fluorene 2mers with vari-
ous lengths of side-chain. In this case, the inclusion of the side-chain has effectively
no influence on the dihedral profile and this remains true for increasingly long side-
chains. This is one of the central results of this chapter as it shows that side-chains
have no effect on the fluorene dihedral potential and, together with the length-
invariance of the previous section, means that a dihedral potential calculated for a
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Figure 3.7: Dihedral potentials for 2mers of (a) dialkyl-fluorenes, and (b) alkyl-
thiophenes of varying side-chain lengths. (Legend applies to both graphs.)
(a) (b) 
Figure 3.8: Schematic highlighting the difference in the location of the alkyl side-
chains in 2mers of fluorene and thiophene. The blue area represents the location of
the inter-monomer dihedral angle; the green the alkyl side-chain; and, in thiophene,
the red area highlights the steric conflict involved.
fluorene 2mer is generally applicable to all backbone lengths and side-chain lengths.
In contrast to fluorene, including side-chains in thiophene (Figure 3.7(b)) has
a considerable effect on the resulting dihedral profile. The inclusion of side-chains
produces a large increase in the planar barriers, a decrease in the 90° barrier, and a
shift in both minima towards 90°. It can also be seen that changes begin to reduce
with increasing side-chains at around the C3H7 (propyl) side-chain length.
At a first glance, the large differences in the thiophene dihedral potentials with
increasing side-chains seems to be the result of the large steric repulsion due to the
close proximity of the side-chain to the dihedral. As illustrated in Figure 3.8, fluorene
(Figure 3.8(a)) has side-chains much further from the centre of dihedral rotation
than thiophene (Figure 3.8(b)). In thiophene, the key area of steric conflict involves
the interaction of the first methylene (CH2) group in the thiophene side-chain and
the opposing sulphur (highlighted in the figure) and, in the 180° conformation (not
shown in the figure), the opposing hydrogen. This difference in side-chain positioning
means that the the steric and conjugated components of the dihedral rotation in
thiophene cannot be decoupled so easily.
93
Chapter 3: Quantum chemical calculations of force-field parameters
(b) 
Normal Mirrored 
0 30 60 90 120 150 180
Dihedral Angle (º)
0
2
4
6
8
10
12
En
erg
y (
kJ
/m
ol)
(a) Thiophene (mirrored) 
0 30 60 90 120 150 180
Dihedral Angle (º)
H1
C1H3
C2H5
C3H7
C5H11
Figure 3.9: (a) Dihedral potentials of alkyl-thiophene 2mers in the ‘mirrored’ con-
figuration with side-chains placed on opposing carbons. (b) Schematic comparison
of the normal and mirrored thiophene 2mer configurations.
3.2.2 Nature of thiophene variations
While it is evident from Figure 3.7(b) that the side-chains have a considerable effect
on the thiophene potential, it cannot be directly inferred what the full nature of
the effect is. In order to further analyse its nature, we perform dihedral scans on
a ‘mirrored’ thiophene 2mer. In the mirrored thiophene 2mer, the side-chain of
one unit is moved from the 3 carbon to the 2 carbon (as shown in Figure 3.9(b)).
In doing so, we effectively remove the steric contribution to the dihedral potential
and analyse the conjugated orbital component. These depend on an approximation
in which the effect of the side-chain on the orbital conjugation is assumed to be
invariant to which of the carbons the side-chain is attached. We return to this point
later in this subsection.
Figure 3.9(a) depicts the energetic profile of the mirrored thiophene 2mer. For
this variant, the dihedral potential is only slightly modified by the presence of the
side-chain by ' 0.8 kJ/mol (' 0.3 kBT ) at the 90° barrier. This result strongly
suggests that any variation in the dihedral energetics on account of the inclusion of
side-chains is primarily governed by long-range, non-covalent interactions - particu-
larly, the steric interactions shown in Figure 3.8(b).
The results of the mirrored case also support the case that conjugated orbitals
are invariant to the inclusion of side-chains. As the side-chain in this scenario has
little effect, it must be true that the only strong effect of the side-chain must be
in its steric and dispersive contributions. This a key result as it implies, due to
the inclusion of the steric and dispersive components in the force-field through the
non-covalent potential terms (shown in Eq. 2.4 and discussed in Section 2.1.2), that
the potential calculated for a thiophene 2mer is transferable with respect to the
addition of alkyl side-chains. This transferability is explored in our discussions of
dihedral potential implementation in Section 4.1.
For further insight into this feature and to our approximation, we have calculated
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Table 3.1: S0-S1 absorption transition energies, 0, of thiophene 2mers in the three
cases shown in Figure 3.10.
0 (eV)
None 4.563 eV
Normal 4.587 eV
Mirrored 4.543 eV
(a) (b) (c) (a) (b) (c)
Figure 3.10: S0-S1 absorption differential densities of thiophene 2mers with (a) no
side-chains, (b) 3-position side-chains (the normal case), and (c) ‘mirrored’ side-
chains.
S0-S1 absorption differential densities (Figure 3.10) and energies (Table 3.1) for
thiophene 2mers with no side-chains and with ethyl side-chains in the normal and
mirrored configurations. Each calculation was performed at the CAM-B3LYP/cc-
pVTZ level. Both the differential densities and energies suggest that there is very
little effect on the excitations in all cases. This implies that the side-chains have
little effect on the properties of the orbital conjugation along the backbone. Between
the cases with side-chains and without, the transition energies differ by ' 0.05%,
and between the mirrored and normal side-chain cases, the difference is ' 0.1%. It
can be seen, also, from the differential densities that the electron density around the
side-chains remains unchanged upon excitation; implying that the side-chains are
not highly involved in the excitation. This is consistent with our previous discussion
at the beginning of this section and a more complete discussion of this point in
presented in Appendix C in the context of the results of Chapter 5.
3.2.3 Use of dispersion corrections
As mentioned previously, the dihedral potentials given so far in this chapter do not
include any treatment of dispersive interactions. For cases without side-chains, this
was because we found that including dispersion had no effect on the results and,
for those with side-chains, inclusion of dispersion proves to yield difficulties in both
computation and physical interpretation for sufficiently long chains.
For side-chains up to ethyl in length, it remains possible to obtain results using
dispersion interactions. For short side-chains, the above considerations are not as
applicable as the side-chains are, comparatively, less free. As such, using the disper-
sion correction GD3BJ [249, 250], we have calculated dihedral profiles for 2mers of
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Figure 3.11: Dihedral potentials calculated using DFT with and without dispersion
correction for 2mers of (a) fluorene, and (b) thiophene. For each molecule, the profile
with no side-chains, with methyls, and with ethyls is given.
fluorene and thiophene up to ethyl in length and, in Figure 3.11, compared to those
calculated with no dispersion correction.
As shown in Figure 3.11(a), the use of GD3BJ has no effect on the dihedral
energetics of fluorene. This can be expected given the lack of a side-chain depen-
dent component in the dihedral potential discussed above. For thiophene (Figure
3.11(b)), we find that, for 2mers with no side-chains and methyls, including dis-
persion interactions has, also, very little effect. With ethyls, dispersion interactions
begin to play a role. Generally, there is a slight deviation in the energies at each
point which, on average, is ' 0.3 kJ/mol. As with fluorene, this result is in line with
the side-chain dependence of the dihedral potentials.
The potential obtained for ethyl-thiophene with dispersion is considerably less
smooth than in the calculation without dispersion. This is a result of the freedom
of the second carbon in the ethyl chain to adopt three minimal configurations.
From the resulting geometries, the position of this carbon varies from point-to-
point in the scan. The variation of the minimal state of this carbon cannot be
consistently controlled by the initial conditions. This serves as an example of the
inconsistency previously discussed which is only further amplified with increasing
side-chain length. The only way of removing this inconsistency is to fix the position
of the side-chain within the scan (as has been performed in references [93] and
[140]). However, we feel it is counter-intuitive to do so as this procedure is, in
essence, defining a preferential side-chain geometry which may not be preferential
or especially significant in a dynamical run. However, it is clear that the ethyl side-
chain profiles with and without dispersion are in good agreement and, as a result,
our analysis in the previous section is justified.
The results of this section have explored the effect of the side-chains on the
dihedral potentials of fluorene and thiophene and, in particular, the effect on the
conjugated component of the potentials. In both cases, transferability can either be
demonstrated immediately, as with fluorene, or inferred, as in thiophene. Following
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    units N + 1
Figure 3.12: Sketch of a three residue model for a polymer system based on two end
residues, ρE and ρB, and a general central residue ρC . For neutral molecules, the
modelled molecule can be extended in length if and only if the sum of charges in
ρC is zero. Note that, in this diagram, ρB and ρE do not necessarily span only one
monomer unit.
the length invariance described in Section 3.1, the dihedral potential for fluorene
of any backbone length and alkyl side-chain is appropriately modelled by that of a
2mer with no side-chains. It can be argued that this same transferability holds for
thiophene though it is evident that the short separation between the side-chain and
dihedral centre leads to increased complexity. We return to this point in Section
4.1. This concludes the calculations of dihedral potentials and leaves only partial
charges to be obtained from QC calculations.
3.3 Obtaining partial charges for conjugated oligomers
In Section 2.1.2, we mentioned that any molecular force-field requires a set of par-
tial charges which govern the pair-wise electrostatic interactions resulting from local
pockets of electronic density. For individual molecules, these can be straightfor-
wardly calculated using the population analysis procedures detailed in Section 2.3.4.
As such, if one were to obtain partial charges for simulating a 2mer of fluorene and
a 16mer of fluorene, a simple (excluding, for the time being, the computational
demand) means of doing so would be to perform two SP energy calculations: one
for the 2mer and one for the 16mer. This approach is often utilised in MD works
of conjugated polymers [46, 132] which are only concerned with one length scale of
molecule. If one goes on to consider different lengths of molecule, combinations of
side-chains or multiple combinations thereof, this straightforward procedure quickly
becomes infeasible.
Another approach is to define charge sets which, from biomolecular nomenclature
[166], are known as ‘residues’. The natural choice of residue in the polymeric system
is the set of charges corresponding to the base monomer. If one can define a set of
residues which are invariant to either increasing length or to appending side-chains,
one can build a wide variety of derivative molecules based on, in principle, one SP
calculation.
For polymeric systems, it is typically assumed that one can build a model of
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charges based on three residues: two sets, ρB and ρE, for the beginning and end
unit, and one, ρC , for all central units. This model allows for various lengths of
molecule to be generated, given the condition that both the total charge of ρC and
the combined total charge of ρB and ρE are zero, by inserting additional ρC residues.
This is shown schematically in Figure 3.12.
The manner in which residues are formed is not consistent in numerous other
works. For example, Bhatta et al [140] form a similar model based on the charges
of a single thiophene unit while Bockmann et al [47] form one based on a thiophene
tetramer. However, it is not clear from either of these works whether their residues
are converged with respect to molecule length and whether they can be suitably
applied to thiophenes of up to 40mer and 32mer in length, respectively. As such,
an investigation of the suitability of such models is required for a generalisable
parameterisation scheme.
In the remainder of this section, we aim to determine a set of partial charges for
a given molecule, based on a minimal quantum chemical calculation scheme, which
correspond to any backbone length or alkyl side-chain combination. We utilise
fluorenes, dioctyl-fluorenes, thiophenes, and hexyl-thiophenes as our test molecules
for cases with no side-chains and cases with side-chains (the cases with side-chains
chosen for correspondence with the common polymers PF8 and P3HT). In doing
so, we assess the applicability of the three-residue model and detail a scheme for
determining a converged set of partial charges.
3.3.1 Symmetry and length convergence of charge distributions
Before discussing our results regarding backbone length convergence, we first discuss
how length convergence emerges from polymeric systems and the role of reflective
symmetry on the charge distributions. This then allows us to determine a scheme
by which to assess when a charge distribution is converged.
The first requirement of a three residue model is that the total charge of the
residue ρC , denoted QC , is zero. Considering a homo-polymeric structure, such as
that of fluorenes and thiophenes, of N units in length, the central N − 2 units are
identical but the two end-most units serve as boundaries and differ from the central
units by an extra hydrogen atom. For sufficiently large N , such that the effect of
the boundary units on the central units is effectively zero, the central units form a
translationally invariant system. If we then consider an N + 1 unit molecule, which
has an additonal central unit, and note that both the N and N + 1 unit system
have a total charge of zero, it follows that the total charge of a central unit is zero.
As such, the individual central units of a sufficiently long molecule will form the
zero-charge ρC residues with ρB and ρE spanning some number of units at each end
of the molecule. It follows then that determination of the total charges of the central
units from a partial charge calculation is a means of determining a converged set of
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Figure 3.13: Partial charges, q, of 3mers of (a) thiophene and (b) hexyl-thiophene
(R = C6H13). On each molecule, the axis of reflective symmetry is shown (red
dashed line). In (b), this symmetry is broken as can be seen from the asymmetry of
the charge distributions. Side-chains and hydrogens have been omitted for clarity.
partial charges.
With no side-chains present, the base units of oligo-fluorene and thiophene
molecules are reflectively symmetric in the plane perpendicular to the axis of the
molecule. With the intuitive notion of the partial charge sets obeying the symmetry
of the molecule, the residue sets ρB and ρE are also reflective symmetric and each
have a total charge of zero. Furthermore, given that the end-units differ only by
an extra hydrogen, as opposed to another considerably bulkier or electronegative
terminal group, it can also be expected that the span of ρB and ρE is small with
respect to the overall size of the molecule.
In cases with side-chains, it is often the case that this reflective symmetry is
broken. Of fluorenes, thiophenes, and their alkyl-substituted variants, this occurs
when considering alkyl-thiophenes. While the overall translational symmetry of the
middle units is preserved (as is always the case for a homo-polymer), that the side-
chain is appended to the position 3 carbon (see Figure 3.6) means that the overall
reflective symmetry between the ends of the molecule is broken.
This point is illustrated in Figure 3.13 which gives a representation of the charge
distributions on the thiophene units of 3mers of thiophene and hexyl-thiophene.
Comparing both distributions, it is evident that the symmetry is broken in the hexyl-
thiophene 3mer and unbroken for thiophene. As discussed in the remainder of this
section, the implication of this is that it is likely that this broken symmetry would
induce an intrinsic dipole across the molecule. This then means that it can both
be expected that the convergence of charge distributions would happen at longer
molecular lengths and that the ρE and ρB groups would span a greater portion of
the overall molecule.
3.3.2 Variations of charge distributions with backbone length
For each of our following calculations of partial charge distributions, we use elec-
tronic densities calculated with CAM-B3LYP/cc-pVTZ on geometries obtained with
CAM-B3LYP/6-31G* in a manner akin to the method used for obtaining dihedral
potentials. The calculated electronic densities are then fitted to partial charge dis-
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Figure 3.14: Total charges of (a) the 1st unit and (b) the 2nd unit of fluorene (F0),
dioctyl-fluorene (F8), thiophene (T0), and hexyl-thiophene (T6) for varying lengths
of conjugated backbone (given by the number of units, N). Due to the asymmetry,
these values are plotted for both sides of the T6 molecule with the opposite side
shown as T6(L) and T6(R). (Legend applies to both graphs.)
tribution using the RESP method (discussed in Chapter 2.3.4).
In observing the trend of the total charges of the first and second units of flu-
orene, dioctyl-fluorene, thiophene, and hexyl-thiophene, as shown in Figure 3.14,
it is seen that the convergence of the total charges of the end units happens upon
extending beyond the 3mer in all cases. For the symmetric molecules (both fluo-
rene variants and thiophene without side-chains), the total charge of each of these
units is effectively zero for all lengths of molecule as expected given that they are
constrained to be zero in the 2mer by the symmetry considerations.
For hexyl-thiophene, the asymmetry of the molecule means that the total charges
of the end units (Figure 3.14(a)) are substantial and there is a notable difference
in the total charge between each end unit. The second units (Figure 3.14(b)) of
hexyl-thiophene do not change appreciably beyond the 3mer (with std. deviations
of 6.4× 10−3 e and 4.3× 10−3 e for the L and R units) but are significantly different
from zero in charge on average (-0.017 e and 0.020 e, respectively) compared to the
second units of the symmetric molecules. However, as opposed to the end units,
the second units are of near-equal charge for all backbone lengths. This, along with
the short convergence lengths across all molecules, suggests that the translational
invariance begins for backbone lengths greater than the 3mer.
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Figure 3.15: Partial charges, q, of the heavy atoms of (a) the 1st unit and (b) the
2nd unit of thiophene for varying lengths of conjugated backbone (given by N , the
number of units). (c) and (d) are the partial charges of the heavy, non-side-chain
atoms on the 1st unit from each end of hexyl-thiophene and (e) and (f) are those of
the 2nd unit from each end. (Legend applies to all graphs.)
It is worth noting that, while there is a large charge difference in the hexyl-
thiophene end units and second units relative to the other molecules, the charge
difference is ' 0.03-0.06 e. In the overall scheme of electrostatic effects, this differ-
ence is insignificant. However, charge differences on this scale are the result of large
differences in the partial charge distributions within each unit. This can be seen
from Figure 3.15, in which the length-dependence of the individual partial charges
of each of the heavy atoms of thiophene end units and hexyl-thiophene end and
second units is given. In each case, the charges are seen to be effectively constant
across all lengths of backbone beyond the 3mer. However, in comparing the partial
charges between different units and the two molecules, it can be seen that the distri-
bution of the charges are significantly different. Also, the difference of the individual
charges in the two end units of hexyl-thiophene is considerable compared to that of
the two end units of thiophene and the two second units of hexyl-thiophene.
In all cases, it was found that the side-chains display similar behaviour to the
main-units of the molecule except that the side-chain distributions are effectively
constant for all lengths of molecule regardless of the symmetry considerations. A
further breakdown of the partial charge distributions of all atoms (including side-
chains) of each of the above molecules for a variety of lengths as well as the total
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Figure 3.16: Total charges, Q, of individual units of 9mers of fluorene (F0), dioctyl-
fluorene (F8), thiophene (T0), and hexyl-thiophene (T6). Molecular reflective sym-
metry is broken only in the hexyl-thiophene molecule. (Legend applies to both
graphs.)
charge distributions for length of molecule up to 9mer can be found in Appendix A.
Figure 3.16 shows the total charges across each individual unit of 9mers of each
molecule. Again, these follow the same trends described previously but also serve
as confirmation of the translational invariance argument in that the central units of
such a long molecule are of effectively zero total charge in both the symmetric and
asymmetric cases. As discussed previously, the overall charge on the second units of
hexyl-thiophene is converged beyond a 3mer. However, a 5mer is required to obtain
a converged middle unit of zero total charge. As such, the distributions ρB and ρE
span the two end-most units with ρC distribution obtained from above a 5mer. This
is discussed further in Appendix A.
The convergence behaviour of the partial charge sets and its symmetry depen-
dence form a central result of this chapter. Given the above, we determine that
obtaining the three residues ρB, ρE, and ρC is possible by comparison of the total
charges of the individual units between two lengths greater than, based on the cases
considered, a 5mer. For more complicated systems e.g. with terminal units other
than hydrogen or highly asymmetric systems, it follows that a fully converged set
of residues would be obtained at greater lengths than those shown.
3.3.3 Attempts to obtain a fully extendable side-chain charge set
In a manner akin to the three-residue approach, we attempt to obtain a set of side-
chain parameters which can be further extended to any length of side-chain. This
would require determining a length of side-chain such that there exists a methylene
CH2 residue of total charge zero. This CH2 group would then be inserted into
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Figure 3.17: (a) Relationship of the total charge, excluding side-chains, of monomers
of dialkyl-fluorenes and alkyl-thiophenes of various lengths of alkyl chain. Each
display a convergence to near zero at around 6 carbons side-chain length. (b) Sample
of partial charges on the C and H atoms at the beginning, middle, and end of the side-
chain of alkyl-thiophene monomers of various lengths of side-chain. It is observed
that, as opposed to the end groups, the charge of the carbon on the inner methylene
group (gold triangles) does not converge with increased side-chain length.
the side-chain in order to extend the parameter set without modification of the
remaining side-chain charges.
As a test of the possibility of this, we have computed the charge distributions of
1mers of dialkyl-fluorene (Fx) and alkyl-thiophene (Tx). Figure 3.17(a) depicts the
progression of the total charge of each 1mer, excluding that of the side-chain, with
increasing side-chain length. Both molecules appear to converge to total charge of '
0 e and ' 0.05 e for the fluorenes and thiophenes, respectively, at side-chain lengths
of 6 carbons.. As the total charge of the entire molecule is fixed, this implies that
the overall charge of the side-chain is also converged to near-zero in both cases. As
such, the three-residue principle may be applied.
It was found, however, that it is not possible to obtain a CH2 group of zero charge
for side-chain lengths of up to 12 carbons. Figure 3.17(b) gives, as an example, the
charges of the carbons and hydrogens nearest to, farthest from, and half-way from
the main-body of the monomer along the side-chain for increasing lengths of side-
chain. While the nearest and farthest atoms display non-zero, converged charges
across all lengths, it was found that the middle atoms still fluctuate greatly (from
−0.05 - 0.2e) with increasing side-chain length.
Given that large asymmetry is present between each end of the side-chain -
one terminated with a hydrogen and the other terminated with the conjugated
unit - and the arguments of the previous section, this lack of convergence is not
surprising. Following from the previous arguments, it can be reasoned that the
convergence of an individual CH2 unit to a total charge of zero will be possible
but for considerably longer side-chains than those considered. However, given that
most experimentally and functionally interesting molecules rarely have side-chains
greater than 12 carbons in length, we feel that this is not of practical use to our
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parameterisation scheme.
To conclude this section, we have demonstrated that it is possible to build scal-
able charge sets for homo-polymers based on a three-residue model and have de-
scribed a scheme by which to generate such sets based on partial charge calculations
of two lengths of a given molecule. We find that the expected convergence length
differs depending on whether or not the molecule has inversion symmetry - with
the non-symmetric hexyl-thiophene molecule requiring a longer backbone length for
convergence - and reason that molecules with greater degrees of asymmetry or large
terminal groups may follow the same trend. While it is possible to obtain a fully-
scalable set of charges for backbone length variations, side-chains can not be so
simply treated due to the considerable asymmetry between the ends.
3.4 Conclusions
By exploring a number of different quantum chemical approaches, we have deter-
mined a DFT methodology for calculating dihedral potentials. We find that a
combination of CAM-B3LYP/6-31G* optimised geometries with CAM-B3LYP/cc-
pVTZ SP energies produces potentials which agree well with more computationally-
demanding and complex methods such as L-MP2 and CBS limit CCSD(T). With
this DFT methodology, we have explored the effect of increasing backbone lengths
in dialkyl-fluorenes and alkyl-thiophenes and found that increasing backbone length
has little effect in both molecules. In varying side-chain lengths, it was found that
fluorene potentials are not affected. For thiophenes, the close-proximity of the side-
chain and the centre of rotation was found to have a significant effect primarily as
a result of steric repulsion.
We have also shown that, for both fluorenes and thiophenes, obtaining a three-
residue set of charges is possible for short lengths of molecule. For fluorenes, dialkyl-
fluorenes, and thiophenes, a three-residue set can be obtained using a 3mer while
for alkyl-thiophenes, this approach requires a 5mer molecule. The difference in
length scales between the former and latter is found to be the result of molecular
asymmetry due to the presence of the alkyl side-chain on the thiophene unit. Similar
convergence behaviour was not observed for the side-chains themselves at the lengths
(up to 12 carbons) we investigated due to the considerable asymmetry between each
end of the chain.
These results provide key insights into the generality of these key force-field
parameters. As the partial charges are directly implemented into the force-field,
building a three-residue model at the above length scales allows for a charge model
which is scalable to all conjugated backbone lengths based on a relatively small
calculation. The results obtained for the dihedral potentials imply that these poten-
tials also display convergence behaviour in backbone length and side-chain. The first
part of the following chapter details how this convergence translates to the force-
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field regime and illustrates some of the subtleties involved in direct implementation
of these calculated potentials.
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Chapter 4
Force-field implementation and
simulation of solvated molecules
The results of Chapter 3 have provided us with the foundational principles of a
force-field parameterisation scheme for conjugated molecules. In particular, we have
identified a suitable DFT methodology to obtain dihedral potentials and assessed
the independence of said potentials to backbone length and side-chain length. The
current chapter is comprised of two parts. First, we detail the implementation
of dihedral potentials into the force-field using the subtraction procedure, detailed
in Section 2.1.4, and determine the necessary refinements required in order to ac-
curately replicate the DFT potentials. Secondly, we present MD simulations of
fluorene and thiophene derivates in solution. We aim to assess the performance of
our force-field with respect to measures such as dihedral angle distributions and
persistence lengths. We also utilise simulations to better understand the nature
of conformational properties of conjugated oligomers, the complex side-chain - sol-
vent interactions, and how conjugation lengths emerge. These simulations form the
foundations required for understanding optical phenomena and form the basis of the
TD-DFT investigations detailed in Chapter 5.
4.1 Implementation and preliminary testing
The DFT calculations of Chapter 3 have provided accurate, quantitative represen-
tations of the dihedral potentials and partial charges in fluorene and thiophene and,
by the same methodology, can be extended to other conjugated molecular systems.
However, these results alone are not sufficient in and of themselves for use within the
force-field. While partial charges are straightforward to implement, the calculated
dihedral potentials are composites of a number of interactions - both covalent and
non-covalent - which are already described in the force-field (such as those shown
in the OPLS definition Eq. 2.4). It is therefore necessary to utilise a method of
implementation which avoids double-counting these pre-existing terms.
There are numerous methods for implementing dihedral potentials in conjugated
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force-fields. One which has been demonstrated successfully for conjugated molecules
[132, 142, 143, 187] involves separating the contributions to the dihedral potential
resulting from pre-existing terms in the force-field and generating a modified function
based on the remaining contribution to the total potential. This method forms the
basis of our ‘subtraction’ implementation procedure.
As described in Section 2.1.4, we begin by generating force terms for bonds, an-
gles, and dispersion interactions using pre-existing values from the OPLS force-field.
For both fluorene and thiophene, full sets exist for individual monomers while only
fluorene has parameters for the bonds and angles around the inter-monomer junc-
tion. As they are lacking for oligo-thiophenes, the fluorene inter-monomer parame-
ters are used for the thiophene inter-monomer junctions. The proper and improper
dihedral terms are then generated for each molecule. In terms of covalently bound
forces, this leaves only the four dihedral terms governing the intermonomer torsion.
In our implementation, we focus on 2mer molecules. As the force-field does not
have significant contributions from long-range interactions of neighbouring monomers,
we have found that the implementation for the 2mer is general to all backbone
lengths. Furthermore, force-field energy minimisation for longer molecules gener-
ally requires further modifications due to the amplification of errors. By using a
2mer representation, we are required to use partial charges calculated from 2mers
as opposed to three-residue models suitable for longer molecules.
In the remainder of this section, we begin by utilising the subtraction proce-
dure to obtain dihedral potentials for fluorene and thiophene with no side-chains.
When including side-chains, the close proximity of the side-chain dihedral results in
problems regarding the transferability of dihedral potentials which we examine and
discuss minor alterations to the OPLS force-field which allow for a better descrip-
tion of each of the fitted potentials. Throughout, we assess the suitability of each
potential by obtaining minimal configurations of each 2mer so as to ensure that the
true minima (resulting from unrestrained optimisation) are suitably accurate when
compared to those obtained from DFT.
As a brief note on notation, in this section we utilise a variety of side-chains
on each molecule. For clarity, we affix each of the fluorene and thiophene labels
with Cx to denote side-chains of x carbons in length (e.g. C2-thiophene denotes
ethyl-thiophene and C2-fluorene diethyl-fluorene) and fluorene and thiophene refer
to unsubstituted molecules.
4.1.1 Force-field subtraction procedure
Following the scheme described in Section 2.1.4, the required force-field contribution
to the dihedral potential is isolated by performing force-field scans over intervals of
10° from 0° to 180° in a manner analogous to that of the DFT scans performed in
Chapter 3. Each point in the scan is initiated using the corresponding geometry
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from the DFT scan calculation so as to ensure optimal correspondence between
each geometry and, thus, comparability of the resulting energies. As the force-
field minimisation is more sensitive to distortions in initial geometries than the
DFT procedure, this measure is taken to provide greater consistency between the
two procedures while also aiding the force-field minimisation in finding the correct
minimum.
As we wish to isolate all interactions relevant in the dihedral rotation which are
not the covalent interaction and also wish to restrain the dihedral at each value in
the scan, the four covalent energetic functions at each inter-monomer juncture are
free to be utilised as restraints. In order to generate an effective restraint at a given
angle, φ0, each of the four dihedral terms are placed under the influence of a periodic
potential, VR, given by:
VR(φ) = kc[1− cos(φ− φ0)]. (4.1)
While we have found it to be sufficient to impose only two restraints on the corre-
sponding DFT scans, we find that it is necessary to impose restraints on all four
dihedral terms in the FF scan. Failure to do so results in significant deviations in
the free dihedral terms (± 5°). Deviations of this scale result in poor comparability
between the force-field and DFT scans and lead to ill-fitted potentials. In turn, this
leads to inconsistency between the subtraction profiles and resulting unrestrained
optimisations and simulations.
In choosing the value of kc for the periodic restraint, care must be taken so as to
find a balance between forming an effective restraint without inducing any unwanted
distortion in the molecule. We obtained values of kc by a trial and error procedure of
maximising kc, for optimal correspondence of the final dihedral angle with the target
dihedral angle, without risking distortions of the given molecule. For molecules with
methyl or no side-chains, the choice of a large value, kc = 5×104 kJ/mol, provides a
suitable restraint with very low error in the resulting dihedral values (± ∼ 0.25°). In
the case of ethyl-thiophene, a significant reduction to kc = 10
3 kJ/mol is necessary
which can be attributed to the prevalence of large forces in the side-chain - dihedral
area. This reduction results in an increased error in the dihedral values (± ∼ 1°)
though this error is still within an acceptable tolerance. From this, the geometry
is then optimised in vacuum using the conjugate-gradients minimisation algorithm
within Gromacs and the total energy of each point along the scan is calculated to
form the corresponding profile.
With the force-field (FF) contribution to the dihedral potential isolated, the
required dihedral profile is obtained by subtracting the FF contribution from the
DFT potential. The resulting ‘subtracted’ potential is then fitted to a 5th order
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Figure 4.1: Subtraction potentials for (a) fluorene and (b) thiophene. Each figure
displays the calculated DFT potential; the FF contribution; the resulting subtracted
potential; the fit of the subtracted potential to a 5th order Ryckaert-Bellmans func-
tion; and the resulting effective potential given by the addition of the FF scan
potential and the fitted potential. (Legend in (a) applies to both graphs.)
Ryckaert-Bellmans (RB) function:
VRB(φ) =
5∑
n=0
cn[cos(φ)]
n. (4.2)
In Figure 4.1, the subtraction curves and fits are shown for 2mers of fluorene and
thiophene. In both cases, the fit from the RB function is accurate and the combined
fit and FF contribution of each closely resembles the corresponding DFT potential.
To implement the fitted potential, we divide the potential across each of the
four available four-atom dihedrals at the inter-monomer junction. This is shown
schematically in Figure 4.2. As can be seen, two of the four dihedrals are in the
same convention as the fitted potential (the polymer convention) with the trans
angle set to 0° while the other two are in the trans = 180° convention. Given that
cos(φ+ pi) = − cos(φ), the potential for the latter two is expressed with alternating
positive and negative coefficients as is shown.
With the potential in place in the 2mer FF, a first test is to determine the
correspondence between the minima obtained from free optimisation in the FF and
using DFT. For each 2mer, we have calculated the difference in energy, ∆Em =
Ecis−Etrans, between the cis and trans minima of each molecule using both methods.
As is shown in Table 4.1, in both cases without side-chains, the FF and DFT values
are comparable to within ' 0.1 kJ/mol (' 0.04 kBT ). This test demonstrates both
the accuracy of the correspondence found by the fitting procedure as well as the
ability of the fitted force-field to reproduce the quantum chemical minima in these
examples. This point is discussed further in Section 4.1.3.
For both fluorene and thiophene, we see that this procedure is fairly straight-
forward and yields both accurate fits to the subtraction potentials and provides an
accurate representation of the cis and trans optimal geometries. This correspon-
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VRB( ) =
1
4
5X
n=0
cn[cos( )]
n
VRB( ) =
1
4
5X
n=0
cn[  cos( )]n
}
}
Figure 4.2: Schematic depicting the four dihedral terms at a thiophene junction and
the sign convention of the RB function (Eq. 4.2) associated with it. For fluorene,
this convention is followed analogously.
Table 4.1: Comparison of the difference in energy between the cis and trans minima,
∆Em, of 2mers of fluorene, C1-fluorene, thiophene, and C2-thiophene calculated from
DFT and from the force-field (FF).
∆Em (kJ/mol)
DFT FF
fluorene 0.04 0.08
C1-fluorene -0.05 0.05
thiophene 2.23 2.09
C2-thiophene 0.84 0.86
dence was enhanced in both cases by modifying the equilibrium bond lengths and
angles of the OPLS force-field which we shall discuss in greater detail in Section
4.1.3. For now, we proceed to apply the same procedure to fluorenes and thiophenes
with side-chains.
4.1.2 Force-field subtraction with side-chains
As was the case with obtaining DFT potentials in Section 3.2, obtaining FF po-
tentials for molecules with side-chains results in significant complications. In the
particular case of thiophene, which has side-chains close to the intermonomer junc-
tion, optimisation procedures are complicated by the additional steric contributions
and relative freedom of the side-chains. While we have found that differences in the
dihedral potentials of thiophene resulting from the side-chains are almost entirely
the result of steric contributions, which would be expected to be represented by
the force-field already, it is imperative to properly examine whether this implied
transferability of the potential holds.
In the first instance, we consider fluorenes with side-chains. Testing the C1-
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Figure 4.3: (a) Subtraction potentials for C2-thiophene. (Labelling follows that
of Figure 4.1.) (b) Total force-field potentials for C2-thiophene comprised of the
sum of the C2-thiophene FF contribution and subtraction potentials fitted from
unsubstituted (unsub.) thiophene, C1-thiophene, and C2-thiophene. Comparison is
given to the C2-thiophene dihedral potential.
fluorene 2mer, we found that the dihedral potential resulting from the scan is effec-
tively identical to that of fluorene. As is seen in Table 4.1, values of ∆Em obtained
from minimisations of C1-fluorene are in agreement with the DFT values to within
0.1 kJ/mol. Performing the same test with C2-fluorene also showed the same be-
haviour. This follows as would be expected from the invariance found in performing
the DFT calculations and shows that the fluorene dihedral potential is transferable
to the full class of dialkyl-fluorene molecules.
For thiophenes, we have performed the subtraction procedure for C1 and C2-
thiophene with the resulting curves for C2-thiophene shown in Figure 4.3(a). It is
noted that this procedure results in a far less smooth fit than that of thiophene
shown in Figure 4.1(b). This behaviour is an example of the inconsistency in a
geometry optimisation scheme which comes from the freedom of the side-chains and
is amplified as side-chain length is increased. To minimise this inconsistency, taking
the initial scan geometries from the DFT calculations is of particular importance.
This being said, it is not the case that this measure leads to a perfect correspondence
in the side-chain conformations between the DFT and FF scans. While the error in
the fitting procedure impacts the direct comparison of the fit with the DFT potential,
in calculating ∆Em of the C2-thiophene 2mer (Table 4.1), we find agreement between
the DFT and our FF fit to within ' 0.1 kJ/mol.
In Section 3.1, we argued that steric interactions, responsible for large changes
in dihedral potential for alkyl-thiophenes, will be incorporated by the force-field
and, thus, the potential fitted from thiophene should be transferable in the same
manner as with fluorene. However, the FF potential obtained from C2-thiophene
differs drastically from that obtained from thiophene. In Figure 4.3(b), we show
the effective FF potential resulting from the FF contribution of C2-thiophene and
utilising the potential fit from unsubstituted and C1-thiophene. In comparison to
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Table 4.2: Energetic barriers at 0° (∆E0) and 180° (∆E180) of thiophene 2mers with
various side-chains using fitted potentials obtained from scans using different side-
chain lengths. The labels Cx (Cy) denote the energies of a 2mer with a side-chain of
x carbons using the potential obtained from a fit of the 2mer with a y carbon side-
chain with ‘unsub.’ denoting the unsubstituted case. The DFT values shown are
those from the dihedral scans of the Cx-thiophene 2mer. Each barrier is calculated
relative to the closest local minimum (i.e. the trans minimum for ∆E0 and the cis
minimum for ∆E180).
∆E0 (kJ/mol) ∆E180 (kJ/mol)
DFT FF DFT FF
unsub. (unsub.) 0.59 0.33 2.02 1.75
C1 (unsub.) 1.20 5.35 4.65 7.21
C1 (C1) 1.20 1.33 4.65 5.00
C2 (unsub.) 4.02 11.07 6.71 12.00
C2 (C1) 4.02 6.67 6.71 9.18
C2 (C2) 4.02 3.90 6.71 7.66
the expected DFT potential, we see that the assumption of transferability leads
to a significant overestimation of the planar energetic barriers. Quantitatively, by
defining the difference in energy between each unrestrained minimal configuration
and their nearest planar configurations, defined as ∆E0 and ∆E180 for the trans and
cis sides respectively, we find that the error introduced in the planar barriers of C2-
thiophene from utilising the C1-thiophene potential can be as large as ' 2.5 kJ/mol
(' kBT ). Using the unsubstituted thiophene potential, this error increases approxi-
mately two-fold. These energies are summarised in Table 4.2. This is one of the key
results of this chapter as it highlights that one cannot assume that the FF dihedral
potential is transferable purely from the argument that the conjugated component
of the dihedral potential is transferable (as was shown in Section 3.2.2).
One possible reason that the transferability of the dihedral potential with re-
spect to increasing side-chain length in thiophenes implied by the DFT calculations
does not hold is due to the use of the Lennard-Jones 12-6 potential in the OPLS
force-field. Dubay et al [93], have shown that the OPLS force-field produces an
overstatement of the planar barriers in C2-thiophene and highlighted that this may
be remedied, in part, by utilising a buffered 14-7 potential [173]. It may be the case
that using such a potential may replicate the expected behaviour and signifies that
an entirely generic force-field for conjugated polymers (e.g. one built of interchange-
able conjugated moieties such as amino acids in current protein force-fields) may
require such a modification. However, as it currently stands, we have shown that
careful consideration of the thiophene side-chain by performing subtraction with
the ethyl side-chain leads to an appropriate force-field representation of the dihedral
potential without any modification to the Lennard-Jones definitions of the OPLS
force-field.
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Given the inconsistency observed in the C2-thiophene fitted potential resulting
from the side-chain degrees of freedom, performing similar calculations for longer
side-chains becomes impractical due to increasingly noisy fits. However, as shown in
Figure 3.7(b), the difference in DFT dihedral potential between C2 and C3-thiophene
is ' 0.5 kJ/mol (0.2 kBT ) at the planar barriers which is slight compared to those
between C2 and C1, and C1 and the unsubstituted case. As such, we feel it is justified
that the C2-thiophene potential be used as a general potential for longer lengths of
side-chain.
We have found that the subtraction procedure is capable of reproducing the
expected form of the dihedral potential and respective energetic minima even for
the complicated C2-thiophene 2mer. To conclude this section, we now discuss how
we modify equilibrium bond lengths and angles in order to further enhance the
correspondence obtained from the subtraction procedure.
4.1.3 Modification of equilibrium bonds lengths and angles
Throughout our previous discussions of implementation by subtraction, we have
utilised modified OPLS equilibrium bond lengths and angles. The first motivation
for this procedure is that, while there exist parameters which govern the energetics
of many individual conjugated units within the OPLS force-field, it is often neces-
sary to essentially ‘borrow’ parameters for the inter-monomer junction from other
conjugated molecules e.g. from fluorene for thiophene. We borrow parameters by
taking the force-constants associated with the intermonomer bond and angles and
modifying the equilibrium values to better represent the host molecule. However,
a secondary motivation is to obtain the best possible correspondence between the
geometries obtained from the force-field and from DFT. In this regard, we obtained
the best results when replacing all of the available bond length and angle equilib-
rium values across each molecule with those obtained from DFT optimisations while
keeping the original OPLS force-constants.
Equilibrium values are taken from the global minimal geometries obtained from
optimisation with CAM-B3LYP/6-31G*. Table 4.3 contains a breakdown of these
changes on: the energy difference between the dihedral minima, ∆Em; the values of
each dihedral minimum, φtrans,cis; and the end-to-end length of each minimal geom-
etry, lEE,trans,cis. For each molecule, we find there is either a general improvement
or changes which are negligible (' 0.1 kJ/mol, 1°, 0.1 A˚ in each value).
For fluorenes, we find that the only substantial improvement is in the location of
φcis of unsubstituted fluorene in which the error reduces from 6° to 1°. In all other re-
spects, both the original and modified parameters result in values which correspond
to within acceptable tolerances of the DFT values. For thiophenes, modifying the
the equilibrium values yields substantial improvements. For unsubstituted thio-
phene, the major improvement is in reducing the error in ∆Em from 0.47 kJ/mol to
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Table 4.3: Comparison of the un-modified and modified OPLS force-fields (MD0
and MD1 respectively) with DFT calculations for 2mers of fluorene, C1-fluorene,
thiophene, and C2-thiophene. The properties compared are: the difference in energy
between the cis and trans minima (∆Em); the dihedral angle of each minimum (φ);
and the end-end length associated with each minimum (lEE).
∆Em (kJ/mol) φtrans (°) φcis (°)
DFT MD0 MD1 DFT MD0 MD1 DFT MD0 MD1
fluorene 0.04 0.0 0.08 39 39 40 141 135 140
C1-fluorene -0.05 0.03 0.04 39 41 38 141 139 142
thiophene 2.23 1.76 2.09 26 31 28 147 145 145
C2-thiophene 0.84 1.43 0.86 45 20 50 129 129 135
lEE,trans (A˚) lEE,cis (A˚)
DFT MD0 MD1 DFT MD0 MD1
fluorene 15.3 15.2 15.4 15.1 15.0 15.2
C1-fluorene 15.3 15.2 15.4 15.1 15.0 15.2
thiophene 6.4 6.4 6.4 6.3 6.3 6.3
C2-thiophene 6.4 6.5 6.4 6.3 6.5 6.3
0.14 kJ/mol while also slightly improving the minimal dihedral angles. Further im-
provement is seen for C2-thiophene in which the original fit yields an error in φtrans
of 25° which is reduced to 5° after modification. The value of ∆EM also corresponds
almost exactly to the DFT prediction with the modified force-field as opposed to
the 0.61 kJ/mol difference seen with the original. While both dihedral minima in
C2-thiophene deviate from their DFT values by around 5°, the modified force-field
results in consistency between the two. On the whole, the improvements made in
C2-thiophene are substantial and the energetic improvement significantly impacts
the resulting dynamics shown throughout the subsequent sections of this chapter.
As a brief note, while this procedure is beneficial to the fluorene and thiophene
force-field description, in which OPLS parameters are readily available for the indi-
vidual monomers, it may also be the case that a similar procedure may have merit
in monomers which have missing parameters or only have van der Waals parame-
ters readily available. Indeed, one similar procedure has been employed by Guilbert
et al [141] in parameterising the benzothiadiazole (BT) moiety. This procedure,
dubbed the modified Badger rule, determines bond and angle force constants based
on DFT optimisations of the monomers. We have considered utilising such a pro-
cedure both for comparison with the values obtained for thiophenes and fluorenes
as well as for future parameterisation work e.g. for molecules such as PTB7 whose
core units are not currently well represented within the OPLS force-field. However,
due to its success in reducing the large errors in the thiophene geometries, particu-
larly C2-thiophene, we have followed our modified approach in all of our force-field
parameterisation.
In this section, we have set out a scheme for implementing DFT calculated
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dihedral potentials into the wider OPLS force-field and have shown its capability
in formulating correspondence between the FF and DFT potentials. Additionally,
we have also noted the complications which arise for molecules with side-chains
close to the dihedral centres and how their treatment can be incorporated into the
procedure. Built upon this implementation, the remainder of this chapter concerns
the discussion of simulations of fluorenes and thiophenes in solution.
4.2 Simulations of short molecules
In the previous section, we have shown that our force-field is capable of represent-
ing the DFT dihedral potentials based on optimisations of static geometries. Full
validation of the force-field requires extending and examining its applicability to the
MD regime. The simplest manner of doing so is first simulating 2mer molecules.
In particular, 2mers without side-chains offer a key point of verification given the
basic, effectively unperturbed dependence of the dihedral angle on its core dihedral
potential i.e. without any external influence from side-chains. As such, it is possible
to measure the correspondence between the dynamics of the force-field and a simple
Boltzmann distribution obtained from the corresponding DFT potential.
Simulations of 2mers serve two key purposes: first, they form a partial force-field
validation which is completed by simulations of longer molecules; secondly, they
can be utilised to probe effects such as the interactions between solvents and side-
chains and the relationship between the inter-monomer bond angle and dihedral
angle. Both of these points serve as foundations for interpreting the conformational
dynamics of longer molecules.
4.2.1 Molecules with no side-chains
With a 2mer system in mind, but without any loss of generality, we can describe
the potential energy of the system, U , as a function of the dihedral angle, φ, and
the set of all other degrees of freedom, x, in the form:
U(φ,x) = uφ(φ) + ux(x) + um(φ,x). (4.3)
This expression effectively separates the general potential energy into component
functions: uφ and ux being the contributions to the potential which are dependent
only on φ or the remaining degrees of freedom independently of φ, respectively;
and um which corresponds to all interactions which are dependent on correlations
between φ and x. As such, the probability density for φ is expressed as:
P (φ) =
1
Z
∫
dx exp{−[uφ(φ) + ux(x) + um(φ,x)]/kBT}, (4.4)
with Z defined as the partition function of the system. If the dihedral degree of
freedom is effectively independent of the other degrees of freedom, i.e. um(φ,x) ≈ 0,
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Figure 4.4: Dihedral angle distributions for (a) fluorene and (b) thiophene 2mers
obtained from MD simulation in chloroform. Comparison is made to Boltzmann dis-
tributions calculated directly from the corresponding DFT potentials. Simulations
were carried out over 100 ns and 10001 geometries were sampled.
Eq. 4.4 reduces to:
P (φ) ≈ 1
Z
∫
dx exp(−ux(x)/kBT ) exp(−uφ(φ)/RT ) = 1
Zφ
exp(−uφ(φ)/kBT ),
(4.5)
with Zφ defined as the component of the partition function over φ:
Zφ =
∫
exp(−uφ(φ)/kBT ). (4.6)
Evidently, in a system where the dihedral rotation is effectively independent of
contributions from the other degrees of freedom, the probability density is that of an
effectively isolated rotation governed entirely by a single potential. In systems such
as fluorene and thiophene, which, when excluding side-chains, essentially consist
of two rigid planes rotating about an axis, it would be expected that the contri-
bution from um(φ,x) would be negligible and that the dihedral angle probability
density would resemble that given by Eq. 4.5. This allows for a simulation-based,
first verification of the parameter sets based on the correspondence of the dihedral
angle distributions resulting from MD simulation and the Boltzmann distributions
predicted by the DFT calculations.
In Figure 4.4, dihedral angle distributions obtained from MD simulations of
fluorene and thiophene (each with no side-chains) in chloroform are shown with
comparison to their respective Boltzmann distributions. In both cases, the MD dis-
tribution strongly resembles the predicted Boltzmann distribution. As such, building
on the correspondence obtained from optimised geometries and scans in Section 4.1,
this result confirms that the force-field implementation procedure leads to accurate
thermodynamics in an MD simulation.
The MD distribution discussed above is from simulation in chloroform though
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the same conclusion holds regardless of the solvent chosen. The same calculations
performed in the solvents THF, toluene, methanol, and water are discussed in Ap-
pendix B.2 and show solvent independence in the fluorene and thiophene systems.
Given that the solvent dependence of conformational properties is most prominent in
systems with a large state space i.e. with a large number of possible, distinct configu-
rations and, thus, possibility for greater conformational entropy, a small system such
as either of the fluorene and thiophene 2mers should not exhibit any strong solvent
dependence. In considerably longer systems and systems with side-chains, solvent
effects often become significant and will be discussed in the following sections.
4.2.2 Solvent-dependent dynamics with the inclusion of side-chains.
The result of the previous section shows both that the implemented dihedral po-
tential accurately represents the dihedral dynamics in 2mers with no side-chains
and also that these dynamics follow a Boltzmann distribution of the corresponding
potential. We omitted the inclusion of side-chains to offer a simplified picture and,
thus, a first in situ test of our parameterisation scheme. To include side-chains
in our simulations allows us to take a step towards practically realistic simulations.
Particularly, the complex behaviour of long side-chains - highly-entropic appendages
to the basic conjugated molecule - and their interplay with the solvent form a sig-
nificant motivation for utilising MD simulations given that dynamical simulation is
capable of capturing the, primarily thermodynamic, features of solvent behaviour
which cannot be captured by static calculations alone. As we expect a significant
amount of solvent - side-chain interaction, we investigate the role of combinations of
each in 2mers. This allows us to obtain the basic dynamical principles which occur
at the core of conjugated molecular dynamics i.e. below the level of effects resulting
from highly-disordered oligomer or polymer systems.
As a practical motivation of this investigation, one particularly interesting feature
of polyfluorenes, as discussed previously in Section 1.1, is the formation of β-phase
regions characterised by highly planarised regions and a corresponding sharp, red-
shifted absorption peak at ' 2.8 eV (' 440 nm). This phase, which typically occurs
in systems exhibiting aggregation [52, 99, 100] - which, in turn, involves solvent de-
pendent behaviour - has also been shown to depend on the length of side-chain.
Bright et al have shown experimentally that the formation and stability of the β-
phase is a function of two competing side-chain dependent features: significantly
long side-chains such that side-chain - side-chain interactions can overcome the high
energetic barriers otherwise blocking the planar fluorene conformations; and the in-
creased entropic freedom and, therefore, instability resulting from long side-chains.
As such, they find that heptyl and octyl side-chains typically afford the greatest β-
phase fractions [100]. In the work of Kitts et al , β-phase was shown in experiment
to have a clear dependence on the quality of solvent used and, in turn, confirms the
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Figure 4.5: Dihedral angle distributions for (a) C2-fluorene, (b) C12-fluorene, (c)
C2-thiophene, and (d) C12-thiophene. Distributions are shown for simulations in
chloroform, methanol, and water.
work of Knaapila et al in showing, by experiment, that β-phase results from col-
lapsed ‘sheets’ of polyfluorenes [52,99]. While it is clear that the solvent-dependent
emergence of β-phase arises from the solvent’s effect on aggregation, the side-chain
dependent dynamics should, at the small molecule level, show how the side-chains
enhance this process.
To probe the interactions of side-chains with the chosen solvent, we have per-
formed a number of simulations on 2mers of both fluorene and thiophene in a variety
of solvents and with various lengths of side-chain. The solvents chosen are THF,
chloroform, toluene, methanol and water. Full details of the solvent parameters
used are given in Section 2.2.4. Of the five chosen, THF, chloroform, and toluene
are typically ‘good’ solvents for conjugated polymers and are widely used in sample
processing. Methanol is typically a poorer solvent than the above while still being
practically capable of solvating polymer systems. Water is chosen as an exemplar
poor solvent and, given that conjugated polymers are typically insoluble in water,
provides extreme example of the effect of solvent choice on the molecular dynamics.
In Figure 4.5, the dihedral distributions for 2mers of C2- and C12-fluorene and C2-
and C12-thiophene are shown for the solvents of chloroform, methanol, and water.
Each of these examples represents a particular extreme of side-chain and solvent
combinations given the relative solubilising properties of each solvent. As is seen,
even with such different solvents, both C2-fluorene and C2-thiophene are unaffected
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by the solvent choice as seen from the near-constant dihedral distributions. With
C12-fluorene and C12-thiophene, we see that the underlying dihedral dynamics are
substantially modified by the presence of the side-chain. In each of these cases,
the dihedral distributions in chloroform become notably biased towards the trans
minimum while those in water become oppositely biased. This can be rationalised
by considering that a good solvent, such as chloroform, will make side-chain - side-
chain interactions unfavourable while the opposite is true with a poor solvent. For
a side-chain long enough such that side-chain - side-chain interactions are possible,
such as the C12 substituted molecules, this behaviour will incur an average energy
penalty against the dihedral angles which bring neighbouring side-chains closer or
vice versa.
It is clear that this solvent - side-chain dependent dihedral behaviour must be-
come significant at a critical length of side chain. To investigate this point, we have
generated similar distributions for the five solvents listed above. As a quantita-
tive measure, we have calculated the probabilities, Pφ<90 based on the calculated
probability density function, Pφ(φ):
Pφ<90 =
∫ 90
0
dφPφ(φ) (4.7)
The resulting probabilities are shown in Table 4.4 for each combination of solvent
and side-chains labelled. The corresponding distributions for each are shown and
discussed in Appendix B.2. For each combination of molecule and side-chain, the
associated predictions based on a Boltzmann distribution of the corresponding DFT
profile are also shown. The errors in each probability were obtained from simulations
of 16mers of dioctyl-fluorene and hexyl-thiophene by obtaining the individual Pφ<90
values for each of the 15 dihedral angles and calculating the standard deviation.
For fluorenes, the probabilities are near constant for the unsubstituted 2mer and
in agreement with the Boltzmann distribution prediction. For C2-fluorene, there is
slight bias towards dihedrals with opposing side-chains though the biasing is close
to the error of the calculation. For C6-fluorene, dependence on solvent quality
begins to emerge and becomes significant for C8-fluorene and C12-fluorene. In C8-
fluorene and C12-fluorene, substantial biasing occurs for water with biasing in favour
of neighbouring side-chains. For THF, chloroform, and toluene, similar and opposite
biasing occurs though not as significantly as that in water. That this effect becomes
significant at the dioctyl-fluorene level is consistent with the findings of Bright et
al discussed above [100]. Furthermore, that poor quality solvents lead to enhanced
side-chain - side-chain interactions is suggestive of a precursory solvent-dependent
contribution to β-phase formation beyond that leading to polymer aggregation.
For thiophenes, dihedral biasing also occurs with increasing side-chain length
though to a significantly lesser degree than for fluorenes. For unsubstituted and C2-
thiophene, the probabilities are significantly different from those of longer side-chains
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Table 4.4: Probabilities of 0° ≤ φ ≤ 90° of fluorene and thiophene 2mers with various
combinations of side-chains and solvents. The error in each calculation is listed for
each molecule. Columns with no side-chain listed denote unsubstituted molecules.
Fluorene (± 0.07) Thiophene (± 0.03)
Solvent - C2 C6 C8 C12 - C2 C6 C8 C12
chloroform 0.50 0.58 0.56 0.54 0.69 0.68 0.51 0.68 0.68 0.69
THF 0.53 0.59 0.68 0.58 0.68 0.69 0.52 0.67 0.68 0.67
toluene 0.49 0.61 0.51 0.61 0.61 0.74 0.53 0.71 0.71 0.71
methanol 0.51 0.61 0.53 0.54 0.41 0.71 0.52 0.65 0.64 0.58
water 0.54 0.52 0.37 0.06 0.03 0.71 0.52 0.60 0.50 0.44
Boltzmann (DFT) 0.50 0.50 0.50 0.50 0.50 0.78 0.57 0.53 0.53 0.53
which, as is seen in the Boltzmann predictions, is the result of the steric contribution
of the first carbons of the side-chain to the dihedral potential. This is further
shown by the lack of an effect of solvent at this level. For water, there is a notable
biasing of the dihedral angle to the cis side - again, maximising the side-chain - side-
chain interaction - though the converse effect is not seen with any significant effect.
We believe that, while the thiophene unit is considerably shorter than that of the
fluorene unit and, thus, should require far shorter side-chains to have a similar effect,
the solvent effects in fluorenes are amplified due to the double side-chains which can
more effectively form trap conformations (two side-chains effectively locked on to
another one or two) than the individual side-chains in thiophenes.
From this analysis, we see that the MD simulation regime allows us to obtain
significant insight into the conformational dynamics of conjugated polymers even
by analysis at the 2mer level. We have found that fluorenes have the capability
for significant solvent-dependence in their dihedral distributions depending on the
length of side-chain used. This allows us to better understand the steps in the
formation of side-chain dependent conformational phases such as the β-phase.
4.2.3 Inter-monomer bond angle distributions
While dihedral angles are of great significance to the conformational and electronic
properties of conjugated molecules, the overall conformational freedom of a conju-
gated, or, indeed, any other, oligomer or polymer is directly related to the freedom
of the inter-monomer bond angles (herein referred to simply as bond angles). Any
change in the overall molecular conformation can be considered as a series of changes
in individual bond angles. As such, it is useful to analyse the properties of bond
angle variations at the 2mer level so as to better understand the conformational
properties in extended length systems.
As has been demonstrated for fluorene in the work of Schumacher et al [127],
optimised geometries from DFT calculations predict that the bond angles between
each unit in conjugated molecules display dependence on their associated dihedral
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angles. If this holds true in a dynamical system, it implies that significant biasing
in the dihedral distributions would lead to two different classes of conformation.
For instance, in fluorenes, the bond angle between successive units in the trans
conformation is ' 10° while the cis conformations typically have bond angles of
' 20°. For thiophenes, the bond angles are ' 15° and ' 30° respectively. This
means that molecules which are biased strongly to the trans conformations will be
expected to have effectively straight chains of small, alternating bond angles while
those biased to cis conformations will adopt curved or helical conformations.
Following the method discussed in Section 2.2.6, we have generated distributions
of bond angles calculated from the angles between the monomer end-to-end vectors of
2mers of C8-fluorene and C6-thiophene (herein referred to as fluorene and thiophene,
respectively). In Figure 4.6 (a) and (c), these distributions are shown for fluorene
and thiophene, respectively. For fluorene, a distinctly bimodal character is found in
the distribution, which contains two distinct peaks at ' 10° and 25°. The thiophene
distribution does not display this character as prominently as in fluorene in that
it does not have a clearly-defined two-peak structure. The overall shape of the
distribution is considerably spread and contains a plateau in the ' 10° - 35° range.
This suggests that the distribution may also result from two distributions with a
stronger degree of overlap.
Based on the prediction of a dependence of bond angles on dihedral angles,
we split the bond angle distributions based on those which correspond to dihedral
angles above (cis) and below (trans) 90° as shown in Figure 4.6 (a) and (c). In both
cases, two clearly distinct distributions emerge with geometries with trans dihedrals
having bond angles closer to 0° than the greater bond angles associated with the
cis dihedrals. For fluorene, geometries with trans and cis dihedral angles have
bond angle distributions peaked at ' 10° and 25°. For thiophene, the underlying
bond angle distributions are peaked at ' 15° and 35° for trans and cis dihedrals
respectively.
It must be noted that the separation of the peaks of the underlying distributions
of thiophene (' 20°) is slightly greater than that of fluorene (' 15°) though the
fluorene distribution has a clearer distinction between its respective peaks. From
the bimodal character of each distribution, it is clear that there is a far greater
overlap between the underlying distributions of thiophene than those of fluorene.
This can be explained by observing the complete correspondence between the bond
angle and dihedral angle. Figure 4.6 (b) and (d) show the 2-D distribution of each
combination of bond angle and dihedral angle in fluorene and thiophene respectively.
For thiophene, there is an evident continuity of the bond angle and dihedral angle
dependence as the dihedral angle passes through 90°. As fluorenes generally have
far fewer thermodynamically available conformations around 90° than thiophenes (as
shown in Figure 4.5), the distribution of bond angles and dihedral angles is notably
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Figure 4.6: Histograms of bond angles from simulations of 2mers of C8-fluorene (a-b)
and C6-thiophene (c-d). In (a) and (c), the respective probability densities for the
bond angles are given along with those for dihedral angles above and below 90°. In
(b) and (d), the relationship between the bond angle and dihedral angle is shown
explicitly for the whole range of dihedral angles.
distinct between the trans and cis dihedral sections. In thiophene, the presence of
near-90° dihedral angle conformations shows that the population of bond angles in
this region is distributed in the region between the trans and cis peaks. This extra
contribution results in the large spread of each of the bond angle distributions shown
in Figure 4.6(c) and explains why the bimodal nature is smoothed over in this case
and not for fluorene.
In this section, we have discussed a series of simulations of 2mer fluorenes and
thiophenes and have both performed a first in situ validation of our dihedral po-
tentials by showing that the obtained distributions of dihedral angles conform to
Boltzmann distributions obtained from the original DFT potential. Furthermore,
we have demonstrated the effect of side-chains on dihedral potentials and how this
effect is mediated by solvent choice, as well as demonstrated the bimodal character
of bond angle distributions with respect to the dihedral angle.
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4.3 Simulations of longer molecules
From the simulations of 2mers discussed above, we now proceed to the core simu-
lations of this work: simulations of long conjugated oligomers in solution. In this
regime, we aim to understand the key conformational dynamics of each molecule.
Particularly, we calculate correlation functions and end-to-end length distributions
for both an understanding of the intrinsic flexibility and chain-folding at play in
a well-solvated molecule as well insight into the underlying polymer behaviour in
fluorene and thiophene.
The aim throughout this thesis has been in utilising MD simulations as a means
of understanding optical phenomena in conjugated molecules. The results of this sec-
tion delineate the underlying conformational properties of ground-state molecules.
As such, we obtain distributions of geometries which underpin ground to excited
state transition behaviour. These geometries may then be utilised to obtain confor-
mational features such as persistence lengths (using tangent-correlation functions),
end-to-end lengths, and conjugation lengths (based on a model of large dihedral an-
gles serving as ‘conjugation breaks’). Furthermore, the obtained geometries can be
directly utilised in quantum chemical calculations of ground-to-excited state tran-
sition behaviour. This last point forms the focus of the work presented in Chapter
5.
In the remainder of this chapter, our simulations are focused on C8-fluorene
and C6-thiophene molecules; representative of the polymers PF8 and P3HT. For
simplicity of notation, these are herein referred to as fluorene and thiophene, re-
spectively. We begin by first obtaining correlation functions for various lengths of
molecule so as to understand the conformational behaviour and flexibility and deter-
mine persistence lengths. We then obtain end-to-end length distributions as a means
of understanding the statistics of chain-folding and how they correspond with the
semi-flexible wormlike chain distributions calculated by Wilhelm and Frey [118,119].
Finally, we conclude this chapter by building distributions of conjugation lengths
based on the notion of a defined conjugation breaking dihedral angle.
4.3.1 Tangent correlation functions
As a means of determining the intrinsic flexibility of fluorene and thiophene poly-
mers, we obtain persistence lengths, lp, by means of calculating tangent correlation
functions, A(∆n), from simulations in chloroform. As discussed in Section 2.2.6,
we obtain tangent correlation functions by ascribing unit tangent vectors to two
monomers, vn and vn+∆n and defining the correlation function based on the average
over their dot products:
A(∆n) = 〈〈vn · vn+∆n〉〉, (4.8)
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Figure 4.7: Tangent correlation functions, A(∆n), of (a) 8mers, (b) 16mers and (c)
32mers of fluorene and thiophene obtained from simulations in chloroform. Each cal-
culated correlation function is given along with their respective fits to Eq. 4.9 (solid
lines). In each case, the persistence length, np, is indicated by arrows corresponding
to the crossing of each fit with the A(np) = e
−1 line.
Table 4.5: Persistence lengths calculated from simulations of 8mers, 16mers, and
32mers of fluorene and thiophene and those obtained experimentally for the corre-
sponding polymers, PF8 and P3HT. For each, the solvent used is either chloroform
(CHCl3) or THF as listed. Each persistence length is expressed both in terms of
monomer units, np, and nm, lp, with lp = lnp and the monomer length, l, taken as
l = 0.832 nm and l = 0.397 nm for fluorene and thiophene respectively.
Molecules np lp (nm)
Fluorene 8mer (CHCl3) 17.2 14.3
Fluorene 16mer (CHCl3) 18.5 15.4
Fluorene 32mer (CHCl3) 12.9 10.8
PF8 Exp. (THF) [51,120] 9.6 ± 1.2 8.0 ± 1.0
Thiophene 8mer (CHCl3) 8.8 3.5
Thiophene 16mer (CHCl3) 8.6 3.4
Thiophene 32mer (CHCl3) 8.5 3.4
Thiophene 32mer (THF) 7.8 3.1
P3HT Exp. (THF) [45] 6.0 ± 0.8 2.4 ± 0.3
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with the double angle brackets representing an average over all n and all frames.
From simulations, we obtain correlation functions for 8mers, 16mers, and 32mers
of fluorene and thiophene in chloroform with each simulation performed over 100 ns
apart from the 32mer of fluorene which was performed over 50 ns. While 50 ns is
not a large enough run to obtain fully converged distributions of certain properties,
such as dihedral angles and, as discussed in the following subsection, end-to-end
lengths, tangent correlation functions are typically well converged up to ∆n ' N/2
across this timescale. This is due to the number of available data points for each
∆n decreasing linearly with increasing ∆n e.g. for one conformation of 16mer there
are 15 available dot products for ∆n = 1 while only one for ∆n = 15.
From the correlation functions obtained, shown in Figure 4.7, there is a clear ex-
ponential decay behaviour in all cases. This corresponds to wormlike chain behaviour
as discussed in Chapter 1.2.2 and, as such, permits the definition of a persistence
length, labelled np in terms of monomer units, based on fitting to an exponential
decay function:
A(∆n) ≈ exp(−∆n/np). (4.9)
By the above argument regarding correlation function convergence, we fit only to
the firstN/2 points in each case. The persistence lengths obtained are summarised in
Table 4.5. For thiophenes in chloroform, the persistence lengths are consistent across
the 8mer, 16mer, and 32mer backbone lengths with the 32mer having np = 8.5. We
convert this into a real-space persistence length by obtaining the combined length, l,
of the thiophene unit and C-C intermonomer bond length. For thiophene, l = 0.397
nm. By the definition lp ≡ lnp, the persistence length of the thiophene 32mer is
lp = 3.4 nm. The same calculation performed for a 32mer in THF solution yields a
slightly smaller persistence length of 7.8 units (3.1 nm). Given that both are good
solvents, it is to be expected that there would be little significant difference between
the two solvents.
For fluorene, substantially different behaviour is observed for increasing backbone
lengths. For the 8mer and 16mer, np is calculated to be ' 18 units while, the 32mer
has np = 12.9 units - a reduction by a factor of ' 2/3. This behaviour is indicative
of the need to utilise molecules with N  np in persistence length calculations so
as to approximate polymer-like behaviour.
The persistence length of each molecule gives a crucial indicator as to the overall
rigidity and, thus, provides insight into the conformational freedom in each case.
Additionally, calculations of persistence length also serve as a crucial tool for ex-
perimental comparison and force-field validation. As the persistence length can be
inferred from dynamic light scattering measurements of the radius of gyration of
polymers in solution, it is to be expected that a simulation of a sufficiently long (i.e.
N  np) molecule will replicate this measure. Experimental values of persistence
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lengths in the polymers PF8 and P3HT are shown in Table 4.5. For PF8, the persis-
tence length obtained by Grell et al for PF8 in THF is 8 ± 1 nm [51,120], while in
P3HT, lp = 2.4±0.3 nm as reported by Heffner et al [45]. The values obtained from
our simulations of 32mers are in close agreement with these experimental values.
This is one of the key results of this chapter.
While the agreement between our calculations and the experiments is excellent,
it must be noted that our simulations are of 32mers and, in the case of fluorene, only
available in chloroform. Judging by the progression in increasing backbone length
of the thiophene persistence lengths, we are confident that no significant change will
occur for further elongated backbones. However, given the aforementioned problem
regarding length scales in fluorene, we can only assume that utilising a 32mer is
sufficiently long so as to have overcome the initial N ' np problem phase and gives
a persistence length close to that of a polymer-scale calculation. Due to the scale
of the fluorene 32mer and, in turn, the number of chloroform molecules (' 2× 105)
required for fully-solvated simulation, we are currently practically limited to this
length scale. Given also that simulations in THF incur ∼ 5 times the computational
expense, we have also been limited to simulations in chloroform for this system.
The persistence lengths calculated show both the differences in the flexibility and,
thus, conformational freedom of both fluorene and thiophene. Furthermore, their
favourable comparison to experimental values serve as a crucial point of validation
of the force-field parameterisation scheme discussed in this work. As such, the
conformational freedom predicted by the MD simulation regime is accurate and, in
turn, the geometries resulting from simulations are expected to be representative of
experimental conformations such as those probed by measurements of absorption
spectra. This point is particularly crucial to the work of Chapter 5 in which we
utilise the MD geometries as the basis for spectral calculations.
4.3.2 End-to-end length distributions
The persistence lengths calculated in the previous section serve only as one particular
measure of conformational freedom of a single molecule. For further investigation, we
have also calculated distributions of the end-to-end length for the 8mers, 16mers,
and 32mers of fluorene and thiophene. As discussed in Section 1.2, the end-to-
end length (Eq. 1.1) and the radius of gyration (Eq. 1.6) measurements both give
insight into how folded a given conformation is. Of the two, the radius of gyration is
typically more relevant to polymer-scale molecules as it implies a spherical picture of
a given chain. For oligomers, the radius of gyration has a less intuitive interpretation.
Instead, the end-to-end length is more conceptually suitable as a measure of chain-
folding.
Figure 4.8 depicts the distributions of end-to-end lengths for 8mers and 16mers
of fluorene (Figure 4.8(a)) and 8mers, 16mers, and 32mers of thiophene (Figure
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Figure 4.8: End-to-end length distributions (solid lines) of various lengths of (a)
fluorene and (b) thiophene. The dashed lines given for each distribution are the
calculated distributions, r2Pee(r), obtained using Eq. 4.10 [118, 119] with a curve
given in (a) for a fluorene 32mer based on the calculated persistence length. The
end-to-end length is scaled to give each length as a fraction of the fully extended
length of each molecule. Legend in (b) applies to both graphs with the 32mer in (a)
omitted.
4.8(a)) each obtained from 100 ns simulations in chloroform. In each, the end-to-
end length is expressed as a fraction of the total arc length of each molecule for
comparability between each length scale and molecule. While converged tangent
correlation functions were obtained for the 32mer of fluorene, the distribution of the
end-to-end lengths was not suitably converged over similar time-scales and has not
been included.
Comparing the different lengths of each molecule, the clear progression of the
distributions is towards lower values and larger ranges with increasing length. This
follows intuitively given the increased conformational freedom afforded by longer
chains. For thiophene, the 32mer has a much wider distribution and a lower peak
length fraction (' 0.7) than that of the 16mer which is narrower and peaked at
' 0.85. The 8mer is narrower still and peaked at ' 0.9. For fluorene, the distribu-
tions at each length scale are narrower and peaked at higher values when compared
to the corresponding length of thiophene with the 16mer peaked at ' 0.9 and the
8mer peaked at ' 0.95. That the thiophene distributions are considerably broader
and peaked at lower end-to-end length fractions than the corresponding lengths of
fluorene is consistent with the smaller persistence lengths, and, thus, higher flexibil-
ity, of the thiophene molecules.
While experimental measurements of radii of gyration of polymers is possible
- and leads to the experimental measurements of persistence length discussed pre-
viously - experimental measures of end-to-end lengths are far less available. As
such, it is difficult to utilise such a measure as a means of experimental comparison.
However, recent advances in utilising end-markers - functional groups generally of
high fluorescent quantum yield attached to each end of the molecule - have allowed
for such measurements to be possible for molecules in host polymer matrices. One
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relevant example is that of Muls et al [116] who, using end-marked hexyl-fluorenes
of ' 42 monomer units in length (with a polydispersity of 1.8) in an inert host poly-
mer matrix, measured end-end length distributions which are centred at a length
fraction (based on the fully-extended 42mer) of ' 0.89. Judging roughly by the
progression of our end-to-end length distributions, it can be expected that a 42mer
simulation would be peaked at a length fraction of around ' 0.7-0.8 and indicates
a more flexible fluorene molecule. Given the significantly different environments of
the experiment and our solution-phase simulations, it is difficult to compare these
results and we feel that the inert environment of the experiment can be expected to
yield an effectively ‘stiffer’ molecule given the reduction of conformational freedom
in going from a solution to an effectively solid phase. However, future experimental
work in this spirit may yield suitable comparison.
Both the progression of the distributions and the difference in overall spread
between fluorene and thiophene can be understood conceptually by considering the
increase in conformational entropy with increasing length and is consistent with the
persistence lengths calculated previously. One feature of the tangent correlation
functions discussed previously is the clear exponential decay which is indicative of
a wormlike chain (WLC). As briefly mentioned in Section 1.2.2, the WLC model
can yield a number of general results using path integral approaches. (Many of
these calculations and details of the method are presented in reference [119].) In
particular, a general end-to-end length distribution for a WLC has been calculated
by Willhelm and Frey [118]:
Pee(r) = N
∞∑
k=1
(−1)k+1k2pi2e−k2pi2ξ(1−r), (4.10)
where r is the end-to-end length fraction, ξ = lp/L is the persistence length fraction,
andN is the normalisation constant such that ∫ 1
0
drr2Pee(r) = 1. In their work, they
found that this expression is in near-exact agreement with Monte Carlo simulations
of WLCs. As such, comparison of this distribution function with our obtained
distributions serves as an indicator of how much WLC behaviour is exhibited by
fluorenes and thiophenes. The calculated distributions are shown as the dashed
lines in Figure 4.8 with each value of ξ used taken from the values of np given in
Table 4.5. In all cases, it is seen that there is very close agreement between the MD
distributions and the distributions of Eq. 4.10. In turn, this is indicative of fluorene
and thiophene exhibiting WLC behaviour in chloroform and, most probably, in
other solvents of similar quality. Furthermore, as we have obtained a value of np
for the fluorene 32mer, utilising Eq. 4.10 allows us to predict its end-to-end length
distribution as shown in Figure 4.8(a).
From the above, we have seen that the end-to-end length distributions behave in
a manner similar to that of a WLC based on their associated persistence lengths. As
128
Chapter 4: Force-field implementation and simulation of solvated molecules
chains get longer, more substantial folding occurs which leads to fractional end-to-
end length distributions which are peaked at lower values and of significantly higher
ranges. As with the persistence lengths, the additional flexibility in thiophene gives
it substantially greater conformational freedom than fluorene. Potentially, this could
result in significantly different spectral properties due to greater conformational
distortion in thiophenes which we shall discuss further in Chapter 5.
4.3.3 Dihedral angles and conjugation lengths
As a basic means of attempting to understand the possible spectral behaviour of
conjugated molecules using MD simulations alone, it is possible to determine dis-
tributions of conjugation breaks and conjugation lengths based on defining a ‘break
angle’, φB, which ‘breaks’ conjugation. For such a measure, φB is often defined as
40° [88, 92, 93] due to the significant changes in the spectral properties such as a
blue-shift becoming more significant for dihedral angles greater than 40°. However,
the picture of chromophores as the conjugation lengths between such break angles
is contested [89,94–96] (which we discuss further in Section 5.3).
Inasmuch as there is no consensus on the strict theoretical definition of a con-
jugation length, so neither is there an agreed definition on a conjugation break
angle. Our simulations allow us to probe the conjugation lengths obtained in these
molecules based on the break angle definition. With the above in mind, we analyse
the distributions and number of breaks for a variety of break angles with the aim of
later inferring spectral behaviour based on these results.
In Figure 4.9, the distributions of the number of break angles, nB, for 4mers,
8mers, and 16mers of fluorene and thiophene in chloroform are given. This number
also immediately gives the number of chromophores, nC = nB+1. For each, the dis-
tributions are given for φB = 40°, 60°, and 80°. Comparing each set of distributions
for fluorene and thiophene shows that thiophene has a substantially wider range
of possible values of nB than fluorene. This follows from the results of Section 4.2
showing that thiophene has a greater tendency towards high angle conformations
than fluorene. It also follows immediately that higher φB values lead to distributions
skewed more towards nB = 0 than lower φB values as is observed.
To better understand the resulting shape of each distribution, we consider, as a
simple model, a system of uncorrelated dihedral angles each with a probability, PB,
of breaking conjugation. In such a system, if each dihedral angle is governed by a
probability density, Pφ(φ), PB, is defined by:
PB =
∫ pi−φB
φB
dφPφ(φ). (4.11)
A system of N monomers, therefore N − 1 dihedral angles, can be described as
system of N − 1 binary links which are either broken or unbroken. Assuming no
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Figure 4.9: Distribution of the number of dihedrals which break conjugation, nB,
for different lengths of fluorene and thiophene. The defined break angle is labelled
in each graph. For each distribution, the prediction from the binomial distribution
(Eq. 4.11) is given based on the break probabilities given in Table 4.6. Legend in
(b) applies to all graphs.
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Table 4.6: Probabilities, PB, of a dihedral angle breaking conjugation calculated
using Eq. 4.11 based on defining break angles, φB, of 40°, 60°, and 80°. Each
probability is calculated from the dihedral angle distribution functions calculated
from simulations of 2mers in chloroform.
φB Fluorene Thiophene
40° 0.53 0.69
60° 0.09 0.36
80° 0.01 0.10
correlation between each link, the probability, Pn(nB), that the molecule will have
nB broken links is thus obtained from a binomial distribution:
Pn(nB) =
(
N − 1
nB
)
(PB)
nB(1− PB)(N−1−nB). (4.12)
Utilising probabilities obtained from the 2mer distribution functions (displayed in
Table 4.6), we calculate distributions from Eq. 4.12 and show them alongside those
obtained directly from the MD simulation. In all cases, we see that a binomial
distribution of this form suitably represents the MD distribution. Given that we
have seen previously that invididual dihedral angles are effectively uncorrelated in
these oligomers, this result is to be expected. It would, however, form an interesting
measure in systems in which dihedral angle correlation could possibly be expected
e.g. systems with long side-chains, in poor solvents, or bulk samples.
Utilising a defined conjugation break angle and, as above, an associated break
probability, one can partition a given conformation into groups of monomers between
a pair of conjugation breaks. As such, the number of monomers in each segment
corresponds to a given conjugation length, nc (in number of monomer units). By
this method, we have generated distributions of nc from simulations. However, the
distribution of conjugation lengths alone is difficult to interpret given that it has a
large contribution from very small conjugation lengths. These conjugation lengths
are not expected to have a particularly notable effect on the overall spectral proper-
ties of the molecule. For greater clarity, we will instead discuss the distributions of
the maximum conjugation length taken from each conformation (such that there is
one conjugation length per conformation) which, as we discuss in Section 5.3.2, are
the conjugation lengths typically responsible for localisation of the S0-S1 differential
density.
From the distributions of the longest conjugation length shown in Figure 4.10,
we see that, for all choices of break angle, fluorene has typically longer conjugation
lengths than in thiophene. This follows from the above reasoning regarding the lower
break probabilities of the corresponding 2mers (Table 4.6). Indeed, for break angles
of 60° and 80°, we see that the fluorene distributions are increasingly dominated
by a full molecular conjugation length while this is only true for 80° in thiophene.
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Figure 4.10: Distribution of the longest conjugation length obtained from simula-
tions of different backbone lengths of fluorene and thiophene. The defined break
angle is labelled in each graph. For each distribution, the prediction obtained nu-
merically, based on the binomial distribution in Eq. 4.11 and the break probabilities
given in Table 4.6, is given. Legend in (b) applies to all graphs.
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Considering the 16mers in each case, the 16mers of fluorene have peaks in their lc
distributions at 3 units for φB = 40°, 16 units with a secondary peak at 9 units for
φB = 60°, and 16 units for φB = 80°. In thiophene, the distributions are peaked at 3
units, 5 units, and 16 units for φB = 40°, 60°, and 80°, respectively, with a secondary
peak at 9 units for φB = 80°.
In each graph, numerical results based on the binomial model are shown. These
are generated by generating all 2N−1 possible combinations of broken or unbroken
links for an Nmer molecule. Each combination may be represented with an N − 1
bit binary number such that each bit corresponds to a dihedral angle, φ, with a
zero corresponding to φ < φB and one to φ > φB. As such, for each combination,
nB is equivalent to the number of ones in the number, the conjugation lengths are
defined by the number of zeros between two ones or a one and the end plus one, and
the longest conjugation length defined by the longest unbroken string of zeros. For
example, for an 8mer molecule, two example combinations are:
0000100 nB = 1 max{nc} = 5; (4.13)
0100100 nB = 2 max{nc} = 3. (4.14)
Each combination thus has an associated longest conjugation length and can be
weighted by the probability Pn(nB) of Eq. 4.12 to build a full distribution. In Fig-
ure 4.10, it can be seen that distributions generated in this manner correspond very
closely to the MD distributions which follows given the agreement of the distribu-
tions of the number of conjugation breaks obtained from simulation and from the
binomial distribution shown in Figure 4.9.
The insight obtained from the above results is in showing that, in a system where
a good solvent is used, if one wishes to define a conjugation length or a chromophore
size by a conjugation breaking dihedral angle, it is possible to infer the distribution of
such lengths by means of a simulation of a 2mer and invoking a binomial distribution.
However, this analysis on its own does not illuminate the nature of chromophore
formation or the value or validity of the chosen conjugation-breaking dihedral angle.
To exploit the full potential of this analysis, it is necessary to better understand how
optical spectra and exciton localisation occurs as a function of molecular geometry
and, if possible, how applicable the concept of a conjugation break is. This line of
thinking is one of the key motivations of the work presented in the coming chapter.
4.4 Conclusions
In this chapter, we have detailed and analysed the use of the subtraction method
in implementing dihedral potentials for a conjugated molecular force-field and have
performed a series of MD simulations ranging from small (2mer) to long (up to
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32mer) oligomers of fluorene and thiophenes in solution. In doing so, we have
reported a series of validations of our force-field, gained insight into how solvents
affect dihedral angle dynamics via the alkyl side-chains, and calculated tangent
correlation functions and persistence lengths, end-to-end length distributions, and
conjugation length distributions.
Utilising a subtraction procedure to determine the force-field contribution to the
dihedral potential can, with certain caveats, lead to an accurate representation of
the given potential. We have determined the accuracy of this procedure by means
of determining how the minimal dihedral conformations emerge from unrestrained
optimisation of static geometries and by obtaining dihedral distributions from dy-
namical simulations - noting strong correspondence between the simulation dihedral
distributions and calculated Boltzmann distributions. We have also shown that the
transferability of the dihedral potential with respect to the side-chains of thiophene,
predicted by DFT, does not hold in the OPLS force-field and, as such, must be
implemented for molecules of ethyl side-chains or longer.
In 2mers, we have assessed the role of solvent and side-chains on the dihedral
dynamics and found that the side-chains of fluorene display significant solvent-
mediated interactions at octyl and above. In poor solvents, the side-chains have
favourable interactions which lead to a biasing of the dihedral angles towards the
cis conformation while the opposite is true in good solvents. In addition, we have
found that the intermonomer bond angle has a notably bimodal dependence on the
dihedral angle in 2mers with cis conformations generally being of greater angle than
trans conformations.
For longer molecules, we have calculated tangent-correlation functions and find
a near-perfect exponential decay. As such, it is possible to calculate persistence
lengths based on the exponential definition and, in doing so, find values which
compare favourably with experimental values. In line with the exponential decay of
the correlation functions, the end-to-end length distributions follow the progression
derived by Wilhelm and Frey for semi-flexible wormlike chains which, thus, suggests
an overall wormlike chain nature in both fluorene and thiophene.
The above simulations have offered insight into the conformational features of
oligomers in good solvents. With the force-field parameterisation scheme in place,
it is possible to go on to examine many other interesting problems from an MD
perspective such as aggregation behaviour in multi-molecular and polymer systems
and further examinations of how solvent-dependent behaviour emerges from larger
systems. Currently, we aim to utilise the conformational principles we have obtained
from simulation, as well as the molecular geometries themselves, to understand
optical properties. To carry out this work, we utilise TD-DFT methods on the
individual geometries which we shall go on to discuss in Chapter 5.
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Conformational dependences in
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Classical MD simulations, while capable of obtaining conformational and thermo-
dynamic insights, cannot be used directly to determine any quantum mechanical
properties. However, the distribution of conformations generated by these simu-
lations can be used as the basis for further calculations to determine, for instance,
how the ensemble of conformations impacts the optical response. In this chapter, we
employ this method to calculate optical absorption spectra from conformation en-
sembles in order to understand the role various conformations have on the resulting
absorption spectra and how excitation densities localise along molecular chains. We
begin by first calculating the conformation-dependent spectral properties of 2mers
as a preliminary example of the basic concepts of dihedral angle dependence, in-
homogeneous broadening, and the emergence of high energy absorption features.
This is followed by calculations of absorption spectra and inhomogeneous broad-
ening from conformation ensembles of longer oligomers and an investigation of the
various contributions from individual dihedral angles in these chains. Finally, we
define measures of excitation localisation and apply them to the same conformation
ensembles to investigate the role of conformational distortions, such as the conju-
gation breaks discussed in Section 4.3.3, in disturbing the overall delocalisation of
excitations.
5.1 Spectral properties of 2mer systems
As preliminary examples, 2mer systems offer a useful introduction to principles such
as dihedral-dependent inhomogeneous broadening and the emergence of high-energy
absorption spectral lines. The simplicity of the 2mer system allows simple analysis
methods to be employed such as investigating the direct relationship between the
single dihedral angle and a particular transition energy as well as building spec-
tra based on directly calculating inhomogeneous broadening based on the dihedral
dependence of the dominant, low-energy transition and the probability of a given
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dihedral angle occuring. These approaches provide a testing ground for utilising
ensemble geometries from MD simulations. In the following, we perform the afore-
mentioned analyses and, in doing so, outline the primary concepts and obtain ref-
erence results which guide the interpretation of the MD ensemble spectra presented
in later sections.
5.1.1 Dihedral angle dependent absorption spectra
As an investigation into the effect of conformational variation on absorption spectra,
we begin by calculating absorption spectra for geometries obtained from dihedral
scans such as those utilised for calculating dihedral potentials in Chapter 3. As
discussed in Section 1.1.3, dihedral angle rotation has a significant effect on the pi
conjugation and, given also that the dihedral angle is the primary degree of freedom
in the 2mer system, it is to be expected that it will be the primary source of any
conformation-dependence in the absorption spectra.
To obtain absorption spectra, we calculate a set of absorption transitions using
TD-DFT at the B3LYP/6-31G level with geometries, as in Chapter 3, obtained us-
ing CAM-B3LYP/6-31G*. We find that utilising long-range corrected functionals,
such as CAM-B3LYP, as opposed to standard hybrid functionals, such as B3LYP,
typically leads to an overestimation of the thiophene 16mer S0-S1 transition en-
ergy of around 0.5 eV when compared to expriment. A full discussion of this choice
of TD-DFT functional and basis set is presented in Appendix C. No treatment of
solvent was utilised. While we found for thiophene 2mers that utilising a polariz-
able continuum model (PCM) solvent led to reductions in transitions energies of ∼
150 meV, for 16mers and 32mers, this reduction was ' 40 meV. As such, we utilise
no solvent correction for 2mers for consistency with the calculations performed in the
following sections. Reductions in the transition energies of 16mers and 32mers due
to including the PCM model with CAM-B3LYP are also of the same scale. For each
geometry, we obtain the first 20 transition energies and oscillator strengths. Each
geometry scan calculation is performed for dimethyl-fluorene and methyl-thiophene
molecules which are referred to as fluorene and thiophene for ease of notation.
Figure 5.1 depicts the dihedral dependence of (a) the lowest (S0-S1) transition
energy and (b) oscillator strength of fluorene and thiophene 2mers. The progression
of the S0-S1 transition energy depicted in Figure 5.1(a) shows the expected increase
in transition energy from the planar conformations to the 90° conformation. When
considering inhomogeneous broadening, it is useful to consider the total variation
in the S0-S1 transition resulting from variations in the dihedral angle defined by:
∆φ ≡ 90 − 0, where 90 and 0 denote the S0-S1 transition energy at φ = 0
and φ = 90, respectively. This range represents the maximum possible variation
(i.e. if the oscillator strength were independent of dihedral angle and all dihedral
angles were equally probable) in this transition energy resulting from variations in
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Figure 5.1: Dihedral angle dependent absorption spectra for 2mers of fluorene and
thiophene. (a) and (c) are the transition energies and oscillator strengths, respec-
tively, of the lowest transition for fluorene and thiophene. (Legend in (a) applies
also to (c).) (b) and (d) depict the absorption spectra obtained for various dihe-
dral angles for fluorene and thiophene respectively. The sticks correspond to the
oscillator strengths (right axis) while the continuous spectra are given in arbitrary
units (left axis) corresponding to a normalisation of the spectra to the peak of the
0° spectra. (Legend in (b) applies also to (d).)
the dihedral angle. We refer to this range throughout as the ‘maximum dihedral
absorption range’ (MDAR). The MDARs of the fluorene and thiophene 2mers are
895 meV and 823 meV, respectively. Given that homogeneous broadening is typically
∼ 10 meV [76, 98], this range gives a first indication that the overall spectra of a
2mer system will be dominated by conformational broadening.
The oscillator strengths of the first transitions also display a notable dihedral de-
pendence as shown in Figure 5.1(c). For both fluorene and thiophene, the oscillator
strength of this transition decreases with increasing dihedral angle. In fluorene, the
ratio of either of the planar oscillator strengths, f0, to the 90° oscillator strength, f90,
is f0/f90 ' 3. For thiophene, the 90° oscillator strength is close to zero. Therefore, it
is to be expected that conformations with dihedral angles close to 90° shall have less
prominent S0-S1 transitions and, thus, a lesser contribution to the conformational
broadening.
So far we have discussed only the lowest energy transitions for each dihedral an-
gle. In Figures 5.1(c) and (d), we give a representation of the resulting absorption
spectra taken for the range of transitions up to 5 eV for a sample of dihedral angles
(as labeled) in the scans of fluorene and thiophene. The cut-off imposed at 5 eV is to
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avoid encountering problems due to the ionisation threshold. Following the scheme
discussed in Chapter 2.3.4, each spectrum is generated by assigning a Lorentzian
function of homogeneous broadening γ = 33 meV - chosen for consistency with
MD ensemble spectra calculations to follow - to each transition energy and oscilla-
tor strength calculated for a given conformation. We note that the ‘homogeneous
broadening’ used here is not strictly representative of the homogeneous broadening
and, accordingly, does not account for any oscillator strength dependence. As will
be shown later in the chapter, its function is primarily as an interpolating factor
for spectra formed from MD ensemble geometries and is dominated by the result-
ing conformational broadening. For thiophene, the 80° and 90° conformations are
omitted as their lowest states lie higher than 5 eV.
The absorption spectra show that the first transition in each case is generally the
dominant transition which is often the case in conjugated polymer systems. As such,
the spectra follow the progression of the transition energies and oscillator strengths.
The exception to this is for the 90° conformation of fluorene. In this conformation,
the primary absorption feature is comprised of two states of near-equal oscillator
strength separated by ' 30 meV. This splitting behaviour is discussed further in the
following subsection (Section 5.1.2).
Having established the increasing excitation energy with respect to increasing
the dihedral angle, we now investigate the absorption spectra calculated from ge-
ometries taken from the MD ensemble. We calculate ensemble spectral properties
of 2mer ensembles of dioctyl-fluorene and hexyl-thiophene (each referred to as flu-
orene and thiophene in the context of ensemble spectra unless otherwise stated)
from simulations in chloroform. For fluorene, each calculation consists of 1001 ge-
ometries sampled every 100 ps of a 100 ns run, with each geometry’s excited-state
properties calculated using TD-DFT at the B3LYP/6-31G level. For thiophene, the
same procedure is followed with 2001 geometries sampled every 50 ps. In both cases,
the individual spectra are entirely uncorrelated at this level of sampling and, were
it not for the computational expense of TD-DFT calculations, could be sampled
at a higher rate. The sampling rates chosen were sufficiently high so as to ensure
convergence of the spectra.
In Figure 5.2(a), the energies of these transitions are plotted as a function of
the dihedral angle. Both the fluorene and thiophene ensembles closely follow the
qualitative trend of Figure 5.1(a). Both trends, however, appear red-shifted from
the DFT result by ' 30 meV and ' 110 meV in fluorene and thiophene respectively.
We find that the trend in the oscillator strengths of the transition in the ensemble
is comparable to that of 5.2(c).
That the qualitative trends of the optimised geometry calculations are so readily
observed in the 2mer ensembles is not surprising given that the dihedral angle is the
only major source of conformational disorder in the molecule. The red-shift from
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Figure 5.2: Transition energies (a) and oscillator strengths (b) of the lowest tran-
sitions of MD ensembles of fluorene and thiophene 2mers. In each case, the solid
lines indicate the trends predicted from geometry scan calculations. (Legend in (b)
applies to both graphs.)
the scanned geometries and the ensemble trend, however, is surprising. One possible
source of this shift is the effect of slight distortions on the base monomers of each
molecule which, given the size of each system, have a more significant effect than in
larger molecules. The work of Jing et al , in calculating reorganisation energies of
bacterial conjugated pigments, has noted that structural fluctuations in geometries
obtained from MD runs are larger than those predicted from molecular normal
modes. These inaccurate distortions are believed to be the cause of a significant
overestimation of reorganisation energies from MD geometries when compared to
those calculated solely from DFT [258]. Another possibility is in the sensitivity of
the TD-DFT approach to error for systems of this scale.
As described in Section 2.3.4, we calculate ensemble spectra by performing a sum
over Lorentzian line-shapes attributed to the transition energies, , and oscillator
strengths, f . We utilise a homogeneous broadening parameter of γ = 33 meV for
both fluorene and thiophene as obtained for fluorene by Denis et al [76]. As the
inhomogeneous broadening due to conformational disorder significantly dominates
the total spectral broadening, the choice of γ serves primarily as an interpolation
parameter.
For the 2mers of fluorene and thiophene, the resulting spectra are shown in Figure
5.3(a) and (b) respectively. Each of the spectra displays significant inhomogeneous
broadening with a half-width half-maximum (HWHM) of' 130 meV and' 270 meV
for fluorene and thiophene respectively. While the dihedral dependence seen in
the optimised geometry scans shown in Figure 5.1 predicts that both fluorene and
thiophene 2mers have lowest energy transitions which span similar ranges of '
800− 900 meV, comparison of the broadening in Figure 5.3 shows that the resulting
inhomogeneous broadening from the ensemble is substantially less than these ranges.
This is easily rationalised by considering the probability distribution of each dihedral
shown in Figure B.1 and discussed in Section 4.2.2 and Appendix B. The dihedral
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Figure 5.3: Absorption spectra (red curves) calculated from MD ensembles of fluo-
rene (a) and thiophene (b) 2mers. In each case, the lowest transitions predicted from
geometry scan calculations and weighted by the corresponding probability obtained
from the MD simulation are shown as sticks. Black sticks correspond to φ < 90°
and blue sticks to φ > 90°. The stick spectra are corrected by a shift of 30 meV
and 110 meV for fluorene and thiophene respectively. (Legend in (a) applies to both
graphs.)
distribution in fluorene is limited almost entirely to the region within ±20° of each
minimal angle while that of thiophene has greater freedom to explore angles in the
region of 90°. So, while the spectral ranges are similar, the proportion of this range
explored by each molecule is significantly different. This is a key concept which we
return to extensively throughout this chapter.
To further demonstrate this point, we build a simple model of each spectrum
by taking the S0-S1 transition energy and oscillator strength for each point in the
respective dihedral scan, (φ) and f(φ), respectively, and generate new spectral lines
by weighting the oscillator strengths by the probability, P (φ)∆φ, associated with
that dihedral. (These probabilities are readily obtained from the MD simulation
dihedral distributions discussed in Section 4.2 and Appendix B.) For reference, the
weighted oscillator strengths are plotted as the stick spectra in Figure 5.3 with a
correcting shift (30 meV for fluorene and 110 meV for thiophene) applied to correct
for the offset observed in Figure 5.2(a). It can be seen that this simple approach
yields a result in good qualitative agreement with each of the ensemble spectra
calculated from the MD geometries.
5.1.2 Emergence of high-energy absorption features
In discussing the transition energies of the DFT scan geometries shown in Figure 5.1,
we noted that the 90° conformation of fluorene (Figure 5.1(b)) displays a splitting
feature of the lowest transitions. In the remainder of this section, we shall discuss
the emergence of similar features in ensemble spectra resulting from variations in
dihedral angle.
As a note on notation, in the previous examples we considered a set of tran-
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Figure 5.4: Ratios of the second largest and largest oscillator strengths, f1(s)/f0(s) ,
for MD ensemble conformations of fluorene (a) and thiophene (b) 2mers. In (a), the
trend predicted from geometry scans is shown with the line serving as guide to the
eye.
sitions for each conformation, each with energy and oscillator strengths i and fi,
with transition i = 0 corresponding to the lowest energy (S0-S1) transition. In the
following, it is convenient to sort this same set of transition in terms of descending
oscillator strength with transitions in this sorting denoting by the label i(s) e.g. 0(s)
refers to the energy of the transition with the greatest oscillator strength. This
allows us to define the ratio of the two most significant transitions, f0(s) and f1(s) ,
and their energetic separations by f1(s)/f0(s) and ∆1(s) ≡ 1(s) − 0(s) .
Figure 5.4 shows the oscillator strength ratios calculated from each conformation
in MD ensembles of (a) fluorene and (b) thiophene 2mers. In both cases, notably
split states (f1(s)/f0(s) ≥ 0.5) are observed for dihedral angles in the region between
60° and 120° i.e. ±30° from either side of the 90° barrier. For fluorene, we also show
the trend in this ratio calculated using the scan geometries which shows similar
behaviour. We have not included a similar trend for thiophene due to the higher-
energy states being above 5 eV in the optimised geometry calculations.
Dihedral dependence is also observed in the energetic separations, ∆1(s) , as
shown in Figure 5.5 for both (a) fluorene and (b) thiophene. In both cases, ∆1(s)
is considerably larger (' 1 eV and ' 0.8 eV for fluorene and thiophene respectively)
for near planar geometries than for those with dihedral angles close to 90°. 90°
conformations have ∆1(s) ' 0 and, in some cases, ∆1(s) < 0. The former indicates
that two excited states are approaching degeneracy and, in the latter cases, that
a transition other than the S0-S1 transition is the dominant transition. In Figure
5.4, points which have f1(s)/f0(s) ≥ 0.2 are emboldened to signify transitions which
may have a meaningful contribution to the absorption spectra. This shows that,
while the expected trend is adhered to by the split states, there is only a very small
fraction which have non-negligible spectral contributions.
The above results are consistent with considering the 90° barrier as a conjugation
break. At a 90° dihedral, the pi orbital overlap across the molecule is at a minimum
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Figure 5.5: Energetic separations of the states with the second largest and largest
oscillator strengths, ∆1(s) ≡ 1(s) − 0(s) , for MD ensemble conformations of (a)
fluorene and (b) thiophene 2mers. In (a), the trend predicted from geometry scans
is shown. In all cases, points which correspond to f1(s)/f0(s) ≥ 0.2 (red dots and solid
blue lines) and otherwise (white circles and dashed blue lines) are differentiated to
signify states which do or do not have a non-negligible spectral contribution.
and, therefore, is the closest a 2mer system comes to resembling a system of two
weakly coupled individual monomers. With no coupling between each monomer,
it would be the case that each monomer would have a set of identical transitions
and, as such, have degenerate primary transitions of equal oscillator strengths i.e.
∆1(s) = 0 and f1(s)/f0(s) = 1. The 90° conformation represents a weakly-coupled
regime and, as such, the transitions show a near-degenerate feature which is lost as
the dihedral angle is reduced to closer to planar conformations.
The results of this section have highlighted some of the key features of con-
formational dependence in the absorption spectra of fluorene and thiophene such
as the increase in transition energies and the emergence of high energy absorption
for dihedral angles approaching 90°. These effects, particularly the former, are the
key sources of inhomogeneous broadening in the 2mer systems. Having established
these effects, we now continue to a discussion of the effect of varying conformation
in molecules longer than 2mers.
5.2 Absorption spectra of long oligomers
When considering conjugated molecules of increasing length, a well known [1,90,91,
98, 259, 260] feature observed in the absorption and emission spectra is a decrease
in the associated transition energies. Due to the pi-orbital delocalisation across the
conjugated backbone, which is responsible for the dominant excitations, increas-
ing the backbone length increases the overall orbital delocalisation and, in turn,
decreases the resonant electronic energies. A simplified analogue is the particle in
a box example from basic quantum mechanics in which increasing the box length
decreases the energies of the eigenstates which, in turn, decreases their energetic
separation. Of course, in a real molecule, such a simple model does not capture
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the full qualitative behaviour. Real conjugated molecules generally have excitation
energies which effectively saturate beyond a certain length. This saturation forms
one possible definition of an effective conjugation length [90] in a given polymer or
oligomer.
Another feature of increasing molecular length is the increase in the overall con-
formational freedom of the molecule. This allows conformational disorder, such as
multiple large dihedral angles or strongly bent conformations, to arise. These can
have implications for the spectral properties as well. As discussed in Chapters 1
and 4, large dihedral angles have the effect of sharply increasing excitation energies
as well as ‘breaking’ conjugation with the distance between such breaks forming
another, widely-used, definition of an effective conjugation length [88, 90–93]. In
poor solvents and films, it is also possible to obtain highly distorted molecules and
even intramolecular pi-pi stacking of different portions of collapsed molecules. These
features often give rise to interesting optical response behaviour such as the distinct
440 nm peak of β-phase in polyfluorenes [52,100,261] and energy shifts corresponding
to different types of aggregation [108,262].
Traditionally, TD-DFT studies have often been employed to obtain insight into
the excited state properties of oligomers of conjugated molecules. However, these
methods are typically confined to properties of idealised, optimised conformations
and the effects of conformational disorder can only be inferred either from cal-
culations for well defined geometries or for a small sample of possible disorders
[98, 103, 104]. The effects of inhomogenous broadening due to conformational dis-
order are typically implemented by utilising different line-shapes with broadening
parameters which are fitted to experiment [76].
In the remainder of this section, we aim to obtain absorption spectra based on
ensembles of geometries obtained from MD simulations in chloroform. The 2mers
discussed in the previous section show a strong dependence on dihedral angle both in
the inhomogenous broadening observed and the emergence of secondary absorption
states. Longer oligomers have, of course, a much larger space of possible conforma-
tions and, in turn, a wider variety of possible conformational disorders. By utilising
the MD simulation regime as generator of thermodynamically-accessible disordered
conformations, representative of real conformational disorder in oligomer systems,
we aim to identify the primary sources of inhomogeneous broadening and spectral
variation. In Section 5.2.1, we generate spectra for conformation ensembles and
compare these results with the spectra obtained from DFT optimised geometries.
This allows us to determine the extent of conformational broadening, shifts which
occur due to distortions, and the emergence of high energy absorption features not
possible from a pure DFT approach. This is then followed up in Section 5.2.2 with
a TD-DFT investigation of the role of the dihedral angles in shifting the transition
energies in 4mers and 8mers.
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Figure 5.6: Progressions of the (a) lowest transition energies, (b), (d) spectra, and (c)
lowest transition oscillator strengths for fluorene and thiophene of varying backbone
lengths calculated using optimised geometries. Each the spectra and sets of oscillator
strengths in (b) and (d) are normalised such that their maxima are unity. (Legends
in (a) and (b) apply also to (c) and (d), respectively.)
5.2.1 Length-scale dependence in absorption spectra
For reference as well as insight, we proceed first of all by calculating the spectra,
and transition energy and oscillator progressions of fluorene and thiophene oligomers
ranging from 2 to 16 monomer units in length from DFT-optimised geometries. As
with the 2mers discussed in Section 5.1, we perform calculations on molecules with
methyls appended to the usual side-chain positions and optimise geometries at the
CAM-B3LYP/6-31G* level. For fluorenes, geometries are optimised using methyls
while, in order to obtain the correct dihedral minima, we utilise geometries opti-
mised with hexyls of thiophene and replace the hexyls with methyls for subsequent
calculations. This procedure is discussed in greater detail in Appendix C. TD-DFT
calculations are performed at the B3LYP/6-31G level with 20 states calculated for
each geometry and transitions above 5 eV discarded from analysis and generating
spectra.
The convergence behaviour of absorption spectra with increasing backbone length
can be seen in the optimised geometry calculations shown in Figure 5.6. Figure
5.6(a) shows that, with increasing backbone length, the lowest and dominant tran-
sition energy decreases substantially across the 2mer to 8mer range (' 0.65 eV and
1.5 eV overall in fluorene and thiophene, respectively) with further decreases across
the 8mer to 16mer range being significantly lower (' 0.05 eV and 0.08 eV respec-
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tively). This behaviour is also reflected in the corresponding spectra (Figure 5.6(b)
and (d)) which show that, as was the case for the 2mers, the spectra are dominated
by the lowest energy transition.
In contrast with the transition energies, the oscillator strengths of these transi-
tions (Figure 5.6(c)) increase linearly with increasing length. This follows from the
increasing number of monomers and, in essence, the increasing contribution to the
transition amplitude of each transition.
To generate ensemble spectra, we take geometries from MD simulations of 4mers,
8mers, and 16mers of fluorene and thiophene as well as 32mers of thiophene. We omit
the 32mer of fluorene due both to the lack of significant statistics in forming end-to-
end length distributions (as discussed in Chapter 4) as well as due to the prohibitive
computational expense of TD-DFT calculations for such large molecules (' 850
carbons and ' 380 hydrogens when taken with methyl side-chains). For fluorenes,
we calculate the spectra of 1001 geometries of 4mers and 8mers and 201 geometries of
16mers; the former sampled every 100 ps and the latter every 500 ps. For thiophenes,
we calculate 2001 geometries of the 4mers, 8mers, and 16mers (sampled every 50 ps)
and 1001 geometries of the 32mers (sampled every 100 ps). The sampling intervals
chosen are not representative of the maximum sampling rate which, given the lack
of correlation we found between geometries, could be considerably higher. The rate
is limited by the computational expense of the calculations though we have found
that these rates are sufficient to give well defined spectra. As with the 2mers,
the ensemble spectrum in each case is generated following the procedure detailed in
Chapter 2.3.4 in which each calculated spectral line is assigned a Lorentzian function
with γ = 33 meV defining the homogeneous broadening HWHM.
At this stage, we note that our calculations do not contain any contributions
from vibronic transitions which are well observed in conjugated molecules [26, 98,
108,262]. Typically, these transitions occur in a progression of ' 0.18 eV above the
dominant S0-S1 transition. As these transitions result from phonon coupling, they
cannot be immediately extracted from TD-DFT calculations which calculate only
direct transitions. Without this feature, however, it is still possible to determine
the conformational broadening from the ensemble systems while noting that these
additional features would yield an additional, high-energy tail to the broadening.
Absorption spectra calculated from MD ensembles display convergence behaviour
similar to that of the optimised geometry spectra. For fluorene (Figure 5.7(a)), the
spectral peaks closely agree with those predicted from the optimised geometry cal-
culations with a significant amount of conformational broadening. The progression
in thiophene (Figure 5.7(b)) differs significantly from that predicted from optimised
geometry calculations. While the 4mer is centred near the optimised geometry en-
ergy, the 8mer and 16mer spectra are centred ' 0.4 eV higher than predicted from
the DFT optimised geometries. There is very little difference (' 0.1 eV) between the
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Figure 5.7: Absorption spectra of various lengths of (a) fluorene and (b) thiophene
calculated from MD ensembles. For each length, the corresponding spectral profiles
obtained from the optimised geometry calculation (as in Figure 5.6) are given by
the dotted lines. (Note that, as opposed to the stick spectra in Figure 5.3, no shift
has been applied to the optimised geometry spectra)
maxima of the 8mer, 16mer and 32mer which indicates the expected convergence
behaviour.
While both displaying converged behaviour, fluorene and thiophene differ signifi-
cantly in how they compare with the optimised geometry spectra. These differences
form the basis of much of the proceeding discussion in this section. One possible
reason is that fluorene has a much larger persistence length than thiophene over
these length scales as shown in Section 4.3.1. Indeed, as we have omitted the 32mer
of fluorene, the persistence lengths of the fluorenes discussed here (' 19 units) are
larger or comparable to their molecular lengths. Thiophene, on the other hand,
has a persistence length of ' 8 units and so the longer lengths of thiophenes are
far more susceptible to conformational disorder than the fluorenes. Also, the dihe-
dral angle distributions of thiophenes have shown that near-90° conformations are
present whereas they are rare in fluorenes. As shown in Section 4.3.3, any choice
of conjugation breaking angle above 40° results in a smaller conjugation length in
thiophene than in fluorene. Both the additional flexibility and the likelihood of large
dihedral angles are significant in understanding why the convergence behaviour of
thiophene is far more pronounced than that predicted solely from the optimised
geometries. We discuss both of these points further in Section 5.3.
The ensemble spectra of the fluorene molecules are in good agreement with ex-
perimental results. In the work of Schumacher et al [98], the absorption spectra of
4mers and polymers of fluorene were shown to have peak absorption at 3.34 eV and
3.19 eV, respectively, in 2-methyl-THF solution. The ensemble peaks of 3.46 eV for
the 4mer, and 3.28 eV and 3.24 eV for the 8mer and 16mer, respectively (each taken
to match those of the optimised geometry predictions) calculated in this work are in
good agreement with experiment. These results also compare favourably with the
absorption spectra of PF8 in THF (reported by Grell et al to be peaked at ' 3.3 eV
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Table 5.1: Table of estimated HWHM of the MD ensemble absorption spectra shown
in Figure 5.7. Each value is obtained from the difference of the peak energy and the
half peak energy on the low energy side.
Absorption HWHM (eV)
Fluorene Thiophene
2mer 0.12 0.25
4mer 0.13 0.28
8mer 0.11 0.28
16mer 0.11 0.34
32mer - 0.36
(' 410 nm) [51]) and toluene (reported by Knaapila et al as peaked at ' 3.2 eV ('
390 nm) [52]). To compare linewidths, we compare an equivalent HWHM (defined
from the peak to the lower half-maximum due to the asymmetry of the spectra)
which was reported as ' 200 meV [51] and ' 120 meV [52]. These linewidths are
in reasonably good agreement with our spectral linewidths for fluorenes as shown
in Table 5.1. As the experimental results of Schumacher et al were obtained at
temperatures 77 K, comparison of linewidths cannot be made in this case both due
to the vibronic peaks which are prominent at such low temperatures, and, other-
wise, the expected temperature dependence of conformational broadening. We have
not found any results for dilute solutions of chloroform though we expect that such
results would be similarly comparable.
Experimental absorption spectra of P3HT in dilute solutions of good solvents
e.g. chlorobenzene [263], THF [264], and chloroform [47,265] are typically peaked in
the region of ' 2.7-3.0 eV with low-energy band edges ' 2.3-2.4 eV and linewidths
of ' 250-450 meV. In particular, Szeremeta et al have found that dilute solutions
of P3HT in chloroform have absorption spectra peaked at ' 3.0 eV with a band
edge at ' 2.4 eV and a linewidth of ' 450 meV, while Bockmann et al reported
experimental spectra in chloroform peaked at ' 2.8 eV with an edge at ' 2.3 eV
and a linewidth of ' 400 meV. We are uncertain as to the nature of the discrepancy
between each of these measurements though factors such as the molecular weight,
preparation method, and concentration may be the cause.
The absorption spectra calculated from the ensemble of thiophene 32mers, which
are to be expected to be sufficiently large as to replicate, to some extent, the spectra
of the polymer scale P3HT are in reasonable but not perfect agreement with the
above experiments. The overall shape of the spectrum we calculate has a maximum
at ' 3.2 eV and a band edge at ' 2.7 eV and a linewidth of 360 meV. The difference
between the peak and band edge as well as the linewidth we obtain indicate that
the conformational broadening we observe is in good agreement with experiment
though the overall spectrum is blue-shifted in comparison by ' 0.2-0.4 eV. There
are a number of possible factors which could contribute to this. For example, while
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we have found that the inclusion of PCM solvent treatment has little effect on
spectra, a more detailed solvent treatment, such as an explicit solvent treatment,
may lead to a reduction of this error. However, we believe that the primary cause is
the slight inaccuracy of the thiophene force-field near the minima which are 5°-10°
closer to 90° in our force-field than in optimised geometries. As shown in Figure
5.1(a), the S0-S1 transition energy is most sensitive to variations in dihedral angles
in the 30°-60° region in which the minima are.
We note that the peak of calculated spectrum obtained by Bockmann et al [47]
using their version of this MD ensemble technique for thiophene 32mers gives better
quantitative agreement with the peak of their experimental result. Their results
give a spectrum peaked at 2.9 eV with a band edge at 2.1 eV compared with the
experimental 2.8 eV and 2.3 eV respectively. However, we feel that this agreement
is fortuitous given their methodology. The first concern is in their determination
of the dihedral potential of thiophene which is performed by simply matching the
height of the 90° barrier without concern for the effect of the side-chains. This is
reflected in the dihedral distributions they obtain from their simulations which bear
little resemblance to the qualitative predictions of the DFT potential. Furthermore,
they obtain their spectrum by calculating 10 individual spectra taken from the
second half of a 2 ns production run. This is in stark contrast to the 1000 individual
spectra taken over a 100 ns run that we have employed and found necessary to obtain
suitable statistics across all other properties such as the end-to-end length, dihedral
angle distributions, and correlation functions. As such, we believe that they have
notably under-sampled their simulations. This is reflected in the end-to-end length
distribution they obtain, which is sharply peaked at ' 100-105 A˚ with a total range
of ' 20 A˚. This corresponds to an end-to-end length fraction of ' 0.79-0.83 and a
range of ' 0.25. From our results shown in the Chapter 4, we find much smaller end-
to-end length fractions and a much broader end-to-end length distribution peaked
at a fraction of ' 0.72 with a total range of ' 0.66. By comparison, the distribution
obtained in their work is far closer to that of the thiophene 16mer of this work
(though still considerably narrower) and, assuming that the equation of Wilhelm
and Frey (Eq. 4.10) [118] holds, this indicates a persistence length around double
that calculated in this work and, thus, around double that predicted by experiment.
The biasing towards longer conformations seems, to us, the reason why their result
seems to give better agreement with the experiment in allowing for a larger red-
shift overall. We also note that their calculations include a PCM treatment of
the chloroform solvent though we have found, with ensemble spectra calculated
from 16mers of thiophene using B3LYP with PCM, there is only a marginal (∼
50 meV red-shift) observed as is the case with the equivalent optimised geometries
(as discussed briefly in Section 5.1.1.
One curious result regarding the ensemble spectra is that the conformational
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Figure 5.8: Average properties of states of second and third highest oscillator
strengths (n(s); n = 1 and n = 2 respectively) for various lengths of fluorene and
thiophene molecules obtained from MD ensembles. (a) Average ratio of oscillator
strengths compared to the dominant transition 0(s) given by 〈fn(s)/f0(s)〉. (b) Aver-
age separation given by 〈|∆n(s)|〉 ≡ 〈|n(s) − 0(s)|〉. (Legend in (b) applies to both
graphs. Lines are intended as a guide to the eye.)
broadening of the dominant absorption feature does not vary considerably with
increasing backbone length and remains similar to that of the 2mer. In Table 5.1,
estimated HWHM values of each spectrum, taken taken from the peak to band edge,
are given. In fluorene, each length of molecule has a HWHM of ' 0.1-0.12 eV while
each length of thiophene has a HWHM of ' 0.25 − 0.35 eV. Na¨ıvely, it would be
expected that the dihedral broadening seen in the 2mer would progress multiplica-
tively with an increase in the number of dihedral centres. That this is not the case
suggests that the effect of each dihedral angle cannot be equivalent to that of the
of the 2mer individually. Thiophenes also have extended, high-energy tails in their
spectra for lengths greater than 2mer. The tail of the 4mer has a peak associated
closely with that of the optimised geometry spectrum. As such, the particularly
large tail in the 8mer can be viewed as resulting from secondary features which are
separated at ' 0.6 eV (comparable to the FWHM of the dominant peak). This
explanation does not, however, capture the full extent of the broadening given that
this explanation cannot account for the full tail of the 4mer. As we shall discuss in
the following section, both of these high energy tails can be accounted for with a
better understanding of dihedral angle broadening.
The optimised geometry calculations predict transitions which are largely domi-
nated by the S0-S1 transition. However, as we found with the 2mers, conformational
variation in the ensemble leads to the emergence of secondary states. In Figure
5.8(a), we show the progression of the average values of the ratios of the 1(s) and 2(s)
states to the 0(s) states, 〈fn(s)/f0(s)〉, (again, adopting the superscript (s) to denote
states sorted by descending oscillator strength) and find that both averaged ratios
increase with increasing backbone length. Furthermore, the corresponding average
absolute energetic separations, 〈|∆1(s) |〉 ≡ 〈|1(s) − 0(s)|〉, shown in Figure 5.8(b)
display a corresponding decrease with increasing backbone length. An exception to
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this trend is between the 2mer and 4mer of thiophene which we believe to be an
artefact of the reduction of available data points due to the imposition of the 5.0 eV
spectral cut-off.
In the previous section, we found that large dihedral angles brought about this
splitting behaviour by creating partitions in the molecule. That this behaviour
becomes more and more prevalent in longer molecules follows from the numerous
ways partitioning can occur e.g. due to the large dihedral angles or sharp bends at
different sections of a given molecule.
The results of this section have illuminated key features of the spectral proper-
ties resulting from conformational variation. As expected, the general trend of the
absorption spectra to progress from higher energy peaks to lower energy peaks is
replicated in a conformationally disordered ensemble. Interestingly, we found that
inhomogenous broadening of the S0-S1 transition does not increase as signficantly
with increasing length as would be expected given the base dihedral broadening of
the 2mer. This means that the dihedral-dependent broadening of the 2mer cannot
be treated as having a multiplicative effect in molecules with more than a single
dihedral angle. To better understand the mechanics of broadening due to the indi-
vidual dihedral angles in longer molecules, we shall now return to a dihedral-scan
based investigation for molecules longer than 2mers.
5.2.2 Dihedral broadening in oligomers
In the previous subsection, we found that the conformational broadening of the pri-
mary absorption feature does not vary significantly with increasing lengths and, in
Section 5.1.1, we showed that the dihedral angle is the primary source of the con-
formational broadening in 2mers. To assess the role of dihedral angles in molecules
longer than 2mers, we have performed similar geometry scan calculations for varying
dihedral angles of 4mers. In an analogous manner, we perform geometry scans of
a given dihedral, optimising at the CAM-B3LYP/6-31G* level, while fixing the re-
maining dihedral angles at a given value, and calculate spectra using B3LYP/6-31G.
We choose 4mer molecules so as to offer insight into both the effect of an increase
in backbone length as well as the effect of neighbouring dihedral angles and the effect
of the dihedral position itself on the transition energies (in a similar manner as our
steps towards determining the length invariance of dihedral potentials in Section
3.1.3). Each 4mer is comprised of three dihedral angles: the end-most dihedrals, φ1
and φ3, and the central dihedral, φ2. To assess the above effects, we have performed
scans, as shown schematically in Figure 5.9, over φ1 with φ2 fixed at 0° and 90° and
vice-versa with φ3 fixed to either 0° or 90° and obtained the S0-S1 transition energies
as a function of an individual dihedral angle for a given combination of neighbouring
dihedral angles.
The trends in the lowest energy transitions of scans of fluorene 4mers are shown
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Figure 5.9: S0-S1 transition energies of fluorene 4mers as a function of individual
dihedral angles. The diagrams on the right indicate the scanned dihedrals and
the values the remaining dihedrals are fixed at. In the graph, the S0-S1 transition
energy for the optimised 2mer and 4mer are given by the lines at 3.937 eV and
3.457 eV respectively. The dihedral trend of the transition energies of the 2mer
(brown triangles) is shown for comparison.
in Figure 5.9. The four trends shown are those for scans over one end dihedral
(φ1) and the central dihedral (φ2) with the other dihedrals fixed to 0° or 90°. Each
case shows differing behaviour. Comparing the trends of the φ1 and φ2 scans when
the other dihedrals fixed at 0°, we note that changes in φ2 lead to a considerably
greater increase in the S0-S1 transition energy than changes in φ1. In contrast,
when all other dihedrals are at 90°, both φ1 and φ2 have a similar effect on the S0-S1
transition energy. Interestingly, in this case, the trend is comparable to that of the
2mer molecule (as shown, for comparison, in Figure 5.9). On the other hand, when
all other dihedrals are 0°, variations in both dihedrals lead to changes in the S0-S1
transition energies which are significantly less than that of the 2mer.
The above result demonstrates two interesting and crucial features of the dihedral
angle dependence of the transition energies. First, it is possible that each of the
dihedral angles in a given molecule can have differing effects on the S0-S1 energies.
Secondly, the effect of the dihedral angles is also dependent on the values of the
other dihedral angles. To further demonstrate this point, we have performed similar
calculations for 8mers of fluorene with the trends shown in Figure 5.10. Again, we
have considered the extreme cases in which all other dihedral angles are set to 0°
or 90° (Figure 5.10(a) and (b), respectively) and, again, we see similar behaviour.
When all other dihedral angles are set to 0°, each dihedral angle has a differing effect
on the S0-S1 transition energy with the end-most dihedral angles having less of an
effect than the central dihedrals. It can be seen from these trends that each dihedral
angle has more of an effect the closer it is to the centre. However, as was the case in
the 4mer, when all other dihedral angles are 90°, each dihedral angle has a similar
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Figure 5.10: S0-S1 transition energies of fluorene 8mers as a function of four dihedral
angles with all other dihedral angles set to (a) 0° and (b) 90°. In (b), the lowest
transition energy for the optimised 4mer and 8mer are given by the lines at 3.457 eV
and 3.285 eV, respectively, and the dihedral trend of the transition energies of the
2mer is also shown (brown triangles). Note the different energy scales in each graph.
Table 5.2: Maximum dihedral absorption ranges (MDARs), ∆90 ≡ 90−0, of 4mers
and 8mers of fluorene and thiophene. For each scanned dihedral, the range is given
for all other dihedrals fixed to 0° and 90° as labelled on the left.
MDAR, ∆90, of 4mers and 8mers (meV)
Fluorene Thiophene
4mer 8mer 4mer 8mer
φ1 φ2 φ1 φ2 φ3 φ4 φ1 φ2 φ1 φ2 φ3 φ4
0° 170 483 22 57 111 180 346 734 72 187 348 522
90° 810 842 742 777 779 780 711 817 632 757 780 786
effect on the transition energy and, again, this effect is similar in magnitude to the
2mer.
As with the 2mers, it is convenient to quantify the range of S0-S1 energies cov-
ered by each dihedral angle. To do so, we use the ‘maximum dihedral absorption
range’ (MDAR) measure defined in Section 5.1.1 by ∆φ ≡ 90 − 0. In Table 5.2,
MDARs are given for 4mers and 8mer of fluorene and thiophene. Considering the
0° dihedral cases, the MDAR values further demonstrate that the central dihedrals
have a larger effect on the S0-S1 transitions than the outer dihedrals in both fluorene
and thiophene. For the fluorene 8mer, the MDAR of the central dihedral, φ4, is a
factor of ' 8 greater than that of the end-most dihedral, φ1, and this same factor
' 7 for the thiophene 8mer.
When compared to the 2mer, the 0° cases of fluorene 8mers have MDARs which
are substantially less than that of the 2mer (∆φ = 895 meV) even for the central
dihedral. For thiophene, this is also true but to a considerably lesser extent. This
follows given that thiophene units are a factor of ' 2 smaller than fluorene units.
However, in the 90° cases, the MDARs of both molecules are comparable to the
corresponding 2mer MDAR.
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Figure 5.11: S0-S1 transition energies of (a)-(b) fluorene, (c)-(d) thiophene 4mers
as a function of ((a), (c)) the end-most dihedral, φ1, and ((b), (d)) the central
dihedral, φ2. The legend in (b) applies to all graphs where the ‘Scan’ corresponds to
the labelled dihedral of that graph and the remaining values corresponding to the
fixed values (φ2, φ3) or (φ1, φ2), accordingly.
These results have significant implications for the expected broadening in each
molecule. It is clear that the dihedral angles each have differing effects which are
highly dependent on the neighbouring dihedrals. In addition, in planar configura-
tions, each dihedral angle has a significantly lesser effect than the individual dihedral
angles in primarily 90° configurations. Essentially, as the 90° configurations recover
a 2mer-like range of transition energies, the overall broadening would, perhaps, be
expected to be greater than that of the 2mer; a feature not observed in the ensemble
spectra of Figure 5.7. However, when one considers the probability of the 2mer-like
dihedral angle dependence i.e. the probability of all but one dihedral angle being
at 90°, this 2mer-like broadening will become increasingly unlikely for longer length
scales. Thus, the broadening is determined by the planar-like ranges which, individ-
ually, are far less than that of the 2mer. This forms the key point of this subsection:
that broadening is near constant with increasing length scales due to the weakening
of the effect of individual dihedral angles.
In order to demonstrate the above point, we present the S0-S1 transition energies
as a function of the end-most (φ1) and central (φ2) dihedrals of ensembles of fluorene
and thiophene 4mers in Figure 5.11. The spread of these energies is consistent with
the results of the DFT scan calculations in that, in both cases, the transition energies
display greater correlation with φ2 than φ1 - thus indicating that the effect of φ2 is
more significant. In each example, the trends of the transition energies with respect
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Figure 5.12: S0-S1 transition energies of 8mers of thiophene obtained from ensemble
geometries. In each panel, the energies are plotted as a function of a particular
dihedral angle with comparison to the prediction from dihedral scans with all other
dihedrals set to either 0° or 90°, or free to optimise (φm). Legend in (b) applies to
all graphs.
to dihedral rotation for the planar and 90° cases are given. These trends indicate the
predicted lower and upper bounds, respectively, in each case and, thus, the available
range of transition energies. For fluorene (Figure 5.11(a) and (b)), the transition
energies occupy only the low energy region of this range, while those of thiophene
(Figure 5.11(c) and (d)) are well spread across it. As follows from the dihedral
angle distributions discussed in Section 4.2.2, the lack of near-90° conformations is
responsible for the lack of higher S0-S1 transitions in fluorene.
It is clear that, as would be expected, the large broadening associated with con-
figurations of many near-90° dihedrals is not observed in fluorene. Instead, what
occurs is the lower scale of dihedral broadening associated with the lower dihedral
angles. Thus, the lack of any notable increase or decrease in broadening with in-
creasing length is the result of each increase in length scale resulting in a sum of
changes which, loosely, equates to that of the 2mer ensemble. In thiophene, the
distribution of transition energies occupies some of the near-90° broadening range.
For 8mers, however, this is no longer the case. In Figure 5.12, the transition en-
ergies no longer occupy both the lower and higher energy regions of the available
range. While the probability of large dihedral angles is much larger in thiophene
than fluorene, the probability of conformations comprised solely of large dihedral
angle decays exponentially in the number of units. As such, the full range of tran-
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Figure 5.13: S0-S1 transition energies of 8mers of fluorene obtained from ensemble
geometries. In each panel, the energies are plotted as a function of a particular
dihedral angle with comparison to the prediction from dihedral scans with all other
dihedrals set to either 0° or 90°, or free to optimise (φm). Legend in (b) applies to
all graphs.
sition energies available to an 8mer of thiophene is unlikely to be fully explored by
the thermodynamically available conformations.
Comparing the 8mers to the 4mers, the correlation of the S0-S1 energies with the
central and most significant dihedral is reduced. This is observed both in thiophene
as well as for fluorene (Figure 5.13). While in both cases the transition energies show
greater correlation with φ4, the central dihedral, than φ1, the end-most dihedral,
the correlation is still weak compared with the overall spread of energies. This
results from the reduction in the significance of the central dihedral in the 8mers
when compared to, for example, the next-from-centre dihedral, φ3. This further
demonstrates that broadening is the result of the cumulative effect of each dihedral
angle with each individual contribution reduced for increasing lengths of molecule.
It is clear then that the role of dihedral angles in absorption spectral broadening
is complex. We have shown so far that that the effect of dihedral angles in longer
molecules is dependent both on molecular length but also on the other dihedral
angles in the molecule. Particularly, we noted that in configurations with large
dihedral angles, the range of available S0-S1 energies becomes comparable to that
of a 2mer. As we go on to discuss in the following, a great number of the above
features are linked to excitation localisation due to conformational disorder.
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5.3 Conjugation breaks and excitation localisation
The ensemble spectra and their dihedral dependent properties shown in the previous
section display a number of peculiar properties. First of all, in thiophenes, there is
a significant blue-shift of the ensemble spectra with respect to that of the optimised
geometry predictions when considering molecules & 8 units in length. Also, the
behaviour of the transition energies with respect to dihedral angles suggests that it
is often the case that central dihedral variations produce the greatest variations in
energy but, in certain cases, variations in other angles can lead to large changes in
the overall excitation energies. As we alluded to in our previous discussions, these
effects can be understood by considering how optically formed excitations localise
with respect to various areas of the molecule.
A principle advantage of the MD ensemble approach is that it allows us to tackle
the problem of understanding excitation localisation resulting from thermodynami-
cally generated distortions. With an ensemble of geometries, each with an associated
differential density, utilising a suitable measure allows us to ascertain the spatial ex-
tent of a given excitation and its location along the molecule. In essence, we can
utilise this technique to give a new definition of an effective conjugation length based
on the actual, calculated delocalisation across the molecule as opposed to the as-
sumption of an arbitrarily large dihedral angle or a perfectly undisturbed system
previously used [90,91].
In the remainder of this section, we present a measure of delocalisation across
molecules based on utilising partial charges obtained from the ground-state, S0, and
unrelaxed excited-state, S∗1 , electronic densities - a measure which may be readily
applied to any linear polymer. The measure employed operates as an extension of the
‘radius of gyration’ approach utilised by Makhov and Barford [89,95] in conjunction
with density-matrix renormalisation group DMRG calculations to determine exciton
delocalisation. We introduce this measure and a definition of an excitation centre
in the following subsection (Section 5.3.1) and determine trends with increasing
molecular length both from optimised geometries - which represent the idealised,
near-fully delocalised systems - and from the ensemble - where conformational dis-
order is seen to have a significantly localising effect. From this, we again utilise
the examples of 4mers and 8mers from optimised dihedral scans to understand how
dihedral angles mediate excitation localisation. These results offer insight into a
wide variety of future applications and a foundational understanding of localisation
phenomena in larger, considerably more distorted, molecules.
5.3.1 Excitation localisation
In order to investigate the location and spread of differential density, we first cal-
culate the component of the differential density associated with each atom by cal-
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Figure 5.14: Illustration of the delocalisation, PD, and excitation centre, nEC , mea-
sures and their interpretation for an absorption excitation in an 8mer of fluorene.
In this example, PD ' 4 and nEC ' 6.
culating ESP atomic charges (see Chapter 2.3.4) for both the ground and excited
state electronic densities, q
(S0)
i and q
(S∗1 )
i respectively for an atom i. We then sum
over the absolute values of their differences for all m atoms in a given monomer, n,
to a from a total monomer absolute charge difference, Qn:
Qn ≡
m∑
i=1
∆qi ≡
m∑
i=1
|q(S1)i − q(S0)i |. (5.1)
We form this definition using absolute values as the following approach requires the
use of, essentially mass-like, positive values. This requires taking either all positive
values, all negative values, or absolute values. For the following calculations, we have
found that any choice of the three is valid and gives essentially the same information.
We choose absolute values so as to maximise the number of data points and, thus,
reduce the overall error in generating sums over all atoms in the monomer.
Each value of Qn forms a representation of the S0-S
∗
1 differential density on its
corresponding monomer. This can be used to define an effective centre of the exci-
tation in a manner similar to that of a centre-of-mass. We denote these ‘excitation
centres’ by nEC . This definition then allows for the definition of the distance (in
monomer units), ∆n, between a given monomer, n and the excitation centre, nEC :
∆n ≡ n− nEC ; nEC ≡
∑N
n=1 Qnn∑N
n=1 Qn
. (5.2)
In the following analyses, we are concerned with the localisation and delocalisation
of the excitation along the axis of the chain and, in particular, where it is situated
with respect to the constituent monomers. As such, in the above, we have reduced
the dimensions of the monomer positions and, thus, nEC to those of individual
monomers. As such, nEC and ∆n are dimensionless.
In defining a nEC , we can study the delocalisation of the excited state differential
density along the axis of the molecule. A simple means of doing so is invoking a
delocalisation measure, PD:
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Figure 5.15: Delocalisation, PD (Eq. 5.3), for DFT optimised geometries of fluorene
and thiophene of increasing length. For each molecule, a linear line of best fit is given
with a gradient of 0.513 and 0.596 for fluorene and thiophene, respectively. The black
dashed line represents a perfectly delocalised system, PD = N and PD = N − 1/N
for N even and odd, respectively, of each length
PD ≡ 4
∑N
n=1 Qn|∆n|∑N
n=1 Qn
. (5.3)
As is discussed in greater detail in Appendix C, this measure gives a value of PD = N
and PD = N − 1/N for a uniformly delocalised system (i.e. Qn = Q ∀ n) of N
units with N even and odd, respectively, while also weighting and normalising each
monomer by its respective charge.
For reference, Figure 5.14 contains an example excitation in an 8mer of fluorene.
In this example, the excitation is spread over approximately four units (three full
units and two half units) and is centred at unit six. These observations are reflected
in the calculated values of PD and nEC . Thus, PD is simply interpreted as a mea-
sure of the delocalisation of an excitation corresponding to the number of units an
excitation is spread over and nEC gives the location of the excitation along the chain
axis.
As a reference prediction, we have calculated the delocalisation of the differen-
tial densities of optimised geometries of fluorene and thiophene and find a linearly
increasing trend of delocalisation with increasing backbone length. The trends for
each are shown in Figure 5.15 and compared to the trend of evenly delocalised
systems. For both molecules, the gradient of the increase is less than that of the
evenly delocalised measure which is representative of the differential densities being
localised more towards the centre of each molecule than the ends. As the optimised
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Figure 5.16: Distributions of normalised excitation centres obtained for ensembles
of various lengths of (a) fluorene and (b) thiophene. The normalisation is such that
the excitation centres, nEC , range from -0.5 to 0.5 with the centre of the molecule
at 0.
geometries are perfectly straight, these calculations offer a reference in terms of
monomer units for the delocalisation of differential densities for distorted ensemble
geometries.
The centres of charge for each excitation in the optimised cases are almost entirely
in line with their corresponding centres of mass (with a RMS deviation of 3% and 5%
for fluorene and thiophene respectively). This follows immediately from the rodlike,
symmetric geometries considered.
Both the results for the calculated delocalisation and excitation centres give an
idealised picture of systems with effectively no conformational disorder and show
that excitation density will spread out increasingly and evenly along the molecular
axis without any local disorder to inhibit it. This shows that while the optimised ge-
ometry calculation regime is capable of accurately representing the optical response
of these molecules (provided that inhomogeneous broadening is accounted for phe-
nomenologically), the well observed and discussed [90, 91, 103] notions of exciton
localisation and effective conjugation lengths are not captured by these calculations
alone. This type of analysis lends itself to the use of the MD simulation regime so
as to capture the effect of real conformational disorder and, in turn, its effect on
excitation localisation.
In the same manner as with the above optimised geometry calculations, we cal-
culate both the excitation centres and delocalisations for each geometry for the MD
ensembles of fluorene and thiophene of various lengths. The distributions of exci-
tation centres are shown in Figure 5.16. For clarity of comparison, the excitation
centres are shown as a fraction of the molecular length ranging from -0.5 to 0.5.
The distributions of excitation centres of the 2mers (omitted from the figures) are
sharply peaked at 0 as would be expected. With increasing length, the distributions
become increasingly broad with the excitation centres being located up to 40% of
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Figure 5.17: Distributions of normalised delocalisations, PD/N obtained for ensem-
bles of various lengths of (a) fluorene and (b) thiophene.
the molecule away from the molecular midpoint in the 16mers and up 45% in the
32mer of thiophene. This shows that there is a strong tendency towards excitation
localisation for increasingly long and disordered molecules.
The shape of the distributions for the 8mer and above show an almost even spread
of the probability of the excitation centre being located across the molecule within
a given range. In absolute terms, the ranges are consistently up to ' 2 units from
each end of the molecule. This indicates that the inner units are more preferential
for forming excitations than the outer four. However, the shape of the distributions
also indicates that, beyond these outer units, there is no overall preference to any
particular region of a molecule.
In Figure 5.17, the distributions of the normalised delocalisation, PD/N , are
given. For comparison, the associated values of PD/N obtained from the corre-
sponding optimised geometries are highlighted. It can be seen that the progressions
of the delocalisation peaks of the ensemble distributions differ considerably from
the linear trends predicted from the optimised geometries with the peaks of the en-
semble distributions following a logarithmic progression. This progression indicates
that the increase in backbone length and the available conformational disorder are
responsible for forming substantially localised excitations. In addition, the spread
of the PD/N distributions is near constant with increasing length. This corresponds
to an effectively linear increase in the spread of the absolute delocalisation distribu-
tions and, thus, the range of molecular lengths over which excitations are typically
delocalised.
In both fluorene and thiophene, the delocalisation of 4mers is close to that of
the optimised geometries and typically covers the majority of the molecule. While
the optimised geometry prediction for both molecules is effectively the same for
the 4mer, thiophene is skewed more towards PD/N = 1 than fluorene. This is
due to the higher probability of split excitation densities resulting from near 90°
central dihedrals which we discuss in the following section. Both 8mers typically
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have excitations which are spread across more than half of the molecule while in
16mers and, for thiophene, 32mers become notably localised (PD/N < 1/2).
Comparing the distributions of nEC and PD of fluorene and thiophene shows the
two to have similar delocalisation features. This is somewhat surprising given the
difference in the dihedral angle distributions, and thus in their tendency to form
chromophores based on conjugation breaks, and their persistence lengths. In com-
parison to the persistence lengths, np = 18.5, 8.6, and 8.5 units for the fluorene
16mer, and thiophene 16mer and 32mer, respectively, the peak delocalisations, '
4.8, 6.3, and 6.4 for the above, respectively, are smaller in all cases. Also, the delocal-
isation for fluorene is less than that of both thiophenes while the persistence length
is more than double those of the thiophenes. This forms a significant conclusion
with regards to the spectral properties in that excitation localisation cannot solely
be the result of conjugation-breaking dihedral angles or, in the good solvent regime,
the result of chain-flexibility. This is one of the central results of this chapter.
From the above, we have ascertained statistical distributions pertaining to the lo-
calisation and spreading of excitations formed by absorption processes. As expected,
conformational disorder plays a key role in excitation localisation. The result and
the manner in which it is obtained is a key result as it both sets out an original
method in analysing excitation formation and offers quantitative insight into the
effect of disorder on these processes. This type of analysis is also easily generalis-
able to any number of polymer systems. With this scheme and the above results
discussed, we now aim to understand exactly how conformational disorder leads to
localisation and, particularly, which forms of disorder leads to preferential regions
for the differential density.
5.3.2 Influence of dihedral angles on excitation localisation
Localisation phenomena across any system are typically the result of a region of a
system having a some favourable property which distinguishes it from other regions.
In other words, localisation is generally the result of some symmetry being broken.
A particularly clear example of this behaviour was shown by Montgomery et al
[103,104] in star-shaped oligofluorene-truxene conjugated complexes in which slight
distortions in any of the three oligofluorene arms cause excitations to localise on or
avoid a particular arm. Also, the concept of the conjugation break and conjugation
length widely utilised in rationalising the formation of chromophores on conjugated
molecules [90,91] is generally considered to be a dihedral angle dependent behaviour.
The results of the previous section show that conformational disorder leads to the
localisation of formed excitations upon absorption. To better understand how this
occurs, in this section we present calculations of the delocalisation properties of
DFT optimised geometries of 4mer and 8mer molecules of varying dihedral angles.
In the same manner as in Section 5.2.2, we use the results obtained from these
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Figure 5.18: Differential densities and corresponding delocalisation, PD, and excita-
tion centre, nEC , measures of DFT optimised fluorene 4mers. Each case is labelled
according to the value of the three dihedral angles (given in brackets) and a label
used in the main text. In (a), the monomer indexing (in which nEC is expressed) is
given and applies to each case. Note that nEC = 2.5 represents a perfectly centred
excitation density.
reduced examples to develop an understanding of the phenomena seen from the MD
ensemble calculations.
In the following, we present a series of delocalisation measures and excitation
centres, PD and nEC , respectively, as defined in the previous section for a number of
cases of DFT optimised fluorene 4mers. With these calculations, we aim to assess
the effect of large dihedral angles on the localisation behaviour of excitations. We
present only calculations for fluorenes for brevity. We have performed the same
calculations with thiophene and the conclusions drawn from them are effectively
identical. In Figure 5.18, differential densities and the corresponding delocalisations
and excitation centres are shown for six fluorene 4mer examples. Figure 5.18(a)
and (b) correspond to 4mers in which all dihedral angles are 0° (all-0°) and 90°
(all-90°) , respectively. In the all-0° example, the excitation is centred at the middle
of the molecule (nEC = 2.5) and is delocalised across the majority of the molecule
(PD = 3.4 equivalent to a spread over 3.4 monomers). However, in the all-90° case,
the result is similar with a slight reduction in the delocalisation to just less than 3
monomers. This result suggests that the localising effect of 90° dihedral angles is
hindered when the overall symmetry of the molecule is preserved. It must be noted
that, due to the static nature of the calculation, this case with all three dihedrals at
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Figure 5.19: Excitation centres, nEC , of geometries of (a) fluorene and (b) thiophene
4mers plotted with respect to ∆φ ≡ φ(90)3 −φ(90)1 with φ(90)i ≡ 90−|φi−90|. The axis
of the excitation centres ranges from one end unit, nEC = 1, to the other, nEC = 4,
with the centre line at nEC = 2.5 denoting the centre of each molecule.
exactly 90° is artificially symmetric and physically unlikely. However, as we discuss
in the following, this case serves as an instructive example for understanding the
effect of asymmetry on delocalisation.
In the remaining examples in Figure 5.18, all but one of the dihedral angles
differs from the others. In all of these examples, the excitation density is indeed
centred around the regions with dihedral angles at 0° and avoids the 90° angles.
In Figure 5.18(e), when the central dihedral is 0° and the outer dihedrals are 90°,
the excitation density is split due to the symmetry of each end. This then leads
to the greatest delocalisation (PD = 3.7) of all the cases presented. This large
delocalisation is dependent on the exact symmetry between the end-most dihedral
angles and it would be expected that slight changes in either of these dihedral angles
would result in significant reductions in the corresponding delocalisation measures.
It is clear then that large dihedral angles do lead to localisation behaviour in these
molecules. However, these examples present extreme cases of asymmetry between
dihedral angles of either 90° and 0°. As shown by the asymmetric cases in Figure
5.18(c) and (d), localisation follows the trend of avoiding 90° dihedrals in favour of 0°
angles as is quantified by the corresponding PD values. These examples are notable
due to the shift in the excitation centre which is an immediate consequence of the
asymmetric localisation. Due to the simplicity of the 4mer, molecular asymmetry
is a function of the two end dihedrals alone (as before, assuming that no other
conformational distortions play any significant role). Thus, we can utilise the MD
ensemble geometries to gauge the effect of asymmetry on excitation localisation.
In Figure 5.19, we show the trend in excitation centres as a function of the
difference in dihedral angle between each end dihedral, φ1 and φ3. As dihedral
angles, in this context, are considered large when they are 90°, we use a modified
difference measure ∆φ ≡ φ(90)3 − φ(90)1 in which φ(90)i is equivalent to a mapping of
dihedrals φi > 90 to φ
(90)
i = 180 − φi. (As a note, this is performed using the
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Figure 5.20: Differential densities and corresponding delocalisation, PD, and exci-
tation centre, nEC , measures of DFT optimised fluorene 8mers. (a) Fluorene 8mers
with all dihedrals set to 0° except where noted (‘All 0°’ cases). (a) Fluorene 8mers
with all dihedrals set to 90° except where noted (‘All 90°’ cases). In the top molecule
of (a), the monomer indexing (in which nEC is expressed) is given and applies to
each case.
relationship φ
(90)
i ≡ 90− |φi − 90|.) For fluorene and thiophene (Figure 5.11(a) and
(b), respectively), there is an effectively linear relationship between the asymmetry
between these dihedrals and the centre of charge. In addition, we found that this
trend was independent of the central dihedral even for large dihedral angles.
When considering the absorption spectral properties of 4mers discussed in Sec-
tion 5.2.2, we note that there is an interesting correlation between the delocalisation
behaviour and the trends in transition energies. From the results shown in Figure
5.9, we observed that changes in transition energies with respect to dihedral angle
variations were considerably more pronounced when all other dihedral angles were
90° than when all other dihedrals were 0°. In these cases, the transition energy
trends were comparable to that of the equivalent 2mer. This correlates clearly with
the delocalisation of PD ' 2 for each of these cases shown in Figure 5.18(d) and
(e). In these conformations, the localisation is 2mer-like and, as a result, the depen-
dence of the transition energies on the remaining dihedral angle is also 2mer-like.
Additionally, if we consider the case where all dihedral angles are 0° in Figure 5.9,
the delocalisation behaviour corresponding to each trend starts from that of Figure
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5.18(a) in both cases and, upon increasing φ1, the excitation density becomes that
of Figure 5.18(c) and, upon increasing φ2, becomes that of Figure 5.18(f). The point
to note is that in the previous cases, with 2mer-like transition energy versus dihedral
angle dependences, the excitation is concentrated closely around the varied dihedral
angle while in the latter cases, the excitation is spread further from the increased
dihedral. As such, the significant orbital contributions in the more spread out cases
are further from the dihedral in question and, thus, the dihedral has less of an effect
on the transition energy. These points show that the differing dihedral broadening
effects observed in the 4mer are strongly dependent on the delocalised character of
the transition orbitals. This is the key result of this section.
To further demonstrate the above point, Figure 5.20 shows the differential den-
sities and corresponding delocalisation measures and excitation centres for fluorene
8mers with the majority of dihedral angles set to 0°, Figure 5.20(a), or set to 90°,
Figure 5.20(b). The results observed follow the same trend as for the 4mers. First,
we note that when all dihedrals are 0° or 90°, there is an overall delocalisation of
the excitation which spans the majority of the molecule. Secondly, when one dihe-
dral is set to 90° while all others are 0°, the excitation will localise away from this
dihedral. We see in these cases that localisation occurs on the longer portion of
the molecule. Again, when the central dihedral is set to 90°, the excitation is split
along the molecule due to the symmetry and delocalisation is maximised though,
as with the 4mers, this effect is the result of the artificiality of such a symmetric
conformation. Thirdly, when all dihedrals are set to 90° except one which is set to
0°, excitations become localised around the 0° dihedral and are delocalised over '
2 units. We see again that this behaviour is consistent with the trends observed in
the dihedral dependence of the transition energies shown in Figure 5.10.
The results discussed here demonstrate some of the basic principles behind exci-
tation localisation and how it relates to the varying dihedral broadening discussed
in Section 5.2.2. In addition, the simple case of the 4mer allows for an illustration
of how excitations are positioned along the molecule as a function of the asymmetry
between the dihedral angles. While we have shown that large, conjugation breaking
dihedral angles do have a significant effect on excitation localisation, we posit, based
on the results of the previous section, that asymmetry is also of key significance.
Furthermore, we note that is may be possible to build a model of the ensemble
spectra similar to that which we presented for the 2mer in Figure 5.3 based on the
dihedral angle probability densities and fuller, quantitative knowledge of the link be-
tween delocalisation and dihedral broadening. As such, the work we have presented
in this section has served to illuminate the foundational principles of this behaviour
to be expanded upon in future developments.
165
Chapter 5: Conformational dependences in linear absorption
5.4 Conclusions
As well as being a useful tool for understanding the properties and statistical me-
chanics of conformational disorder, we have shown in this chapter the applicability
of MD simulations in generating realistic ensembles of molecular geometries for use
in quantum mechanical calculations. We have thereby calculated linear absorption
spectra which, by the nature of the calculation, have conformational inhomogeneous
broadening embedded within them, and analysed the localisation of a given excita-
tion across the set of geometries.
Using the simulation geometries for a variety of molecular lengths of fluorene
and thiophene, we have found that both molecules have absorption spectra which
are inhomogeneously broadened to an extent almost independent of length-scales.
We have also demonstrated the emergence of high-energy absorption features with
increasing molecule lengths. To understand the role of dihedral angles in broadening
in molecules longer than 2mers, we have employed a TD-DFT study of a variety of
geometry scans and found that it is often the case that more central dihedrals have
a significantly larger effect on the transition energies. Furthermore, we have found
that the individual broadening effect of dihedral angles generally decreases with
molecular length and is strongly dependent on the overall molecular conformation.
The result of this behaviour explains the near-constant broadening observed in the
ensemble absorption spectra.
We have also developed a novel means of calculating excitation localisation in
polymeric structures based on calculations of partial charges and employing a delo-
calisation measure, PD. Utilising this measure, we have generated distributions of
excitation centres and delocalisations for fluorenes and thiophenes of varying lengths
and found that each display similar behaviour. Given the greater tendency towards
large dihedral angles in thiophenes than in fluorenes, as demonstrated in Section
4.3.3, this suggests that the notion of conjugation lengths based solely on large
dihedral angles forming conjugation breaks is insufficient for understanding how lo-
calisation occurs. By analysing geometries obtained from TD-DFT scans, we have
found that conjugation breaking angles do contribute substantially to localisation
in long (8mer) molecules but localisation behaviour also results from asymmetry
in the dihedral angles. These results are consistent with the 2mer-like broadening
observable in systems with large dihedral angles.
The analyses performed here are across relatively short molecules. At the poly-
mer scale, many of the features of dihedral angle dependence will only be true over
given coherence lengths in the molecule. As discussed above, it would be an in-
teresting point of study to build on the analysis and techniques presented here for
considerably larger systems where several sections of a given molecule can be deemed
as effectively independent of other sections. As such, the work we have provided
here forms a foundation of the principles which may guide future work in this area.
166
Chapter 6
Conclusions and Future Work
To conclude this thesis, we summarise the key results and perspectives gained from
the preceeding chapters and discuss a number of possible avenues of future work
which serve as a direct continuation of this work.
6.1 Conclusions
In Chapter 1, we presented a discussion of the role of morphology in organic semicon-
ducting systems; the basic principles of polymer statistical mechanics; and the utility
of MD simulation for the study of conjugated polymers. We discussed the potential
of organic semiconductors for realising a new generation of flexible and light-weight
devices amenable to low-cost, large-area fabrication. By discussing both the com-
plexity which arises from both the discrete molecular nature of these materials as
well as the material design required for their optimisation, we have shown that fur-
ther progress in the field is dependant on better understanding of the microscopic
nature of molecular and solvent behaviour. For the study of such behaviour, classi-
cal MD simulation is a promising theoretical tool given its ability to simulate ∼ 106
atoms over ∼ µs timescales. Additionally, the resulting molecular conformations of
MD simulation can be mapped to quantum mechanical calculations. This allows for
the unique opportunity to understand the role of conformational defects in ground-
to-excited state transitions. However, the method of formulating the simulation
framework - the classical force-field - for conjugated polymers requires optimisation
in order to account for the many material design variables - e.g. side-chains, and
backbone lengths and units - in as simple a manner as possible.
This work contained three key parts: first, developing an optimal quantum
chemical calculation framework for obtaining force-field parameters for conjugated
molecules which, where possible, accounts for the need to implement side-chains and
utilise various lengths of conjugated backbone; secondly, developing methods for im-
plementing and testing calculated parameters both self-consistently and by experi-
mental comparison and, after doing so, exploring the microscopic details of polymer
solution conformations through simulation; thirdly, utilising quantum chemical cal-
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culations based on MD simulation geometries to probe the effect of conformational
disorder on linear absorption spectra and the role conformational variations play in
forming localised excitations upon absorption.
In Chapter 2, we presented a discussion of molecular dynamics and quantum
chemical methods and detailed the necessary steps for carrying out this work.
In Chapter 3, we reported our exploration of the validity of DFT approaches,
when compared to high-level ab-initio calculations, for obtaining intermonomer di-
hedral potentials of conjugated molecules. We established that a two step geom-
etry optimisation and single point (SP) energy scan method based on DFT with
CAM-B3LYP/6-31G* and CAM-B3LYP/cc-pVTZ, respectively, gives an accurate
representation of potentials of fluorene and thiophene calculated using MP2 and
CBS limit CCSD(T) methods. This allowed us to carry out an investigation of the
role of alkyl side-chains and increasing conjugated backbone length on the dihedral
potentials. In both fluorene and thiophene, increasing conjugated backbone length
has no significant effect. Side-chains were shown to have a significant effect only in
thiophene which we determined to be the result of steric contributions as opposed
to significant changes in the pi-orbital structure of the conjugated backbone. In in-
vestigating partial charge distributions, we found that convergence in distributions
with increasing backbone length occurs in fluorene, thiophene, and their side-chain
branched analogues. However, the length at which convergence occurs differs for
alkyl-thiophenes due to the breaking of molecular symmetry when side-chains are
present. We also found that it is not possible to obtain similarly converged charge
distributions for extending side-chains for side-chains up to 12 carbons in length.
These results are of key importance in developing a general force-field param-
eterisation scheme for conjugated materials. In determining the backbone length
convergence of dihedral potentials and partial charge distributions, we have shown
the minimal calculation required in each case. These calculations serve as a guiding
tool for parameterisations of other conjugated molecules which we expect to follow
a similar phenomenology. This, coupled with obtaining a suitable DFT methodol-
ogy, is a crucial step towards optimising force-field parameterisation and, thus, the
applicability of MD simulation to organic semiconductors.
Based on a force-field subtraction method, we formulated an implementation
scheme for dihedral potentials in Chapter 4. We explored the consistency of this
procedure in generating force-field dihedral potentials capable of reproducing those
of the input DFT potentials as well as reproducing the molecular geometries of the
energetic minima and found good agreement between the two in most cases. For
alkyl-thiophenes, we found that the OPLS force-field does not always reproduce the
expected steric behaviour of the side-chains near the dihedral centre of rotation. In
this case, we found that the subtraction procedure must be performed with ethyl
side-chains so as to properly account for this behaviour. Following implementation,
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we tested the force-field for agreement between the resulting dihedral distributions
and a Boltzmann distribution of the DFT potential for 2mers with no side chains
and found excellent agreement. This correspondence also lead us to explore how
side-chain interactions are affected by solvent choice and found that poor solvents
can greatly influence dihedral rotation via side-chain trapping. We followed these
2mer simulations by simulations of molecules up to 32mer in length. This allowed
us to obtain tangent-correlation functions which are well-characterised by expo-
nential decay functions. The resulting persistence lengths for dioctyl-fluorene and
hexyl-thiophene 32mers correspond closely to experimental obtained values for the
polymers PF8 and P3HT, respectively. This provides an experimental validation
of the accuracy of our force-field. Furthermore, we found that end-to-end length
distributions of various lengths of each molecule are well described by a worm-like
chain model.
By utilising the geometries obtained from MD simulations in TD-DFT calcula-
tions, we performed an investigation of conformational broadening and excitation
localisation of ensembles of fluorene and thiophene molecules of varying lengths in a
good solvent. We found that conformational broadening of the low energy absorption
states in both molecules is nearly constant with increasing backbone length. Fol-
lowing an investigation on optimised geometries, we found that this results from the
decreasing influence of individual dihedral angles on spectral shifts with increasing
lengths of backbone. The ensemble absorption spectra are in good agreement with
experimental absorption spectra. We have also developed a novel method for in-
vestigating excitation localisation based on obtaining partial charges for the ground
and excited states. Using this approach, we found that fully delocalised excitations
are significantly hindered in molecules of increasing length and, with recourse to op-
timised geometry calculations, found that localisation phenomena result both from
large dihedral angles - akin to conjugation breaks - but also from slight asymmetry
in dihedral angles along the backbone.
6.2 Future work
Given the proven validity of the force-field parameterisation scheme we have devel-
oped, an interesting first continuation of this work would be in further exploring
the role of solvent, side-chains, and conjugated structures to obtain further insight
into the conformational properties of conjugated polymers in solution. Based on the
existing parameters for fluorene and thiophene, it would be interesting to explore
the solvent and side-chain interplay for molecules longer than 2mers as well as the
role of poor solvents in molecules of lengths greater than their respective persis-
tence lengths. Particularly, experimenting with solvent additives, such as DIO or
phenyl-napthalene, as well as applying our parameterisation scheme to co-polymers
such as PTB7 [57–59] or PffBT4T-2OD [80,81] could offer insight into the solution
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aggregation behaviour which has made both of these such promising OPV materials.
Another route, which is the primary goal of our future development of this work,
is in simulating multi-molecular systems in solution and in solid state formations.
This is would begin with investigating solution aggregation behaviour. It would
be interesting to observe how aggregation occurs with respect to solvent and ad-
ditives as well as how backbone length and side-chain length enhances or hinders
these processes. This could then be expanded to incorporate fullerene-type (PCBM)
molecules to study selective solvation processes. Ultimately, one could imagine mod-
elling evaporation processes by, at least in the first instance, a method of gradually
removing solvent molecules from the system, and observing the packing formations
which occur.
Multi-molecular simulation would also be of particular importance for further
validation and development of our force-field parameterisation scheme by leading
to calculations of properties, such as densities, which depend both on the possible
dihedral disorder as well as the strength of the conjugated backbone pi-stacking
interactions. While we have shown the validity of a force-field with respect to
conformational properties, further validation and improvement of parameterisation
approaches is crucial to unlocking the full scope of these methods for studies of
conjugated molecular systems.
Further exploration of the behaviours of absorption and other transition be-
haviour based on the methods employed here could also shed more light on the role
of conformational disorder. As above, utilising poorly-solvated systems, alternative
molecules, or aggregates as input for quantum chemical calculations could be inter-
esting both in further generalising the conclusions we have drawn for well-solvated
fluorenes and thiophenes as well as uncovering the effects of other sources of disor-
der such as intermolecular interactions and packing. Also, calculations of additional
ground-to-excited state properties utilising the geometries obtained here is possi-
ble. One such example is calculations of ionisation energies for which preliminary
calculations have been performed.
To go beyond ground-to-excited state transitions, it would also be worthwhile ex-
ploring the use of ab-initio MD methods which are currently applicable at the short
(L . lp) molecule scale. Further development of these methods (as well as available
computational power) will surely be of great importance in understanding excited-
state relaxation processes such as exciton formation and transfer. Additionally, it
would also be interesting, from the perspective of classical force-field validation,
to develop something akin to a subtraction procedure based on comparing calcu-
lations of e.g. potentials of mean force for various fixed dihedrals in the ab-initio
MD and classical MD regimes as opposed to static quantum chemical and force-field
scans. This could allow a more definite correspondence of dynamical methods and,
in principle, a more realistic classical force-field description.
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It is clear that this work can be the beginning of much interesting research at the
heart of organic semiconductor theory as well as into the general applicability of MD
simulations for these materials. The results we have obtained so far and the methods
we have developed can surely serve as foundational blocks for further investigations
of these principles and, thus, the development of a better understanding of the
physics of conjugated material conformation and morphology.
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Appendix A
Length variations of partial
charges
In this appendix, we provide full details of partial charge convergence following
the overview presented in Section 3.3. We begin by demonstrating the progression
of total monomer charges for increasing backbone lengths. This is followed by a
discussion of charge convergence at the individual atom level.
A.1 Total atomic charge convergence
In Figure A.1, the total monomeric charges, Q, of each unit of fluorene, dioctyl-
fluorene, thiophene, and hexyl-thiophene molecules is shown for backbone lengths
ranging from 2mer to 9mer. The three symmetric molecules (those other than
hexyl-thiophene) have monomers which have zero total charge for a 2mer and only
slight (' 0.02e) fluctuations about zero charge in individual Q values with increasing
length. Hexyl-thiophene, on the other hand, has total charges which are consistently
greater than zero charge near the molecular end-points while zero charge units only
appear at the 5mer scale. While the absolute value of the non-zero charges on the
end units is small (∼ 0.05e), these are representative of significant differences in the
individual atomic charge distributions (as we discuss in the following section). As
such, it follows that a molecule of at least a 5mer backbone length is necessary to
obtain a set of converged hexyl-thiophene charges.
A.2 Individual atomic charge convergence
As we discuss in Section 3.3 and in the previous section, convergence in total charges
is directly representative of convergence in individual atomic charges. In this section,
we demonstrate this explicitly by plotting the length dependence of the individual
atomic charges of fluorene, dioctyl-fluorene, thiophene, and hexyl-thiophene. The
atomic labelling convention used throughout is shown in Figure A.2.
In accordance with the molecular symmetry of both fluorene and dioctyl-fluorene,
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Figure A.1: Total charge, Q, per unit for varying backbone lengths of fluorene (F0),
dioctyl-fluorene (F8), thiophene (T0), and hexyl-thiophene (T6).
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Figure A.2: Atom labelling convention used throughout for atomic partial charges for
dialkyl-fluorenes, (a), and alkyl-thiophenes, (b). For mainbody carbons (shown in
blue), for label X, the carbon and hydrogen labels will be ‘CX’ and ‘HX’ respectively.
This follows also for side-chain carbon labels (shown in red).
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individual partial charges are effectively constant with increasing backbone length.
While the total charges shown in Figure A.1 show that outer units and inner units
have near zero charge, it can be seen that the distributions of each are significantly
different (Figures A.3(a)-(b) and A.4(a)-(b) for outer units, and Figures A.3(c)-(i)
and A.4(c)-(i) for inner units). This results from the extra terminal hydrogen atom
on the outer units. However, charge distributions between outer unit side-chains
and those of the inner units are near identical (Figure A.5).
We note that the convergence behaviour of the outer units in going from a
2mer to a 3mer is slightly more significant for fluorene (Figure A.3(a)-(b)) than
for dioctyl-flurene (Figure A.4(a)-(b)). With side-chains present, and thus a sig-
nificantly greater number of atoms per unit, the effect of the terminal hydrogen is
reduced. As this is the only asymmetry between the outer and inner fluorene units,
it follows that this slightly enhanced convergence behaviour exists for the case with
side-chains. For all fluorenes, the individual charges are converged to within a tol-
erence of ±0.03e for backbone lengths of > 3mer.
The lack of reflection symmetry in hexyl-thiophene leads to a considerable asym-
metry in the resulting individual charge distributions of the end units (Figure A.8(a)
and (b)) which is not observed for those of thiophene without sidechains (Figure
A.6(a) and (b)). Also, while each of the second units have similar charge distri-
butions (Figure A.8(c) and (d)), comparison of either with the other inner units
(Figure A.9) shows a significant difference. Again, we note that this is not the case
in thiophene without side-chains (Figure A.7). This difference also appears in the
progression of total monomer charges in Figure A.1. As such, this confirms that con-
verged non-zero total monomer charges can, indeed, represent significantly different
charge distributions.
For thiophene with no side-chains, the charge distributions of the end units
display minor convergence features (Figure A.6(a) and (b)). As above with fluorene,
this results from the extra hydrogen atom on the end units having greater effect on
the relatively small thiophene unit. As before, comparing the same feature between
thiophene and hexyl-thiophene shows the effect is reduced when side-chains are
present.
The hexyl side-chains of hexyl-thiophenes are effectively consistent across dif-
ferent units (Figures A.10 and A.11). However, there is noisy behaviour in the
individual trends. We believe this is the result of the difficulties incurred in treating
the side-chains of thiophene using optimisation algorithms.
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Figure A.3: Individual atomic charges of fluorenes of various backbone lengths. The
graphs are the charges of the outer units, (a) and (b), second units, (c) and (d),
third units, (e) and (f), fourth units, (g) and (h) and fifth units, (i) and (j). Graphs
on the left are of the charges of C1-C6 and the right C7-C13 with each including
the corresponding H atoms.
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Figure A.4: Individual atomic charges on the conjugated fluorene backbone of
dioctyl-fluorenes of various backbone lengths. The graphs are the charges of the
outer units, (a) and (b), second units, (c) and (d), third units, (e) and (f), fourth
units, (g) and (h) and fifth units, (i) and (j). Graphs on the left are of the charges
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Figure A.5: Individual atomic charges on the octyl side-chains of dioctyl-fluorenes
of various backbone lengths. The graphs are the charges of the outer units, (a) and
(b), second units, (c) and (d), third units, (e) and (f), fourth units, (g) and (h) and
fifth units, (i) and (j). Graphs on the left are of the inner four CH2 groups and the
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Figure A.6: Individual atomic charges of the (a) and (b) outer units and (c) and
(d) second units of thiophenes of various backbone lengths. Each pair is taken from
opposing ends of the molecule.
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Figure A.7: Individual atomic charges of the third through sixth units ((a) through
(d) respectively) of thiophenes of various backbone lengths.
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Figure A.8: Individual atomic charges of the conjugated thiophene backbone atoms
of the (a) and (b) outer units and (c) and (d) second units of hexyl-thiophenes of
various backbone lengths. Each pair is taken from opposing ends of the molecule.
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Figure A.9: Individual atomic charges of the conjugated thiophene backbone atoms
of the third through sixth units ((a) through (d) respectively) of hexyl-thiophenes
of various backbone lengths.
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Figure A.10: Individual atomic charges of the side-chain atoms of the (a) and (b)
outer units and (c) and (d) second units of hexyl-thiophenes of various backbone
lengths. Each pair is taken from opposing ends of the molecule.
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Figure A.11: Individual atomic charges of the side-chain atoms of the third through
sixth units ((a) through (d) respectively) of hexyl-thiophenes of various backbone
lengths.
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In this appendix, we provide additional details regarding the MD simulations pre-
sented in the Chapter 4. First, we discuss the tests we have performed of alternative
methods for maintaining temperature and pressure (following the discussion of Sec-
tion 2.2.2) and treating long-range electrostatic effects (following the discussion of
Section 2.1.3). We then provide plots of dihedral distributions of 2mers of fluo-
rene and thiophene of varying side-chain lengths and solvents in addition to the
probabilities calculated in Section 4.2.2.
B.1 Comparison of simulation methods
Throughout this work, we have used the velocity-rescale (VR) thermostat, the
Berendsen (B) barostat, and the Reaction-Field (RF) method for maintaining tem-
perature, maintaining pressure, and accounting for long-range electrostatics, respec-
tively. These options typically optimise simulation run-times with regards to other
methods. As we discussed in Section 2.1.3 (long-range electrostatics) and Section
2.2.2 (temperature and pressure scaling), there are alternatives to these procedures
which are often utilised in other MD works. In this section, we provide details of
the tests we have performed of each of these protocols.
We have tested the Nose´-Hoover (NH) thermostat and Parrinello-Rahman (PR)
barostat as alternatives to the VR-B thermostat-barostat scheme. As we discussed
in Section 2.2.2, these methods allow for a more accurate treatment of fluctuations
in each quantity. We have found, as is stated in the Gromacs manual [166], that
these methods lead to instability and simulation break-down in the equilibration
phase and, therefore, are only suitable for well equilibrated systems. As such, we
test their applicability based on systems equilibrated using VR-B scheme. Tests
based on full simulation runs of dioctyl-fluorene 2mers, hexyl-thiophene 2mers, and
16mers of hexyl-thiophene (each in chloroform) have all shown essentially identical
results (in terms of dihedral distributions for the 2mers and persistence lengths for
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Table B.1: Probabilities of 0° ≤ φ ≤ 90° of dioctyl-fluorene 2mers in various sol-
vents utilising the Reaction-Field (RF) and Particle-Mesh Ewald (PME) long-range
electrostatics schemes. The error in each value is ± 0.06.
chloroform THF toluene methanol water
RF 0.54 0.58 0.61 0.54 0.06
PME 0.56 0.69 0.48 0.47 0.07
the 16mer) for each combination of thermostat and barostat with agreement in the
biasing probabilities (see Section 4.2.2) in the 2mers within the error tolerances
provided in Table 4.4 and 16mer persistence lengths corresponding to within 2%.
As such, we utilise the VR-B thermostat so as to simplify simulations and optimise
performance.
For long-range electrostatics, we have tested the applicability of the RF scheme
against the Particle-Mesh Ewald (PME) scheme. As we discussed in Section 2.1.3,
it is often contested which of these methods is most suitable though it is also widely
known that the RF scheme offers significant advantages in simulation run-time.
The differences between systems, with regards to these algorithms, are based on
the overall dielectric behaviour and, thus, the charges and polarity of the media.
As such, it may be expected that the choice of the most appropriate method may
be sensitive to the solvent chosen. As dioctyl-fluorene has a considerable solvent
dependence in the dihedral distributions (discussed in Section 4.2.2), it follows that
this is an ideal test system for gauging this effect.
In Table B.1, the probabilities of 0° ≤ φ ≤ 90° - obtained following the proce-
dure discussed in Chapter 4.2.2 - are shown for dioctyl-fluorene 2mers in different
solvents utilising both RF and PME. THF and toluene show the most significant
deviations (' 0.1) though, in all other cases, the deviations are within the error of
the calculation (±0.06)
Given that the length of one side of the simulation box of the fluorene 2mers is
' 5 times the cut-off radius, we would expect that the correspondence obtained for
these systems will also be true for greater systems. We have, however, tested both
the RF and PME schemes for 16mers of hexyl-thiophene in chloroform and found
good agreement in persistence lengths (to within 3%). As such, it appears that the
RF scheme is generally suitable for the simulations we have performed.
B.2 Side-chain dependent dihedral distributions
In Section 4.2.2, we provided calculations of the biasing of the dihedral distributions
of fluorene and thiophene 2mers with respect to variations in side-chain length and
solvent choice. In Figure B.1, we display the calculated distributions from which
the probabilities shown in Table 4.4 are calculated.
For fluorene (the left panels of Figure B.1), each distribution has distinct peaks
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Figure B.1: Dihedral distributions of 2mers of fluorene and thiophene with side-
chains of various lengths (as labelled). Legend in (b) applies to all graphs.
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at ' 40° and ' 140° which remain irrespective of the solvent and side-chain choices.
For the unsubstituted fluorene 2mer, (a). and C2-fluorene, (c), the dihedral rotation
is independent of the side-chain choice while C12-fluorene, (e), and C8-fluorene, (g),
show very slight biasing towards the 40° minimum for the good solvents - chloroform,
toluene, and THF - and towards the 140° minimum in water. This agrees with
the interpretation that sufficiently long side-chains will interact and, thus, generally
repel in good solvents and attract in poor solvents, and this effect is most prominent
in C12-fluorene (i). For methanol, a poorer solvent than the above good solvents,
there is only slight biasing towards the 140° region for C12-fluorene.
Between unsubstituted thiophene and C2-thiophene ((b) and (d) respectively),
there is a significant change in the qualitative form of the distributions due to the
steric contribution from side-chains near the intermonomer junction. With no side-
chains present, the distributions are peaked at ' 30° and ' 150° which shift to '
50° and ' 130°, respectively, for C2-thiophene. Also, 90° conformations are highly
improbable when no side-chains are present though they become significant in all
cases with side-chains. These change follows from the qualitative change in the
structure of the basic potential (shown in Figure 3.7(b)). Between C12-thiophene
and C6-thiophene (f), there is only a slight difference in the form of the distributions
with C6-thiophene having a larger contribution near the 50° minimum. Also, slight
solvent effects can be seen for water solvated 2mers which, as with fluorene, lead to a
slight biasing towards the 130° minimum. Again, increasing side-chain length further
compounds this effect though, in comparison to fluorene, the biasing is typically
weaker. Due to the relative freedom of the distributions around 90° of thiophenes
with respect to fluorenes, dihedral biasing also has the effect of slightly shifting the
distribution peaks. This is seen most prominently with C12-thiophene in water (j)
in which the 50° peak is shifted towards ' 70°.
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calculations
In Chapter 5, we make extensive use of time-dependent density functional theory
(TD-DFT) calculations to calculate linear absorption spectra and excitation delocal-
isation for ensembles of MD geometries. This appendix discusses the methodological
details pertaining to these calculations. We first discuss the effect of removing side-
chains from molecules so as to improve calculation efficiency. This is followed by
tests of a number of functional and basis set combinations and how these each af-
fect the absorption and delocalisation calculations. Finally, we give a more detailed
rationale of our delocalisation measure, PD, and other measures which could be
applied to similar problems.
C.1 Influence of side-chains on absorption calculations
We have investigated the effect of side-chains on calculations of absorption spectra
and delocalisation by performing calculations of each for optimised fluorene and thio-
phene 8mers with varying side-chains. The results of these calculations are shown
in Table C.1. In order to maintain consistency in each molecular configuration (par-
ticularly, with respect to the dihedral angles), in each case all optimised geometries
are taken from a single calculation with side-chains either removed or appended.
In all cases, side-chains are not re-optimised upon either truncation or elongation.
For the fluorenes, we appended side-chains to an unsubstituted fluorene 8mer. For
thiophenes, we have both appended side-chains to an unsubstituted thiophene 8mer
as well as removed them from a hexyl-thiophene 8mer. These are labelled as T0 and
T6, respectively, in Table C.1. For fluorene, such a procedure has little effect due
to the dihedral minima being independent of side-chains. For thiophene, this is not
the case and, as such, there is a significant difference between the dihedral minima
for side-chains less than propyl. This is reflected in the ' 0.5 eV difference between
the S0-S1 transition energies between the T6 and T0 cases. However, this difference
is seen to have little effect on the delocalisation.
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Table C.1: S0-S1 transition energies (0) and delocalisations (PD) of optimised fluo-
rene (F) and thiophene (T) 8mers with different side-chains. Each set of thiophene
results is given for geometries optimised with hexyl side-chains (which have side-
chains subsequently removed) or no side-chains (which have side-chains subsequently
appended). These are labelled as T6 and T0, respectively. Fluorenes are indepen-
dent of this choice and have been optimised with no side-chains with side-chains
subsequently appended. Absolute (∆) and percentage (∆ (%)) deviations are taken
with respect to the molecule with butyl side-chains in each case.
S0-S1 transition energies, 0 (eV)
None C1 C2 C3
0 ∆ (%) 0 ∆ (%)) 0 ∆ (%) 0 ∆ (%)
F 3.33 0.08 3 3.29 0.04 1 3.25 0.01 0 3.25 0.0 0
T6 3.09 0.03 1 3.08 0.03 1 3.06 0.01 0 3.06 0.00 0
T0 2.55 0.07 3 2.52 0.03 1 2.49 0.00 0 2.49 0.00 0
Delocalisations, PD
None C1 C2 C3
PD ∆ (%) PD ∆ (%) PD ∆ (%) PD ∆ (%)
F 6.0 0.9 18 5.2 0.1 2 5.1 0.0 0 5.1 0.0 0
T6 5.5 0.3 6 5.7 0.2 3 5.7 0.1 2 5.9 0.0 0
T0 5.8 0.1 3 5.8 0.2 4 5.6 0.1 1 5.6 0.0 0
In all cases, both transition energies and delocalisations are effectively converged
with propyl side-chains when compared to cases with butyl side-chains (which, in
turn, are converged with respect to up to hexyl side-chains in both cases). However,
there is a loss of accuracy in both cases for shorter side-chains. With no side-chains,
delocalisation measures are typically ' 3-6% inaccurate and transition energies are
' 1-3% innacurate. One exception is in the delocalisation in fluorene with a no
side-chains, for which a near 20% error was observed. Going from no side-chain to
methyls, the errors for both fluorene and thiophene are reduced to ' 3-4% and '
1% for the delocalisation and transition energies, respectively.
In our TD-DFT calculations, we choose to use methyl side-chains so as to effect a
balance between accuracy and computational expense. For thiophene MD ensemble
calculations, all of which are based on hexyl-thiophenes, this means stripping the
hexyl side-chain to methyl before each calculation. For thiophene freely-optimised
geometry calculations (such as those presented above and in Section 5.2.1), it is
neccesary to utilise hexyl or, at least, propyl side-chains so as to replicate the ap-
propriate dihedral minima. As with MD calculations, these side-chains are then
removed for TD-DFT calculations. For restrained optimisations of thiophenes (such
as the geometry scans dicussed throughout Chapter 5), in which dihedral angles are
fixed, this step is not necessary as the effect of the side-chain is muted by restraining
the dihedral angle.
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Figure C.1: (a) S0-S1 transition energies and delocalisation (b) for optimised ge-
ometries of thiophene obtained using different functionals in conjunction with the
basis set 6-31G. Lines are intended as a guide to the eye.
C.2 Tests of functionals and basis sets
To test TD-DFT methods, we have repeated the calculations of S0-S1 absorption en-
ergies and delocalisation of optimised geometries of methyl-thiophene (shown in Fig-
ures 5.6 and 5.15, respectively). Methyl-thiophene geometries are obtained from op-
timised hexyl-thiophene geometries. We have tested the functionals B3LYP, PBE0,
CAM-B3LYP, LC-BLYP, ωB97XD, and M062X along with the basis sets 6-31G and
6-31G*. Of the functionals, only B3LYP and PBE0 do not have any long-range cor-
rection (LRC) terms. For fluorene, B3LYP/6-31G has been shown by Schumacher
et al [98] to lead to absorption energies in close correspondence with experimental
results. Also, using basis sets larger than 6-31G* is computationally prohibitive
for the ensemble spectra we present in Section 5.2 (based on up to 2000 individual
calculations of geometries up to 32mer in length). As discussed in Section 5.1.1,
we have not included any solvent treatment in these calculations as we found that,
for B3LYP and CAMB3LYP, there was little effect (a reduction of ' 50 meV in the
transition energies) in both cases when a PCM model chloroform was used.
In Figure C.1(a), we show the S0-S1 transition energy, 0 for various choices of
functional and the basis set 6-31G. For each functional, the qualitative progression
in backbone length is similar though there are slight differences in difference between
the 2mer and effective converged energies. For LRC functionals (CAM-B3LYP, LC-
BLYP, ωB97XD, and M062X), the difference between the 2mer transition energy
and the 16mer is ' 1.2 eV while this difference for non-LRC functionals (B3LYP and
PBE0) is ' 1.6 eV. Also, the transition energies for LRC functionals are far greater
than non-LRC functionals as can be seen for the 16mers in Table C.2. Between
LC-BLYP and B3LYP 16mers, the difference in transition energies is ' 0.9 eV and,
between the other LRC functionals and B3LYP, is ' 0.55 eV. These differences are
similar for the 6-31G* basis set. Utilising 6-31G* results in a shift of the transition
energies of ' 0.07 eV with respect to the corresponding functional with 6-31G. This
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Table C.2: S0-S1 transition energies (0) and delocalisations (PD) of optimised thio-
phene 16mers obtained with different functionals and basis sets.
Functional B3LYP PBE0 CAM-B3LYP
Basis 6-31G 6-31G* 6-31G 6-31G* 6-31G 6-31G*
0 3.001 2.936 3.136 3.062 3.532 3.446
PD 9.90 10.06 9.97 10.05 10.08 10.16
Functional LC-BLYP M062X ωB97XD
Basis 6-31G 6-31G* 6-31G 6-31G* 6-31G 6-31G*
0 3.913 3.813 3.546 3.471 3.596 3.500
PD 9.77 9.83 9.79 9.82 10.14 10.22
shift is effectively constant with increasing length.
For each choice of functional, the delocalisation measure, PD, (discussed in Sec-
tion 5.3 and the following section of this appendix) is found to be effectively inde-
pendent of functional choice as shown in Figure C.1(b). Also, utilising 6-31G* has
no significant effect also. This can be seen for the 16mers in Table C.2.
As such, we conclude that the transition energies display a significant dependence
on functional choice while the delocalisation properties do not. As such, we base
our choice of functional on the spectral properties alone. As we discussed in Section
5.2.1, the absorption spectra of P3HT in good solvents are typically peaked at around
2.8-3.0 eV. This, in addition to its accuracy in describing fluorene spectra, leads to
B3LYP being our functional of choice. Given the only slight improvement of the
accuracy (based on the 16mer transition energies) obtained using 6-31G* compared
to the computational expense entailed (which is amplified significantly given the
number of MD geometries we consider), we deem that 6-31G is the most suitable
choice of basis set.
C.3 Measures of delocalisation and effective conjugation lengths
In Section 5.3, we make extensive use of definitions of an excitation centre, nEC , and
a delocalisation measure, PD, along the axis of the molecule. In this section, we give
details regarding the choice of the PD measure and possible alternative measures
which may find applicability in future works.
C.3.1 The PD delocalisation measure
We define the delocalisation using the PD measure:
PD ≡ 4
∑N
n=1 Qn|∆n|∑N
n=1QM
, (C.1)
in which n refers to monomer n and Qn is the sum of the absolute charge differences
on each atom between the ground (S0) and excited (S
∗
1) states. The factor of 4 is
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Figure C.2: Schematic of the basic test system of a linear chain of sites of even
(upper) or odd (lower) units each with equal charge.
implemented so that an evenly delocalised system of N has a PD value ' N as will
be discussed shortly. The PD measure involves the definition of an excitation centre,
nEC similar to that of a centre-of-mass and a separation, ∆n, between a monomer
n and nEC :
∆n ≡ n− nEC ; nEC ≡
∑N
n=1 Qnn∑N
n=1 Qn.
(C.2)
These measures consider only the charges on the monomer units and is a measure
of delocalisation mapped to the axis of the molecular backbone. Essentially, this
is a reduction of each molecular conformation to one dimension. The advantage
of this reduction, for the work presented here, is that this allows for us to define
the excitation centre, nEC , in a manner which returns a value corresponding to
an actual point along the molecular chain. This allows us to probe the effects of
distortions on excitation localisation along the chain in a straightforward manner.
A full three dimensional measure, such as a radius of gyration, will not be so easily
mapped on to a particular segment of the molecule. Furthermore, a real-space
measure has embedded in it the molecular conformation itself. While this may be
useful for certain properties, for instance approximating the size of an exciton, when
considering conformationally dependent localisation, we feel it is advantageous to
have a conformation independent measure whose values may then be expressed as a
function of conformational properties. We shall give a brief discussion of real-space
measures in Appendix C.3.2.
The measure PD was chosen for its ease of computation and its ability to effec-
tively replicate evenly-delocalised test systems in which each monomer has a total
charge QM = Q. In Figure C.2, schematics are given of such systems with even and
odd numbers of units, N , with the molecular centre at ∆n = 0. This means that
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the values of ∆n corresponding to the individual monomers differ for even and odd
N : For even N , ∆n = m − 1/2 with m : Z ∈ [−(N/2 − 1), N/2], and for odd N ,
∆n = m with m : Z ∈ [−(N − 1)/2, (N − 1)/2].
Let us express the PD for the even case by exploiting the symmetry about ∆n =
0:
PD = 4
∑N
n=1 Qn|∆n|∑N
n=1 Qn
=
4Q
NQ
N/2∑
i=1
(2i− 1). (C.3)
The factor of 2 emerges from double counting over either side of ∆n = 0. Using the
defintion of the sum over integers,
∑n
i=1 i = (1/2)(n+ 1)n, this reduces to:
PD =
4
N
(
N
2
(
N
2
+ 1
)
− N
2
)
=
4
N
N2
4
= N. (C.4)
Similarly, for odd N , PD is expressed as:
PD = 4
∑N
n=1Qn|∆n|∑N
n=1 Qn
=
4Q
NQ
(N−1)/2∑
i=1
2i. (C.5)
Again, using the sum over integers, this reduces to:
PD =
4
N
(N − 1)
2
(N + 1)
2
=
4
N
(N2 − 1)
4
= N − 1
N
. (C.6)
As such, for the test system, the PD delocalisation measure agrees closely with the
expected value N . For odd N , the error term 1/N will become significantly small
with increasing N e.g. for N = 5, the fractional error is 1/52 = 0.04. Also, because
each monomer contribution is normalised by its charge component, if one considers
a system of N units with perfect, even localisation across M units and Qn = 0 for all
other units, the measure is unaffected by the presence of the extra units and returns
an identical value. Thus, the PD measure allows for comparison to be drawn between
molecules of different length without further, length-scale dependent adjustments.
For the purposes of the work presented in Section 5.3, this measure is ideal in its
simplicity and interpretation.
C.3.2 Alternative delocalisation measures
The measure, PD, is of course not a unique measure for interpreting delocalisation.
Following the same principles detailed above, there are effectively an infinite number
of potential delocalisation measures available. One such alternative measure, which
we shall call R2D, can be formulated based on using squares of ∆rM as opposed to
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absolute values:
R2D ≡ 12
∑N
M=1QM∆r
2
M∑N
M=1 QM
. (C.7)
The notation R2D is reflective of this measure being a direct analogue of the radius
of gyration, RG.
For the test examples given above, with N even, R2D is expressed by:
R2D =
24Q
NQ
(N/2)∑
i=1
(
i− 1
2
)2
=
6
N
N/2∑
i=1
(4i2 − 4i+ 1). (C.8)
By invoking both the sum of integers and the sum over squares:
N∑
i=1
i2 = N3/3 +N2/2 +N/6, (C.9)
this reduces to:
R2D =
6
N
(
N3
6
+
N2
2
+
N
3
− N
2
2
−N + N
2
)
=
6
N
(N3 −N)
6
= N2 − 1. (C.10)
For odd N , R2D is similarly expressed as:
R2D =
24
N
(N−1)/2∑
i=1
i2. (C.11)
Again, using the sum over squares, this reduces to:
R2D =
24
N
(
(N − 1)3
24
+
(N − 1)2
8
+
N − 1
12
)
= N2 − 1. (C.12)
For both cases, taking the square root, the RD measure thus gives:
RD = N
(
1− 1
N2
) 1
2
. (C.13)
The RD measure thus gives a similar value as a the PD measure with an error fac-
tor of
√
1− 1/N2. Clearly, this measure would also be suitable as a measure of
delocalisation. The reason we have chosen to use PD is that that the dependence
on the distance from the excitation centre is linear as opposed to harmonic. The
linear dependence allows for weighting of all terms with respect to charge without
increasing the weighting for further monomers. We have performed brief tests and
found that there are differences in the values returned for each measure but their
interpretation with regards to a reference geometry (i.e. the DFT optimised geom-
etry) is effectively the same. We reason, thus, that the measures are essentially
interchangeable for our purposes. However, it may be the case if one were to use
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these delocalisation measures as input for further calculations of physical processes,
as opposed to being purely measures, that one measure may be more appropriate
than the other.
The RD example is, as with PD, a 1-D, dimensionless measure of delocalisation
and, in removing the explicit conformational dependence, is not strictly a measure
of a real space delocalisation. While we have discussed that this is beneficial for
our purposes of understanding the effect of conformational disorder and on-chain
localisation, it is also true that a real-space measure may be more useful for purposes
such as estimating the size of a formed exciton. One simple measure for this purpose
is an analogous radius of gyration, RG:
R2G ≡
∑N
i=1 qi|∆ri|2∑N
i=1 qi
. (C.14)
Here, we define qi as the absolute difference between the S0 and S
∗
1 charges:
qi ≡ |q(S
∗
1 )
i − q(S0)i |, (C.15)
and ∆ri is the difference between the atomic position, ri and the real-space excitation
centre, rEC :
∆ri ≡ ri − rEC ; rEC ≡
∑N
i=1 qiri∑N
i=1 qi
. (C.16)
As mentioned previously, the interpretation of rEC is less well defined in a polymer
in solution than the dimensionless nEC given that rEC may be located anywhere
in space and may not be well mapped to a particular point on the molecule. This
may be a more useful measure in close-packed systems such as polymers in poor
solvents or films where excitations may be spread over two or more neighbouring
chromophores.
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