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CONVERGENCE OF ADAPTIVE MIXED FINITE ELEMENT METHODS FOR
THE HODGE LAPLACIAN EQUATION: WITHOUT HARMONIC FORMS
LONG CHEN AND YONGKE WU
ABSTRACT. Finite element exterior calculus (FEEC) has been developed as a systemat-
ical framework for constructing and analyzing stable and accurate numerical method for
partial differential equations by employing differential complexes. This paper is devoted
to analyze the convergence of adaptive mixed finite element methods for the Hodge Lapla-
cian equations based on FEEC without considering harmonic forms. A residual type a
posteriori error estimates is obtained by using the Hodge decomposition, the regular de-
composition and bounded commuting quasi-interpolants. An additional marking strategy
is added to ensure the quasi-orthogonality, based on which the convergence of adaptive
mixed finite element methods is obtained without assuming the initial mesh size is small
enough.
1. INTRODUCTION
This paper is devoted to analyze the convergence of adaptive mixed finite element meth-
ods (AMFEM) for the Hodge Laplacian equations based on finite element exterior calculus
(FEEC) which is a general framework for constructing and analyzing mixed finite element
methods for partial differential equations developed by Arnold, Falk, and Winther [4, 5].
Let
(1) H0Λ
−(Ω)
d−
−→ H0Λ(Ω)
d
−→ H0Λ
+(Ω)
be part of the de Rham sequence whereH−0 Λ(Ω), H0Λ(Ω), andH
+
0 Λ(Ω) are appropriate
spaces of differential forms and d, d− are exterior derivatives. Assume that Ω is a domain
with trivial cohomology and thus the sequence (1) is exact, i.e., ker( d) = img( d−). For
readers who are more familiar with the vector calculus, a concrete example is
(2) H10 (Ω)
grad
−→ H0(curl ; Ω)
curl
−→H0(div; Ω).
Consider the mixed formulation of the Hodge Laplacian corresponding to this exact se-
quence: Given f ∈ L2Λ(Ω), find (σ, u) ∈ H0Λ
−(Ω)×H0Λ(Ω), such that
(3)
{
〈σ, τ〉 − 〈d−τ, u〉 = 0 ∀ τ ∈ H0Λ
−(Ω),
〈d−σ, v〉 + 〈du, dv〉 = 〈f, v〉 ∀ v ∈ H0Λ(Ω).
Given a shape regular triangulationTh ofΩ, let V
−
h ⊂ H0Λ
−(Ω), Vh ⊂ H0Λ(Ω), and V
+
h ⊂
H0Λ
+(Ω) be the finite element spaces so that the discrete sequence V −h
d−
−→ Vh
d
−→ V +h
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is also exact. We are interested in the accuracy of the following mixed finite element ap-
proximation to (3): Find (σh, uh) ∈ V
−
h × Vh, such that
(4)
{
〈σh, τh〉 − 〈d
−τh, uh〉 = 0 ∀τh ∈ V
−
h ,
〈d−σh, vh〉 + 〈duh, dvh〉 = 〈f, vh〉 ∀vh ∈ Vh.
Precise definition of spaces and differential operators can be found in Section 2. For the
specific sequence (2), (3) is the mixed formulation of the vector Laplacian using H10 (Ω)
for σ and H0(curl ; Ω) for u and (4) is the discretization using the Lagrange element for
σh and the edge element for uh.
When the domain Ω is non-smooth or non-convex, the solution of the Hodge Lapla-
cian equation (3) usually contains singularity, and consequently the finite element approx-
imation (4) based on quasi-uniform grids will not provide optimal order of convergence.
Adaptive finite element methods (AFEM) based on the iteration
(5) SOLVE→ ESTIMATE→ MARK→ REFINE
are an effective procedure to achieve quasi-optimal order of convergence. In this procedure,
SOLVE computes the solution (σl, ul) of the discrete problem (4) discretized on the grid
Tl. The step ESTIMATE computes an a posteriori error estimators η((σl, ul),K) for each
elementK ∈ Tl. These estimators are then used in the step MARK to select a subsetMl
of Tl. Finally, the step REFINE refines each element inMl and makes a completion to get
a shape regular and conforming mesh Tl+1.
Guaranteeing the convergence of the solution sequence produced by the adaptive proce-
dure (5) is a fundamental question and has been an active research topic in recent decades.
Babusˇka and Vogelius [6] started the convergence analysis of AFEM in one dimension.
Do¨rfler [16] introduced a crucial marking strategy which will be called Do¨rfler marking
afterwards, i.e., for a given θ ∈ (0, 1), markMl s.t.∑
K∈Ml
η2((σl, ul),K) ≥ θ
∑
K∈Tl
η2((σl, ul),K).
With this marking strategy, he proved strict energy norm reduction for the Poisson equation
under the assumption that the initial mesh was sufficiently fine. Morin, Nochetto, and
Siebert [31, 32] involved the so-called interior node property and an additional marking
step of oscillation to remove the initial mesh condition. The requirement of the interior
node property and the extra marking of the oscillation was further removed by Cascon,
Kreuzer, Nochetto, and Siebert [8]. We refer to [35] for a survey of convergence analysis
of AFEM for elliptic problems and [19, 7] for recent advance of this topic.
We shall study the convergence of AMFEM for the Hodge Laplacian based on FEEC.
By treating the Hodge Laplacian for general differential forms, we unify convergence
proofs of adaptive finite element methods of many important second order elliptic equa-
tions involving the well-known primary and mixed formulation of the scalar elliptic equa-
tion [16, 31, 32, 38, 8, 11, 26, 19, 7]. For the vector Laplacian and related problems, con-
vergence and optimality of AFEM for Maxwell’s equations can be found in the literature;
see, for example, [9, 40, 10, 17].
For the Hodge Laplacian problem, an important step is the unified residual-type a pos-
teriori error estimators developed by Demlow and Hirani [14]. Their a posteriori error
estimators were obtained by using the inf-sup condition and the continuity of (3) in the
HΛ-norm and in the form
(6) ‖u− uh‖HΛ + ‖σ − σh‖HΛ− ≤ C (η−1(σh, uh) + η0(σh, uh)) ,
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where η−1 is to control the L
2-norm ‖σ − σh‖ + ‖u − uh‖, and η0 for the energy norm
‖ d(u−uh)‖+‖ d
−(σ−σh)‖. See [14, Lemma 7 and 8] for the precise definition of these
two estimators.
A key ingredient in the convergence theory of AFEM is a certain orthogonality of the
error to the finite element space which is not revealed in [14]. The first main contribution
of this paper is to explore some full and partial orthogonality contained in the mixed for-
mulation of the Hodge Laplacian. The orthogonality of σ can be derived by choosing test
functions vh = d
−τh in (4) and using the fact d ◦ d
− = 0 to get
〈d−(σ − σh), d
−τh〉 = 0, ∀τh ∈ V
−
h .
The orthogonality of u is less straightforward. Let TH and Th be two triangulations with
Th being a refinement of TH . Let (σh, uh) and (σH , uH) be the mixed finite element
approximations in the spaces based on Th and TH respectively. We shall prove that
(7) 〈d(u− uh), d(uh − uH)〉 ≤ 2Ch
s‖ d−(σ − σh)‖‖ d(uh − uH)‖,
where 1/2 ≤ s ≤ 1 is a regularity constant depending only on the shape of the domain
Ω and h is the maximum of the diameter of simplices in Th. To prove (7), we generalize
a technique used for Maxwell’s equations, i.e., a discrete divergent free field can be lifted
to a divergence free field within error hs, to the setting of general differential forms, see
Lemma 3.2. Inequality (7) will imply the following quasi-orthogonality
(8)
(1− Chs)‖ d−(σ − σh)‖
2 + ‖ d(u− uh)‖
2
≤ ‖ d−(σ − σH)‖
2 + ‖ d(u− uH)‖
2
−
[
‖ d−(σ − σH)‖
2 + (1 + Chs)‖ d(u− uH)‖
2
]
.
With such a quasi-orthogonality, the convergence and optimality of AMFEM can be ob-
tained under the assumption that the initial mesh size is sufficiently small as has been done
in the literature for Maxwell’s equations [40, 10, 17].
The second main contribution of this paper is to remove this assumption for the con-
vergence proof. To better present the result, we now change the subscript to the iteration
index. By enforcing an additional Do¨rfler marking for the error estimator η(σl) of σ only,
we can prove the reduction of this error estimator and thus inequality (7) can be improved
to
〈d(u− ul+m), d(ul+m − um)〉 ≤ ǫη(σl)‖ d(ul+m − ul)‖
for an arbitrary small constant ǫ providedm is large enough. Then this reduction is used
to prove the convergence of the total error plus the error estimator
‖ d−(σ − σk)‖
2 + ‖ d(u− uk)‖
2 + αη2(σk, uk),
with a suitable weight α. We prove the convergence by showing a convergent sub-sequence
with a bounded gap in the iteration index.
One more contribution is our new way to derive the residual type a posteriori error
estimator
η2((σh, uh),Mh) =
∑
K∈Mh
h2K
(
‖δK(f − d
−σh)‖
2
K + ‖f − δK duh − d
−σh‖
2
K
)
+
∑
e∈Fh
he
(
‖[tr ⋆(f − d−σh)]‖
2
e + ‖[tr ⋆ duh]‖
2
e
)
,
which is just η0 of Demlow and Hirani’s estimators [14]. As we mentioned before, Demlow
and Hirani [14] uses the stability in HΛ
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energy norm and the L2-norm, c.f., (6). In contrast, we derive the error estimator using the
orthogonality and thus obtain a tighter estimator for the energy norm only, i.e.,
(9) ‖ d−(σ − σh)‖+ ‖ d(u− uh)‖ ≤ Cη(σh, uh).
During the derivation of our error estimator, we develop discrete Poincare´ inequalities
and some new variations of regular decompositions of the differential forms which are of
independent interest.
In this paper we only consider the domain Ω without harmonic forms, i.e., for con-
tractable domains with trivial homology groups. If the topology of the domain is non-
trivial, we can first approximate the harmonic forms, which is an eigenvalue problem with
known (zero) eigenvalue, and then restrict to the space orthogonal to the harmonic forms.
Of course, the harmonic form itself could be singular and the adaptive procedure can be
also used. On the convergence analysis of adaptive finite element approximation of har-
monic forms, we refer to the recent work by Demlow [15]. Combination of the current
work and Demlow’s result in [15] will be our future work.
To simplify the notation, we restrict ourselves to the homogenous Dirichlet bound-
ary conditions. Our results are naturally extendable to the de Rham complex (10) corre-
sponding to the Neumann boundary conditions. For mixed boundary conditions, establish-
ing necessary properties of the Hodge decomposition, regular decomposition, and quasi-
interpolant is more involved and has not been carried out in the literature to date [12, 21].
In the marking step, besides η(σh, uh) we include an additional Do¨rfler marking for
η(σh)which is crucial to obtain the quasi-orthogonality and the convergence proof without
assuming the initial mesh size is sufficiently small. On the other hand, also due to this
additional marking, we cannot prove the optimality of our adaptive algorithm following
the standard approaches [35, 7].
Another remark is that our results for differential forms 1 ≤ k ≤ n−1 are not consistent
with the existing results [11, 26, 25] for k = n. When k = n, d = 0 in the short exact
sequence (1). Therefore ‖ d−(σ − σh)‖ can be bounded by the so-called data oscillation
‖h(f − fh)‖. A different orthogonality of ‖σ − σh‖, i.e. in L
2−norm can be established
and the convergence and optimality for ‖σ−σh‖ (not involving the error u−uh) is obtained
consequently. In contrast, our results for 1 ≤ k ≤ n − 1 are on the energy norm and the
errors σ − σh and u− uh are coupled together.
Throughout this paper, the notation a . b (or a & b) means there exists a positive
constant C, which is independent of the mesh size h, may dependent on the order of the
polynomial and may not be the same at different occurrences, such that a ≤ Cb (or a ≥
Cb). When the constant in an inequality plays a role in the convergence analysis, we will
use C1, C2, . . . , with a specific index.
The structure of this paper is as follows. In Section 2, we review basic definitions and
properties of Hilbert complexes, the Hodge Laplacian equation, and regular decomposi-
tions and commuting quasi-interpolants. In Section 3, we obtain the orthogonality of σ
and the quasi-orthogonality of u. In Section 4, we establish a posteriori upper bounds,
and lower bounds for errors. In Section 5, we give the convergence of the adaptive algo-
rithm, which is the main results of this paper. In Section 6, we present some examples and
translate our results into standard vector calculus notations in three dimensions.
2. PRELIMINARIES
In this section, following [4, 5], we will review basic definitions and properties of the de
Rham complex and then introduce the mixed formulation of the Hodge Laplacian equation.
CONVERGENCE OF AMFEM FOR THE HODGE LAPLACIAN EQUATION 5
2.1. de Rham Complexes and Poincare´ Inequalities. Let Ω ⊂ Rn, n ≥ 2 be a bounded
Lipschitz polyhedral domain. For an integer 0 ≤ k ≤ n, Λk(Ω) represents the linear space
of all smooth k−forms on Ω. As Ω is a flat domain in Rn, we can identify each tangent
space of Ω with Rn. Given a ω ∈ Λk(Ω) and vectors v1, . . . , vk, we obtain a smooth
map Ω → R by x 7→ ωx(v1, . . . , vk) for x ∈ R
n. We use the default n-volume of Rn
and denote the volume form in Λn(Ω) by dv. We define the L2-inner product for two
differential k-forms on Ω as
〈ω, µ〉 =
∫
Ω
〈ωx, µx〉dv.
We then take the completion of Λk(Ω) in the corresponding norm to get the Hilbert space
L2Λk(Ω). Similarly for any real number r, we can define the Sobolev spaces of k−forms
HrΛk(Ω) with norm ‖ · ‖Hr .
Given a smooth differential k-form ω ∈ Λk(Ω), we define the exterior derivative
dkωx(v1, · · · , vk+1) =
k+1∑
j=1
(−1)j+1∂vjωx(v1, · · · , vˆj , · · · , vk+1),
where the hat is used to indicate a suppressed argument. Then dk : Λk(Ω) → Λk+1(Ω)
is a sequence of differential operators satisfying that the range of dk lies in the domain of
dk+1 i.e. dk+1 ◦ dk = 0, for k = 0, 1, · · · , n− 1. For the convenience of notation, later
on we shall skip the superscript k if there is no confusion.
The domain of the exterior derivative can be enlarged. Let
HΛk(Ω) = {ω ∈ L2Λk(Ω)| dω ∈ L2Λk+1(Ω)},
be the domain of d with inner product 〈ω, µ〉 + 〈dω, dµ〉 and associated graph norm
‖ · ‖HΛ. The de Rham complex
(10) R −→ HΛ0(Ω)
d
−→ HΛ1(Ω)
d
−→ · · ·
d
−→ HΛn(Ω) −→ 0,
is then bounded in the sense that d : HΛk(Ω) 7→ HΛk+1(Ω) is a bounded linear operator.
Let M be a smooth manifold. For any x ∈ M , we use TxM to denote the tangential
space ofM at x. For any k-form ω ∈ Λk(M), we define trω ∈ Λk(∂M) satisfying
trω(v1, v2, · · · , vk) = ω(v1, v2, · · · , vk),
for tangent vectors vi ∈ Tx∂M ⊂ TxM (i = 1, 2, · · · , k). The trace operator can be
extended continuously to Lipschitz domain Ω, and to tr : H1Λk(Ω) 7→ H1/2Λk(∂Ω) and
tr : HΛk(Ω) 7→ H−1/2Λk(∂Ω) (see [4, page 19]). Define
H0Λ
k(Ω) = {ω ∈ HΛk(Ω) : trω = 0 on ∂Ω}
H10Λ
k(Ω) = {ω ∈ H1Λk(Ω) : trω = 0 on ∂Ω}
For easy of presentation we will focus on the de Rham complex with homogenous trace
(11) 0 −→ H0Λ
0(Ω)
d
−→ H0Λ
1(Ω)
d
−→ · · ·
d
−→ H0Λ
n(Ω) −→ 0.
Our results can be naturally extended to the de Rham complex (10) corresponding to the
Neumann boundary conditions. For the mixed boundary conditions, establishing necessary
properties of the Hodge decomposition, regular decomposition, and quasi-interpolant is
more involved and has not been carried out in the literature to date [12, 21].
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Let ∧ denote the wedge product and let ⋆ : Λk(Ω) 7→ Λn−k(Ω) be the Hodge star
operator. For any ω ∈ Λk(Ω), µ ∈ Λn−k(Ω), ∧ and ⋆ are related by∫
Ω
ω ∧ µ = 〈⋆ω, µ〉,
The co-derivative operator δ : Λk(Ω) 7→ Λk−1(Ω) is defined as
δω = (−1)k(n−k+1) ⋆ d ⋆ ω.
In analogy withHΛk(Ω), we define the spaces
H∗Λk(Ω) = {ω ∈ L2Λk(Ω) : δω ∈ L2Λk−1(Ω)},
H∗0Λ
k(Ω) = {ω ∈ H∗Λk(Ω) : tr(⋆ω) = 0}.
Stokes’ theorem implies
〈dω, µ〉 = 〈ω, δµ〉+
∫
∂Ω
trω ∧ tr ⋆µ, ω ∈ Λk−1(Ω), µ ∈ Λk(Ω).
Treat d : H0Λ
k ⊂ L2Λk → L2Λk+1 as a unbounded and densely defined operator. Then
δ : H∗Λk(Ω) ⊂ L2Λk+1(Ω) 7→ L2Λk(Ω) is the adjoint of d as
(12) 〈dω, µ〉 = 〈ω, δµ〉, ω ∈ H0Λ
k.
Consequently we have a dual sequence of (11)
(13) 0←− H∗Λ0(Ω)
δ
←− H∗Λ1(Ω)
δ
←− · · ·
δ
←− H∗Λn(Ω)←− R.
The kernel of d in H0Λ
k can be decomposed as Zk0 = B
k
0 ⊕
⊥
L2 Hk0 , where B
k
0 is the
range of d, i.e. Bk0 = d(H0Λ
k−1(Ω)) and Hk0 is the space of the harmonic forms, i.e.,
Hk0 = {ω ∈ H0Λ
k(Ω) ∩ H∗Λk(Ω) : dω = 0 and δω = 0}. The following Hodge
decomposition has been established in [4, page 22]
L2Λk(Ω) = Bk0 ⊕
⊥
L2 Hk0 ⊕
⊥
L2 δH∗Λk+1(Ω).
Let Kk be the L2 orthogonal complement of Zk0 in H0Λ
k(Ω), i.e., Kk = H0Λ
k(Ω) ∩
δH∗Λk+1(Ω). Then we have the Hodge decomposition ofH0Λ
k(Ω):
(14) H0Λ
k(Ω) = Zk0 ⊕
⊥
L2 Kk = Bk0 ⊕
⊥
L2 Hk0 ⊕
⊥
L2 Kk.
In this paper we consider the domainΩ without harmonic forms, namely we impose the
following assumption
(A) We assume that Ω is simple in the sense that dimHk0 = 0 for k = 1, 2, · · · , n− 1.
If the topology of the domain is non-trivial, we can first approximate the harmonic
forms, which is an eigenvalue problem with known (zero) eigenvalue. In practice the
dimension ofHk is usually small. We may then consider the Hodge Laplacian equation on
the space orthogonal to the harmonic forms. Of course, harmonic forms could be singular
and an adaptive procedure can be used as well. For adaptive finite element approximations
of harmonic forms, we refer to the recent work by Demlow [15].
In the rest part of this paper, when spaces of the consecutive differential forms are
involved, we use the short sequences
(15) H0Λ
−(Ω)
d−
−→ H0Λ(Ω)
d
−→ H0Λ
+(Ω)
or the one with the Hodge decomposition
(16) Z−0 ⊕
⊥
L2 K−
d−
−→ Z0 ⊕
⊥
L2 K
d
−→ Z+0 ⊕
⊥
L2 K+.
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We have the following embedding result of the spaceH0Λ
k(Ω)∩H∗Λk(Ω) on Lipschitz
polyhedra domain Ω.
Lemma 2.1 (Regularity of Intersection of Spaces ([28], Theorem 11.2)). Assume Ω is a
Lipschitz polyhedra. Then there exists a constant 12 ≤ s ≤ 1 depending only on Ω such
that H0Λ
k(Ω) ∩ H∗Λk(Ω) →֒ HsΛk(Ω), i.e., there exists a constant Cr > 0 depending
only on Ω, such that for all v ∈ H0Λ
k(Ω) ∩H∗Λk(Ω)
‖v‖Hs ≤ Cr (‖v‖+ ‖ dv‖+ ‖δv‖) .
As HsΛk(Ω), s ∈ [1/2, 1], is compactly embedded into L2Λk(Ω), using the standard
compactness argument, we can get the following Poincare´ inequality [4, Page 23, Theorem
2.2] which will play an important role in our analysis.
Lemma 2.2 (Poincare´ Inequality). There exists a constant Cpc > 0, such that
(17) ‖ω‖ ≤ Cpc (‖ dω‖+ ‖δω‖) ,
for ω ∈ H0Λ
k(Ω) ∩H∗Λk(Ω).
By the definition of K, K = H0Λ(Ω) ∩ δH
∗Λ+(Ω), we have δK = 0 and thus
(18) ‖ω‖ ≤ Cpc‖ dω‖, ω ∈ K.
Poincare´ inequality (18) implies that K is a Hilbert space equipped with the inner product
〈d(·), d(·)〉.
2.2. The Hodge Laplacian Equation. The Hodge Laplacian problem reads as: given
f ∈ L2Λ(Ω), find u ∈ H0Λ
k(Ω) ∩H∗Λk(Ω) such that
(19) Lu = f,
where L = d−δ + δ+ d is called the Hodge Laplacian.
A direct discretization of (19) would require a conforming discretization of the inter-
section space H0Λ
k(Ω) ∩ H∗Λk(Ω). Using Lagrange finite element spaces which are
subspaces of H1Λk for (19) are problematic [5]. For example, when the domain is non-
convex or non-smooth, approximations using continuous piecewise linear functions will
converge but not converge to the true solution. It might be explained by the embedding
H0Λ
k(Ω) ∩ H∗Λk(Ω) →֒ HsΛk(Ω). When the domain is non-convex or non-smooth,
s < 1 but the Lagrange finite element spaces will provide approximations converging in
H1Λk.
Introduce a new variable σ = δu. The mixed formulation of the Hodge Laplacian
problem is: Given f ∈ L2Λ(Ω), find (σ, u) ∈ H0Λ
−(Ω)×H0Λ(Ω) such that
(20)
{
〈σ, τ〉 − 〈d−τ, u〉 = 0 for all τ ∈ H0Λ
−(Ω),
〈d−σ, v〉 + 〈du, dv〉 = 〈f, v〉 for all v ∈ H0Λ(Ω).
The saddle point system (20) is well-posed; see [4, Page 83, Section 7.5]. Let (σ, u) be the
solution of equation (20). Although u ∈ H0Λ(Ω) only, the first equation implies σ = δu
holds in L2 and thus u ∈ H0Λ(Ω) ∩ H
∗Λ(Ω). Writing σ = δu and 〈d−σ, v〉 = 〈σ, δv〉,
we can eliminate σ from equation (20) and get
〈δu, δv〉+ 〈du, dv〉 = 〈f, v〉 ∀v ∈ H0Λ(Ω) ∩H
∗Λ(Ω),
which is the primary weak formulation of (19).
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2.3. Mixed Finite Element Methods of the Hodge Laplacian Equation. Let Th be a
shape-regular triangulation of Ω. For an n-simplex K ∈ Th, an (n− 1)-dimensional face
of K is an (n − 1)-simplex generated by n vertexes of K . Let Eh be the set of all interior
(n − 1)-dimensional faces in Th. For each n-simplex K ∈ Th, we define hK = |K|
1/n
and h = max
K∈Th
{hK}, where |K| is the n-dimensional volume. For each (n − 1)-simplex
e ∈ Eh, we define he = |e|
1/(n−1) with |e| the (n− 1)-dimensional volume.
Let Pr(R
n) denote the space of polynomials in n variables of degree at most r and
Hr(R
n) of homogeneous polynomial functions of degree r. We can then define spaces of
polynomial differential forms PrΛ
k(Rn) and HrΛ
k(Rn) by using corresponding polyno-
mials as the coefficients. To simplify the notation, we will suppress Rn from the notation.
For each integer r ≥ n, we have the polynomial sub-complex of the de Rham complex
(21) 0 −→ PrΛ
0 d−→ Pr−1Λ
1 d−→ · · ·
d
−→ Pr−nΛ
n −→ 0.
Given a point x ∈ Rn, there is a natural identification of x to a vector in Rn which can be
also identified with a vector in the tangent space TxR
n. Thus treat x as a vector in TxR
n
and define the Koszul operator κ : Λk(Rn) to Λk−1(Rn) by the formula
(κω)x(v1, v2, · · · , vk−1) = ωx(x, v1, · · · , vk−1).
On the spaceHrΛ
k, such κ satisfying the identity κ d+ dκ = (k+ r)id [4, Theorem 3.1]
and there is a direct sum
HrΛ
k = κHr−1Λ
k+1 ⊕ dHr+1Λ
k−1.
Based on this decomposition, we can introduce the incomplete polynomial differential
form
P−r Λ
k = Pr−1Λ
k + κHr−1Λ
k+1
and, for r ≥ 1, obtain the following sub-complex of the de Rham complex
0 −→ P−r Λ
0 d−→ P−r Λ
1 d−→ · · ·
d
−→ P−r Λ
n −→ 0.
For each simplexK ∈ Th, we denoted by PrΛ
k(K) or P−r Λ
k(K), the spaces of forms
obtained by restricting the forms in PrΛ
k(Rn) and P−r Λ
k(Rn), respectively, to K . We
then introduce the finite element spaces
PrΛ
k(Th) = {ω ∈ HΛ
k(Ω)| ω|K ∈ PrΛ
k(K), K ∈ Th},
P−r Λ
k(Th) = {ω ∈ HΛ
k(Ω)| ω|K ∈ P
−
r Λ
k(K), K ∈ Th}.
For each k, we choose V kh = PrΛ
k(Th) ∩H0Λ
k(Ω) or V kh = P
−
r Λ
k(Th) ∩H0Λ
k(Ω) so
that (V kh , d
k) forms a sub-complex of (H0Λ
k(Ω), dk). Again for the consecutive spaces,
we shall use the short sequence V −h
d−
−→ Vh
d
−→ V +h .
We define the discrete co-derivative δh : Vh 7→ V
−
h as the L
2-adjoint of d− : V −h →
Vh, i.e. given wh ∈ Vh, δhwh is the unique element in V
−
h such that
(22) 〈δhwh, vh〉 = 〈wh, d
−vh〉, for all vh ∈ V
−
h .
To compute δhwh, we need to invert the so-called mass matrix and thus in general δhwh
is a non-local operator. Note that in the finite dimensional space setting, δh is a bounded
linear operator although its norm is not uniform to h. Recall that the adjoint δ satisfies
〈δwh, v〉 = 〈wh, d
−v〉, for all v ∈ H0Λ
−(Ω). For the discrete co-derivative δhwh such
relation holds only for a subspace Vh ⊂ H0Λ(Ω). Therefore, the space Vh is a conforming
discretization ofH0Λ(Ω) but not a conforming discretization ofH
∗Λk(Ω).
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The discrete Hodge decomposition of Vh is
(23) Vh = Z0,h ⊕
⊥L2 Kh,
where Z0,h = ker( d) ∩ Vh ⊂ Z0 and Kh is the L
2 orthogonal complement of Z0,h in
Vh. Since we consider the Hodge Laplacian without harmonic forms, Z0,h = dV
−
h and
equation (22) implies that Kh is the kernel of δh. Generally Z0,h is a proper subspace of
Z0, but Kh 6⊂ K. For instance, when Vh ⊂ H0(curl ; Ω) is the Ne´de´lec edge element
space [33, 34], the function in Kh is called discrete divergence free which is in general not
divergence free in the continuous level.
We have the following discrete Poincare´ inequality, cf. [4, Theorem 5.11].
Lemma 2.3 (Discrete Poincare´ Inequality for d). There exists a constant Cp > 0 inde-
pendent of h such that
(24) ‖wh‖ ≤ Cp‖ dwh‖, wh ∈ Kh.
As the adjoint operator of d− : V −h → Vh, we have the following discrete Poincare´
inequality for δh as well.
Lemma 2.4 (Discrete Poincare´ Inequality for δh). Let Cp be the constant in (24). Then we
have
(25) ‖vh‖ ≤ Cp‖δhvh‖, vh ∈ Z0,h.
Proof. For any vh ∈ Z0,h, there exists ρh ∈ K
−
h , such that vh = d
−ρh. By Poincare´
inequality (24), we have
‖ρh‖ ≤ Cp‖ d
−ρh‖ = Cp‖vh‖.
Then
‖vh‖
2 = 〈vh, d
−ρh〉 = 〈δhvh, ρh〉 ≤ ‖δhvh‖‖ρh‖ ≤ Cp‖δhvh‖‖vh‖.
The desired result then follows. 
Combination the Hodge decomposition and the above discrete Poincare´ inequalities, we
obtain the following discrete Poincare´ inequality on the finite element space Vh which is
analogue to the continuous one; c.f. Lemma 2.2.
Theorem 2.5 (Discrete Poincare´ Inequality). There exists a constant Cp > 0 independent
of h such that
(26) ‖vh‖
2 ≤ C2p
(
‖ dvh‖
2 + ‖δhvh‖
2
)
, vh ∈ Vh.
Proof. For any vh ∈ Vh, by the discrete Hodge decomposition (23), there exist zh ∈ Z0,h
and ωh ∈ Kh, such that
vh = zh ⊕
⊥
L2 ωh and δhvh = δhzh, dvh = dωh.
Lemmas 2.4 and 2.3 imply that
‖zh‖ ≤ Cp‖δhzh‖ = Cp‖δhvh‖, ‖ωh‖ ≤ Cp‖ dωh‖ = Cp‖ dvh‖.
Take square and sum together to get the desired inequality. 
These Poincare´ inequalities imply the isomorphisms of the discrete spaces
K−h
d−
⇄
δh
Z0,h, Kh
d
⇄
δ+
h
Z+0,h.
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The mixed finite element method for (20) is constructed as follows: Given f ∈ L2Λk,
find (σh, uh) ∈ V
−
h × Vh such that
(27)
{
〈σh, τh〉 − 〈d
−τh, uh〉 = 0 for all τh ∈ V
−
h ,
〈d−σh, vh〉 + 〈duh, dvh〉 = 〈f, vh〉 for all vh ∈ Vh.
By definition, we can write the first equation as σh = δhuh and the second equation as
(28) 〈δhuh, δhvh〉+ 〈duh, dvh〉 = 〈f, vh〉, for all vh ∈ Vh.
The well-posedness of equation (28) follows from the discrete Poincare´ inequalities, c.f.,
Theorem 2.5.
We will consider the convergence of the adaptive finite element methods for the Hodge
Laplacian equation. When k = 0, H0Λ
0(Ω) = H10 (Ω), the Hodge Laplacian equation is
the scalar Poisson equation, for which the convergence theory of AFEM has been well-
studied. When k = n, H0Λ
n(Ω) = L20(Ω), which is the subspace of L
2 integrable func-
tions with vanishing means, the Hodge Laplacian equation is the mixed formulation of
Poisson equation for which the convergence of AMFEM can be found in e.g. [11, 26].
When k = n, d = 0 in the short exact sequence (1). Therefore ‖ d−(σ − σh)‖ can be
bound by the so-called data oscillation ‖h(f − fh)‖. An orthogonality of ‖σ − σh‖ can
be established and the convergence and optimality for ‖σ − σh‖, which is now decoupled
with the error u − uh, is obtained consequently; see [11, 26, 25]. In this paper, we focus
on the case 1 ≤ k ≤ n− 1. Because of different norms used, the results in this paper are
not consistent with these works for k = n.
2.4. Regular Decompositions. The Hodge decomposition (14) is L2-orthogonal but each
component is merely in L2. To be able to define interpolations to the finite element spaces,
we need the following regular decomposition in which each component now is inH1.
Lemma 2.6 (Regular Decomposition [27, 20, 1, 22, 24, 12, 23, 14]). Assume that Ω is a
bounded Lipschitz domain in Rn. For any integer 1 ≤ k ≤ n− 1, and any v ∈ H0Λ
k(Ω),
there exist ϕ ∈ H10Λ
k−1(Ω) and φ ∈ H10Λ
k(Ω) such that v = dϕ+ φ and
(29) ‖ϕ‖H1 + ‖φ‖H1 . ‖v‖HΛ.
A combination of Hodge decomposition (14) and regular decomposition (29) leads to
the following decomposition.
Lemma 2.7 (Decomposition). For any v ∈ H0Λ
k(Ω) (1 ≤ k ≤ n − 1), there exist
ρ ∈ H0Λ
k−1(Ω), ω ∈ H0Λ
k(Ω), ϕ ∈ H10Λ
k−1(Ω) and φ ∈ H10Λ
k(Ω) such that
v = dρ⊕⊥L2 ω, ω = dϕ+ φ,
and
‖ϕ‖H1 + ‖φ‖H1 . ‖ dv‖.
Proof. For any v ∈ H0Λ
k(Ω), Hodge decomposition (14) implies that there exist ρ ∈
H0Λ
k−1(Ω) and ω ∈ H0Λ
k(Ω), such that
v = dρ⊕⊥L2 ω and thus dω = dv.
Then the regular decomposition (29) of ω leads to the existence of ϕ ∈ H10Λ
k−1(Ω) and
φ ∈ H10Λ
k(Ω) such that
ω = dϕ+ φ and ‖ϕ‖H1 + ‖φ‖H1 . ‖ω‖HΛ.
Furthermore use Poincare´ inequality (18) for ω ∈ K, we have
‖ϕ‖H1 + ‖φ‖H1 . ‖ω‖HΛ . ‖ dω‖ = ‖ dv‖.
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
2.5. Commuting Quasi-interpolations. We review several interpolations connecting the
differential forms in the continuous and discrete levels. The most important properties are
the commuting diagram shown in the figure below.
· · ·
d
✲ Λk(Ω)
d
✲ Λk+1(Ω)
d
✲ · · ·
· · ·
d
✲ V kh
Πkh
❄
d
✲ V k+1h
Πk+1h
❄
d
✲ · · ·
The canonical interpolations, i.e., interpolations using degree of freedoms in the con-
struction of finite element spaces, requires higher smoothness than merely in HΛk. For
example, for Lagrange elements, the nodal values only exists for function in Hk, k >
n/2 ≥ 1. Quasi-interpolations using average in a neighborhood of a vertex and still re-
main the commuting property can be found in Scho¨berl [36]. We shall use the following
variants adapted to the homogenous boundary condition.
Lemma 2.8 (Quasi-Interpolations [37, 14]). There exists a sequence of operators Πkh :
H0Λ
k(Ω) 7→ V kh for 1 ≤ k ≤ n− 1 satisfying
dk Πkh = Π
k+1
h d
k,
and for any v ∈ H0Λ
k(Ω), with ‖v‖HΛ ≤ 1, there exist ϕ ∈ H
1
0Λ
k−1(Ω) and z ∈
H10Λ
k(Ω) such that
v = dϕ+ z, Πhv = dΠhϕ+Πhz,
and ∑
K∈Th
[
h−2K
(
‖ϕ−Πhϕ‖
2
K + ‖z −Πhz‖
2
K
)
(30)
+ h−1K
(
‖ tr(ϕ−Πhϕ)‖
2
∂K + ‖ tr(z −Πhz)‖
2
∂K
) ]
. 1.
Again we will suppress the subscript k and write as Πh if the index is clear from the
context. With a simple scaling and rewriting ϕ−Πhϕ and z−Πhz in Lemma 2.8 as ϕ and
z, respectively, we get the following localized Hodge decomposition of the interpolation
error which generalizes a similar result for Maxwell’s equations [37]. Note that the trace
of a differential form is in general in H−1/2 space which is not computable. To this end,
we introduce the piecewiseH1 space
H1Λk(Th) :=
{
g ∈ L2Λk(Ω) : g|K ∈ H
1Λk(K) for allK ∈ Th
}
.
Lemma 2.9 (Localized Hodge decomposition of Interpolation Error). For any integer 1 ≤
k ≤ n − 1, and any v ∈ H0Λ
k(Ω), there exist ϕ ∈ H0Λ
k−1(Ω) ∩ H1Λk−1(Th) and
z ∈ H0Λ
k(Ω) ∩H1Λk(Th) such that
v −Πhv = dϕ+ z,
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and ∑
K∈Th
(
h−2K ‖ϕ‖
2
K + h
−1
K ‖ tr(ϕ)‖
2
∂K
)
. ‖v‖2HΛ,(31)
∑
K∈Th
(
h−2K ‖z‖
2
K + h
−1
K ‖ tr(z)‖
2
∂K
)
. ‖v‖2HΛ.(32)
Operator Πh is L
2 stable, commuting with the exterior derivative, and has the local
approximation property. It is, however, not a projection. Namely Πhvh 6= vh for vh ∈ Vh.
In [4, page 65-67] and [13], the authors constructed a L2 bounded projection operator Π˜h.
The idea is to compose Πh with a right inverse from Vh → L
2Λ. The resulting operator
is still commuting with the exterior derivative. We collect the desirable properties of Π˜h
below:
(33) ‖Π˜h‖ . 1, dΠ˜h = Π˜h d, Π˜h|Vh = id.
From that we can easily derive the error estimate
(34) ‖(I − Π˜h)v‖ . h
s‖v‖Hs , v ∈ H
sΛ, s ∈ [0, 1].
2.6. Norms of Spaces. Let (σ, u) and (σh, uh) be the solutions of equations (20) and (27),
respectively. It is easy to see that σ = δu and σh = δhuh. We define subspaces consisting
of the graph of δ and δh:
V = {(δv, v) : v ∈ H0Λ(Ω) and δv ∈ H0Λ
−(Ω)} ⊂ H0Λ
−(Ω)×H0Λ(Ω),
Vh = {(δhvh, vh) : vh ∈ Vh} ⊂ V
−
h × Vh.
Note that V −h × Vh ⊂ H0Λ
−(Ω) × H0Λ(Ω), but Vh 6⊂ V since δh is not a conforming
discretization of δ. This non-nestedness is the main difficulty to prove the convergence of
the mixed method.
For any (τ, v) ∈ V , define
‖(τ, v)‖ =
(
‖ d−τ‖2 + ‖ dv‖2
)1/2
.(35)
It is obvious that ‖(·, ·)‖ is not a norm on the spaceH0Λ
−(Ω)×H0Λ(Ω). But we declare
that ‖(·, ·)‖ is a norm on the subspaces V and Vh.
Lemma 2.10 (Norms). Equation (35) defines norms for both the spaces V and Vh.
Proof. For any (τ, v) ∈ V , it suffices to verify the positivity of ‖(τ, v)‖. If ‖(τ, v)‖ = 0,
then dτ = 0 and dv = 0. The fact that τ = δv and Poincare´ inequality (18) imply
‖δv‖ = ‖τ‖ . ‖ dτ‖ = 0,
which means δv = τ = 0. Since there is no harmonic form, dv = δv = 0 implies v = 0.
Verification on the space Vh is similar by using discrete Poincare´ inequality (26). 
3. QUASI-ORTHOGONALITY
We shall consider two conforming triangulations Th and TH which are nested in the
sense that Th is a refinement of TH . Therefore, the corresponding finite element spaces are
nested, i.e., VH ⊂ Vh ⊂ H0Λ(Ω). Let (σ, u) ∈ V be the solution of equation (20), and
(σh, uh) ∈ Vh and (σH , uH) ∈ VH be the solutions of the equation (27) on the meshes Th
and TH , respectively. Due to the non-nestedness of V , Vh and VH , (σh, uh) (or (σH , uH))
is not an orthogonal projection of (σ, u) from V to Vh (or VH ). The lack of orthogonality
is the main difficulty which complicates the convergence analysis of mixed finite element
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methods. In this section, we shall reveal some full and partial orthogonality implicitly
contained in the mixed formulation.
We first explore an orthogonality of the error d−(σ − σh). By equations (20) and (27),
and the fact that d−V −h = Z0,h ⊂ Vh ⊂ H0Λ(Ω), we have the following orthogonality.
Lemma 3.1 (Orthogonality of σ). Let (σ, u) ∈ H0Λ
−(Ω) × H0Λ(Ω) be the solution of
equation (20) and (σh, uh) ∈ V
−
h × Vh be the solutions of equation (27) on meshes Th. It
holds
(36) 〈d−(σ − σh), d
−τh〉 = 0 for all τh ∈ V
−
h ,
and consequently
(37) ‖ d−(σ − σh)‖
2 = ‖ d−(σ − σH)‖
2 − ‖ d−(σh − σH)‖
2.
Proof. For any τh ∈ V
−
h , take v = d
−τh in the second equation of (20), and vh = d
−τh
in the second equation of (27). Then we get
〈d−σ, d−τh〉 = 〈f, d
−τh〉 and 〈d
−σh, d
−τh〉 = 〈f, d
−τh〉.
Thus (36) follows by subtraction, and (37) is a consequence of (36). 
We then use a relation between Kh and K to obtain a quasi-orthogonality of the error
u − uh. We define QK : Kh 7→ K as the L
2 projection, i.e., for a vh ∈ Kh, QKvh ∈ K
satisfying 〈QKvh, φ〉 = 〈vh, φ〉, ∀φ ∈ K. Note that QKvh = vh − d
−ψ where ψ ∈ K−
is determined uniquely by equation 〈d−ψ, d−ϕ〉 = 〈vh, d
−ϕ〉 for all ϕ ∈ K−. Therefore
d−QKvh = d
−vh. Furthermore, we have the following error estimate, generalizing results
forH(curl ) andH(div) spaces developed in [3, 22, 29].
Lemma 3.2 (Approximation Property of QK). There exists a constant CA > 0 such that
‖vh −QKvh‖ ≤ CAh
s‖ dvh‖ for all vh ∈ Kh,
where 1/2 ≤ s ≤ 1 is the regularity index in Lemma 2.1.
Proof. We shall prove the result by the standard duality argument. Let v = QKvh and
ωh ∈ Kh be the solution of the equation
(38) 〈dωh, dφh〉 = 〈vh − v, φh〉 for all φh ∈ Kh.
Equation (38) is well-posed due to the fact that 〈d(·), d(·)〉 is an inner-product on the
space Kh, c.f. discrete Poincare´ inequality (24). Since both K and Kh are L
2 orthogonal
to Z0,h, the test function space in equation (38) can be enlarged, i.e., the solution ωh of
(38) satisfies
〈dωh, dφh〉 = 〈vh − v, φh〉 for all φh ∈ Vh.
We shall use the L2 bounded projection operator Π˜h constructed in [4, page 65-67] and
[13], c.f. (33). Then it holds
‖vh − v‖
2 = 〈vh − v, vh − Π˜hv + Π˜hv − v〉
= 〈dωh, dvh − dΠ˜hv〉+ 〈vh − v, Π˜hv − v〉
= 〈dωh, dvh − Π˜h dvh〉+ 〈vh − v, Π˜hv − v〉
= 〈vh − v, Π˜hv − v〉
≤ ‖vh − v‖‖(I − Π˜h)v‖
. hs‖vh − v‖‖v‖Hs .
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By the regularity result, c.f., Lemma 2.1, Poincare´ inequality (18), and the fact that δv = 0,
it holds
‖v‖Hs . ‖v‖+ ‖ dv‖ . ‖ dv‖ = ‖ dvh‖,
which completes the proof. 
Lemma 3.3 (Quasi-Orthogonality of u). Let (σ, u) ∈ H0Λ
−(Ω)×H0Λ(Ω) be the solution
of equation (20) and (σh, uh) ∈ V
−
h × Vh and (σH , uH) ∈ V
−
H × VH be the solution of
equation (27) on meshes Th and TH , respectively. Then we have the quasi-orthogonality
(39)
‖ d(u−uh)‖
2 ≤ ‖ d(u−uH)‖
2−‖ d(uh−uH)‖
2+2CAh
s‖ d−(σ−σh)‖‖ d(uh−uH)‖,
where s is the regularity index in Lemma 2.1 and CA is the constant in Lemma 3.2.
Proof. By the second equations of (20) and (27), we have
〈d−(σ − σh), vh〉+ 〈d(u− uh), dvh〉 = 0 for all vh ∈ Vh.
Then
‖ d(u− uH)‖
2 = ‖ d(u− uh)‖
2 + ‖ d(uh − uH)‖
2 + 2〈d(u− uh), d(uh − uH)〉
= ‖ d(u− uh)‖
2 + ‖ d(uh − uH)‖
2 − 2〈d−(σ − σh), uh − uH〉.
The discrete Hodge decomposition implies that
uh − uH = d
−φh ⊕
⊥
L2 ψh for some φh ∈ V
−
h , ψh ∈ Kh.
Recall that
〈d−(σ − σh), d
−ζh〉 = 0 for all ζh ∈ V
−
h .
Then, by the fact that d−(σ − σh) ∈ Z0 and K is the L
2 orthogonal complement of Z0,
we have
〈d−(σ − σh), uh − uH〉 = 〈d
−(σ − σh), ψh〉 = 〈d
−(σ − σh), ψh −QKψh〉
≤ CAh
s‖ d−(σ − σh)‖‖ dψh‖
= CAh
s‖ d−(σ − σh)‖‖ d(uh − uH)‖.
The desired result then follows. 
4. A POSTERIORI ERROR ESTIMATES
In this section reliability and efficiency of a posteriori error estimators will be presented.
The Hodge decomposition and the regular decomposition plays an important role in the
analysis.
For any interior face e ∈ Eh, let K
+ and K− be two elements in Th sharing e. For
any quality ζ satisfying ζ|K− ∈ H
1Λ(K−) and ζ|K+ ∈ H
1Λ(K+), let ζ+ = ζ|K+ and
ζ− = ζ|K− , then we define [ζ]|e = ζ
+|e − ζ
−|e. In the case where e ⊂ ∂Ω, [ζ] is simply
interpreted as ζ|e.
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4.1. Reliability. In this subsection, the reliability of a posteriori error estimators will be
proved by using the Hodge decomposition, the regular decomposition, and the commuting
quasi-interpolants introduced in Section 2. It should be pointed out that similar estimators
have been obtained in [14] but ours are tighter in the sense that L2-norm of σ and u are
absent.
In this section and following sections, we will always assume (σ, u) ∈ H0Λ
−(Ω) ×
H0Λ(Ω) is the solution of equation (20) and (σh, uh) ∈ V
−
h × Vh the solution of equation
(27). We also assume that f ∈ H1Λk(Th). For any subset Mh ⊂ Th, define Fh =
{e ⊂ ∂K : for allK ∈ Mh}, which denotes faces of elements in Mh. The following
error estimators η onMh are defined as
η2((σh, uh),Mh) =
∑
K∈Mh
h2K
(
‖δK(f − d
−σh)‖
2
K + ‖f − δK duh − d
−σh‖
2
K
)
+
∑
e∈Fh
he
(
‖[tr ⋆(f − d−σh)]‖
2
e + ‖[tr ⋆ duh]‖
2
e
)
,
η2(σh,Mh) =
∑
K∈Mh
h2K‖δK(f − d
−σh)‖
2
K +
∑
e∈Fh
he‖[tr ⋆(f − d
−σh)]‖
2
e,
where δK is the element-wise co-derivative operator defined on K ∈ Th, i.e. δK and d
satisfying
〈dω, µ〉K = 〈w, δKµ〉K +
∫
∂K
trω ∧ tr ⋆µ, ω ∈ Λk−1(K), µ ∈ Λk(K).
Note that terms in our estimator are only part of that in [14].
The terms appearing in η are reasonable. The Hodge Laplacian equation d−σ +
δ du = f implies that δ d−σ = δf . The terms hK‖δK(f − d
−σh)‖K and hK‖f −
d−σh − δK duh‖K measure the elementwise residual in a scaled L
2 norm. The terms
h
1/2
e ‖[tr ⋆(f − d−σh)]‖e and h
1/2
e ‖[tr ⋆ duh]‖e measure the inter-element residual with a
correct scaling. Note that (tr ⋆f)|e is meaningful as we assume f ∈ H
1Λk(Th).
We first give an estimate of ‖ d−(σ − σh)‖ based on the orthogonality (36).
Lemma 4.1 (A Posteriori Error Estimates of σ). For any integer 1 ≤ k ≤ n − 1 and
f ∈ H1Λk(Th), there exists a positive constant C1 > 0, such that
‖ d−(σ − σh)‖ ≤ C1η(σh, Th).
Proof. For k = 1, H0Λ
0 = H10 (Ω), d
0 = grad and δ1 = − div. It is reduced to a
posteriori error estimates for the Lagrange element approximation to the standard Poisson
equation, cf. [39, 2].
For any ζ ∈ H0Λ
k (1 ≤ k ≤ n − 2), by Lemma 2.7 and 2.9 there exist φ ∈ H0Λ
k−1,
ψ ∈ H0Λ
k, ϕ ∈ H0Λ
k−1(Ω) ∩H1Λk−1(Th), ω ∈ H0Λ
k(Ω) ∩H1Λk(Th) such that
ζ = dφ⊕⊥L2 ψ, ψ −Πhψ = dϕ+ ω and ‖ψ‖HΛ . ‖ d
−ζ‖,
where recall that Πh is the quasi-interpolation operator in Lemma 2.8. Therefore, it holds
d−ζ = d−ψ. Since for anyK ∈ Th, ω|K ∈ H
1Λ−(K), the tr(ω)|∂K ∈ L
2(∂K). Using
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the orthogonality result (36), we have
〈d−(σ − σh), d
−ζ〉 = 〈d−(σ − σh), d
−(ψ −Πhψ)〉 = 〈d
−(σ − σh), d
−ω〉
=〈f, d−ω〉 − 〈d−σh, d
−ω〉
=
∑
K∈Th
〈δK(f − d
−σh), ω〉K +
∫
∂K
trω ∧ tr ⋆(f − d−σh)
≤
∑
K∈Th
‖δK(f − d
−σh)‖K‖ω‖K +
∑
e∈Eh
‖[tr ⋆(f − d−σh)]‖e‖ tr(ω)‖e
.
( ∑
K∈Th
h2K‖δK(f − d
−σh)‖
2
K +
∑
e∈Eh
he‖[tr ⋆(f − d
−σh)]‖
2
e
)1/2
‖ψ‖HΛ
.
( ∑
K∈Th
h2K‖δK(f − d
−σh)‖
2
K +
∑
e∈Eh
he‖[tr ⋆(f − d
−σh)]‖
2
e
)1/2
‖ d−ζ‖.
The desired result then follows by choosing ζ = σ − σh. 
Now we turn to the estimates of the term ‖ d(u− uh)‖.
Lemma 4.2 (A Posteriori Error Estimates of u). For an integer 1 ≤ k ≤ n − 1 and
f ∈ H1Λk(Th), it holds with a positive constant C2
‖ d(u− uh)‖ ≤ C2η((σh, uh), Th).
Proof. For any v ∈ H0Λ
k (1 ≤ k ≤ n − 1), by Lemma 2.7 and 2.9 there exist φ ∈
H0Λ
k−1, ψ ∈ Kk, ϕ ∈ H0Λ
k−1(Ω) ∩ H1Λk−1(Th), ω ∈ H0Λ
k(Ω) ∩ H1Λk(Th) and
quasi interpolation operatorΠh as in Lemma 2.8 such that
v = d−φ⊕⊥L2 ψ, ψ −Πhψ = d
−ϕ+ ω and ‖ d−ϕ‖ . ‖ψ‖HΛ . ‖ dv‖.
Then, using the fact dv = dψ and
〈d−(σ − σh), vh〉+ 〈d(u− uh), dvh〉 = 0, d
−(σ − σh)⊥K,
it holds
〈d(u − uh), dv〉 = 〈d(u− uh), dψ〉
= 〈d(u− uh), d(ψ −Πhψ)〉+ 〈d
−(σ − σh), ψ −Πhψ〉
= 〈d(u− uh), dω〉+ 〈d
−(σ − σh), ω〉+ 〈d
−(σ − σh), d
−ϕ〉.
The second equation of (20) implies that
〈du, dω〉+ 〈d−σ, ω〉 = 〈f, ω〉,
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and consequently
〈d(u − uh), dv〉 = 〈f − d
−σh, ω〉 − 〈duh, dω〉+ 〈d
−(σ − σh), d
−ϕ〉
=
∑
K∈Th
(
〈f − d−σh − δK duh, ω〉K −
∫
∂K
tr(ω) ∧ tr ⋆ duh
)
+ 〈d−(σ − σh), d
−ϕ〉
≤
∑
K∈Th
‖f − δK duh − d
−σh‖K‖ω‖K +
∑
e∈Eh
‖[tr ⋆ duh]‖e‖ tr(ω)‖e
+ ‖ d−(σ − σh)‖‖ψ‖HΛ
.
( ∑
K∈Th
h2K‖f − δK duh − d
−σh‖
2
K +
∑
e∈Eh
he‖[tr ⋆ duh]‖
2
e
)1/2
‖ψ‖HΛ
+ ‖ d−(σ − σh)‖‖ψ‖HΛ.
Here, because ω|K ∈ H
1Λ(K), the trace term ‖ tr(ω)‖e is meaningful and bounded by
‖ψ‖HΛ. By the fact that ‖ψ‖HΛ . ‖ dv‖, and Lemma 4.1, the desired result follows. 
As a summary of Lemmas 4.1 and 4.2, we have the reliability result.
Theorem 4.3 (Reliability). Let (σ, u) ∈ H0Λ
k−1(Ω)×H0Λ
k(Ω) and (σh, uh) ∈ V
k−1
h ×
V kh (1 ≤ k ≤ n− 1) be the solutions of equations (20) and (27), respectively. Assume that
f ∈ H1Λk(Th). Then, it holds
‖(σ − σh, u− uh)‖ ≤ C3η((σh, uh), Th).
4.2. Efficiency. The efficiency of the estimator η is obtained by using the standard bubble
function technique [14, 39]. We will list the efficiency results here and refer to [14] for
details. For any subsetMh ⊂ Th, define the data oscillation as
(40) osc2(f,Mh) =
∑
K∈Mh
h2K
(
‖f −Qkhf‖
2
K + ‖δKf −Q
k−1
h δKf‖
2
K
)
,
whereQkh : L
2Λk(Ω) 7→ V kh is the L
2 projection. We have the following efficiency results
Theorem 4.4 (Efficiency [14]). Let (σ, u) ∈ H0Λ
−(Ω)×H0Λ(Ω) and (σh, uh) ∈ V
−
h ×
Vh be the solutions of equations (20) and (27), respectively. Then there exists positive
constants C4 and C osc such that
C4η((σh, uh), Th) ≤ ‖(σ − σh, u− uh)‖ + C osc osc(f, Th).
5. CONVERGENCE OF AMFEM
In this section, we shall present our algorithm and prove its convergence using ap-
proaches developed in [16, 31, 32, 38, 11, 19]. Such convergence results are well es-
tablished for symmetric positive definite problems and nested finite element spaces. For
saddle point systems and/or non-nested spaces, results are less standard [11, 26, 10]. Com-
paring with existing results, e.g., for Maxwell’s equations [9, 40, 10, 17], we obtain a
convergence proof without assuming that the initial mesh size is small enough.
In what follows, we replace the dependence on the actual mesh T by the iteration
counter l, and let hl = max
K∈Tl
{hK} be the mesh size of Tl.
————————————————————————————————————
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Algorithm 1. Given an initial mesh T0, a marking parameter 0 < θ < 1, and a stopping
tolerance tol > 0. Solve equation (27) on mesh T0 to get the solution (σ0, u0) and compute
the error estimator η0 = η((σ0, u0), T0). Set l = 0 and iterate.
While ηl > tol, do
Step 1: Solve equation (27) on mesh Tl to get the solution (σl, ul).
Step 2: Compute the error estimators η((σl, ul), Tl) and η(σl, Tl).
Step 3: Mark an element setMl, such that
η2(σl,Ml) ≥ θη
2(σl, Tl),(41)
η2((σl, ul),Ml) ≥ θη
2((σl, ul), Tl).(42)
Step 4: Refine each element K ∈ Ml by the newest vertex bisection, and make
some necessary completion to get a conforming and shape regular mesh Tl+1.
————————————————————————————————————
In the marking step, we mark an element setMl so that both error estimators η(σl,Ml)
and η((σl, ul),Ml) satisfy the Do¨rfler marking. A possible choice ofMl can be obtained
by marking separately for each and then take the union. The requirement (41) is to ensure
the contraction of η(σl) so that after few steps, we can obtain a quasi-orthogonality for the
total error. We could do so by assuming the initial mesh size is small enough. By including
(41), we successfully remove such condition.
The following contraction result for η(σ) can be proved using the arguments in [19,
Theorem 4.1]. For completeness, we give a proof simplified by the orthogonality.
Theorem 5.1 (Convergence of η(σ)). Let (σ, u) ∈ V − × V be the solution of equation
(20) and for any positive integers l andm, (σl+m, ul+m) ∈ V
−
l+m × Vl+m and (σl, ul) ∈
V −l ×Vl be the solutions of equation (27) on meshes Tl+m and Tl, respectively. Then there
exist constants 0 < ̺ < 1 and C5 > 0 such that
(43) η2(σl+m, Tl+m) ≤ C
2
5̺
mη2(σl, Tl).
Proof. When Do¨rfler marking is satisfied, the following result can be proved, c.f. [8, Corol-
lary 3.4] and [19, Lemma 3.1]: There exist constants 0 < qc < 1 and Cθ dependending
only on θ, such that
(44) η2(σi+1, Ti+1) ≤ qcη
2(σi, Ti) + Cθ‖d(σi+1 − σi)‖
2.
Therefore, by Lemmas 3.1 and 4.1, for anyN ≥ l + 1, it holds
N∑
i=l+1
η2(σi, Ti) ≤
N∑
i=l+1
[
qcη
2(σi−1, Ti−1) + C‖ d
−(σi − σi−1)‖
2
]
≤ qc
N−1∑
i=l
η2(σi, Ti) + C‖ d
−(σ − σl)‖
2
≤ qc
N−1∑
i=l
η2(σi, Ti) + CC
2
1η
2(σl, Tl).
Here, in the second inequality, we have used the orthogonality to get
N∑
i=l+1
‖ d−(σi − σi−1)‖
2 = ‖ d−(σN − σl)‖
2 = ‖ d−(σ − σl)‖
2 − ‖ d−(σ − σN )‖
2
≤ ‖ d−(σ − σl)‖
2.
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Then, rearranging the terms and with the arbitrary choice of N , we obtain
∞∑
i=l+1
η2(σi, Ti) ≤ C˜η
2(σl, Tl) for all positive integer l,
where C˜ = (qc + CC
2
1 )/(1− qc). Therefore, we get
(1 + C˜−1)
∞∑
i=l+1
η2(σi, Ti) ≤
∞∑
i=l+1
η2(σi, Ti) + η
2(σl, Tl) =
∞∑
i=l
η2(σi, Ti).
By the inductive method, we have
η2(σl+m, Tl+m) ≤
∞∑
i=l+m
η2(σi, Ti) ≤ (1 + C˜
−1)−m
∞∑
i=l
η2(σi, Ti)
≤ (1 + C˜)(1 + C˜−1)−mη2(σl, Tl).
Let C25 = 1 + C˜ and ̺ = (1 + C˜
−1)−1, then the desired result follows. 
We aim to prove that Algorithm 1 will be terminated in finite steps. We will first use the
contraction of η(σl, Tl), see Theorem 5.1, to prove a quasi-orthogonality result and then
derive the convergence of a subsequence. For easy of notation, denote by
e2l = ‖(σ − σl, u− ul)‖
2,
E2l,m = ‖(σl+m − σl, ul+m − ul)‖
2,
η2l = η
2((σl, ul), Tl).
Lemma 5.2. For any positive integer m, there exist constants 0 < µ < 1 , C6 > 0 and
Cθ > 0, such that
e2l ≤ C6η
2
l ,(45)
e2l+m ≤ e
2
l − (1− ǫl,m)E
2
l,m + ǫl,mη
2
l ,(46)
η2l+m ≤ µη
2
l + CθE
2
l,m,(47)
where ǫl,m = CAC1C5h
s
l+m̺
m/2.
Proof. Equation (45) is the reliability of ηl with C6 = C
2
3 , see Theorem 4.3.
By Lemmas 3.1 and 3.3, and equation (43), we have
e2l+m ≤ e
2
l − E
2
l,m + 2CAh
s
l+m‖ d
−(σ − σl+m)‖‖ d(ul+m − ul)‖
≤ e2l − E
2
l,m + 2CAC1h
s
l+mη(σl+m, Tl+m)‖ d(ul+m − ul)‖
≤ e2l − E
2
l,m + 2ǫl,mη(σl, Tl)‖ d(ul+m − ul)‖
≤ e2l − (1 − ǫl,m)E
2
l,m + ǫl,mη
2
l .
Thus (46) is proved.
Inequality (47) is a variation of (44), and hence can be obtained by the same argument.

Due to the fact that ̺ ∈ (0, 1) and hl is non-increasing, ǫl,m is non-increasing with
respect to the index l and geometrically decreasing with respect to the indexm.
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Theorem 5.3 (Convergence). Let (σ, u) ∈ H0Λ
−(Ω) ×H0Λ(Ω) be the solution of equa-
tion (20). Let k,m be two non-negative integers and (σ(k+1)m, u(k+1)m) ∈ V
−
(k+1)m ×
V(k+1)m and (σkm, ukm) ∈ V
−
km × Vkm be the solutions of equation (27) on meshes
T(k+1)m and Tkm, respectively. Then form large enough s.t.
(48) ǫ0,m <
1− µ
1− µ+ Cθ
,
there exist constants αm > 0, 0 < ρm < 1 satisfying
e2(k+1)m + αmη
2
(k+1)m ≤ ρm(e
2
km + αmη
2
km),
and consequently
e2km + αmη
2
km ≤ ρ
k
m(e
2
0 + αmη
2
0).
Proof. The existence of m satisfying (48) is obtained by the fact that limm→∞ ǫ0,m = 0.
For any α > 0, equations (46) and (47) imply that
e2(k+1)m + αη
2
(k+1)m ≤ e
2
km − (1− ǫkm,m)E
2
(k+1)m,km
+ (ǫkm,m + αµ) η
2
km + αCθE
2
(k+1)m,km.
Choosing α = αm := C
−1
θ (1 − ǫ0,m) > 0, as ǫ0,m < 1 by (48). Using the inequality
ǫkm,m ≤ ǫ0,m, we can get
e2(k+1)m + αmη
2
(k+1)m ≤ e
2
m + (ǫ0,m + αmµ) η
2
km.
Let ρ be a number in (0, 1) to be determinated in a moment. We then have
e2(k+1)m + αmη
2
(k+1)m ≤ ρe
2
km + (1 − ρ)e
2
km + (ǫ0,m + αmµ) η
2
km
≤ ρe2km +
[
C6 (1− ρ) + ǫ0,m + αmµ
]
η2km
= ρ
{
e2km +
C6 (1− ρ) + ǫ0,m + αmµ
ρ
η2km
}
.
This suggests us to choose ρ such that
(49) αm =
C6 (1− ρ) + ǫ0,m + αµ
ρ
.
Solving (49) to get
ρ = ρm =
C6 + αµ+ ǫ0,m
C6 + α
.
It is obvious that ρm > 0. Now we will show ρm < 1. Recall αm = C
−1
θ (1 − ǫ0,m), thus
ρm < 1 is equivalent to
(50) (1− µ+ Cθ)ǫ0,m < 1− µ,
which can be deduced from (48). Then the desired result follows. 
We conclude this section with the following remarks.
Remark 5.4. (1) We do not need to know the value ofm in practice. We just iterate,
a subsequence of {η(σl, ul)}|
∞
l=1, with bounded index gap, will converge to zero
which implies that Algorithm 1 will terminate in finite steps.
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(2) Equation (48) implies that m may not be a big number. The proof can be easily
modified to the sub-sequence with index l + km for fixed positive integers l,m
and varying k = 0, 1, 2, . . .. Then the constraint (48) will be posed for ǫl,m which
might hold for m = 0 if hl is already small enough. Indeed in the existing work
for Maxwell’s equations [9, 40, 10, 17], the quasi-orthogonality is obtained by
assuming the initial grid size is small enough, so that (48) holds withm = 0. We
include the marking (41) for σ to guarantee (48) holds without this assumption.
Remark 5.5 (Optimality with the fine enough initial mesh assumption). From Remark 5.4,
we can see that marking step (41) for σ is only used to remove the assumption that the initial
mesh T0 is fine enough. If we accept this assumption, then we can remove the marking step
(41) for σ and only mark a minimal elements set using marking strategy (42). By assuming
h0 is small enough, and by Lemma 3.1 and 3.3, we will have the quasi-orthogonality
(51) (1 − CAh
s
l+1)e
2
l+1 ≤ e
2
l − (1− CAh
s
l+1)E
2
l .
Using (51) and following the same line as the proof of Theorem 4.1 in [19], we can prove
the contraction of ηl.
In [18], Falk and Winther constructed a localized projector and proved some stable and
approximation properties of this projector for non-homogenousboundary conditions. They
also briefly remarked that such properties can be extended to the case with homogenous
boundary conditions. A localized upper bound can be established using Falk andWinther’s
interpolant assuming that the expected properties of the Falk and Winther’s interpolant
hold also for homogeneous boundary conditions. The optimality then follows by using the
standard techniques, such as in [8, 19, 7] with the assumption: the initial mesh size is small
enough. 
6. EXAMPLES
In this section we translate our results into standard notation of vector calculus for
n = 3. The case k = 1 or k = 2 corresponds to the vector Laplacian operator curl curl −
grad divwith different boundary conditions andH0Λ
0(Ω) = H10 (Ω),H0Λ
1(Ω) = H0(curl ; Ω),
H0Λ
2(Ω) = H0(div; Ω), and H0Λ
3(Ω) = L20(Ω). The discrete space V
0
h is the well-
known Lagrange element space, i.e., continuous and piecewise polynomials space, V 1h is
the edge element space, V 2h is the face element space, and V
3
h is discontinuous and piece-
wise polynomial space.
6.1. Vector Laplacian: k = 1. Equation (20) can be written as: Find (σ, u) ∈ H10 (Ω) ×
H0(curl ; Ω) such that
(52)
{
〈σ, τ〉 − 〈grad τ, u〉 = 0 for all τ ∈ H10 (Ω)
〈gradσ, v〉 + 〈curlu, curl v〉 = 〈f, v〉 for all v ∈H0(curl ; Ω)
and the discrete formulation is: Find (σh, uh) ∈ V
0
h × V
1
h such that
(53)
{
〈σh, τh〉 − 〈grad τh, uh〉 = 0 for all τh ∈ V
0
h
〈gradσh, vh〉 + 〈curluh, curl vh〉 = 〈f, vh〉 for all vh ∈ V
1
h
The a posteriori error estimator η is defined as
η2((σh, uh), Th) =
∑
K∈Th
h2K
(
‖ divK(f − gradσh)‖
2
K + ‖f − curlKcurluh − gradσh‖
2
K
)
+
∑
e∈Eh
he
(
‖[f − gradσh · n]‖
2
e + ‖[curluh × n]‖
2
e
)
.
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The data oscillation is defined as
osc2(f, Th) =
∑
K∈Th
h2K
(
‖f −Qhf‖
2
K + ‖ div f −Qh div f‖
2
K
)
.
The efficiency and reliability of the a posteriori error estimators is given as follows:
‖grad (σ − σh)‖
2 + ‖curl (u− uh)‖
2 ≤ C23η
2((σh, uh), Th),
C24η
2((σh, uh), Th) ≤ ‖grad (σ − σh)‖
2 + ‖curl (u− uh)‖
2 + C osc2(f, Th),
and the convergence result is
‖grad (σ − σ(k+1)m)‖
2 + ‖curl (u− u(k+1)m)‖
2 + αmη
2((σ(k+1)m, u(k+1)m), T(k+1)m)
≤ ρm
(
‖grad (σ − σkm)‖
2 + ‖curl (u− ukm)‖
2 + αmη
2((σkm, ukm), Tkm)
)
.
6.2. Maxwell’s equations. We consider a prototype of Maxwell’s equation with diver-
gence free constraint
(54) curl curlu = f, div u = 0, in Ω, u× n = 0 on ∂Ω.
For the well-posedness of equation (54), the right hand side f should satisfy div f = 0.
The mixed form of equation (54) is: Find (σ, u) ∈ H10 (Ω)×H0(curl ; Ω) such that
(55)
{
〈u, grad τ〉 = 0 for all τ ∈ H10 (Ω),
〈curlu, curl v〉 + 〈gradσ, v〉 = 〈f, v〉 for all v ∈H0(curl ; Ω).
The discrete form of equation (55) is: Find (σh, uh) ∈ V
0
h × V
1
h such that
(56)
{
〈uh, grad τh〉 = 0 for all τh ∈ V
0
h
〈curluh, curl vh〉 + 〈gradσh, vh〉 = 〈f, vh〉 for all vh ∈ V
1
h .
The system (55) is different with (52) in that the term 〈σ, τ〉 is missing in the first
equation of (55). Because of that, the equation 〈u, grad τ〉 = 0 implies that u ∈ K, and
thus ‖curlu‖ alone is a norm. The orthogonality (37) for σ and quasi-orthogonality (39)
for u are still true. Following the same line as that of the Hodge Laplacian of k = 1, we
obtain the following convergence result
‖grad (σ − σ(k+1)m)‖
2 + ‖curl (u− u(k+1)m)‖
2 + αmη
2((σ(k+1)m, u(k+1)m), T(k+1)m)
≤ρm
(
‖grad (σ − σkm)‖
2 + ‖curl (u− ukm)‖
2 + αmη
2((σkm, ukm), Tkm)
)
.
We include the σ part to ensure the contraction of the total error without the assumption on
the initial mesh size.
It should be pointed out that, in [10, 17], the convergence of AMFEM was given for
Maxwell’s equations with similar error estimator and quasi-orthogonality results under
the assumption that the initial mesh is fine enough. We remove this assumption in our
approach.
6.3. Vector Laplacian: k = 2. Equation (20) becomes: Find (σ, u) ∈ H0(curl ; Ω) ×
H0(div; Ω) such that
(57)
{
〈σ, τ〉 − 〈curl τ, u〉 = 0 for all τ ∈H0(curl ; Ω)
〈curlσ, v〉 + 〈div u, div v〉 = 〈f, v〉 for all v ∈H0(div; Ω)
and the discrete formulation is: Find (σh, uh) ∈ V
1
h × V
2
h such that
(58)
{
〈σh, τh〉 − 〈curl τh, uh〉 = 0 for all τh ∈ V
1
h
〈curlσh, vh〉 + 〈div uh, div vh〉 = 〈f, vh〉 for all vh ∈ V
2
h
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The a posteriori error estimator η is defined as
η2((σh, uh), Th) =
∑
K∈Th
h2K
(
‖curlK(f − curlσh)‖
2
K + ‖f + gradK div uh − curlσh‖
2
K
)
+
∑
e∈Eh
he
(
‖[f − curlσh × n]‖
2
e + ‖[div uhn]‖
2
e
)
.
The data oscillation is defined as
osc2(f, Th) =
∑
K∈Th
h2K
(
‖f −Qhf‖
2
K + ‖curl f −Q
−
h curl f‖
2
K
)
.
The efficiency and reliability of the a posteriori error estimators is given as follows:
‖curl (σ − σh)‖
2 + ‖ div(u− uh)‖
2 ≤ C23η
2((σh, uh), Th),
C24η
2((σh, uh), Th) ≤ ‖curl (σ − σh)‖
2 + ‖ div(u− uh)‖
2 + C osc2(f, Th),
and the convergence result is
‖curl (σ − σ(k+1)m)‖
2 + ‖ div(u− u(k+1)m)‖
2 + αmη
2((σ(k+1)m, u(k+1)m), T(k+1)m)
≤ ρm
(
‖curl (σ − σkm)‖
2 + ‖ div(u− ukm)‖
2 + αmη
2((σkm, ukm), Tkm)
)
.
It seems that there are no convergence results of the adaptiveH(curl )×H(div)mixed
finite element method in the literature.
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