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ABSTRACT
The issue of effective temperature for driven out of equilibrium systems has
been the subject of a number of theoretical and numerical studies. The effective
temperature reflects the fluctuations of the system at large time scales, rele-
vant for the slow structural relaxation. In order to determine the time scale
dependent temperature, different thermometers with tunable time scale have
been introduced in the literature. In the present study, a massive tracer par-
ticle, whose average kinetic energy reflects the temperature associated with its
momentum fluctuations, is used as a thermometer. This particular method is
compared to the other proposed effective temperature definitions and its defi-
ciency in presence of periodic boundary condition is studied. The reason for this
deficiency is discussed in detail and a modification to the molecular dynamics
algorithm is proposed to eliminate it. In this study, it is also shown explicitly
that this problem does not occur at all in the presence of atomistically rough
solid walls, which is the case for all the non-equilibrium simulations performed
during this thesis. The walls introduce spatial inhomogeneity in structural re-
laxation which enables us to investigate two important aspects of the effective
temperature. On the one hand, the walls lead to a non-uniform effective tem-
perature profile, which together with inhomogeneity in heat production due to
deformation, lay the ground to study its possible role for heat conduction. Our
investigations clearly show that heat conduction is controlled by fast degrees of
freedom only. In particular, gradients in effective temperature play no role for
heat transfer. The flow inhomogeneity introduced by the walls, on the other
hand, provides a natural way to access spatial correlations and cooperativity
in the flow. In this study, the issue of non-locality of the flow is addressed via
effective temperature, as the latter reflects fluctuations relevant for the struc-
tural changes. A model for predicting effective temperature is proposed, which
relates the effective temperature at a given point in space to the plastic activity
and correlations thereof in the surrounding medium. By a comparison with a
model which neglects these correlations, the importance of non-local effects is
underlined.
iv
ZUSAMMENFASSUNG
Das Problem der effektiven Temperatur fu¨r getriebene Nichtgleichgewichtssys-
teme ist Gegenstand einer Vielzahl theoretischer und numerischer Studien. Die
effektive Temperatur ist ein Maß fu¨r die Fluktuationen auf großen Zeitskalen,
welche relevant fu¨r langsame strukturelle Relaxation sind. Um die zeitskalen-
abha¨ngige Temperatur zu bestimmen, sind in der Literatur verschiedene Ther-
mometer mit einstellbarer Zeitskala eingefu¨hrt worden. In der gegenwa¨rtigen
Arbeit wird ein passives Indikatorteilchen, dessen mittlere kinetische Energie
die seinen Impulsfluktuationen zugeordnete Temperatur reflektiert, als Ther-
mometer benutzt. Diese spezielle Methode wird mit anderen vorgeschlagenen
Definitionen effektiver Temperatur verglichen und es wird ihre Unzula¨nglichkeit
in Gegenwart von periodischen Randbedingungen untersucht. Der Grund fu¨r
diese Unzula¨nglichkeit wird im Detail beschrieben, und es wird eine Modifikation
des Molekulardynamik-Algorithmus vorgeschlagen, die das Problem behebt. Es
wird auch explizit gezeigt, dass das Problem in Gegenwart von atomistisch rauen
Wa¨nden, welche fu¨r alle Nichtgleichgewichtssimulationen in dieser Arbeit ver-
wendet werden, nicht auftritt. Wa¨nde fu¨hren zu ra¨umlicher Inhomogenita¨t der
strukturellen Relaxation, was die Untersuchung zweier wichtiger Aspekte der
effektiven Temperatur ermo¨glicht. Zum Einen fu¨hren Wa¨nde zu einem nicht-
uniformen Profil der effektiven Temperatur. Zusammen mit der Inhomogenita¨t
der Wa¨rmeerzeugung aufgrund von Deformation bildet dies die Grundlage fu¨r
eine Untersuchung der Rolle der effektiven Temperatur fu¨r Wa¨rmeerzeugung.
Unsere Untersuchungen zeigen deutlich, dass Wa¨rmeleitung ausschließlich durch
die schnellen Freiheitsgrade bestimmt ist. Insbesondere spielen Gradienten der
effektiven Temperatur hier keine Rolle. Die von den Wa¨nden induzierte Inho-
mogenita¨t im Fließverhalten stellt, zum Anderen, einen natu¨rlichen Weg dar,
ra¨umliche Korrelationen und Kooperativita¨t zu untersuchen. In dieser Arbeit
wird das Problem der Nichtlokalita¨t im Fließverhalten unter Zuhilfenahme der
effektiven Temperatur behandelt, da letztere die fu¨r strukturelle A¨nderunge
relevant Fluktuationen abbildet. Es wird ein Modell vorgestellt, welches die ef-
fektive Temperatur an einem gegebenen Punkt im Raum in Beziehung setzt zur
plastischen Aktivita¨t und ihrer Korrelationen im umgebenen Medium. Anhand
eines Vergleichs mit einem Modell, welches diese Korrelationen vernachla¨ssigt,
wird die Bedeutung von nichtlokalen Effekten hervorgehoben.
v
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CHAPTER 1
INTRODUCTION
A system can be in many ways out of equilibrium and this makes the unifying
language to describe the ”out of equilibriumness” challenging [1], but at the
same time appealing. Examples of non-equilibrium systems are jamming sys-
tems [2], sheared systems [3], granular materials [4], aging systems [5, 6], and
active systems [7, 8]. Currently, there is no generally well-established theory
to unify the description of the generic out of equilibrium macroscopic systems
[9–11]. Substantial progress in this direction can be made if the concepts and
the tools of the equilibrium statistical physics, with appropriate modifications,
can be applied. In this respect, establishing the existence of a well defined non-
equilibrium temperature would lead to a breakthrough in understanding of out
of equilibrium state and its properties like thermodynamics which unifies all
these diverse systems. Having said that, one should note that defining a non-
equilibrium temperature is not a trivial task. In the followings, using the com-
mon method of temperature measurement in molecular dynamics simulations as
an example, we demonstrate the subtlety associated with the non-equilibrium
temperature definition.
The insufficiency of the equilibrium definition of the temperature can be
shown easily by applying the common temperature measurement method, i.e.
measuring the temperature via the average kinetic energy of particles [12–16]
in a non-equilibrium situation. While the system is in equilibrium state, the
average kinetic energy of each particle is equal to dkBT/2, where d is the spatial
dimension of the space and kB is the Boltzmann constant. In equilibrium state,
this statement about the average kinetic energy, known as the equipartition the-
orem, holds for all particles, regardless of their masses [17]. In other words, the
temperature values obtained via the average kinetic energy of particles with dif-
ferent masses are all equal. If this temperature measurement technique is used
in an out of equilibrium system, the obtained temperature depends strongly on
the mass of the particle used for thermometry. This is explicitly shown in results
of Berthier and Barrat [18], as replicated in Fig. 1.1. In this simulation study,
all particles have mass of unity, except a few ones with mass of mtr, and the
system is embedded in a heat bath with temperature Tb. In Fig. 1.1, tempera-
ture obtained via average kinetic energy of a particle with mass mtr, Tkin(mtr),
1
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Figure 1.1: Kinetic temperature, Tkin, as a function of tracer’s mass, mtr. Ki-
netic temperature is defined by Tkin = mtrv
2
tr/(dkB), where vtr it the velocity of
the tracer particle and d is the dimension of the system. The mass of non-tracer
particles are set to 1. The results show that in the case of mtr ' 1, the obtained
temperature is close to the heat bath temperature, Tb, while for the limit of
large tracer masses, the obtained temperature seems converging to a limiting
value shown by a dashed line. This limit defines the effective temperature of
the studied system. Results are replotted with kind permission of L. Berthier.
is plotted versus the tracer mass, mtr. As shown in this figure, for values of
mtr close to unity, tracer’s temperature is equal to the heat bath tempera-
ture, and the measured temperature deviates from the heat bath temperature
as mtr increases. This behavior is specific to non-equilibrium state, while in
equilibrium, Tkin(mtr) remains equal to Tb independent of mtr. These results,
serving as an example, clearly show that defining/measuring temperature in a
non-equilibrium state is not as straightforward as in equilibrium.
The fundamental challenge for the existence, definition, and measurement
of temperature in a non-equilibrium state becomes clear by considering the
definition of the temperature in the theory of equilibrium statistical mechanics
[9–11]. In equilibrium state, temperature is defined as
1
T
=
∂S
∂E
, (1.1)
where S is the entropy, and E is the energy of the system. As a macroscopic
quantity, temperature is related to the microscopic states of the system via
entropy. The entropy incorporates the information about the number of micro-
states and the probability associated to each micro-state [17]. In general, neither
the probability distribution for the micro-states, nor the entropy are well defined
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quantities in a non-equilibrium state. In this line, one of the first attempts to
define the non-equilibrium temperature is the Edwards’ extension of the entropy,
and consequently temperature, to non-equilibrium state [19–21]. Similar to Ed-
ward’s temperature, other propositions are mainly extensions of the definitions,
concepts, and measurement methods of the equilibrium statistical mechanics,
namely generalizations of the linear response theorem [18, 22–24], the equipar-
tition theorem [18], the Einstein relation [25–27], the fluctuations of the energy
[28, 29], the Green-Kubo relations [30], and the transition state approximation
[31].
The method of choice for temperature measurement in this thesis is based
on a generalization of the equipartition theorem [18]. This method relies on an
interpretation of Fig. 1.1 which suggests that the system does not have only
one temperature for all time scales. Rather, a temperature defined via velocity
fluctuations of tracer particles depends on their mass and thus on time scale of
their response to the fluctuations occuring in the medium around them. The
obtained temperature has two limiting values, depending on the mass of the
particle. Tracers with relatively small masses reflect the short time scale fluctu-
ations of the system, while tracers with relatively large masses show temperature
associated with large time scale fluctuations. Thus, a tracer plays the role of
a thermometer with tunable time scale, which is determined by its mass. This
scenario of two time scales dates back to 1969 and has motivated many studies
of glassy materials (see excellent reviews of [32–34] and references therein). The
main idea is that in such a system, the dynamics can be decomposed into two
distinctly separate regimes: the fast and the slow one. The fast regime refers
to the vibrational motion of the particles in the vicinity of an inherent struc-
ture of the system [35, 36], i.e. a structure representing a local minimum of
the potential energy. The slow regime refers to the transition from one local
energy minimum to another one, or in other words, the structural change of the
system. While the vibrational dynamics on a short time scale reflects the heat
bath temperature, the dynamics on long time scales seems to be governed by
another temperature which is called the effective temperature1 [18, 22, 31].
The above mentioned time scale dependent temperature interpretation is
also supported by temperature obtained from the fluctuation-dissipation the-
orem (FDT) at different time scales [18, 22]. In equilibrium, the fluctuation-
dissipation theorem states that the response of a system to a (relatively small)
perturbation is related to the fluctuations of the system in the absence of that
perturbation:
ROO′(τ) = − 1
T
d
dτ
COO′(τ) . (1.2)
Here ROO′ quantifies the response of the observable O to hO′ , where is hO′ is the
perturbative field conjugated to observable O′. More precisely, the perturbation
is applied to the observable O′ and the response is determined by monitoring
the evolution of the observable O. The response function is quantified by
ROO′(τ) =
δ〈O(τ + t0)〉
δhO′(t0)
, (1.3)
1Due to the physical picture associated with this temperature, it has been referred to as
structural disorder temperature [37] or configurational temperature [19, 38] as well.
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where 〈·〉 is the statistical ensemble average and t0 indicates the time when
the perturbation is applied. COO′ in Eq. (1.2) quantifies the correlation of
observables O and O′,
COO′(τ) = 〈O(τ + t)O′(t)〉 − 〈O(t)〉〈O′(t)〉 . (1.4)
The dependence of C on t is omitted, as in equilibrium, time translational
invariance holds, and COO′ is determined in the absence of the perturbation.
For short time scales, i.e. relatively small values of τ , the correlation has a finite
value, while it decreases to zero in the limit of τ → ∞. Here, we emphasize
that in equilibrium state, the temperature as it appears in Eq. (1.2), has no
τ -dependence. In other words, temperatures for all values of τ are the same.
This time scale independence shows itself as a constant slope in a parametric
plot of χOO′ , the susceptibility, versus ∆COO′ = COO′(τ)−COO′(0),where χOO′
is defined as,
χOO′(τ) =
∫ τ
0
ROO′(t)dt . (1.5)
This linear relation between susceptibility and correlation, shown schematically
by the red line in Fig. 1.2, is obtained by integrating Eq. (1.2),
χOO′(τ) = − 1
T
(
COO′(τ)− COO′(0)
)
. (1.6)
Interestingly, if χOO′ is plotted versus COO′(τ) for an out-of-equilibrium system,
the graph is not any more a straight line with a constant slop, as shown in
Fig. 1.2. For large values of C, which correspond to small values of τ , the slope
is −1/Tb. But for small values of C, which correspond to large time scales in
which C is significantly decorrelated, the slope deviates from −1/Tb. This type
of behavior, which has been observed in relaxation of many structural glasses
[9, 23, 39–41], suggests another effective temperature definition by considering
the slope at small correlation values, i.e. the temperature which governs the
decorrelation process at the large time scales.
In reference [18], it is shown that the obtained Teff via fluctuation response
theorem is in quantitative agreement with the effective temperature calculated
using the kinetic energy of massive tracers. This consistency between different
temperature measurement methods is essential for the development of the con-
cept of non-equilibrium temperature. In the absence of a direct proof for the
existence of a non-equilibrium temperature, this consistency provides a mini-
mum requirement for a meaningful definition of temperature as a thermody-
namics quantity. The consistency of different non-equilibrium temperatures is
addressed in recent studies [18, 25, 26, 30, 42–45]. These studies show that the
results of different non-equilibrium measurements are in agreement with each
other. Fig. 1.3 represents an example demonstrating the compatibility of dif-
ferent effective temperatures [30]. In this figure, the effective temperature is
obtained for an athermal driven foam model [46, 47] using three independent
measurement techniques: TU and Tp are respectively the temperatures gov-
erning energy and pressure fluctuations, and TGK is the temperature obtained
from the Green-Kubo relation between viscosity and time integral of the stress
autocorrelation function. Such consistency tests are strong evidences for the
existence of a non-equilibrium temperature.
4
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Figure 1.2: A schematic plot of the susceptibility versus the correlation of two
observables O and O′, for two different cases. The first case (red solid line) is
an equilibrium system, for which the slope of the line is 1/Tb for all values of
the correlation function. The second case is a non-equilibrium system, shown
in blue, which has two different slopes: for large values of the correlation, i.e.
for small time scales, the slope is 1/Tb, and for small values of the correlation,
which corresponds to large time scales, the slope deviates from 1/Tb. The slope
at small values of the correlation defines the effective temperature.
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Figure 1.3: The effective temperature obtained using three independent defini-
tions for a sheared foam model close to jamming transition. The dimensions of
the axis of the graph are based on the reduced units introduced in Ref. [30].
The results are replotted with kind permission of C. S. O’Hern.
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As mentioned before, we mainly employ the massive tracer method for the
evaluation of effective temperature. Using this particular method, which relies
on the equipartition partition theorem, involves the following subtlety. It has
been shown recently that in MD simulations with periodic boundary condition
the equipartition theorem is not respected, even in equilibrium state [48, 49].
In view of the pivotal role of the equipartition theorem for the temperature
measurement method used in this thesis, this observation is alarming. We thus
first investigate this issue both analytically and numerically in chapter (3). In
the same chapter, we propose a modification to the molecular dynamics method
which re-establishes the equipartition theorem. Furthermore, we explicitly show
that by introducing atomistically rough walls as the boundary condition of the
simulation, the equipartition theorem remains valid in equilibrium state, i.e.
temperature obtained via average kinetic energy is equal to Tb independent of
the tracer’s mass, mtr.
After examining the equipartition theorem, this theorem is utilized to deter-
mine non-equilibrium temperature in an atomistic glass forming mixture [50, 51].
The mixture is confined by two parallel and atomistically rough walls and sub-
jected to simple shear, which is imposed by the relative motion of the walls.
Chapter (4) presents the results of the local effective temperature measurement
across the channel. As this thermometry involves embedding massive particles
in the system, it is checked that the presence of these particles does not signif-
icantly perturb the inherent structural relaxation and rheology of the system.
At last, the obtained effective temperature profile is compared with two other
definitions of effective temperature. One definition is based on a generalized
Green-Kubo relation [30],
Txz =
V
kBη
∫ ∞
0
〈δσxz(t)δσxz(0)〉dt , (1.7)
where V , η, and δσxz are the volume of system, shear viscosity, and the shear
stress fluctuation, respectively. The other effective temperature definition is a
generalized Einstein-Smoluchowski relation [18, 25],
TES =
D
kBν
, (1.8)
where D is the diffusion constant and ν is the mobility constant. In spite of
the quantitative differences between these effective temperature profiles, they
match qualitatively, as they exhibit a non-uniform concave shape with minima
close to the walls.
Such a system with non-uniform effective temperature profile lays the ground
for addressing two important questions related to the non-equilibrium temper-
ature. First, we investigate whether effective temperature plays any role for
heat conduction. In contrast to studies of time scale dependent temperature by
Cugliandolo et al. [22], we find that, in the present study Teff plays no role for
heat conduction. This issue is discussed in details in chapter (5).
Second, in chapter (6), we show that the effective temperature is a non-
local quantity. More precisely, we show that the effective temperature, as a
measure of the fluctuations in the system, depends non-locally on the rate of
the structural changes. In other words, effective temperature at one point, re-
flects the stress fluctuations induced by structural changes in other regions. The
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non-local nature of the effective temperature has important consequences, con-
sidering that the effective temperature is one of the key quantities that is often
used to describe wide range of properties of a non-equilibrium system, from
flow and jamming of the materials under external stress [2–5, 7, 8] to elastic
properties of aging systems [6]. Besides, the effective temperature also plays an
important role in mesoscopic modeling of glassy systems controlling the rate of
the structural changes [37, 52, 53], and thermodynamics of amorphous systems
[54, 55]. Our findings unravel the importance of the non-local effects in the
effective temperature which should be considered in adequate modelling of de-
formation behaviour of amorphous solids and the so-called soft glassy materials.
Here, the non-local behavior of the effective temperature is predicted as a func-
tion of shear rate across the system. The assumptions used are, first, that the
local rearrangements induce stress fluctuations [56, 57], second, that the stress
fluctuations are propagated through the system elastically [58], and third, that
the shear rate is an increasing function of the number of structural changes
[57, 59]. The predicted effective temperature profiles are found to be in good
agreement with the data obtained from our molecular dynamics simulations.
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CHAPTER 2
SIMULATION SETUP
The Kob-Anderson binary Lennard-Jones mixture [50, 51], among other models
[60–64], is a well-known generic model for the study of structural glasses. Despite
its generic character, the model was even designed to simulate Ni80P20, which
is known as one of the metallic glass former [50]. In this study, we employ
the Kob-Anderson mixture and our choice of this particular glass former is
purely historical [65–70]. In more details, the Kob-Anderson model is a three
dimensional molecular model of a generic 80:20 binary mixture of Lennard-Jones
particles (types A and B) [50, 51]. A and B particles interact via
ULJ(r)=4αβ [(dαβ/r)
12 − (dαβ/r)6] , (2.1)
with α, β= A,B, AB = 1.5AA, BB = 0.5AA, dAB = 0.8dAA, dBB = 0.88dAA. In
this model, the masses of type A and B are equal, mA =mB. The potential is
truncated at twice the minimum position of the LJ potential, rc,αβ =2.245dαβ .
The parameters AA, dAA and mA define the units of energy, length and mass.
The unit of time is given by τLJ =dAA
√
mA/AA. The number density is kept
constant at the value of 1.2. In this study, all the simulation are performed in the
canonical ensemble (NV T -ensemble, where N , V , and T are the number of par-
ticles, the volume of the system, and temperature, respectively). Temperature is
varied in the range of [0.1, 1], which covers both equilibrium and non-equilibrium
states of this model, as the glass transition temperature is Tg ' 0.4 [66]. To
investigate the system size effect, the spatial dimensions and the total particle
number are varied in the range of L ∈ [4.7, 203], and N ∈ [125, 10684].
In each chapter, depending on the studied problem, different boundary con-
ditions are implemented: the periodic boundary condition as shown in Fig. 2.1a,
and the solid impenetrable rough walls as depicted in Fig. 2.1b. In the latter
case, all the walls are made by instantaneous freezing of liquid particles at T = 1,
and therefore, they form microscopically rough walls with liquid-like structure.
With the exception of chapter (3), where we also deal with equilibrium sim-
ulations, most of the investigations reported in this thesis refer to the steady
shear, where system properties obey time translation invariance (chapters (4)-
(6)). The shear is implemented either by applying Lees-Edwards boundary
condition [71] combined with the SSLOD algorithm [72] or the relative motion
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(a) (b)
Figure 2.1: (a) A snapshot of the simulated cell with periodic boundary condi-
tion (PBC) along all three spatial directions. (b) Simulation cell with impene-
trable solid rough walls in one direction and periodic boundary condition in the
other two directions. Red and blue spheres show particles of type A and B. The
walls consist of both particles with the composition of 80:20 of A and B type,
and has the same structure as bulk liquid. The wall particles are shown by gray
color. These particles do not move relative to each other and form impenetrable
walls with rough surfaces.
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(a) (b)
Figure 2.2: Two snapshots of a sheared system. The sub-figure (b) is sheared
with a strain of about 50% relative to (a) via relative motion of the walls.
of walls, as shown in Fig. 2.2. The SLLOD algorithm enforces constant linear
velocity profile, while imposing shear via moving the walls allows for the inho-
mogeneities in shear rate which enables us to study the non-local properties of
the system. The local shear rate is indicated by γ˙, and Γ˙ is reserved for the
average shear rate imposed by the motion of the walls.
While shearing the system, extra heat is produced which should be extracted
from the system. Strictly speaking, even without the shear, due to the numer-
ical errors, extra heat is produced and a thermostat is needed to control the
temperature of the system. In this study, the Nose´-Hoover thermostat [73, 74]
is implemented, and velocity-rescaling thermostat [12] is used only to check the
dependence of the results on the thermostating method. In cases with no shear,
the thermostat is coupled to the components of particles velocities along all spa-
tial directions. In the presence of flow, however, only the velocity component
along vorticity direction (i.e. the direction perpendicular to the shear plane) is
coupled to the thermostat. By doing so, we avoid problems related to a possible
flow bias [75, 76].
The numerical scheme used to integrate the equations of motion is the
velocity-Verlet algorithm [77, 78]. The discrete time step is dt=0.005, unless it
is explicitly mentioned in the text.
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CHAPTER 3
VIOLATION OF THE EQUIPARTITION
THEOREM IN SIMULATIONS CONTAINING
MASSIVE TRACERS
3.1 Introduction
The pivotal role of temperature makes its proper determination an important
subject for our study. Therefore, this chapter is devoted to the subtleties of the
temperature measurements in molecular dynamics (MD) simulations.
One of the most common ways to evaluate the temperature in equilibrium
molecular dynamics studies is to measure the average kinetic energy of parti-
cles. Since early days of MD simulations, this method has been the underlying
principle for different thermostats, for example velocity rescaling [12, 16], An-
dersen [13], Gaussian [79], and Berendsen [15] thermostats. The theory that
justifies the measurement of temperature via determining the kinetic energy is
the equipartition theorem. The equipartition theorem states that, in canonical
ensemble, the total kinetic energy of a system is, on average, distributed among
all degrees of freedom equally, and the share of each degree of freedom from the
total kinetic energy is proportional to temperature:
〈p2/(2m)〉 = kBT/2 . (3.1)
Here, p and m are the momentum and the mass of a single degree of freedom,
kB is the Boltzmann factor, and T denotes the temperature. The equipartition
theorem is a very general theorem: first, the theorem is not system specific, i.e.
its validity does not depend on the potential energy between particles. Second, p
can represent any degree of freedom, e.g. rotational, translational or vibrational.
Due to the generality of the equipartition theorem and also the simplicity
and the computational efficiency of the kinetic energy calculation, this method
of temperature measurement has been the method of choice for MD simulations
in equilibrium state.
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In spite of the generality of the equipartition theorem, it has been recently
shown that in MD simulations with periodic boundary conditions (PBC) the
equipartition theorem is violated [48]. Understanding this violation and its
consequences is essential for the temperature measurement. Besides the tech-
nical challenge for temperature measurement, the violation of the equipartition
theorem has other important consequences. For example, it leads to different
temperatures for different particles in a system, causing artifacts in the dynam-
ics of the particles. These artifacts are pronounced in heterogeneous systems like
systems modeling a molecular motor by a massive piston immersed in an ideal
gas or hard rods [80–82]. Another consequence of this phenomenon is violation
of the zero-th law of thermodynamics in a heterogeneous system, as different
particles have different temperatures, even though they are all in equilibrium.
In the next section, first, the reason behind the violation of the equipar-
tition in MD simulations with PBC is discussed. Later, in subsection (3.2.1),
a detailed analytical derivation of this violation is presented. In subsection
(3.2.2), by employing an example of a small heterogeneous system, we explore
the consequences of the violation of the equipartition theorem for temperature
measurements in MD simulations. After presenting the conceptual, analytical,
and numerical study of the problem of the equipartition violation in section
(3.2), we propose a modification to the molecular dynamics method in order to
re-establish the equipartition in section (3.3). We call this method fluctuating
center of mass molecular dynamics (FCMMD) [83]. The details of the proposed
method are described in subsections (3.3.1)–(3.3.3), and in subsection (3.3.4),
it is shown that the proposed method is capable of recovering the equipartition.
A question arises here whether the proposed modifications alter the system dy-
namics. We, therefore, show that this modification does not introduce artifacts
in the statical and dynamical properties of the system like compressibility and
diffusion constants.
3.2 Violation of the equipartition theorem in
molecular dynamics ensemble
Molecular dynamics ensemble refers to a statistical ensemble which, instead of
walls, has periodic boundary condition [84]. Although the periodic boundary
condition is widely used to avoid the interface effects in bulk studies, it leads
to the violation of equipartition theorem in molecular dynamics simulations.
The violation of the equipartition theorem is attributed to a new constant of
motion imposed by the periodic boundary condition [48, 49]. The new constant
of motion is the center of mass (or, equivalently, total) momentum:
N∑
i=1
pi = Pcm = cte. , (3.2)
where Pcm is the total momentum of the system and pi is the momentum of the
i-th particle. This additional constant of motion restricts the simulation trajec-
tories to only a subset of the phase space and leads to a difference between the
time-averages and the expected ensemble-averages [85, 86]. In this section, first,
the equipartition theorem in canonical ensemble is briefly introduced, then the
statistical physics of the molecular dynamics ensemble is discussed, and later,
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the violation of the equipartition theorem is predicted analytically. To validate
the analytical predictions, a simulation setup with two different boundary con-
ditions is devised and the simulation results are compared with the analytical
prediction.
3.2.1 Theory
The main goal of this subsection is presenting the basic probability distribution
functions and average quantities in molecular dynamics ensemble. Prior to that,
the probability distribution of states in canonical ensemble is introduced and
the equipartition theorem is derived.
In canonical ensemble, the average value of the kinetic energy of a particle,
lets say the i-th particle, is calculated by evaluating the following integral:
〈 p
2
i
2mi
〉 =
∫
Ω
p2i
2mi
P (X)dX , (3.3)
where X refers to the microstates of the system (all the degrees of freedom and
their associated momenta), and P (X) is the probability associated with the
microstate X. The integral is over Ω which represents the set of all the phase-
space points. The probability of the point X of the phase space, in canonical
ensemble, reads as
P (X) =
1
Z e
−H(X)/kBT , (3.4)
where H is the Hamiltonian of the system, and Z is the partition function
(normalization prefactor),
Z =
∫
Ω
e−H(X)/kBT dX . (3.5)
Using the canonical probability distribution function, it is straightforward
to calculate the expected average kinetic energy of a particle (refer to Appendix
A for the details),
〈 p
2
i
2mi
〉 = d
2
kBT , (3.6)
where d is the spatial dimension of the space. It is interesting to note that
the right hand side of the above equation does not depend on the index i and
consequently on the properties of the i-th degree of freedom (here for example
the mass). Therefore, the average kinetic energy of all particles are equal. In
other words, the total kinetic energy of the system is partitioned among all the
particles equally. Because of this equal partitioning, Eq. (3.6) is known as the
equipartition of kinetic energy theorem 1.
One should note that, in the derivation of the equipartition theorem the
domain of the integration in Eq. (3.3) includes all the points in the phase space;
1More generally, equipartition theorem states that the average over any term in the energy
function which contains only a single degree of freedom to the second order is 1
2
kBT . For
harmonic oscillators, for example, this leads to 〈 1
2
kx2〉 = 1
2
kBT , where k is the spring constant
and x is the displacement for the equilibrium position.
14
each point is reachable with the non-zero probability of Eq. (3.4) and contributes
to the integral. This is not the case in a molecular dynamics ensemble. Due
to the extra constraint of constant total momentum, Eq. (3.2), the system can
only access a subset of the phase space during the simulation. With this extra
constraint Eq. (3.3) changes to
〈 p
2
i
2mi
〉 =
∫
ΩPcm
p2i
2mi
P (X)dX, (3.7)
where ΩPcm denotes the set of all phase-space points which satisfy the constraint
of the constant total momentum. Evaluating this integral results in the modified
version of the equipartition theorem for the MD ensemble. Before evaluating the
above integral, we first calculate the conditional probability for the momentum
of the i-th particle when the total momentum of the system is Pcm. This is
a key quantity which gives us basic insight to the problem of violation of the
equipartition theorem. The conditional probability for the momentum pi is
f(pi|Pcm) =
∫
ΩPcm
P (X)
∏
k 6=i
dpk
∏
k
drk , (3.8)
where (r1, · · · , rN ,p1, · · · ,pn) is the explicit representation of the microstate
X, i.e. all the positions and their associated momenta. To evaluate the above
integral, first the domain of the integration is extended to the whole phase space
using Dirac delta function, δ(.),
f(pi|Pcm) = 1Z
∫
f(X)δ(
N∑
j=1
pj − Pcm)
∏
k 6=i
dpk
∏
k
drk , (3.9)
and then the integral is calculated using Fourier transformation. As shown in
Appendix B, one obtains [49]
f(pi|Pcm) =
( βMtotal
2pimi(Mtotal −mi)
)d/2
× exp
(
− β (pi −miPcm/Mtotal)
2
2mi(1−mi/Mtotal)
)
. (3.10)
It is worth to notice that the above conditional probability does not collapse
to the probability distribution for pi in canonical ensemble,
f(pi) = (
β
2pimi
)d/2 × exp (−β p
2
i
2mi
) , (3.11)
even if Pcm is set to zero. This is due to the important difference between the
MD ensemble and the canonical ensemble; total momentum is in the former
one identical to zero and in the later one is on average equal to zero. Ex-
amining Eq. (3.10) shows that the probability distribution of pi is a Gaussian
distribution, and it is distributed around mi/MtotalPcm. This implies that the
average momentum of the i-th particle, subjected to the condition that the total
momentum of the system is Pcm, is:
〈pi〉|Pcm = mi/MtotalPcm . (3.12)
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This is inline with analytical calculations of Ref. [49]. If the above equation
is rewritten in terms of the velocity of the particle, vi, and the velocity of the
center of mass, Vcm, it reveals that average velocity of each particle is equal to
the center of mass velocity:
〈vi〉|Vcm = Vcm . (3.13)
The velocities of particles thus fluctuate around the center of mass velocity
and an observer moving with the center of mass velocity, measures a Gaussian
distribution for these fluctuations. Although this observer measures a Gaussian
distribution for the fluctuations, as if there were no constraint on the total
momentum, the width of the distribution i.e. the associated temperature for
the fluctuations is not T = 1/(kBβ). This can be better seen if Eq. (3.10) is
formally rewritten in resemblance to Eq. (3.11) as,
f(pi|Pcm) =
( β′
2pimi
)d/2
exp
(
β′
(δpi)
2
2mi
)
. (3.14)
with
δpi = pi −miPcm/Mtotal , (3.15)
and
β′ =
β
(1−mi/Mtotal) . (3.16)
In Eq. (3.14), δpi represents the fluctuation of momentum of the i-th particle
relative to the center of mass velocity, δpi = pi−miPcm/Mtotal = mi(vi−Vcm),
and β′ reflects the temperature associated with these fluctuations. Unlike the
canonical ensemble in which the width of the momentum fluctuations distri-
bution (i.e. the temperature) is independent of the mass of the particles, the
width of the fluctuations is mass dependent in molecular dynamics ensemble.
As expressed in Eq. (3.16), the temperature of the i-th particle measured by an
observable co-frame with the center of mass reads as
T ′ = T (1− mi
Mtotal
) . (3.17)
Interestingly, if the total momentum is set to 0, which is a common practice
in MD simulations, then δpi = pi and the above equation reads as [49]
〈 p
2
i
2mi
〉 = kBT
2
(
1− mi
Mtotal
)
. (3.18)
The mass dependence of the right-hand side of this equation violates the
equipartition theorem, i.e. the average total kinetic energy distributes among
particles of different masses unequally. To be more explicit, this violation of the
equipartition theorem has two aspects:
• The average total kinetic energy is not any more NdkBT/2, but it is equal
to
〈
N∑
i=1
p2i
2mi
〉 = N dkBT
2
(
1− 1
N
)
. (3.19)
It is seen from this expression that, unless the system is very small, the
deviation from the equipartition theorem is negligible.
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• The average kinetic energy of each particle depends on its mass. This
aspect of deviation from equipartition can play an important role in a
heterogeneous system, as discussed below.
The significance of the violation of the equipartition depends on the magni-
tude of the factor mi/Mtotal. Eq. (3.18) shows that the violation of the equipar-
tition theorem can be safely ignored if the mass of a single particle is negligible
compared to the total mass of the system. Also, if all the particles have the
same mass, m/Mtotal = 1/N and the effect is negligible for most simulation
cases. This is also in line with the general observation that differences between
molecular dynamics ensembles and other thermodynamic ensembles become less
significant as the system size grows and eventually vanish in the thermodynamic
limit (N →∞) [87].
However, in a heterogeneous system where a small number of massive parti-
cles are surrounded by a large number of light particles, the violation of equipar-
tition in molecular dynamics ensemble is not negligible. These systems are of
particular interest in our study as the massive particles are used as thermome-
ters in non-equilibrium statistical mechanics to study the effective temperature
[18]; For further discussion on this issue refer to chapter (4). Besides this par-
ticular case, heterogeneous systems are studied in explicit solvent MD simula-
tions of transport properties of colloids and nanoparticles in the dilute limit
and generally all multi-component mixtures. In these cases, the violation of
equipartitioning may not always be tolerable.
3.2.2 Simulation
In this section, we investigate the violation of the equipartition by simulating a
strongly heterogeneous system and compare the simulation results to the theo-
retical prediction of Eq. (3.18).
For an estimate, let us consider a system consisting of Nl light particles of
mass m0 and Nh massive particles of mass αm0. This yields Mtotal = (Nl +
αNh)m0 and thus one obtains for the average kinetic energy of the massive
particle, 〈Ekinh 〉 = [1 − α/(Nl + αNh)]dkBT/2. Obviously, in the limit that
the mass of a massive particle is large compared to the total mass of the light
particles altogether (α Nl), this reduces to 〈Ekinh 〉 ≈ (1−1/Nh)dkBT/2. Thus,
a strong violation of the equipartition theorem is expected as the average kinetic
energy of a single massive particle approaches zero with increasing mass.
Simulation setup
We perform three dimensional MD simulations of a generic 80:20 binary mix-
ture of Lennard-Jones particles (types A and B), details of which is described
in chapter (2). The system density is kept constant at the value of 1.2 and
temperature at T = 1 for all simulations whose results are reported in this
chapter. To understand the effect of system size on the extent of violation of
the equipartition, linear dimension and total particle number are varied in the
range of L ∈ [4.7, 203], and N ∈ [125, 10684].
Periodic boundary condition is employed in our setup, as illustrated in
Fig. 2.1. In order to provide direct evidence from simulation that the deep
reason for the violation of the equipartition theorem is indeed the conservation
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of the total momentum [48, 49], we have also designed a simulation setup where
Pcm is not conserved. This is achieved by introducing two planar walls separated
by a distance Lz along the z-direction, while PBC is used along the x and y di-
rections, similar to the Fig. 3.5b. The walls are made of particles with the same
size and structure as the liquid particles. Due to the roughness of the walls, the
liquid-wall interactions induce fluctuations of Pcm along all spatial directions.
In all the simulations whose results are reported below, the mass of all par-
ticles, except one, is set to unity. One of the particles (of type B) is taken to
be the massive tracer. The mass of this particle is then varied and its kinetic
energy is monitored. Simulation results are averaged over 40 independent runs.
In order to investigate the possible role of the thermostat, all the simulations are
performed both for the Nose´-Hoover [73, 88] and the Andersen [13] thermostats.
In equilibrium simulations, all components of particle velocities are coupled to
the thermostat. We also extend the present analysis to a non-equilibrium steady
state situation by imposing a linear shear flow via the SLLOD-algorithm com-
bined with the Lees-Edwards boundary condition (LEBC) [89]. In this case,
coupling to the thermostat is done only for the velocity component in the di-
rection perpendicular to the shear plane (vorticity direction). By doing so, we
avoid problems related to the flow-induced bias on the kinetic energy, when
regulating the system temperature [90].
The results presented here are expected to be largely model independent
and hence general. The choice of the above model is purely historical and is
motivated by the fact that we have been using it to study a number of problems
in the context of the physics of glasses [66, 68–70].
Violation of equipartition for a massive tracer
Results obtained in simulations with periodic boundary condition are depicted
in Fig. 3.1. As seen in this plot, the violation of the equipartition theorem occurs
in perfect agreement with the theoretical prediction of Eq. (3.18), independent
of the specific thermostat.
We also checked the violation of the equipartition theorem beyond equilib-
rium, using steady shear (with uniform shear rate of γ˙ = 10−3). In the linear
response regime, fluctuations are not affected by shear and we expect a viola-
tion of equipartition similar to the equilibrium case. As shown in Fig. 3.2 this
is confirmed by the simulation results.
In contrast to simulations with periodic boundary condition, the equiparti-
tion remains intact in simulations of systems with solid walls (Fig. 3.3).
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Figure 3.1: The average kinetic energy of a massive particle, normalized by
dkBT/2, is shown versus its mass for two popular thermostating methods in
equilibrium (kBT = 1). If the equipartition is satisfied, the kinetic energy of the
massive tracer should remain independent of the tracer mass (i.e. dashed line).
Due to the presence of the PBC, we expect the violation of the equipartition
to occur as predicted by Eq. (3.18). It can be seen that the simulation results
(symbols) are in perfect agreement with the predicted behavior (solid line).
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Figure 3.2: The average kinetic energy of a massive particle, normalized by
dkBT/2, is shown versus its mass for two common thermostating methods for
the case of shearing with a shear rate of γ˙ = 10−3. From our previous studies
[68], we know that this shear rate corresponds to the linear response regime at
the investigated temperature of T = 1. Fluctuations are then unaffected by
shear, so that a behavior similar to equilibrium (Fig. 3.1) is expected. This is
confirmed by the data shown.
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Figure 3.3: The average kinetic energy of a massive particle, normalized by
dkBT/2, is shown versus its mass for two common thermostating methods in the
presence of atomistically rough walls. Clearly, introducing walls restores the
equipartition theorem.
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3.3 Fluctuating center of mass MD (FCMMD)
The above results suggest that a possibility to restore the equipartition theorem
is to introduce impenetrable walls with roughness on the particle scale. However,
in studies focusing on bulk properties, walls are undesired since they in general
influence the system properties unless very large wall-to-wall separations are
used (see, e.g., [91–93] and references therein). Thus, it is desirable to introduce
a method which uses PBC, while at the same time allowing for fluctuations of
the total momentum. Such a method is proposed here. Our approach is quite
simple and is motivated by the fact that, in a system exchanging momentum
with its environment, the center of mass momentum is a fluctuating quantity.
Motivated by this idea, we perform the following two steps: (i) draw a value
for Pcm and (ii) distribute it among particles. These steps are carried over,
repeatedly, during the simulation.
In this section, we describe the above mentioned steps in details. In subsec-
tion (3.3.1), the proper probability distribution function for the total momentum
of the system is derived. In the next step, the proper time scale of the Pcm fluc-
tuation is estimated. Knowing the time scale and magnitude of the momentum
fluctuations, the next question to answer is how to impose and distribute a mo-
mentum change; Subsection (3.3.3) is devoted to answer this question. In the
last subsection, the recovery of the equipartition in FCMMD is demonstrated
and the effect of the above mentioned modifications on static and dynamics of
the system is examined.
3.3.1 Probability distribution for momentum fluctuations
In order to have the canonical sampling of the phase space, the total momentum
assigned in step (i) should assume a probability distribution coinciding with the
canonical distribution function for Pcm. It is straightforward to calculate the
probability distribution for the total momentum in the canonical ensemble:
f(Pcm) =
∫
f(X)δ(
N∑
i=1
pi − Pcm)dX
=
√
1
2pikBTMtotal
exp
[
− P
2
cm
2kBTMtotal
]
. (3.20)
Above equation is explicitly verified against the MD simulation result for
a system composed of 125 particles and confined with walls, Fig. 3.4. Above
equation provides us the desired probability distribution function for the total
momentum of the system. By sampling Pcm from this distribution and imposing
the driven values to a system with periodic boundary condition, the system will
be able to visit those regions of the phase space which were prohibited before.
Nevertheless one should note that Eq. (3.20) does not help us to find the proper
sampling rate. This is similar to the discussion in Ref. [16] for choosing kinetic
energy from the canonical distribution. One has a certain flexibility in choosing
the sampling rate. In the next subsection, we provide a physical criterion to
estimate the time scale of the Pcm-fluctuations.
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Figure 3.4: The fluctuations of the total momentum of a system containing
125 particles at a temperature of kBT = 1. Rough impenetrable walls are im-
plemented along the z-direction and periodic boundary condition is used along
the x and y-directions. It can be seen that the simulation results for the to-
tal momentum along the z-direction is in perfect agreement with prediction of
Eq. (3.20). Interestingly, the roughness of the walls in the z-directions leads to
a fluctuating total momentum not only along the z-direction but also along the
x and y-directions.
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3.3.2 Time-scale of the momentum fluctuations
We build our analysis upon the fact that fluctuations of Pcm are caused by
the exchange of momentum with the surrounding medium. For a system with
Pcm(t = 0) = 0, it follows from the above considerations that, due to interac-
tions with the surrounding medium, Pcm will not remain zero but increases with
time. On the other hand, too large a value of Pcm will decay due to the same
interactions. Collisions with the surrounding medium thus provide a source of
stochastic noise and, at the same time, give rise to viscous friction. This is
very similar to the fluctuations of the velocity of a Brownian particle in a fluid.
The probability distribution of these fluctuations is obtained as the solution of
a Fokker-Planck equation subjected to the potential φ [94],
∂f(Pcm, t)
∂t
= µ∇|Pcm · (f∇|Pcmφ) +D (∇|Pcm)2 f , (3.21)
where φ(Pcm) = −P 2cm/(2Mtotal) and ∇|Pcm = (∂/∂Pcm,x, ∂/∂Pcm,y, ∂/∂Pcmz,z).
The mobility, µ, and diffusion constant, D, obey the Einstein relation, µ =
D/(kBT ). Given P
′
cm at time t
′, the conditional probability distribution at a
time t > t′ is [94],
f(Pcm, t|P ′cm, t′) =
√
1
2piσ2(t, t′)
× exp
(
(Pcm − P ′cm exp[−γ(t− t′)])2
2σ2(t, t′)
)
, (3.22)
where γ = µ/Mtotal and σ
2(t, t′) = dkBTMtotal[1− exp(−2γ(t− t′))]. It is seen
from Eq. (3.22) that ρ reaches the expected Maxwell distribution, Eq. (3.20),
in the limit of long times, t − t′  1/γ. The characteristic time for reaching
the equilibrium distribution of center of mass fluctuations is thus obtained from
τ = 1/γ,
τ =
MtotalkBT
D
. (3.23)
This expression is not fully satisfactory as it contains an important unknown
parameter, D. We therefore attempt at an estimate of τ from a microscopic
consideration. For this purpose, we again recall that, starting with Pcm(t =
0) = 0 collisions with the surrounding medium will lead to
〈
P 2cm
〉
= dMtotalkBT
within a time of the order of τ . For simplicity, we assume here that Pcm is the
sum of Ns statistically independent elementary momentum fluctuations, δpi,
resulting from the collisions between fluid particles with the system’s boundary,
Pcm =
∑Ns
i δpi. This yields
〈
P 2cm
〉
= Ns
〈
δp2
〉
and thus Ns
〈
δp2
〉
= dMtotalkBT .
The time scale τ is encoded in the number of elementary collisions Ns. To see
this, we first note that momentum exchange occurs within a “skin” – which
runs parallel to the boundary – of thickness equal to mean free path, lfree. On
average, 1/6th of the particles in the skin layer move along the perpendicular
direction toward the boundary and will undergo a collision within a time of
δt ∼ lfree/〈|v⊥|〉 = lfree/
√
kBT/m where 〈|v⊥|〉 is the average thermal velocity in
the direction normal to the boundary. The total number of collisions within a
time of τ is thus obtained as Ns ∼ ρlfreeA/6×τ/δt ∼ ρAτ
√
kBT/m/6. To arrive
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at a closed expression for τ , the magnitude of the typical momentum exchange
per collision is estimated: δp ∼ 2m〈|v⊥|〉 = 2
√
mkBT . Combining the above two
expressions for Ns and using this last relation for δp, one finally finds
τ =
C
ρ(mkBT )1/2
Mtotal
A
, (3.24)
where C is a constant prefactor. Eq. (3.24) gives an estimate for the charac-
teristic time of the Pcm-fluctuations in a system exchanging momentum with its
surroundings through a boundary (interface) of surface area A.
In order to test this result, we have performed a series of three dimensional
MD simulations of the present binary LJ model confined between two parallel
walls for different system sizes while keeping all other simulation parameters
constant (e.g., T = 1, ρ = 1.2, m = 1). The characteristic time is measured by
the autocorrelation time of fluctuations of Pcm. Note that, in these simulations,
PBC is used along the x and y directions, so that no momentum fluctuations
will originate from the corresponding boundaries. In other words, the relevant
surface area, A, appearing in Eq. (3.24) corresponds to the surface area of the
walls. To better highlight the dependence of τ on Mtotal and A, we studied
two different geometries leading to qualitatively different results for τ in terms
of the total mass. In the first series of simulations, the system was a cube
with length L so that Mtotal = ρL
3 and A = L2 = (Mtotal/ρ)
2/3 and thus
τ ∝ M1/3total (case I, compare Fig. 3.5a to Fig. 3.5b). In the second series of
simulations, we only varied the wall-to-wall separation, Lz, while keeping the
surface area of the walls constant. This gives τ ∝ Mtotal (case II, compare
Fig. 3.5a to Fig. 3.5c). As shown in Fig. 3.6, results on the characteristic time
of momentum exchange obtained for these two sets of simulations clearly confirm
the validity of Eq. (3.24) with a constant of proportionality of C ∼ O(1).
3.3.3 Partitioning of the total momentum
In our scheme, we update Pcm using a random walk sampling f(Pcm) with a
time scale of the order of τ , Eq. (3.24). The question arises now as how to
distribute a given Pcm among particles. If the system is homogeneous, based
on a symmetry argument, the total momentum should be distributed among all
particles equally. But in a heterogeneous system, such an argument does not
hold anymore. In order to properly distribute Pcm among particles of different
masses, we refer to distribution of momentum in canonical ensemble. Previ-
ously, in Eq. (3.14) of section (3.2), we calculated the conditional probability
distribution for momentum of a particle, under the condition that the total
momentum of the system equals Pcm. Using this conditional probability, it is
straightforward to estimate the share of each particle from the total momentum:
〈pi〉|Pcm =
∫
pif(pi|Pcm)dpi . (3.25)
Evaluating this integral results in
〈pi〉|Pcm = mi/MtotalPcm . (3.26)
This equation is identical to Eq. (3.12). Considering Eq. (3.26), we propose
that the imposed momentum change should be divided among all particles pro-
portional to their masses. In analogy to the system with walls, the momentum
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Figure 3.5: To find the effect of the system size and the geometry on Pcm
autocorrelation time, τ , two different scenarios are considered. Starting from
the system shown in (a), the system size is increased either isotropically along
all directions (b), or by increasing the distance of the walls only (c).
change is applied to each particle once at a time. More precisely, τ is divided
to N sub-intervals and only momentum of one particle is changed during each
sub-interval. The order of particles is chosen randomly. After adding momen-
tum to each particle, relative velocities of all particles with respect to the center
of mass are rescaled. This last operation does not modify the center of mass
momentum but allows to restore the kinetic energy exactly to the value before
updating Pcm. In the next subsection, using the FCMMD simulation results for
the highly heterogeneous system of a massive tracer, we show that this method
is able to restore the equipartition theorem. It is also shown that the static and
dynamic properties of the system remains unchanged by fluctuations introduced
in FCMMD.
3.3.4 Restoring the equipartition in FCMMD
Results obtained from FCMMD simulations are shown in Fig. 3.7. As shown in
this figure, the proposed approach is able to restore the equipartition theorem
both at and beyond equilibrium in the linear response regime.
A question arises whether the added center of mass fluctuations alter the
system’s behavior and to which extend. We, therefore, checked the effect of the
above mentioned modifications on the (static) structure of the system as well
as its dynamics.
As a measure to quantify the structure of the system, the pair correlation
function, g(r), is used. Taking a particle, say i = 1, at the origin of the coordi-
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Figure 3.6: The time scale, τ , for Pcm-fluctuations versus total mass in a system
confined by two planar walls. τ is determined from the decay of the autocor-
relation function, 〈Pcm(t)Pcm(0)〉. The autocorrelation times are shown for two
different geometries. In case I, the simulation box is a cube and the variation
of Mtotal is accompanied by a corresponding change of the surface area of the
walls. In case II, the surface area of the walls is kept constant but only the
distance of the walls is varied. Using Eq. (3.24), one thus expects τ ∝ M1/3total
in case I but τ ∝ Mtotal in case II (solid lines). The inset shows a typical
fluctuation of a component of the Pcm.
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Figure 3.7: Restoring the equipartition theorem via the proposed fluctuating
center of mass molecular dynamics (FCMMD) method. The average kinetic
energy of a massive particle, normalized by dkBT/2, is shown versus its mass
both for equilibrium simulations as well as under steady shear in the linear
response regime (uniform shear rate of γ˙ = 10−3). For comparison, we also plot
the theoretical curve for systems without Pcm fluctuations, Eq. (3.18).
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nates, one can write
g(r) =
1
ρ
〈
N∑
i=2
δ(ri − r)〉 . (3.27)
Radial distribution function, g(r), indicates the probability of finding a par-
ticle at distance r from another particle. Therefore, g(r) is widely used to
determine and characterize the structure. g(r) also determines the equation of
state, the pressure equation, as well as the compressibility equation [95]. As
shown in Fig. 3.8a, the pair correlation function obtained in FCMMD perfectly
matches the pair correlation function obtained in classical MD.
To investigate the effect of the modifications of FCMMD on the dynamics
of the system, we compared the velocity autocorrelation of FCMMD to the
velocity autocorrelation of fully periodic MD and MD with walls. The velocity
autocorrelation function measures how long the velocity of an individual particle
remains correlated to itself and shows how it is decorrelated with time:
Cv(t) =
〈v(t)v(0)〉
〈v(0)2〉 , (3.28)
where the dominator is introduced only for normalization. The velocity auto-
correlation function reflects some aspects of the dynamics of the system, e.g. its
time integral determines the diffusion constant. In Fig. 3.8b it can be seen that
the imposed momentum fluctuations do not alter the velocity autocorrelation
function.
In summary, none of the examined static and dynamic properties of the
system, is significantly altered by modifications introduced in FCMMD.
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Figure 3.8: Examining the effect of fluctuations introduced in FCMMD on some
static and dynamic properties of the system. (a) The pair correlation functions
obtained from FCMMD and MD for a system with N = 125 particles. The
agreement of the curves indicates that FCMMD does not alter the static prop-
erties of the system. As g(r) determines the equation of state, pressure equation
and compressibility equation, the depicted results confirm that these properties
are not changed by the modifications implemented in FCMMD. (b) The velocity
autocorrelation function for fully periodic MD, MD with walls, and FCMMD
in a small system (N = 125). The agreement between results shows that ve-
locity autocorrelation function is unchanged by the fluctuations added within
FCMMD.
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3.4 Conclusion
In this chapter, we proposed a modification of the molecular dynamics sim-
ulation method with periodic boundary condition to restore the equipartition
theorem. The method is based on introducing fluctuations of the center of mass
momentum. The issue of a proper rate at which Pcm fluctuations are imposed to
the system is also addressed and validated against simulations. It is shown that
the method restores equipartition both at equilibrium and under steady shear
in the linear response regime while preserving the static and dynamics of the
system. This latter finding is of crucial importance for studies, which focus on
highly heterogeneous systems [80–82], as well as studies focusing on a possible
violation of the equipartition due to non-linear off-equilibrium effects [18, 53] .
It is noteworthy that the violation of equipartition does not exclusively occur
in MD simulations. As an example, it has also been observed in the fluctuat-
ing lattice Boltzmann method where equipartitioning is important at all length
scales [96]. The relevance of the present work is thus not restricted to MD simu-
lations but may also provide guidance for restoring equipartitioning and hence,
implementing a correct thermostat method, in mesoscale simulations [97, 98].
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CHAPTER 4
EFFECTIVE TEMPERATURE
MEASUREMENT
4.1 Introduction
The temperature measurement methods can be categorised into two general
groups: interactive [18, 22–24] and non-interactive methods [30]. Unlike the
non-interactive methods, in interactive methods, a thermometer is brought into
weak interaction with the system [11]. Interestingly, the interaction, as well as
the internal mechanism of the thermometer, does not affect the measured tem-
perature, as long as the system and the thermometer are both in equilibrium
state. In other words, in equilibrium state, there is only one temperature for
all degrees of freedom and all the processes [17]. This general statement does
not hold any more in non-equilibrium systems [10]. Therefore, for any ther-
mometry method, when applied to a non-equilibrium state, the thermometer
and its coupling to the system, can play an important role. For example, in a
non-equilibrium system with different time scales, like the one we are interested
in, the temperature is time-scale dependent [18, 22, 31]. Hence, the measured
temperature depends on the time scale of the thermometer. Therefore, a re-
quirement for a thermometer which measures the effective temperature in such
a system is to have an intrinsic tunable time scale to response to its environ-
ment’s fluctuations. Only then, by adjusting the time scale of the thermometer,
time-scale dependent temperature of the system can be measured.
Two examples of such thermometers are introduced in Refs. [18] and [31] for
measuring temperature in molecular dynamics simulations. The first thermom-
etry method, which relays on a generalization of the equipartition method, uses
a massive particle as thermometer. The temperature is read from the average
kinetic energy of the massive thermometer and its time scale is tuned with its
mass. The larger the mass of the tracer, the larger is its relaxation time scale.
We show that the time scale of such a thermometer is proportional to the square
root of its mass (see subsection (4.2.3)). The second thermometer is a peanut
shaped ”dumbbell” which is designed as follows: first, a particle of the system is
divided into two halves, then these halves are reconnected by a spring which has
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a double-well potential with adjustable barrier height. This internal coordinate
is considered as a reaction coordinate, and the rate of the barrier crossing is used
to determine the temperature. The time scale of the thermometer is determined
by the barrier height (for more details refer to Ref. [31]). The ”dumbbell” ther-
mometer is more preferable to the massive one, as embedding a dumbbell in the
system is less perturbing, compared to the massive thermometers. Nevertheless,
in subsections (4.2.4) and (4.2.5), we show that although the mass associated
with the tracer is significantly larger than the other particles in the systems, it
does not affect the dynamics significantly, at least for the shear rates and tem-
peratures we are interested in. In this study, we use massive thermometers as
obtaining statistically reliable results for temperature, even at large time-scales,
are computationally less demanding compared to dumbbell thermometers [31].
The effect of the number of massive tracers on the measured effective tem-
perature profiles is investigated in subsection (4.2.6). The comparison of the
effective temperature profiles for different number of tracers shows that, up to
the limit that the distance between thermometers reaches one average diameter,
the results are independent of the number of tracers. In principle, increasing
the number of tracers beyond that limit, which is the smallest length unit in the
system, does not reveal extra information. Therefore, in chapters (5) and (6),
number of tracers is set such that the distance between them is almost equal to
one particle diameter.
A central result obtained in this chapter is that the effective temperature
shows a maximum at the center of channel, and decreasing upon approaching
the walls. Thus, the proximity of the rough walls seems to reduce the effective
temperature. While possible consequences and an interpretation of this obser-
vation will be discussed in chapters (5) and (6), here we will focus on various
tests aimed at establishing the reliability of this finding.
Along this line, in subsection (4.2.7), the measured results are compared to
the obtained effective temperature values in a bulk study which uses the same
thermometry method [18]. The comparison shows that, far from the walls, the
effective temperature in the channel is in agreement with the bulk value of effec-
tive temperature. In section (4.3), the measured effective temperature profile is
compared to two other independent measures of the effective temperature. The
comparison reveals that the different effective temperatures show qualitative
agreement.
4.2 Effective temperature profile
4.2.1 Measuring Teff profile in a channel
In Ref. [18], the effective temperature has been measured in bulk under a uni-
form shear applied by the Lees-Edwards (SLLOD) boundary condition. A bulk
study with uniform shear lays the ground for determining the relation between
the shear rate (i.e. the mechanical deformation) and the effective temperature,
similar to the study of Ref. [99]. Building upon these studies, we go one step
further and determine the temperature profile in a channel. A snapshot of the
simulated system is depicted in Fig. 2.2b and the simulation details are described
there. In this section and the subsequent ones, in order to distinguish different
temperatures, the variable T is used with subscript. Heat bath temperature is
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referred to Tb, while the temperature measure by the tracers are referred to as
Ttr. Teff is then used to refer to Ttr in the limit of large mass.
To measure the local value of the effective temperature, the thermometers
must be localized. Otherwise, due to the motion of the thermometer, the mea-
sured temperature would reflects an average over temperature of different re-
gions in the system. Even large mass of the thermometers, and consequently
Figure 4.1: Thermometers are localized
by a harmonic spring which acts only
along the z-direction, U = 1/2ks(z(t)−
z(0))2, where U is the potential energy
of the spring and z(t) is the z-coordinate
of the thermometer at time t.
their small velocities, do not prevent
this phenomenon. It can be shown
that the displacement of a massive
particle over a time of the order of
an inverse shear rate (Γ˙−1) is of the
order of one diameter. The average
magnitude of the tracer’s velocity is
|vtr,y| '
√
kBT/mtr for a tracer with
mass of mtr. Therefore, the average
value of the displacement over an in-
verse shear rate reads as ∆r ∼ ∆t ×
|vtr,y| ∼ 1/Γ˙ ×
√
kBTtr/mtr. As we
are interested in tracers with relax-
ation time scale of Γ˙−1 and the relax-
ation time scale of a tracer with mass
mtr is proportional to
√
mtr, the trac-
ers of interest have the average dis-
placement of one diameter over one
inverse shear rate which is not neg-
ligible. The inverse proportionality
of the time scale of a tracer and the
square root of its mass is explicitly
checked in subsection (4.2.3). There-
fore, to determine the temperature lo-
cally, the thermometers (i.e., tracer
particles) are localized by harmonic
springs which act only along the z-
direction, as shown in Fig. 4.1.
This localization should not in-
terfere with the system’s dynam-
ics strongly. Therefore, the spring
constant,ks, is chosen such that
the potential energy stored in the
spring for a displacement equal or
larger than cage breakage distance
( 12ks∆
2
cage) is comparable to the thermal energy of
1
2kBTb. This gives ks ' kBTb∆2cage .
The bath temperature in this study is of the order of Tb = 0.1, and using the
Lindemann’s criterion [100], we approximate ∆cage ∼ 0.1 particle diameter.
Using these parameters, ks is chosen to be 10.
The results of the temperature measurement for tracers of different masses
are shown in Fig. 4.2. The physical implications of these results are discussed
in chapters (5) and (6). In the followings, different aspects of the thermometry
using heavy tracers are studied. First, the properties of the massive tracers as
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Figure 4.2: Time scale dependent temperature profile versus transverse coordi-
nate across the channel for different tracer masses (note that τtr ' √mtr). Bath
temperature is Tb = 0.3 and shear rate is Γ˙ = 10
−3 in all the cases shown.
thermometers, e.g. their velocity distribution and their relaxation time as a
function of the mass, is studied. Later, the effect of embedding thermometers
on the flow is investigated.
4.2.2 Velocity distribution of thermometers
The use of the relation between the average kinetic energy of a tracer and the
temperature implicitly assumes that the fluctuations of the tracer velocity obey a
Maxwell distribution, f(vtr,y) ∝ e−βtr
mtrv
2
tr,y
2 , where βtr = (kBTtr)
−1. Therefore,
we first check whether this assumption is valid in the case of an amorphous solid
under steady shear. To check the Gaussianity of the distribution, log f(vtr,y)
is plotted against 1/2mtrv
2
tr,y for mtr = 10
6. For a Gaussian distribution this
would be a line with slope of −βtr. In Fig. 4.3, it can be seen that the simulation
data represents a straight line for small to moderate values of the horizontal
coordinate, and deviates from the line for larger values of 12mtrv
2
tr,y. As we
are interested in the mean value of the kinetic energy, one important question
regards the contribution of these deviations to the mean value of the kinetic
energy. To address this question, one can extract temperature from Fig. 4.3
by fitting a line to the data. We find that the temperature calculated by this
procedure is very close to the temperature derived from the average kinetic
energy. Thus, the deviations at the tail of the distribution do not seem to
significantly contribute to the average kinetic energy.
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Figure 4.3: The probability distribution function of the velocity of the tracer
with mass mtr = 10
6. Heat bath temperature is Tb = 0.3 and the applied
shear rate is Γ˙ = 10−3. The solid black line presents the prediction by the
temperature measured by the thermometer. This figure shows, first, that the
distribution is a Gaussian, and, second, the width of the Gaussian distribution
is in agreement with the temperature of the thermometer which is determined
via average kinetic energy.
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Figure 4.4: Tracer’s incoherent scattering function along the y-direction for
tracers of different masses, in the middle of the channel. The externally imposed
shear rate is Γ˙ = 10−3 and heat bath temperature is Tb = 0.3 (q = 7.25
corresponds to the first neighbors distance). The inset shows the time for the
decorrelation, τrelax. This figure, on the one hand, shows that the thermometers
reflect the large time scale relaxation of the system, and on the other hand, it
explicitly demonstrates that the relaxation time for the tracers are proportional
to the square root of their mass. The dotted black line in the inset is τrelax =
c
√
mtr with c ' 0.2.
4.2.3 Relaxation of the tracer and its time scale
In this subsection, using the incoherent scattering function (ISF) of tracer parti-
cles, φq,tr(t) =
∑ntr
i=0〈exp[q(yi(t)−yi(0))]〉, we investigate the relaxation dynam-
ics of the tracer particles. Here, 〈·〉 stands for statistical average. The incoherent
scattering function is shown in Fig. 4.4 for tracers of different masses. Interest-
ingly, while the relaxation dynamics of tracers is significantly slower than the
dynamics of the reference system (mtr = 1), it approaches the reference curve
at large time scales. This supports the idea that the dynamics of heavy tracers
reflects the large time scale relaxation of the reference system. As shown in the
inset of this figure, the relaxation time of a tracer scales with the square root
of its mass.
4.2.4 Effect of the thermometers on relaxation of the sys-
tem
For the measurement of effective temperature to be reliable, one important
condition is that the presence of the massive tracer particles should not affect
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Figure 4.5: System’s incoherent scattering function along the y-direction for
two cases of no tracer (mtr = 1) and with tracers of mass mtr = 10
5. The
externally imposed shear rate is Γ˙ = 10−3 and the heat bath temperature is set
to Tb = 0.3. The wave vector is q = 7.25, corresponding to nearest neighbor
distance. Obviously, the presence of tracers and their response time hardly
affects the system dynamics.
the system dynamics significantly, since, otherwise, tracers could not be used
as thermometers. To test the possible influence of the massive thermometers
on the relaxation of the structure, in Fig. 4.5, we plot the incoherent scattering
function for
• a system with no tracer, and
• a system with massive tracers of mass mtr = 105,
along the y-direction for q = 7.25. Note that in computing ISF only non-tracer
particles are considered. As it can be seen in Fig. 4.5, the existence of massive
thermometers does not have any significant effect on the relaxation dynamics
of the system.
4.2.5 Effect of the tracers on rheology: velocity profile
To check the effect of the tracers on the flow, the velocity profile is studied.
The velocities are calculated using the displacement of particles during the time
interval of one inverse shear rate. In Fig. 4.6a, the thus obtained mean velocity
profile is shown for systems with different tracer masses sheared by Γ˙ = 10−2 at
heat bath temperature of Tb = 0.3. The obtained results show that the mean
velocity profile is only slightly affected by the presence of the massive tracers.
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Interestingly, as shown in Fig. 4.6b, the fluctuations around the mean ve-
locity profile are substantially suppressed by tracers of large mass, mtr ≥ 105.
This is not surprising as when the relaxation time of the tracer exceeds the
inverse shear rate, one would expect that the tracer does not respond to the
fluctuations. Such a tracer reaches the average flow and stays at that veloc-
ity. Moreover, from this observation, one may also speculate that heavy tracers
may stabilize the flow by absorbing spontaneous velocity fluctuations. A de-
tailed study of this interesting aspect, however, goes beyond the scope of the
present thesis.
4.2.6 Number of tracers
The number of tracers, ntr, employed to obtain the Teff -profile used in chapters
(5) and (6) is 20. This corresponds to the distance of approximately one average
diameter. As this is the smallest length-scale involved in the structural changes
of the system, this number of tracers suffices for our study. To check whether
the number of tracers has any significant impact on the measured effective tem-
perature, ntr is changed between 5 and 20, as shown in Fig. 4.7. This figure
shows that the effective temperature is not affected by the number of tracers
used to obtain the results.
4.2.7 Comparison to the bulk Teff
The value of the effective temperature far from the walls is compared to the
value of the measured effective profile in the bulk study of Ref. [18], subjected
to the same global shear rate (Γ˙ = 10−3), and at the same ambient temperature
(Tb = 0.3). The value of the effective temperature in the middle of the channel
follows the results of the aforementioned bulk study, as shown in Fig. 4.8. The
quantitative difference can be attributed to two sources. First, the bulk stud-
ies are performed using periodic boundary condition. The periodic boundary
condition, as mentioned in chapter (3), leads to smaller temperature values for
massive tracers, in comparison to what is expected from the standard equipar-
tition theorem. The reduction in the limit of large tracer masses is by a factor
of 1/ntr. This contribution is approximately 10% in the bulk study of Ref. [18],
which is considered as well in Fig. 4.8. The second contributing factor for the
above mentioned quantitative difference is that, in wall driven simulations, the
shear rate in the middle of the channel is larger than the externally imposed
shear rate. One should note that although the externally imposed shear rate
for the channel is similar to the shear rate for the bulk study, but as shown
in Fig. 4.10 the viscosity raises close to the walls and consequently the shear
rate is reduced close to the walls. This leads to the shear rates larger than the
externally imposed value for the regions away from the walls.
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Figure 4.6: Average velocity profile and deviation from the average velocity for
Tb = 0.3 and Γ˙ = 10
−2. (a) It can be seen that the presence of tracers does not
affect the average velocity profile significantly. (b) Although the tracers with
large masses do not affect the average velocity profile, they affect the fluctuations
of the velocity profile significantly.
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Figure 4.7: Effective temperature profile for different number of thermometers.
In the case of ntr = 20, the distance between the tracers is one average diameter.
This is the smallest relevant length for the structural relaxation.
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Figure 4.8: Time scale dependent temperature profile as a function of the ther-
mometer mass (note that τtr ' √mtr) for Tb = 0.3 and Γ˙ = 10−3. The result
of the bulk study, done by Berthier and Barrat [18], is systematically smaller
than the obtained temperature in the channel flow. A first correction to this,
by taking account of the effects due to the conservation of total momentum (i.e.
Eq. (3.18)), is also shown.
42
4.3 Alternative Teff measurement methods
This section is devoted to determine the effective temperature using two other
independent methods: the generalized Green-Kubo relation [30] and the gen-
eralized Einstein-Smoluchowski relation [25–27, 44]. The results are compared
with the effective temperature obtained by average kinetic energy of the massive
tracers. Even though each of the above mentioned methods refer to a separate
phenomena in the system (i.e. stress dissipation, diffusion, and equipartition of
the kinetic energy) the obtained effective temperature profiles are found to be
in qualitative agreement, as shown in subsection (4.3.3).
4.3.1 Effective temperature via a generalized Green-Kubo
In equilibrium state, the Green-Kubo relation states that the viscosity is pro-
portional to the time integral over shear stress autocorrelation function, and
that the proportionality factor is V/(kBT ), where V , kB and T are the volume
of the system, the Boltzmann constant and the ambient temperature [89],
η =
V
kBT
∫ ∞
0
〈δσxz(t)δσxz(0)〉dt . (4.1)
Extending this relation to non-equilibrium state, it is possible to define a
non-equilibrium temperature as the ratio of shear viscosity and the time integral
of the stress autocorrelation function [30]:
Txz =
V
kBη
∫ ∞
0
〈δσxz(t)δσxz(0)〉dt . (4.2)
The stress autocorrelation function is shown in Fig. 4.9 for different choices
of the heat bath temperature, obtained (a) in vicinity of the walls, and (b) in
middle of the channel. The stress autocorrelation function shows slow decay
close to the walls which can be attributed to the arrested dynamics at the walls
[93, 101]. This suggested higher viscosity at the walls, which is indeed observed
in Fig. 4.10. While the stress autocorrelation function can be directly obtained
by monitoring stress fluctuations over time, the shear viscosity is determined
indirectly as the ratio of the average stress to the gradient of the flow velocity,
η(z) =
σxz(z)
∂vx(z)/∂z
. (4.3)
Fig. 4.10 shows a typical result on shear viscosity as a function of the trans-
verse position in the channel for various choices of the heat bath temperature.
Considering that the shear stress, σxz(z) is a constant across the channel, high
viscosity close to the walls indicates smaller local shear rate, γ˙(z) = ∂vx/∂z,
which is inline with the arrested dynamics of the flow in that region [102].
Using Eq. (4.2) and the data shown in Figs. (4.9) and (4.10), the effective
temperature (Txz) is calculated, as shown in Fig. 4.11. These results are later
compared to the effective temperature profile obtained by massive tracers.
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Figure 4.9: Stress auto correlation function for different Tb with shear rate
Γ˙ = 10−3 for a region: (a) close to the walls, and (b) in the middle of the
channel. Comparison of these figures shows that, as expected, the decay of the
stress autocorrelation function is slower close to the walls as compared to the
center of the channel.
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Figure 4.10: Viscosity profile for Γ˙ = 10−3 at different Tb. Independent of the
heat bath temperature, the viscosity shows considerable increase in the vicinity
of the walls. This is attributed to the arrested dynamics due to the rough
immobile structure of the wall [93, 101]. Interestingly, close to the walls, the
viscosity shows a non-monotonic dependence on the ambient temperature, as
shown in the inset. Understanding this behaviour is beyond the scope of this
study, but a possible explanation might be found in direction of the change in the
microscopic deformation mechanism, from mechanically activated to thermally
activated dynamics by increasing the temperature.
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4.3.2 Effective temperature via a generalized Einstein-Smoluchowski
relation
The Einstein-Smoluchowski [103, 104] relation states that the diffusion constant,
D, is proportional to the mobility, ν, and the proportionality factor is kBT .
D = kBTν . (4.4)
The above relation is an example of the fluctuation-dissipation relation: On
the one hand, the mobility characterizes the response of the system (i.e. the
drift velocity of a particle, vd) to an external perturbation (i.e. the force exerted
on that particle, F ),
vd = νF . (4.5)
On the other hand, the diffusion constant characterizes the motion of the par-
ticles in the absence of any perturbative force,
D = lim
t→∞
〈r(t)− r(0)〉2
2dt
, (4.6)
where r is the spatial coordinate of a particle, and d is the dimension of the
space.
One can generalize the Einstein-Smoluchowski relation to non-equilibrium
situation in order to define an effective temperature [25–27, 44], as follows,
TES =
D
kBν
. (4.7)
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To obtain the numerical value of this effective temperature, the two quanti-
ties of the mobility and the diffusion constants should be evaluated.
Mobility calculation
Figure 4.12: 10 B-type particles are
dragged by constant forces F along the
vorticity direction. Other particles are
made transparent only for demonstra-
tion purposes.
Two important points should be
taken into account for mobility cal-
culation using Eq. (4.5). First, F
should be only along the vorticity di-
rection in order to avoid the possible
bias induced by the flow, and the re-
striction in spatial domain produced
by the walls. The second point is
that the drag force should be small
enough in order not to distinct the
cage too strongly. This is achieved
by requiring that the work done by
the force over the cage breakage dis-
tance, |F |∆cage, should be smaller
than the thermal energy per parti-
cle d/2kBT . For kBT = 0.3, and
∆cage = 0.1 (the Lindemann’s crite-
rion [100]), this leads to |F | ≤ 4. This
inequality only gives an upper bound
for the order of magnitude of the drag
force. To make sure that the drag
force is small enough, a number of
simulations with the drag force as a
variable are performed. The result of
these simulations is shown in the in-
set of Fig. 4.13. It shows that |F | < 3
is small enough and the mobility be-
comes independent of the force mag-
nitude. The force magnitude used in
this study for measuring the mobility
profile is |F | = 1.
To calculate the mobility profile, 10 B-type particles are localized by har-
monic springs along the z-direction (similar to heavy tracers in subsection
(4.2.1)). These tracer particles are localized equidistantly and the applied drag
force changes its sign from one particle to its adjacent neighbor. This alter-
nating sign scheme is used to avoid the induction of a bulk flow by dragging
particles (refer to Fig. 4.12).
The mobility profile and the dependence of the average value of mobility
on the applied force are shown in Fig. 4.13. The diffusion profile, shown in
Fig. 4.14, is calculated using the layer resolved mean square displacement of all
the B-type particles.
Using the aforementioned results for the diffusion and mobility profile, the
effective temperature profile is calculated from Eq. (4.7).
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Figure 4.13: The mobility profile (ntr = 10, F = 1, and Tb = 0.3). The inset
shows the dependence of the average value of the mobility, ν¯, on the drag force
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|F | < 3.
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Figure 4.14: The profile of the diffusion coefficient calculated using layer resolved
mean square displacement, Eq. (4.6) (ntr = 10, Γ˙ = 10
−3, and Tb = 0.3).
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Figure 4.15: The effective temperature profile derived from Eq. (4.7) (ntr = 10,
Γ˙ = 10−3 and Tb = 0.3).
4.3.3 Comparison of different Teff measurements
Different effective temperatures based on the generalization of the equipartition
theorem, Green-Kubo, and Einstein-Smoluchowski relations are compared in
Fig. 4.16. Even though different definitions lead to quantitatively different re-
sults, the obtained results are qualitatively similar: first, they match in the order
of magnitude, and second, the they show similar dependence on the z-direction.
These similarities are important as they lead to both similar values and similar
gradients of the effective temperature for different definitions. We emphasize on
this point as both of these quantities are relevant for studies of heat conduction
(chapter (5)) and non-locality of the effective temperature (chapter (6)).
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Figure 4.16: Comparison of effective temperature profile for Tbath = 0.3 and
Γ˙ = 10−3 obtained via three different approaches, as indicated. In spite of quan-
titative differences, all the employed approaches result in qualitatively similar
effective temperature profiles, i.e. a maximum in middle of the channel and two
minina in vicinity of the walls.
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4.4 Conclusion
In this chapter, we showed that the thermometry with massive tracers [18]
does not interfere with the system dynamics significantly, and the obtained
effective temperature results are in agreement with the results obtained from
two other independent Teff -measurement techniques, i.e. generalizations of the
Green-Kubo [30] and Einstein-Smoluchowski [25–27, 44] relations. All these in-
dependent measurements result in a Teff -profile which is suppressed close to the
walls and increases when approaching the channel center. This spatial variation
of Teff opens way to address the interesting issue regarding the possible role
of the effective temperature for heat transfer, which is the subject of the next
chapter.
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CHAPTER 5
HEAT CONDUCTION AND
NON-EQUILIBRIUM TEMPERATURE
5.1 Introduction
After testing the consistency between different effective temperature measure-
ments, the next step in direction of establishing a non-equilibrium temperature
is to address the properties of effective temperature as a genuine temperature:
its role in the zero-th and the second law of thermodynamics. Recently, many
attempts have been made to generalize the second-law of thermodynamics to
non-equilibrium systems. Different expressions of the fluctuation theorem have
been proposed [105–108] and the concept of two temperature thermodynamics
has been introduced [22, 55, 109]. The present chapter sets exactly at this point
by considering the question whether effective temperature plays any role for
heat conduction.
To investigate the relevance of the effective temperature for heat flow, we
select a system with an intrinsic effective temperature gradient. As described in
chapter (2), the system is a three dimensional binary mixture of Lennard-Jones
particles [50, 51], which is sheared by the relative motion of two solid rough
walls. The presence of the walls leads to three important effects which enables
us to study the relevance of the effective temperature for the heat conduction
phenomenon: first, a non-uniform deformation rate which leads to a heat flux
across the system despite the presence of a thermostat, second, a non-uniform
effective temperature profile due to the non-uniform shear rate profile, and third,
a non-uniform kinetic temperature profile. The occurrence of spatial gradients
of the effective and the kinetic temperatures in a system with an internal heat
flux is a key feature of the system for this study. The heat flux profile is used
to obtain a temperature profile, assuming a linear relation between the heat
flux and the temperature gradient. The obtained temperature is referred to as
Tcond, as it is the temperature which gives rise to heat conduction. Through
comparison with the Tcond profile, one can then determine whether there is
any contribution to heat flux originating from the gradient of effective temper-
ature. An important result of this comparison, performed in section (5.3), is
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that, unlike kinetic temperature, effective temperature is not relevant for heat
conduction.
5.2 Heat flux and Tcond calculation
As mentioned in the introduction, our focus in this chapter is on the role of
the effective temperature in the heat conduction phenomena. To elucidate this
Figure 5.1: A snapshot of the simula-
tion setup. The gray spheres are the im-
mobile particles forming the solid walls,
and the blue and red spheres represent
the two different types of the particles in
the binary Lennard-Jones mixture. The
hypothetical planes divide the system
to different subsystems (referred to as
slabs). The distance between the planes
is approximately one average diameter.
issue, a proper method for the heat
flux calculation inside the system is
required. The heat flux calculation in
molecular dynamics simulation is not
a trivial task, even for such a simple
geometry. The existence of different
methods which offer atomistic expres-
sions to calculate the heat flux is con-
forming this point (see [110, 111] and
references therein). In this study, as
our focus is not on the method devel-
opment, an indirect but simple and
reliable method for the calculation of
the heat flux is employed. In this ap-
proach, considering the geometry of
the system, it is divided into slabs and
the heat flux through each cross sec-
tion is calculated via considering en-
ergy conservation rule. A snapshot
of the simulation setup, with dividing
planes, is shown in Fig. 5.1.
5.2.1 The local energy con-
servation
The energy constantly flows into the
system due to the work done by the
walls and is simultaneously extracted
from the system by the heat bath to
which it is coupled. The conserva-
tion of energy, when considered for
all particles together, states that in
the steady state, the total heat gen-
erated by the work done on the sys-
tem is equal to the total heat ab-
sorbed by the heat bath1. This global
statement of the energy conservation
is used later for consistency check of our method, but it does not reveal any
information about the heat flow inside the system. To find the heat flux across
1Besides the heat produced by the numerical errors of the integration which is discussed
in details later.
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planes shown in Fig. 5.1, the energy conservation law is considered for each slab
separately.
The energy conservation law, considered for each slab, states that the rate
of the work done on any slab (q˙mech), the rate of the heat conducted to the
neighbouring slabs (q˙cond), and the rate of the heat absorbed by the thermostat
2
from the particles in the slab (q˙NH) should cancel each other, as the system is
in stationary state,
q˙mech + q˙NH + q˙cond = 0 . (5.1)
By calculating the rate of the mechanical work and the heat absorption by
the thermostat, above equation enables us to find the heat flow through the
slabs. In this subsection, the details of the calculations of q˙mech and q˙NH are
described. These results are later used to calculate q˙cond.
Mechanical work
The first term of Eq. (5.1), the rate of the work done on the slab is the super-
position of contributions from the upper and lower boundaries of the slab:
q˙mech = Axyσxz(z + ∆z)vx(z + ∆z)−Axyσxz(z)vx(z) , (5.2)
where Axy = Lx ×Ly is the surface area of each boundary of the slab, σxz rep-
resents the xy-component of the pressure tensor and vx denotes the velocity of
matter along the x direction. One should note that the other components of the
stress, on average, do not perform any work on the slab as the average velocities
along y and z directions are identical to zero. To calculate the velocity, the
instantaneous particle velocities within each layer is averaged over a sufficiently
large time, which is of the order of an inverse shear rate in this case, as one in-
verse shear rate is the relevant time scale for the mechanical deformation. The
calculation of the pressure, similar to the calculation of the heat flux, involves
subtitlies [111–113]. The pressure tensor calculation in this study is based on
considering the force exerted from the particles on one side of a separating plane
on the particles on the other side of the plane, as well as the momentum change
by the motion of particles from one side to the other side [114].
We proceed further by simplifying Eq. (5.2) as,
q˙mech = Axyσxz
(
vx(z + ∆z)− vx(z)
)
' Axyσxz γ˙(z)∆z , (5.3)
where γ˙ = ∂vx/∂z is the strain rate. The stress is assumed to be constant inside
the channel as we are dealing with the case of a steady state planar Couette flow.
The simulation results confirms this assumption, as shown in Fig. 5.2. Using
Eq. (5.3), the work done on each slab is calculated and the results are shown
in Fig. 5.3. The spatial variation of the heat production profile is expected
as the presence of the walls slows down the dynamics of the particles in its
vicinity, leading to shear rates considerably smaller than the externally imposed
shear rates as shown in Fig. 5.2 (for a detailed study of this issue refer to Ref.
[102]). This variation of the shear rate results in a spatially inhomogeneous heat
production rate.
2The terms ”the heat absorbed by the thermostat” and ”the heat absorbed by the heat
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Figure 5.2: The local strain rate γ˙ (empty symbols) and stress σ (full symbols)
for different integration time steps, δt. This graph shows that, unlike the shear
rate, the strain varies significantly in the channel. Both of the quantities show
that δt = 0.005 is adequately small for reliable results.
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Heat absorption by the Nose´-Hoover thermostat
As mentioned above, our system is coupled to a Nose´-Hoover thermostat, which
absorbs the heat produced by the mechanical work. In this subsection, we
first, derive an expression for the global heat absorbed by the Nose´-Hoover
thermostat. By adopting the obtained global expression, an expression for the
local Nose´-Hoover heat absorption is suggested, and later used to calculate the
rate of the local heat absorption.
To derive the heat absorbed by the Nose´-Hoover thermostat, we consider a
system with non-dissipative forces (as in the case of Lennard-Jones forces) which
is coupled to a heat bath at temperature T . For simplicity, we consider a system
on which no external work is done. Nevertheless, the obtained results do not
depend on this assumption. As the internal forces are non-dissipative and no
external work is done on the system, its energy should remain strictly constant.
But due to the coupling to the heat bath, the system exchanges energy with
the heat bath, and therefore the energy change in the system is equal to the
energy exchanged with the heat bath. In the followings, the rate of the energy
change, ∂E/∂t, is calculated, with E(X) denoting the instantaneous energy of
the system which depends on all the particle coordinates and the corresponding
momenta (X = (r1, · · · , rN ,p1, · · · ,pN )),
E(X) = 1
2
∑
i 6=j
V (rij) +
∑
i
p2i
2mi
. (5.4)
In Eq. (5.4), V is the pair-wise potential which depends only on the distance
between particles rij = ri − rj , and pi and mi are the momentum and mass of
the i-th particle. The rate of the change of the energy reads as,
∂E
∂t
=
∂
∂t
(1
2
∑
i6=j
V (rij) +
∑
i
p2i
2mi
)
=
1
2
∑
i6=j
∂rij
∂t
∂V (rij)
∂rij
+
∑
i
∂pi
∂t
pi
mi
= −1
2
∑
i 6=j
∂rij
∂t
fij +
∑
i
∂pi
∂t
pi
mi
= −1
2
∑
i 6=j
(
∂ri
∂t
− ∂rj
∂t
)fij +
∑
i
∂pi
∂t
pi
mi
. (5.5)
To proceed further in the calculation of ∂E/∂t, the dynamical equations
of the system are considered to substitute ∂r/∂t and ∂p/∂t. The equations
governing the dynamics of the particles in a system coupled to a Nose´-Hoover
thermostat are [73, 74],
r˙i = pi/mi , (5.6)
p˙i = fi − ξvi , (5.7)
ξ˙ =
1
Q
( N∑
i
p2i
2mi
−NdfkBT
)
, (5.8)
bath” are used interchangeably, as the coupling of the system to the heat bath is only via the
thermostat.
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where ξ is a new variable which couples the system to the heat bath, Ndf
represents the number of degrees of freedom coupled to the thermostat, and
Q represents the thermal inertia determining the time scale of heat absorption
by the thermostat. Any positive value of Q guarantees the canonical sampling
[73, 74, 88]. However, this parameter affects the time evolution of the system.
Finding a proper value for Q is very similar to finding the proper time scale for
velocity rescaling [12, 16] and Berendsen thermostat [15], and determining the
time scale for the momentum fluctuation in fluctuating center of mass molecular
dynamics simulation (FCMMD) [83], which is discussed in section (3.3). On the
one hand, a large value of Q leads to a less effective control of the temperature
and a long simulation time for proper sampling of the phase-space. On the
other hand, a too small value of Q results in considerable interference of the
thermostat with the dynamics of the system, as well as appearance of high
frequency temperature oscillations [115]. In this study, we choose the parameter
Q such that the time scale be close to the intrinsic time scale of the fluctuations
in the system. The intrinsic time scale is approximated in a dense system by a
harmonic oscillator in a face-centered cubic lattice [116].
We proceed by substituting the term ∂r/∂t and ∂p/∂t from Eqs. (5.6) and
(5.7) into Eq. (5.5):
∂E
∂t
= −1
2
∑
i 6=j
(
pi
mi
− pj
mj
)fij +
∑
i
(fi − ξvi) pi
mi
. (5.9)
Using straightforward calculations, as shown in Appendix C, the above equa-
tion simplifies to
∂E
∂t
= −
∑
i
ξv2i . (5.10)
The above equation is amenable to the interpretation that the energy ex-
changed between the system and the heat bath is the sum of the heat exchanges
of all particles individually, while the share of each particle is −ξv2. Further-
more, ξv2 can be expressed as fNH.v with fNH = −ξv. One should note that the
term fNH is the extra force term in Eq. (5.7) which appears due to the coupling
of the system to the thermostat. More specifically, the energy exchange between
the system and the heat bath can be estimated as the work done by fNH on
each particle individually. We use this observation to resolve the heat absorbed
by the thermostat locally. More precisely, to calculate the Nose´-Hoover heat ab-
sorption profile, the heat absorbed by the thermostat at each slab is calculated
by
∑′−ξv2, where prime indicates that the summation is over all the particles
in that slab. The result of this calculation is shown in Fig. 5.4.
It is worthy to compare the heat production rate profile, q˙mech, and the
heat absorption rate profile q˙NH in Figs. 5.3 and 5.4. The heat production
profile shows a considerable spatial variation in contrast to the heat absorption
profile which is a constant within the accuracy level of its measurement. One
should note, in spite of this qualitative difference, the total magnitude of the
heat production and heat absorption are equal as shown in the insets of Figs.
5.3 and 5.4. Nevertheless, as in the case of the heat production rate profile, we
expect that the presence of the walls leads to a non-uniform heat absorption
profile. This dependence is expected as the heat absorbed at each layer is
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Figure 5.4: Heat absorbed by the Nose´-Hoover thermostat (−q˙NH) for different
integration time steps, δt. The rate at which the Nose´-Hoover absorbs energy
is, within the accuracy of our measurement, constant in the channel. The inset
shows the total heat absorbed by the thermostat as a function of the integration
time step.
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Figure 5.5: The variation of the density and temperature profiles across the
channel. The density profile variation in the channel is ' 1% and the temper-
ature profile variation is below 1%. Considering that the heat absorbed by the
thermostat at each slab is proportional to the average number of particles in
the slab and their average kinetic energy, we expect a very minor variation of
the heat absorption across the channel. One should note the parameter ξ has
no spatial dependence, and therefore, it is not relevant for the spatial variation
of q˙NH.
proportional to the average number of particles in that layer and their average
kinetic energies (i.e.
∑′
v2i ). Although both of these quantities are affected in
presence of the walls, the variations are of the order of 1% and below, as shown
in Fig. 5.5
Heat conduction
This qualitative difference between the local rates of the heat production and the
heat absorption gives rise to heat flow inside the channel. In the steady state, to
keep the energy of slabs constant, the heat flows from the regions with positive
values of q˙mech + q˙NH to regions with a negative value. This is the contribution
of the term q˙cond in the energy balance equation, as q˙cond = −(q˙mech + q˙NH) (see
Fig. 5.6).
In the next section, first, considering the q˙cond profile, the heat flux profile,
Jcond(z), is calculated, and assuming a linear relation between the heat flux
and the temperature gradient, Tcond is predicted. Second, the predictions are
compared to the Teff and Tkin profiles which are obtained from MD simulations.
This comparison shows that the effective temperature profile is not consistent
with the heat conduction inside the channel, even in qualitative sense.
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Figure 5.6: The difference between the heat produced by the mechanical de-
formation and the heat absorbed by the Nose´-Hoover thermostat. The energy
conservation, Eq. (5.1), implies that the excess heat, q˙mech+q˙NH, is compensated
by the heat conduction, q˙cond.
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Figure 5.7: Jcond estimated by the integration of Eq. (5.11).
5.2.2 Heat flux profile, Jcond
To calculate the heat flux, we consider that the total heat conducted to a slab
is the superposition of the heat fluxes at its boundaries,
q˙cond. =
(
− Jcond(z + ∆z) + Jcond(z)
)
= −∂Jcond(z)
∂z
∆z . (5.11)
As the slabs have periodic boundary condition along the x and y directions, only
flux along the z-direction is relevant. The above relation leads to an estimate
for the first derivative of Jcond, which can be integrated numerically to calculate
Jcond. To integrate Eq. (5.11), the boundary condition is necessary. We assumed
that that the heat conduction to the walls are zero 3. This assumption is
motivated by the fact that the particles in the walls are frozen and therefore
the heat flux through the walls are zero. This proposition is inline with the fact
that the total heat produced by the mechanical deformation is equal to the total
heat absorbed by the thermostat (see the insets of Fig. 5.3 and Fig. 5.4). The
obtained heat flux is shown in Fig. 5.7, which is used in the next subsection to
estimate the corresponding temperature profile, Tcond.
3The data shows a minor heat flux at the boundaries, which has two sources: First, the
wall has a rough surface which makes the exact position of the plane separating the walls
and medium in the channel uncertain. This is an important issue specially considering the
intrinsic difference between walls in different independent samples. The second point is related
to the particles which are penetrating into the wall. Although negligible, but these particles
contribute to the energy balance. By integrating over all the space, i.e. walls and the channel,
these problems are elevated.
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5.2.3 Tcond profile
To derive the temperature profile from the calculated heat flux, the following
approximate relation is employed:
Jcond = −kAxy ∂
∂z
Tcond . (5.12)
Here, Tcond refers to the temperature whose gradient gives rise to the heat
conduction and k is the corresponding heat conduction constant. In cases close
to equilibrium, the Tcond is equal to the Tkin and the above equation, known
as the Fourier law of heat conduction, applies to many applications in different
areas of science and engineering [117]. Here, we check whether the equality of
Tkin and Tcond holds in far from equilibrium situations. The system we study
is far from equilibrium in a sense that the behavior of the effective temperature
differs from the kinetic temperature, quantitavely and qualitatively, as shown
in the next section.
Integrating Eq. (5.12) leads to an expression for the Tcond:
Tcond(z) = − 1
kAxy
∫ z
−Lz/2
Jcond(z)dz + Tcond(−Lz/2) , (5.13)
where the integral is from the position of the bottom wall, −Lz/2 to z, and
Tcond(−Lz/2) is the value of the Tcond at the wall. The integral appearing in
the right-hand side of the above equation, without the prefactor (1/kAxy), is
shown in Fig. 5.8. This figure, together with its derivatives (Jcond and q˙cond in
Figs. (5.6)-(5.7)), are compared to the kinetic and effective temperature profiles
and their derivatives, in the followings. The comparison reveals that the kinetic
temperature is the temperature responsible for the heat conduction.
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Jcond(z)dz, the integral appearing on the right-hand
side of Eq. (5.13) without its prefactor, versus transverse coordinate for different
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5.3 Comparison of Teff and Tkin with Tcond
In this section, to figure out whether the heat conduction arises from the Tkin
or the Teff , these temperature profiles and their derivatives are compared with
Tcond, Jcond and q˙cond profiles.
The kinetic and effective temperature profiles are calculated in MD simu-
lations and their first and second derivatives are estimated using the following
central finite-difference schemes:
f (1)(z) =
f(z + δz)− f(z − δz)
2δz
, (5.14)
f (2)(z) =
f(z + δz)− 2f(z) + f(z − δz)
(δz)2
, (5.15)
where f(z) represents any arbitrary function of the variable z. One should note
that when the function f itself is calculated experimentally or numerically with
certain error, any numerical derivation scheme is prone to amplify the numerical
errors [118]. This can be an obstacle specially in the case of MD simulation due
to finite (and often not very large) number of particles. To reduce this error,
we average all the required quantities over a simulation time of 50 inverse shear
rates for 100 independent samples. To further reduce the numerical noise of the
data, a moving average filter is used which leads to a smoother data in expense
of a reduction in number of data points. The kinetic and effective temperatures
profiles, together with their numerical profiles, are shown in Fig. 5.9.
First, the effective temperature and the kinetic temperature profiles are com-
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Figure 5.9: The Tkin and Teff profiles and their first and second derivatives are
shown in (a) and (b), respectively. Interestingly, the difference between Tkin and
Teff are not only quantitative, but also qualitative, as discussed in the following
text.
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Figure 5.10: The Tkin and Teff profiles are compared with the expected temper-
ature, Tcond. The heat conduction coefficient in Eq. (5.13) is chosen to fit the
data. The k used for the kinetic and effective temperature profiles shown above
are kkin ' 10 and keff ' 10−1, respectively.
pared to the Tcond profile in Fig. 5.10, and later their derivatives are compared.
Tcond profile more closely resembles the behavior of the kinetic temperature pro-
file than the behavior of the effective temperature profile. To bring this analysis
further, the derivatives of Tkin and Teff are compared with the corresponding
gradients of Tcond. The first derivative of the kinetic temperature profile, shown
in Fig. 5.9a is a monotonically decreasing function in bulk regions (far from
the walls). Unlike the kinetic temperature, the first derivative of the effective
temperature is constantly zero in that region, as shown in Fig. 5.9b. These
qualitatively different behaviors, when compared with Jcond profile, proves the
agreement between the kinetic temperature flux and Jcond, as shown in Fig. 5.11.
Further comparison of the second derivatives of the Tkin and Teff profiles with
the q˙cond confirms that, unlike the effective temperature, the kinetic temperature
is consistent with the heat conduction phenomena, see Fig. 5.12.
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Figure 5.11: The first derivatives of the Tkin and Teff profiles are compared
with the expected heat flux, Jcond. The scaling factor includes the area of
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The k used for the kinetic and effective temperature profiles shown above are
kkin ' 10 and keff ' 10−2, respectively. The heat flux derived from the kinetic
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heat flux profile calculated from the energy balance Jcond. This is not the case
for effective temperature even on a qualitative level.
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5.4 Conclusion
The system studied in this thesis is a thermal non-equilibrium system. In com-
parison athermal systems [3, 6, 27, 30, 119], it has a fundamental advantage
for understanding the role of the effective temperature in heat conduction. The
advantage is that the fast degrees of freedom are governed by the kinetic tem-
perature and slow degrees of freedom are governed by the effective temperature.
The simultaneous presence of these temperatures lays the ground for distinguish-
ing which temperature is governing the heat conduction. One should consider
that due to the wall effects both of these temperatures have non-zero gradients
which is essential for heat conduction studies. In the system studied here, these
gradients are formed due to the dynamics of the system itself, unlike the case
of Ref. [110], where the system is artificially forced to have different dynamics
in different regions. By comparing the derivatives of the kinetic and effective
temperature profiles to the measured heat flux inside the system, our findings
show that while the kinetic temperature is able to quantitatively describe the
heat conduction, the effective temperature fails even qualitatively. More pre-
cisely, our results show that although the studied system is out of equilibrium,
the Fourier law of heat conduction still describes the heat flow, if the considered
temperature is the kinetic temperature. This conclusion sheds light on of the
nature of the effective temperature from the perspective of the second-law of
thermodynamics, i.e. the effective temperature is not complying with the second
law of thermodynamics, at least in a thermal system. This is in contrast to the
theoritical predictions in athermal systems [22], where the system is restricted
to have only of temperature, i.e. effective temperature.
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CHAPTER 6
NON-LOCALITY OF EFFECTIVE
TEMPERATURE
6.1 Introduction
Consider a heavy ball is placed on top of a cylindrical vessel which is filled by a
granular medium. In this famous experiment, the pile of the granular medium
shows a yield stress behavior and the ball penetrates the medium negligibly,
remaining motion-less on the surface. As the bottom of the vessel starts rotat-
ing, the heavy ball shows considerable motion and immediately sinks into the
medium [120]. This occurs despite the fact that the motion of the granular par-
ticles in the neighborhood of the heavy ball are orders of magnitude smaller than
the motion of particles close to the rotating disk [121, 122]. This is an example
of a non-local phenomenon which is very common in amorphous systems: the
deformation in a region is intrigued/affected by deformation in a distant region.
Description of this phenomenon, together with many other examples related to
deformation of amorphous materials [65, 120, 123–127], requires taking account
of non-local effects in the rheological response of amorphous solids.
Despite all the efforts, there is not yet any universally accepted theoretical
framework describing the non-local behavior of glassy matter. One of the first
attempts was to incorporate the stress fluctuations in the description of the
rheology of the granular materials [128]. The core assumption is that these
fluctuations activate processes that are, in equilibrium, activated by thermal
fluctuations. If this assumption is valid, it becomes possible to describe many
properties of the system like viscosity, plasticity, and diffusion using the theory
of rate processes presented in the pioneering work of Eyring [129]. The idea that
stress fluctuations can play a role similar to thermal fluctuations has been one
of the pillars of the well-known models for a description of amorphous materials
like soft glassy rheology (SGR) [52, 53], shear-transformation zone theory (STZ)
[37], or the Pouliquens’ model [128]. The physical nature of the temperature
associated with the aforementioned fluctuations is not discussed in any of the
original versions of these models. It is only introduced phenomenologically as an
effective temperature governing the activated dynamics of yielding of an element
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in the system. For example, in the SGR model, the system is divided into
elements with maximal yield energy of E derived from a distribution function,
and elastic constant of k. Each element is deformed elastically by l due to
the globally imposed shear and yields plastically with the rate proportional to
exp (−(E − kl2/2)/χ), where χ is called the noise/effective temperature [52].
The effective temperature is originally assumed to be a constant for all the
elements, with no spatial variation of this temperature, nor any coupling to the
flow.
The aforementioned models are later developed further to incorporate the
non-locality with two different approaches. In soft glassy rheology model [130],
as well as the extension of the STZ model [131, 132], this non-locality is intro-
duced in a dynamical equation for the effective temperature. In this dynamical
equation, the non-locality of effective temperature is introduced via a diffusive
term. Unlike the diffusive nature of the effective temperature in SGR and STZ,
in extended Pouliquen’s model [56, 57], the fluctuations of stress at one point
depend on the plastic events occurring in other regions of the system. More
precisely, a rearrangement induces stress fluctuations elsewhere in the material
via elastic deformation. The induced stress decays from the source by 1/rd in
a d-dimensional system, where r is the distance from the rearranging site. This
approach is very similar to the mode coupling model proposed by He´braud et
al [133] and the kinetic elastoplastic model [134] in which a stress-stress elastic
propagator is introduced that modifies the stress at each point due to the plastic
deformation occurred elsewhere.
In this work, using molecular dynamics simulations, we explicitly show that
the effective temperature, as a measure of the fluctuations, is a non-local quan-
tity. More precisely, we show that the non-locality of the effective temperature
can be explained by assuming the elastically mediated stress/strain from rear-
rangements where the frequency of the fluctuations is an increasing function of
the local shear rate. This study suggests that the explicit dependence of the
effective temperature on the shear rate and its specific non-local form should be
considered in an activated dynamic model of the glassy materials like SGR and
STZ.
The fluctuations caused by the rearrangements are the only fluctuations
relevant in an athermal system, where the thermal fluctuations are negligible
compared to the energy barrier of a rearrangement. We proceed further by ex-
tending our study to systems with finite temperature, in which the fluctuations
are decomposed into thermally induced fluctuations and mechanically induced
fluctuations.
6.2 Non-locality of the effective temperature
We begin by showing that the effective temperature is a non-local quantity. To
check whether the effective temperature reflects only the local rearrangements
or it is a non-local quantity, the following numerical experiment is considered.
One should notice that we implicitly assume that the number of rearrange-
ments per unit time manifests itself in the shear rate. Therefore, if changing
the neighboring shear rate affects the measured effective temperature, then it
is a direct evidence that the effective temperature is a non-local quantity. This
experiment can be realized by imposing different externally shear rates to the
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Figure 6.1: The variation of the local shear rate inside the channel for Tb = 0.3
and the average imposed shear rates of Γ˙ = 2×10−3, Γ˙ = 10−3, and Γ˙ = 5×10−4.
The dotted lines show the value of the externally imposed shear rate. The gray
shaded region shows a shear rate interval which appears in all the considered
simulation setups.
system. Due to the presence of the walls, the local shear rate (γ˙), is not equal
to the (average) externally imposed shear rate (Γ˙), and it has a distribution
around the mean value, as shown in Fig. 6.1. If the external shear rates are
not very different, the distributions overlap, and lead to the situation we are
interested in, i.e. occurrence of common local shear rate values between sim-
ulations with different external shear rates. The shear rate interval shown by
gray color in Fig. 6.1 has this property. Fig. 6.2 presents the effective tempera-
ture profiles measured for the channel flows shown in Fig. 6.1. Referring to the
different effective temperature values for the common shear rate interval (again
shaded in gray), Fig. 6.2 clearly shows that the effective temperature reflects
the fluctuations in a non-local manner.
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that point.
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6.3 Prediction of the Teff profile
In this section, the goal is to predict the effective temperature profiles shown in
Fig. 6.2. The problem is tackled by an approach that is based on the following
assumptions: first, the effective temperature is a measure of the fluctuations in
the system. This is inline with the intuitive concept of temperature. Second,
as we aim to extend the analysis beyond the athermal systems [3, 59, 135], it is
further assumed that the fluctuations in the system have two distinct origins.
One source of the fluctuation is the homogeneous background fluctuation, which
is due to the finite (kinetic) temperature of the system. These fluctuations are
present even if the system is not sheared. One should note that this source
of fluctuation is only present in a thermal system and vanishes in the limit of
an athermal system. By shearing the system, the plastic rearrangements are
enhanced which increases the fluctuations in the system. This second source of
the fluctuation vanishes in the limit of zero shear rate. We refer to the latter
as shear-induced fluctuation, and to the former as background fluctuation. The
term ”background fluctuation” is chosen since this type of the fluctuation is
present even in the absence of the shear. As fluctuations at any point in the
system are a superposition of the background and shear-induced fluctuations,
the observed effective temperature is a summation of both temperatures1,
Teff(r) = Tshear(r) + Tbackg.(r) . (6.1)
First, we focus on the calculation of Tshear. To calculate the shear-induced
fluctuations at position r? in the channel, the fluctuations from different po-
sitions in the channel are superposed. The contribution from the region r to
the effective temperature at r? depends on the number of rearrangements at r,
as well as the distance between r? and r. The dependence on the distance is
straightforward to model. Intuitively, one expects that the contribution from
the rearrangements at r to the effective temperature at r? should decrease by
increasing the distance between these points in space. Inspired by the stress
propagation in solids [57, 58], we model this factor by 1/|r − r?|d, where d is
the spatial dimension of the system (here d = 3). The dependence of the effec-
tive temperature on the number of the rearrangements in the system is more
involved. The reason is that the rearrangements, as microscopic phenomena,
should be linked to a macroscopic quantity which is the shear rate. Intuitively,
the number of rearrangements per unit time, i.e. the frequency of the rear-
rangements, is a monotonically increasing function of shear rate. In Pouliquen’s
model, it is suggested that the frequency of the fluctuations is a linear function
of the shear rate [57]. In the study of granular media in Ref. [99], a sub-linear
relation between the effective temperature and the shear rate is observed. In
this study, we consider that a region with the local shear rate of γ˙ creates
fluctuations of amplitude γ˙α, where α is a fit parameter. Understanding the
1The additivity of the temperature associated with each of the fluctuations can be un-
derstood in analogy to a Brownian particle. Consider a number of randomly fluctuating
forces, {fi}, acting on a Brownian particle. If only the i-th force were present, the tem-
perature of the Brownian particle would read as Ti = C〈f2i 〉. If all forces are acting
simultaneously (and independently), then the temperature reads as T = C〈(∑i fi)2〉 =
C
(∑
i〈f2i 〉+ 2
∑
i
∑
j 6=i〈fi.fj)〉
)
=
∑
i Ti. The important assumption here is that the forces
are uncorrelated. In this study, this translates to the independence of the fluctuations induced
by the ambient temperature and the shear induced fluctuations.
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exact relation between the induced fluctuations and the shear rate is postponed
to later studies. The square of the contributions from different regions of the
system are summed to calculate the shear-induced temperature at r?,
Tshear(r
?) =
∑
r 6=r?
(
c
γ˙α(r)
|r − r?|3
)2
, (6.2)
where c is a prefactor. We expect that this prefactor depends on the elastic
properties of the material since an elementary unit of rearrangement2 involves
certain displacement of particles, and consequently the resulting induced stress
is proportional to the elastic module. This prefactor is estimated in section
(6.4.1).
To calculate Tshear(r
?) numerically, a discreditized version of Eq. (6.2) is
implemented by dividing the system into cubic cells with linear dimension of
one diameter.
Teff(xi? , yj? , zk?) =
∑
i 6=i?
∑
j 6=j?
∑
k 6=k?
(
c
γ˙α(xi, yj , zk)√
(xi − xi?)2 + (yj − yj?)2 + (zk − zk?)2)3
)2
A local version of Eq. (6.2), reads as,
Tshear(r
?) = c2γ˙2α(r?) . (6.3)
This local version is later used to explicitly show the necessity of a non-local
description.
The temperature of the background fluctuations, Tbackg., is determined using
massive tracers in the absence of shear. As shown in Fig. 6.3, the background
temperature is relatively uniform throughout the channel, and increases with
increasing Tb.
2There are different approaches to define a structural rearrangement, for example [136–
138], details of which are not relevant for this argument.
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Figure 6.3: Tbackg.-profile for different heat bath temperatures. The filled and
empty symbols correspond to Tb = 0.1 and Tb = 0.3, respectively. The spatial
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6.4 Comparison to simulation results
In this section, both the local and the non-local versions of Eq. (6.1) are com-
pared to the simulation results.
Non-local version: Teff(r
?) =
∑
r 6=r?
(
c
γ˙α(r)
|r − r?|3
)2
+ Tbackg. , (6.4)
Local version: Teff(r
?) = c2γ˙2α(r?) + Tbackg. . (6.5)
The prediction of Eq. (6.4) (the non-local version) with α ' 0.06 is compared for
two different ambient temperatures and three different shear rates in Fig. 6.4.
A good agreement is found between the predicted effective temperature and the
measured one.
The predictions of Eq. (6.5) (the local version) are shown in Fig. 6.5. It is
evident that the local version is incapable of describing the simulation results
depicted in Fig. 6.2. Here, we emphasize that any description of the effective
temperature which only relies on the local shear rate fails to reproduce the data
shown in Fig. 6.2, while for certain local shear rates the effective temperature
can obtain different values (refer to the gray-highlighted local shear interval in
the same figure).
6.4.1 Determining the prefactor c
Assuming that the stress fluctuations are due to structural rearrangements,
the order of magnitude of the prefactor c is estimated in this subsection. We
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Figure 6.4: Prediction of the non-local description (solid lines), Eq. (6.4), is
compared to the simulation results (dashed lines). The heat bath temperatures
are (a) Tb = 0.1 and (b) Tb = 0.3. In both cases, α is equal to 0.06. The pref-
actor c is chosen via fitting: 0.6 and 0.5 for Tb = 0.1 and Tb = 0.3, respectively.
The decrease of c with increase of the bath temperature shows that the relative
importance of the shear-induced fluctuations decreases. This is expected as in
the limit of Tb → 0 the dominant fluctuations are shear induced, and by going
above the glass transition (in equilibrium state) the shear-induced fluctuations
do not play an important role, especially when the shearing is in the linear
response regime (see, e.g. Fig. 3.7).
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Figure 6.5: Prediction of the Eq. (6.5) leads to a continuous dependence of the
effective temperature on the local shear rate. The slight discontinuity is due to
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assumed that the stress induced by this rearrangement propagates similar to
the stress field of an Eshelby inclusion [139, 140], i.e. with c/r3, where r is
the distance from the rearrangement site. The prefactor c incorporates infor-
mation about an elementary unit of rearrangement, the elastic constant, and
the stress propagation inside the material. One should note that, unlike crys-
talline materials, there is no well defined elementary rearrangement unit in
amorphous solids. Nevertheless, there are different methods to determine a
structural change. These methods are based on the collective motion of par-
ticles in the configurational phase space [35, 141, 142] or the motion of each
particle relative to its neighbouring particles [137, 138]. To find an estimate
for the typical value of the displacement associated with a structural change,
we employ a simple criterion which is based on the individual motion of parti-
cles [100]. Based on the Lindemann criterion, a displacement of size a = 0.1D¯,
where D¯ is the average diameter, is an indication of a structural rearrangement
in dense liquids. Such a displacement creates the shear stress of Gδγ, where
δγ ' a/D¯ represents the associated shear strain and G is the shear modulus.
We assume that this rearrangement occurs in a region with linear dimension
of b, and the stress at the boundary of this region is Gδγ which is propagated
away by c/r3 (refer to Fig. 6.6). These assumption lead to an estimate for c,
c = G
a
D¯
b3 . (6.6)
To estimate the numerical value of c, the shear modulus, G, is evaluated by
performing a shear test. In this test the system is, first, sheared with external
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(a)
(b)
Figure 6.6: Schematic plot of a rearrangement. The four particles, which are
coloured white, undergo a deformation and change their neighbors. Each of
them move by distance a, and the whole rearranging region can be inscribed
by a sphere of radius b (which is shown here as a transparent red sphere).
Sub-figures (a) and (b) show the position before and after the displacement of
particles.
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Figure 6.7: The shear stress as a function of strain at the external shear rate
of Γ˙ = 10−3 for different heat bath temperatures. As shown in the inset, the
system is first sheared until it reaches the steady state in order to eliminate
any influence of the history of the sample on the measurement. Then the shear
is set to zero and after a waiting time of tw, the system is again subjected to
the shear. The waiting time is introduced to investigate the effect of aging in
the shear module. The waiting time for the simulation results shown here is
tw = 3 × Γ˙−1. The shear module G is determined by the slope of the stress-
strain curve at small strains before yielding. G is estimated as 20 and 15 for
Tb = 0.1 and Tb = 0.3, respectively.
shear rate of Γ˙ = 10−3 for about 5 inverse shear rates to reach steady state.
Then, the imposed shear is set to zero for tw and after that it is set to Γ˙ = 10
−3.
The waiting time of tw is introduced to investigate the effect of aging on the
value of G. The value of G is then measured by increase of the shear stress after
re-establishing the shear strain. The shear stress as a function of the strain is
shown in Fig. 6.7 for different Tb and waiting time of tw = 3 × Γ˙−1. A change
of the waiting time in the range of [1, 3] × Γ˙−1 is found to have no significant
effect on the value of G, and the obtained value of G is in agreement with Ref.
[66].
Using the estimates of G for different temperatures as obtained from Fig. 6.7,
assuming b/D¯ ' 1 − 2 and a/D¯ ' 0.1, Eq. (6.6) results in c ' 0.7 and c ' 0.5
for Tb = 0.1 and Tb = 0.3, respectively. These estimates are in good agreement
with the value of c obtained by fitting, i.e. c = 0.6 and c = 0.5 (refer to Fig. 6.4).
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6.5 Conclusion
The main focus of this chapter is on the effective temperature in the context
of the mechanical deformation. In models like soft glassy rheology (SGR) and
shear transformation zone (STZ), it is the effective temperature which explicitly
affects the deformation rate in the system and not vice versa. In this respect,
the situation is similar to equilibrium state where in response to an external
loading, it is temperature that determines the shear rate while the shear rate
magnitude does not affect temperature. In contrary, here, using numerical ex-
periments, we explicitly show that the shear rate affects effective temperature,
i.e. effective temperature is shear rate dependent. Furthermore, it is shown
that the shear rate dependence of the effective temperature entails non-local
effects, i.e. the effective temperature at one position depends both on the lo-
cal shear rate and the shear rates elsewhere in the system. In this study, it is
shown that the non-local behavior of the effective temperature can be modelled
by considering the elastically propagated stress fluctuations which arise from
plastic rearrangements in the system. This is fundamentally different from the
diffusive mechanism which is proposed phenomenologically in SGR [130] and
STZ [131, 132] to incorporate the non-locality of the effective temperature.
We have shown that by considering the homogeneous background fluctua-
tions together with shear-induced ones, it is possible to predict the non-local
behavior of the effective temperature in a thermal system. The predictions are
in good agreement with simulation results at different shear rates and ambient
temperatures. A next step towards a better understanding of this subject would
be to provide a model for the exponent α in Eq. (6.4), which connects the shear
rate to rearrangements and their frequency.
The present results on non-locality of non-equilibrium temperature lays the
ground to investigate interesting aspects of the flow in glassy materials like
determining the viscosity, shear enhancement of the diffusion, the cooperativity
length of the flow, and self-activation of the flow [57, 123, 124, 143].
Building upon the present findings, it would be also interesting to study the
consequences of non-locality (like inhomogeneities of flow and probably shear
banding) in flow models like SGR and STZ.
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CHAPTER 7
CONCLUSION
Employing massive tracers as thermometers involves subtlities in the case of
simulation setups with periodic boundary conditions. The periodic boundary
condition, via introducing the extra constraint of constant total momentum,
leads to the violation of the equipartition theorem in equilibrium systems with
finite system sizes [48, 49]. In chapter (3), we show that this violation has
considerable impact on the results obtained by the thermometry via massive
tracers. In the same chapter, it is shown that this violation does not occur in
the presence of atomistically rough walls. Even though all the non-equilibrium
simulations in this study have solid walls as their boundary conditions, we pro-
posed a modification of the molecular dynamics simulation method that elim-
inates this draw-back of using the periodic boundary condition in equilibrium
systems.
Using velocity fluctuations of massive tracers, the effective temperature pro-
file is obtained in a system subjected to a shear flow between two parallel walls.
These results are compared to the effective temperature obtained from two
other independent methods [25–27, 30, 44]: (i) a generalization of the Einstein-
Smoluchowski relation and (ii) a generalized correlation-response relation. It is
shown in chapter (4) that all these independent measures of the effective tem-
perature provide consistent results. These results show that inhomogeneities
introduced by the walls lead to non-uniform effective temperature profile. The
effective temperature gains its lowest value in the vicinity of the walls and its
maximum value in the middle of the channel. Appearance of such a temperature
profile enables us to study the role of the effective temperature for heat trans-
fer. In chapter (5), it is shown that the effective temperature is not a relevant
quantity for the heat conduction phenomenon. Heat conduction is controlled by
the temperature gradient of the fast vibrational degrees of freedom and not the
slow configurational degrees of freedom. This is in contrast with the prediction
of Cugliandolo et al. [22]. One important difference between the current study
and the study of Ref. [22] is that here the system has both degrees of freedom,
while in the other study the system has only the slow degrees of freedom.
Even though the effective temperature fails to satisfy the second law of
thermodynamics, it plays an important role for the rate of the structural changes
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in the system [30, 37, 52, 131]. As shown by Ono et al., in the case of uniform flow
in bulk, the effective temperature is a monotonically increasing function of the
shear rate. The qualitative similarity of the shear rate and effective temperature
profiles in our results suggests the same relation between these two quantities.
In chapter (6), we show that the relation between the effective temperature and
the shear rate is not a local relation. In other words, the effective temperature
at one point reflects the rate of the plastic rearrangements in the surrounding
medium. This underlines the importance of non-local effects in the flow of
glassy systems. Furthermore, it is shown that the non-locality of the effective
temperature can be described quantitatively by assuming elastic propagation of
the fluctuations induced by plastic rearrangements.
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APPENDIX A
THE EQUIPARTITION THEOREM
In this appendix, first, the integral in Eq. (3.3) for derivation of the equipartition
in canonical ensemble is evaluated, and later, the details of the derivation of
Eq. (3.9) using Fourier transformation are presented.
Derivation of the equipartition theorem
〈 p
2
i
2mi
〉 =
∫
Ω
p2i
2mi
P (X)dX
=
∫
Ω
1
Z e
−H(X)/kBT dX
=
1
Z
∫
Ω
p2i
2mi
e−H(X)/kBT
∏
dpk
∏
k
drk . (A.1)
It is possible to separate the kinetic and potential contributions of the above
integral, as
〈 p
2
i
2mi
〉 = 1Z
∫
Ω
p2i
2mi
e−H(X)/kBT
∏
k
dpk
∏
k
drk
=
1
Z
∫
Ω
p2i
2mi
e−(Hkin+Hpot)/kBT
∏
k
dpk
∏
k
drk
=
1
Z
∫
Ω
p2i
2mi
e−Hkin/kBT × e−Hpot/kBT
∏
k
dpk
∏
k
drk
=
1
Z
(∫
Ωmom
p2i
2mi
e−Hkin/kBT
∏
dpk
)
×
(∫
Ωspace
e−Hpot/kBT
∏
k
drk
)
, (A.2)
where Ωmom and Ωspace represent the momentum and spatial parts of the phase
space, respectively. Similarly, Z can be decomposed into the kinetic and the
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potential parts,
Z =
∫
Ω
e−H(X)/kBT
∏
k
dpk
∏
k
drk (A.3)
=
∫
Ω
e−(Hkin+Hpot)/kBT
∏
k
dpk
∏
k
drk (A.4)
=
(∫
Ωmom
e−Hkin/kBT
∏
dpk
)
×
(∫
Ωspace
e−Hpot/kBT
∏
k
drk
)
. (A.5)
The potential term in the integral (Eq. (A.2)) cancels with the potential contri-
bution of Z. Thus,
〈 p
2
i
2mi
〉 =
(∫
Ωmom
p2i
2mi
e−Hkin/kBT
∏
dpk
)
/
(∫
Ωmom
e−Hkin/kBT
∏
dpk
)
. (A.6)
Similar to the decomposition into the kinetic and potential contributions, it
is possible to decompose the above integral into contributions of individual
particles separately by rewriting Hkin as
Hkin =
∑
i=1
p2i
2mi
. (A.7)
Consequently, the integral in the numerator of right-hand side of Eq. (A.6) can
be decomposed, as∫
Ωmom
p2i
2mi
e−Hkin/kBT
∏
dpk =
∫ +∞
−∞
p2i
2mi
e−p
2
i /(2mikBT )dpi
×
∏
k 6=i
(∫ +∞
−∞
e−p
2
k/(2mkkBT )dpk
)
, (A.8)
and the integral in the denominator as,∫
Ωmom
e−Hkin/kBT
∏
dpk =
∏
k
(∫ +∞
−∞
e−p
2
k/(2mkkBT )dpk
)
. (A.9)
It can be seen that the contributions from all particles, except the i-th particle
cancel from the numerator and the denominator:
〈 p
2
i
2mi
〉 =
(∫ +∞
−∞
p2i
2mi
e−p
2
i /(2mikBT )dpi
)
/
(∫ +∞
−∞
e−p
2
i /(2mikBT )dpi
)
, (A.10)
which leads to:
〈 p
2
i
2mi
〉 = d
2
kBT . (A.11)
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APPENDIX B
MOMENTUM DISTRIBUTION FUNCTION IN
MOLECULAR DYNAMICS ENSEMBLE
Here we derive Eq. (3.10) step-by-step from its definition in Eq. (3.9). Similar to
the procedure described in Eq. (A.2) and Eq. (A.3), the potential contribution of
Eq. (3.9) cancels with the potential part of the partition integral Z. Therefore,
Eq. (3.9) reduces to:
f(pi|Pcm) = 1Zkin
∫
e−Hkin/kBT δ(
N∑
j=1
pj − Pcm)
∏
k 6=i
dpk , (B.1)
where Zkin is
Zkin =
∫ +∞
−∞
e−Hkin/kBT δ(
N∑
j=1
pj − Pcm)
∏
k
dpk . (B.2)
To evaluate Zkin the following steps are undertaken:
• the Fourier transform of Pcm → s is applied and as a result the delta
function transfers to an exponential function
F{Zkin}(s) =
∫
e−Hkin/kBT × e−is
∑N
j=1 pj
∏
k
dpk
=
∫
e−
∑N
j=1 p
2
j/(2mjkBT )−is
∑N
j=1 pi
∏
k
dpk . (B.3)
• the argument of the exponential is reformulated in a quadratic form plus
a constant. This representation enables us to integrate the quadratic part
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which is a Gaussian:
F{Zkin}(s) =
∫
e−
∑N
j=1 p
2
j/(2mjkBT )−is
∑N
j=1 pj
∏
k
dpk
=
∫
e
−∑Nj=1
((
pj/
√
2mjkBT+
1
2 is
√
2mjkBT
)2
+ s
2
2 mjkBT
)∏
k
dpk
= (2pi)d(N−1)/2(kBT )dN/2
(∏
j
m
d/2
j
)
e−
s2
2 MtotalkBT . (B.4)
• Now by inverting the Fourier transform Zkin is calculated in real-space:
Zkin = (2pikBT )
d(N−1)/2
M
d/2
total
(∏
i
m
d/2
i
)
e−P
2
cm/(2kBTMtotal) . (B.5)
The same procedure is carried out for the integral in Eq. (B.1). First the Fourier
transform is applied, which leads to
F{f(pi|Pcm)}(s) = 1
C
∫
e(
∑N
j=1 pj)
2/(2MtotalkBT ) × e−Hkin/kBT × e−is
∑N
j=1 pj
∏
k 6=i
dpk ,
where C is the prefactor of the exponential in Zkin,
C =
(2pikBT )
d(N−1)/2
M
d/2
total
(∏
i
m
d/2
i
)
. (B.6)
Similar to Eq. (B.4), the argument of the above exponential is rewritten in
quadratic form and the integral is evaluated for all the particles expect the i-th
particle, as shown below.
F{f(pi|Pcm)}(s) = 1
C
∫
e−
∑N
j=1 p
2
j/(2mjkBT )+(
∑N
j=1 pj)
2/(2MtotalkBT )−is
∑N
j=1 pj
∏
k 6=i
dpk
=
1
C
× e−p2i /(2mikBT )−ispi ×
∫
e−
∑N
j 6=i p
2
j/(2mjkBT )−is
∑N
j 6=i pj
∏
k 6=i
dpk
=
1
C
× e−p2i /(2mikBT )−ispi
×
∫
e
−∑Nj 6=i
((
pj/
√
2mjkBT+
1
2 is
√
2mjkBT
)2
+ s
2
2 mjkBT
)∏
k 6=i
dpk
=
1
C
× e−p2i /(2mikBT )−ispi (B.7)
× (2pi)d(N−2)/2(kBT )d(N−1)/2
(∏
j 6=i
m
d/2
j
)
e−
s2
2 (Mtotal−mi)kBT .
The inverse Fourier transform of the above equation leads to Eq. (3.10).
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APPENDIX C
NOSE´-HOOVER HEAT ABSORPTION RATE
In this appendix, the details of derivation of the expression for the rate of heat
absorption of Nose´-Hoover heat, Eq. (5.10), are presented.
Starting from Eq. (5.9), rij is expressed as ri − rj and the force of the i-th
particle, fi is replaced by
∑
j 6=i fij , where fij represents the force exerted by
the j-th particle on the i-th particle.
∂E
∂t
= −1
2
∑
i6=j
(
∂ri
∂t
− ∂rj
∂t
)fij +
∑
i
(fi − ξvi) pi
mi
(C.1)
= −1
2
∑
i6=j
∂ri
∂t
fij +
1
2
∑
i6=j
∂rj
∂t
fij +
∑
i6=j
fij
pi
mi
−
∑
i
ξvi
pi
mi
(C.2)
= −1
2
∑
i6=j
∂ri
∂t
fij − 1
2
∑
i6=j
∂ri
∂t
fij +
∑
i6=j
fij
pi
mi
−
∑
i
ξvi
pi
mi
(C.3)
= −
∑
i
ξvi
pi
mi
. (C.4)
The summation indices of the second term are interchanged in the Eq. (C.3)
and in the subsequent line Newton’s third law is used, i.e. fji = −fij .
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