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Abstract
We study the problem of approximately simulating a t-step random walk on a graph where
the input edges come from a single-pass stream. The straightforward algorithm using reservoir
sampling needs O(nt) words of memory. We show that this space complexity is near-optimal for
directed graphs. For undirected graphs, we prove an Ω(n
√
t)-bit space lower bound, and give a
near-optimal algorithm using O(n
√
t) words of space with 2−Ω(
√
t) simulation error (defined as
the ℓ1-distance between the output distribution of the simulation algorithm and the distribution
of perfect random walks). We also discuss extending the algorithms to the turnstile model, where
both insertion and deletion of edges can appear in the input stream.
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1 Introduction
Graphs of massive size are used for modeling complex systems that emerge in many differ-
ent fields of study. Challenges arise when computing with massive graphs under memory
constraints. In recent years, graph streaming has become an important model for compu-
tation on massive graphs. Many space-efficient streaming algorithms have been designed
for solving classical graph problems, including connectivity [2], bipartiteness [2], minimum
spanning tree [2], matching [8, 12, 1], spectral sparsifiers [14, 13], etc. We will define the
streaming model in Section 1.1.
Random walks on graphs are stochastic processes that have many applications, such as
connectivity testing [17], clustering [18, 3, 4, 5], sampling [11] and approximate counting [10].
Since random walks are a powerful tool in algorithm design, it is interesting to study them
in the streaming setting. A natural problem is to find the space complexity of simulating
random walks in graph streams. Das Sarma et al. [7] gave a multi-pass streaming algorithm
that simulates a t-step random walk on a directed graph using O(
√
t) passes and only
O(n) space. By further extending this algorithm and combining with other ideas, they
obtained space-efficient algorithms for estimating PageRank on graph streams. However,
their techniques crucially rely on reading multiple passes of the input stream.
In this paper, we study the problem of simulating random walks in the one-pass streaming
model. We show space lower bounds for both directed and undirected versions of the problem,
and present algorithms that nearly match with the lower bounds. We summarize our results
in Section 1.3.
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1.1 One-pass streaming model
Let G = (V,E) be a graph with n vertices. In the insertion-only model, the input graph
G is defined by a stream of edges (e1, . . . , em) seen in arbitrary order, where each edge ei
is specified by its two endpoints ui, vi ∈ V . An algorithm must process the edges of G in
the order that they appear in the input stream. The edges can be directed or undirected,
depending on the problem setting. Sometimes we allow multiple edges in the graph, where
the multiplicity of an edge equals its number of occurrences in the input stream.
In the turnstile model, we allow both insertion and deletion of edges. The input is a
stream of updates ((e1,∆1), (e2,∆2), . . . ), where ei encodes an edge and ∆i ∈ {1,−1}. The
multiplicity of edge e is f(e) =
∑
ei=e
∆i. We assume f(e) ≥ 0 always holds for every edge
e.
1.2 Random walks
Let f(u, v) denote the multiplicity of edge (u, v). The degree of u is defined by d(u) =∑
v∈V f(u, v). A t-step random walk starting from a vertex s ∈ V is a random sequence of
vertices v0, v1, . . . , vt where v0 = s and vi is a vertex uniformly randomly chosen from the
vertices that vi−1 connects to, i.e., P[vi = v|vi−1 = u] = f(u, v)/d(u). Let RWs,t : V t+1 →
[0, 1] denote the distribution of t-step random walks starting from s, defined by1
RWs,t(v0, . . . , vt) = 1[v0 = s]
t−1∏
i=0
f(vi, vi+1)
d(vi)
. (1)
For two distributions P,Q, we denote by |P − Q|1 their ℓ1 distance. We say that a ran-
domized algorithm can simulate a t-step random walk starting from v0 within error ε, if the
distribution Pw of its output w ∈ V t+1 satisfies |Pw − RWv0,t|1 ≤ ε. We say the random
walk simulation is perfect if ε = 0.
We study the problem of simulating a t-step random walk within error ε in the streaming
model using small space. We assume the length t is specified at the beginning. Then the
algorithm reads the input stream. When a query with parameter v0 comes, the algorithm
should simulate and output a t-step random walk starting from vertex v0.
It is without loss of generality to assume that the input graph has no self-loops. If we
can simulate a random walk on the graph with self-loops removed, we can then turn it into
a random walk of the original graph by simply inserting self-loops after u with probability
dself(u)/d(u). The values dself(u), d(u) can be easily maintained by a streaming algorithm
using O(n) words.
The random walk is not well-defined when it starts from a vertex u with d(u) = 0. For
undirected graphs, this can only happen at the beginning of the random walk, and we simply
let our algorithm return Fail if d(v0) = 0. For directed graphs, one way to fix this is to
continue the random walk from v0, by adding an edge (u, v0) for every vertex u with d(u) = 0.
We will not deal with d(u) = 0 in the following discussion.
1.3 Our results
We will use log x = log2 x throughout this paper.
1 For a statement p, define 1[p] = 1 if p is true, and 1[p] = 0 if p is false.
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The following two theorems give space lower bounds on directed and undirected versions
of the problem. Note that the lower bounds hold even for simple graphs2.
◮ Theorem 1. For t ≤ n/2, simulating a t-step random walk on a simple directed graph in
the insertion-only model within error ε = 13 requires Ω(nt log(n/t)) bits of memory.
◮ Theorem 2. For t = O(n2), simulating a t-step random walk on a simple undirected graph
in the insertion-only model within error ε = 13 requires Ω(n
√
t) bits of memory.
Theorem 3 and Theorem 4 give near optimal space upper bounds for the problem in the
insertion-only streaming model.
◮ Theorem 3. We can simulate a t-step random walk on a directed graph in the insertion-
only model perfectly using O(nt) words3 of memory. For simple directed graphs, the memory
can be reduced to O(nt log(n/t)) bits, assuming t ≤ n/2.
◮ Theorem 4. We can simulate a t-step random walk on an undirected graph in the insertion-
only model within error ε using O
(
n
√
t · qlog q
)
words of memory, where q = 2+ log(1/ε)√
t
. In
particular, the algorithm uses O(n
√
t) words of memory when ε = 2−Θ(
√
t).
Our algorithms also extend to the turnstile model.
◮ Theorem 5. We can simulate a t-step random walk on a directed graph in the turnstile
model within error ε using O(n(t+ log 1ε ) log
2max{n, 1/ε}) bits of memory.
◮ Theorem 6. We can simulate a t-step random walk on an undirected graph in the turnstile
model within error ε using O(n(
√
t+ log 1ε ) log
2max{n, 1/ε}) bits of memory.
2 Directed graphs in the insertion-only model
The simplest algorithm uses O(n2) words of space (or only O(n2) bits, if we assume the
graph is simple) to store the adjacency matrix of the graph. When t≪ n, a better solution
is to use reservoir sampling.
◮ Lemma 7 (Reservoir sampling). Given a stream of n items as input, we can uniformly
sample m of them without replacement using O(m) words of memory.
We can also sample m items from the stream with replacement in O(m) words of memory
using m independent reservoir samplers each with capacity 1.
◮ Theorem 8. We can simulate a t-step random walk on a directed graph in the insertion-
only model perfectly using O(nt) words of memory.
Proof. For each vertex u ∈ V , we sample t edges eu,1, . . . , eu,t outgoing from u with replace-
ment. Then we perform a random walk using these edges. When u is visited for the i-th
time (i ≤ t), we go along edge eu,i. ◭
By treating an undirected edge as two opposite directed edges, we can achieve the same
space complexity in undirected graphs.
Now we show a space lower bound for the problem. We will use a standard result from
communication complexity.
2 A simple graph is a graph with no multiple edges.
3 A word has Θ(log max{n, m}) bits.
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◮ Definition 9. In the Index problem, Alice has an n-bit vector X ∈ {0, 1}n and Bob has
an index i ∈ [n]. Alice sends a message to Bob, and then Bob should output the bit Xi.
◮ Lemma 10 ([15]). For any constant 1/2 < c ≤ 1, solving the Index problem with success
probability c requires sending Ω(n) bits.
◮ Theorem 11. For t ≤ n/2, simulating a t-step random walk on a simple directed graph
in the insertion-only model within error ε = 13 requires Ω(nt log(n/t)) bits of memory.
Proof. We prove by showing a reduction from the Index problem. Before the protocol
starts, Alice and Bob agree on a family F of t-subsets of [n] 4 such that the condition
|S ∩ S′| < t/2 is satisfied for every S, S′ ∈ F , S 6= S′. For two independent uniform random
t-subsets S, S′ ⊆ [n], let p = P[|S ∩ S′| ≥ t/2] ≤ ( tt/2)( tn )t/2 < (4tn )t/2. By union bound over
all pairs of subsets, a randomly generated family F satisfies the condition with probability
at least 1 − (|F|2 )p, which is positive when |F| = ⌈
√
1/p⌉ ≥ ( n4t )t/4. So we can choose such
family F with log |F| = Ω(t log(n/t)).
Assume |F| is a power of two. Alice encodes n log |F| bits as follows. Let G be a directed
graph with vertex set {v0, v1, . . . , v2n}. For each vertex u ∈ {vn+1, vn+2, . . . , v2n}, Alice
chooses a set Su ∈ F , and inserts an edge (u, vi) for every i ∈ Su.
Suppose Bob wants to query Su. He adds an edge (v, u) for every v ∈ {v0, v1, v2, . . . , vn},
and then simulates a random walk starting from v0. The random walk visits u every two
steps, and it next visits vi for some random i ∈ Su. At least t/2 different elements from
Su can be seen in 2t samples with probability at least 1 −
(
t
t/2
)
(12 )
2t ≥ 1 − 2−t, so Su
can be uniquely determined by an O(t)-step random walk (simulated within error ε) with
probability 1 − 2−t − ε2 > 12 . By Lemma 10, the space usage for simulating the O(t)-step
random walk is at least Ω(n log |F|) = Ω(nt log(n/t)) bits. The theorem is proved by scaling
down n and t by a constant factor. ◭
For simple graphs, we can achieve an upper bound of O(nt log(n/t)) bits.
◮ Theorem 12. For t ≤ n/2, we can simulate a t-step random walk on a simple directed
graph in the insertion-only model perfectly using O(nt log(n/t)) bits of memory.
Proof. For every u ∈ V , we run a reservoir sampler with capacity t, which samples (at most)
t edges from u’s outgoing edges without replacement. After reading the entire input stream,
we begin simulating the random walk. When u is visited during the simulation, in the next
step we choose at random an outgoing edge used before with probability dused(u)/d(u), or an
unused edge from the reservoir sampler with probability 1−dused(u)/d(u), where dused(u) is
the number of edges in u’s sampler that are previously used in the simulation. We maintain
a t-bit vector to keep track of these used samples.
The number of different possible states of a sampler is at most
∑
0≤i≤t
(
n
i
) ≤ (t+1)( ent )t,
so it can be encoded using
⌈
log
(
(t + 1)( ent )
t
)⌉
= O(t log(n/t)) bits. The total space is
O(nt log(n/t)) bits. ◭
3 Undirected graphs in the insertion-only model
3.1 A space lower bound
◮ Theorem 13. For t = O(n2), simulating a t-step random walk on a simple undirected
graph in the insertion-only model within error ε = 13 requires Ω(n
√
t) bits of memory.
4 Define [n] = {1, 2, . . . , n}. A t-subset is a subset of size t.
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a
b
Aj Bj Aj+1
V0
...
· · ·
...
...
v0
Figure 1 Proof of Theorem 13
Proof. Again we show a reduction from the Index problem.
Alice encodes Ω(n
√
t) bits as follows. Let G be an undirected graph with vertex set
V0 ∪ V1 ∪ · · · ∪ Vn/√t, where each Vj has size 2
√
t, and the starting vertex v0 ∈ V0. For
each j ≥ 1, Vj is divided into two subsets Aj , Bj with size
√
t each, and Alice encodes
|Aj | × |Bj | = t bits by inserting a subset of edges from {(u, v) : u ∈ Aj , v ∈ Bj}. In total
she encodes t · n/√t = n√t bits.
Suppose Bob wants to query some bit, i.e., he wants to see whether a and b are connected
by an edge. Assume (a, b) ∈ Aj × Bj . He adds an edge (u, v) for every u ∈ Aj and every
v ∈ V0 (see Figure 1). A perfect random walk starting from v0 ∈ V0 will be inside the
bipartite subgraph (Aj , Bj ∪ V0). Suppose the current vertex of the perfect random walk is
vi ∈ Aj . If a, b are connected by an edge, then
P[(vi+2, vi+3) = (a, b) | vi]
≥ P[vi+1 ∈ V0 | vi]P[vi+2 = a | vi+1 ∈ V0]P[vi+3 = b | vi+2 = a]
≥ |V0||V0|+ |Bj | ·
1
|Aj | ·
1
|V0|+ |Bj |
≥ 2
9t
,
so in every four steps the edge (a, b) is passed with probability Ω(1t ). Then a O(t)-step
perfect random walk will pass the edge (a, b) with probability 0.9. Hence Bob can know
whether the edge (a, b) exists by looking at the random walk (simulated within error ε)
with success probability 0.9 − ε2 > 1/2. By Lemma 10, the space usage for simulating the
O(t)-step random walk is at least Ω(n
√
t) bits. The theorem is proved by scaling down n
and t by a constant factor. ◭
3.2 An algorithm for simple graphs
Now we describe our algorithm for undirected graphs in the insertion-only model. As a warm-
up, we consider simple graphs in this section. We will deal with multi-edges in Section 3.3.
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Intuition
We start by informally explaining the intuition of our algorithm for simple undirected graphs.
We maintain a subset of O(n
√
t) edges from the input graph, and use them to simulate
the random walk after reading the entire input stream.
For a vertex u with degree smaller than
√
t, we can afford to store all its neighboring
edges in memory. For u with degree greater than
√
t, we can only sample and store O(
√
t)
of its neighboring edges. During the simulation, at every step we first toss a coin to decide
whether the next vertex has small degree or large degree. In the latter case, we have to
pick a sampled neighboring edge and walk along it. If all sampled neighboring edges have
already been used, our algorithm fails. Using the large degree and the fact that edges are
undirected, we can show that the failure probability is low.
Description of the algorithm
We divide the vertices into two types according to their degrees: the set of big vertices
B = {u ∈ V : d(u) ≥ C + 1}, and the set of small vertices S = {u ∈ V : d(u) ≤ C}, where
parameter C is an positive integer to be determined later.
We use arc (u, v) to refer to an edge when we want to specify the direction u → v. So
an undirected edge (u, v) corresponds to two different5 arcs, arc (u, v) and arc (v, u).
We say an arc (u, v) is important if v ∈ S, or unimportant if v ∈ B. Denote the set of
important arcs by E1, and the set of unimportant arcs by E0. The total number of important
arcs equals
∑
s∈S d(s) ≤ |S|C, so it is possible to store E1 in O(nC) words of space.
The set E0 of unimportant arcs can be huge, so we only store a subset of E0. For every
vertex u, we sample with replacement C unimportant arcs outgoing from u, denoted by
au,1, . . . , au,C .
To maintain the set E1 of important arcs and the samples of unimportant arcs after
every edge insertion, we need to handle the events when some small vertex becomes big.
This procedure is straightforward, as described by ProcessInput in Figure 2. Since |E1|
never exceeds nC, and each of the n samplers uses O(C) words of space, the overall space
complexity is O(nC) words.
We begin simulating the random walk after ProcessInput finishes. When the current
vertex of the random walk is v, with probability d1(v)/d(v) the next step will be along
an important arc, where d1(v) denotes the number of important arcs outgoing from v. In
this case we simply choose a uniform random vertex from {u : (v, u) ∈ E1} as the next
vertex. However, if the next step is along an unimportant arc, we need to choose an unused
sample av,j and go along this arc. If at this time all C samples av,j are already used, then
our algorithm fails (and is allowed to return an arbitrary walk). The pseudocode of this
simulating procedure is given in Figure 3.
In a walk w = (v0, . . . , vt), we say vertex u fails if |{i : vi = u and (vi, vi+1) ∈ E0}| >
C. If no vertex fails in w, then our algorithm will successfully return w with probability
RWv0,t(w). Otherwise our algorithm will fail after some vertex runs out of the sampled
unimportant arcs. To ensure the output distribution is ε-close to RWv0,t in ℓ1 distance, it
suffices to make our algorithm fail with probability at most ε/2, by choosing a large enough
capacity C.
5 We have assumed no self-loops exist, so u 6= v.
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procedure InsertArc(u, v)
d(v)← d(v) + 1
if d(v) = C + 1 then ⊲ v changes from small to big
for x ∈ V such that (x, v) ∈ E1 do ⊲ arc (x, v) becomes unimportant
E1 ← E1\{(x, v)}
Feed arc (x, v) into x’s sampler
end for
end if
if d(v) ≤ C then ⊲ v ∈ S
E1 ← E1 ∪ {(u, v)}
else ⊲ v ∈ B
Feed arc (u, v) into u’s sampler
end if
end procedure
procedure ProcessInput
E1 ← ∅ ⊲ Set of important arcs
for u ∈ V do
d(u)← 0
Initialize u’s sampler (initially empty) which maintains au,1, . . . , au,C
end for
for undirected edge (u, v) in the input stream do
InsertArc(u, v)
InsertArc(v, u)
end for
end procedure
Figure 2 Pseudocode for processing the input stream (for simple undirected graphs)
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procedure SimulateRandomWalk(v0, t)
for v ∈ V do
c(v)← 0 ⊲ counter of used samples
end for
for i = 0, . . . , t− 1 do
N1 ← {u : (vi, u) ∈ E1}
x← uniformly random integer from {1, 2, . . . , d(vi)}
if x ≤ |N1| then
vi+1 ← uniformly random vertex from N1
else
j ← c(vi) + 1
c(vi)← j
if j > C then return Fail
else
vi+1 ← u, where (vi, u) = avi,j
end if
end if
end forreturn (v0, . . . , vt)
end procedure
Figure 3 Pseudocode for simulating a t-step random walk starting from v0
To bound the probability P[at least one vertex fails | v0 = s]6, we will bound the indi-
vidual failure probability of every vertex, and then use union bound.
◮ Lemma 14. Suppose for every u ∈ V , P[u fails | v0 = u] ≤ δ. Then for any starting
vertex s ∈ V , P[at least one vertex fails | v0 = s] ≤ tδ.
Proof. Fix a starting vertex s. For any particular u ∈ V ,
P[u fails | v0 = s]
= P[u fails, and ∃i ≤ t− 1, vi = u | v0 = s]
= P[∃i ≤ t− 1, vi = u | v0 = s]P[u fails | v0 = s, and ∃i ≤ t− 1, vi = u]
≤ P[∃i ≤ t− 1, vi = u | v0 = s]P[u fails | v0 = u]
≤ P[∃i ≤ t− 1, vi = u | v0 = s] · δ.
By union bound,
P[at least one vertex fails | v0 = s]
≤
∑
u∈V
P[u fails | v0 = s]
≤
∑
u∈V
P[∃i ≤ t− 1, vi = u | v0 = s] · δ
= E[number of distinct vertices visited in {v0, . . . , vt−1} | v0 = s] · δ
≤ tδ.
6 If not specified, assume the probability space is over all t-step random walks (v0, . . . , vt) starting from
v0.
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◭
◮ Lemma 15. We can choose integer parameter C = O
(√
t · qlog q
)
, where q = 2 + log(1/δ)√
t
,
so that P[u fails | v0 = u] ≤ δ holds for every u ∈ V .
Proof. Let d0(u) = |{v : (u, v) ∈ E0}|.
For any u ∈ V ,
P[u fails | v0 = u]
≤ P[u fails | v0 = u, (v0, v1) ∈ E0].
We rewrite this probability as the sum of probabilities of possible random walks in which
u fails. Recall that u fails if and only if |{i : vi = u, (vi, vi+1) ∈ E0}| ≥ C + 1. In
the summation over possible random walks, we only keep the shortest prefix (v0, . . . , vk) in
which u fails, i.e., the last step (vk−1, vk) is the (C+1)-st time walking along an unimportant
arc outgoing from u. We have
P[u fails | v0 = u, (v0, v1) ∈ E0]
=
∑
k≤t
∑
walk(v0,...,vk)
1
[
v0 = vk−1 = u, (v0, v1), (vk−1, vk) ∈ E0,
|{i : vi = u, (vi, vi+1) ∈ E0}| = C + 1
]
1
d0(u)
k−1∏
i=1
1
d(vi)
=
∑
k≤t
∑
walk(v0,...,vk−1)
1
[
v0 = vk−1 = u, (v0, v1) ∈ E0,
|{i : vi = u, (vi, vi+1) ∈ E0}| = C
] k−1∏
i=1
1
d(vi)
. (2)
Let v′i = vk−1−i. Since the graph is undirected, the vertex sequence (v
′
0, . . . , v
′
k−1) (the
reversal of walk (v0, . . . , vk−1)) is also a walk starting from and ending at u. So the summa-
tion (2) equals
∑
k≤t
∑
walk(v′
0
,...,v′
k−1
)
1
[
v′0 = v
′
k−1 = u, (v
′
k−1, v
′
k−2) ∈ E0,
|{i : v′i = u, (v′i, v′i−1) ∈ E0}| = C
] k−2∏
i=0
1
d(v′i)
= P
random walk (v′0, . . . , v
′
t−1)
[
|{i : v′i = u, (v′i, v′i−1) ∈ E0}| ≥ C
∣∣∣ v′0 = u
]
.
Recall that (v′i, v
′
i−1) ∈ E0 if and only if v′i−1 ∈ B. For any 1 ≤ i ≤ t − 1 and any fixed
prefix v′0, . . . , v
′
i−1,
P
[
v′i = u, (v
′
i, v
′
i−1) ∈ E0
∣∣ v′0, . . . , v′i−1]
≤ 1[v′i−1 ∈ B] ·
1
d(v′i−1)
<
1
C
. (3)
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Hence the probability that |{1 ≤ i ≤ t− 1 : v′i = u, (v′i, v′i−1) ∈ E0}| ≥ C is at most
(
t− 1
C
)(
1
C
)C
≤
(
e(t− 1)
C
)C (
1
C
)C
<
(
et
C2
)C
.
We set C =
⌈
4
√
t q/ log q
⌉
, where q = 2 + log(1/δ)/
√
t > 2. Notice that q/ log2 q > 1/4.
Then
C log
(
C2
et
)
≥ 4
√
tq
log q
log
(
16q2
e log2 q
)
>
4
√
tq
log q
log(4q/e) > 4
√
tq > log(1/δ),
so
(
et
C2
)C
< δ.
Hence we have made P[u fails | v0 = u] < δ by choosing C = O(
√
tq/ log q). ◭
◮ Theorem 16. We can simulate a t-step random walk on a simple undirected graph in
the insertion-only model within error ε using O
(
n
√
t · qlog q
)
words of memory, where q =
2 + log(1/ε)√
t
.
Proof. The theorem follows from Lemma 14 and Lemma 15 by setting δ = ε2t . ◭
3.3 On graphs with multiple edges
When the undirected graph contains multiple edges, condition (3) in the proof of Lemma 15
may not hold, so we need to slightly modify our algorithm.
We still maintain the multiset E1 of important arcs. Whether an arc is important will
be determined by our algorithm. (This is different from the previous algorithm, where im-
portant arcs were simply defined as (u, v) with d(v) ≤ C.) We will ensure that condition (3)
still holds, i.e., for any u ∈ V and any fixed prefix of the random walk v0, . . . , vi−1,
P
[
(vi, vi−1) /∈ E1, and vi = u
∣∣ v0, . . . , vi−1] < 1/C. (4)
Note that there can be both important arcs and unimportant arcs from u to v. Let
f(u, v) denote the number of undirected edges between u, v. Then there are f(u, v) arcs
(u, v). Suppose f1(u, v) of these arcs are important, and f0(u, v) = f(u, v)−f1(u, v) of them
are unimportant. Then we can rewrite condition (4) as
f0(u, vi−1)
d(vi−1)
< 1/C, (5)
for every u, vi−1 ∈ V .
Similarly as before, we need to store the multiset E1 using only O(nC) words of space.
And we need to sample with replacement C unimportant arcs au,1, . . . , au,C outgoing from
u, for every u ∈ V . Finally we use the procedure SimulateRandomWalk in Figure 3 to
simulate a random walk.
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procedure InsertArc(u, v)
d(v)← d(v) + 1
if u ∈ Lv then
Av(u)← Av(u) + 1
else
Insert u into Lv
Av(u)← 1
if |Lv| ≥ C + 1 then
for w ∈ Lv do
Feed arc (w, v) into w’s sampler
Av(w)← Av(w) − 1
if Av(w) = 0 then
Remove w from Lv
end if
end for
end if
end if
end procedure
procedure ProcessInput
for u ∈ V do
d(u)← 0
Initialize u’s sampler (initially empty) which maintains au,1, . . . , au,C
Initialize empty list Lu
end for
for undirected edge (u, v) in the input stream do
InsertArc(u, v)
InsertArc(v, u)
end for
E1 ←
⋃
v∈V
⋃
u∈Lv{Av(u) copies of arc (u, v)} ⊲ Multiset of important arcs
end procedure
Figure 4 Pseudocode for processing the input stream (for undirected graphs with possibly mul-
tiple edges)
The multiset E1 is determined as follows: For every vertex v ∈ V , we run Misra-Gries
algorithm [16] on the sequence of all v’s neighbors. We will obtain a list Lv of at most C
vertices, such that for every vertex u /∈ Lv, f(u,v)d(v) < 1C . Moreover, we will get a frequency
estimate Av(u) > 0 for every u ∈ Lv, such that 0 ≤ f(u, v) − Av(u) < d(v)C . Assuming
Av(u) = 0 for u /∈ Lv, we can satisfy condition (5) for all u ∈ V by setting f1(u, v) = Av(u).
Hence we have determined all the important arcs, and they can be stored in O(
∑
v |Lv|) =
O(nC) words. To sample from the unimportant arcs, we simply insert the arcs discarded
by Misra-Gries algorithm into the samplers. The pseudocode is given in Figure 4.
◮ Lemma 17. After ProcessInput (in Figure 4) finishes, |Lv| ≤ C. For every u ∈ Lv,
0 ≤ f(u, v)−Av(u) ≤ d(v)C+1 . For every u /∈ Lv, f(u, v) ≤ d(v)C+1 .
Proof. Every time the for loop in procedure InsertArc finishes, the newly added vertex
u must have been removed from Lv, so |Lv| ≤ C still holds. Let W = {w1, · · · , wC+1} be
the set of vertices in Lv before this for loop begins. Then for every u ∈ V , f(u, v)− Av(u)
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equals the number of times u is contained in W (assuming Av(u) = 0 for u /∈ Lv), which is
at most 1C+1
∑
W |W | ≤ d(v)C+1 . ◭
◮ Corollary 18. Procedure ProcessInput in Figure 4 computes the multiset E1 of import-
ant edges and stores it using O(nC) words. It also samples with replacement C unimportant
arcs au,1, . . . , au,C outgoing from u, for every u ∈ V . Moreover,
f0(u, v)
d(v)
<
1
C
holds for every u, v ∈ V .
Now we analyze the failure probability of SimulateRandomWalk (in Figure 3), similar
to Lemma 15.
◮ Lemma 19. We can choose integer parameter C = O
(√
t · qlog q
)
, where q = 2 + log(1/δ)√
t
,
so that P[u fails | v0 = u] ≤ δ holds for every u ∈ V .
Proof. Let d0(u) =
∑
v∈V f0(u, v). As before, we rewrite this probability as a sum over pos-
sible random walks. Here we distinguish between important and unimportant arcs. Denote
si = 1[step (vi−1, vi) is along an important arc]. Then for any u ∈ V ,
P[u fails | v0 = u]
≤ P[u fails | v0 = u, arc (v0, v1) is unimportant]
=
d(u)
d0(u)
∑
k≤t
∑
(v0,...,vk)
∑
s1,...,sk
1
[
v0 = vk−1 = u, s1 = sk = 0,
|{i : vi = u, si+1 = 0}| = C + 1
] k−1∏
i=0
fsi+1(vi, vi+1)
d(vi)
=
∑
k≤t
∑
(v0,...,vk−1)
∑
s1,...,sk−1
1
[
v0 = vk−1 = u, s1 = 0,
|{i : vi = u, si+1 = 0}| = C
] k−2∏
i=0
fsi+1(vi, vi+1)
d(vi)
.
Let v′i = vk−1−i, s
′
i = sk−i. Then this sum equals
∑
k≤t
∑
(v′
0
,...,v′
k−1
)
∑
s′
1
,...,s′
k−1
1
[
v′0 = v
′
k−1 = u, s
′
k−1 = 0,
|{i : s′i = 0, v′i = u}| = C
] k−1∏
i=1
fs′
i
(v′i, v
′
i−1)
d(v′i−1)
= P
random walk (v′0, . . . , v
′
t−1)
[
|{i : v′i = u, arc (v′i, v′i−1) is unimportant}| ≥ C
∣∣∣ v′0 = u
]
.
Notice that for any i and any fixed prefix v′0, . . . , v
′
i−1,
P
[
v′i = u, arc (v
′
i, v
′
i−1) is unimportant
∣∣∣ v′0, v′1, . . . , v′i−1
]
=
f0(u, v
′
i−1)
d(v′i−1)
<
1
C
by Corollary 18. The rest of the proof is the same as in Lemma 15. ◭
◮ Theorem 20. We can simulate a random walk on an undirected graph with possibly mul-
tiple edges in the insertion-only model within error ε using O
(
n
√
t · qlog q
)
words of memory,
where q = 2 + log(1/ε)√
t
.
Proof. The theorem follows from Lemma 14 and Lemma 19 by setting δ = ε2t . ◭
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4 Turnstile model
In this section we consider the turnstile model where both insertion and deletion of edges
can appear.
◮ Lemma 21 (ℓ1 sampler in the turnstile model, [9]). Let f ∈ Rn be a vector defined by a
stream of updates to its coordinates of the form fi ← fi +∆, where ∆ can either be positive
or negative. There is an algorithm which reads the stream and returns an index i ∈ [n] such
that for every j ∈ [n],
P[i = j] =
|fj|
‖f‖1 +O(n
−c), (6)
where c ≥ 1 is some arbitrary large constant. It is allowed to output Fail with probability
δ, and in this case it will not output any index. The space complexity of this algorithm is
O(log2 n log(1/δ)) bits.
◮ Remark. For ε≪ 1/n, the O(n−c) error term in (6) can be reduced to O(εc) by running
the ℓ1 sampler on f ∈ R⌈1/ε⌉, using O(log2(1/ε) log(1/δ)) bits of space.
We will use the ℓ1 sampler for sampling neighbors (with possibly multiple edges) in the
turnstile model. The error term O(n−c) (or O(εc)) in (6) can be ignored in the following
discussion, by choosing sufficiently large constant c and scaling down ε by a constant.
4.1 Directed graphs
◮ Theorem 22. We can simulate a t-step random walk on a directed graph in the turnstile
model within error ε using O(n(t+ log 1ε ) log
2max{n, 1/ε}) bits of memory.
Proof. For every u ∈ V , we run C′ = 2t+16 log(2t/ε) independent ℓ1 samplers each having
failure probability δ = 1/2. We use them to sample the outgoing edges of u (as in the
algorithm of Theorem 8). By Chernoff bound, the probability that less than t samplers
succeed is at most ε/(2t).
We say a vertex u fails if u has less than t successful samplers, and u ∈ {v0, v1, . . . , vt−1}
(where v0, v1, . . . , vt is the random walk). Then P[u fails] ≤ ε2tP[u ∈ {v0, . . . , vt−1}]. By
union bound, P[at least one vertex fails] ≤ ε2t
∑
u∈V P[u ∈ {v0, . . . , vt−1}] ≤ ε2 . Hence, with
probability 1− ε2 , every vertex u visited (except the last one) has at least t outgoing edges
sampled, so our simulation can succeed. The space usage isO(nC′ log2max{n, 1/ε} log(1/δ)) =
O(n(t+ log 1ε ) log
2max{n, 1/ε}) bits. ◭
4.2 Undirected graphs
We slightly modify the ProcessInput procedure of our previous algorithm in Section 3.3.
We will use the ℓ1 heavy hitter algorithm in the turnstile model.
◮ Lemma 23 (ℓ1 heavy hitter, [6]). Let f ∈ Rn be a vector defined by a stream of updates to
its coordinates of the form fi ← fi +∆, where ∆ can either be positive or negative. There
is a randomized algorithm which reads the stream and returns a subset L ⊆ [n] such that
i ∈ L for every |fi| ≥ ‖f‖1k , and i /∈ L for every |fi| ≤ ‖f‖12k . Moreover it returns a frequency
estimate f˜i for every i ∈ L, which satisfies 0 ≤ fi− f˜i ≤ ‖f‖12k . The failure probability of this
algorithm is O(n−c). The space complexity is O(k log2 n) bits.
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◮ Remark. For ε ≪ 1/n, the O(n−c) failure probability of this ℓ1 heavy hitter algorithm
can be reduced to O(εc) by running the algorithm on f ∈ R⌈1/ε⌉, using O(k log2(1/ε)) bits
of space. In the following discussion, this failure probability can be ignored by making the
constant c sufficiently large.
◮ Theorem 24. We can simulate a t-step random walk on an undirected graph in the turnstile
model within error ε using O(n(
√
t+ log 1ε ) log
2max{n, 1/ε}) bits of memory.
Proof. Similar to the previous insertion-only algorithm (in Figure 4), we perform two arc
updates ((u, v),∆), ((v, u),∆) when we read an edge update ((u, v),∆) from the stream.
For every u ∈ V , we run C′ = 2C + 16 log(2t/ε) independent ℓ1 samplers each having
failure probability δ = 1/2, where C is the same constant as in the proof of Lemma 19 and
Theorem 20. By Chernoff bound, the probability that less than C samplers succeed is at
most ε/(2t). For every arc update ((u, v),∆), we send update (v, ∆) to u’s ℓ1 sampler.
In addition, for every v ∈ V , we run ℓ1 heavy hitter algorithm with k = C. For every arc
update ((u, v),∆), we send update (u,∆) to v’s heavy hitter algorithm. In the end, we will
get a frequency estimate Av(u) for every u ∈ V , such that f(u, v)− d(v)C ≤ Av(u) ≤ f(u, v).
We then insert Av(u) copies of arc (u, v) into E1 (the multiset of important arcs), and send
update (v,−Av(u)) to u’s ℓ1 sampler. Then we use the ℓ1 samplers to sample unimportant
arcs for every u.
As before, we use the procedure SimulateRandomWalk (in Figure 3) to simulate the
random walk. The analysis of the failure probability of the ℓ1 samplers is the same as in The-
orem 22. The analysis of the failure probability of procedure SimulateRandomWalk is the
same as in Lemma 19. The space usage of the algorithm is O(nC′ log2max{n, 1/ε} log δ) =
O(n(
√
t+ log 1ε ) log
2max{n, 1/ε}) bits. ◭
5 Conclusion
We end our paper by discussing some related questions for future research.
The output distribution of our insertion-only algorithm for undirected graphs is ε-close
to the random walk distribution. What if the output is required to be perfectly random,
i.e., ε = 0?
For insertion-only simple undirected graphs, we proved an Ω(n
√
t)-bit space lower bound.
Our algorithm uses O(n
√
t logn) bits (for not too small ε). Can we close the gap between
the lower bound and the upper bound, as in the case of directed graphs?
In the undirected version, suppose the starting vertex v0 is drawn from a distribution
(for example, the stationary distribution of the graph) rather than being specified. Is it
possible to obtain a better algorithm in this new setting? Notice that our proof of the
Ω(n
√
t) lower bound does not work here, since it requires v0 to be specified.
We required the algorithm to output all vertices on the random walk. If only the last
vertex is required, can we get a better algorithm or prove non-trivial lower bounds?
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