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RÉSUMÉ
Cette thèse, composée de quatre articles scientifiques, porte sur les méthodes numé-
riques atomistiques et leur application à des systèmes semi-conducteurs nanostructurés.
Nous introduisons les méthodes accélérées conçues pour traiter les événements ac-
tivés, faisant un survol des développements du domaine. Suit notre premier article,
qui traite en détail de la technique d’activation-relaxation cinétique (ART-cinétique),
un algorithme Monte Carlo cinétique hors-réseau autodidacte basé sur la technique de
l’activation-relaxation nouveau (ARTn), dont le développement ouvre la voie au trai-
tement exact des interactions élastiques tout en permettant la simulation de matériaux
sur des plages de temps pouvant atteindre la seconde. Ce développement algorithmique,
combiné à des données expérimentales récentes, ouvre la voie au second article. On y ex-
plique le relâchement de chaleur par le silicium cristallin suite à son implantation ionique
avec des ions de Si à 3 keV. Grâce à nos simulations par ART-cinétique et l’analyse de
données obtenues par nanocalorimétrie, nous montrons que la relaxation est décrite par
un nouveau modèle en deux temps: "réinitialiser et relaxer" ("Replenish-and-Relax").
Ce modèle, assez général, peut potentiellement expliquer la relaxation dans d’autres ma-
tériaux désordonnés. Par la suite, nous poussons l’analyse plus loin. Le troisième article
offre une analyse poussée des mécanismes atomistiques responsables de la relaxation
lors du recuit. Nous montrons que les interactions élastiques entre des défauts ponc-
tuels et des petits complexes de défauts contrôlent la relaxation, en net contraste avec la
littérature qui postule que des "poches amorphes" jouent ce rôle.
Nous étudions aussi certains sous-aspects de la croissance de boîtes quantiques de
Ge sur Si (001). En effet, après une courte mise en contexte et une introduction mé-
thodologique supplémentaire, le quatrième article décrit la structure de la couche de
mouillage lors du dépôt de Ge sur Si (001) à l’aide d’une implémentation QM/MM du
code BigDFT-ART. Nous caractérisons la structure de la reconstruction 2xN de la surface
et abaissons le seuil de la température nécessaire pour la diffusion du Ge en sous-couche
prédit théoriquement par plus de 100 K.
Mots clés: Simulation, silicium, germanium, relaxation structurelle, défauts.
ABSTRACT
This thesis consists of four scientific articles concerning atomistic numerical meth-
ods and their use to simulate semi-conducting systems where nanometer-scale structures
play a crucial role.
We introduce accelerated methods designed to study systems driven by activated
events. Afterwards, our first article presents, in depth, the kinetic Activation-Relaxation
Technique (kART), an off-lattice, self-learning kinetic Monte Carlo algorithm based on
the Activation-Relaxation Technique nouveau (ARTn). This method permits the exact
treatment of elastic effects in materials over time-scales reaching one second.
This algorithmic development, combined to recent empirical data, forms the basis of
our second article. We explain the origin of heat release by self-implanted crystalline
silicon in nanocalorimetry experiments after 3 keV ion bombardment, with the help of
kART simulations. We show that the structural relaxation is described by a two-step
"Replenish-and-Relax" model. This model is quite general and can potentially explain
relaxation in other disordered materials. In the next chapter, i.e. the third article, we
push the analysis further and give a complete atomistic description of the mechanisms
responsible for structural relaxation during the anneal. We show that punctual defects
and small defects complexes control the relaxation, in net contrast with the literature that
identify "amorphous pockets" as the drivers of relaxation.
Finally, we study some aspects related to the growth of Ge quantum dots on Si (001).
After short chapters explaining the scientific context of this work and methodological
details, our fourth article concerns the wetting layer formed by Ge deposition on Si
(001), using a QM/MM implementation of the bigDFT-ART code. We characterize the
2xN surface reconstruction atomistic structure and decrease the minimum temperature
at which deep Ge intermixing is predicted by ab initio calculations by more than 100 K.
Keywords: Simulation, silicon, germanium, structural relaxation, defects.
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CHAPITRE 1
INTRODUCTION
Le contrôle fin de la structure des matériaux à l’échelle du nanomètre, sans contredit
l’un des grands défis technologiques et scientifiques du siècle, dépend de notre compré-
hension des mécanismes atomistiques sous-jacents. Un large éventail de méthodes expé-
rimentales et théoriques sont utilisées à cette fin. Les études par simulations numériques,
de plus en plus communes, permettent de tester des hypothèses de façon systématique
et flexible, tout en obtenant une description détaillée de l’état d’un système, souvent
inaccessible par d’autres méthodes.
Idéalement, on voudrait pouvoir prédire l’ensemble des propriétés structurelles et
électroniques d’un matériau arbitraire, soumis à toutes sortes de perturbations exté-
rieures, de même que leur évolution temporelle, et ce, pour n’importe quelle température.
Ceci permettrait de concevoir des matériaux plus performants, avec des applications évi-
dentes dans presque toutes les sphères d’activité. Pensons à des ciments plus robustes,
légers et durables. Ou à des dispositifs photovoltaïques plus efficace, robustes et bon
marché. Malheureusement, dans son état actuel, malgré les progrès immenses accomplis
lors des dernières décennies, notamment suite à l’arrivée des machines de calcul élec-
troniques et du développement de la mécanique quantique appliquée aux matériaux, la
science est bien loin du compte.
C’est dans ce contexte que s’inscrit cette thèse. À la base, nos travaux sont liés au
problème du vieillissement des matériaux et à la façon dont ils réagissent lorsque soumis
à des contraintes, à l’échelle atomistique. De façon à garder la complexité du problème
sous contrôle, nous avons choisi de simuler l’évolution de systèmes modèles, en ce sens
qu’ils présentent plusieurs caractéristiques de matériaux plus complexes, mais de façon
épurée. Il s’agit du silicium cristallin post-implantation ionique et de la formation de
boîtes quantiques de germanium sur silicium.
Dans le cas du silicium implanté, il s’agit d’un matériau endommagé de façon com-
plexe et désordonnée, mais limité à une seule espèce atomique et composé en majorité
2d’atomes bien ordonnés, que la science des matériaux explique bien. C’est un candidat
de choix pour étudier le vieillissement des défauts et aussi pour comprendre comment les
phases désordonnées (e.g. verres et amorphes) apparaissent. De plus, l’implantation io-
nique est la méthode la plus utilisée par l’industrie microélectronique pour introduire des
dopants dans les semi-conducteurs, ce qui confère une portée technologique significative
au projet de recherche.
La formation des boîtes quantiques de Ge sur Si est l’un des exemples les plus épu-
rés d’auto-assemblage de nanostructures, avec des applications allant de l’informatique
quantiques à la fabrication de nouveaux lasers. La compréhension de la cinétique des
processus menant à cet assemblage est incomplète et limite les avancées technologiques
qui pourraient en découler.
Cette thèse est donc consacrée au développement de méthodes numériques destinées
à donner des solutions à ces problèmes, de même qu’à leur application pour l’étude de
nano-structures. Plus spécifiquement, nous étudierons la relaxation du silicium cristallin
suite à une implantation ionique à 3 keV et caractériserons la formation de la couche de
mouillage suite au dépôt de Ge sur une surface de Si (001). Il s’agit, pour l’essentiel, de
méthodes Monte Carlo basées sur la technique d’activation-relaxation nouveau (ARTn).
Dans un premier temps, nous présenterons au lecteur un survol des méthodes numé-
riques atomistiques capables de simuler efficacement des événements activés. Dans un
second temps, nous introduirons le premier des quatre articles scientifiques exposant les
principales contribution scientifique de l’auteur. Il porte sur la technique d’activation-
relaxation cinétique (ART-cinétique). Dans un troisième temps, deux articles au sujet du
recuit du silicium post-implantation à l’aide d’ART-cinétique seront présenté. Dans un
quatrième temps, nous présenterons deux courts chapitres mettant en contexte le dernier
article, où sont analysées des données caractérisant la couche de mouillage suite au dépôt
de Ge sur Si (001), générées notamment par une variante ab initio d’ARTn, combinée à
l’algorithme de Metropolis.
CHAPITRE 2
CARACTÉRISATION NUMÉRIQUE D’ÉVÉNEMENTS RARES
La simulation numérique de matériaux donne accès à plusieurs informations qui se-
raient inaccessibles si on se limitait à l’utilisation de données expérimentales. Plus préci-
sément, les simulations atomistiques nous indiquent la position (et autres quantités d’in-
térêt, telles l’énergie potentielle, l’énergie libre ou les forces inter-atomiques) précise de
chaque atome dans une système soumis à des contraintes données, qu’on peut faire va-
rier, ou faire évoluer, dans le temps. Il s’agit d’abord de déterminer un jeu d’interactions
inter-atomiques, qui peuvent être dérivées empiriquement, semi-empiriquement ou par
des calculs quantiques ab-initio. Par la suite, on fait évoluer un système d’intérêt sous
la contrainte de ce jeu d’interaction, appliquant une méthode d’échantillonnage de l’es-
pace des configurations qui décrit adéquatement les processus atomistique contrôlant la
physique du matériau à l’étude.
Dans notre cas particulier, nous voulons étudier des processus se déroulant sur de
longues échelles de temps comparées aux temps caractéristiques de vibration du ma-
tériau. Dans le cas d’une dynamique moléculaire (DM) traditionnelle [2, 158], le pas
d’intégration temporel doit être de l’ordre d’une fraction du temps de vibration du maté-
riau. Le temps choisi sera typiquement de l’ordre de la femtoseconde, alors que plusieurs
des processus qui nous intéressent peuvent se dérouler sur plusieurs millisecondes, ou
davantage. Il s’agirait donc de procéder au calcul de plusieurs milliers de milliards de
pas d’intégration, nécessitant chacun un calcul des forces inter-atomiques. C’est, présen-
tement, nettement hors de la portée de nos machines de calcul.
Heureusement, on peut traiter les processus menant d’un point à l’autre dans l’espace
des configurations comme des transitions entre des bassins d’énergie libre correspondant
à des minimas locaux reliés par des points de selle. À condition que le système soit en
équilibre local (autrement dit, que les taux de transitions pour sortir d’un bassin soient
indépendant du chemin pris pour y rentrer), et qu’il suive une cinétique classique, on
pourra le décrire par la théorie de l’état de transition [60]. Il s’agit donc de bien ca-
4ractériser le bassin dans le paysage d’énergie libre autour d’un minimum et de trouver
les états de transition menant aux bassins voisins pour être en mesure d’expliquer ces
processus physiques. C’est en ce sens que l’on parle de méthodes accélérées, puisque
l’on fait évoluer le système par de simples transitions d’un bassin à un autre, plutôt que
d’échantillonner toutes les vibrations du système dans l’attente d’une transition, événe-
ment d’autant plus rares que la hauteur du point de selle sera élevée. Autrement dit, plus
la hauteur caractéristique des barrières d’énergie libre séparant les bassin sera élevée,
plus l’accélération possible par une méthode inspirée par la théorie de l’état de transition
sera grande.
Dans la section qui suit, nous décrirons brièvement un certain nombre de ces mé-
thodes accélérées. Par la suite, nous décrirons en détail la méthode que nous avons adop-
tée et développée, la technique d’activation-relaxation nouveau (ARTn).
2.1 Survol des méthodes accélérées pour la simulation atomistique de matériaux
Un effort considérable a été investi pour développer des méthodes efficaces pour
traiter les événements rares. On les classe généralement en deux catégories: les méthodes
basées sur la dynamique moléculaire et les méthodes d’exploration directe de l’énergie
potentielle.
2.1.1 Dynamique moléculaire accélérée
Les méthodes basées sur la dynamique moléculaire ont l’avantage de donner de l’in-
formation simultanément au sujet du paysage énergétique, de la cinétique et de la ther-
modynamique du système. Par contre, le chercheur doit généralement fournir à l’algo-
rithme de simulation une description de ce qu’il considère être une transition, ce qui com-
plique la tâche, surtout si on explore un système où les transitions sont contre-intuitives.
On peut trouver de bons résumés de ces méthodes par Perez et al. [148] ou Voter et al.
[199].
52.1.1.1 Dynamique moléculaire avec répliques parallèles
La DM par répliques parallèles [195] est probablement la façon la plus directe pour
accélérer une DM. Cette méthode, développée par Voter, tire profit de l’absence de cor-
rélation, à moyen terme, entre la chemin de diffusion entre deux bassins et la trajec-
toire passée du système. Ainsi, on peut considérer que le système va tenter plusieurs
trajectoires indépendantes pour se rendre au point de selle. Au lieu de simuler ces trajec-
toires indépendantes les unes à la suite des autres, comme dans une DM traditionnelle,
nous pouvons les simuler simultanément sur des processeurs travaillant en parallèle. Un
schéma de la procédure est exposé à la figure 2.1.1.1.
Dans une DM traditionnelle, la distribution des probabilités du temps d’attente pour
se rendre au point de selle est
p(t) = ktotexp( ktott), (2.1)
où t est le temps, ktot est le taux de réaction pour trouver un chemin de sortie du bas-
sin, en sommant sur tous ses points de selle. En lançant M trajectoires indépendantes
simultanément, en supposant que chaque simulation avance dans le temps au même
rythme, cette distribution devient, sur le premier processeur,
psuper(t1) =Mktotexp( Mktott1). (2.2)
Ainsi, à un moment donné, tant qu’aucune simulation indépendante n’ait franchi le
point de selle, le temps total de simulation est la somme du temps de simulation sur tous
les processeurs:
tsomme =Mt1. (2.3)
Puisque (1/M)p(t/M)dt = p(t)dt, et combinant les équations 2.2 et 2.3, on sait que
la distribution du temps d’attente total sera
psuper(tsomme) = ktotexp( ktottsomme). (2.4)
6simple change of variable, p(t) can be written as:
pðtÞdt ¼Mke$Mktdt (2)
¼ ke$ktsumdtsum (3)
¼ pðtsumÞdtsum (4)
implying that the probability to leave the state per unit MD time is the same
whether the simulation is run on one or M processors. While this derivation
applies for processors of equal speed, the same conclusion can be shown to be
valid if a heterogeneous set of processors is instead used; see ref. 5.
Figure 1 shows a schematic of the algorithm. Starting with a system in a
particular state, it is replicated on each of theM processors. Each replica is evolved
forward with independent thermostats for a time Dtdeph % tcorr to eliminate
correlations between replicas, a stage referred to as dephasing. After dephasing,
each processor carries out an independent constant-temperature MD trajectory,
together exploring phase space within the particular basin M times faster than a
single trajectory would. Once a transition is detected on any processor, all
processors are stopped. The simulation clock is then advanced by tsum, the
accumulated trajectory time summed over all replicas until the transition occurred.
The parallel-replica method also correctly accounts for correlated dynamical
events (there is no requirement that the system obeys TST), unlike the other AMD
methods. This is accomplished by allowing the trajectory that made the transition
to continue for a further amount of time Dtcorr % tcorr, during which recrossings
or follow-on events may occur. The simulation clock is then advanced by Dtcorr,
the new state is replicated on all processors, and the whole process is repeated.
The computational efficiency of the method is limited by both the dephasing
stage, which does not advance the system clock, and the correlated-event stage,
A B C D A
Figure 1 Schematic illustration of the parallel-replica method. The four steps, described in
the text, are (A) replication of the system into M copies, (B) dephasing of the replicas, (C)
propagation of independent trajectories until a transition is detected in any of the replicas,
and (D) brief continuation of the transitioning trajectory to allow for correlated events such
as recrossings or follow-on transitions to other states. The resulting configuration is then
replicated, beginning the process again. Reprinted, with permission, from ref. 6. Copyright
2002 by Annual Reviews. www.annualreviews.org
82 Danny Perez et al.
Figure 2.1 – Représentation schématique de la DM avec répliques parallèles. À l’étape
A, o crée plusieurs répliques de la configurati n. L’étape B onsiste à décorréler les
répliques. On propage toutes les trajectoires à l’étape C. À l’étape D, une des réplique
effectue une transition. On arrête toutes les autres et on continue pendant peu de temps
la simulation de cette réplique pour s’assurer que les événements corrélés sont pris en
compte. On retourne alors à l’étape A, la création de répliques à partir de ce nouvel état.
Tiré de [148].
Ainsi, sous ces conditions, simuler M trajectoires indépendantes est exactement équi-
valent à simuler une seule trajectoire indépendante pendant M fois plus longtemps. Il
s’agit donc de choisir un critère pour déterminer quand une des trajectoires a quitté
le bassin, d’arrêter toutes les trajectoires, d’avancer l’horloge proportionnellement au
nombre de trajectoires simulées, et de relancer des trajectoires indépendantes en partant
du nouveau bassin.
Cette méthode a deux problèmes principaux. Premièrement, un critère pour déter-
miner qu’une trajectoire a quitté un bassin peut être difficile à choisir et peut changer
d’un bassin à l’autre. Deuxièmement, cette méthode est limitée par la mémoire (le temps
de corrélation) du système. Typiquement, on est limité à lancer au plus une dizaine de
trajectoires, limitant d’autant l’accélération.
2.1.1.2 Dynamique moléculaire avec potentiel biaisé
Une autre façon d’accélérer une DM consiste à biaiser le potentiel d’interaction inter-
atomique dans le but de réduire la barrière que le système doit franchir pour sortir d’un
bassin, puis de corriger le temps de sortie pour tenir compte de ce biais. L’approche,
également développée par Voter, est schématisée à la figure 2.1.1.2. Plusieurs variations
7de cette méthode ont été développées, e.g., l’hyperdynamique [196], la DM "bond-boost"
[124] et une méthode hybride DM stochastique avec échange adiabatique [185, 186].
Plus formellement, il s’agit de rajouter à l’énergie potentielle V (x) un biais non-
négatif DVb(x) nul aux frontières du bassin. Ainsi, le système n’a pas à franchir une
barrière aussi grande, mais on peut montrer que ceci préserve le ratio, entre les diverses
transitions menant hors du bassin, des taux de sortie [197]. Quant à la valeur de ce
taux, on sait qu’en théorie de l’état de transition (TET), il s’agit d’une moyenne dans
l’ensemble canonique du flux passant à la frontière du bassin, disons le bassin A:
kTETA) =< |vA|dA(x)>A, (2.5)
où |vA| est la norme de la vitesse des atomes perpendiculaire à l’hypersurface sé-
parant des bassins et dA(x) est un delta de Dirac non-nul seulement aux frontières du
bassin. Si l’on biaise le potentiel par DVb(x), on trouve[197], en moyennant plutôt sur le
bassin biaisé:
kTETA) =
< |vA|dA(x)ebDVb(x) >Ab
< ebDVb(x) >Ab
. (2.6)
Comme indiqué précédemment, la valeur du delta de Dirac est nulle si l’on se trouve
ailleurs qu’à la frontière et la valeur du biais à la frontière est nul. Donc l’équation se
réduit à:
kTETA) =
< |vA|dA(x)>Ab
< ebDVb(x) >Ab
. (2.7)
En généralisant ce résultat à plusieurs dimensions et sur plusieurs états de sortie, on
voit, comme indiqué précédemment, que les ratios des taux de sortie sont préservés:
kTETAb)B
kTETAb)C
=
kTETA)B
kTETA)C
, (2.8)
et que chaque pas de temps de la DM doit être accéléré par un facteur ebDVb(x(t)).
Dans les faits, il peut être assez difficile de trouver une bonne fonction pour biaiser
le potentiel. La méthode du "bond-boost" [124], développée par Miron et Fichthorn, est
8where b ¼ 1=kBT and kB is the Boltzmann constant. If we impose the condition that
the bias potential vanish at the separatrix, the last equation can be rewritten as
kTSTA! ¼
hjuAjdðrÞiAb
hebDVbðrÞiAb
(8)
This result is very appealing since the relative rates of escapes from A to other
states are invariant under the addition of the bias potential, i.e.,
kTSTAb!B
kTSTAb!C
¼ k
TST
A!B
kTSTA!C
(9)
Thus, the state-to-state dynamics on the biased potential is equivalent to that
on the original potential as long as the time is renormalized to account for the
uniform relative increase of all the rates introduced by the biased potential. This
renormalization is in practice obtained by multiplying the MD timestep DtMD by
the inverse Boltzmann factor for the bias potential, so that n MD timesteps on the
biased potential are equivalent to an elapsed time of
thyper ¼
Xn
j¼1
DtMDeDVðrðtjÞÞ=kBT (10)
on the original potential. This renormalization can be shown to be exact in the
long-time limit. The overall computational speedup for hyperdynamics is simply
B
A
C
Figure 2 Schematic illustration of the hyperdynamics method. A bias potential ðDVðrÞÞ is
added to the original potential (V(r), solid line). Provided that DVðrÞ meets certain conditions,
primarily that it be zero at the dividing surfaces between states, a trajectory on the biased
potential surface ðVðrÞ þ DVðrÞ; dashed lineÞ escapes more rapidly from each state without
corrupting the relative escape probabilities. The accelerated time is estimated as the
simulation proceeds.
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Figure 2.2 – Représentation schématique de l’hyperdynamique. Un biais DVb(x), nul aux
frontières des états, en pointillé, est ajouté au potenti l V (x) en trait plein. Tiré de [148].
une solution à ce problème qui a connu un assez grand succès. Il s’agit de modifier les
interactions inter-atomiques à deux corps de certains atomes pour les rendre davantage
répulsives ou attractives, à conditions que l’énergie potentielle du système soit sous un
seuil choisi pour que la condition de biais nul au point de selle soit préservée. Les atomes
choisis et la force (et la nature répulsives ou attractives du biais) dépend du type de
transition attendue. Il faut donc une certaine intuition de la part de l’utilisateur quant aux
transitions possibles.
Une variante intéressante, développée par Perez et Voter [148], paramétrise le "bond-
boost" en fonction des données accumulée par une DM, dont le potentiel sera modifié à la
volée. Il s’agit donc d’une méthode autodidacte. Par contre, il semblerait que la méthode
soit souvent assez conservatrice, passant un temps important à simuler le système sans
accélération, dépendant de la complexité et de la ressemblance du paysage énergétique
local d’un état à l’autre.
Enfin, nous abordons une méthode hybride déterministe et stochastique introduite
par Tiwary et van de Walle [185, 186]. C tte méthode fait évoluer le système par dyna-
mique moléculaire quand l’énergie potentielle est au-dessus d’un seuil,V0, et lance deux
9simulations Monte Carlo quand l’énergie potentielle tombe sous ce seuil ; autrement dit,
quand le système tombe dans un puits de potentiel. Appelons ces simulations a et b.
La simulation a accepte toutes les positions à l’intérieur du puits de potentiel, jusqu’à
ce qu’à ce que le système soit thermalisé, i.e. qu’il ait oublié la trajectoire d’arrivée dans
le puits, et la dernière position tirée proche de la limite du puis (donc avec un V (x) près
de V0 servira de point de départ pour la prochaine DM. Le coût de cette simulation est
assez léger.
La simulation b est plus lourde. Il s’agit de déterminer le temps de résidence dans le
puis. Bien qu’il soit formellement possible de faire un simple MC Métropolis [122], une
telle simulation serait presqu’aussi longue que de simuler uneMD classique. Le potentiel
sera donc biaisé de façon à davantage échantillonner les abords du puis. Récemment, ces
mêmes auteurs ont introduit une façon novatrice de biaiser le potentiel, sous la forme
d’un échange adiabatique entre le véritable potentiel V (x) et un potentiel plat V0[185].
Par contre, les auteurs ne sont pas clairs quant au coût total de l’échantillonnage du
bassin lors de cet échange adiabatique. Il n’est pas clair non plus que cette méthode
réagisse bien lorsque le système est piégé par une poignée d’états reliés par des barrières
importantes et étroites, dont le dépiégeage exige que l’on franchisse des barrières encore
plus élevées.
2.1.1.3 Dynamique moléculaire assistée par température
Cette méthode, développée par Sorensen et Voter [177], découle de l’intuition que
les événements activés se font plus fréquents à haute température, mais que les ratios
des taux de sortie peuvent varier. Il faut donc corriger cet effet. Pour ce faire, on fait
non seulement usage de la théorie de l’état de transition, mais aussi de l’approximation
harmonique. Cette approximation supplémentaire n’est généralement pas nécessaire en
DM. Cette méthode est donc moins robuste que les autres méthodes basées sur la DM.
Néanmoins, cette approximation tient généralement bien la route dans des solides.
D’abord, on explore le bassin avec une DM à haute température. Lorsque l’on dé-
tecte une transition, on identifie le point de selle franchi, puis on retourne dans le bassin
d’origine dans le but de trouver les autres transitions. Il faut alors transformer le temps
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de sortie à haute température en temps à basse température. La dérivation de cette trans-
formation dépend d’abord de la distribution du temps de passage, qu’on suppose être de
premier ordre, tel que présenté à l’équation 2.1. Si l’on fait l’approximation harmonique,
on établit que
ki = nie bEa,i , (2.9)
où Ea,i est l’énergie potentielle d’activation et ni est un pré-facteur indépendant de
la température. En substituant x= kt dans l’équation 2.1, on voit que, pour un processus
i, ki,basseti,basse= ki,hauteti,haute, où "haute" et "basse" font référence à la température
du système. En combinant avec l’équation 2.9, on obtient le temps d’attente à basse
température:
ti,basse = ti,hauteeEa,i(bbasse bhaute). (2.10)
Un lecteur attentif aura remarqué que l’on a escamoté les détails de l’identification
des points de selle après qu’une transition soit observée. Puisque l’on cherche l’énergie
potentielle, on doit utiliser une méthode à température nulle. Typiquement, on utilise la
bande élastique biaisée ("nudged elastic band"), que l’on décrit dans la section suivante,
bien que d’autre méthodes, telle ART (également décrite dans les sections subséquentes)
peuvent être utilisées.
2.1.2 Méthodes basées sur l’énergie potentielle
Jusqu’à présent, nous avons présenté des méthodes basées sur l’énergie libre (excepté
la dynamique assistée par température) et des simulations qui prennent implicitement en
compte l’ensemble des facteurs influençant les taux de transitions, du moins dans le cas
où s’applique la théorie de l’état de transition (i.e. dans le cas où les processus corrélés
ont une influence négligeable sur les taux de transitions).
Il est aussi possible de travailler directement avec l’énergie potentielle. Autrement
dit, il s’agit de caractériser le système à température nulle. Dans ce cas, on devra pro-
céder à une correction pour prédire la cinétique (et la thermodynamique) à température
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finie. Nous avons déjà introduit l’approximation harmonique à l’équation 2.9. Il s’agit
de rajouter à l’énergie potentielle les contributions entropiques des modes de vibrations
harmoniques du système. On obtient donc une idée approximative du paysage d’éner-
gie libre. On peut aussi faire une approximation supplémentaire en supposant que les
contribution de ces modes de vibrations seront identiques pour tous les événements. Le
préfacteur de l’équation 2.9 sera donc une constante. Il existe d’autre façons de procéder
à cette correction. On peut évaluer directement la fonction de partition en chaque point
le long d’un chemin menant du minimum du puits de potentiel au point de selle, par
intégration thermodynamique. Il s’agit cependant d’un sujet assez spécialisé. Pour l’ins-
tant, jetons plutôt un coup d’oeil aux principales méthodes développées pour explorer le
paysage d’énergie potentielle associé à une transition.
On peut les séparer en deux principales catégories. D’abord les méthodes où les
deux états métastables doivent être prédéterminés, puis les méthodes où l’un des états
métastables est libre (i.e. inconnu avant de commencer l’exploration). Dans cette pre-
mière catégorie, on trouve, entre autres, plusieurs variantes de la bande élastique biaisée
("nudged elastic band") [67, 172] et de la méthode de la ficelle [204]. Dans la seconde
catégorie, on retrouve, notamment, la méthode du dimère [66], la technique d’activation-
relaxation (ART) [14], la technique d’activation-relaxation nouveau (ARTn) [103, 105],
la méthode des vecteurs propres [41], la méthode des sauts inter-minima [62] et la mé-
thode de la cartographie globale des réactions [139].
2.1.2.1 Bande élastique biaisée
Cette technique est couramment utilisée par la communauté scientifique. Elle est
relativement facile à implémenter et utiliser. On la retrouve maintenant au sein de plu-
sieurs codes de calcul de structure électronique, ce qui explique sa relativement grande
popularité. Plusieurs variantes et améliorations ont été apportées à cette méthode. Nous
décrirons ici ses fondements.
Son objectif est de trouver le chemin d’énergie minimale qui relie deux états mé-
tastables, qui passera nécessairement par le point de selle. Ce chemin a comme parti-
cularité que chaque point qui le compose est un minimum d’énergie local dans toutes
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les dimensions perpendiculaires au chemin. L’idée est de créer plusieurs répliques du
système qui seront situées près de ce chemin, que l’on fera relaxer (par minimisation
de l’énergie potentielle) jusqu’au chemin. Chaque réplique (donc, chaque configuration)
sera reliée à la suivante par une force de rappel, afin que la minimisation se fasse plutôt
perpendiculairement au trajet d’énergie minimale, et non vers les états métastables.
Une illustration de la méthode est présentée à la figure 2.1.2.1. On voit les confi-
gurations de la bande élastique (NEB, ou "nudged elastic band"), avant la minimisation
complète, et le chemin de plus basse énergie (MEP, ou "minimum energy path"). Les
cercles concentriques correspondent à une surface énergétique à deux dimensions, où
l’on voit des états métastables initiaux et finaux. Dans l’encart, on voit les diverses com-
posantes de la force FNEBi qu’on utilisera pour minimiser la position de la configuration,
i.e. la force de rappel FS||i , exercée par la configuration i+1 et la force F?i perpendiculaire
à la tangente tˆi, un vecteur unitaire parallèle au déplacement entre les configurations i et
i+1. On montre aussi la force non-projetée Fi.
Donc,
FNEBi = F?i +F
S||
i , (2.11)
où
F?i = Fi Fi · tˆi (2.12)
et
FS||i = k|r|tˆi, (2.13)
où k est la constante de rappel et |r| est la norme du déplacement entre les configurations
i et i+1.
On lance donc, pour chaque configuration, un calcul de la racine (recherche du zéro)
de FNEBi . Pour ce faire, tout un arsenal de méthodes sont à notre disposition. Certaines,
comme le gradient simple ou le gradient conjugué, convergent typiquement assez len-
13
is defined as the unit vector to the higher energy neighboring
image.2 A linear interpolation between the vectors to neigh-
boring images is used at extrema so that the direction of !ˆ
does not change abruptly. This upwinding tangent improves
the stability of the NEB and avoids the development of arti-
ficial kinks in high force regions along the path.2 The NEB
force on image i contains two independent components,
Fi
NEB
= Fi
! + Fi
S!
, "1#
where Fi
! is the component of the force due to the potential
perpendicular to the band,
Fi
!
= − !"Ri# + !"Ri# · !ˆi!ˆi, "2#
and Fi
S! is the spring force parallel to the band,
Fi
S!
= k"$Ri+1 − Ri$ − $Ri − Ri−1$#!ˆi. "3#
In this final expression, Ri is the position of the ith image
and k is the spring constant.
The saddle point is particularly important for character-
izing the transition state within harmonic transition state
theory "TST#. The difference between the saddle point en-
ergy and that of the initial state determines the exponential
term in the Arrhenius rate, and the MEP can be obtained by
minimizing from the saddle point"s#. An efficient strategy for
finding a saddle between known states is to roughly optimize
a NEB calculation and then do a ‘min-mode’ following
saddle point search10,11 from the highest energy image to find
the transition state.2,4 Another approach, which avoids hav-
ing to run two separate optimizations or interpolate to find
the saddle, is the climbing-image NEB "CI-NEB#.3 In this
method, the highest energy image l feels no spring forces and
climbs to the saddle via a reflection in the force along the
tangent,
Fl
CI
= Fl − 2Fl · !ˆl!ˆl. "4#
Once the saddle is found, the normal mode frequencies can
be calculated to ensure that the saddle is first order and to
find the prefactor of the reaction.
III. CONVERGENCE OBJECTIVES
The methods tested here are evaluated using the follow-
ing optimization objectives and convergence criteria. Our
principal goal is to compare methods as they are used by
researchers who do calculations of reaction pathways in
chemistry and materials science. Most of these methods have
parameters that can be tuned to optimize performance. Our
approach is to determine a set of near-optimal parameters
which can be used for all tests, rather than reoptimize the
parameters for each calculation. This strategy reflects the
way computational methods are normally used; there is little
advantage to a method that requires significant additional
calculations for parameter tuning.
Our objective is to find minimum energy pathways be-
tween stationary states. Specifically, how this objective is
defined, however, can lead to different conclusions about
which methods are efficient. Thus, we need to clarify exactly
what we are interested in calculating and emphasize that our
tests reflect the bias of chemistry and material science, in
which MEPs are calculated to find both the mechanism and
activation energy of reactions.
Generally, a researcher wants to understand the mecha-
nism "the geometric pathway# of reaction qualitatively and
the activation energy with higher accuracy. By a qualitative
reaction pathway, we mean that intermediate minima along
the pathway should be identified by the MEP search. By an
accurate activation energy, we mean that, in principle, the
saddle point energy could be found to arbitrary accuracy on a
given potential energy surface, but in practice, it should be
known well enough to give an accurate harmonic TST rate.
In these tests, a climbing-image approach is used so that one
image along the band is converged to the saddle point to a
specified precision.3
In this study, we investigate single step reaction mecha-
nisms where eight or fewer images can be used to resolve the
MEP. The number of images was kept fixed in our tests, even
though fewer images could be used to resolve the MEP and
find the saddle point at lower computational cost. Using the
same philosophy as applied to optimizer parameters, we
want to use a conservative number of images that would
identify intermediate minima between nearby initial and final
states. The limited resolution along the path will result in
some deviation between the images and the true MEP. This is
not a disadvantage because it does not change the reaction
mechanism qualitatively. To find the MEP to arbitrary accu-
racy, a steepest descent path can be traced from the saddle
point"s# to the minima along the path "see Sec. VIII#.
IV. OPTIMIZATION METHODS
The NEB method uses force projections %see Eq. "1#& to
find the MEP. Optimization routines are responsible for mov-
ing the NEB along these forces to the MEP. The force pro-
FIG. 1. Two components make up the nudged elastic band force FNEB: the
spring force Fi
S!
, along the tangent !ˆi, and the perpendicular force due to the
potential Fi
!
. The unprojected force do to the potential Fi is also shown for
completeness.
134106-2 Sheppard, Terrell, and Henkelman J. Chem. Phys. 128, 134106 "2008#
Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
Figure 2.3 – Illustration d la bande élastiqu biaisée. Tiré de [172].
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tement, alors que d’autres, basées sur des dynamiques moléculaires amorties ou sur la
méthode de Newton-Raphson, convergent généralement plus rapidement. Le choix et
l’optimisation de cette méthode détermine en grande partie la performance de la bande
élastique. On doit aussi choisir un nombre approprié de répliques. Typiquement, huit à
dix répliques seront suffisantes. Au total, en choisissant une méthode de minimisation
performante, la convergence de la bande élastique au chemin de plus basse énergie peut
prendre un peu moins de cent calculs de force [172], avec des systèmes assez simples
(un heptamère Lennard-Jones). Bien entendu, le nombre d’évaluations de la force né-
cessaire pour converger dépendra de la distance entre la position des répliques avant et
après minimisation.
Ainsi, si l’on a une bonne idée de la position des minima et du chemin qui caracté-
risent un événement rare, la bande élastique sera fort efficace. Cependant, ceci demande
une bonne intuition et une assez vaste connaissance du système de la part de l’utilisateur.
Sans ces conditions, l’algorithme peut converger plus lentement ou carrément échouer
(et, dans certains cas, trouver des chemins non-optimaux). Aussi, l’échantillonnage des
minimas est un problème qui doit être résolu préalablement à l’utilisation de la bande
élastique.
2.1.2.2 Méthode de la ficelle
Cette méthode ressemble à la bande élastique biaisée. Dans le cas de la bande élas-
tique, on s’assure que les images soient bien distribuées tout le long du chemin de plus
faible énergie en les séparant à l’aide de ressorts. Dans le cas de la ficelle, cette distribu-
tion est assurée par une paramétrisation explicite du chemin, par exemple en s’assurant
que chaque image soit à une arc-distance constante de la suivante (ou en modulant cette
paramétrisation à l’aide de l’énergie potentielle de chaque image).
Entre chaque itération, on minimise l’énergie potentielle dans les hyperplans perpen-
diculaires aux segments de la ficelle correspondant chacun à une image, puis on repa-
ramétrise la ficelle [204]. En principe, ceci induit moins de rigidité que d’imposer des
ressorts, comme dans le cas de la bande élastique, permettant de faire de plus grands pas
lors de la minimisation, accélérant d’autant la convergence. Aussi, on peut facilement
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changer la densité d’images là où un bonne convergence le requiert.
Une variante intéressante de cette méthode consiste à traiter chaque moitié du che-
min séparément (donc minimum A-point de selle et point de selle-minimum B séparé-
ment) et à augmenter le nombre d’images reparamétrisant chaque moitié progressive-
ment, tout en effectuant la procédure de minimisation dans l’hyperplan perpendiculaire
à la ficelle. On l’appelle la méthode de la ficelle croissante [149] ("growing string me-
thod"). Il semble que cette variante soit beaucoup plus efficiente que la simple méthode
de la ficelle. Cependant, les comparaisons d’efficience avec la bande élastique sont am-
bigües et semblent dépendre de l’implémentation exacte ainsi que du système à l’étude.
2.1.2.3 La technique d’activation-relaxation (ART)
Jusqu’ici, nous avons présenté des méthodes caractérisant les événements rares à
l’aide de l’énergie potentielle nécessitant la connaissance préalable des configuration
de départ et d’arrivée. Dans bien des cas, nous ne possédons pas cette connaissance.
D’autres fois, nous voulons découvrir quel est l’ensemble des configurations voisines
d’une configuration initiale, ainsi que caractériser l’état de transition les séparant.
Pour ce faire, nous devons disposer d’un algorithme capable de décrire le paysage
énergétique à proximité d’un minimum local et qui pourra déformer une configuration
sur un chemin près du chemin de plus basse énergie jusqu’à un point de selle. Pour ré-
soudre ce type de problème de façon formelle, on doit calculer les courbures du paysage
énergétique local de notre système et résoudre un problème où apparaît la matrice des
secondes dérivées de l’énergie potentielle (la matrice hessienne). Dans un système de
N atomes, on parle donc de calculer les NxN dérivées secondes, de diagonaliser cette
matrice pour trouver la direction des courbures et de déplacer le système dans la direc-
tion de plus basse courbure (ou de courbure négative). En suivant ce processus de façon
itérative, on convergera vers le point de selle. Par contre, c’est une opération très lourde,
surtout si l’on sort du domaine des petites molécules.
C’est dans ce contexte que la technique d’activation-relaxation fut proposée, par Bar-
kema et Mousseau, en 1996 [14]. Il s’agit du premier algorithme permettant de trouver
des points de selle dans des systèmes complexes, à haute dimension. Les auteurs en ont
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démontré la faisabilité en explorant le paysage énergétique du silicium amorphe et d’un
verre métallique (Ni80P20).
L’idée était d’éviter complètement de calculer la matrice hessienne de l’énergie po-
tentielle et plutôt de déformer le système de façon incrémentale, en minimisant constam-
ment les forces dans l’hyperplan perpendiculaire au déplacement. De cette façon, on
s’assure de rester sur un chemin d’assez basse énergie (car la minimisation des forces
assure que l’énergie potentielle reste raisonnable) tout en s’éloignant du point de départ
métastable. Aussi, étant donné que l’on sait que les forces sont nulles au point de selle,
un algorithme de ce type a de grandes chances d’en trouver un.
Plus précisément, cette force modifiée aura la forme
G= F  (1+a)(F · rˆ)rˆ, (2.14)
où F sont les premières dérivées de l’énergie potentielle, rˆ est un vecteur normalisé
parallèle au déplacement par rapport au minimum et a est un paramètre de contrôle.
On déplacera donc la configuration, initialement dans un minimum, dans une direction
aléatoire, puis on minimisera en suivant la force modifiée de l’équation 2.14. Bien que
diverses techniques de minimisation puissent être utilisées, les auteurs ont opté pour le
gradient-conjugué, qui semble converger assez rapidement. Entre 100 et 500 calculs de
forces sont suffisants pour trouver trouver un point de selle (là où F et G seront nuls).
On appelle cette étape l’activation.
Par la suite, on pousse légèrement la configuration dans la direction du déplacement
et on minimise l’énergie potentielle. On aura donc trouvé un nouveau minimum. On
appelle cette étape la relaxation.
Bien que cette méthode ait permis d’explorer efficacement des paysages énergétiques
complexes avec un coût computationel raisonnable, l’absence de calcul de courbure de
l’énergie potentielle ne nous permet pas de garantir que l’on s’est bel et bien dirigé vers
un point de selle, ni que l’on soit en mesure de décrire toutes les façons de sortir du bas-
sin. C’est d’ailleurs pour pallier à ce problème qu’ART nouveau (voir section suivante)
fut développé. Néanmoins, cette description approximative de la surface d’énergie po-
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tentielle a donné des résultats intéressants et ouvert la voie aux autres méthodes décrivant
les événements rares à température nulle décrites ici.
2.1.2.4 Méthode du dimère
Cette méthode explore le paysage énergétique à l’aide d’une paire de répliques du
système [66]. On appelle cette paire "dimère". Ces deux configurations sont presqu’iden-
tiques, séparées d’une petite distance finie. La recherche du point de selle se fait en dé-
plaçant le dimère dans une direction ascendante, en effectuant constamment une rotation
du dimère dans le but de déterminer la courbure de la surface énergétique.
Nous montrons à la figure 2.1.2.4 un schéma du dimère et des forces qu’on applique.
On y voit une paire d’images, séparée d’une distance DR d’un centre commun R. Le
vecteur normalisé Nˆ donne la direction allant de l’image à R2 vers l’image R1. On voit
aussi les diverses forces F s’appliquant sur chaque image ainsi que leurs projections
perpendiculaires et parallèles à Nˆ.Ainsi,
R1 = R+DRNˆ et R2 = R DRNˆ. (2.15)
L’algorithme calcule les forces (F1,F2) et énergies potentielles (E1, E2) aux deux
images. L’énergie du dimère est E = E1+E2. À partir de ces quantités, on peut trouver
une courbure C (la dérivée des forces) et aussi l’énergie potentielle à la position R (E0)
en utilisant la formule des différences finies :
C =
(F2 F1) · Nˆ
2DR
=
E 2E0
(DR)2
. (2.16)
On voit qu’en gardant E0 et DR constants, minimiser E correspond à minimiser
C, i.e. le mode de plus faible courbure. Il s’agit de de procéder à une rotation du di-
mère pour trouver ce minimum. Une telle optimisation n’est pas triviale (et constitue le
goulot d’étranglement numérique). Plusieurs considérations géométriques et numériques
doivent être prises en compte. Il s’agit d’un sujet assez spécialisé que nous n’aborderons
pas ici [69, 84, 170]. Néanmoins, plusieurs travaux intéressants ont traité ce problème.
Une fois que la courbure minimale est identifiée, on doit effectuer une translation du
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Initially, and whenever the dimer is moved to a new location,
the forces acting on the dimer and the energy of the dimer
are evaluated. These quantities are calculated from the en-
ergy and the force (E1 , F1 , E2 , and F2) acting on the two
images. The energy of the dimer E!E1"E2 is the sum of
the energy of the images. The energy and the force acting on
the midpoint of the dimer are labeled as E0 and FR and are
calculated by interpolating between the images. The force FR
is simply the average force (F1"F2)/2. The energy of the
midpoint is estimated by using both the force and the energy
of the two images. A relation for E0 can be derived from the
finite difference formula for the curvature of the potential C
along the dimer:
C! !
F2#F1"•Nˆ
2#R !
E#2E0
!#R "2 , !2"
E0 can be isolated from this expression in terms of the
known forces on the images
E0!
E
2 "
#R
4 !F1#F2"•Nˆ. !3"
It should be emphasized that all the properties of the
dimer are derived from the forces and energy of the two
images. There is no need to evaluate energy and force at the
midpoint between the two images. This is important for
minimizing the total number of force evaluations required to
find saddle points. An additional benefit of this strategy is
that the method can be efficiently parallelized over two pro-
cessors, the energy and force on each image being calculated
on a separate processor. For ab initio calculations, in which
force evaluations typically take a very long time compared
with communication time, the execution time for each tran-
sition state search is effectively halved if two processors are
used.
B. Rotating the dimer
Each time the dimer is displaced, it is also rotated with a
single iteration towards the minimum energy configuration.
The practicality of the dimer method relies heavily on using
an efficient algorithm for the rotation. Minimizing the dimer
energy, E, is equivalent to finding the lowest curvature mode
at R. The energy, E0 , at the fixed midpoint of the dimer is
constant during the rotation. Since #R is also constant, Eq.
!2" shows that the dimer energy, E, is linearly related to the
curvature, C, along the dimer. Therefore, the direction which
minimizes E is along the minimum curvature mode at the
midpoint R.
1. Modified Newton method for rotation within a
plane
The dimer rotation will first be discussed in the context
of a modified Newton method. In the next section, the
method will be extended to incorporate also a conjugate gra-
dient approach. The dimer is rotated along the rotational
force, F!!F1!#F2! , where Fi!$Fi#(Fi•Nˆ) Nˆ for i!1,2.
The rotational force is taken to be the net force acting on
image 1 !see Fig. 1". The rotation plane is spanned by F! and
the dimer orientation Nˆ. It is useful to define a unit vector,
!ˆ, within the plane of rotation, perpendicular to Nˆ. For the
modified Newton method, !ˆ is just a unit vector parallel to
F!. The vectors !ˆ and Nˆ form an orthonormal basis which
spans the rotation plane. Given an angle of rotation, d% ,
image 1 moves from R1 to R1* !see Fig. 2"
R1*!R"!Nˆ cos d%"!ˆ sin d%"#R . !4"
After image 1 is moved to the new point R1* , the new dimer
orientation Nˆ* is calculated, and image 2 is positioned at R2*
according to Eq. !1". The forces F1* , F2* , and F*!F1*
#F2* are then computed. A scalar rotational force F!F!
•!ˆ/#R is used to describe the magnitude of the rotational
force along the direction of rotation. Dividing by #R scales
the magnitude of F so that it is independent of the dimer
separation. A finite difference approximation to the change
in the rotational force, F, as the dimer rotates through the
angle d% is given by
F!!
dF
d% &!F*•!ˆ*#F•!ˆd% !
%!d%/2
. !5"
This approximation most accurately estimates the derivative
for the midpoint of the finite rotation at %!d%/2.
FIG. 1. Definition of the various position and force vectors of the dimer.
The rotational force on the dimer, F!, is the net force acting on image 1
perpendicular to the direction of the dimer.
FIG. 2. Definition of the various quantities involved in rotating the dimer.
All vectors are in the plane of rotation. The dimer is first rotated about a
small angle d% to give a finite difference estimate of F! 'given by Eq. !5"(.
The dimer is then rotated by a calculated angle #% 'given by Eq. !13"( to
zero the force within the plane of rotation.
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Figure 2.4 – Illustration de la méthode du dimère. Tiré de [66].
dimère dans la direction de plus basse courbure. Une suite de rotations/translations nous
mènera itérativement au point de selle.
2.1.2.5 Méthode des vecteurs propres
La méthodes des vecteurs propres [93, 131] ressemble beaucoup à celle du dimère.
Par contre, on tente de déterminer la direction de plus basse courbur non pas à l’aide
de deux images qu’ n transforme par rotation, mais plutôt n cal ul nt directement la
plus faible valeur propre l de l’hessienne H de l’énergie potentielle par une approche
variationnelle, basée sur le ratio de Ritz-Rayleigh:
l (y) = y
tHy
y2
, (2.17)
où y est le vecteur propre associé à cette valeur propre et yt est sa transposée. Dans la
mesure où y est un vecteur propre, appliquer H n’est qu’une constante multiplicative,
égale à l , si ce vecteur propre correspond à la direction de plus basse courbure. On
évalue numériquement l en calculant la seconde dérivée dans la direction y. On peut
alors varier y de façon à minimiser l . Une façon particulièrement efficace de procé-
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der est d’utiliser une méthode de type quasi-Newton, comme BFGS (Broyden, Fletcher,
Goldfarb, Shanno) à mémoire limitée [93, 99].
2.1.2.6 Méthode des sauts inter-minima
De façon analogue à la dynamique assistée par température (voir section précédente),
la méthode des sauts inter-minima utilise à la fois des outils à température finie et à
température nulle. L’objectif de la méthode [62] est avant tout d’explorer le paysage
d’énergie potentielle efficacement dans le but de trouver un minimum global (ou, du
moins, de bons minima locaux). Pour ce faire, on tente d’échapper à un bassin à l’aide
d’une DM à énergie Ecin et, une fois arrivé dans un bassin voisin, de minimiser l’énergie
potentielle et d’accepter ou non cette nouvelle configuration avec un critère basé sur la
différence d’énergie entre les bassins Edi f f .
Le contrôle de l’exploration se fait en variant à la fois Ecin et Edi f f de façon à ce
qu’environ la moitié des minimisations mènent à un bassin différent du bassin initial
et qu’environ la moitié de ces nouvelles configurations soient acceptées. Aussi, dans le
cas où l’exploration est piégée dans un "super-bassin" où on retourne continuellement à
des états auparavant visités, Ecin sera augmentée, de façon à pouvoir accéder à d’autres
sections de l’espace configurationnel.
Aussi, Goedecker [62] soutient que le succès d’une telle exploration (en contraste
à, par exemple, un simple échantillonnage Metropolis) tient à la validité du principe de
Bell-Evans-Polanyi, qui prédit que les états de transitions de plus faible barrière mènent,
en général, à des bassins de plus faible énergie minimale. Étant donné que la méthode
des sauts inter-minima est biaisée, par construction, en faveur des plus faibles barrières,
elle devrait permettre d’explorer des configurations bien relaxées.
2.1.2.7 Cartographie globale des réactions
Les méthodes où l’on ne connait qu’un minimum présentée jusqu’ici ne garantissent
pas que l’on ait trouvé l’ensemble des transitions menant hors d’un bassin. Pour ce
faire, on lancera des recherches à partir du minimum initial, utilisant des directions aléa-
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toires (ou parfois les directions de plus faible courbure), procédant ainsi jusqu’à ce que
l’on cesse de découvrir de nouvelles transitions. Une alternative intéressante qui per-
met d’identifie l’ensemble des transitions d’un bassin, est la méthode de l’hypersphère
rééchelonée [139].
La méthode consiste à identifier les anharmornicités du paysage énergétique à proxi-
mité du minimum, qui sont le signe que la convexité de la surface énergétique change
de signe. Il s’agit d’abord de déterminer l’ensemble des directions propres et valeurs
propres de la matrice hessienne de l’énergie potentielle au minimum, qui nous servi-
rons à bâtir l’hypersphère. Ces directions propres seront rééchelonnées en s’assurant que
chaque coordonnée (vecteur propre) ait une norme égale à la racine de sa valeur propre.
Ainsi, l’utilisation de ces coordonnées nous assurent, dans le cas harmonique, qu’une
telle sphère à haute dimension sera iso-énergétique. On cherche les minimas énergé-
tiques de cette hypersphère. En variant son rayon, on peut déterminer le chemin de plus
faible énergie pour chaque transition.
Par contre, ce type de méthode, qui exige de cartographier l’ensemble d’une hyper-
sphère dont la dimension va comme trois fois le nombre d’atomes, nous limite à l’étude
de petits systèmes, ou du moins de systèmes dont on peut réduire la dimension efficace
grâce à des approximations.
2.2 La technique d’activation-relaxation nouveau (ARTn)
Cette méthode est conceptuellement similaire à la méthode d’activation-relaxation
(ART), présentée ci-haut, mais avec un traitement davantage rigoureux de la courbure
du paysage énergétique. Elle fut développée initialement par Rachid Malek et Normand
Mousseau [105], à la fin du siècle dernier. Plus spécifiquement, elle utilise l’algorithme
de Lanczos pour trouver la direction propre de plus petite valeur propre de l’hessienne
de l’énergie potentielle (voir, e.g., [94]) On dirigera la configuration dans cette direction
pour atteindre la point de selle.
Plusieurs améliorations ont été apportées à cet algorithme depuis. Nous décrirons ici
l’algorithme, dans sa forme actuelle, de façon assez détaillée. Cette version de l’algo-
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rithme tire profit de progrès documentés dans la littérature scientifique (e.g. [29, 103,
109]), ainsi que d’importants efforts d’optimisation.
L’algorithme comporte cinq étapes principales: une déformation initiale, le calcul
de la courbure du paysage énergétique, le déplacement (activation) dans la direction
de cette courbure, la relaxation dans l’hyperplan perpendiculaire à cette direction, et la
minimisation du point de selle au nouveau minimum.
2.2.1 La déformation initiale
La première étape consiste à déformer la configuration de départ, un état métastable,
dans une direction aléatoire. On continuera de pousser les atomes dans cette direction
aléatoire jusqu’à ce qu’une des courbures du paysage énergétique local devienne néga-
tive. On procède à cette vérification grâce à l’algorithme de Lanczos, que nous décrirons
un peu plus loin. Aussi, on doit s’assurer que les atomes ne rentrent pas en collision lors
de cette étape. Pour ce faire, nous effectuons quelques pas de minimisation dans l’hy-
perplan perpendiculaire au déplacement. Présentement, nous effectuons ces pas à l’aide
de la méthode du gradient simple à pas adaptatif.
Ainsi, un grand nombre de ces recherches aléatoires permettra d’échantillonner l’en-
semble des barrières menant hors d’un bassin ou, du moins, l’ensemble des barrières
avec une hauteur raisonnable. En effet, on peut imaginer qu’un nombre presque infini de
déformations peuvent mener à des transitions, si l’on permet au système de franchir des
barrières arbitrairement élevées. Cependant, étant donné que la contribution des transi-
tions au processus cinétiques diminue exponentiellement avec la hauteur de la barrière,
elles ne sont pas importantes d’un point de vue physique. D’ailleurs, une études détaillée
des mécanismes générés à l’aide d’ARTn dans des agrégats Lennard-Jones [105] montre
que l’algorithme n’omet pas de classes d’événements. Des comparaisons entre les ci-
nétiques générées par DM et par un algorithme Monte Carlo basé sur ARTn (que nous
présenterons au chapitre suivant) semble également indiquer qu’un tel échantillonnage
dresse un portrait réaliste du paysage énergétique.
De plus, on s’assure au départ que le système est bel et bien dans un minimum. Pour
ce faire, on utilise l’algorithme FIRE (Fast Inertial Relaxation Engine) [20], une DM
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amortie et réorientée très efficace, capable de rivaliser avec les meilleurs algorithmes
de minimisation quasi-Newtoniens. Dans plusieurs cas, on lancera aussi un calcul pour
s’assurer que la courbure du paysage énergétique est positive, et que nous ne sommes
pas piégés dans un coude (i.e. un point d’inflexion).
Enfin, il est utile de déterminer une valeur seuil que la valeur propre de la matrice
hessienne ne doit pas dépasser pour cesser la déformation initiale. En effet, choisir la
valeur zéro (autrement dit, arrêter dès que la courbure est strictement négative) rend
l’algorithme sensible aux fluctuations numériques ou aux instabilités du potentiel. D’un
autre côté, choisir une valeur trop faible nous obligera à exagérément déformer le sys-
tème, biaisant la recherche d’événements vers de hautes barrières. Dans notre cas, nous
choisissons des valeurs entre -0,2 eV/A˙2 et -1,5 eV/A˙2.
2.2.2 Vecteur propre de plus basse valeur propre de la hessienne
Pour calculer la courbure, nous utilisons la méthode de Lanczos, utilisant une implé-
mentation décrite par Marinica et al. [109]. Nous en décrirons ici les grandes lignes.
Considérons la matrice hessienne H(q) de notre système dans une configuration q:
Hi, j(q) =
∂ 2E(q)
∂qi∂q j
, (2.18)
où E est l’énergie potentielle. Imaginons maintenant un vecteur aléatoire normalisé
u0. En appliquant H sur u0, on obtient un résultat dont une composante est dans la
direction u. et une autre dans une direction perpendiculaire, disons u1:
Hu0 = a0u0+b1u1. (2.19)
On peut faire de même avec u1:
Hu1 = a1u1+b01u0+b2u2, (2.20)
où u2 est perpendiculaire aux deux autres vecteurs.
Aussi, étant donné que H est symétrique,
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u1 · (Hu0) = u0 · (Hu1), (2.21)
ce qui implique que b1 = b01. On peut alors bâtir une base complète de façon récur-
sive:
Huk = akuk+bkuk 1+bk+1uk+1, (2.22)
pour 0< k < l 1. Pour k = l 1, on a:
Hul 1 = al 1ul 1+bl 1ul 2. (2.23)
Ainsi, dans cette base, la matrice hessienne sera tri-diagonale:
Tl =
2666666666664
a0 b1 0 · · · 0
b1 a2 b2 · · · 0
0 b2 a2 · · · 0
0 ··· ··· · · · 0
0 · · · bl 2 al 2 bl 1
0 · · · 0 bl 1 al 1
3777777777775
. (2.24)
On peut démontrer que la plus petite valeur propre de H, l1(H), est la limite de la
série l1(Tl) quand l tend vers 3N. Le vecteur propre correspondant peut être évalué par
la même série. C’est la base de l’algorithme de Lanczos. On doit donc évaluer les coeffi-
cients de la matrice de l’équation 2.24 et la diagonaliser. Les routines d’algèbre linéaire
peuvent rapidement effectuer la diagonalisation pour une telle matrice symétrique tri-
diagonale. Pour les coefficients, il faut calculer des vecteurs H(q)u, soit l’application de
la seconde dérivée dans cette direction, ce qui se fait par différences finies. Dans notre
cas, nous utilisons une dérivée à deux points.
Aussi, en utilisant un vecteur propre trouvé précédemment par l’algorithme de Lanc-
zos comme vecteur de départ pour une itération subséquente, notre expérience montre
que l’on converge vers une solution en utilisant des matrices de rang assez petit (8 <
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l < 20). Nous avons également remarqué que d’un pas d’activation à un autre (voir la
section suivante pour plus de détails), la direction propre change généralement peu. On
peut donc tirer usage du caractère itératif de la méthode pour accélérer la convergence
et utiliser un critère basé sur la collinéarité des vecteurs propres générés par chaque
itération Lanczos pour déterminer s’il est nécessaire ou non de calculer une itération
supplémentaire.
2.2.3 L’activation
Une fois le vecteur propre associé à la valeur propre négative de l’hessienne calculée,
on déplace la configuration dans cette direction. C’est ce que l’on appelle l’activation.
Par le passé, on déplaçait le système sur une distance déterminé par un paramètre fixe,
modulé par le nombre de pas d’activation effectués lors de la recherche du point de selle.
Cette méthode converge assez lentement (quelques milliers de calculs de forces pour
joindre le point de selle).
Pour pallier ce problème, nous avons rajouté une étape de minimisation directe
lorsque la configuration était dans le voisinage du point de selle. Dans ce cas, nous
utilisions la méthode DIIS (Direction Inversion in the Iterative Subspace) [156], une mé-
thode lagrangienne itérative qui détermine la combinaison linéaire des configurations
passées qui minimise la norme des forces. Bien qu’assez performante, cette méthode ne
peut garantir que la configuration résultante sera bel et bien un point de selle, ni, si c’est
le cas, que ce point de selle est celui vers lequel on se dirigeait initialement.
Une telle approche, par minimisation directe, n’est pas nécessaire. En effet, une ana-
lyse mathématique, basée sur une généralisation de l’algorithme de minimisation de
Newton-Raphson, a montré que la connaissance de la direction propre de courbure né-
gative, de sa valeur propre et de la force permet de converger quadratiquement vers le
point de selle.
En effet, pour trouver les racines (i.e. les zéros) d’une fonction f (x), la méthode de
Newton-Raphon nous invite à déplacer une configuration, initialement à xn vers
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xn+1 = xn  f (xn)f 0(xn) , (2.25)
où f 0(xn) est la valeur de la dérivée de f (x)|xn . On peut généraliser ce résultat à plusieurs
dimensions, où la norme de la force joue le rôle de f (x) et la valeur propre associée à la
courbure négative joue le rôle de f 0(x). Aussi, nous limitons la taille du déplacement au
cas où la norme de la force soit très grande ou que la valeur propre ait une petite norme,
ce qui pourrait induire des instabilités. Ainsi, nous pouvons converger rapidement vers
les points de selle.
2.2.4 La relaxation perpendiculaire
Le déplacement lors de l’activation permet de minimiser les forces dans la direc-
tion de courbure négative. Cependant, elles peuvent rester non-nulles dans les autres
directions. Il est donc nécessaire de procéder à une relaxation dans l’hyperplan perpen-
diculaire à cette direction propre après chaque déplacement (activation). Par le passé,
on utilisait un gradient simple, qui convergeait assez lentement. Nous utilisons mainte-
nant une variante de FIRE (a Fast Inertial Relaxation Engine) [20], que nous décrivons
brièvement à la section 2.2.1. Il suffit de soustraire, à chaque calcul de force qu’effectue
l’algorithme, les forces parallèles au vecteur propre. De 20 à 40 pas de relaxation sont
appropriés par activation.
2.2.5 Relaxation du point de selle au nouveau minimum
Une fois que l’on a trouvé le point de selle, on peut pousser la configuration légère-
ment dans la direction du déplacement du minimum initial au point de selle. En minimi-
sant les forces, on trouve le second minimum. Pour ce faire, il existe un grand éventail
de techniques disponibles. Dans le cas des matériaux dont cette thèse fait l’étude, même
les méthodes naïves fonctionnent assez bien. Ce serait différent dans des systèmes biolo-
giques, par exemple. Néanmoins, nous opté pour une méthode efficace (FIRE [20], que
nous décrivons brièvement à la section 2.2.1), question d’optimiser notre utilisation des
ressources informatiques.
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2.2.6 Performance et étalonnage
Nous présentons au tableau 2.I une mise à jour d’un étalonnage, effectué il y a deux
ans, d’ARTn [103] auquel j’ai collaboré, tant du point de vue de l’optimisation que
de l’étalonnage comme tel. On voit que notre plus récente implémentation d’ARTn est
compétitive avec les versions utilisant DIIS et aussi avec plusieurs autres méthodes dont
l’étalonnage est disponible dans la littérature. En incluant les calculs perdus lorsque la
recherche d’un point de selle échoue, notre méthode requiert moins de 600 calculs de
forces, et ce dans un système de grande complexité (le silicium amorphe).
2.2.7 Remarques finales
Nous avons donc présenté la méthode ARTn, l’un des outils principaux qui ont per-
mis d’effectuer les travaux scientifiques présentés dans cette thèse. D’abord, la perfor-
mance et la robustesse d’ARTn rendent possible l’utilisation d’ART-cinétique (que nous
présenterons au prochain chapitre) dans des matériaux complexes, avec un coût com-
putationnel raisonnable, si l’on utilise un potentiel empirique. Aussi, son utilisation a
permis d’effectuer des raffinements et d’apporter des corrections à des calculs ab initio
effectué par d’autres groupes de recherche, à l’aide d’autres méthodes présentées à la
section précédente, pour décrire les structures à la surface de semi-conducteurs.
ARTn, de par sa nature à extrémité libre, i.e. qu’un seul des minima de la recherche
est fixe, est un bon choix pour un chercheur qui veut se familiariser avec la structure et
le paysage énergétique d’un système. La nature aléatoire de la déformation initiale, par
contre, nous oblige à procéder à un grand nombre de recherches pour s’assurer que notre
description des transitions qui mènent hors d’un puits de potentiel est exhaustive. Enfin,
rappelons que c’est une méthode qui caractérise l’énergie potentielle à température nulle.
Pour faire une prédiction à température finie, il faut passer du chemin de plus basse
énergie potentielle au chemin de plus basse énergie libre. Un utilisateur doit s’assurer
que la méthode utilisée pour passer de l’un à l’autre est appropriée pour le système à
l’étude.
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Algo. ARTn (DIIS) ARTn (Olsen) Méthode du dimère Dimère amélioré GSM ARTn
Ref. [103] [140] [69] [84] [64] ce travail
System a-Si VSi C20 SiC Pt(111) Pt(111) Pt(111) Pt(111) C6H10 PHBH/H2O VOx/SiO2 a-Si
CF Vol. Vol. Isol. Surf. Surf. Surf. Surf. Surf. Isol. Sol. Isol. Vol.
Pot. SW DFT DFT DFT Morse Morse Morse Morse DFT QM/MM DFT SW
Méthode PBE LDA PBE B3LYP AM1 B3LYP
DL 3000 645 60 222 3 525 3 525 48 144 901 3000
h f i 235 210 322 262 145 372 204 335 3842 4253 330 319
h f is 670 302 718 728 145 2163 204 2148 - - - 593
E/S 2.72 79/78 434/201 134/75 - - - - - - - 1.79
Tableau 2.I – Comparaison de diverses méthodes pour trouver les points de selle. GSM
fait référence à une variants de la méthode de la ficelle (growing string method). CF
signify conditions frontières: volume, isolé, surface ou en solution. DL est le hombre de
degrés de liberté du système. h f i est le nombre moyen de calculs de force nécessaires
pour converger au point de selle, alors sue h f is est le nombre moyen de calculs de force
pour trouver un événement, en incluant les calculs lors des recherches infructueuses.
E/S est le ratio du nombre d’essai sur le nombre d’événements trouvés avec succès. La
plupart des données et le format du tableau sont tirées de [103].
CHAPITRE 3
LA TECHNIQUE D’ACTIVATION-RELAXATION CINÉTIQUE
(ART-CINÉTIQUE)
Dans ce chapitre, nous présentons un algorithme de simulation basé sur la Technique
d’Activation-Relaxation (ART), décrite au chapitre précédent, qui permet de prédire la
cinétique d’un matériau à une échelle atomistique sur des périodes de temps comparables
aux expériences. Il s’agit d’un article publié dans la revue Physical Review E [18].
Nous discutons de plusieurs détails de la méthode et de son implémentation, ainsi
que des résultats obtenus en appliquant la méthode sur trois systèmes différents. Cet
article va donc au-delà d’une simple démonstration de faisabilité, mettant de l’avant
la robustesse du code, la polyvalence de l’algorithme et apportant quelques résultats
physiques intéressants.
Ma participation à l’article est majeure. J’ai développé la section en lien avec l’opti-
misation pour traiter les systèmes à grande échelle, ainsi que participé au développement
de l’ensemble du code, dont sa parallélisation. J’ai aussi effectué et analysé les simula-
tions du silicium cristallin.
3.1 Auteurs
Laurent Karim Béland, Peter Brommer, Fedwa El-Mellouhi, Jean-François Joly et
Normand Mousseau.
3.2 Résumé
Nous présentons une description détaillée de la technique d’activation-relaxation
cinétique (ART-cinétique), un algorithme Monte-Carlo autodidacte hors-réseau qui re-
cherche des événements à la volée. En combinant une classification de l’environnement
local topologique à la génération d’événements par ART nouveau, une méthode effi-
cace et sans biais de recherche d’états de transition, ART-cinétique peut être appliqué à
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des matériaux complexes avec des atomes dans des positions hors-réseau ou bien avec
d’importantes déformations élastiques qui ne peuvent être traités correctement avec une
approche par Monte Carlo cinétique traditionnelle. En plus de présenter divers éléments
de l’algorithme, nous démontrons sa polyvalence en l’utilisant pour simuler trois sys-
tème présentant un grand défi: l’annihilation de défauts dans le c-Si (silicium cristallin),
la diffusion d’interstitiel dans le Fe et la relaxation structurelle dans le a-Si (silicium
amorphe).
3.3 Abstract
We present a detailed description of the kinetic Activation-Relaxation Technique (k-
ART), an off-lattice, self-learning kinetic Monte Carlo algorithm with on-the-fly event
search. Combining a topological classification for local environments and event gene-
ration with ART nouveau, an efficient unbiased sampling method for finding transition
states, k-ART can be applied to complex materials with atoms in off-lattice positions
or with elastic deformations that cannot be handled with standard KMC approaches. In
addition to presenting the various elements of the algorithm, we demonstrate the general
character of k-ART by applying the algorithm to three challenging systems: self-defect
annihilation in c-Si (crystalline silicon), self-interstitial diffusion in Fe and structural
relaxation in a-Si (amorphous silicon).
3.4 Introduction
Solid-phase diffusion in materials science and condensed matter is dominated by rare
atomic diffusion events associated with high-energy barriers as measured with respect to
temperature. These stochastic processes take place on an extended time scale that makes
them very difficult to reproduce using linear simulation schemes such as molecular dy-
namics. Low rates, however, allow us to consider this series of processes as independent
Markov chains. In this case, it is possible to apply the kinetic Monte Carlo (KMC) algo-
rithm proposed by Bortz et al. [25, 51, 198, 199]. Based on transition state theory, KMC
uses a catalog of pre-specified diffusion mechanisms to compute at every stage the exit
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rate from a local minimum. The clock is then advanced using Poisson’s law, a move is
selected with the appropriate rate, and a dynamical trajectory is constructed. While time
steps in KMC are dominated by the lowest energy barriers, it is possible, under the right
conditions, to simulate on experimental time scales.
Since it was proposed, KMC has been used extensively in materials science, conden-
sed matter, and many other fields. Its well-known limitations have nevertheless prevented
the method from being applied widely to complex systems. In particular, since KMC de-
pends on a predefined event catalog, systems under study have to be discretized and
atomic motion limited to fixed lattice positions [199]. In this way, it is possible to eva-
luate from the onset all possible moves that will be included in the catalog. For relatively
simple kinetics, such as metal-on-metal growth, these limits are not major hurdles. They
become a problem when trying to take full account of the lattice associated with long-
range elastic effects and, more importantly, off-lattice and disordered conformations.
Over the years, a number of algorithms have been proposed to lift, at least partially,
these limitations. Most can be classified in one of two categories: the addition of a conti-
nuum approximation for computing the effects of long-range strain deformations on the
energy barriers and on-the-fly evaluation of energy barriers. The first class of methods
adds long-range contributions, computed from a number of extrapolation schemes, to
the energy barriers extracted from the predefined catalog of events [114, 174]. The se-
cond class relaxes the need for a predefined catalog and, in some cases, moves away
from a lattice-based description. This is the case, for example, of the self-learning KMC
approach by Trushin et al., which keeps lattice-based displacement, but introduces an
on-the-fly search for barriers [187]. To remove the constraints of a lattice-based descrip-
tion, other methods construct a new catalog at each step to determine the next step, using
various climbing methods such as the dimer [66, 72], eigenvector-following [123], or the
autonomous basin climbing methods [49].
The first class of methods [114, 174, 187] remains limited to on-lattice positions
in addition to providing often ill-controlled corrections to energy barriers modified by
elastic deformation. The second class, with an on-the-fly, off-lattice approach, is much
more flexible. However, it is inefficient as a catalog must be rebuilt at each step, making
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it costly to study complex systems with a large number of possible diffusion mecha-
nisms [49, 66, 72, 123].
In 2008, we introduced the kinetic activation-relaxation technique (k-ART), an on-
the-fly, off-lattice KMC method that lifts these limitations [46]. In this initial work, we
showed that, for a system of vacancies in Si at 500 K, it achieves significant speed-
ups over standard MD, while retaining a complete description of the relevant physics,
including long-range elastic interactions. More recently, Kara et al. proposed a similar
self-learning kinetic Monte Carlo method based, however, on less controlled procedures
for finding barriers and classifying off-lattice configurations [81].
Here, we present in detail the k-ART algorithm, which couples the activation-relaxation
technique (ART nouveau) [14, 105] for generating events and calculating barriers with
NAUTY [116] for the topological classification of events. We also present improvements
introduced for handling low-energy barriers and large systems. Finally, we demonstrate
the efficiency and versatility of the method by applying it to three systems: self-defect
annihilation in crystalline Si, interstitial diffusion in Fe and relaxation in amorphous
silicon.
3.5 Overview of Kinetic ART
Following standard KMC, the k-ART method uses an event catalog to compute the
rate of escape from a local minimum and bring forward the simulation clock. There are
three fundamental differences with respect to standard KMC, however. First, discreti-
zation of the local environment is done through topology instead of geometry, allowing
atoms to adopt freely any spatial arrangement instead of being constrained to predefined
lattice positions. Second, the catalog is not fixed at the simulation onset, but grows as
new local environments are visited, allowing the study of very complex systems. Third,
event energy barriers are fully relaxed at each step to take into account all geometrical
rearrangements due to short- and long-range elastic deformations.
A simulation starts from an initial configuration relaxed into a local energy minimum.
The local topology associated with each atom is first characterized with NAUTY [116].
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All atoms sharing a specific topology are presumed to be associated with the same list
of activated mechanisms. This is the basic assumption of k-ART and, as we will see
below, it can be made to hold on a per-atom basis. This approach results in a considerably
reduced amount of generated and handled data. For a single vacancy in crystalline silicon
(c-Si), for example, one only needs to consider 20 different topologies to describe all
local environments, irrespective of the system size.
A search for activated pathways is launched for each topology using ART nou-
veau [14, 105]. ART nouveau was shown to identify efficiently relevant diffusion me-
chanisms in systems described with both empirical and ab initio methods [47, 108, 176,
190]. This method has been extensively characterized in Ref. [109]. A number of tech-
nical improvements are also reported in Ref. [103] and new events can now be generated
with as little as 300 force evaluations with either empirical or ab initio potentials. Each
event is classified according to the initial minimum, the saddle configuration and the
final state topologies and stored in the catalog.
Once the extensive search for events on all topologies is finished, relevant events
for the current configurations are collected. All low-energy barrier events are relaxed
for specific atoms, to include not only topological but also geometrical effects. At this
point, following Bortz et al. [25], the elapsed time to the next event is computed as
Dt =   lnµ/Âi ri where µ is a random number in the [0,1[ interval and ri is the rate
associated with event i. The clock is pushed forward, an event is selected with the proper
weight, and the atoms are moved accordingly, after a geometrical reconstruction.
Once in this new configuration, the process starts again: the topology of all atoms
belonging to the local environment around the new state is constructed ; if an unknown
topology is found, a series of ART nouveau searches are launched, otherwise, we proceed
to the next step. After all events are updated, the low-lying barriers are, once again,
relaxed before applying the KMC algorithm.
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3.6 Algorithmic and implementation details
3.6.1 ART nouveau
The search for activated mechanisms is performed using ART nouveau [14, 105],
an open-ended climbing method for finding first-order saddle points surrounding a local
minimum. As the most recent version of the algorithm is described in Refs. [109] and
[103], we give here only a brief overview of the method. Event search with ART nouveau
proceeds in three steps: (1) starting from an energy minimum, the system is deformed
locally in a random direction until the lowest curvature of the Hessian matrix becomes
negative, indicating an instability ; (2) the configuration is then pushed along this direc-
tion of negative curvature while the energy is minimized in the hyperplane orthogonal to
this direction until the total force falls below a set threshold, indicating that a first-order
saddle has been reached ; (3) the configuration is pushed over this point and is relaxed
into a new minimum. This set of three configurations—initial minimum, saddle point,
and final minimum—forms an event.
Since activated processes are local in nature, each event is initiated by displacing a
given atom and its neighbors in a random direction. The exact size for this displaced
region depends on the system studied. In semiconductors, it involves typically first and
second nearest-neighbors. In the case of Si vacancies, for example, the displacements are
applied to the central atom and all atoms within a 3.0 Å radius from it. The initial conver-
gence criterion for the saddle point is typically set to 0.5 eV/Å. This is associated with
the generation of the generic event catalog (see below) . Further relaxation associated
with the calculation of specific events uses a 0.1 eV/Å threshold.
To decrease computational cost, ART nouveau never computes the Hessian directly,
but rather uses a mixture of Lanczós [94] and DIIS [156, 171] methods for converging to
the saddle point. As discussed in Ref. [103], less than 300 force evaluations are generally
needed to converge to a first-order saddle point. Taking into account all processes, in-
cluding non-converging steps and relaxation into a new minimum, about 600–800 force
evaluations are required, on average, per successful event search. Relaxation of specific
events, which starts near a reconstructed saddle point, are normally much faster, neces-
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sitating typically 1 to 80 force evaluations.
3.6.2 Topological classification and event generation
Topological classification of the local atomic environment is a crucial step in k-ART,
as it provides a means of discretizing and cataloging local configurations, while taking
into account all possible atomic arrangements and elastic deformations.
Atomic topologies for a given local configuration are computed as follows. We de-
fine a local environment consisting of all atoms within a sphere of a predefined radius
centered around each atom, as illustrated in Fig. 3.1. These are then connected following
a neighboring prescription, such as first neighbor distance cut-off or a Voronoï tessella-
tion, forming a truncated connectivity graph, that is, a set of bonds connecting vertices,
without geometrical information. This graph is then analyzed and classified using the
freely available topological software NAUTY, developed by McKay [116]. This software
package provides the topology index and all information necessary for uniquely identi-
fying each environment, including the permutation key needed to reconstruct a specific
geometry from the generic topology and a set of reference positions. The topology index
from NAUTY has the form of an ordered set of three integers, which we use as input to a
hash function to generate a unique topology label (hash key).
The geometrical reconstruction from a purely topological graph is made possible
because we know the atomic positions of all atoms surrounding the local configuration
described by this graph. This introduces sufficient constraints to ensure that most of time,
as discussed below, a given graph corresponds to a unique fully relaxed geometry.
The neighboring prescription and the size of the truncated region are selected to
ensure that, in most cases, the configuration is uniquely defined through this network,
that is, the connectivity graph must lead to a unique structure once relaxed with a given
interatomic potential. In the case of crystalline Si, for example, we define the local en-
vironment around an atom by a sphere of radius 5.0 Å, which includes about 40 atoms ;
two atoms are linked if their distance is less than 2.8 Å.
Once all new topologies are identified, a succession of ART nouveau searches are
launched on each of them. The optimal number of searches done per topology depends
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on the nature of the system and can be adjusted to ensure that all low-energy barrier
events, which dominate the dynamics, are found. In our current implementation, it is
increased also with the number of times a given topology is seen, ensuring that the most
common topologies are explored more often.
Every new event found with ART nouveau is analyzed and compared to the list of al-
ready known events for that initial topology. If an event with the same activation energy
is already in memory, a series of tests are performed to assess whether or not it is the
same event. When the generated event is judged to be new, it is then assigned to the
topology centered on the atom that moved the most during the event, irrespective of the
initial activation. The event label is obtained by combining the topology labels at the ini-
tial, saddle, and final states. We also keep in memory the position of the cluster of atoms
for the initial, saddle, and final configurations. These are necessary (a) as a reference
for the geometrical reconstruction from the saddle or the final configuration topological
mapping for atoms belonging to the same topological class and (b) to compare the event
in the list with newly generated events. Once a generic event is added to the database, it
is also added to the binary tree of events and to the histogram (see Sec. 3.6.3).
Finally, based on these data, a first generic rate is associated with the event by setting:
ri = t0 exp( DEi/kBT ) , (3.1)
where t0, the attempt frequency, is fixed at the onset and, for simplification, assumed to
be the same for all events (1013 s 1). DEi is the barrier height, that is, the energy diffe-
rence between saddle point and initial minimum. kB and T are, as usual, the Boltzmann
constant and the temperature, respectively.
While using a fixed attempt frequency is a simplification, it has been shown in several
systems that t0 varies only weakly with the chosen pathway [206]. The value of 1013 s 1
is compatible with pre-exponential factors in iron derived from experiment [182] and in
simulation [142]. For silicon, this value is also compatible with ab initio computations
of neutral vacancy diffusion [47].
In certain symmetric configurations, it is possible that distinct events associated with
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a given atom have identical topologies of initial state, saddle point, and final state, and
the same barrier height and absolute displacement. To distinguish between those and
fully account for the symmetries, we also include the direction of atomic motion in the
description of events. Checks on a number of highly symmetric states in Si and Fe show
that this classification recovers all pathways and accurately discriminates between them.
Hash keys provide a fast way of storing and retrieving event or topological informa-
tion. If the key of a new event or topology is already in use (a so-called hash collision),
the key value is incremented by one until a free key is found. The arrays for events and
topologies account for most of the memory used in k-ART simulations, and so a balance
has to be struck between size and speed. Too large arrays waste RAM, while too small
ones provoke frequent hash collisions and fill up earlier.
One of the major advantages of this approach is that this constantly updated catalog
of generic events and topologies can be saved to the disk, made available to others,
and reused on the same and similar systems. Multiple catalogs from different k-ART
simulations can also be merged to create a larger database that can be used to start new
simulations on the same system with a significant speed increase.
3.6.3 Adaptive generic event relaxation into specific events
Events generated for a given topology are known as generic events. It is assumed
that all atoms sharing the same topology will have access to these events with, howe-
ver, a small adjustment to the energy barrier due to local variations in position or long
ranged elastic interactions. To take these changes into account, generic events with low
barriers are re-converged for each realization, resulting in specific events, each linked to
a particular atom.
Starting from a common topological generic event, a specific event is generated for
each atom having the same topology by taking advantage of the ordered list of clus-
ter atoms around the central atom obtained using NAUTY (permutation key). With this
information, it is possible to reconstruct the geometry of the specific saddle and final
minimum conformations by mapping the displacement vector and transforming geome-
trically a given region in the system with respect to the generic configuration.
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In an earlier version of the algorithm [46], specific events were identified as those
belonging to generic classes with a an energy barrier of 15 kBT or less. Here, we adopt
rather an adaptive algorithm based on the kinetics of the system. All generic events are
ordered and stored into slices of 0.1 eV according to their energy barrier in a histogram
(see Fig. 3.2). For each slice, the total rate is computed and the cumulative rate up to
each energy barrier range is calculated.
The relaxation into specific events starts from the bottom of the histogram and then
proceeds to higher energy barriers until events accounting for a large fraction of the
total rate are relaxed (we use 99.9 % here). The remaining generic events are copied to
unrefined specific events. In this way, we ensure that almost all selected moves will be
picked from the list of fully relaxed individual barriers. Geometric and elastic effects on
the energies of local minima and transition states are therefore fully included in the rates.
3.6.4 Crucial aspects
3.6.4.1 Uniqueness in the correspondence between a geometry and topology
One of the main k-ART advantages resides in the topology-based discretization. To
be valid, this classification requires a unique correspondence between a local geometry
and a topology. With the right building rules for the truncated graph, it turns out that this
approximation almost always works for covalently bonded systems, but also for metals.
Since k-ART relies on the delicate reconstruction of transition states for computing spe-
cific events, a failure of the relation between topology and geometry leads systematically
to the disappearance of this first-order saddle point and can be easily detected. In other
words, event reconstruction automatically fails when a given topology corresponds to
more than one geometry.
When an ill-defined topology corresponding to more than one geometry is encoun-
tered for the first time, k-ART automatically adjusts the atom-atom connectivity cutoff
used within the cluster of atoms forming this graph, until the geometries initially as-
sociated with the same topology are now placed into two different classes. The unique
correspondence between local geometry and topology is now re-established.
38
[ 912419 ]
NAUTY
(a)
(b)
(c)
(d)
Figure 3.1 – (Color online) Local topology analysis procedure in k-ART. A truncated
graph (b) is extracted from the complete lattice (a). This graph is analyzed through
NAUTY (c), which returns a unique key and the associated topology (d).
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Figure 3.2 – (Color online) Generic events stored in a histogram used for an adaptive
event relaxation procedure.
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For computational ease, a marker identifies already encountered difficult topologies
so that k-ART can recognize them on the fly and test them to ensure that the correct
event catalog is used. To do so, k-ART maps one event from each of the associated
sub-topologies, until a successful map is achieved. If no event can be mapped using the
current sub-topologies, a new label is again issued. Each difficult topology can have as
many sub-topologies associated with it as necessary. In practice, topology collisions are
extremely rare, if reasonable cluster and neighbor cutoffs are used. If there is a collision,
it can usually be resolved with only one sub-topology.
3.6.4.2 Handling low-energy barriers
In KMC, dynamics is dominated by a system’s lowest energy barrier. When the
energy landscape consists of basins with numerous states connected by very low-energy
barriers compared to those needed to leave these basins, the algorithm becomes trapped
into computing non-diffusive events, decreasing significantly its efficiency in two ways.
First, it limits the attainable simulated time, as the low-energy internal barriers produce
a high total rate sum and thus a short average KMC time increment. Second, compu-
tational resources are bound to explore the states within a basin without yielding much
information, as effective diffusion takes place typically outside the energy basins.
We had previously implemented a TABU-like approach [61], that bans transitions
rather than states [33]. This algorithm is simple to implement and provides a thermo-
dynamical solution when there is a clear energy separation ; it fails, however, when few
pathways are available or the energy spectrum is continuous. To account for these situa-
tions, we developed the basin-autoconstructing mean rate method (bac-MRM), a basin-
based acceleration scheme inspired by the mean rate method (MRM) of Puchala et al.
[154]. A description of MRM can be found in the Appendix. In summary, MRM sepa-
rates the trajectory into transient states and absorbing states, and accelerates the simula-
tion by averaging over all possible jumps between transient states, yielding the correct
probability to exit a basin to a certain absorbing state.
In kinetic ART, the relevant entities are not states, but events, characterized by an
energy barrier between the initial and final states. In an event with energies Ei, Es, and
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Ef at the initial state, the saddle point, and the final state, respectively, we define the
forward energy barrier as b f = Es Ei, and the inverse barrier by bi = Es Ef . In both
cases, rates going forward or backward are determined by Eq. (3.1). Basins are then
identified on the fly by the barrier heights separating the basin states: Both the forward
and the inverse barrier must be smaller than a user-defined threshold.
Starting in a local minimum, low-energy barrier events are marked as potential basin
events, and the atomic displacement associated with these events is stored. If such an
event is picked for execution, it is added to the current network of basin events (i.e., for
the first basin event, this is at that time the only event), removed from the tree of available
events, and executed as normal. The system is then in state two, and the k-ART event
finding algorithm is started from this state. All events from previous basin states are kept
in the tree and could be picked as KMC move.
After state two has been searched for possible events, and before the next event is
picked, the MRM is applied to the basin consisting of two states: The rates leaving the
basin are modified following Eq. (3.5), and the total rate is adjusted accordingly. The
next step is then selected. It can either lead to a new basin state, to be added according to
the procedure described above, or out of the basin, in which case a standard k-ART move
is applied. If an event is found to lead to an already explored basin state, it is rejected,
removed from the tree, and added to the basin, adjusting the rates as needed.
Bac-MRM explores basins on the fly, and only as far as necessary. Simultaneously,
no state is intentionally visited twice. While the internal dynamics within a basin is lost,
the basin mean rate method in our implementation yields the correct distribution of exit
states depending on the basin internal rates and the point of entry into the basin.
The computational overhead of bac-MRM is small and the CPU resources needed
for all basin related operations are negligible compared to the time required to explore a
single topology.
3.6.4.3 Optimizing k-ART for large scale systems
Because activated mechanisms are local in nature, it is relatively straightforward to
optimize k-ART to handle systems with several tens of thousands of atoms. Indeed,
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diffusive motion typically involves regions composed of a few tens to a few hundreds
of atoms, and the forces induced by this displacement typically propagate up to a few
nanometers. Therefore, by coupling standard cell lists [4] and the Verlet algorithm [192]
for constructing neighbor lists with a local force calculation, the computational effort of
generating an event becomes almost system-size independent.
Local forces are first computed on all atoms involved in the event plus their first
and second neighbors. As the system evolves, atoms on which the force exceeds a set
threshold (of 0.01 eV/Å, in the case of c-Si) become labeled as involved and their first
and second neighbors are added to the list. This process ensures that forces are computed
only on the relevant atoms. The generation of new events and the relaxation of specific
events therefore is entirely local, with only a global minimization performed after each
KMC move to take into account all elastic effects.
We simulated several systems composed of 2744 to 27000 c-Si atoms using an em-
pirical Stillinger-Weber potential, periodic boundary conditions, and roughly the same
density of vacancies and interstitials in equal numbers. The scaling is given as a function
of system size in Fig. 3.3 for exploring a new topology on a single processor. Because
of rare global calculations during the analysis of events, the algorithm has a weak linear
dependance of 0.03 s per atom. However, the sub-linear terms, responsible for about 600
s, are dominant for system size of several tens of thousands of atoms. These sub-linear
terms are associated to the time required to attempt 15 saddle point searches on one to-
pology and to analyze the results as computed on a single core of a 2.66GHz Intel Xeon
X5550 CPU (all CPU times reported in this paper are computed on the same CPU).
3.7 Application of k-ART
We now apply k-ART to three different systems, in order to demonstrate the flexi-
bility of the method: (a) Vacancies and interstitials in c-Si. This work expands on the
vacancy diffusion study presented in Ref. [46]. (b) Interstitials in Fe. Diffusion mecha-
nisms for self-interstitial in iron are surprisingly complex ; this system represents a good
test of k-ART’s ability to sample such landscape. (c) Relaxation of amorphous silicon
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Figure 3.3 – (Color online) The average computational time required to explore a new
topology as a function of system size. We show results with 2744 atoms, 5832 atoms,
13 824, and 27 000 atoms with 1, 2, 4, and 8 vacancy and interstitial defects, respectively.
(a-Si). By construction, KMC methods have been mostly limited to lattice-based pro-
blems ; here, we show that the topological approach of k-ART is sufficiently flexible to
handle disordered materials.
3.7.1 Vacancies and interstitials in Si
We studied the annealing of eight pairs of vacancies and interstitials in an 8000
atoms c-Si box at 500 K using the Stillinger-Weber potential [180] and periodic boun-
dary conditions. A snapshot of the initial state of the simulation is shown in Fig. 3.4.
With this interatomic potential, the diffusion activation barrier for an individual vacancy
is about 0.43 eV [110]. Interstitials can be stabilized in three states, two of which are
almost degenerate in energy at about 0.75 eV above the first one. Diffusion for the single
self-interstitial is dominated by a barrier at 0.94 eV [175].
Figure 3.5 (bottom) shows the evolution of the total energy, measured with respect
to the crystalline state, and the squared displacement as a function of simulated time
for the system above, representing a total of 2000 k-ART steps. Vacancies dominate the
diffusion with significantly lower energy barriers. Each of the five large drops in energy
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Figure 3.4 – (Color online) The initial state of our 8000-atoms c-Si box containing eight
vacancies and eight interstitials. We only show over-coordinated (small spheres) and
under-coordinated atoms (large spheres).
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corresponds to the annihilation of an interstitial-vacancy (IV) pair, while from roughly
1 µs on, bound defects reorganize themselves without any recombination. We show in
Fig. 3.6 an example of a typical isolated recombination. We observe several metastable
states for the bound pair, before recombination, in general agreement with the findings
of Tang et al. [183] and Marqués et al. [112].
Energy fluctuations in Fig. 3.5 are also associated with the formation of self-defect
aggregates, such as a bi-interstitial and a vacancy complex, as well as elastic deforma-
tions. These can cause important differences between IV-pair recombinations. This is the
case of the second IV recombination (at t = 0.08 µs), which differs markedly from the
four others. Indeed, the presence of nearby vacancies (at a distance of about 1 nm from
the main interstitial and vacancy) significantly modifies the relaxation mechanism. They
introduce an intermediate oscillatory state which flickers for a duration of nearly 45 ns
(see Fig. 3.7) before IV recombination. This metastable state underlines the importance
of correctly handling long-range elastic and topological effects for the defect kinetics in
semiconductors.
Even small changes in the environment, up to 20 Å away from the defect, can change
the kinetics of defect diffusion and recombination. For example, IV-pair recombination,
for a nearly, but not completely isolated pair can follow at least two pathways, with
barriers differing significantly: 0.45, 0.39, 0.19, and 0.20 eV, in the first case, which is in
good agreement with Gilmer et al. [59], and 0.36, 0.19, 0.22, and 0.51 eV, in the second.
The advantage of k-ART’s approach to catalog building can be seen in Fig. 3.5 (top).
Since only previously seen topologies are included, the catalog grows as new regions of
the configurational space are visited, avoiding the need to construct all possible confor-
mations from the onset, a task that would rapidly be impossible, even for a system with
16 defects. We see that as the defects first diffuse in isolation for the first 20 ns, very few
new topologies are encountered. It is only as the recombination processes take place,
between t = 20 ns and 1 µs, that many new environments are visited, increasing rapidly
the number of sampled conformations from a few hundreds to almost 20 000 topologies.
While this number is large, all events are stored in a catalog and serve as such in any
new simulation, reducing considerably the CPU cost over time.
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Figure 3.5 – (Color online) Simulation of eight IV pairs in an 800-atom box at 500
K. Top: The number of encountered topologies and the computation time as a function
of the simulation time. Bottom: The evolution of the total energy, measured from the
perfect crystal, and of the the squared total displacement as a function of the simulation
time. The zero on the energy scale corresponds to a box with no defect. Arrows indicate
important interstitial-vacancy annihilation states shown as snapshots in Figs. 3.6 and 3.7.
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(a) Dt = 0 ps (b) Dt = 129 ps (c) Dt = 351 ps (d) Dt = 652 ps
(e) Dt = 658 ps (f) Dt = 659 ps (g) Dt = 667 ps
Figure 3.6 – (Color online) A typical interstitial-vacancy recombination. Time are mea-
sured from the initial snapshop, taken at 0.2 µs and indicated by arrow B in Fig. 3.5.
Over-coordinated atoms are shown as small spheres and under-coordinated atoms are
shown as large spheres. The empty figure in (g) indicates that there are no more topolo-
gical defects in the local environment.
(a) Dt = 0 ps (b) Dt = 150 ps (c) Dt = 152 ps (d) Dt = 322 ps
Figure 3.7 – (Color online) Oscillation of an interstitial-divacancy complex during an
interstitial-vacancy recombination in the presence of nearby vacancies. Time is measured
from the initial snapshot, taken at 50 ns and indicated by arrow A in Fig. 3.5. Over-
coordinated atoms are shown as small spheres and under-coordinated atoms are shown
as large spheres.
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3.7.2 Self-interstitial cluster diffusion in iron
Iron is widely used in nuclear power plants, which makes the modeling of irradiation-
induced defects interesting, in particular single and clustered self-interstitial atoms (SIA) [53],
from the microscopic to large scale, an important topic in computational materials science
[106, 115].
Simulating SIAs on an atomistic level is challenging for both molecular dynamics
(MD) and standard KMC methods. On the one hand, the activation energies of defect
migrations are rather high, so that MD simulations must be performed at comparatively
high temperatures (up to 1200 K, cf. Refs. [9, 184]) to explore the energy landscape
within the accessible simulation times. This makes it difficult to identify structures and
mechanisms important at the significantly lower operating temperatures. On the other
hand, due to the wealth of arrangements of interstitial atoms and other defects, it is
a formidable task to build a catalog of possible transitions a priori (to use in a KMC
simulation), without accidentally neglecting important migration paths. Often, a very
reduced catalog of transition pathways is used [17]. All this is complicated by the fact
that in iron clusters of interstitial atoms can glide in one dimension with very small
migration energies (tens of milli-electron volts) [184].
K-ART is an ideal tool to explore the migration pathways of SIAs without any as-
sumptions needed to assemble a catalog of events and the associated barriers a priori.
Events are searched for on the fly for each topology in the system, with corrections
applied at each KMC step to account for elastic distortions by surrounding defects.
As outlined in Sec. 3.6.4.2, low barriers can also be treated efficiently with the basin-
autoconstructing mean rate method.
For our iron simulations, we used the Ackland-Mendelev potentials [1], an improved
version of the potential developed by Mendelev et al. [120]. This potential describes de-
fects accurately [107] and was used in MD [9, 184] and ART nouveau [109] simulations
of iron SIA systems. The EAM energy and force calculation routine was adapted from
IMD [179] and can use any tabulated potential in IMD form.
To test the implementation, a single self-interstitial atom was embedded in a 1024-
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atom supercell. In the ground state, the interstitial forms a dumbbell in [110] direction
in agreement with earlier static simulations [54] and ART studies [109]. The transition
with the lowest energy barrier follows the nearest neighbor (NN) translation-rotation
mechanism proposed by Johnson [76] with an activation barrier of 0.3 eV. Higher barrier
events include a transformation to the [11x ] dumbbell, followed by an on-site rotation,
then pure translations to first and second NN sites. Other higher-energy events were
found, but were not picked to be executed during our simulations.
In simulations with two clustered interstitials, k-ART recovers the mechanism for
interstitial migration suggested by Johnson [76]: both interstitials perform a nearest-
neighbor translation-rotation jump. This can happen in a single step, or in two sequential
moves. The states and barriers found in our simulation agree with the results from Mari-
nica et al. [109]. A sample trajectory of the di-interstitial system over 2000 KMC steps
is shown in Fig. 3.8.
For a single self-interstitial, at the temperature of interest, barriers are well above
kBT , and there are no flickers. For SIA clusters, however, there are sequences of states
separated by low barriers. In the di-interstitial case, Marinica et al. [109] find a basin
of 0.25 eV above the ground state, with barriers below 0.1 eV separating the states.
We reproduce that basin as demonstrated in a detail of the trajectory in Fig. 3.9. While
the system explores the basin, low-energy barriers keep the system clock almost at a
standstill.
In a system with a 4-SIA cluster, a basin is found around the ground state: Small
reorientations of the four dumbbells lead to about 20 unique configurations separated
by extremely low barriers (<0.1 eV). Since the dynamics is dominated by low-barrier
events, the system manages to exit the basin only when all those states have been explo-
red. A sample trajectory over 290 KMC steps is displayed in Fig. 3.10.
The wealth of structures and transition pathways found in iron systems with SIA
clusters is virtually impossible to include in a catalog assembled a priori for standard
KMC simulations. In contrast, the self-learning k-ART program will over the course of
a simulation build a database of these configurations and events, thus saving time once
the system revisits previous states. The presence of basins (i.e. groups of states separated
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Figure 3.8 – (Color online) Simulation of an iron di-interstital cluster in a 1024-atom
box at 300 K. Top: The number of encountered topologies and the computation time as
a function of the simulation time. Bottom: The evolution of the total energy, measured
from the ground state, and of the the squared total displacement as a function of the
simulation time. The system propagates mainly by the two-step Johnson process with
an activation energy around 0.33 eV. The simulation was performed using a pre-built
catalog constructed from an earlier simulation, initially containing information about
9074 topologies. The simulation stalls when many new topologies must be explored. The
arrow marks the basin shown in detail in Fig. 3.9. In that basin, the activation energy is
under 0.3 eV. Two more basins are encountered at 3.8 and 5.5 µs.
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Figure 3.9 – (Color online) Detail of Fig. 3.8 (KMC steps 350–413, 0.99 µs): After
a series of two-step Johnson jumps, the system crosses into an excited state at KMC
step 235. Then a number of states forming a basin are traversed. Shaded background
indicates a basin (oscillatory) motion. After an exit event, the system resumes its basin
trajectory, until another exit event leads it back to the ground state, from where it resumes
its two-step motions. The energy trajectory passes through minima and saddle points
alternately (minima marked by crosses). During the basin motion, the system clock is
hardly moving.
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Figure 3.10 – (Color online) Trajectory of a tetra-interstitial cluster at 300 K in a 1024-
atom cubic box over 290 KMC steps. Top: The simulation and the computation time as
a function of KMC steps. Bottom: The evolution of the total energy, measured from the
perfect crystal, and of the the squared total displacement as a function of KMC steps.
The system makes several attempts to leave the ground state basin, but falls back until,
at KMC step 234, it succeeds. It then moves through a sequence of excited states, before
dropping back to a different ground state basin, with the whole cluster diffusing to the
nearest neighbor site. Different background colors represent different basins (white: out-
side of basin). As the barriers (shown as impulses in the lower plot) are comparatively
low, the clock advancement is rather small. Only if a barrier exceeding the basin thre-
shold is picked, the KMC time step is noticeable. A significant share of the CPU time is
spent exploring the sequence of excited states between steps 234 and 250.
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by low barriers) in these systems dictates the use of an acceleration scheme. With bac-
MRM, even such a rich system becomes a tractable problem in KMC simulation.
3.7.3 Relaxation dynamics in amorphous silicon
As kinetic ART is an off-lattice method with with self-learning catalog building ca-
pabilities, it can also be used to study relaxation of disordered materials on long time
scales. There have been previous applications of similar techniques to these systems, but
these have suffered from limited sampling of events [123, 128].
As a test case, we looked at amorphous silicon. Like crystalline silicon, this allo-
trope of silicon is fourfold coordinated with randomly oriented tetrahedra causing the
loss of medium and long range order in the system. This model system has been ex-
tensively studied with ART [14, 129] and ART nouveau [80, 190] and constitutes the-
refore a well-controlled model. Moreover, many fundamental questions remain regar-
ding its dynamical properties. For example, in spite of considerable experimental ef-
forts, the exact nature of defects responsible for structural relaxation is still a matter of
debate [35, 36, 121, 162]. As for many other disordered systems, only methods able to
reach experimental timescales will be able to offer a satisfactory answer to these ques-
tions.
We start here with a well-relaxed 1000-atom a-Si configuration with periodic boun-
dary conditions generated with the modified Wooten-Winer-Weaire procedure [13, 205]
and a reparametrized version of the popular Stillinger-Weber potential by Vink et al. [194]
adjusted to describe appropriately this allotrope. All atoms in the generated a-Si sample
are perfectly coordinated with a clean electronic gap [42] and a good agreement with the
experimental radial distribution function [13].
For a disordered system, the advantage of recycling events based on the local atomic
topologies takes a lot of time before becoming noticeable. For a well-relaxed 1000-atom
model of a-Si, for example, no two atoms share the same topology and even after many
thousands of events, topologies encountered more than once are rare. A meaningful ca-
talog requires therefore the combination of many independent KMC trajectories started
from various initial configurations.
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Figure 3.11 – (Color online) Simulation of a-Si in a 1000-atom box at 300 K. Top:
The number of encountered topologies and the computation time as a function of the
simulation time. Bottom: The evolution of the total energy and of the the squared total
displacement as a function of the simulation time. The simulation was started with a
catalog from an earlier simulation. The system flickers between two neighboring states
until it finds a way to relax further. This leads to a sequence of configurations never seen
before and the CPU time needed per step increases with the number of new topologies
to explore.
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At first, since each atom has its own topology, the number of initial events to be
generated is very large. Successive steps tend to be much less expensive and the number
of new topologies per step depends strongly on the amplitude of the displacement during
the previous KMC step. Small displacements observed during flickers usually result in
less than 10 new topologies while diffusive events can generate up to 140 new topologies
in a single step.
The distribution of activation barriers is similar to the one found in previous ART
studies [80, 190]. Although it is continuous over a wide range of activation energies, the
kinetics is dominated by non-diffusive low energy barriers. Contrary to crystalline sys-
tems, where a clear energy threshold separates diffusive from non-diffusive events, it is
necessary to fix the basin-threshold somewhat arbitrarily in the mean-rate method. Here
we chose a cutoff of 0.3 eV for a simulation temperature of 300 K. Therefore, events
associated with timescale of 16 ns or less are averaged over and the internal dynamics
of these events is ignored. This is acceptable, as we are interested in simulations on the
time scale of microseconds or more.
Figure 3.11 (bottom) shows the evolution of the total configurational energy as a
function of simulated time for a simulation of 3360 k-ART steps. Since we started from
a very well-relaxed configuration, the proportion of flickers is important but the system
still manages to relax by more than 6 eV over a 12 µs simulation. While the initial relaxa-
tion with the modified Stillinger-Weber potential leaves the system perfectly coordina-
ted, an average of 0.8 at.% defects are created in a few KMC steps. This concentration is
relatively constant throughout the simulation. Moreover, almost all the low barrier events
involve coordination defects. Defect migration events are hard to characterize since lo-
cal atomic motions can affect the existence of low energy defects up to the third nearest
neighbor distance. This can cause some defects to disappear while creating new ones.
The 4 eV drop at 10 µs is initiated by a bond switching event of two four-fold coordi-
nated neighboring atoms with a barrier of 0.28 eV. This allows for one atom to get rid of
a highly strained bond, resulting in a energy drop of 0.84 eV. This event is then followed
by a succession of 84 smaller relaxation events involving mostly spontaneous creation
or destruction of low-energy coordination defects. The configuration eventually ends up
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in a lower energy basin where flickers again dominate. The average defect population
goes from 0.8 to 1.4 at.% during the entire process.
K-ART in a-Si can be compared, on short times, with molecular dynamics. Using
the MD software LAMMPS [152] with our a-Si model, we launch a 10-ns simulation at
300 K with a timestep of 2 fs. At regular intervals, a configuration is frozen and relaxed
into the nearest local minimum using steepest descent in order to compare with our k-
ART simulation. Results (not shown) confirm that almost no deformation takes place on
this short time scale and both MD and k-ART display atomic displacement of the same
amplitude.
Total simulation time for this system is significant and Fig. 3.11 (top) shows the
evolution of simulation time as a function of computer time for a code running on a
single 2.66 GHz Intel Xeon X5550 CPU starting from a preconstructed catalog. The use
of a parallel version of the algorithm coupled with a more extensive catalog is expected
to reduce considerably the computational efforts for this simulation. Already, however,
we see that k-ART can be a useful tool for these complex systems.
3.8 Conclusion
In this paper, we present in details the kinetic ART algorithm, a versatile self-learning
on-the-fly off-lattice kineticMonte Carlo method. This method couples ART nouveau [105],
a very efficient non-biased open-ended algorithm for finding transition states [103, 109],
with a topological classification of events based on NAUTY, a powerful packaged deve-
loped by McKay [116].
Kinetic ART constructs a reusable event catalog that improves the efficiency of the
algorithm over time. Events are stored as generic events coupled to a given topology. To
fully include elastic deformations, the lowest-energy barriers are separately relaxed to
specific events to fully account for geometrical and elastic deformations. By construc-
tion, the algorithm also automatically identifies cases when the topology does not corres-
pond to a single geometry, ensuring that the basic approximations are valid for all events.
For efficiency, k-ART also includes local force calculations, allowing sub-linear scaling
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with system size, and an exact handling of flickers extended from the mean-rate method
[154]. Other acceleration techniques, such as parallel handling of event relaxation and
generation, are also implemented in the current version of the k-ART package.
To demonstrate k-ART’s versatility, we applied the algorithm to three problems:
vacancy-interstitial annihilation in c-Si, interstitial diffusion in Fe, and relaxation of a-Si.
Clearly, the algorithm, although slower than standard KMC, can handle accurately com-
plex systems with many tens of thousands of topologies much faster than MD, opening
the possibility of studying problems that have long remained out of reach of simulation.
3.9 Appendix: The Mean Rate Method
Following Puchala emphet al. [154], the system is separated in transient states and
absorbing states. To determine the probability to exit the basin to state x, we calculate
the transition probability matrix T, with components
Tji =
Ri! j
Âk Ri!k
= t1i Ri! j, (3.2)
where Ri! j is the rate going from basin state i to basin state j, and the summation is
over all basin and exit states k. t1i , the reciprocal of the sum of all rates leaving state i,
is the mean residence time in state i each time it is visited. The occupation probability
vector of all basin states after in-basin jump m (and before m+1), Q(m) is thus given by
repeated application of T to the initial occupation probability Qi(0) = dis, where s is the
starting state. The sum of the occupation probabilities over all possible number of jumps
gives the average number each basin state is visited:
Qsum =
•
Â
m=0
TmQ(0) = (  T) 1Q(0), (3.3)
from which the mean residence time in basin state i before leaving the basin can be
calculated:
ti = t1i Qsumi . (3.4)
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These residence times are then used to accelerate the basin exit rates from basin state i
to exit state j according to
hRi! ji= tiÂk tk
Ri! j, (3.5)
with k summing over all basin states. The next KMC step is then determined using
standard KMC rules, using these accelerated rates.
In contrast to the first passage time analysis (FPTA) [136, 154], the mean rate method
is computationally much simpler, as it requires a single matrix inversion to calculate the
modified rates, after which the ordinary KMC rules apply. This comes at a cost: There
is no correlation between the randomly determined residence time and the selected exit
state. Puchala et al. find [154] that in measuring average quantities after many steps, both
MRM and FPTA yield the same results.
3.10 acknowledgments
This work has been supported by the Canada Research Chairs program and by grants
from the Natural Sciences and Engineering Research Council of Canada (NSERC) and
the Fonds Québécois de la Recherche sur la Nature et les Technologies (FQRNT). We
are grateful to Calcul Québec (CQ) for generous allocations of computer resources.
CHAPITRE 4
"RÉINITIALISER ET RELAXER": AU SUJET DU RECUIT
LOGARITHMIQUE DANS LE SILICIUM CRISTALLIN
Dans les chapitres précédents, nous avons présenté des outils computationnels ca-
pables de simuler le comportement de matériaux complexes sur d’assez longs temps.
Bien entendu, le développement de ces outils n’est pas une fin en soi, mais bien un
moyen pour résoudre des problèmes physiques. Le présent chapitre décrit l’une de ces
applications. Il s’agit de calculer la cinétique atomistique du silicium cristallin soumis
à un bombardement ionique par ions de silicium à 3 keV et à un recuit à température
pièce.
Nous présentons un article accepté par la revue Physical Review Letters, rédigé en
collaboration avec un groupe d’expérimentateurs de l’Université de Montréal. Il présente
une interprétation nouvelle de résultats expérimentaux récents en les comparant avec des
simulations effectuées à l’aide d’ART-cinétique. Il s’agit donc d’analyser la cinétique des
défauts causés par le bombardement ionique du silicium cristallin à des énergies variant
de quelques keV à quelques dizaines de keV.
Des détails de ces simulations et du contexte scientifique ayant mené à ces travaux
sont décrits dans l’article du prochain chapitre. Néanmoins, les résultats et les conclu-
sions de l’article sont auto-portants, ne nécessitant pas la lecture du chapitre suivant pour
en comprendre les éléments essentiels.
Ma participation à l’article est majeure. J’ai développé le code de simulation, avec
l’aide de Peter Brommer et Jean-François Joly, ainsi que lancé et analysé toutes les
simulations par ART-cinétique. J’ai utilisé les configurations atomiques issues des si-
mulations par dynamique moléculaire de Jean-Christophe Pothier. J’ai également lancé
quelques dynamiques moléculaires pour améliorer l’échantillonnage. J’ai aussi parti-
cipé à la conception du modèle analytique en collaboration avec François Schiettekatte
et Normand Mousseau. J’ai rédigé l’ensemble du texte qui a trait aux simulations par
ART-cinétique, qui fut modifié par mes coauteurs.
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4.1 Auteurs
Laurent Karim Béland, Yonathan Anahory, Dries Smeets, Matthieu Guihard, Pe-
ter Brommer, Jean-François Joly, Jean-Christophe Pothier, Laurent J. Lewis, Normand
Mousseau et François Schiettekatte.
4.2 Résumé
L’évolution des structures à l’échelle atomique au sein de matériaux soumis à des
perturbations détermine en grande partie leurs propriétés mécaniques à long terme et
leur utilisation commerciale potentielle. La nature intrinsèquement microscopique de
ces processus et les longues échelles de temps sur lesquels ils se déroulent posent un
grand défi. Nous concentrons nos efforts à caractériser le silicium post-implantation io-
nique, un exemple typique de tels matériaux et processus, en combinant des expérience
de nanocalorimétrie à des calculs par Monte Carlo cinétique hors-réseau. Nous montrons
le lien entre la relaxation logarithmique, observée dans un grand nombre de systèmes,
aux mesures de relâchement de chaleur. Les mécanismes microscopiques associés à la
relaxation logarithmique peuvent être décrits par un processus en deux temps de réini-
tialisation et de relaxation. Au fur et à mesure que le système relaxe, il atteint des états
d’énergie de plus en plus basse où des barrières augmentant logarithmiquement doivent
être débarrées pour initialiser la distribution des événements exothermiques qui mènent
à des configurations plus stables.
4.3 Abstract
We study ion-damaged crystalline silicon by combining nanocalorimetric experi-
ments with an off-lattice kinetic Monte Carlo simulation to identify the atomistic me-
chanisms responsible for the structural relaxation over long timescales. We relate the
logarithmic relaxation, observed in a number of disordered systems, with heat-release
measurements. The microscopic mechanism associated with this logarithmic relaxation
can be described as a two-step replenish and relax process. As the system relaxes, it
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reaches deeper energy states with logarithmically growing barriers that need to be unlo-
cked to replenish the heat-releasing events leading to lower energy configurations.
4.4 Article
Fatigue and aging of materials are, in large part, determined by the evolution of the
atomic-scale structure in response to strains and perturbations. The coupling between
microscopic structure and long time scales remains one of the main challenges in ma-
terials study. This problem affects materials ranging from somewhat simple crystalline
systems to glasses, alloys and cements and is at the roots of phenomena affecting mate-
rials reliability, aging and fatigue. Over the years, their evolution has been characterized
by various models based on continuous, mesoscopic or atomic scale models and ge-
nerally fitted to experimental data [5, 8, 22, 32, 37, 39, 150, 151, 169, 193]. Direct
comparison between models, experiments, and atomic-scale simulations, however, have
been limited because of the often extensive time scale difference between the three,
leaving considerable space for interpretation in the fitting procedure even when descri-
bing apparently simple relaxation processes such as logarithmic relaxation observed in
polymer glasses, for example [87, 117, 168], and in ion-implanted amorphous and crys-
talline systems [121, 163, 164]. Here, we select ion implantation induced disorder in
monocrystalline silicon (c-Si), a controlled approach for perturbing samples that can be
closely reproduced numerically [15, 30]. Combined with calorimetric measurements,
ion implantation is an ideal technique for studying the kinetics and thermodynamics of
complex structures evolution in a systematic way.
Many models have been proposed for describing the accumulation and annealing of
ion-induced disorder in materials. The Frenkel pair model, for example, describes the di-
sorder in terms of isolated vacancies (V) and interstitials (I) [209] ; in contrast, molecular
dynamics (MD) simulations show that the majority of defects induced by the impact of a
single ion of a few keV are found in the form of heavily-damaged zones commonly called
amorphous pockets (APs) [30, 135, 145, 153] that anneal in steps, with a wide range of
activation energies that depend on the details of each APs’ interface with the crystal [30],
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as observed experimentally [40]. A popular model to account for damage accumulation
proposed by Marqués and coworkers [111] describes APs as an assembly of bound de-
fects corresponding to IV-pairs [205]. While never detected directly in experiments, this
mechanism was observed in various forms in short-time simulations [80, 181, 190]. As
shown below, this model does not describe nanocalorimetry (NC) measurements cor-
rectly and we are still seeking the correct atomic-scale relaxation model for implanted
semiconductors.
In this Letter, we develop such a model by coupling the NC measurements of the
annealing of low-energy, low-fluence implantation-induced disorder in c-Si with results
from simulations performed using the recently proposed kinetic Activation-Relaxation
Technique. K-ART is an off-lattice, self-learning kinetic Monte Carlo algorithm [18, 46]
that makes it possible to follow the time evolution of large implanted simulation boxes
over a timescale of up to a second or more, taking into account the full complexity of
activated events and their associated long-range elastic effects over timescales compa-
rable the experiments. Results show that the broad, featureless heat release as a function
of temperature measured by NC over several hundreds of Kelvin is well reproduced by
the k-ART simulations. Analysis of the atomistic simulations allows us to understand
the microscopic origin of this logarithmic relaxation.
NC measures heat release or absorption as a function of temperature in thermody-
namic and kinetic processes occurring at the nanoscale. The technique, described in
Refs. [44, 83], has been used to investigate phenomena ranging from melting point de-
pression in nanoparticles [43] to disorder annealing in amorphous Si (a-Si) [121] and
polycrystalline Si (poly-Si) [82]. The device consists of a low-stress, 250 nm thick SiNx
membrane supported by a 300 µm thick silicon frame. On top of the membrane, a Pt
strip is used to measure the temperature and heat the samples. The new device used here
[6] features, underneath the membrane, a 330 nm thick c-Si strip, aligned with the hea-
ting strip. Heating rates reaching 105 K/s convert small amounts of heat released during
disorder annealing into measurable power.
For these experiments, the samples and reference nanocalorimeters were in contact
with a sample holder either maintained at room temperature (RT) or cooled with liquid
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nitrogen (LN). In the latter case, the membrane, surrounded by a thermal shield, reached
110 K. The silicon layer was implanted with Si  at a fluence of 0.02–0.1 Si/nm2 and
an energy ranging from 10 to 100 keV produced by a negative sputter ion source. The
current was measured and integrated with systematic error <20%, although the relative
uncertainty between different experiments within a series of implantations is much smal-
ler. A slit was placed in front of the nanocalorimeter in order to implant the c-Si strip
without damaging the SiNx membrane on each side. The implanted area being 0.05⇥0.55
cm2, 55 to 270 billion ions were implanted in each experiment. This corresponds to 0.1
ions per square nanometer. At such low fluence, there should be a very small proportion
of collision cascade overlapping, so the experiments are comparable to simulations of
single ion implantations. A delay of the order of 30 s occurred between the end of the
implantation and the NC temperature scan, which lasts 10 ms. Heat release is measured
during the first temperature scan. Subsequent scans are used as a baseline experiments
to account for the fact that the implanted and reference NCs are not identical.[44, 83]
Figure 4.1 shows as solid lines the heat release per unit temperature, dQ/dT , as a
function of temperature, for different implantations. The amount of heat released is di-
vided by the number of implanted ions. In order to compare with simulations below,
results are scaled to 3 keV, i.e., they are multiplied by a ratio of 3 keV divided by the
implantation energy. The data collected for 10 keV, 0.02 Si/nm2 implants featured a raw
amplitude of less than 7 nJ/K above 500 K, a region where the signal becomes domina-
ted by the thermal losses, therefore featuring significant noise, so a smoothed curve is
presented. For implantations at LN, there is a rapid increase near 200 K, followed by a
slow, featureless decrease spanning several hundred degrees. Heat releases at similar am-
plitudes are observed for RT implants, but starting above 400 K. At higher fluences, the
signal becomes flat (not shown) instead of slowly decreasing [7], a behaviour observed
in poly-Si [82] and a-Si [121].
These measurements suggest that the disorder consists of structures complex enough
that no single activation energy can be associated to their annealing. Indeed similar ex-
periments involving H implantation, where discrete processes occur, do show distinct
peaks, associated to vacancy mobility, on top of a broad background signal, related to
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Figure 4.1 – Heat release as a function of temperature starting from (a) liquid nitrogen
(LN) and (b) at room temperature. Solid lines: Experimental results ; the NC signals are
divided by the number of implanted ions and scaled to 3 keV (see text). Dashed red
lines: model derived from k-ART after 3-keV Si ion implantations. Dotted black curve:
simulation based on the IV-pair model at LN temperature.
more complex processes [7].
We first compare experiments to the IV-pair model proposed by Marqués [111, 145]
using as input the list of defects predicted by SRIM (Stopping and Range of Ions in
Matter, an ion transport simulation code based on the central potential, binary collision
and random phase approximations) with an 80 keV implantation [209]. Defects are then
evolved using lattice-based kinetic MC annealing during and after implantation with
an activation energy Eact that depends on the number n of nearest neighbours in the “IV-
pair” state [111]. The simulation involves a 30 s waiting period at the lowest temperature
to account for the delay between the end of the implantation and the beginning of the
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NC temperature scan. A typical result of our implementation of this model, with a dis-
placement energy of 5 eV and at liquid nitrogen temperature, is presented in Fig. 4.1
(a) (dotted curve) with the signal scaled by 3/80 to compare to experiments and other
models. The simulation shows an isolated peak at 230 K, associated with the annealing
of isolated IV pairs (n = 0) associated with activation energy of 0.43 eV, followed by
a series of peaks corresponding to the other activation energies (n > 0), and fails to re-
produce experiments. Clearly, important relaxation mechanisms are missing from this
lattice-based KMC model.
It could be argued that the energy released by the annealing of the IV pairs with
different number of neighbours is not the same, especially in the case of isolated IV
pairs, but this would only modify the amplitude of the peaks, not their shape. Using MD
[153] instead of SRIM to determine the position of defects changes the distribution of
the IV pairs in the initial population, producing a higher temperature tail in the case of
more concentrated damage, but the shape of the experimental signal is not reproduced.
To attempt to better capture the complex relaxation between the various structures
forming the disorder, we turn to the kinetic Activation-Relaxation Technique, k-ART,
an off-lattice self-learning kinetic Monte Carlo method. K-ART couples ART nouveau
for the event search with a topological analysis tool for the catalog building and with a
kinetic Monte Carlo (KMC) algorithm for the time propagation [18, 46] . By performing
an extensive search for saddle points and fully relaxing the relevant energy barriers be-
fore each event, k-ART is able to take into account short and long-range elastic effects.
The topological analysis, performed with NAUTY [116], allows a stable and reliable
management of events even for disordered and complex configurations such as vacancy
diffusion in Fe [26] and relaxation in amorphous silicon [18].
We first inject a 3 keV Si atom into a 300 K 100 000-atom slab of Stillinger-Weber
silicon with a Langevin bath as boundary condition perpendicular to the trajectory of
the implanted atom, simulating the effect of a low-energy low-fluence ion implantation
experiment. The cell is then relaxed using MD for one to ten ns. A 27 000-atom subpart
of the cell containing the defects is then cut out and placed into a box with periodic
boundary conditions along all direction, to eliminate surface effects. We generated three
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independent samples following this procedure and then launched several 300 K k-ART
simulations on each MD-produced cascade, simulating up to timescales of 1 s or more.
Energy evolution for the k-ART trajectories is shown in Fig. 4.2 (a). Each relaxation
simulation shows a logarithmic time dependance over many orders of magnitude with
a slope determined by the initial disordered configuration ; independent k-ART simu-
lations starting from the same initial model follow a similar relaxation pathway. Such
logarithmic relation is similar to that observed in heat release and relaxation experiment
in other complex systems such as polymer glasses [87]. After averaging over the various
simulations, in order to reproduce experimental measures over a large number of cas-
cades, we find a slightly curved but still logarithmic overall relaxation behavior for the
system that is robust to the addition or subtraction of other runs (Fig. 4.2 (b)).
Before examining in more details the atomistic mechanisms leading to the macrosco-
pic relaxation, we need to confirm that the simulation results reproduce the experimen-
tal data. For this, it is necessary to convert our fixed temperature results into constant-
heating energy release. We consider an initial density of processes n(E, t = 0) that can be
activated by first order kinetics. The number of activated events with a barrier between
E and E+dE during the time interval between t and t+dt is
dn(E, t)dEdt = n(E, t)ne E/kT dEdt. (4.1)
This equation can be solved at fixed (similar to the simulation) or increasing temperature
(such as in NC scans).
Following the analysis of the accepted events, and in agreement with previous work [80],
we assume that activated processes release a fixed amount of energy h0, independent of
barrier height. A direct analysis of the microscopic events indicates that the effective
n(E,0), which is kinetically determined, goes like n(E,0)µ Eµ with  2.0< µ < 1.2.
To improve accuracy, we fit Eq. 4.1 to the averaged fixed temperature energy relaxation
shown in Fig. 4.2 (b) and find that the event density per interval log(t) decreases with
increasing time, in agreement with the direct estimation, and that h0n(t = 0) = 53E 1.7.
With this distribution, we compute the heat released under experimental conditions, in-
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Figure 4.2 – (a) Energy evolution for k-ART simulations. The lines correspond to inde-
pendent simulations starting from three different implantation runs. (b) Red solid line:
Average of the curves in panel (a). Green dashed curve: Solution of Eq. 4.1 at T = 300 K.
Insets: typical configurations of defects in a 27000-atoms system after a 10 ns MD run
(upper-right panel ; there are184 point defects) and after a 0.1 s k-ART simulation (lower-
left panel ; there are 94 point defects). Interstitials are colored in beige and vacancies in
blue.
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cluding an initial annealing period of 30 s at the implantation temperature to reflect
experimental conditions. Results are shown in Figs. 4.1 (a) and 4.1 (b). The agreement
between simulation-derived energy release and experiments both at liquid nitrogen (LN)
and room temperature (RT) is excellent, especially considering that the simulations are
performed with an empirical potential.
The correspondence between simulations and experiments is non-trivial. A uniform
density of process, n(E, t = 0), for example would lead to a flat heat release such as that
observed in higher implantation fluences [7] and a-Si [80, 82]. The origin of the exponent
in the density of processes is therefore associated with a decrease in the number of avai-
lable barriers as defects anneal, a behaviour that does not take place when amorphous
pockets remain present. This decrease in complexity is observed in the microscopic evo-
lution. After 1 ns following the implantation, before the k-ART simulations, the various
models contain between 100 and 150 point defects (I or V) assembled into 20 to 30
clusters. Although these clusters vary in size from 1 to 30 point defects, most of them
contain between 2 and 5 defects and are therefore better classified as defect complexes
rather than amorphous pockets. After 1 ms to 1 s, the various simulations lead to a range
of configurations that consist, typically, of small defect complexes, with 3 to 5 point de-
fects, and only a few clusters. This is illustrated in the insets of Fig. 4.2 (b), that shows
typical configurations after 10 ns and 0.1 s.
Structural information is not sufficient to explain the logarithmic relaxation. Fi-
gure 4.3(a) shows the energy barrier separating each state selected by k-ART, aggregated
over the simulations that reached at least 10 µs, as a function of time. Two features stand
out. First, a quasi-continuous distribution of activated events is accessible in all time
frames. Even after relaxing the system by several tens of eV, low-barrier events are still
present and executed. Second, the maximum energy barrier for executed events increases
logarithmically with time.
The quasi-continuous barrier distribution suggests that the system can be kinetically-
limited by configurational entropy. Most of the low-energy barriers connect flickering
states that do not lead to structural evolution. The logarithmically growing maximum
energy barriers, for their part, indicate that the structural evolution is also energy-limited
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Figure 4.3 – (a) Energy barrier of all executed k-ART events. Points above the black line
correspond to the 10 % highest energy barriers in each time-frame. Inset: the potential
energy asymmetry (final energy minus initial energy) of the executed events with an
energy barrier lying in the top 10 % of the barriers plotted in Fig. 4.3 (a) for each time-
frame. (b) Energy barrier of the k-ART events that release at least 0.5 eV of heat.
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and it is this interplay that generates a logarithmic energy decay.
The link between energy relaxation and kinetics is given by the high-energy barriers.
The inset of Fig. 4.3 (a) shows the heat released by the events with an energy barrier
above the 90th percentile, i.e. those above the straight line. These do not generally lead
to large drops in potential energy and many even lead to a higher-energy state, in agree-
ment with recent observations that the forward and reverse energy barriers are totally un-
correlated [80] ; the energy barrier of events that lead directly to a significant relaxation
are distributed evenly throughout all the selected events (Fig. 4.3 (b)). Our simulations
indicate that the annealing of the implanted c-Si is not systematically kinetically limited
by the relaxation events, but limited by events that allow the system to leave a region of
the configurational space where the potential energy landscape is essentially flat to reach
another region where a large drop in potential energy is accessible. It can be described
as a two-step replenish and relax process that explains the logarithmic relaxation. High
energy barrier events, which are mostly reconfiguration events, do not directly lead to a
low-energy structure but rather unlock the system, open new low-energy pathways and
replenish the basin of available energy-releasing events. These events are associated with
an almost continuous and time-independent energy barrier distribution that reflects the
complexity of the defects themselves and the impact of long-range elastic deformations.
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CHAPITRE 5
CARACTÉRISATION DES MÉCANISMES DE RELAXATION
POST-IMPLANTATION DANS LE C-SI
Au chapitre précédent, nous avons présenté une application d’ART-cinétique à l’im-
plantation ionique du silicium cristallin et formulé un nouveau modèle de relaxation, le
"Replenish-and-Relax" (réinitialisation et relaxation). Dans l’article qui suit, nous ana-
lysons davantage ce jeu de donnée et mettons ces conclusions dans le contexte de la
littérature scientifique à ce sujet.
Ma contribution à l’article, soumis à Physical Review B, est majeure. J’ai lancé et
analysé toutes les simulations par ART-cinétique et rédigé l’ensemble de l’article, qui
fut révisé par mon co-auteur.
5.1 Résumé
À l’aide de la technique de l’activation et de la relaxation cinétique (ART-cinétique),
nous caractérisons les mécanismes de relaxation structurelle du silicium cristallin où sont
implantés des ions de silicium à 3 keV, sur des plages de temps couvrant 11 ordres de
grandeurs, incluant les dynamiques moléculaires qui servent de paramètres d’entrée au
code. Premièrement, nous présentons les régimes qui contrôlent l’évolution temporelle
des défauts structuraux. Deuxièmement, nous analysons les mécanismes de relaxation
atomistiques simulés à ART-cinétique. Troisièmement, nous montrons que les barrières
d’énergie potentielle des événements activés ainsi que l’entropie configurationnelle li-
mitent le système à une relaxation logarithmique. Quatrièmement, nous présentons une
description analytique de nos résultats. Enfin, nous discutons des implications de nos
résultats, notamment à l’effet que sur la plupart des plages temporelles, la relaxation
n’est pas tributaire de la cinétique de poches amorphes, mais plutôt de celle associée aux
interactions élastiques entre défauts ponctuels et petits complexes de défauts.
71
5.2 Auteurs
Laurent Karim Béland et Normand Mousseau
5.3 Abstract
Using the kinetic Activation Relaxation Technique (kART), we characterize the struc-
tural relaxation mechanisms in self-implanted crystalline silicon bombarded at 3 keV
over 11 orders of magnitudes of time, including molecular dynamics simulations that
serve as input. First, we present the regimes that control the time-evolution of structural
defects. Second, we analyze the atomistic relaxation mechanisms that were simulated by
kART. Third, we show that both the energy barrier of activated events and configuratio-
nal entropy play a role in limiting the rate of relaxation. Fourth, we present an analytical
description of our results. Finally, we discuss the implication of our results, notably that
the relaxation over most timescales is not driven by amorphous clusters, but rather by
elastic effects caused by the interaction of point defects and small defect complexes.
5.4 Introduction
The time-evolution of atomistic structures in ion-implanted materials is a problem
with important technological [91, 178] and fundamental implications [70, 144]. Particu-
larly, this evolution in keV ion-implanted cristalline silicon (c-Si) plays a role in micro-
electronic device fabrication [166] and can provide important insights about amorphiza-
tion [7, 147].
Many numerical studies of this system where performed through the years, signifi-
cantly increasing our microscopic understanding of the accumulation, thermodynamics,
and kinetics of damaged and amorphous structures in ion-implanted Si. For instance,
Caturla et al. [30] have studied, with molecular dynamics (MD), 5 keV and 15 keV
implantations of As and Pt in c-Si, with simulation reaching 0.5 ns. They observe amor-
phous pockets that recrystallize, with a barrier that grows with the amorphous pocket
size. Jaraiz et al. [75], using a code based on Monte Carlo diffusion, coupled to a binary
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collision approximation simulator, studied 40 keV self-implantation and annealing of Si
at 1088 K, and found excess self-interstitial densities in good agreement with experimen-
tal data in the 10 s range. Hensel and Urbassek [68] found that 10-100 eV implantation
of Ar in Si is sufficient to induce long-lasting (over a day at room temperature) defects,
although they do not show 5- and 7-rings typical of amorphous regions. Norlund et al.
[135] performed 2 ns MD simulations, initialized at 0K and rapidly quenched, of 0.5 to
10 keV Si self-implantations. They showed that about 50% of point defects (at 5 keV)
aggregate in clusters of less than 6 defects (including isolated point defects). Extended
amorphouslike pockets (more than 20 defects) are not present in the majority of the final
states of their runs.
Near the turn of the century, Tang et al. [183] performed tight-binding MD simula-
tions of the annihilation of isolated self-interstials and vacancies in c-Si and observed
a metastable configuration, analogous to the Wooten-Winer-Weaire [205] bond-defect.
Further MD characterizations by Marques et al. [111] of these IV-pairs demonstrated
that accumulation of these pairs led to increasingly stable clusters with an amorphous
topology. They performed lattice-based kMC simulations centering on IV-pairs diffu-
sion and recombination described by a binary approximation simulator, and predicted
the presence and stability of amorphous zones in implanted c-Si in good agreement with
experiments.
More recently, Foiles [52], performed a detailed analysis of the damage created by
10 ps NVE MD simulations initialized at room temperature of 25 eV to 25 keV Si self-
implantations, observing that about two third of the point defects created by the damage
cascade are not surrounded by an amorphous local topology at 5 keV. Pothier et al.
[153], ran 1 ns MD simulations of 3 keV Si self-implantation and annealing at room
temperature. They found that the potential energy drops in steps, associated with the
coordinated recrystallization of several tens of atoms, and found that implantation of
a-Si shares several similar feature with that of c-Si. Finally, Borodin [24] performed
5 ns MD simulations of keV Si self-implantation at 1000 K, observing that damaged
defective clusters rapidly transform into simpler complexes and point defects.
In the past year [19], state-of-the-art atomistic simulations have permitted to observe,
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with atomistic detail, damage evolution on time-scale which permit comparison to ex-
periments (on the order of a second, at room temperature). Indeed, we show, using the
kinetic Activation-Relaxation Technique (kART) [18, 46], an off-lattice, self-learning
kinetic Monte Carlo (kMC) algorithm, that it is possible to simulate fully the annea-
ling of 3 keV Si self-implantation on time-scales surpassing 1 s [130], with results co-
herent with nanocalorimetry experiments [19]. The relaxation is logarithmic, with li-
miting activated events whose barriers grow as time evolves. We also showed that the
kinetics can be explained by a two-step “replenish and relax” model. The rate-limiting
activated events “unlock" the system, “replenishing" the local energy landscape with
heat-releasing events (with a uniform distribution of activation energy barriers), which
is necessary for relaxation.
In this article, we characterize the atomistic details of this system. Firstly, we inves-
tigate the regimes that appear during the time-evolution of structural defects. Secondly,
we present the atomistic relaxation mechanisms that were simulated by kART. Thirdly,
we characterize the nature of the limitations to relaxation rates. Fourthly, we present an
analytical account of our results. Finally, we discuss the physical significance of these
results.
5.5 Methodology
Ion-implanted silicon is characterized by the presence of highly-defective regions as-
sociated with atoms in off-lattice positions and related through long-range elastic stress-
fields. Its time evolution has been studied extensively using molecular dynamics [24, 30,
52, 68, 75, 153]. Due to computing costs associated with this technique, simulated time
scales have been limited to 10 to 100 ns, sampling only the very onset of relaxation at
room temperature [153], or involving annealing at high temperatures [24]. Longer si-
mulations were reached using standard lattice-based KMC methods [75, 111]. However,
these impose two major approximations to allow the construction of a preliminary ca-
talog: a lattice-based description, that restricts seriously atomic positions and, at best, a
continuum description of elastic deformations [7, 144]. These uncontrolled restrictions
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(a) time = 10 ns ; 184 point defects (b) time = 74 µs ; 144 point defects
(c) time = 0.05 s ; 104 point defects
Figure 5.1 – Illustration of point defects for typical configurations in a 27000-atoms
system after different annealing times, for the same simulation, indicated in the sub-
captions, along with the number of point defects in each illustration. Interstitials are
colored in beige and vacancies in blue.
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leave some questions as to the accuracy of these approaches, particularly regarding the
local relaxation [19]. The kinetic Activation-Relaxation Technique (k-ART) lifts these li-
mitations by removing the lattice requirements, fully incorporating short and long range
elastic effects and building the event catalog on-the-fly.
KART uses the topology of the local environment surrounding each atom to clas-
sify configurations, with the help of the extensive NAUTY package [116]. For genera-
ting new events and reconstructing old ones, it implements the Activation Relaxation
Technique (ART nouveau or ARTn [103, 105]). ARTn is a very efficient open-ended
searching algorithm for transition states that allows the identification of new events as
the system evolves. kART was used with success to predict the structural evolution of
vacancies in iron [26], the structural relaxation of amorphous silicon [77, 78, 130], the
kinetics of point defects in c-Si [18] and the measured heat-release of ion-implanted c-Si
in nanocalorimetry experiments [19]. More details can be found in Refs. [18, 77].
Three independently ion-implanted Stillinger-Weber silicon [180] models are prepa-
red by implanting a 3-keV Si atom in a 120,000-atom slab and relaxing at 300 K for 1 to
10 ns using molecular dynamics (MD), following the procedure described in Ref. [153].
A 27,000 cubic-box containing the cascade-damage for each model is then removed
from the slab and simulated, with periodic-boundary conditions, using kART. In total,
11 kART simulations are run from these three models for times ranging from 1µ to more
than 1 s.
The final timescale is determined by the nature of the low-energy barrier states in
each model. Indeed, KMC simulations are limited by the presence of low-energy non-
diffusive barriers that consume the computer time without leading to structural evolu-
tion. In order to handle these so-called flickering states, or flickers, kART uses the auto-
constructing basin mean-rate method (bac-MRM) [18], based on the mean-rate method
proposed by Puchala et al. [154]. Successive flickering states are collected into a single
basin, separated by a defined maximum energy barrier or energy threshold. As the bac-
MRM finds a new flicker, it creates a basin or adds it to an existing one. This basin
is formally treated as a single minimum with the exit probability transitions computed
analytically. Such approach allows for a very efficient handling of flickers into kART.
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Other mechanisms also slow down the dynamics. This is the case of the one-dimension
fast “2I+IV” defect complex diffusion, associated with a 0.32 eV barrier and first obser-
ved by Marqués et al. [112]. The shortest kART simulations are all characterized by
the presence of a high number of these fast-diffusers that go round the box along the
(111)-axis without ever encountering a defect on which to anneal. Since these weakly
interacting diffusers do not play a particular role in structural relaxation (other than dif-
fusing matter), we focus the results section on the 6 simulations that reach and exceeded
the 10 µs timescale.
In order to analyze these processes, we identify point defects using a criterium loo-
sely based on Lindemann spheres [68, 98]. All atoms near their perfect lattice positions,
i.e. if the distance between their position and the lattice position is smaller than 0.5 Å,
are considered as on-lattice. Atoms displaced by a larger distance are considered as self-
interstitials. Unmatched atoms on the perfect lattice are considered to be vacancies. The
positions of these point defects for typical configurations are illustrated in Fig. 5.1.
We analyze point defect clusters and complexes with the Hoshen-Kopelman algo-
rithm [73]. We include single point defects and point defect complexes when computing
the number of clusters and average cluster size.
5.6 Results
Figure 5.2 shows the evolution of the relative energy as a function of time for the 11
kART simulations started from three different ion-implantation processes. They indicate
that, for a given cascade, relaxation is close to logarithmic even though a small curvature
can be observed when the data is averaged (Fig. 5.3). With detailed information about
the microscopic events leading to this long-time behavior, it is possible to understand the
origin of the relatively common logarithmic relaxation [5, 87, 117, 168]. Logarithmic
relaxation in this system is also observed in MD simulations [153], which serve as an
input to our computations. In total, logarithmic relaxation lasts for at least 11 orders of
magnitude of time.
Visual inspection of the system at 1 ns , as illustrated in Fig. 5.1 indicates that most
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large defect clusters (i.e. the so-called "amorphous pockets") are already annihilated, as
described in Ref. [153]. Most of the defects are either alone or aggregated in small com-
plexes. Indeed, the average defect cluster size, including point defects, is of 5 defects,
which is not coherent with an "amorphous pockets" description. Visual inspection at 74
µs in Fig. 5.1 leaves no room for ambiguity to the fact that no amorphous clusters are
left. Nevertheless, logarithmic relaxation continues.
5.6.1 Evolution of structural defects
We present two descriptions of the collective and atomistic behavior of point defects.
We first look at the collective regimes that lead to relaxation in individual simulations.
We then look at the collective regimes that control the aggregate structural relaxation
in many simulations (which is comparable to simultaneous ion implantations in non-
overlapping volumes, as in low-fluence ion-bombardment). For simplicity, we classify
this time-evolution into three regimes. If the average defect cluster (or complex) size in-
crease, with no change in the number of defects, the system is aggregating defects. If the
number of defects and the average cluster size both increase, the system is experiencing
reconfiguration. If the number of point defects decreases, the system is annihilating (or
recombining) point defects.
We illustrate the collective behavior of point defects in individual kART runs in
Figure 5.4. It shows the time evolution of both the total number of point defects and
the average cluster size in a 1 s (top panel) simulation and a 0.066 s simulation (lower
panel).
The top panel is associated with the run plotted as the red line that crosses 1 s in Fig.
5.2. The potential energy relaxation, as seen in Fig. 5.2, is unevenly distributed across
time-intervals. There are some very steep cliffs in the time-evolution of the potential
energy, separated by long periods of time with little structural relaxation. The evolution
of the number of point defects and the size of clusters exhibits a similar behavior. We
see a large decrease in the number of defects, cluster size and potential energy between
1 and 2 ns, followed by a small increase in both the number of defects and cluster size
between 2 and 15 ns, which corresponds to a reconfiguration regime, which does not
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Figure 5.2 – Time-evolution of potential energy for kART simulations. The lines corres-
pond to independent simulations starting from three different implantation runs.
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Figure 5.3 – Red solid line: The potential energy of our simulations, averaged over
the lines plotted in Fig. 5.2. Green dashed line: Solution of 5.1 at T=300K, with
h(Eb)n(Eb, t = 0) = 53E 1.7b
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Figure 5.4 – The time evolution of the total number of point defects (in red, left scale)
and the average defect cluster size (in green, right scale) in two independent simulations.
The relaxation undergoes a number of recombination, aggregation and reconfiguration
regimes.
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contribute to potential energy relaxation. Between 15 and 275 ns, and between 10 and
36 µs we witness defect annihilation and a decrease in the potential energy. From 0.5 ms
to 7.5 ms, we witness an increase in average cluster size, a constant number of defects
and a 4.5 eV decrease in potential energy, which corresponds to an aggregation regime.
We observe two final recombination events at 7.5 ms and 8.5 ms.
In the bottom panel of Fig. 5.4, we plot the same quantities as in the top panel, for
the kART run illustrated as the green line in Fig. 5.2 with the final potential energy value
is -131 eV at 66 ms. The decrease in potential energy is spread out much more evenly
across time-intervals than in the run illustrated in the top panel of Fig. 5.4. Also, we
observe more contrasted and long-lasting regimes of reconfiguration, aggregation and
recombination (annihilation) of point defects.
At short times, below about 100 ns, reconfiguration events dominate as the average
cluster size and number of point defects are stable. The potential energy declines by less
than 1 eV. After 100 ns, defects annihilate steadily before reaching a plateau, at 100 µs,
leading to a drop in cluster size. As these small clusters are mobile, we observe complex
rearrangements between 100 µs and 4 ms that lead to a sharp increase in the average
cluster size from 4 to 4.7, while keeping the defect number constant, and corresponding
to an aggregation phase. In the last phase, lasting to the end of the simulation at 100 ms,
both the number of defects and cluster size decrease, in a collective behavior.
Second, we characterize the aggregate behavior of point defects by plotting the ave-
rage cluster size and the average total number of defects for all kART runs in the panels
of Fig. 5.5, with the average potential serving as an indication of the overall relaxation
level. In the top panel, we see that the number of defects decreases monotonically (a few
discontinuities are associated with the fact that not all simulations are the same length
in time). The potential energy and the number of defects follow a similar trend indicates
that defect annihilation dominates the energy release. In the lower panel, the average
size of point defect clusters decreases mostly monotonically until about 100 µs. After
a relatively long plateau, the average cluster size increase rapidly around 1 ms. This in-
crease is not an artifact of some simulations ending abruptly. The correlation between the
decrease in cluster size and the potential energy is not as remarkable as the correlation
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Figure 5.5 – Top: the number of point defects, averaged over all simulations. The ave-
raged potential energy is plotted as an indicator of the degree of structural relaxation.
Bottom: The size of defect clusters and complexes, averaged over all simulations. The
averaged potential energy is plotted as an indicator of the degree of structural relaxation.
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between the number of point defects and potential energy. This indicates that aggregation
does not play a role as important as annihilation in heat release, a point further discussed
later on in the section. Overall, the aggregate behavior of cluster size is quite different
from the behavior of individual cascades. Indeed, Fig. 5.4 shows that the cluster size
of an individual cascade can exhibit large variations, which is not the case in aggregate.
Finally, the bump in cluster size from 0.3 ms to 100 ms is associated with a plateau in the
number of point defects and a cluster reorganisation leading to a slow energy relaxation.
Thus, some of the overall behavior is linked with specific timescale and not simply the
details of the initial configuration.
5.6.2 Relaxation events
In this section, we examine the contribution of individual events to energy relaxation
and the atomistic changes brought by each individual event. These correspond to the
abrupt changes in potential energy show in the top panel of Fig. 5.2. We aggregated
events that were separated by less than 1 ps. Only events with heat release of 0.5 eV
or more were accounted for after aggregation. This is to prevent taking into account
oscillations of an amplitude smaller than 0.5 eV, which are common for t >10 µs.
For simplicity, these atomistic events are classified as in the previous section : re-
combination (or annihilation) events, aggregation events, and reconstruction events. For
example, recombination events occur both in small clusters and in point defect com-
plexes such as the well known, but not experimentally observed, I-V pair [146, 183]. It
is important to note that while we classify energy relaxation events using the same three
names as the regimes of structural time-evolution of defects, heat releasing events of
all classes happen during any structural evolution regime. For instance, the aggregation
regime in the bottom panel of Fig. 5.4 is in fact a succession of atomistic annihilation
and reconfiguration events that result in an increasing average cluster size and a constant
number of defects.
Fig. 5.6 shows the energy released by each individual event in all the simulations.
They are plotted in the left panel as a function of the activation barrier height and colo-
red as a function of their classification. They are plotted in the right panel as a function
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Figure 5.6 – Left: Heat release as a function of activation barrier height for each event
releasing more than 0.5 eV, aggregated over all kART runs. The color indicates the type
of relaxation event. Right: Heat release as a function of the change in the number of point
defects for each event releasing more than 0.5 eV, aggregated over all kART runs. The
coloring indicates the change in the number of clusters caused by the relaxation event.
of the change in the number of point defects, colored as a function of the change in
the number clusters. We observed 350 exothermic events in total. There is no clear re-
lationship between the activation barrier height and the heat released by each event, in
agreement with Ref. [80].
142 (41%) events conserve or increase the number of point defects (i.e. reconfigura-
tion or aggregation events), releasing no more than 4.2 eV (120 of these events release
less than 1.2 eV). 83 of these keep the number of clusters constant (reconfiguration), 27
increase it (reconfiguration), and 32 decrease it (aggregation). 208 (59%) events decrea-
sed the number of point defects (i.e. recombination) ; 106 of these events decrease the
number of clusters, 85 keep the number of clusters constant, while 17 increase the num-
ber of clusters. 97 of the recombination events involve the annihilation of 4 point defects,
such as the IV-pair. In the absence of other nearby defects, we report an energy barrier to
bond defect recombination in agreement with the literature (0.43 eV). Accumulation of
these bond defects does not necessarily lead to the higher recombination barrier postula-
ted by nucleation theory, it depends rather on the precise orientation of the defect cluster
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at hand. The effect can increase, decrease, or have no impact on the stability of the bond
defect, as is seen in the left panel of Fig. 5.6. Indeed, the annihilation events, shown in
green, display a wide range of potential energy barriers.
In total, aggregation accounts for 9 % of exothermic events and 6 % of heat release,
reconfigurations for 31 % of exothermic events and 15 % of heat release ; and recombi-
nation for 59 % of events and 79 % of heat release.
5.6.3 Rate-limiting processes
The structural relaxation of implanted c-Si is logarithmic, which means that relaxa-
tion becomes increasingly kinetically limited as time progresses. The are two main
classes of kinetic limitations. The first is the presence of rate-limiting activated pro-
cesses with increasingly high barriers. As shown in the previous account of our com-
putations [19], such events do take place in our simulations, and are necessary to the
unlock of the system, replenishing the basin of heat-releasing events in the local energy
landscape. The second class of kinetic limitation is related to configurational entropy. In
this case, a great number of configurations are accessible to the system, with only a small
portion of this configurational space leading to relaxation. The system will thus spend a
significant amount of time exploring these states, without any heat release. This entropy
will reduce the rate of relaxation, as would an activated event with a high barrier.
As shown in Fig. 5.8, for any time-interval, the energy barriers for the realized event
are distributed quasi-continuously, with no specific value standing out in spite of the
overall crystalline nature of the system. While activated events with the largest energy-
barriers in each time-frame are candidates as kinetically-limiting event, the continuous
spectrum suggests a role for configurational entropy.
In order to account for both classes of kinetic limitations, we compute the proportion
of total simulated time accounted for by the events with barriers that lie in the top 10 % of
the barriers executed in a small interval on a logarithmic scale as the simulations progress
in time. These proportions are illustrated in Fig. 5.7, for all simulations that reached 10
µs. We also plot the average as a thick black line. The top 10 % events account for 30 to
90 % of the simulated clock as runs progress. The trend is U-shaped, with maxima near
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Figure 5.7 – Proportion of total simulated time accounted for by the events with barriers
that lie in the top 10 % of the barriers executed in a small log(t) interval. The different
points are from different simulations. The thick black line is an average.
1 ns and 0.1 s. The minimum is reached between 1 µs and 1 ms. Thus, configurational
entropy seems to be very significant between 1 µs and 1 ms. These are the characteristic
times for the diffusion of mono-vacancies, depending on the strain exerted on them by
various defect complexes, which means a large configurational space is locally available
to the system. In the other time domains, the system is mostly limited by rare activated
events, which are necessary to unlock and replenish the energy landscape.
5.6.4 A continuum model for energy relaxation
Fig. 5.2 shows the potential energy of all the kART runs as a function of time. The
logarithmic decay is observable in each run. This type of decay is coherent with the long-
tailed heat release measured by nanocalorimetry [7, 19, 121, 165]. We consider activated
processes with an initial density of processes n(Eb, t = 0) that are activated by first order
kinetics, that each release h(Eb) heat, where Eb is the activated event’s effective potential
energy barrier. Events with a given Eb have a should be described by a Poisson process
[121]. The heat released between Eb and Eb+dEb during the time interval between t and
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88
t+dt is then written as
h(Eb)(dn(Eb, t)dEbdt = h(Eb)n(Eb, t)ne Eb/kT dEbdt. (5.1)
By solving this equation at fixed or increasing temperatures, we can model constant tem-
perature or temperature-dependent signals. If h(Eb, t = 0)n(Eb) varies slowly, solving
the equation at fixed temperature results in logarithmic decay of the potential energy,
with  h(Eb)n(Eb, t = 0) as the slope of the potential energy with regards to log-time
[164, 165]. When solved with a constant increasing temperatures, this slope determines
the heat release measured by nanocalorimetry at temperature TEb corresponding to the
characteristic Eb, following Arrhenius dependance. A proper description of h(Eb) and
n(Eb, t = 0) is thus crucial to properly compare simulations and experiments.
To quantify the contribution of h(Eb) and n(Eb, t = 0), we identify individual heat-
releasing events in each simulation. As explained in the previous section, we take into
account all events that generate more than 0.5 eV of heat. The event density evoluation
is equivalent to n(Eb, t = 0) and its heat release can then be computed.
Fig. 5.9 illustrates the observe behavior averaged over our runs. The data were obtai-
ned by binning the results of all the simulations into regular log(t) intervals. The results,
drawn with red crosses, is noisy but show a clear trend that is most evident with a rol-
ling average over 10 points. The heat release oscillates around a constant value of 1.7
eV but remains time independent. We infer that relaxation events emit a random amount
of heat, with a distribution centered around h0, a constant independent of Eb. This is in
agreement with computations by Kallel et al. in a-Si [80], that do not observe correlation
between barrier height and heat release of activated events. The event density, however,
decreases over time, more rapidly in first nanoseconds and slowing down afterwards: the
rolling average (green line) is 6.2 events per log(t) at t=1.2 ns falling to 2.5 events per
log(t) at t=20 ns and 0.96 events per log(t) at t = 0.027 s.
Equation 5.1 can thus be solve posing h(Eb) = h0 = 1.7eV and n(Eb, t = 0) = n0E
µ
b ,
fitting the exponent µ and the constant n0 so to describe the potential energy of our kART
runs, averaged over all 11 simulations, as plotted in Fig. 5.3. µ =  1.7 and h0n0 = 53
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produce a good fit (see the blue curve in the top panel of Fig. 5.9). When solving at
an increasing temperature, these values predict a heat signal in good agreement with
nanocalorimetry experiments [19].
5.7 Discussion
Investigation of the nature of heat-releasing events revealed that isolated events invol-
ving annihilation, aggregation and reconfiguration all contribute to the total heat release
of the system, with recombination accounting for 59 % of these events and 79 % of heat
release. Once again, we stress that the succession of heat releasing events can lead to a
variety of structural evolution regimes with an overall effect on the distribution of defects
that might differ from that of individual events.
A noticeable feature of these events is the nearly continuous distribution of the po-
tential energy relaxation involved. This complex energy landscape is the result of the
presence of point defects and small defect clusters and complexes. Indeed, multi-IV-pair
clusters are absent from the simulation. Thus, relaxation cannot be described by the size
of post-implantation amorphous clusters, as in the IV-pair model [111], but rather by ta-
king into account elastic interactions between point defects and small defect complexes.
Nevertheless, activated exothermic events exhibit a wide range of activation barriers and
heat release per event, as is observed in severely disordered systems, such as a-Si [121]
or polymer glasses [87].
Logarithmic decay is coherent with the potential energy relaxation observed by pre-
vious MD studies, that typically follow relaxation over three orders of magnitudes in
time [24, 30, 52, 68, 153]. This relaxation and the spread in the height of activation bar-
riers was generally associated with the annealing of amorphous clusters. Here, we show
that the logarithmic relaxation persists for at least nine orders of magnitudes in time even
in the absence of amorphous clusters (i.e. after their annihilation).
In the case of individual implantations, the logarithmic decrease in potential energy
is observed in tandem with three regimes of time-evolution of defects: recombination (or
annihilation), aggregation and reconfiguration. The exact sequence of these regimes is
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somewhat stochastic, dependent on the kinetic path chosen by the ion-bombarded sys-
tem. The annihilation regime is most often associated with potential energy relaxation,
although aggregation regimes play a smaller role. As for regimes involving reconfigura-
tions, they do not contribute much to heat release, but play an important role in logarith-
mically limiting relaxation.
When considering many simultaneous implantations, we observe a steady decline
of the number of defects (an annihilation regime) during most of the relaxation, with a
short aggregation regime from 0.3 ms to 100 ms. To our knowledge, this is the first re-
port concerning full atomistic details of time-evolution of point defect structures and of
the heat release it produces of ion-implantation on these time-scales, taking into account
off-lattice configurations. While Ref. [75, 111] report aggregation and annihilation of va-
cancies and interstitials, they do not report reconfiguration, nor the alternance of regimes.
The variety of these regimes, and the fact their concatenation leads to nearly-logarithmic
relaxation, is an indication of the high level of disorder that the long-range interaction of
defects can induce to the potential energy landscape.
Concerning rate-limiting processes, it is rather surprising that configurational entropy
and high-barrier events both have a significant role to play in logarithmically limiting the
relaxation in the majority of time-frames. It would be interesting to further investigate
this issue in other logarithmically relaxing systems. Furthermore, the fact that barriers
that unlock the system, and permit the "replenish and relax" [19] behavior in c-Si, in-
crease logarithmically raises questions. Indeed, were these barriers randomly distributed
in such a manner at the beginning of the anneal, as proposed by the Gibbs model [58],
or is there a relationship between the order parameters and the unlocking barrier height
(as proposed in Ref. [87]) ? Further work is needed to clarify this issue.
The fact that a largely crystalline system can exhibit an energy landscape similar to
those disordered systems warrants investigation. Why does keV implanted c-Si and a-Si
exhibit similar heat release signature during aging [7, 79, 153], but converge towards
different order parameter values. A study involving re-implantation of our samples and
their eventual amorphization could provide interesting insights about this issue.
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5.8 Conclusion
We studied the room-temperature logarithmic annealing of 3 keV self-implanted
c-Si, over time-scales of up to 1 s, using the kinetic Activation-Relaxation Technique
(kART), and presented four main results:
- A characterization of the regimes that control the time-evolution of structural de-
fects.
- An analysis the atomistic relaxation mechanisms that were simulated by kART.
- A demonstration that both the energy barrier of activated events and configurational
entropy play a role in limiting the rate of relaxation.
- An analytical description of the heat released during relaxation.
We also discussed the implications of these results. Most notably, we find that elastic
interactions between point defects and small defect complexes control the relaxation,
rather than the size of "amorphous pockets".
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CHAPITRE 6
LES BOÎTES QUANTIQUES DE GE/SI
La recherche au sujet des boîtes quantiques auto-assemblée est un domaine d’activité
très actif. Au début des années 1990 [126], on a découvert que ces structures, jusque-
là considérées comme des défauts nuisant à une croissance lisse par hétéro-épitaxie,
offraient plusieurs possibilités technologiques, telles des applications à l’informatique
quantique et la fabrication de lasers et détecteurs .
Les boîtes quantiques sont des objets tri-dimensionnels dont la taille se mesure à
l’échelle nanométrique. Dans le cas auto-assemblé, il s’agit d’îles de formes diverses
formées par la croissance d’une couche mince semi-conductrice sur un substrat possé-
dant un paramètre de maille légèrement différent (e.g. le Ge qui possède un paramètre
de maille 4 % plus grand que celui du Si). Cette différence de maille crée des contraintes
de déformations qui entraîneront la formations de structures, les boîtes quantiques, pour
minimiser l’énergie libre. Des revues de littérature assez exhaustive sur ce sujet ont été
publiées [27, 86, 100].
Nous ne présenterons pas ici un survol complet du domaine. Si le lecteur désire s’in-
former davantage à ce sujet, nous le référons aux revues de littératures sus-mentionnées,
ainsi qu’à notre examen de synthèse doctoral. Du fait de l’effort computationnel très
lourd exigé par les calculs quantiques présentés dans les chapitres suivants, nous devons
nous limiter à étudier des processus en aval de la formation des boîtes quantiques. Le
but de ce chapitre est donc de mettre ces calculs en contexte et d’en comprendre les
implications.
Dans le cadre de cette thèse, nous avons étudié deux sous-problèmes importants re-
liés à ces boîtes: d’abord la question de la structure de la couche de mouillage Si/Ge
sur laquelle repose les boîtes, ensuite la question de l’interdiffusion près de la surface,
qui importe à la fois pour la composition de la couche de mouillage et pour le profil des
boîtes quantiques.
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6.1 Reconstruction de la couche de mouillage
Lors du mode de croissance Stranski-Krastanow, les premières couches déposées
par l’hétéro-épitaxie forment des couches lisses, que l’on nomme couches de mouillage.
Dans le cas du Ge sur Si(001), on parle de trois mono-couches. Par la suite, une crois-
sance tridimensionnelle prendra place, i.e. la croissance d’îles, de forme pyramidale dans
le cas Ge/Si(001). Plusieurs facteurs influencent le contrôle de la taille et de la forme de
ces structures [118, 160]. On peut penser notamment à la nucléation [126], l’agrégation
[189], le mélange entre les espèces et la structure [167] et la composition de la couche
de mouillage [208]. Une partie des calculs de l’article qui suit porteront sur ce dernier
élément.
La couche de mouillage de Ge est composée de dimères, de façon à diminuer le
nombre de liens pendants. En effet, le Ge, tout comme le Si, possède quatre électrons de
valence, qui favorisent une structure quadratique. Les atomes en surface, dans l’orien-
tation (001), étant donné l’absence de voisins au-dessus d’eux, s’assemblent deux par
deux dans le but de créer de maximum de liens covalents, d’où la présence de dimères
et de la reconstruction 2x1 (il faut deux cellules unitaires par une cellule unitaire pour
reproduire le patron de la reconstruction). Aussi, il est connu que ces dimères peuvent
être mixtes, i.e. composé d’un atome de Ge et d’un atome de Si [143].
De plus, on sait que des dimères symétriques engendrent une superposition des
bandes liantes et anti-liantes, ce qui rend la surface métallique. Les dimères asymétriques
sont donc favorisé, car ils lèvent la dégénérescence de ces bandes [92]. Ces dimères asy-
métriques ont tendance à s’organiser deux par deux pour diminuer l’énergie potentielle,
formant ce que l’on appelle une reconstruction 2x2, tel qu’illustré à la figure 6.1
Puisque que le Ge possède un paramètre de maille 4% plus grand que le Si, son dépôt
sur le Si aura comme effet d’exercer un stress compressif sur la couche de mouillage.
Pour diminuer les déformations, il est favorable de retirer des dimères en surface. Ces
dimères vacants interagissent élastiquement et auront tendance à être espacé de 8 à 12
dimères et à s’aligner d’une rangée de dimère à l’autre. Ils forment donc une ligne de
dimères vacants, ou DVL ("Dimer Vacancy Line"). L’espace entre ces lignes, disons N,
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We have studied diffusion of Ge into subsurface layers of Si(100). Auger electron diffraction mea-
surements show Ge in the fourth layer after submonolayer growth at temperatures as low as 500 ±C.
Density functional theory predictions of equilibrium Ge subsurface distributions are consistent with the
measurements. We identify a surprisingly low energy pathway resulting from low interstitial formation
energy in the third and fourth layers. Doping significantly affects the formation energy, suggesting that
n-type doping may lead to sharper Si!Ge interfaces.
PACS numbers: 68.35.Fx, 68.35.Ct, 68.35.Dv, 68.35.Md
Interface abruptness in Si-Ge heterostructures has been
the subject of intense research for many years [1]. Such
heterostructures are of increasing interest for optoelec-
tronic devices and quantum wells. Accurate modeling of
these devices requires knowledge of the interface elemen-
tal profile. The lower surface energy and larger size of
Ge relative to Si means that interdiffusion is thermody-
namically favored when Si is deposited on Ge(100) [2].
In the reverse case, where Ge is deposited on Si(100), it
has frequently been assumed that the interface is abrupt
within 1–2 layers. Recently, evidence for Ge diffusion to
the third [3–6] and fourth layer [7] has been reported, al-
though other work found no significant interdiffusion at
similar temperatures [8].
Diffusion of Ge in bulk Si has a large activation energy,
on the order of 4–5 eV [9,10], and is negligible at the tem-
perature of typical deposition experiments, about 500 ±C.
This high activation energy has been taken as an indication
that Ge diffusion below the second layer of the Si(100) sur-
face would be kinetically hindered, even if thermodynami-
cally favored. Yet, several experimental measurements
have indicated the presence of subsurface Ge [3–7]. The
experimental results presented here suggest an activation
barrier smaller than 2.5 eV for diffusion down to the fourth
layer [11]. It has been suggested that the mechanism for
subsurface diffusion must involve surface defects to facili-
tate transport [12].
In this Letter, we report experimental evidence for ex-
tensive interdiffusion during growth of Ge on Si(100), with
Ge present throughout the top four layers after deposition
of only 0.8 monolayer (ML) at 500 ±C. The results are
not strongly dependent on step structure (widely spaced,
single-height steps vs closely spaced, double-height steps).
We present results of theoretical calculations explaining
these measurements. Density Functional Theory (DFT)
calculations of relative site energies were carried out
and used to predict the thermodynamic distribution of
Ge atoms. Extensive calculations of diffusion paths
and activation energies revealed a mechanism which
could lead to near-equilibrium Ge distribution down to
fourth layer without the presence of surface defects.
Dopants are predicted to significantly affect the rate of Ge
diffusion.
MgKa-excited Auger and photoelectron diffraction
(AED and PED) were used to determine the near-surface
Ge distribution in Ge!Si(100) films. High kinetic energy
PED!AED is a powerful tool for obtaining element-
specific structure of the near-surface region [13]. Emis-
sion from Ge atoms occupying different sites may be
distinguished by different angles of forward scattering by
overlying atoms.
Figure 1 illustrates the dimerized Si(100) surface struc-
ture. The open structure and inhomogeneous stress dis-
tribution may affect Ge incorporation in subsurface sites.
The tendency of the larger Ge atom to occupy tensile sites
(labeled 3b, 4b) has been suggested as a mechanism for
growth-induced ordering in Si0.5Ge0.5 alloys [14].
Si(100) wafers, both on axis and 4± toward "011#,
were cleaned with acetone and methanol, and out-
gassed overnight in ultrahigh vacuum (base pressure
2 3 10210 torr) at 600 ±C (resistive heating). The oxide
was removed by annealing at high temperature $%1200 ±C&
until a sharp low-energy electron diffraction (LEED)
FIG. 1. Si$100&-c4 3 2 surface structure. The reconstruction
results in two inequivalent sites in layers 1, 3, and 4, but one
site in layers 2, 5, and 6.
0031-9007!00!84(11)!2441(4)$15.00 © 2000 The American Physical Society 2441
(001)
Figure 6.1 – Illustration des positions atomiques des atomes d’une surface de Si recons-
truite 2x2. La numérotation correspond à chaque couche atomique. Figure tirée de [188]
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établit le nombre de cellules unitaires pour décrire la reconstruction, i.e. 2xN (voir, e.g.
[100]).
Au fur et à mesure que l’espace entre les dimères devient petit, les interactions élas-
tiques répulsives deviennent grandes. Si le stress accumulé est suffisant, l’interaction
répulsive sera telle que le retrait de rangées de dimères entières, ou DRV (Dimer Row
Vacancies) peut devenir favorable, menant donc à une reconstruction NxM [63].
Des résultats récents dans la littérature [10–12] nous invitent à croire que cette re-
construction contrôle la forme des boîtes quantiques qui apparaîtront. Leur modèle, ins-
piré de données obtenues par microscopie à balayage par effet tunnel (STM, ou Scanning
Tunneling Microscope), introduit deux types de noyaux précurseurs aux boîtes quan-
tiques, dont l’un mène à la formation de pyramides à base carrée, et l’autre à des prismes
à base triangulaire. Une illustration de ces noyaux est reproduite à la figure 6.2. On de-
vine un noyau qui, en imaginant un dépôt où les atomes s’emboîtent autour de ce noyau,
mènera soit à un pyramide à base rectangulaire, soit à une pyramide à base carrée, tel
qu’illustré à la figure 6.3.
À basse température (moins de 873K), ce modèle semble expliquer la nucléation de
l’ensemble des structure Stranski-Krastanow. À plus haute température, ce mécanisme
est en compétition avec un mécanisme associé à l’instabilité de Asaro-Tiller-Grinfield,
qui prédit que la couche de mouillage devient ondulée pour diminuer le stress com-
pressif, ce qui amène de petits amoncellements de Ge qui deviendront éventuellement
des pyramides. Il semble que la formation de ces amoncellements est davantage limitée
cinétiquement que la formation des structures illustrées à la figure 6.3.
Il semble donc que les détails de la structure de la reconstruction associées à la
DVL soient cruciaux pour contrôler la formes des boîtes quantiques. Une partie de notre
étude computationnelle portera donc à caractériser la DVL et les déformations élastiques
qu’elle induit.
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(a) (b) (c)
FIG. 2: STM empty state image of Ge QD array (hGe = 6 A˚, Tgr = 360 C) on the Si(001) surface (a); p(2 2) structure within
the WL block, upper Ge atoms of the tilted dimers are resolved in the rows (b); pyramid (left) and wedge nuclei (1ML) on the
neighboring WL blocks (c), both nuclei reconstruct the WL surface, a nucleus never exceeds the bounds of a single WL block.
(a) (b)
(c) (d)
FIG. 3: Nuclei of Ge hut clusters: STM empty state images
(a, c) and atomic structures (b, d) of the pyramid (a, b) and
wedge (c, d) nuclei, 1 is WL.
in situ STM studies explored gas-source-molecular-beam-
epitaxy (GS-MBE) growth of Ge on Si(001) in the atmo-
sphere of GeH47,17 or Ge2H618. The chemistry of GS-
MBE is obviously strongly di erent from that of ultra-
high vacuum (UHV) MBE which is usually employed for
Ge deposition on Si substrates4. Unfortunately, experi-
mental and especially direct high resolution UHV STM
investigations of Ge cluster nucleation and early stages
of the cluster growth on Si(001) by UHV MBE have not
been described in the literature thus far. No data are
available on the morphology of nuclei and the beginning
of cluster growth. Now we shall try to fill up this gap.
In this article, we investigate the nucleation and very
beginning of growth of Ge hut clusters composing dense
QD arrays formed by UHV MBE at moderate tempera-
tures. The atomic structure of cluster nuclei as well as
the structures of very little clusters—as small as a few
monolayers (ML) high over the wetting layer (WL)—are
the issues of this study19.
The results reported in the article evidence that there
are two di erent types of nuclei on Ge wetting layer which
evolve in the process of Ge deposition to pyramidal and
wedge-like hut clusters. It might seem that solid proofs of
this statement can be only obtained from STM measure-
ments during growth7,8. Unfortunately, such experiment
is hardly possible now. STM operating at the growth
temperatures cannot assure atomic resolution which is
necessary to reveal an atomic structure of clusters and
smaller objects on WL. We have made a di erent experi-
ment. Having assumed that nuclei emerge onWL as com-
binations of dimer pairs and/or longer chains of dimers
in epitaxial configuration20 and correspond to the known
structure of apexes specific for each hut species2,15 we
have investigated WL patches, 1ML high formations on
them and clusters of di erent heights (number of steps)
over WL. This approach exactly simulates the above ex-
periment ensuring the required high resolution. As a re-
sult, we succeeded to select two types of formations di er-
ent in symmetry and satisfying the above requirements,
which first appear at a coverage of   5 A˚ (Tgr = 360 C)
and then arise on WL during the array growth. We
have interpreted them as hut nuclei, despite their sizes
are much less than those predicted by the first principle
calculations21, and traced their evolution to huts22.
The experiments were carried out using an ultra high
vacuum instrument consisting of the UHV MBE chamber
coupled with high resolution STM which enables the sam-
ple study at any stage of processing sequentially investi-
gating the surface and giving additional treatments to the
specimen; the samples never leave UHV ambient during
experiments. Silicon substrates (p-type,   = 12   cm)
were completely deoxidized as a result of short annealing
at the temperature of   925 C23. Germanium was de-
posited directly on the atomically clean Si(001) surface
Figure 6.2 – Noyaux menant à la formation de boîtes quantiques de Ge sur Si(100). On
voit (a et c) des images STM et (b et d) des représentations schématiques des noyaux
menant (a et b) à des pyramides à base carrée et (c et d) à des prismes à base triangulaire
Figure tirée de [10]
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(a) (b) (c)
(d) (e) (f)
FIG. 4: STM empty state micrograph (a) of the 5-ML Ge pyramid (hGe = 6 A˚, Tgr = 360
 C), a top view of the pyramidal QD
(b) and contrasted image of its vertex (c); STM empty state topographs (hGe = 6 A˚, Tgr = 360
 C) of the 2-ML Ge wedge-like
cluster (d), a top view of the wedge-like QD (e) and an empty state image of the ridge of the 3-ML Ge wedge-like cluster (f);
1, 2 and 3 designate WL, the first and the second layers of QD respectively, d marks a defect arisen because of one translation
uncertainty of the left dimer pair position.
(a) (b)
FIG. 5: Rearrangement of the first layer (a) of a forming
wedge during addition of dimer pairs of the second layer (b);
labels are the same as in Fig. 4.
from the source with the electron beam evaporation2.
The rate of Ge deposition was   0.1 A˚/s and the Ge cov-
erage (hGe)24 was varied from 3 to 14 A˚. The substrate
temperature Tgr was 360 C during Ge deposition. The
rate of the sample cooling down to the room tempera-
ture was   0.4 C/s after the deposition. The tempera-
ture was monitored with tungsten-rhenium thermocouple
mounted in vacuum near the rear side of the samples and
in situ graduated beforehand against the IMPAC IS 12-
Si pyrometer which measured the sample temperature
through the chamber window. Specimens were scanned
at room temperature in the constant tunneling current
(It) mode. The STM tip was zero-biased while a sample
was positively or negatively biased (Us). The details of
the sample preparation as well as the experimental tech-
niques can be found elsewhere2,23,25.
Fig. 2(a) presents an STM image of an array of small
Ge clusters grown at Tgr = 360 C and hGe = 6 A˚. WL
is seen to have a block (M ⇥N patched) structure. The
blocks are usually p(2 ⇥ 2) reconstructed (Fig. 2(b))26.
We suppose that the process of the cluster nucleation
consists in formation of new structures on the WL blocks.
These 1ML high structures are well resolved in Fig. 2(c)
on the neighboring WL blocks: The left feature is as-
sumed to be a nucleus of the pyramid whereas the right
one is considered as a nucleus of the wedge-like cluster.
A good few of such structures are observed in the long
shot of the array (Fig. 2(a)). STM images of the nuclei
and their schematic plots are given in Fig. 3. The fur-
ther growth of the clusters is shown in Fig. 4. Fig. 4(a)
presents an STM image of the 5ML high pyramid. It
is commonly adopted that the hut clusters grow by suc-
cessive filling the (001) terraces of the {105} faces by
the dimer rows8. A schematic plot of the 2-ML pyramid
Figure 6.3 – (a): Image STM d’un pyra ide à base carrée d’une hauteur de cinq mo-
nocouches, (b) représentation schématique de cette pyramide, (c) agrandissement de
l’image au sommet de la pyramide, (d) image STM d’un prisme à base triangulaire,
(e) représentation schématique de ce prisme et (e) agrandissement de l’image à l’arrête
du prisme. Figure tirée de [10]
6.2 Interdiffusion à la surface
À température finie, on s’attend à ce que d contributions ntropiques mènent à un
certain mélange du Ge et du Si déposé. En effet, des calculs théoriques [188] indiquent
que le coût en énergi p tentielle de la présence de Ge en sous-couche, plutôt qu’en
surface est de quelques dixièmes d’eV, c qui signifie que d s quantités significatives de
Ge seront présentes en 3e et 4e sous-couche. Le tableau 6.2 résume ces résultats. Les
positions auxquelles font référence ce tableau sont illustrées à la figure 6.1. De plus, des
mesures expérimentales confirment la présence de Ge dans ces profondes sous-couches
[188, 208].
Quant aux barrières cinétique à l’inter-diffusion, des calculs effectués à l’aide de la
méthode de la bande élastique établissent une limite supérieure de 2.1 eV [188], ce qui
est cohérent avec des mesures expérimentales qui observent de l’inter-diffusion à 773
K. Cette barrière est cependant trop grande pour expliquer l’inter-diffusion observée
expérimentalement à 673 K [132]. Une partie de l’article qui suit porte d’ailleurs sur un
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Energie Ratio d’occupation
(eV) 0.8 MC 1.6 MC
Couche LDA PW91 Tersoff 773 K 973 K 973 K
1a 0 0 0 0.904 0.831 0.965
1b 0.134 0.149 ... 0.495 0.449 0.820
2 0.314 0.363 0.230 0.037 0.058 0.257
3a 0.361 0.415 0.136 0.017 0.032 0.156
3b 0.292 0.344 0.123 0.049 0.072 0.303
4a 0.344 0.419 0.174 0.016 0.031 0.15
4b 0.291 0.348 0.107 0.046 0.069 0.293
Tableau 6.I – Le coût énergétique pour substituer un atome de Ge dans divers sites de
Si et le ratio d’occupation calculé à l’aide d’une distribution de Fermi-Dirac. On montre
des résultats de DFT (LDA et PW91) ainsi qu’avec le potentiel de Tersoff. Les ratios
d’occupation correspondent à des conditions expérimentales de 0.8 monocouches (MC)
déposées et 1.6 MC déposées. Tableau reproduit à partir de [188].
chemin de plus faible barrière.
Ainsi, des atomes de Si peuvent remonter à la surface de la couche de mouillage et
diffuser jusqu’aux boîtes quantiques, avec une barrière de diffusion d’environ 0.7 eV,
[125] qui seront composées d’un alliage de Si/Ge [85, 119]. Ce mélange changera aussi
les tensions de surface et les déformations élastiques [159].
De la même façon, l’inter-diffusion peut se produire directement à la surface des
boîtes quantiques. Dans le cas d’une pyramide (la première forme de structure tridimen-
sionnelle à apparaître sur Ge/Si (001) ), il s’agira d’inter-diffusion sur le plan (105). Bien
que des calculs décrivent la diffusion à la surface de ce plan [74, 127] et l’échange Si/Ge
en surface sur ce même plan [31] il n’existe pas, à notre connaissance, d’étude théo-
riques qui décrivent l’interdiffusion vers des couches plus profondes. Malheureusement,
étant donné les ressources limitées à notre disposition, nous devront laisser cette question
sans réponse. Néanmoins, le développement méthodologique auquel nous avons procédé
permet l’exploration du potentiel énergétique d’un tel système. Cette diffusion est parti-
culièrement importante parce qu’elle détermine le profil de concentration de Ge/Si des
boîtes quantiques et par le fait même ses propriétés structurelles et électroniques.
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6.3 Remarques finales
Nous avons établi un contexte très succinct à l’article qui suit, après un court chapitre
méthodologique. Bien entendu, la croissance de structures auto-assemblées Ge/Si (001)
est un domaine scientifique et technologique extrêmement riche, comme en témoigne
les impressionnantes revues de littérature discutant du sujet. Néanmoins, nous espérons
que ce court chapitre saura convaincre le lecteur de la pertinence des calculs qui seront
présentés plus loin dans la thèse.
CHAPITRE 7
CALCUL DE STRUCTURE ÉLECTRONIQUE
Pour simuler l’évolution structurelle atomistique d’un matériau, nous devons être en
mesure de déterminer le champ de force qui s’applique sur chaque atome. Dans les ar-
ticles présentés jusqu’ici dans la thèse, nous avons utilisé des champs de force classiques,
basés sur des formules analytiques ajustées à des données empiriques et ab initio. Ce type
d’approximation est relativement bon lorsque l’on considère des structures dans le vo-
lume du matériau. Cependant, les effets électroniques sur la structure sont généralement
plus importants près de la surface. Il nous est donc nécessaire d’utiliser des méthodes
tenant compte de la nature quantique des interactions inter-atomiques, ab initio.
Si l’on s’intéresse principalement à des systèmes où l’on considère que les princi-
pales contributions aux interactions inter-atomiques proviendront de l’état électronique
fondamental, la théorie de la fonctionnelle de la densité sera un candidat intéressant.
Dans la mesure où les ions se déplacent à une vitesse suffisamment faible (i.e. de fa-
çon adiabatique), les électrons restent dans l’état fondamental, à conditions que les états
excités soient ne soient pas significativement populés, e.g. par l’effet de perturbations
(comme les interactions électrons phonons). C’est typiquement le cas dans un semi-
conducteur comme le silicium. En général, bien que certains états de transitions peuvent
poser des difficultés à cette théorie, elle offre un bon compromis entre la performance,
la précision et la généralité.
Un grand nombre d’ouvrages présentent cette théorie avec clarté et détail (e.g. [48,
113, 173]). Nous présenterons ici les notions qui établissent le contexte qui motive l’uti-
lisation du code de structure électronique BigDFT [56].
Étant donné la nature quantique de la structure électronique, on doit la représenter
par une fonction d’onde, sur laquelle l’hamiltonien s’applique généralement en suivant
l’équation de Schrödinger. La résolution d’un tel problème implique la résolution d’un
hamiltonien où sont couplées 3(ne + ni) variables, où ne est le nombre d’électrons et
ni le nombre d’ions. La première approximation consiste à découpler la cinétique des
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noyaux, qui sont deux mille fois plus lourd que les électrons. L’approximation de Born-
Oppenheimer [23] consiste à traiter la cinétique des ions classiquement. L’hamiltonien
prend la forme
Hˆ =
ne
Â
i=1
 0.5—2+0.5Â
i6= j
1
|ri  r j| +Vˆext(r,R)+Hion(R) = Tˆ +Uˆ+Vˆ +Hion, (7.1)
Les ions appliquent donc un champ externe sur les électrons, qui restent quand à eux
couplés. Ce nombre de variable est trop élevé pour calculer la fonction d’onde directe-
ment. L’idée du théorème Hohenberg-Kohn [71] est que l’on peut extraire l’ensemble
des propriétés de la fonction d’onde à l’état fondamental en par la connaissance de la
densité électronique n:
n(r) = ne
Z
d3r2
Z
d3r3..
Z
d3rneY?(r,r2, ..rne)Y(r,r2, ..rne), (7.2)
où Y est la fonction d’onde. À l’aide du théorème Hohenberg-Koh, on peut montrer que
l’énergie de l’état fondamental s’exprime comme une fonctionnelle de cette densité à
l’état fondamental. Si l’on exclut la cinétique des ions,
E0 = E[n0] =<Y[n0]|Tˆ +Uˆ+Vˆ |Y[n0]>, (7.3)
où la contribution du potentiel externe<Y[n0]|Vˆ |Y[n0]> s’exprime en fonction du cette
densité électronique:
V [n0] =
Z
V (r)n0(r)d3r. (7.4)
Pour transformer ce problème à plusieurs corps en une combinaison de problème à
un corps, on doit être en mesure de réexprimer l’équation 7.5 sans le terme d’interaction
Uˆ . Pour ce faire, on considère une fonctionnelle d’énergie sans ce terme, mais où la
densité électronique de l’état fondamental est identique à celle du système pleinement
interagissant, i.e. ns(r) = n(r), ou s fait référence au système à interactions à un corps
(single body):
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Es[n] =<Ys[n]|Tˆ +Vˆs|Ys[n]>, (7.5)
où le potentiel effectif à un corps Vˆs prend en compte le potentiel appliqué par les ions,
le terme de Hartree et un terme tenant en compte toutes les interactions à corps multiple
(le terme d’échange corrélation). Ce dernier terme n’a d’expression exacte connue que
pour le gaz d’électrons libre. Il doit donc être déterminé de façon approximative. Ainsi,
ce potentiel effectif s’exprime comme
Vs(r) =V (r)+
Z n(r0)
|r  r0|d
3r0+Vxc[n(r)]. (7.6)
On peut alors construire des orbitales Kohn-Sham fi(r), qui respectent
Â |fi(r)|2 = ns(r), (7.7)
qu’on obtient en solvant
[Tˆ +Vˆs]fi(r) = eifi(r). (7.8)
On trouve n(r), fi et Vs de façon itérative, et permet de trouver la densité et l’éner-
gie de l’état fondamental du système. Cette façon de calculer l’état fondamental de la
structure électronique fut proposée par Kohn et Sham [89].
7.1 BigDFT
Le formalisme de Kohn-Sham est extrêmement populaire pour prédire les propriétés
électroniques et structurelles des matériaux. Il existe un grand nombre d’implémenta-
tions de la DFT et son développement est un domaine d’activité et de recherche très ac-
tif. Le choix des bases (i.e. ensemble de fonction pour décrire les orbitales Kohn-Sham)
est l’une des principales caractéristiques de chacune de ces implémentations.
Plusieurs implémentations de la DFT utilisent des ondes planes. C’est un choix na-
turel dans des matériaux avec une périodicité dans les trois dimensions, qui sont donc
décrites par les équations de Bloch [21]. Étant donné que nous voulons traiter un système
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où cette périodicité n’existe pas dans l’une des dimensions (une surface), une telle ap-
proche pourrait être très intensive au chapitre de l’utilisation de la mémoire. D’un autre
côté, vu que les frontières sont périodiques dans les deux autres dimensions, il faut dis-
poser d’une façon flexible de calculer le potentiel de Hartree. Aussi, vu la grande taille
des systèmes qui nous intéressent (plusieurs centaines d’atomes), il est important que
l’algorithme soit aisément parallélisable.
Nous avons donc opté pour le code BigDFT [56], développé par le groupe au CEA-
Grenoble, distribué sous la licence GNU-GPL, basé sur une base d’ondelettes de Daube-
chies [38]. Il s’agit d’une base systématique, orthogonale, continue et localisée à la fois
dans l’espace réel et l’espace de Fourier.
Une base d’ondelettes est une famille de fonctions crées à partir d’une fonction gé-
nératrice, qu’on place, par translation, sur une grille uniforme à maillage de taille h. Le
nombre de fonctions de la base peut être augmenté et diminué en utilisant un plus pe-
tit h. Les ondelettes de Daubechies sont couramment utilisées en traitement de signal,
en compression de données, en analyse du mouvement humain et dans l’industrie des
télécommunications. La formulation, basée sur une formulation implicite de la fonction
génératrice, utilise des relations de récurrence, qui permettent de redimensionner la ré-
solution de la fonction d’un facteur 2:
f(x) =
p
2
m
Â
j=1 m
h jf(2x  j) (7.9)
et
y(x) =
p
2
m
Â
j=1 m
g jf(2x  j), (7.10)
où f est la fonction de redimensionnement, y l’ondelette, h j et g j = ( 1) jh  j+1 sont
les éléments d’un filtre (passe-haut ou passe-bas) qui caractérisent l’ondelette et m est
l’ordre de la famille d’ondelette. Une bonne explication est donnée dans la référence
[134].
BigDFT utilise des ondelettes qui peuvent décrire des polynômes jusqu’à l’ordre 8,
ce qui permet de converger avec une précision qui va comme h14. Ce choix permet de
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décrire les fonctionnelles de densité de façon suffisamment douce, tout en gardant la
taille du jeu de fonctions de base sous contrôle. Le code permet aussi, vu la fonction
de redimensionnement, d’introduire un maillage à plusieurs échelles (en pratique, deux
sont utilisés). Ceci permet de concentrer les ressources computationnelles plus judicieu-
sement. Une illustration d’une tel maillage est illustré à la figure 7.1.
Étant donné qu’une analyse spectrale par ondelettes (plutôt qu’une simple transfor-
mée de Fourier) permet d’être localisée à la fois dans l’espace réel et l’espace réciproque,
on peut aisément procéder à des calculs aux conditions frontières finies ou périodiques.
La possibilité de calculer le potentiel de Hartree dans ces différentes conditions (i.e. la
disponibilité de divers solveurs de Poisson) est l’une des grandes forces de BigDFT.
Aussi, l’orthogonalité des fonctions permet d’éviter le calcul de la superposition des
bases, facilitant des opérations comme les produits scalaires. Ceci permet de procéder à
un calcul parallèle très efficace. Ainsi, BigDFT peut traiter mille orbitales de Khon-Sham
avec mille processeurs à une efficacité de plus de 90 %.
Pour assurer une convergence rapide de la la densité électronique, BigDFT utilise
une méthode minimisation directe, la "Direct Inversion in the Iterative Subspace" (DIIS),
qui est extrêmement performante, mais qui ne peut pas traiter des systèmes où les états
de conduction sont peuplés. Ceci n’est généralement pas une limite dans nos systèmes
semi-conducteurs, sauf pour certaines configurations de dimères symétriques en surface,
où les électrons sont fortement délocalisés.
Aussi, BigDFT ne traite explicitement que les électrons de valence, combinant l’effet
des noyaux et l’écrantage électrostatique des électrons de coeurs en un pseudopotentiel.
Ceci permet à la fois de réduire le nombre d’orbitales à traiter et de lisser la réponse élec-
trostatique près des noyaux, ce qui aide à la convergence numérique. Bien qu’il s’agisse
d’une méthode approximative, elle apporte un moins grand degré d’approximation que
le choix de fonctionnelle d’échange-corrélation.
Dans notre cas particulier, nous avons besoin d’obtenir les forces qui s’exercent sur
chaque atome. Étant donné que la base d’ondelettes ne se déplace pas avec les atomes,
il n’est pas nécessaire d’appliquer de forces de Pulay [155] aux forces, qui peuvent donc
être calculées directement à l’aide du théorème Feynman-Hellmann [50, 65]:
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!i,j,k!r" = !!x/h − i"!!y/h − j"!!z/h − k" , !3"
augmented by a set of seven wavelets
"i,j,k
1 !r" = "!x/h − i"!!y/h − j"!!z/h − k" ,
"i,j,k
2 !r" = !!x/h − i""!y/h − j"!!z/h − k" ,
"i,j,k
3 !r" = "!x/h − i""!y/h − j"!!z/h − k" ,
"i,j,k
4 !r" = !!x/h − i"!!y/h − j""!z/h − k" , !4"
"i,j,k
5 !r" = "!x/h − i"!!y/h − j""!z/h − k" ,
"i,j,k
6 !r" = !!x/h − i""!y/h − j""!z/h − k" ,
"i,j,k
7 !r" = "!x/h − i""!y/h − j""!z/h − k" .
This equivalence follows from the fact that, from Eq. !1",
every scaling function and wavelet on a coarse grid of spac-
ing h can be expressed as a linear combination of scaling
functions at the fine grid level h! and vice versa.
The points of the simulation grid fall into three different
classes. The points that are very far from the atoms will have
virtually zero charge density and thus will not carry any basis
functions. The remaining grid points are either in the high
resolution region that contains the chemical bonds or in the
low resolution region that contains the exponentially decay-
ing tails of the wave functions. In the low resolution region
one uses only one scaling function per coarse grid point,
whereas in the high resolution region one uses both the scal-
ing function and the seven wavelets. In this region the reso-
lution is thus doubled in each spatial dimension compared to
the low resolution region. Figure 2 shows the two-level
adaptive grid around a water molecule.
A wave function #!r" can thus be expanded in this
basis,
#!r" = #
i1,i2,i3
si1,i2,i3!i1,i2,i3!r" + #j1,j2,j3 #$=1
7
dj1,j2,j3
$ " j1,j2,j3
$ !r" .
!5"
The sum over i1, i2, and i3 runs over all the grid points
contained in the low resolution region and the sum over j1,
j2, and j3 over all the points contained in the smaller high
resolution region.
The decomposition of scaling function into coarser scal-
ing functions and wavelets can be continued recursively to
obtain more than two resolution levels. We found however
that a high degree of adaptivity is not of paramount impor-
tance in pseudopotential calculations. In other terms, the
pseudopotentials smooth the wave functions so that two lev-
els of resolution are enough in most cases to achieve good
computational accuracy. In addition, more than two reso-
lution levels lead to more complicated algorithms, such as
the nonstandard operator form,14 that, in turn, lead to larger
prefactors.
The transformation from a pure fine scaling function rep-
resentation !a basis set that contains only scaling functions
centered on a finer grid of spacing h!" to a mixed coarse
scaling function/wavelet representation is done by the fast
wavelet transformation,13 which is a convolution and scales
linearly with respect to the number of basis functions being
transformed.
The wave functions are stored in a compressed form
where only the nonzero scaling function and wavelet coeffi-
cients are stored. The basis set being orthogonal, several op-
erations such as scalar products among different orbitals and
between orbitals and the projectors of the nonlocal pseudo-
potential can directly be done in this compressed form. In the
following sections we will illustrate the main operations that
must be performed in the context of a DFT calculation.
FIG. 1. !Color online" Daubechies !Ref. 3" scaling function ! and wavelet
" of order 16. Both are different from zero only in the interval from −7 to 8.
FIG. 2. !Color online" A two-level adaptive grid around a H2O molecule.
The high resolution grid points carrying both scaling functions and wavelets
are shown in blue !larger points"; the low resolution grid points carrying
only a single scaling function are shown in yellow !smaller points".
014109-3 Daubechies wavelets J. Chem. Phys. 129, 014109 !2008"
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Figure 7.1 – Un exemple du maillage lors d’un calcul bigDFT. Il est davantage fin près
des atomes. Les régions au maillage Image tirée de [56].
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La dérivée de l’Hamiltonien sous une forme utile pour l’utilisation avec les onde-
lettes est assez spécialisée [56]. En bout de ligne, le résultat peut s’exprimer comme
des produits de polynômes et de gaussiennes. Ceci permet d’effectuer l’intégrale avec la
précision requise. Aussi, comme ces fonctions sont assez localisées, on peut paralléliser
ce calcul efficacement. Combiné à un coût d’O(Nlog(N)), cette part du calcul peut donc
s’effectuer très rapidement.
Finalement, nous avons du résoudre un problème supplémentaire pour traiter correc-
tement des structures en surface: comment traiter les effets élastiques ? En effet, on sait
que le volume du matériau peut absorber une partie du stress créé par les déplacements
en surface. Cependant, le grand coût computationel des calculs DFT nous empêche d’in-
clure assez d’atomes sous la surface pour tenir compte adéquatement de ces effets. Dans
l’article qui suit, nous décrivons, entre autres, notre implémentati ns d’une méthode
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QM/MM pour régler ce problème [202].
7.2 Remarques finales
Le lecteur aura compris que le travail de cette thèse fait appel à un code de struc-
ture électronique, mais ne contribue pas à son développement ou à l’avancement de la
connaissance de ce domaine scientifique. On ne peut malheureusement pas tout faire !
Pourtant, plusieurs améliorations au code de structure électronique pourrait permettre
d’explorer la surface énergétique plus facilement. Pensons au développement de mé-
thodes O(N) ou à l’utilisation directe de la théorie perturbatrice de la fonctionnelle de
la densité (PTDFT) pour le calcul des directions propres de la matrice hessienne, qui
pourrait accélérer les recherches ART.
Ceci dit, BigDFT nous permet de traiter les systèmes qui nous intéressent avec beau-
coup de flexibilité et de façon relativement aisée. Évidemment, les ressources exigées
pour ce type de travail sont immenses en comparaison de l’utilisation d’un potentiel em-
pirique. Alors que l’utilisation d’ART et d’ART-cinétique avec des potentiels empiriques
est bien adaptée pour des travaux exploratoires, où l’on veut découvrir un système dont
on connait peu les caractéristiques, un tel défrichage avec ART-BigDFT peut s’avérer
très dispendieux et relativement infructueux. Il est nettement préférable de s’en servir
pour répondre à des questions précises, qui découlent d’une intuition réfléchie et docu-
mentée du système sous étude.
CHAPITRE 8
ÉTUDE DU GE SUR SI(001)
Suite à la lecture des deux courts chapitres précédents, nous espérons que le lecteur
sera convaincu de l’importance d’étudier l’inter-diffusion lors du dépôt du Ge sur Si et
les reconstructions de la surface de mouillage. De même, nous espérons qu’il sera aussi
conscient du défi technique que cela représente. Le travail qui suit fait rapport de nos
travaux sur cette question, compare nos résultats à des données empiriques et amène
quelques prédictions.
Ma contribution à l’article est majeure. J’ai effectué tous les calculs et l’analyse, de
même que l’ensemble de la rédaction. Mes co-auteurs ont participé au développement
logiciel de BigDFT-ART et significativement amélioré le manuscrit. Il manque quelques
données à rajouter aux figures 8.7 et 8.8 avant de pouvoir soumettre à un éditeur.
8.1 Auteurs
Laurent Karim Béland, Eduardo Machado-Charry, Pascal Pochet et Normand Mous-
seau
8.2 Résumé
Utilisant une méthode QM/MM novatrice, nous étudions le mélange du Ge à la sur-
face (001) du Si et caractérisons la reconstruction 2xN de cette même surface. À l’aide
de la technique de l’activation-relaxation (ART), nous montrons qu’un chemin com-
plexe permet la diffusion d’un atome de Ge de la troisième à la quatrième sous-couche
atomique, compatible avec un mélange à 600 K. Pour ce qui est de la reconstruction
2xN, nous montrons que les énergies de formations calculée dépendent fortement du
choix de potentiel chimique. Nous mettons aussi en relief les différences entre la recons-
truction 2xN du Si et 2xN du Ge/Si, en plus de décrire les propriétés énergétiques de
l’inter-diffusion du Ge près d’une ligne de lacune (DVL).
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8.3 Abstract
Based on a novel QM/MM calculations, we investigate Ge mixing at the Si(001)
surface and characterize the 2xN Si(001) reconstruction. Using the activation-relaxation
technique (ART), we show that a complex path permits diffusion of the Ge atom from
the third to the fourth layer, with barriers compatible with mixing at 600K. Concerning
the 2xN reconstruction, we demonstrate that calculated formation energies are highly
dependent on the choice of chemical potential. We also shed light on the structural diffe-
rences between the 2xN Si surface and the 2xNGe/Si surface, and describe the energetics
of Ge mixing near the dimer vacancy line.
8.4 Introduction
The deposition of Ge on the Si(001) surface is a model system for Stransky-Krastanow
growth, a process of great technological relevance [27, 86] for present and future microe-
lectronics. This process is known to be driven by several factors, such as lattice mismatch
strain, surface reconstruction, adatom diffusion and dimerization and inter-diffusion of
Ge and Si. While much attention has been focused on the island formation, a number of
results point to the complex interaction between Ge and Si in the wetting phase, both on
the surface and deep below [100, 208].
With a 4.2 % lattice parameter mismatch, Ge atoms deposited on the Si(001) surface
first form a wetting layer adopting the same 2⇥ 1 reconstruction as the top Si layer. The
resulting compressive strain is partially accomodated in the wetting layer by removing
rows of dimers at regular intervals, forming a 2⇥N periodic arrangement of dimer va-
cancy lines (DVLs) [100]. The exact interval is controlled by the wetting layer thickness
as well as the amount of intermixing, which also affects internal strain. A number of
numerical descriptions of the 2xN reconstruction have been reported, using empirical
potentials [34, 137, 138], tight-binding [97] and DFT description [16, 141, 191, 201].
These find that DVLs are the favored arrangement of surface dimer vacancies, and pre-
dict small (a few hundred meV per vacant dimer) to negative DVL formation energies,
even on unstrained Si(001). Interestingly, recent work has shown that c(2x8) reconstruc-
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tion can appear on the Si(111) surfaces to which is applied 0.03 tensile strain. Also, a
comparison of DVLs on strained Ge(001) and strained Si(001) was made using a classi-
cal potential [34], but not using ab initiomethods. To our knowledge, no ab initio studies
differentiate pure strain/stress effects from Ge/Si alloying and interface effects. A recent
surface x-ray diffraction (SXRD) experiment [208] has determined the average atomic
positions in the presence of a dimer vacancy line (DVL) and rekindled interest for the
effecs of the DVL on elastic deformation and Ge intermixing. While some comparison
have been made between the SXRD results [208] and a Monte Carlo study [138] based
on the Stillinger-Weber potential [180], we still lack a more comprehensive atomistic
description of the DVL structure as well as its impact on Ge diffusion.
Given its importance, the mixing of Si and Ge between adatoms, ad-dimers and the
surface dimers has been extensively investigated by both experiments [28, 132, 133, 143,
157, 188, 208] and theoretical calculations [88, 101, 102, 138, 188, 200, 210]. It is now
established experimentally and theoretically that Ge can mix with the surface dimers at
room temperature, and that deep intermixing to the third and fourth atomic layers occurs
at temperatures of 773 K and higher. Calculations also showed kinetic paths for Si/Ge
exchange at the (105) surface [31]. However, while thermodynamical computations open
the door for Ge fractional occupation of a few percents in the fourth layer at a tempe-
rature of 600 K, no kinetic path permitting significant intermixing at these temperatures
had been found, leaving open the question as to whether Ge could diffused deep below
the surface on an experimental time scale, especially at low temperature and in the pre-
sence of a DVL. While an experiment [132] indicates that intermixing could happen at
573 K, their results are within the margins of error of their measurements.
In this article, we use a quantum mechanical/molecular mechanics approach based
on the DFT waveled-based BigDFT package [56, 57] to investigate the elastic, energetic
and thermodynamical effects of the creation of a DVL in a strained Si box. Coupling
this package with the Activation-Relaxation Technique (ART nouveau) [105], we also
identify various kinetic pathways, with and without a DVL, that could allow Ge to diffuse
deep below the surface during deposition below 600 K.
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8.5 Methodology
Most ab initio studies of elastic deformations near surfaces are limited by the depth
of the slab used to simulate the system. Indeed, atoms at the bottom of the slab are typi-
cally frozen, possibly resulting in important elastic dampening when the sample depth is
not sufficiently large. It is therefore essential to use simulation cells of sufficient size to
allow unconstrained elastic relaxation to take place. This remains a challenge for fully
quantum mechanical approaches as this means spending a considerable amount of com-
puter efforts on relatively trivial displacement away from the surface.
It is possible to reduce the computational costs in certain systems by using a hy-
drid quantum mechanics/molecular mechanics approach (QM/MM) where atoms near
the surface are treated quantum-mechanically and those deep in the bulk with a much
cheaper empirical potential [202]. While such an approach can be used with any quan-
tum mechanical code, it is particularly well suited for a local-basis implementation, such
as BigDFT, a powerful wavelet-based DFT package that we use here [56, 57]
In our implementation of the QM/MM approach, we use BigDFT with GGA/PBE
exchange-correlations functionals to accurately describe the surface states. For the MM
region, we select the original Stillinger-Weber potential [180], simply adapting the lat-
tice parameter to the QM value of 5.465 Å. This potential describes adequately small
displacements around the global minimum
Throughout this study, we consider three Si(001) configurations: model 1, model
2 and model 3. All models are slab configurations where the first 8 atomic layers are
described by BigDFT.
Model 1 contains 16 atoms per layer (1.55nm x 1.55nm) ; 20 layers are described
with the Stillinger-Weber potential. In total, this model contains 128 QM atoms and 320
MM atoms.
Model 2 contains 24 atoms per layer (1.55nm x 2.32nm) ; 20 layers are described
with the Stillinger-Weber potential. In total, this model contains 192 QM atoms and 480
MM atoms.
Model 3 contains 40 atoms per layer (1.55nm x 3.86nm ; 36 layers are described with
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the Stillinger-Weber potential. In total, this model contains 320 QM atoms and 1440MM
atoms.
The interface between the QM region and the MM region is described by one layer
of buffer atoms. These atoms are included in the QM calculation, but are moved only
according to the MM forces on them. When a BigDFT calculation is launched, the bot-
tom of the QM region is passivated with H atoms placed at half the bond length between
neighboring QM to ensure that no dangling bonds at the bottom of the QM slab affect the
computation. This distance between H atoms and the Si atoms was chosen so as to mini-
mize H-H interactions when the lattice is deformed. Since it is not possible to compute
the potential energy contribution of each atom using DFT calculations, we must include
the atoms in the passivated surface in potential energy calculations.
The thickness of the buffer region was established first by relaxing a 216-atom box
with periodic conditions and then H-passivating the top and the bottom. Then we com-
puted the forces on this system, without further relaxation. In such a context, Si atoms
with a non-zero force correspond to the region which is affected by finite-size effects.
We found that this effect is limited to the first layer of atoms. We counter-checked this
result by adding a single Si interstitial atom to the system and comparing the forces on
the surrounding atoms in the periodic-box case and in the H-passivated slab case. Once
again, only the first layer of Si atoms was affected by our scheme.
The QM thickness of our 2x1-reconstructed Si(001) system was determined by com-
puting the force on a single Ge adatom as a function of the QM region depth. This
procedure was executed using purely QM systems, with the same number of atoms per
layer as model 2, testing diverse slab thicknesses. We found this result converged with 8
atomic layers.
Minimizations throughout this work are done using the FIRE algorithm [20].
8.5.1 QM/MM in contrast to QM
We compared several Si (001) systems with different surface reconstructions to com-
pare the effects of our QM/MM scheme with that a of pure QM procedure. We used
model 1. Computations were done with a 2x1x2 Monkhorst-Pack grid. In the pure QM
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(a) Top view (b) Side view
Figure 8.1 – An illustration of a relaxed Si surface with a Ge adatom (in blue) in a
pedestal position. The surface is reconstructed in a so-called alterning fashion: one dimer
row (on the left) is 2x1 reconstructed and the next (with the Ge adatom on top) is 2x2
reconstructed.
case the bottom layer and H atoms are fixed. Our QM results agree with previous stu-
dies: a 40 meV energy decrease per surface atom when switching from 2x1 to 2x2, and
a 2.5 meV energy decrease per surface atom when switching from 2x2 to 4x2. Using the
QM/MM scheme did not change the energy differences between reconstructions, but the
three relaxed structures (2x1, 2x2, and 4x2) had a DFT energy 0.625 meV per surface
atom lower than in the pure QM case. We therefore conclude that the elastic properties
of the bulk has little influence on the geometry of the reconstruction.
Using model 2, we performed similar computations, but added a Ge adatom in pe-
destal position to a fully relaxed reconstructed surface and minimized the configuration.
The pedestal position, after minimization, is illustrated in figure 8.1. We performed these
structural relaxation using three initial surface reconstructions: 2x1, 2x2 and alterning
2x1 and 2x2 rows. In the latter case, the Ge adatom was placed on a 2x2 row (see figure
8.1). We observe that the 2x1 reconstruction spontaneously transforms to an alterning
configuration after minimization in the presence of a Ge atom. The final state of these
two minimization (i.e. one starting from the 2x1 initial configuration and the other from
the alterning dimer configuration) are indistinguishable upon visual inspection. However
there is a 4 meV per Si surface atom difference between the potential energy of the final
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states (the altering dimer configuration leads to a lower final energy). These two different
metastable states (they have different potential energies) are separated by a short distance
(visually indistinguishable). This is an indication that a the potential surface energy of
Ge on Si is very rough.
In all these systems with a Ge adatom, the QM/MM scheme has allowed the QM
region to relax more, the MM region absorbing some elastic energy. In the 2x1 configu-
ration, the final potential energy per Si surface atom was 4 meV lower in the QM/MM
case than the pure QM case. These values, for the 2x2 and alterning dimers configura-
tions, per Si surface atom, are 11 meV and 4 meV, respectively.
8.5.2 Modeling the Ge/Si surface reconstruction
For the DVL, it is well know that it appears after depositing a monolayer of Ge on
top of Si(001). In order to release compressive stress, some surface dimers will become
vacant and align themselves as vacancy lines. An illustration of such a configuration is
shown in figure 8.2. Because of mixing, Ge concentrations in layers near the surface may
vary from zero to 100 percent, depending on deposition conditions. Because taking into
account all possible Ge/Si alloys is an expensive computational task (see, e.g. [138]), we
chose to study two limiting cases: unstrained Si(001), and Si(001) with 4% compressive
strain, which mimics the lattice mismatch of Ge and Si. This approximation captures
strain and stress effects of Ge/Si, but neglects alloying and interface effects.
8.5.3 Energy landscape exploration
For the exploration of the energy landscape of a single Ge atom added to the Si(001)
surface, we used a modified version of the bigDFT implementation of ARTn [104, 130].
To accelerate convergence, we follow the variable step procedure proposed by Can-
cés et al. for the activation phase [29] and converging the perpendicular direction with
FIRE [20]. ARTn is a very efficient open-ended and unbiased method, which searches
both for transition states and metastable states without bias. It has been used successfully
to characterize mixing in SiO2 [55], glasses [161], proteins [203], defects in iron [109]
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as well as study, ab initio, diffusion in various semiconductors [45, 95, 96]. ARTn ex-
ploration were performed on the slab containing 24 atoms per layer.
8.6 Characterization of the surface with a dimer vacancy line
The dimer vacancy line (DVL) is a surface defect thought to relieve compressive
stress when Ge is deposited on Si(001). One dimer out of every N (typically between
7 and 12, depending on the deposition conditions) will be vacant. We denote this new
reconstruction as 2xN, the "2" referring to the dimer surface reconstruction. We chose
to study the 2x10 reconstruction, since N=10 sits approximatively half-way between the
values found in the literature for high strain and low strain [138].
The 2x10 reconstruction of Si was characterized using both the QM and the QM/MM
method. It is thought that the DVL is a consequence of the strain imposed on the Ge
layer, since pure Ge(001) shows no such feature. Thus, strained Si is expected to show
a similar reconstruction. While this problem was studied using a classical potential [34],
we revisit it using an ab initio method. We used model 3, introducing two aligned dimer
vacancies (the surface thus contains 18 dimers, spread on two rows).
Naïvely minimizing a configuration with a perfect 2x1 reconstruction and no strain,
after removing a dimer line, does not result in a stable DVL. Indeed, after minimization,
the first neighbor atoms of the missing dimers sit at different distances of the DVL,
depending if they neighbored the top or bottom atom of a tilted surface dimer ( the
atoms neighboring the bottom dimer atom are 1.175 Å from the DVL and the others
are 2.425 Å from the DVL). All these atoms were repositioned at 1.175 Å of the DVL.
After relaxation, we obtain a more stable state (300 meV per dimer vacancy compared
to the metastable state), both with the QM and QM/MM techniques.
Although we obtain the same potential energy difference between the stable and
metastable DVL configuration using the QM and QM/MM schemes, QM/MM leads to a
potential energy lower than that of QM (300 meV per dimer vacancy), showing that the
DVL causes long-range deformations in the bulk. The final configuration is illustrated
in figure 8.2. We used this configuration as a starting point for the minimization at 4 %
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Figure 8.2 – The horizontal displacements, compared to the perfect 2x1 lattice, when a
DVL (missing dimer row near x =17.4 Å). Atoms with positive displacements are shifted
to the right and those with negative displacements are shifted to the left.
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Figure 8.3 – The vertical displacements, compared to the perfect 2x1 lattice, when a DVL
(missing dimer row near x =17.4 Å). Atoms with negative displacements are shifted to
the bottom.
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compressive strain, which was done using the QM/MM scheme.
8.6.1 The formation energy of the DVL
The DVL formation is associated with the removal of atoms. Its formation energy
must therefore be computed in the grand canonical ensemble, which requires the chemi-
cal potential associated with the surface atoms. The DVL formation energy can then be
written as
Ef = EDVL E2x1+nvacµdimer, (8.1)
where EDVL is the system’s total energy with DVL formed by removing nvac dimers,
E2⇥1 is the total energy of the perfect 2⇥ 1 surface reconstructed simulation box and
µdimer is the chemical energy associated with a reconstructed dimer.
Previous studies used the bulk chemical potential as reference value for the missing
surface atoms forming the DVL. This choice is justified by considering that it is equiva-
lent to using a sink and source of atoms at the edge of a terrace, since the displaced atom
will cover what was previously a surface atom that becomes a bulk atom [34, 141, 201].
It is also possible to define a surface chemical potential as
µdimer = µbulk+
g2x1
ndimer
, (8.2)
where g2x1 is the surface energy of a perfect 2⇥1 reconstructed surface and ndimer is the
number of dimers on the 2⇥ 1 reconstructed surface. This is equivalent to considering
our boundary is an infinite reservoir of surface dimers. Since our quantum system is
H-passivated, we get:
µdimer = (E2x1  gpassivated nbulkµbulk)/ndimer, (8.3)
where, H-passivated surface energy gpassivated is given by:
gpassivated = (EH terminated nbulkµbulk)/2. (8.4)
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and µbulk is computed using a 216 atom box with periodic boundary conditions. gpassivated
is computed using a system with 8 Si layers and two H-terminated surfaces
These quantities are computed for 0 % and 4 % biaxial strain. Since we are using
a slab configuration, µbulk must account for the fact that the system can relax vertically
when under biaxial strain. Thus, the vertical size of the periodic box used to compute
the bulk chemical potential under compressive strain is adjusted using the experimental
Poisson ratio of Si (0.22).
We report the formation energies Ef for this slab with and without compressive strain
in table 8.I. The choice of chemical potential has the expected result. Since the surface
cohesive energy is less than that of the bulk, the DVL formation energies are shifted
to higher values when using µdimer rather than µbulk. DVLs are therefore favored when
using the bulk chemical potential. These important shifts in formation energy, depending
on the source and drain used for the calculation, indicate that results should be interpreted
with care as the choice of the reference chemical potential can influence the relative
stability just as much as biasing the potential energy.
Indeed, while the DVL is formed at no cost in the unstrained silicon sample when
using the bulk chemical potential, the formation energy computed with respect to a sur-
face chemical potential suggests rather that the DVL is unstable at zero pressure. For
a box under compressive strain, DFT results using either chemical potentials suggest
a stable DVL. Interestingly, the Stillinger-Weber potential shows contradicting stability
whether one uses the bulk or surface reconstructed chemical potential. This result is not
surprising, since this classical potential is well-known to predict bulk properties better
than surface properties.
Experiments systematically show the presence of vacant dimers (but not DVLs) on
the unstrained Si(001) surface. They are formed when cleaning the surface and survive
annealing [207]. In one study [90], when carefully avoiding metal contamination,1.7 %
of dimers are vacant, forming mostly single vacancies, a percentage independent of the
annealing temperature. This indicates that vacant dimers are caused by a mechanical
effect (surface cleaning) and not a thermodynamical effect. In another study [3], 9 % of
dimers are vacant, forming small clusters. In both cases, DVLs are not seen. However,
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former computations show that DVLs are more stable than individual dimer vacancies
[16, 34, 97, 137, 141, 191]. The density of dimer vacancies and the thermodynamics
are probably not strong enough to drive the kinetics that would lead to DVLs. If one
contaminates the Si(001) surface with Ni, DVLs will appear [90].
These experimental results, where DVLs do not systematically form on clean, uns-
trained, Si(001) surfaces, show that the use of the bulk chemical potential is inappro-
priate. They also cast doubts on the use of the Stillinger-Weber potential to predict for-
mation energies of surface structures.
8.6.2 Displacements relative to the perfect surface
We report the vertical and horizontal displacements of atoms, compared to a perfect
2x1 surface. We illustrate these displacements in figures 8.2 and 8.3 for the surface with
no biaxial strain. We can see that near the DVL, there are greater displacements, except
for horizontal displacements right under the DVL. Atoms are shifted towards the bottom
and towards the DVL. This is in qualitative agreement with former experimental and
theoretical studies.
Quantitative comparisons with surface x-ray diffraction (SXRD) [208] are shown
in figures 8.4 and 8.5. One should note that the experiments were performed on a 2x9
reconstructed surface, while our calculations were done on a 2x10 reconstructed surface.
Concerning the horizontal displacements, most features are identical in the experi-
ments and our computations. However, the magnitude of these displacements are greater
in our calculations. The experiments show a maximum atomic displacement of 0.4 Å,
Tableau 8.I – DFT and Stillinger-Weber (SW) formation energy Ef of DVLs (eV per
vacant dimer). We report formation energies using µbulk, the bulk chemical potential,
and µdimer, the surface chemical potential, as explained in the text.
Method Chemical potential Ef no strain Ef 4% strain
DFT µdimer 2.28 eV -1.09 eV
DFT µbulk -0.11 eV -1.41 eV
SW µdimer 2.85 eV 1.56 eV
SW µbulk 0.20 eV -1.01 eV
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while our calculation predict displacements of up to 0.6 Å.
Concerning vertical displacements, our Si-only computations and the Ge/Si SXRD
data have some common features regarding vertical displacements, albeit significant dif-
ferences.
In the SXRD case, displacements are very large in the first layer (up to 1 Å), and
swiftly decrease as we look as deeper layers, in a monotonic fashion (up to 0.57 Å in
the second layer, 0.23 Å in the third and 0.18 Å in the fourth). Displacements increase
as we approach the DVL, with no displacements far from the DVL.
In our calculations, vertical displacements also increase as we approach the DVL,
with no displacements far from the DVL. But these displacement are of a smaller ma-
gnitude in the first layer (up to 0.25 Å) than in the experimental case. They are of a
comparable magnitude in the second and third layer. The fourth layer shows larger dis-
placements in our calculation than in the experiments, close to the DVL (up to 0.5 Å in
our calculations and 0.08 Å in the experiment). While vertical displacements reported
in the experiment dampen to less than 0.05 Å in the sixth layer, such displacements are
measured in our Si-only sample up to the seventeenth layer.
Concerning the strained versus unstrained sample, vertical displacements are smaller
in the strained sample (in the center of figure 8.5) than in our unstrained sample (the lines
on the left of figure 8.5). For instance, the largest displacement in the fourth layer is 0.4
Å for the strained sample compared to 0.5 Å for the unstrained slab.
For horizontal displacements, the differences between our computations and the ex-
periments are related to the presence of Si in our top layers, in contrast to Ge in the
experimental study. The first-neighbor interatomic distance in Ge is about 0.2 Å grea-
ter than in Si. Thus, the displacement in the top surface atoms need to execute to form
stable bonds at the DVL should be that much smaller. This is in fact what we observe
(0.6 Å versus 0.4 Å). Also, we notice that for the sample with 4 % biaxial strain (plotted
in the center of figure 8.4), horizontal displacements are slightly smaller than those in
the unstrained case, as expected.
For vertical displacement, the differences between the experiment and our calcula-
tions are also related to the presence of Si in our top layers, in contrast to Ge in the
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experimental data is reported in Ref. [208].
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experimental data point (corresponding to a -1.0 Å vertical displacement) in the first
layer (red line) is omitted, for clarity. Experimental data is reported in Ref. [208].
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experimental study. Indeed, as explained in the preceding paragraph, Si atoms in the top
layer need to execute substantial displacement towards the DVL so to shorten their stret-
ched atomic bonds (of the order of 0.2 Å). These displacement are much lower in the Ge
case. Furthermore, in the Ge/Si case (with 2 monolayers of Ge), the interface between
the second and third layer has shorter equilibrium bonds than that between the first and
second, which helps accommodate the displacements in the first layers. In our case, all
equilibrium bond distances are equal, thus there is no such accommodation, leading to
deep elastic deformations. This point is illustrated in figure 8.6. We see, near the DVL,
that the atoms in the top two layers have over-extended bonds (by up to 0.1 Å, which
is an average over all bonds on the atom, in the second layer, near the DVL), while the
atom just under the DVL, in the fourth layer, is under considerable compressive strain
(its bonds lengths are 0.06 Å too short, on average), caused by the top two layers that are
converging on it. In the case where one replaces the two first layers with Ge, we would
expect less tensile strain in the two top layers, less displacement, and less compressive
strain on the atom under the DVL.
8.7 Ge/Si intermixing at the surface
An extensive ARTn/Metropolis [122] exploration of the energy landscape was per-
formed, using the QM/MM slab with 24 atoms per layer and one Ge atom. We sampled
more than a hundred metastable states and transition states. We found that the most
stable configuration has the Ge adatom in the pedestal position, as in previous studies.
However, we found the energy landscape to be very rugged (i.e. there are many local mi-
nima linked by saddle points with an energy barrier of a few tens of eV). Nevertheless,
the computed diffusion barrier along the dimer row is 0.60 eV, in good agreement with
previous studies.
In Uberuaga et al.’s seminal work [188], the authors find a path from the surface
to the third layer with a maximum barrier of 1.3 eV. Starting from this configuration,
we found a diffusion path from the third to the fourth layer with a lower activation
barrier than that found by Uberuaga et al.[188] (1.55 vs 2.1 eV ). This multi-step path
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Figure 8.6 – The difference between average first-neighbor distance of each atom and
the equilibrium bond length.
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is illustrated in figure 8.7. Using harmonic transition state theory with a standard pre-
exponential for surface diffusion of 100 THz, diffusion from the third to the fourth layer
would be limited to once every 1.057 seconds at 600 K, which is coherent with deposition
speeds of several ML / min. In principle, this means intermixing should be kinetically
feasible at 600K.
Previous experimental studies have characterized the top two layers of Ge/Si un-
der these experimental conditions, but no definitive data is available, to our knowledge,
concerning deeper layers. Based on our simulation and previous thermodynamical com-
putations [188], recalculated with T=600 K, we predict that the population of Ge in the
fourth layer, at thermodynamical equilibrium should be close to two percent. However,
results between 573 K and 773 K are ambiguous concerning this issue [132]. These
theoretical findings warrant further experimental investigations.
8.8 Energetics of Ge mixing near the DVL
Finally, we look at the energetics of including a Ge atom at various positions in the
unstrained 2xN reconstructed Si surface. We report values for the Ge adatom in pedestal
position (except when above the DVL, where the Ge adatom is placed in the middle
of the DVL), at different distances from the DVL, as well as values for a the Ge atom
included as an interstitial defect in the second layer, at various distances from the DVL.
The results are plotted in figure 8.8. Each configuration is minimized using our QM/MM
scheme and FIRE. When placing the Ge atom just under the surface, it spontaneously
diffuse above the DVL, in the same site as in the adatom case, confirming that there is
important compressive strain under the DVL.
When placed in the pedestal position, the Ge adatom does not exhibit a strong pre-
ference for a site, as we vary the distance from the DVL. Surprisingly, when placed in
the second layer, it seems the site next to the DVL is greatly preferred. It has a poten-
tial energy 0.22 eV lower than the other comparable sites in the second layer. This is
coherent with our explanation of differences between vertical displacements in our cal-
culations and SXRD experiments. It seems that the longer equilibrium Ge bonds near
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the DVL permit some level of strain relaxation.
We also substitutionally placed a Ge atom in the fourth layer, and minimized the
configuration, at diverse distances from the DVL. The result is plotted in figure 8.8. The
behavior is similar to the Ge/Si experimental case, i.e. an increasing energy cost as we
approach the DVL. We expect this relationship to hold in deeper layers. One should note
that the potential energy of the substitutional configuration cannot be directly compared
to that of the two other types of configurations because it has one less Si atom. We thus
shifted the potential energy so that it is zero when the Ge is placed under the DVL.
8.9 Conclusion
Using the QM/MM scheme led to relaxed configurations of lower energy than those
using a QM-only computation, except when no defects or off-lattice structures are present.
In the case of the DVL, the energy gain is of 0.30 eV per missing dimer, as reported in
the results, and we observed significant off-lattice deformations up to the seventeenth
layer.
We studied Ge mixing at the surface and found a pathway leading from the surface to
the fourth layer with a lower activation barrier (1.55 eV) than that found in previous stu-
dies (2.1 eV). This is coherent with experiments that suggest, although ambiguously, that
inter-diffusion can occur at temperatures lower then 773K. More empirical investigation
is warranted.
The deformations exerted by the DVL, compared to the structure with no surface
defects, seem to be very sensitive to the equilibrium bond length of atoms neighboring
the DVL. The presence of Ge in the second and third layers, close to a DVL, seems
favorable in contrast to the presence of Si in those sites. Germanium atoms’ longer equi-
librium bond length cause less compressive strain on the atoms below the DVL. This is
a novel prediction that has not been confirmed or contradicted by experiments.
Concerning mixing in deeper layers in the presence of a DVL, we observe a low
concentration of Ge near the DVL, because of high compressive strain, and a higher
concentrations far from the DVL. This is in agreement with previous studies.
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Figure 8.8 – The potential energy of various configuration with a 2xN reconstructed Si
surface, to which is added a Ge atom, as a function of the horizontal distance between
the DVL and the Ge atom. In the second layer, the Ge atom is in an interstitial position.
In the fourth layer, the Ge atom is in a substitutional position. The potential energy for
the Ge in the fourth layer is shifted so that it is zero when placed under the DVL.
The results above demonstrate the importance of taking into account elastic effects
when computing the structural properties of the Ge/Si (001) surface. Elastic deformation
play an important role in this structure and should be taken into account to properly
describe surface structures. These results also show an advantage of using an open-ended
saddle search method. While this method has a quite large computational cost (we spent
about 35 000 force calculations to explore nearly a hundred metastable and transition
states), due to the rough energy landscape, we were able to find pathways with much
faster rates than two-ended techniques.
Furthermore, our calculations stress the critical importance of the choice of chemical
potential when computing formation energies of surface structures. While a convenient
choice, the use of the bulk chemical potential, results in predicting that DVLs sponta-
neously appear on unstrained Si(001), choosing the surface dimers binding energy as a
chemical potential results in predicting that compressive strain is necessary for the DVL
to appear. These results remind us of the ambiguities involved in computing formation
free energies in a grand canonical ensemble. If one wants to determine with precision
the adequate chemical potential, large simulations in the canonical ensemble would be
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required. Also, our work shows that the use of the Stilllinger-Weber potential reproduces
the DFT results when choosing the bulk binding energy as a chemical potential to predict
the DVL formation energy, but fails when using the surface binding energy.
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CHAPITRE 9
CONCLUSION
Procédons à une brève récapitulation des contributions à la science présentées tout
au long de cette thèse. Certaines de ces contributions sont de nature méthodologiques,
alors que d’autres améliorent notre compréhension de la physique de la structure des
semi-conducteurs et des matériaux désordonnés.
Du côté méthodologique, nous avons considérablement amélioré la performance
d’ARTn, de même qu’introduit une implémentation QM/MM de la technique, de façon
à tenir compte de la capacité du volume à absorber une partie des déformation élastiques
en surface. Aussi, nous avons contribué significativement au développement de l’algo-
rithme ART-cinétique, permettant la simulations de systèmes à grande échelle sur des
temps frôlant la seconde, utilisant de façon efficace des machines de calcul parallèles.
Ces avancées sont significatives et ont permis de pousser plus loin la frontière du possible
pour les simulations atomistiques. Sans mauvais jeu de mots, il s’agit de l’état-de-l’art
dans le domaine.
Du côté de l’avancement du savoir, nous avons présenté plusieurs contributions. La
plus importante est l’introduction du modèle "réinitialiser et relaxer" ("replenish-and-
relax") pour expliquer la relaxation logarithmique dans un exemple typique de matériau
désordonné: le silicium cristallin post-implantation ionique. Nous avons montré que le
système devient limité cinétiquement par des configurations dont la stabilité augmente
avec le temps, qui doivent être "déverrouiller" ("unlocked"), qui ne mènent pas directe-
ment à une relaxation, mais qui permettent plutôt de réinitialiser le paysage énergétique
local en y introduisant plusieurs événements activés exothermiques qui permettront au
système de relaxer. Ce modèle découle directement de nos simulations, qui expliquent
des données expérimentales obtenues par nanocalorimétrie, ce que le modèle de relaxa-
tion le plus communément accepté, le modèle des paires I-V, ne permet pas.
Toujours en lien avec le silicium post-bombardement, nous avons découvert que des
régimes distincts expliquent la relaxation d’une cascade de défauts. Nous avons égale-
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ment identifié trois types généraux d’événements activés menant à l’émission de cha-
leur: les annihilations de défauts, leur agrégation et leur réorganisation. La contribution
relative de chaque type d’événement à la chaleur totale relâchée lors des recuit est éga-
lement discutée. À notre connaissance, il s’agit d’une première démonstration que tous
ces mécanismes contribuent à la relaxation. Nous montrons aussi que l’entropie confi-
gurationelle joue un rôle non-négligeable pour limiter la cinétique du recuit à un taux
logarithmique.
Nous avons aussi amélioré notre compréhension de la structure de la couche de
mouillage du Ge/Si déposé sur Si(001). D’abord en discutant de l’importance du choix
de potentiel chimique lors du calcul de l’énergie de formation de défauts en surface,
puis en différenciant, à l’aide de calculs ab initio, les effets des contraintes en compres-
sion des effets associés au mélange Si/Ge sur la structure atomistique d’une surface avec
une reconstruction 2xN, i.e. où se trouve une ligne de lacunes de dimères (DVL). Le
même article confirme aussi que l’inter-diffusion du Ge en surface vers la quatrième
sous-couche est plus probable loin de la DVL et abaisse la température seuil nécessaire
à cette inter-diffusion par plus de 100 K.
Nous croyons que l’avenir des méthodes numériques atomistiques pour la simulation
de matériaux est voué à un bel avenir. Dans l’immédiat, plusieurs pistes sont à envisager.
D’un point de vue méthodologique, il serait important qu’ART-cinétique aille au-delà
d’un pré-facteur fixe. L’implémentation de méthodes basées sur la théorie harmonique
de l’état de transition ou même de méthodes comme l’intégration thermodynamique,
pourrait apporter des informations importantes. On doit également trouver une façon de
traiter plus efficacement des systèmes où plusieurs oscillateurs indépendants dominent
la cinétique du système. Un traitement par une méthode des bassins localisée est une
avenue intéressante.
Aussi, nous croyons qu’il serait intéressant de simuler d’autres systèmes désordonnés
susceptibles de relaxer de façon logarithmique et de vérifier si le modèle "réinitialiser et
relaxer" s’applique également à ces systèmes. De plus, il n’est pas clair pourquoi les bar-
rières d’activation pour "déverrouiller" le système augmentent de façon logarithmique.
Une caractérisation plus détaillée de ces événements pourrait apporter des éléments de
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réponse à cette question.
Le cas Ge/Si pose un problème de taille. D’un côté, beaucoup de questions quant
aux détails de la formation et de l’évolution des boîtes quantiques sont sans réponses
et pourraient être résolues par l’utilisation d’un algorithme comme ART-cinétique. De
l’autre, nos travaux semblent indiquer que l’utilisation de potentiels empiriques pour
décrire des processus en surface est un jeu périlleux, alors que l’utilisation de codes de
structure électronique est trop coûteuse pour mener de tels calculs. Pour aller de l’avant,
il faudra soit démontrer de façon convaincante la validité et les limites de l’utilisation des
potentiels empiriques en surface, soit attendre des avancées technologiques et théoriques
qui permettraient de procéder à de tels calculs basés sur la mécanique quantique.
Il est intéressant de noter qu’avant le développement méthodologique présenté ici,
les méthodes de simulation entièrement atomistiques, capable de gérer des déformations
élastiques, étaient limitées à des temps de l’ordre de la microseconde. Notre travail offre
une alternative capable de se rendre à la seconde de temps simulé, une amélioration d’un
facteur un million. Bien que significative, cette accélération ne permet pas de simuler
l’évolution structurelle, atome par atome, en temps réel. Pour cela, il faudrait accélérer
les simulations par un autre facteur un million. C’est un défi de taille, peut-être irréali-
sable. Le relever serait une aventure audacieuse, dont la récompense est à la hauteur du
risque.
Enfin, il faut mentionner que ces projets de recherche sont des cas de figure de syner-
gies entre les approches expérimentales et numériques. Les résultats de l’une renforce
ceux de l’autre. La combinaison des expertises nous a permis de formuler des conclu-
sions plus robustes et convaincantes. Sans cela, nous aurions été obligé de prendre une
position davantage spéculative. Nous espérons aussi que ce type d’approche combinée
suscitera un intérêt marqué pour nos travaux chez les deux communautés, les expéri-
mentateurs et les théoriciens, ingrédient indispensable pour leur assurer un impact social
significatif.
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