In this paper, we extend the works by [1][2] [3] [4] [5] accounting for autocorrelation both in the time specific effect as well as the remainder error term. Several transformations are proposed to circumvent the double autocorrelation problem in some specific cases. Estimation procedures are then derived.
Introduction
Following the works of [6] , the regression model with error components or variance components has become a popular method for dealing with panel data. A summary of the main features of the model, together with a discussion of some applications, is available in [7] [8] [9] [10] among others.
However, relatively little is known about the two way error component models in the presence of double autocorrelation, i.e, autocorrelation in the time specific effect and in the remainder error term as well.
This paper extends the works by [2] [3] [4] [5] on the one-way random effect model in the presence of serial autocorrelation, and by [1] on the single autocorrelation two-way approach. It investigates some potential transformations to circumvent the double autocorrelation issue, along with some estimation procedures. In particular, we derive several transformations when the two disturbances follow various structures: from autoregressive and moving-average processes of order 1 to a general case of double serial correlation. We deduce several GLS estimators as well as their asymptotic properties and provide a FGLS version.
The remainder of this paper is organized as follows: Section 2 considers simple transformations on the presence of relatively manageable double autocorrelation structure. In Section 3, general transformations are considered when the double autocorrelation is more complex. GLS estimators are derived in Section 4. Asymptotic properties of the GLS estimators are considered in Section 5. Section 6 provides a FGLS counterpart approach. Finally, some concluding remarks appear in Section 7.
Simple Transformations
To circumvent the double autocorrelation issue, we first need to transform the model based on the variance-covariance matrix. The general regression model considered is (see [7] ). In matrix form, we write y X u    .
When the Errors Follow AR(1) Structures
If the time specific term follows an AR(1) structure, is defined by . The exact inverse of such matrices suggested by [11] and [1] does not involve the parameters      2 , Toeplitz 1 x   and   . Following [11] , let be the Pesaran orthogonal matrix whose t-th row is given by,
Pre-multiplying the model by   N I P  of * u  yields the following variance-covariance matrix
where .
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Interpretation
In classical two-way reg a ing in view of the sources of variation in sample data. In the straight line of their work, the GLS estimator may be viewed as obtained by pooling three uncorrelated estimators: the covariance estimator (or within estimator), the between-individual estimator and the within-individual estimator. They are the same as those suggested by [1] except for the last one which was labeled between-time estimator. We have,
1) The covariance estimator,
2) The d between-indivi ual estimator, 
It is im from so on portant to note that these estimators are obtained me transformati s of the regression Equation (7), i.e.,
; the tra ones in the matrix o nsformation annihilates the individual-and time-effects as well as the column of f explanatory variables. It is equivalent to the within estimator in the classical two-way error component model (see [1] [2] [3] [4] [5] [6] [7] ).
The between-individual estimator B  comes from the transformation of Equation (7) The within-ind  is derived when Equation (7) is transformed by 
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Under regular assumptions, the GLS and the three pseudo estimato f the coefficient vec the one obtain lassical two-way error component model (see [15] ). tically ed in the equivalent. It is a result similar to c
Assumptions
We assume that the it x s are weakly non-stochastic, i.e. do not repeat in repeated samples. We also state that the llowing matrices exist and are positive definite: fo
for the first transformation;
for the second transformation; and
more, in the straight for the third transformation. Further line of [1], we also assume that,
for the second transformation;
addition, the variance-components for the third transformation. In u , as stated in [16] and [17] , which en normality.
Asym Prop the Covariance Estimator Proposition 3:
C  is consistent.
Making use of assumptions (a1) and (a2), we establish the consistency of the covariance estimator,
Proposition 4:
The covariance estimator C  has an asymptotic normal distribution given by,
Proof:
Moreover its variance is given by 
and,
Thus, the asymptotic normality of the covariance estimator immediately follows,
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Asymptotic Property of the Between-Time Estimator Proposition 5:
The between time estimator B  is consistent. 
Proof
the consistency of the between time estimator,
Making use of assumptions (b1) and (b2), we establish
Proposition 6:
The between-time estimator B  has an asymptotic normal distribution given by, 1 **' ** 2 1 1 , lim
The variance of this error term is written as
Its inverse is Again, ption (b2) states the abse rrelation between regressors and disturbances un T S . assum nce of co der the M 2 transformation. We get **' ** 2
In addition, we have
Thus, the asymptotic normality of the between-time estimator immediately follows, 1 **' ** 2 1 1 , plim
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Proposition 7:
The within individual estim T  is a consistent estimator.
Proof:
Since, , plim
Th is obtained as
Proof:
Under the M 3 -transformation, we obtain
The inverse of this matrix is 
from which we deduce that
Thus, the asymptotic normality of the within individual estimator immediately follows,
of the GLS Estimator Proposition 9:
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Proof:
From Equation (10), we get
On the one hand, we have 
On the other hand, we can write 
As a result, 
Thus, the GLS estimator suggested under the double auation error structure has the desired asymptotic ies.
FGLS Estimation
the variancen it i approach is required. The method used consists in removing the time specific effect to obtain a one-way error component model where only tocorrel propert
In practice, covariance matrix is unknown, as well as all the parameters involved i s determ nation. Therefore, a FGLS it  his carries the serial correlation (see [18] and [3] ). T method has been directly applied to AR(1) and MA(1) processes in separate subsections.
Feasible Double AR(1) Model
We assume that
The within error term is,
The associated variance-covariance matrix is, 
Following [21] , another GLS estimator can be derived. We label this estimator the within-type estimator and is given by 
We deduce from it that
It then leads to a convergent estimator of   (see [7] ), i.e.,
Furthermore, th and
 is also available as
 u being the OLS estimate of 
We immediately deduce a c erge second correlation coefficient, ,
nt estimator of the 
Here, we set The autocorrelation function of the within error term  it u is given by,
denoting the autocovariance function of 
We then apply the [8] matrix to the data (for instance to the within transformed dependent vector Step 2 We then obtain the estimate of 
Final Remarks
au dealt with some parsimonious models, especially the AR(1) and MA(1) ones, as well as the general framework. T a of the variance-covariance matrix of the errors, rived the GLS estimator and related asymptotic properties. An investigation of the FGLS ered in the paper.
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