It is well-known that a greedy approximation with an integer-valued polymatroid potential function f is H (γ )-approximation of the minimum submodular cover problem with linear cost where γ is the maximum value of f over all singletons and H (γ ) is the γ -th harmonic number. In this paper, we establish similar results for the minimum submodular cover problem with a submodular cost (possibly nonlinear) and/or fractional submodular potential function f .
Introduction

Consider a ground set E and a real function f defined on 2 E . f is increasing if for X ⊂ Y , f (X) ≤ f (Y ). f is submodular if for any two subsets X and Y of E, f (X) + f (Y ) ≥ f (X ∪ Y ) + f (X ∩ Y ).
The marginal value of Y ⊆ E with respect to X ⊆ E is defined by
Y f (X) = f (X ∪ Y ) − f (X).
Similarly, the marginal value of an element e ∈ E with respect to X ⊆ E is defined by e f (X) = f (X ∪ {e}) − f (X).
Both monotonicity and submodularity of a function f can be characterized in terms of the marginal values (see, e.g., [1, [4] [5] [6] ). f is increasing if and only if e f (X) ≥ 0 for any X ⊆ E and e ∈ E \ X. f is submodular if and only if for any X ⊆ E and different a, b ∈ E \ X.
a f (X) ≥ a f (X ∪ {b}).
In addition, the following are equivalent:
• f is increasing and submodular. • For any X ⊆ E and a, b ∈ E \ X, a f (X) ≥ a f (X ∪ {b}).
A submodular and increasing function f is called a polymatroid function if f (∅) = 0. Suppose that f is a polymatroid functions on 2 E . Then, a set X ⊆ E is said to be a submodular cover of (E, f ) if f (X) = f (E). Suppose that both f and c are polymatroid functions on 2 E . The minimization problem min{c(X) : f (X) = f (E), X ⊆ E} is known as a Minimum Submodular Cover with Submodular Cost (MSC/SC). A greedy approximation for it is described in Table 1 . We remark that |E| may be not polynomial. In this case, we assume that there is polynomial-time oracle to compute an x ∈ E with maximum x f (X)/c(x) for any X ⊂ E with polynomial |X|. When c is linear and f is integer-valued, it is well-known that the algorithm GSC produces an H (γ )-approximation solution, where and [5] . In this paper, we establish similar results for the minimum submodular cover problem with a submodular cost (possibly nonlinear) and/or fractional submodular potential function f . Define the curvature of the submodular cost c to be
(S) .
Note that if c is linear (i.e., modular), then ρ = 1. This paper contains the following three contributions:
1. Analysis of the greedy algorithm for integral submodular cover with submodular cost. The charging argument is new and considerably simpler than all the known proofs for the linear-cost variant in the literature. 2. Analysis of the greedy algorithm for fractional submodular cover with submodular cost. 3. Application of the first result to obtaining a tighter approximation bound for a power assignment problem.
Integral submodular cover
In this section, we first show a general result on integral submodular cover, and then present a real-world problem as an example of submodular cover problem with submodular cost.
Theorem 2.1 If f is integer-valued, then the greedy solution of GSC is a ρH (γ )-approximation where γ = max e∈E f (e).
Proof Let x 1 , x 2 , . . . , x k be the sequence of elements selected by the greedy algorithm, and S be a cover of minimum cost satisfying
We prove
by a charging argument. Set X 0 = ∅, and
The parameter μ i is referred to as the average price per increment of coverage by x i for each 1 ≤ i ≤ k. We claim that
Indeed, the first inequality is trivial. For any 1 ≤ i < k,
where the first inequality follows from the greedy rule and the second inequality follows from the submodularity of f . Thus, our claim holds. Now for iteration i with
and the total charge on S is
We claim that
is no more than the total charge on S.
The total charge on e ∈ S is at most H (γ )c(e).
The first claim is true because
Next, we prove the second claim. Consider an arbitrary element e ∈ S. Let l be the first i such that e f (X i ) = 0. For each 1 ≤ i ≤ l, by the greedy rule,
(as e f (X i ) = 0 with i ≥ l)
(e)H (γ ).
So, the second claim also holds. The two claims imply that
By the submodularity of c, we have
Thus, the theorem follows.
Next, we give an application of above theorem. Let D = (V , A; w) be any arcweighted digraph with w(e) . This problem arises from the algorithmic study of maximum-life power scheduling for connectivity in wireless ad hoc networks [2] . It is at least as hard as SET COVER [3] and a 2(1 + ln(n − 1))-approximation for this problem was reported in [2] . In this section, we will apply Theorem 2.1 to obtain a greedy 2H ( )-approximation, where is the maximum degree of D (or equivalently, the maximum in-degree or out-degree of D). The problem Min-Power Spanning Tree in Digraphs can be cast as a problem of MSC. Indeed, let r be the graphic matroid rank of D, which is defined as follows.
For any F ⊆ E, denote by κ(V , F ) the number of connected components of the graph (V , F ), then r(F ) = |V | − κ(V , F ).
For any F ⊆ E, define c(F ) to be the power cost of the bidirected version of the graph (V , F ). Then, both r and c are increasing and submodular functions on 2 E with r(∅) = c(∅) = 0, and (V , F ) is a connected spanning graph of D if and only if r(F ) = |V | − 1 = r(E). Thus, the problem is exactly min{c(F ) : r(F ) = r(E), F ⊆ E}.
However, if we apply the greedy algorithm naively with E as the ground set, Theorem 2.1 can only imply an upper bound on the approximation ratio. Indeed, when E is the ground set, γ = 1 as r is a matroid rank, but the curvature of c can be as large as . For example, we consider an instance of D in which V = {v 0 , v 1 , . . . , v n }, 1+ ε which tends to as ε tends to 0. Thus, the approximation ratio is bounded by . In the following, we describe how to apply the same Theorem 2.1 to obtain a greedy logarithmic approximation for the above problem. Instead of choosing E as the ground set, we choose the set S of all stars in D as the ground set. The ground set S may have exponential cardinality, but the greedy algorithm only uses it implicitly. We can extend both r and c to 2 S in the straightforward manner. Specifically, for any subset of stars F ⊆ S, r(F ) is defined to be the graphic matroid rank of the union of the stars in F , and c(F ) is defined to be the power cost of the bidirected version of the union of the stars in F . Then, both r and c are also increasing and submodular functions on 2 S with r(∅) = c(∅) = 0, and the union of the stars in a subset F ⊆ S is a connected spanning graph of D if and only if r(F ) = |V | − 1 = r(S). Thus, the problem can be formulated as
For such formulation, we claim that (1) γ = max S∈S r(S) = and (2) the curvature ρ of c is at most 2. The first claim follows from the fact that for any star S with the degree of the center equal to d, r(S) = d. The second claim follows from a decomposition argument. Let T be an optimal minimum spanning tree. Root T at an arbitrary node, and let U be the set of internal nodes in T and the root of T . For each u ∈ U , let T u be the star consisting of the edges between u and its children in T . Then, {T u : u ∈ U } is a partition of T into stars. It's easy to show that
Thus, the second claim holds. By Theorem 2.1, the approximation ratio of the greedy algorithm is at most 2H ( ). In the remaining of this section, we describe a polynomial-time oracle which computes a star S ⊂ D with maximum S r(H )/c(S) for any disconnected spanning subgraph H of D. Suppose that H is a disconnected spanning subgraph of D. Let V be the set of nodes v with at least one neighbor in a different connected component of H from v. For each v ∈ V , let (v) be the set of neighbors of v in D not belonging to the connected component of H containing v, and let
In each connected component of H which contains at least one node in (v, q), choose a node u ∈ (v, q) with minimum w(uv). Let u 1 , u 2 , . . . , u l be those chosen nodes with
, and let S(v, q) be the star connecting v to u 1 , u 2 , . . . , u j . Then, compute q ∈ Q(v) maximizing S(v,q) 
r(H )/ c(S(v, q)), and let S(v) be the star S(v, q). Finally, compute v ∈ V maximizing S(v) r(H )/c(S(v)), and let S be the star S(v). We claim that S is a star in D with maximum S r(H )/c(S).
Indeed, consider an optimal star S with head v 0 and j leaves v 1 , v 2 , . . . , v j satisfying
Clearly, all the nodes in S must belong to distinct connected components of H , and hence all the leaves of S must belong to (v 0 ). Let
Then, q ∈ Q(v 0 ) and all the leaves of S belong to (v 0 , q ). Since
S r(H ) c(S )
w(v i v 0 ) must achieve the minimum over all sets of j nodes in (v 0 , q ) belonging to distinct connected components of H . Let u 1 , u 2 , . . . , u j be the first j nodes chosen from (v 0 , q ) as in the above oracle. By the standard swapping argument, we can show that w(
(S) .
So, our claim holds.
Fractional submodular cover
In this section, we present a general result on fractional submodular cover.
Theorem 3.1 Suppose that f is fractional and f (E) ≥ opt where opt is the cost of a minimum submodular cover. If in each iteration of the Greedy Algorithm GSC, the selected x always satisfies that
Set X 0 = ∅, and
be the "uncoverage" at the end of iteration i. We first claim that 
In the study of Steiner trees, several greedy approximations have a fractional submodular potential function. In such a case, the above theorem may apply.
