We consider a system of several nonlinear equations with a distributed delay and obtain absolute asymptotic stability conditions, independent of the delay. The ideas of the proofs are based on the notion of a strong attractor. The results are applied to Hopfield neural networks, Nicholson's blowflies type system, and compartment models of population dynamics.
Introduction
In many applications, systems experiencing delay in fact involve distributed delays. If the rate of change depends on the past, for example, reporting delays in economics or maturation delays in ecological systems, assuming constant concentrated delays is a significant simplification. Generally, the dependency will be on a certain segment of prehistory of the process, and, in certain cases, on the whole of it, leading to infinite delays. This is the reason why stability of systems with a distributed delay has been intensively investigated, let us mention some recent publications [1, 4, 17, 18, 20, 24, 25, 28, 30, 31] , see also references therein. In biological models [21, 22, 32] , a distributed delay sometimes is accepted by default. A neural network [23] is one of the most important applications where delays, in particular distributed, occur.
For scalar equations with a distributed delay, stability, either dependent or independent of the delay distribution, has been studied by several authors [5, 6, 8, 15, 33] . A particular case of a system of two equations was explored in [7, 16] .
The purpose of the present paper is to obtain delay-independent stability conditions for a system of differential equations with a distributed delay dX dt = G(t) G : R → R s + × R s + , R + = [0, +∞), and R : R s+1 → R s × R s are matrix functions: G is diagonal with g i on the diagonal, and r ij (t, τ ) are entries of R. We consider the case when the s-dimensional domain H(t) is H(t) = [h 1 (t), t] × [h 2 (t), t] × · · · × [h s (t), t], h j (t) ≤ t, and the volume integral can be iterated, where system (1.1) can be rewritten as a collection of s equations for i = 1, 2, . . . , s,
In particular, let h ij (t) ≤ t, i, j = 1, . . . , s be measurable functions, and r ij be step functions taking the value of one on half-open intervals (h ij (t), +∞):
Then, (1.3) has the form
), x 2 (h i2 (t)), . . . , x s (h is (t))) − x i (t)] , i = 1, 2, . . . , s.
(1.4)
The Hopfield neural network [23] x ′ i (t) = −b i x i (t) + s j=1 c ijfj (x j (t − τ ij )), t ≥ 0, i = 1, . . . , s (1.5)
is a particular case of (1.4) for
In the case of absolutely continuous in ζ functions r ij (t, ζ), ∂ ∂ζ r ij (t, ζ) = k ij (t, ζ), i, j = 1, . . . , s, K i (t, τ 1 , τ 2 , . . . , τ s ) = s j=1 k ij (t, τ j ),
   , i = 1, . . . , s.
(1.6) In future, we consider each of the equations separately, as in (1.3) . However, due to the length of (1.3), a shorter notation will be used, aligned with (1.1)
where τ = (τ 1 , . . . , τ s ). The purpose of the present paper is to explore global asymptotic stability of cooperative systems with distributed delays, which include (1.5) and (1.6) as special cases. In addition to being distributed, the delays can change with time. Distributed delays describe a feasible fact that any interval for delay values has some probability, such models include equations with concentrated (either constant or variable) delays.
Compared to most previous works, main differences are outlined below.
• Distributed delays can, as particular cases, include systems with variable concentrated delays, integral terms (used in most papers on distributed delays), their combinations, and some other models (for example, the Cantor function as a distribution). Moreover, argument deviations can be Lebesgue measurable, not necessarily continuous, functions. This is the reason why methods for continuous delays do not work in this setting.
• Delay distributions can be non-autonomous. If we describe these distributions as a probability that a delay takes a greater than a given value, this corresponds to timedependent delay. In applications, this allows to consider, for example, seasonal changes in delay distributions. To some extent, we explore the most general system with a unique positive equilibrium, and justify global stability of this equilibrium, once delays are involved only in those terms which describe cross-influences. The present paper answers the question when delays do not have any destabilizing effect on a non-autonomous system.
• On the other hand, many of the previous papers on distributed delay describe much more complicated dynamics than absolute global stability established in the present paper. For example, delay dependence of stability properties was studied in [13] , while possible multistability considered in [6] . However, the study of systems which can be destabilized by large enough delay are not in the framework of the present paper. Here we restrict ourselves to "absolutely stable" systems, where no type or size of a finite delay can destabilize it, as long as the initial conditions belong to the "attraction set".
The plan of the paper is as follows. After some preliminaries and an auxiliary statement in Section 2, we get stability results for systems with a distributed delay in Section 3. These theorems are later applied to particular cases of neural networks and models of population dynamics in Section 4. Finally, the results are discussed, and some open problems and directions of research are outlined in Section 5.
Preliminaries
Consider a system with distributed delays (1.1), under the initial condition
where Φ(t) is a bounded vector function.
Definition 2.1 A vector function X(t) is a solution of system (1.1),(2.1) if it satisfies (1.1) for almost all t ≥ t 0 and (2.1) for t ≤ t 0 .
In particular, (1.3) can be written in matrix form (1.1), where
Problems (1.3),(2.1) and (1.1),(2.1) will be investigated under some of the following assumptions. (a3) The entries of the matrix R(t, τ ) = (r ij (t, τ )) s i,j=1 , r ij (t, ·), i, j = 1, . . . , s are left continuous non-decreasing functions for any t, r ij (·, τ ) are locally integrable for any s, r ij (t, τ ) = 0, τ ≤ h i (t), r ij (t, t + ) = 1, i, j = 1, . . . , s, here all the integrals are understood in the sense
where u(t + ) is the right-side limit of the function u at point t. Examples of (1.3) include a system with several concentrated delays
3)
where h ikj satisfy (a2), n i j=1 α ij = 1, i = 1, . . . , s, as well as a system of integro-differential
4)
with h ij satisfying (a2),
An equilibrium z * ∈ D is a strong attractor in D of the difference system X(n + 1) = F (X(n)), n = 0, 1, . . .
if there exists a sequence of sets {I n }, n = 0, 1, . . . , such that
Note that, once z * is a strong attractor of F in D, it is unique, moreover, there are no other equilibrium points of F in D.
Then
Proof. For simplicity, we choose c i = 0.5(a ik+1 + a ik+2 ), d i = 0.5(b ik+1 + b ik+2 ), then I k+2 ⊂IntJ and J ⊂Int(I k+1 ) are obviously satisfied.
Next, introduce a family {J α } of compact subsets of the interior of I k as
and notice that for α = 0, J 0 = I k+1 , F (J 0 ) ⊂ I k+2 , and I k+2 ⊂IntJ . Thus there exists
as the set in the right-hand side is non-empty. If α 0 > 0, we choose α = min{α 0 , 1 2 } (to avoid α = 1) and denote J = J α . Then J ⊂Int(I k ), I k+1 ⊂ IntJ, I k+2 ⊂IntJ , J ⊂Int(I k+1 ) and F (J) ⊂ J, and the proof is complete.
It remains to exclude the case α 0 = 0. If for any positive α, F (J α ) ⊂ J, we choose a sequence α n = 1 n ; by our assumption, there is a sequence of points z n ∈ J 1/n such that F (z n ) ∈ J . By definition, all z n ∈ I k which is a compact set, thus there is a subsequence convergent to somez, and F (z) does not belong to the interior of J. However, as α n → 0, this limit pointz belongs to J 0 = I k+1 . However, F (I k+1 ) ⊂ I k+2 and Int(J ) ⊂ I k+2 , thus F (z) ∈Int(J ), which is a contradiction. Thus there exists α 0 > 0, and the proof is complete. ⊓ ⊔
Main Results
Now, we are in a position to prove the main statement of the paper.
Then for any initial function such that
Proof. We prove that for any initial function satisfying (3.1), first, X(t) ∈Int(I 0 ) for any t ≥ t 0 and, in addition, there is t 1 ≥ t 0 such that X(t 1 ) ∈Int(I 1 ). Moreover, X(t) ∈Int(I 1 ) for any t ≥ t 1 .
Assume that with (3.1) satisfied, there is the first point t * such that X(t * ) ∈ Int(I 0 ), i.e. X(t * ) is on the boundary ∂I 0 . Then there exists i ∈ {1, . . . , s} such that either
. Hence, using the notation of (1.7), we get
which contradicts to the assumption
Similarly, in the latter case, assuming that
again leading to a contradiction. Thus, X(t) ∈Int(I 0 ) for any t ≥ t 0 . Note that by Lemma 2.3, there exist
The proof that there exists t 1 > t 0 , such that X(t) ∈Int(I 1 ) for t ≥ t 1 will consist of two parts. First, we prove that there is at such that X(t) ∈Int(J ); moreover, X(t) ∈Int(J ) for any t ≥t. Second, we find t 1 ≥t for which X(t 1 ) ∈Int(I 1 ), and also justify that
Since
which is positive as a minimum of 2s positive values.
For any X(t) ∈Int(I 0 ) we have F (X(t)) ∈ I 1 . Assume that this does not hold for some i. Let t be such that the ith component of X(t) satisfies x i ≤c i . We prove that there is a moment of time t 1i such that x i (t 1i ) >c i .
We recall that
As long as x i (t) ≤c i , we have, by (3.2),
By (a4), the integral of the positive right-hand side diverges, thus there is t i1 such that
This contradicts to our assumption that
Hence there is t i2 such that x i (t i2 ) <d i . Again, we justify that
we conclude that X(t) ∈Int(J ) for any t ≥t. By (a2), there ist 1 such that h i (t) ≥t for any t ≥t 1 , i = 1, . . . , s. Note that F (J) ⊂ J and J ⊂Int(I 1 ). Define
which is positive by (3.3). We have for t ≥t 1 ,
for any x i (t) ≤ a i1 and conclude by (a4) that there is t i3 such that
which contradicts to the assumption that
.
we proceed to the next induction step from I 1 to I 2 .
By (a2), there exists t h 1 > t 0 such that h(t) > t 1 for any t > t h 1 . Then, we have an initial value problem with all initial values in Int(I 1 ) and complete the induction step similarly, justifying that there is t 2 > t 1 such that X(t) ∈ I 2 for t ≥ t 2 , and also h(t) > t 2 for any t > t * 2 . Proceeding in the same manner from n to n + 1, we prove that there is an increasing sequence of t n such that X(t) ∈ I n for t ≥ t n . Since the intersection of I n is z * , this implies lim t→+∞ X(t) = z * . ⊓ ⊔
Consider system (1.3) or (1.1) under the assumptions (a1)-(a5), as well as an additional assumption (a6) z * = (x * 1 , . . . , x * j , . . . x * s ) is the only equilibrium in the domain D, and there exist L ij ≥ 0 such that, for any (x 1 , . . . , x s ) ∈ D, a.e.
(3.5)
Note that (3.5) in (a6) is satisfied if f i is globally Lipschitz, i.e. for any (x 1 , . . . , x j , . . . , x s ) ∈ D and (x 1 , . . . , y j , . . . , x s ) ∈ D, a.e.,
In particular, if f i are a.e. differentiable and ∂f i ∂x j ≤ L ij a.e. , i, j = 1, . . . , s, condition (a6) is satisfied. We recall that a matrix A = (a ij ) s i,j=1 is nonnegative if a ij ≥ 0 and positive if a ij > 0, i, j = 1, . . . , s. Let X be an arbitrary fixed norm of a column vector in R s , and A be the induced matrix norm. The classical definition of an M−matrix will be used. Following [11] , we say that A = (a ij ) s i,j=1 is a (non-singular) M-matrix if a ij ≤ 0 for i = j and A −1 is positive. By I we denote an s × s identity matrix.
There are many equivalent definitions of M-matrices, see [11] and also [ 
and the domains
Proof. By definition of the nonnegative matrix L, all off-diagonal entries of I − L are non-positive. By Lemma 3.2, we have a finite set of ξ i > 0, i = 1, . . . , s such that
Choose for some c > 0,
such that
In particular, if
we can take any positive c satisfying
We have
where α ∈ (0, 1) is denoted in (3.6). Recall (3.7) and denote for n ∈ N,
We have justified F (I 1 ) ⊂ I 2 , with I 2 defined in (3.8) . Now let X ∈ I n . Then,
F is an α-contraction, α ∈ (0, 1). Since Proof. Let I − L be an M-matrix. By Lemma 3.3 and Definition 2.2, z * is a strong attractor in D of difference system (2.6). Thus, the conditions of Theorem 3.1 are satisfied, and therefore any solution of (1.3),(2.1) with (3.1) being fulfilled converges to z * . ⊓ ⊔
Applications and Examples
Consider a particular case of s = 2. System (1.1) includes the model with variable delays
and the integro-differential system
where for both (4.1) and (4.2), the functions h i and g i satisfy (a2) and (a4), respectively. For 
Note that (4.3) implies that (x * , y * ) is the unique equilibrium of systems (4.1) and (4.2).
Proposition 4.1 Let h i , g i and f i satisfy (a2),(a4) and (a7), respectively, and, in the case of (4.2), (a3 * ) hold. Then, all solutions of (4.1) and (4.2) with non-negative non-trivial in both x and y continuous initial conditions converge to (x * , y * ).
Proof. Define D = (0, +∞) × (0, +∞), F = (f 1 , f 2 ) T , then F : D → D. Let us construct
a 11 < a 12 · · · < a 1n < a 1n+1 < . . . , a 21 < a 22 · · · < a 2n < a 2n+1 < . . . , (4.4) which would imply that (x * , y * ) is a strong attractor.
Since f 1 is monotone increasing, so is f −1 1 , also both f 2 and f −1 2 are monotone increasing.
. The function f 1 is also monotone increasing, thus, taking f 2 of both sides, we get
Similarly, considering x > x * , or y = f 2 (x) > y * , we get f 1 (y) < f −1 2 (y) for y ∈ (y * , +∞). Thus
, y ∈ (y * , +∞). Next, choose arbitrary initial left bounds a 11 ∈ (0, x * ) and b 11 ∈ (x * , +∞). For the left bound define a 21 = f 2 (a 11 ), a 12 = f 1 (a 21 ), a 22 = f 2 (a 12 ). By (4.3) ,
hence f 2 : (0, x * ) → (0, y * ). Recall that f 2 is monotone and a 11 ∈ (0, x * ), therefore a 21 = f 1 (a 11 ) ∈ (0, y * ). In addition, for x ∈ (0, x * ), (4.
3) implies f 1 : (0, y * ) → (0, x * ) for monotone increasing f 1 . Therefore a 12 ∈ (0, x * ) and a 22 = f 2 (a 12 ) ∈ (0, y * ). We have a 21 , a 22 ∈ (0, y * ), a 12 ∈ (0, x * ). Also,
For an induction step, take
From a 1n ∈ (0, x * ), a 2n ∈ (0, y * ) and monotonicity of f 1 ,f 2 we get a 1n+1 ∈ (0, x * ), a 2n+1 ∈ (0, y * ), as well as
Thus, (4.4) holds, and we have two monotone increasing sequences {a 1n } and {a 2n } bounded by x * and y * , respectively, from above. Hence both sequences have limits lim n→+∞ a 1n = d 1 ∈ (0, x * ], lim n→+∞ a 2n = d 2 ∈ (0, y * ]. By (4.7) and continuity of f 1 , f 2 ,
For the right bound we use
x ∈ (x * , +∞), f 2 : (x * , +∞) → (y * , +∞) and f 2 : (y * , +∞) → (x * , +∞). Therefore, we get bounds for b 21 
and the proof of (4.5) follows the same steps, as well as lim
Therefore, (4.6) is satisfied, and (x * , y * ) is a strong attractor. Thus, all the conditions of Theorem 3.1 are satisfied. The application of Theorem 3.1 concludes the proof.
⊓ ⊔
The statement of Proposition 4.1 is the main result of [7] , and a two-dimensional cooperative system described in [7] is a particular case of the system considered in the present paper. x ′ = g 1 (t) y(h 1 (t)) − x(t) , y ′ = g 2 (t)
x(h 2 (t)) − y(t) , t ≥ 0.
(4.8) +∞) . Thus (4.3) holds, and Proposition 4.1 implies that any solution with nonnegative nontrivial initial conditions converges to (1, 1) . Example 4.3 For the system
the functions f 1 (y) = y 2 and f 2 (x) = 4 √ x are continuous and monotone increasing on R + ,
Since (4.3) holds, by Proposition 4.1 any non-negative non-trivial in both x and y solution converges to (1, 1).
Example 4.4
For the BAM neural network without delays in the leakage terms
Theorem 3.4 implies that the equilibrium (1, 1, . . . , 1) attracts all solutions with non-negative non-trivial continuous initial conditions. Remark 4.5 In [9], a neural system which can be reduced tȯ 
converge to the zero equilibrium (0, 0, . . . , 0). Following the notation of the present paper, denote by L the matrix with the entries L ij = α ij L j . Thus zero is globally attractive, once a sum of the entries of each column is less than one. Note that Theorem 3.4 states attractivity of the zero equilibrium once the matrix I − L is an M-matrix. For example, let L = Next, consider the Nicholson-type system
where g i > 0, a ij and β ik are non-negative, while
and for some τ > 0, t−τ ik (t) ≤ τ, i = 1, . . . , s, k = 1, . . . , m. Global attractivity conditions for (4.11) were obtained in [14, 19] , see also references therein and [14] for a detailed history outline. A positive equilibrium for this system exists [14] once all the constants Note that inequalities (4.13) imply 1 − j =i a ij < β i < e 2 , i = 1, . . . , s.
As an application of our results, consider the system
   , i = 1, . . . , s, t ≥ 0, (4.14) where for the functions g i , r i conditions (a2)-(a4) hold, a ij ≥ 0, 1 < β i ≤ e 2 .
In particular, (4.14) includes the system with several concentrated delays generalizing (4.11)
β ik > 0, i = 1, . . . , s, g i satisfy (a4), for τ ik condition (a2) holds.
Assume that x * = (x * 1 , . . . , x * s ) is a unique positive equilibrium of (4.14) . In particular, the fact that γ i > 1, where γ i are defined in (4.12), i = 1, . . . , s guarantees that such an equilibrium exists, similarly to systems with concentrated delays. Denote 
and α i are denoted in (4.15) . Then all solutions of (4.14) with non-negative non-trivial initial conditions converge to x * .
Proof. Denote
To apply Theorem 3.4, we have to estimate the partial derivatives ∂f i ∂x j . We have
The maximum of the function xe −x is attained at x = 1 and equals 1/e. According to [13, Theorem 2.6] , any positive solution of the equation Next, let x i be a component of a solution in (4.14) . Then, with the same initial conditions as in (4.16) , since all components are positive, x i (t) ≥ x 0 i . Note that a similar result for concentrated delays was justified in [10, Theorem 2.3] . Hence it is sufficient to
. There are two cases: x 0 i ≤ 1 corresponding to β i ∈ (1, e] and x 0 i > 1 for β i ∈ (e, e 2 ).
Hence max where α i are introduced in (4.15). Then the positive equilibrium is globally attractive.
Proof. For n = 2, as α i = β i e −2 , we have
Thus I − A is an M-matrix if β i e −2 < 1, i = 1, 2 and a 12 a 21 < (1 − α 1 )(1 − α 2 ), in particular, when (4.17) holds. ⊓ ⊔ Example 4.9 Consider the system with h 1 , h 2 satisfying (a2), r 1 > 0, r 2 > 0,
x ′ (t) = r 1 0.5y(t) + 4x(h 1 (t))e −x(h 1 (t)) − x(t) , y ′ (t) = r 2 0.2x(t) + 5y(h 2 (t))e −y(h 2 (t)) − y(t) , t ≥ 0. Obviously β 1 = 4 and β 2 = 5 are in (e, e 2 ). Also, a 12 a 21 = 0.1 < (1 − β 1 e −2 )(1 − β 2 e −2 ) ≈ 0.148295, so (4.17) is satisfied, and the positive equilibrium is globally attractive. Note that for n = 2, conditions (4.13) are equivalent to
The right inequalities in (4.19) can be rewritten as
where the first inequality is not satisfied since a 12 = 0.5 > 1 − β 1 e −2 ≈ 0.45866.
Thus Corollary 4.8 establishes global attractivity of the positive equilibrium of (4.18), while (4.19) fails.
Discussion
General system (1.1) was motivated by neural networks but another common application is a compartment, or patch model of mathematical biology. For example, (4.14) is a particular type of a compartment model, where x i is a population size in the ith patch, a ij (t) describes the relocation rate from the patch j to patch i, i = j, and Nicholson's growth rate. Assuming the logistic growth rate, we get for K i > 0 being the carrying capacity of the ith patch, a model
As possible extension of current research, another compartment model with the Mackey-Glass growth rate
can be explored under usual assumptions. It would be interesting to investigate existence, uniqueness and absolute attractivity of the positive equilibrium, and the dependency of this equilibrium on the parameters, as well as delay-dependent stability.
In addition to Nicholson-type system (4.14) studied in the present paper and proposed (5.1), (5.2), it is possible to consider Ricker-type model, for i = 1, . . . , s,
Global attractivity of a positive equilibrium for s = 2 and s = 3 was recently studied in [2] , with explicit criteria obtained. It would be interesting to compare sufficient conditions under which the positive equilibrium of (5.3) attracts all positive solutions with these tests. In general, the strong attractivity is a stricter assumption that the fact that all solutions of a system of difference equations converge to a certain solution [27] , so it is expected that global attractivity conditions for (5.3) may be more restrictive than the tests in [2] . Let us discuss whether we can replace a sequence of parallelepiped-type domains containing a fixed point z * by any closed compact sets including z * . Notice that a compact set on a line mentioned in the definition of a strong attractor in [26] can be reduced to a closed segment such that its interior contains z * . Recall that every open set R is a union of at most countable number of open disjoint intervals [29, p. 45, problems 22 and 29] . Hence a closed bounded set is a union of at most countable number of disjoint closed segments (some may consist of one point only). As segments are disjoint, only one of the segments includes z * . Therefore at each stage we can consider only this segment. The fact that this segment has a non-empty interior, follows from (2.7). Thus, instead of a sequence of compact sets in [26] , without loss of generality we can consider I n = [a 1n , b 1n ] × · · · × [a sn , b sn ] as in Definition 2.2. Thus, our definition in fact coincides with the one in [26] .
The main result of the present paper is the proof of global attractivity of nonautonomous equations with distributed and finite, not necessarily bounded, delays. One of the natural questions arising will be extension of the present results to equations with infinite, but exponentially decaying memory. Considering delay-dependent attractivity conditions for systems with distributed delays, similarly to the case of "small delays" in [13, 14] , is another important question, once a cooperative system is not globally asymptotically stable for any delays.
The results of the present paper are concerned with non-autonomous systems. For relevant autonomous equations with distributed delays, it has been recently proved [3, 12] that, once we replace a distributed delay in an autonomous equation with its expected value, and the resulting delay equation is stable, so is the model with a distributed delay. It is an interesting and challenging problem to extend this result to autonomous systems with distributed delays.
