We have developed a cognitive architecture for robotic teammates based on the neuro-psychological principles of perceptual symbols and simulation, with the aim of attaining increased fluency in human-robot teams. An instantiation of this architecture was implemented on a robotic desk lamp, performing in a human-robot collaborative task. This paper describes initial results from a human-subject study measuring team efficiency and team fluency, in which the robot works on a joint task with untrained subjects. We find significant differences in a number of efficiency and fluency metrics, when comparing our architecture to a purely reactive robot with similar capabilities.
INTRODUCTION
We define fluency in joint action as the ethereal yet manifest quality existent when two agents perform together at high level of coordination and adaptation, in particular when they are well-accustomed to the task and to each other. This quality is often observed in human behavior, but virtually absent in human-robot interaction.
In the past, we have addressed the issue of human-robot fluency through the development of an anticipatory action system. Anticipation has been shown to play a role in perception [20, 21] , and we have found that anticipation leads to Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. improved best-case task efficiency and to a significant difference in the perceived commitment of the robot to the team and its contribution to the team's fluency and success [10] .
We have since developed a perceptual symbol architecture based on principles of embodied cognition and simulation, ideas which are gaining ground in the neuroscientific literature( [1, 16, 14, 19] ; for a review, see: [9] ).
In this paper we briefly describe the main components of this cognitive framework and its implementation on a human-robot collaborative task. We then discuss a human subject study conducted to evaluate the performance of the implemented system, and the effects it has on the efficiency and fluency of the task. We were particularly interested in how the system performs within the context of practice, in which the human and the robot repeat a fixed set of identical actions.
Related Work
Human-robot collaboration has been investigated in a number of previous works, although -to the best of our knowledge -the question of fluent action meshing or the improvement thereof through repetition has not received specific attention. Kimura et al. have studied a robotic arm assisting a human in an assembly task [13] . Their work addressed issues of vision and task representation, but is using a purely reactive approach and does not address practice. Other human-robot collaboration work, such as that of Fong et al. [5] or Jones and Rock [11] studies human-robot collaboration with an emphasis on dialog and control, aimed primarily at the teleoperation scenario.
Most work in shared-location human-robot collaboration has been concerned with the mechanical coordination and safety considerations of robots in shared tasks with humans [22, 12] . In contrast, we have previously presented work in shared-location human-robot teamwork addressing turntaking and joint plans, but not anticipatory action or fluency [8] . Anticipatory action, without relation to a human collaborator has been investigated in navigation work, e.g. [4] .
The idea of top-down processing has been utilized in computational systems in the past. Bregler demonstrated a convincing application of this concept to action recognition in computer vision [3] . Wren and Pentland created a robust human dynamic recognition and classification system by feeding likelihood data from high-level HMM procedures to pixel-level classifiers [24, 23] . Similarly, Hamdam et al. classified gesture sequences using Continuous Density Hidden Markov Models [6] . Ude et al. discuss similar top-down processing ideas for visual attention on a humanoid robot [17] . None of these works, however, model the top-down influences as perceptual simulation using the same pathways used for bottom-up processing, as is supported by the neuropsychological literature, and proposed in this paper.
Our own previous work in anticipatory action to support human-robot fluency was implemented on a simulated robot, using a discretized model framed as a stepwise MDP with simulated perception, and no perceptual simulation [10] . This paper significantly extends this work as it proposes a novel cognitive architecture based on the simulation and emulation of perceptual symbols to govern anticipation. Furthermore, it is implemented on a physical robot using noisy, continuous sensory input, acting in a situated interaction with a moving human.
COGNITIVE ARCHITECTURE
This section provides a brief outline of the principles guiding the perception-based cognitive architecture employed in the studies described below. It is by no means complete, as this paper is mainly concerned with experimental results obtained in the human subject study. A full description of the cognitive architecture is given separately [7] .
In this work, we subscribe to the notion of perceptual simulation and top-down biasing of perceptual processes. We thus model concepts leading to actions as perceptual processes and biases, residing within the perceptual system rather than in an amodal, symbolic, and centralized semantic network.
Perceptions are processed in modality streams built of processing nodes. These nodes can correspond to a feature (such as a color) or property (such as the speed) of perceptual data, or to a higher-level concept describing a statistical analysis of features of properties, in the spirit of [15] . These modality streams are connected to an action network consisting of action nodes, which are activated in a similar manner as perceptual processing nodes. When -through practice or otherwise -higher-level concepts or motor actions are activated, top-down bias effects activation of lower-level process nodes enabling the robot to act sooner and more rapidly, thus emulating the idea of practice.
Two main subsystems are used in the experiments:
Anticipatory simulation -Based on recurrent perceptual information, the robot builds a statistical map of likely occurrences, similar to the anticipatory system described in [10] . This in turn triggers top-down simulation biasing perceptual processing and thus altering reaction times and action behavior on the robot's part.
Intermodal connection reinforcing -This subsystem reinforces perceptual connections that co-activate frequently and consistently, and decreases the weight of connections that are infrequent or inconsistent, thus creating embellished connections between perceptual processing nodes which activate simultaneously.
The principle of operation of each of these subsystem will be elucidated through their instantiation, as described in Section 5.
ROBOTIC PLATFORM
The robot employed in this evaluation was AUR, a robotic desk lamp. The lamp has a 5-degree-of-freedom arm, based on the design of a previous robot, RoCo [2] . It features a variable aperture that can change the light beam's width, and a LED lamp which can illuminate in a range of the red-green-blue color space. AUR is stationary and mounted on top of a steel and wood workbench locating its base at approximately 36 inches above the floor. Its processing is done on a 2x Dual 2.66GHz Intel processor machine located underneath the workbench.
TASK DESCRIPTION
In the human-robot collaboration used in our studies the human operated in a workspace as depicted in Figure 1 (a) and (b). The robot, from its tabletop vantage point, could direct its head to different locations around its own axis, and change the color of the light beam. When asked to "Go", "Come", or "Come here" the robot would move to the location of the person's hand, assuming the hand was relatively static. Additionally, the color changed in response to speech commands to one of three colors: "Blue", "Red", and "Green"'.
To complete the task, the person was asked to stand in front of the lamp. The workspace contained three locations (A,B,C). At each location there was a black music stand with a white cardboard square labeled with the location letter, and including four doors. Each door, when lifted, revealed the name of a color written underneath (Red, Blue, or Green).
The task was to complete a sequence of 8 actions, which was described in diagrammatical form on a sequence sheet as shown in Figure 1 (c). This sequence was to be repeated 10 times, as quickly as possible.
Each action in the sequence specifies: a general location A, B, or C, and an indication of which of the four doors to open. The action is completed when the lamp shines the specified color of light at that location. This would result in the sound of a buzzer, indicating the person should move to the next action in the sequence. A different buzzer was sounded when a whole sequence was completed.
Sensing
The robot's sensory input device was a Vicon motion capture system which was used to identify and track the location and orientation of the human's right hand and head at a frequency of 10 times per second.
The system also takes input from Sphinx-4, an open-source, Java-based speech recognition system created by the Sphinx group at Carnegie Mellon University, in collaboration with Sun Microsystems Laboratories, Mitsubishi Electric Research Labs, and Hewlett Packard [18] . The commands recognized by the system in this task were: "Come", "Come Here", "Go", "Red", "Blue", "Green", and "Off".
COGNITIVE NETWORK
To solve the task described in this paper, we designed a cognitive network along the principles introduced in Section 2, made up of three modality streams: a visual, an auditory, and a proprioceptive. The action network includes five actions, three color changing nodes, a color "off" node, and a "goto position" node. 
Visual Modality
The visual modality stream's sensory input stems from the Vicon motion capture system, indicating the hand position in the workspace.
Two feature areas are downstream from that Vicon sensory node: in one, four workspace segmentation feature nodes activate proportionally to the proximity of the hand to each of the four corners of the workspace. In the other, a speed node detects the speed as a single-frame position derivative of the hand position. Downstream from the speed node, an inhibitory connection feeds the "Stillness" feature node, which simply detects the inverse of the speed node clamped between 0 and 1. The stillness node feeds into a property node indicating whether the hand has been still for some consecutive period of time. Three concept nodes represent the location of the hand near one of the task targets, A, B, or C.
The target concept nodes are connected to the "goto position" action node, as is a conjunction node combining the "stillness settled" and the "Go" speech feature node. A combination of a hand position near the target, an aggregate stillness of the hand, and a "Go" command will trigger this action, leading the robot to move its beam towards the appropriate position.
Simulation in the Visual Modality
Over time, as the robot correlates the location of the hand near a target, both the afferent and the efferent connections between the concept nodes and the workspace segmentation feature nodes, get reinforced. Then, in anticipation of the next game step as determined by the simulator, the appropriate concept node, as well as the "Go" action node get a simulated activation, as determined by the action and concept simulation coefficients and the anticipatory probability. At this point, the reinforced efferent connections to the feature nodes cause a bias towards the perception of the hand in the appropriate workspace regions.
During such simulation, the workspace segmentation feature nodes are partially activated, and as a result can reach full activation with sensory data that is further away from each of the target positions. This results in a pre-step bias of this perceptual stream leading to anticipatory action on the robot's part.
Auditory Modality
The auditory modality stream uses input from the Sphinx speech recognition system, parsing the auditory input into speech tokens. This sensory node feeds five speech feature nodes, which respond to the detection of a particular speech token in the auditory stream.
The four other speech feature nodes have afferent connections to the four light change action nodes. Note also that the "Go" action node causes the light to turn off to prevent light to shine while the lamp is in motion.
Proprioceptive Modality
Finally, the proprioceptive modality stream is based on the joint positions of the robot, thus representing the robot's sense of physical self.
This simple modality stream has a direction feature node, which calculates the lamp head direction from the joint positions. This node, in turn, feeds into left, right, and center property nodes, which classify the overall orientation of the robot.
Inter-modal connectivity
The orientation property nodes in this modality are connected to the speech feature nodes in the auditory modality, and managed with the connection reinforcement mechanism described above. The aim of these connections are to enable the robot to learn a perceptual correspondence between its orientation and a speech detection perceptual stimulus. Thus, while there is no direct connection between the proprioceptive modality and the action network, this modality indirectly affects the color actions through their connectivity to the auditory modality.
EMULATOR
To model practice in this network, we designed a Bayesian sequence learner along the same lines as described in [10] . Our Markov model used a 3-step sequence history.
At each step, after a few rounds of practice, the sequence learner estimates the probability of the appropriate handtarget concept, and "Go" action being expected. This triggers simulation of both the appropriate concept and the action node. The result of this emulation is that the workspace segmentation feature nodes simulate to the extent that they are correlated with the appropriate hand-target concept. Thus an increasing distance between the hand position and the correct target is adequate to trigger the appropriate response. Figure 2 shows the the change in trigger area for each of the areas using a simple A-C-B sequence with ten iterations. The longer the practice session, the more 'primed' the perceptual stream is, and the further away the hand position can be to result in a concept and subsequent action activation.
INTER-MODAL SIMULATION
In addition to the visual emulation, we used inter-modal simulation between the robot's proprioceptive property nodes ("Left", "Right", and "Center") and the speech feature nodes (see: Section 5.3.1). This corresponds to a repeating stimulation of a certain word in the auditory stream when the robot has a certain position, resulting in the perceptual simulation of that speech segment every time the robot returns to that position.
If there is a consistent correlation between position and color, the robot will increasingly trigger the appropriate color without an explicit human command.
The effects of connection reinforcement on inter-modal simulation can be seen in Figure 3 . The first graph shows the weights between the Center Property Node and each of the color speech feature nodes with a mostly consistent mapping between the two modality instances (there is some cross-occurrence towards the end with the Red Speech Feature node).
The second graph shows the effects of mostly alternating contingency between the proprioceptive node and the speech feature nodes. Across the experimental sequence, these reinforcements cancel each other out and result in a low simulation factor between these nodes.
EXPERIMENTAL DESIGN
We conducted a between-group controlled experiment with two conditions. The control (or REACTIVE) condition corresponds to the baseline condition in which both the Emulation/Simulation framework and the Intermodal Reinforcement were disabled. The remainder of the system, i.e. the perceptual network and all activation streams and thresholds, were identically retained. In the second (FLUENCY) condition, both the Emulation/Simulation framework and the Intermodal Reinforcement were active with fixed parameters.
To control for instruction bias, neither group was told whether the robot will adapt to their behavior. All participants were allowed to practice with the system before beginning the experiment. We recruited subjects from the campus and area communities, through email solicitation.
The experiment included two sequences, or "patterns". Pattern A was associated with a setup in which there were different colors under the different doors. In Pattern B there was a one-to-one mapping between location and color, i.e., the same color was hidden under all four doors in a single location. For example, all doors in location B hid the color "Blue", and all doors in location A hid the color "Green". Therefore both the human's memory and the robot's intermodal reinforcement process could more easily learn the correct association between spatial location and color.
This experimental protocol was reviewed and approved by the institutional review board of the Massachusetts Institute of Technology.
Subjects
We recruited 38 subject, who were arbitrarily designated to one of the two experimental conditions, and for each subject, they were arbitrarily assigned the order of sequences between Pattern A first, and Pattern B first. At the last day of the experiment we experienced an unrecoverable hardware failure, forcing us to release the last 5 subjects. We thus remained with 33 subjects (17 male), 15 in the REACTIVE condition, and 18 in the FLUENCY condition.
Two additional subjects in the FLUENCY condition experienced a mechanical failure. This was resolved in a short period of time, and the subjects continued the experiment. The failure affected the amount of data we were able to obtain from these subjects, a fact we addressed as described below.
Subjects were allowed to practice but usually elected not to practice for very long. As a result the first and second sequence attempt of most subjects was significantly slower than other rounds, leading us, for some metrics -for example when considering relative improvement over time -to only consider the second round each subject performed, assuming that at that point the subjects were familiar enough with the system that we measured only trial-related metrics.
TERMINOLOGY
In the coming sections we will use the following terminology:
Turn is the time and actions occurring between two consecutive turn buzzers. These include a single event of correctly shining the right light onto the right board.
Sequence is a set of eight turns. There are ten attempts at a sequence.
Round is a set of ten attempts at a sequence. The first round is the round performed first; similarly for the phrase second round. Rounds can also be identifies by patterns. In this case we will refer to Pattern A and Pattern B. Note that for different subjects the order of patterns, i.e. the mapping between patterns and round numbers, is different.
Task is a set of two rounds, using both patterns.
RESULTS
The behavioral measures recorded in this experiment were elicited from the log files generated by the experiment software. The software running the robot logged a number of events, including the human's speech commands, the robot's action selection, the human's hand position, and the experimenter's buzzer times.
To account for a number of mechanical failures as mentioned above, as well as for mistakenly recorded turn and sequence buzzer events, the data has been automatically cleaned up, by eliminating the following sequences: (a) any sequence attempt that does not contain 7-9 turns was eliminated; (b) any sequence attempt that lasted for less than 25 seconds or more than 180 seconds was eliminated.
As a result, two subjects' data included only 8 sequences in one of the rounds, one subject's data remained with 9 sequences in both rounds, and two subjects' data remained with 9 sequences in one of their two rounds.
We have included the valid data from these subjects in our analyses, except in Hypothesis H1 below. In H1, as well as in the graphs depicting sequence-by-sequence progress on the recorded behavioral measures, we included only data from trials containing 10 valid sequences.
Team Performance
Our first set of hypotheses were concerned with the performance of the human-robot team. We hypothesized the following metrics to be significantly lower in the FLUENCY condition compared to the REACTIVE condition: Using a T-test with independent samples, we find a significant difference between the two conditions in all five hypotheses. All values are in seconds, except in H5, which is a fraction. All of our hypotheses were confirmed, demonstrating a significant improvement in team performance under the FLU-ENCY condition. Note that examining in particular the second half of each task round leads to an increase in difference between the two conditions, and an increase in significance. This phenomenon is further illustrated in the figures below. Figure 4 shows the average sequence attempt time for both conditions, split by round. The notion of initial practice runs is evident in this figure, as the second round starts at a lower time than the first round. In both cases, the FLUENCY condition converges at slightly over 40 seconds, while the REACTIVE condition maintains an average over 60 seconds. 
H1 -

Fluency Metrics
The second set of hypotheses tested in this experiment relate to the fluency of the team. These are based on the fluency metrics set forth in [10] . The following metrics were elicited from the log files recorded by the experiment software:
IDLE -Human idle time. The percentage of time within each task round in which the human hand was stationary or move very little.
This metric is elicited from the human's hand position. A low-passed sensor with hysteresis is triggered every time the frame-by-frame distance of the hand position crosses a certain threshold.
DELAY -Robot functional delay. The time that passed from the beginning of a turn to the onset of the robot's movement.
We tested the hypotheses that the following metrics are significantly lower in the FLUENCY condition compared to the REACTIVE condition:
H6 -Mean human idle time
H7 -Mean robot functional delay
H8 -Mean robot functional delay (second half)
We found significant difference between the two conditions on these three hypotheses, as well. Using a T-test for independent samples, H6 is a ratio, H7 and H8 are in seconds: H8 -Robot functional delay (2nd half): REACTIVE: 4.07± 10.97, FLUENCY: 1.48 ± 6.14; t(30)=3.487, p < 0.001.
All of our hypotheses were confirmed, demonstrating a significant improvement in both fluency metrics under the FLUENCY condition. Again, examining the second half of each task round (hypothesis H8) shows an increase in difference between the two conditions, and an increase in significance.
Figures 6 and 7 shows the average change in robot functional delay time for both conditions, split by trial. It can be seen, in Figure 6 (b) , that in the REACTIVE condition, the human teammate can do little to improve the robot's delay, after the initial "practice" period.
CONCLUSION
In this paper we introduce a novel cognitive architecture aimed at achieving fluency in human-robot joint action. This extends previous work which used anticipatory action selection for human-robot fluency. We describe a perceptual symbol system, which uses simulation and inter-modal reinforcement to allow for decreased reaction time through top-down biasing of perceptual processing.
We describe a human subject study evaluating the effects of this system, comparing it with a purely reactive system using the same bottom-up processing. We find significant differences in the task efficiency between the two conditions, as well as significant differences in a number of fluency metrics.
These results indicate that using a perception-based embodied cognitive architecture is a promising avenue to achieving efficiency and fluency in human-robot joint action.
