Abstract-In recent years, much attention has been given in the literature to the development, analysis, and implementation of finite difference schemes for the numerical solution of hyperbolic equations, which can describe physical phenomenons of vibrating string, elastic film and three-dimensional elastomers. In most of the cases, we use explicit difference schemes or implicit difference schemes to find numerical solutions of hyperbolic equations. The formers are suitable for parallel computation but it has limitations of stability. The latters are generally stable, but it is necessary to solve different linear systems at each level of time, which leads to more computational cost and time. In this paper, a two-level Crank-Nicolson alternating direction implicit (ADI) difference scheme is derived for solving the second order hyperbolic equations with variable coefficients by introducing the auxiliary variable. Convergence and stability analysis of the ADI scheme are given by the energy method. Finally, numerical examples are presented to illustrate the efficiency of the ADI difference scheme.
INTRODUCTION
A large number of physical problems are modeled by the hyperbolic equations. For example, hyperbolic wave equations can describe physical phenomenons of vibrating string, elastic film and three-dimensional elastomers. In addition, the exploration of earth quake can be explained by some models related to non-linear hyperbolic equations. In recent years, much attention has been given to the development, analysis, and implementation of finite difference schemes for the numerical solution of secondorder hyperbolic equations. In [1] - [4] , Mohanty has proposed some three level implicit unconditionally stable difference schemes for the one-, two-and threedimensional linear hyperbolic equations with constant and variable coefficients. Using nonpolynomial cubic spline in space and finite difference in time directions, Rashidinidia [5] constructed implicit three level difference schemes. In 2006, Gao [6] developed unconditionally stable difference schemes for the special one-dimensional second-order hyperbolic equation.
As is well known, the explicit difference schemes are suitable for parallel computation but it has limitations of stability. The implicit difference schemes are generally stable, but it is necessary to solve different linear systems at each level of time, which leads to more computational cost and time. In this paper, we propose a two-level alternating direction implicit difference scheme [7] for the following initial and boundary value problems of twodimensional hyperbolic equation: 
The alternating direction implicit (ADI) methods were first introduced by Douglas, Peaceman, and Rachford, which have an advantage of no increase in dimension of the coefficient matrices corresponding matrix equations. There are many extensions and a great variety of applications of ADI based on the finite difference or the finite element methods [8] - [12] . The energy method [13] , which was first used for related theoretical analysis of alternating-direction scheme in [14] , will be applied to the proofs of convergence and stability in this paper. Somenumerical examples will show that the proposed alternating-direction implicit scheme is stable and with an accuracy of second order. () (1) can be rewritten as
II. FORMULATION OF THE DIFFERENCE
We obtain the Crank-Nicolson scheme(the subscripts are omitted)
(5) the following equation can be obtained by eliminating
(6) Finally, we obtained the alternating-direction difference scheme based on Peaceman-Rachford scheme:
III. THE ANALYSIS OF CONVERGENCE AND STABILITY For convenience, we define the following inner products and related norms: 
It is easy to show that the following two lemmas hold:
Lemma 2. 
Proof. We can obtain the following system of equations from (7) by eliminating
From (4) we have
where
e u U and   n n n vV . From (11) and (12), we can obtain the error equations
Taking the inner product (.,.) on both sides of the first error 
a a a e e R R (14) Applying the operator  h to both sides of the second equation of (13) and taking the inner product (.,.) on both sides of (13) 
Notice that
t e R , we obtain from (14)
We will estimate the left-hand side terms of (14) term by term. The first item is
(17) The second inner product can be rewritten as the sum of two terms and the part in x -direction is as follows(note that the boundary value of n e is zero), so does on ydirection. 
For convenience, the four items of the right-hand side of the above equation will be denoted by B1, B2, B3, and B4, respectively. Similar to (18), 
(21) The estimates of right-hand side terms of (14) are similar to that of left-hand side and we have (17)- (22) into (14) and summing for n=0 to n=k-1, we obtain the following inequation 
(23) By using the Gronwall's Lemma, the error estimate is followed:
By using similar arguments as those in the proofs of Theorem 1, we obtain the following stability estimate Theorem 2. Stability Convergence and stability analysis show that the ADI scheme is absolutely stable and have a convergence rate of order 2 2 (  O h ). Numerical experiment indicates that the proposed scheme is easy for parallel computing, stable, and effective.
