This paper describes a technique that combines ideas of phase shifting interferometry (PSI) and two-wavelength interferometry (TWLI) to extend the phase measurement range of conventional single-wavelength PSI. To verify theoretical predictions, experiments have been performed using a solid-state linear detector array to measure 1-D surface heights. Problems associated with TWLPSI and the experimental setup are discussed. To test the capability of the TWLPSI, a very fine fringe pattern was used to illuminate a 1024 element detector array. Without temporal averaging, the repeatability of measuring a surface having a sag of -100 Am is better than 25-A (0.0025%) rms.
Introduction
New microcomputers, state-of-the-art solid-state detector arrays, and high quality piezoelectric transducers (PZT) make phase shifting interferometry even when the fringe contrast is poor, (4) phase measurements independent of spatial intensity variation across the wave front, (5) the phase is obtained at a fixed grid of data points, and (6) polarity of wave front can be determined.
The basic idea of PSI is that, if the phase difference between the two interfering beams is made to vary in some known manner, such as changing in discrete steps or changing linearly with time, three or more measurements of the intensity distribution across the pupil for different phase differences between the interfering beams can be used to determine the phase distribution across the pupil.
In the situation of testing surface roughness while no tilt fringes are present, the PSI proved to be a very high precision measurement technique where the precision of measurement is in the range from X/100 to X/1000 peak-valley.
If two or more interference fringes are present, a major problem with PSI is obtaining the proper phase shift between data frames. If the phase shift is incorrect a nearly sinusoidal phase error of twice the spatial frequency of the interference fringes is ob-tained as illustrated in Fig. 1 for the case where the phase shift between frames is supposed to be 900 but is actually 880. A convenient way of reducing this error is to make two sets of measurements, where the initial phase difference between the two sets differs by 900 .and then average the two sets of measurements. In PSI the phase distribution across the interferogram is measured modulo 27r. Thus the measured phase distribution will contain 27r discontinuities. As long as the slope of the wave front being measured is small enough so that the phase changes by <7r between adjacent detector pixels, the phase discontinuities can be removed. The procedure is to check to see if the measured phase change between adjacent pixels is >7r, and if it is, an integer number of 27r is added or subtracted to the measured phase so the phase difference between adjacent pixels is always <7r.
If the slope of the test surface is steep enough that the phase change between any adjacent pixels is larger than 7r, the 27r ambiguity problem will ruin the result of the phase measurement. This problem sets a limit to the phase measurement range of single-wavelength PSI. Of course, one can use a higher resolution detector array, but there is a trade-off between the resolution of detector array and the speed of the phase measurement. Assuming an index of refraction equal to 1, the OPD values on each pixel as shown in Fig. 2 can be related to the measured phase value mentioned above by a simple relation. For example, at pixel number n we have
or
where m and p are order numbers for Xa and Xb. Similarly, one can write equations for the next pixel:
Again m' and p' are order numbers for Xa and Xb on pixel number n + 1. There is one more unknown than the equations we have, if we want to solve for the absolute OPD at every pixel. Since we are interested in relative OPDs rather than absolute OPDs, let us write the expressions for the difference of OPDs between adjacent pixels: Using Eq. (3) minus Eq. (1) we have
Using Eq. (4) minus Eq. (2) we have
For simplicity let
Again, we have three unknowns, i.e., AOPDn+i, (n'-m), and (p' -p). We need one more assumption. Assume the difference of order numbers between any adjacent pixels is the same for both Xa and XNb, i.e., m'
-m = p'-P = AMn+i. From Eqs. (5) and (6) we can solve for AMn+:-
Substituting Eq. (7) into Eq. (5) or Eq. (6) yields
If the assumption mentioned above is true, the differ:
ence of OPD values between any adjacent pixels can be obtained using Eq. (9). Then, simply by adding all the AOPDs together, the OPD distribution across the detector array can be reconstructed. Note, the fundamental assumption for the single-wavelength PSI is that the AOPDs between any adjacent pixels be less than X/2. For the TWLPSI case the AOPDs between any adjacent pixels must be less than eq/2. This means that, if the test were performed using a single-wavelength (wavelength = eq) light source, the phase difference between any adjacent pixels would be <7r and no 27r ambiguity problem would occur. and the wave frontsloipe is correct. Figure 3 shows the results.
Sources of Error
There are several major sources of error that need to be taken care of. (1) since detector elements are not ideally point detectors, the measured phase is an averaged phase across the finite width of each detector element. Meanwhile the fringe visibility is reduced at higher spatial frequency by some amount according to the sinc function in Eq.
(10); here we assume the length of the detector array is infinite:
where V(f,) is the spectrum of detected signal, I(f ) is the spectrum of fringe pattern, Wd is the width of detector elements, K is a normalization factor, and S is the spacing between detector elements. The phase error due to the average effect mentioned above is quite small. For the detector array we are using a defocus or third-order spherical as large as 200 ,um will not generate an error larger than X/1000.
To get more insight into the effect of these errors, let us rewrite Eq. (9) and assume X > Xb,
Ir/Aa
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where Mab is the wavelength magnification ratio and is defined as the ratio of equivalent wavelength over the mean wavelength for X and Xb. 
term (ideally it should equal zero) will be amplified by a factor of Mab, adding to the true data. This error magnification effect looks like a common disadvantage for all two-wavelength techniques.
IV. Experiments
The experimental setup is shown in Fig. 4 . This particular experimental arrangement was used because it provided a convenient means of obtaining high frequency interference fringes needed to test the twowavelength measurement technique. An argon-ion laser and a He-Ne laser were used as the light sources. The reference mirror and spherical mirror were put as close to the beam splitter as possible to reduce air turbulence problems. There was no diverging lens used -OPD pixels being used); the analog signal is then converted into a 10-bit digitized signal which is fed into a HP9836 microcomputer for processing.
A. Experiment I
In this experiment the effect of error (e.g., high frequency noise) amplification was examined. The spherical mirror was replaced by a plane mirror so that tilt fringes could be removed. Since four laser lines, 5145, 4965, 4880, and 4765 A, were used in this experiment, we can have six equivalent wavelengths. The rms value of the two-wavelength measurement has a nearly linear dependence on Xeq as shown in Table I . These measured values are also in good agreement with those estimated by simply finding out the rms difference between single-wavelength measurement for Xe and Xb then multiplying by a magnification factor Mab.
B.
Experiment 11
In this experiment the spherical mirror was replaced to produce a deep defocused wave front with a wave front sag of -200 Am (remember there is a factor of 2 between surface height and wave front). To reduce the effect of error magnification, the 6328-A laser line of a He-Ne laser was used in combination with the laser lines of an argon-ion laser. The wave front slope was steep enough (-800 waves across the array) to break the limitation for single-wavelength PSI as shown in 
C. Experiment III
In this experiment, the second method proved effective. Since the equivalent-wavelength phase data generated by the two-wavelength algorithm are more noisy than those input single-wavelength phase data, the best solution is using the equivalent-wavelength phase data as a reference to correct 27r ambiguities in the single-wavelength phase data for either Xe or Xb.
Once the noise in the equivalent-wavelength phase data is small enough, the 2r ambiguity correction is quite successful. Figure 6 shows results of the corrected 
V. Conclusion
In conclusion, a high precision technique for testing 
