ABSTRACT Deep neural networks generally use the information fusion at the front and back layers because the traditional convolutional networks that stack convolutional layers have limited ability to extract the effective information or effective information cannot be passed to the back layer. These networks, which incorporate the information of the previous layer, are attributed to the improvement of the accuracy achieved to facilitate the propagation of gradients and incorporate various techniques for adjusting parameters. We have explored the relationship between the residual networks and dense networks and found that they have a great degree of similarity in certain situations and can combine them to exert their respective advantages. We propose a lightweight network (LightNets) architecture with few parameters. LightNets has faster training and inference speeds because it has fewer parameters. The main way to explore is to change the flow and integration of information. This paper compares various network architectures and regularization techniques to analyze the generalization capabilities of the LightNets.
I. INTRODUCTION
Convolutional neural networks have made great progress in many fields, and the research of the network architecture has never stopped. There are a lot of networks that have achieved very good performance by applying new architectures. AlexNet [1] is the first to demonstrate the generalization ability of convolutional neural networks on large data. VGGNets [2] show that better performance can be achieved with smaller convolutional kernels and deeper layers. GoogLeNets [3] use different convolution kernels to establish more connections and more diverse representations between adjacent layers. ResNets [4] and Highway Networks [5] add the front layer information to the back layer through the bypass structure, which is more conducive to the backpropagation of the gradient, thus further deepening the depth of the network. ResNeXts [6] combine group convolution into ResNets [4] , which perform split-transform-merge operations on features to improve network performance while reducing parameters. DenseNets [7] pass the features of each preceding layer to all of its subsequent layers to alleviate the vanishing/exploding gradient problem and to facilitate information fusion between layers.
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There are many ways to make the deep neural network achieve good generalization ability. Data augmentation is one of the most effective methods. Because it does not increase the parameters of the model and is easy to implement, it is widely used in deep neural network to control the complexity of the model and improve its generalization performance. For example, commonly used random clipping, horizontal flipping, adding a small amount of noise, and adjust the brightness, saturation, contrast of images.
Deep neural network parameters have a decisive influence on its performance. By designing a network architecture that is conducive to gradient propagation and information fusion, network parameters can be reduced, network training can reduce the consumption of computing resources, and the speed of model inference can also be accelerated. In some real-time tasks, such as unmanned driving, real-time requirements are high. The main time of the algorithm is spent in the inference stage of the neural network. The neural network can be run on mobile devices by designing a network structure with a smaller number of parameters. This paper proposes a network structure with a small number of parameters, which can maintain a faster speed of reasoning and have a higher bustling performance.
The performance of the network is positively correlated with the parameters of the network as a whole, that is, the better the performance, the network often has a large number of network parameters. Such heavyweight networks are not convenient for deploying these networks on PCs or mobile devices. Studying whether network parameters and network performance can be compromised is an urgent problem to be solved in deploying deep neural networks on a large number of devices with limited computing resources. By studying the popular network architecture and formal analysis, this paper proposes a lightweight network architecture: LightNets, which has fewer parameters and can achieve better generalization performance.
II. RELATE WORK
There are many networks with multi-branch structures. GoogLeNets [3] uses an ''Inception module'' which concatenates feature maps produced by different filters size. FractalNets [8] repeatedly combine several parallel layer sequences with a different number of convolutional blocks to obtain a large nominal depth, while maintaining many short paths in the network. Wide residual networks (WPN) [9] try to prove that the depth is not the only factor of the ResNets [4] to achieve competitive performance; they mainly achieve good performance by extending the width. The Deeply-Fused Nets [10] combine the intermediate representations of base networks, where the fused output serves as the input of the remaining part of each base network, and perform such combinations deeply over several intermediate representations. The two networks we proposed have similarities with these networks, but the difference is that each layer of our network has channels information fusion. Instead of adding identity mapping to the next layer, DenseNets [7] concatenate the features of the current layer into the subsequent layers.
Recently, in SamplePairing [11] and mixup [12] , a data augmentation method using a combination of two pictures in a training set is proposed. SamplePairing [11] randomly selects a sample in the training set to perturb the original sample (adding the two samples and then averaging them) and using the label of the original sample as the label of the new sample. Because different types of training samples are introduced during training, the neural network trained by the method has high training errors and losses, and the original samples need to be used to fine-tune the neural network or use a certain proportion of original samples in each batch. The mixup [12] uses a random value as a weight to interpolate the two samples and their corresponding labels, respectively. The neural network trained in this way can achieve relatively low training errors and losses without the need for fine tuning. The mixup [12] trains a neural network on convex combinations of pairs of examples and their labels, which regularizes the neural network to favor simple linear behavior in-between training examples. SamplePairing [11] and mixup [12] have proven to be more generalizable than traditional training methods on many different datasets.
There's a lot of work related to regularization. Dropout [13] and DropConnect [14] , making each neuron more capable of representation by discarding a certain percentage of neurons or connecting paths during training. Stochastic depth [15] and Swapout [16] , Stochastic depth averages architectures with various depths through randomly skipping layers. Swapout samples from abundant set of architectures with dropout and stochastic depth as its special case. In BN [17] , the features of each layer in the network will be given a normal distribution again, which makes the neural network easier to learn. Recently, there have been some works to regularize the model at the loss layer. In DisturbLabel [18] , an extremely simple algorithm which randomly replaces a part of labels as incorrect values in each iteration.
The innovations of the article are:1. A formal analysis of existing popular network architectures (such as ResNets and DenseNets) indicates that there is a large amount of redundant structure in these architectures, namely the repetitive convolution process.2. Propose a network architecture LighNets with less network parameters. The network is lightweight, has about 5 x less parameters than the original network, and has almost similar performance.
III. NETWORK ARCHITRCTURE A. RESNETS AND DENSENET
Since the deep network is a directed acyclic graph from the beginning to the end, the best way of information fusion is to integrate all layers of the previous layer except the input layer. Nowadays, the information fusion method of neural networks is generally feature information fusion. The fusion method is generally concatenation and addition.
The upper part of Fig. 1 shows the ResNets [4] information fusion approach. ResNets [4] and Highway Networks [7] allow low-level layers information to flow to high-level layers through the bypass structure; this alleviates the vanishinggradient that permitted to design hundreds of layers network.
The bottom half of Fig. 1 shows the DenseNets [7] information fusion approach. DenseNets [7] concatenate the features of the current layer into the subsequent layers, it allowing the high layer to use all of the previous layer features, which alleviates the vanishing-gradient and implements the implicit deep supervision. There are many similarities between ResNets [4] and DenseNets [7] : the information flows to all its sequential layers, so they can use all previous layer information to produce the new layer. Figure 2 shows the information diagram for the channels of ResNets [4] and DenseNets [7] . Information flow is divided into the following types: information separation, information from the trunk to separate multiple branches, multiple information flow to do the corresponding addition operation, and finally merged into a main stream. This structure can be macroscopic to the entire network structure (ResNets), and can also be microscopic to a network block (Inception block). For information merging, each layer performs convolution on the front layer, increasing the diversity of input information so that the back layer can use more original information (DenseNets). 
B. FORMALIZATION OF NETWORK ARCHITECTURE
We denote the features of the layer as, specially, the input layer as, the output layer as. We define as a composite function of multiple convolutional layers, and one layer includes many consecutive operations, such as convolution, batch normalization (BN) [17] , and rectified linear unit (ReLU) [19] .
ResNets network can be formalized as:
where p j is a full permutation in [1, l] and satisfies the above partial order relationship, and I is an identity map, which represents the bypass structure of ResNets [4] . DenseNets network can be formalized as:
where ''[ ]'' and the combination symbol represents the concatenation of f p j . We call each permutation p of f for an information path. The above equation proves that the information path in the information fusion network is exponential. We will study how to reduce the information path, which will not affect the network performance, but it will also accelerate the training and inference speed of the network.
C. DENSENETS AND ITS EQUIVALENT
To help understand how DenseNets fuse information, we analyzed DenseNets and its equivalents. Fig. 3 shows a block of DenseNets and the equivalent form of the block, followed by the transition structure. Each of these lines represents a set of channels, which is referred to as the growth rate in the DenseNets paper. That is, the number of channels that are incremented at a time is usually 12, 24, and 48. DenseNets transited all previous convolutional layers as input to the next layer, so the network's layer is connected to the previous layers. With the exception of the transition structure, all remaining DenseNets intermediate layers are obtained by convolving all previous layers. Fig. 3 describes the equivalent of these operations. The results of the convolution of all layers in DenseNets are decomposed into separate convolutions for each layer and then added together. The equivalence form is to some extent the result of a group convolution, which splits the large convolutional structure into several small convolutional structures and adds them together, so they are essentially equivalent. The DenseNets equivalence form shows that each block has L·L 2 connections, and its number of connections is L from the first layer, decrementing by 1 layer by layer. The L th layer is obtained by convolving and adding the first L layers. We conducted experiments on DenseNets and their equivalents respectively. The experimental results show that the performance of the DenseNets equivalent model is slightly higher than that of DenseNets. Based on this, we have also tested the residual form of the group DenseNets. That is, except for the first layer, all subsequent layers are added to all subsequent layers in the form of a bypass, because the number of channels in the middle layer of DenseNets is the same. Assuring the possibility of this operation, the results of our analysis indicate that the effect has become worse. We analyze that the reason may be that DenseNets wants each layer to learn different features from the rest of the layers. We add all the previous information. As a result, the original features have become monotonous, losing diversity, and the diversity of features is crucial to the merger operation and DenseNets.
D. ADDITION COMPETITION
Addition increases the competition of each channel, making the latter channel obtain more effective information through competition. (HighwayNets, ResNets). The low level of ResNets plays a role in filtering the original information, while the high-level convolution layer plays a role in assisting the original information. Collaboration and competition exist in the training process of the network and may occur within the same feature layer. This kind of competition and coordination is learned by the neural network, and it cannot be set in advance. Through this competition and collaboration, the network can learn more effective information. Fig. 3 shows DenseNets and its equivalents. Convolutional network competition occurs at the lower layers, and co-occurrence occurs at the high layers. This explains to a certain extent why the lower information is important to the residual network, and the upper information is not important. This is consistent with the observations of Stochastic ResNets. Because the lower layer competes for information, removing some layers or branches makes the information the same as the original information. It is like an ordinary network, removing the convolutional layer close to the input. The high layers information played a synergistic role. The information has been filtered at the bottom to be filtered, and the high layer is based on this basis to add reconstruction information. It serves to enhance the signal, making the subsequent similar signals stronger. This also explains why the final convolutional layer for network performance is the first 20 layers. Therefore, removing the high-level features has a very low impact on the classification accuracy. This shows that the addition of this information fusion method leads to improved accuracy, depending on the capabilities of the competition layer. We call this phenomenon additive competition. This phenomenon occurs within the convolution kernel, so the same set of convolution cores is a competitive or cooperative relationship.
IV. LIGHTNETS A. THE BLOCK STRUCTURE
Information fusion networks eliminate the concept of layers. The concept of filters is extended to layers, and the concept of layers is expanded to blocks. Compared to non-information fusion networks, in information fusion networks, layers play a role of multiple filters, and blocks play a role of layers. Information fusion to a certain extent has played a role in quickly breaking the symmetry of the convolution kernel, allowing the convolution kernel to quickly learn a variety of information. DenseNets removes the information fusion of the block structure (removes the Transition structure in the DenseNets) and increases the number of blocks (keeping the total number of layers the same), which will degrade its performance. This shows that the information fusion network, the layer that forms the block structure, plays a similar role as the convolution kernel, that is, some layer structures can play a role in filtering information, thus transmitting more efficient information to the next layer. We designed the block structure of LightNets according to ResNets and DenseNets. We subtract the complex branch architecture of DenseNets, leaving only the key layer structure information. We did not use the residual structure in the LightNets block structure because LightNets has a relatively simple structure and does not have excessive additive competition, thus ensuring its high performance and fast inference speed. LightNets block structure shown in Fig. 4 . And the block structure of LightNets can be formalized as:
where ''[ ]'' and the combination symbol represents the concatenation of, and is a full permutation in and satisfies the above partial order relationship.
The block structure makes all the layers compete, not like ResNets. From the Equation (1) and Equation (2), it can be concluded that in the case of the same filter, first do the addition operation and then concatenation operation, and the first to do the concatenation operation and then addition operation effect is the same. DenseNets will degenerate into ResNets after removing some of the convolution operations (the preconditions for these convolution operations are the same filter), but this assumption is not true in practice. Remove the redundant filter and the performance will be decline. This to some extent shows that in the front and back information fusion networks, especially in the front of these networks, the seemingly redundant filters actually have no harm. It is also suggested that at the lower level of the network, we can minimize branches, or change the original branch with convolution to an identity mapping or simply concatenate them to reduce the parameters. Of course, ResNets's information fusion method can be simply used for adding operations. If the addition is changed to concatenation, ResNets becomes DenseNets (increase the convolution kernel layer by layer according to the number of channels). This also explains to some extent that we can introduce ResNets and DenseNets structures into the convolution kernel to form a new convolutional structure.
B. NETWORK PARAMETERS
Our experiments showed that the effect was reduced by dividing the DenseNets [7] convolution block into smaller convolution blocks. When the convolution kernels are the same, doing the convolution operation before doing the addition operation and doing the first addition operation has the same effect as the convolution operation. However, the experimental results are contrary to this phenomenon. By dividing into smaller convolution blocks, each convolution block has a different contribution to the back layer. We find that the performance of the network without merging the original layer is drastically reduced. Randomly cut off some branches, that is, set its signal to zero. The impact on the classification accuracy does not have much impact, but it can greatly speed up the inference of the network, which can save a lot of computing resources. By sharing duplicate convolutions, the classification accuracy of the network is reduced, but the model parameters are reduced by a factor of 5.
C. ARCHITECTURE
It has been shown that deep model classes have an exponential advantage to represent certain natural target functions when compared to shallow model classes. But, this situation is not useful in all cases. The ResNets [4] showed that with the increasing depth, the test error of neural networks may first decrease, and then increase. In the end of the block, the 1×1 convolution is used to implement the features information fusion and use average pooling with stride 2 to down sampling features. The number of channels will be increased by 2 times if the number of channels does not increase in the block structure, otherwise the number of channels will remain unchanged. We find this structure of LightNets is every useful in the network of group convolution, and it was used behind each block, except for the last one. We can make the intermediate layer directly participate in the final classification task. We directly reduce the intermediate layer to 1 dimensional features, which are directly connected to the last output layer through the full connected layer, so that both shallow and deep networks have the opportunity to contribute to the final classification results.
In LightNets, we use 3 block structures. Each block includes N 1×1 and 3×3 convolutional layers. N is the hyperparameter of each block structure and is called the growth rate. In our experiment, we take N = 12 and L = 100 so that we can compare the performance of DenseNets.
V. EXPERIMENTS A. DATASET
The CIFAR-10 [21] dataset consists of 60000 32 × 32 colour images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images.
The dataset is divided into five training batches and one test batch, each with 10000 images. The test batch contains exactly 1000 randomly-selected images from each class. The training batches contain the remaining images in random order, but some training batches may contain more images from one class than another. Between them, the training batches contain exactly 5000 images from each class. While CIFAR-100 [21] has 100 classes, 500 training images and 100 testing images for each classes. Channel means are computed and subtracted in preprocessing. We also apply standard augmentation [4] , [7] : horizontal flipping and translation by 4 pixels are adopted in our experiments.
B. TRAINING
Compared with other networks, the network has a very small number of parameters, so the network is called LightNets.
For comparison purposes, we use the LightNet-96, PreAct ResNet-56 [4] and DenseNet-BC-100 [7] networks for all datasets and set the same hyperparameters and training procedures for neural networks trained on different datasets. All the networks are trained on two Tesla k80 GPUs using stochastic gradient descent (SGD). We use a weight decay of 1×10-4 and a Nesterov momentum [20] of 0.9 without dampening. The batch size on each GPU is set to 128 for 300 epochs. The initial learning rate is set to 0.1 and is divided by 10 at 50% and 75% of the total number of training epochs.
C. PERFORMANCE
We carried out experiments on three kinds of network architectures on CIFAR [21] dataset. The LightNet-100, DenseNet-BC-100, and PreAct ResNet-56 parameters are 0.32M, 0.8M, and 0.85M, respectively. Fig. 5 shows the performance comparison of the 3 kinds of information fusion network on CIFAR-10 [21] , and Fig.6 shows the performance comparison on CIFAR-100 [21] . We can find that LightNets has the least number of parameters and has the good generalization performance. It can be seen that the VOLUME 7, 2019 performance of LightNet-100 is slightly worse than that of the DenseNet-BC-100, but it is higher than that of the PreAct ResNet-56. LightNets has a very small amount of parameters compared to the other two types of networks. For example, LightNet-100 has only 0.35M parameter amount, which is about 60% less than DesnetNet-BC-100 and PreAct ResNet-56. It further explains that LightNets is suitable for tasks that require high speed, such as running on mobile devices or embedded devices. Table 1 shows the results of comparison of performance indicators of three information fusion networks. Compared with PreAct ResNet-56, LightNet-100 reduces parameters by 62%, MFLOPs by 80% and time by 57.6%. With these indicators greatly reduced, the accuracy only decreases by 0.41%. Similarly, compared with DenseNet-BC-100, LightNet-100 reduces parameters by 60%, MFLOPs by 78%, time by 53%, and accuracy by only 0.77%. These data show that LightNet uses fewer parameters, but still has high accuracy, and it greatly reduces the amount of computation and the time spent in training.
D. PERFORMANCE COMPARISON

E. COMPARISON OF NETWORK LEARNING FEATURE
The skip-connect layer acts as a filter, which is equivalent to learning residual structures between layers, and the results of each layer add up to become the final features.
DesneNet's layer structure is a parallel structure. All layers are connected to the post-sequence layer. In this way, there are
links between layers. So many links are the main reason for the slow training speed of the network. Moreover, in the process of back propagation, there exists memory, which makes it difficult to train large-scale neural networks.
The main advantage of LightNet is that it preserves ResNet's skip-connect layer, which allows the front layer to pass directly to the last layer and features to fuse in the back layer. LightNet reduces redundant connections in DenseNet and makes the network structure relatively simple, which makes the network faster.
VI. CONCLUSION
In this paper, we first compare the architecture and properties of various convolutional neural networks with deep information fusion, and then analyze the relationship between residual networks and dense networks. We have found that DenseNets and ResNets are equivalent when the convolution kernel is assumed to be the same. Therefore, they can be combined to design a new block structure to replace the traditional layer structure. With this block structure, a lightweight convolutional neural network (LightNets) with few training parameters and faster inference speed can be designed. LightNets has faster training and inference speeds because it has fewer parameters. LightNets is mainly to change the flow of information and the way of fusion. Using this network architecture, these macro network architectures can be integrated into the microscopic convolution kernel structure, forming a new convolution method with dense and residual characteristics. We will leave this work to the future.
Of course, our network is not perfect. The characteristics of each block need to be stored in advance, which has a greater impact on the mobile device, especially the device with limited storage space. But this is not unique to our network. We found that ResNets and DenseNets require much more storage than LightNets, which is a problem for all networks. Next, we want to solve the problem of limited storage resources on mobile devices through channel-wise convolution.
ideas which underly the work presented here have been able to develop.
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