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NOTATION
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A B S T R A C T
Natural boundary condition methods and the generator coordinate
method (GCM) are used to treat the scattering of composite particles. The
procedure developed involves the concept of using the full GCM wave function
16 16as a basis state. The method is applied to a - a and 0 - 0 elastic
scattering and the results are compared with other microscopic calculations.
Methods are developed to analyse the phase shifts in terms of the 
number of particles exchanged between the clusters. The no-particle 
exchange approximation is shown to be closely related to the Folding Model 
and results for all particle exchange approximations are presented and 
discussed. It is found that, contrary to earlier investigations, all 
particle exchange contributions act in the same direction and with roughly 
equal magnitudes. The discrepancy is shown to stem from inconsistent 
approximations in the earlier work.
The role of forbidden states is examined using the particle exchange 
analysis and the orthogonality condition model. It is found that the 
importance of such states depends on the effective two-body interaction 
employed.
Finally, some new approximation schemes for the exchange terms are
considered and possible further calculations are suggested.
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1CHAPTER 1 
INTRODUCTION
The principle reason for the work is to show that the accurate and 
convergent natural boundary condition methods (Ahmad et al 1976 a, b) may 
be extended to a microscopic treatment of heavy-ion (HI) scattering. By 
microscopic it is meant that the ions are treated explicitly in terms of 
their constituent protons and neutrons and the interaction between the ions 
is determined by the forces between the nucleons. This is an increasingly 
important problem as more detailed and accurate HI reaction experiments are 
performed, which can not be accounted for satisfactorily using existing 
phenomenological and semi-phenomenological models. For example, many 
different models and mechanisms have been proposed (see e.g. Cindro 1977) 
for the so-called quasimolecular resonances and intermediate structure 
observed in HI reactions. This problem is only likely to be resolved by a 
microscopic calculation using realistic nuclear forces.
Clearly, such problems are formidable and are certainly not solved in 
this thesis. However, the goal of understanding HI reactions in terms of 
the detailed nuclear structure provides the impetus for this effort. In 
this thesis, an efficient and properly convergent method, derived from the 
well established and general A’-matrix reaction theory is extended to the 
problem of HI scattering. An R-matrix method has already been developed 
(Baye et al 1977) which has shown that this approach is useful (Baye et al 
1978).
The Z?-matrix methods also permit a detailed study of the effects of
2the Pauli principle in microscopic calculations. Full antisymmetrisation 
of the total wave functions is very important but introduces many comput­
ational problems and therefore a good understanding is required so that 
approximations may be made.
Already in describing the problem the main assumption of nuclear 
physics has been made, namely that nuclei are composed of protons and 
neutrons, which are considered to be fundamental particles. Other general 
assumptions made are that only nucleons need to be considered (i.e. no 
mesons) and that all interactions may be represented by non-relativistic 
potentials. Furthermore, although 3-body forces may be important (Eisenberg 
and Greiner 1976), especially if the higher order forces significantly 
affect the structure (Robson 1979), they are ignored for simplicity and the 
nucleon-nucleon interaction is represented by a two-body effective potential. 
Finally it is assumed that in HI reactions, true three-body breakup of the 
compound system rarely occurs (Specht 1978) and for the range of energies 
and ions considered in the present work coulomb excitation is negligible.
Reaction theories may be classified into two groups: (i) structural
(or S-matrix) theories> which are based on structural assumptions such as 
conservation of flux and time reversal invariance and (ii) dynamical 
theories3 which use the detailed dynamics of the nuclear system to describe 
the interaction region. The 5-matrix theories have been developed along 
formal lines (Eden 1966) and provide a useful prescription for parametrising 
nuclear resonances (e.g. McVoy 1971). However, these formulations may not 
be used as a tool for calculating reaction cross sections because they have 
no definite connection with the dynamic structure of the nuclei. On the 
other hand the dynamical theories are based on an assumed model of the 
interacting system so that the reaction data can be directly related to the 
nuclear structure.
The dynamical theories have been discussed comprehensively within a 
general formal framework (Lane and Robson 1966) based on the formulation due
to Bloch (1957) . Of these theories, the most widely known and extensively
3used are those related to the i?-matrix theory (Lane and Thomas 1958). The 
i?-matrix theory is based on the intuitively appealing notion of dividing 
configuration space into an internal region3 in which all nuclear reactions 
are assumed to occur, and an external region3 where the nuclei interact only 
via the long-ranged coulomb force. The wave functions in the two regions 
are connected via the R-matrix, which contains all the reaction information 
necessary to calculate any observable quantities.
In the external region, the relative motion of the two ions may be
described by specifying the wave number k and angular momentum quantum
numbers L, M. The internal states of the nuclei are specified by a set of
quantum numbers {a}. If these internal states of the nuclei couple with
the relative motion to form a system with total angular momentum J and
projection M , then the set {l , J, M , a} defines a channel, which is a J J
possible outcome of the nuclear reaction. The incoming nuclei constitute 
the elastic channel3 residual products involving simple excitation of the 
ions are inelastic channels and reaction channels involve rearrangement of 
the nucleons. Only two-body breakup is considered so that the internal 
region is defined by a set of matching r a d i i {a^}, which are the relative
separations of the two nuclei at the surface of the internal region. In 
most of the work described in this thesis only single-channel elastic 
scattering is considered, but some results of a multichannel calculation are 
reported in chapter 7.
Z?-matrix theories are generally applicable to many reaction phenomena, 
particularly resonances (Lane 1967) and have been adapted to the theoretical 
study of nuclear reactions using several different methods (Nagarajan et at 
1965, Lane and Robson 1969, Tobocman 1978, Chandler and Tobocman 1979).
They have also been used to solve the composite particle problem (Horiuchi 
1970, Baye and Heenen 1974b, 1977a, b).
These attempts to use i?-matrix theory for the treatment of cluster
4Scattering have involved the use of the generator coordinate method (GCM).
The GCM and the closely related resonating group method (RGM), which are 
discussed in chapter 3, both rely on the solution of an integral equation 
for a relative wave function, which is then matched to an asymptotic form.
In the RGM this asymptotic form is the usual coulomb wave function and the 
matching is exact, but, at the cost of integral kernels which are difficult 
to evaluate. In the GCM, however, the corresponding kernels are relatively 
easily determined but the matching is to an unknown wave function in generator 
coordinate space. This problem has been overcome in the above mentioned 
R -matrix methods and also by several other authors (Mito and Kamimura 1976, 
Canto and Brink 1977, Nagata and Yamamoto 1977). All these methods involve 
an ansatz for the relative wave function and only use the GCM kernels in the 
internal region, so that no asymptotic GCM wave functions are required. In 
this thesis, the matching problem is overcome by using the GCM wave function 
as a basis s t a t e so that any choice may be made for the GCM weight function 
(see §3.1). However, to optimise the calculation, the GCM weight function 
is chosen to give rise to scattering type wave functions.
Alternatives to these /?-matrix methods for microscopic cluster 
scattering are the time-dependent Hartree-Fock (TDHF) method (Flocard et at 
1978, Bonch et at 1978) and some classical models (Wilets et at 1978,
Nunnelley and Thomas 1978). In each of these approaches, there are problems 
in relating the model description to experimental data, although some 
progress has been made recently in this respect for the TDHF (Sandhya Devi 
et at 1979). Moreover, TDHF calculations of heavy-ion scattering require 
huge computing resources while the classical methods cannot be expected to 
reproduce all features of the observed scattering. However, these methods 
do allow a visualisation of what is "happening" during a collision and so 
may help in deciding what features are required in any model of the inter­
acting system.
Recent work has shown (Ahmad et at 1976a, b, Ahmad and Boccaccio 1978,
5Barrett and Robson 197°l) that, of all methods derived from the 7?-matrix 
theory, the natural boundary condition (NBC) methods converge fastest and 
uniformly with respect to the size of the basis. There are two NBC methods: 
(i) the Barrett and Detsanto (BD) method (Barrett and Delsanto 1974) derived 
from the eigenchannel method (Danos and Greiner 1966) and (ii) the iterative 
R-matrix (IRM) method (Ahmad et at 1976 a, b, Ahmad 1978a) derived more 
directly from R-matrix theory. These two methods have been shown to be 
equivalent but in this work the BD method has been utilised because it is 
more efficient for elastic scattering for which no iteration procedure is 
necessary.
The reason for devising another method of using the GCM kernels was to 
allow the properly convergent NBC methods to be employed in the calculation 
of cluster scattering. By choosing a method which has been shown to be 
applicable to the treatment of reactions, nuclear or otherwise (Barrett and 
Robson 197«J), it was hoped that any method developed for elastic scattering 
may also be readily generalised to coupled-channels problems. Chapter 2 
describes the BD method for elastic scattering and chapter 3 shows how the 
GCM may be used to define a suitable basis to solve the problem of composite 
particle scattering.
Also discussed in chapter 2 is the problem of defining an internal 
region for cluster scattering since asymptotically only a certain fragment­
ation of the compound system is observed but this may correspond to very 
many partitions of the identical nucleons into two clusters of the 
appropriate size. It is found that any partition may be used to define the 
internal region (Baye and Heenen 1974a) provided the wave function matched 
to the asymptotic form is renormalised to account for the neglected 
partitions. This problem has been solved in a very different way by the 
introduction of symmetrised coordinates (Pruess and Lichtner 1976).
However, although this method may be very useful for a study of rearrange­
ment collisions, it involves coordinate dependent masses and in general more
6complicated equations. Symmetrised coordinates will not be considered 
further although any model developed using such coordinates may be readily 
employed in the NBC methods.
The effect of the Pauli principle upon the interaction between the ions 
is discussed in chapter 4. Also, it is shown how the results of GCM or RGM 
type calculations may be analysed in terms of the number of nucleons 
exchanged between the clusters. This, to the author's knowledge, has not 
been treated in a consistent manner before. Such detailed analysis also 
allows the study of the importance of any forbidden states and it is found 
that this depends on the particular choice of effective potential.
Chapters 5 and 6 describe the application of the methods described in 
chapters 2, 3 and 4 to a - a and "*’^ 0 - "^0 elastic scattering, respectively.
All the results of these calculations are presented in the form of phase 
shifts which completely determine the scattering (Jackson 1970). Although 
it may be possible to calculate an energy dependent effective interaction 
between the ions, this is not attempted in the present work. However, the 
effect of the antisymmetrisation on such a potential is discussed. In both 
chapters 5 and 6, the necessary analytic tools are described, the general 
method of solution is discussed and an assessment of the accuracy and stability 
of the method is given.
A further discussion of all the results calculated in chapters 5 and 6 
is given in chapter 7. This discussion is split into three parts: (i) the
BD method applied to composite particle scattering, (ii) effects of the Pauli 
principle and (iii) particle exchange approximations in cluster scattering.
Also some approximate methods are tested. Finally chapter 8 is a brief 
summary of the main results and conclusions of this work.
7CHAPTER 2
NATURAL BOUNDARY CONDITION METHODS
§2.1 Introduction
Natural boundary condition (NBC) methods (Barrett and Delsanto 1974, 
Ahmad et aZ 1976 a, b, Barrett and Robson 1979) have been shown to be 
suitable methods for nuclear or atomic reaction calculations as discussed 
in chapter 1. Using these methods multichannel calculations have been 
performed and compared with other coupled channels formulations. It has 
been shown that the NBC methods are both efficient and accurate. This is 
very important for the study of heavy-ion reactions where ultimately many 
inelastic and reaction channels may need to be considered.
The NBC methods only require overlap and Hamiltonian matrix elements 
calculated over the internal region and it is demanded that all observable 
results depend only on the particular nuclear model employed and not on any 
parameters introduced by the reaction theory. In particular, results are 
not optimised by varying the matching radius; rather this is used as a test 
of the stability of the calculation.
There are two NBC methods which have been shown to be equivalent 
(Ahmad et aZ 1976 a, b, Barrett and Robson 1979): (i) the matrix diagonal-
isation or Barrett and Delsanto (BD) method and (ii) the iterative R-matrix 
(IRM) method. In the present calculations, the BD method had been used 
because it is more efficient when only elastic scattering is considered.
In the multi-channel case the disparity between the methods is small and
one method may be used as a check of the other. In this thesis only the
8theory for the BD method with a non-orthogonal basis will be presented.
The IRM method has recently been reviewed and compared with other R-matrix 
methods by Ahmad (1978 a, b) and Ahmad and Boccaccio (1978).
§2.2 Internal Region for Cluster Scattering
The NBC methods are based on R-matrix theory (Wigner and Eisenbud 1947, 
Lane and Thomas 1958) and divide the configuration space of the nuclei into 
two regions: (i) an internal region in which all nuclear interactions are
assumed to occur and (ii) an external region in which the two nuclei are 
sufficiently separated so that any nuclear interaction is negligible 
compared with the long-ranged aoulomb force.
To define an internal region for two composite particles a relative 
separation coordinate must be defined. Because the wave functions involved 
satisfy the Pauli principle, all nucleons are equivalent and it is possible
to define C different coordinates of radial separation r (k) For two
clusters of A^ and A^ nucleons, respectively
A!
1+6V 2
A - Aj+A2 ,
V V (2.2.1)
and
(k) -i- y r, -A .L . l A 1 i =l
1 AI r
2 i=A +1
. I 1
(2 .2 .2 )
(k)where r are the particle coordinates and different radial separations r
are found by making all C possible permutations of nucleons between the 
clusters.
The internal region is now defined as that region of configuration
space for which < a, for all k where a is known as the channel or
matching radius.
9(k)In the internal region any choice of the relative coordinate r 
must be equivalent to any other. Externally each of these choices can give 
rise to an asymptotic wave function, which in the cases considered here, 
are all identical to the elastic channel. In this way there are C possible 
partitions of the A nucleon system into the same fragmentation of two 
clusters of A^ and A^ nucleons, respectively. These partitions are indist­
inguishable experimentally from each other and form the elastic channel if 
the nuclei are in their ground states. Correct account of all possible 
partitions must be taken when matching the internal and external solutions.
The full wave function depends on the 3A spatial coordinates of the 
particles plus their spin-isospin projections and the evaluation of the 
matrix elements is required over the internal region. For the spatial 
integrations a set of duster coordinates (Wildermuth and McClure 1966) is 
defined:
1 1
r  =  —  y r .A, . , 1 li=l
R = -  y r. ,CM A . l , l 1=1
fl T2i=Ax+l
pi - ri - Rcm - T r 1 = 1.... A1 '
pi = ri ~ Rcm + T r 1 - V 1..A '
(2.2.3)
where r is the separation of the two clusters, R the total centre-of-mass
coordinate and p. are the internal coordinates.l
endent and satisfy the relations
l P± = l P. = 0 .
i=l i=A +1
The are not all indep-
(2.2.4)
Clearly there are C possible such choices of cluster coordinates. To 
calculate the matrix elements over the internal region, one such set of 
coordinates, say (2.2.3), is chosen and integrations are performed over the
10
complete space of all coordinates except for r which is restricted to the 
sphere |r|<a. A problem arises from the fact that for any specific choice 
of the relative coordinate, the internal region defined by |r|< a will 
include parts of the external region of the (C-l) other partitions (Baye 
and Heenen 1974a). However, provided the channel radius a is large enough, 
the contributions from these regions will be negligible because they arise 
from terms in the wave functions involving Pauli exchange between the 
clusters and therefore have a finite range. It has been found that in the 
present calculations the value of a is large enough for this purpose if it 
satisfies the requirement that the nuclear interaction is negligible. This 
is due to the short-ranged nature of the single particle states.
Throughout this thesis matrix elements evaluated over the internal 
region are denoted by angular brackets. Thus for operator A
A. . = <Y. Ia |¥.> i: i1 1 3
fa
dp. d~ V RCMdnr r^drT AY (2.2.5)
all space
where the tilde indicates the additional integration over spin-isospin 
coordinates and it must be remembered that two of the A internal coordinates 
are dependent {viz. eq. (2.2.4)}.
§2.3 Elastic Scattering Phase Shifts
In the external region, it is assumed that the nuclei only interact 
via the coulomb repulsion so that the angular momentum projected wave 
function must be of the form
= A { (exP (-iö^) I^ (kr) -exp (i6^) (kr) ) r 1y lm ^ 1(P2 ^ ' (2.3.1)
where I (kr) and O (kr) are incoming and outgoing coulomb waves with wave
±j
number k, respectively. The vector r is the relative separation coordinate, 
and <j> are antisymmetrised internal wave functions of the two clusters,
the tilde denotes asymptotic form and the parameter 6 is the elasticL
11
Scattering phase shift for angular momentum L. The operator antisymmetrises
the wave function within the curly brackets with respect to exchange of
nucleons between the two clusters and will be referred to as the exchange
operator. The exchange terms are the (C-l) indistinguishable elastic
channels arising from different partitions of the nucleons and asymptotically
correspond to a renormalisation of the matrix elements by a factor C.
The phase shift 6 is determined by matching the external solution $L L
to the internal solution at the surface |r| = a. From the logarithmic
derivative b of the wave function ip at r = a, i.e.L
dip /dr
J-jr (2.3.2)
r=a
it is possible to calculate the scattering phase shift 6 if the kinetic
1j
energy of relative motion of the two clusters, and thus the wave number k, 
is known. The boundary condition b and wave number k are determined from 
the solution in the internal region and so using eqs. (2.3.1) and (2.3.2)
rbF (ka) - aF" (kah
tan (6 ) = - f (2.3.3L [bG (ka) - aG (ka)J
l_i
where F (z) L and G (z) are the regular and irregular coulomb functions and L
the prime denotes differentiation with respect to z.
§2.4 Bloch L-Operator and Natural Boundary Conditions
In any reaction theory, if there are open channels present, the 
kinetic energy operator is no longer hermitian. If an internal region is 
defined, it can be shown (Bloch 1957, Lane and Robson 1966) that hermiticity 
can be restored by adding a surface contribution to the kinetic energy.
This contribution is called the Bloch L-operator and in the single channel 
case is
L(B> . (2.4.1)
12
where B is the boundary condition parameter and ft is the reduced mass of the 
system.
Using this operator, the Schrödinger equation in the internal region 
may be written in the form
(H + L (B) ~ Ejljh = L(B)i|h , (2.4.2)
where ijj. is the eigenstate with eigenenergy E_^ .
If the condition
L(B)ijc = O (2.4.3)
is satisfied then the quantity B is defined to be the natural boundary 
condition (n.b.c.) parameter for the wave function ijh and is in general
energy dependent. When condition (2.4.3) is satisfied B = b.
Equation (2.4.3) has been shown (Ahmad and Boccaccio 1978) to define 
a minimal set of basis states given a particular model. In the multi­
channel case, iteration is required to find the n.b.c. parameters, B , forc
each channel c at each energy. However, for the single channel case no 
iteration is necessary and the calculation can be very fast numerically.
§2.5 BD Method for Elastic Scattering
The BD method has been reported in the literature (Barrett and 
Delsanto 1974, Ahmad et at 1976 a, b) in some detail for multichannel 
scattering and antisymmetrised wave functions (Barrett and Robson 1979). 
Here the BD method for only one channel, which is particularly simple but 
illustrates the main principles of the NBC methods, is described.
The full wave function ijh may be expanded in terms of a complete set
of basis states d) .. In the usual R-matrix formulations it is assumed that 3
these basis states are the eigenfunctions of a known unperturbed Hamiltonian 
Hq . However this is not necessary and the basis states used in this thesis,
because of the requirement of antisymmetry, are not even orthogonal. On
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the other hand the basis states are required to satisfy the boundary 
conditions
L(B)(p = 0 (2.5.1)
The overlap matrix 0 has elements
0 = ^ d J V  ' (2.5.2)
with the closure relation
1 “ I' (2.5.3)
-1where 0 is the inverse of 0.
The total wave function is expanded in terms of this basis:
h = -3
where
(2.5.4)
a i j  ■  I ° j k  • (2.5.5)
Multiplying the Schrödinger eq. (2.4.2) for the state on the left
by (J) and integrating over the internal region gives
.K
Zai • <c^ k I H + - Eil(J)i> = <^k I ^  (B) |l|h> ,
j D 3
(2.5.6)
where the fact that the summation and integration may be interchanged (Lane 
and Robson 1967) has been used. If the boundary condition parameter B is 
natural, eq. (2.5.6) reduces to the equation
Iaij<4)k lH - E± I 4>_. > = 0 . (2.5.7)
This matrix equation can easily be solved numerically to obtain the eigen­
values and expansion coefficients a__ in a truncated basis set {(^ ; i<jJ},
where y is the number of basis states. The number y is determined by the 
convergence of the phase shifts in the energy region of interest.
Asymptotically the allowed values of the kinetic energy of separation, 
T^, of the two clusters are given by
- <B + B ),T. = E.l l (2.5.8)
where and are the binding energies of the two clusters. From the
calculated values of T\ , corresponding to a given value of B, the wave
number k in eq. (2.3.1) and hence the phase shift may be calculated using 
eq. (2.3.3). By letting B vary through the range + 00 to - 00 the phase 
shift <5 may be obtained at all energies.i-j
§2.6 Distant Levels Approximation
To solve the Schrödinger equation for a given system the infinite 
summation (2.5.4) is truncated to p levels (basis states). Suppose that 
the eigenvalues and eigenvectors for this truncated basis have already been 
determined then the effect of introducing an extra level can be investigated.
Suppose that eq. (2.5.7) has been solved for a given set of basis 
states to obtain the eigenstates ijh (with eigenvalues E_^ ) , which satisfy
L(B)^i = 0 ,
Ta. .{h . . j 13 k] - E.O. .} 1 k: 0,
I
jjA j ° j i
-a.^ ^1 1
(2.6.1)
where the last equation is the orthogonality condition for the eigenstates
lib and H O, . , are the Hamiltonian and overlap matrix elements for the 1 kj k]
basis {({)}, respectively,
The same equation (2.5.7) can now be solved with a new basis comprised
of the p "old" eigenstates ip. plus an extra basis state (j) . The "new"1 m
eigenstates ijh with eigenvalues E_^  can be written
i
j=ih j'h
b . (p im m (2.6.2)
and the secular equations for the expanded basis are
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Tb . . <(j) I H-E . U  . > + b . <<J) I H-E . I <j> >  =  0   ^ 13 m 1 i l  im m ' i 1 m
3
(2.6.3b)
Using eq. (2.6.1) and (2.6.3a) it is easy to show that
bik(V ii> + b^ <1'vlH-id ^ > = 0 'im k 1 i 1 m (2.6.4)
and substituting the value of b_^ given by this equation into eq. (2.6.3b) 
gives
h  - e  . o  + ymm l mm ^ mj 0 , (2.6.5)j E. - E. i 3
where
mm
Jmi
« L  |h U  >, o = <4>|<|> > ,mm m ' m
= I a,v«t>m|H-E, I V
k=l jk m 1 i 1 k
(2.6 .6)
To obtain eq. (2.6.5) it is necessary to use the fact that H is a hermitian
operator since the basis states satisfy natural boundary conditions.
The effect of the additional state d) on the eigenvalues of them
system can be visualised by solving eq. (2.6.5) graphically. The two 
functions
q<E> = I
Jmi
j (E - E.) (2.6.7)
and
f (E) = (EO - H ) 2 mm mm (2.6 .8)
are plotted in figure 2.1. The function f^(E) has simple poles at E = E_.
2
and since (a) is always positive, f^(E)-> - 00 as E approaches E_. from below
and f^(E) + 00 as E approaches E_. from above. The function f2 (E) i-s a
straight line of positive slope (since 0 > 0). The points of intersectionmm
of the two functions in figure 2.1 correspond to the new eigenvalues E_. of 
the system.
From figure 2.1 it is seen that a new eigenvalue E_. is always lower
16
FIGURE 2.1 Hylleraas-Undheim theorem for nonorthogonal states, 
solution of eq. (2.6.8).
Graphical
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than the corresponding original eigenvalue E_^ . Consequently, the calculated
eigenvalues for any truncated basis set are always greater than the exact
values of the system. This is essentially a graphical statement of the
Hylleraas-Undheim theorem (Hylleraas and Undheim 1930, MacDonald 1933).
If it is assumed that (f) is distant in energy and only has a verym
small effect so that - E_^  then only one term in the sum (2.6.5)
contributes significantly, namely j = i and eq. (2.6.5) reduces to
2
miH - E.O + —  mm l mm —E . - E . l l
0. (2.6.9)
Rearrangement of this equation gives
E. = E. - l l
mi
H -E.O mm l mm
(2.6.10)
The second term on the right hand side of this equation is already of 
the order 6e _^ = (E_^ - E_^ ) << E_^ so that this term is given to a good
approximation when E^ is replaced by the corresponding known eigenenergy E^
i. e.
E . - E . - — l l H
mi
- E.O mm l mm
(2.6 .11)
where the energy in the expression for to  ^ is now E_^ . This is the approx­
imate expression in the BD method for the new eigenvalue when a distant 
level is included.
The eigenfunctions are also slightly modified by the inclusion of 
this extra state. Substituting eq. (2.6.4) into eq. (2.6.2) gives
y  b . t o .
= I lm Dm- ^ . + b. <J> ,
1 j=l E. - E. 3 im m i 3
b . (0. im im
E.- E.l l
+ b J> l im m
(2.6 .12)
and since the phase shifts are independent of the overall normalisation
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eq. (2.6.11) may be written
ip. - l|>. + b. (j) (2.6.13)l l im m
and the expansion coefficients a are unchanged by the inclusion of (|)^.
Provided the state being treated approximately is considerably 
removed in energy from the region of interest, the effect on the energy 
eigenvalue of the addition of successive such states is additive.
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CHAPTER 3
GENERATOR COORDINATE METHOD WAVE FUNCTIONS
§3.1 Introduction
The generator coordinate method (GCM) was first proposed by Hill and 
Wheeler (1953) as a means of representing nuclear collective motion or 
modes of excitation, such as rotations and vibrations and at the same time 
retaining a microscopic wave function. These methods have been extensively 
reviewed recently (Wong 1975). The general principle is to devise a wave 
function <j)(r\;a), where r are the particle coordinates and the parameters
a describe the collective motion to be included, and then to construct a 
trial wave function or ansatz for the full wave function v!,(r.) of thel
system. Specifically, one writes
where the quantities ot are called the generator coordinates and f(a) is the 
generator coordinate weight function. By introducing the Hamiltonian H, 
and using the variational principle
T(r\) = da cf> (r. ,-a) f (a) , (3.1.1)
(3.1.2)
to extremise the total energy E, an integral equation for the weight
function is obtained (Griffin and Wheeler 1957):
da^{H(a,a^) - EO(a,a^)} f(a^) = 0 (3.1.3)
This is the Hill-Wheeler (HW) integral equation and H(a,a ), 0(a,a )
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are the Hamiltonian (or energy) and overlap integral kernels, respectively. 
More explicitly
H(a,a") = {<J>(r ;a) |h |<|> (r\;a")} , 
o(a,a") = {cj)(r. ;a) |(J>(r ;a ' ) } ,
(3.1.4)
where the integrations are performed over all space of the particle 
coordinates and are denoted by the curly brackets throughout this thesis.
The usual technique employed to solve eq. (3.1.3) is to discretise 
the integral by introducing a finite set of values {op}, for the generator
coordinates and to solve the matrix equation
{H - E 0} f = 0 , (3.1.5)
where H.. = H(a. , a.), O . . = 0(a. , a.) and f is the set of values13 i 3 13 1 3
{f(a.)}. Matrix equations of this type are readily solved numerically.
The significant merit of the GCM and the closely related resonating 
group method (RGM) is that prior physical knowledge may be built into a truly 
microscopic model. In this way, specific forms of collective motion may be 
studied in a microscopic way without the need to include a huge number of 
basis states of, for example, the shell model. There has been much theor­
etical work on the interpretation of collective motion with the GCM 
formalism (Mihailovic and Rosina 1973, Wong 1975) and these methods have 
been successful in describing collective phenomena in various nuclei (Brink 
1966, Mihailovic and Rosina 1973, Wong 1975, Wildermuth and Tang 1977).
The GCM has also been applied to the problem of heavy-ion scattering (Baye 
1976, Baye and Heenen 1976, 1977a, Canto 1977, Baye and Salmon 1979).
The practical difficulties of the GCM lie in the actual evaluation of 
the integral kernels because in general the basis states (j)(r\;a.), are non-
orthogonal and the antisymmetrisation results in a large number of terms to 
be considered. Numerical calculation of the kernels involves the addition
and subtraction of large terms which can cause serious errors. This has
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been overcome recently by the use of techniques devised to calculate these 
kernels analytically (Tohsaki-Suzuki 1977, Baye and Heenen 1977b).
A second problem arising from the non-orthogonality of the basis 
states can occur if one or more of the eigenvalues of the overlap matrix is 
near zero, i.e. if the basis is nearly linearly dependent (Brink 1966). In 
this case the expansion
y(r.) = I <|>(r. ;0t.) f (a.) (3.1.6)i j i 3 D
is said to be ill conditioned. This problem has been considered in detail 
by Galetti and Toledo Piza (1978) who compare an exactly solvable model 
with numerical calculations and find that the numerical solution can appear 
to stabilise, which is a commonly used criterion for convergence, at the 
wrong eigenvalues.
A third difficulty arises when attempting to use the GCM to generate 
a scattering solution. If the generator coordinates {op}, are distributed 
on a mesh, the weight function f(op) oscillates more violently as the
points become closer together. Lumbroso (1974) has shown that this is due 
to the behaviour of the Fourier transform of f(a) which contains a quadratic 
exponential term so that the transform back to f(a) diverges at high 
frequency. This means that in any practical calculation the solution for 
f(a) does not converge as the mesh size is decreased and the results may be 
only semi-convergent. This is not true of all techniques used, however, 
and in fact the discretisation may be put on a secure foundation (Broeckhove 
and Deumens 1979).
In this work problems of the first kind are avoided by calculating 
all the kernels involved analytically. Problems of the second and third 
kind are avoided by introducing a linearly independent set of functions for 
f (a) to define a set of basis statess using eq. (3.1.1), rather than
attempting to solve the HW equation.
22
In the next section these basis states are defined and their asymptotic 
form discussed. A discussion of how the matrix elements may be calculated 
appears in section 3. In section 4 the asymptotic form of the basis states 
is used to define a direct potential acting between the two nuclei. This 
is exactly equivalent to the RGM direct potential and it is shown how this 
interaction is related to the usual folded potential. Finally section 5 
describes how the GCM kernels may be calculated.
§3.2 Basis States
For the problem of the scattering of two composite particles, a 
microscopic model for the interaction region is required, which must behave 
like two clusters asymptotically and yet look like a compound nucleus for 
large overlap. A suitable wave function is of the type proposed by 
Margenau (1941) for the a - a system, cast into the form of a GCM trial 
function by Biel (1957) and into its present form by Brink (1966).
For the two cluster problem the wave function is
y ( r . )l
A A
dR {(j>1 (-^ -R)<f>2 (- ~^R) ) f (R)
dR <j>(R) f (R) ,
(3.2.1)
where (j)^ (-^ -R) is the wave function of cluster 1 containing A^ nucleons with
A2 A1single particle states centred at —  R, (f) (- —  R) is the wave function ofI\ 2
cluster 2 containing A nucleons centred at - —— R, A = A + A and R is
Z -L Z
the generator coordinate.
So that the problems considered are reasonably tractable, the single 
particle states are chosen to be harmonic oscillator orbitals multiplied by 
spin-isospin wave function. Furthermore the internal states of the nuclei 
are assumed to be the lowest shell model configuration.
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The method presented in this thesis uses the GCM wave function (3.2.1)
to construct a set of basis states, ¥. , for the expansion of the totaliLM
wave function if. . An arbitrary choice can therefore be made for the iLM
generator coordinate weight function f(R). However, to ensure a rapid 
convergence of the expansion of ijp , f(R) is chosen so that the basis
1 liM
states have a suitable asymptotic form. The choice
f(R) = jL(k.R) Y ^  (S2r) (3.2.2)
has been made, where j (z) is a spherical Bessel function and Y {SI) theL LM
usual spherical harmonic. The basis states are defined as
iLM jdR<HR)jL (k.R)YLMm R) (3.2.3)
Because these states are fully antisymmetric, all choices of cluster 
coordinates are equivalent. Inserting such a set of coordinates into eq. 
(3.2.3) it can be shown (see appendix A) that the asymptotic form, i.e.
M  of >t'iLM is
?iLM ■ Z(RCM)jL (kir)YM (V h $2 ' <3-2-4)
where , (ß are antisymmetric cluster wave functions depending only on
internal coordinates, P is the radial separation and R is the total centre-CM
of-mass coordinate. This is the form of an angular momentum projected plane
wave and is clearly a suitable basis to represent a scattered wave. To
take the antisymmetrisation properly into account all C partitions must be
included. This gives rise to C indistinguishable, ncn-overlapping (in the
external region) elastic channels so that the external solution must be
matched to the function ClI>. , where ilk is the full wave function andiLM iLM
the tilde denotes asymptotic form.
The BD method imposes the boundary conditions
iLML(B)V 0. (3.2.5)
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If the matching radius is sufficiently large then will have achieved
its asymptotic form at |r| = a and the boundary conditions (3.2.5) using 
eg. (2.4.1) imply
k . r j (k . r) l L i
jL (kir) B - 1 (3.2.6)
Eq. (3.2.6) defines a set of wave numbers {k_^ } which defines the set
of basis states to be used in the internal region.
The choice (3.2.2) of f(R) automatically projects out states of good 
angular momentum (asymptotically) and because in the present work only 
systems of identical clusters are considered a parity projection is 
unnecessary.
§3.3 Matrix Elements
The BD method requires the calculation of the Hamiltonian and overlap
matrices over the internal region. Using the basis states H'. written iniLM
terms of one of the possible sets of cluster coordinates, these matrix 
elements may be calculated by integrating all coordinates over all space 
except the relative separation r, which is confined to a sphere of radius a. 
The Hamiltonian matrix elements are of the form
H. . = i]
dr(dR dp.Y* hYJ CM l iLM jLM
<a
(3.3.1)
and similarly for Ch . In the a - a scattering example of the present work,
this procedure can be followed exactly leaving a single integral over the 
internal region (from o to a) for the radial separation r.
The different terms contributing to this integral may be separated 
into two groups. The first is comprised of all terms which survive asymp­
totically, i.e. as r -> °°, and they are referred to as the direct terms of 
the matrix element. The second group is comprised of the remaining terms,
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which have a finite range and tend to zero exponentially as r -*■ 00. These 
finite ranged contributions arise from the Pauli exchange in the wave 
functions and are referred to as exchange terms of the matrix elements. On 
account of this finite range these contributions to the matrix elements may 
be calculated by extending the range of integration to over all space, i.e. 
a °°. Consequently these exchange terms may be determined using the GCM 
kernels with the direct terms being treated separately. This has been 
tested explicitly in chapter 5.
Thus
H.. = jdRdR' f*(R)f.(R')H(R,R') - c jdr('P.L M |H|(PjLM) (3.3.2)
I r I>a
and similarly for the overlap matrix, where the round brackets indicate 
integration over all coordinates except r and h (R,R^) is the GCM energy 
kernel. The second integral in eq. (3.3.2) actually diverges but is 
cancelled by the divergent term in the first integral. In actual calcul­
ations only the exchange terms of h (R,R^) are included in the first integral
*
and then the second integral becomes +C dr(¥. |h |¥. w), which is finite.iLM 1 jLM
|r < a
The factor C describes the C equivalent elastic channels arising asymptot­
ically from the fully antisymmetric wave function.
In this way the exchange contributions to the matrix elements have 
been evaluated using the easier to calculate GCM kernels while the direct 
terms are calculated exactly in the internal region and therefore the wave 
function can be matched to the true asymptotic form. This means that the 
calculational problems of the RGM and the matching problems of the GCM have 
been circumvented.
§3.4 Direct and Folded Potentials
This section describes how the direct contribution of the effective
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interaction to the matrix elements may be expressed in terms of a diveot 
potential acting between the ions. It is then shown how this direct 
potential is related to the usual folded potential which is far simpler to 
calculate and may serve as a useful approximation. This is tested in
chapter 7 for the 0 - 0 example.
In the calculations performed in this thesis, a two body effective 
potential has been used and this may be divided into three parts:
y vN = y1 vN
i<j=i ^  ^ i j i<j=l J
= V 1 + V2
m 2 A ^ I v”. + I I v
i<j=A +1 i=l j=A +1
N ^
(3.4.1)
The first and second terms, , correspond to internal potential
energies for each cluster (strictly not defined for r < a because of anti- 
symmetrisation) and the third term, V > is the interaction potential
between the nuclei. Using this interaction term and the asymptotic form of
the basis states, , , a direct interaction potential, V (r), may beiLM D
defined:
V r) « 1*2 V I $ $ } , INT|yly2 ' (3.4.2)
where only integrals over internal coordinates are performed. The contri­
bution of the direct terms to the matrix elements H . . for this part of theil
nuclear interaction may be written as
dR |z(R„ )CM1 CM X*(r)vD(r )x . ( r ) , (3.4.3)
r<a
where X^(r ) is defined in §3.2.
If exchange between the two nuclei is entirely ignored then the 
scattering is simply that due to the potential V (r) . The problem of
elastic scattering from such a local potential is most easily solved by 
numerical integration of the Schrödinger equation from r = 0 to r = a and
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then matching the wave function to the known asymptotic form. This is used 
as a test of the accuracy and convergence of the BD method.
In eq. (3.4.2) the wave functions cj) depend on internal coordinates
which are not all independent, viz. eq. (2.2.4). This makes the evaluation 
of the potential V (r) rather tedious, especially in the case.
If the integration in eq. (3.4.2) is approximated by allowing integration 
over A independent coordinates, and one renormalises accordingly, then 
because (f)^ and (p^ are Slater determinants
< $ $ | v  | $ $ >  = A A < $ $ | v N , |3> $ > (3.4.4)^ly2 1 INT1Hly2 1 2 ylV2 1 1 Ai +11 yr 2  v '
dridr2Pl^ri^P2^r2^V^ri"r2+r^'
where p^(r^) an<^  P2^r2^  are s^n9-*-e Particle densities of the two
clusters, respectively:
Pl(ri) " A1 fdr2---drA, V h  '
P 2 (r i> = a 2 dr ...dr 3L*3L2 A2 2 r2
(3.4.5)
The bar over the potential in eq. (3.4.4) denotes averaging over spin and 
isospin coordinates.
Equation (3.4.4) is just the usual definition of the folded potential
V (r), and has been used extensively in the folding model (Satchler and F
Love 1979). In this thesis, several effective interactions have been 
employed. For a - a scattering, calculations using a Volkov force 1
16 16(Volkov 1965) will be discussed in chapter 5 and in the 0 - 0 case
results using a Volkov force 2 will be compared with those for the Brink 
and Boeker (1967) potential B^ in chapter 6. The direct and folded
potentials calculated using these forces in equations (3.4.2) and (3.4.4), 
respectively, are plotted in figures 3.1 and 3.2. The actual analytic form
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r  (fm)
FIGURE 3.1 OL - a. direct and folded potentials. Solid curves are the direct
potentials V (r), dashed curves the folded potentials V (r) and D F
the dotted curve an optical potential (Afzal et at 1969) .
denotes potentials using the Volkov force 1, and denotes
potentials using the Brink and Boeker force B^.
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V(r)
(MeV)
P (fm)
FIGURE 3.2 ^ 0  - 160 direct and folded potentials. Same notation as
fig. 3.1 but with a Volkov force 2 (V^ ) and an optical 
potential from Gobbi et al (1973).
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of V^(r) and V^(r) f°r both the a - a and "*"^0 - "*"^0 problems are detailed
in appendix B along with all the potential parameters.
Also plotted for comparison are optical potentials which have been 
fitted to the elastic scattering data. The a - a potential is taken from
Afzal et al (1969) and the 0 - ^ 0  potential from Gobbi et at (1973) .
Clearly the direct and folded potentials are slightly different.
This will result in very similar phase shifts but resonances will be 
shifted accordingly as shown in chapter 7. Even more striking is the large 
difference between the potentials arising from the Volkov forces, which 
give very deep, attractive potential wells, and the Brink and Boeker force 
which gives a largely repulsive potential except near the surface. The 
dynamical result of this difference is discussed in chapters 6 and 7 but 
briefly, it is found that the Volkov potential supports many bound states 
and resonances whereas the B^ potential does not, as would be expected.
However, the two interactions are qualitatively phase equivalent on 
inclusion of exchange between the nuclei. This surprising result has been 
noted before (Weiguny 1977) and is discussed in detail in chapter 7.
§3.5 Calculation of the GCM kernels
Calculation of the GCM kernels is in principle straightforward 
although for larger clusters ( > 4 nucleons) the analytic form required may 
involve very many terms. Only the outline of the method will be presented 
here since very detailed descriptions of the techniques have been given 
elsewhere (Horiuchi 1977, Tohsaki-Suzuki 1977).
The wave functions in the GCM kernels are
4>(r±,R) =^{<))1 ( + |) <t1 ( - |)} , (3.5.1)
where now (j)^( + -^) is either the a-particle or ^ 0  ground state wave function
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centred at + — . In either case the lowest shell model configuration is
4 4 12assumed with h.o. orbitals, i.e. (Is) and (Is) (lp) , respectively.
The single particle states are a product of a h.o. wave function
centred at ± — and one of four possible spin-isospin functions. For the
a - a scattering problem, only one type of spatial state (Is - orbital) is
involved while in the ^^0 - " ^ 0  wave function, there are four spatial
states (a ls-orbital and three lp-orbitals). If the spin-isospin functions
are written t , ..., T . then the a - a wave function is1 4
4>(r. ;R) = *J.4 1( r l ) T1(i)iJ;1( r2)T2(2) .. .i|j1 ( r j i ^  (4) ^0( r t_)T1 (5)1  ^ 4 , 4 ' r 2 x 5 / 1
* ,lM r8^T4 (8) * (3.5.2)
where and ip denote the ls-states centred at ^R and - ^R, respectively.
Similarly, the wave function for "^0 - ^ 0  scattering can be written as a 
product of 32 single-particle states with wave functions ip. (i=l,2,3,4) and
(j = 5,6,7,8) denoting the Is- and lp- states centred at ^R and - HR,
respectively.
The Hamiltonian is of the form
-fl r.H = —  IV 2 3 r N Co u ■ • “ ~7 *^ 0) + ) V. . + V. .2m f i 4 i: i:
1  x < j
(3.5.3)
where the first term is the kinetic energy operator, the second term is the 
centre-of-mass energy and the third term represents the nuclear and coulomb 
interactions. For simplicity and to enable comparison with other methods, 
a central potential is adopted of the general form
v .. = u ( r. - r . )(w + bP -hP + mP ), (3.5.4)ID 1 i J 1 O T M
where w, b, h and m are the usual Wigner, Bartlett, Heisenberg and Majorana
exchange components, respectively. Since the wave functions for the a and
180 nuclei have a special spin-isospin symmetry, namely S = T = 0, the 
integrations over spin and isospin variables may be performed explicitly
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(Brink 1966) giving
0(R,fT) = I det B | (3.5.5)
and
h (R.R') = 0(R,R')(4 l {<(-.1=^  V 2|i|»'}b 1; -
i , j 3
+ijkL(^ j |U(rkL> 1 W {XdBkiBL H ^ j BU }
2
+.?„ T{V j i f - i w {2BkiBLj-Bk K i }} 'iijkL J kL 
where the matrix B has elements
si3 -
(3.5.6)
(3.5.7)
FTand the prime denotes that the single particle state is centred at ± —  .
In eg. (3.5.6) the ranges of summation of the indices i, j, k, L are the
values 1 and 2 for the a - a system and the values 1, 2, . .., 8 for the 
16„ 16-0 - 0 system. Also
X, = 8w + 4b - 4h - 2m , d
X = 8m + 4h - 4b - 2w e
(3.5.8)
and B  ^is the inverse of B.
The GCM kernels for the 0 - 0 scattering have very many terms
4(~10 ) and so algebraic computer techniques are essential. This problem 
has been solved in various ways (Baye and Heenen 1977, Tohsaki-Suzuki 1977).
In the present work, the matrices B and B  ^are evaluated by hand and used, 
along with the required matrix elements in eq. (3.5.6), as input to a 
computer program which uses the symbolic code "REDUCE" (Hearn 1973) to 
calculate o(R,R^) and h (R,R'*). For subsequent calculations, the kernels 
are stored in the form of coefficients of terms which are of the general
form
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z(R,R') = d exp{-V(aR2 + bR^2)}
 ^ fcosh(cvR.R")(vR.R")1(VR2)^(VR"2)k i even, 
^Sinh(cvR.R")(vR.R")1(VR2)j(VR"2)k i odd.
In appendix E the kernels for the a - a case are written down
explicitly as an example. The matrices Bj B  ^ and the various one- and
two-body matrix elements required for the ^ 0  - ^ 0  example are given in 
appendix F. Horiuchi (1977) has reviewed and discussed in detail all the 
various terms involved. The methods for calculating the GCM kernels for 
clusters with different oscillator parameters are given by Tohsaki-Suzuki 
(1977).
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CHAPTER 4
ANTISYMMETRISATION
§4.1 Introduction
In any exact microscopic calculation involving a number of identical 
fermions the full wave function must satisfy the Pauli principle and be 
antisymmetric with respect to interchange of any two fermions. This full 
antisymmetrisation can significantly affect the results of a scattering
calculation and may even dominate at certain energies. Of particular 
interest and importance are those effects arising from Pauli exchange 
between the clusters as these terms cause most of the difficulties in the 
calculation of the matrix elements and have been subject to many approxim­
ations .
The principle conseguence of the antisymmetrisation is the Pauli 
distortion of the kinetic energy terms which refers to the fact that, due 
to blocking of intrinsic states of the compound system, the kinetic energy 
of the system increases. This manifests itself as an energy barrier over 
and above that due to compression of the nuclei. For example if two alpha 
particles were allowed to remain in their ground states with a relative 
separation of zero then there would be eight identical fermions in a (Is) 
level centred at the same point which is clearly forbidden by the Pauli
principle. It can be shown (Brink 1965, Wildermuth and McClure 1966) that
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if R -> 0 in eq. (3.5.1) then four of the nucleons are forced into the (lp) 
level and the Pauli principle can be satisfied.
The result of this blocking and promotion to higher levels is to make
the effective potential between the two ions much shallower than that
predicted by the simple folding model and may even give rise to a repulsive
core. This is amply supported by many microscopic calculations of effective
ion-ion interactions (Fliessbach 1971, Reidermeister 1972, Brink and Stancu
1975, Stancu and Brink 1976, Goritz and Mosel 1976, Zint and Mosel 1976,
Zint 1977). These calculations are all microscopic, include full anti-
symmetrisation and define the real part of the effective potential at 
separation R to be the total energy at separation R minus the total energy
at 00. These potentials agree qualitatively with optical potentials fitted
to experimental data and show that the antisymmetrisation is very important.
The Pauli exchange is intrinsically non-local and this makes any 
effective nucleus-nucleus potential energy dependent. This problem was 
addressed microscopically by Fliessbach (1971), who finds that for higher 
energies the potential is deeper, i.e. more attractive, which is in 
agreement with experiment (Maher et at 1969) although the magnitude of the 
dependence found by Fliessbach is slightly smaller.
Another important consequence of the Pauli principle is a parity or an 
odd-even angular momentum dependence of the ion-ion interaction (LeMere et at 
1979, Baye et at 1977, Zint 1977). This is not to be confused with an 
L-dependence of the imaginary part of the optical potential which is due to 
the low density of states of high spin at any particular energy because of
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the proximity of the yrast level (Hodgson 1978). The parity dependence 
discussed here is due to the longer-ranged exchange terms of the GCM kernels 
cancelling or reinforcing the direct term depending on the L-value or parity
of the relative wave function and hence is percieved as an L-dependence of
the real part of the optical potential. The identification of these longer-
ranged terms (LeMere et at 1979) as solely the core exchange contribution is
incorrect (see §4.3) although the conclusion that L-dependence can arise is
correct. In the special case of identical particles the L-dependence is
absolute in that for odd angular momenta the terms cancel entirely. Optical
potentials (Dehnhard et al 1978) with an L-dependent real part can give rise 
to the large back angle scattering observed recently in heavy-ion scattering 
(Barrette et al 1978).
Finally for wave functions of the form used here, with nuclei in their 
ground states asymptotically, there are certain relative motion states which 
are expressly forbidden by the Pauli principle. In these cases with harmonic 
oscillator (h.o.) single particle states all with the same range parameter, 
the forbidden relative motion wave functions are also h.o. states such that 
2n + L < N , where is determined by the lowest configuration possible in 
the compound system with the structure of eq. (3.5.1). When solving the 
scattering problem these null (sometimes referred to as redundant or super­
fluous) states can appear at any energy (Weiguny 1977) but usually at very 
large energies due to numerical inaccuracies. The solution of the scattering 
problem with only direct or folded potentials (§3.4) may involve bound 
states with quantum numbers corresponding to these forbidden states. Although 
these bound states will not be identical, they may be very close (in radial 
form) to the redundant h.o. orbitals in which case the inclusion of full
37
antisymmetrisation projects these states to very high energies. In this way
bound states or resonances which may occur in the scattering from a folded 
potential will not occur if the problem is solved with full antisymmetris­
ation and care must be taken in any approximations to the Pauli exchange to 
ensure that such nearly forbidden states are not included in the solution.
Moreover, the phase shifts at zero energy determined using Levinson1 s theorem
(see §6.2) should include these redundant solutions as well as any true
bound states (Englefield and Shoukry 1974, Weiguny 1977).
In this thesis no effective ion-ion potentials are calculated; however
the various effects mentioned above are discussed in terms of the phase
shifts which completely determine the scattering. In the next section the
forbidden or superfluous states (Friedrich 1974) are studied and by using
the orthogonality condition model (OCM) in its original interpretation 
(Saito 1969, Gridnev et at 1979), the importance of projecting out these 
states is investigated.In §4.3 that part of the antisymmetriser which 
interchanges nuclions between different clusters, hereafter referred to as 
the exchange operator, is studied in detail and the last two sections show
how the 1-, 2-, ..., n- particle exchange approximations to the matrix
elements are derived for the CL-Oi and ^ 0 - ^ 0  cases, respectively.
§4.2 Forbidden States
The forbidden states mentioned in §4.1 are relative motion states for 
which the total wave function is exactly zero when fully antisymmetric and 
are completely different to spurious centre-of-mass motion states which can 
exist after antisymmetrisation. In this work h.o. single particle orbitals
with equal oscillator parameters have been used so that the total centre-of-
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mass may be factorised out of the wave function thereby eliminating any 
possibility of c.m. excitations.
In terms of h.o. wave functions it is easy to determine which relative 
motion states are prohibited. Suppose the full wave function is of the form: 
Y(RCM 'r'Pi) = Z(RCM)x(r)$1 (Pi)02 (Pi)' (4.2.1)
where R is the total centre-of-mass coordinate, r is the distance between
the centres-of-mass of the two clusters of and A^ nucleons, respectively,
with internal coordinates p_^ . If all the single particle states in $ (p_^ )
and $^(p^) are h.o. orbitals (with the same oscillator parameter V) in their
lowest configuration with no holes, and z(R ) and x(r) are (Is) h.o. states
A1^2(with oscillator parameters (A +A )V and----V, respectively) then it is well
1 2 Al+A2
known that the resulting wave function has 2A, (if A^ < A^) particles in the 
lowest A^ levels and is therefore forbidden by the Pauli principle. In terms 
of Slater determinants certain columns would be exactly equal and thus the 
determinant identically zero.
These null states therefore arise from an attempt to put more than one 
fermion in each state. The number of redundant states is calculated using 
the requirement that the minimum number of oscillator quanta required in the 
compound system must be less than or equal to the total number in the 
scattering system.
Let us consider the a-a case as a simple example. In the compound
8 4 4system, Be, the lowest allowed configuration is (Is) (lp) with a total
number of quanta of 4 (not including the 3/4 hoj per particle). The a-a
scattering system has a total of 0 quanta from the two a-particles and
(2n + L) quanta from the relative motion, where n and L are radial and
angular momentum quantum numbers, respectively, therefore
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2n + L >_ 4. (4.2.2)
For L = 0 the inequality (4.2.2) is not satisfied for n = 0,1 and thus 
there are two forbidden states, namely the Os and Is h.o. orbitals. For 
L = 2 the inequality (4.2.2) is violated for n = 0 and consequently only the 
Id state is forbidden. For L > 4 relation (4.2.2) is satisfied for all n and 
there are no redundant states.
In the 160-160 example the minimum number of quanta (N ) in the compound 
32system, s, which must be of the form of eq. (3.5.1) is 48 corresponding to
4 12 12 4the configuration (Is) (lp) (2s;Id) (2p;lf) . In the scattering system
each  ^0 nucleus contributes 12 quanta therefore in this case
2n + L _> 24.
Thus for all angular momenta L < 24 there exist forbidden states with
a maximum number of 12 for L = 0. Bound or quasi-bound (forming sharp
resonances) states with quantum numbers, n, l , in the internal region such
that 2n + L < will be referred to as states with forbidden quantum
numbers. Although these states will not be exactly prohibited they may be
very close to the corresponding h.o. wave function and so on antisymmetris-
ation will be projected to high energies. In the actual solution of eq.
5(2.5.7) for the eigenenergies these states appear as very large (>10 ) 
positive or negative eigenvalues. This is due to small numerical inaccuracies 
causing large changes to the nearly null states.
If particle exchange is ignored (e.g. the simple folding model) then 
these nearly forbidden states may be found either as bound states or will 
appear in the phases shifts as resonances which are removed by antisymmetris- 
ation. Such spurious resonances can occur (see chapter 7).
Just how these prohibited states affect the scattering phase shifts if 
of interest for any approximation scheme (Bagchi et at 1980) and in fact the 
original OCM (Saito 1969) was based on the idea that the main effect of the 
particle exchange is to project out these states. More recent versions
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(Saito 1977, Buck et aZ 1977) of the OCM also include an effective local 
potential to partially account for the non-local parts of the interaction 
(due to antisymmetrisation). To test the result of just forcing the 
solution to be orthogonal to the forbidden states, a projection operator 
A is defined:
A=I!nk><nkl- (4.2.3)
k
where |n^> are the forbidden relative motion h.o. states. Using only the 
direct terms (i.e. VD (r)) , eq. (2.5.7) is solved subject to the orthogonality 
condition (OC)
A|i|> > = 0 . (4.2.4)
This condition is automatically satisfied if instead of eq. (2.5.7) 
the secular equation
Iaij{<<t>k l (1—A)H(1-A) I<t>j>-Ei«J)k I (1-A) 2 1<?)_.>} 0
is solved. Since A is a projection operator
(1-A)2 E (l-A)
and
(4.2.5)
(4.2.6)
where
OT . = 0. . - Y«J). In ><n U  .> ,ij 13 “ l 1 k k |T;jK.
° i j  ■  •
Similarly for the Hamiltonian matrix,
H^_. = <(j)i I H I I Ah+hA I (Jk >+<({) i I Ah AI (j)i>
H. |n„><nt |H|4>.>+«J>. |H|nk><nk |<()i>}
where
A<h K ><nJH,V ><vl<1>j>'k,k J
H.. = <4>i |n|4)i> .
(4.2.7)
(4.2.8)
(4.2.9)
(4.2.10)
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Using these formulae for the new matrices H and 0 it is straight­
forward to solve the direct potential problem and to satisfy the 0C; 
eq. (4.2.4). The results for the a - a case are given in chapter 5 and are 
discussed further in chapter 7. The results agree with the general result 
(Englefield and Shoukry 1974) that the phase shift is increased by the OC.
§4.3 P a r t i c l e  E x c h a n g e  A p p r o x i m a t i o n s
In this thesis a distinction has been made between antisymmetv'isation 
which antisymmetrises the wave function with respect to interchange of any 
two particles and exchange which is with respect to the interchange of 
particles between clusters.
The antisymmetriser, , may be factorised into three components, one
part, , the exchange operator, which permutes particles located in different 
clusters and two others jl , which act only on particles within clusters 
1 and 2 respectively:
(4.3.1)
where the bar denotes that the wave function ij; is a simple product wave 
function and the numerical factor reflects the normalisation of A- , and 
the original^.
The exchange operator, A- , may be split further into a sum of terms:
J. = Aq + A x + ... + (4.3.2)
where A^ performs all possible n-particle exchanges of nucleons between the 
nuclei and N is the minimum of A^ and A^. In this way the A! terms of jr are
divided into (N + 1) groups of the general form A ^ a n d  the n-particle
exchange approximation to the wave function may be defined:
(4.3.3)
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Any operator, symmetric in the particle coordinates, will commute with 
and also with any of the A! terms of A-, since these are merely permutation 
operators which by definition leave a symmetric operator unchanged. Also 
any one of the permutation operators, and hence .4-itself, is hermitean 
because, in any matrix element, the particle coordinates are dummy variables 
and may be relabelled. If P is such a permutation operator then
<Pijp I HI 4p.> = Cljp I H I Pif>. (4.3.4)
The antisymmetriser ,4- performs all possible permutations of the A 
particles in such a way that any odd (even) permutation gives rise to a 
minus (plus) sign. Thus
(-1)PPjÜJ. (4.3.5)
<ifilH |jW’j> = (4.3.6)
j - h  —remembering that j4- contains a factor (A!) . Consequently if is normalised
then so is provided the single particle states are orthogonal. Equation
(4.3.6) is the well known result that is is only necessary to antisymmetrise
one state vector of the matrix element.
To study in detail the consequences of particle exchange, the 
expansions (4.3.1) and (4.3.2) are used in the Hamiltonian or overlap GCM 
kernels
h (R,R") = U^(R) I H|>M7(R") } (4.3.7)
= A7{1f(R) I H[4ip(R")}
= A"1!A2 ! W R ) | h | (A0+A1+...AN)i4 i<4^^(R")}.
Here and for the rest of this section the integrations for the matrix elements 
are over all space and is denoted by curly brackets.
Each of these sets of terms corresponding to the operator An*4j*^2. ma^
be identified in the full expression for the Hamiltonian (or overlap)
kernels because they have a characteristic exponential form and range. The
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terms from the A^, , . .., A^ exchange operators have been identified
(Horiuchi 1977, LeMere et al 1979) as the 0-, 1-, 2-, N- particle
exchange contributions to the GCM kernels respectively and define the 
n-particle exchange approximation
H <n>(R,R') = I H I (A0+A1+. • •+AnU 1j(2't’(R7) (4.3.8)
= I H (k)(R,R'),
k=0
where
H (k) (R,R") = A 1!A2!WR)|H|Ak/ 1^ ( R " ) }  (4.3.9)
and similarly for 0^(R,R^).
This identification of contributions to the GCM kernels is incorrect
and the true n-particle exchange approximation is not given by eq. (4.3.8).
The mistake arises because the truncated operator (A^+A +...+A ) must be0 1 n
taken into both state vectors of the matrix elements
n (n>(R,R') = 0 <n>(R)|H|i|/<n)(R')} (4.3.10)
A  !A !
=    —  W  R) I H I (■Ao+Ai+ • • • +An ^ ^  ^  '
where C is defined by eq. (2.2.1), and it is not tvue in general 
(except n = 0, N) to write
(A +A +...+A ) (A +A+...+A )if. . (4.3.11)0 1  n i  0 1  n l
That eq. (4.3.8) is incorrect and in fact may give rise to non-physical
effects is most easily demonstrated by calculating diagonal overlap matrix
elements for different particle exchange approximations using the definitions
( )
(4.3.8) and (4.3.10). The approximate wave functions ip. are still vectors 
in Hilbert space and must have positive norms (i.e. diagonal overlap matrix 
elements). Figure 4.1 shows this is not the case if the n-particle exchange 
approximation is defined by eq. (4.3.8). Plotted are the ratios of corres­
ponding diagonal elements for ^ O  -^0 wave functions with the numerator
defined by eq. (4.3.8). The norms defined by eq. (4.3.10) are all positive
Ra
ti
o
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L = 16
_________I_________ i_________ I_____ — 1------- 1-------- 1------- 1-------
0 1  2 B 4 5 6 7 8
No. of Exchanged Particles ■=-
(nl* l n ) (nl* (nlFIGURE 4.1 The ratio O /Ch ^  , where 0 ^  and are diagonal overlap
matrix elements calculated using eqs. (4.3.8) and (4.3.10)
respectively. The L-values are marked and i = 4 and 14 for L = 4
(^)
and 16 respectively. Actual values of 0.. are all positive 
and decrease monotonically from n = 0 to n = 8.
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and decrease monotonically whereas the norms defined by eq. (4.3.8) 
oscillate wildly and alternate in sign leading to complex eigenenergies and 
is clearly unphysical. Thus any calculations performed using eq. (4.3.8) 
must be regarded as inconsistent.
Detailed effects of the approximation 4.3.10 are calculated and 
discussed in chapters 5, 6 and 7. In the next two sections the consistent 
approximations H^(R,R^) and c/n^(R,R^) calculated using eq. (4.3.10) are 
expressed in terms of the quantities H^(R,R^) and 0^n^(R,R^) for the o l - o l
and ^ 0 - ^ 0  cases, respectively.
§4.4 Exchange Approximations For a-a Scattering
In the case of identical clusters, A^ = A^ = N the wave function (for 
the GCM kernels) becomes
Q  = —   (A +A +...+A U  ^  (ij) (R/2)^ (-R/2)} (4.4.1)
/ (2N) !
= - (A0+A1+...+AN)\jJ1(R/2)\Jj (-R/2)
/(2N) !
where ip_^ (R/2)ip^ (—R/2) are simple product wave functions centred at +R/2 and 
-R/2, respectively. The wave functions ip ^ (R/2 ) = ( R/2) and ip ^ (— R/2 )
= (— R/2) are Slater determinants representing the clusters 1 and 2
respectively.
It is easy to see that the total exchange operator, A^, simply implies 
changing R to -R. Similarly the operators A^  ^ and A^ are equivalent with 
the same parity change so that for N even, the wave function may be written
I Alp(R) = — —   (l+Pn) (A +A +. ..+ -^)lf> (R/2)lp (-R/2) , (4.4.2)
/uS jT R 0 1 2 1  2
where is the parity operator acting on the generator coordinate R. It is 
this symmetrisation with respect to R which manifests itself in the exact 
cancellation of odd parity or odd angular momentum relative motion states. 
For non-identical particles there is partial cancellation by the same
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mechanism which can give rise to a parity dependent effective interaction.
The exchange operators may be defined in terms of the Laplace 
expansion of determinants (Ayres 1974) in which the (2N x 2N) slater 
determinant, ip(R), is expressed as a sum of products of two (N x N) 
determinants. The first (direct) term is just the product lfh (R/2)ip (-R/2) . 
All other terms may be derived from the direct term by performing all 
possible interchanges of single particle states between the two determinants. 
Suppose the columns of ij; (R/2) are labelled 1 - 4  and the columns of
i[i^(-R/2), 5 - 8  and the permutation operator P^ _. interchanges the single
particle states appearing in columns i and j, then from the Laplace 
expansion of cj)(R) the exchange operators can be identified as
1,
4 8
l l - p
i=lj=5 ij '
and
4 4 8 8
l  ■ ■ ■ !  I  ■ ■ ■ !  Pi j h  3
i <i =1 j <j =5 i i  2 21 2 1 2
(4.4.3)
These exchange operators are all that are required for the a-a problem.
Using these definitions, H ^ ( R , R ^ )  may be calculated in terms of the 
known H ^ ( R , R ' )  by writing
<VV V AoVVo+Ai (4.4.4)
Clearly
A„ = A 0 0 ' Vl Vo Ai (4.4.5)
and the remaining problem is
4 4 8 8
l I l I V i ' j ' -i=l i =1 j=5 j =5 J J (4.4.6)
To evaluate A , the summation is divided into three regions:
(i) i=i^ and j=j'f (ii) i=i" or j=j" and (iii) i^i", j V *
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The first region simply gives
4 8
{1} = I I P. .P. . 
i=l j=5 13
4 8
I 1 1 =  16A
i=l j=5
(4.4.7)
The second region is more complicated
4 8
{2} =  I I P. .P. .i=l j+r=5 13 13
4 8
+ I £ P P .  (4.4.8)
i=fi"=l j=5 1 J
The product of two permutation operators may be contracted when two of 
the four indices are identical and using the rule of determinants which states 
that interchange of any two columns (or rows) simply changes its sign then
-PP. .P. . 11 il ij
and P P >• = — Pij i j ij
(4.4.9)
so that
4 8 4 8{2] = 1 A "hj + A 1 ~Piji=l jfj =5 J ifi =1 j=5 3 (4.4.10)
The 
i>i", j<j
■ 6V
third region can be further subdivided into the regions i<iA 
and j>j'. This results in four separate sums all of the form 
4 4 8 8II II pü pi'i"i<i'=l j<j"=5 3 3
where the 
identity
so that
(4.4.11)
indices are relabelled accordingly and use has been made of the
Pi j V j
4 4
Pij"Pi"j f°r ' 3 + jA
8 8
(4.4.12)
^3 ) = 4.H l l
i<i"=l j<j' = 5 3 3
4A2.
(4.4.13)
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Consequently
A^ = 16A q  + 6A^ + 4A^ (4.4.14)
Using these relationships the n-particle exchange approximations for 
the GCM kernels, and hence the matrix elements, in the a-a case (N=4) are
H (0) (R,fT) = A -  h (0) (R,R"),35
H (1) (R,R") = {l7H(0) (R,R^) +8H (1) (R,R’")+8h (2) (R,R^)},35
H (2)(R,R") = H (0)(R,R")+H(1)(R,R")+H(2)(R,R") (exact),
(4.4.15)
where H^(R,R^) is given by A^/2 in eq. (4.4.2).
From equations (4.4.15) it may appear that the exchange approximations 
contribute to the direct terms H^(R,R^). This is not so since the direct 
term defined here is determined by an arbitary choice of one of the thirty- 
five possible relative coordinates and by allowing exchange other possibil­
ities become asymptotically non-zero. Consequently in any calculation the 
matching to the external wave function must be normalised appropriately.
This is most simply performed by renormalising the exchange contributions 
_/ \ (RjR"') so that the coefficient of the direct term is always 1 as in the 
exact, fully antisymmetric, case. The expressions for the overlap kernels 
are of course analogous with H replaced by 0 throughout.
§4.5 Exchange Approximations for 16o - 16o Scattering
Extending the definition of the exchange operators A^ to allow up to 
16 particle exchange one has
16 16 32 32
I ..... I I .... £(-l)np. . P ......P. . .
• c -  s _ n ■ , m  1 111 12D2 i 1ii<i2<...<i =1 ji<U2< -- - j =17 n n
(4.5.1)
However for N = 16 only exchange operators up to A need to be
O
considered and it is possible to derive expressions for H^(R,R^) in terms 
of the nine known terms H^(R,R^) (n=0,1, . . . , 8) .
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The integer coefficients involved can be very large so that a procedure
has been developed to permit the use of the symbolic algebra code "REDUCE"
(Hearn 1972) which has no integer size limitations.
Firstly one notes that all the exchange operators commute and that
A A = A A = A . Secondly all products of the form A A are calculable by n o o n n I n
2a similar method to that described in §4.4 for A^ .
The product summation consists of three regions, the first in which
the indices i,j of An both equal one of the summation indices for A , i.e.1 n
if the summation indices (i^, •*.in) an<^  (j^ j ^ / . ..j ) are considered
to form two sets {i } and {j } respectively then in the first region iE{i }K. K. K.
and j^{j }. In the second region iE{i } or jE{j } and in the third regionK. K K
i^{ik) and j^{jk K
Define {i}, I = 1,2,3 to be the contribution to the product of the 
first, second and third regions respectively then 
16 32 16 16 32 32
u) = l  l  l ... I l ....  I-(-Dnp p ...p. .
i=l j=17 i <i <..<i =1 j <j <..<j =17 J nJn
1 2  n 1 2  n
n n
X ( l 6 )( I <S ) (4.5.2)
k=l k k'=l JJk'
n 16 16 32 32 Pi i ”  -Pi j
= I I ....  I l .....  I- (-Dn— 1—1---
k,k'=! v..<ik<--<in=i v < jk' < - < v 17 \ jk,
where the identities (4.4.9) and (4.4.12) have been used and the division by 
P. . indicates that this term is to be omitted from the product. The
V k '
summations over k and k' may be performed resulting in the sums over i and.K
j,  ^becoming the sums over all values except i . . . . , i, n, i, ,..i and Jk ^ ^ 1  k-1 k+1 n
jl'” ' \'-l' \"+l,**^n/ resPectively- Thus
{1} = (16-n+l)2A , .n-1 (4.5.3)
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The contribution from the third region is also easily evaluated and is 
simply the number of ways i,j may be fitted into the sequences i^<i2<...<in
and j <j <...<j , such that i${i. } and ji{j, }, times A . . Thus 1 2  n K T k n+1
{3} = (n+1)2A . (4.5.4)n+1
For the second region, enumerating the various possibilities is very
tedious. However the total number of permutations, N(A ), involved with eachn
exchange operator is easily calculated:
N(A ) n
16
n (4.5.5)
where the bracket is the usual binomial coefficient, and hence the total
number of terms in the product A., A is known:1 n
N (A A ) = N (A ) N (A ) . I n  I n (4.5.6)
In the second region only two indices are equal so that there must 
remain n independent pairs of indices plus one summation which can be performed. 
Consequently the contribution from the second region must be of the form KA^
where K is an integer. The total number of terms must remain the same 
therefore
2 2N(A.A ) - (n+1) N(A .) - (16-n+l) N (A ,) 1 n n+1 n-1
N (A
(4.5.7)
In this way all products A nA can be determined in terms of A , AI n  n nil
and the coefficients of these expansions are tabulated in appendix C.
Clearly the one-particle exchange approximation is now known:
<VV2 - V 2V A12 (4.5.8)
The next step is to calculate the two-particle exchange approximation
(A o+Ai+A2)2 = (Aq+A1)2+2(Aq+A1)A2+A22 (4.5.9)
The first two terms on the right hand side of eq. (4.5.9) are known and
2the last is determined by expressing A2 in terms of AQ , A^ and A^ , from the
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expansion of A^ , and then using known products:
A22 = A2Jg{Al2-30A1-256AQ}
and then
(4.5.10)
A2A1 <A2ä 1)A1 ' (4.5.11)
which is calculated using the already determined products A^A . Having
found A2 and hence the two-particle exchange approximation the three-
particle approximation is calculated using known products and reducing any
new products to those involving A . At each stage new products of the form
A.A. are evaluated in terms of the A and may then be used to find the next l j n
approximation.
The complete list of exchange approximations calculated by following 
such a procedure is given in appendix C. The renormalised coefficients Eni
for the expansion of H^(R,R^) in terms of H^n^(R,R^):
(n) (R,R") = H (o)(R,R^)+ I En .H(i)(R,R") (4.5.12)
i=l
are given in table 4.1.
From the behaviour of these coefficients it is reasonable to expect 
that the effects of allowing successively more particles to be exchanged is 
monotonic and approximately linear contrary to earlier results based on the 
expansion
(n) (R.Rh = H (o> (R,R')+ H (i)(R,R'), (4.5.13)
i=l
which has been shown here to be incorrect. The actual phase shifts calcul­
ated using eq. (4.5.12) are plotted in chapter 6 and are discussed in chapters 
6 and 7. It is believed to be the first time that a dynamical heavy-ion 
calculation has been performed for correctly interpreted particle exchange 
approximations.
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CHAPTER 5
a - a ELASTIC SCATTERING
§5.1 Introduction
a-a elastic scattering is often the first test of microscopic methods 
designed to treat the problem of heavy-ion scattering. This is because the 
a-particles are tightly bound and can be fairly well represented by the
4shell model configuration (Is) greatly simplifying the calculations, 
especially if h.o. states are assumed. Similarly, here the a-a scattering 
problem has been used to develop and test the assumptions used to solve the
harder problem of ^^0 - ^ 0  scattering.
In §5.2 the a-a elastic scattering phase shifts are calculated using
the methods described in chapters 2 and 3. No approximations regarding the
antisymmetrisation are made other than that described in chapter 2, namely
that the asymptotic indistinguishable channels do not overlap because the
exchange terms have a finite range, and all matrix elements are calculated
within the internal region. These results are tested for stability and
convergence with to: (i) the number of basis states y, (ii) the matching
radius a and (iii) the number of terms in the expansion of the coulomb
interaction y (see §5.2). c
To permit comparison with earlier similar calculations (Baye and 
Heenen 1974, Canto and Brink 1977) a Volkov force 1 (Volkov 1965) has been 
used as an effective interaction. This force gives a good fit to the 
experimental data. Lastly in §5.2, the energy correction for distant levels,
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eq. (2.6.10) is tested as a method for reducing the size of matrices 
required for diagonalisation. In the a-a case, which requires less than 
five basis states, this is not a problem but it may become very important 
for larger systems.
In §5.3, the assumption that the exchange contributions may be calcul­
ated by integrating over all space (i.e. a^ °°) eq. (3.3.2), is tested 
directly. It is then shown that these terms are identical to equivalent 
terms derived from the GCM kernels. In this way, using the results of 
chapter 4, the 0-, 1-, 2- particle exchange approximations are studied for 
a Volkov force 1. In §5.3, the "particle-exchange" approximation results 
using eq. (4.3.8) are also given. In this case the results are very close 
to the exact calculation for n = 1 , provided not too many basis states are 
included. This approximation has no physical interpretation or justific­
ation but shows that the longest ranged terms, whatever their origin, are 
the most important. This statement appears almost self-evident; however 
exclusion of the shorter-ranged terms (in the matrix elements) can give 
rise to serious problems such as complex eigenenergies (as occurs in ^0-^0) . 
The approximation is as stated earlier (§4.3) inconsistent.
In §5.4, the effect of forbidden states is studied by using the 
projection method of §4.2. The a-a scattering phase shifts are calculated 
using only the direct terms with and without the orthogonality condition, 
eq. (4.2.4), as an additional constraint. The projected phase shifts are 
also calculated using the interaction employed by Saito (1969) and are 
compared with his results.
§5.2 Exact Matrix Elements
The Hamiltonian and overlap matrix elements over the internal region 
are calculated following the method described in chapter 2. Firstly an 
arbitrary choice of cluster coordinates is made and integrations are 
performed over all space for all coordinates except for the relative
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separation r, of the centres-of-mass of the two a-particles. The integral 
over r is confined to a sphere of radius a. The order of integration is:
(i) all spin-isospin variables, (ii) all internal coordinates p_^ , remembering
their linear dependence implied by relations (2.2.4) and (iii) integration 
over the generator coordinates R, and the angular coordinates of r.
This leaves a function of r to be integrated from 0 to a which can be 
treated numerically. In fact even this last integral can be performed 
analytically for the exchange and V^(r) contributions if the range of
integration is extended to 00 (see §5.3). Furthermore, since the basis 
states satisfy natural boundary conditions, the remaining direct contrib­
utions to the matrix elements can be evaluated exactly within the internal 
region by analytical methods.
To demonstrate this procedure, we now detail the calculation of the 
overlap matrix elements.
The basis state wave function has the form:
H'i = JdRfi(R)(j)(R) (5.2.1)
and the required matrix element is 
0 . . =  < 7 . \V >13 l 1 3
dRdR^f.(R)f (R0<4»(R) |(|>(R")> ,
(5.2.2)
where the angular brackets denote integration over the internal region. 
Integrating over spin and isospin with the antisymmetriser on one side only 
gives
:<t>(R)|4>(R')> dri---dV T >  sxp{-v.£ (ri-f> -v.£ (V i >1=1 1=5
12 2 8
Int. region
i=l
xl6exp{-v I r -2vR" }\sinh(v(r - r ) .R")sinh(v(r -r ),R")1 5' 2 6 ‘
X Sinh( v (r -r ).R")Sinh( v(r -r 
i / 4 8 (5.2.3)
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Inserting cluster coordinates and integrating over the six independent
p. using
drexp(-ar +3r.S) 
all r
d2 2.3 s . .TT. 3/2
eXp(_4cT} (ä } ' for a 0 ' (5.2.4)
gives
<<j)(R) I (f)(R ’") > = |drexp{-4Vr^-2V (R2+R^^)+4VT . R}xl6 (^ -) 3//2 (Jac .)
r<a
x |cosh (4vr. R -") -4cosh (2VT. R^) exp ■— ) + 3exp (VR^2) | ,
(5.2.5)
where (Jac.) is the Jacobian factor which can in practice be ignored as it 
is only a common factor throughout.
The integrals over the generator coordinates in eq. (5.2.2) with 
fi (R ) defined in §3.2 require the following relations (Abramowitz 1972):
00
exp(±zcos0) = \ (±1)n (2n+l){ (^-) I (z) }p (cos0)u_ 2z n+h nn=0
(5.2.6a)
and
P (cosOnD)
+n
l Y*™ 'm=-n
(5.2.6b)
where I^(z) is a modified Bessel function and P (z) is a Legendre
polynomial. Also required is the integral (Magnus et at 1966):
*n °  ,  2 2 •>>
Jv (at)dv (3t)exP(-yt2)tdt = Iv (2v) ' Re v . Re y >0 ,
(5.2.7)
with a and 3 set to ia^ and i3^ in the Bessel functions J^(z) for integrals 
involving I^(at) and I^(3t).
The matrix element (omitting the Jacobian factor) becomes:
- k . - k . ra
0 . . = h (1+ (-D L ) exp -) {^exp (-Q^ )ij jT (k. r) j (k .r) r dr L l L 3
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-32/2 -k fa 6gr- exp(-^)| e x p -----r ) jT (4kj r) jT (k.r) r2dr D Li D Li 1
k^ fa 2 2+ 3/2exp<- J ) 6 Loj exp(-2Vr )jQ (k.r) r d r l ^ S ^ . (5.2.8)
Clearly basis states associated with different asymptotic angular
momenta are orthogonal and odd L values give zero matrix elements. This
reflects the fact that in the external region the two a-particles look like
two identical spinless bosons so that only even parity (even L) relative
motion states are permitted. The detailed form of the Hamiltonian matrix
element H . . is given in appendix D. It has a form analogous to 0.. but is il il
more complicated with parameters depending on the assumed nucleon-nucleon
interaction
ij VQexp(-ß(ri-r_.) ) (w + bP^-hP^ + mP^) (5.2.9)
The coulomb interaction can be treated by expanding the 1/r dependence 
in terms of Gaussian functions:
r -ri j
exp (-(32 (r. -r .) 2) d3 , i 1 (5.2.10)
Nwhich has the radial form of V . .. That part of the coulomb interactionil
which depends on the isospin projection and ensures that only protons are 
involved is correctly treated by setting w = 7/30, m = -2/30 and h = b = 0
Nin the terms of the matrix element H . . which arise from the interaction V . ..il il
The integral over (3 in eq. (5.2.10) can be performed numerically using
Laguerre quadrature which has been found to converge faster for this
application than the very similar Hermite integration (Abramowitz 1972).
These matrix elements can now be used to solve for the 0i-0i elastic
scattering phase shifts using the BD method.
The method was tested for convergence and stability with respect to
variation of the number of basis states p, the matching radius a and the
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number of terms y , in the expansion of integral (5.2.10). The convergence c
of the energy correction procedure (§2.6) was also tested for completeness.
In all of these tests a Volkov effective interaction (1 or 6) was used with
-2a Majorana exchange component m = 0.56 and a h.o. parameter V = 0.27033 fm 
Convergence of the results with respect to the number of basis states 
is not independent of the channel radius. If the channel radius is large 
then more basis states are necessary even if the same results can be 
obtained for a smaller value of a and fewer basis states. To overcome this 
problem a large number (10) of basis states were chosen and table 5.1 shows 
the effect on the L = 2 phase shift of allowing the value of a to vary from 
5.5 fm to 8.0 fm for various energies spanning the range of interest.
Clearly the phases are very stable with respect to the value of a in contrast 
to the method of Horiuchi (1970) which requires optimisation of the results3 
with respect to the value of a. Thus the value of a can be set at the 
minimum value at which the phases stabilise so that the number of basis 
states is minimised although in principle any value of a greater than this 
will suffice. The minimum permissible value of the matching radius (5.5fm) 
found here is in agreement with other calculations (Baye and Heenen 1977).
Choosing this minimum value of the matching radius, a = 5.5 fm, 
convergence with respect to the number of basis states was tested. Table 
5.2 shows the effect on the L = 2 phase shift of allowing the value of y to 
vary in the range 2 to 10 for several energies. Clearly in the energy 
region E < 301feV, 4 basis states are enough and for E < 15MeV, 3 are
sufficient. Table 5.3 shows the energy eigenvalues (in MeV) for L = 2 and 
y = 3. The first column is the straight calculation, while the second and 
third columns show the effect of including the energy correction to these 
eigenvalues for the next two basis states using eq. (2.6.10). The last 
column shows the corresponding energy eigenvalues for y = 5 and clearly the 
energy correction is in the right direction and converges rapidly.
The final convergence test was to vary the number, yc , of terms in
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TABLE 5.1 Stability of the Of, - a scattering phase shifts with respect to 
the matching radius a. L = 2, E =3, 15, 30 MeV, 10 basis 
states and a Volkov force 1. All phases are in radians.
Matching Radius 
a (fm)
62
Ecm = 3MeV
62
15MeV
62
30MeV
5.5 1.932 1.337 0.645
6.0 1.916 1.310 0.622
7.0 1.965 1.350 0.628
8.0 1.985 1.351 0.640
TABLE 5.2 Convergence of the a - a scattering phase shifts with respect to 
the number of basis states y. L = 2, E = 3, 15, 30 MeV,
a = 5.5 fm and a Volkov force 1. All phases are in radians.
No. of Basis States
y
62
E = 3MeVCM
52
15MeV
52
30MeV
2 1.809 1.147 0.500
3 1.920 1.285 0.545
4 1.928 1.304 0.602
5 1.930 1.318 0.636
7 1.931 1.330 0.640
10 1.932 1.337 0.645
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TABLE 5.3 Test of the energy correction method for the eigenvalues as
extra states (J) and <}) are approximately included. Column 1 for
just 3 basis states, columns 2 and 3 the new eigenvalues as (J)
and (f> are added and column 4 the solution for 5 basis states.5
All energies are in MeV.
Eigenvalue
E.l
y = 3
E.
* ♦ .
E.l
+ d) + d) M  ^5
E.l
y = 5
E i 2.98 2.76 2.75 2.67
E2 19.47 19.32 19.31 19.20
E3 46.00 44.30 44.30 44.40
TABLE 5.4 Convergence of the ot - a scattering phase shifts with respect to 
the number of terms in the expansions of the coulomb interaction 
L = 2, E = 3,15, 30 MeV, a = 5.5 fm and a Volkov force 6.
All phases are in radians.
No. of terms 52
ecm " 3MeV
62
15MeV
52
30MeV
0 2.75 1.68 .92
2 2.69 1.59 .82
4 2.52 1.46 .74
6 2.38 1.40 .71
8 2.37 1.39 .70
10 2.39 1.40 .70
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the expansion of eq. (5.2.10) using Laguerre integration (Abramowitz 1972).
Table 5.4 shows how the phase shift for L = 0 changes as the value of y isc
varied from 0 to 10 for several energies. It is seen that y = 6 isc
sufficient and the full phase shifts may now be calculated.
Using the minimum values of a, y and y^ consistent with convergence,
the elastic scattering phase shifts for L = 0, 2, 4, 6 and the Volkov force 
1 were calculated and are the solid lines plotted in figures 5.1 and 5.2. 
Also plotted are phase shifts taken from Baye and Heenen (1974 b), dot- 
dashed curves, phase shifts taken from Canto and Brink (1977), dashed lines 
and points with error bars, obtained from a phase shift analysis of experi­
mental data, from the review of Afzal et at (1969).
The calculated results are all in good agreement amongst themselves 
and with experiment. The reason for the small discrepancies between the 
calculated results is not known but may be due to small differences in 
certain parameters or fundamental constants and also errors due to extract­
ing data from published diagrams.
In this section it has been shown that the BD method may be employed 
in conjunction with the GCM wave functions to give accurate converged phase 
shifts in agreement with other microscopic calculations. Only a small 
number of basis states are required (thus saving computer time and space) 
especially if the energy correction (§2.6) is employed. A more detailed 
discussion of all these points is made in chapter 7.
§5.3 P a r t i c l e  E x c h a n g e  A p p r o x i m a t i o n s
Provided the matching radius is large enough (in this case >_ 5.5 fm), 
the upper limits of the second two integrals in eq. (5.2.8) which arise 
from exchange terms may be extended to 00 without any loss of accuracy.
2This is due to the presence of the exp(-ar ) term in each integrand and 
this approximation was tested directly by comparing the value of the numer­
ical integral over the finite range with the analytical value which can be
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30
C.M. ENERGY [MeV]
FIGURE 5.1 L = 0 phase shift for cl - a elastic scattering. Solid curve is 
present results, dashed curve results taken from Canto and 
Brink (1977) and the dot-dashed curve is MRM calculated phases 
of Baye and Heenen (1974). Points denote phase shift analyses 
(Afzal et at 1969).
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30
C.M. ENERGY [MeV]
FIGURE 5.2 L = 2, 4 and 6 phase shifts for a - a elastic scattering. 
Same notation as in fig. 5.1.
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obtained (see below) for a -* 00. It was found that in all cases the diff-
5erence between the two values was less than one part in 10 with no 
discernable change in the calculated phase shifts.
By extending the range to infinity these integrals can easily be 
performed analytically using eq. (5.2.7). As mentioned earlier, the direct 
term may also be evaluated analytically because the wave numbers are
such that n.b.c.'s are satisfied:
b j (k.a) - k,a j '(k.a) = 0 , (5.3.1)c L l i L i
where b = b - 1. This allows eq. (11.4.5) of Abramowitz (1972) to be used 
giving
j (k.r) j (k.r)r2dr = { (b +h)2 + k.2a2 - (L+^)2}j (k.a) 6. . (5.3.2)L l L j 2 c l L l in; o 2k.l
so that the direct terms of the basis wave functions are orthogonal over 
the internal region. In the same way all the Hamiltonian terms can be 
evaluated using eq. (5.2.7) or (5.3.2) which makes the calculation of the 
matrix elements very fast and accurate thus saving considerably computer 
time.
Since the exchange terms may be calculated over all space they may 
also be determined from the GCM kernels. To show this, we write explicitly 
the GCM overlap kernels for the a-a case.
These kernels are reported in the literature (e.g. Lumbroso 1974) but 
are repeated here so that their general structure may be discussed. The 
overlap GCM kernel is
0(R,R") = exp(-V(R2+R"2) ) 2{Cosh (2VR.R*) - 4Cosh(vR.R") + 3} (5.3.3)
and the Hamiltonian kernel is detailed in appendix E. Integrating over r 
in eq. (5.2.5) for a -* 00 using eq. (5.2.4) gives
Lim <c|)(R) |4>(R^)> = o(R,R") (5.3.4)
a -> 00
as it must by definition. The exchange terms of eq. (5.2.8) can be identified
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with the exchange terms of eq. (5.3.3) (i.e. those with finite range) and
henceforth the GCM kernels may be used to determine the exchange contrib­
utions .
Each term of the kernel 0(R,R^) has an exponetial factor of the form
exp{±(2-n) VR.R"} , (5.3.5)
where n = 0, 1, 2. These are the terms due to AQ , A^ , A^ acting on only
one side of the matrix elements and are the 0 ^  (R,R^), 0 ^  (RjR-") and 
0 " (R,R^) contributions, respectively. Similarly, by letting 3 -*■ o, all
the Hamiltonian terms can be identified and the particle exchange approx­
imations derived in §4.4 may be applied.
Figures 5.3 and 5.4 show the n-particle exchange approximate phase 
shifts for L = 0, 2, 4, 6 using the Volkov force 1 and including the 
coulomb term. The solid curves are the exact, or fully antisymmetric, 
n = 2 results, the dashed curves are the direct only or n = 0 phase shifts 
and the dot-dashed lines are the phase shifts when up to one-particle (and 
one-hole) exchange is permitted.
In the L = 0 and 2 cases, the exchange contributions are clearly very
important and all act in the same direction. In this case the phase shifts
increase as exchange is included, which corresponds to an extra attraction
in the effective interaction. Contrary to these results LeMere et al (1979)
find an alternating effect as more particles are exchanged in the similar 
3system He - a. However, this effect is probably spurious arising from the 
misidentification of the exchange contributions as discussed earlier.
For L = 4 and 6, the n = 0 phases are very close to the exact result 
and the exchange contributions have only a small but equally important effect. 
Below a certain energy, the exchange terms act repulsively although the 
effect is too small to be plotted for L = 6.
Figure 5.5 shows the L = 0 phase shifts calculated using the incorrect 
particle-exchange approximations eq. (4.3.8). The dot-dashed line corresponds 
to n = 0, the dashed to n = 1 and the solid line to n = 2. This implies
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FIGURE 5.3 L = 0 phase shift for a - a scattering for different n-particle 
exchange approximations. Solid curve is the result of a fully 
antisymmetric (n = 2) calculation. Dashed curve is the result 
for the no-particle exchange (n = 0) approximation and the dot- 
dashed curve for the 1-particle exchange approximation.
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FIGURE 5.4 L = 2, 4 and 6 phase shifts for a - a scattering for different
n-particle exchange approximations. Same notation as in fig. 5.3.
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30
C.M. ENERGY [MeV]
FIGURE 5.5 L = 0 phase shift for a - a scattering for different n-particle 
exchange approximations using the inconsistent identification 
of terms eq. (4.3.8). Solid curve is n = 2, dashed curve n = 1 
and dot-dashed curve n = 0.
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_/ 2 \ ^that the contributions from the shortest ranged terms (R,R^) and
__/ n \0^ (R,R^) are very small in this particular case. However, this is not
always true since the equivalent calculation for ^ 0  - "*"^0 scattering 
cannot be made for n < 6 (L = 12) without giving rise to complex energies. 
All these results are discussed further in chapter 7.
§5.4 Projection of Forbidden States
In the a-a system, there are forbidden states of relative motion for 
only two values of the angular momenta, i.e. L = 0 and 2. These are also 
the only values for which the 0-particle exchange phase shifts are a poor 
approximation to the exact results and for L >_ 4 the direct potential V^(r)
must be close to the exact effective interaction. This is the basis of the 
original orthogonality condition model, namely that the major effect of the 
particle exchange is to force the wave function to be orthogonal to the 
forbidden states.
In the a-a case this hypothesis was tested directly. Using the BD 
method, solving the elastic scattering problem for the direct potential 
V (r) (n = 0 approximation) automatically finds all bound states which the
potential may support. In this case for L = 0 there are bound states at 
about -11 and -42MeV and for L = 2 one bound state near -14MeV.
Using the projection method described in §4.2 to ensure that the 
eigensolutions satisfy the orthogonality condition (OC) it is found that 
these bound states "disappear" and a corresponding number of very large 
magnitude eigenvalues are found. This indicates that the bound states are 
close in form to the forbidden states (for r < a) and are therefore 
projected out of the energy range of interest. The large magnitude eigen­
values correspond to the redundant states which can appear at any energy 
but do not affect the phase shifts (Buck et al 1977). Since these bound 
states are orthogonal to all other eigenstates, the positive energy eigen­
states must be nearly orthogonal to the forbidden states so that the OC has
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little effect in the positive energy region. This is precisely the result 
indicated in figures 5.6 and 5.7 and as found by Buck et at (1977).
The solid curve in figure 5.6 is the L = 0 phase shift calculated 
with the OC imposed and the interaction used by Saito (1969). The dot- 
dashed curve are the corresponding results of Saito which are in good agree­
ment especially at low energies. The dashed line represents the calculation 
using only the direct potential without the OC and shows that the effect of 
removing the forbidden states is small.
Figure 5.7 exhibits the L = 0 and 2 phases for similar calculations 
using the Volkov force. The solid lines are the exact results and the 
dashed lines correspond to the n = 0 results. The dot-dashed curves are 
the phases for the direct potential plus the constraint of the OC and 
clearly it is seen that projecting out these states is not very important.
In each case the change in the phase due to the OC is positive which is a 
general result proved by Englefield and Shoukry (1974). They also discuss 
the possible removal of a bound state and find a generalisation of Levinson's 
theorem which states that in calculating the zero energy phase shift, the 
forbidden states must be included as well as any bound states, so that in
this case 6 (E =0) = 2TT and 6 (E =0) = IT.0 CM 2 CM
More recent calculations using the OCM (e.g. Tanabe et at 1975) give 
improved results because an effective potential has been used and not onty 
the direct potential plus the orthogonality condition.
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FIGURE 5.6 L = 0 phase shift for a - a scattering using the effective
interaction of Saito (1969) and the OC. Solid curve is present 
results with the OC. Dot-dashed curve equivalent results from 
Saito (1969) and the dashed curve present results without the OC.
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FIGURE 5.7 L = 0 and 2 phase shifts for a - a scattering with a Volkov
force. Solid curve is the result of an exactly antisymmetric 
calculation. Dashed curve is using the direct potential only 
(n = 0) and the dot-dashed curve for the direct potential plus 
the OC.
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CHAPTER 6
160 - 160 ELASTIC SCATTERING
§6.1 Introduction
The ^ 0  - 160 and a - a systems are very similar if simple closed 
shell nuclei are assumed so that the total wave function may be described 
by a single Slater determinant. However the oxygen nuclei involve many 
more particles and lp h.o. orbitals thus making the evaluation of the 
matrix elements when expressed in terms of cluster coordinates extremely 
difficult. To overcome this particular problem, the result of chapter 5, 
that the exchange terms may be derived from the GCM kernels, is used. This 
approach clearly becomes exact as the channel radius a -> 00.
Many similar calculations have been performed using various techniques 
related to either the RGM (Friedrich 1974a, Ando et at 1979) or the GCM 
(Tohsaki et at 1975, Baye and Heenen 1977b, Canto 1977). The introduction 
of a phenomenological imaginary potential (Baye and Heenen 1977) or a smooth 
cut-off model (Ando et at 1979), to approximate for absorption, permits 
such microscopic methods to give a qualitative description of the experi­
mental data.
In this chapter the - ^ 0  elastic scattering phase shifts are
calculated for the fully antisymmetric wave function and are then analysed 
in terms of the number of nucleons exchanged in order to determine the most 
important terms and effects which must be included in any approximate 
method. Since the emphasis here will be on the structure of the various
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terms rather than describing experimental data, the coulomb interaction has 
been ignored in most of the calculations to save considerable computing 
time. This clearly affects the actual values of the phase shifts but 
should not change the importance or otherwise of the various exchange terms. 
To establish the method, the results of this calculation are compared with 
Friedrich (1974a) where only the direct coulomb interaction is included.
In a detailed comparison of various effective nucleon-nucleon interactions 
for this application3 Ando et al (1979) conclude that a Volkov force 2 with 
Majorana exchange component m = 0.65 should give the most consistent 
results and this choice has been made for most of the earlier investigations. 
Another interaction commonly used in this type of calculation is the Brink 
and Boeker force B . Both these interactions have been fitted to light
4ion data, e.g. the binding energy of He; however the B^ potential has also
been adjusted to give the correct binding energy per nucleon in nuclear 
matter. Therefore this force may give a better account of compression 
effects during large overlap of the nuclei. In this chapter calculations 
are performed using both effective interactions (see appendix B for 
parameters) since, although the folded potentials arising from each inter­
action (see figure 3.1) are very different, the fully antisymmetric results 
are similar. This has been pointed out before (Weiguny 1977) and is 
discussed further in chapter 7.
§6.2 160 - 160 Matrix Elements and Results
Using the methods described in chapter 3, the GCM kernels for the
^ 0  - 160 scattering have been calculated and the matrix B, its inverse B ^
and the necessary one- and two-body matrix elements are given in appendix F.
4The resultant kernels have far too many terms (~ 10 ) to tabulate here. In 
the computer, the kernels were stored as integer coefficients of terms of
the general form:
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z(R,R") = d exp {-^(aR^ + bR^) } (vR . R^  ) ^ (VR^) ^ (VR^)• 2, k
x <
Cosh(cvR.R^) i even
Sinh(cvR.R^) i odd (6 .2.1)
where i, j, k are integers and a, b, c, d are real coefficients which 
depend on the parameters of the two body force in the case of the potential 
terms.
For the overlap kernel o(R,R^ ) the coefficients c are given by
2(8 - n) (6 .2.2)
where n = 0, 1, . .., 8 and correspond to taking A , A , . .., Aü 1 o
respectively on one side only of the matrix element. Thus the terms may be
separated into the 9 groups 0^n^(R,R^) defined in chapter 4, and the particle 
exchange approximations may be expanded in terms of these groups. Similarly, 
the full Hamiltonian GCM kernel may be separated by letting 3 4 0 as in the 
a - a problem and noting that all the coefficients c have the general form 
(6 .2 .2).
Having evaluated the GCM kernels and identified all the exchange 
terms, the matrices H and 0 may be calculated by substituting h (R,R^) and 
o(R,R^ ) respectively into eq. (3.2.2) and integrating over the generator 
coordinates R and R^ . The direct terms may be calculated in an analogous 
way to that employed for the a - a problem:
2 2
3 . -(k.+k.)D X / 2  1 r 1 3°‘i ■ i “ p l—nr jk(kfr)jL (k_.r)r dr (6.2.3
3 k.,7T. /2 1.(-) exp (— ) 2 , 2 2 2, .2—  {(bc+^ 2) +k^a^-(l+i5)^}jL (kia)6ij ,
fi2k2
1.. - l -Tr--+ 2(B.E.160)} 0°. + (terms from Vn (r)),13 16m 13 D (6.2.4)
where the superscript D means that these are matrix elements corresponding
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to the direct terms only. The V (r) terms are those arising from the two-
body potential acting between particles located in different clusters.
These give rise to the potential V^(r) as defined in chapter 3 which may be 
used to calculate this contribution. Alternatively, because the effective 
interaction is finite-ranged, the GCM kernels may be used and this is the 
method employed here.
To calculate the V (r) term and the exchange contributions to the
matrix elements the first integral in eq. (3.3.2) is required for the 
general term z(R,R^):
mn dRdR'jt (k/ )YM (ßR,jL |knR'>YH ®R'|Z(R>R')- (6.2.5)
The expression for z(R,R^) may be rewritten in the form:
z(R,R") = d (-— ) (- 7^ -) (- -ö^ -) exp{-V(aRZ + bR^Z) } Cosh(cvR.R^) (6.2.6)
„ 2 *2where i, j and k are the exponents of (vR.R ), (VR ) and (VR ), respectively,
The integral I is then given by mn
a i a j a k 
I = d(Tp-) ( ~ )  i ,mn dc da db o (6.2.7)
where I is the integral of eq. (6.2.5) with z(R,R^) such that i = j = k = 0 o
and d = 1. The integral I can be evaluated analytically:
2tt
( -o 2 2. _ . .V (4ab-c ) 2cvk k m n
h -(bk^+ak^) c k kv r m n ■, T , m n
> 6XP{ ----- 27} XL+b ... 2. ■ (6.2.8)V(4ab-c ) V(4ab-c )
where I , (Z) is a modified Bessel function, 
L + ti
16V
k 2n , c— —  and h = 7-7- 16V 64
Making the substitutions:
(6.2.9)
and using from Buchholz (1969) the relationship:
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hXL^y) (x )l -{VJ) (y) = (1-h) 1 (xyh)
(6 .2 .10)
gamma function, gives:
7T5/2—  (xy) L//2exp{-4 (— + J-) } 3 a bIo 512V
V X! X+L/2 16
X r(X+L+3/2) h abA—U
X+L+3/2 (L+^) 4x_ (L+12) ,4y.L X a A ^ b } (6 .2.11)
With I expressed in this form, it is a relatively simple matter,o
using the recurrence relations for Laguerre polynomials, to express the 
general integral I of eq. (6.2.5) as a series of Laguerre polynomials.
For most values of the parameters a, b and c involved, the series may be 
truncated at X < 50 although for the direct potential terms, summation to 
higher values of X may be necessary.
To find the minimum number of basis states required for each L-value, 
the above method was used to calculate phase shifts for scattering from the 
folded potential V (r) derived from the Volkov force 2 and the results were
compared with the corresponding phases obtained by integrating the Schrödinger 
equation from r = 0 to a as in usual optical model calculations. No 
additional basis states are required when exchange terms are included since, 
for this effective interaction, the Pauli exchange acts repulsively thereby 
reducing the depth of the interaction and thus reducing the "perturbation" 
to be diagonalised in terms of the plane wave states. This comparison also 
serves as a test of the accuracy of the method and it has been found to 
reproduce the optical model (using V (r)) phases to any desired accuracy 
but at the cost of large numbers of basis states. For L = 4, 12 and 20,
mn
the required number of basis states was found to be 35, 30 and 25,
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L = 8 fr/
L = 16
Ecm (MeV)
FIGURE 6.1 L = 4, 8, 12 and 16 phase shifts for "^0 - ^ 0  elastic
scattering using a Volkov force. Solid curves are present 
results, dashed curve those of Friedrich (1974a) and the crosses 
represent positions and widths of resonances from Friedrich (1975).
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respectively, This decreasing number of basis states required arises from 
the increasing centrifugal barrier for larger L-values.
To test the correctness of the method for composite particle
scattering calculations, the fully antisymmetric ^^0 - "^0 elastic 
scattering phase shifts have been calculated and compared with the results 
of an earlier calculation (Friedrich 1974a). For this comparison the 
coulomb interaction was included in the direct terms but not in the 
exchange terms and a Volkov force 2 with m = 0.65 and V = .20029 was used 
which is very close to that used by Friedrich. In figure 6.1 the solid 
lines are the results of the present work and the dashed lines are phases 
taken from Friedrich. In an erratum to this paper (Friedrich 1975) it is 
reported that the earlier published phase shifts were slightly in error.
The positions and widths of the corrected resonances are represented by the 
crosses and clearly the corrected phases would be in very close agreement 
with the present work. Moreover, in a calculation including the coulomb 
interaction in all terms, Canto (1977) compares his results with phase 
shifts from Friedrich (1974b) and finds good agreement. In this way, it 
can be seen that the results reported here are not only in close agreement 
with a nearly equivalent study but also with other more complete calcul­
ations. These results are discussed further in chapter 7.
The E_,w = 0 values of the phase shifts drawn in fiqure 6.1 are CM
arbitrary, chosen entirely for convenience so that the phases are equally 
spaced. The true zero energy phase shifts may be calculated using a 
generalised Levinson's theorem (Swan 1955, Englefield and Shoukry 1974) 
which states that:
6 (E = 0) = (n + m) TT , (6.2.12)L CM
where n is the number of bound states and m is the number of forbidden 
states. In the solution of the scattering problem by diagonalising the 
Hamiltonian matrix, for a sufficiently complete basis, any bound states are
automatically determined and are easily counted. Table 6.1 gives all the
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TABLE 6.1 Ec m = 0 phases for 0 - 0 scattering calculated using the
modified Levinson's theorem for all figures appearing in chapters 
6 and 7. The refers to values for the Volkov interaction,
those for the Brink and Boeker interaction and the last row
are values for no force.
Interaction and 
Figure number 64 S8 612 ä16 ^20
V  6a 10TT 8TT 6TT 47T 27T
V , 6.2 - 6.5 13tt - 8tt - 3tt
V  7-3 11TT - 7tt* - TT
B , 6.2 - 6.5 107T 8TT 6tt 4tt 2tt
7.3 10tt 8tt 6tt 4tt 2tt
0, 7.2 IOtt 6tt 2tt
* = 0) = 67T for the folded potential V (r) .12 CM F
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Ecm = 0 phase for the different L values and the various forces appearing 
throughout chapters 6 and 7.
§6.3 P a r t ic le  Exchange Approximations
Using the results of §4.5 the phase shifts for different particle 
exchange approximations have been calculated. For this investigation the 
coulomb interaction was ignored entirely thereby saving considerable 
computer time. Although leaving out these terms shifts the resonances and 
phases to lower energies, any general effects of the Pauli exchange will 
still be present. Partially including the coulomb interaction, as in §6.2, 
is inconsistent and may introduce spurious effects.
The effects of the exchange terms have been studied for various 
systems (Ando et at 1975, LeMere et at 1977, LeMere and Tang 1979). In all 
this work an inconsistent identification of the n-particle exchange approx­
imation was made and an alternating effect on the phase shifts with 
increasing values of n was found. This result is entirely spurious and 
arises from using inconsistent approximations as described in chapter 4.
Using the properly consistent approach of eq. (4.3.10), the L = 4, 12 
and 20 phase shifts have been calculated in all the n-particle exchange 
approximations, n = 0 ,  1, ..., 8.
Figure 6.2 shows the phases for several L-values obtained for both 
the Volkov 2 and interactions. The solid lines are the results using
fully antisymmetric wave functions (n = 8) and the dashed lines correspond 
to the phase shifts using only the direct terms (n = 0).
It is seen that the exchange terms can change both the positions and 
widths of the resonances significantly thus leading to corresponding large 
effects on the excitation functions in that region. From a physical view­
point, the change in width may mean the difference between the resonance 
being observable or not; if the resonance is too narrow or too broad it 
will not be observed above the background. If the shift in the position of
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Volkov 2
L =12
L = 20
L = 20
FIGURE 6.2 L = 4, 8 and 12 phase shifts for ^ 0  - ^ 0  scattering using two 
effective interactions and allowing no-exchange (n = 0) or full 
exchange (n = 8). Solid curves are the n = 8 results and the 
dashed curve the n = 0 results. The arrow denotes an extra 
resonance for the L = 20, n = 8 phase shift. The upper phases 
are using a Volkov force 2 and the lower using the Brink and 
Boeker force B^.
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a resonance is sufficient to bring an otherwise bound state into the 
positive energy region (e.g. L = 20) then antisymmetrisation will give rise 
to an additional resonance.
Another important result is that the exchange contributions may have 
opposite effects for different two-body interactions. For the Volkov 
potential 2 the phases are decreased showing that the exchange terms 
contribute repulsively whereas for the Brink and Boeker potential B^ the
exchange terms contribute attractively. This difference has been noted 
before (Schultheis and Schultheis 1978) and consequently one cannot assume 
that the effects of polarisation of the single particle states are partly 
or wholly cancelled by particle exchange (Fleckner and Mosel 1977).
In the case of the B^ force the exchange terms create a resonance not
by transferring a bound state to the positive energy region but by making 
the effective interaction more attractive so that is is able to support a 
quasi-bound state (Baye and Heenen 1977).
Clearly for both effective nucleon-nucleon potentials the inclusion 
of full antisymmetrisation is important. Antisymmetrisation may introduce 
(or remove) resonances into (from) the scattering region by various 
mechanisms depending on the two-body interaction. Finally, the exchange 
terms become less important for sufficiently high L-values since they 
correspond to large impact parameters so that the overlap of the heavy-ions 
and the effect of Pauli principle are small.
Figures 6.3 and 6.4 show in detail the effect of allowing successively 
more particles to be exchanged between the clusters for L = 12. Figure 6.3 
shows the phase shifts for the Volkov interaction 2 and NEX is the number 
of particles exchanged (n). The zero energy values of all these phases are 
the same (see table 6.1) but have been separated here by intervals of 7T for 
clarity. Figure 6.4 gives the phase shifts for the B^ potential with the
same notation. It is seen that the effects of exchange are monotonic with 
respect to increasing the value of n and each contribution is approximately
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Ecm (MeV)
16 16FIGURE 6.3 L = 12 phase shift for 0 - 0 scattering for different
particle exchange approximations and a Volkov force 2. NEX is 
the number of particles exchanged and the phases have been 
separated by intervals of 7T for clarity.
FIGURE 6.4 Same notation as fig. 6.3 but with a Brink and Boeker force B^.
86
Volkov 2
L = 20
FIGURE 6.5 L - 4 and 20 phase shifts for ^ 0  - ^ 0  scattering for
different n-particle exchange approximations. The numbers 
adjacent to the curves are the n-value for that result and the 
intermediate curves correspond to n = 2, 4, 6 in sequence with 
the n = 2 curve nearest the n = 0 curve. The forces are the 
same as in fig. 6.2.
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equal although for the interaction increasing the value of n from 7 to 8
gives rise to the greatest change in the phase shift. This will be 
discussed further in chapter 7. These results are contrary to earlier 
calculations, emphasise the importance of making consistent approximations 
and show that contributions from all terms may be important.
Figure 6.5 shows the phases for L = 4 and 20 and n = 0, 2, 4, 6 and 8 
for both forces. It should be noted that for the Volkov force and L = 20 
the resonance energies corresponding to 6 = TT/2 and 3tt/2 increase mono-
I_i
tonically from n = 0 to n = 8. It is seen that the above features occur 
throughout the angular momentum range of interest.
The equivalent diagrams using the inconsistent approximations (4.3.8) 
can not in general be drawn for odd values of n since the overlap matrix 
has negative diagonal elements giving rise to unphysical complex eigen- 
energies. This problem was noticed by Ando et at (1975) and is discussed 
in chapter 7.
§6.4 Bound and Forbidden States
As mentioned earlier, the BD method used in the present work auto­
matically finds any bound states which may exist. This is because near the 
bound state energies, the logarithmic derivative of the wave function changes 
rapidly through all possible values. This means that for every choice of 
the boundary condition parameter the BD method will find eigenvalues very 
close to the bound states so that such states are easily recognised.
For the simple case of potential scattering, these negative energy 
states (if they exist) have radial quantum numbers (i.e. number of nodes)
0, 1, ..., etc., counting from the lowest energy state, in addition to the 
angular momentum quantum numbers of the original basis states, namely L and 
M. For some values of L, some of these quantum numbers will be- forbidden 
(see §4.2) although the radial form of the wave functions will not be
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identical to the corresponding Pauli forbidden state. This is because the 
ion-ion interaction is not a h.o. well. However, it is possible that the 
bound state solutions are very similar to the redundant solutions so that 
on diagonalisation they are projected to high energies. This is because 
the eigenstates must be orthogonal to the forbidden states in the fully 
antisymmetric calculation. The removal of otherwise permitted bound states 
has been noted before (Weiguny 1977) and studied in detail in the case of a 
single redundant solution (Englefield and Shoukry 1974).
Table 6.2 shows this antisymmetrisation effect for the L = 12 bound 
states and lowest resonance using the Volkov force 2 (no bound states exist 
for the interaction). In the direct or n = 0 approximation, there are
eight bound states, six of which have forbidden quantum numbers. As n 
increases, the higher bound states and the lowest resonance increase in 
energy whereas the lowest state decreases in energy until for n = 8 the six 
lowest states "disappear". In fact, after the diagonalisation, these 
states generally "appear" as very large positive or negative eigenenergies 
being the null-state solutions which may appear at any energy.
As the number of exchanged nucleons increases, the eigenenergies of 
the bound states with allowed quantum numbers and the lowest resonance (or 
quasi-bound state) all increase in energy in approximately equal steps.
This is shown explicitly by the bottom row of table 6.2 which gives the
energy shifts of the - 4 MeV resonances as n increases from 0 to 8.CM
This linear change in the resonance energy as the value of n increases 
supports the conclusion drawn in §6.3 that all particle-exchange terms need 
to be considered.
Only when n = 8 are the states with forbidden quantum numbers 
projected out of the energy range of interest. This is because it is only 
when the wave functions are fully antisymmetric that there are forbidden 
states. The part of the exchange operator that ensures orthogonality to
the forbidden states must be equivalent to the orthogonality condition (OC)
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and is only "switched-on" when n = 8. If the OC is important for the 
scattering, then a large change in the resonance energy and phase shift 
would be expected as the value of n increases from 7 to 8. That this is 
not true indicates that for this interaction the only significant effect of 
the OC is to remove some of the bound states.
For the interaction, there are no bound states or resonances for
the direct potential V (r) although when n = 8 a resonance suddenly
"appears". This must be due to the OC, since other exchange effects are 
roughly linear in n. This suggests the general rule that when there are no 
bound states with forbidden quantum numbers then the OC is crucial in the 
low energy scattering region.
Finally, it is possible for one of the eigenstates with forbidden 
quantum numbers to appear in the positive energy region as a narrow 
resonance when n = 0 but which is projected out when n = 8. In the present 
problem this occurs for L = 20 when the coulomb repulsion is included and 
shows that care must be taken, when using the folding approximation (§3.4) 
in a microscopic model, to ensure that any resonances do not correspond to
Pauli forbidden states. All these results are discussed further in chapter 7.
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C H A P T E R  7
D I S C U S S I O N  OF R E S U L T S  A N D  A P P R O X I M A T I O N S  
§7.1 T h e BD m e t h o d  a p p l i e d  to c o m p o s i t e  p a r t i c l e  s c a t t e r i n g
To assess the accuracy of the BD method for this application an
independent test was used which did not rely on the commonly made assumption
that the stability of the method is a measure of its accuracy. The phase
shifts for the scattering from a simple potential (V (r) ) were obtainedF
using the BD method and compared with results from an optical model 
calculation with the same potential. It was found that the two methods 
could be made to agree to any desired accuracy by increasing the number of 
basis states. As mentioned in chapter 6 this was used to determine the 
minimum number of basis states and the condition being demanded that the 
agreement should be better than .05 radians over the whole energy range 
(0 - 30 MeV). This may be taken as the absolute accuracy of the phases 
presented here. Tables 5.1 and 5.2 show how the method is stable with 
respect to the number of basis states and the matching radius for a  - a 
scattering. The latter requirement is demanded of the method since physical 
observables must be independent of an arbitrary division of configuration 
space.
The BD method gives close agreement with the MRM of Baye and Heenen 
1974b. The major distinction between the two approaches is in the choice 
of basis states. The method presented here uses a set of relative motion 
states modified by exchange while the MRM uses the original GCM wave 
function and defines a basis by discretising the generator coordinate.
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Both calculations also agree well with the experimentally determined phase 
shifts although this is rather easily achieved by adjusting the force 
parameters particularly the Majorana exchange component. There have been 
many other microscopic calculations of a - a scattering using various forms 
of the GCM or RGM (Horiuchi 1970, Lumbroso 1974, Friedrich et at 1974, Beck 
et at 1975) and there is good agreement between the various methods apart 
from differences due to the choice of the two-body force. Clearly the GCM 
wave functions are a useful model for studying composite particle scattering 
although up till now using simple h.o. shell model configurations.
The method presented here has some advantages. Firstly, since the 
integration over the generator coordinates is performed and this defines 
the basis states, the matching at the channel radius involves the true 
relative motion wave function and does not require an unknown asymptotic 
GCM weight function. This overcomes one of the main problems of the GCM 
and allows the GCM kernels, which are much easier to calculate than the 
equivalent RGM kernels, to be used for the exchange contributions. The 
phases have been shown to be independent of the matching radius overcoming 
a problem of an early attempt to use R-matrix methods (Horiuchi 1970) for 
cluster scattering.
Secondly, the BD method relies only on a diagonalisation of the 
Hamiltonian matrix in a linearly independent basis. Furthermore, it does 
not attempt to find the GCM weight function, which may diverge as the mesh 
size is decreased (Lumbroso 1974). This may give rise to only semi­
convergence or convergence to the wrong results.
The BD method has been tested by allowing up to 15 basis states (4 are 
sufficient for the a - a case) with no indication of numerical instability. 
Theoretically such behaviour should not occur, because the basis states are 
orthogonal in the internal region as the asymptotic energy of the basis
states, E
2 2
* kA
A l tends to °°. For example if L = 0 and a = 5.5 fm then
E._ > 1000 MeV and any overlap with the states in the energy region of 16
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interest is negligible.
Finally it was found for the a - a scattering problem that the BD 
method gave good results with as few as three basis states plus the energy 
correction. This is to be compared with other methods in which the number 
of basis states used ranges from six in the MRM method (Baye and Heenen 1974b) 
and up to thirty two (Lumbroso 1974). This means that the BD method is 
very efficient in the use of computer storage and also computing time, since 
all matrix elements can be evaluated analytically except for the coulomb 
interaction for which a six-point numerical integration was found to be 
necessary.
The "^0 - ^ 0  results of figure 6.1 show that the BD method is 
suitable for larger cluster scattering. The phase shifts calculated using 
the coulomb interaction in the direct term only agree well with those due 
to Friedrich (1974, 1975) using the same approximation. Clearly then the 
BD method is a viable, properly convergent method which may be used to 
describe cluster scattering. Since the purpose of this work was largely to 
develop the method and to study exchange effects, the calculation including 
the full coulomb interaction has not been performed to save computer time.
The minimum number of basis states required for convergence depends 
on the initial form of basis states and in the a - a case it was found to
be sufficient to use plane wave states. The ^ 0  - ^ 0  phases were 
calculated using a similar basis but now this choice is not as satisfactory, 
although the solution must still converge. For example, 35 and 15 basis 
states were required to calculate the L = 4 phase shift for the Volkov and 
B^ interactions, respectively. This convergence compares unfavourably with
the corresponding calculations of Canto (1977) (18 basis states) and Baye
and Heenen (1977a) (10 basis states), respectively.
This fairly slow convergence is due to treating the whole interaction 
between the nuclei as the "perturbation" for which the plane wave basis 
states are diagonalised, i.e. the basis states are the eigenstates with
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V . = 0  and no exchange kinetic energy terms. This may be overcome by
using as a basis, relative motion states which are eigensolutions of the 
direct local potential and are readily calculated by integration of the 
Schrödinger equation. The "perturbation" using the Volkov force would now 
be relatively small and the projection of the redundant solutions would be 
well approximated by discarding the corresponding bound states. Another 
possibility, also not yet tested, would be to use the energy correction 
method for distant states, thus reducing the size of the basis required for
the "^o - scattering.
§7.2 Effects of Antisymmetrisation
All studies (Hodgson 1978) of the antisymmetrisation in composite- 
particle scattering show that the inclusion of full exchange has a signif­
icant effect. For the Volkov forces, diagrams 5.3, 5.4, 6.2 and table 6.2 
show that not only are the phase shifts changed but also that some possible 
bound states of the system are projected out of the energy region of 
interest. In the a - a case, the exchange contributions act in the same 
way as an attractive potential, reducing both the resonance energies and 
their widths. For L > 4, these changes are very small so that the exact 
result is fairly well approximated by the no-particle exchange contribution.
In the 160 - ^ 0  case, with the Volkov force 2, the exchange terms act in 
the same way as a repulsive potential, increasing both the resonance energies 
and their widths. On the other hand, with the force, the exchange terms 
act as an attractive potential, increasing the phase shifts at all energies 
and may even create new resonances. These results show that full anti­
symmetrisation contributes either repulsively or attractively depending on 
the effective interaction or the nature of the colliding clusters. This 
has been reported before (Schultheis and Schultheis 1978) although most 
calculations of the effective potential have used an interaction which
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gives a repulsive exchange contribution.
Another important effect of the Pauli principle is to force the 
eigenstates to be orthogonal to the forbidden states. Just how important 
this orthogonality condition is, depends on the choice of the nucleon- 
nucleon interaction. If the Volkov forces are used, the relative motion 
states with forbidden quantum numbers are virtually always bound and figure 
5.7 and table 6.2 show that projecting out the redundant states has little 
effect on the positive energy region. This has also been noted before 
(Buck et aZ 1977). Moreover the phase shifts are always increased by the 
additional constraint of the OC (Englefield and Shoukry 1974). For the 
effective interactions considered here, the OC is only important when 
states with forbidden quantum numbers are not bound.
It can now be understood why a Volkov interaction, which gives such 
a very deep direct potential, may be phase equivalent to the interaction
which gives rise to a largely repulsive direct potential. Figure 7.1 is a 
plot of the direct potential V (r) f°r the Volkov force 2 plus the usual 
centrifugal force. The "energy pockets" which can support bound or quasi­
bound states become progressively deeper and the number of forbidden states 
increases as L is decreased. Thus the "available" depth of the potential 
well for each "non-forbidden" state with a given L value remains roughly 
constant i.e. about 30 MeV as for L = 24. This value is a lot closer to 
empirically determined optical potentials (see figure 3.2). The effective 
interaction for the B^ force is more attractive than the direct potential
alone and so the two effective two-body forces are approximately phase 
equivalent even though the folded potentials are very different.
The Pauli principle constrains the wave function in the innermost 
region (r < 5fm) to have a certain minimum number of nodes regardless of 
the potential in that region (Ando et at 1979). Thus the scattering is 
determined primarily by the surface region, where the two potentials are 
similar. For the deeply attractive direct potential arising from the
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30 MeV
FIGURE 7.1 Direct potentials including the centrifugal term for 16o 160
system and a Volkov force 2. The numbers refer to the L-value.
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Volkov interaction, states with the correct number of nodes already exist 
in the low energy region and the OC simply removes the lower bound states.
On the other hand the repulsive core of the direct potential shifts 
states with these quantum numbers to higher energies. The antisymmetrisation 
in this case has the important effect of allowing quasibound states to 
exist at lower energies giving rise to resonances in the region of interest. 
Therefore simply calculating the folded potential and comparing with an 
optical potential does not provide any criterion for choosing between 
effective interactions.
The forbidden states play another important role in the calculation 
via the modified Levinson's theorem (Swan 1955) which states that the_zero- 
energy phase shifts must include the redundant states as if they were bound 
states. To illustrate this role the L = 0, 2 and 4 phase shifts for a - a 
scattering and the L = 4, 12, 20 and 24 phase shifts for ^ 0  - ^ 0  
scattering have been calculated with the nuclear potential set to zero. Fig.7.2 
shows that the kinetic energy terms are strongly repulsive for those 
L-values for which there are many redundant states. It should be noted 
that for convenience these phases have all been plotted with an E = 0
value of zero. The modified Levinson's theorem shows that this is not the 
case and therefore the phases as plotted must have asymptotic values of:
(i) in the a - a system; 6^ ~ -27r, 6^ ~ —7T, 6^ ~ 0 and (ii) in the ^ 0  - ^ 0
system; 6^ ~ -107T, 6 ^  ~ -677, 6^q ~ -277 and 6 ~ 0. This repulsive nature
of the kinetic energy terms may thus be regarded as a consequence of the 
Levinson's theorem.
In this work only the scattering of identical particles has been 
considered which means that only even angular momenta are involved. There­
fore parity effects cannot be studied since in these cases the parity 
dependence is absolute. However, it is easy to see from eq. 4.4.2 how an 
odd-even angular momentum dependence can arise from the cancellation or
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30
C.M. ENERGY [MeV]
L = 24
L = 20
L = 12
FIGURE 7.2 Phase shifts calculated with a zero effective interaction.
(a) a - a system. Solid curve is L = 0, dashed curve L = 2 and
dot-dashed curve L = 4.
16 16(b) 0 - 0 system. L values as marked, note the change of
scale on the ordinate.
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reinforcement of particle exchange terms. Baye et aZ (1977) have shown 
that the even-L effective potentials are generally deeper than odd-L 
potentials. This parity dependence can appear in the differential cross- 
section at large angles and parity-dependent optical potentials have been 
used successfully (Dehnhard et aZ 1978) to describe the large angle 
scattering of heavy-ions (Barrette et aZ 1978) .
§7.3 Consistent particle exchange approximations
Many of the above manifestations of the Pauli principle have been 
noted before although comparisons between different effective potentials 
have only been made indirectly. The main new results arising from the 
present study are the calculation of the particle exchange approximations 
in a consistent way. In all other investigations of this problem, the 
exchange approximation has only been made in one state vector of the matrix 
elements which may lead to unphysical complex eigenenergies. This problem 
is related to the arbitrariness of the choice of the radial coordinate r. 
Failure to include exchange terms in both state vectors of the matrix 
elements leads to some possible choices of r, which would otherwise 
contribute to the direct term, becoming excluded. Only when the wave 
functions are fuZZy antisymmetric are all choices of r equivalent and only 
one state vector of the matrix element needs to be antisymmetric.
Breaking down the full antisymmetrisation into a series of n-particle 
exchange contributions, it is found, for either choice of interaction and 
the positive energy region, that all the contributors are equally important 
(except when the OC plays a role). Therefore any approximate scheme must 
account for the dominant terms of each contribution. This is essentially 
what Ando et aZ (1975), LeMere et aZ (1977, 1979) and LeMere and Tang (1979) 
have done by using only the longest ranged terms from the RGM kernels.
These are not just the 1-, 2-, ... etc. particle exchange contributions as 
these authors state but have contributions from aZZ exchanges. This method,
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however, has no physical justification and leads to serious problems in the
^ 0  - ^^0 example. This is almost certainly why Ando et al (1975) found 
that their method gave "exchange effects so large that we cannot reproduce 
the energies given by the RGM till we include the 5-exchange term". These 
difficulties stem from the fact that negative diagonal overlap matrix elements 
can be generated which is impossible for the norm of a vector in Hilbert 
space.
The correct interpretation of the particle exchange contributions 
shows that for composite particle scattering (i) any approximations must be 
included in both state vectors of the matrix elements and (ii) terms from 
all possible exchanges must be included.
§7.4 Approximations
In this section some further results are presented which were derived 
using approximations based upon the methods developed in this thesis. In 
§7.4a the use of the folded potential as an approximation for the direct 
potential while in §7.4b and §7.4c, two approximate treatments of the 
exchange contributions are discussed.
§7.4a Folded Potentials
In the cases considered in the present work, the direct potentials 
V^Cr) were relatively easily determined analytically. This is because
closed shell nuclei have been assumed so that their wave functions may be
represented by a single Slater determinant. To treat more complicated
nuclei using this model, it would be convenient to have a good approximation
for the direct potential. For this purpose, the folded potential V (r) hasF
been considered, which is easy to evaluate, requiring only the single 
particle densities of the two nuclei.
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The folded potentials for the a - a and 0 - 0 systems are plotted
in figures 3.1 and 3.2. The phase shifts for L = 4, 12 and 20 for both the 
Volkov 2 and forces were calculated using only the folded potential and
are plotted (solid curves) in figure 7.3. Also shown (dashed curves) are the 
corresponding phases calculated with the direct potential V^(r). The
coulomb interaction has been included in both cases. The folded potential 
assumes the approximation that the centre-of-mass of each cluster is 
coincident with the centre of the single particle potentials. When the 
folded potential is used instead of the direct potential, there is a 
positive shift of about 1 MeV of the eigenenergies for both the Volkov and 
interactions.
In any nuclear model so far employed in this type of calculation, the 
experimentally determined ground and excited state energies are not found 
to this accuracy. Therefore the folded potential may be used as a good 
approximation to the direct potential until more accurate nuclear models 
are employed.
§7.4b Exchange Approximation Using Inelastic Channels
An approximation method derived from the Laplace expansion of the 
wave function 4>(R, r.) will now be discussed. In all of the exchange terms,
there are single particle states, where the nucleon is on the "wrong" side, 
i.e. + R/2) instead of ijh (IM “  R/2) and vice versa. This single
particle state may be expanded in terms of the complete set of states on 
the "right" side:
00
'Mr. + R/2) = I aik(R) ^(r. - R/2). (7.4.1)
J k
In this way each exchange term may be expressed as a series of core 
excited states of the original nucleus with the ground states as the first 
term. The single particle states ip (r. - R/2) may have different angular
K. 1
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Volkov 2
L = 20
L = 20
FIGURE 7.3 L = 4, 12, and 20 phase shifts for ^ 0  _ scattering using 
the direct and folded potentials. Solid curves are results 
using V (r) and dashed curve using V (r). The upper phases are
for a Volkov force 2 and the lower phases for the force.
The coulomb interaction is included.
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momentum quantum numbers so that the coefficients a^(R) must be such that
the total angular momentum remains constant. Therefore the exchange terms
have been expressed as a series of inelastic channel wave functions, which
form a complete set. Consequently, if a multichannel calculation is
performed involving all possible inelastic channels, all terms are included
and antisymmetrisation cannot change the results after diagonalisation.
The single channel elastic scattering calculation reproduces the
experimentally determined phase shifts very well at low energies. At these
energies all inelastic channels are closed and will therefore have little
effect. If the expansion (7.4.1) converges quickly, the inelastic channels
with the lowest thresholds should account for the antisymmetrisation effects
in the energy range of interest. To test this hypothesis a coupled channels
calculation has been performed for the a - a scattering. All excitations
up to 2ht) that can be reached directly using the two-body Volkov force 6
3 3were included. These are the (Is) (2s) and (Is) (Id) configurations. The 
3(Is) (lp) configuration is a simple c.m. excitation and does not give rise
2 2to an inelastic channel. The (Is) (lp) configuration requires a two-step 
process.
The 0* excitation results in a two-channel problem and the 2*
excitation results in a 4-channel problem. In the region of interest,
E < 30MeV, and for the Volkov force 6, all these channels are closed. In
this case, the n.b.c. parameters of the closed channels are known and the 
BD method requires a single iteration on the open channel. Using the 
method described by Ahmad et al (1976a) the BD method is still straight­
forward and converges rapidly, requiring only small modification of the 
method described in §2.5.
Phase shifts for the L = 2 elastic scattering were calculated with 
and without the inclusion of these channels and are plotted in figure 7.4. 
The full lines are the results from a fully antisymmetric calculation with 
only the elastic channel. The dashed curves are the corresponding phases
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FIGURE 7.4 L = 2 phase shift for a - a scattering including closed
inelastic channels. Solid curve is the exact result of the 
elastic scattering only calculation and the dashed curve the 
result using just the direct potential. The dot-dashed curve 
is the result of including an inelastic channel with no-exchange.
The upper phases are for the 0* inelastic channel and the lower
phases the 2+ inelastic channel.
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using only the direct potential and the dot-dashed curves are the phases 
with the inelastic channels included. Clearly these channels have a small 
effect.
This is not surprising, since the thresholds for these inelastic 
channels are in the region of 35 MeV. However, the small effect also 
indicates that the expansion (7.4.1) must converge slowly. Thus, this 
method is unlikely to represent a useful procedure for the approximation of 
the exchange terms.
§7.4c Exchange Approximation Using an Effective Q-Value
<
Another method tested as an approximation for the exchange terms 
involves the use of an effective Q-value similar to that employed by Seglie 
et at (1979). This is very easy to include in the BD method involving only 
the addition of an energy Q to the eigenenergies before matching the internal 
wave function to the external solution.
This is an entirely ad hoc procedure but the energy Q may be inter­
preted as that required to distort the nuclei so that the Pauli principle 
is satisfied.
The a - a scattering phase shifts for L = 0 and 2 were calculated 
using the direct potential and an effective Q value of -2 MeV and are the 
dot-dashed curves plotted in figure 7.5. The value of -2 MeV was chosen to 
reproduce the resonance energy for L = 2. The solid curves are the exact 
phases and the dashed lines are those for just the direct potential. In 
this case, the Q-value of -2 MeV indicates that the internal energy of the 
compound system is lower than that of the two a-particles so that the Pauli 
exchange contributes attractively. Clearly, not only can this procedure 
give a reasonable approximation but it is also easy to implement.
This ad hoc method can only be justified if such a Q value can be 
estimated from the model. However, the knowledge that such a simple device 
can give improved results may indicate the types of approximation that are 
required.
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I N \
FIGURE 7.5 L = 0 and 2 phases for a - a elastic scattering using an
effective Q-value. The solid curves are the exactly anti­
symmetric results. The dashed curves are the results using 
just the direct potential and the dot-dashed the results using 
the direct potential plus an effective Q-value of -2MeV.
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CHAPTER 8
SUMMARY AND CONCLUSIONS
This chapter is a brief summary of the methods developed in this 
thesis and of the main results and conclusions. A few possibilities for 
further investigations are suggested.
Previously, the natural boundary condition (NBC) methods have been 
shown to be both properly convergent and accurate, when applied to nuclear 
and atomic scattering. Furthermore, for any given basis, the extra 
constraint of natural boundary conditions guarantees that a minimum number 
of basis states are required.
The use of the generator coordinate method (GCM) to generate a set of 
basis states with a suitable asymptotic form, has allowed NBC methods to be 
applied to the problem of composite particle scattering. This method has 
been applied to a - a and ^ 0  - "^O elastic scattering and compares well 
with both other calculations and experiment. This is an important step 
because in more realistic calculations of heavy-ion reactions, many channels 
will need to be taken into account explicitly, so that the number of basis 
states must be kept to a minimum. In the present work, only elastic and 
closed inelastic channels have been considered but earlier calculations 
using the NBC methods have demonstrated, for similar systems, that coupled 
open channel problems are readily solved.
Most of the problems associated with microscopic calculations arise 
from the effect of Pauli exchange interactions between the colliding nuclei. 
However, the use of the GCM kernels allows these terms to be calculated
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fairly easily. To try and understand how the antisymmetrisation may be 
approximated, the exchange contributions have been studied in detail.
Firstly, by ignoring nucleon exchange between the clusters altogether, 
it has been shown that a direct potential may be defined. This direct 
potential is closely related to the well-known folded potential, which is 
derived by making the approximation that the centres-of-mass of the clusters 
coincide with the centres of the single particle wells, i.e. the c.m. motion 
of the clusters is ignored. It was found that this approximation results 
in a small error for "^0 - "*"^0 scattering. In lighter systems (e.g. a - a) 
this error is expected to be larger but in these cases it is easier to 
evaluate the direct potentials and there is no need for the folding approx­
imation. The direct potentials arising from the two effective interactions 
considered in the thesis are very different, either supporting many bound 
states (Volkov force 2) or no bound states at all (B^  interaction).
However, on full antisymmetrisation, these effective interactions become 
nearly phase equivalent. This is because the Pauli principle largely 
determines the shape of the wave function in the innermost region, where 
the potentials differ by a large amount, so that the scattering is primarily 
determined by the potentials at the surface region where they are similar.
Secondly, analysis of the antisymmetrisation in terms of the number 
of nucleons exchanged between the clusters shows, contrary to earlier 
attempts which have been shown to be inconsistent, that the phase shifts 
change monotonically as more particles are exchanged. Furthermore, all 
exchange contributions are important because, with each extra exchanged 
particle, more of the indistinguishable elastic channels are opened. This 
somewhat paradoxical result is a feature of the microscopic model and arises 
from the arbitrariness of the definition of the relative separation. An 
analysis in terms of particle exchange also allows the importance of 
forbidden states to be estimated. It was found that if the states with 
forbidden quantum numbers are all bound then the orthogonality condition
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(OC) has only a small effect on the phase shifts. In the a - a example 
this was calculated explicitly while in the ^ 0  - "^0 case it was inferred 
from the behaviour of the bound states and phase shifts. On the other hand, 
if there are no bound states associated with the direct potential, the OC 
is important and has a large effect on the phase shifts.
Finally some approximate methods, for treating the contributions from 
nucleon exchange between the clusters, have been tested. The first method 
uses the fact that, if all inelastic channels are included, then the basis 
is complete and antisymmetrisation cannot affect the results after diagonal- 
isation. The phases calculated indicate that very many channels would have 
to be included and so this approach is not likely to be useful. The second 
method uses an effective Q-value, in the elastic channel, to approximate for 
the change in internal energy due to the Pauli principle. This method 
gives improved results but at present is entirely ad hoc.
The results and conclusions of this work are now summarised:
(i) NBC methods can be extended to treat composite particle scattering 
and yield accurate results;
(ii) the Pauli principle is important for microscopic calculations of 
cluster scattering;
(iii) the exchange terms may behave attractively or repulsively depending 
on the effective two-body interaction;
(iv) any approximations regarding particle exchange between the clusters 
must be included in both state vectors of the matrix elements in 
order to be consistent;
(v) all particle exchange contributions are important;
(vi) the OC is important only when the states with forbidden quantum 
numbers are unbound;
(vii) effective nucleon-nucleon interactions giving rise to totally 
different direct potentials can be phase equivalent under
antisymmetrisation.
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Certain problems arising from this work which warrant immediate 
attention are: (i) the calculation of ion-ion effective potentials from the
dynamical solution and the study of their energy dependence in terms of 
particle exchange; (ii) theoretical investigation of the effective Q approx­
imation; (iii) investigation of the use of a basis other than plane waves 
for the relative motion of the two clusters, so that convergence is 
improved; and (iv) further calculations using the BD energy correction 
method for the same reason.
It would be interesting to apply these methods to a study of the 
energy and parity dependence of the ion-ion interaction in a system with 
different nuclei, and to compare this dependence with that arising from the 
inclusion of inelastic channels (Mackintosh and Kobos 1979) . The expansion 
of the exchange terms in §7.4b suggests that the effects from each of these 
sources should be similar. It would also be interesting to investigate the 
use of more realistic forces, e.g. the Skyrme interaction, which has already 
been used with GCM wave functions (Brink and Stancu 1975). Some of these 
investigations are already in progress.
It is believed that the NBC methods developed in this thesis are a 
useful technique for composite particle scattering. Also a clearer under­
standing of the role of the Pauli principle in cluster scattering calcul­
ations has been reached, by a correct interpretation of the exchange terms. 
It is hoped that this understanding will lead to useful approximations for
these terms.
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A P P E N D I X  A
A S YMP T OT I C  FORM OF THE B A S I S  S T A T E S
The b a s i s  s t a t e s  a r e
y LM dR4. (R)jL ( k xR)YLM(fiR) . ( A l )
F o r  i d e n t i c a l  p a r t i c l e  s c a t t e r i n g  ( p ( R)  i s  t h e  (2n x  2n) S l a t e r
d e t e r m i n a n t
4»(R)
/ (2n) !
ip ( r  - R / 2 ) . .  . ip ( r  - R / 2 ) i p  ( r  + R / 2 ) . .  . ip ( r  + R / 2 )1 1  n l  1 1  n l
h ( r 2 n - R/2)  • • ^ n ( r 2 n - R / 2 ) h ( r 2n+R/2)  ‘ ‘ ^ n ( r 2n+R/2)
(A2)
w h e r e  t h e  ip^ a r e  h a r m o n i c  o s c i l l a t o r  ( h . o . )  o r b i t a l s  m u l t i p l i e d  by a s p i n -  
i s o s p i n  wave f u n c t i o n .  T h i s  may b e  e x p a n d e d  i n t o  a s e r i e s  o f  p r o d u c t s  o f
(n x n) d e t e r m i n a n t s  by t h e  L a p l a c e  m e thod  
1
4>(R)
/ ( 2n) !
ip1( r l - R / 2 ) . . . i p n ( r i - R / 2 )
i M r  - R / 2 ) . .  ( r  - R / 2 )I  n n n
L ( r n+l +R/2 ) - - ^ n ( r n+l +R/2)
. + ^ 1 ( r 1+R/ 2 )  • * •1lJn ( r 1+R/ 2 )
ip,  ( r  + R / 2 ) . .  . ip ( r  + R / 2 )I  n n n
h ( r 2n+R/2)--- 'l'n( r 2n+R/2)
h (rn+r R/2> - - ^ n (rn+r R/2)
^ ( r 2 n - R / 2 ) . . . ^ n ( r 2 n - R / 2 )
( A 3 )
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where only the "direct" and "total-exchange" terms have been written 
explicitly. All the other terms contain functions of both +R/2 and -R/2 
explicitly and are exchange terms. Inserting cluster coordinates, eq. 
(2.2.3), the h.o. orbitals all have arguments of the form
(R ±^±- +p.).v CM 2 2 i' (A4)
If r °° then only those determinants of eq. (A3) which have the same 
relative sign of r to R in each of their terms, i.e. all (r+R) or all (r-R),
can contribute to the integral in eq. (Al). This is due to the short ranged 
nature of the h.o. orbitals. The only two terms of cj)(R) which satisfy this
criterion are the direct and total exchange terms and the asymptotic form of 
(j)(R) is
(1+P ) r
$(R ) /-(y ny, exp( 4nVR CM)exp{ 2 (r-R) } W - •*n(pl> X
W - ■•*n(pn > 1'l(P2n,--'</n<p2n)
(A5)
where P is the parity operator acting on coordinate r. It should be 
remembered that the p_^  are dependent via eq. (2.2.4). This factorised form 
of $(R) arises only because h.o. states in their lowest configuration are
assumed.
Al m'
Substituting $(R) into eq. (Al) gives the required asymptotic form 
(1+P } 3/2 2----—  n! 2 7 exp(-4nVRCM)jL (k^r)YLM(ßr)$1$2, (A6)
/ (2n) !
where relations (5.2.6a), (5.2.6b)and (5.2.7) have been used and $ , $2 are
normalised wave functions depending only on internal coordinates.
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APPENDIX B
ANALYTIC FORM OF THE DIRECT AND FOLDED POTENTIALS 
AND THE EFFECTIVE INTERATION PARAMETERS
Assuming an effective interaction of the form
N . 0 2 v ,v.. = V exp(-ßr..)(w + mP >13 0 lj M (Bl)
the direct and folded potentials are: 
(i) a-a system
VD (r) = 16Vq (w - j) 0t3//2exp(-a3r2) ,
V (r) = 16V (w - 7-) a3//2exp (-aßr2) , r (J 4
(B2)
where cl 4V V, a = n- and V is the range parameter of the harmonic4V+3ß' V+ß
oscillator (h.o.) single particle states.
16 16(11) O- O system
^ 2 / 2 _ 2   _ 2 _ 2 ^
Vß (r) = 16Vq (w ~ - ) 0 i  / exp (-Otßr ) (Y + Y ^ r  + Y ^  r ) ,
m 3/ 2 2 2 2 4Vp (r) = 16Vq (w ~ ~ ) o l  / exp (-Otßr ) {y ^  + Y^Vr + y r );
16Vnow a 16V+15ß , a v+ß and
(B3)
Y, = CJ2 (256 + 288^ + 105 A 2) , Y, = ?-<256 + 320^ + 124 <A 2) , 1 V V 1 lb V V16
Y2 - |3(f)2 d6 + sf).
— —4 R 4
h  = a A  '
Y2 - I  (f)2(16 + ef)'
4 ßs 4
y3 = a V  '
CB4)
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The effective interactions used are in fact the sum of two terms of 
the form of eq. (Bl). In the a-a case a Volkov (Volkov 1965) force 1 was
used with a h.o. parameter V = .27033 fm 2. In the ^ 0 - ^ 0  example two
potentials were used: (i) the Volkov force 2 with h.o. parameter V = .20029
-2fm and (ii) the interaction of Brink and Boeker (1967) with h.o.
-2parameter V = .15432 fm . Table Bl lists the parameters of these effective 
interactions where w. = 1 - m. .l l
TABLE Bl
Interaction vi
(MeV) (fm 2)
V2
(MeV) -2(fm )
m2
Volkov 1 -83.34 . 3906 .56 144.86 1.487 .56
Volkov 2 -60.65 .30864 .65 61.14 .9803 .65
Bi -140.6 .5102 .4864 389.5 2.0408 -.529
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APPENDIX C
PARTICLE EXCHANGE OPERATORS FOR 160 - 150
The fully antisymmetric wave function may be expanded into a series 
of products of two Slater determinants with particles (1-16) in one deter­
minant and (17-32) in the other. If the columns of the first determinant 
are labelled 1-16 and those of the the second determinant 17-32, then all 
terms in the series may be obtained from the first (or direct) term using 
one or more permutation operators, P , which interchange the single 
particle states appearing in columns i and j, respectively. This is 
essentially the Laplace expansion of the original 32x32 determinant into 
products of two 16x16 determinants with 1 <_ i 16, 17 _< j <_ 32.
The n-particle exchange operator, A , is the sum of all the terms in 
the series which involve a product of n of the permutations P .. acting on
n different columns in each determinant:
16I I
Ao = 11
16 32
l l l
32
l P . . P . . P .
i <i . . <i =1 j <j • -<j =17 11^1 12^2 ' * 1n"^ n1 2  n 1 2 n
(Cl)
Using the method outlined in §4.5 all products A A = A An may be1 n n 1
calculated:
V o = V
n+1
A A = y a.A.,I n  . . ni li=n-l
(C2)
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where the a . are integers given below in table Cl. ni
TABLE Cl
Coefficients n=l 2 3 4 5 6 7 8
a  Tnn-1 256 225 196 169 144 121 100 81
ann 30 56 78 96 110 120 126 128
ann+1 4 9 16 25 36 49 128
Terms with n > 8 are included via the symmetry operator (1 + P^)
for which (1 + Pn)A E (1 + pn)A,^K n K 16-n
Using the expansions (C2) and the procedure outlined in chapter 4 
the n-particle exchange approximations to the GCM kernels may be calculated 
in terms of the exchange operators A^,viz
2 8(A + A + . . + A ) = I b .A.,0 1 n . _ ni li=0
where the b are integers, given in table C2.
(C3)
TA
BL
E 
C2
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APPENDIX D
a-a HAMILTONIAN MATRIX ELEMENTS
The Hamiltonian matrix elements may be expressed analogously to 
eq. (5.2. ) for the overlap matrix:
H.. - far2dri-1+(:1)L) 
13 'o 2 V kir){(tr^ +
2 2-32/2 -k-;-6vr .37r^ xP(Y “T')5
r- 2 2 2 2 2 2,81ft V 37ft kt 12ft V r , . .4k^r. 
10m 100m 25m 5
-12ft V. . . 4k_:r.------ k ri ' (— 1— )25m j JL 5
+3/2exp(-^3 - 2Vr2) (— ■—  + — —  3) j (k.r)64 m 2m 0 j L0
+V.a3//2 y a exp (-b k2)exp(-c r2)j (d k.r) }, (Dl)0 _-im m j m L m 3 J
where the first terms correspond to the kinetic energy operator and the sum
is the contribution from the effective interation given by eq. (5.2.9). The
real coefficients a ,b , c ,d and a depend on the parameters of the forcem m m m
and are listed in table Dl with
4V
4V + 3ß * (D2)
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T A B L E  D l
2 (4 w + 2 b -2 h -m )
J L _
8V a3
2V
3 / 2
a (v+3)
a  (5V+43)
a  (5V+63)
a  ( 5V+43)
(6 w + 6 b -6 h -9 m )
3 / 2
( -9 w -6 b + 6 h + 6 m )
3 / 2
(-w -2 b + 2 h + 4 m )
3 / 2
(-6w -6m )
5 / 2
2 (6w+6m )6
!tS} <3w+3m>
/ 4 V + 3 ß \3 / 2
11
( " 6 W " 6 m )
2{ r ^ }  (3w+3n,)'5]
2{257v'Trr} (' 6w' 6m)
2{ 2 ‘C s T } (6w+6n,) 6i
4a(v+3)
a (5 v + 4 3 )
a  (5V+63)
a(5V +43) 
1
4V
J _
8V
v + 3
V(5V+63)
J _
4V
J _
5V
v + 3
(4V+53)
2 v + a3 -
2 v + a3 -
2 v + a3 -
__a 3 _ _
4 (v+3)
a  (2v+3) 
5 V + 4 3
a  (2V+33) 
5V+63
2V+a3- 4a(v+3)
5V+43
3
2 (v+3)
2 (2V+3) 
5V+43
2 (2V+33) 
5V+63
4 (V+3) 
5V+4 3
2v + a3
2V-
4V (v+3) 
5V+63
4 (v+3)
5V+63
2V
2V-
4V
2V
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APPENDIX E 
a-a GCM KERNELS
(i) Overlap kernel
0 (R,R") = exp{-V(R2+R^2)}x2 (Cosh(2vR.R^)-4Cosh(vR.R^)+3). (El)
(ii) Kinetic energy kernel
2> ■» i g g O O
T(R,R") = -— exp{-V(R +R )}x4{(12-VR -VR" )(Cosh(2vR.R')-4Cosh(vR.R")+3)2m
+2v R.R"(Sinh(2v R.R^)-2Sinh(vR.R^))}
- 0 ( R , R ' )  . (E2)2m
(iii) Potential energy kernel
V(R,R") = V a3/2exp{-v(R2+R"2) }< (X +X )4{cosh{(l- ^)vR.R"}0  ^ a e 2v
^2
+Cosh{ (1+ ^-) vR. R^}-2Cosh (~^R• R^) }+ (X^+X^) {exp (- )
, a$R2 +exp(- — — ) >
x{-8{Cosh (vR. R'*)-l]}+X exp{- ^t-(R2+R^2) }4{cosh{ (2- ^-)vR.R^}a 4 2V
-2Cosh{(l- ^-)vR.R'}+Cosh(^vR.R')} +Xeexp{- ^-(r 2+r '2)}
x4{cosh{ (1- ^-)vR.R'}+Cosh{(l+ ^)vR.R'}-2Cosh(^-vR.R')| ,
Vwhere X n = 8w + 4b -4h - 2m, X = 8m + 4h - 4b - 2m and a = ---- 5- .d e V + p
(E3)
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APPENDIX F
MATRICES B , B _1 AND VARIOUS MATRIX ELEMENTS FOR 16O - 150
V 2 >• 2B = exp{- — (R +R^ )}x 8 X f a x  y F^YX
-F X K (6k A - f k f a ) x  - V (5 k A - F k F A )Y
Y X>HPm1 - f a x
f "yK <5k A -F^ f C)Y f  XK X K (6k A - F k F A ) X
w h e r e : - 1X = Y = e x p ( ^ R . R " ) ,
•n II (r a r a >-
>
*
II (r a + « I 1 '
the X, K subscripts denote x, y, z and B is an 8x8 matrix.
The inverse of B is fairly tedious to find but straightforward in 
principle. Writing
(F2)
where the A . . are 4x4 matrices, it is seen by inspection that 11
1^2 V \ l  ' A21 V l l  ' A22 PrV A11 (F3)
where P and P are parity operators acting on coordinates R and R , 
respectively. Writing
(F4)
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it is easy to show that
A12 PRA11 ' A21 PFTA11 f A22 PRPR"A11 (F5)
and only A need be calculated, Using the simple rules for block matrices
(Ayres 1974)
A11 (A11 A12 A22 A21} (F6)
exp V , 2 ^2“ (R +R )
1-F X {1}Y a----l—  + ----
A A C
F,X /VR Y— ---^-(vr.rVvr:fx +/vr:f a^)
F X /VR Y
K (-vR.RVvR.Fx V vR .F 'a )A C
6 -x / vrV vr.
— ------------ £---- i - ( A - VR.R'x2)A A C
2 2 2 2 where A = X  - Y  ; C = A -(vR .R") and
{1} = -/vR.F/vR7FvR.R"x2+(/vRTF/vR.F-/vR.F"vR.R")A+(vR.R")2y2+vR.R"a
-1hence B using relations (F5).
The calculation of the Hamiltonian kernel requires the following matrix 
elements
T(i'j) = {h l  -
V(i,j,k,L) = {(f)i(J)j lu (skL) I ^ l ) '
(F7)
for all i,j,k,L in the range 1-8.
The kinetic energy terms T(i,j) need only be calculated for i,j in the 
range 1-4 as the matrix elements for all other values of i,j may be deter­
mined using the operators and . Regarding T(i,j) as a 4x4 matrix
it is easy to show that
123
T = exp{- ^-(R-R")2}2m 8 3-F FX (5-F )
-f k (5-F2) «k A (5-F2) - FKFX (7-F2)
(F8)
The potential term is more complicated but all matrix elements may be 
found from three cases (i) i,j,k,L <_ 4, (ii) i,j,k <_ 4 L > 4, (iii) i,k <_ 4 
j,L > 4. Then
V (i, j ,k,L) = I0{ ^ k? . + + A26jL(1-'5jl>)
+a (6 (1 -6 )C.C>6. . (1-6 )z z"+5 (1-6 )c.z"+6 (1-6 )cTz )1 v kL Ll l j lj ll k L kj jl l L lL ll j k'
+A^ 6kL(1-fikl>äij,1-6il) + V W 1'6!!1)} ' (F9)
where indices of the Kronecker deltas are to be interpreted as modulo 4 
1+a 1-otintegers . A
(i) b  = a
1
3/2
, and for the three cases:
exp{- ^-(R-R^) 2 } ,
(ii) I
1, F ,
1, -F ,
1, F
l, -F
3/2 r V 2 ^2 a3 _^2,a exp{- — (R +R ) - —  R } ,
l, F+ax(F-F") , z'= l, F"-ax(F-F")
1,-F+a (F-F') , 1,-F'-a (F-F")
(F10)
(iii) iQ = a3/2exp{- j(R-R')2 - ^(R+R')2} ,
Z = 1, F-2A F^  , z'= 1, -F +2A^ V' ,
c = 1, -F-2A F" , l, F +2axF" .
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