An expression of unexpected simplicity is derived for the shift in optical transition energies of solute molecules in nonpolar solvents. The expression reveals a new spectroscopic rule that says: The higher the excited state of the solute, the larger the solvatochromic red shift. A puzzle formulated >50 years ago by Bayliss is solved. Bayliss, based on arguments from classical physics, assumed that the shift scales with the oscillator strength of the solute transition, but noted strong quantitative deviations from this rule in experiments. As the present expression shows, the shift does not depend on the oscillator strength of the transition, but reflects the change in dispersive solute-solvent interactions between the ground and excited states of the solute, that are determined by the anisotropy of intramolecular electron correlation. The theory is applied to explain the solvatochromic shifts of the two lowest electronic excitations of bacteriochlorophyll a and bacteriopheophytin a.
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dispersive interactions ͉ extended dipole ͉ oscillator strength sum rule ͉ solvation energy ͉ transition density W hen a dye molecule is moved from the gas phase into a solvent, a solvent-specific alteration of its optical properties results. The change of optical transition energies of the solute is termed solvatochromic shift. The latter results from the difference in solute-solvent interactions of the solute's ground and excited state. In a polar solvent, the major part of the shift is caused by the change of the charge density of the solute that occurs on optical excitation. This effect can be understood in terms of classical physics. The charge density of the solute polarizes the solvent and this polarization acts back on the solute. The interaction energy between this so-called reaction field of the polarization and the charge density is termed solvation energy. It is the difference in solvation energies between the solute's ground and excited states that gives rise to the solvatochromic shift. The solvation energy of the excited state is a nonequilibrium quantity (1) , because the slow nuclear part of the solvent polarization cannot follow the optical excitation and therefore initially stays relaxed with respect to the ground-state charge density of the solute (Franck-Condon principle).
In a nonpolar solvent, the solvent molecules do not have a permanent dipole moment and mainly their electron clouds are polarized by the charge density of the solute molecule. Besides this so-called inductive interaction, the dispersive solute-solvent interaction becomes important in nonpolar solvents. As recognized by London (2) , even a molecule with no permanent dipole moment, because of the quantum mechanical uncertainty principle, will have a fluctuating dipole moment that can polarize its neighbor, giving rise to the van der Waals interaction between two nonpolar molecules in their electronic ground states. The idea of London can be generalized to describe the coupling between an excited solute molecule and the solvent. Before a detailed treatment of this problem is presented, we comment on earlier theories of solvatochromic shifts in nonpolar solvents.
Bayliss (3) and Bakshiev (4) used a classical description that is in the spirit of the oscillating-electron model of Lorentz (5), which had been successfully applied to a large number of light-matter interaction phenomena (6, 7) . The light excitation of the solute is understood as the induction of an oscillating electron density that leads to a dynamical polarization of the solvent. In this model, the solvatochromic shift of a particular optical transition is given as the solvation energy of its transition dipole moment (3, 4) . By approximating the solute as a point transition dipole in a sphere with radius R, the solvatochromic shift was obtained as Ϫd n0 2 /R 3 ϫ (n r 2 Ϫ 1)/ (2n r 2 ϩ 1), where d n0 2 is the square of the transition dipole moment for the transition between the ground state and the nth excited state, and n r 2 is the square of the refractive index of the solvent, that is, the optical dielectric constant. Comparison with experimental data showed a good quantitative correlation with the second factor containing n r 2 , but a very poor, if any, correlation with the square of the transition dipole moment (8) . It was found that, to describe the experimental data of different electronic transitions of the same solute, the cavity radius R had to be varied. For weak transitions it had to be chosen smaller than for strong transitions. In any case, the cavity radius inferred from the experimental data appeared to be smaller than the actual size of the solute molecule. This finding led Bayliss and Hulme to formulate the puzzle (8): ''If the transition dipole is small and is located well inside the solute molecule, the outer part of the molecule might be legitimately regarded as forming part of the solvent, . . . unfortunately the complete discussion of this question seems to be beyond the resources of current theory.'' For example, Seely and Jensen (9) applied the Bayliss/Bakshiev theory to the Q y transition of chlorophyll a and inferred a cavity radius of 2.7 Å, which is only about half of the radius of the conjugated macrocycle.
A quantum mechanical treatment with second-order perturbation theory in the solute-solvent interaction was provided as an alternative (10) (11) (12) (13) (14) (15) to the classical description. The expressions obtained differ in the way the dispersive (van der Waals type) interaction is treated and how the oscillator strength of the observed solute transition enters. In the case of Ooshika (10) and McRae (11) , the solvatochromic shift is related to the change in dispersive interaction and the two results differ in the way the solvent energies enter. Longuet-Higgins and Pople (13) and Basu (14) obtained a sum of two terms, one containing the change in dispersive interaction and the other the oscillator strength of the relevant transition. Liptay (12) provided a proof of the general red shift and afterward simplified his expressions to obtain a shift that is proportional to the transition dipole moment square and an energy term. A continuum approach that goes beyond a point-dipole-in-a-sphere model was reported by Nagae (15) , using a multipole expansion for rod-like and disklike molecules. In this theory the solvatochromic shift was related to the quantum mechanical fluctuation of the multipole moments.
Recently, an empirical computational method was suggested that considers the change in dispersive interactions by explicitly including the solvent molecules and assuming an R Ϫ4 distance dependence of the dispersion energy (16 Corni et al. (18) , the LR models predict solvatochromic shifts that scale with the transition dipole moment square of the excited optical transition (as in the Bayliss model) and miss, besides the change in dispersive interaction, the contribution from the solvation of the charge densities of the ground and excited states by the induced polarization. The SS treatments only contain the latter, but allow the systematic extension of the theory (18, 21) .
As recognized by Luzhkov and Warshel (21), a conceptual difficulty of an SS approach, including electronic polarization of the solvent, is that the latter is not fixed at its ground-state value but immediately responds to an optical excitation. This aspect prevents a fully self-consistent inclusion of the induced solvent dipoles into the self-consistent field (SCF) equations for the Fock matrix. Luzhkov and Warshel (21) provided a solution to this problem by using a perturbation theory for the coupling between the solute and the induced polarization of the solvent. The perturbation theory reveals two types of contributions, one arising from the solvation energies of the solute's ground-and excited-state charge densities and another describing a mixing of different electronic states of the solute by the induced dipoles of the solvent. So far, to the best of our knowledge, only the first type has been implemented into a QM/MM computation (21); however, including the second type seems possible.
The existing microscopic quantum chemical methods work well in polar solvents and in proteins (20) , because in these cases the interaction of the solute with the permanent charge density of the environment is dominating (22) . Here, we focus on a situation where the solvent-induced mixing between different electronic transitions of the solute becomes dominant, that is, on the solvatochromic shift of nonpolar solutes in nonpolar solvents. Our continuum approach, which allows us to find some general rules, was stimulated by experiments on the solvatochromic shift of the two lowest excitations, termed Q y and Q x , of bacteriochlorophyll a (BChla) and bacteriopheophytin a (BPheoa) (23) . Interestingly, a larger shift was measured for Q x , although it has a much smaller oscillator strength than Q y .
Results and Discussion
The main result of the present article, which will be derived below, is that the solvatochromic shift ⌬E n0 of the optical transition between the ground state and the nth excited state of a nonpolar solute in a nonpolar solvent is given as
where
The factor n0 contains the square of transition dipole moments of all transitions that start from the ground state 0 and the excited state n. As seen in Eq. 2, the only transition dipole moment that does not contribute to the dispersive shift is the one of the relevant transition, that is, d n0 . There is also no dependence of ⌬E n0 on the energies of the solvent molecules, a consequence of the oscillator strength sum rule, as will be shown below.
The term W u in Eq. 1 describes the solvation energy of an extended unit dipole (d u ϭ 1 D) in the molecule-shaped vacuum cavity in a dielectric continuum with the solvent optical dielectric constant n r 2 . If a spherical cavity and a point dipole are assumed, this factor equals Ϫ1/R 3 ϫ (n r 2 Ϫ 1)/(2n r 2 ϩ 1). Hence, the second factor in the Bayliss expression is recovered, but the first factor d n0 2 has to be replaced by the n0 in Eq. 2. Eqs. 1 and 2 have important consequences. First, by using the Thomas-Reiche-Kuhn oscillator strength sum rule (24-26)
where the same constant is obtained for all states n, we prove in the supporting information (SI) Appendix that
Because W u , as a solvation energy, is negative, Eqs. 1 and 4 imply that there is always a red shift of the transition energy. We further prove (SI Appendix) the following new spectroscopic rule:
that is, the larger the energy E n of the excited state, the larger the solvatochromic red shift. A second consequence of Eq. 2 is that the solvatochromic shift is determined by the change in London dispersive solute-solvent interactions between the ground and the excited state of the solute. This result is seen by using the completeness relation ⌺ k ͉k͘ ͗k͉ ϭ 1 to rewrite Eq. 2 as
is the quantum mechanical variance of the dipole moment of state l. A third consequence of Eq. 2 is that a dispersive line shift is due to the anisotropy of intramolecular electron correlation. All information about the latter is contained in the exchangecorrelation hole function h xc (r 1 , r 2 ) (27-29). It can be thought of as a hole surrounding each electron and diminishing the probability to find another electron in the close neighborhood. It fulfills ͐ dr 2 h xc (r 1 , r 2 ) ϭ Ϫ1. The present n0 is related to the exchange correlation hole functions h xc (l) (r 1 , r 2 ) and the charge densities l (r 1 ) of the two states l ϭ 0, n by
where the center of charge R xc (l) (r 1 ) of h xc (l) (r 1 , r 1 ϩ s) with respect to the position r 1 of the electron was introduced as R xc ͑l͒ ͑r 1 ͒ ϭ ͵ ds h xc ͑l͒ ͑r 1 , r 1 ϩ s͒s.
[9]
For a spherically symmetric h xc , R xc (n) (r 1 ) would vanish. From this result, it is seen that the anisotropy of h xc is the origin of dispersive line shifts. A detailed derivation of Eqs. 8 and 9 is given in the SI Appendix.
In the following, Eqs. 
where V AB () is the Coulomb coupling between the solute and the th solvent molecule and V BB (,Ј) that between solvent molecules and Ј. The intermolecular distances are assumed to be large enough so that any exchange contributions to the couplings caused by wavefunction overlap can be neglected.
the Hamiltonian of isolated molecules with (H
() , are used in the following to derive an expression of the solvatochromic shift
of the solute's optical transition energy E n Ϫ E 0 . The multiindex m ϭ {m 1 , ⅐ ⅐ ⅐, m , ⅐ ⅐ ⅐} is used to abbreviate the electronic state of the solvent. A perturbation theory in the intermolecular
is used to obtain the shifts ⌬E l of the ground (l ϭ 0) and excited state (l ϭ n) energies that occur when the solute and solvent molecules are brought together. The shift ⌬E l is evaluated up to second order in V
where the index 0 ϭ {0, ⅐ ⅐ ⅐ , 0, ⅐ ⅐ ⅐ , 0} denotes the state for which all solvent molecules are in their electronic ground state. The prime at the sum indicates that only off-diagonal matrix elements are included, that is, k and m should not simultaneously be l and 0, respectively. In the evaluation of the Coulomb coupling matrix elements, it is assumed that the extension of the solvent molecules is smaller than that of the solute and that a point dipole approximation can be applied for the field of the charge and transition densities of the former. The present nonpolar solvent molecules do not have a permanent dipole moment and, therefore, the first-order contribution to the solvatochromic shift in Eq. 11 vanishes. The second-order contribution is obtained as
. By using the fact that the excited state energies of the solvent molecules are large compared with those of the solute, the F m () in the above sum are approximated by an average value F and taken out of the sum,
where the function W lk was introduced as
Starting from a many electron wavefunction for the solute and the solvent molecule, the above matrix elements are described by the Coulomb coupling between atomic partial charges (30)
where R I (A) and R J (B) are the position vectors of the Ith atom of molecule A and the Jth atom of molecule B . The atomic partial charges q I (A) (l, k) and q J (B) (0, m ) are determined from a fit of the ab initio electrostatic potentials of the transition densities of the solute and solvent molecules, respectively. For l ϭ k, the q I (A) (l, l) represent the charge density rather than the transition density (30) .
If a dipole approximation for molecule B is used, Eq. 14 becomes, using ⌺ J q J (B) (0, m ) ϭ 0,
The R points to the center of the th solvent molecule with transition dipole moment d 0m 
Here the polarizability tensor ␣ of the th solvent molecule was introduced. Its elements (␣ ) ij with i, j ϭ {x, y, z} are given as (31) 
) where
is the electrostatic potential of the different p , induced by the partial charges q IЈ (A) (l, k), at the Ith partial charge of the solute. Hence, the above W lk is simply the solvation energy of the set of partial charges q I (A) (l, k) that describe a transition between two different electronic states for l k and the charge density of an electronic state for l ϭ k.
The above derivation of W lk suggests the following calculation by using a continuum approximation for the solvent molecules: The potential (R I (A) ) ϭ ⌺ (R I (A) ) is obtained from the solution of a Poisson equation
where the atomic partial charges q I (A) (l, k) are determined from the fit of the ab initio electrostatic potential of the transition (l k) or the charge density (l ϭ k) of the solute molecule in vacuum. The (r) equals n r 2 , if r points to the solvent region, and one inside the molecule-shaped cavity. The solvation energy in Eq. 16 is then obtained as
We continue the derivation of Eqs. 1 and 2 by using Eqs. 10 and 12 to obtain
[
19]
If all of the solute transition densities, represented by the transition charges q I (A) (l, k), can be approximated by an extended dipole of equal extent, the solvation energy W lk can be approximated by the solvation energy W u of a unit dipole d u and the respective ratio of transition to unite dipole moment squares,
[20]
Inserting Eq. 20 into Eq. 19 yields
where n0 of the dispersive coupling is given as
For large solutes like BChla and BPheoa, it is reasonable to assume that the excited state energies are much smaller than those of the solvent molecules, that is, we have
for any k that has a large contribution to the sum in Eq. 22. In this limit, the expression for n0 becomes independent of the excitation energy F of the solvent: By applying a Taylor expansion to the expressions containing F in Eq. 22 and using the inequality of Eq. 23, n0 becomes
[24]
The n0 in Eq. 2 finally is obtained from Eq. 24 by applying the oscillator strength sum rule in Eq. 3, noting that E 0 ϭ 0, that is, it holds that
We note that the solvation energies of the charge densities of the ground and excited states W 00 and W nn , respectively, in Eq. 21 do not appear in Eq. 1, because for nonpolar solutes they are negligible compared with the solvation energies of the transition densities (a consequence of the zero permanent dipole moments). Eq. 21 describes the more general case of solvatochromic shifts of polar solutes in nonpolar solvents. If the solvation energies W nn and W 00 can be approximated by using the same extended unit dipole as used for the W lk in Eq. 20, the new spectroscopic rule in Eq. 5 holds also for polar solutes in nonpolar solvents (SI Appendix).
In the following, the present theory is applied to explain the solvatochromic shift of the two lowest electronic excitations of BChla and BPheoa. We first verify the assumed dependence of W lk in Eq. Table S2 and Fig. S4 ). The W 0k values were obtained from Eq. 18 by using atomic transition (TrEsp) charges (see Computational Procedure). Although W l0 depends somewhat on details of the transition density (SI Appendix, Fig. S5 ), it is well approximated by the solvation energy of a unit dipole with a spatial extent r ϭ 8.7 Å. The latter value is obtained from the average of the crossing points between W u /d u 2 and the different horizontal lines representing W 0k /d 0k 2 in Fig. 1 . This spatial extent is practically identical with the r ϭ 8.8 Å estimated earlier for the extent of the Q y transition dipole moment from calculations of excitonic couplings (30) . We note that the drop of the solvation energy curve W u in Fig. 1 for dipole extents r Ͼ 13 Å is artificial and due to the fact that the partial charges of the extended dipole start to lie outside the cavity (shown in Fig. 2 ). The result that an extended unit dipole in the N B -N D direction also describes the solvation energies of transitions that are polarized in different directions (SI Appendix, Fig. S5 ) ref lects the approximate symmetry of the disk-like cavity (Fig. 2) . In the following, we assume that the transition densities of the excited state transitions n 3 k have the same extended dipole character (with r ϭ 8.7 Å) as determined above for the ground state transitions 0 3 k, and hence that Eq. 20 also holds for l 0. Eq. 1 is applied next to correlate the solvatochromic shift of the excitation energy of the Q y and Q x transitions of BChla and BPheoa measured in different nonpolar solvents (23) with the solvation energy of the above-determined d u in a moleculeshaped vacuum cavity surrounded by a continuum with the dielectric constant n r 2 of the respective solvent. As seen in Fig. 3 , there is a linear dependence of the measured absorbance maxima on W u /d u 2 , as predicted by Eq. 1. From the intercept of the linear regression curves, the vacuum transition energies of the Q y and Q x transition of BChla and BPheoa are obtained, whereas the slopes give the n0 values ( Table 1) . As predicted by the present theory, 20 Ͼ 10 for both chromophores. Interestingly, the values for 20 are practically identical for BChla and BPheoa, whereas those for 10 are different. This result indicates that the central Mg atom, which is the only structural difference between the two molecules, has a larger influence on the variance of the dipole moment of the first than on that of the second excited state, as Eq. 6 suggests. A similar conclusion was drawn by Limantara et al. (23) .
In the case of approximating the solutes by a point dipole in a sphere, the factor W u /d u 2 in Eq. 2 is given as R Ϫ3 (n r 2 Ϫ 1)/ (2n r 2 ϩ 1). A linear correlation between (n r 2 Ϫ 1)/(2n r 2 ϩ 1) and the experimental transition energy (SI Appendix, Fig. S6 ) yields Ϫ n0 /R 3 as slope. If the values for n0 from the fit to Eq. 1 are used, sphere radii R ϭ 5.8 Å for BChla and R ϭ 5.5 Å for BPheoa are obtained (SI Appendix, Table S6 ) for both optical transitions. We note that R does not depend on n and has a size that seems reasonable, because it resembles that of the -system (SI Appendix, Fig. S7 ). However, there is little, if any, use of the point dipole-in-a-sphere model, because the value for n0 needs to be obtained first by taking into account a realistic cavity for the solute. In addition, as seen in Fig. 1 , a point dipole (r 3 0) largely overestimates the magnitude of the solvation energy. Interestingly, this error is compensated for by assuming a spherical rather than a disk-like cavity for the solute. Concerning the definition of the solute cavity in continuum electrostatics calculations, problems were indicated arising from changes in the charge density of the solute (32) and the discreteness of the solvent molecules (33) . Luzhkov and Warshel (34) found that the effective cavity radius of an ion pair does not depend on the system size in a simple way. In the present case of a nonpolar solute in a nonpolar solvent, the charge density does not change significantly on optical excitation and the solvation energies of the transition densities can be described at least qualitatively by the solvation energy of an extended dipole. The extended dipole approximation allows us, on one hand, to find a simple expression for the solvatochromic shift. On the other hand, it makes the result less sensitive to the details of the quantum chemical calculations. The latter are only used to determine the extent of the transition dipoles. For example, the value of the transition dipole strength calculated for the Q y transition of BChla (71 D 2 ; SI Appendix, Table S2 ) is larger by almost a factor of two than the vacuum dipole strength (37 D 2 ) determined by Knox and Spring (35) from an empty cavity analysis of the oscillator strength of this transition in different solvents. However, this discrepancy does not influence the present result, because the n0 values are determined from the regression in Fig. 3 . These n0 and also the vacuum transition energies E n0 may be useful for the development of more accurate quantum chemical methods that will allow the calculation of n0 directly from Eq. 2 or Eq. 6.
One might ask why the present simple expression in Eqs. 1 and 2 for the solvatochromic shift was not found earlier. When going through the different derivations that yielded different results, it appears that all of them, except the one of Liptay (12) , did not make use of the oscillator strength sum rule. Therefore, the resulting expressions were relatively complicated and were simplified by introducing, besides an average of the transition energies of the solvent, also an average for the transition energies of the solute (13, 14) . This additional approximation gave rise to a Bayliss-type term in the final expression.
Liptay took into account the sum rule, but executed the theory with Slater determinants, which did not allow a simple solution without applying additional approximations, leading again to a term proportional to the dipole strength of the relevant optical transition. It is likely that some of the approximations were driven by the Bayliss idea and one expected that the classical oscillating-electron model of Lorentz (5) would at least partly describe the solvatochromic shift. However, the present result shows that the oscillator strength of the excited optical transition of the solute does not contribute. If at all, a valid classical picture is to assume that the electrons of a molecule in a certain electronic state fluctuate with all possible transition frequencies. These fluctuations give rise to a van der Waals-type interaction with the solvent molecules. An optical excitation then just changes the initial state of these fluctuations and the dispersive red shift of the transition energy results from a change in solvation energies of these fluctuations. The underlying mechanism is a coupling between the transition densities of the solute and the induced polarization of the solvent.
Ooshika (10) (Tables S4 and S5 ). The upper parts contain results for the Q y transition (n ϭ 1) and the lower parts those of the Q x transition (n ϭ 2). The straight lines were obtained from a linear regression, assuming E n0 ϭ E n0 (vac) ϩ ⌬En0 with the ⌬En0 in Eq. 1. The vacuum transition energies E n0 (vac) and the n0 obtained from this regression are given in Table 1 . removed the dependence of the solvatochromic shift on the energies of the solvent molecules from his expression. In addition, he used a point-dipole-in-a-sphere model that relies on the above-described error compensation. Limantara et al. (23) , using the multipole theory of Nagae (15) , assumed that the multipole f luctuations are stronger in the excited state to explain their experimental results. The present theory provides a proof for the dipole f luctuations, which is again based on the oscillator strength sum rule. In the present work the use of an extended dipole instead of a point dipole allowed us to neglect any higher multipole transition moments for which no sum rules are known. In this way, it was possible to use the oscillator strength sum rule and at the same time provide at least a qualitatively correct description of the various transition densities (SI Appendix, Fig. S5 ). In summary, we have obtained and successfully tested a simple expression for solvatochromic shifts of nonpolar solutes in nonpolar solvents that provides insight into the nature of dispersive interactions.
Computational Procedure
The BChla and BPheoa cavities were defined by overlapping atomic spheres with van der Waals radii taken from the CHARMM22 force field (36) , where the phytyl chains of BChla and BPheoa were replaced by methyl groups. A solvent probe radius of 1.4 Å was used to determine the contact surface taken as the boundary between the solute cavity (with dielectric constant one) and the solvent with dielectric constant n r 2 . The atomic partial charges of the different electronic transitions from the ground state were obtained by a fit of the ab initio electrostatic potential of the transition density, calculated with time-dependent density functional theory, a B3LYP exchange correlation functional and a 6-31G* basis set. The quantum chemical calculations were performed with Jaguar (37) and QChem (38) and the fit of the electrostatic potential of the transition densities [TrEsp method (30) ] with CHELP-BOW (39) . The Poisson equation (Eq. 17) was solved with a finite-difference method by using MEAD (40) .
