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Abstract
The CGM is studied for nonsymmetric elliptic problems with both Dirichlet and mixed boundary conditions. The mesh
independence of the convergence is an important property when symmetric part preconditioning is applied to the FEM
discretizations of the boundary value problem. Computations in two dimensions are presented to illustrate the mesh independent
superlinear convergence for convection-diffusion equations with both types of boundary conditions. Preconditioning by the leading
term plus a zeroth-order term is also investigated in the aspect of superlinear convergence through numerical computations.
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1. Introduction
The conjugate gradient method is a widespread way of solving large nonsymmetric linear algebraic systems arising
from discretized elliptic problems, see the book [1] where a comprehensive summary is given on the convergence of
the CGM. For elliptic problems when the discretization parameter h → 0, the required number of iterations for
prescribed accuracy tends to ∞. The solution is suitable preconditioning which sometimes relies on Hilbert space
theory. An important property of the CGM is superlinear convergence, if the operator L is the sum of the identity
and a compact normal linear operator in the Hilbert space H . In [2] conditions have been given when the full and
truncated versions of the CGM coincide. For instance, when symmetric part preconditioning is used for the studied
operator equations, the coincidence is ensured, therefore the corresponding mesh independent convergence properties
of the full CGM can be achieved by using the more simpler truncated version.
In this paper convection-diffusion equations are considered with the aim of illustrating the relation between
the theoretical convergence estimates (cf. [2,3]) and the numerical results. The main goal is to confirm the mesh
independent superlinear convergence property of the CGM when symmetric part preconditioning is applied to the
FEM discretization of the boundary value problem (7) discussed later. We have also analysed cases not covered by
theory through experiments, i.e. when another symmetric operator is used as a preconditioner, not only the symmetric
part of the operator.
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For a given densely defined operator L the standard way of constructing its symmetric part is
S = L + L
∗
2
.
This is feasible for Dirichlet problems, but for mixed problems it is generally impossible, because the domain of L
may differ from the domain of its adjoint, i.e. D(L) 6= D(L∗). Hence the definition of S requires a more general
approach, it can be defined only in the weak sense, see [4].
The paper is organized as follows. In Section 2 the required facts are summarized on the construction and
superlinear convergence of the conjugate gradient method in a general Hilbert space. Convection-diffusion equations
are discussed in Section 3 relying on [4] and in Section 4 numerical results are presented to illustrate the convergence
theorems.
2. The generalized conjugate gradient method
Let H be a complex, separable, infinite-dimensional Hilbert space, suppose that the (nonsymmetric) linear operator
A has a bounded inverse. For an equation
Au = f (1)
with some given f ∈ H the generalized conjugate gradient, least square (GCG-LS) method is constructed as follows,
see [2,5].
There are two types of GCG-LS algorithms: the full and the so-called truncated version. The latter uses only s + 1
previous search directions, where s is a nonnegative integer (GCG-LS(s)). The full version constructs a sequence of
search directions dk and a sequence of approximate solutions uk . Not all the previous search directions are used to
construct dk+1, but every previous dk is used for the construction of the new approximative solution uk+1, whereas the
truncated algorithm uses only the above-mentioned s + 1 directions. In particular, if s = 0 (GCG-LS(0)) then uk+1 is
the linear combination of the previous approximate solution uk and the previous search direction dk . This algorithm
is as follows:
(1) Let u0 ∈ H be arbitrary and let r0 = Au0 − f, d0 = −r0;
For any k ∈ N: when uk, dk, rk are obtained, let
(2a) γk = ‖Adk‖2 , αk = − 1
γk
〈Adk, rk〉 ;
(2b) uk+1 = uk + αkdk;
(2c) rk+1 = rk + αk Adk;
(2d) βk = 1
γk
〈Ark+1, Adk〉 ;
(2e) dk+1 = −rk+1 + βkdk .
(2)
The following result states the coincidence of the two algorithms (cf. [5]):
Theorem 2.1. Let the bounded linear operator A satisfy A + A∗ > 0. Assume that there exists a real polynomial p1
of degree 1 such that A∗ = p1(A). Then GCG-LS(0) for Eq. (1) coincides with the full version.
Denoting by u∗ the unique solution of (1), we study the error vector ek = uk − u∗ and its norm. Suppose that the
equation has the form
Au ≡ (I + C)u = f (3)
with a compact normal linear operator C . Then C has countably many eigenvalues, clustering only at zero and the
eigenvectors form a complete orthonormal system in H . The following result can be found in [3].
Theorem 2.2. Let H be a separable Hilbert space, C be a compact normal linear operator on H with the eigenvalues
λi ∈ C, |λi | ≥ |λi+1|. Let A = I + C be the compact perturbation of the identity and assume that A has a bounded
inverse. Suppose that the assumptions in Theorem 2.1 are fulfilled. Then the conjugate gradient method (2) yields for
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all k ∈ N(‖ek‖A
‖e0‖A
)1/k
≤ 2
∥∥∥A−1∥∥∥(1
k
k∑
i=1
|λi |
)
k→∞−−−→ 0. (4)
We would like to use Theorem 2.2 (and mainly its discrete counterpart Theorem 3.3) for the equation
Lu = g, (5)
where L is a densely defined unbounded linear operator, g ∈ H is a given vector, and L is decomposed in L = S+ Q
on the domain D(L), where S is a self-adjoint operator. Preconditioning with the operator S, we can replace Eq. (5)
by its preconditioned form
S−1Lu = S−1(S + Q)u = (I + S−1Q)︸ ︷︷ ︸
A
u = f = S−1g. (6)
It has been proved in [2] that in the case of symmetric part preconditioning the polynomial in Theorem 2.1 exists
(A∗ = 2I − A), thus only the truncated GCG-LS(0) algorithm will be considered. This method is closely related to the
so-called CGW-method, see [6,7]. In what follows, we summarize the application of the above theory to convection-
diffusion equations, including the proper weak construction of the symmetric part. These results can be found in [3,4]
for Dirichlet and mixed boundary conditions, respectively.
3. Convection-diffusion equations
3.1. The problem and the algorithm in Sobolev space
In this subsection, we define the linear elliptic second-order differential operator L , where the role of the abstract
Hilbert space H is played by a suitable function space. Let us consider an elliptic convection-diffusion equation with
mixed boundary conditions{
Lu ≡ −∆u + b · ∇u + cu = g
u|ΓD = 0,
∂u
∂ν
+ φu|ΓN = 0
(7)
satisfying the following assumptions:
Assumption 3.1. Suppose that
(i) Ω ⊂ Rd is a bounded piecewise C1 domain; ΓD,ΓN are disjoint open measurable subparts of ∂Ω such that
∂Ω = Γ D ∪ Γ N ;
(ii) b ∈ C1(Ω)d , c ∈ L∞(Ω), φ ∈ L∞(ΓN ) and c, φ ≥ 0;
(iii) we have the coercivity properties
cˆ := c − 1
2
divb ≥ 0 in Ω , φˆ := φ + 1
2
(b · ν) ≥ 0 on ΓN ; (8)
(iv) g ∈ L2(Ω);
(v) either ΓD 6= ∅, or cˆ or φˆ is not constant zero.
Let us consider the complex Hilbert space H = L2(Ω) with the usual inner product
〈u, v〉 = 〈u, v〉L2 =
∫
Ω
uvdx
and define the operator L:
Lu ≡ −∆u + b · ∇u + cu
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with the domain
D ≡ D(L) :=
{
u ∈ H2(Ω) : u|ΓD = 0,
∂u
∂ν
+ φu|ΓN = 0
}
(9)
which is dense in H . We have
〈Lu, v〉L2 =
∫
Ω
(∇u · ∇v + (b · ∇u)v + cuv)dx +
∫
ΓN
φuvdσ (u, v ∈ D(L)). (10)
The weak symmetric part of L is constructed in [4], which is the following bilinear form:
〈u, v〉S = 12 (〈Lu, v〉L2 +〈u, Lv〉L2)
=
∫
Ω
(∇u · ∇v + cˆuv)dx +
∫
ΓN
φˆuvdσ (u, v ∈ D(L)), (11)
and the energy space HS – which is defined as the completion of D under the inner product 〈·, ·〉S – is
HS = H1D(Ω) := {u ∈ H1(Ω) : u|ΓD = 0}. (12)
We define the operator QS : HS → HS , which has the form
〈QSu, v〉S = 12
(∫
Ω
(b · ∇u)vdx −
∫
Ω
u(b · ∇v)dx
)
. (13)
Now the GCG-LS(0) algorithm has the following form:
(1) Let u0 ∈ H1D(Ω) be arbitrary and let
r0 ∈ H1D(Ω) be the weak solution of problem{−∆r0 + cˆr0 = Lu0 − g
r0|ΓD = 0,
∂r0
∂ν
+ φˆr0|ΓN = 0
and d0 := −r0;
For any k ∈ N: when uk, dk, rk are obtained, let
(2a) pk ∈ H1D(Ω) is the weak solution of problem{−∆pk + cˆ pk = Ldk
pk|ΓD = 0,
∂pk
∂ν
+ φˆ pk|ΓN = 0
γk = ‖pk‖2S , αk = −
1
γk
〈pk, rk〉S;
(2b) uk+1 = uk + αkdk;
(2c) rk+1 = rk + αk pk;
(2d) βk = 1
γk
〈rk+1, pk〉L ;
(2e) dk+1 = −rk+1 + βkdk .
(14)
The following theorem summarizes the convergence result in this special setting. The proof can be found for Dirichlet
problems in [3] (Theorem 3 and Corollary 2) or in [4] (Theorem 4.1) for the mixed problem.
Theorem 3.2. Let problem (7) satisfy Assumption 3.1. Then the preconditioned conjugate gradient method (14)
converges superlinearly, i.e. for all k ∈ N(‖ek‖S
‖e0‖S
)1/k
≤ 2
k
k∑
i=1
|λi (QS)| k→∞−−−→ 0, (15)
where λi (QS) are the ordered (|λi | ≥ |λi+1|) eigenvalues of the operator QS .
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3.2. FEM discretization and mesh independence
Now we consider finite element discretizations of problem (7). Let HS be defined as in (12) and let Vh =
span{w1, w2, . . . , wn} ⊂ HS be a given FEM subspace. The FEM solution uh ∈ Vh of Eq. (7) in Vh is uh =∑N
i=1 uiwi , where c = (u1, . . . , uN ) ∈ CN is the solution of the N × N system
Lhc = gh, (16)
where
(Lh)i, j =
∫
Ω
(∇wi∇w j + (b · ∇w j )wi + cwiw j )dx +
∫
ΓN
φwiw jdσ
and (gh) j =
∫
Ω gw j .
Let Sh and Qh be the symmetric and antisymmetric parts of Lh , i.e.,
Sh = 12 (Lh + L
∗
h), Qh = Lh − Sh .
Using the symmetric part Sh as preconditioner, Eq. (16) is replaced by
S−1h Lhc = (Ih + S−1h Qh)c = S−1h gh . (17)
Whilst Theorems 2.2 and 3.2 serve as a motivation, the theorem below provides the same type of estimation for the
discretized system, moreover the estimation for the operator equation, which is independent of the mesh parameter,
remains an upper bound for the case of the discrete linear algebraic equation.
Theorem 3.3 (cf. [4]). Let problem (7) satisfy Assumption 3.1. Then algorithm (2) applied for (17) provides(‖ek‖Sh
‖e0‖Sh
)1/k
≤ 2
k
k∑
m=1
∣∣∣λm(S−1h Qh)∣∣∣ ≤ 2k
k∑
m=1
|λm(QS)| k→∞−−−→ 0, (18)
where ek = uk − uh is the error vector, λm(QS) are the ordered eigenvalues of the operator QS , hence the sequence
on the right-hand side is independent of the subspace Vh and tends to zero.
4. Numerical experiments
The numerical superlinear convergence will be investigated for a special test problem. Symmetric part
preconditioning is in focus to confirm the previously cited mesh independent theoretical estimate and what is more,
much better results are shown than the rather pessimistic estimate in Eq. (18). Furthermore, similar numerical results
are obtained when not the symmetric part of the operator L but another symmetric elliptic operator is used as
preconditioner. The theory does not cover this case – only in the case of homogeneous Dirichlet boundary conditions,
with additional assumptions – but the numerical results show much similar behavior.
4.1. The test equations
Our test problems are the following elliptic convection-diffusion equation with two possible boundary conditions
(a) and (b):
Lu ≡ −∆u + ∂u
∂x
+ cu = g
(a) u|∂Ω = 0
(b) u|ΓD = 0,
∂u
∂ν |ΓN
= 0.
(19)
This special model problem has the following assumptions:
(i) Ω = [0, 1] × [0, 1] is the unit square. We have the boundary conditions
(a) ΓD = ∂Ω ;
(b) ΓD = {(x, y) : (x, y) ∈ ∂Ω , x = 0 or x = 1};
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(ii) b = (1, 0), c is a constant;
(iii) g is a polynomial.
One can easily verify that Assumption 3.1 for the general problem is satisfied.
Numerous experiments have been performed in connection with the test problems. The vector b = (1, 0) is fixed,
but in the last part of the paper convection-dominated equations will be considered, in that case b = (η, 0), η  1.
Denoting by cL the constant c ≥ 0 in operator L and cS in operator S, the focus is on the superlinear convergence
property of the two test problems. If the symmetric part of L is used for preconditioning, then cL = cS . The case of
different constants in the operators L and S are also investigated.
With these notations algorithm (14) has the following, programmable form in the FEM subspace Vh . Since only
real functions are considered in the test problems, the indication of complex conjugation is omitted in the algorithm.
(1) Let u0 ≡ 0 and let r0 ∈ Vh be the solution of problem∫
Ω
(∇r0 · ∇v + cSr0v) = −
∫
Ω
gv (v ∈ Vh)
d0 := −r0;
For any k ∈ N: when uk, dk, rk are obtained, let
(2a) pk ∈ Vh be the solution of problem∫
Ω
(∇ pk · ∇v + cS pkv) =
∫
Ω
(
∇dk · ∇v + ∂dk
∂x
v + cLdkv
)
(v ∈ Vh)
γk =
∫
Ω
(|∇ pk |2 + cS|pk |2);
αk = − 1
γk
∫
Ω
(∇ pk · ∇rk + cS pkrk);
(2b) uk+1 = uk + αkdk;
(2c) rk+1 = rk + αk pk;
(2d) βk = 1
γk
∫
Ω
(
∇rk+1 · ∇ pk + ∂rk+1
∂x
pk + cLrk+1 pk
)
;
(2e) dk+1 = −rk+1 + βkdk .
(20)
4.2. Numerical results
The following notations will be used throughout this subsection for the quotient of the error vectors according to
the left-hand side of the estimation (18) in Theorem 3.3:
qk := ‖ek‖Sh‖e0‖Sh
, Qk :=
(‖ek‖Sh
‖e0‖Sh
)1/k
.
Experiment 1. In the first set of experiments Eq. (19) has been considered with boundary conditions (a) and (b),
cL = cS = 1.
4.2.1. Results for the test equations
Exact integration has been used in algorithm (20) for the computation of the right-hand side of the first finite
element subroutine (g and gwi are polynomials). After the last iteration ‖e10‖S ≈ 10−15 therefore it is meaningless
to iterate more than 8–9 times. If h = 1/256 then the matrix Sh has about 2554 ≈ 4.2 billion elements; this huge
number causes the rise of the numerical errors. The rate of convergence is fast as shown in Table 1, one can hope that
the superlinear convergence is also achievable. For the superlinear convergence result see Table 2.
For h = 1/4 the results are much better compared with the others, which must have been caused by the very few
points on the grid. The numbers in each column tend to zero which shows the superlinear convergence for every mesh
parameter h. Considering the rows, the numbers increase but the growth rate becomes slower, which is enough for a
numerical evidence of the mesh independence.
The results for the mixed problem in Table 3 are similar to the previous, more simple problem in Table 2.
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Table 1
Values of qk , boundary conditions (a), exact integration
Itr. 1/h
32 64 128 256
1 7.89163e−02 7.91425e−02 7.91991e−02 7.92133e−02
2 4.90557e−03 4.94087e−03 4.94973e−03 4.95194e−03
3 2.63357e−04 2.67046e−04 2.67974e−04 2.68206e−04
4 1.21435e−05 1.24383e−05 1.25128e−05 1.25315e−05
5 4.77815e−07 4.96406e−07 5.01145e−07 5.02336e−07
6 1.62756e−08 1.72334e−08 1.74805e−08 1.75427e−08
7 4.85233e−10 5.26365e−10 5.37169e−10 5.39904e−10
8 1.28606e−11 1.43548e−11 1.47602e−11 1.48704e−11
9 3.08620e−13 3.53420e−13 3.84043e−13 5.90133e−13
10 1.06872e−14 3.16509e−14 1.17767e−13 4.61047e−13
Table 2
Values of Qk , boundary conditions (a), exact integration
Itr. 1/h
4 8 16 32 64 128 256
1 0.06127 0.07448 0.07802 0.07892 0.07914 0.07920 0.07921
2 0.04978 0.06510 0.06904 0.07004 0.07029 0.07035 0.07037
3 0.03809 0.05820 0.06291 0.06410 0.06440 0.06447 0.06449
4 0.03332 0.05195 0.05761 0.05903 0.05939 0.05948 0.05950
5 0.02904 0.04618 0.05277 0.05443 0.05485 0.05495 0.05498
6 0.02555 0.04156 0.04843 0.05034 0.05082 0.05094 0.05097
7 0.01888 0.03957 0.04461 0.04671 0.04726 0.04739 0.04743
8 0.01778 0.03922 0.04148 0.04352 0.04412 0.04427 0.04431
9 0.01958 0.03784 0.03981 0.04073 0.04135 0.04173 0.04377
Table 3
Values of Qk , boundary conditions (b), exact integration
Itr. 1/h
4 8 16 32 64 128 256
1 0.08893 0.09945 0.10219 0.10289 0.10306 0.10311 0.10312
2 0.07836 0.09024 0.09317 0.09390 0.09409 0.09413 0.09414
3 0.07105 0.08428 0.08753 0.08835 0.08855 0.08860 0.08862
4 0.06726 0.07962 0.08292 0.08375 0.08397 0.08401 0.08403
5 0.06047 0.07567 0.07911 0.07997 0.08019 0.08025 0.08026
6 0.04935 0.07062 0.07493 0.07597 0.07623 0.07630 0.07632
7 0.04367 0.06431 0.06990 0.07125 0.07159 0.07167 0.07170
8 0.03924 0.05828 0.06478 0.06639 0.06679 0.06690 0.06692
9 0.03441 0.05436 0.06057 0.06223 0.06265 0.06276 0.06279
4.2.2. Comparison between the results and the theoretical estimation
An important question here is the relationship between these numbers and the right-hand side of the estimates in
(15) and (18). To answer this question, the eigenvalues of the operator QS have to be determined. The divergence
theorem implies that∫
Ω
(b · ∇u)v = −
∫
Ω
u(b · ∇v)−
∫
Ω
(divb)uv +
∫
ΓN
(b · ν)uvdσ (u, v ∈ H1D(Ω)), (21)
but in our case divb = 0 and 0 = (1, 0) · (0,±1) = b · ν on ΓN . Considering this equation and the definition of the
operator QS : H1D(Ω)→ H1D(Ω) in Eq. (13), we have a more simple formula:
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〈QSu, v〉H1D =
∫
Ω
(b · ∇u)v (u, v ∈ H1D(Ω)). (22)
The eigenvalue problem for QS can be formulated in this way:
QSu = λu
u|ΓD = 0
}
⇐⇒
{
〈QSu, v〉H1D = λ 〈u, v〉H1D ∀v ∈ H
1
D(Ω)
u|ΓD = 0.
(23)
Transforming the first equation on the right-hand side and replacing λ by 1/µ
0 =
∫
Ω
(−∆u − µ(b · ∇u)+ cu)v +
∫
ΓN
∂u
∂ν
v (∀v ∈ H1D(Ω)). (24)
We have H10 (Ω) ⊂ H1D(Ω), hence the eigenvalue problem has the form in case (a) and (b):{
−∆u − µ∂u
∂x
+ cu = 0,
u|∂Ω = 0;
(25)
and 
−∆u − µ∂u
∂x
+ cu = 0,
u|ΓD = 0,
∂u
∂ν |ΓN
= 0
(26)
respectively. Let us consider the second problem for instance. We have to find a nonzero function u and some number
µ which satisfy Eq. (26) and the two additional boundary conditions. Following the way of calculation for a similar
problem in [8] (Section 2), let us consider an auxiliary equation instead of solving our problem directly:
−∆v − µ∂v
∂x
+ cv = δ(µ)v (27)
with the same boundary conditions as in Eq. (26). The eigenfunctions of this problem are also the eigenfunctions
of the original problem (26) and µ’s are computable by solving the equation δ(µ) = 0. It is easy to verify that the
functions
v jk(x, y) = exp
(
−µ
2
x
)
sin( jpix) cos(kpiy) ( j 6= 0)
are nonzero and satisfy the boundary conditions and Eq. (27) as well with the appropriate numbers
δ jk(µ) = ( j2 + k2)pi2 + µ
2
4
+ c.
The other problem (25) with respect to the eigenvalue problem for test problem (a) can be solved in the same way, the
functions and δ’s are
v jk(x, y) = exp
(
−µ
2
x
)
sin( jpix) sin(kpiy) ( j, k 6= 0)
and
δ jk(µ) = ( j2 + k2)pi2 + µ
2
4
+ c
which are formally the same as the previous ones, but the indices are different. Solving the equation δ(µ) = 0 and
replacing µ by 1/λ, the eigenvalues of QS are
λ jk = ± i
2
√
(k2 + j2)pi2 + c ,
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Table 4
Comparison between the values of Qk and estimation (18)
Itr. Problem (a) Problem (b) 2k
∑k
i=1 |λi (QS)|
64 128 256 64 128 256 (a) (b)
1 0.0791 0.0792 0.0792 0.1031 0.1031 0.1031 0.2196 0.3033
2 0.0703 0.0704 0.0704 0.0941 0.0941 0.0941 0.2196 0.3033
3 0.0644 0.0645 0.0645 0.0886 0.0886 0.0886 0.1934 0.2754
4 0.0594 0.0595 0.0595 0.0840 0.0840 0.0840 0.1803 0.2615
5 0.0549 0.0550 0.0550 0.0802 0.0803 0.0803 0.1724 0.2406
6 0.0508 0.0509 0.0510 0.0762 0.0763 0.0763 0.1671 0.2267
7 0.0473 0.0474 0.0474 0.0716 0.0717 0.0717 0.1592 0.2144
8 0.0441 0.0443 0.0443 0.0668 0.0669 0.0669 0.1533 0.2053
9 0.0414 0.0417 0.0438 0.0627 0.0628 0.0628 0.1474 0.1981
Table 5
Values of Qk boundary conditions (b), cS 6= 1 = cL
Itr. 1/h = 32 1/h = 128
cS = 0 cS = 0.5 cS = 1.5 cS = 5 cS = 0 cS = 0.5 cS = 1.5 cS = 5
1 0.1032 0.1023 0.1047 0.1331 0.1034 0.1025 0.1049 0.1332
2 0.0940 0.0939 0.0939 0.1160 0.0943 0.0942 0.0941 0.1162
3 0.0924 0.0897 0.0888 0.1005 0.0926 0.0900 0.0890 0.1008
4 0.0911 0.0856 0.0847 0.0923 0.0914 0.0858 0.0849 0.0923
5 0.0897 0.0845 0.0833 0.0988 0.0899 0.0847 0.0835 0.0985
6 0.0937 0.0857 0.0846 0.0989 0.0939 0.0860 0.0848 0.0990
7 0.0945 0.0869 0.0860 0.0967 0.0947 0.0871 0.0862 0.0968
8 0.0926 0.0879 0.0866 0.0902 0.0929 0.0881 0.0868 0.0906
9 0.0945 0.0872 0.0865 0.0896 0.0948 0.0875 0.0868 0.0896
where j, k 6= 0 for problem (a) and j 6= 0 for problem (b). Notice that these eigenvalues are purely imaginary and
accumulate in the origin. Now we can compare the values of Qk and the upper bound provided by the estimation in
Theorem 3.3.
Table 4 shows that the computational results are at least three times better than the predicted theoretical estimate
in both cases.
Experiment 2 (cS 6= 1 = cL ). Turning one’s attention to preconditioning with not the symmetric part of L ,
i.e. cS 6= cL , surprisingly similar results are shown. In this case the preconditioner is different from the one the
theorems are about. The surprise is that nearly the same convergence results are shown while using the false algorithm
GCG-LS(0) and the conditions for the convergence theorems are unsatisfied. The results show that the superlinear
convergence cannot be realized during 8–9 iterations, but the numbers are very close to that rate even when cS is
large. Let us consider problem (b) and let cL = 1. The case cS = 1 has been investigated already. Table 5 shows the
results of numerical computations for several other constants cS . For a fixed value of cS one can also see the mesh
independence by comparing the numbers in the appropriate columns.
Experiment 3 (cS 6= 0 = cL ). The same result is shown in Table 6, when the roles of c has been transposed, i.e.
cL = 0 and cS is varied. In this case there is no zeroth-order term in the operator L , but this term has been put
with some constant cS in S. The constant cS can be negative and for this case the results are similar as columns for
cS = ±0.5 show. When negative cS is used, the coercivity condition (ii) in Assumption 3.1 is not satisfied.
Experiment 4. Not every symmetric operator has the same good property. The purpose of this experiment is to prove
the importance of the required boundary conditions of S with respect to the given operator L . Let us consider Eq. (19)
with boundary conditions (b). Let S be the symmetric part of L , but with the different boundary conditions (a).
The result in Table 7 has shown that the algorithm does not work in this case, as theoretical results for equivalent
operators predicted in [9]. The reason is that S and L must have Dirichlet boundary conditions on the same portion
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Table 6
Values of Qk boundary conditions (b), cS 6= 0 = cL
Itr. 1/h = 32 1/h = 128
cS = −0.5 cS = 0.5 cS = 1 cS = 5 cS = −0.5 cS = 0.5 cS = 1 cS = 5
1 0.1072 0.1100 0.1132 0.1551 0.1075 0.1102 0.1134 0.1552
2 0.0986 0.0985 0.0987 0.1383 0.0989 0.0987 0.0990 0.1384
3 0.0945 0.0933 0.0944 0.1224 0.0948 0.0936 0.0946 0.1226
4 0.0900 0.0891 0.0938 0.1286 0.0903 0.0893 0.0940 0.1286
5 0.0890 0.0876 0.0929 0.1393 0.0892 0.0878 0.0931 0.1396
6 0.0908 0.0894 0.0956 0.1302 0.0910 0.0897 0.0958 0.1304
7 0.0919 0.0910 0.0984 0.1226 0.0921 0.0912 0.0987 0.1229
8 0.0925 0.0910 0.0970 0.1256 0.0928 0.0912 0.0972 0.1258
9 0.0919 0.0909 0.0968 0.1275 0.0922 0.0912 0.0971 0.1280
Table 7
Values of qk , boundary conditions (b) in L , boundary conditions (a) in S
Itr. 1/h
4 8 16 32 64 128
1 0.8338 0.8064 0.7989 0.7970 0.7965 0.7964
2 0.8321 0.8038 0.7961 0.7941 0.7936 0.7934
3 0.8321 0.8038 0.7960 0.7940 0.7935 0.7934
4 0.8321 0.8038 0.7960 0.7940 0.7935 0.7934
5 0.8321 0.8038 0.7960 0.7940 0.7935 0.7934
Table 8
Values of Qk , boundary conditions (b), η = 10
Itr. 1/h
4 8 16 32 64 128
1 0.6047 0.6463 0.6562 0.6587 0.6593 0.6594
2 0.5742 0.6202 0.6309 0.6335 0.6342 0.6344
3 0.5316 0.5848 0.5965 0.5994 0.6001 0.6002
14 0.1859 0.3726 0.3978 0.4118 0.4160 0.4171
15 0.0983 0.3676 0.3898 0.3952 0.3993 0.4005
16 0.3612 0.3890 0.3846 0.3864 0.3873
23 0.2923 0.3482 0.3508 0.3531 0.3535
24 0.2840 0.3411 0.3489 0.3437 0.3445
25 0.3361 0.3474 0.3408 0.3472
26 0.3302 0.3421 0.3481 0.3585
27 0.3468 0.3575 0.3591
28 0.3570 0.3598 0.3544
of the boundary (cf. [9,10]) and this is not realized in this case. The norm of the error vector does not converge at all,
this procedure is useless.
Experiment 5 (b = (η, 0)). Finally problems with large convection terms are considered. In the previous experiments
only 8–10 iterations were needed to reach a prescribed accuracy, say ‖e9‖Sh ≤ 10−13. The number of the required
iterations for larger η grows. If the accuracy is fixed to 10−13, then the number of needed iterations is shown in Table 9
for the different values of b = (η, 0) and mesh parameters h. Let us fix cL = cS = 1 and run the algorithm with
convection parameter η = (1), 10, 20, . . . , 50.
See Table 8 for the results for large convection term η. The required number of iterations rapidly grows, but
the superlinear convergence property still holds. If we set aside from the coarse mesh parameters h ≥ 1/8, the
other partitions show similar behavior as it turns out from Table 9. Considering the rows for h = 1/32, 1/64 and
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Table 9
Required number of iterations, ‖ek‖Sh ≤ 10−13
1/h η
1 10 20 30 40 50
4 9 15 17 17 17 19
8 10 24 36 42 51 59
16 11 26 42 53 69 78
32 11 28 43 57 73 85
64 11 28 43 58 73 87
128 11 28 43 58 73 89
1/128, the number of iterations grows together, i.e. the mesh independent property is also valid. Nevertheless, for
problems with large η the required number of iterations is also large and the problem might be handled with proper
modifications of this algorithm, such as using a mixed formulation or involving coefficients that only vary on boundary
layers. Summing up, the preconditioned conjugate gradient method is an efficient algorithm for convection-diffusion
problems with small or medium convection term.
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