The Schroedinger Eigenmaps (SE) embedding has been previously introduced and applied to spectral target detection problems in hyperspectral imagery (HSI). The proposed SEbased detection approach combines the spectral and spatial connectivity of target-like pixels into the Schroedinger operator by using a "knowledge propagation" scheme. Likewise, it has been noted the impact that the local data structure modeling has over the SE-based detector. This local data structure is modeled by using an adjacency graph, i.e, set of vertices and edges, that in most of the applications is a k nearest neighbor (knn) graph. In this paper, the impact of k in the graph-building process is analyzed and assessed from a target detection point of view. Two ways to estimate the parameter k in the graph construction are considered and their assessment is performed by using two HSI data sets and the Receiver Optimal Curve (ROC) as a detection performance metric.
INTRODUCTION
Target detection in HSI refers to the identification of a material with known spectral signature in a scene that contains diverse materials with different spectra. The material of interest is commonly referred to as the target and the other materials form the background. Typical algorithms for spectral target detection make statistical or geometric assumptions for modeling the background and target behaviors. Since the target pixels are usually few in comparison with the total number of pixels, these assumptions are smoothly applied to the background but not to the target. Moreover, in many cases the target could be unresolved due to the relation between the target size and the spatial resolution of the HSI sensor, which adds more challenges to the detection problem.
Therefore, non-linear embedding methods that have shown to be useful in the processing of high dimensional data, have been introduced in target detection problems. These methods use graph-based embedding algorithms that involve the modeling of the local geometric structure of the data. The local structure modeling is performed by using an adjacency graph, i.e., a set of vertices (or nodes) and edges, where pixels from the data set are represented by the vertices and similar pixels are connected by edges. Specifically in target detection, the Locally Linear Embedding (LLE) algorithm has been used as the transformation technique in a detection approach that uses the Spectral Angle Mapper (SAM) as detector [1] . Likewise, an approach completely based on Schroedinger Eigenmaps (SE) has been introduced as a target detection algorithm [2] . In this approach, the properties of the SE transform are used for embedding the local data structure and for performing the actual detection of the material of interest. More recently, a "knowledge propagation" scheme that allows the combination of spatial and spectral connectivity of target-like pixels has been introduced into the SE-based detector with the purpose of boosting certain relationships between pixels, which at the same time improves the detection performance [3] .
In this paper, we analyzed the impact of the graphbuilding process in the SE-based detector that combines spatial and spectral connectivity. We consider two different ways to estimate the parameter k in the knn searching involved in the creation of the adjacency graph that is described in Section 2. Section 3 presents the SE-based detector including the "knowledge propagation" scheme that combines spatial and spectral connectivity information. The assessment of the detector and the HSI data sets used in the process are presented in Section 4.
GRAPH REPRESENTATION FOR DATA EMBEDDING
Nonlinear embedding methods are primarily based on the modeling of the local geometric structure of the data and the calculation of eigenvectors that serve as the lower dimensional representation of the data in the new space. Some of these graph-based nonlinear manifold methods such as the Schroedinger Eigenmaps (SE) algorithm include local computations and a sparse eigenproblem. These methods based on manifold learning assume the data X = {x 1 , x 2 , ..., x m } in R N lies on a low-dimensional manifold and their purpose is to find its low-dimensional representation Y = {y 1 , y 2 , ..., y m } in R K , where K < N. The graph model as a first step needs to exemplify the local relationships between data points. The diverse techniques used to represent the local connectivity are derived from thresholding processes or by connecting a data point with its k nearest neighbors. Some of these techniques are: the fully connected graph, where each vertex is connected to all other vertices in the graph; the k-nearest neighbor (knn) graph; and the mutual k-nearest neighbor graph that presents an edge connecting two vertices if each of them is a k neighbor of the other.
Knn graph with a global k
The knn Graph is the most common and straightforward technique used in graph-based algorithms. It uses the widely known knn searching technique for finding the nearest neighbors for each pixel. The graph G is then built such that two vertices v i and v j are connected if one of them is among the k nearest neighbors of the other regardless of their absolute similarity. The estimation of the parameter k is arbitrarily chosen in most of the applications, which set a single global k value for all pixels in the data set. The use of a single k introduces challenges in the estimation of an appropriate k that reconstructs as best as possible the local structure of the HSI data. Since there is no rule that indicates an appropriate k value, the choosing of k is generally done by a trial and error approach. Therefore, it is suitable to use an alternative way for estimating k.
Knn graph with adaptive k
We have previously considered an adaptive estimation of the parameter k, where different k values are estimated for different pixels depending on the characteristics of the local distribution or spread of the data in the feature space. This estimation of k is performed in an adaptive fashion such that regions with high density are more interconnected (i.e., there are more edges connecting the points) and regions with low density (such as points at the periphery of the two clusters) are connected to only one other point in the graph, i.e., those points have few connections. Therefore, few neighbors are assigned to pixels in spectral regions with the lowest density, and a maximum k neighbors are assigned to those with the highest density. This adaptive technique was initially proposed by Mercovich et al. [4] as a method to represent spectral imagery using graphs. A thorough description is presented in [2] where it was shown that this adaptive estimation of k is introduced as a way to minimize the impact of pixels outside clusters, i.e., outliers.
SCHROEDINGER EIGENMAPS (SE)
The main tool of the Schroedinger Eigenmaps (SE) algorithm is the Schroedinger operator that allows the use of labeled data for influencing the diffusion process on graphs [5] . The labeled points are pulled toward the origin in the dimensionreduced transformed space according to the constraints imposed by prior information. This prior information is encoded in a "potential matrix" that is part of the definition of the Schroedinger operator, and it steers the embedding in directions where labeled data points and those similar are separated from the dissimilar pixels in the data set. The outline for the algorithm is as follows:
1. Graph construction. Compute the adjacency graph G and a weight matrix W based on the connectivity of G.
Computation of Schroedinger operator.
Compute the graph Laplacian, L = D − W, where D is a diagonal weight matrix whose entries are column or row sums of W; and the Schroedinger operator, S = L + αV, where V is the potential matrix defined by the labeled data and α is a scale factor that emphasizes the influence of V over L.
3. Solving eigenvalue problem. Find the mapping in the lower dimensional space by solving the eigenproblem SΨ = ΨDE. The optimal solution is the set of eigenvectors corresponding to the first smallest eigenvalues.
Mathematical details that make the labeled points and their neighbors be "pulled" toward the origin of the transformed space while the embedding is performed can be seen in [2] .
Knowledge propagation for combining spatial-spectral connectivity
A knowledge propagation scheme was initially proposed for supervised classification problems based on the SE algorithm [6] . In classification, like in target detection, SE-based methods generally use potentials that are generated by small sets of labels that affect the embedding and the classification/detection performance since the constraints imposed by the few labels do not smoothly propagate to the neighbors [2] . Therefore, we want to use this knowledge propagation scheme in our detection methodology to boost as best as possible the separability between the background and target pixels. This will facilitate the identification and detection of most of the possible target pixels present in a given scene. Our spatial-spectral knowledge propagation (SE-SSKP) detector based on SE modifies the initial barrier potential matrix V by including the spectral and spatial connectivity of labeled data such that the constraints defined on individual points will be propagated to spatial and spectral nearby points. The "knowledge propagation" matrix for spatial and spectral constraints is then given by
where W ss is the spatial-spectral weighted adjacency matrix and D ss its corresponding degree matrix. This W ss matrix combines the spatial, W sp , and spectral W, weights as a sum of both weighted matrices. W sp is defined on the entire image but with non-zero entries only at the position of the spatial neighbors of each barrier potential point. In addition, the spatial weights are balanced by spectral and spatial similarities in order to strengthen or weaken the edges depending on the surrounded region of the barrier pixel x i that is considered.
The complete weighted equations and a more detailed study of the impact of the spatial information on the detection are shown in [9] .
SE embedding for target detection
The outline of our SE-SSKP detector integrates the SE algorithm described in Section 3 and the knowledge propagation scheme described in Section 3.1. The input to the process is the hyperspectral image and the available target spectral signatures. The target signatures are concatenated at the last positions of the image that has been previously arranged as a matrix of [pixels x bands]. This input feeds the SE algorithm, where V is replaced by V ss and the final detection is performed in the Schroedinger embedding by applying to each pixel i:
the inverse of the magnitude of each pixel in the transformed space. The detector is formulated in order to take advantage of the fact that the barrier potentials and their nearby points are pulled together near the origin as a results of the Schroedinger transformation.
EXPERIMENTS IN HSI
The experiments presented in this paper consider two HSI data sets. A global k = 20 (SE-SSKP; k = 20) and an adaptive k (SE-SSKP; Adpk) are considered, and the dimensionality in the Schroedinger embedding is estimated by using the Gram matrix method [7] .
HSI data
Two HSI data sets are considered, which were collected as part of data campaigns hosted by Rochester Institute of Technology (RIT) in 2010 and 2012 [8] . Both campaigns used the same hyperspectral sensor that covers the spectral range 0.4 − 2.4μm and has a spatial resolution of 1m. Both data sets include blue cotton felt panels in 2m x 2m and 3m x 3m sizes that are deployed in areas with various levels of illumination and occlusion. The data sets also include multiple field measurements taken from the panels deployed in the diverse areas. The SHARE 2010 image is an urban scene while the SHARE 2012 image is mostly covered by vegetation. Figure  1a shows the RGB rendering of SHARE 2010 with a contrast enhancement applied to some areas that allows one to see the blue panels in shadowed areas (this is highlighted by a zoom-in effect circle). The location of the blue panels are highlighted by magenta squares. Figure 1b is the RGB rendering for SHARE 2012 and Figure 1c shows a field spectral signature for the blue material. 
SE-based target detection performance
The detection performance of the two approaches based on SE is assessed from both qualitative and quantitative points of view. The detection is visually evaluated by analyzing the binary versions of the detection maps. The detection maps represent how probable it is that each pixel belongs to the target class or background class and their binary versions generated after applying some convenient threshold highlighting the pixels with highest detection values. In this case, the threshold is set such as the 0.8% of the total pixels with the highest detection values will have 1 in the binary image. Figure 2 shows the binary images for each one of the detection approaches applied to SHARE 2010 and SHARE 2012 with the blue panels as targets. Both images have 7 blue panels whose locations are highlighted with magenta squares.
Almost all the target panels are identified by both SE-SSKP detectors, even some of the panels in shadow. Only one of the shadowed targets in SHARE 2010 is missed by the Here, we have found that SE-SSKP; k = 20 outperforms the SE-SSKP; adaptive k approach. However, if another value for k is considered, such as k = 4, the global k approach does not outperform the adaptive as it was shown in [2] . Hence, the performance of SE-SSKP with a single k depends on the value for k. This balance in the choosing of k could be problematic if there is no a priori knowledge of what value for k is appropriate. Then, the adaptive approach can be helpful. In addition, a comparison with standard detectors such as Adaptive Coherence Estimator (ACE) is presented in [9] .
CONCLUSIONS
A SE-based detector with spatial-spectral connectivity combination has been presented here. A comparison between two ways for estimating the k parameter in a knn graph is also presented and assessed from quantitative and analytical point of views. The two approaches using a single k and an adaptive k have similar detection performances, although the approach with k = 20 barely outperforms the adaptive k. We can also notice that the detection using a global k is variable depending on the chosen k, since for points that are far away from each other, a small k will probably decide they are not connected; instead, if k is large, the approach will decide the two points are connected by an edge with a low weight. In this sense, to know that certain connections are weak is better than having no information about the connection.
