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Abstract 
Los procesos biológicos para el tratamiento 
de agua residual son sistemas altamente no 
lineales que están sometidos a incertidumbres 
y perturbaciones externas, se ha creído 
ampliamente que los modelos que describen 
las reacciones bioquímicas y procesos de 
sedimentación son muy complejos y difíciles de 
manejar exactamente con fines de control.  Por 
tal motivo se requieren estrategias avanzadas 
para la identificación, estimación de 
parámetros no medibles del proceso y 
control.En este trabajo se propone una red 
neuronal no lineal en tiempo discreto en 
presencia de perturbaciones externas y 
estimación de los estados dinámicos difíciles de 
medir en un proceso de digestión aerobia para 
tratamiento de agua residual.  Se presentan 
resultados de estimación vía simulación, donde 
se demuestra que el modelo neuronal 
propuesto es eficiente para la estimación de las 
dinámicas de los estados en presencia de 
perturbaciones. Con este modelo neuronal será 
posible diseñar una estrategia de control para 
optimizar el rendimiento de la degradación de 
materia orgánica en un proceso de digestión 
aerobia usando técnicas de control óptimo y 
estimación neuronal.  
Keywords— Modelo ASM1, Red neuronal, 
dinámicas no lineales, agua residual.  
I. INTRODUCTION 
Los modelos de lodos activados (ASM), son 
metodologías avanzadas que representan el 
“estado de arte” aplicadas en procesos de 
lodos activados. Los modelos ASM1 y ASM3 
son capaces de simular la remoción de materia 
orgánica, nitrificación y desnitrificación [1]. 
Este modelo es una norma 
internacionalmente aceptada para el modelado 
de lodos activados y es utilizado ampliamente 
en las plantas de tratamiento de agua residual 
para reducir los niveles de contaminación de 
materia orgánica procedente de los sectores 
municipal e industrial, basada en el consumo 
de la demanda biológica de oxigeno (DBO) [2]. 
Se ha creído ampliamente que los modelos 
complejos que describen reacciones 
bioquímicas y procesos de sedimentación son 
muy difíciles de manejar exactamente con fines 
de control. El modelado matemático ha 
demostrado ser una herramienta poderosa  
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para ayudar a comprender el impacto de 
estas condiciones dinámicas de influente en el 
rendimiento general del proceso de la planta.  
De igual forma, se han mejorado aspectos 
en cuanto a avances de investigación en las 
interacciones entre el sistema de alcantarillado 
y la planta de tratamiento de aguas residuales 
y receptores de aguas, avances de 
investigación en la relación entre el estado 
ecológico y el estado físico - químico de las 
aguas receptoras; y la disponibilidad de 
software que permite el uso de modelos 
integrados [4].  
II. MODELO MATEMATICO 
Este modelo cuenta con 13 componentes (7 
con materia orgánica soluble “S” y 6 con 
particulada “X”). De los 13 componentes, 7 son 
compuestos carbonosos : 2 solubles (SI y SS) y 
5 particula-dos (XI, XS, XBH, XBA y XP), otros 
4 son compuestos nitrogenados: 3 solubles 
(SNO, SNH y SND) y 1 particulado (XND). Solo 
las fracciones biodegradables soluble SND y 
particulada XND se consideran explícitamente 
en el modelo [1].  
El modelo ASM1 que describe la dinámica 
del reaccionante en un estudio determinado, 
consta de ecuaciones diferenciales ordinarias 
(ODEs) no lineales que representan los 
balances de materia de los componentes. Dado 
que se asume sistema isotérmico se prescinde 
del balance de energía (suposición 
generalmente aceptada en el modelado de 
sistemas de lodos activados). De esta manera, 
la complejidad depende hasta cierta medida de 
la cantidad de ODEs necesarias para describir 
el comportamiento del sistema [5]. 
El modelo reducido consta de 9 ecuaciones 
diferenciales ordinarias que describen el 
proceso de transformación bilógico. Las 
variables de estado que describen las 
concentraciones se describen en la tabla 1.  
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Las velocidades de reacción correspondientes son:  
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Table 1. Sate variables of the model 
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Componente Definición 
1. SI  M(COD)L-3 Materia orgánica inerte 
soluble 
2. Ss M(COD)L-3 Sustrato rápidamente 
biodegradable 
3. XI M(COD)L-3 Materia orgánica en 
partículas inerte 
4. Xs M(COD)L-3 Sustrato lentamente 
biodegradable en partícula 
5. XB,H  M(COD)L-3 Biomasa heterotrófica 
activa 
6. XB,A  M(COD)L-3 Biomasa autotrófica  
activa 
7. Xp M(COD)L-3 Productos provenientes 
del decaimiento de la 
biomasa  
8. SO   M(-COD)L-3 Oxígeno disuelto 
9. SON  M(N)L-3 Nitratos y Nitritos 
solubles 
10. SNH M(N)L-3 Amoniaco soluble 
11. SND  M(N)L-3 Nitrógeno orgánico 
soluble rápidamente 
biodegradable 
12. XND M(N)L-3 Nitrógeno orgánico en 
partícula biodegradable  
13. SALK (unidades 
molares) 
Alcalinidad 
 
 
III.IDENTIFICADOR NEURONAL 
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Las redes neuronales artificiales se han 
utilizado con éxito en procesos biológicos para 
el modelado, la predicción y el control de 
dinámicas no lineales [6]. Las Redes 
Neuronales Recurrentes (RHONN) han 
demostrado ser factibles en aplicaciones de 
identificación y control debido a su arquitectura 
flexible y robustez [7]. 
El observador de intervalo [8], [9] es una 
buena alternativa para resistir los efectos de 
las incertidumbres del sistema; sin embargo, la 
razón de la convergencia de la estimación no 
puede estar en sintonía. Además, se puede 
inducir un efecto de sobreestimación en los 
intervalos considerados. Por otro lado, el 
observador propuesto en [10] está dedicado a 
la estimación de las entradas no medidas 
además de las variables de estado 
desconocido; se basa en un diseño de 
linealización tangencial, que puede limitar el 
rango de operación del proceso. Finalmente, 
observadores neuronales basados en Recurrent 
High Order Neuronal Network (RHONN) para el 
proceso anaeróbico de tratamiento de agua se 
proponen en [11], [12]. 
Este observador se basa en una Recurrent 
High Order Neuronal Network (RHONN) en 
tiempo discreto las cuales incluyen no sólo las 
combinaciones lineales de sus componentes, 
sino que además consideran sus productos, lo 
cual permite obtener interacciones de alto 
orden.  
Esta red es entrenada con un algoritmo basado 
en un Extendend Kalman Filter (EKF). [13-16], 
el objetivo filtro de Kalman es diseñar un 
observador óptimo que estime los estados de 
un sistema con ruido blanco en la salida y en 
los estados. 
Considerando el sistema discreto siguiente:  
( ) ( ) ( )1
( 1) ( ) ( ) ( )2
y k Cx k v k
x k Ax k Bu k u k
 
   
  
 
Donde 1( )v k  y (k)2v  es ruido blanco, es decir, la 
medida del ruido es 0, esto quiere decir que la 
esperanza es 0    .( ) 01E v k    
La estructura del sistema es esencialmente una 
copia del sistema, entonces se supone la 
estructura del observador.  
 Las redes neuronales recurrentes han 
demostrado ser factibles en aplicaciones de 
identificación y control debido a su arquitectura 
flexible y robustez [10]. Las redes neuronales 
recurrentes de alto orden discretas tienen las 
mismas características que las continuas. A 
partir de la discretización se obtiene el modelo 
discreto de una RHONN. 
 
   1 ( ), ( ) , 1,...., nTix k w z x k u k i        (17) 
Donde ( )ix k  es el estado de la i-ésima neurona, 
en la iteración ,k  iw  es el vector de pesos 
sinápticos de la red neuronal, estos son adaptados 
en línea; n  representa la dimancion del 
estado;  ( ), ( ) ,z x k u k  es el vector de entrada a 
cada neurona, y finalmente u  que representa el 
vector de entradas a la red neuronal y (.)S  una 
función sigmoidal que se define acontinuación. 
( )
1 x
S x
e 



 

                                                           
(18) 
Dónde: 
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  Es la cota de la sigmoidal 
  Es la pendiente de la curva sigmoidal 
  Es el número real positivo que desplaza la 
sigmoidal. 
 
Se han propuesto algunos observadores que 
estimen las variables difíciles de medir, 
aplicados en general a procesos 
biotecnológicos, todos estos observadores 
tienen buenos resultados, sin embargo, 
algunos de ellos, presentan dificultades en el 
diseño e implementación, errores de 
estimación dadas las incertidumbres del 
modelo, etc., y además requieren contar con el 
modelo dinámico del proceso, lo cual no es 
siempre posible restringiéndose de esta forma 
el diseño. 
Dado lo anterior, en este trabajo se propone 
el uso de un observador neuronal discreto, el 
cual no requiere del conocimiento del modelo 
del proceso. Este nuevo observador se basa en 
la aproximación a partir de la medición de las 
salidas. Para el sistema se propone un 
observador neuronal tipo Luenberger con la 
siguiente estructura: 
 
 ˆ ˆ( 1) ( ), ( )) ( , 1, ...,
ˆ ˆ( ) ( ( ))
T
x k w z x k u k L e k i ni i i i
Y k h x k
   

            (19) 
 
Donde ˆ( ( ), ( ))iz x k u k  es el vector de entrada a 
cada neurona, iw  es el vector de pesos sinápticos 
de la red neuronal y Li 
1xp . 
 
El sistema no lineal discreto general puede ser 
aproximado como una RHONN discreta con 
representación en paralelo, la cual se supone 
observable y está dado como sigue: 
 
 *( 1) ( ), ( ) , 1, ...,Tx k w Z x k u k i ni i i zi                     (20)         
Donde ix  es el i-ésimo estado de la planta, 
zi ,es el error de aproximación, este error 
puede ser reducido mediante el incremento de 
numero de pesos. Se supone que existe un 
vector ideal de pesos *
iw  tal que zi  pueda 
ser minimizada en un conjunto compacto 
Li
zi   (2) en general se supone que este 
vector existe , es constante pero desconocido 
si se define iw  como la estimación de 
*
iw , 
entonces el vector de estimación de pesos está 
dado por:  
  
( ) * ( )w k w w ki i i                                                              (21) 
Estructura del identificador  
 
Se propone un identificador neuronal de 
tiempo discreto para cada estado del modelo 
ASM1; para limitaciones de la longitud, solo los 
primeros tres modelos de identificador 
neuronal se incluyen de la siguiente manera: 
          
     
ˆ 1 2 2 3 31 1
5 5 6 6
Z k W S Z k W S Z k W S Z k
W S Z k W S Z k
    

                   (22) 
          
     
ˆ 12 2 2 3 3 4 4
5 5 6 6
Z k W S Z k W S Z k W S Z k
W S Z k W S Z k
    

                 (23) 
          
  
ˆ 13 1 1 3 3 5 5
6 6
Z k W S Z k W S Z k W S Z k
W S Z k
    
                   (24) 
          ˆ 14 4 4 5 5 7 7Z k W S Z k W S Z k W S Z k                        (25) 
          ˆ 15 3 3 4 4 5 5Z k W S Z k W S Z k W S Z k                        (26)  
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          ˆ6 1 3 3 4 4 6 6Z k W S Z k W S Z k W S Z k                        (27) 
          
  
ˆ7 1 3 3 4 4 7 7
8 8
Z k W S Z k W S Z k W S Z k
W S Z k
    
                 (28) 
          ˆ8 1 2 2 3 3 8 8Z k W S Z k W S Z k W S Z k                        (29) 
          
  
ˆ9 1 2 2 3 3 4 4
9 9
Z k W S Z k W S Z k W S Z k
W S Z k
    
                 (30) 
 
Para comprobar la robustez del sistema se variaron 
las entradas considerando  una función de 
activación, la cual se caracteriza por definir las 
salidas de las neuronas en términos de potencial de 
activación  
La función de activación tipo escalón se muestra en 
la ecuación 31 donde  
 
 
1siv 0
{
0 0
v
siv


                                                           (31) 
 
La salida de la neurona n está definida por la 
siguiente ecuación  
 
                                               (32) 
La función sigmoidea es la más usada en redes 
neuronales, la síguete ecuación muestra un 
ejemplo de una función sigmoidea descrita a 
continuación: 
                                              (33) 
Para la función lineal a tramos se muestra en 
la siguiente  
 
Ecuación  
                                      (34)  
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IV. RESULTADOS DE SIMULACION 
 
Se presentan los resultados de la 
simulación, donde se demuestra que el modelo 
neuronal es eficiente para calcular la dinámica 
compleja del proceso en presencia de 
perturbaciones. Como trabajo futuro, se 
pueden desarrollar algoritmos de control y 
optimización basada en el modelo neuronal 
para optimizar la degradación de la materia 
orgánica en primera instancia, también se 
propone la optimización energética 
considerando el control óptimo de un sistema 
de aeración.  
En el esquema propuesto se plantea la 
identificación de las dinámicas de los 
microrganismos y sustratos difíciles de medir 
en el proceso y que están relacionados 
directamente con la degradación de la materia 
orgánica.  
Como se puede observar la red neuronal 
identifica correctamente la dinámica  compleja 
del sistema de digestión aerobia.  
La contribución que las ciencias 
computacionales pueden tener la solución de 
problemas complejos referidos a la calidad y 
cantidad del agua, se ha constituido como una 
alternativa de gran importancia en la toma de 
decisiones informada y en la producción de 
conocimiento. 
Sobre esta base disciplinar, actualmente, 
existe la oportunidad de desarrollar sistemas 
de información computacionales desarrollados 
bajo el enfoque sistemas dinámicos y de 
inteligencia artificial, que pueden ser 
integrados con herramientas WEB, tecnologías  
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de automatización y control, y tecnologías 
telemáticas [18]. 
La identificación de lleva a cabo con las 
respuestas dinámicas del modelo matemático 
sometido a perturbaciones externas 
incrementables considerando como entrada al 
sistema el KLA en un periodo de prueba de 96 
horas.   
 
 
Fig. 1 Concentración de sustrato soluble rápidamente 
biodegradable. 
 
Fig. 2 Concentración de sustrato soluble lentamente 
biodegradable ( sX  ). 
 
 
Fig. 3 Biomasa Heterótrofa Activa (XBH).  
 
 
 
 
Fig. 3 Concentración de nitrato y nitrito 
 
 
La red neuronal utilizada  en la simulación 
identifica eficientemente la dinámica del 
proceso de digestión aerobia para los sustratos 
y las biomasas. 
El error cuadrático medio (MSE) alcanzado en 
la identificación de esta red neuronal con un 
algoritmo EKF demuestra que captura 
eficientemente la complejidad asociada con la 
dinámica del proceso. 
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 MSE 
1( )SS mgCODl

  1.4746 04e    
1( )SX mgCODl

  7.9257 06e   
1
, ( )B HX mgCODl

  5.4519 04e    
1
, ( )B AX mgCODl

  5.3162 05e    
1(mgl )OS

  1.3839 05e    
1( )NOS mgNl

  2.1160 05e   
1( )NHS mgNl

  5.8408 05e    
1( )NDS mgNl

  2.2117 05e   
1( )NDX mgCODl

  3.5578 06e    
 
 
Adicionalmente se simuló el modelo para 
garantizar la robustez ante los cambios. EL KLA 
fue variado considerando una entrada escalón 
para analizar la respuesta ante diferentes 
entradas.  
La siguiente figura muestra el comportamiento 
del sustratos y biomasas  considerando una 
entrada escalón. 
Mostrando resultados satisfactorios con 
relación a los estados estimados.  
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La siguiente tabla muestra el error medio cuadrático 
considerando una entrada escalón.  
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Proceso MSE 
1( )SS mgCODl

 0.0399 
1( )SX mgCODl

  2.1753e-05 
1
, ( )B HX mgCODl

 0.0534 
1
, ( )B AX mgCODl

 0.2206 
  
 
 La siguiente simulación muestra la respuesta del 
sistema y del observador con entrada rampa 
considerando a KLA  como entrada al sistema  
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Se puede observar que el observador neuronal 
actúa correctamente en relación a la dinámica 
del proceso y su error medio cuadrático.  
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