Abstract. In this paper, we give the boundeness of solutions to Fractional Laplacian Ginzburg-Landau equation, which extends the Brezis theorem into the nonlinear Fractional Laplacian equation. A related linear fractional Schrodinger equation is also studied.
Introduction
In this paper, we continue our study of nonlocal nonlinear elliptic problem with the fractional Laplacian [7] . We give the boundeness of solutions to Fractional Laplacian Ginzburg-Landau equation, which extends the Brezis theorem [1] [8] [9] [10] into the nonlinear Fractional Laplacian equation. The proof of our result depends on a Liouville type theorem for L p non-negative solutions to a nonlinear fractional Laplacian inequality.
We begin with the definition of fractional Laplacian on R n . Let 0 < α < 2. Following [2] we define
where C n,α is the uniform constant [6] . The fractional Ginzburg-Landau equation is We consider the physical meaningful solutions and our main result is below. Theorem 1. Let u ∈ E is a solution to (1) such that
This is an extension of Brezis theorem [10] about the Ginzburg-Landau equation/system. The result is also true for the corresponding vector-valued solution u : R n → R N . It is quiet possible to remove the condition 1 − u 2 ∈ L 2 . However, we can give an example of linear fractional Schrodinger equation, which shows that the behavior of solutions to linear equation is also very subtle.
Assume
We also consider non-negative solutions to the following linear fractional Laplacian equation
We have the below
Then there is a non-trivial non-negative solution to (2).
One remark is given now. We actually only need to assume (2) is true at some point x.
The plan of this note is below. The proof of Theorem 2 is given in section 2 and Theorem 1 is proven in section 3.
Linear equation
We now prove Theorem 2. Assume (2). We let, for each x ∈ R n ,
Then V(x) is the minimum non-negative solution to the Poisson equation
and we have inf R n V(0) = 0. Let R n = j≥1 B j (0) be a ball exhaustion of R n . We denote by B j = B j (0). We solve u j (x) ≥ 0 such that
with the boundary condition u j = 1 on B c j = R n − B j . By the Maximum principle [3] [4] we have 0 ≤ u j (x) ≤ 1 on R n . This solution can be obtained by the variation method or the monotone method. By the comparison lemma we know that (u j (x)) is monotone non-increasing sequence and we may let
Note that 0 ≤ U(x) ≤ on R n . We now show that U is non-trivial. Let
By the Maximum principle we haveũ j (x) ≤ V(x) on R n . Passing to limit we have
Since inf V(x) = 0, we know that U(x) is a non-trivial non-negative solution to (2) . This completes the proof of Theorem 2.
Proof of Theorem 1
Recall that we have Kato's inequality of the form [5] (
By this we have for any f ∈ E, we have
Note that
By the equation (1) we have
That implies that
Using the Kato inequality above we have
+ (x). Invoking lemma 3 below (with q = 2) we can conclude that Q + (x) = 0 on R n , which implies Theorem 1.
Proof. Let ξ(x) ∈ C 1,1 (B 2 (0)) be the cut-off function such that ξ(x) = 1 on
Define, for any p > 1, . By passing to limit, we can take the test function v in W α,p for the inequality (3) . In particular, we may let v = φ and we have R n f ξ R (x) + ξ R (x) f r φ(x) ≤ 0.
Note that each term in the integration is non-negative. Then we have f ξ R (x) = 0, a.e. R n .
