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a b s t r a c t
Sturmian sequences arewell-known as the ones havingminimal complexity over a 2-letter
alphabet. They are also the balanced sequences over a 2-letter alphabet and the sequences
describing discrete lines. They are famous and have been extensively studied since the 18th
century. One of the extensions of these sequences over a k-letter alphabet, with k ≥ 3, is
the episturmian sequences, which generalizes a construction of Sturmian sequences using
the palindromic closure operation. There exists a finite version of the Sturmian sequences
called the Christoffel words. They have been known since the works of Christoffel and have
interestedmanymathematicians. In this paper, we introduce a generalization of Christoffel
words for an alphabet with 3 letters or more, using the episturmian morphisms. We call
them the epichristoffel words. We define this new class of finite words and show how some
of the properties of the Christoffel words can be generalized naturally or not for this class.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
As far as we know, Sturmian sequences first appeared in the literature at the 18th century in the precursory works of
the astronomer Bernoulli [6]. They later appeared in the 19th century in Christoffel [17] and Markov [41] works. The first
deep study of these sequences is given in [42,43] where the name Sturmian sequence appears for the first time. At the end
of the 20th century and more recently, many mathematicians have been interested in those sequences, for instance [16,20,
59,13,11,62,22,7]. Recent books also show this interest [40,46,2,10] as well as a recent survey [8]. In this wide literature,
we find different characterizations of the Sturmian sequences. In particular, they are the sequences over a 2-letter alphabet
having a minimal complexity, they also are the balanced sequences over a 2-letter alphabet and they code discrete lines.
These different characterizations show how the Sturmian sequences occur in different fields as number theory [44,57,61,
60,15,58,31], discrete geometry, crystallography [14] and symbolic dynamics [42,43,32,48].
Since the end of the 20th century, numerous generalizations of Sturmian sequences have been introduced for an
alphabet with more than 2 letters. Among them, one natural generalization is called the episturmian sequences and uses
the palindromic closure property of Sturmian sequences [23]. The first construction of episturmian sequences is due to [21].
Previously the first introduction and study of an episturmian sequencewas that of the Tribonacciword [49] and an important
class of episturmian sequences, now called the Arnoux–Rauzy sequences, had been considered in [1,54]. More recently the
whole class was extensively studied, for instance in [38,54,21,33,34,37,28,47,53,29,4,27,30]. For surveys about episturmian
sequences, see for instance [8,26].
The finite version of Sturmian sequences, called Christoffel words, has been also well studied [17,40,12,5,39]. It is known
that any finite standard Sturmian word, that is the words obtained by standard Sturmianmorphisms to a letter, is conjugate
to a Christoffel word. A Christoffel word is then the smallest word, with respect to the lexicographic order, in the conjugacy
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class of a finite standard Sturmian word. Finite factors of the episturmian sequences appeared for instance in [27]. The class
of standard episturmian words is naturally defined as the set of finite words obtained by standard episturmian morphisms
to letter, but no generalization of the Christoffel words have been introduced yet. In this paper, we introduce such a
generalization thatwenaturally call the epichristoffel words. Note that it naturally appears that for each standard episturmian
word, there exists a conjugate which is an epichristoffel word, and in the converse.
The paper is organized as follows.
We first recall some basic definitions of combinatorics on words and we establish the notation used in this paper. We
recall the definitions and some properties of the Sturmian sequences, the Christoffel words and the episturmian sequences.
Then we introduce our new class of finite words: the epichristoffel ones. We prove how some of the properties of the
Christoffel words can be generalized for an alphabet with more than 2 letters. We then describe an algorithm which
determines if a given k-tuple describes the occurrence numbers of letters in an epichristoffel word or not. If so, we show
how to construct it. Finally, we prove the next theorem, which is a generalization of a result for Christoffel words [24], that
characterizes epichristoffel conjugates.
Theorem. Letw be a finite primitive word different from a letter. Then the conjugates ofw are all factors of the same episturmian
sequence if and only ifw is conjugate to an epichristoffel word.
2. Definitions and notation
Throughout this paper,A denotes a finite alphabet containing k letters a0, a1, . . . , ak−1. A finite word is an element of the
free monoid A∗. If w = w[0]w[1] · · ·w[n − 1], with w[i] ∈ A, then w is said to be a finite word of length n and we write
|w| = n. By convention, the empty word is denoted ε and its length is 0. We define Aω the set of right infinite words, also
called sequences, over the alphabetA and then,A∞ = A∗ ∪Aω is the set of finite and infinite words.
The number of occurrences of the letter ai in w is denoted |w|ai . The reversal of the word w = w[0]w[1] · · ·w[n− 1] is
w˜ = w[n − 1]w[n − 2] · · ·w[0] and if w˜ = w, then w is said to be a palindrome. A finite word f is a factor of w ∈ A∞ if
w = pfs for some p ∈ A∗, s ∈ A∞. If p = ε (resp. s = ε), f is called a prefix (resp. a suffix) of w. Let u ∈ A∗ and n ∈ N. We
denote by un the word u repeated n times and we called it a n-th power word. A factor αk of the word w, with α ∈ A and
k ∈ N locally maximum, is called a block of α of length k in w. Let u, v be two palindromes, then u is a central factor of v if
v = wuw˜ for somew ∈ A∗. The right palindromic closure ofw ∈ A∗ is the shortest palindrome u = w(+) havingw as prefix.
The set of factors of w ∈ Aω is denoted F(w) and Fn(w) = F(w) ∩ An is the set of all factors of w of length n ∈ N. The
complexity function is given by P(n) = |Fn(w)| and is the number of distinct factors ofw of length n ∈ N. Two wordsw and
w′ are said equivalent if they have the same set of factors: F(w) = F(w′).
The conjugacy class [w] of w ∈ An is the set of all words w[i]w[i+ 1] · · ·w[n− 1]w[0] · · ·w[i− 1], for 0 ≤ i ≤ n− 1.
Ifw is not the power of a shorter word, thenw is said to be primitive and has exactly n conjugates. Ifw is the smallest of its
conjugacy class, relatively to some lexicographic order, thenw is called a Lyndon word.
Let w be an infinite word, then a factor f of w is right (resp. left) special in w if there exist a, b ∈ A, a 6= b, such that
fa, fb ∈ F(w) (resp. af , bf ∈ F(w)). A wordw overA is balanced if for all factors u and v ofw having the same length, for all
letters a ∈ A, one has∣∣|u|a − |v|a∣∣ ≤ 1.
Ifw = pus ∈ A∞, with p, u ∈ A∗ and s ∈ A∞, then p−1w denotes the word us. Similarly,ws−1 denotes the word pu.
An integer p ∈ N is a period of the word w = w[0]w[1] · · ·w[n − 1] ∈ A∗ if w[i] = w[i + p] for 0 ≤ i < n − p. When
p = 0, the period is trivial. If p is the smallest non trivial period ofw, then the fractional root ofw is defined as the prefix zw of
w of length p. An infinite wordw ∈ Aω is periodic (resp. ultimately periodic) if it can be written asw = uω (resp.w = vuω),
for some u, v ∈ A∗. Ifw is not ultimately periodic, then it is aperiodic. Amorphism f fromA∗ toA∗ is a mapping fromA∗ to
A∗ such that for all words u, v ∈ A∗, f (uv) = f (u)f (v). A morphism extends naturally on infinite words.
3. Sturmian, Christoffel and episturmian words
Before introducing our generalization of Christoffel words, inspired by the definition of episturmian sequences, let us
recall the definition of these well-known families and some of their properties.
3.1. Sturmian words and morphisms
One of the classical definitions of Sturmian sequences is the one given by Morse and Hedlund [43]:
Definition. Let ρ, called the intercept, and α, called the slope, be two real numbers with α irrational such that 0 ≤ α < 1.
For n ≥ 0, let
s[n] =
{
a if bα(n+ 1)+ ρc = bαn+ ρc,
b otherwise,
s′[n] =
{
a if dα(n+ 1)+ ρe = dαn+ ρe,
b otherwise.
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Then the sequences
sα,ρ = s[0]s[1]s[2] · · · and s′α,ρ = s′[0]s′[1]s′[2] · · ·
are Sturmian and conversely, a Sturmian sequence can be written as sα,ρ or s′α,ρ for α irrational and ρ ∈ R.
Sturmian sequences have several characterizations. For more details about this class of words, we refer the reader to the
section in [40] devoted to Sturmian sequences.
Proposition ([16]). A sequence s is Sturmian if and only if for all n ∈ N, P(n) = n+ 1.
Theorem 1 ([40]). Let s be a sequence. The following assertions are equivalent:
(i) s is Sturmian;
(ii) s is balanced and aperiodic.
Definition 2 ([40]). Amorphism f is Sturmian if f (s) is Sturmian for all Sturmian sequences s.
3.2. Christoffel words
In discrete geometry, Christoffel words are defined as the discretization of a line having a rational slope, as introduced
in [9]. In symbolic dynamics, they are defined by exchange of intervals [43] as follows.
Definition. Let p and q be positive relatively prime integers and n = p+ q. Given an ordered 2-letter alphabet {a < b}, the
Christoffel word w of slope p/q over this alphabet is defined asw = w[0]w[1] · · ·w[n− 1], with
w[i] =
{
a if ip mod n > (i− 1)p mod n,
b if ip mod n < (i− 1)p mod n,
for 0 ≤ i ≤ n− 1, where k mod n denotes the remainder of the Euclidean division of k by n.
Notice that since p and q are relatively prime, a Christoffel word is always primitive. Other important properties of
Christoffel words will be recalled just before their generalizations in Section 4.
3.3. Episturmian sequences and morphisms
One of the possible generalizations of Sturmian sequences for an alphabet with 3 letters or more is the set of episturmian
sequences. Let us first recall the definition of standard episturmian sequences as introduced initially by Droubay, Justin and
Pirillo.
Definition 3 ([21] ). A sequence s is standard episturmian if it satisfies one of the following equivalent conditions.
(i) For every prefix u of s, u(+) is also a prefix of s.
(ii) Every leftmost occurrence of a palindrome in s is a central factor of a palindromic prefix of s.
(iii) There exist a sequence u0 = ε, u1, u2, . . . of palindromes and a sequence∆(s) = x[0]x[1] · · · , with x[i] ∈ A, such that
un defined by un+1 = (unx[n])(+), with n ≥ 0, is a prefix of s.
Definition 4 ([21]). A sequence t is episturmian if F(t) = F(s) for a standard episturmian sequence s.
An equivalent definition is that a sequence s ∈ Aω is episturmian if its set of factors is closed under reversal and s has at
most one right (or equivalently left) special factor for each length.
Notation 5 ([37]). Letw = w[0]w[1] · · ·w[n−1], withw[i] ∈ A, and u0 = ε, . . . , un = (un−1w[n−1])(+), the palindromic
prefixes of un. Then Pal(w) denotes the word un.
In Definition 3,∆(s) is called the directive sequence of the standard episturmian sequence s. Since∆(s) is the limit of its
prefixes and s is the limit of the un, it is natural to write s = Pal(∆(s)).
Let us recall from [37] a useful property of the operator Pal.
Lemma 6 ([37]). Let x ∈ A, w ∈ A∗. If |w|x = 0, then Pal(wx) = Pal(w)xPal(w). Otherwise, we write w = w1xw2
with |w2|x = 0. The longest palindromic prefix of Pal(w) which is followed by x in Pal(w) is Pal(w1). Thus, Pal(wx) =
Pal(w)Pal(w1)−1Pal(w).
Definition 7. For a, b ∈ A, we define the following endomorphisms ofA∗:
(i) ψa(a) = ψa(a) = a;
(ii) ψa(x) = ax, if x ∈ A \ {a};
(iii) ψa(x) = xa, if x ∈ A \ {a};
(iv) θab(a) = b , θab(b) = a, θab(x) = x, x ∈ A \ {a, b}.
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The endomorphisms ψ and ψ can be naturally extended to a finite word w = w[0]w[1] · · ·w[n − 1]. Then ψw(a) =
ψw[0](ψw[1](· · · (ψw[n−1](a)) · · · )) and ψw(a) = ψw[0](ψw[1](· · · (ψw[n−1](a)) · · · )) , with a ∈ A.
Similarly to the Sturmian morphisms, we can define the episturmian morphisms as follows.
Definition 8 ([33]). The set E of episturmian morphisms is the monoid generated by the morphisms ψa, ψa, θab under
composition. The set S of standard episturmian morphisms is the submonoid generated by the ψa and θab; the set of pure
episturmian morphisms is the submonoid generated by the ψa and ψa.
As the Sturmianmorphism, the episturmian ones have the following characteristic property: amorphism f is episturmian
if f (s) is episturmian for any episturmian sequence s.
4. Epichristoffel words
In this section, we generalize Christoffel words to a k-letter alphabet and we call this generalization epichristoffel words.
Let us first recall some properties of Christoffel words that will be used to define their generalization.
Lemma 9 ([3]). A wordw is a Christoffel word if and only ifw is a balanced Lyndon word.
The next proposition follows from Séébold, Richomme, Kassel and Reutenauer works [55,56,52,39] and is proved in [18].
Proposition 10. Christoffel words and their conjugates are exactly the words obtained by the application of Sturmianmorphisms
to a letter.
Lemma 9 and Proposition 10 have for consequence the following corollary.
Corollary 11. In the conjugation class of a Christoffel word, the Lyndon word is the Christoffel word.
Note that Corollary 11 is the result we will extend as a definition of epichristoffel words.
Definition 12. A finitewordw ∈ A∗ belongs to an epichristoffel class if it is the image of a letter by an episturmianmorphism.
Definition 13. A finite wordw ∈ A∗ is epichristoffel if it is the unique Lyndon word occurring in an epichristoffel class.
In the sequel, a word in an epichristoffel class will be called c-epichristoffel, for short. The following result insures that
the epichristoffel classes are well-defined.
Proposition 14. Letw andw′ be conjugate finitewords. Thenw = φ(u) andw′ = φ′(u′), withφ, φ′ ∈ {ψa, ψa}, for u, u′ ∈ A∗,
a ∈ A if and only if u and u′ are conjugate.
Proof. (=⇒) Without loss of generality, we can suppose that φ = φ′ = ψa, since ψa(w) = aψa(w)a−1 and so, ψa(w) is
conjugate to ψa(w) for any word w. Thus, we can write w = an0v[0]an1v[1] · · · ankv[k], with v[i] 6= a and ni > 0
for 0 ≤ i ≤ k. Since w = ψa(u), using injectivity of ψa, we have u = an0−1v[0]an1−1v[1] · · · ank−1v[k]. Since w
and w′ are conjugate, we can write w′ = aαv[i]ani+1v[i + 1] · · · ani−1v[i − 1]aβ , with α + β = ni and α ≥ 1. Thus,
u′ = aα−1v[i]ani+1−1v[i+ 1] · · · ani−1−1v[i− 1]aβ . Comparing u and u′, we conclude that u is conjugate to u′.
(⇐=) If u and u′ are conjugate, then there exist v, t such that u = vt and u′ = tv. Applying respectively the morphisms φ
and φ′ over u and u′, we obtain φ(u) = φ(v)φ(t) and φ′(u′) = φ′(t)φ′(v). If φ = φ′ the result follows. Otherwise, let
us suppose φ = ψa and φ′ = ψa. Then we conclude using the fact that ψa(u) = aψa(u)a−1:
ψa(u) = aψa(v)a−1aψ(t)a−1 = aψa(v)ψa(t)a−1. 
The finite factors of episturmian sequences, also called finite Arnoux–Rauzy words, have already been studied. In [33],
the authors used a subclass of c-epichristoffel words without mentioning that it is a generalization of Christoffel words.
In their paper, they denoted by hn, the standard episturmian words, that is the words obtained by the application of
standard episturmian morphisms to a letter. The c-epichristoffel words are exactly the set of all conjugates of the standard
episturmian words and the smallest one in the conjugacy class is epichristoffel. Notice that they form a subclass of the
Arnoux–Rauzy word, since they all are factor of episturmian sequences, but any factor of episturmian sequence is not
necessarily obtained by an episturmian morphism to a letter. For instance, the word abacabaabacababacabaabacaba · · ·
contains the finite Arnoux–Rauzy word aabac which is not c-epichristoffel.
In [33], the authors proved the 2 following properties.
Proposition 15 ([33], Prop. 2.8, Prop. 2.12). Every standard episturmian word is primitive and can be written as the product of
2 palindromic words.
It is clear that any standard episturmian word is conjugate to an epichristoffel word. Proposition 14 can be used to show
the converse. Consequently, Proposition 15 can be generalized for any c-epichristoffel word, using the following lemma.
Lemma 16 ([21], Lemma 3). The word u ∈ A∗ is a palindrome if and only if ψa(u)a and aψa(u) are so, a ∈ A.
Proposition 17. Every c-epichristoffel word is primitive and can be written as the product of 2 palindromic words.
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Proof. By induction over the number of morphisms. For a single morphism applied over a letter, we get w = ab, with
a, b ∈ A and a 6= b, which is the product of two palindromes. Let us suppose that for a c-epichristoffel word w, there exist
palindromic words u, v such that w = uv. Let x = ψc(w) = ψc(uv) = ψc(u)ψc(v) (resp. x = ψ c(w) = ψ c(u)ψ c(v)),
for c ∈ A. Then x = ψc(u)cc−1ψc(v) (resp. x = ψ c(u)c−1cψ c(v)), where ψc(u)c , c−1ψc(v) (resp. ψ c(u)c−1, cψ c(v)) are
palindromic words by Lemma 16. 
Let now show how some of the properties of Christoffel words can be generalized to epichristoffel words.
Recall that for Christoffel words, we have:
Theorem 18 ([24]). Letw be a non-empty finite word. The following conditions are equivalent:
(i) w is a factor of a Sturmian sequence;
(ii) the fractional root zw ofw is conjugate to a Christoffel word.
First, note that the equivalence in Theorem 18 cannot be generalized to epichristoffel words. Indeed, let us consider the
episturmian sequence
s = aabaacaabaacaabaabaa · caabaacaabaaa · · ·
Then w = caabaacaabaaa is a factor of s, but its fractional root zw = w is not c-epichristoffel, as we will see later in
Example 27.
On the other hand, the converse holds for episturmian sequences and epichristoffel words.
Theorem 19. Let w be a non-empty word such that its fractional root is c-epichristoffel. Then w is a factor of an episturmian
sequence.
Proof. Let w = zkw , with k ≥ 1 ∈ Q, zw the fractional root of w. Let us suppose that zw is c-epichristoffel. Thus
there exist x ∈ A∗ and a ∈ A such that φ(0)φ(1) · · ·φ(n)(a) = zw , with φ(i) ∈ {ψx[i], ψ x[i]}. Then w is a factor of
zdkew = (φ(0)φ(1) · · ·φ(n)(a))dke = φ(0)φ(1) · · ·φ(n)(adke). It is sufficient to take an episturmian sequence having adke as a
factor and apply the morphism φ(0)φ(1) · · ·φ(n): we obtain that φ(0)φ(1) · · ·φ(n)(adke) is a factor of an episturmian sequence
and so isw. 
Proposition 20. Let w ∈ A∗ be a c-epichristoffel word. Then, the set of factors of length ≤ |w| of its conjugacy class is closed
under the mirror image.
Proof. First note that the set of factors of length≤ |w| of the epichristoffel class ofw is the same as the one ofw2. Since any
c-epichristoffel word w is the product of 2 palindromes (by Proposition 17), let w = p1p2, with p1, p2 palindromes. Then
w2 = p1p2p1p2 and it follows that w˜ = p˜1p2 = p2p1 is a factor of w2. Thus, the mirror image of any factor of w is also a
factor ofw2 and consequently, is in the epichristoffel class ofw. 
Remark 21. The right palindromic closure of a c-epichristoffel word is often a prefix ofw2, but it is not the case in general.
It suffices to take the wordw = abcbab for whichw(+) = abcbab · cba.
For Christoffel words, we have:
Lemma 22 ([25]). A Christoffel word can always be written as the product of two Christoffel words.
But:
Lemma 23. An epichristoffel word cannot always be written as the product of two epichristoffel words.
Proof. It is sufficient to consider the epichristoffel word aabacab. The only decompositions in c-epichristoffel factors are
a · abacab and aab · acab, but abacab and acab are not Lyndon words, assuming a < b < c. 
Lemma 24. Any c-epichristoffel word having length > 1 can be non-uniquely written as the product of two c-epichristoffel
words.
Proof. For the non-unicity, it is sufficient to consider the example of the word aabacab given in the proof of Lemma 23. By
definition, any c-epichristoffel word can be written as φ(0)φ(1) · · ·φ(n−1)(a), with a ∈ A, φ(i) ∈ {ψw[i], ψw[i]}, w ∈ An and
w[n − 1] 6= a. Assume φ(n−1) = ψw[n−1]. To prove the existence of the product, it is then sufficient to consider the words
φ(0)φ(1) · · ·φ(n−1)(w[n− 1]) and φ(0)φ(1) · · ·φ(n−2)(a), since
φ(0)φ(1) · · ·φ(n−1)(a) = φ(0)φ(1) · · ·φ(n−2)(w[n− 1]a)
= φ(0)φ(1) · · ·φ(n−2)(w[n− 1]) · φ(0)φ(1) · · ·φ(n−2)(a).
The case φ(n−1) = ψw[n−1] is analog: we would have obtained a conjugate. 
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5. Epichristoffel k-tuples
Recall from [9] that for a given (p, q), with p, q ∈ N, there exists a Christoffel word with occurrence numbers of letters
p and q if and only if p and q are relative primes. Moreover, it is possible to construct the corresponding Christoffel word,
using a Cayley graph (see [12]).
In this section, we give an algorithm which determines if there exists or not an epichristoffel word w over the alphabet
A = {a0, a1, . . . , ak−1} such that p = (p0, p1, . . . , pk−1) with pi = |w|ai , for 0 ≤ i ≤ k− 1. If so, we also give an algorithm
that constructs it.
Definition 25. Let p = (p0, p1, . . . , pk−1) be a k-tuple of non-negative integers. Then the operator T : Nk → Zk is defined
over the k-tuple p as
T (p) = T (p0, p1, . . . , pk−1) =
(
p0, p1, . . . , pi−1,
(
pi −
k−1∑
j=0,j6=i
pj
)
, pi+1, . . . , pk−1
)
,
where pi ≥ pj, ∀j 6= i.
Proposition 26. Let p be a k-tuple. There exists an epichristoffel word with occurrence numbers of letters p if and only if iterating
T over p yields a k-tuple p′ with p′j = 0 for j 6= m and p′m = 1, for a unique m such that 0 ≤ m ≤ k− 1.
The idea of using the operator T comes from the algorithm computing the greatest common divisor of 3 integers as
described in [19] and of the tuples described in [35].
Example 27. There is no epichristoffel word with the occurrence numbers of letters (2, 2, 9). Indeed, T (2, 2, 9) = (2, 2, 5),
T 2(2, 2, 9) = T (2, 2, 5) = (2, 2, 1), T 3(2, 2, 9) = T (2, 2, 1) = (2,−1, 1).
On the other hand, the 6-tuple q = (1, 1, 2, 4, 8, 16) does so:
T (1, 1, 2, 4, 8, 16) = (1, 1, 2, 4, 8, 0)
T 2(q) = T (1, 1, 2, 4, 8, 0) = (1, 1, 2, 4, 0, 0)
T 3(q) = T (1, 1, 2, 4, 0, 0) = (1, 1, 2, 0, 0, 0)
T 4(q) = T (1, 1, 2, 0, 0, 0) = (1, 1, 0, 0, 0, 0)
T 5(q) = T (1, 1, 0, 0, 0, 0) = (1, 0, 0, 0, 0, 0).
Some lemmas are required in order to prove Proposition 26.
Lemma 28. Letw = φ(u), with φ ∈ {ψa0 , ψa0},A = {a0, a1, . . . , ak−1} and u ∈ A∗. Then
(i) |w|a0 =
∑k−1
i=0 |u|ai = |u|;
(ii) |w|a0 = |u|a0 +
∑k−1
i=1 |w|ai .
Proof. The first equality comes from the definition of ψa0 and ψa0 . For each letter α 6= a0, ψa0(α) = a0α, ψa0 = αa0 and
ψa0 = ψa0(a0) = a0: φ adds as much a0 as the occurrence numbers of the other letters in the word u. The second equality
follows from the first one, since |w|ai = |u|ai for i 6= 0. 
Lemma 29. Letw ∈ A∗ be a c-epichristoffel word. Then, there exist a c-epichristoffel word u ∈ A∗, |u| > 1 and an episturmian
morphism φ ∈ {ψa0 , ψa0}, with a0 ∈ A, such thatw = φ(u) if and only if |w|a0 > |w|ai for all ai ∈ A, i 6= 0.
Proof. (=⇒) By contradiction. Let us suppose there exists uwith |u| > 1 such thatw = φ(u) and |w|a0 is not a maximum.
Then, there exists at least one letter ai ∈ A such that |w|ai ≥ |w|a0 . Without loss of generality, let us suppose that i =
1. By Lemma 28, |w|a0 =
∑k−1
i=0 |u|ai = |u|a0+|w|a1+
∑k−1
i=2 |u|ai that implies |w|a0−|w|a1 = |u|a0+
∑k−1
i=2 |u|ai ≤ 0,
which is possible only if |u|ai = 0 for all i 6= 1 and then |w|a1 = |w|a0 . Hence, we would have that u = a1n and
w = φ(a1n). The only possibility is that n = 1, since a c-epichristoffel word is primitive. Then |u| = 1: contradiction.
Hence, ifw = φ(u), with |u| > 1, |w|a0 is maximum.
(⇐=) Let us now suppose that |w|a0 > |w|ai for all ai ∈ A, i 6= 0. Since w is c-epichristoffel, there exist an episturmian
morphism φ ∈ {ψai , ψai} and a c-epichristoffel word u ∈ A∗ such that φ(u) = w. Let us suppose that i 6= 0. Using
Lemma 28, |w|ai = |w|a0+|u|ai+
∑
1≤j≤k−1,j6=i |w|aj . Since |w|a0 > |w|ai , it implies that |u|ai+
∑
1≤j≤k−1,j6=i |w|aj < 0,
which is impossible. Thus i = 0. 
An interesting consequence of Lemma 29 is the following.
Proposition 30. Let u and v be c-epichristoffel words. If |u|α = |v|α for all α ∈ A, then u and v are conjugate. In other words, a
k-tuple of occurrence numbers of letters determines at most one epichristoffel conjugacy class.
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Proof. By induction. The result is truewhen |u| = |v| ≤ 2. Assume by now that |u| ≥ 3. By definition of epichristoffelwords,
there exist letters a and b, and epichristoffel words u′, v′ such that u = φ(u′), v = φ′(v′), φ ∈ {ψa, ψa} and φ′ ∈ {ψb, ψb}.
From |u| ≥ 3 and definitions of morphisms ψa, ψa, ψb, ψb, we get |u′| ≥ 2, |v′| ≥ 2. From Lemma 29 and the fact that|u|α = |v|α for all letters α, it comes that a = b (and |u|a = |v|a ≥ |u|α = |v|α for all letters α). Now from the definition
of u′ and v′ and properties of u and v, we deduce that |u′|α = |v′|α for all letters α. By inductive hypothesis, u′ and v′ are
conjugate. Proposition 14 allows one to conclude. 
The algorithm induced by the iteration of Lemma 29 leads to a construction of words which are images of a letter by an
episturmian morphism, that is c-epichristoffel words. Indeed, iterating T gives a construction of an c-epichristoffel word
with p describing the occurrence numbers of letters. We take p as the initial k-tuple. The iteration over p of the operator T
described previously yields a finite sequence of k-tuples p(0), p(1), p(2), . . . . We do as in Proposition 26, applying the operator
T and moreover, we keep the important information that allows us to construct the word: the letter with maximal number
of occurrences. Let
p(s)
i−→ p(s+1)
denote the relation T (p(s)) = p(s+1), where p(s)i is the maximal integer of p(s).
Then, performing T until p(r)i = 0 for all i except for one ir−1 for which p(r)ir−1 = 1, we get the sequence of k-tuples
p(0)
i0−→ p(1) i1−→ p(2) i2−→ · · · ir−2−→ p(r−1) ir−1−→ p(r).
Then,
ψai0
(ψai1
(. . . (ψair−1 (α)) . . . ))
is a c-epichristoffel word having p as occurrence numbers of letters, with α the letter such that p(r)ir−1 = 1. The epichristoffel
word is the Lyndon word of the conjugacy class of the word obtained. Here, Proposition 30 insures that it is sufficient to
consider the standard episturmianmorphism in order to construct a c-epichristoffel wordwith p describing the occurrences
of the letters.
Proof of Proposition 26. Follows directly from Lemmas 28 and 29 and from the ideas described in the previous paragraph.
The only difficulty concerns the last iteration, that is when w = φ(u), with |w|a0 not a maximum. As seen in the previous
proof, it implies that u = a1 and w = φ(a1) ∈ {a0a1, a1a0}, which is clearly a c-epichristoffel word. Notice here that
ψa0(a1) = ψa1(a0) and ψa0(a1) = ψa1(a0) are conjugate. 
Example 31. For the triplet (5, 10, 16)describing the occurrence numbers of the letters a, b and c respectively, the sequence
obtained is
(5, 10, 16)
c−→ (5, 10, 1) b−→ (5, 4, 1) a−→ (0, 4, 1) b−→ (0, 3, 1) b−→ (0, 2, 1) b−→ (0, 1, 1) b−→ (0, 0, 1).
Performing the algorithm, we find the word
ψcbabbbb(c) = ψcbabbb(bc)
= ψcbabb(ψb(bc))
= ψcbab(ψb(bbc))
= ψcba(ψb(bbbc))
= ψcb(ψa(bbbbc))
= ψc(ψb(ababababac))
= ψc(babbabbabbabbabc)
= cbcacbcbcacbcbcacbcbcacbcbcacbc.
Since it is obtained by a standard episturmian morphism to a letter, this standard episturmian word is a representative
of the epichristoffel conjugacy class. Moreover, its conjugate which is a Lyndon word, and so, an epichristoffel word, is
acbcbcacbcbcacbcbcacbcbcacbc · cbc for the order a < b < c .
Note that in the previous example, the choice of the last transition is arbitrary: we could have chosen the transition
(0, 1, 1)
c−→ (0, 1, 0) instead of (0, 1, 1) b−→ (0, 0, 1) and we would have obtained a conjugate of ψcbabbbb(c) which is also
c-epichristoffel.
6. Criteria to be in an epichristoffel class
Let us recall a characterization of words in the conjugacy class of a Christoffel word.
Theorem 32 ([24]). Let w ∈ A∗ be a primitive word. Every conjugate w′ is a factor of a Sturmian sequence, not necessarily the
same, if and only ifw is conjugate to a Christoffel word.
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The goal of this section is to prove the following generalization of Theorem 32.
Theorem 33. Let w be a finite primitive word different from a letter. Then there exists an episturmian sequence z such that all
the conjugates ofw are factors of z if and only ifw is a c-epichristoffel word.
Note that in order to generalize Theorem 32 to a k-letter alphabet, k ≥ 3, an additional condition is necessary: the
conjugates must be factor of the same episturmian sequence. For example, every conjugates of the word abc are factors of
episturmian sequences, but abc is not a c-epichristoffel word, since T (1, 1, 1) = (1, 1,−1).
Let us recall the following results of Justin and Pirillo that allow us to write any episturmian sequence as the image by
an episturmian morphism of an other episturmian sequence.
Corollary 34 ([33]). Let s ∈ Aω and∆ = x[0]x[1]x[2] . . . , x[i] ∈ A. Then s is a standard episturmian sequence with directive
sequence∆ if and only if it exists an infinite sequence of sequences s(0) = s, s(1), s(2), . . . such that for any i ∈ N, s(i−1) = ψx[i](s(i)).
It can also be generalized to non-standard episturmian sequences. In order to do so, let us recall what is a spinned word.
Let A = {a | a ∈ A}. A letter x is considered as x with spin 1 while x itself is considered as x with spin 0. Then, an infinite
spinned word sˇ = sˇ[0]sˇ[1]sˇ[2] · · · is an element of (A ∪A)ω .
Theorem 35 ([33]). A sequence t ∈ Aω is episturmian if and only if there exist a spinned sequence ∆ˇ = xˇ[0]xˇ[1]xˇ[2] . . . , xˇ[i] ∈
{A ∪A} and an infinite sequence of recurrent sequences t(0) = t, t(1), t(2), . . . such that for i ∈ N, t(i−1) = ψx[i](t(i)) if xˇ[i] has
spin 0 (resp. ψ x[i](t(i)) if xˇ[i] has spin 1). Moreover t is equivalent to the standard episturmian sequence with directive sequence
∆ = x[0]x[1] · · · .
Theorem 35 allows us to write the directive sequence of a non-standard episturmian sequence, as we do in the following
lemma.
Lemma 36. Let ∆ˇ(s) = (aˇ)kbˇzˇ be the directive sequence of an episturmian sequence s, with a 6= b ∈ A and z ∈ Aω . Then the
blocks of c 6= a have length 1 and the blocks of a’s have length `, k or (k + 1), where ` ≤ k + 1 is the length of the block of a’s
prefix of the sequence.
Proof. Let us consider the equivalent standard episturmian sequence t directed by ∆(t) = akbz. By 34, t = ψakb(t ′) for a
standard episturmian word t ′. Since ψakb(a) = akba, ψakb(b) = akb and for c /∈ {a, b}, ψakb(c) = akbakc , the statement is
true for t . Since the language of s and t are equal, it only remains to consider the prefix of swhere a block of length< k can
appear. Indeed, for the episturmian sequence s, since it is directed by ∆ˇ(s) = (aˇ)kbˇzˇ, we easily deduce that s begins by a
prefix of a’s of length ` equal to the number of aˇ having spin 0 in the prefix (aˇ)k of its directive sequence, which is less or
equal to k. 
Remark 37. An episturmian sequence may not have blocks of a’s of length (k+ 1). It is the case if its directive sequence has
the form aˇkzˇ, with |zˇ|aˇ = 0.
One can be easily convinced of the following statement.
Lemma 38. In an episturmian sequence w = ψα(t) or w = ψα(t), any letter different from α is preceded and followed by the
letter α, except for the first letter of the sequence, if it is different from α.
Lemma 39. Let z = ψa0(t) be a standard episturmian sequence and w = a0ya1 a factor of z, with a0 6= a1 ∈ A and y ∈ A∗.
Then, there exists a factor u of t such that ψa0(u) = w.
Proof. If z = ψa0(t), t = t[0]t[1]t[2] · · · and Card(A) = k, then by the definition of ψ , z = ψa0(t[0])ψa0(t[1]) · · · ∈{a0, a0a1, a0a2, . . . , a0ak−1}ω . Since w starts with a0 and ends by a1, then any factor w of z = ψa0(t) can be written as
w ∈ {a0, a0a1, a0a2, . . . , a0ak−1}∗. Thus we can construct a word u by associating to a0ai the letter ai for i 6= 0 and to a0 the
letter a0. Thus,w is the image of the word u by the morphism ψa0 . 
Proposition 40. Let z = ψa(t), where t and z are standard episturmian sequences. Letw be a factor of z not the power of a letter,
such that |w| > 1 and all its conjugates are also factors of z. Then, there exists a factor u of t such thatw = ψa(u) orw = ψa(u).
Proof. Let β, γ ∈ A, with β, γ 6= a, y ∈ A∗ andw factor of z. There are 4 cases to consider.
(i) w = βyγ : its conjugate yγ β is not a factor of z, since any occurrence of the letter β is preceded by the letter a, by
Lemma 38. Thenw does not satisfy the hypothesis.
(ii) w = ayβ: by Lemma 39, there exists a factor u of t such that ψa(u) = w.
(iii) w = βya: symmetric to the case (ii). If w = βya is a factor of z = ψa(t) and satisfies the hypothesis, then there exists
a u factor of t such that ψa(u) = w.
(iv) w = aya: rewritew = amy′an, withm, n≥ 1 andm, nmaximum. The factor y′ is not empty, sincew is supposed not to
be a power of a letter. Let us suppose that there exists β ∈ A, β 6= a such that wβ = amy′anβ is a factor of z. Since by
Lemma 36 any block of a has length k or (k+ 1), for some k ∈ N \ {0}, we have that n = k or n = k+ 1. On the other
hand, by the hypothesis, the conjugate y′am+n ofw = amy′an is also a factor of z. Thusm+ n ≤ k+ 1. But sincem 6= 0,
the only possibility is that n = k andm = 1. Consequentlyw = ay′ak. Its conjugate y′ak+1 is also a factor of z and since
y′ does not start by a by the maximality ofm, it should be preceded by a: ay′ak+1 = ay′aka = wa is a factor of z. Since z
is episturmian and wa is factor of z, there exist ` ∈ N and β 6= a ∈ A such that wa`β is so. By Lemma 39, there exists
a word u′ = ua`−1β such that ψa(u′) = wa`β . Since ψa(a`−1β) = a`β ,w = ψa(u). 
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We can now prove our main theorem.
Proof of Theorem 33. (=⇒) (i) Let us suppose that all conjugates of w are factors of a standard episturmian sequence
z = ψa(t). We proceed by induction on the number of morphisms. Since z = ψa(t), by Proposition 40, there
exists u such thatw = ψa(u) orw = ψa(u). Let us now prove that all conjugates u′ of u are also factors of t . Since
u, u′ are conjugate, using Proposition 14, we haveψa(u′) is a conjugate ofψa(u). Hence, again by Proposition 40,
there exists a factor u′′ of t with ψa(u′) = ψa(u′′) or ψa(u′) = ψa(u′′). The second case is possible only if u′′ is
a power of a and then the first case holds. This first case by injectivity of ψ implies u′ = u′′, that is u′′ is a factor
of t . We then find a sequence of episturmian morphisms φ0, φ1, . . . , φk ∈ {ψa, ψa | a ∈ A}k+1 and a sequence
of words w,w1, w2, . . . , wk such that |w| ≥ |w1| ≥ |w2| ≥ . . . ≥ |wk| = 1, w = φ0(φ1(· · · (φk(wk)) · · · )) and
wi = φi(φi+1(. . . (φk(wk)))). Thus, w is the image of a letter by an episturmian morphism, implying that w is
c-epichristoffel.
(ii) If z is not standard, by Definition 4, we know that there exists an episturmian sequence z ′ such that F(z) = F(z ′).
Thus, we can then consider the sequence z ′ and conclude as in (i).
(⇐=) Sincew is c-epichristoffel, we can writew = f (a), where f ∈ E and a ∈ A. Let s be an episturmian sequence having
the factor aa and let consider the episturmian sequence f (s). Thus, it contains the factorww and we conclude. 
7. Concluding remarks
In this paper, we have most of the time considered the c-epichristoffel words, also known as the conjugates of the finite
standard episturmian words. Some of the properties of standard Sturmian words can be generalized naturally to the c-
epichristoffel ones. We unfortunately did not find a characterization of the epichristoffel word of each conjugacy class.
Geometrical properties of Christoffel words arewell known and very interesting. It would be nice to know if there is a similar
geometrical interpretation for the epichristoffel words. In this paper, we only verify if a few properties of the Christoffel
words could be generalized or not to the epichristoffel ones. Since the literature of Christoffel words is wide, there are still a
lot of open problems about epichristoffel words. For instance: do they satisfy a kind of balanced property? For a fixed k ≥ 3,
does there exist an epichristoffel word over a k-letter alphabet of any given length? Is it possible to give a closed formula for
the number of epichristoffel words of a given length? Episturmian morphisms have been extensively studied for instance
in [36,33,50,51,34,37,53]. It might be useful to use their properties to work on the epichristoffel words.
Epichristoffel words are still more interesting since they seem to be related to the Fraenkel conjecture. This conjecture
states that for a finite k-letter alphabet, there exists a unique infinite word, up to letter permutation and conjugation, that
is balanced and has pair-wise distinct letter frequencies. This unique word, if it exists, is conjectured to be periodic and can
be written as pω , with p an epichristoffel word. Then, knowing more about epichristoffel words might help to prove the
Fraenkel conjecture.
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