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Abstract
Federated learning is a privacy-preserving approach to train a global model at a central server
by collaborating with wireless devices, each with its own local training data set. In this paper, we
present a compressive sensing approach for federated learning over massive multiple-input multiple-
output communication systems in which the central server equipped with a massive antenna array
communicates with the wireless devices. One major challenge in system design is to reconstruct local
gradient vectors accurately at the central server, which are computed-and-sent from the wireless devices.
To overcome this challenge, we first establish a transmission strategy to construct sparse transmitted
signals from the local gradient vectors at the devices. We then propose a compressive sensing algorithm
enabling the server to iteratively find the linear minimum-mean-square-error (LMMSE) estimate of the
transmitted signal by exploiting its sparsity. We also derive an analytical threshold for the residual error
at each iteration, to design the stopping criterion of the proposed algorithm. We show that for a sparse
transmitted signal, the proposed algorithm requires less computationally complexity than LMMSE.
Simulation results demonstrate that the presented approach outperforms conventional linear beamforming
approaches and reduces the performance gap between federated learning and centralized learning with
perfect reconstruction.
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(MIMO), compressive sensing, multi-antenna technique
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2I. INTRODUCTION
Machine learning has attracted significant interest as a breakthrough for emerging applications
of wireless communications [1]–[6]. The fundamental idea of machine learning for wireless
communications is to learn a model (e.g., input-output relation) based on large amounts of
data and computing power. It has been demonstrated that the learned model can be exploited
either to improve the performance of conventional model-based techniques (e.g. [3], [4]) or to
describe an unknown input-output relation whose characterization was otherwise challenging
due to mathematical intractability (e.g., [5], [6]). The most common and widely adopted form
of machine learning is centralized learning in which a central server equipped with sufficient
storage and computing power has full access to the entire data set. Unfortunately, centralized
learning is infeasible in many applications of wireless communications. The major reason is that
data sets are usually generated at wireless devices, but transmitting them to the central server
is highly limited by both the amount of radio resources and communication latency allowed
in the applications. Particularly, this problem becomes more severe as the data size and the
model complexity increase. In addition, sending the data may not be allowed in privacy-sensitive
applications such as social networking, e-health, and financial services.
Recently, federated learning has drawn increasing attention as a viable solution to overcome
the limitations of centralized learning [7]–[10], in which a global model at a central server is
collaboratively trained by multiple devices each with its own local data set. The major advantage
of federated learning is a significant reduction in communication overhead as the devices only
send an updated model instead of the whole data set. In addition, this approach preserves the
privacy of the devices because the data is kept where it is generated while a central server has no
direct access to the local data sets. Distributed machine learning also provides similar advantages,
but federated learning focuses on a more practical setting which may include unbalanced and
non-identically-distributed data sets, unreliable communication, and massively distributed data
[7]. Thanks to the advantages and the practicality of federated learning, it has been adopted as
a key enabler for emerging applications of wireless communications [11]–[13]. For example, in
[12], federated learning is applied to learn the statistical properties of vehicular users in wireless
vehicular networks. Another example is introduced in [13] which applies federated learning to
learn the locations and orientations of the users in wireless virtual reality networks.
There also exist recent studies that seek to enable and optimize federated learning over wireless
3communication systems by considering the physical characteristics of wireless channels [14]–
[23]. A device scheduling problem is studied in [14]–[18] based on various scheduling criteria,
while a joint resource allocation and user scheduling problem is tackled in [19]. Transmission
and reception techniques for federated learning are developed for a simple Gaussian multiple
access channel (MAC) in [20] and for a fading MAC in [21]. A transmission technique for the
fading MAC is also proposed in [22] jointly with a device scheduling method. To improve the
robustness against channel fading and noise effects in wireless environments, the use of multiple
antennas at a central server and/or wireless devices is considered in [24]–[27]. The effect of
multiple antennas on the performance of federated learning is investigated in [24] under the
assumption that receive beamforming is employed by a multi-antenna central server. In this
work, the use of the receive beamforming is shown to be an effective approach when the server
is equipped with a sufficiently large number of antennas. Under the same assumption as in
[24], training time optimization for federated learning is studied in [25]. Transmit and/or receive
beamforming for over-the-air computation are considered in [26], [27] which can be utilized
to reduce latency in federated learning. Specifically, joint optimization for device selection and
receive beamforming is proposed in [26], while joint design of transmit and receive beamforming
is proposed in [27]. The common limitation of the existing works in [24]–[27], however, is that
they only consider linear beamforming approaches to design the reception technique at the multi-
antenna server. Unfortunately, such linear beamforming approach is not optimal in terms of the
estimation performance at the server in general; thereby, further investigation on the reception
technique is still needed to maximize the estimation performance at the multi-antenna central
server in federated learning over wireless communication systems.
In this work, we study federated learning over massive multiple-input multiple-output (MIMO)
communication systems, in which a global model is trained through collaboration of multiple
wireless devices, each with its own local training data set, with a central server equipped with
a massive number of antennas. One of the challenges in system design is to reconstruct local
gradient vectors accurately at the central server, which are computed-and-sent from the wireless
devices. Our key observation to overcome this challenge is that the local gradient vectors are
likely to be sparse in the considered federated learning framework. Motivated by this observation,
we present a compressive sensing approach that exploits the sparsity of the local gradient vectors,
to enable efficient reconstruction of them at the central server. To the best of our knowledge,
this work is the first attempt to establish a compressive sensing approach for a multi-antenna
4central server in federated learning, to exploit the sparsity in a spatial-device domain. Note that
the existing works in [20], [21] also consider a compressive sensing approach, but for a single-
antenna server, while exploiting the sparsity in a different domain. The major contributions of
this paper are summarized as follows:
• We establish a transmission strategy to construct sparse transmitted signals from the local
gradient vectors at the wireless devices. The basic idea of this strategy is to permute the local
gradient vectors using different patterns across the wireless devices. The major advantage
of our transmission strategy is that when the local gradient vectors are sparse, only a small
subset of devices simultaneously transmit non-zero gradient elements at each radio resource,
which results in a sparse transmitted signal. Using simulations, we demonstrate that the use
of our transmission strategy significantly improves the sparsity of the transmitted signal in
the considered federated learning framework.
• We propose a compressive sensing algorithm enabling the central server to efficiently
estimate the transmitted signal by exploiting its sparsity. The basic idea of the proposed
algorithm is to iteratively find the linear minimum-mean-square-error (LMMSE) estimate of
non-zero elements of the transmitted signal. In the proposed algorithm, to properly determine
the LMMSE estimate at the server, we establish a statistical model for the transmitted
signal based on a large-scale approximation and a statistical feature obtained from our
transmission strategy. We also derive an analytical threshold for the residual error at each
iteration, to design the stopping criterion of the proposed algorithm. Simulation results
demonstrate that the proposed compressive sensing algorithm with our transmission strategy
efficiently reduces the performance gap between federated learning and centralized learning
with perfect reconstruction, when the size of the mini-batch employed at each device is
relatively small.
• We compare our compressive sensing approach with linear beamforming approaches that
can be employed to reconstruct local gradient vectors at the multi-antenna central server. To
this end, we introduce proper modifications of the conventional maximum ratio combining
(MRC) and LMMSE methods and present their limitations for the use in federated learning
over a massive MIMO system. We then compare the computational complexity of the
proposed algorithm with those of the linear beamforming methods. Our key finding is
that the proposed algorithm requires less complexity than the LMMSE method when the
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Fig. 1. An illustration of federated learning over a TDD massive MIMO communication system.
transmitted signal is sparse, which is verified through both analytical and numerical results.
We also demonstrate that the proposed algorithm outperforms linear beamforming methods
in terms of the classification accuracy of federated learning, using simulations.
Notation: Upper-case and lower-case boldface letters denote matrices and column vectors,
respectively. E[·] is the statistical expectation, P(·) is the probability, (·)T is the transpose, (·)H
is the conjugate transpose, ⌈·⌉ is the ceiling function, ⌊·⌋ is the floor function, and | · | is
the absolute value. Re{·} and Im{·} denote real and imaginary components, respectively. |A|
is the cardinality of set A. (a)i represents the i-th element of vector a. ‖a‖ =
√
aaH is the
Euclidean norm of vector a. CN (µ,R) represents the distribution of a circularly symmetric
complex Gaussian random vector with mean vector µ and covariance matrix R. 0n and 1n are
an n-dimensional vectors whose elements are zero and one, respectively. R is the set of real
numbers.
II. SYSTEM MODEL
We consider federated learning over a time-division-duplex (TDD) massive MIMO commu-
nication system in which a central server equipped with M antennas trains a global model by
6collaborating with K single-antenna wireless devices, as illustrated in Fig. 1. In this system,
the server and the wireless devices share a global model (e.g., neural network) represented by a
parameter vector w ∈ RNw , but only the devices have training data samples to train the global
model. We denote Bk as a local training data set available at device k which consists of |Bk|
training data samples for k ∈ K = {1, . . . , K}. We model the wireless channel from the devices
to the server by an L-tap channel impulse response (CIR). We assume that this CIR is perfectly
known at the server via uplink channel training1 performed once per each uplink transmission and
remains constant until the next downlink transmission. Note that this is a common assumption in
TDD massive MIMO systems [28], [29]. We adopt an orthogonal frequency division multiplexing
(OFDM) modulation with Nsub subcarriers to obtain parallel subchannels without inter-symbol
interference.
We assume that the global model is trained using a gradient-based iterative algorithm (e.g.,
stochastic gradient descent algorithm or Adam optimizer [30]). Each iteration of the algorithm
corresponds to one communication round that consists of uplink and downlink phases, as illus-
trated in Fig. 1. Let T be the number of iterations and wt be the parameter vector at iteration t
of the algorithm. During the uplink phase at communication round t, the server broadcasts wt
to the wireless devices. Then during the uplink phase, the wireless devices transmit their local
gradient vectors to the server. In this work, we focus only on a transmission/reception strategy
for the uplink phase, while assuming that the broadcasting of wt in the downlink phase is error
free, as assumed in most literature [20]–[22], [24], [26]. Under this assumption, all devices have
a globally consistent parameter vector wt for all t ∈ T = {1, . . . , T}.
We present the transmission procedure of each wireless device during the uplink phase. In
this work, we assume that the local gradient vector at each device is computed over only a
small fraction of its local data set, considering a limited computing power and stringent latency
constraint at the wireless devices in practical communication systems. Let Bk[t] ⊂ Bk be a set of
the samples selected by device k to compute the local gradient vector at communication round
1To enable accurate uplink CSI at the server, each device may need to send more than K pilot signals, but this overhead is
still negligible compared to the overhead required for gradient vector transmission since typically Nw ≫ K in the federated
learning framework.
7t. Then a local gradient vector at device k is computed as
gk[t] =
1
|Bk[t]|
∑
b∈Bk[t]
∇f(wt, b), (1)
where ∇f(·, b) is the gradient of a loss function computed for the training data sample b ∈ Bk
defined by the learning task. After computing the local gradient vector, a transmitted signal at
device k can be constructed as
xk[t] =
√
Nw
‖gk[t]‖2gk[t]. (2)
The scaling operation in (2) is adopted to ensure that every device has the same transmit power
of ‖xk[t]‖2 = Nw at each communication round. We assume that each uplink phase consists of
⌈ Nw
Nsub
⌉ OFDM symbols, each with Nsub subcarriers, to support the transmission of Nw elements.
Under this assumption, the n-th element of xk[t], namely xk[t, n] ∈ R, is transmitted using the
n-th radio resource of the uplink phase, corresponding to the fn-th subcarrier of the un-th OFDM
symbol where fn = n− (un − 1)Nsub and un = ⌈ nNsub ⌉.
We now describe the reception procedure of the server during the uplink phase. The received
signal associated with the n-th radio resource of the uplink phase is expressed as
yc[t, n] =
K∑
k=1
hck[t, n]xk[t, n] + z
c[t, n], (3)
where hck[t, n] is the channel frequency response vector of device k and z
c[t, n] ∈ CM is the
noise signal at the fn-th subcarrier of the un-th OFDM symbol. We assume that the noise signal
at each radio resource is independent and identically distributed (i.i.d.) as CN (0M , σ2cIM). The
real-domain equivalent representation of yc[t, n] is given by
y[t, n] =
K∑
k=1
hk[t, n]xk[t, n] + z[t, n], (4)
where
y[t, n] =
[
Re(yc[t, n])T, Im(yc[t, n])T
]T
,
hk[t, n] =
[
Re(hck[t, n])
T, Im(hck[t, n])
T
]T
,
z[t, n] =
[
Re(zc[t, n])T, Im(zc[t, n])T
]T
.
The above representation can be rewritten as
y[t, n] = H[t, n]x[t, n] + z[t, n], (5)
8where
H[t, n] =
[
h1[t, n],h2[t, n], · · · ,hK [t, n]
]
,
x[t, n] =
[
x1[t, n], x2[t, n], · · · , xK [t, n]
]T
.
Note that z[t, n] ∼ CN (02M , σ2I2M) where σ2 = σ2c2 . Based on the received signals {y[t, n]}Nwn=1,
the server estimates the transmitted signals {x[t, n]}Nwn=1 to obtain the information of the local
gradient vectors sent from the wireless devices. A detailed estimation process will be discussed
in the sequel. Let xˆk[t, n] be the estimate of the transmitted signal sent from device k at the
n-th radio resource. Then by aggregating all the estimates of the transmitted signals, the local
gradient vector sent from device k can be reconstructed as
gˆk[t] =
√
‖gk(t)‖2
Nw
xˆk[t], (6)
where xˆk[t] =
[
xˆk[t, 1], · · · , xˆk[t, Nw]
]T
for k ∈ K. In (6), we assume that the norm of the local
gradient vector ‖gk(t)‖ for all k ∈ K is known2 at the server. After reconstructing all the local
gradient vectors, the server aggregates these vectors to obtain the global gradient vector defined
as
g¯[t] =
1∑K
j=1 |Bj [t]|
K∑
k=1
|Bk[t]| gˆk[t]. (7)
The computing power of each device may not change during the training process, so we assume
that {|Bk[t]|}t∈T is fixed and known at the central server. The global gradient vector in (7) is
utilized to update the parameter vector wt. For example, if the central server adopts a gradient
descent algorithm, the update of the parameter vector is expressed as
wt+1 ← wt − ηtg¯[t], (8)
where ηt represents the learning rate at iteration t.
In this paper, we address the mismatch between the local gradient vectors sent from the
wireless devices and their estimates reconstructed at the server, i.e., gˆk[t] 6= gk[t], in federated
learning over the massive MIMO systems. The main causes of this mismatch are 1) inter-user
interference caused by simultaneous transmission of multiple devices, 2) channel fading naturally
2 To convey the information of the norm of the local gradient vector, each device needs to send one additional real value, but
this overhead is still negligible compared to the overhead required for gradient vector transmission since typically Nw ≫ 1 in
the federated learning framework.
9occurred in wireless channels, and 3) noise signal in RF chain. This mismatch may harm both
the learning accuracy and the convergence rate of federated learning as will be demonstrated
in Sec. V. Therefore, it is essential to reduce this mismatch by developing a proper reception
technique at the central server that enables accurate estimation of the local gradient vectors.
III. A COMPRESSIVE SENSING APPROACH FOR
EFFICIENT RECONSTRUCTION OF LOCAL GRADIENT VECTORS
In this section, we present a compressive sensing approach that allows the central server to
efficiently reconstruct the local gradient vectors sent from the wireless devices. To this end, we
first discuss the sparsity of the local gradient vectors and then establish a transmission strategy
to construct sparse transmitted signals from the local gradient vectors at the wireless devices.
Based on this strategy, we propose a compressive sensing algorithm enabling the central server
to estimate the transmitted signal by exploiting its sparsity.
A. Motivation: Sparsity of Local Gradient Vectors
Our compressive sensing approach is motivated by the sparsity of the local gradient vectors in
federated learning over wireless communication systems. First of all, the average magnitudes of
gradient elements are expected to reduce as a training algorithm (e.g., gradient descent algorithm)
proceeds; thereby, the number of zero gradient elements may increase over time. Particularly
this number is much larger when employing a ReLU activation function since the gradient
of the ReLU function is zero for any negative-valued input. We have also observed that the
number of zero gradient elements are likely to increase as the size of the mini-batch training
data samples utilized to compute the local gradient vector at each device decreases. The rationale
behind this observation is that zero gradient elements computed for each training data sample
would be associated with a significantly different subset of weights across different samples.
This observation is particularly relevant for federated learning over wireless communications
since the size of the mini-batch samples at wireless device (e.g., smartphone or IoT device)
is expected to be relatively small due to a limited computing power and/or a stringent latency
constraint. All these observations imply that the local gradient vectors are likely to be sparse in
federated learning over practical communication systems. It is also noticeable that transmitted
signals whose magnitudes are much smaller than the noise level of a communication system can
be treated as zero signals since they have negligible impacts on the performance of federated
10
?
Massive MIMO channel
?
Device ?
Device 1
Transmitted signalsReceived signals
Fig. 2. An illustration of transmitted signals and the corresponding received signals when employing the random permutation
strategy in Sec. III-B.
learning. Meanwhile, only a few of the largest gradient elements will remain large in the
transmission signal at the wireless devices since each device normalizes the local gradient vector
before its transmission, as can be seen in (2). These observations imply that even if the local
gradient vectors may not be exactly sparse in certain cases (e.g., during the initial training
iterations), an approximate sparsity can still be observed at the central server.
B. Transmission Strategy: Random Permutation
Even when the local gradient vectors are sparse, the transmitted signal may not be sparse
if a naive transmission procedure (e.g., the procedure introduced in Sec. II) is employed by
the wireless devices. For example, consider an extreme case where only the n∗-th element of
the local gradient vector is non-zero at all the devices (i.e., gk[t, n
⋆] 6= 0 for k ∈ K). In this
case, the transmitted signal at the n∗-th radio resource, x[t, n∗], is not sparse because xk[t, n
∗]
is non-zero for all k ∈ K from (2). More generally, if all the local training data sets have an
identical distribution, the wireless devices may have similar sparsity patterns [20], [21]; in this
case, the transmitted signals constructed from (2) may not be sparse.
To prevent the loss of the sparsity, we establish a new transmission strategy that allows the
wireless devices to construct sparse transmitted signals by preserving the sparsity of the local
gradient vectors. The basic idea is to permute the local gradient vectors using different patterns
across the wireless devices when constructing the transmitted signal. This strategy is enabled
through linear projection using different permutation matrices at different devices. More precisely,
11
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Fig. 3. Cumulative distribution function of the magnitude ratio ξk[t, n] with and without our random permutation strategy when
M = 25 and K = 100.
the transmitted signal of device k is determined as
xk[t] =
√
Nw
‖gk[t]‖2Pkgk[t], (9)
where Pk ∈ {0, 1}Nw×Nw is the permutation matrix employed at device k such that PkPTk = INw .
Then the server reconstructs3 the local gradient vector sent from device k as
gˆk[t] =
√
‖gk(t)‖2
Nw
PTk xˆk[t]. (10)
Our strategy in (9) implies that the local gradient elements transmitted at each radio resource
are associated with not only different devices but also different weights of the neural network.
Therefore, when the local gradient vectors are sparse, it is likely that only a small number of
devices simultaneously transmit non-zero local gradient elements at each radio resource, which
results in the sparsity of the transmitted signal x[t, n]. Fig. 2 illustrates the transmitted signals
and the corresponding received signals when employing our random permutation strategy.
We also demonstrate the sparsity of the transmitted signal through numerical simulations. As a
performance metric to evaluate the sparsity, we consider a magnitude ratio ξk[t, n] defined as the
3 We assume that the central server has the information of the permutation matrices employed at wireless devices. One possible
approach to realize this assumption is to share a pre-determined generator between the server and the devices, which generates
different permutation matrices for different inputs. Then each device only needs to send the selected input of the generator, once
at the beginning of the training process.
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ratio of each element’s magnitude to the maximum magnitude in the transmitted signal x[t, n],
i.e., ξk[t, n] ,
|xk[t,n]|
max
k′
|x
k′
[t,n]|
. Fig. 3 shows the cumulative distribution function of ξk[t, n] with and
without our random permutation strategy when M = 25 and K = 100 for the simulation setting
described in Sec. V-A. It should be noticed that the distribution function at ξk[t, n] = 0 represents
the ratio of the number of zero elements to the number of total elements in each transmitted
signal. It is observed that our random permutation strategy significantly increases the number
of zero elements in the transmitted signal for both the stochastic setting (|Bk[t]| = 1) and the
mini-batch setting (|Bk[t]| ∼ Uni[1, 30]). Particularly for the stochastic setting, only 10% of the
elements of the transmitted signal are non-zero when applying our strategy. Another important
observation is that the sparsity level is higher for the stochastic setting than for the mini-batch
setting. This result demonstrates that the sparsity of the transmitted signal increases as the batch
size decreases, as we already discussed in Sec. III-A.
C. Reception Strategy: Compressive Sensing
The goal is to design an efficient signal recovery algorithm at the central server to estimate the
transmitted signal x[t, n] from the received signal y[t, n] in (5). To achieve this goal, we propose
to exploit the sparsity of the transmitted signal by using a compressive sensing approach. The
intuition behind this idea is that estimating a sparse transmitted signal x[t, n] from the received
signal y[t, n] = H[t, n]x[t, n] + z[t, n] can be interpreted as compressive sensing to estimate an
unknown sparse signal from its linear measurement with noise [31]. Based on this intuition,
we propose a compressive sensing algorithm that iteratively finds the LMMSE estimate of the
transmitted signal by exploiting its sparsity. This algorithm can be separately applied to the
received signal at each radio resource of each uplink phase. Therefore, to simplify the notation,
we omit the indexes t and n in the rest of this subsection.
1) Definitions: We start by defining some terminologies and notations employed in the pro-
posed algorithm. A true support set K˜ ⊂ K is a set of device indices that have non-zero gradient
values, i.e.,
K˜ , {xk 6= 0 | k ∈ K}. (11)
A support set at iteration i, denoted by Si ⊂ K, is a set of device indices that have been
selected as the members of the true support set until iteration i. An estimated transmitted signal
at iteration i, denoted by xˆ(i) ∈ Ri, is the estimate of the transmitted signal when assuming
13
K˜ = Si. A residual vector at iteration i is defined as ri = y −H(i)xˆ(i) which is a residual part
of the received signal after subtracting the effect of the estimated transmitted signal at iteration
i, where H(i) is defined as
H(i) =
[
hSi(1), · · · ,hSi(i)
]
. (12)
2) Support Set Update: At iteration i, the proposed algorithm selects the index of the device
whose normalized channel has the maximum correlation with the residual vector ri−1 at the
previous iteration. Our strategy for this step is to use the following selection criterion:
k⋆i = argmax
k∈Sc
i−1
∣∣h˜Tk ri−1∣∣2, (13)
where h˜k =
1
‖hk‖
hk. The promising feature of the above criterion is that it correctly finds the
device index with the maximum effective SNR, defined as ρk =
1
σ2
‖hk‖2|xk|2, when the number
of the server’s antennas is sufficiently large. This fact can be readily shown by characterizing
the correlation between the channel vector of device k and the residual vector, given by
1
M
hTk ri−1 =
1
M
hTk
(
y −H(i−1)xˆ(i−1))
=
‖hk‖2
M
xk +
∑
s′∈Sc
i−1
\{k}
hTkhs′
M
xs′ +
∑
s∈Si−1
hTkhs
M
(
xs − xˆs
)
+
hTk z
M
, (14)
where xˆ(i−1) =
[
xˆSi−1(1), · · · , xˆSi−1(i−1)
]T
. By the law of large numbers, the correlation in (14)
approaches xk as M increases; thereby, the metric in (13) can be approximated as∣∣h˜Tk ri−1∣∣2 ≈ ‖hk‖2|xk|2 ∝ ρk, (15)
for M ≫ 1. Since we focus on the massive MIMO system with M ≫ 1, the proposed algorithm
at iteration i is expected to find the i-th dominant element in the true support set K˜. Once the
best index k⋆i is selected by the criterion in (13), the support set Si−1 is updated by adding the
selected index, i.e.,
Si ← Si−1 ∪ {k⋆i }. (16)
3) Transmitted Signal Estimation: After updating the support set at iteration i, the proposed
algorithm estimates the transmitted signal associated with the current support set Si. Our strategy
for this step is to find the LMMSE estimate that has the minimum MSE with respect to the true
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transmitted signal. For a given support set Si, the received signal at the server can be rewritten
as
y =
∑
s∈Si
hsxs +
∑
s′∈Sc
i
hs′xs′ + z. (17)
By the support set update rule in (13), the first term of the right hand side (RHS) of (17) may
consist of signals with the i largest magnitudes. Motivated by this observation, we approximate
the received signal in (17) by assuming that the magnitude of
∑
s∈Si
hsxs is much larger than
the magnitude of
∑
s′∈Sc
i
hs′xs′ , expressed as
y ≈
∑
s∈Si
hsxs + z = H
(i)x(i) + z, (18)
where x(i) = [xk⋆
1
, · · · , xk⋆
i
]T. From the above approximation, the LMMSE estimate for x(i) is
computed as [37]
xˆ(i) = R(i)x (H
(i))T
(
H(i)R(i)x (H
(i))T + σ2I2M
)−1
(y − µy) + µ(i)x , (19)
provided that E[y] = µy, E[x
(i)] = µ
(i)
x , and E[(x(i) − µ(i)x )(x(i) − µ(i)x )T] = R(i)x .
Unfortunately, the LMMSE estimate in (19) cannot be computed at the server since it does
not have the information of the mean and the covariance of the transmitted signal. To overcome
this difficulty, we model these statistics based on relevant observations and approximations. First
of all, from the large-scale approximation in (15), we can approximate |xk⋆
i
|2 as
|xk⋆
i
|2 ≈ 1‖hk⋆
i
‖2 |h˜
T
k⋆
i
ri−1|2 , αk⋆
i
. (20)
Note that the above approximation is tight in the massive MIMO system because αk⋆
i
approaches
|xk⋆
i
|2 as the number of the server’s antennas increases, as shown in (15). Since we only have
the information of |xk⋆
i
|2 ≈ αk⋆
i
, a simple, yet reasonable, model for xk⋆
i
would be a discrete
random variable with a probability mass function:
P(xk⋆
i
= x) =


1
2
, x =
√
αk⋆
i
,
1
2
, x = −√αk⋆
i
.
(21)
Under this model, the mean and the variance of xk⋆
i
is given by E[xk⋆
i
] = 0 and E[|xk⋆
i
|2] = αk⋆
i
,
and consequently, we have µ
(i)
x = 0i, µy = H
(i)
µ
(i)
x = 0i, and R
(i)
x = E[x(i)(x(i))T]. Now, recall
from the discussions in Sec. III-B that the elements of the transmitted signal are statistically
uncorrelated (i.e., E[xkxj ] = 0 for k 6= j with k, j ∈ K) because they are associated with
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different parameters by the use of the random permutation strategy. Utilizing this fact, we may
assume that all the non-diagonal elements of R
(i)
x are zero, which yields
R(i)x = diag
(
E[|xk⋆
1
|2],E[|xk⋆
2
|2], . . . ,E[|xk⋆
i
|2]) (22)
= diag
(
αk⋆
1
, αk⋆
2
, . . . , αk⋆
i
)
, D(i)α , (23)
where diag(a1, · · · , aN) is an N ×N diagonal matrix whose i-th diagonal element is ai.
Based on the statistical model discussed above, the proposed algorithm estimates the trans-
mitted signal at iteration i as
xˆ(i) = D(i)α (H
(i))T
(
H(i)D(i)α (H
(i))T + σ2I2M
)−1
y. (24)
To further reduce the computational complexity, we rewrite the estimate in (24) as
xˆ(i) = D(i)α (H
(i))TΩiy, (25)
where
Ωi =
(
H(i)D(i)α (H
(i))T + σ2I2M
)−1
. (26)
Then Ωi in (26) can be computed in a recursive manner:
Ωi =
(
Ω−1i−1 + αk⋆i hk⋆i h
T
k⋆
i
)−1
= Ωi−1 −
αk⋆
i
Ωi−1hk⋆
i
hTk⋆
i
Ωi−1
1 + αk⋆
i
hTk⋆
i
Ωi−1hk⋆
i
, (27)
where the second equality holds from the matrix inversion lemma [32]. Therefore, the proposed
algorithm reduces the computational complexity required for estimating the transmitted signal,
by recursively updating Ωi at each iteration.
4) Stopping Criterion: An ideal stopping criterion for the proposed algorithm is very difficult
to derive without assuming perfect information of the true support set and the true transmitted
signal at the server. As an alternative approach, we design a stopping criterion that is expected
to act optimally under an ideal scenario, in which 1) all elements of the true support set are
correctly selected during the first |K˜| iterations; and 2) the transmitted signal associated with the
true support set follows the statistical model assumed in the proposed algorithm, i.e., E[xk] = 0
and E[|xk|2] = αk for k ∈ Ktrue. Although this scenario is ideal, it can also be realized in a
massive MIMO system because both conditions hold from (15) and (22) when the number of
the server’s antennas is sufficiently large.
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For the ideal scenario discussed above, we design a stopping criterion by deriving an analytical
threshold for the norm on the residual vector. In this scenario, the support set at iteration i belongs
to one of the following cases:
• Case 1: The support set at iteration i is a subset of the true support set, but not equal to
the true set, i.e., Si ⊂ K˜ and Si 6= K˜.
• Case 2: The support set at iteration i is equal to the true support set, i.e., Si = K˜.
• Case 3: The support set at iteration i includes the true support set and has one more element
than the true set, i.e., Si = K˜ ∪ {k⋆i }.
Clearly, the optimal decision for the proposed algorithm is to stop if the current set belongs
to Case 2. Motivated by this, we derive a condition that determines the case to which the
current support set belongs. To achieve this goal, we characterize the expected value of the
norm squared of the residual vector in these three cases. The result of this characterization is
given in the following proposition:
Proposition 1. If the support set at iteration i belongs to Case p, the expected value of the
norm squared of the current residual vector is given by
E[‖ri‖2] = E(i)p , (28)
for p ∈ {1, 2, 3}, where
E
(i)
1 = σ
4

Tr(Ωi) + ∑
k∈K˜\Si
αk‖Ωihk‖2

 , (29)
E
(i)
2 = σ
4Tr(Ωi), (30)
E
(i)
3 = σ
4
[
Tr(Ωi)− Tr(Ωi−1)− Tr(Ωi)
1 + αk⋆
i
hTk⋆
i
Ωi−1hk⋆
i
]
, (31)
provided that E[xk] = 0 and E[|xk|2] = αk for k ∈ K˜.
Proof: See Appendix A.
Proposition 1 shows that E[‖ri‖2] decreases as the algorithm proceeds, while E(i)1 ≥ E(i)2 ≥ E(i)3 .
Therefore, the current support set is expected to belong to Case 3 if the norm squared of the
residual vector is closer to E
(i)
3 than to E
(i)
2 . Utilizing this observation, we set the stopping
criterion of the proposed algorithm as ‖ri‖2 ≤ E(i)th , where
E
(i)
th =
1
2
(
E
(i)
2 + E
(i)
3
)
= σ4
[
Tr(Ωi)− Tr(Ωi−1)− Tr(Ωi)
2
(
1 + αk⋆
i
hTk⋆
i
Ωi−1hk⋆
i
)
]
. (32)
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The above criterion checks whether the support set at iteration i belongs to Case 3 or not. This
is equivalent to checking whether the support set at the previous iteration i− 1 belongs to Case
2 or not. Therefore, after the algorithm stops by satisfying ‖ri‖2 ≤ E(i)th , the final estimate of
the transmitted signal is set as the previous estimate obtained at iteration i − 1, instead of the
current estimate.
5) Summary: In Algorithm 1, we summarize the overall process of federated learning over
the massive MIMO system when employing the presented compressive sensing approach. In
this algorithm, Steps 3∼4 and Steps 5∼30 are associated with the downlink and uplink phases,
respectively. Note that Steps 11∼26 may change according to the reception strategy adopted by
the central server. In Step 17, the residual vector ri is determined using the following equality:
ri = y−H(i)xˆ(i) =
(
I2M −H(i)R(i)x (H(i))TΩi
)
y = σ2Ωiy, (33)
where the second equality is obtained from (25). By using the expression in (33), computing
the estimated transmitted signal xˆ(i) is not required at each iteration. Instead, xˆ(i) is computed
only once after the proposed algorithm ends (see Step 23). Using this strategy, the overall
computational complexity of the proposed algorithm is further reduced. As can be seen in
Algorithm 1, the proposed algorithm is a greedy algorithm whose optimality is not guaranteed
in general. Nevertheless, the numerical results in Sec. V illustrate that the performance gap
between federated learning with the proposed algorithm and centralized learning with perfect
reconstruction is marginal under certain scenarios.
Remark (Comparison to Conventional Orthogonal Matching Pursuit Algorithms): The pro-
posed algorithm can be regarded as a variant of the orthogonal matching pursuit (OMP) algorithm
in compressive sensing. The common feature of the proposed algorithm and the conventional
OMP algorithms in [33]–[36] is that a support set is iteratively updated by adding an index with
the maximum correlation to the residual vector. Despite this fact, the proposed algorithm still
differs from the algorithms in [33]–[36]. The major differences between the proposed and the
conventional OMP algorithms are summarized as follows:
• The proposed algorithm utilizes the LMMSE estimate that generalizes the least-squares (LS)
estimate considered in the conventional OMP algorithms in [33], [34]. It is well-known that
the LMMSE estimate is superior to the LS estimate because the LMMSE estimate is optimal
in terms of the MSE. Although the LMMSE estimate is also considered in [35], [36], the
LMMSE estimate in the proposed algorithm utilizes a different statistical model for the
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Algorithm 1 Federated learning over a massive MIMO system with the presented compressive
sensing approach.
1: Initialize the weight vector w1.
2: for t = 1 to T do
3: At the server:
4: Transmit wt to M wireless devices.
5: At device k ∈ K:
6: Compute gk[t] from (1).
7: Compute xk[t] from (9).
8: Transmit xk[t] to the server.
9: At the server:
10: for n = 1 to Nw do
11: Set hk = hk[t, n] and h˜k =
hk
‖hk‖
for k ∈ K.
12: Set S0 = ∅, r0 = y[t, n], and Ω0 = 1σ2 I2M .
13: for i = 1 to K do
14: Find k⋆
i
= argmaxk∈Sc
i−1
∣∣h˜T
k
ri−1
∣∣2.
15: Set Si = Si−1 ∪ {k⋆i } and αk⋆i = 1‖hk⋆
i
‖2
∣∣h˜T
k⋆
i
ri−1
∣∣2.
16: Compute Ωi from (27).
17: Set ri = σ
2Ωiy[t, n].
18: Compute E
(i)
th from (32).
19: if ‖ri‖2 < E(i)th then
20: Update I⋆ = i− 1.
21: Break the loop.
22: end if
23: end for
24: Compute xˆ(I
⋆) = D
(I⋆)
α (H(I
⋆))TΩI⋆y[t, n].
25: Set xˆk⋆
i
[t, n] = xˆ
(I⋆)
i
for i ∈ {1, . . . , I⋆}.
26: Set xˆk[t, n] = 0 for m /∈ Si.
27: end for
28: Compute gˆk[t] from (10) for k ∈ K.
29: Compute g¯[t] from (7).
30: Update wt+1 based on g¯[t].
31: end for
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transmitted signal, established based on both a large-scale approximation and a statistical
feature obtained from the random permutation strategy.
• The stopping criterion of the proposed algorithm differs from those of the conventional
OMP algorithms. Particularly, the criterion of the proposed algorithm is uniquely designed
by deriving an analytical threshold for the residual error at each iteration, based on the
statistical model established for the transmitted signal in federated learning.
IV. COMPARISON TO A LINEAR BEAMFORMING APPROACH
Another possible solution for reconstructing the local gradient vectors at the central server is
to apply conventional linear beamforming methods developed to solve a MIMO data detection
problem [37]. Motivated by this, we introduce two linear beamforming methods as performance
benchmarks for the proposed algorithm. We also discuss the limitation of each method for the
use in federated learning over a massive MIMO system. We then compare the computational
complexity of the proposed algorithm with those of the linear beamforming methods.
A. Limitation of Maximal Ratio Combining (MRC)
The simplest yet effective linear beamforming method is the MRC method which aims to
maximize the power of the desired signal by aligning the direction of the receive beamforming
into the channel direction. The estimate of the transmitted signal is given by
xˆMRC[t, n] = diag
(
1
‖h1[t, n]‖2 , . . . ,
1
‖hK [t, n]‖2
)
HT[t, n]y[t, n]. (34)
Consequently, the estimate of the local gradient vector is given by gˆMRCk [t] =
√
‖gk(t)‖2
Nw
xˆMRCk [t],
where xˆMRCk [t] =
[
xˆMRCk [t, 1], · · · , xˆMRCk [t, Nw]
]T
and xˆMRCk [t, n] is the k-th element of xˆMRC[t, n].
To highlight a limitation of the MRC method, we take a closer look at the k-th element of
the estimated signal xˆMRC[t, n] given by
xˆMRC,k[t, n] = xk[t, n] +
∑
j 6=k
hTk [t, n]hj [t, n]
‖hk[t, n]‖2 xj [t, n] +
hTk [t, n]z[t, n]
‖hk[t, n]‖2 . (35)
As can be seen in (35), the estimate in the MRC method consists of not only the desired signal
xk[t, n], but also an inter-user interference (IUI) and an effective noise corresponding to the
second and the third terms in the RHS of (35), respectively. Although both IUI and noise terms
vanish as the number of the server’s antennas goes to infinity by the central limit theorem [38],
this does not hold for a general number of the server’s antennas. Therefore, in most practical
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scenarios, the MRC method is suboptimal in terms of the estimation performance as will be
shown in Sec. V.
B. Limitation of Linear Minimum Mean Square Error (LMMSE)
The LMMSE method is an optimal linear beamforming method that minimizes the MSE
between the true transmitted signal and its estimate. The estimate of the transmitted signal in
the LMMSE method is given by [37]
xˆLMMSE[t, n] = FLMMSE[t, n](y[t, n]− µy[t, n]) + µx[t, n], (36)
where
FLMMSE[t, n] = Rx[t, n]H
T[t, n]
(
H[t, n]Rx[t, n]H
T[t, n] + σ2I2M
)−1
, (37)
where µx[t, n] = E[x[t, n]], Rx[t, n] = E[x[t, n]x
T[t, n]], and µy[t, n] = E[y[t, n]]. Conse-
quently, the estimate of the local gradient vector is given by gˆLMMSEk [t] =
√
‖gk(t)‖2
Nw
xˆLMMSEk [t],
where xˆLMMSEk [t] =
[
xˆLMMSEk [t, 1], · · · , xˆLMMSEk [t, Nw]
]T
and xˆLMMSEk [t, n] is the k-th element of
xˆLMMSE[t, n].
A major limitation of the LMMSE method is that it is applicable only when both the mean
E[x[t, n]] and the covariance Rx[t, n] of the transmitted signal are known at the server. Charac-
terizing the statistical behavior of the gradient vector is very challenging in the most learning
tasks, which is due to the randomness and the heterogeneity of real-world data. For this reason,
the statistics of the transmitted signal are generally unknown at the server, and consequently, the
LMMSE method suffers from performance degradation caused by imperfect statistical informa-
tion. Another limitation of the LMMSE method is that it requires the computation of a 2M×2M
matrix inversion to determine the beamforming matrix in (37). Therefore, the computational
complexity required in this method may not be affordable in the massive MIMO system with a
large number of the server’s antennas, as will be discussed in detail in the following subsection.
C. Comparison of Computational Complexity
We analyze and compare the computational complexity of the proposed algorithm in Sec. III-C,
the MRC method in Sec. IV-A, and the LMMSE method in Sec. IV-B. To this end, we count the
number of real multiplications required to compute Steps 13–24 in Algorithm 1 for the proposed
algorithm, (34) for the MRC method, and (36) for the LMMSE method. Particularly for the
21
TABLE I
THE NUMBER OF REAL MULTIPLICATIONS REQUIRED FOR VARIOUS ESTIMATION METHODS.
Method General case Large-scale case (M ≫ 1 and K ≫ 1)
Proposed
(I⋆)2
(
M + 1
2
)
+ I⋆
(
12M2 + 2KM + 11M +K + 17
2
)
+12M2 + 4KM + 10M + 2K + 7
(I⋆)2M + I⋆(12M2 + 2KM)
+12M2 + 4KM
MRC 4KM +K 4KM
LMMSE 8KM2 − 4M2 + 6KM + 2M 8KM2
LMMSE method, we present the minimum complexity by considering a recursive computation
of matrix inversion, as done in (27), under the assumptions of µx[t, n] = 0K and Rx[t, n] = IK .
The complexity results for three methods are summarized in Table I, where I⋆ is the size of
the support set determined by the proposed algorithm (see Algorithm 1). In Table I, we also
present the complexity for a large-scale scenario (i.e., M ≫ 1 and K ≫ 1) which is the region
of interest in massive MIMO systems.
Table I shows that the proposed algorithm has a significantly lower complexity compared to
the LMMSE method, when the transmitted signal is very sparse. More precisely, the ratio of the
complexity of the proposed algorithm to that of the LMMSE method is obtained as
C largePro
C largeLMMSE
=
(I⋆)2
8KM
+
3I⋆
2K
+
I⋆
4M
, (38)
for M ≫ 1 and K ≫ 1. If the proposed algorithm properly stops with I⋆ = |K˜|, the complexity
ratio in (38) becomes
C largePro
C largeLMMSE
=
|K˜|
K
(
|K˜|
8M
+
3
2
)
+
|K˜|
4M
, (39)
and consequently,
C largePro
C largeLMMSE
→ |K˜|
4M
as
|K˜|
K
→ 0, (40)
for a fixed M . The above result implies that if the size of the true support set is much smaller
than the number of devices, the complexity reduction achieved by the proposed algorithm over
the LMMSE method increases with the number of the server’s antennas. Therefore, in federated
learning over the massive MIMO system, the proposed algorithm is significantly more beneficial
than the LMMSE method in terms of the computational complexity. Note that although the MRC
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Fig. 4. The complexity ratio of the proposed algorithm to the LMMSE method for various K and M .
method achieves the lowest complexity among three methods, it suffers from a performance
degradation as will be shown in Sec. V.
We also compare the computational complexity of the proposed algorithm and the LMMSE
method using simulation. In this comparison, we numerically obtain the average size of the
support set for the proposed algorithm, namely I⋆avg. We then compute the ratio of the number
of real multiplications of the proposed algorithm to that of the LMMSE method by using the
results in Table I with I⋆ = I⋆avg. Fig. 4 illustrates the complexity ratio of the proposed algorithm
to the LMMSE method for different K and M under simulation setting described in Sec. V-A,
where we consider the stochastic setting (|Bk[t]| = 1). Fig. 4 shows that the complexity reduction
achieved by the proposed algorithm over the LMMSE method is more than 60% for all the cases.
Furthermore, this complexity reduction is shown to be even higher for the case of K = 200 and
M = 100, corresponding to a large-scale scenario. Therefore, these results demonstrate that the
proposed algorithm has a significantly lower complexity compared to LMMSE for the scenarios
under consideration.
V. SIMULATION RESULTS
In this section, using simulations, we evaluate the classification accuracy of federated learning
over a massive MIMO system with various local gradient reconstruction approaches. The wireless
channel of the communication system is modeled by 10-tap CIR that follows uniform power
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delay profile, in which each CIR tap is distributed as CN (0, 0.1). The number of subcarriers for
OFDM signaling is set as Nsub = 1024, and the noise power is set as σ
2
c = 1 (i.e., σ
2 = 0.5).
For the implementation of the LMMSE method in Sec. IV-B, we assume4 that µx[t, n] = 0K
and Rx[t, n] = IK .
A. Simulation Setting
In this simulation, we consider an image classification task in which a neural network is used
to classify a 28× 28 grayscale image of a handwritten digit (from 0 to 9) in the MNIST dataset
that consists of 60000 training and 10000 test data samples [39]. We assume that a central server
utilizes a neural network5 that consists of 784 input nodes, a single hidden layer with 20 hidden
nodes, and 10 output nodes. The activation functions of the hidden layer and the output layer
are set as the ReLU and the softmax functions, respectively. The weights of the neural network
at communication round t are mapped into a parameter vector wt with length Nw = 15910. To
train wt, we adopt the ADAM optimizer in [30] whose update rule is given by
mt+1 ← β1mt + (1− β1)g¯[t], (41)
vt+1 ← β2vt + (1− β2)(g¯[t])2, (42)
wt+1 ← wt − αmˆt+1/(
√
vˆt+1 + ǫ), (43)
where all the operations are element-wise, and we havem1 = 0Nw , v1 = 0Nw , mˆt =mt/(1−βt1),
vˆt = vt/(1−βt2), α = 0.01, β1 = 0.9, β2 = 0.999, and ǫ = 10−8. The global gradient vector g¯[t]
required in (41) and (42) is the function of the local gradient vectors computed-and-sent by the
wireless devices, as can be seen in (7). For this, we assume that the central server adopts one of
the local gradient reconstruction approaches introduced in our work. The local gradient vector at
each wireless device is computed according to (1) using the cross-entropy loss function. For the
local data set Bk of device k, we select the set of 1000 training data samples at random among
4The assumption of µx[t, n] = 0K is employed because we do not have any prior information about the true mean. Also,
the assumption of E[x[t, n]x⊤[t, n]] = IK is employed because the definition of xk[t] in (2) implies that E[|xk[t, n]|
2] = 1 if
the power of the local gradient vector gk is uniformly distributed across all its elements.
5Recall that the amount of radio resources required to convey a parameter vector is proportional to the number of the weights
of the neural network. Considering this fact, we adopt a relatively simple neural-network structure as it is more suitable for the
use in practical communication systems whose radio resources are scarce. Nevertheless, the proposed algorithm can be applied
to a more complex neural network (e.g., a convolutional neural network) to further improve the classification accuracy.
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Fig. 5. Classification accuracies of federated learning with various local gradient reconstruction approaches for different K and
M .
the training samples labeled with digit dk =
⌊
k−1
K/10
⌋
in the MNIST dataset. This corresponds
to a non-IID setting because each device has the information of only one digit. Then device k
randomly selects |Bk[t]| samples from Bk to compute the local gradient vector at communication
round t. To determine the batch size at each device, we consider two settings: 1) a stochastic
setting with |Bk[t]| = 1, and 2) a mini-batch setting with |Bk[t]| ∼ Uni[1, 30] where |Bk[t]| is
randomly drawn from a uniform distribution over [1, 30], for all k ∈ K and t ∈ T .
B. Classification Accuracy Results
Fig. 5 compares the classification accuracies of federated learning with various local gradient
reconstruction approaches for different K and M . As a performance benchmark, we also plot the
accuracy achieved by centralized learning with perfect reconstruction of the local gradient vectors
at the central server in which gˆk[t] = gk[t] for all k ∈ K and t ∈ T . Both Figs. 5(a) and 5(b)
show that the proposed compressive sensing approach outperforms all the linear beamforming
methods in terms of the classification accuracy and the convergence rate regardless of the size
of the mini-batch data samples used for computing the local gradient vector at each device. In
other words, the proposed approach requires a less number of communication rounds than the
linear beamforming methods, to achieve the same level of the classification accuracy. It is also
shown that the performance gap between federated learning with the proposed approach and the
centralized learning is marginal for the stochastic setting (|Bk[t]| = 1). This result demonstrates
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Fig. 6. The impact of the number of wireless devices K on the
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M on the classification accuracies after T = 30 iterations for
federated learning with various local gradient reconstruction
approaches when K = 200 and |Bk[t]| = 1.
that our compressive sensing approach effectively compensates for the performance-degrading
factors in wireless communications including IUI, channel fading, and noise effects when the
size of the mini-batch samples employed at each device is small. When referring to Figs. 4 and
5 together, it can also be observed that the proposed approach is superior to the LMMSE method
in terms of both the classification accuracy and the computational complexity.
Fig. 6 evaluates the impact of the number of wireless devices, K, on the classification
accuracies after T = 30 iterations for federated learning with various local gradient reconstruction
approaches when M = 25 and |Bk[t]| = 1. Fig. 6 shows that the classification accuracy of all
the considered approaches improves with the number of the wireless devices. The intuition
behind this result is that increasing the number of the devices leads to an increase in the
number of training samples utilized to train the neural network at each communication round.
It is also shown that the performance gap between centralized learning and federated learning
increases with K. The major reason is that the number of unknown values that need to be
estimated at the server increases with K while the number of the available observations (i.e., the
number of server’s antennas) is fixed. Nevertheless, the proposed compressive sensing approach
outperforms all the linear beamforming methods regardless of the number of the devices. This
result demonstrates that the performance efficiency of the proposed approach is not degraded by
the number of wireless devices participating in the training.
Fig. 7 evaluates the impact of the number of the server’s antennas, M , on the classification
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accuracies after T = 30 iterations for federated learning with various local gradient reconstruction
approaches when K = 200 and |Bk[t]| = 1. Fig. 7 shows that the classification accuracies of
all the considered approaches improves with the number of server’s antennas. This performance
improvement is the consequence of exploiting the receive diversity that provides the robustness to
the performance-degrading factors in wireless communications. Another important observation is
that the proposed compressive sensing approach requires a significantly less number of server’s
antennas than the linear beamforming methods, to achieve the same level of classification
accuracy. For example, to achieve 87% classification accuracy, for the proposed approach, the
central server requires only 23 antennas, while for LMMSE and MRC, the server should be
equipped with 45 and 90 antennas, respectively. Therefore, it is demonstrated that the proposed
approach also contributes to reduce the hardware requirement at the server to achieve the desired
level of accuracy in federated learning.
VI. CONCLUSION
In this paper, we have presented a compressive sensing approach for federated learning over
a massive MIMO system, which allows a central server to efficiently reconstruct local gradient
vectors sent from wireless devices. In particular, motivated by the sparsity of the local gradient
vectors, we have established a proper transmission strategy to construct a sparse transmitted
signal that aggregates the signals sent from all the wireless devices at each radio resource.
Based on this transmission strategy, we have proposed a compressive sensing algorithm enabling
the central server to iteratively find the LMMSE estimate of the transmitted signal. We have
also analyzed the computational complexity of the proposed algorithm and demonstrated that
when the transmitted signal is sparse, the proposed algorithm requires a significantly lower
complexity compared to the LMMSE method. Using simulations, we have demonstrated that the
presented approach outperforms the linear beamforming approaches in terms of the accuracy,
while reducing the performance gap between federated learning and centralized learning with
perfect reconstruction.
An important direction for future research is to extend our compressive sensing approach
by developing a proper device scheduling algorithm. In this extension, a joint optimization
of device scheduling and local gradient reconstruction may further improve the performance
of federated learning, particularly when the number of wireless devices is much larger than
the number of server’s antennas. Another important research direction is to develop a proper
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downlink transmission strategy for broadcasting the parameter vector to the wireless devices and
investigate its impact on the performance of federated learning over a massive MIMO system. It
would also be important to provide convergence analysis of federated learning with the proposed
approach, in order to shed light on the potentials and limitations of federated learning over
practical wireless communication systems. To this end, it would be possible to apply or extend
the techniques introduced in [40].
APPENDIX A
PROOF OF PROPOSITION 1
Suppose that Si−1 ⊂ K˜, E[xk] = 0, and E[|xk|2] = αk for k ∈ K˜. Then the norm squared of
the residual vector at iteration i is expressed as
E[‖ri‖2] = Tr
(
E[rir
T
i ]
)
= σ4Tr
(
ΩiE[yiy
T
i ]Ωi
)
, (44)
where the second equality is obtained from (33). Thanks to the use of the permutation matrix in
(9), we can ensure that E[xkxj ] = 0 for k 6= j with k, j ∈ K. Utilizing this fact, the covariance
of the received signal is obtained as
E[yyT] =
∑
k∈K˜
αkhkh
T
k + σ
2I2M . (45)
In what follows, we characterize Ωi and then provide a closed-form expression for E[‖ri‖2] for
three cases discussed in Sec. III-C.
A. Case 1: Si ⊂ K˜ and Si 6= K˜
In this case, Ωi in (26) is expressed as
Ωi =
(∑
k∈Si
αkhkh
T
k + σ
2I2M
)−1
. (46)
From (46), the covariance of the received signal in (45) is rewritten as
E[yyT] = Ω−1i +
∑
k∈K˜\Si
αkhkh
T
k . (47)
Then the norm squared of the residual vector when the support set belongs to Case 1 is obtained
by applying (47) into (44):
E
(i)
1 = σ
4

Tr(Ωi) + ∑
k∈K˜\Si
αk‖Ωihk‖2

 . (48)
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B. Case 2: Si = K˜
In this case, Ωi in (26) is expressed as
Ωi =

∑
k∈K˜
αkhkh
T
k + σ
2I2M


−1
. (49)
From (49), the covariance of the received signal in (45) is rewritten as
E[yyT] = Ω−1i . (50)
By applying (50) into (44), the norm squared of the residual vector when the support set belongs
to Case 2 is given by
E
(i)
2 = σ
4Tr(Ωi). (51)
C. Case 3: Si = K˜ ∪ {k⋆i }
In this case, Ωi in (26) is expressed as
Ωi =

∑
k∈K˜
αkhkh
T
k + αk⋆i hk⋆i h
T
k⋆
i
+ σ2I2M


−1
. (52)
From (52), the covariance of the received signal in (45) is rewritten as
E[yyT] = Ω−1i − αk⋆i hk⋆i hTk⋆i . (53)
Applying (53) into (44) yields
E
(i)
3 = σ
4
[
Tr(Ωi)− αk⋆
i
‖Ωihk⋆
i
‖2] . (54)
From (27), the second term in the RHS of (54) is expressed as
αk⋆
i
‖Ωihk⋆
i
‖2 = αk⋆i ‖Ωi−1hk⋆i ‖
2
(1 + αk⋆
i
hTk⋆
i
Ωi−1hk⋆
i
)2
. (55)
Also, applying the trace function to (27) yields
Tr(Ωi) = Tr(Ωi−1)−
αk⋆
i
‖Ωi−1hk⋆
i
‖2
1 + αk⋆
i
hTk⋆
i
Ωi−1hk⋆
i
, (56)
so we have
αk⋆
i
‖Ωi−1hk⋆
i
‖2 = Tr(Ωi−1)− Tr(Ωi)
1 + αk⋆
i
hTk⋆
i
Ωi−1hk⋆
i
. (57)
By applying (57) into (54), the norm squared of the residual vector when the support set belongs
to Case 3 is given by
E
(i)
3 = σ
4
[
Tr(Ωi)− Tr(Ωi−1)− Tr(Ωi)
1 + αk⋆
i
hTk⋆
i
Ωi−1hk⋆
i
]
. (58)
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