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B-ORBITS IN ABELIAN NILRADICALS OF TYPES B,C AND D:
TOWARDS A CONJECTURE OF PANYUSHEV
NURIT BARNEA AND ANNA MELNIKOV
Abstract. Let B be a Borel subgroup of a semisimple algebraic group G and
let m be an abelian nilradical in b = Lie(B). Using subsets of strongly orthogonal
roots in the subset of positive roots corresponding to m, D. Panyushev [5] gives in
particular classification of B−orbits in m and m∗ and states general conjectures
on the closure and dimensions of the B−orbits in both m and m∗ in terms of
involutions of the Weyl group. Using Pyasetskii correspondence between B−orbits
in m and m∗ he shows the equivalence of these two conjectures. In this Note we
prove his conjecture in types Bn, Cn and Dn for adjoint case.
1. Abelian nilradicals and Panyushev’s conjecture
1.1. Minimal nilradicals. Let G be a semisimple linear algebraic group over C
and let g be its Lie algebra. Let B be its Borel subgroup and b = Lie(B). Let
g = n⊕ h⊕ n− be its corresponding triangular decomposition, where b = n⊕ h. B
acts adjointly on n. For x ∈ n let B.x denote its orbit.
Since the description of B−orbits in n immediately reduces to simple Lie algebras
in what follows we assume that g is simple.
Let R be the root system of g and W its Weyl group. For α ∈ R let sα be the
corresponding reflection in W .
Let R+ (resp. R−) denote the subset of positive (resp. negative) roots. For
α ∈ R let Xα denote the standard root vector in g so that n =
⊕
α∈R+
CXα. Let
∆ = {αi}ni=1 ⊂ R+ be a set of simple roots. Let θ be the maximal root in R+.
Recall that any standard parabolic subgroup P of G is of the form P = L ⋉M
where L is a standard Levy subgroup and M is the unipotent radical of P. If RL is
the root system of l = Lie(L) then ∆L = ∆ ∩ RL. Let WP denote Weyl group of l.
Let ŵ be the longest element of WP .
P is maximal if and only if ∆L = ∆ \ {αi}. We will write Pαi = P , Mαi = M ,
Rαi = RL, R
+
αi
= R+L and Wαi = WP in this case. We put R
+
αi
:= R+ \ R+αi . Put
mαi := Lie(Mαi) =
⊕
α∈R
+
αi
CXα.
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A nilradical m is abelian if and only if m = mαi and in θ =
n∑
j=1
kjαj one has ki = 1
(cf. [5] for details).
1.2. Strongly orthogonal sets and B−orbits in An, Bn, Cn, Dn. A set S ⊂ R+
is called strongly orthogonal if α ± β 6∈ R for any α, β ∈ S. Given a strongly
orthogonal set S = {βi}ki=1 put σS :=
k∏
i=1
sβi. Note that this is an involution. As it
is shown in [5] each B−orbit in an abelian nilradical mαi has a unique representative
of form
∑
α∈S
Xα where S ⊂ R+αi is strongly orthogonal.
We choose the following root systems:
• In An : R = {ej−ei}1≤i 6=j≤n+1, R+ = {ej−ei}1≤i<j≤n+1, ∆ = {ei+1−ei}ni=1;
• In Cn : R = {±(ej±ei)}1≤i<j≤n∪{±2ei}ni=1, R+ = {ej±ei}1≤i<j≤n∪{2ei}ni=1,
∆ = {2e1, ei+1 − ei}n−1i=1 ;
• In Bn : R = {±(ej±ei)}1≤i<j≤n∪{±ei}ni=1, R+ = {ej±ei}1≤i<j≤n∪{ei}ni=1,
∆ = {e1, ei+1 − ei}n−1i=1 ;
• In Dn : R = {±(ej ± ei)}1≤i<j≤n, R+ = {ej ± ei}1≤i<j≤n,
∆ = {e2 + e1, ei+1 − ei}n−1i=1 .
We call roots α = ej ± ei or α = ei(2ei), β = el ± ek or β = ek(2ek) disjoint if
{i, j} ∩ {k, l} = ∅.
In An and Cn the roots α, β are strongly orthogonal iff they are disjoint. In
these two cases, (as well as in Dn) root vector Xα is of nilpotency order two. As
it is shown in [4, 1] in theses two cases each B−orbit of nipotency order two in n
has a unique representative of the form
k∑
i=1
Xβi where {βi}ki=1 ⊂ R+ is a strongly
orthogonal (i.e. pairwise disjoint) set. On the other hand, each involution of W can
be written as a (commutative) product of pairwise disjoint reflections in the unique
way, so there is a one-to-one correspondence between the the strongly orthogonal
sets and involutions of W so that B−orbits of nilpotency order 2 are indexed by
involutions in these two cases.
As for the cases Bn and Dn there is no bijection between B−orbits of nilpotent
order 2 in n and involutions of W because of two reasons. First of all,a root vector
Xei in Bn and a sum of strongly orthogonal root vectors Xej−ei + Xej+ei (roots
ej − ei and ej + ei are strongly orthogonal in son) are matrices of nilpotency order 3
both in Bn and Dn. The second obstacle is that different sets of strongly orthogonal
roots correspond to the same involution inW, for example, σ{ej−ei,ej+ei} = σ{ei,ej} but
Xej−ei+Xej+ei and Xei+Xej are representatives of different B−orbits (of nilpotency
order 3) in Bn. Exactly in the same way σ{ei,ej ,ek,el} is connected to 3 different
strongly orthogonal sets in Dn namely {et1 − es1 , et1 + es1, et2 − es2, et2 + es2} where
{s1, s2, t1, t2} = {i, j, k, l} and sr < tr for r = 1, 2 (and additional 7 different strongly
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orthogonal sets in Bn) and the corresponding sums of roots are representatives of
different B−orbits (of nilpotency order 3). However when we restrict ourselves to
abelian nilradicals there is a bijection between the sets of strongly orthogonal roots
in R
+
αi
and subset of involutions of W so that B−orbits are indexed by involutions
inside abelian nilradicals in the unique way. Some of these orbits are of nilpotency
order 3.
1.3. Abelian nilradicals in An, Bn, Cn, Dn. Abelian nilradicals in An, Bn, Cn, Dn
are (cf. [5], for example for the details).
(i) In sln any mek+1−ek is abelian so that there are n − 1 abelian nilradicals.
They are of the form
mek+1−ek =
⊕
1≤i≤k<j≤n
CXej−ei
One can see at once that in this case mek+1−ek is a subspace of matrices of
nilpotency order 2 and respectively all B−orbits there are indexed by sets
of pairwise disjoint roots {ejs − eis}ms=1 where is ≤ k and js ≥ k + 1 for any
s : 1 ≤ s ≤ m.
(ii) In sp2n the abelian nilradical is unique and it is
m2e1 =
⊕
1≤i<j≤n
CXej+ei ⊕
n⊕
i=1
CX2ei.
Again this is a subspace of matrices of nilpotency order 2, so that all the
B−orbits there are indexed by sets of pairwise disjoint roots {2eis}ls=1 ∪
{ekt + ejt}mt=1.
(iii) In so2n+1 the abelian nilradical is unique and it is
men−en−1 =
n−1⊕
i=1
CXen−ei ⊕
n−1⊕
i=1
CXen+ei ⊕ CXen.
By [5] {Xen, Xen±ei, Xen−ei +Xen+ei}n−1i=1 is the set of the (unique) represen-
tatives of B−orbits in the form of sums of strongly orthogonal root vectors.
Note that the corresponding set of involutions {sen, sen±ei, sensei}n−1i=1 is de-
fined uniquely on this subset.
(iv) In so2n there are 3 abelian nilradicals; two of them are isomorphic, namely,
me2−e1
∼= me2+e1. It is enough to consider
me2+e1 =
⊕
1≤i<j≤n
CXej+ei
This is the subspace of matrices of nilpotency order 2 and a B−orbit in it
has a unique representative in the form
∑m
s=1Xejs+eis where {ejs + eis}ms=1 is
a set of pairwise disjoint roots.
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The third nilradical is
men−en−1 =
n−1⊕
i=1
Xen−ei ⊕
n−1⊕
i=1
Xen+ei.
By [5] {Xen±ei, Xen−ei + Xen+ei}n−1i=1 is the set of the (unique) representa-
tives of B−orbits in the form of sums of strongly orthogonal root vectors.
Note that the corresponding set of involutions {sen±ei, sensei}n−1i=1 is defined
uniquely on this subset.
In particular, as we see, all B−orbits in an abelian nilradical for An, Bn, Cn and Dn
are indexed by strongly orthogonal subsets in R
+
αi
. For a strongly orthogonal set
S ⊂ R+αi put BS := B.(
∑
α∈S
Xα).
1.4. Panyushev’s conjecture. To formulate the conjecture we need the following
notation. For w ∈ W put ℓ(w) to be its length, that is ℓ(w) := #{α ∈ R+ : w(α) ∈
R−}. For a strongly orthogonal set S let #(S) denote its cardinality. Let ≤ denote
Bruhat order on W.
Respectively, for (coadjoint) B−orbits in m∗α Panyushev shows that they are la-
beled by the same strongly orthogonal sets S and we denote them by B∗S .
Conjecture. (Panyushev) Let mα be an abelian nilradical in a simple g, and Wα be
the corresponding Weyl group. Let ŵ denote the longest element of Wα.
Let S,S ′ ⊂ R+α be strongly orthogonal and let σ = σS , σ′ = σS′ . Then
i) BS ⊂ BS′ if and only if ŵσŵ ≤ ŵσ′ŵ.
ii) dimBS =
ℓ(ŵσŵ)+#(S)
2
;
Respectively, for coadjoint orbits one has
i∗) B∗S ⊂ B∗S′ if and only if σ ≤ σ′.
ii∗) dimB∗S =
ℓ(σ)+#(S)
2
;
Panyushev shows, using Pyasetskii correspondence that these two conjectures are
equivalent.
Taking into account that by [7] for B−orbits B,B′ one has B′ is in the boundary
of B iff codimBB′ = 1 the part (ii) of the conjecture follows straightforwardly from
part (i).
In cases of An and Cn both adjoint and coadjoint B−orbits of nilpotency order 2
are indexed by involutions [1, 2, 3, 4] and by [2, 3] for involutions σ, σ′ ∈ W one has
B∗σ ⊂ B∗σ′ if and only if σ ≤ σ′ so that the conjecture is a private case of a more
general phenomenon.
As for Bn and Dn we were informed by M. Ignatyev that general description
of inclusions of coadjoint B−orbit closures of nilpotent order 2 is not given by
restriction of Bruhat order to involutions. We think that this happens because of the
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same difficulties with bijection between the strongly orthogonal sets and involutions
that are described above.
For adjoint orbits in An and Cn, in general, the combinatorial order on involutions
defined by the inclusion of B−orbit closures of nilpotency order 2 is not connected
to Bruhat order. However, for B−orbits in an abelian nilradical the conjecture is
obtained as a straightforward corollary of [4, 1].
In this Note we reprove the conjecture for An and Cn and prove it for Bn and
Dn for adjoint case. We also provide a simple combinatorial expression for ℓ(σ) for
involutions in Sn,WCn and WDn . To do this we introduce link patterns. May be the
expression can be obtained from the results of F. Incitti and is known to experts,
but we have not found this result in the literature.
2. Link patterns and ℓ(σ) for the Weyl group
Recall that Weyl group of sln is Sn and its action on roots is obtained by extending
linearly w(ei) = ew(i). Weyl group WCn of either sp2n or so2n+1 is a group of
maps from {−n, . . . ,−1, 1, . . . , n} onto itself symmetric around zero, namely i 7→
j ⇔ −i 7→ −j and its action on roots is obtained by extending linearly w(ei) =
sign(w(i))e|w(i)|. Finally, Weyl group WDn is a subgroup of WCn of maps sending
even number of positive numbers to negative numbers. It acts on roots exactly in
the same way as WBn .
A link pattern on n points with k arcs is a graph on n (numbered) vertexes (drawn
on a horizontal line) with k disjoint edges {(is, js)}ks=1 (that is, {is, js} ∩ {it, jt} = ∅
for 1 ≤ s 6= t ≤ k) drawn over the line and called arcs. Vertex f 6∈ {is, js}ks=1 is
called a fixed point.
A strongly orthogonal set {ejs − eis}ks=1 in sln (or corresponding involution in
Sn) can be drawn as a link pattern on 1, . . . , n with edges{is, js}ks=1; respectively a
strongly orthogonal set in Cn (or corresponding involution in WCn) can be drawn as
a link pattern symmetric around zero on −n, . . . ,−1, 1, . . . , n where 2ei corresponds
to arc (−i, i) and ej ± ei for 0 < i < j ≤ n corresponds to two arcs (∓i, j) and
(±i,−j). Respectively, for an involution of WCn to be an element of WDn we need
the even number of cycles of type (−i, i) so that it can be drawn as a link pattern
on −n, . . . ,−1, 1, . . . , n symmetric around zero with even number of arcs over zero.
Given a strongly orthogonal set S = {ejs − eis}ms=1 (resp. S = {ejs ∓ eis}ls=1 ∪
{e2kt}mt=1) let PS be the corresponding link pattern. Let |S| denote the number of
arcs in PS . Note that in case of sln one has #(S) = |S|; in case of Cn or Dn one has
#(S) ≤ |S| ≤ 2#(S) (depending on the roots).
Let (a1, b1) . . . (am, bm), where m = |S|, be the list of arcs of PS written in such a
way that ai < bi. We also need the following statistics on PS :
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i) set c(as, bs) := #{t : at < as < bt < bs} to be the number of arcs crossing
the given arc (as, bs) on the left and c(S) :=
m∑
s=1
c(as, bs) to be the total
number of crosses;
ii) set r(as, bs) := #{t : at > bs} to be the number of arcs to the right of the
given arc (as, bs) and r(S) :=
m∑
s=1
r(as, bs) to be the total number of arcs to
the right of some arc;
iii) set b(as, bs) := #{p : as < p < bs and p 6∈ {at, bt}mt=1} to be the number
of fixed points under the given arc (bridge) (as, bs); and b(S) :=
m∑
s=1
b(as, bs)
to be the total number of fixed points under the arcs, or in other words the
total number of bridges over all fixed points.
For example, let S = {e2 − e1, e6 + e3, 2e4} in C6, then
PS =
r r r r r r r r r r r r
-6 -5 -4 -3 -2 -1 1 2 3 4 5 6
and |S| = 5, c(S) = 3, r(S) = 1, b(S) = 2.
Proposition. Let S be a strongly orthogonal set in either sln or Cn (Dn) and let
σ = σS be an involution in the corresponding Weyl group.
(1) For S = {ejs − eis}ks=1 in sln one has
ℓ(σ) = 2|S|2 − |S| + 2b(S)− 4r(S)− 2c(S)
(2) For S = {ejs − eis}as=1 ∪ {2eks}ds=1 ∪ {ems + els}fs=1 in Cn one has for σ in
WCn
ℓ(σ) = |S|2 − a+ b(S)− c(S)− 2r(S)
(3) For S = {ejs − eis}as=1 ∪ {eks}2ds=1 ∪ {ems + els}fs=1 so that σ ∈ WDn one has
ℓ(σ) = |S|2 − |S|+ a + b(S)− c(S)− 2r(S)
Proof. We prove (1) by the induction on |σ| and induction on n. It is trivial for n = 2.
Assume it is true for σ ∈ Sn−1 and show for σ ∈ Sn. Recall that sej−ei = (i, j) in
cyclic form so that |S| = 1 iff σS = (i, j). If (i, j) 6= (1, n) we can regard it as an
element of Sn−1 so that ℓ((i, j)) is obtained by induction. For (1, n) one has that
(1, n)(et − es) is negative iff t = n or s = 1 so that ℓ((1, n)) = 2n − 3. On the
other hand b((1, n)) = n − 2 and c((1, n)) = r((1, n)) = 0 so that the expression is
satisfied.
Now assume this is true for σS′ ∈ Sn where |S ′| ≤ k−1 and show for σS of |S| = k.
Let σ = σ′(i, j) where σ′ = (i1, j1) . . . (ik−1, jk−1) and j > js for any 1 ≤ s ≤ k−1. If
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j < n we can regard σ as an element of Sn−1 and the result is obtained by induction
on n. If j = n one has
σ(et − es) = σ′(i, n)(et − es) =


−(en − ei) if (s, t) = (i, n) (I)
ei − σ′(es) if t = n, s 6= i (II)
en − σ′(es) if t = i (III)
σ′(et)− en if s = i, t < n (IV )
σ′(et − es) otherwise (V )
Take into account that
• σ′(en − ei) = en − ei so that case (I) adds 1 to the length;
• σ′(en − es) = en − σ′(es) ∈ R+. On the other hand ei − σ′(es) ∈ R− exactly
for n − 1 − i roots since for every i < s < n either σ′(s) = s or there exists
r < j such that σ′(r) = s. Thus (II) adds (n− 1− i) to the length;
• σ(ei− es) = en−σ′(es) ∈ R+ always. On the other hand for any (is, js) such
that is < i < js one has σ
′(ei − eis) = ei − ejs ∈ R− so that in case (III) we
have to reduce c(i, n) from the length;
• σ(et−ei) = σ′(et)−en ∈ R− for all t : i < t and σ′(et−ei) = σ′(et)−ei ∈ R−
iff t = js where is < i < js < j. Thus case (IV ) adds n − 1 − i − c(i, n) to
the length;
• Case (V ) does not add anything to the length.
Summarizing, we get ℓ(σ) = 2(n− i)− 1− 2c(i, n) + ℓ(σ′).
Put u(i, n) := #{t : i < it, jt < n} to be the number of arcs under (i, n). One
has:
c(S) = c(S ′) + c(i, n);
b(S) = b(S ′)− c(i, n)+(n−1− i)− c(i, n)−2u(i, n) = b(S ′)+(n−1− i)−2c(i, n)−
2u(i, n)
r(S) = r(S ′) + (k − 1)− c(i, n)− u(i, n) since for any (is, js) it is either to the left
of (i, n) or under (i, n) or crosses it on the left.
Taking all this into account we get straightforwardly ℓ(σ) = 2k2−k+2b(S)−2c(S)−
4r(S) in accordance with the expression.
(2) Let S = {ejs−eis}as=1∪{2eks}ds=1∪{ems+els}fs=1 in Cn so that |S| = 2a+d+2f
and let σ = σS . Taking into account that s2ei = (−i, i), sej±ei = (∓i, j)(±i,−j) by
(i) its length as an element of S2n is ℓS2n(σ) = |S|2 − |S| + 2b(S) − 4r(S) − 2c(S).
On the other hand, in Cn all the short roots are sums (up to sign) of two roots in
sl2n. Let x(σ) be the number of positive long roots 2es such that σ(2es) ∈ R−. Then
ℓ(σ) = 1
2
(ℓS2n(σ) + x(σ)). Further, note that sej−ei(2es) ∈ R+ always,
s2ek(2es) =
{ −2es if s = k;
2es otherwise.
and sej+ei(2es) =
{ −2es if s = i, j;
2es otherwise.
Thus x(σ) = d+2f = |S|−2a. Summarizing, we get ℓ(σ) = |S|2−a+ b(S)− c(S)−
2r(S).
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(3) Finally let S = {ejs−eis}as=1∪{eks}2ds=1∪{ems+els}fs=1 so that |S| = 2a+2d+2f
and σ ∈ WDn . By (2) its length as an element of WBn is ℓBn(σ) = |S|2 − a +
b(S) − c(S) − 2r(S). Let x(σ) be the number of positive short roots es such that
σ(es) ∈ R−Bn . Then ℓ(σ) = ℓBn(σ)−x(σ). As it is shown in (2) x(σ) = |S|−2a. By a
straightforward computation we get expression (3) which completes the proof. 
3. The proof of Panyushev’s conjecture
3.1. Case sln. It is known that the conjecture is true for sln (cf. [5]). The proof is
straightforward and we provide it in short here since we use it in what follows.
Let Sn denote a standard symmetric group and S[i,j] a symmetric group on the
elements i, i+1, . . . , j. For a strongly orthogonal set S ⊂ R+ let πi,j(S) = S ∩{el−
ek}i≤k<l≤j. By [4], BS′ ⊂ BS for S,S ′ ⊂ R+ strongly orthogonal sets in sln iff for
any i, j : 1 ≤ i < j ≤ n one has |πi,j(S ′)| ≤ |πi,j(S)|. Moreover these inclusions are
generated by elementary moves on link patterns defined as follows:
(1) Let ej−ei ∈ S and let S ′ be obtained from S by exclusion of this root. Then
BS′ ⊂ BS ;
(2) Let ej− ei ∈ S and let k > j be a fixed point of PS . Let S ′ be obtained from
S by changing ej − ei to ek − ei, then BS′ ⊂ BS ;
(3) Let ej − ei ∈ S and let k < i be a fixed point of PS . Let S ′ be obtained from
S by changing ej − ei to ej − ek, then BS′ ⊂ BS ;
(4) Let el − ei, ek − ej ∈ S be such that i < j < k < l. Let S ′ be obtained from
S by changing el − ei, ek − ej to ek − ei, el − ej , then BS′ ⊂ BS .
(5) Let ej − ei, el − ek ∈ S be such that j < k. Let S ′ be obtained from S by
changing ej − ei, el − ek to ek − ei, el − ej , then BS′ ⊂ BS ;
For mek+1−ek one has Wek+1−ek = Sk × S[k+1,n] and ŵ = [k, . . . , 1, n, . . . , k + 1].
Note that BS ⊂ mek+1−ek iff S = {ejs− eis}ms=1, is≤k,js≥k+1, and therefore, ŵσSŵ =
σŜ where Ŝ = {en+1−js − ek+1−is}ms=1.
Since on one hand inclusion of B−orbit closures is generated by elementary moves
on link patterns and on the other hand Bruhat order is generated by products by
(i, j) we have only to compare these two actions.
For S = {ejs − eis}ms=1 put 〈σS〉 := {is, js}ms=1 to be the list of end points of PS .
We have to take into account that the restriction of Bruhat order to involutions is
generated by σ < σ(i, j) only if {i, j} ∩ 〈σ〉 = ∅, otherwise we have to compare σ
and (i, j)σ(i, j).
Let σ = σS where S ⊂ R+ek+1−ek . Note that in order for (i, j)σ in the first case
(resp. (i, j)σ(i, j) in the second case) to be σS′ for S ′ ⊂ R+ek+1−ek one needs to choose
i ≤ k and j ≥ k + 1 (resp. either i, j ≤ k or i, j ≥ k + 1).
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i) σ → σ(i, j): Let S ′ = {ejs − eis}ls=1 and let ej − ei be strongly orthogonal to
S ′ then S = S ′∪{ej − ei} is strongly orthogonal so that BS′ ⊂ BS by (1) on
one hand and on the other hand ŵ(i, j)σS′ŵ = (k+1− i, n+1− j)σŜ′ > σŜ′ ;
ii) σ → (i, j)σ(i, j) where either i, j ≤ k or i, j ≥ k + 1 and |{i, j} ∩ 〈σ〉| =
1: Let S = {ej1 − ei1} ∪ T where T = {ejs − eis}ms=2. Let j = i1 and
i 6∈ {is}ms=1 (resp. i = j1 and j 6∈ {js}ms=1). Let S ′ = {ej1 − ei} ∪ T (resp.
S ′ = {ej − ei1} ∪ T ). Then on one hand by (2) BS′ ⊂ BS iff i < i1 (resp. by
(3) iff j > j1). On the other hand ŵσS′ŵ = (k + 1 − i, n + 1 − j1)σT̂ (resp.
ŵσS′ŵ = (k + 1 − i1, n + 1 − j)σT̂ ) and ŵσSŵ = (k + 1 − i1, n + 1 − j1)σT̂
so that ŵσS′ŵ < ŵσSŵ iff i < i1 (resp. j > j1).
iii) σ → (i, j)σ(i, j) where {i, j} ⊂ 〈σ〉 : Let S = {ej1 − ei1 , ej2 − ei2} ∪ T
where i1 < i2(≤ k) and (i, j) = (i1, i2) (this is equal to action on σ by
(i, j) = (j1, j2)). Then (i, j)σ(i, j) = σS′ where S ′ = {ej1 − ei2 , ej2 − ei1}∪T .
On one hand by (4) BS′ ⊂ BS iff j1 > j2, on the other hand ŵσS′ŵ =
(k+1− i1, n+1− j2)(k+1− i2, n+1− j1)σT̂ and ŵσSŵ = (k+ 1− i1, n+
1− j1)(k + 1− i2, n+ 1− j2)σT̂ so that ŵσS′ŵ < ŵσSŵ iff j2 < j1.
3.2. Case sp2n. For sp2n the unique abelian nilradical ism2e1 . In this caseW2e1 = Sn
and ŵ = [n, . . . , 1]. One has BS ⊂ m2e1 iff S = {2eks}ds=1 ∪ {ems + els}fs=1.
In this case the conjecture is obtained as a straightforward corollary of the result
for sl2n and the following facts:
(1) A set of strongly orthogonal roots S in Cn can be considered as a set S˜ of |S|
strongly orthogonal roots in sl2n. In these terms for BS ,BS′ ⊂ R+ in sp2n
one has by [1] BS′ ⊂ BS iff they are restriction to sp2n of the orbits B′S˜ ,B′S˜′
from sl2n such that B
′
S˜′
⊂ B′S˜ ;
(2) m2e1 of sp2n is the restriction to sp2n of men+1−en of sl2n;
(3) σ, σ′ ∈ WCn are elements of S2n and σ′ < σ in WCn iff σ′ < σ in S2n – this is
shown for example in [6, §4];
(4) ŵ ∈ W2e1 is identified with the maximal element of Sn × S[n+1,2n].
3.3. Case so2n+1. For so2n+1 the unique abelian nilradical is men−en−1 . In this case
Wen−en−1 = WBn−1 and ŵ = se1 . . . sen−1 .
BS ⊂ men−en−1 if either S = {en} or S = {en ± ei}, or S = {en − ei, en + ei}
for 1 ≤ i < n. Note that ŵsen±eiŵ = sen∓ei, ŵsenŵ = sen and ŵσ{en−ei,en+ei}ŵ =
σ{en−ei,en+ei}.
The restriction of Bruhat order to our set of involutions is as follows (cf. [6], for
example):
sen+en−1 > sen+en−2 > . . . > sen+e1 > sen−e1 > . . . > sen−en−1 ; sen > sen−e1 (i)
sen−en−1sen+en−1 > . . . > sen−e1sen+e1 > sen; sen−eisen+ei > sen+ei (ii)
10 N. BARNEA AND A. MELNIKOV
Also sen+ei and sen are incompatible for any i < n. As for inclusions of B−orbit
closures one has
i) In order to show B{en−ei−1} ⊂ B{en−ei} note that Exp(aXei−ei−1).Xen−ei =
Xen−ei − aXen−ei−1 so that by torus action we get Xen−ei−1 ∈ B{en−ei}. This
corresponds to sen+ei > sen+ei−1 for i : 2 ≤ i ≤ n− 1.
Let us show that B{en+e1} ⊂ B{en−e1}. Indeed, Exp(aXe1).Xen−e1 = Xen−e1−
aXen − a22 Xen+e1. Further by torus action we get Xen+e1 ∈ B{en−e1}. This
corresponds to sen+e1 > sen−e1 .
To show B{en+ei+1} ⊂ B{en+ei} note that Exp(aXei+1−ei).Xen+ei = Xen+ei +
aXen+ei+1 so that by torus action we get Xen+ei+1 ∈ B{en+ei}. This corre-
sponds to sen−ei > sen−ei+1 for i : 1 ≤ i ≤ n− 2.
Exactly in the same way, Exp(aXe1).Xen = Xen + aXen+e1 and then by
torus action we get Xen+e1 ∈ B{en} which corresponds to sen−e1 < sen .
Obviously B{en−ei} and B{en} are incompatible.
ii) To show B{en−ei,en+ei} ⊂ B{en−ej ,en+ej} for 1 ≤ i < j ≤ n−1 we note as before
that Exp(a(Xej−ei+Xej+ei)).(Xen−ej+Xen+ej) = Xen−ej+Xen+ej−a(Xen−ei+
Xen+ei) and then by torus action we get Xen−ei + Xen+ei ∈ B{en−ej ,en+ej}
which corresponds to sen−ejsen+ej > sen−eisen+ei for 1 ≤ i < j ≤ n− 1.
To showB{en} ⊂ B{en−ej ,en+ej} for 1 ≤ j ≤ n−1 note that Exp(
√
2Xej).(Xen−ej+
Xen+ej ) = Xen−ej−
√
2Xen and then by torus action we getXen ∈ B{en−ej ,en+ej}
for any 1 ≤ j ≤ n − 1 which corresponds to sen−ejsen+ej > sen for 1 ≤ j ≤
n− 1.
Obviously by torus action we get Xen−ei ∈ B{en−ei,en+ei} which provides
sen−eisen+ei > sen+ei for 1 ≤ i ≤ n− 1.
3.4. Case so2n. Recall that there are 3 abelian nilradicals in the case of so2n namely
me2−e1
∼= me2+e1 and men−en−1 .
Let us start with men−en−1 which can be obtained from the previous case. In this
case Wen−en−1 =WDn−1 and
ŵ =
{
se1 . . . sen−1 if n = 2k + 1;
se2 . . . sen−1 if n = 2k;
BS ⊂ men−en−1 if either S = {en ± ei} or S = {en − ei, en + ei} for 1 ≤ i < n.
Note that ŵsen±eiŵ = sen∓ei for i > 1, ŵsen±e1ŵ =
{
sen±e1 if n = 2k;
sen∓e1 if n = 2k + 1;
and
ŵsen−eisen+eiŵ = sen−eisen+ei. The restriction of Bruhat order from WBn to WDn
provides
sen+en−1 > sen+en−2 > . . . > sen+e1 , sen−e1 > sen−e2 > . . . > sen−en−1 , (i)
sen+e2 > sen−e1 , sen+e1 > sen−e2 (ii)
sen−en−1sen+en−1 > . . . > sen−e1sen+e1, sen−eisen+ei > sen+ei, sen−e1sen+e1 > sen±e1 (iii)
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The only differences with WBn are that sen+e1, sen−e1 are incompatible (they are
of the same length by Proposition 1) and sen 6∈ WDn . As for inclusions of B−orbit
closures we have to take into account that inclusions of B−orbit closures in Dn
implies the inclusions of corresponding B−orbit closures in Bn so that we have to
check only the corresponding cases from 3.3. We get:
i)+ii) Exactly as in so2n+1 one has B{en−ei−1} ⊂ B{en−ei} for i : 2 ≤
i ≤ n − 1 which corresponds to sen+en−1 > . . . > sen+e2 and sen+e2 >{
sen+e1 if n = 2k + 1;
sen−e1 if n = 2k;
. Further note thatExp(aXe2+e1).Xen−e2 = Xen−e2−
aXen+e1 so that by torus action we get Xen+e1 ∈ Ben−e2 which corresponds
to sen+e2 >
{
sen−e1 if n = 2k + 1;
sen+e1 if n = 2k;
Exactly as in so2n+1 one has Ben+ei+1 ⊂ B{en+ei} for 1 ≤ i ≤ n − 2
. This corresponds to sen−ei > sen−ei+1 for i : 2 ≤ i ≤ n − 2 and
sen−e2 <
{
sen−e1 if n = 2k + 1;
sen+e1 if n = 2k;
.
Let us show that B{en+e2} ⊂ B{en−e1}. Indeed, Exp(aXe2+e1).Xen−e1 =
Xen−e1 + aXen+e2 so that by torus action we get Xen+e2 ∈ B{en−e1}. This
corresponds to sen−e2 <
{
sen+e1 if n = 2k + 1;
sen−e1 if n = 2k;
.
To finish (i) and (ii) we have to check that Ben+e1 6⊂ Ben−e1. This is obtained
straightforwardly from the fact dimBen+e1 = dimBen−e1 = n− 1.
iii) Exactly as in 3.3 one has B{en−ei, en+ei} ⊂ B{en−ej ,en+ej} for 1 ≤ i < j ≤
n−1. Obviously by torus action we get Xen−ej ∈ B{en−ej ,en+ej} and Xen±e1 ∈
B{en−e1,en+e1} so we get all the relations from (iii).
Since me2+e1
∼= me2−e1 it is enough to consider me2+e1. One has
me2+e1 =
⊕
1≤i<j≤n
CXej+ei
Comparing me2+e1 with m2e1 of spn one can see at once that root vectors here
correspond (up to sign in the sum) to root vectors in m2e1 for short roots. In
particular, this is a subspace of matrices of nilpotency order 2. The truth of the
conjecture for me2+e1 is obtained from its truth for m2e1 by the following facts:
(1) The sets of strongly orthogonal roots in me2+e1 coincide with the sets of
strongly orthogonal short roots in m2e1
(2) Only for root α = ej − ei the action of Exp(aXα) on roots Xek+es can be
non-trivial both in Cn and Dn and this action in both cases coincide up
to sign, apart from case Exp(aXej−ei).Xej+ei =
{
Xej+ei + 2aX2ej in Cn;
Xej+ei in Dn;
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which is irrelevant here. Thus, XS′ ∈ BS for strongly orthogonal sets S ′, S
in me2+e1 iff XS′ ∈ BS in m2e1 .
(3) ŵ of We2+e1 (in WDn) is equal to ŵ of W2e1 (in WCn).
(4) Bruhat order restricted to multiplication of reflections of strongly orthogonal
roots of type ei + ej coincides for WCn and WDn . (cf., for example [6, §4]).
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