Four different methods to automatically select an optimal set of array configurations that gives the maximum resolution of the subsurface with a limited number of measurements for 2D electrical imaging surveys were tested. The first method (CR method) directly calculates the change in the model resolution for each new array added to the base data set, and uses this to select array configurations that gave the maximum model resolution. However this method is the slowest. The computer code for calculating the rank one updates used by the CR method was optimized to reduce the computer time by about eighty times. The sequence of calculations needed was modified to reduce the traffic between the computer main memory and the CPU registers. Further code optimizations were made to take advantage of the parallel processing capabilities of modern CPUs. The second (ETH) and third (BGS) methods use approximations based on the sensitivity values to estimate the change in the model resolution matrix.
INTRODUCTION
Over the last decade the resistivity method has undergone a renaissance with the development of multielectrode resistivity-meter systems and efficient 2D and 3D inversion schemes. Electrical imaging (or tomography) surveys are now widely used in diverse engineering and environmental problems, hydrological, agricultural, mineral and even hydrocarbon exploration (Dahlin, 1996; Seaton and Burbey, 2000; Bauman, 2005) . Most surveys have been carried out using the traditional arrays such as the Wenner, Schlumberger, pole-pole, dipole-dipole and pole-dipole arrays. The general characteristics in terms of resolution, depth of investigation and noise sensitivity of these arrays are relatively well known (Barker, 1979 (Barker, , 1989 Dahlin and Zhou, 2004) . In general, the Wenner and Schlumberger arrays are less sensitive to noise and have better resolution for horizontal structures. The dipole-dipole and pole-dipole arrays have lower signal-to-noise ratios and have better resolution for vertical structures. However, in many survey areas, good resolution in both directions is required. Modern computer-controlled multielectrode systems can measure thousands of readings. The survey time, and thus the expense, is affected by the number of measurements required to meet the survey objective. Ideally, the array configurations used should maximize the resolution of the inversion model obtained from the field survey using a limited number of measurements. An important development was made by Stummer et al. (2004) who proposed a fast and accurate method to automatically select the arrays that would maximize the model resolution. This approach used the sensitivity distribution to provide an approximation to the model resolution matrix. This was further improved by Wilkinson et al. (2006a) who proposed two new methods to improve the quality of the optimized array configurations. One method directly recalculates the model resolution (the 'Compare R' method) for each new array and produces array sets with the maximum model resolution. However, the computer time required by this method was about two orders of magnitude longer that the other methods (about 6 hours on a 3Ghz PC for a survey line with 30 electrodes). The second method (the 'Modified GF' method) used a modified estimate of the change in 4 the model resolution for a new array. It was able to generate arrays sets that have higher model resolution than the original method by Stummer et al. (2004) while taking less computer time (about 3.9 minutes on the same computer).
As the 'Compare R" proved to be the optimal technique, and the standard to which other methods are compared, efforts were made in this research to reduce the computer time required so that it can be used for larger problems. A modification to the method proposed by Stummer et al. (2004) was also made to reduce the computer time it requires. Finally, a combination of the 'Modified GF' and 'Compare R' methods to combine the best features of both techniques was investigated.
The following section gives a brief review of the linearized least-squares inversion method and its relationship to the model resolution matrix. This is followed by a description of the four different methods to automatically generate the optimized arrays, and a comparison of the results. Finally, we test the optimized arrays with synthetic and field data sets.
THEORY
In the 2D resistivity method, a large number of measurements are made using different electrode configurations in order to map the subsurface resistivity at different depths below the survey line. We then attempt to determine the true resistivity of the subsurface from the apparent resistivity measurements. One method that is widely used is the linearized least-squares optimization method (deGroot-Hedlin and Constable, 1990; Ellis and Oldenburg, 1994) where the relationship between the measured data and model parameters is given by the following equation. 
The Jacobian matrix G contains the logarithmic sensitivities of the measurements with respect to the model parameters. The matrix C contains the damping factors, roughness filters and other constraints, while g is the data misfit vector containing the difference between the logarithms of the measured and calculated apparent resistivity values. r i-1 is the model parameter vector (the logarithm of the model resistivity values) for the previous iteration, while is ∆ ∆ ∆ ∆r i is change in the model parameters. Using linear approximations, it can be shown an estimate of the model resolution matrix (Menke, 1984) is given by
The model resolution matrix may be viewed as a filter through which the inversion method attempts to resolve the subsurface resistivity (Day-Lewis et al., 2005) . In the ideal case with perfect resolution, the elements of the main diagonal (R jj ) are 1 while the off-diagonal elements are 0. In practical cases, the leading diagonal elements are between 0 and 1. The array optimization methods attempt to select the array configurations that maximize the values of the leading diagonal elements of the resolution matrix. We use the approach by Wilkinson et al. (2006a) in calculating the sensitivity values of a homogeneous model for the Jacobian matrix G, and a simple Marquardt-Levenberg constraint for the C matrix (i.e. C=λI where λ is a damping factor and I is the identity matrix).
For a system with N electrodes, there are N(N-1)(N-2)(N-3)/8 independent four-electrode configurations (Xu and Noel, 1991) . This gives a total of 82215 possible configurations for a system with 30 electrodes. To reduce the number of possible arrays, Stummer et al. (2004) excluded configurations that are likely to reduce the stability of the inversion. These include configurations of the Gamma type with crossed current and potential electrodes (Figure 1 ), and configurations with large geometric factors. Carpenter and Habberjam (1956) showed that there are three possible arrangements for an electrode configuration with four electrodes (Figure 1 ). The three arrangements are the Alpha (with the potential electrodes nested between the current electrodes), Beta (with separate current and potential dipoles) and the Gamma (with interleaved current and potential electrodes). They also showed that the resistance value measured by the Gamma configuration is equals to the difference of resistances measured with the Alpha and Beta configurations. Thus, in theory, the Gamma configuration is not an 6 independent arrangement as it can be derived from the Alpha and Beta measurements. This further justifies the decision by Stummer et al. (2004) and Wilkinson et al. (2006a) in excluding the Gamma configurations from the arrays considered in their optimization schemes. Figure 1 here.
All configurations with geometric factors larger than that for a dipole-dipole array where the maximum dipole separation is greater than six times the current/potential dipole length (i.e. with an 'a'
spacing of 1 and 'n' level of 6) are also excluded. In some field surveys, particularly those using large electrode spacings, it might be necessary reduce the maximum 'n' value to reduce the random noise in the measurements. However, for the following tests, a maximum value of 6 was used for the 'n' factor.
The choice of this maximum geometric factor was to be consistent with earlier tests by Stummer et al. (2004) and Wilkinson et al. (2006a) so that the results from this paper can be directly compared.
However, a larger value for the maximum geometric factor can be used in situations with sufficiently low noise levels so as to include more possible array configurations. This was done in generating the arrays configurations in the field test that is described in a later part of this paper.
The configurations left after excluding the less stable configurations are called the 'comprehensive' data set. The 'comprehensive' data set for a survey line with 30 electrodes has 51283 unique configurations (compared to 82215 in the original set). The optimization task is to select a subset of the comprehensive set that will maximize the model resolution subject to practical constraints (such as the maximum number of measurements that can be made within the available survey time). We follow the approach by Wilkinson et al. (2006a) and Stummer et al. (2004) in using a local optimization procedure. Initially, a small starting base data set is selected. This normally consists of the dipole-dipole configurations with an 'a' spacing of 1 and 'n' levels of 1 to 6. The change in the model resolution matrix R (or some estimate of the change) for each new configuration added to the base data set is then calculated. The configurations that result in the largest increase in the model resolution, and have a 7 suitable degree of orthogonality to the existing configurations, are then added to the base data set. Three different methods to calculate or estimate the change in the model resolution were reviewed by Wilkinson et al. (2006a) .
METHODS OF ARRAYS SELECTION Method 1 -Compare R (CR)
This method directly recalculates the model resolution matrix when a single array configuration is added to the existing base data set. The Sherman-Morrison Rank-1 update is used to calculate the main diagonal elements of the model resolution matrix of the base set plus the test configuration (Wilkinson et al., 2006a) . To simplify the following discussion, we rewrite equation (2) in the following form.
where R b is the model resolution matrix of the base data set, G G A T = and
The following set of updating formulae (Press et al., 1992 ) is used to calculate the change in R when a new array configuration is added to the base data set. R b+1 is the resolution of the base data set plus the test configuration (Wilkinson et al., 2006a) . The following function, F CR , is used the rank the improvement in the model resolution due to the addition of the test configuration. It is given by
where m is the number of model cells, and only the main diagonal elements of the R matrix are used.
This method was found to give the best results (in terms of improvement in the model resolution) but was about two orders of magnitude slower than the other methods. Wilkinson et al. (2006a) reported a calculation time of 6 hours for a survey system with 30 electrodes on a 3GHz desktop PC. Thus in this research efforts were made to optimize the calculations so as to reduce the computer time.
The updating method given in equation (4) The traffic between the CPU and main memory is thus reduced to a minimum. The time critical parts of code were written in assembly language so that the use of the available floating point CPU registers can be directly optimized (Leiterman, 2005) . Each SIMD (single-instruction-multipledata) register within the CPU can store two double precision values (Gerber, 2002) . The SIMD instructions that can carry out two double-precision operations with a single instruction are used. This allows the calculations of the elements of the z vectors for two new test configurations (each with its own g Jacobian vector) to be carried out simultaneously. Thus it is only necessary to move the elements of the B b matrix from the computer memory to the CPU register once for two new test configurations.
The Intel Penryn CPU has four cores that can calculate the z vectors for four pairs of the test configurations in parallel (Chandra et al., 2001) . Thus in total the calculation for eight test configurations can be made with a single transfer of the elements of the B matrix from the computer memory to the CPU. A similar computer code optimization is made to reduce the calculation time for the y (i.e. the A b z product) vector. The computer time required for the remaining calculations in equation (6) that involve vector-vector multiplications is much less than that required by the matrixvector multiplications. On a 2.4 GHz Intel Penryn Quad-Core system, the computational time required for a survey system with 30 electrodes was reduced to less than 5 minutes (257 seconds). This makes it practical to use the 'Compare R' method for larger survey problems.
After calculating the ranking function in equation (5) for all the test configurations, we follow the procedure used by Wilkinson et al. (2006a) . Briefly, the test configuration with the highest ranking function value (denoted by the sensitivity vector g 1 ) is added to the base set at each iteration. The next highest ranked configuration, represented by g 2 , is only added if it had a sufficient degree of orthogonality to the first configuration added. This is done by calculating | g 1 . g 2 |/(| g 1 || g 2 |) and checking that it is less than a specified limit (0.97). This is repeated until a sufficient number of configurations are added to the base data set. Each new configuration is tested against those that had been previously added during that iteration only. For each iteration, the number of new configurations added is set at 0.09n b ,
where n b is the number in the base set. After adding the new configurations, the model resolution of the new augmented base set is recalculated using equation (2). In the following discussion, this method will be referred to as the CR method.
One minor modification was made in the addition of new arrays. A check was included to ensure that the distribution of the data points in the pseudosection is symmetrical, and consequently the corresponding model resolution section pattern would also be symmetrical. As an example, a survey with 30 electrodes will have electrode positions numbered 1, 2, 3, 4, 5, . . . 29, 30. If an array configuration (C1-C2-P1-P2) such as 2-1-4-6 is selected, the corresponding array configuration on the other half of the survey line (which is 24-26-29-30) is also selected for the optimized data set. During some iterations, this might result in the number of arrays selected to be one more than that would have been obtained without this check.
Method 2 -Modified GF (BGS)
This method was proposed by Wilkinson et al. (2006a) as an improved version of the original method by Stummer et al. (2004) . The ranking function used is as follows.
( ) improve regions of the model that are poorly resolved by the base set. This equation provides a normalization factor to ensure the ranking function has equal weight in improving the resolution of all regions regardless of the relative sensitivity. The same method, as that described earlier for the CR method is used to test the configurations, and to add the new configurations to the base set. Following Wilkinson et al. (2006a) , we also use a limit of 0.95 for the upper limit of the orthogonality value for the test configurations to be added to the base set. Some effort was made to optimize the computer code for this method, mainly in utilising the parallel processing capabilities of the computer system. For the test problem with 30 electrodes, this method took less than a minute (48 seconds) for 40 iterations. In the following discussion, this method will be labelled as the BGS method.
Method 3 -Combined Modified GF and Compare R (BGS-CR)
The CR method produced array configurations with the highest model resolution, while the BGS method is much faster but produced slightly lower model resolution values (Wilkinson et al., 2006a) .
One possible method to combine the best features of both methods is to start the search for the optimal configurations using the BGS method and end it with a few iterations of the CR method. In this way, some of the deficiencies of the BGS method can be compensated for by the CR method. The CR method is normally used for the final 20% of the iterations in this proposed combined method. As an example, if the search process takes 40 iterations, the BGS method is used for the initial 32 iterations while the CR method is used for the final 8 iterations. For the test problem with 30 electrodes, this combined method took 87 seconds (compared to 48 and 257 seconds respectively for the BGS and CR methods).
Method 4 -Original GF (ETH)
The 'Original GF' method by Stummer et al. (2004) used the following ranking function.
In the original implementation by Stummer et al. (2004) , the orthogonality check is performed against the entire base data set. Wilkinson et al. (2006a) found this criterion to be too restrictive as it discards many more add-on configurations than the less severe criteria used in the CR and BGS methods described earlier. Another disadvantage is that the calculation time is significantly longer compared to the BGS method as the orthogonality check is made against the entire base set in addition to the configurations added during that iteration. Wilkinson et al. (2006a) found that the 'Original GF' method took nearly twice as long as the 'Modified GF' (BGS) method. In an attempt to improve on this method, we use the same formula for the ranking function, but with the more limited orthogonality check used by the CR and BGS methods. We call this modification of the 'Original GF' method the 'ETH' method.
The time taken by this method is almost the same as that taken by the BGS method. The difference in the model resolution values obtained by the 'Original GF' method and its modified version (ETH) is less than 3% for all iterations in several tests that we have carried out.
It is interesting to compare the ranking functions used by the BGS and ETH methods in equations (7) and (8). The BGS method uses the square of the ratio of the sensitivity value of the configuration tested to the normalized total sensitivity value for the same model cell (in the first term to the left of the summation sign) multiplied by the square root of the
factor. In comparison, the ETH method used the first power of the ratio of the sensitivity values multiplied by the first power of the ( ) ( )
factor. On the basis of numerical experiments, Wilkinson et al. (2006a) found that the BGS method tends to select configurations that simultaneously improve the resolution whilst maintaining the orthogonality of the optimized arrays. A detailed analysis of the differences between the two methods is given in Wilkinson et al. (2006a) .
RESULTS

Relative resolution tests
The first test uses a 2.5D model similar to that used by Wilkinson et al. (2006a) . Briefly, the survey line has 30 electrodes with a 1 meter spacing. The subsurface model has 16 layers starting with a thickness of 0.3 meter, and the thickness of each subsequent layer was increased by 10%. This results in a model with 464 model cells. All arrays with the Gamma configurations, and geometric factors greater than that for a dipole-dipole arrays with 'a' spacing of 1 meter and 'n' level of 6 were discarded. This left a comprehensive data set with 51283 unique configurations. This is marginally less than n c =51373 used
by Wilkinson et al. (2006a) who used a geometric factor of 1100 m (for a spacing of 1 meter) as the cutoff value, which is slightly more than the geometric factor of 1056 m for a dipole-dipole array with a=1
and n=6. We also use the same damping factor value of λ=2.5 x 10 -6 as that used by Wilkinson et al. (2006a) . The BGS-CR method shows identical behaviour with the BGS method until the 32 nd iteration since the BGS method is used. The effect of using the CR method for the last 8 iterations is to fill up the 'blind spots' left by the BGS method. This results in a more uniform distribution of the high relative resolution values of above 0.925 for the entire section (third column Figure 3) . The results of the ETH method is similar to that found by Wilkinson et al. (2006a) . There is a significant improvement in the relative resolution values compared to the initial dipole-dipole base data set, but its performance is below that of the BGS method. Table 1 shows the computer times required by the different optimization methods for survey lines with 20 to 60 electrodes. As the number of electrodes increase, the time taken by the BGS-CR method becomes increasingly dominated by the CR method used for the last 20% of the iterations. The practical limit for the CR method is probably about 60 electrodes with present techniques. It is for these large problems that the BGS-CR method using a small number of CR iterations might prove to be the most useful. It takes advantage of the higher model resolution values achieved by the CR method while requiring more modest computer times. Table 1 here.
We have also carried out tests using different values of the damping factor and model section thickness. The damping factor value of λ=2.5 x 10 -6 as used by Wilkinson et al. (2006a) Figure 6 ). Figure 5 here. Figure 6 here. Figure 7 shows the model resolution sections for the initial base set, the comprehensive set and the base set after 40 iterations obtained by the different optimization methods using a damping factor of 0.01. The resolution sections for the comprehensive set with the lower damping factor shown in Figure   4b has values of 0.05 reaching down to about 8 meters, while in the section with higher damping factor it only reaches to 6 meters ( Figure 7b ). 
Tests with synthetic data
In this section, we present results from tests with synthetic data from a user defined 2D model.
The results for the model with four rectangular blocks used by Wilkinson et al. (2006a) Initially the apparent resistivity pseudosections for several conventional arrays are generated.
The calculated apparent resistivity data sets are then used as the input data for a 2.5D least-squares smoothness-constrained optimization program to generate inversion models. The l 1 -norm model constraint was used since the real structure is known to have sharp boundaries (Farquharson and Oldenburg, 1998) . Details on the computer program and Gauss-Newton least-squares optimization method used can be found in Loke and Dahlin (2002) and Loke et al. (2003) .
The first test is with the Wenner array using measurements with the electrode separation 'a'
ranging from 1 to 9 meters giving a total of 135 data points. The performance of this data set is rather poor (Figure 9a ). The two upper blocks are reasonably well detected, but the third deepest block is rather poorly resolved. The next array is the Wenner-Schlumberger array (Pazdirek and Blaha, 1996) with overlapping data levels using the potential dipole spacing 'a' ranging from 1.0 to 9.0 meters, and using 'n' factor values of 1 to a maximum of 9, but only measurements where the geometric factors that do not exceed that for a dipole length of 1.0 meter and 'n' factor of 6 are selected (i.e. a maximum value of 1055.6 m when the unit electrode spacing is 1.0 meter). This data set has a total of 383 data points. The three upper blocks are better resolved (particularly the third block), but it still fails to detect the deepest block ( Figure 9b ). The next test data set was for the dipole-dipole array with the dipole length 'a' fixed at 1 meter, and with the dipole separation factor 'n' varying from 1 to 6 that gives a total of 147 data points ( Figure 8a ). The third deepest block is much better resolved compared to the Wenner and Wenner-Schlumberger arrays (Figure 9c ). However, the deepest block is not detected. In an effort to improve the depth of investigation with the dipole-dipole array, measurements with different 'a' values ranging from 1 to 9 meters are used, and 'n' values ranging from 1 to 6 (but imposing the limit that the geometric factor does not exceed 1055.6 m) is next used. This data set has 395 data points. The pseudosection for this data set is shown in Figure 8b . There is some indication of the deepest block in the form of an area of slightly higher resistivity between the actual locations of the third and fourth blocks. However, the inversion model fails to separate the fourth block from the third deepest block.
There are also slights shifts in the locations of the first and third upper blocks. Note that in all the model sections, the thickness of the uppermost block is slightly overestimated. This could be due to the fact that this block is located near the left end of the survey line, and thus there are fewer measurements that cover this block. Figure 9 here. Figure 10 shows the inversion models obtained using the array configurations generated by the different optimization strategies. The data sets generated after the 40 th iteration was used. As expected, the best result was obtained with the CR method (with 4618 data points) where even the deepest block is clearly resolved. The shape and location of the deepest block is accurately reproduced, although the maximum resistivity of about 25 Ω.m is well below the true resistivity of 100 Ω.m. This is not unexpected as the resolution of the resistivity method decreases exponentially with depth. The deepest block is also reasonably well detected by the BGS and BGS-CR methods. Figure 10 here.
It could be argued that better resolution of the optimized data set with 4618 data points is due to the much greater number of data points compared to the conventional arrays. Here we show the results with a much smaller optimized data set with only 413 data points (with an average relative resolution 0.768) that is similar in size to the Wenner-Schlumberger and dipole-dipole arrays with overlapping data levels (Figures 9b and 9d) . It is generated using 12 iterations of the CR method. The shape of the deepest block is much better resolved (Figure 11a ) compared to the dipole-dipole array, although it is slightly too shallow compared to the model obtained with the larger optimized data set (Figure 10a ). However, the number of data points used is less than 10% of the larger optimized data set. Figure 11b shows the resulting inversion model obtained when a moderately larger optimized data set (824 data points) generated using 20 iterations of the CR method is used. The deepest block is much better resolved. Figure 11c shows the result obtained using the smaller optimized data set generated with the BGS-CR method (using 10 iterations of the BGS method followed by 2 iterations of the CR method). The deepest block is just barely resolved although the result is still better than that obtained using the dipole-dipole 20 array with overlapping data levels ( Figure 9d ). The deepest block is much better resolved with the medium size optimized data set (using 16 iterations of the BGS method followed by 4 iterations of the CR method). In field surveys, the practical use of the optimized data set probably lies in generating such small or medium data sets using the CR or BGS-CR methods. The data sets generated have significantly better resolutions than conventional arrays but only involve a similar number of measurements. Figure 11 here. Zhou and Dahlin (2003) demonstrated that the error in resistivity field measurements varies inversely with the signal strength. Thus to simulate such noise, we add Gaussian random noise (Press et al.,1992) to the potential values (for a current of 1 Ampere) for the different array configurations. After adding the noise, the potential values are converted to apparent resistivity values. The amplitude of the potential noise is chosen so that the readings with the lowest potential (and also the largest geometric factor) have a noise level of 15 percent. The largest geometric factor is about 168 times the smallest geometric factor for the arrays generated. The average percentage apparent resistivity noise depends on the geometric factors of the array configurations in the data set used, but it generally gives a value of about 2 to 4 percent. As an example, Figure 12a shows the dipole-dipole array data set with overlapping data levels with the potential dependent noise added ( Figure 8b shows the same pseudosection without noise). The inversion model for this data set (Figure 12b ) shows slight distortions in the upper three blocks, while the area of higher resistivity at the location of the deepest block is now much less compared with the noise free model (Figure 9d) . Figures 12c and 12d shows similar models for the large optimized data sets generated by the CR and BGS-CR methods. The deepest block is still clearly visible in both sections, although the highest resistivity value reached is lower compared to the corresponding models without noise (Figures 10a and 10c) . The noise added causes a slight reduction in the resolution of the deepest block. Figure 12 here.
21
Field example
The data sets presented in this field example were acquired from an active landslide site near Malton, North Yorkshire, UK. The site is being monitored using an automated time-lapse electrical resistivity tomography (ALERT) system Ogilvy et al., 2009) to study the hydraulics of landslide processes. The ALERT instrument uses wireless telemetry (in this case GPRS) to communicate with an office based PC that runs control software and a database management system.
The control software is used to schedule data acquisition, whilst the database management system stores, processes and inverts the remotely streamed ERT data. The capability that this provides for flexible and remotely configurable data acquisition is ideal for testing and improving optimized command sequences without the need for repeated manual reoccupation of the site. Two data sets were acquired, one comprising 516 dipole-dipole measurements (a = 4.75, 9.5, 14.25 and 19 m, and n = 1 to 8) and another with 516 optimized measurements (using the CR method). In both cases, the maximum allowed geometric factor was K = 32 233 m (equivalent to that for a = 14.25 m, n = 8). The inverted images are shown in Figure 13 . In both cases convergence was achieved after 7 iterations with extremely good fits between the measured and inverted data, indicated by mean misfit errors of 0.35 % (dipole-dipole) and 0.55 % (optimized).
During testing of the optimized command sequences, we observed that systematic polarization effects were being caused by the use of electrodes to measure potential that had previously been used to pass current (Dahlin, 2000; Merriam, 2005) . The optimized command sequence used in Figure 13b had been reordered so that at least 3 measurements separated instances of the same electrodes being used for current and potential measurements. Without this reordering, the mean misfit error for the same set of optimized commands was 3.37 %. The remaining difference between the quality of the fits to the dipoledipole and optimized data sets is probably due to random noise. Although both command sequences have the same maximum geometric factor, on average the optimization process tends to select more measurements with high geometric factors. The average geometric factor for the optimized set is 5666 m, compared to 4450 m for the dipole-dipole set.
Both the optimized and dipole-dipole images in Figure Figure 4c for the CR method compared to Figure 4a for the dipoledipole array. The Staithes / Redcar boundary is less distinct than the Whitby / Staithes. The reasons for this are likely to be twofold. Firstly, in this region there is a gradational interface between the Redcar and the Staithes (Powell, 1984) . Secondly, the Redcar becomes relatively silty towards the top of the formation (Rawson and Wright, 1995) . Therefore it will be more lithologically, and hence electrically, similar to the Staithes. Figure 13 here. Figure 14 shows the distribution of the data points of the dipole-dipole array and optimized data sets. The horizontal location of the data point is calculated from the average horizontal position of the four electrodes in the array configuration while the vertical position is calculated using the median depth of investigation method (Edwards, 1977; Barker, 1989) . Different symbols are used for the Alpha and Beta type of array configurations. The optimized data set has more data points in the lower part of the pseudosection (particularly below a pseudodepth of about 20 m.) that partly accounts for the improved resolution at depth. There is also a clustering of the data points near the edges of pseudosection of the optimized data set. This is probably caused by the program attempting to improve the resolution at the left and right sides of the model section. Figure 14 here.
CONCLUSION
The use of optimized data sets can significantly improved the resolution of 2.5D resistivity imaging surveys compared to conventional arrays. Among the optimization methods tested, the CR method that directly calculates the change in the resolution matrix for each new array added to the optimized data set gave inversion models with the highest resolution. The combined BGS-CR method gave results that are almost as good but required only about one-third to one-quarter the computer time to generate the optimized data set. The techniques described in this paper have reduced the computer time required by the CR method by about 80 times. This makes it practical to use the CR method to generate optimized data sets for longer survey lines with up to about 60 electrodes positions. For even longer survey lines, the BGS-CR method might prove to be the most practical alternative. Tests carried out with the small optimized data sets showed that they give significantly better resolution although the number of data points is comparable to that used with conventional arrays. The small and medium sized optimized data sets are probably the most useful in practical field surveys.
The fast methods for calculating the updated model resolution matrix developed in this paper enables the use of other criteria, such as the point spread function (Miller and Routh, 2007) , for finding optimized arrays for 2.5D surveys. This will be studied in future research. Other possible techniques for further reducing the computer time required by the CR method are being investigated as part of current research in optimized arrays for 3D surveys. dipole-dipole array, and optimized data sets generated by the (c) CR and (d) BGS-CR methods.
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