Large sieve inequality for power moduli by Munsch, Marc
ar
X
iv
:1
91
0.
09
06
9v
1 
 [m
ath
.N
T]
  2
0 O
ct 
20
19
LARGE SIEVE INEQUALITY FOR POWER MODULI
MARC MUNSCH
Abstract. In this note we give a new bound for large sieve with
characters to power moduli which improves in some range of the
parameters the previous bounds of Baier/Zhao and Halupczok.
1. Introduction
The large sieve originated in the work of Linnik in the early forties
and became a fundamental tool in number theory. Since then, it has
been a topic largely studied and many variants were obtained. The case
of power moduli received a particular interest due to its applications.
Let {an} denote a sequence of complex numbers, M,N, k positive in-
tegers and let Q be a real number ≥ 1. The main goal is to obtain an
estimate of the following kind
(1.1)
∑
q≤Q
qk∑
a=1
(a,q)=1
∣∣∣∣∣
M+N∑
n=M+1
ane
(
a
qk
n
)∣∣∣∣∣
2
≪ ∆
M+N∑
n=M+1
|an|
2
where e(α) := exp(2ipiα) for α ∈ R. Let us recall the general large
sieve inequality. We say that a set of real numbers {xk} is δ-spaced
modulo 1 if ‖xk−xj‖ ≥ δ for all k 6= j where ‖x‖ denotes the distance
of a real number x to its closest integer.
Theorem 1.1. [4, Theorem 2, Chapter 27] Let {an} be a sequence
of complex numbers, {xk} be a set of real numbers which is δ-spaced
modulo 1, and M,N be integers. Then we have
(1.2)
∑
k
∣∣∣∣∣
M+N∑
n=M+1
ane(xkn)
∣∣∣∣∣
2
≪ (δ−1 +N)
M+N∑
n=M+1
|an|
2.
0 2010 Mathematics Subject Classification. Primary Secondary :
Key words and phrases. Large sieve, power moduli, Vinogradov mean value
theorem.
Date: October 22, 2019.
1
2 M. MUNSCH
As it is for instance pointed out by Zhao in [12], the classical large
sieve inequality (1.2) enables us to obtain (1.1) with
(1.3) ∆ = min
{
Q2k +N,Q(Qk +N)
}
.
Furthermore we can expect the fractions with power denominator to
be regularly spaced. This led Zhao to conjecture that we can take
∆ = Qε(Qk+1 +N) in (1.1). The bounds coming from (1.3) imply the
conjecture of Zhao in the ranges Q ≤ N1/2k and Q ≥ N1/k.
Several authors obtained improvements of (1.3) in the critical range
Qk ≤ N ≤ Q2k. First Zhao proved an inequality of type (1.1) with
(1.4) ∆ =
[
Qk+1 +
(
NQ
κ−1
κ +N1−κQ
κ+k
κ
)
N ε
]
where κ = 2k−1. Baier and Zhao proved in [1] that we can take
(1.5) ∆ = (Qk+1 +N +N1/2+εQk)(log log 10NQ)k+1
which improves (1.4) in the range N
1
2k
+ε ≪ Q ≪ N
(κ−2)
(2(κ−1)κ−2k)
−ε.
In particular, for k = 3, this led to an improvement in the range
N1/6+ε ≪ Q ≪ N1/5−ε. Using a Fourier analytic method, they ob-
tained a further improvement for k = 3. These results have been
sharpened by Halupczok [6] using the breakthrough work of Wooley
on Vinogradov mean value conjecture [10]. Precisely, she proved (and
further generalized to any polynomial moduli [7]) that we can take
(1.6) ∆ = (QN)ǫ
(
Qk+1 +Q1−δN +Q1+kδN1−δ
)
where δ = 1/(2k(k− 1)). It should be noticed that this improved (1.4)
for k sufficiently large and (1.5) for all k ≥ 3 and Qk ≤ N ≤ Q2k−2+2δ.
In the meantime, the conjecture in Vinogradov mean value theorem was
proved for all degrees exceeding 3 by Bourgain, Demeter and Guth in [2]
and later using another method by Wooley [11]. By this impressive
work, the best possible exponent in Vinogradov mean’s value theorem
has been confirmed. Thus we can replace δ in (1.6) by 2δ, with only
few obvious changes to be made in her proof (see the discussion in [8]).
To conclude (1.1) holds with ∆ = (QN)εAk(Q,N) where
(1.7) Ak(Q,N) =
(
Qk+1 +Q
1− 1
k(k−1)N +Q1+
1
k−1N
1− 1
k(k−1)
)
.
She has further refined the bound (1.7) in [5] and obtained
(1.8) ∆ = Qǫ
(
Qk+1,min
{
Ak(Q,N), N
1−ωQ1+(2k−1)ω
})
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with ω = 1/((k − 1)(k − 2) + 2).
We propose an improvement of the existing results in some ranges of
the parameters N and Q. In order to do so, we employ an elementary
method which makes use of a bound on the number of points modulo
an integer of polynomial equations due to Cilleruelo, Garaev, Ostafe
and Shparlinski [3]. Our result is the following
Theorem 1.2. With {an}, Q,M , and N as before such that N
1/2k ≤
Q ≤ N
1
k , we have
∑
q≤Q
qk∑
a=1
(a,q)=1
∣∣∣∣∣
M+N∑
n=M+1
ane
(
a
qk
n
)∣∣∣∣∣
2
≪ (QN)εQ1+1/(k+1)N1−
1
k(k+1)
M+N∑
n=M+1
|an|
2.
Remark 1.3. This improves (1.5) for all k ≥ 3 when Qk ≤ N ≪
Q
2k−2+ 2(k−2)
k2+k−2 and improves (1.8) when Qk+1+
2
k−1 ≤ N ≤ Q2k−1+O(1/k
3).
The range where it improves all the previous bounds becomes non empty
as soon as k ≥ 4 and covers almost the whole range except the corners.
Additionally it is a step towards Conjecture 21 raised in [5].
Remark 1.4. This result can be easily generalized to any polynomial
f(q) of degree k in a similar way as in [7, Corollary 2.3]. For the sake
of simplicity and coherence, we restricted the presentation to the case
of monomials.
2. Proof of the main result
To begin with, we follow a standard path and define a subset of Farey
fractions
S(Q) :=
{
a
qk
, (a, q) = 1, 1 ≤ a < qk, Q ≤ q ≤ 2Q
}
.
It is easy to remark that two distinct elements of S(Q) are 1/Q2k
spaced. In the case of squares, Zhao [12] introduced a quantity to
measure the spacings between these Farey fractions. Similarly we define
(2.1) M(N,Q) = max
x∈S(Q)
# {y ∈ S(Q) : ‖x− y‖ < 1/2N} .
As noticed in [12], any good estimate on this quantity leads to an
equality of type (1.1). We prove the following bound.
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Lemma 2.1. For any ε > 0 and integer N and Qk ≤ N ≤ Q2k, we
have
(2.2) M(N,Q)≪ (QN)ε
(
Q1+1/(k+1)N−
1
k(k+1)
)
In order to do so, we use a result bounding the number of solutions
of polynomial equations in boxes. This can be proved in a similar way
as Theorem 1 of [3] or could be deduced from the generalization of
Kerr [9, Theorem 3.1].
Theorem 2.2. Let f a polynomial of degree k ≥ 2 with leading coef-
ficient coprime to m, 1 ≤ H,R ≤ m and integers K,L. We define by
N(H,R;K,L) the number of solutions to the congruence
(2.3) f(x) ≡ y (modm)
with
(2.4) (x, y) ∈ [K + 1, K +H ]× [L+ 1, L+R].
Then, uniformly over arbitrary integers K and L, we have for any
ε > 0
(2.5) N(H,R;K,L)≪ H
(
(R/m)1/j(k)+ε + (R/Hk)1/2j(k)+ε
)
.
At the time these articles [3, 9] were written, the authors pointed
out that j(k) = k(k + 1) was an admissible value following the work
of Wooley [10]. As already noticed above, the resolution of the Vino-
gradov mean value conjecture allows nowadays to take j(k) = k(k+1)
2
.
2.1. Proof of Lemma 2.1. Let x = a
qk
with (a, q) = 1 and y = b
rk
with (a, q) = (b, r) = 1. We want to estimate the number of pairs (b, r)
with (b, r) = 1 such that
(2.6)
∥∥∥∥ aqk −
b
rk
∥∥∥∥ = |ar
k − bqk|
qkrk
< 1/2N.
Setting z = ark − bqk, our problem boils down to estimate the number
of pairs (b, r) such that |z| ≪ Q2k/N . Equivalently, we will count the
number of pairs (r, z). The number of solutions is bounded above by
the number of pairs with r ∼ Q and |z| ≪ Q2k/N which are solutions
of the congruence
(2.7) ark = z ( mod qk).
Applying Theorem 2.2 to the polynomial f(x) = axk with parameters
H = Q, R = Q2k/N , and m = qk we deduce that the numbers of pairs
(r, z) verifying (2.7) is bounded above by
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(QN)εQ(Qk/N)
1
k(k+1) .
The result follows.
2.2. Proof of Theorem 1.2. We first split the range of q into logQ
dyadic intervals. Then we divide the interval (0, 1) into N subintervals
Ik of size 1/N . In each of the intervals I2k we pick one element of
S(Q) (we do the same for the odd indices). To avoid any problems at
the edges we split the odd indices into two subsets: the first including
elements of the initial interval and the second the fractions of the last
interval. This gives a sequence of elements of S(Q) which are 1/N -
spaced. We can therefore apply (1.2) with δ = 1/N . We repeat the
procedure again. In order to pick all the possible fractions from S(Q),
we have to repeat the process at most M(N,Q) times and obtain
∑
q≤Q
qk∑
a=1
(a,q)=1
∣∣∣∣∣
M+N∑
n=M+1
ane
(
a
qk
n
)∣∣∣∣∣
2
≪M(N,Q)N
M+N∑
n=M+1
|an|
2.
Using Lemma 2.1, we conclude the proof.
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