We generalize a well-known existence and uniqueness result for equivariant harmonic maps due to Corlette, Donaldson, and Labourie to a non-compact infinite energy setting and analyze the asymptotic behaviour of the harmonic maps. When the relevant representation is Fuchsian and has hyperbolic monodromy, our construction recovers a family of harmonic maps originally studied by Wolf.
Introduction
Harmonic maps play a special role in the theory of geometric structures on manifolds. The existence results of Corlette, Donaldson, and Labourie link the purely algebraic data of a matrix representation of a discrete group to a geometric object-an equivariant harmonic map between manifolds-realising the prescribed transformations. In this paper we generalize their work to a non-compact setting and apply it to the study of domination between representations.
Let Γ be a discrete group and for k = 1, 2 let ρ k : Γ → Isom(X k , g k ) be representations into the isometry groups of Riemannian manifolds (X k , g k ). A function f : X 1 → X 2 is (ρ 1 , ρ 2 )-equivariant if for all γ ∈ Γ and x ∈ X 1 ,
ρ 1 dominates ρ 2 if there exists a 1-Lipschitz (ρ 1 , ρ 2 )-equivariant map. The domination is strict if the Lipschitz constant can be made strictly smaller than 1. The translation length of an isometry γ of a metric space (X, d) is (γ) = inf x∈X d(x, γ · x) ρ 1 dominates ρ 2 in length spectrum if there is a λ ∈ [0, 1] such that (ρ 2 (γ)) ≤ λ (ρ 1 (γ)) for all γ ∈ Γ. This domination is strict if λ < 1. From the definitions, (strict) domination implies (strict) domination in length spectrum.
Domination is essential to understanding complete manifolds locally modeled on G = PO(n, 1) 0 : a geometrically finite representation ρ 1 : Γ → G strictly dominates ρ 2 : Γ → G if and only if the (ρ 1 , ρ 2 )-action on G by left and right multiplication is properly discontinous [GK17] . For n = 2 these are the anti-de Sitter (AdS) 3-manifolds, and for n = 3 we have the 3-dimensional complex holomorphic-Riemannian 3-manifolds of constant non-zero curvature (see [DZ09] for details).
When Γ is a closed surface group the landscape is well understood. In [DT16] , Deroin-Tholozan found that, given such a group Γ, any representation ρ : Γ → Isom(X, g) into the isometry group of a CAT(−1) Hadamard manifold X is strictly dominated by a Fuchsian representation unless ρ stabilizes a totally geodesic plane of constant curvature −1 in which its action is Fuchsian. Guéritaud, Kassel, and Wolff proved the same result independently in the case X = H by realizing surface group representations geometrically as the holonomies of folded hyperbolic surfaces (see [GKW15] ). These results led to a new collection of closed AdS 3-manifolds. In a followup paper [Tho17] , Tholozan showed that the representations from [DT16] exhaust the list of dominating pairs and (topologically) parametrized the deformation space of AdS structures as T (Γ) × Hom nf (Γ, PSL 2 (R))
Here T (Γ) is the Teichmüller space associated to Γ, and Hom nf (Γ, PSL 2 (R)) is the subspace of the PSL 2 (R)-deformation space for Γ consisting of non-Fuchsian representations.
In this paper we focus on the case that Γ is the fundamental group of a finite volume hyperbolic orbifold and examine PO(2, 1) 0 PSL 2 (R) geometry. By the Selberg lemma we reduce to the case where Γ is a free group. Upon embedding Γ into PSL 2 (R) as the fundamental group of a complete finite volume non-compact manifold M , we establish that any representation ρ to the isometry group of a CAT(−1) Hadamard manifold X is dominated in length spectrum by a certain space of Fuchsian representations. By taking X = H this produces a collection of new AdS 3-manifolds. The domination results in the present paper can be seen as the non-compact analogue of the work done in [DT16] . The space of Fuchsian representations strictly dominating a given non-Fuchsian representation is more complicated in the non-compact setting.
1.1 Statement of main results. Henceforth a manifold that is "complete, finite volume" is implicitly understood to be non-compact. Owing to the classical Cartan-Hadamard theorem, a Riemannian manifold (X, g) is Hadamard if it is complete, simply connected, and non-positively curved. Such a manifold is CAT(−κ), κ ≥ 0, if all sectional curvatures are ≤ −κ. See [BH99] for information on CAT(−κ) metric spaces. When describing a fundamental group we suppress dependence on a basepoint. We often identify the fundamental group with the group of deck transformations without a change in notation. If Γ acts isometrically on a Riemannian manifold and ρ is a representation, an (id, ρ)-equivariant map is simply called ρ-equivariant. The function Λ : R → C given by Λ(θ) = (1 − θ 2 ) − i2θ will frequently appear in the paper. We record here that as θ increases from −∞ to ∞, the complex argument of Λ(θ) decreases from π to −π.
All of the other relevant definitions and ambiguities will be discussed in later sections. Our first result generalizes the work of Corlette [Cor88] , Donaldson [Don87] , and Labourie [Lab91] and may also be regarded as an equivariant extension of [Wol91, Theorem 3.11 ]. Naturally, a portion of our analysis resembles that of Wolf.
Theorem 1.1. Let M =M /Γ be a complete finite volume hyperbolic surface and (X, g) a Hadamard manifold. Let ρ : Γ → Isom(X, g) be a reductive representation. There exists a ρ-equivariant harmonic map f :M → X. If we assume X is CAT(−1), we may construct f so that if γ is a peripheral isometry and θ ∈ R, the Hopf differential Φ has the following behaviour at the corresponding cusp
• if ρ(γ) is parabolic or elliptic, Φ has a pole of order at most 1 • if ρ(γ) is hyperbolic, Φ has a pole of order 2 with residue Λ(θ) (ρ(γ)) 2 /4
If ρ does not fix a point on ∂ ∞ X, then f is the unique harmonic map with these properties. If ρ stabilizes a geodesic, then any other harmonic map with the same asymptotic behaviour differs by a translation along that geodesic.
Regarding domination, the next theorem is the main result of this paper.
Theorem 1.2. Let M =M /Γ be a complete finite volume hyperbolic orbifold and (X, g) a CAT(−1) Hadamard manifold. Let ρ : Γ → Isom(X, g) be any representation. There exists a geometrically finite representation j M dominating ρ in length spectrum. If ρ does not fix a point on ∂ ∞ X then j M dominates ρ in the traditional sense. There is a family of convex cocompact Fuchsian representations strictly dominating j M . Given a peripheral isometry γ,
• if ρ(γ) is not hyperbolic, then j M (γ) is parabolic • if ρ(γ) is hyperbolic, j M (γ) is hyperbolic with the same translation length In general j M will not strictly dominate ρ. This will be discussed in detail in section 6. If X = H and ρ is Fuchsian with no elliptic monodromy it will follow from the proof that j M = ρ. For holonomy representations of closed surfaces, Thurston observed in [Thu98, Proposition 2.1] that strict domination contradicts the Gauss-Bonnet theorem and is therefore impossible.
Most of the proof of Theorem 1.2 is devoted to constructing j M . To upgrade to a strictly dominating representation we perform a strip deformation, a procedure introduced by Thurston [Thu98] and further developed in [DGK16b] .
Setting X = H in Theorem 1.2, from [GK17, Theorem 1.8] we obtain:
Theorem 1.3. Let M =M /Γ be a complete finite volume hyperbolic orbifold and ρ : Γ → PSL 2 (R) any representation. Then there is a Fuchsian representation j M dominating ρ and a family of convex cocompact representations (j α M ) strictly dominating j M such that (ρ × j α M )(Γ) ⊂ PSL 2 (R) × PSL 2 (R) admits a properly discontinuous action on PSL 2 (R) preserving the Lorentz metric of constant curvature −1. If γ ∈ Γ is elliptic and ρ(γ) has smaller order than γ, then the action is torsion free as well. Consequently there exists a geometrically finite AdS 3-manifold Seifert-fibered over H/j α M (Γ).
Note that if M is a manifold, the torsion condition always holds.
As an intermediate step in the proof of theorem 1.2, we obtain a result of independent interest. Let M be a complete finite volume hyperbolic surface with n punctures. There is a finite set of positive numbers (τ k ) n k=1 such that each cusp region is isometric to
equipped with the usual hyperbolic metric. Let T (M, p 1 , . . . , p d 1 , d 1 +1 , . . . , n ) denote the subspace of the Fricke-Teichmüller space of M consisting of holonomies of hyperbolic surfaces with d 1 ordered punctures and d 2 ordered geodesic boundary components of length d 1 +1 , . . . , d 2 > 0. Let (θ k ) n k=d 1 +1 ⊂ R and P := ( k , θ k ) n k=d 1 +1 . Denote by Q(M, P ) the space of holomorphic quadratic differentials on M with poles of order at most one at the punctures corresponding to cusps and poles of order 2 with residue Λ(θ k ) 2 k /4τ k for each puncture labelled by k . From the results in [Wol91] , for any diffeomorphism f : M → S corresponding to a point in T (M, p 1 , . . . , p d 1 , 1 , . . . , d 2 ) there is a unique homotopic harmonic diffeomorphism h f : M → S whose Hopf differential lives in Q(M, P ).
Theorem 1.4. Let M be a finite volume hyperbolic surface. The map
We expect the above result is known to experts, but could not find a proof in the literature. Hence we supply our own. The parametrization of the Teichmüller space of a closed surface by holomorphic quadratic differentials goes back to Sampson, Schoen-Yau, and Wolf (see [Wol89] for the full result). The case of Teichmüller spaces of punctured surfaces, corresponding to differentials with a pole of order at most 1, was completed by Lohkampf [Loh91] . In [Gup17] , Gupta parametrized wild Teichmüller spaces by certain equivalence classes of holomorphic differentials with poles of order at least 3. Theorem 1.4 thus completes a description of the bundle of meromorphic quadratic differentials over a Riemann surface in terms of harmonic diffeomorphisms.
In [AL18] , Alessandrini and Li explore the domination phenomena via Higgs bundles and geometric structures. Building on work from Baraglia's thesis [Bar10] , they observe a link between AdS structures and minimal immersions into Grassmanians of timelike planes. Utilizing this machinery, we observe new phenomena that do not occur for closed surfaces.
Corollary 1.5. Let M =M /Γ be a complete finite volume hyperbolic surface and let ρ : Γ → PSL 2 (R) be any non-Fuchsian reductive representation. For any Fuchsian representation j dominating ρ, there exists a (j, ρ)-equivariant harmonic map fromM to the Grassmanian of timelike 2-planes in R 2,2 . j M is the unique representation such that the harmonic map is a minimal immersion.
We end this subsection by presenting a quick corollary of Theorem 1.2, unrelated to the rest of the paper. When X is a CAT(−1) Hadamard manifold and ρ : Γ → Isom(X, g) is geometrically finite, the limit set of ρ(Γ) is the set of limit points of Γ · z in ∂ ∞ X for a fixed point z in X. It is a standard exercise to confirm that this does not depend on the point z. When X = PSL 2 (R) and ρ is Fuchsian, the limit set is either the full circle ∂ ∞ H or a Cantor set. The critical exponent δ(ρ) is the smallest constant s such that the Poincaré series γ∈Γ e −sd(z,ρ(γ)·z) converges, and it coincides with the Hausdorff dimension of the limit set (see [Coo93] for a proof). The analogue of the following result is known for closed surfaces and is observed in [DT16] , but to the author's knowledge it is new in our context. Corollary 1.6. Let M =M /Γ be a complete finite volume hyperbolic orbifold and (X, g) a CAT(−1) Hadamard manifold. Let ρ : Γ → Isom(X, g) be any representation. There is a Fuchsian representation j M such that the Hausdorff dimension of the limit set of ρ(Γ) is bounded above by that of j M . j M has the following property around a peripheral γ:
The Hausdorff dimension can be estimated and sometimes fully understood from the monodromy. For instance, if M is a pair of pants and ρ takes the cuffs to isometries with lengths a, b, c > 0, then the Hausdorff dimension of the limit set of j M occurs as a zero of a certain Selberg zeta function
The map γ → (γ) is determined entirely by a, b, c. These zeroes can be computed efficiently (see [PV17] for details).
1.2 Anti-de Sitter 3-manifolds. Let B be a non-degenerate symmetric billinear form on R n with signature (n − 2, 2). The Anti-de Sitter space is
The tangent space to any x ∈ AdS n with respect to B is the orthogonal complement of the subspace generated by x. The restriction of B to each tangent space is a billinear form of signature (n − 1, 1). This endows AdS n with the structure of a Lorentzian manifold with constant sectional curvature −1 across all non-degenerate 2-planes.
A complete anti-de Sitter n-manifold is a quotient of AdS n by a properly discontinuous subgroup of Lorentzian isometries. AdS manifolds play a deep role in mathematical physics and are also of independent mathematical interest.
In dimension n = 3, AdS 3 identifies isometrically with the Lie group PSL 2 (R) equipped with the Lorentz metric induced by (a constant multiple of) the Killing form on the Lie algebra. The group of orientation and time-preserving isometries is PSL 2 (R) × PSL 2 (R) acting via left and right multiplication:
The data of a subgroup of isometries is equivalent to that of two representations into PSL 2 (R). AdS 3-manifolds are studied in [Kli96] , [KR85] , [Sal00] , [Kas10] , [DT16] , [GKW15] , [DGK16b] , and [DGK16a] among other sources. Scott [Sco83] proved that many closed 3-manifolds can be modelled on Thurston's 6 th geometry. Such manifolds also admit an AdS 3 structure that is called standard. Goldman found more examples by deforming the standard structures [Gol85] . Salein observed in his thesis that domination is a sufficient criterion for proper discontinuity. By a complex analytic argument he produced more examples and showed that for a closed surface group the projection Hom(Γ, PSL 2 (R)) 2 ⊃ {properly discontinuous pairs (j, ρ)} → Rep nf (Γ, PSL 2 (R)) intersects every non-extremal Euler class. Kassel proved domination is necessary [Kas10] and along with Guéritaud extended the result to a higher dimensional setting in [GK17] . These two have the definitive result.
Theorem 1.7. (Guéritaud, Kassel) Let j, ρ : Γ → P SO(n, 1) be representations of a discrete group such that j is geometrically finite. Then (j, ρ) acts properly discontinuous on P SO(n, 1) by left and right multiplication if and only if the infimum of Lipschitz constants of (j, ρ)-equivariant maps is < 1.
As discussed earlier, the remaining examples of closed AdS 3-manifolds came from [DT16] and [GKW15] . In their study of Margulis spacetimes in [DGK16b], Danciger, Guéritaud, and Kassel parametrized the subspace of representations into PSL 2 (R) strictly dominating ρ in the case Γ is free and ρ is Fuchsian.
Note that one could similarly have representations (ρ, j) with j geometrically finite and ρ non-Fuchsian that lead to properly discontinuous actions. The resulting AdS 3-manifolds are isomorphic if we swap ρ and j. The AdS 3-manifolds obtained via such a pair (j, ρ) are Seifert-Fibered over H/j(Γ), and each fiber is a timelike geodesic.
1.3 Outline of paper and strategy of proof. In the next section we introduce the relevant definitions and notations in the representation theory of discrete groups. We also reduce Theorem 1.2 to the case where M is a manifold. In section 3 we discuss harmonic maps and energy. We prove that the energy of an equivariant harmonic map is bounded above by that of a special harmonic diffeomorphism of the disk with the same Hopf differential. As is standard in this field, we argue via an analysis of the Bochner formula. This estimate is one of the central technical results in this paper, and is instrumental in proving Theorem 1.1 and Theorem 1.2.
In section 4 we prove Theorem 1.4 using classical techniques from the theory of harmonic maps. Section 5 is devoted to the proof of Theorem 1.1. There is nothing truly novel in the proof of the general existence result: we control the energy of an approximating sequence and adapt the ideas of Donaldson and Jost-Yau. The real work is done in studying the behaviour and uniqueness of the harmonic maps. We combine the energy estimate from section 3 with Theorem 1.4 to control the energy locally, as well as a distance comparison to a special non-harmonic map to understand the directions in which our map should expand and contract.
In section 6 we take an equivariant harmonic map f from Theorem 1.1 and choose a harmonic diffeomorphism h from M to the convex core of some geometrically finite hyperbolic surface N that has the same Hopf differential as f . From our energy estimates f • h −1 is 1-Lipschitz and intertwines ρ with the holonomy of N . The compact analogue of this idea was laid out in [DT16] and expounded upon in [AL18] . We introduce strip deformations to strictly dominate the holonomy of N , completing the proof of Theorem 1.2. In the final section we briefly discuss geometric structures and minimal immersions into Grassmanians.
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Representations of Discrete Groups
2.1 Isometries of CAT(0) Hadamard manifolds. Throughout, let (X, g) be a CAT(0) Hadamard manifold. We will denote by ∂ ∞ X the visual boundary of X endowed with its natural topology (see [BH99] for details). Isometries of X extend to homeomorphisms of X ∪ ∂ ∞ X. When discussing isometries, we appeal to the standard classification.
Definition 2.1. An isometry γ ∈ Isom(X, g) is
• elliptic if X (γ) = 0 and it has a fixed point inside X • parabolic if X (γ) = 0 and it has no fixed points inside X • hyperbolic if X (g) > 0
A hyperbolic isometry preserves a unique geodesic axis on which it acts by linear translation. On any point x of this axis, d(x, γ · x) = (γ).
Let Γ ⊂ PSL 2 (R) be such that M = H/Γ is a complete hyperbolic orbifold. A cusp neighbourhood is a region surrounding a puncture of M such that for some τ > 0 it identifies isometrically with
equipped with the hyperbolic metric |dz| 2 /y 2 . An isometry in Γ is peripheral if upon identifying Γ with the fundamental group its conjugacy class corresponds to a curve surrounding a puncture. We will also say such curves are peripheral. A representation ρ : Γ → Isom(X, g) has elliptic, parabolic, or hyperbolic monodromy around a puncture if the image of the peripheral conjugacy class is of that type.
Definition 2.2. The convex core C(M ) of M is the quotient of the convex hull of the limit set of Γ by the action of Γ.
It enjoys the property that the inclusion C(M ) → M is a homotopy equivalence. The convex core is the union of a compact orbifold and a number of cusp regions for each puncture in M . It may have a number of geodesic boundary components. M can be recovered from C(M ) by adding infinite funnels: copies of H attached by identifying the circle at infinity to the boundary geodesic.
Definition 2.3. A discrete representation j : Γ → PSL 2 (R) is convex cocompact (or geometrically finite) if the convex core of j(Γ) is compact (or finite volume).
The representation is convex cocompact precisely if the convex core has no cusps. For an exposition of the general theory of geometrically finite representations in PSO(n, 1) we refer the reader to [GK17] . It is unique to dimension n = 2 that j(Γ) is finitely generated if and only if H/j(Γ) is geometrically finite.
A subgroup of Isom(X, g) is parabolic if all elements have a common fixed point in ∂ ∞ X. In this paper, a flat in X is a subspace isometric to R n with its Euclidean metric.
is not contained in a parabolic subgroup or if it stabilizes some totally geodesic flat Y .
When M is a surface and X is CAT(−1) this condition is equivalent to ρ not fixing a point on the boundary ∂ ∞ X or stabilizing a geodesic. In the more special case that X is a rank 1 symmetric space of non-compact type, so that Isom(X, g) is a linear algebraic group, this is equivalent to the usual notion that the Zariski closure is reductive.
Representations and flat bundles.
Let M =M /Γ be a connected manifold. We consider the set of representations into Isom(X, g) modulo conjugation Hom(Γ, Isom(X, g))/Γ When X is a symmetric space of non-compact type, the subset of reductive representations forms an algebraic variety known as the character variety. Out of any representation ρ : Γ → Isom(X, g) we can construct a flat fiber bundle
Conjugate representations give rise to isomorphic bundles. Conversely, any flat bundle over X has a well-defined holonomy representation Γ → Isom(X, g). These construction describe a bijection between Hom(Γ, Isom(X, g))/Γ and the space of flat bundles up to gauge equivalence (see [Lab13] for a proof and more details).
Global sections always exist because X is contractible. Under this correspondence, taking the pullback bundle with respect to the universal coveringM → M shows that sections of X ρ are equivalent to ρ-equivariant maps fromM → X. We will pass back and forth between these two perspectives.
2.3 Optimal Lipschitz constants. Given Γ discrete, ρ : Γ → Isom(X, g), and j : Γ → PSL 2 (R) geometrically finite, we set
where the infimum is taken over the family of all (j, ρ)-equivariant Lipschitz maps. The theorem below is Theorem 1.8 in [GK17] . unless ρ has exactly one fixed point on ∂ ∞ H and there exists a γ ∈ Γ such that j(γ) is parabolic and ρ(γ) is not elliptic.
Remark 2.6. As we will see later, equivariant harmonic maps only exist for reductive representations. To dominate non-reductive representations we would like to use a version of Theorem 2.5 that holds for variable curvature. The result and the proof of Theorem 2.5 do not directly transfer. While the ideas for a suitable reformulation and proof lie in [GK17] , writing out the details is a non-trivial task (at least to the author) and not the focus of the present paper. Hence, for the non-reductive case we settle for length spectrum domination, although we expect the full domination result to be true. From the theorem above non-reductive representations still lead to AdS 3-manifolds, which is the most important application.
Now suppose M =M /Γ is a complete finite volume hyperbolic orbifold. By the Selberg lemma Γ admits a finite index torsion free normal subgroup Γ 0 . The quotient M /Γ 0 is a complete finite volume hyperbolic manifold. We close this section with a lemma that reduces Theorem 1.2 to the case of hyperbolic manifolds.
Lemma 2.7. Let Γ be a discrete group and Γ 0 ⊂ Γ a finite index normal subgroup. Let ρ : Γ → Isom(X, g) and j : Γ → PSL 2 (R) be representations and let ρ 0 and j 0 be their restrictions to Γ 0 . Then C(j, ρ) = C(j 0 , ρ 0 ). This is essentially done in [GK17] , although the authors prove something more general and restrict to the case X = H n . Our proof relies on a lemma from [GK17] .
Lemma 2.8. Let I be any countable index set and α = (α i ) i∈I ⊂ R a sequence summing to 1. Given p ∈ K ⊂ H and f i :
If each f i is equivariant with respect to a pair of representations then so is f .
The authors give a proof for X = H n but the proof only uses the fact that H n is a CAT(0) metric space.
Proof of lemma 2.7. If no (j , ρ )-equivariant maps exist there is nothing to prove, so assume otherwise. The inequality C(j , ρ ) ≤ C(j, ρ) is obvious because any (j, ρ)equivariant map is (j , ρ )-equivariant. As for the other inequality, write
for some collection of coset representatives γ i . Let f be a (j , ρ )-equivariant map. Notice that for any γ ∈ Γ, the map
depends only on the coset γΓ 0 . Indeed, suppose we are given γ 1 , γ 2 ∈ Γ such that
since the sum in the middle is just a rearrangement of the sum describing f . By Lemma 2.8 again we have Lip(f ) ≤ Lip(f ). Taking Lip(f ) → C(j , ρ ), the lemma follows.
Harmonic Maps
Throughout the paper, we use the letter A to denote some large uniform constant. In the course of a proof, A may grow larger and we will not make this explicit in our notation. At times we write A z to highlight dependence on some quantity z. For functions f 1 , f 2 we use the convention f 1 f 2 to mean f 1 ≤ Af 2 .
Definitions and Basic
Properties. Let f : (M, g 0 ) → (X, g) be a C 2 map between Riemannian manifolds. The derivative df defines a section of the endomorphism bundle T * M ⊗ f * T X. This bundle inherits a natural Riemannian metric, and the energy density e(f ) is defined to be e(f ) = ||df || 2 T * M ⊗f * T X = tr g 0 f * g Definition 3.1. f as above is said to be harmonic if for every V ⊂⊂ M it is a critical point of the energy functional
Here dv g 0 denotes the volume form. Equivalently, f is harmonic if it solves the Euler-Lagrange equation
where ∇ is the Levi-Civita connection on T * M ⊗ f * T X. From elliptic regularity, the harmonic maps in this paper are C ∞ . Let M =M /Γ and take a representation ρ : Γ → Isom(X, g). Let f :M → X be a C 2 ρ-equivariant map. Since ρ is acting by isometries, the energy density descends to a well-defined function on M .
critical point along variations of equivariant maps for the twisted energy functional
Equivariant harmonic maps inherit all local properties of harmonic maps. When we state a result for harmonic maps it will be implicitly understood to hold for equivariant harmonic maps as well. Now we specialize: assume henceforth M is a Riemann surface and g 0 (z) = σ(z)|dz| 2 .
Definition 3.3. A holomorphic quadratic differential is a section of the second symmetric power of the holomorphic cotangent bundle. In a local complex coordinate z a quadratic differential is simply a tensor of the form
where φ varies holomorphically in z.
A holomorphic quadratic differential Φ = φ(z)dz 2 defines a singular metric via |φ(z)|dz 2 . In the sequel we will call it the Φ-metric. It is flat off the zeroes, where it has cone points. Away from the zeroes one can choose holomorphic coordinates so that Φ = dz 2 Writing z = x+iy, the "horizontal" direction is x and the "vertical" is y.
The (2, 0) component Φ is a quadratic differential, and by harmonicity of f one can check it is holomorphic. Φ =: Hopf(f ) is called the Hopf differential.
There are two important quantities associated with a harmonic map from a Riemann surface: the holomorphic energy H and anti-holomorphic energy L. The derivative decomposes into a holomorphic and anti-holomorphic component as
We highlight that ||Φ|| 2 := |Φ| 2 e /σ 2 = H(f )L(f ) where | · | e denotes the Euclidean norm on the space of holomorphic differentials. The Jacobian J(f ) satisfies
where κ(·) denotes sectional curvature of a metric on M at a point and
is the Laplacian with respect to the metric σ. More information in much more general context can be found in [EL83] , [LW08] , and [SY97] .
3.2 Important results for harmonic maps. In their seminal work [ES64] , Eels and Sampson pioneered the heat flow method to prove existence of harmonic maps between closed manifolds when the target has non-positive sectional curvature. Since then there has been a huge amount of progress and far reaching generalizations (see [LW08] for instance).
Donaldson implemented the heat flow in [Don87] to prove existence of equivariant harmonic maps when M is a closed Riemann surface and X = H 3 . This method was used in more general contexts by Corlette [Cor88] , Labourie [Lab91] , Jost-Yau [JY91] , and Corlette again [Cor92] . We compile some of the results into one: More details and cases are contained in the sources above. Finally we collect some technical lemmas that will be used in the paper. The first result follows from the definitions.
For points x, y ∈ X we let d(x, y) denote their distance with repsect to the metric g. The next result is a consequence of the Hessian comparison theorem.
Lemma 3.6. If f 1 , f 2 :M → X are harmonic maps then the function
is C ∞ and subharmonic.
We will even see a more precise result later on. The final result is referred to as Cheng's Lemma. For the original proof see [Che80] .
Lemma 3.7. LetM be a complete simply connected surface with a metric g 0 of curvature pinched between −b 2 and 0 for some b > 0, and let X be a Hadamard manifold. For any z ∈M and r > 0, let f : B g 0 (z, r) → X be a harmonic map whose image lies in a ball of radius R 0 . Then
3.3 Energy of harmonic maps. A harmonic map has finite energy if the total energy E M (f ) =: E(f ) is finite. The harmonic maps of Theorem 1.1 will not necessarily have E(f ) < ∞. We give a precise criterion.
is a CAT(−1) Hadamard manifold, and ρ : Γ → Isom(X, g) is a representation, then a finite energy ρ-equivariant map exists if and only if ρ has no hyperbolic monodromy.
Before we begin we create a new metric that will be used throughout the paper. Label the cusp neighbourhoods C 1 , . . . , C n . Take collar neighbourhoods U k of each ∂C k inside M \C k and consider the metric on M that agrees with the hyperbolic metric on M \(∪ k C k ) and is flat on each C k ∪ U k . Then interpolate on a neighbourhood of ∂U k \∂C k that does not touch ∂C k to a smooth non-positively curved metric σ , conformally equivalent to the hyperbolic metric. We will call this the flat-cylinder metric.
We also take this opportunity to introduce the transverse horospherical flow. With X as above, consider a horoball B ⊂ X with horospherical boundary H centered at the fixed point ξ of a parabolic isometry ψ. The subgroup generated by ψ preserves H and B. The data (B, H, ξ) determines a flow ϕ t :
where α p,ξ : [0, ∞) → X is the unique geodesic starting from p and tending towards ξ at ∞.
Lemma 3.9. The transverse horospherical flow is ψ -equivariant.
Since α ψ·p,ξ (t) and ψ · α p,ξ (t) describe geodesics with the same starting point and end point, they are identical.
Proof of proposition 3.8. By conformal invariance of energy we're permitted to do all of our computations in the flat-cylinder metric. Firstly let us assume there is a peripheral γ such that ρ(γ) is hyperbolic. Take any equivariant map f :M → X and fix a cusp neighbourhood associated to the peripheral and isometric to U (τ ). As ρ(γ) is hyperbolic,
and by Cauchy-Schwarz we obtain
Hence
which shows all equivariant maps have infinite energy. For the other direction, we simply produce an equivariant finite energy map. We build a finite energy map in a neighbourhood of each cusp, equivariant with respect to the subgroup generated by ρ(γ j ) and then extend smoothly to a ρ-equivariant map on the (compact) complement of the cusps.
By induction it suffices to assume there is only one cusp neighbourhood V . We identify it with some U (τ ). Let γ be the corresponding curve. If ρ(γ) is elliptic then we simply map all of V to a fixed point of ρ(γ). This is clearly equivariant and has zero energy in V . Henceforward we assume ρ(γ) is parabolic. ρ(γ) stabilizes a horoball
where ϕ is the transverse horospherical flow with respect to the fixed point and v > 0 will be specified later. We compute
is a Jacobi field for each x. By the curvature assumption on X, the Rauch comparison theorem shows that any Jacobi field on X along a geodesic decays exponentially in time. By compactness of S 1 there is a u > 0 such that
for all x. Now choose v so that uv ≥ 1. Then
and the result follows.
Remark 3.10. The total energy of a harmonic map is finite if and only if the Hopf differential is integrable. Passing to polar coordinates, we see that an integrable holomorphic quadratic differential has a pole of order at most 1 at a puncture.
Suppose a representation admits a finite energy equivariant map. If it does not fix a point on the ideal boundary, the harmonic map determined by Theorem 3.4 is unique. If ρ stabilizes a geodesic, there is a 1-parameter family of harmonic maps that differ by translations along that geodesic axis. The standard methods push through to give a uniqueness criterion in our setting.
Lemma 3.11. Let M be a complete finite volume hyperbolic surface, let X be CAT(−1), and let f 1 and f 2 be equivariant harmonic maps for ρ such that the map z → d(f 1 , f 2 )(z) is bounded. If ρ does not fix a point on ∂ ∞ X then f 1 = f 2 . If ρ stabilizes a geodesic, then f 1 and f 2 may differ by translation along a geodesic.
Proof. For z ∈ M let {e 1 , e 2 } be an orthonormal frame in a neighbourhood of z and let {v 0 1 , . . . , v 0 n }, {v 1 1 , . . . , v 1 n } be orthonormal frames for neighbourhoods of f 1 (z), f 2 (z) respectively. In these frames we write
Define vector fields X i ∈ Γ(T (X × X)) so that around (f 1 (z), f 2 (z)) the projections onto the first and second factors are f * 1 e i and f * 2 e i respectively. Let d :M → R be the function
which is C ∞ away from the diagonal. From a computation in [SY97, Chapter 11.2], if we assume f 1 (z) = f 2 (z) then from the fact that the f k are harmonic,
Above, is the Laplacian onM and D 2 d X is the Hessian of d X , the distance function on X.
By equivariance, d descends to a bounded subharmonic function on M . As M is parabolic in the potential theoretic sense, this function is constant. Therefore,
In the first case we have f 1 = f 2 so let us move to the latter. From an argument in [SY97, Chapter 11.2], this implies either f 1 = f 2 or f 1 and f 2 have image in a geodesic and differ by a translation along that geodesic. By equivariance, this last case can only occur if ρ stabilizes a geodesic.
3.4 An Energy Estimate. The goal of this subsection is to prove Proposition 3.13. Let σ denote the hyperbolic metric on H with constant curvature −1. Unless otherwise specified, for the rest of the paper this is the metric on H. We recall from [Wan92] a fundamental result in the theory of harmonic maps between surfaces. We now have the machinery to state the energy estimate. We will prove Lemma 3.14 via the Bochner formula. Our main tool is the generalized maximum principle of Omori-Yau (see [Omo67] for the version we use and also [CY75, Theorem 3] for the extension to manifolds with a lower bound on the Ricci curvature). 
The next result is essentially [Sam78, Theorem 4]. It was tweaked to its present form in [DT16] . When the metric f * g is degenerate or if H(f ) ≤ L(f ),
Hence we can dismiss the case U = ∅ and furthermore we're allowed to work only on U . As stated previously H(h) ≥ 1 everywhere, so that H(f )/H(h) never vanishes on U . Assume for the sake of contradiction that H(f ) > H(h) at a point x. Necessarily, escaping to the boundary such that
Above, we removed finitely many points in the sequence so we can assume w(x n ) > 2/N always, and we also used the fact that w = ηw in this region. An analogue of the computation below is contained in [CY75, Section 5], where they work with global subsolutions. We may choose a subsequence of the x n , and abuse notation by still labelling it x n , so that
and combining this with the line above yields that
Using w ≥ 2(e w − 1) at x n we infer
This means lim sup n→∞ w(x n ) = ∞ is impossible.
To understand this supremum we apply the generalized maximum principle to the function ηw. As with F • (ηw), there is a sequence (y n ) ∞ n=1 leaving all compact subsets of H such that after refining if necessary so that w(y n ) > 2/N , With this in mind, take an increasing exhaustion Each representation in this space is the holonomy of a geometrically finite hyperbolic structure on M . Fix an n-tuple ( 1 , . . . , n ) ∈ R n ≥0 . Definition 4.2. Let T (M, 1 , . . . , n ) be the subspace of the Fricke-Teichmüller space such that convex core of the underlying surface associated to each representation has, for each k , either a puncture if k = 0 or a closed geodesic boundary component of length k = 0.
When the context is clear we just call this the Teichmüller space. We represent points as equivalence classes [S, f ], where S is a surface and f is a diffeomorphism f : M → C(S). Another point [S , f ] is equivalent if f −1 • f is an isometry and isotopic to the identity.
We uniformize to obtain a compatible holomorphic structure on M with local coordinate z. A meromorphic quadratic differential Φ with a pole of order 2 at a cusp admits a Laurent expansion (a −2 z −2 + a −1 z −1 + a 0 + . . . )dz 2
The a −2 term is invariant under change of coordinates, and correspondingly we call it the residue of Φ at p.
For ease of notation we assume 1 , . . . , d 1 = 0, d 1 +1 , . . . , d 2 > 0, d 1 + d 2 = n. For any (d 2 − d 1 )-tuple of unit norm complex numbers θ d 1 +1 , . . . , θ d 2 let P be the vector ( k , θ k ) n k=d 1 +1 . Definition 4.3. Q(M, P ) is the space of meromorphic quadratic differentials on M with poles of order at most 2 at the p k and residues Λ(θ k ) 2 k /4τ 2 k If k = 0 we have a pole of order at most 1.
The space of holomorphic quadratic differentials Q(M ) with pole-type singularities at the cusps of M is a Fréchet space with seminorms coming from the restriction of the L 1 norm to pre-compact open sets. Q(M, P ) inherits the subspace topology from Q(M ). The following result can be deduced from the work of Wolf in [Wol91] . It links the two spaces above. Remark 4.5. In [Wol91], Wolf only explicitly computes and writes down the residue in the event θ = 0, although he outlines constructions for θ = 0. The values listed above can be computed by following the proof of Proposition 5.5 in the current paper.
4.2
The proof of theorem 1.4. The content of theorem 1.4 is that the map Ψ is a diffeomorphism. The first step is a dimension count.
Lemma 4.6. T (M, 1 , . . . , n ) and Q(M, 1 , . . . , n ) are homeomorphic to R 6g−6+2n .
Proof. For the Teichmüller space, view the punctures as nodes and double the surface across the boundary. By mapping an element to this double, T (M, 1 , . . . , n ) then embeds into the augmented Teichmüller space of a surface of genus 2g + d 2 − 1 with d 1 nodes. Choosing a pants decomposition that includes all of our boundary curves and nodes (the nodes correspond to pinched curves) and taking the corresponding Fenchel-Nielsen coordinates shows this augmented Teichmüller space has dimension 12g + 6d 2 + 4d 1 − 12 Every curve in the image of T (M, 1 , . . . , n ) has an involutive symmetry across the boundary, and so the image is determined by at most 6g − 6 + 3d 2 + 2d 1 coordinates. Fixing the lengths of the boundary curves kills another d 2 parameters and we obtain 6g − 6 + 2n. On the other hand, the space of holomorphic quadratic differentials with poles of order bounded above by k 1 , . . . , k n at p 1 , . . . , p n forms a vector space over C and by Riemann-Roch it has real dimension 6g − 6 + 2 j k j Specifying the Laurent expansion at the poles then removes 2 parameters for each puncture and we end up with 6g − 6 + 2n degrees of freedom.
For a closed arc c on a hyperbolic surface, let (c) denote the hyperbolic length of the geodesic representative. Below, the surface on which the curve lives will be clear. 
Since the boundary lengths are fixed we have an upper bound on the lengths of finite collections of simple closed geodesics in all of any Y . We argue that we also have a uniform lower bound on such lengths. On a complete finite volume hyperbolic surface, any essential simple closed geodesic δ is contained in an embedded annulus. This annulus has a horizontal coordinate specified by δ and an orthogonal vertical coordinate. Any simple closed geodesic δ that transversely intersects δ once must pass through the entire vertical length of the annulus. If we have a geodesic δ such that (h f k (δ)) shrinks to 0 along some sequence (Y k , h f k ), select a curve δ in M as above. From the collar lemma we see that (h f k (δ )) → ∞ as k → ∞. However, we can uniformly bound (h f k (δ )) from above, so this is impossible. Now, view the punctures on M as nodes and double across all punctures that "are opened" to get a noded surface M d . Likewise double all surfaces (Y, h f ) ∈ Ψ −1 (K) across the boundaries. h f extends by reflection and we get a pair (Y d , h d f ). This provides a map ι : T (M ) → T (S 2g+d 1 −1,2d 2 ) that is a diffeomorphism onto its image. By [Ham03, Lemma 3.3] on any S g,n there is a collection of simple closed curves δ 1 , . . . , δ 6g−5+2n so that the map L g,n : T (S g,n ) → R 6g−5+2n
given by [X, φ] := χ → ( χ (δ 1 ), . . . , χ (δ 6g−5+2n )) is a diffeomorphism onto its image. The composition L 2g+d 1 −1,2d 2 • ι takes Ψ −1 (K) into a compact set, and hence Ψ is proper. As discussed above, this completes the proof.
Equivariant harmonic maps with poles of order 2
We prove Theorem 1.1 in a number of steps.
Existence of harmonic maps.
Once and for all fix a complete finite volume hyperbolic surface M =M /Γ, a CAT(0) Hadamard manifold (X, g), and a reductive representation ρ : Γ → Isom(X, g). We denote both the metric on M and its lift toM by σ.
There is a finite set of punctures p 1 , . . . , p n with associated peripheral isometries γ 1 , . . . , γ n such that ρ(γ j ) is hyperbolic. If this set is empty then ρ admits a finite energy equivariant map, for which the existence is already known. Hence we declare n ≥ 1 and by an induction argument we may reduce to n = 1. Let us now fix some notation: set γ := γ 1 and write M = M c ∪ C, C is a cusp neighbourhood corresponding to γ and M c is the complement. C is isometric to U (τ ) for some τ > 0 and we equip it with the relevant coordinates x + iy, 0 ≤ x ≤ τ , y > 0. C r will be {x + iy ∈ C : y ≤ r} and M r = M c ∪ C r . Let D be some fixed fundamental domain with respect to the covering π :M → M and analogously we put D c = D ∩ π −1 (M c ), D = D ∩ π −1 (C), D r = D ∩ π −1 (C r ) ∪ D c . We set i r : M r → M to be the inclusion map. Finally, we use (·) to denote the length of a rectifiable curve on a surface and hope there is no confusion with isometries. From the non-positive curvature hypothesis f r minimizes energy among maps to X with the same equivariant boundary values. In particular,
and moreover
By a classical PDE estimate (for a source see [LW08] ),
sup Ds e(f r ) = sup
where A s depends on the Ricci curvature of M s+1 , the injectivity raidus on M s , and dist(∂M s , ∂M s+1 ). Since ρ is acting by isometries we get the same bound in all of π −1 (M r ). Next, we claim there is a compact set O s ⊂ X such that
for all r. Appealing to the energy density bound above, it is enough to show that for a fixed point x 0 ∈ D s , f r (x 0 ) stays within some compact set as r → ∞. We find it convenient from here to split cases. Firstly, let us assume that the image of ρ does not lie in a parabolic subgroup. Let ξ be a point in the boundary at infinity ∂ ∞ X. There is loop γ : [0, L] → M parametrized by arclength such that
Choose so that the image of γ under π lies entirely in M and let A be a uniform bound on the derivative in π −1 (M ). We then have, for r > ,
This is because lifting γ to the universal cover gives a path between x 0 and γ · x 0 that remains within lifts of M . Choose a horoball B centered at ξ such that
Then f r (x 0 ) cannot enter B, no matter how large r grows. Via compactness we find a finite number of neighbourhoods (B i ) i as above that cover the boundary sphere.
Choosing O s = X\(∪ i N i ) the claim follows. Notice then that f r takes any lift of M s to a compact set: f r (γD s ) ⊂ ρ(γ)O s for all r, s. It now follows by a well-known argument, namely an application of the Arzelá-Ascoli theorem and a bootstrap, that a subsequence of the (f r ) r>0 converges uniformly on compact subsets ofM to a harmonic map f ∞ . By equivariance of the f r on π −1 (M r ), f ∞ is necessarily equivariant.
We next treat the case where ρ stabilizes a totally geodesic flat F . F is a symmetric space and identifies isometrically as
Fix two points x 0 ∈ D s and y 0 ∈ F and for each r choose g r ∈ G such that g r f r (x 0 ) = y 0 . We notice that for any y ∈ F and γ ∈ Γ, d(g r ρ(γ)g −1 r y, y) is uniformly bounded in r. Indeed, d(g r ρ(γ)g −1 r y, y) ≤ d(g r ρ(γ)g −1 r y, g r ρ(γ)g −1 r y 0 ) + d(g r ρ(γ)g −1 r y 0 , y 0 ) + d(y, y 0 ) = 2d(y, y 0 ) + d(g r ρ(γ)g −1 r y 0 , y 0 ) = 2d(y,
and we know f r has a uniform energy density bound on ρ(Γ) · D r . By the argument of [JY91, Lemma 2] there is a sequence (r n ) ∞ n=1 increasing to ∞ and an element g ∈ G such that for every γ ∈ Γ and y ∈ F , lim n→∞ g rn ρ(γ)g −1 rn y = gρ(γ)g −1 y The orbit of the point x 0 under the family of maps g rn f rn is a singleton, and by our uniform energy bound we see as above that there is a compact set O s such that
Arguing as above there is a subsequence along which g rn f rn converges to a harmonic map f ∞ . Note that g rn f rn is g rn ρ(Γ)g −1 rn -equivariant, so that f ∞ is gρ(Γ)g −1 -equivariant. Therefore, we may take f := g −1 f ∞ as the sought harmonic map.
We use the ideas above to build a family of harmonic maps, indexed by a real parameter θ ∈ R. We perform a fractional Dehn twist on each cylinder C. This is the map given in the cusp coordinates by Let Φ := Hopf(f θ ). The context is clear so we do not include a θ in our notation. By equivariance we can view Φ as a holomorphic quadratic differential on any quotient ofM by a subgroup of ρ(Γ).
Lemma 5.3. Φ has a pole of order 2 at the cusp.
Proof. From the infinite energy phenomena, Φ either has a pole of order at least 2 or an essential singularity. The (2, 0) component of the pullback metric by ϕ θ is a section of S 2 (T * M ) that is holomorphic on C. We still denote it by Hopf(ϕ θ ).
We compute this differential in C. Choose a local orthonormal basis ∂/∂x, ∂/∂y of the relevant tangent spaces so that ∂ϕ 0 /∂y = 0 always. Starting with θ = 0, we know that in local coordinates Hopf(ϕ 0 )(z) = 1 4 |∂ϕ 0 /∂x| 2 − |∂ϕ 0 /∂y| 2 − 2i ∂ϕ 0 /∂x, ∂ϕ 0 /∂y dz 2
Since ϕ 0 is constant in the vertical direction Hopf(ϕ 0 )(z) = 1 4 |∂ϕ 0 /∂x| 2 dz 2 = (ρ(γ)) 2 /4τ 2 dz 2 From the chain rule, dϕ 0 and dϕ θ admit matrix representations with
where v is a 1 × dim X column vector. Thus,
Taking the strip conformally to the punctured disk via z → e iz we see that we have a pole of order 2 with residue Λ(θ) (ρ(γ)) 2 /4τ
We now compare Φ to Hopf(ϕ θ ). As ϕ θ has rank 1, the formula J = H − L implies
we note it is enough to bound e(f θ ) by a sublinear function of e(ϕ θ ). This is not hard: for any two points x 0 , y,
By Cheng's lemma, if y ∈ B(x 0 , r 0 ) then ||df ||(x 0 ) 1 + r 0 r 0 (1 + d(x 0 , y)) ≤ 1 + r 0 r 0 (1 + sup ||dϕ θ ||r 0 )
By conjugating the holonomy of ρ if necessary we assume x 0 lies in a horoball region of the form {x + iy ∈ H : y ≥ 1} It is then obvious that we can uniformly bound r 0 from below, and squaring gives the desired bound.
By equivariance, f θ and ϕ θ induce quotient maps
We suppress the θ from our notation for convenience. β projects in the quotient to a core geodesic β. From the CAT(−1) hypothesis, this is the unique geodesic in the homotopy class. Any D r / γ identifies isometrically with the cylinder
with the usual identification.
Lemma 5.4. There is a translationR of the geodesic axis of ρ(γ) such that the map M z → d(f θ ,R • ϕ θ )(z) tends to 0 as we move into the puncture.
Proof. We define C ∞ to be the infinite cylinder
with the flat metric. Let b s : C ∞ → D/ γ be the map given by Let h denote the harmonic diffeomorphism of the disk whose Hopf differential is Φ. By [Wol91, Lemma 3.6], the Jacobian J(h) = H(h) − L(h) tends to 0 as we approach the puncture. From Proposition 3.13, J(f ) → 0 as well. Therefore, J(f ∞ ) = 0 and necessarily rankdf ∞ ≤ 1 at each point. By equivariance this is rank 1 in an open set, and by [Sam78, Theorem 3] the image is contained in a geodesic arc. Again by equivariance, the image must then be a closed geodesic arc. There is only one such arc in the quotient, and hence f ∞ maps onto the core geodesic. Lifting f ∞ and ϕ ∞ to maps from R 2 to the axis of ρ(γ), f ∞ and ϕ differ by a translation along β. One can justify that last claim by observing that their distance function is a bounded subharmonic function on R 2 -hence a constant-and then following the proof of Lemma 3.11. Lifting back toM this means there is a translationR of the geodesic axis such that for any r > 0,
as m → ∞ for −r ≤ t ≤ r. In particular, the quantities d(f γ (x, s m ), R • ϕ γ (x, s m )) and d(f γ (x, s m+1 ), R • ϕ γ (x, s m+1 )) are very close to 0. Since the relevant distance function is subharmonic, its maximum on
is achieved on the boundary. It follows that
as t → ∞. Returning to the universal cover, we conclude
as we move toward the puncture.
Proposition 5.5. Φ has a pole of order 2 at the cusp with residue Λ(θ) (ρ(γ)) 2 /4τ 2 .
Proof. The lemma above shows lim s→∞ B s = R • ϕ γ in the C 0 topology, and along a subsequence in the C ∞ topology. We prove there is no need to pass to a subsequence. Indeed, if we don't have C 1 convergence we can pick a subsequence along which our maps are uniformly far from f ∞ in the C 1 norm. One can then use the argument above to pass to a subsequence that converges in the C ∞ sense to S • ϕ γ for some other rotation S. C 0 convergence to R • ϕ forces S = R, which is a contradiction. Continuing inductively gives C k convergence for any k. The Hopf differential of f then converges to Hopf(ϕ θ ) as we move into the puncture. The result now follows from the computation in Lemma 5.3.
Uniqueness of harmonic maps.
Let f 1 and f 2 be two harmonic maps whose Hopf differentials have second order poles and such that the residues have the same complex argument ν ∈ (−π, π).
Lemma 5.6. There exists an A k > 0 such that as y → ∞, the image of f k remains in an A k -neighbourhood of the geodesic axis of ρ(γ).
Proof. Let β k y be the curve f k ([0, τ ] × {y}) in the usual coordinates. From Proposition 3.13 and [Wol91, page 516], the energy density of f k is uniformly bounded on M in the flat-cylinder metric. By Cauchy-Schwarz this implies (β k y ) ≤ A for all y > 0. We argue each β k y becomes trapped close to the geodesic as y → ∞. If not, there is a subsequence s j tending toward p and points f k (z j ) ∈ β k s j such that the closest-point projection onto the geodesic, say y j , satisfies
The right most term blows up as j → ∞, and this is a clear contradiction. To verify that last statement, note ρ(γ)f (z j ) is connected to ρ(γ)y j and f (z j ) is connected to y j via two geodesic arcs c j and c j respectively of the same length. As we take j → ∞, upon passing to subsequences the arcs converge to infinite geodesic rays c and c . Since
the endpoints in ∂ ∞ X are different. From this the claim is immediate.
Recall the cylinder C ∞ . Let b k s be the map b s • f k γ : C ∞ → X/ ρ(γ) . Since the energy is controlled and it stays close to the geodesic, b k s converges along a subsequence to a harmonic map f k ∞ . By the same argument as in the previous subsection f k ∞ has image in a geodesic and from equivariance this must be the core geodesic β. One can slightly modify an argument as in the previous subsection to check that a k s limits to f k ∞ along the whole sequence in the C ∞ topology. Moreover f k limits onto the geodesic β as we go further into the cusp.
Lemma 5.7. The residue of f 1 and f 2 is the same.
Proof. Let Φ k := Hopf(f k ). In the computations to follow, we use the flat-cylinder metric on M . Let γ y (x) be the curve x → x + iy. From the discussion above, the length of the core geodesic in X/ ρ(γ) is
That is, a differential that differs from Φ k by a rotation and whose residue at the cusp is real. The pullback metrics can thus be written
in a local coordinate we know that in the cylinder Proof. It suffices to bound d(f 1 ∞ , f 2 ∞ ) as then it is constant and we can lift to the universal cover. By [Wol91, Proposition 3.8] we can express Φ k = a −2 e iν + e iν O(e −Ay ) dz 2 in the cylinder coordinates, where a −2 is real. Thus, upon taking s → ∞, the Hopf differential of f ∞ k is a −2 e iν dz 2 . That is, the Hopf differentials of f ∞ 1 and f ∞ 2 agree. We denote this differential by Φ 0 , and highlight that the Φ 0 -metric is nonsingular. Set
Here H 0 denotes the holomorphic energy in the Φ 0 -metric, and analogously for the other quantities. From above it is clear that
One can compute e 0 = 2 cosh 2(w 0 (f k )). In a coordinate z = x + iy such that Φ 0 = dz 2 , f * k g = (e 0 + 2)dx 2 + (e 0 − 2)dy 2 Let γ h and γ v be horizontal and vertical curves for the Φ 0 -metric. Explicitly, we mean the tangent vectors for γ h , γ v always evaluate under Φ 0 to positive and negative numbers respectively. Then,
and we see (f k (γ h )) = 2 (γ h ) and (f k (γ v )) = 0. Therefore, if v a is the tangent vector to the geodesic at a point a then for all points z, (df k ) z (∂ x ) = 2v f k (z) and (df k ) z (∂ y ) = 0. In particular, f k is a constant speed map onto the geodesic in the horizontal direction and constant in the vertical direction. Any two such maps differ by a translation. This establishes the result.
We apply Lemma 3.11 to obtain the uniqueness portion of Theorem 1.1. If f 1 = f 2 , which is only possible if ρ stabilizes a geodesic, then f 2 may be obtained from f 1 by precomposing with a lift of the translation found in Lemma 5.9. The results in this section constitute the proof of Theorem 1.1.
6. The proof of theorem 1.2 6.1 Non-reductive representations. When ρ is not reductive we can still produce a harmonic map that will be relevant to the domination problem. The content of the following exposition is contained in [DT16] and [GK17] . Assume ρ fixes a point ξ on ∂ ∞ X. Given any geodesic ray η : [0, ∞) → X with an endpoint on ∂ ∞ X, the Busemann function β η : X → R is defined by
The fact that this is well-defined and continuous is standard [BH99] . Now assume the endpoint is ξ. For any isometry γ with γ · ξ = ξ there is a m(γ) ∈ R such that
and |m(γ)| = (γ). It is easy to see the function m • ρ : Γ → R is a group homomorphism. Letη be any biinfinite oriented geodesic in H and let ρ red be the representation Γ → PSL 2 (R) that acts by translations alongη with lengths m • ρ, with signs chosen according to the orientation. Since ρ red stabilizes a geodesic there is a family of equivariant harmonic maps as in Theorem 1.1. By construction, for all γ ∈ Γ,
Consequently, the problem of dominating ρ in length spectrum is equivalent to dominating ρ red in length spectrum. Henceforth if ρ is not reductive we replace it with ρ red .
6.2 Digression: elliptic monodromy. Looking toward domination, it is necessary to understand the behaviour of a harmonic map f when ρ has elliptic monodromy. In the event ρ has hyperbolic monodromy, the choice of parameter θ will have no effect here, so we assume θ = 0. Let ξ be the point on ∂ ∞ H associated to the horocycle for γ and let F be the set of points in X fixed by ρ(γ). Let π t be the closest point projection from B onto the closed horoball of distance t > 0 from ∂B and put p t = π t (p). Note the map t → π t (p) is nothing more than the transverse horospherical flow for (B, ∂B, ξ). By hyperbolic trigonometry (see [GK17, Appendix A]), d(p t , γ · p t ) → 0 as t → ∞. We next find fundamental domains D t of π t (∂B) containing p t such that diamD t → 0 as t → ∞. By the Lipschitz condition
Next, there is an (δ) > 0 such that if d(x, ρ(γ) · x) < (δ) then
In particular, for t large enough there is a q t ∈ F such that d(w(p t ), q t ) < δ/2 and diamw(π t (D)) < δ/2. This implies the ρ(γ) -invariant set w(π t (∂B)) is contained in B(δ, q t ). If π B δ is the closest point projection onto this ball, then take w δ to be the ρ-eqiuivariant map that coincides with w on H\j(Γ) · π t (B) and with π B δ • w on j(Γ) · π t (B). This has all of the required properties.
With that cleared up recall that the total energy of f is finite in B, so that Hopf(f ) has a pole of order at most 1. By Proposition 3.13 and [Wol91, Proposition 3.13], e(f ) ≤ A in B. From here we make the assumption that M has at least two punctures, around one of which ρ has hyperbolic monodromy. This is the most complicated situation and the other cases are resolved similarly. Returning to the sequence f r from the proof of Proposition 5.1, we may enlarge A if necessary to obtain e(f r ) ≤ A for all r. This guarantees a uniform Lipschitz constant across all f r . Next consider the maps f r,δ . We underline that they agree with f r on ∂M c (here we are using the notations and conventions of Proposition 5.1). By definition
By the energy minimizing property of harmonic maps this forces f r,δ to be harmonic. From the finite energy theory, if ρ does not fix a point on the boundary then f r = f r,δ . If ρ does fix such a point then f r and f r,δ differ by a translation along a geodesic. Since they are set to be equal on ∂M c they agree everywhere. Taking r → ∞ implies f has the listed properties of f δ . Now we put δ n = 2 −n and iterate the procedure above. We obtain a sequence of horoballs tending to ξ whose image under f is contained in a closed ball of radius δ n that intersects F non-trivially. Taking n → ∞ the first result follows. From a straightforward application of Cheng's lemma we get e(f )(z n ) → 0.
6.3 The proof of theorem 1.2. Take any ρ-equivariant harmonic map (M , σ) → X produced by Theorem 1.1 or a mapM → H from subsection 6.1 and call it f . Let Φ denote the Hopf differential. By Theorem 1.4 there is a surface (N, σ 0 ) with cusps and infinite funnels attached along closed geodesics as well as a harmonic map h taking M diffeomorphically onto the interior of the convex core N . Lift h to a map between the universal covers, that we will still denote h. We will always identifyM and the universal cover of N with H. Let j denote the holonomy of h * σ. Proposition 3.13 implies that
for all points z and non-zero vectors v ∈ T z H. Hence for any two points x, y ∈ H and path c from x to y, g (ψ(c)) = f * g (h −1 (c)) ≤ h * σ (h −1 (c)) = σ (c) Now, precompose ψ with the (j, j)-equivariant 1-Lipschitz nearest point projection from H to the preimage of the convex core of H/j(Γ). This resulting map from H → X is 1-Lipschitz and (j, ρ)-equivariant. This chosen j is j M from the statement of Theorem 1.2. Remark 6.2. It does not matter which initial harmonic map f we chose. If h θ denotes a harmonic diffeomorphism whose Hopf differential has a different residue at the cusp then the holonomy of h(M ) and h θ (M ) is the same. See [Wol91] for details. Going forward we work with θ = 0. Remark 6.3. From Proposition 3.13, the Euler number of j is larger than that of ρ. Lemma 6.4. In general j M does not strictly dominate ρ. If X = H, a necessary and sufficient condition is that the image of any peripheral isometry under ρ is elliptic. In the general case, a sufficient condition is that
This will be achieved if ρ has no hyperbolic or parabolic monodromy, but is still possible with parabolic monodromy.
Proof. If γ is a peripheral isometry such that ρ(γ) is hyperbolic then Working with arbitrary X, from the proof of Proposition 3.13 we know ψ either has Lipschitz constant 1 everywhere or the Lipschitz constant is strictly less than 1 on every compact set. By equivariance of ψ this implies the condition lim sup m→∞ d(ψ(p), ρ(γ m )ψ(p)) 2 log m < 1 is sufficient. To see the last statement, simply fix κ < −1 and consider a copy of H with a hyperbolic metric of constant curvature κ.
With j M in hand, we perturb it to a convex cocompact representation that strictly dominates ρ. Let us first assume j M is convex cocompact. We use the strip deformations of Thurston, which we now describe. Recall that an arc of a complete hyperbolic surface S is any non-trivial isotopy class of complete curves in S such that both ends exit into an infinite funnel. A geodesic arc is the geodesic representative of an arc. Definition 6.5. A strip deformation of a hyperbolic surface S along a geodesic arc α is the new surface obtained by cutting along α and gluing a strip, the region on H bounded between two ultraparallel geodesics. The strip is inserted without shearing: so that the two endpoints of the most narrow cross section are identified to a single point z, which is called the waist. A strip deformation along a collection of pairwise disjoint and non-isotopic geodesic arcs α 1 , . . . , α n is the hyperbolic surface produced by performing strip deformations along α k iteratively.
Note that strip deformations along geodesic arcs commute because the curves are disjoint. It was observed by Thurston [Thu98] and proved in full detail in [PT10] that as soon as a collection of pairwise disjoint non-isotopic arcs decomposes S into disks, the corresponding strip deformation uniformly lengthens all closed geodesics. Any geodesic arc α has two parameters associated to a strip deformation, namely the waist and the width: the thickness of the strip at its most narrow cross section. The lemma below follows from [DGK16b, Theorem 1.8].
Lemma 6.6. For any choice of geodesic arcs (α 1 , . . . , α n ) that decompose H/j M (Γ) into disks, as well as waist and width parameters z k , w k , the holonomy of the corresponding strip deformation strictly dominates j M . α z Figure 1 . A strip deformation along a geodesic arc on a two-holed torus Remark 6.7. The complex of arc systems S is the subcomplex of the arc complex obtained by removing all cells that do not divide S into disks. Danciger, Guéritaud, and Kassel established a homeomorphism between an abstract cone over S and the subspace of the Fricke-Teichmüller space of representations strictly dominating a convex cocompact representation. See [DGK16b] for the full description.
This solves the convex cocompact case. Without this condition we proceed as follows. For each puncture p k in H/j M (Γ) select disjoint biinfinite geodesic arcs α k such that both ends of each α k escape toward p k . Arbitrarily choose points on α k as a waist parameter and pick some positive width parameters. Insert a hyperbolic strip without shearing, exactly as one would do for a convex cocompact surface. The resulting surface admits a complete hyperbolic metric of infinite area, and therefore its holonomy is convex cocompact (I thank Peter Smillie for pointing this out to me). The length spectrum of this new holonomy obviously dominates that of j M . Then perform a strip deformation on the new surface to obtain a representation that strictly dominates j M in length spectrum. By Theorem 2.5, in this context length spectrum domination implies domination in the regular sense.
This completes the proof of Theorem 1.2 for complete finite volume hyperbolic manifolds. The general case is now a consequence of Lemma 2.7.
Minimal immersions in the Grassmanian
We briefly recall some notions from the theory of geometric structures and construct new minimal immersions into Gr + (2, 4) , the Grassmanian of timelike planes in R 2,2 . Baraglia developed the correspondence between projective structures and minimal immersions in his thesis [Bar10] , and Alessandrini and Li furthered this connection for AdS structures in [AL18] . We are essentially inputting our new structures into their framework.
7.1 A rapid review of geometric structures. We give our definitions in terms of flat bundles. A geometry is a pair (G, X) with G a Lie group and X a manifold endowed with a transitive and effective action of G. Given a C ∞ manifold M =M /Γ and a representation ρ : Γ → G, we consider the flat bundle X ρ .
Definition 7.1. A section of X ρ is transverse if the associated ρ-equivariant map is a local diffeomorphism.
Definition 7.2. A (G, X)-geometric structure on M is the data of a representation ρ : Γ → G and a transverse section s : M → X ρ .
In this section, an AdS 3 geometric structure is a (G, X) = (SO 0 (2, 2), AdS 3 )-geometric structure. Here we identify SO 0 (2, 2) with (SL 2 (R) × SL 2 (R))/Z 2 (see [AL18] for this isomorphism), which acts on AdS 3 as in section 1.2. Quotients of X by torsion free discrete subgroups of G come naturally equipped with (G, X)-structures. Thus, the AdS 3-manifolds constructed in this paper have AdS 3 -structures.
7.2 Anti-de Sitter geometric structures. Fix a complete finite volume hyperbolic surface M =M /Γ and consider two reductive representations ρ, j : Γ → PSL 2 (R) with ρ arbitrary and j geometrically finite. For concreteness we assume M has one cusp and ρ has hyperbolic monodromy. This is the most interesting situation and other cases are treated similarly. We view the tensor product β := j ⊗ ρ as a representation to SO 0 (2, 2). M has a canonically determined holomorphic structure, and henceforth we view it simultaneously as a hyperbolic surface and a Riemann surface.
In [AL18] , the only necessary tool for starting their analysis is a Higgs bundle. For a full definition see [Hit87] . The representations induce flat unimodular vector bundles (E k , ∇ k , ω k ) for k = 1, 2. Here, E 1 = R 4 ρ , E 2 = R 4 j , ∇ k are the flat connections and ω k are the ∇ k -parallel volume forms. β gives its own flat bundle (E, ∇, B), where E = R 4 β = E 1 ⊗ E 2 , ∇ = ∇ 1 ⊗ ∇ 2 , and B = −ω 1 ⊗ ω 2 is the explicit realization of a symmetric signature-(2, 2) ∇-flat billinear form on E. For both ρ and j, Theorem 1.1 guarantees the existence of a unique equivariant harmonic map fromM → H whose Hopf differential has a residue with fixed complex argument at the cusp. Let f 1 , f 2 denote any choice of equivariant harmonic maps for ρ and j respectively. Composing with the isomorphism to the symmetric space H → SL 2 (R)/SO 2 (R) we view the maps as Hermitian metrics H 1 , H 2 on the bundles E 1 ,E 2 . The flat connections decompose uniquely as
where ∇ H i is an H i -unitary connection and Ψ i ∈ Ω 1 (M, End(E)) is self-adjoint in each fiber. Upon complexifying to bundles E C i we have the further decomposition ∇ i = ∇ 1,0 H i + ∇ 0,1 H i + Ψ 1,0 i + Ψ 0,1 i and the data (E i , ∇ 0,1 H i , Ψ 1,0 i ) determines a Higgs bundle. Remark 7.3. The Higgs bundles come equipped with an extra parabolic structure. See [Mon16] for details. This will not be relevant to our discussion.
With a Higgs bundle in hand, one can redo the local compuations of [AL18] to observe:
Proposition 7.4. The vector bundle E splits as a B-orthogonal direct sum of rank 2 sub-bundles E = F 1 ⊕ F 2 . F 1 is timelike and F 2 is spacelike.
We define a circle bundle U by
We let p : U → M be the projection map. We have a representation β := β • p * : π 1 (U ) → SO 0 (2, 2) that is trivial on the fibers. As in [AL18] we construct a geometric structure on U with holonomy β. Set M β to be the sub-bundle of E consisting of vectors v with B(v, v) = −1. Let M β be the pullback bundle p * M β . Now define s : U → M β to be the tautological section, the map that reframes each v ∈ U as an element of M β .
Let g k be the pullback metric f * k σ on M . We write g 1 > g 2 to mean g 1 (v, v) > g 2 (v, v) for all non-zero vectors v. Note that g 1 is a non-degenerate positive definite metric of constant curvature −1, while g 2 may degenerate at points. It follows from subsection 6.3 and Theorem 2.5 that if g 1 > g 2 then j dominates ρ. If g 1 > λg 2 for some λ < 1, this domination is strict. Again, from the local calculations of [AL18] we obtain the following.
Proposition 7.5. If ρ and j are chosen so that g 2 > g 1 then the tautological section s as defined above is transverse. Therefore, the circle bundle U admits an AdS geometric structure with holonomy β.
In the setting above, keep the current assumptions on ρ and choose j M from Theorem 1.2. Pick the equivariant harmonic maps to have the same Hopf differential.
Proposition 7.6. Let M , ρ, etc. be as above. There is a representation j M such that the action of (j M , ρ) on PSL 2 (R) is not properly discontinuous but there is a circle bundle p : U → M with an AdS geometric structure and holonomy (j M ⊗ ρ) • p * .
Minimal immersions in Grassmanians.
The bundle E over M has structure group O(2, 2). O(2, 2) also acts on the Grassmanian Gr(2, 4), the space of 2-planes in R 4 , and preserves Gr + (2, 4), the subspace of timelike planes with respect to B.
Changing the fiber produces a flat bundle E(Gr + (2, 4)) with fiber Gr + (2, 4) and the same structure group. Each circle fiber of U gives rise to a 2-plane in the relevant fiber for E. We thus obtain a section of E(Gr + (2, 4) ), which furnishes a β-equivariant map f :M → Gr + (2, 4) .
To study f we place a pseudo-Riemannian metric on Gr + (2, 4). Given B-orthonormal timelike vectors v 1 , v 2 , we choose an orientation of R 4 and spacelike vectors w 1 , w 2 completing v 1 , v 2 to a positively oriented B-othonormal basis of R 4 . The classical Plücker embedding induces a map Gr + (2, 4) → Λ 2 R 4 given by
The wedge product (v, w) → v ∧ w defines a billinear form on Λ 2 R 4 of signature (3, 3) that restricts to an O(2, 2)-invariant pseudo-Riemannian metric of signature (2, 2) on the image of Gr + (2, 4). This then pulls back to a metric on the Grassmanian. From the computations in [AL18, Theorem 6.2], f is harmonic with respect to this metric.
Remark 7.7. It would be interesting to track the dependence of f on the chosen harmonic maps for j, ρ. We do not pursue this in the present paper.
Proposition 7.8. Of the representations found in Theorem 1.2, j M is the unique one that induces minimal immersions.
Proof. If we take j = j M and choose the two harmonic maps to have the same Hopf differential, then g 2 > g 1 was proved in section 6. This implies s is transverse and moreover one can deduce that f is an immersion. We can find a covering of M by open sets that identify biholomorphically with the upper half space and such that U trivializes as H × S 1 . This gives coordinates (z, θ), under which we can write
To check f is minimal, it is enough to prove it is conformal. f is conformal if and only if ∇ ∂z f, ∇ ∂z f Gr + (2,4) = 0
In local coordinates, ∇ ∂z f, ∇ ∂z f Gr + (2,4) = −8(φ(f 2 ) − φ(f 1 ))dv R 4 [AL18, Theorem 6.2], where φ(f k ) is the local coordinate expression for the Hopf differential of f k . This is zero by construction. For any other dominating representation in this paper, it is clear that the map in question cannot be conformal. For instance if ρ has hyperbolic monodromy, the parameters θ 1 , θ 2 are chosen arbitrarily, and j = j M strictly dominates ρ, then at the relevant cusp res(Hopf(f 2 )) = Λ(θ 2 ) (j(γ)) 2 /4τ 2 and res(Hopf(f 1 )) = Λ(θ 1 ) (ρ(γ)) 2 /4τ 2 with (j(γ)) > (ρ(γ)). If these are to be equal the complex arguments must agree, so we need θ 1 = θ 2 . In that case it is clear that |res(Hopf(f 2 ))| > |res(Hopf(f 1 ))|
The content of corollary 1.5 is contained in this section.
