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ABSTRACT 
 
The stability of materials subjected to prolonged irradiation has been a topic of renewed 
interest in recent years due to the projected growth of nuclear power as an alternative energy 
source.  The irradiating particles impart energy into the material, thereby causing atomic 
displacements to occur.  These displacements result in the creation of point defects and the 
random ballistic mixing of the atoms.  Consequently, the material is driven away from its 
equilibrium structure.  The supersaturation of defects can lead to the degradation of mechanical 
properties, but a high density of internal interfaces, which act as defect sinks, will suppress the 
supersaturation and long-range transport of defects.  The microstructural evolution of the 
material is controlled by the ballistic mixing as well as the mobility of the point defects.  In 
immiscible alloys, these two processes compete against one another, as the ballistic mixing acts 
to solutionize the alloy components, and the thermal diffusion of the large number of defects acts 
to phase separate the components. 
The work presented in this dissertation examines the effect of heavy-ion irradiation on 
immiscible, binary Cu-based alloys.  Dilute alloys of Cu-Fe, Cu-V, and V-Cu have been 
subjected to irradiation, and atom-probe tomography has been utilized in order to better 
understand the complex nature of the response of these simple model systems to an irradiation 
environment.  The results show that a steady-state, nano-scale patterning structure, with a high 
density of unsaturable defect sinks, can be maintained under prolonged irradiation.  Additionally, 
precipitation from a supersaturated solid solution is shown to be a function of both the thermal 
diffusion and the ballistic mixing.  Solvent-rich secondary precipitates, termed “cherry-pits,” are 
observed inside of the solute-rich primary precipitates.  Through a combination of simulation 
work and analyzing multiple alloys experimentally, it was determined that this cherry-pit 
behavior can be controlled based on the interaction of the atoms within the phases of one 
another. 
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CHAPTER 1 
 
INTRODUCTION 
 
Materials systems are often processed in ways that force them into metastable or unstable 
states.  They are quenched into these non-equilibrium states for the purpose of achieving a set of 
unique and desired properties for a given engineering application.  A material that is subjected to 
prolonged external forcing for the purpose of driving it away from equilibrium is considered a 
driven system.  External forcing can take many varied forms, including in hard matter, 
mechanical alloying, continuous surface wear, cyclical loading, and particle irradiation.  Ion 
irradiation has become an increasingly common technique employed to modify the structure and 
properties of materials [1].  This thesis will examine the microstructural behavior of immiscible 
binary metallic alloy systems under prolonged heavy-ion irradiation. 
The renewed focus on alternative energies in recent years and the projected growth of nuclear 
power as one of these alternatives has heightened the attention that is focused on issues 
connected to nuclear-based energy.  The microstructural evolution and phase stability of a 
material are important aspects predicting its performance when subjected to the extreme 
conditions found in irradiation environments [2].  Such predictions are made difficult by the fact 
that the compositional and defect fields are driven from their equilibrium states, and because the 
complex microstructures constantly evolve in time. 
Materials subjected to irradiation environments, like those found in nuclear reactors, will 
undergo microstructural changes that generally lead to dimensional instabilities and degradation 
of mechanical properties.  The changes in the microstructure derive ultimately from the creation 
of large supersaturations of point defects by the irradiation.  Little can be done to suppress the 
production of these defects, and therefore all strategies for avoiding radiation damage are 
directed to developing radiation-resistant materials.  One promising pathway to this goal is the 
development of materials with high densities of internal, unbiased, and unsaturable sinks/traps 
that will suppress the supersaturation and long-range transport of defects.  For this reason, 
nanostructured alloys are being studied as the next step in finding radiation-resistant materials 
[2,3]. 
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It has long been known that incorporating a large number of defect sinks in a material can 
increase its resistance to radiation damage [4], but the difficulty has been in maintaining this high 
density of sinks under prolonged irradiation.  This is because the irradiation acts as an external 
force that can drive the system from its initial microstructure to some new very different state.  
These so-called driven systems may undergo radiation-induced (or -enhanced) segregation, 
precipitation and coarsening, grain growth, and void formation, particularly at elevated 
temperatures.  These dramatic alterations to the microstructure of the material can lead to a loss 
of radiation resistance and make it susceptible to structural damage in the form of embrittlement 
[5] and dimensional instabilities due to swelling and creep [6].  The relevant concern, therefore, 
is not the microstructure prior to exposure to a radiation environment, but the steady-state 
microstructure that evolves under prolonged irradiation. 
Several ideas have been tried to stabilize the high density of internal interfaces associated 
with nanostructured materials.  One method is to fabricate nanocrystalline materials with solutes 
that segregate to grain boundaries.  This lowers the grain boundary energy and accordingly the 
driving force for grain growth [7,8].  Another method is the addition of a high density of 
nanoscale inclusions that will neither dissolve nor coarsen.  Recent attention in this area has been 
focused on nanoscale oxide dispersion-strengthened (nano-ODS) steels [9,10].  These methods 
attempt to prevent microstructural coarsening by reducing thermodynamic driving forces or 
atomic mobilities. 
This thesis will examine a novel strategy for maintaining the nanostructured features in 
materials subjected to extreme irradiation environments.  This strategy exploits the fact that 
many alloys self-organize under irradiation such that the nanostructured features are a part of the 
steady-state microstructure.  Self-organization during irradiation derives from a competition 
between the internal dynamics of the system, i.e. diffusion, and the external forcing in the form 
of a continuous relocation of atoms by atomic collisions.  One such outcome of this competition 
is the self-organization of a system into a compositionally-patterned microstructure.  Unlike the 
nano-ODS alloys, this thesis will focus on less complex systems, immiscible binary metallic 
alloys, specifically their microstructural behavior at elevated temperature under irradiation.  This 
choice of using simple model systems was made with the goal of better understanding the 
mechanisms by which these microstructures behave and not for developing particularly useful 
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materials. Nevertheless, the concepts learned here may very well be applicable to more complex 
systems such as nano-ODS alloys. 
The research discussed in this thesis concerns self-organization in immiscible binary alloys 
during ion irradiation.  While other studies have previously examined self-organization in 
immiscible alloys, mostly at the University of Illinois (see Chapters 2 and 4), these studies have 
employed microcharacterization methods, such as x-ray diffraction (XRD) and magnetization 
measurements, that yield ensemble averaged quantities.  This work aims at providing a far more 
detailed view of the microstructure through characterization at the atomic scale.  This new 
direction, as it will be seen, greatly enhances our understanding and appreciation for the 
complexity of this issue.  Atom probe tomography (APT) was the principle tool employed in this 
study, although complementary characterization methods, including (scanning) transmission 
electron microscopy ((S)TEM), XRD, Rutherford backscattering spectrometry (RBS), and 
Mössbauer spectroscopy, were also used.  Additionally, scanning electron microscopy (SEM) 
and focused ion beam (FIB) were utilized during sample fabrication.  This thesis will focus on 
self-organization behavior in two alloy systems: Cu-Fe and Cu-V. 
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CHAPTER 2 
 
BACKGROUND 
 
More than 50 years ago, research on the effects of subjecting materials to irradiation 
environments began in earnest due to the realization that intense fluxes of energetic particles, 
like those found in nuclear reactor cores, have deleterious effects on the structural integrity of the 
nuclear reactor components [1].  An example of what can happen under irradiation is shown in Fig. 
2.1, where an irradiated stainless steel rod is seen to have undergone irradiation-induced swelling, 
[2].  This swelling is due to the creation of voids that are a product of defect diffusion and 
coalescence of vacancies.  The formation of voids obviously negatively affects the strength of a 
material, in addition to altering critical dimensions, and this type of forced volume change on a 
constrained structural component can induce large internal stresses on the material.  The major 
issues for materials used in these types of extreme environments are how to engineer radiation-
resistance into the materials and in a way that maintains acceptable mechanical properties. 
 
Fig. 2.1  Photograph of 316 stainless steel rods before (left) and after 
(right) neutron irradiation [1]. 
 
In addition to interest in irradiation behavior due to the increasing utilization of nuclear 
power, the more recent introduction of materials processing through ion beam techniques, 
including ion implantation and ion beam modification have increased interest in the subject.  A 
number of review references [1,3-6] provide a summary of particle-solid interactions and their 
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effects in different materials.  As mentioned in Chapter 1, nanostructured materials [7,8] are 
currently receiving much interest because of their high densities of internal sinks.  Related to this 
interest is the phenomenon of self-organization [9], as the patterning of defect clusters and 
composition, and the formation of bubble and void lattices, which all form on a nanometer length 
scale. 
This chapter will provide a brief overview of three key topics in this thesis.  First, energetic 
particle–solid interactions and the effects these interactions have on the irradiated material will 
be summarized.  While patterning of defects has been previously studied, it has more recently 
been recognized that compositional patterning can also occur under irradiation, and this 
phenomenon will be introduced as well.  Finally, the majority of the analysis performed in this 
work is done for data obtained using atom probe tomography, and the last section of this chapter 
will summarize the fundamentals of this analysis technique. 
 
2.1 Ion–Solid Interactions 
 
2.1.1 Ion vs. Neutron Irradiation 
When an irradiating particle interacts with an atom in a solid, one outcome of this interaction 
is the displacement of the atom from its initial position in the target.  This forced relocation is 
referred to as a ballistic event.  The amount of energy transferred from the irradiating particle to 
the atom is termed the recoil energy (see: Section 2.1.2); it is dependent on the characteristics of 
both bodies involved in the collision as well as the geometry of the collision.  Therefore, these 
displaced atoms have a distribution of recoil energies, which is very important in determining 
how a material will behave when subjected to the irradiation.  While the use of ions as the 
irradiating particles for conducting experiments alleviates many of the issues in working with 
neutrons, low fluxes and high costs being the most troublesome, the recoil distribution created by 
neutrons are difficult to replicate.  This is illustrated in Fig. 2.2, showing the integral distribution 
curves for recoil energies in Cu associated with neutron irradiation as well as ion irradiation for 
H
+
, Ne
+
, and Kr
+
.  The primary recoil spectrum for fission neutrons, i.e., the derivative of W(T) 
in Fig. 2.2, is observed to be much narrower than those for energetic ions.  The distribution for 
H
+
, for example, is weighted far too much at low energies, and for this reason, heavy ions such 
as Ne
+
 and Kr
+
 are often used to reasonably simulate neutron irradiation [11,12].  In the research 
completed for this thesis, heavy-ion irradiation was performed using a Kr
+
 ion beam. 
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Fig. 2.2  Integral distribution curves for recoil energies (T) in Cu associated with 
neutron, H
+
, Ne
+
, and Kr
+
 irradiations [10]. 
 
2.1.2 Primary Interactions 
When an energetic particle impinges on a solid, assuming that a nuclear reaction (e.g., 
fission) does not occur, there are two types of interactions between the particle and the atoms in 
the solid that will result in a loss of energy by the particle: electronic excitations and elastic two-
body collisions.  Electronic excitations dissipate the energy of the irradiating particle, but unless 
the particle has a very high incident energy (in the case of ions, hundreds of MeV), this energy is 
mostly converted to heat and does not result in damage to the solid.  Elastic collisions are the 
primary mechanism of causing radiation damage and ion-beam mixing, and these collisions will 
therefore be the focus of the remainder of this discussion. 
Any target atom that undergoes an elastic collision with an irradiating particle is termed a 
primary knock-on atom, or PKA.  If the amount of kinetic energy that is transferred to the PKA 
is greater than the displacement energy of the atom, it is forced out of its lattice site, thereby 
creating a vacancy.  This event causes the PKA to be relocated, resulting in the creation of a 
corresponding interstitial.  This vacancy–interstitial pair is termed a Frenkel pair.  Typical 
threshold displacement energies for Frenkel pair production in transition metals are on the order 
of ~25 eV.  As the irradiating particle continues moving through the material, it undergoes 
additional collision events, and more PKAs are displaced from their lattice positions until the 
energy of the irradiating particle falls below the threshold displacement energy. 
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If enough energy is transferred to a PKA, then the PKA can displace additional atoms during 
secondary recoil events, and in turn, tertiary and higher-order recoil events follow accordingly.  
For a single irradiating particle, this accumulation of collision events is termed a collision 
cascade.  The recoil distributions for Ne
+
 and Kr
+
 in Fig. 2.2 illustrates that as the Z-value of the 
irradiating particle increases, high-energy recoils become more heavily weighted within the 
distribution.  Heavier and more energetic particles will produce PKAs with larger recoil energies, 
which leads to more secondary recoil events, and these secondary recoils can displace more 
atoms.  This continuation of displacement collisions can significantly increase the number of 
defects created due to a single higher-energy heavy ion compared to the number produced by a 
lower-energy light ion.  Each successive displacement collision, on average, results in a recoil 
with less energy than the previous recoil, and as energy is lost by the irradiating particle and the 
recoil atoms, their collision cross sections increase.  These trends cause the distances between 
successive collisions to decrease, and this results in areas of the cascade having a very high 
concentration of defects.  The process of producing a collision cascade from the formation of a 
PKA to the discontinuation of displacement collisions takes place within ~0.2 ps.  The spatial 
distribution of defects resulting from a 200-keV collision cascade is shown in Fig. 2.3 for Cu. 
 
Fig 2.3  A simulated 200-keV collision cascade in Cu.  The PKA was originally 
located at the large sphere on the right.  The light spheres represent vacancies, and 
the dark spheres represent interstitials [13]. 
 
Once all of the displacement collisions have occurred, the lattice inside of the cascade 
becomes highly disturbed, with the small, localized volume containing a high density of defects 
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and many relocated atoms.  In fact, simulations have shown that the concentration of defects 
inside of a collision cascade in a typical metal can approach 0.01 [1].  Moreover, as the collision 
cascade evolves, the deposited kinetic energy locally heats the cascade volume, creating a 
thermal spike, with temperatures in excess of the melting temperature often being realized.  The 
excess energy within this extremely small liquid-like volume is dissipated into the surround solid 
within a timeframe on the order of several picoseconds, long enough for atoms within the 
thermal spike to undergo additional rearrangements via thermally-activated motion through the 
liquid-like volume.  Because the thermal spike zone is small (less than 10-20 nm across, see: 
Section 2.3.2), an extremely fast cooling rate freezes the atoms into a very disturbed localized 
damage region characterized by atomic rearrangements and a large supersaturation of point 
defects.  This structure is the primary damage state due to energetic heavy-ion irradiation. 
 
2.1.3 Ion-Beam Mixing 
Ion-beam mixing (IM) refers to the atomic rearrangements that take place within a target 
material due to the collision events discussed above.  This phenomenon includes both ballistic 
mixing and thermal spike motion of atoms [14,15].  The atomic relocations associated with IM 
are independent of temperature (as long as T is not a significant fraction of Tm of the target). 
The process of a target atom undergoing a single collision event with an impinging particle 
that results in the displacement of the atom is termed recoil mixing, which is one form of ballistic 
mixing.  For a collimated incident ion beam, the atoms will be displaced mostly in the forward 
direction.  Because the probability of a recoil event taking place is relatively small, a limited 
amount of mixing can be achieved with this type of IM.   The second type of ballistic mixing is 
cascade mixing.  If the PKA energies are sufficient to create additional recoils, a collision 
cascade, and consequently cascade mixing, will occur.  Unlike the more directional recoil mixing 
process, the multitude of uncorrelated collisions occurring during a cascade results in recoil 
atoms being more randomly and efficiently mixed together. 
A second form of IM is the atomic motion that occurs in the thermal spike zone.  The mixing 
that occurs during the thermal spike is dependent on how the thermodynamics and kinetics of the 
system (i.e., the enthalpy of mixing, solute diffusivities, cohesive energies) [14,16].  These 
factors will be discussed in Section 2.3.2 for a number of immiscible alloys, similar to those 
studied in this thesis, previously studied under heavy-ion irradiation. 
 
 9 
2.1.4 Radiation-Enhanced Diffusion 
After the primary state irradiation damage has been frozen into the target material due to the 
rapid cooling of the thermal spike zone, there remains a large local supersaturation of point 
defects.  At thermal equilibrium, the concentration of vacancies significantly outweighs that of 
interstitials, and thus the latter has little influence on atomic diffusivity in the absence of 
irradiation.  However, due to the production of Frenkel pairs, the concentrations of both vacancy 
and interstitial defects are highly supersaturated and therefore enhance the atomic diffusivity.  
This radiation-enhanced diffusion (RED) is most significant at temperatures where thermal 
diffusion is negligible but point defects have reasonable mobility. 
  While atomic diffusivities can be determined under thermal equilibrium by determining the 
vacancy concentration, the RED coefficient (DRED) requires the additional knowledge of the 
vacancy and interstitial concentrations under the experimental irradiation conditions, as shown in 
Eq. 2.1, 
iiith
v
RED DCfDC
C
D 
0
 (2.1) 
where DRED is dependent on the solute diffusion coefficient under thermal equilibrium (vacancy 
mechanism only) (Dth), the vacancy concentration under thermal equilibrium (C0), the vacancy 
concentration in the presence of irradiation (Cv), the interstitial diffusion coefficient (Di), the 
interstitial concentration under irradiation (Ci), and a correlation coefficient for interstitial 
diffusion (fi) [17].  The value of fi is not known apriori for impurity diffusion, but in many 
situations it is known to be small and DRED can readily be calculated.  This is the case when the 
solute atoms are oversized in the matrix [18].  This leads to the Eq. 2.2.  Cv is typically obtained 
using chemical rate theory [19]. 
th
v
RED DC
C
D
0
  (2.2) 
As a result of this approximation, the value of DRED scales approximately with Dth. 
The results of an analysis using chemical rate theory are displayed in Fig. 2.4, showing the 
dependence of the solute diffusivity on the irradiation temperature for three different 
displacement rates, K.  Three distinct diffusion regimes are seen to exist in each case.  On the left 
side of the plot, i.e., at high temperatures, thermal diffusion dominates, as the supersaturation of 
vacancies is small.  The slope of the line in the high temperature regime is therefore unchanged 
by the irradiation and is equal to the activation energy for thermal diffusion, viz. the formation 
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and migration energies for vacancies.  At low temperatures, the diffusion coefficient increases 
with temperature and displacement rate; it is also much higher than the expected diffusivity 
under thermal equilibrium, which could be determined by extrapolating the line from the high-
temperature regime.  In this temperature regime, the solute diffusivity is limited by the 
recombination of vacancies and interstitials.  In the middle temperature regime, the diffusivity is 
observed to be nearly independent of temperature.  This is the sink-limited regime, where most 
vacancies and interstitials annihilate at sinks, not by recombination.  This is due to the increased 
mobility of vacancies at these higher temperatures, which reduces the vacancy concentration.  
Because all defects migrate to sinks, the diffusion length for each defect, and therefore the 
diffusion coefficient, become independent of temperature [3]. 
 
Fig. 2.4  A schematic of the three temperature-
dependent diffusivity regimes present in metals 
subjected to irradiation environments.  Diffusivities 
for three different displacement rates are plotted [3]. 
 
2.1.5 Solute Segregation and the Inverse Kirkendall Effect 
The point defects produced by irradiation can also lead the phenomenon known as the 
inverse Kirkendall effect, which describes the mechanism by which a flux of vacancies leads 
solute fluxes in the opposite direction.  The inverse Kirkendall effect therefore leads to non-
equilibrium segregation in the alloy.  A more detailed description of this phenomenon can be 
found in refs. [4,20-22]. 
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2.2 Irradiation-Driven Self-Organization 
 
Materials that are subjected to irradiation belong to a class of materials known as driven 
systems.  These materials are driven away from equilibrium by an external forcing that imparts 
energy into the material.  Examples of materials processes where these external driving forces 
are important include mechanical alloying, continuous surface wear, fatigue, and particle 
irradiation.  In this research, metal alloys are subjected to an external force in the form of heavy-
ion irradiation, and at temperatures at which the expected vacancy concentration under thermal 
equilibrium does not dominate the internal kinetics of the system (as described in Section 2.1.5).  
While these irradiation driven systems fail to achieve their equilibrium states, they often times 
attain new steady-state configurations. 
The irradiation-driven microstructure of self-organizing immiscible alloys is dependent upon 
two competing dynamical processes that operate on differing length scales – a random 
displacement of atoms in energetic displacement cascades (i.e., radiation-induced athermal 
ballistic mixing), and a thermal reordering of alloy constituents mediated by chemical 
interdiffusion (i.e., radiation-enhanced diffusion).  This competition can lead to a patterning of 
composition whereby the alloy shows order (i.e., decomposition) on one length scale, typically 
some nanometers, while being disordered on a different (larger) length scale.  A theoretical 
treatment of these systems was first begun in 1984 by Martin [23] to examine phase stability in 
irradiation environments.  He treated ballistic recoil events as a diffusion process, similar to, but 
competing with, thermally activated diffusion.  Enrique and Bellon [24,25] used this idea, but 
recognized that the length scale of the diffusion jump for these two processes were not equal, and 
that it was this difference that leads to patterning.  The findings of these studies are discussed in 
the following sections. 
 
2.2.1 Effective Temperature Analysis 
The theory of phase behavior under irradiation proposed by Martin is known as the effective 
temperature model [23].  In this model, the steady state phase field of an alloy subjected to an 
irradiation environment can be mapped from the equilibrium phase diagram by introducing a 
parameter called the effective temperature.  In an irradiation environment, the resulting 
microstructure that evolves at a temperature T and an irradiation flux φ is the same as that which 
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occurs in the absence of irradiation at a temperature T', called the effective temperature.  Martin 
relates the temperatures T and T' through Eq. 2.3, 
  ,1 TTT   (2.3) 
where the parameter Δ, being a function of the irradiation parameters as well as the material 
characteristics, is defined by Eq. 2.4. 
RED
B
D
D
  (2.4) 
The term DB is the ballistic diffusion coefficient and DRED is the radiation-enhanced thermally-
activated diffusion coefficient.  The value of Δ, and ultimately the irradiation-induced 
configuration of the system, is dependent upon the dynamical competition between these two 
processes.  For immiscible alloys, the ballistic events act to mix the alloy components, while the 
thermally-activated diffusion acts to phase-separate the alloy.  At high fluxes of the irradiating 
particles and low temperatures, the ballistic events dominate, and the value of Δ will be large.  
This in turn causes the difference between T and T' to be large, i.e., the alloys behaves as though 
it is effectively at a much higher temperature.  At lower irradiation fluxes and high temperatures, 
the thermal diffusion dominates, causing Δ to be smaller, and the values of T and T' are closer to 
one another [23].   
These outcomes will now be scrutinized more closely for changes in temperature while the 
flux remains unchanged; the flux was kept constant while varying the temperature in the research 
conducted for this thesis.  At a low temperature T where ballistic events dominate, the mixing of 
the alloy components can result in more concentrated solid solutions than those found under 
thermal equilibrium at that same temperature T.  This is because the (extrapolated) solvus lines at 
the effective temperature T', much higher than T, are farther from the compositional limits of the 
phase diagram than they are at T.  As the irradiation temperature T is increased, the enhanced-
thermal diffusion becomes more significant, causing T' and the limit for the solute concentrations 
to both decrease.  Eventually, the thermal diffusion becomes dominant and the dynamical phase 
diagram becomes equivalent to the thermal equilibrium diagram. 
 
2.2.2 Self-Organization Dynamic Phase Diagram 
The effective temperature model, while providing a qualitative understanding of irradiation-
driven systems at elevated temperature over macroscopic length scales, fails to predict 
compositional patterning.  This is in part due to its approximation that ballistic mixing is 
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diffusive over all length scales.  The ballistic relocation distances in cascades, however, can 
extend over several nearest-neighbor distances.  By taking this distribution of relocation 
distances into account and the knowledge that the average relocation length is greater than that of 
a nearest-neighbor jump, Enrique and Bellon [24,25] developed a model for immiscible metal 
alloys in which three steady-state regimes are possible under driven conditions. 
The dynamic phase-diagram is shown in Fig. 2.5.  For a fixed composition (as employed in 
this thesis), the model shows a dependence of the resulting phase morphology on two control 
variables, γ and R.  The γ parameter is similar to the Δ ratio from the effective temperature 
model; however, instead of being a ratio of diffusion coefficients, γ is a ratio of jump 
frequencies, as shown in Eq. 2.5, 
RED
B


  (2.5) 
where ΓB is the ballistic jump frequency and ΓRED is the radiation-enhanced thermally-activated 
jump frequency.  The γ ratio only takes into account the jump rates without regard for the 
differing length-scales of the ballistic and thermal jumps.  The length scale of the ballistic mixing 
is accounted for in R, the average ballistic relocation distance. 
The phase diagram shows three different phase morphologies that can develop based on the 
dual-dependency on R and γ.  At low temperatures and high ion fluxes, ballistic mixing 
dominates and a large γ-ratio results, and a solid solution is attained.  At high temperatures and 
low ion fluxes, thermal diffusion dominates and the γ-ratio becomes small, causing the solubility 
limits to decrease and immiscible elements to undergo macroscopic phase separation.  
Additionally, Enrique and Bellon predict the formation of an intermediate morphology; when 
neither process dominates, but rather a competitive balance exists, a mesoscopic patterning 
structure persists.  However, it is observed that a minimum relocation distance (Rc) is required in 
order for this nanoscale pattering of composition to occur (Fig. 2.5).  The length scale of this 
patterning is a function of the difference between the length scales of the ballistic mixing and 
thermal diffusion.  For shorter-range ballistic mixing (i.e., just above Rc), the patterning structure 
has a more long-range order associated with it; for longer-range ballistic mixing, a more short-
range order (i.e., finer microstructure) exists. 
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Fig 2.5  Dynamic phase diagram developed by Enrique and Bellon for a driven 
system with properties similar to Cu50Ag50 [24].  If ballistic mixing dominates, a 
solid solution is attained; if thermal diffusion dominates, macroscopic phase 
separation occurs.  When the two processes are in balance, a nanoscale patterning 
structure persists.  It should be noted that for a given system, a minimum average 
relocation distance (Rc) is required for patterning to occur. 
 
The average ballistic relocation distance R can be altered by changing either the irradiating 
particle or the particle energy.  As the energy of the particle increases, so too does the average 
relocation length.  For ion irradiation, as the Z-value of the ion increases, the relocation length 
does as well.  For irradiating ions with an atomic number greater than ~10, the relocation 
distance is usually greater than Rc [26].  Ballistic mixing is an athermal process that is nearly 
independent of temperature, and in this thesis, because the irradiating particle and incident 
particle energy are both kept constant, the value of R is fixed in the conducted experiments.  This 
is represented by the red line overlaid on the phase diagram in Fig. 2.5, showing that for 1.8 
MeV Kr
+
, the requirement for patterning – R > Rc – is met. 
If R is fixed for a series of experiments, then varying the γ-ratio, which can be done by 
altering the irradiation flux or the temperature, will shift the experimental parameters 
horizontally along a line in the dynamic phase diagram, as shown in Fig. 2.5 for 1.8 MeV Kr
+
.  
This allows for the mapping of the phase boundaries for a given material in a specific irradiation 
environment.  Altering the irradiation flux (i.e., beam current) obviously changes the ballistic 
jump frequency, but the thermal diffusion jump frequency also changes.  This is because the 
defect concentration is altered due to the change in the number of ion-solid collisions that take 
place per unit time.  Increasing the beam current can lead to heating of the sample, and 
T 
1.8 MeV 
Kr
+
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decreasing the current can lead to longer irradiation times.  Using a series of temperatures to vary 
γ in an experimental study is more practical.  Changing the temperature only alters the frequency 
of thermal diffusion jumps, and because the diffusion rate has an exponential-dependence on 
temperature, large variations in γ can be analyzed.  As the temperature is decreased, the rate of 
thermal jumps decreases, causing γ to decrease as well (Fig. 2.5) [24,25].  This procedure 
assumes that only the thermal diffusivity is altered by changing the temperature, which of course, 
is not strictly true. The alloy solubility and sink structure may also change somewhat, but for the 
small changes in temperature employed in this study, these effects should not much affect the 
broad conclusions that follow. 
 
2.3 Dilute Cu-Based Immiscible Binary Alloys 
 
2.3.1 Selection of Cu-Based Alloys 
The systems studied in this research are Cu-based binary alloys, as are those that were 
previously studied with respect to self-organization behavior in irradiation environments here at 
the University of Illinois.  The systems selected here are immiscible alloys, as these are systems 
subject to the theory of Enrique and Bellon.  The periodic table in Fig. 2.6, taken from Barmak et 
al. [27], shows that Cu-based alloy systems are particularly useful for this investigation, because 
Cu produces non-compound-forming immiscible systems when alloyed with numerous other 
metals.  Some of these immiscible systems are not of interest because the second metal is toxic 
(e.g., Pb), while others are not suitable due to the low melting temperature of the second element 
(e.g., Na, Bi).  Even with these exceptions, there are still 14 possible elements that can be alloyed 
with Cu, colored blue in Fig. 2.6.  Additionally, many of these alloys have been extensively 
studied such that the thermodynamic (i.e., solubility) and kinetic (i.e., thermal diffusivity) 
parameters of these alloys are known.  This enables a systematic study to be performed in which 
only Cu-based alloys are examined, changing only the solute element from one alloy to the next.  
Cu is also a relatively low-melting metal (1084°C), which allows for a lower temperature range 
to be utilized, making the experiments more convenient to perform [28].  Previous studies at the 
University of Illinois examined irradiation behavior by choosing solutes that have of range of 
thermodynamic and kinetic parameters when alloyed with Cu.  A discussion of the results from 
these studies is found below. 
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Fig. 2.6  Periodic table showing the elements that are immiscible with Cu (after additional 
criteria listed below the table already removed some elements from consideration) [27]. 
 
2.3.2 Previous Studies of Self-Organizing Behavior in Cu-Based Alloys 
A number of recent studies have analyzed Cu-based alloys under heavy-ion irradiation to 
further the theoretical studies by Enrique and Bellon [24,25].  Bilayers and multilayers of Cu-Ag 
were irradiated with 1.0 MeV Kr
+
 ions in ref. [29], which found that at low temperature (80K), 
the layers become mixed to form a homogeneous solid solution.  At high temperature (473K), a 
two-phase structure results with limited solubilities close to that expected under thermal 
equilibrium, while at intermediate temperatures, a multi-phase structure persists with much more 
concentrated solutions.  Molecular dynamics (MD) and kinetic Monte Carlo (KMC) simulations 
were later employed to model the irradiation of Ag50Cu50 [30,31].  Molecular dynamics was 
utilized to determine the distributions of atom relocations for four different irradiating particles: 
He
+
, Ne
+
, Ar
+
, and Kr
+
.  The Kr
+
 ions had an energy of 1.0 MeV, matching that of the 
experiments from ref. [29], which resulted in a penetration depth of ~260 nm.  The other three 
ions were assigned energies that resulted in comparable implantation ranges.  The Kr
+
 ions 
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produce the largest number of displacements, but the normalized distributions of atom 
relocations for the three heavy ions (Ne
+
, Ar
+
, and Kr
+
) are nearly identical and contain a 
significant fraction of long-range relocation jumps.  The distribution for the lighter He
+
 ions is 
weighted more towards short-range jumps.  KMC simulations were then performed based on 
these distributions to assess the self-organizing behavior of the alloy under varying conditions.  
The forced relocation frequency was varied for each ion, which can be likened to altering the 
ion-beam current in an experimental procedure.  For He
+
, with its shorter average relocation 
length, no compositional patterning is observed, while patterning is observed for Kr
+
 irradiation 
when combined with a suitable relocation frequency.  This difference in behavior for light-ion (Z 
< 10) and heavy-ion irradiation is in line with expectations based on the ion-solid interactions 
modeled in SRIM [26]. 
A number of experimental studies have been performed using Cu-based alloys with 
compositions of Cu1-xMx, where 10 ≤ x ≤ 20.  This atomic ratio ensures that the systems are 
below the percolation threshold [32], thereby keeping precipitates isolated from one another and 
simplifying the measurements of precipitate sizes.  In keeping with the list of non-compound-
forming solutes discussed above, the following metals have been alloyed with Cu in these 
experimental studies: Ag, Co, Fe, Mo, Nb, and W.  These Cu-based alloys exhibit a range of 
enthalpies of mixing and solute diffusivities, allowing for an examination of the effect of 
changing the γ jump-frequency ratio from one alloy to another [28]. 
In a study of irradiated dilute Cu-Co alloys [33], magnetic measurements were performed to 
determine the size of Co particles that had precipitated from a metastable solid solution.  Using 
only one type of irradiating ion, Kr
+
, at a single energy, 1.8 MeV, the ballistic relocation 
distance, R, was fixed.  Instead of changing the ion flux and therefore the ballistic jump 
frequency to alter the γ ratio, as done in the Cu-Ag simulation studies [30,31], the steady-state 
regime boundaries were examined by varying the temperature, and thus changing the thermal 
jump frequency.  The Cu-Co samples were grown as thin films using sputter deposition, resulting 
in metastable solid solutions.  After irradiating these films at a series of temperatures, it was 
found that the alloy forms all three steady states as predicted by Enrique and Bellon [24].  
Moreover, additional irradiations were performed on pre-annealed samples, and the measured 
particle sizes after irradiation of these samples are the same as those measured in the films that 
were not annealed prior to irradiation.  These findings showed that the final configuration is 
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independent of the pre-irradiation microstructure, illustrating that alloy does in fact achieve a 
steady-state microstructure in these driven conditions that is independent of the initial structure. 
Additional Cu-based alloys were studied by Chee et al. [28], including Cu-Ag, Cu-Fe, Cu-
Nb, and Cu-Mo.  A detailed discussion of the Cu-Fe results will be provided in Chapter 4.  The 
behaviors of the other three alloys were studied using XRD and TEM.  These alloys were 
fabricated and irradiated using the same procedures and parameters used in the Cu-Co study 
[33], and Cu-Ag and Cu-Nb both display behaviors similar to that of Cu-Co.  At sufficiently low 
temperature, the as-grown solid solutions are maintained; in fact, precipitates of Nb produced 
during a pre-annealing step dissolve during irradiation at 80K.  The temperature ranges that 
result in patterning are different for each alloy, with the maximum temperature, Tmax, for self-
organization increasing for each solute in the following order: Ag, Co, Nb.  This order coincides 
with decreasing solute diffusivity, as shown in Fig. 2.7, illustrating that as the solute atoms 
become less mobile, the material becomes more resistant to precipitate coarsening.  It should be 
noted that Tmax for self-organization, above which macroscopic phase separation occurs, scales 
with the solute thermal diffusion coefficient (Dth), as discussed in Section 2.1.5.  The 
microstructural behavior of these alloys follows the description by Enrique and Bellon [24], in 
which a competition exists between the external forcing (irradiation) and the internal kinetics 
(enhanced thermal diffusion). 
 
Fig. 2.7  Plot of maximum temperature for self-organization 
(nanoscale patterning) under irradiation as a function of solute 
thermal diffusion for five Cu-based alloys [28]. 
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Cu-Mo alloys were also studied in ref. [28], again using XRD and TEM.  Like Cu-Nb, the 
system is still in the patterning regime at the highest temperature tested; because the true Tmax 
was not observed, the data points for the Nb and Mo solutes have arrows above them in Fig. 2.7.  
It should be noted, however, that a far different patterning behavior is observed for the Cu-Mo 
alloys compared to that found in the other alloys.  After irradiation at room temperature, which is 
presumably too low for significant vacancy diffusion, Mo precipitates are already observed.  It 
was therefore concluded that a mechanism other than thermal diffusion was dictating the solute 
precipitation.  This phenomenon was studied further by Vo et al. [34] with the Cu-Mo and Cu-W 
systems.  In both alloys, precipitates on the order of 5 nm in diameter were observed after 
irradiation at room temperature, and very little microstructural change was seen up to very high 
fractions of Tm for Cu (0.6Tm for Mo and 0.8Tm for W).  The diffusion coefficients for Mo and W 
in Cu are not available in literature, but comparable refractory metals Ru and Ir have limited 
diffusion in Cu [35].  The cause for the extreme stability of these precipitates was examined 
using MD, which found the thermal spike zone to be on the order of ~5 nm across.  Although the 
solute diffusivities are limited in crystalline Cu, the Mo and W atoms are observed to migrate 
inside of the thermal spike and form small precipitates.  It is known that systems composed of 
phases that are immiscible in the liquid phase – such as Mo and W in Cu – experience negligible 
ion-beam mixing [36].  After forming small clusters within a single thermal spike, these small 
precipitates migrate in subsequent thermal spikes and coalesce into larger precipitates.  The size 
of the precipitates is eventually limited by the size of thermal spike region, as further coarsening 
is suppressed by the inability of the particles to undergo additional motion within the energetic 
cascades. 
 
2.4 Atom-Probe Tomography 
 
An atom probe tomograph is an instrument that enables researchers to examine the chemical 
composition of a material with nearly atomic resolution.  The technique is well described in the 
literature, however, a brief summary is presented here. 
 
2.4.1 History and Basic Principles of Operation 
The atom probe tomograph is based on the principle of field evaporation, which is the 
sublimation of an atom from a surface caused by the ionization of that atom in an electric field.  
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This field-evaporation phenomenon permits the atom probe to analyze more than just the surface 
of a sample, because as atoms are field-evaporated from the sample surface, subsurface atoms 
are revealed, which can subsequently be field-evaporated as well.  The raw data collected by the 
atom probe provides the chemical species and the spatial coordinates for each atom in the 
specimen.  This information can then be used to reconstruct the sample.  Other microscopes (i.e., 
optical microscopes, SEMs, TEMs) use either optical or electromagnetic lenses to magnify 
images of specimens, but atom probe tomographs are lensless point-projection microscopes that 
use field evaporation from nearly spherically shaped samples that allows for the individual atoms 
in these tips to be imaged at a magnification of greater of 10
6
 [37]. 
The principle of field evaporation developed around 1928 when Oppenheimer [38] reported 
his work on the ionization of atoms in free space and Fowler and Nordhiem [39] published their 
theory of electron emission from a solid by quantum mechanical tunneling.  The magnitude of an 
electric field required to cause emission of an electron could only be achieved by making use of 
the field enhancement that occurs at sharp tips, given by Eq. 2.6, 
0
0
0 rk
V
F
f
  (2.6) 
where V0 is the applied potential, r0 is the tip radius, kf is a numerical constant, and F0 is the 
enhanced electric field at the apex of the tip.  This concept was utilized by Müller in 1935 with 
the development of the field emission microscope (FEM), which was able to obtain an enhanced 
electric field on the order of 1 V∙nm-1 at the apex of a tipped specimen with a tip radius on the 
order of 1 μm.  With the application of a negative voltage, electrons were accelerated into a 
phosphor screen, creating a projected electron image of the tip [40,41]. 
Müller discovered that by reversing the bias on the sample, the phenomenon of field 
ionization could be applied to create positively-charged ions at the tip surface.  Imaging gas 
atoms are introduced into the system, and they become polarized in the electric field, causing 
them to adsorb to the specimen.  They subsequently ionize, and their repulsion away from the tip 
occurs along E-field lines orthogonal to equipotentials associated with the tip.  The collisions of 
the ions with a phosphor screen, and later a microchannel plate (MCP), allow for the positions of 
individual surface atoms to be imaged.  This utilization of ions in the field ion microscope (FIM) 
increased the resolution of the projected image compared to that from the FEM.  However, field 
ionization requires larger electric fields, so the specimens needed to have smaller tip radii (< 50 
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nm); the specimens were also cooled to cryogenic temperatures.  As a result of these changes, 
individual atoms were imaged using a FIM for the first time in 1955, long before this same 
observation became possible in lens-based microscopes.  It was soon after discovered that by 
further increasing the magnitude of the electric field, the solid surface atoms could be evaporated 
from the tip.  This possibility for field evaporation makes it possible for the interior of the 
specimen to be examined in addition to the initial tip surface [37,40,41].  An illustration of field 
ionization and an example field ion micrograph are shown in Fig. 2.8.   
 
Fig. 2.8  (a) An illustration of field ionization, showing that in a strong electric field, the gas 
atoms become polarized and adsorb to the tip surface.  The field ionization of gas atoms occurs 
due to the tunneling of electrons through the field-adsorbed atoms into the conductive tip.  (b) 
The resulting FIM image resolves individual atoms, and the rings created by the imaging gas 
ions correspond to atomic terraces of prominent (i.e., low-indices) crystallographic planes of the 
phase(s) that the tip is comprised of [40]. 
 
The next big technological advancement came in the late 1960s with the invention of the 
atom probe field ion microscope (APFIM).  This combined a field ion microscope with a time-
of-flight mass spectrometer (Fig. 2.9).  A small circular aperture in the middle of the MCP and 
phosphor screen allows ions through to the mass spectrometer.  The field evaporation of the tip is 
controlled by using a voltage pulse that causes the electric field to increase from just below the 
threshold for field evaporation, maintained by the “standing” voltage, to just above this 
threshold.  This voltage pulse can either be applied to the specimen (positive bias) or to the 
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counter electrode (negative bias); the voltage pulse is typically ~15% of the standing voltage.  
This controlled evaporation allows for the time-of-flight of individual ions to be measured, 
permitting a mass-to-charge ratio to be calculated and therefore the chemical species of each ion 
to be determined.  The sample is mounted in a goniometer, and by performing an FIM analysis, 
the tip position can be manipulated so that the desired volume can be analyzed with the mass 
spectrometer.  The aperture in the MCP and phosphor screen allows a cross section of ~1-2 nm 
to be analyzed [37,41,42]. 
 
Fig. 2.9  A schematic of an APFIM, combining an FIM and mass spectrometer [41]. 
 
The use of a pulsed laser as a replacement for the voltage pulse was first investigated in the 
1970s.  A laser is focused on the apex of the specimen to induce field evaporation at the standing 
voltage.  This method for triggering the field evaporation of atoms is attractive for 
semiconductors and insulating materials [41].  It also proved useful in this research for the study 
of thin-film specimens.  Sample failure during APT analysis often occurred in the form of the 
delamination of the thin film from the underlying wire.  By not pulsing the voltage, the (cyclical) 
mechanical stresses applied to sample were reduced, and specimens lasted longer, allowing for 
longer data runs to be performed.  Although pulsed-laser APT has been broadly used for many 
years, the mechanism by which the laser-assisted evaporation occurs continues to be debated.  
Two mechanisms have been proposed for achieving laser-induced evaporation: assistance by the 
E-field component of the laser, and thermal excitation due to heating of the tip.  It is now 
believed that thermal excitation is the correct mechanism [37]. 
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Fig. 2.10  A schematic of a 3DAP, showing different detectors in the optical atom probe 
(OAP), position-sensitive atom probe (PoSAP), and tomographic atom probe (TAP) [41]. 
 
In the 1980s, several variations of a three-dimensional atom probe (3DAP) were developed 
(Fig. 2.10).  With the advent of the 3DAP, the atom probe was truly a tomographic analysis tool 
[41].  The atoms field-evaporate one at a time from the tip and impinge on a two-dimensional 
detector at positions X and Y on the detector surface.  These coordinates and the evaporation 
sequence are then utilized to create a three-dimensional image of the specimen.  Using the mass-
to-charge ratio (discussed in detail below), the chemical species of each ion that impacts the 
detector can be determined.  By knowing the base material of a sample, the field evaporation 
value associated with that element/phase can be used to determine the tip radius using Eq. 2.6.  
(This calculation requires that the reconstruction is produced with the assumption that the 
specimen tip is spherical in shape.)  The magnification can then be calculated using Eq. 2.7, 
0r
LM

  (2.7) 
where M is the magnification, L is the tip-to-detector distance, r0 is the tip radius, and β is an 
image compression factor that is required due to a two-dimensional detector collecting data from 
a curved sample surface and the fact that the ion trajectories curve towards the detector surface 
[40].  The X and Y detector coordinates can be converted to x and y coordinates in the sample by 
dividing by the magnification, and z coordinates are estimated by assuming uniform field 
evaporation over the entire surface of the tip [42]. 
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Fig. 2.11  A schematic diagram of a local electrode atom probe [43]. 
 
The latest advancement in the field of APT is the local electrode atom probe, or LEAP
®
, 
shown in Fig. 2.11.  The local electrode (LE) has a very small opening of ~30 μm, and the tip is 
aligned about that same distance away from the LE.  This small distance between LE and tip 
allows the LEAP
®
 to operate at lower voltages compared to previous atom probes, and this 
permits the pulsing rate to be much higher, thereby increasing the collection rate.  The voltage 
pulse is also more localized, and combined with the nanopositioning stage (that replaced the 
goniometer), these features make it possible to analyze microtip arrays, significantly increasing 
the sample production and analysis rates.  The detector is comprised of an MCP, which measures 
the time-of-flight, in front of a delay line detector, which determines the ion spatial coordinates.  
Delay line detectors can process the incoming data faster than previous detectors and therefore 
can accommodate the increased collection rate.  Additional benefits compared to older atom 
probe designs is a larger field of view, better mass resolution, and laser-pulsed field evaporation 
[37,41,42,44-46].  The detection efficiency of the LEAP
®
 is dependent upon the open area of the 
MCP detector, which is ~50-60%.  The spatial resolution of the detection system is ~0.3-0.5 nm 
in the x-y plane, and the resulting resolution in the z-direction (along the tip axis) of the 
reconstruction is less than 0.1 nm [37].  The most recent LEAP
®
 instruments also incorporate 
reflectrons, which increase the spatial and mass resolutions [37,41,42,47]. 
 
2.4.2 Field Evaporation 
Atom probe tomography employs the process of field evaporation, in which the potential 
energy of a surface atom in the electric field is converted to kinetic energy upon ionization.  The 
potential energy of an atom due to the applied voltage is neV, where n is the number of electrons 
removed during ionization, e is the charge of an electron, and V is the applied voltage.  The 
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kinetic energy of the atom after ionization is ½mv
2
, where m is the mass of the atom and v is the 
velocity of the ion as it travels from the sample to the detector.  Assuming that the ion 
instantaneously achieves its terminal velocity, the velocity v can be replaced with d/t, where d is 
the distance from the sample to the detector and t is the time-of-flight.  Setting the kinetic and 
potential energies equal to one another and solving for m/n provides an equation for calculating 
the mass-to-charge ratio of the collected ion. 
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In Eq. 2.8, the applied voltage V has been replaced with pulseVV 0 , which represents the 
standing voltage plus the amplitude of the voltage pulse; the α coefficient is less than unity.  The 
time-of-flight is measured as the time that elapses between the voltage pulse that results in 
evaporation and the impact of the ion with the detector [41]. 
The resulting spectrum of these mass-to-charge ratios contains peaks for each isotope of each 
element present in the sample.  The mass and charge values of an ion cannot be determined 
independently of one another, so it is possible that a table of isotope abundances and assumptions 
of charge states may be required to correctly identify the chemical species associated with each 
peak [40].  As will be seen in Chapters 4 and 5, there are tails on the high side of the peaks in the 
mass-to-charge ratio spectra.  These tails are created by “energy deficits” caused by a number of 
factors, including the evaporation not occurring at the pulse peak; this is the origin of the α 
coefficient.  Instead, the field evaporation occurs after the peak, meaning the voltage at the time 
of evaporation is less than pulseVV 0 .  This overestimation of the voltage causes the calculated 
mass-to-charge ratio to be larger than actual ratio [48,49].  While the technological advances 
summarized above have increased the resolution of these measurements, these peak tails still 
occur, even in the latest generation of atom probe tomographs. 
There have been two prevailing mechanisms considered to explain the occurrence of field 
evaporation, known as the image-hump and charge-exchange mechanisms.  Both descriptions of 
field evaporation are based on simple models of atomic and ionic forces, and entail the atom/ion 
being excited over a potential barrier known as a Schottky hump.  There have been two variants 
of the charge-exchange mechanism, and the charge-draining variant is now thought to be the 
most accurate description of the field evaporation of an atom from a metal surface.  In the 
charge-draining mechanism, illustrated in Fig. 2.12, the charge is portrayed as draining slowing 
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out of the atom as it moves away from the surface and over the Schottky hump.  This description 
of field evaporation fits with the knowledge that the electric field induces a partial charge on 
surface atoms.  The magnitude of the electric field required to produce evaporation, F
e
, is 
dependent on the activation energy barrier, Qn.  The charge of the ion that sublimates from the 
material surface is that which requires the smallest value of F
e
.  The magnitude of the activation 
energy barrier is in part dependent on the depth of the atomic energy well, i.e., the greater the 
cohesive energy of the element/phase, the larger the field evaporation value for that 
element/phase (as a general rule).  A more in-depth summation of field evaporation can be found 
in refs. [50,51]. 
 
Fig. 2.12  Potential energy curves for an atom in neutral, partial-
ionic, and ionic states as a function of distance from a metal 
surface, as described by the charge-draining mechanism [51]. 
 
2.4.3 Field Evaporation Errors 
Field evaporation is a material-dependent property, meaning if a specimen is composed of 
multiple phases with different evaporation fields, those phases will evaporate at different rates in 
a given electric field.  In an atom probe, where a controlled evaporation is employed through the 
use of voltage and laser pulses, an evaporation field can be equated to the probability that any 
given surface atom will ionize due to an individual voltage or laser pulse.  The trajectories of the 
ions as they travel from the specimen to the detector are independent of the ion mass, ion charge, 
and applied voltage.  In fact, these trajectories are solely a function of the field distribution, 
which is determined by the geometries of the sample and the instrumentation [50].  If the tip is 
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made of a single phase or of phases with identical evaporation fields, then the radius and 
magnification values calculated using Eqs. 2.6 and 2.7 will uniformly apply to all ions that 
impact the detector, as the local environments of all surface atoms will mimic the global shape of 
the tip.  However, if the evaporation fields of the phases are different, the atoms in those phases 
will ionize at different rates, causing aberrations in the shape of the tip to occur.  If a particle has 
a larger evaporation field than the surrounding matrix, that particle will protrude out from the 
surrounding surface as the atoms in the particle evaporate slower than those in the matrix; if the 
particle has a smaller evaporation field, it will recede below the surrounding surface as the atoms 
in the particle evaporate faster.  This change in the local curvature of the surface alters the 
trajectory of the ions as they leave the tip surface. 
 
Fig. 2.13  Series of simulated cross sections illustrating the 
magnification spatial errors that occur for two-phase materials with 
reduced evaporation fields ranging from 0.85 to 1.15 [52]. 
 
A spherical particle that protrudes from the tip surface will have a small radius of curvature 
compared to the global tip radius, and the particle will therefore have a larger magnification (Eq. 
2.7) in the atom probe than the rest of tip.  This creates an overlap of the spatial coordinates of 
the particle atoms and matrix atoms.  If the particle recedes below the surrounding surface, it will 
have a smaller magnification.  The ratio of the particle evaporation field to that of the matrix is 
termed the reduced evaporation field, εB, and the dilation or contraction of a particle in a 
reconstruction due to this ratio deviating from unity is simulated in Fig. 2.13 [52].  An analysis 
of simulations with reduced evaporation rates ranging from 0.85-1.15 demonstrated that the 
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reduced density (ratio of measured density to expected density) inside of a precipitate remained 
close to 1 for values of εB between 0.90 and 1.05.  Trajectory overlaps, in which precipitate 
atoms were placed in the matrix because of the altered trajectories and impact points on the 
detector, were found to be significant (> 1 nm) only when the evaporation fields differed by 
more than 10% [52].  The difference in evaporation fields can also lead to spatial errors in the 
direction perpendicular to the tip surface.  If a phase has a lower evaporation field than that of a 
second phase above and below the first, because the atoms in the phase with the lower 
evaporation field are removed from the specimen more quickly, this will result in both a region 
with high atomic density and a depleted zone below, simulated in Fig. 2.14 [53]. 
 
Fig. 2.14  Simulation illustrating spatial errors in 
the analysis direction due to different rates of field 
evaporation between the two phases [53]. 
 
2.4.4 APT Sample Preparation 
In order to achieve electric fields of the magnitude required to cause the sublimation of a 
solid atom from a surface (~10-60 V∙nm-1), the tip radius of the specimen needs to be very small, 
on the order of 50 nm.  Samples analyzed using APT can be made from a variety of initial states 
(e.g., bulk, ribbon/sheet, powder, wire, thin film).  It will be seen in the following chapter that 
the electropolishing method performed on wires in this research resulted in tips with radii on the 
order of ~100 nm, close to the desired radius of 50 nm, but combined with a larger than 
acceptable shaft angle, long APT data runs would be difficult to attain due to the increase in 
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voltage required to initiate field evaporation.  Additionally, this macroscopic etching method 
does not possess a high level of reproducibility, as the tip radii can vary substantially (from less 
than 100 nm to several hundred nanometers), as can the tip shape.  The ion-milling process 
utilized in the FIB is an ideal method by which to achieve the required tip radius and shape, i.e., 
shaft angle. 
A variety of FIB-based procedures can be carried out depending on the initial state of the 
material to be analyzed.  A lift-out procedure similar to that used for the fabrication of TEM 
samples can be employed; utilizing Pt deposition and the Omniprobe
®
 to secure ribbons and 
powders to posts can also be performed.  No matter the preparation, the annular milling method 
is almost always performed to fabricate a tip with the required radius and shaft angle.  A variety 
of these preparation techniques and the annular milling method are described in detail in refs. 
[54-56].  The annular milling method was not utilized in this research, and this is discussed in the 
following chapter. 
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CHAPTER 3 
 
EXPERIMENTAL METHODS 
 
This chapter discusses the equipment and experimental methods utilized in the research.  
During the research process, fabrication techniques and testing parameters were often modified 
with the goal of achieving the most accurate and representative results possible.  In some cases, 
earlier techniques are described in addition to the ultimate procedures that were used; in others, 
only those best suited for accomplishing this goal are described. 
 
3.1 Sample Preparation 
 
While all samples utilized in this research were thin-film structures, two different procedures 
for fabricating samples were employed to accommodate the different requirements of the varying 
analysis techniques.  In particular, films analyzed using APT were grown on tip-shaped 
specimens, while those used for other analyses were grown on flat substrates. 
Si wafers were utilized for the non-APT samples.  These wafers were typically 500 µm thick 
with a 0.5-1.0 µm amorphous thermal oxide layer.  The wafers were cut to the desired shape and 
size before being ultrasonically cleaned in succession in Formula 409, acetone, and ethanol. 
The first step in producing atom probe samples was to electropolish metal wire.  In this 
study, Mo and W wires were used; their combination of good strength and reasonable ductility 
and conductivity provided for this application.  The wire had a diameter of 4 mils, and pieces of 
wire were cut and crimped inside of Cu posts with a 1.8-mm outer diameter and a 0.4-mm inner 
diameter (product of Imago/Cameca).  A setup was constructed such that the Cu post and wire 
were secured upside down, and the Mo/W wire was fed through a loop of Pt wire containing a 
suspended droplet of a 5% NaOH etchant solution [1].  A 5-volt AC signal was applied until a 
sharp tip was created (Fig. 3.1).  These tips were examined using SEM, and those with radii of 
75-200 nm were selected for deposition.  Two tips could be placed into a single Cu post so that 
multiple tips could be irradiated at the same time (Fig. 3.2). 
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Fig. 3.1  Electropolishing process for creating an APT sample.  
The SEM image shows one such tip. 
 
 
Fig 3.2  SEM image of two atom probe tips on the same Cu post.  This 
geometry allowed for two tips to be irradiated at the same time. 
 
3.2 Thin Film Deposition 
 
The thin films were deposited in an AJA sputtering system, which is equipped with three DC 
magnetron sputtering guns.  The deposition chamber is further equipped with a load lock for 
transferring the samples from atmosphere to high-vacuum and  a water-cooled heating stage that 
can reach 800°C.  The base pressure of the chamber after baking is ~3×10
-8
 Torr.  Samples were 
loaded onto an Inconel sample mount and attached to the end of a magnetic transfer rod.  After 
the pressure in the load lock was below ~1×10
-6
 Torr, the sample mount was transferred into the 
main growth chamber. 
The procedure for mounting the specimens on the Inconel sample mount was dependent on 
the analysis to be performed.  Films grown for the purposes of performing RBS calibrations and 
Mössbauer spectroscopy were deposited on Si wafers, which were exposed fully to the sputtered 
flux, save small corners of the substrates covered by mounting screws.  Films used for XRD and 
TEM analyses were grown on Si substrates that were placed under a mask.  This mask contained 
two rows of five 3-mm circles, each positioned 4.5 mm apart from one another.  This 
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arrangement minimized possible composition variances between samples while making it 
possible to easily cut the substrate so that the film circles could be tested and analyzed 
separately.  Atom probe tips were mounted on an SEM puck that had holes drilled into the top 
surface with set screws used to secure the samples.  This allowed for the wire tips to face the 
sputter targets head-on when secured to the Inconel mount. 
Alloy films were prepared using a co-sputtering process whereby the relative sputtering flux 
from two separate pure targets was controlled.  During the deposition process, an Ar pressure of 
3 mTorr was maintained inside the chamber.  The position of the sample stage could be 
manipulated through the use of a gear motor, and during depositions, a distance of ~10 cm was 
maintained between the samples and magnetron sources (targets).  This distance provided a 
balance between maintaining reasonable deposition rates and avoiding large variances in 
thickness and composition across the surface of the sample mount.  The Cu1-xMx films, with x ≈ 
11 and M = Fe or V, were grown to a thickness of ~200 nm.  For atom probe tips grown on Mo 
wire, ~5 nm of Ti were deposited as a bonding layer prior to depositing the Cu-based film.  This 
helped to prevent the delamination of the film from the wire during APT analysis of the tips. 
Insignificant contamination of the specimens with Ti was found after irradiation or annealing of 
the APT tips. 
 
3.3 Irradiation 
 
Irradiations were performed using a 3.0 MeV Van de Graaff accelerator.  The RF ion source 
employed can create beams of any gas, although typically inert gases are employed.  A switching 
magnet was used to select the desired ion and deflect others.  The mass-analyzed ion beam is 
electrostactically rastered using deflectors to ensure uniform irradiation over the sample surface. 
All films used in this research were irradiated with 1.8MeV Kr
+
 ions.  At this energy, the 
expected implantation range for Kr, calculated using TRIM [2], is ~300 nm.  This ensures that 
the entire thickness of the films was irradiated and that negligible residual Kr was present in the 
films after the irradiation.  A Mo-plate stage was used for mounting the samples inside the 
irradiation chamber.  The stage could be heated using an enclosed halogen bulb, and K-type 
thermocouples were utilized to monitor the temperature.  One set of thermocouple wires was 
secured to the Mo plate underneath a screw and washer.  For films grown on Si substrates, a 
second set of thermocouple wires was secured between the bottom surface of a washer and the 
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top surface of the sample.  Because the samples were secured to the Mo stage using screws and 
washers and not bonded to the plate (e.g. with Ag paint), some heat loss would occur between 
the surface of the Mo plate and the top surface of the substrate, where the film was located.  
Atom probe tips were mounted so that they were irradiated “head-on,” i.e., with the axis of the 
Mo/W wire parallel to the ion beam.  The Cu posts were placed in holes in a steel disc that was 
secured to the Mo stage.  The holes extended completely through the disc so that the Cu posts 
could physically contact the Mo plate and provide a direct thermal link between the stage and 
wire.  For these irradiations, the second set of thermocouple wires was attached to the top surface 
of the steel disc.  The desired irradiation temperature was controlled based on the reading from 
this second thermocouple.  When using a temperature controller power supply, the controller was 
able to maintain a constant temperature throughout the experiment.  When using a variac, the 
temperature was manually controlled, and a temperature variation of +/- 5°C was maintained. 
After positioning the sample and thermocouples on the Mo stage, the irradiation chamber 
was placed under vacuum.  The chamber has a base pressure of ~2×10
-8
 Torr.  Before supplying 
power to the halogen bulb to heat the sample, a cold finger was filled with liquid nitrogen.  This 
helped maintain high vacuum during the heating and irradiating processes. 
The irradiation flux employed for all samples, with the exception of those prepared for 
Mössbauer spectroscopy, was 100 nA.  The beam passed through a circular aperture with a 3-
mm diameter.  (With the beam aperture set equal in size to the openings in the deposition mask, 
there were no issues with determining what part of the film was irradiated.)  Before exposing 
each sample to the beam, the beam current was measured using a Faraday cup.  The current 
would typically fluctuate between 90 and 110 nA, and multiple integrations were performed to 
determine an average current prior to each irradiation.  Based on this calculation, the time 
required to achieve the desired irradiation dose was determined, and the current was periodically 
checked during the irradiations.  By using a 100-nA, 3-mm circular beam, a current density of 
1.4 A-cm-2 was obtained.  This allowed for reasonable irradiation times (< 1 hour) while 
avoiding beam heating, which was found to be less than 10°C.  Films analyzed with Mössbauer 
spectroscopy were grown without a deposition mask on Si substrates that were 5×5 mm
2
.  The 
beam current was increased in order to achieve a similar current density for these irradiations.  
Irradiation temperatures varied from room temperature to 500°C, and irradiation doses were 
varied from 6.0×10
15
 up to a maximum of 3.0×10
16
 ions-cm
-2
 (~13-65 dpa).  Control specimens 
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were annealed but not irradiated in order to differentiate purely thermal effects from those 
associated with the irradiation. 
 
3.4 Characterization Techniques 
 
Various characterization techniques were employed to analyze these thin films in their as-
grown, annealed, and irradiated states.  The subsections below describe the experimental 
procedures for each of these techniques. 
 
3.4.1 Rutherford Backscattering Spectrometry 
Rutherford backscattering spectrometry was utilized primarily as a calibration tool to 
determine deposition rates and magnetron powers required when co-sputtering from multiple 
targets by measuring film thicknesses and compositions.  It was also performed on annealed and 
irradiated samples to examine possible solute segregation issues.  A tutorial on RBS can be 
found at [3]. 
Rutherford backscattering spectrometry was performed with the Van de Graaff accelerator.  
The switching magnet was set to deflect He
+
 ions with energies of 2.0 MeV down a second beam 
line.  This ion beam would pass through a circular aperture with a 1-mm diameter and into the 
RBS chamber, which has a base pressure of ~1×10
-6
 Torr.  The samples were secured with 
screws and washers to a sample arm that can rotate 360° for proper alignment of the samples.  To 
collect data, the sample was aligned such that the sample normal was at angle of 22.5° angle 
relative to the incident beam.  The solid state detector that collects the scattered He
+
 ions was 
aligned 30° from the incident beam, but in the opposite direction from the sample normal.  The 
exit angle of the scattered ions that enter the detector is therefore 52.5°, and the scattering angle 
is 150°. 
The RBS spectra were analyzed using a fitting software called SIMNRA [4].  During this 
fitting process, the spectra were normalized based on the Si and O peaks from the SiO2 thermal 
oxide layer.  Using RBS, films grown from the same deposition process were found to have 
thickness variations of less than ±10% and composition variations of less than ±0.5 at.%. 
 
3.4.2 X-Ray Diffraction 
X-ray diffraction measurements were performed with a Philips X’Pert Materials Research 
Diffractometer.  This system uses a Cu x-ray source and point-focus optics.  A Ni filter was 
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placed in the path of the incident x-ray beam in order to remove the Cu Kβ radiation.  The exit 
slit behind the optics was set to a 3-mm height (equal to the diameter of the film circles) and a 1-
mm width.  A receiving slit with a width of 0.1 mm was placed in front of the detector, and these 
parameters resulted in the collected data having a resolution of 0.02° 2θ. 
The samples were analyzed by performing 2θ-ω scans.  These are equivalent to 2θ-θ scans 
except that ω is equal to θ plus an offset.  It was necessary to determine the value of this offset 
angle, because it corrects for any difference in the sample geometry compared to the 
diffractometer geometry.  Samples were taped to glass slides and mounted to the base plate 
inside of the diffractometer.  A micrometer was then used to set the sample to the correct height.  
Alignment of the samples was performed using the Si (004) peak from the substrate.  While 
keeping the goniometer stationary at the Si (004) Bragg angle, the base plate was rocked 
separately on its x-axis and y-axis to determine the values of ψ and ω, respectively, that correct 
for the geometry difference between sample and instrument.  A 2θ-ω scan was then performed 
on only the Si (004) peak.  Although the thin films were grown on an amorphous layer of SiO2, 
they tended to be highly textured, with only the Cu (111) reflection having any significant 
intensity.  Fe and V (110) reflections were also present after irradiation at elevated temperatures.  
A 2θ-ω scan centered on the Cu (111) peak was performed using a 2θ range of only 6°.  A step 
size of 0.02° and a scan rate of 30 seconds per step were employed to collect these spectra. 
Analysis of the diffraction spectra was performed using an XRD analysis software called 
MDI Jade.  The spectra were fitted using a pseudo-Voigt function, and any disparity found to 
exist between the measured Si 004 2θ position for a given sample and the literature value for this 
peak was used as a linear offset for the reflections from the corresponding film.  Grain and 
particle sizes were calculated using the Scherrer equation, shown in Eq. 3.1: 


cos
K
d   (3.1) 
where d is the grain/particle size, K is the shape factor (taken to be 0.9), β is the full width at half 
maximum (FWHM) of the Bragg peak, and θ is the Bragg angle of the peak. 
 
3.4.3 Mössbauer Spectroscopy 
Mössbauer spectroscopy was performed on Cu88Fe12 samples to examine the chemical 
environments of the Fe atoms.  More specifically, this technique was employed to determine the 
crystal structure of any Fe precipitates and the average “surroundings” of an Fe atom in terms of 
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the elemental composition of its neighboring atoms.  The thin films used for this analysis 
technique were not grown using a mask, because as much volume of material as possible was 
desired.  The Cu-Fe films were grown on 5×5 mm
2
 pieces of Si wafer, and they were sent to the 
Institute of Nanotechnology at the Karlsruhe Institute of Technology, where Dr. Mohammed 
Ghafari performed the experiments. 
 
3.4.4 Atom Probe Tomography 
Following the irradiation or annealing treatment, the samples to be analyzed in the atom 
probe were sharpened to a tip radius of 50-60 nm using an FEI Strata DB235 FIB.  The ion 
milling was performed after the irradiation to avoid possible effects of Ga implantation and 
radiation-induced segregation during irradiation at elevated temperatures.  The electron and Ga-
ion columns in the FIB are oriented at an angle of 52° relative to one another, and the milling 
was done using a 30-kV and 10-pA ion beam, with the wire axis parallel to the electron column.  
Using this geometric arrangement, the milling was performed in two steps; after milling material 
from the left and right sides of the tip, as viewed from the ion column, the tip was rotated 90° 
and the milling process was repeated.  Images of a tip milled by this process are shown in Fig. 
3.3.  This procedure allowed for better precision compared to an annular milling process in 
milling each uniquely-shaped electropolished tip. 
Fig 3.3  Images taken with the Ga-ion beam in the FIB.  The image on the left is of an atom 
probe tip after the first milling step.  The tip has been rotated 90° so that one of the milled 
surfaces is visible, with the wire beneath thin film now exposed.  The image on the right is of the 
same tip after the second milling step has been completed.  The tip radius was reduced from 
~155nm to ~55nm.  Although this milling process does create a “pyramid-shaped” tip, it creates 
a smooth and rounded apex, which is the only part of the sample that gets analyzed. 
tip radius   
≈ 155 nm 
tip radius   
≈ 55 nm 
wire wire 
film film 
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The atom probe analysis was performed at NUCAPT (Northwestern University Center for 
Atom Probe Tomography) [5] using the Imago LEAP
®
 (local-electrode atom probe) (Fig. 3.4).  
The standard loading procedure was used to transfer the tips from atmosphere to the high-
vacuum buffer chamber through the load lock.  The transfer arm was then used to transfer each 
individual Cu post from the buffer chamber to the ultra-high-vacuum analysis chamber of the 
atom probe.  Measurements were performed in the pulsed-laser mode with the tip temperature at 
65K in a vacuum of ~5×10
-11
 Torr.  During the early portion of this research, a green-wavelength 
laser was set at a pulse energy of 500 pJ with a frequency of 500 kHz.  After an upgrade to the 
LEAP
®
 was carried out, an ultraviolet-wavelength laser was set at a pulse energy of 80 pJ, again 
with a frequency of 500 kHz.  The number of atoms collected from a single tip varied, reaching 
values as high as 50 million atoms in some cases; for statistical reliability, a minimum number of 
7-10 million atoms was set as a requirement for each sample.  Imago’s proprietary IVAS 
software was used to create the reconstructions from the raw data collected by the LEAP
®
.  
Some subsequent analyses also utilized IVAS, but most analysis work was conducted by running 
the reconstruction data through Fortran codes. 
 
Fig. 3.4  The Imago LEAP
®
 instrument and work station at NUCAPT. 
 
3.4.5 Transmission Electron Microscopy and Scanning Transmission Electron 
Microscopy 
 
Transmission electron microscopy was performed using a JEOL 2010LaB6 TEM, which was 
employed for bright field (BF) imaging, dark field (DF) imaging, and select area diffraction 
(SAD).  A JEOL 2010F TEM/STEM was utilized for high-resolution BF imaging as well as z-
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contrast imaging.  The 2010LaB6 microscope has a LaB6 thermionic source, and the 2010F 
microscope has a field emission source.  Both microscopes were used with accelerating voltages 
of 200 keV. 
Samples used for TEM analysis were prepared as cross-section samples, meaning that they 
were mounted in the TEM sample stage so that the thin film surface normal was perpendicular to 
the electron beam.  Preparation of a sample with this geometry was done based on similar 
processes described in [6-8].  The films were cut into ~1-mm wide strips with a slow-speed 
diamond saw.  Two of these strips were then glued together with M-Bond
TM
 so that the two film 
layers were facing each other with only a thin layer of glue between them.  While the M-Bond
TM
 
cured, the stack was placed under pressure to minimize the thickness and maximize the bonding 
strength of the glue layer.  The sample stack was then mounted in Crystalbond
TM
, and the cross-
section was polished on a grinding wheel using grit paper and lapping films.  The sample was 
then flipped over and mounted in super glue.  The same polishing steps were employed until the 
cross-section was ~50-um thick.  This thin slice of remaining material was then glued to a slot 
TEM grid using M-Bond
TM
.  A GATAN Precision Ion Polishing System (PIPS) was then used to 
ion-mill the sample until it was electron-transparent. 
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CHAPTER 4 
 
IRRADIATION-DRIVEN SELF-ORGANIZATION 
IN THE CU-FE SYSTEM 
 
The first binary alloy that was studied during this research was Cu-Fe.  As discussed earlier, 
while previous studies have examined the effects of heavy-ion irradiation on Cu-based binary 
metallic alloys [1-3], the aim of this research is to provide a far more detailed characterizaton of 
the behavior of these alloys when subjected to irradiation.  The discussion of atom probe 
tomography in Chapter 2 points out that when more than one phase is present, the two phases 
must have similar evaporation fields in order to avoid large spatial errors in reconstructing the 
interfacial regions [4,5].  Because Cu and Fe meet this requirement, with evaporation fields of 30 
V/nm and 35 V/nm, respectively [6], the Cu-Fe system was chosen for this initial APT analysis. 
 
4.1 Background Information 
 
4.1.1 The Cu-Fe System 
 
Fig. 4.1  Fe-Cu phase diagram [7], showing a calculated 
metastable liquid miscibility gap (dotted) [8]. 
  
The Fe-Cu phase diagram is shown in Fig. 4.1.  The terminal solid phases are seen to be 
highly immiscible with one another while the elements are miscible in the liquid phase.  As a 
general rule, the greater the immiscibility is of two elements, the more positive the enthalpy of 
mixing is for those elements.  Comparing the terminal solid solutions in the Cu-Fe system to 
those Cu-based systems irradiated in previous studies [1-3], the solubility of Fe in Cu is less than 
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that of Ag and Co, but greater than that of Nb, Mo, and W.  Enthalpies of mixing were recently 
calculated for infinitely dilute solid solutions of A in B and B in A, where one of the elements is 
Cu [9].  The enthalpy of mixing for Fe in Cu (0.55 eV∙atom-1) was greater than that for Ag in Cu 
(0.38 eV∙atom-1) but less than that for Nb in Cu (1.3 eV∙atom-1), showing agreement with the 
immiscibility rule.  Cu-Ag, Cu-Nb, and Cu-Co all formed metastable solid solutions under 
irradiation at low temperature and demonstrated patterning at elevated temperatures due to the 
competition between ballistic mixing and enhanced thermal diffusion [1,2].  Based on the phase 
diagrams and ref. [10], the enthalpy of mixing for Cu-Fe in the solid phase is less than that for 
the Cu-Mo and Cu-W systems, which demonstrated a different behavior under irradiation [3]. 
While the Cu-Fe system was chosen for its potential for APT studies, these alloys are 
interesting for a number of additional reasons.  One focus has been on their magnetic properties, 
including the magnetic moment of Fe in the FCC phase [11-17].  The Cu-Fe system is a simple 
immiscible binary system composed of two well-studied elements that show negligible solubility 
in one another and do not form any intermediate compounds or intermetallics.  This has made the 
Cu-Fe system a good candidate for studying growth kinetics, including the coarsening of Fe 
particles in Cu-rich alloys [18-23].  The formation of metastable BCC Cu precipitates in Fe [24-
26], moreover, is relevant for Cu-precipitation hardening in high-strength low-carbon steels [27-
31].  One consequence of such precipitation involves irradiation-induced embrittlement of 
nuclear reactor pressure vessel steels [32-35]. 
 
4.1.2 Metastable Solid Solutions of Cu-Fe Alloys 
The formation of metastable, solid-solution Cu-Fe alloys has previously been produced 
through the use of sputtering deposition [13,36].  In the study by Chien et al. [13], the films were 
grown on liquid-nitrogen-cooled substrates using DC magnetron sputtering.  The metastable 
solid solutions were found to persist across the full composition range.  For compositions of 
<60% Fe, the alloys existed as an FCC structure, while compositions of >75% Fe had a BCC 
crystal structure; between these two compositions, the FCC and BCC phases coexisted.  The 
addition of Cu to BCC α-Fe was found to cause a slight increase in the lattice parameter, but the 
alloying of Fe into Cu resulted in negligible change in the lattice constant.  These results are 
consistent with the knowledge that at room temperature, the effective size of a Cu atom in Cu is 
slightly larger (~3%) than that of an Fe atom in BCC Fe, whereas based on the XRD results in 
refs. [37,38], metastable γ-Fe has a nearly identical lattice parameter to that of Cu at room 
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temperature.  They are also consistent with the pair potentials constructed in ref. [39], which 
used parameters determined from the calculations of pair potentials for pure metals to construct 
binary alloy potentials. 
Metastable solid-solution samples analyzed in ref. [13] were systematically studied in ref. 
[14] to examine the evolution of the microstructure during annealing.  Spanning the entire 
composition range from pure Cu to pure Fe, at roughly 10% intervals, these solid solutions were 
annealed at temperatures from 150-600°C in 50°C increments.  Starting at 150°C, samples were 
annealed for 10 minutes, and after being characterized using XRD and SAD, were annealed at 
the next temperature in the progression.  For those films that were grown with an FCC crystal 
structure, no BCC signal was observed until after annealing at 300°C.  A similar study by 
Sumiyami et al. [36], employing Mössbauer spectroscopy, found that clusters of FCC Fe had 
formed at 250°C.  These would not have been observable by XRD or SAD because of their 
nearly identical lattice parameters and the coherency of the γ-Fe precipitates with the Cu matrix.  
While Mössbauer spectroscopy was sufficient for this thermal annealing study [36], the 
limitations of this analysis method will be described in the following section.  Combined with the 
limitations of XRD and SAD with respect to these Cu-Fe alloys, alternative instrumentation (i.e. 
APT) is required to adequately characterize the Cu-Fe alloys irradiated in the this research. 
 
4.2 Studies of Driven Cu-Fe Alloys 
 
4.2.1 Previous Studies 
The two studies discussed in the previous section formed metastable solid solutions of Cu-Fe 
alloys by sputter deposition processes at low temperatures.  This prevented the two elements 
from phase-separating after adsorbing to the sample surface during deposition.  However, some 
studies have created homogeneous solid solutions of Cu and Fe by applying an external driving 
force to a system comprised of pure Cu and Fe.  Mechanical alloying (i.e. ball milling) has been 
used to create metastable solid solutions from pure Cu and pure Fe powders [15,40].  Both of 
these studies found similar compositional limits with respect to the prevailing crystal structure as 
seen for the sputter-deposition films grown in refs. [13,36].  Solid solutions of Cu and Fe were 
also obtained from HPT, where the initial state of the system was a nanocomposite of Fe 
filaments in Cu [41] and a mixture of Cu and Fe powders [42].  In the latter study, samples with 
dilute Cu and Fe compositions formed a single solid-solution phase, while nanocomposites were 
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formed for those samples with more even atomic ratios.  In the former, the dissolution rate of the 
Fe filaments was dependent on the accumulated plastic strain, but not the strain rate. 
Irradiation-driven Cu-Fe alloys have also been studied.  Yang et al. [43] irradiated 
multilayered films with 200 keV Xe
+
 ions.  The total thicknesses of the films were 500 Å, grown 
by alternating the deposition of pure Fe and pure Cu to create films composed of eight bilayers.  
The films had overall compositions of FexCu1-x where x = 30, 50, or 70.  The irradiation induced 
an alloying of the Cu and Fe layers due to ion-beam mixing.  A number of additional metastable 
phases were also observed post-irradiation that were not present prior, including amorphous and 
quasicrystalline phases, illustrating that the systems were driven from equilibrium by the 
irradiation.  Other studies have employed TEM to observe the electron-irradiation damage 
incurred by Cu-rich alloys and examine the interactions of defects with Fe precipitates [44,45]. 
In refs. [15,40-42], the external driving force that altered the initial structure of the material 
was imparted mechanically, while in refs. [44,45], irradiating particles were utilized.  However, 
in all but one of these cases, the forcing was applied at room temperature.  Although the 
irradiation in ref. [45] was performed at elevated temperatures, the use of electrons would have 
resulted in a smaller defect production rate compared to the rate attained in this research, which 
used Kr
+
 ions with a higher energy.  Compared to the samples irradiated in this research, the 
electron irradiation would have produced less-energetic recoils and a lack of defect cascades, 
resulting in a much lower defect density.  While all of these studies did examine the influence of 
an external driving force, they did not create an environment in which the internal kinetics of the 
system (i.e., enhanced thermal diffusion) could sufficiently compete with the external forcing. 
 
4.2.2 Microcharacterization of Heavy-Ion-Irradiated Cu-Fe Films 
Previous work on irradiated Cu90Fe10 alloys [46] employed magnetization measurements.  By 
assuming that Fe precipitates in Cu behave like an assembly of superparamagnetic particles [47], 
the size of the precipitates could be determined.  These measurements, however, are very limited.  
If the size of a single-domain ferromagnetic particle is small enough or if the temperature is 
sufficiently high, the particle will behave like a paramagnetic system but with a total magnetic 
moment of the entire particle, hence the term superparamagnetic.  The assumption breaks down 
at the onset of ferromagnetic blocking, in which below the blocking temperature, TB, there is a 
permanent alignment of the magnetic moment of the particle.  In addition to ferromagnetic 
blocking, another potential issue is that the magnetic property measurement system (MPMS) 
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calculations are based on the assumption that the particles are pure.  While this is normally a 
reasonable assumption for a precipitation reaction under conditions of thermal equilibrium, the 
driven conditions of this study make this assumption unfounded. 
The magnetization measurements were performed in a SQUID-based Quantum Design 1T 
MPMS, and measurements were taken at 100K, 200K, and 300K.  They were performed on thin 
films grown to a thickness of ~200nm on an amorphous SiO2 layer on a Si substrate.  A 
complete, detailed description of how these magnetization measurements and subsequent 
calculations of particle sizes were done can be found in the Ph.D. dissertation by See Wee Chee 
[46].  Fig. 4.2 illustrates some of the results from this work.  The volume-average particle size is 
plotted instead of number-average particle size, because the volume average is more sensitive to 
the magnetic measurements.  Curves are plotted for data measured at both 100K and 200K.  
These results demonstrate the effect of ferromagnetic blocking with the samples irradiated at 
150°C and 200°C displaying different magnetizations at the different measurement temperatures.  
At the higher measurement temperature (200K), larger iron particles have become unblocked, 
leading to the calculation of a larger precipitate size.  The Fe particles in the samples irradiated at 
room temperature and 100°C were small enough to be unblocked at all irradiation doses at 100K, 
and a very minimal change was seen in the average particle sizes at these temperatures.  It was 
also found that TB for the Cu-Fe system goes beyond the highest measurement temperature of the 
MPMS for the samples irradiated at 200°C and above. This meant that despite the increase in the 
average particle size at 200°C shown if Fig. 2, the largest particles in these samples remained 
blocked.  Measurements performed at 300K were found to be very noisy, and because blocking 
was still an issue at this temperature, the resulting data were not included. 
 
Fig. 4.2  Volume-average particle sizes calculated from 
magnetization measurements by See Wee Chee [46]. 
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While there were limitations experienced with the magnetic measurements of this driven 
system – the ferromagnetic blocking and the assumption that the particles are pure – it was still 
informative.  Atom probe analysis can overcome both of these issues, but sample preparation and 
the collection and analysis of atom probe data are non-trivial and time-consuming.  Therefore, 
the MPMS results were used to determine a starting focal point for atom probe analysis of this 
system.  There was little change in the measured precipitate sizes at 150°C and below, so efforts 
to characterize the system using atom probe tomography were focused on irradiation 
temperatures of at least 200°C. 
 
4.3 Results from the Irradiation of Cu88Fe12 
 
4.3.1 Collecting Raw Data from Atom Probe Tips 
Operation of the Imago LEAP
®
 is nearly fully automated using the LEAP Control Center 
program.  First, a sample was manually moved into the analysis chamber, and then the tip was 
aligned with the local electrode.  Because the pulsed laser was utilized, a laser alignment was 
also required.  These alignments are shown for one Cu-Fe specimen in the screenshot in Fig. 4.3. 
 
Fig. 4.3  LEAP Control Center window showing tip and laser alignments with the local electrode. 
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Fig 4.4  LEAP Control Center window with the main instrument controls for laser-pulse mode 
and showing the run parameters during data collection process. 
 
The LEAP Control Center program also controls the operation of the atom probe during the 
field evaporation of the tip (Fig. 4.4).  As atoms are removed from the tip, slight corrections to 
the tip and laser alignments are sometimes required.  The target evaporation rate, which is 
defined as the percent of laser pulses that results in the field evaporation of an atom, can also be 
chosen by the operator.  This value was set at 0.20% at the beginning of a run, and would be 
increased incrementally as evaporation continued and showed good stability, with a maximum of 
3.00% being reached for tips that lasted for tens of millions of collected atoms. 
A second program, DaVis, visualizes the data that is being collected so that the operator can 
observe the results nearly instantaneously (Fig. 4.5).  Based on the applied voltage and the time-
of-flight of the ion that impacts the detector, a mass-to-charge ratio spectrum is created (Eq. 2.8); 
this is shown at the middle-right in the screenshot in Fig. 4.5.  The user can then “paint” the 
peaks according to element.  For these experiments, the peaks from Cu isotopes – 63Cu and 65Cu 
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– are painted red.  The spectrum shows that most Cu atoms came off the surface of the tip as 
singly-charged ions, while others were doubly-charged.  There are four stable isotopes of Fe – 
54
Fe, 
56
Fe, 
57
Fe, and 
58
Fe – with 56Fe being the most abundant.  Almost all Fe ions that impacted 
the detector were doubly-charged, and these peaks are colored blue in the spectrum.  Additional 
windows are colored light blue and yellow, highlighting peaks from Ga (from the FIB) and Ti 
(from the deposited bonding layer).  Based on these painted windows, an atomic concentration 
profile was created (bottom-right, Fig. 4.5).  A voltage plot is also shown (upper-right), as are 
two detector event histograms (left).  The upper histogram shows the location of all impacts on 
the detector and is colored by density of these events.  The lower histogram includes only those 
events that are included within the painted windows in the mass-to-charge ratio spectrum, and 
matches the colors used in the spectrum.  This allows the operator to see the microstructure of 
the sample in real time. 
 
Fig. 4.5  DaVis window giving the LEAP
®
 user immediate knowledge of what elements are in 
the sample, a time-dependent composition profile, and a view of the microstructure. 
 
4.3.2 Reconstructing Atom Probe Tips 
Reconstructions of the tip-shaped specimens were created from the raw data collected by the 
atom probe using Imago’s IVAS software.  The first step in creating a reconstruction is to select 
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from the voltage profile which portion of the data run (i.e., collection history) to reconstruct.  
The start of a data run is almost always unusable for a number of factors.  First, the tip and laser 
alignments generally need fine-tuning at the beginning.  Also, a high concentration of impurity 
gas atoms/molecules in the mass-to-charge spectrum is almost always present at the beginning of 
a run, including water, nitrogen, oxygen, and carbon dioxide.  Finally, a high concentration of Ga 
(> 1%) from the FIB milling process is also typical at the beginning of run.  Therefore, it was 
typical that the first few hundred thousand to one million events are not included in the 
reconstruction.  Next, ions that hit the outer edge of the detector need to be removed in order to 
eliminate the “mouse-bite” features from the surface of the reconstruction, as seen in the detector 
histograms in Fig. 4.5.  Finally, the mass-to-charge ratios to be used for the reconstruction are 
selected by creating windows within the desired peaks (Fig. 4.6).  The upper limit for each peak 
window was normally set at the position the intensity decreased to 5% of the peak maximum; the 
lower limit was set at the mass-to-charge ratio at the position where the intensity had dropped to 
0.5% of the peak maximum.  The IVAS software then used the assigned coordinates and element 
designations for all selected atoms and created the reconstruction.  A typical data run in the atom 
probe for these thin-film tips contained about 7-10 million atoms, which corresponds to a volume 
of roughly 2·10
6
 nm
3
, although runs of up to 50 million atoms were sometimes obtained. 
 
Fig. 4.6  Mass-to-charge spectrum in IVAS with selected peak windows. 
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4.3.3 Preliminary Data Processing 
After creation of the reconstructions, Fortran codes were written to perform most of the 
subsequent analyses.  The initial analysis coarse-grained these data by forming a lattice of cubes, 
1 nm
 
on a side, with each cube, or volumetric pixel (voxel), containing information on the total 
number of atoms in the voxel and the molar fractions of each alloy component.  Typical data 
showing distributions for atomic density are shown in Fig. 4.7.  Here the number of voxels 
containing n atoms is plotted as a function of n for an as-grown and an irradiated sample.  For 
comparison, a Poisson distribution is also plotted.  Because FCC Cu has an atomic density of 85 
atoms∙nm-3 and the detector efficiency of the LEAP® is ~50% [48], the expected atom count is 
42-43 atoms per voxel.  The data in Fig. 4.7 show nearly normal distributions with the peaks 
centered at the expected atomic density. 
 
Fig. 4.7  Atomic density distributions from reconstructions of an 
as-grown and irradiated sample. The irradiation dosage is given in 
ions∙cm-2. A Poisson distribution is shown for comparison. 
 
The deviations from a normal distribution are seen in Fig. 4.7.  The large number of counts 
for voxels containing less than ~15-20 atoms arise from voxels located on the edges of the 
reconstructions, i.e., some atoms belonging to these voxels were not collected in the detector.  
BCC and FCC Fe both have atomic densities similar to Cu, yet Fig. 4.8 shows there to be a 
difference in the atomic densities of Cu-rich and Fe-rich voxels.  This appears to derive from 
spatial errors associated with a difference in the evaporation fields between phases, as discussed 
in Chapter 2.  To avoid unnecessary statistical uncertainty in later analyses, voxels with low 
atomic densities were removed from the reconstructions.  However, to avoid biasing the 
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specimen compositions and other quantitative analyses, which could occur due to the lower atom 
counts in Fe voxels, only voxels with less than five atoms were removed. 
 
Fig. 4.8  Atomic density distributions for selected tips from three different temperatures.  
Distributions are shown for all voxels as well as for Cu-rich voxels only and Fe-rich voxels only.  
Although Fe and Cu phases have nearly identical atomic densities, the Fe-rich voxels in these 
samples on average have fewer atoms than the Cu-rich voxels.  The irradiation dosages are given 
in ions∙cm-2. 
 
4.3.4 Fe Distribution and Morphology 
Distributions for the Fe concentrations in voxels are shown in Fig. 4.9(a) for a series of 
irradiation temperatures.  A composition histogram for a hypothetical, random solid solution 
with an 88:12 atomic ratio is shown in addition to those for an as-grown sample and samples 
irradiated between 100°C and 350°C.  Each curve represents a single sample.  It is observed that 
the solute distribution for the as-grown sample deviates from a random solid solution; however, 
irradiation at 100°C brings the distribution closer to it.  This suggests that some decomposition 
takes place by surface diffusion during the growth process.  As the temperature is increased 
above 100°C, the alloy becomes increasingly decomposed, as illustrated by the initial peak in the 
distribution at 12 at.% Fe shifting to lower concentrations.  The upper plot in Fig. 4.9(b), which 
is a magnified view of the distributions at the higher Fe concentrations, also shows that 
precipitation is occurring, with the number of voxels containing larger amounts of Fe increasing.  
Despite the apparent precipitation, the Fe-rich peaks in the distributions at 300°C and 250°C are 
minimal, and no peak exists at 200°C.  Thus, irradiation causes decomposition above 100C, but 
the precipitates are not uniform in composition.  At 350°C, on the other hand, the distribution 
does indeed become bimodal, with peaks occurring at pure Cu and pure Fe.  It should be noted 
that the distribution for the sample irradiated first at 300°C and subsequently at 225°C is more 
similar to those irradiated at 200°C and 250°C than to the one irradiated at 300°C.  Lastly, the 
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bottom portion of Fig. 4.9(b) shows the integral curves for some of the distributions, again 
showing that voxels become richer in Fe with increasing irradiation temperature. 
 
Fig. 4.9  Composition histograms for selected atom probe tips and simulated for a random solid 
solution with 12% Fe.  (a) All tips (not including the as-grown sample) were irradiated to doses 
between 6.0×10
15
 and 3.0×10
16
 ions∙cm-2. The sample irradiated at two temperatures was first 
irradiated at 300°C before completing the irradiation at 225°C.  (b) The top plot is a magnified 
view from (a) of the smaller frequencies observed at the higher Fe percents.  The bottom graph is 
a plot of integral curves for total Fe atoms (%) vs. voxel composition (Fe %) for some of the 
samples analyzed in (a).  This plot shows that even though the number of voxels with a majority 
of Fe is very small, they appreciably impact the overall distribution of the Fe atoms.  Also of 
note is that even though the as-grown and random solid solution curves are markedly different in 
(a), the integral plot in (b) shows the Fe atom distributions for these two cases to be very similar. 
 
The morphology of the irradiation-induced precipitates in Cu88Fe12 can be seen in the atom 
probe reconstructions shown in Fig. 4.10 (from blue, Cu-rich, to red, Fe-rich).  While the as-
grown sample is dominated by light (greenish) blues throughout the reconstruction, the irradiated 
samples show increasing amounts of longer-wavelength colors with increasing irradiation 
temperature, as well as more dark-blue voxels representing regions depleted of Fe.  These 
reconstructions also show that the Fe does not precipitate as pure Fe under irradiation, but rather 
as mushy precipitates containing large fractions of Cu atoms.  A particularly interesting feature in 
the reconstructions of the samples irradiated at 300C and 350C is the appearance of small Cu 
clusters embedded within Fe precipitates.  The remaining analyses quantify the trends observed 
in these pictorial reconstructions. 
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Fig. 4.10  Reconstructions of atom probe tips using voxel compositions. In all six 
reconstructions, the front halves of the samples have been removed so that the voxels being 
shown are all in the same vertical plane. The tip shown in (a) is an as-grown sample (11.5% Fe), 
while those in (b), (c), (d), and (e) were irradiated to 3.0×10
16
 ions∙cm-2 at 100°C (11.8% Fe), 
200°C (12.8% Fe), 250°C (11.2% Fe), and 300°C (13.0% Fe), respectively. The specimen in (f) 
was irradiated at 350°C to 1.2×10
16
 ions∙cm-2 (14.8% Fe). The composition color key is 
composed of 15 distinct colors, meaning each color represents a composition range of 6.67%. 
 
Further analysis begins by associating a phase with each voxel, either the Cu-rich matrix or 
an Fe-rich precipitate.  A 50:50 atomic ratio was selected as the cutoff point for identifying a 
voxel as either matrix or precipitate.  Varying the cutoff ratio influences the calculated quantities, 
such as average precipitate size, but it does not significantly alter the primary trends.  For the 
purpose of identifying individual precipitates, Fe voxels sharing faces, edges, or corners (i.e., 1
st
, 
2
nd
, or 3
rd
 nearest neighbors) were considered to be part of the same precipitate. 
This analysis was first applied to examine the solubility of Fe in the matrix as a function of 
irradiation dose for various irradiation temperatures.  In Fig. 4.11(a), the molar fraction of Fe 
contained in precipitates, α, is plotted as a function of dose.  The amount of Fe that precipitates 
out of solution clearly increases with increasing temperature, but appears relatively constant with 
varying dose, after an initial dose of 6.0×10
15
 ions∙cm-2.  The average solubility of Fe in Cu 
under irradiation, shown in Fig. 4.11(b), is then obtainable as (1–α)XFe(initial), where XFe(initial) is 
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the average molar fraction of Fe in the sample.  These data clearly show that the solubility limit 
of Fe in Cu is highly extended by irradiation, but that the solubility decreases with increasing 
irradiation temperature.  Even at 300C, the solubility is ~9% and hence highly supersaturated; 
assuming a regular solution model, Fe has a solubility of ~0.007 at.% at this temperature in the 
absence of irradiation.  It is also noteworthy that the alloy approaches its steady-state solubility 
after a dose of less than 6.0×10
15
 ions∙cm-2, which corresponds to ~13 dpa.  This steady-state 
behavior is observed to persist to at least the highest irradiation dose tested in this study, ~65 
dpa; this is significant because materials used in nuclear reactor components are often subjected 
to damage of greater than 100 dpa during their service lifetime [49].  Also shown in this figure 
are the solubilities of samples irradiated first at 300C (to a dose of 1.5×1016 ions∙cm-2) and then 
irradiated further at 225C (with additional doses of 7.5×1015 and 1.5×1016 ions∙cm-2).  Because 
the solubility after the final irradiation at 225C does not depend on the initial state of the alloy, 
i.e., random solid solution (as-prepared), or highly phase-separated (after irradiation at 300C), it 
appears that unique steady-state solubilities are developed for a given irradiation flux and 
temperature, independent of the initial alloy morphology. 
 
Fig. 4.11  (a) Fraction of total Fe atoms contained in precipitates and (b) matrix composition as 
functions of dose for various temperatures. Trend lines have been drawn in manually. 
 
Some of the variances in the solubilities present in Fig. 4.11(a) may arise from the 
differences in the overall compositions of the specimens, ranging from 11-13% Fe. Examples of 
this are the samples irradiated at 200C to 1.2×1016 ions∙cm-2 and 3.0×1016 ions∙cm-2, having 
overall compositions of 11.5% and 12.8% Fe, respectively. The high-dose sample, with a higher 
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Fe concentration, has a significantly higher percent of Fe atoms that are located in Fe voxels 
compared to the intermediate-dose sample.  Also, the middle- and high-dose samples at 250C 
have compositions of 11.0% and 11.2% Fe, respectively, while the low-dose sample has a 
concentration of 12.4% Fe.  Again, the sample with the higher Fe concentration has a larger 
percentage of Fe that precipitated out of solution comparatively. 
 
4.3.5 Fe Precipitates 
While the previous section examined the distribution of Fe in the atom probe tips, this section 
reports on the size distribution of the Fe precipitates at different irradiation temperatures.  These 
data, which are plotted in Fig. 4.12, show the fractional amount of precipitated Fe that is 
contained within certain ranges of precipitate size.  This distribution was preferred over a simple 
distribution of precipitate sizes in order to better represent the size of the precipitates that contain 
most of the precipitated Fe.  For example, there are a large number of very small Fe clusters, and 
because any voxel with at least 50% Fe is labeled as an Fe voxel, the fraction of precipitates in 
the small end of the distribution overwhelms the distribution, but in fact contains very little of 
the precipitated Fe.  These issues are eliminated in Fig. 4.12 by basing the distribution on the 
amount of Fe in the precipitates instead of the number of precipitates.  The trend of increasing 
precipitate size with increasing temperature is clearly illustrated.  Again, the precipitate sizes in 
the samples irradiated first at 300°C and then at 225°C are similar to those irradiated at 200°C 
and 250°C and not to those irradiated at 300°C. 
 
Fig. 4.12  Distribution of precipitated Fe atoms based on the size of the precipitates within which 
the Fe atoms are located.  Data for all tips irradiated up to 300°C are included as well as for the 
as-grown sample.  The legend matches each color to a corresponding maximum diameter value. 
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The volume-averaged sizes of the precipitates are plotted as a function of irradiation dose for 
the different irradiation temperatures in Fig. 4.13.  Volume-weighted averages were used 
because of the large number of extremely small clusters that were only a few voxels in size, as 
mentioned above.  For example, 171 precipitates were detected in the sample irradiated to a dose 
of 1.2×10
16
 ions∙cm-2 at 300°C, but 134 of them had an effective diameter of less than 2 nm.  As 
seen in Fig. 4.12, less than 1% of all Fe that precipitated out of solution was located in these tiny 
clusters, even though they account for 78% of the precipitates in that sample.  Instead of 
arbitrarily defining a minimum number of voxels that constitute a precipitate, a volume-weighted 
average was employed in order to lend more weight to those precipitates that accounted for most 
of the precipitated Fe.  For temperatures ≤ 250C, the size saturates after the initial dose of 
6.0×10
15
 ions∙cm-2, and thus these values represent a steady-state patterning system, as discussed 
in Section 2.2.  The data for the samples irradiated at 300C, on the other hand, show no 
indication of saturation, even at doses five times higher, demonstrating macroscopic phase-
separation.  Also, the samples first irradiated at 300°C to a dose of 1.5×10
16
 ions∙cm-2 and then 
re-irradiated at 225°C show a decrease in the average precipitate size compared to those 
irradiated only at 300°C.  Thus, similar to the average solubility, the average precipitate size 
appears independent of the initial microstructural state of the alloy, demonstrating again that the 
steady-state microstructures of these irradiated alloys depend only on the irradiation temperature 
and irradiation intensity.  Specimens annealed at each temperature, but not irradiated, showed 
little change in their microstructures. 
 
Fig. 4.13  Volume-average Fe precipitate sizes for samples irradiated from 100°C-300°C and an 
as-grown sample. The data at 300°C show a continuous growth of the Fe clusters, a change from 
the lower temperatures. Trend lines have been drawn in manually. 
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Data were also obtained on samples irradiated at 350°C.  The precipitates in these samples 
tended to be large, as seen in Fig. 4.10(f), and few in number; in fact, each of the three samples 
irradiated at 350°C had just one large precipitate within the reconstruction volume.  While 
comparisons of average precipitate sizes were therefore not possible, it was noted that a 
precipitate with a volume of ~34,000 nm
3
 was observed at 350°C, whereas the samples irradiated 
at 300°C showed a maximum individual precipitate size of ~17,000 nm
3
.  The precipitates 
formed during irradiation at 350ºC, moreover, were nearly pure Fe, as seen if Fig. 4.10(f), where 
most of the precipitate is shown to be comprised of red voxels. 
Figures 4.9 and 4.10 show that for irradiations at 300ºC and below, the Fe precipitates are not 
pure, but rather are mushy precipitates containing large fractions of Cu atoms.  Figure 4.14 
reports the volume-averaged, steady-state compositions of these precipitates.  This quantitatively 
demonstrates that the precipitates become increasingly Fe-rich as the irradiation temperature 
increases.   The solubility of Cu in the Fe precipitates therefore mimics the solubility of Fe in the 
Cu-rich matrix (Fig. 4.11(b)).  The average solubilities at 350°C, however, still reveal significant 
Cu fractions in the precipitates.  As described in the previous paragraph, the samples irradiated at 
350°C each consisted of one significant precipitate; the reconstruction in Fig. 4.10(f) of the 
intermediate-dose sample is representative of all three samples.  Nearly all voxels in these three 
large precipitates are red, corresponding to a composition of 93.33-100% Fe.  While the average 
precipitate composition for the intermediate-dose sample is ~94%, just above the lower limit for 
red voxels, the other two samples have average compositions in the 80% range, well below the 
cutoff for red voxels.  This inconsistency will be discussed in the following section. 
 
Fig. 4.14  Volume-averaged precipitate compositions for all samples, showing a distinct increase 
in Fe composition with increased temperature. Trend lines have been drawn in manually. 
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While Fig. 4.14 provides information about the average compositions of Fe precipitates for 
each temperature, the atom probe further enables an analysis of each individual precipitate.  The 
previous analysis showed that the average Fe concentration in precipitates increases with 
increasing irradiation temperature, but the next question is whether or not the composition of a 
precipitate at a given temperature is dependent on size.  Figure 4.15 plots the concentration of Fe 
in each precipitate as a function of precipitate size.  The black line in these plots represents 100% 
Fe, meaning if a precipitate were to have zero Cu atoms included in any of its voxels, the datum 
point for that precipitate would fall on that black line. 
 
Fig. 4.15  The Fe content of each individual cluster, based on at.% Fe, as a function of volume.  
Linear fits are shown for each temperature.  The plot in (b) and the inset in (a) are magnified 
views of the larger plot in (a) at small volumes. 
 
Data points for all three irradiated tips at each temperature are plotted as a single data set, and 
a linear fit was applied to all four data sets.  The slopes of these linear fits are equal to the Fe 
percents achieved at the separate temperatures, assuming size-independence.  The linear trend 
lines all have very good fits – with R2 values of ~0.998 – which at first glance, leads to the 
conclusion that the precipitate composition is independent of size for a given temperature.  
However, the inset in Fig. 4.15(a) brings this conclusion into question.  This inset examines the 
Fe content in precipitates up to 300 nm
3
 in size, or ~8 nm in (effective) diameter.  Although all 
four linear fits are visibly diverging with increasing precipitate size, the data points for all 
temperatures are mixed together, with nearly all data points falling below the trend line for 
300ºC.  This trend continues up to a size of about 500 nm
3
, as seen in Fig. 4.15(b).  However, 
above 500 nm
3
, a separation between data points for 250ºC, 300ºC, and 350°C becomes clearly 
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evident.  These findings suggest that precipitate composition is weakly dependent on size, with 
the composition of precipitates below ~10 nm in effective diameter appearing unchanged across 
all temperatures.  For precipitates larger than 10 nm, the decrease in Cu composition with 
increasing irradiation temperature is not unexpected.  As the temperature is increased, the 
kinetics of the system allow for faster enhanced thermal diffusion, which acts to phase-separate 
the elements, and the level of supersaturation is decreased.  However, the cause of the 
temperature-independence observed for precipitates smaller than 10 nm is unclear at this time.  It 
is possible that simulation work could provide an explanation for this behavior. 
Finally, x-ray diffraction was performed on thin films deposited on SiO2 to determine the 
crystal structure of the Fe-rich precipitates (Fig. 4.16).  The (111) Bragg reflections for Cu and γ-
Fe are at nearly the same values of 2θ [37,38], and due to the small volume fraction of Fe-rich 
precipitates in the samples analyzed in this study, a possible (111) γ-Fe peak would be hidden by 
the more intense (111) Cu peak.  The (110) α-Fe reflection, however, is observable, and small 
but discernable (110) α-Fe peaks are seen for samples irradiated at 300ºC and 350ºC.  In the 
patterning regime (T ≤ 250C) on the other hand, no evidence of BCC Fe was found.  This latter 
result was corroborated by Mössbauer spectroscopy, with no BCC Fe resonance peaks observed 
after irradiation at 250ºC (Fig. 4.17(b)).  A sample annealed at 650ºC, with both BCC and FCC 
absorption peaks, is shown in Fig. 4.17(a) for comparison.  These XRD and Mössbauer 
spectroscopy results echo those from the annealing studies in ref. [14,36], which also found no 
BCC phase until an annealing temperature of 300ºC was reached.  Further analysis of the 
Mössbauer spectrum for the sample irradiated at 250ºC showed that Fe atoms in this sample are 
surrounded by 10-11 Cu atoms, on average, and only 1-2 Fe atoms.  This corroborates the data in 
Fig. 4.11(a), showing that at 250ºC, 80-85% of Fe atoms are still in solution. 
The observation of only FCC Fe at 250ºC and below while BCC Fe was detected at higher 
temperatures helps to explain the changes in Cu grain sizes shown in Fig. 4.16.  Below the 
patterning–macroscopic growth transition temperature, where only small (presumably coherent) 
FCC Fe particles are present, the Cu grain size increases substantially from the as-grown state.  
At 300ºC and 350ºC, on the other hand, the Fe precipitates are BCC (and incoherent) and thus 
good pinning sites for grain boundaries. Grain growth at these temperatures indeed is far less 
rapid. 
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Fig. 4.16  XRD spectra for Cu88Fe12 samples grown on SiO2. The numbers 
under each peak are grain/precipitate sizes based on the Scherrer equation 
for Cu (111), left, and Fe (110), right. The dotted lines are Bragg 
reflection positions for pure Cu and BCC Fe. 
 
 
Fig. 4.17  Mössbauer spectroscopy results for Cu88Fe12 (a) annealed at 
650ºC and (b) irradiated at 250ºC.  The spectrum in (a) has absorption 
peaks from Fe in both BCC and FCC environments, while (b) only has 
absorption peaks from FCC Fe. 
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4.3.6 Radiation-Induced Supersaturation at 350ºC 
The radiation-induced supersaturations of the Cu-rich and Fe-rich phases have been 
quantified above as averages taken from each reconstruction (Figs. 4.11 and 4.14), but Fig. 4.18 
examines the compositions in and around individual precipitates at 350°C.  Three samples were 
irradiated at 350°C, and each had one very large Fe precipitate within the analyzed volume 
(intermediate-dose tip shown in Fig. 4.10(f)).  Proximity histograms for these three large 
precipitates are shown in Fig. 4.18.  Using the IVAS program, isoconcentration surfaces were 
created at a composition of 50 at.% Fe, thereby defining a surface around each Fe-rich region.  
Then, shells were created around this isoconcentration surface, with each having a thickness of 
0.10 nm.  The volumes of these different shells were then analyzed so that a composition profile 
was created as a function of distance from the 50% isoconcentration surface. 
 
Fig. 4.18  Proximity histograms for the largest precipitate in each of the 
three samples irradiated at 350°C.  Negative distance values correspond to 
the volume inside of the 50% isoconcentration shell, and the blue and red 
curves are the Fe and Cu compositions, respectively. The increasing 
thickness of the curves corresponds to increasing irradiation dose. 
 
The resulting profiles reveal that these large precipitates achieve nearly pure cores (98-99 
at.% Fe).  This is in contrast to the Cu matrix, which remains more-highly supersaturated with 
Fe.  The low- and high-dose samples have matrix concentrations surrounding these precipitates 
of nearly 10 at.% Fe, although the remaining sample, i.e., intermediate-dose, achieved a solid 
solution of only 4-5 at.% Fe.  This composition of 4-5% Fe, however, still represents a highly 
supersaturated solid solution given the negligible solubility at this temperature under thermal 
equilibrium.  The reason why samples irradiated to different doses have different matrix 
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compositions at the periphery of the precipitate appears not to depend specifically on dose, but 
rather represents the concentration fluctuations around different precipitates.  For example the 
four reconstructions in Fig 4.10 are seen to have Cu-rich matrices that are heterogeneous in 
composition; some regions of the matrices in these samples are depleted of Fe to the point of 
consisting of only the darkest blue-colored voxels, while other areas contain a mixture of dark 
and light blue-colored voxels.  A direct comparison between the low- and intermediate-dose 
samples at 350°C is made in Figs. 4.19(a) and 4.19(b), respectively.  The matrix surrounding the 
low-dose sample is composed of a mixture of blue colors, causing the solid solution composition 
to level out at ~10% for the profile in Fig. 4.18.  However, there is a portion of the matrix 
volume that is depleted of Fe further from the precipitate, which would explain an overall matrix 
composition of ~6%, plotted in Fig. 4.11(b). 
 
Fig. 4.19  Voxel reconstructions for tips irradiated at 350°C to doses of (a) 6.0×10
15
 and (b) 
1.2×10
16
 ions∙cm-2.  The precipitate in (b) is surrounded by mostly dark-blue voxels, while 
the precipitate in (a) has a significant number of lighter-blue voxels in the near-vacinity. 
 
The profiles in Fig. 4.18 also provide insight into the composition of the Fe-rich phase.  In all 
three samples, the profile inside the precipitate shows a base Cu concentration of 1-2%.  These 
results thus yield a much lower Cu concentration inside the precipitates than the plot in Fig. 4.14, 
which shows the volume-averaged precipitate compositions at 350°C to fluctuate in the range of 
83% to 94% Fe.  The reason for the disparity in these numbers can be seen by inspecting the 
interface sections of the profiles in Fig. 4.18.  It is observed that the compositions do not 
approach the base of 1-2% Cu until about 2.5-7.5 nm inside of the 50:50 interface.  This means 
that there is a shell of increased Cu concentration nanometers in thickness around the outside of 
each precipitate.  These voxels within the interface thickness affect the average precipitate and 
matrix compositions plotted above, but the profiles in Fig. 4.18 still show the system to have 
significant supersaturations in both phases.  The interfaces will be discussed further below. 
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4.3.7 “Cherry-Pit” Microstructure 
The analyses above have illustrated that under irradiation the precipitates are not only highly 
supersaturated but also inhomogeneous.  Figure 4.10 illustrates that the Fe-rich regions in 
samples irradiated at 200C and above are subject to compositional gradients, and those 
irradiated at both 300C and 350C contain Cu-rich islands, or “cherry-pits”, enveloped within 
the Fe-rich precipitates.  The concentration variations associated with these cherry-pits are 
illustrated in the voxel reconstructions in Fig. 4.20 and the proximity histograms in Fig 4.21.  
The Fe concentrations in these cherry-pits are seen to be significant, although due to the different 
evaporation fields of Cu and Fe, the accuracy of the measured compositions of features on this 
length scale – only a few nanometers in size – is limited. 
 
Fig. 4.20  Voxel reconstructions of the (a) intermediate- and (b) high-dose 
samples irradiated at 350°C. In both images, a cut in the x-y plane through 
a large Fe precipitate is viewed looking down the tip axis. 
 
A 1-nm-thick atom layer of the planar cut in Fig. 4.20(b) is shown in Fig. 4.22.  The Fe 
atoms depicted in Fig. 4.22 have been reduced in size to better reveal the Cu cherry-pits.  There 
are six of these Cu-enriched clusters inside of the Fe precipitate in this particular x-y plane.  
Some of them are indeed islands of Cu completely detached from the Cu matrix.  Others, 
however, are not islands, but rather are connected to the Cu matrix. 
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Fig. 4.21  Proximity histograms for two cherry-pits, one each from inside 
the Fe-rich precipitates in the intermediate- and high-dose samples at 
350°C.  The Fe concentrations begin to drop away from the cherry-pit due 
to the analyzed volumes crossing into the Cu-rich matrices. 
 
 
Fig. 4.22  A 1-nm-thick atom reconstruction map from the high-dose sample at 350°C in 
the same x-y cut plane shown in Fig. 4.20(b).  The Fe atoms (blue) have been minimized 
to make the Cu atoms (red) more visible.  The diameter of the layer is ~52nm. 
 
4.4 Discussion 
 
4.4.1 Agreement with Previous Studies 
This chapter has so far examined the microstructural evolution of Cu88Fe12 films when placed 
in an irradiation environment.  Using atom probe tomography, it was observed that during 1.8 
MeV Kr
+
 irradiations: the alloys undergo compositional patterning within the approximate 
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temperature interval 100C < T < 300C; at 300C and above these alloys show macroscopic 
coarsening, and at 100C and below they are homogeneous. These observations are in good 
qualitative agreement with the predictions by Enrique and Bellon, as sketched in Fig. 2.5 [50]. 
The results also agree well with the findings of Krasnochtchekov et al. [1] for dilute Cu-Co 
alloys, although the patterning regime extended to somewhat higher temperatures in the Cu-Co 
alloys (330C). 
The somewhat higher temperature of the boundary separating patterning and macroscopic 
coarsening in Cu-Co compared to that in Cu-Fe can be attributed to the difference in diffusivities 
in Cu of Co and Fe.  As described in Section 2.1.3, the radiation-enhanced diffusion coefficient 
is a function of both the solute diffusion under thermal equilibrium (vacancy mechanism only) 
(Dth) and interstitial diffusion (Di).  While the possibility of solute diffusion by an interstitial 
mechanism cannot be ruled out, because the atomic radii of Cu, Fe (in an FCC crystal), and Co 
are all very similar [51], it will be ignored in the present discussion.  For the vacancy mechanism 
of diffusion, the solute diffusion coefficient under irradiation is given by Eq. 2.2. 
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The value of FethD  is larger than 
Co
thD  in Cu by a factor of ~2.4 at 700C [52], and assuming that  
Cv and C0 are equal for these dilute alloys, DRED will be smaller for Co than for Fe in Cu.  
Because  = ΓB/Γth,RED (Eq. 2.5) (see Fig. 2.5), and ΓB is the same for the two alloys, it is thus 
expected that the transition temperature between the patterning and macroscopic phase-
separation regimes in Cu-Co will be shifted to a higher temperature compared to that for Cu-Fe, 
i.e., to obtain the same value of , a higher irradiation temperature is required for Cu-Co than Cu-
Fe.  This temperature shift can be calculated by extrapolating the diffusion data from Mackliet 
[52] to 300 ºC; an expected temperature shift of ~20C is obtained, which is in good agreement 
with the experiments. 
 
4.4.2 Phase Morphology 
This section examines the detailed precipitate morphology of Cu88Fe12 under irradiation.  It is 
first noted that below 350C the precipitates are irregular in shape and inhomogeneous in 
composition.  This contrasts strongly with a previous APT study of thermal precipitation of Fe in 
Cu, where it was reported that Fe particles greater than 5 nm in diameter were nearly pure and 
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that the compositional change across the precipitate-matrix interface was abrupt [53].  A second 
study [54] also examined the precipitation of Fe in Cu using APT and found that the composition 
reaches 100% Fe inside of precipitates as small as ~7 nm in diameter.  This size is similar to the 
volume-average measured for the samples irradiated at 200C in this research.  The precipitates 
seen in the reconstruction in Fig. 4.10(c), however, have much lower Fe compositions.  These 
findings demonstrate that when γ is on the order of unity the assumption that the alloy is close to 
equilibrium breaks down. 
A surprising observation is the formation of Cu-enriched regions within the Fe-rich 
precipitates during irradiation at 300C and 350C, i.e., in the macroscopic growth regime.  This 
behavior is somewhat reminiscent of the satellite precipitates observed for Au nanoparticles in 
SiO2 [55] and oxide precipitates in ODS ferritic-martensitic steel alloys [56].  In the former case, 
it is likely that the satellites are transients that will disappear at high radiation doses when the 
large precipitates shrink.  For the ODS alloys, it remains unclear whether or not the oxide 
precipitates are stable [56].  For the present case, it is reasonable that Cu will precipitate in Fe, as 
very dilute amounts of Cu (< 2 at.%) are known to precipitate in α-Fe under irradiation at ~300ºC 
[57,58], and Fig. 4.14 shows that the Cu concentration in Fe is significantly above 2 at.% during 
irradiation at 300C and 350C.  The outstanding questions at hand thus are how large the Fe 
precipitates need to be for the Cu cherry-pits to form and the dependence of Cu concentration on 
precipitate size.  These will depend on the Cu mobility in Fe under irradiation, the rate of Cu 
injection by ballistic events, and the nucleation kinetics of Cu precipitates.  While these 
questions cannot be answered from the few cherry pit structures observed in this study, they have 
been considered in related work using KMC simulations [59].  Those results are briefly 
summarized here. 
The KMC simulations were performed in work completed by a fellow group member, 
Shipeng Shu [59].  The important finding from this study was that cherry-pit structures similar to 
the ones observed in the Cu-Fe experiments were observed to form in a model binary A-B alloy 
under irradiation.  A parametric study indicated that the formation of the pits required a low 
equilibrium solubility and a low diffusivity of the A matrix atoms in the B-rich precipitates, 
relative to the solubility and diffusivity of the B atoms in the A-rich matrix (Fig. 4.23).  Both 
conditions are in fact met for the Cu-Fe system (Fig. 4.18 and [60]), so the KMC simulations are 
in good agreement with the experiments.  Otherwise, the A atoms injected from the matrix into 
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the precipitates were able to diffuse back to the precipitate/matrix interfaces, thus preventing the 
formation of pits.  The simulations also revealed that cherry-pit structures could form in both the 
macroscopic phase-separation and compositional patterning states, depending upon the 
asymmetry of solubility and diffusivity between the A and B elements, although pits were only 
found in the former experimentally in Cu-Fe alloys.  Finally, the KMC simulations suggested 
that the cherry-pit structures are dynamical structures, with a near-periodic cycle of pit 
nucleation, growth, and absorption by the matrix.  This finding, however, could not be confirmed 
by the present experiments since they only offer a static view of the cherry-pits. 
 
Fig. 4.23  Results of a KMC simulation [59] showing a steady-state 
structure with cherry-pits under specified conditions with respect to the 
behavior of A atoms in B and B atoms in A. 
 
4.4.3 Chemical Rate Equations 
Chemical rate equations can be helpful in elucidating this dual-precipitation 
microstructure – with A-rich precipitates inside of B-rich precipitates in an A-rich matrix.  Rate 
equations examine the interactions between vacancies, interstitials, and sinks as a function of 
their concentrations [61].  The defect concentrations as functions of time can be represented by 
Eq. 4.1, 
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where K0 is the Frenkel pair production rate (multiplied by an efficiency term), and the second 
and third terms represent the annihilation of the defects through recombination and sink-
adsorption, respectively.  The concentration variables Ci, Cv, and Cs are for interstitials, 
vacancies, and sinks, respectively.  The terms Kiv and Kiv,vs are rate coefficients.  Equation 4.1 
can be used to solve for DRED, which comes from Eq. 2.1. 
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While Eq. 4.1 can be used to calculate a value for the vacancy concentration under irradiation, 
the value of fi in the interstitial term is not known, so it will therefore be assumed that the 
contribution of interstitials to solute diffusion is negligible.  The validity of this assumption will 
be discussed at the end of this section. 
The reaction rates between the defects and sinks are proportional to the diffusion coefficients 
of the defects, and at steady-state, the defect concentrations are constant, meaning Ci and Cv can 
be related through Eq. 4.2. 
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The rate coefficient Kiv can be substituted for using Eq. 4.3, 
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where riv is the recombination radius and Ω is the atomic volume.  Finally, the sink-adsorption 
term can be simplified using an approximation from ref. [62], shown in Eq. 4.4, 
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where r0 is the spherical grain radius.  At steady-steady, the vacancy concentration will not 
change with time, and substituting for Ci, Kiv, and the sink-absorption term using Eqs. 4.2, 4.3, 
and 4.4, then Eq. 4.1 becomes Eq. 4.5. 
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The recombination radius riv was related to Ω by Sizmann [61], and the value of K0 can be 
determined based on the experimental parameters of the irradiation.  This leaves Dv as the only 
remaining unknown other than Cv. 
While a value for Dv can be calculated using data from the Landolt-Börnstein database 
[60,63], which would then allow for values of Cv and ultimately DRED to be determined, 
calculating exact values for the radiation-enhanced diffusion of Cu in Fe and Fe in Cu is not 
necessary for the current analysis.  In ref. [64], an analysis of a similar treatment of the chemical 
rate theory from Sizmann [61] is applied to irradiated Cu-W alloys with similar grain sizes to 
those found in the Cu88Fe12 samples in this research.  In that study, it was determined that by 
200°C, the system was in the sink-limited regime.  It is therefore assumed that by 350°C, where 
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clearly-defined cherry-pits are observed, the Cu-Fe alloy is also in the sink-limited regime.  From 
the Landolt-Börnstein database [60], it is found that the diffusion rates of Cu in Fe and Fe in Cu 
under thermal equilibrium are similar to one another (within about two orders of magnitude).  At 
350°C, the large Fe precipitates with cherry-pits seen in the atom probe reconstructions are 
similar in size to the average Cu grain size measured from XRD.  Given that the defect 
production rate is the same in both phases, the Cu grains and Fe precipitates are comparable in 
size, and the solute diffusion rates are similar under thermal equilibrium, it is expected that in the 
sink-limited regime, the values of DRED for Cu in Fe and Fe in Cu will also be similar. 
Based on this determination, it should not be unexpected that precipitation of Cu would occur 
inside of the Fe-rich precipitates.  If the solute mobilities are similar, one should expect 
precipitation in both phases, as the forced atomic mixing caused by the irradiation continuously 
solutionizes the two elements in both phases.  If Cu was significantly less mobile in Fe compared 
to the Fe mobility in Cu, this could preclude the formation of cherry-pits.  Therefore, it is 
expected that similar diffusion values are required to obtain this cherry-pit microstructure. 
As mentioned previously, the addition of Cu to BCC Fe increases the lattice parameter 
[13,39], and a Cu atom has an atomic size ~3% bigger than that of a BCC Fe atom.  Therefore, 
the Cu atom is slightly oversized, suggesting that the assumption that interstitials do not 
contribute to the solute diffusion is reasonable.  However, an FCC Fe atom has a similar atomic 
size to that of Cu [37,38], so the assumption is less convincing in the case of Fe diffusion in Cu.  
Finally, it should be recognized that the arguments presented here are not meant to be 
conclusive, but rather only provide a reasonable rationalization of the experimental results.  A 
more detailed explanation can be found in ref. [59]. 
 
4.4.4 Atomic Densities and Interfaces 
A major limitation of the APT method stems from the difficulty in probing regions with large 
gradients in chemical composition, such as phase boundaries.  Because the present work has 
focused on nanoprecipitates, some discussion of this issue is warranted here.  As explained in 
Chapter 2, the atom probe operates on the principle of the field evaporation of ions from the 
surface of the sample tip [48,65]. If the evaporation fields of the elements (or phases) present in 
the sample are significantly different, it can lead to errors in the spatial coordinates assigned to 
the collected atoms. Vurpillot et al. [4,5] suggested that the critical quantity controlling this error 
is the ratio of the evaporation fields of the two phases (termed the reduced evaporation field).  
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Vurpillot suggests that if the ratio is between 0.9 and 1.1, these errors should be minimal, and a 
spatial resolution better than 1nm is possible.  The experimentally-observed evaporation fields of 
Fe and Cu are 35 V/nm and 30 V/nm, respectively [6], resulting in a reduced evaporation field of 
1.16, and thus just outside of this limit. 
 
Fig 4.24  Detector histograms from the DaVis program.  The rings of increased atomic density 
can be matched to the edges of the precipitates.  In the upper histograms, there is a circular area 
on the left side just below the y = 0 line that has a decreased atomic density, and there are three 
lines of decreased density extending from that circle.  This is representative of a pole figure, 
likely showing the orientation and three-fold symmetry of a (111) plane. 
 
Because Fe has a larger evaporation field than Cu, atoms from the precipitate will have 
trajectories from the tip to the detector in the atom probe that cause them to spread out, thereby 
causing a dilation of the precipitate in the reconstruction, as described in Section 2.4.3.  Because 
of the inaccuracy of the spatial coordinates assigned to these atoms, some parts of the 
reconstruction will have higher-than-expected atomic densities, while others will have lower-
than-expected densities.  This phenomenon is illustrated in the DaVis screenshots in Fig. 4.24.  
The upper detector histograms in these images are colored by density of events such that longer-
wavelength colors correlate to more hits.  By comparing these histograms to the composition-
based histograms below, it is observed that the yellow and red areas are surrounding the Fe 
 71 
precipitates.  This is due to Fe atoms from the precipitate being assigned spatial coordinates in 
the nearby matrix, making a ring of higher atomic density around the precipitate in the 
reconstruction.  This causes the atomic density of the parts of the precipitate to be artificially 
low.  These density disparities can be seen in Fig. 4.25. 
 
Fig 4.25  2-nm thick vertical atom layers of the sample irradiated to 1.2×10
16
 ions∙cm-2 at 350°C. 
The Fe and Cu atoms are blue and red, respectively. The reconstructions are 70nm wide and 30 
nm tall.  Both layers of atoms cut through the middle of the precipitate, with the layer in (a) 
being an “x-z” cut and the layer in (b) being a “y-z” cut.  In many places in both images, the 
outer portion of the Fe precipitate has a low atomic density.  There is also a shell of increased 
atomic density around the precipitate, particularly evident on the left side of the precipitate in (a). 
 
The final part of this discussion focuses the on interface width between the Fe precipitates 
and the Cu matrix.  Figures 4.10 and 4.18 suggest that these interfaces are not as sharp as those 
observed during thermal aging; note green voxels always separate red and blue voxels in Fig. 
4.10 and the interface widths in Fig. 12 are 2-4 nm, even though the system is at 350ºC and in the 
macroscopic growth regime.  This observation disagrees with KMC simulations, and hence the 
accuracy of the interface widths is examined here. 
To study this effect, the 2-nm thick atom layers in Fig. 4.25 are examined.  These images 
show vertical planes of atoms from the sample irradiated to an intermediate-dose at 350°C.  
These planes, which are normal to the tip axis, cut through the entire cross section of the large 
precipitate.  Due to the higher evaporation field of Fe, the precipitate evaporates slower than the 
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Cu matrix during the APT analysis. This causes the surface of the Fe precipitate to be raised up 
above the surface of the surrounding matrix, causing the local surface geometry to differ from 
the global curvature of the tip, as discussed in Section 2.4.3.  This difference in surface curvature 
causes the spatial errors to occur, and the precipitate becomes dilated in the reconstruction.  This 
is evident in Fig. 4.25(a), particularly on the left side of the precipitate, where a shell of Fe atoms 
has spread into the Cu-rich matrix; it is thickest near the middle of the precipitate, thinning as the 
top and bottom of the precipitate are approached. The positions of matrix atoms also appear 
affected, as the density of Cu atoms in this overlap region is greater than the density seen farther 
from the precipitate (also visible in Fig. 4.22).  It is presumed that this is due to slight alterations 
in the trajectories of the Cu atoms adjacent to the Fe precipitate, caused by the change in surface 
curvature at the precipitate–matrix interface.  The interface on the upper right-hand side of the 
reconstruction in Fig. 4.25(a) does not show any such overlap, but this is because the curvature 
of the precipitate at this location mimics the global curvature of the tip.  From this analysis, it is 
concluded that when the phases present have different evaporation fields, as is the case for this 
alloy, the interface widths obtained from APT are not reliable.  With different evaporation fields, 
the dilation (or contraction) of the precipitate in the reconstruction is not uniform, as illustrated 
in Fig. 4.25.  The size and shape of the precipitate as well as its location and orientation inside of 
the tip affect the resulting spatial errors.  The only circumstance that would afford a meaningful 
analysis of the interface width is if the tip surface and precipitate share a common tangent plane. 
 
4.5 Conclusions 
 
The experimental work described in this chapter provides a detailed picture of the 
microstructural evolution in Cu88Fe12 during irradiation at elevated temperatures.  While 
previous studies have offered a broader overview on such evolutions, the use of atom probe 
tomography has yielded information at the atomic level, which is required to understand the 
behavior of this driven alloy.  Samples of Cu88Fe12 were found to achieve steady-state 
microstructures as first put forward by Enrique and Bellon [50], with a nano-scale patterning 
regime persisting at the experimental temperatures of 200°C and 250°C.  At 300°C and above, 
macroscopic growth was observed.  The Fe-rich particles did not precipitate as a pure phase, and 
the Fe composition of these particles increased with increasing temperature.  This phase 
separation is therefore not purely a function of Fe diffusion but rather a balance between this 
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diffusion and ballistic mixing.  Cu-rich clusters were observed inside of the Fe-rich precipitates, 
but only in the growth regime.  KMC simulations and chemical rate equations were able to 
substantiate the formation of these “cherry-pits,” and while they were not observed in the 
patterning regime for this alloy, it seems plausible that if an immiscible alloy were composed of 
two elements that had suitable parameters with respect to one another (i.e. diffusivities and 
solubilities), a dual-precipitation microstructure could be found to exist in which both phases are 
patterning inside of one another, leading to an extremely fine yet stable nano-patterned 
microstructure under an extreme irradiation environment. 
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CHAPTER 5 
 
IRRADIATION-DRIVEN SELF-ORGANIZATION 
IN THE CU-V SYSTEM 
 
The second binary alloy that was studied during this research was Cu-V.  As described in 
Chapter 2, a number of Cu-based binary alloys have been examined at the University of Illinois 
in order to systematically study how the properties of a material alter its self-organizing behavior 
under irradiation.  Cu-Fe was the first such system examined using APT, and a second system 
was chosen for APT analysis to examine the nano-scale microstructural behavior of a different 
alloy.  Cu-V was selected for two primary reasons.  First, although diffusion data for V in Cu is 
limited [1], it was expected that the mobility of V in Cu is less than that of Fe due to the larger 
atomic size difference and the more refractory nature of BCC V (similar to Nb), and this might 
effect the formation of cherry pit structures.  In the Cu-Fe system, the patterning of Cu in Fe was 
only observed when Fe was in the macroscopic growth regime in Cu.  In this system, the 
irradiation-enhanced diffusivity of Fe in Cu was calculated to be significantly higher (~10
6
) than 
that of Cu in Fe (Section 4.4.3); for V, the disparity in the diffusivities may be smaller.  
Secondly, a theoretical evaporation field for V is given as 30V/nm [2], which is equal to the 
experimentally-observed value for Cu, making Cu-V an ideal candidate for analysis using APT.  
This may reduce artifacts encountered for Cu-Fe discussed in Chapter 4.  The Cu-V system was 
therefore examined in much the same manner as Cu-Fe, although TEM analysis was used to 
supplement the APT data. 
 
5.1 Background Information 
 
The Cu-V phase diagram is shown in Fig. 5.1.  The terminal solid phases are seen to have 
low mutual solubilities, with V having a maximum solubility in Cu of ~0.4 at.% [4].  The system 
also features a miscibility gap in the liquid phase.  The maximum solubility of Fe in Cu is 
relatively much higher, nearly 5 at.%, and the enthalpies of mixing calculated for infinitely dilute 
solid solutions [5] of Fe in Cu and V in Cu are consistent with these solid solution concentrations 
– 0.55 eV∙atom-1 and 0.75 eV∙atom-1, respectively.  Based on the difference in the enthalpies of 
mixing and the expected difference in solute diffusivities in Cu, and in conjunction with the 
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theoretical evaporation field of V, it was concluded that Cu-V would be an appropriate system to 
analyze using APT for comparison with the Cu-Fe results presented in Chapter 4. 
 
Fig. 5.1  Cu-V phase diagram [3], showing limited solubility of V in Cu. 
 
5.2 Studies of Driven Cu-V Alloys 
 
The behavior of the Cu-V system under driven conditions has been studied in refs. [6,7] 
through the use of mechanical alloying.  In both studies, metastable phases of supersaturated 
solid solutions were observed.  Using XRD, Baricco and Battezzati [7] found that the lattice 
parameters of the Cu-rich FCC and V-rich BCC phases both increased with increasing milling 
time, indicating a positive volume of mixing for both solid solutions.  This finding is in 
agreement with the positive enthalpies of mixing from ref. [5] – 0.75 eV∙atom-1 for V in Cu and 
0.35 eV∙atom-1 for Cu in V. 
In a study by Sauvage et al. [8], Cu-V with an 80:20 molar ratio was fabricated by arc-
melting the pure metals together.  The arc-melted billet was subjected to super-plastic 
deformation (SPD) by extrusion and subsequent cold-drawing to reduce the material from an 
initial diameter of 100 mm down to 0.3 mm.  The resulting nanocomposite microstructure 
consisted of elongated filaments of V within a Cu matrix.  Despite the small difference in atomic 
numbers between Cu and V (29 and 23, respectively), phase contrast was observed using high-
angle annular dark field (HAADF) STEM imaging.  Atom probe tomography was also 
performed on the drawn wire, and results of this analysis are shown in Fig. 5.2.  Based on the 
APT reconstruction, it was determined that a mixing layer occurs at the Cu-V interfaces.  With 
no experimental value reported for the evaporation field of V, the accuracy of these composition 
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profiles was accepted based on the agreement of the theoretical evaporation field of V (30 V/nm) 
with the experimentally-reported evaporation field of Cu (also 30 V/nm) [2].  No analysis of the 
local atomic densities deduced by APT was provided in ref. [8], and so it is not clear from these 
results if the Cu-V system is free from artifacts in the APT analysis. 
 
Fig. 5.2  Analysis of APT sample of extruded and drawn Cu-V wire.  Reconstructions 
are shown in (a) and (b) with Cu (blue) and V (red) phases.  The composition profile 
in (c) and concentration map in (d) illustrate a mixing layer between the phases [8]. 
 
5.3 Results from the Irradiation of Cu90V10 
 
Samples of Cu-V were made in the same manner as the Cu-Fe samples described in Chapter 
4.  While the Cu-Fe samples had an 88:12 molar ratio, the Cu-V samples had a 90:10 ratio.  
Calibrations using RBS were performed to try to make these two compositions as similar as 
possible, but the compositional analysis from APT showed them to be slightly different.  Using 
RBS, a difference in behavior between Cu-Fe and Cu-V was observed, with V segregating to the 
top surface of the alloy as well as to the interface between the Cu-V film and the SiO2 layer after 
annealing or irradiation at elevated temperatures.  This behavior was observed previously for 
some other solutes in irradiated Cu-based films, including Nb [9].  For this reason, Cu-V samples 
were pre-irradiated at room temperature, which was observed by Krasnochtchekov et al. [10] to 
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not affect the final microstructure after irradiation at elevated temperatures.  It is presumed that 
the pre-irradiation step at room temperature disorganizes the grain boundaries, thereby 
decreasing the grain-boundary diffusivity of the solute.  TEM characterization was performed on 
Cu-V thin films at the outset of this study to reveal what regions in irradiation-temperature space 
deserved detailed study by APT analysis. 
 
5.3.1 Initial TEM Analysis 
Thin films of Cu90V10 were grown for TEM analysis, and a dark-field (DF) image of a 
specimen irradiated at 300°C is shown in Fig. 5.3.  The film extends from the top-left corner to 
the bottom-right corner, and the SiO2 layer is observed in the bottom-left corner of the image.  
An SAD pattern of the imaged cross-section is shown in the right-hand image.  Red circles 
outline (111) Cu diffraction spots, and the orientation of these spots corresponds to a [111] 
growth orientation of the Cu grains on the SiO2 layer.  The (110) d-spacing in V is nearly equal 
to that of (111) Cu, and the green circles in the SAD pattern mark some of these (110) V 
reflections.  The DF image was obtained by using the reflections inside of the top-left green 
circle, and the imaged V precipitates were found to be quite small (~5-10nm).  These sizes are 
smaller than those observed for Fe precipitates at 300°C (Fig. 4.10(e)), which was expected 
based on the V solubility and expected diffusion rate in Cu, as discussed above.  Based on this 
observation, irradiations of Cu-V APT samples focused on temperatures greater than ~300°C.   
 
Fig 5.3  Dark-field TEM image of Cu90V10 irradiated at 300°C to a dose of 3×10
16
 ions∙cm-2.  
The V precipitates were imaged using a (110) SAD reflection.  SiO2 is seen below and to the left 
of the film.  The utilized SAD pattern is shown to the right, with Cu (111) and V (110) reflection 
labeled in red and green, respectively.  The V (110) spot inside the upper-left green circle was 
used to generate the dark-field image. 
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5.3.2 Collecting Raw Data from Atom Probe Tips 
Data for Cu90V10 were collected from the LEAP
®
 in the same manner as described previously 
for the Cu88Fe12, using the pulsed-laser mode to achieve field evaporation.  A screenshot from 
the DaVis software taken during a data run for a Cu-V sample is shown in Fig. 5.4.  The mass-to-
charge ratio spectrum again shows Cu peaks from two Cu isotopes – 63Cu and 65Cu – that are 
painted red.  The spectrum shows that most Cu atoms came off the surface of the tip as singly-
charged ions, while some were doubly-charged.  There are two stable isotopes of V – 50V and 
51
V – with 51V being the most abundant, with a ratio of 51V:50V being greater than 99:1.  It is 
seen in Fig. 5.4 that most V impacted the detector as doubly-charged ions, and these peaks are 
colored bright green.  Some V evaporated from the tip as part of a VO complex, and peaks of 
mass-to-charge ratios resulting from these ion-complexes are painted turquoise.  Additional 
peaks that are colored light blue are due to Ga, as before.  Most Cu-V films were grown on W 
(not Mo) wires; Ti bonding layers were not used for these samples, and so Ti peaks are not seen 
in this spectrum.  Reconstructions of Cu90V10 tips were created using the same process carried 
out for Cu88Fe12 described in Section 4.3.2. 
 
Fig. 5.4  DaVis window giving the LEAP
®
 user immediate knowledge of what elements are in 
the sample, a time-dependent composition profile, and a view of the microstructure. 
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5.3.3 Preliminary Data Processing 
The Cu-V reconstructions were coarse-grained into cubic voxels with a size of 1 nm
3
, and the 
distributions of atomic density were calculated.  In Fig. 5.5, the number of voxels containing n 
atoms is plotted as a function of n for two samples irradiated at different temperatures.  
Distributions for only Cu-rich and only V-rich voxels are shown in addition to distributions for 
the entire samples.  FCC Cu has an atomic density of 85 atoms∙nm-3, and with a detector 
efficiency of ~50% [11], the expected atom count is 42-43 atoms per voxel.  BCC V has an 
atomic density of 72 atoms∙nm-3, which would equate to an average of 36 atoms per voxel.  
However, the distributions for V-rich voxels at these two temperatures peak below 15 atoms per 
voxel.  While the distributions for Fe-rich voxels were also observed to have lower averages than 
expected (Fig. 4.8), the lack of atoms located in V-rich voxels is more severe.  Additionally, Fig. 
4.8 shows that the atomic densities in the Fe-rich voxels decrease with increasing temperature, 
whereas Fig 5.5 shows that the atomic densities in V-rich voxels increase with increasing 
temperature.  This dissimilarity will be discussed in the following section. Based on these 
distributions, however, it is concluded that Cu and V are not in fact a perfect match with respect 
to their evaporation fields.  As done with the Cu-Fe reconstructions, voxels with less than five 
atoms were removed from subsequent analyses. 
 
Fig. 5.5  Atomic density distributions for selected tips from two different temperatures.  
Distributions are shown for all voxels as well as for Cu-rich voxels only and V-rich voxels only.  
The V-rich voxels are seen to have a considerably smaller average density than expected value 
based on the efficiency of the LEAP
®
 detector.  The irradiation doses are given in ions∙cm-2. 
 
 
 82 
5.3.4 V Distribution and Morphology 
        
Fig. 5.6  Composition histograms for selected APT tips with 10% V.  All tips (not including the 
as-grown sample) were irradiated to a dose of either 1.2×10
16
 or 3.0×10
16
 ions∙cm-2.  (a) Data for 
an as-grown sample are plotted in addition to data for samples irradiated between room 
temperature and 500°C.  (b) Data for samples annealed or irradiated at 300°C, 450°C, or 500°C 
are plotted together to compare thermal and irradiation effects.  Insets in both (a) and (b) are 
magnified views of the lower portions of the larger plots. 
 
Distributions for the V concentrations in voxels are shown in Fig. 5.6 for a series of 
irradiation and annealing temperatures.  Data from an as-grown sample are plotted in Fig. 5.6(a) 
along with data from samples irradiated at temperatures between room temperature and 500°C.  
The data in Fig 5.6(b) are for samples annealed or irradiated between 300°C and 500°C.  The as-
grown sample is slightly V-rich, with a V concentration of nearly 14%, but the important finding 
from the as-grown data is that the distribution for the sample irradiated at room temperature is 
similar to that for the as-grown distribution (Fig. 5.6(a)), meaning that low-temperature 
irradiation does not cause the thermally-metastable solid solution to phase-separate.  The 
irradiation-induced precipitate behavior of the Cu-rich Cu-V alloy is therefore appears to be 
dependent on the same dynamic competition between ballistic mixing and RED that was 
previously observed in Cu-Ag, Cu-Co, and Cu-Nb [10,12], as well as Cu-Fe.  The samples 
irradiated at elevated temperatures show a gradual change in the distribution of V within each 
sample.  At 300°C, no V-rich peak is observed, but peaks of similar size appear in the 450°C and 
500°C data sets.  These distributions for irradiated samples are also compared to annealed data in 
Fig 5.6(b).  As with the as-grown sample, the sample annealed at 300°C is V-rich, with a 
composition of almost 14% V.  However, the distribution peaks at about 14%, showing no shift 
to lower V compositions, in contrast to the irradiated data set. 
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Fig. 5.7  Reconstructions of APT tips using voxel compositions. In all seven reconstructions, the 
front halves of the samples have been removed so that the voxels being shown are all in the same 
vertical plane. The tips shown in (d) and (f) were annealed at 450°C and 500°C, respectively, 
while the others were irradiated with the following parameters: (a) room temperature, 3.0×10
16
 
ions∙cm-2; (b) 300°C, 1.2×1016 ions∙cm-2; (c) 375°C, 3.0×1016 ions∙cm-2; (e) 450°C, 1.2×1016 
ions∙cm-2; (g) 500°C, 3.0×1016 ions∙cm-2.  The composition color key is composed of 15 distinct 
colors, meaning each color represents a composition range of 6.67%. 
 
The morphology of the irradiation-induced precipitates in Cu90V10 can be seen in the atom 
probe reconstructions shown in Fig. 5.7 (from blue, Cu-rich, to red, V-rich).  The sample 
irradiated at room temperature is comprised of a mixture of blue voxels, indicating a solid 
solution, as expected based on the V distribution in Fig. 5.6(a).  The sample irradiated at 300°C 
contains small V precipitates.  At 375°C, the precipitates are larger, and some cherry-pit 
structures begin to be observed.  More cherry-pits are seen in the sample irradiated at 450°C, and 
some, although fewer are present at 500°C.  During the temperature increase, however, the sizes 
of the V precipitates do not appear to be significantly changing.  The annealed samples have a 
few larger precipitates that are very pure but lack cherry-pits.  This indicates that the formation 
of cherry-pits is an irradiation-driven behavior, as expected based on the experimental and 
simulation work presented in Chapter 4. 
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In many of the samples, including the reconstructions displayed in Fig. 5.7(b,d,e,f), the V 
precipitates have a shape and orientation that are correlated with their locations in the tip.  This is 
especially evident for the smaller precipitates.  In the two-dimensional cut planes of the voxel 
reconstructions, many of the precipitates are oblong, or oval-like, in shape, and the elongated 
axes of these precipitates are in the tangential direction of the tip surface.  As discussed in 
Chapter 4, this observation appears to arise from a difference in evaporation fields.  Although the 
theoretical evaporation field of V is equal to the experimentally-determined value for Cu, the 
results presented here suggest that the value for V is higher than that for Cu, causing the same 
dilation in the surface tangential plane that was observed in the Cu-Fe samples. 
This difference in evaporation fields also explains the atomic density results for Cu-V in Fig. 
5.5 compared to those for Cu-Fe in Fig. 4.8.  If two phases have different evaporation fields, the 
amount of trajectory overlap is dependent on the radius of curvature of the precipitate phase; the 
magnification M is inversely proportional to the radius r (Eq. 2.7).  In the case of Cu-Fe, 
however, the precipitates are found to have high concentrations of Cu in them, particularly in the 
patterning regime.  The evaporation field of these highly-mixed precipitates should be between 
that of pure Cu (30 V/nm) and pure Fe (35 V/nm).  As the temperature is increased, the Fe 
precipitates become more Fe-rich, causing the reduced evaporation field (εB) to increase.  This 
creates larger spatial errors and smaller atomic densities in the precipitate reconstructions with 
increasing temperature (Fig 4.8).  The opposite trend is observed in Fig. 5.5 for Cu-V.  At 300°C, 
where very small precipitates are observed, the average atomic density of V-rich voxels is very 
low (less than 10 atoms per nm
3
).  Even though several of these precipitates are only a few nm in 
diameter, they often contain a core of red and orange voxels.  If these precipitates form with a 
very limited incorporation of Cu, a large difference in evaporation fields would cause these small 
precipitates to dilate significantly in the surface tangential plane.  Because the small precipitates 
observed at 300°C are already low in Cu content, as the precipitates increase in size with 
increasing temperature, the atomic densities of the precipitates can actually increase in the 
reconstructions.  Based on this reasoning, it is concluded that the V precipitates form with much 
smaller Cu concentrations than do the Fe precipitates, even though the small precipitates are 
composed of a mixture of green and yellow voxels.  The issue of atomic density will be 
examined further in the discussion section. 
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Similar to the analysis used for Cu-Fe, a 50:50 atomic ratio was used to identify voxels as 
part of either the Cu-rich matrix or a V-rich precipitate, and for V voxels, 1
st
, 2
nd
, and 3
rd
 nearest 
neighbors were grouped together into the same precipitate.  As seen with Fe solute, the amount 
of V that precipitates out of solution increases with temperature (Fig. 5.8(a)) and the solubility of 
V in the Cu-rich matrix decreases with increasing temperature (Fig. 5.8(b)).  At 300C and 
500C, data for samples irradiated to different doses have been collected, and a steady-state 
behavior is observed, with the amount of precipitated V and the V solubility in Cu remaining 
similar across the irradiation doses.  At 450C, although some larger precipitates are seen in the 
reconstruction of the annealed sample in Fig. 5.7(d), the amount of V that has precipitated out is 
relatively small (~5%).  This is in stark contrast to the annealing behavior observed at 500C, 
where ~30% of V has precipitated in the same timeframe.  However, the behavior of the alloy 
under irradiation is relatively similar at these two temperatures.  The steady-state solubility of V 
in the Cu-rich matrix under irradiation at 500C is ~6%, well above the 0.003 at.% expected 
under thermal equilibrium, based on a regular solution model. 
 
Fig. 5.8  (a) Fraction of total V atoms contained in precipitates and (b) matrix composition as 
functions of dose for various temperatures. 
 
5.3.5 V Precipitates 
The volume-averaged sizes of the V precipitates are plotted as a function of irradiation dose 
for the different irradiation temperatures in Fig. 5.9.  As expected based on a qualitative analysis 
of the reconstructions in Fig. 5.7, the average sizes of the V precipitates are much smaller than 
those of the Fe precipitates (Fig. 4.13).  In Cu88Fe12, the Fe phase is patterning at 250°C with an 
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average precipitate diameter of ~15 nm, and at 300°C, the Fe undergoes macroscopic growth, 
achieving a volume-average diameter of ~25 nm after a dose of 3.0×10
16
 ions∙cm-2.  In the 
current alloy, the V phase is still patterning at 300°C with an average diameter of less than 10 
nm.  Additionally, the V continues to undergo patterning up to at least 500°C, and the average 
size over the range of 375-500°C remains relatively constant.  The sample annealed at 500°C is 
seen to have a much larger average precipitate size compared to those samples irradiated at that 
same temperature.  Even though the kinetics of diffusion are quick enough for V precipitates to 
form under thermal equilibrium at this temperature, the ballistic mixing process is able to 
compete with the RED to limit the precipitate size under irradiation compared to the annealed 
microstructure.  Attempts were made to analyze this system above 500°C to determine the 
maximum temperature for self-organization of V, but at 550°C, radiation-induced segregation of 
V to the top surface and interface below became an issue, even when utilizing a pre-irradiation 
step at room temperature.  Therefore, 500°C was the maximum temperature studied. 
 
Fig. 5.9  Volume-average V precipitate sizes for samples irradiated from RT-500°C and an as-
grown sample. The data for samples irradiated above 300°C show similar average precipitate 
sizes, and based on the two irradiation doses analyzed at 500°C, the alloy is still in the patterning 
regime at this temperature. 
 
5.3.6 “Cherry-Pit” Microstructure 
Cherry-pits were seen only in the macroscopic phase separation regime in Cu88Fe12, but in 
Cu90V10, they have been observed in the patterning regime at 375C, 450C, and 500C.  In the 
single sample irradiated at 375C, only two precipitates containing a cherry-pit are observed.  
The samples irradiated at 500C also have only a few cherry-pits present in the entire 
reconstructions.  With the limited number of cherry-pits observed at these two temperatures, a 
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statistical analysis could not be performed.  At 450C, however, cherry-pits are more prevalent, 
with precipitates having multiple cherry-pits contained within them.  The length of the data run 
for this particular tip also allowed for a large volume to be reconstructed, resulting in seven 
precipitates that contain at least one cherry-pit.  Some of these precipitates are seen on the 
detector histogram taken from a screenshot of the DaVis software in Fig. 5.10. 
   
Fig. 5.10  Detector histogram with only Cu ions displayed, 
showing the presence of multiple cherry-pits in multiple 
precipitates in the sample irradiated at 450C. 
 
 
Fig. 5.11  Reconstruction of Cu-V sample irradiated at 
450C to a dose of 1.2×1016 ions∙cm-2.  The horizontal 
line corresponds to the x-y plane shown in Fig. 5.13(a). 
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Prior to performing a statistical analysis of the cherry-pits in the sample irradiated at 450C, 
some of the cherry-pits were examined with respect to their compositions.  For example, there 
are three cherry-pits inside of the V precipitate with the black line running through it in Fig. 5.11.  
Proximity histograms for these two cherry-pits are shown in Fig. 5.12.  The cherry-pits achieve a 
maximum Cu concentration of just over 40% Cu, although these compositions are brought into 
question based on the atomic density disparities discussed above that are likely due to differing 
evaporation fields.  The dividing composition between V-rich precipitates and the Cu-rich matrix 
was made at 50% V, half of the attainable 100% V, and similarly, the dividing composition 
between V-rich precipitates and Cu-enriched cherry-pits was made at half of the observed 40% 
maximum Cu concentration, or 20% Cu.  The sizes of the cherry-pits were determined using this 
designation. 
 
Fig. 5.12  Proximity histograms for the two cherry-pits located in the precipitate marked 
with the horizontal line in Fig. 5.11.  The isoconcentration surface that marks the cherry-
pit/precipitate interface, at d = 0 nm, is set at composition of 20% Cu.  The green and red 
lines are V and Cu concentration, respectively.  The darker-colored curves correspond to 
one cherry-pit, while the brighter curves correspond to the other one. 
 
As seen above, many of the V precipitates have multiple cherry-pits inside of them at 450C.  
An atomic map of the x-y cut plane marked by the black line in Fig. 5.11 is shown if Fig. 
5.13(a), showing one of these cherry-pits.  A three-dimensional atom reconstruction of this 
precipitate is shown in Fig. 5.13(b).  For the purposes of comparing the sizes of the cherry-pits to 
the sizes of the precipitates they are in, because the interface between cherry-pit and precipitate 
has been defined as a 20:80 interface, voxels must be at least 80% V to be considered part of the 
precipitate in the following analysis. 
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Fig. 5.13  Atom reconstructions of the Cu90V10 sample irradiated at 450C.  (a) A two-
dimensional x-y cut plane, with two V-rich precipitates that have a cherry-pit inside of them.  
The precipitate located near the center of the sample is shown in a three-dimensional atom 
reconstruction in (b), where three Cu-enriched cherry-pits are pointed out.  In both images the 
green V atoms have been made smaller than the red Cu atoms. 
 
 
Fig. 5.14  Voxel reconstruction showing seven cherry-pits within a single V 
precipitate.  Voxels with at least 80% V have been minimized so that the cherry-
pits within the precipitate are visible. 
 
2 
3 
1 
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The voxel reconstruction in Fig. 5.11 was examined layer-by-layer to locate any and all 
cherry-pits.  Individual reconstructions of the precipitates with were then created, and the size of 
each individual cherry-pit was determined.  The precipitate with the largest number of cherry-
pits, seven, is shown in Fig. 5.14.  For the seven precipitates that had cherry-pits within them, the 
number of cherry-pits as a function of precipitate size is shown in Fig. 5.15.  The general trend 
from this graph is that the number of cherry-pits increases with increasing precipitate size.  
Figure 5.16 is a plot of the sizes of each precipitate and cherry-pit, and the total volume of pits in 
each precipitate is plotted as a function of precipitate size in Fig. 5.17.  These latter two plots 
demonstrate that the total volume of cherry-pits within a given precipitate increases with 
increasing precipitate size, yet the sizes of the individual cherry-pits are nearly constant, with the 
one exception from precipitate #5 in Fig. 5.16. 
 
Fig. 5.15  The number of cherry-pits as a function of 
precipitate size for the seven precipitates that have pits in the 
sample irradiated at 450C. 
 
 
Fig. 5.16  Plot illustrating the relationship between the 
precipitate size and the volume of pits inside of the precipitate. 
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Fig. 5.17  Plot of volume of cherry-pits as a function of the 
volume of the precipitate the pits are located within. 
 
5.3.7 TEM Analysis 
Transmission electron microscopy was also utilized for analysis of the Cu90V10 alloy.  
Referring back to Fig. 5.3, it is observed that for the given V diffraction spot being used to create 
this DF image, some regions of the thin film contain a high density of V precipitates that are in 
this orientation, while other areas of the thin film contain almost no precipitates diffracting in 
this orientation.  After irradiation, it is common for these thin films to contain columnar grains 
that extend from the SiO2 layer beneath the film to the top surface, and there is a columnar-like 
distribution to the DF image in Fig. 5.3, with some columns showing many V precipitates in that 
particular orientation, and other columns having none in that orientation.  Based on this 
observation, additional TEM analysis was performed to examine this orientation relationship 
between the V precipitates and the Cu matrix. 
Using a JEOL 2010LaB6, bright field images were taken of a sample irradiated at 300°C 
(Fig. 5.18).  In locations in the sample where multiple overlapping lattice fringes were observed, 
it was assumed that the material was at or near a zone-axis alignment, and the lattice spacings 
were measured.  Both images in Fig. 5.18 contain lattice fringes belonging to (111) Cu and (110) 
V lattice planes.  It is observed that these planes are always parallel to one other.  This is 
consistent with an N-W or K-S orientation relationship, which has been observed for other Cu-
based alloys under irradiation [12].  A more extensive analysis is clearly required to fully classify 
the orientation of these V precipitates within the Cu grains. 
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Fig. 5.18  TEM micrographs with lattice spacings of (111) Cu and (110) V marked in red and 
green, respectively.  A parallel orientation relationship is observed between these two atomic 
planes, consistent with N-W and K-S relationships. 
 
5.4 Results from the Irradiation of V90Cu10 
 
Samples of V90Cu10 were prepared for comparison with the Cu-rich samples examined 
above.  In particular, the precipitation of Cu was of interest to ascertain if the precipitation of Cu 
in a V-rich sample is similar to the precipitation of cherry-pits inside of V-rich precipitates in a 
Cu-rich sample.  A detector event histogram for an as-grown sample is shown in Fig. 5.19.  Only 
Cu hits are displayed, and even though the sample has not undergone any heat treatment or 
irradiation, there are precipitates present as well as segregation to grain boundaries.  Examples of 
these grain boundaries are shown in Fig. 5.19, represented by the curved lines of increased Cu 
density on the detector histogram.  According to Ashkenazy et al. [13], the enthalpy of mixing 
for an infinitely dilute solution of Cu in V (0.35 eV∙atom-1) is less than that of V in Cu (0.75 
eV∙atom-1), and yet the as-grown sample of Cu90V10 did not show this same morphology, so it is 
unclear why the V-rich alloy has this microstructure.  Diffusion over the surface of a film during 
deposition does occur, which is likely why the as-grown sample of Cu-Fe is seen to not be a 
totally homogeneous solid solution (Fig. 4.9).  However, the precipitation and segregation seen 
in the V-Cu as-grown sample is in stark contrast to the highly solutionized state of the Cu-Fe as-
grown film.  After irradiation at room temperature, the microstructure remains relatively 
unchanged, with small precipitates and grain boundary segregation still present in the sample. 
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Fig. 5.19  Detector histogram showing hits due to 
Cu ions.  Small precipitates are observed along with 
segregation of Cu to grain boundaries. 
 
 
Fig. 5.20  Voxel reconstructions of V-Cu samples.  The sample in (a) was 
irradiated to a dose of 3×10
16
 ions∙cm-2 at 300°C, while those in (b) and (c) 
were annealed and irradiated to a dose of 3×10
16
 ions∙cm-2 at 450°C, 
respectively. 
 
Voxel reconstructions for three V90C10 APT samples are shown in Fig. 5.20.  At 300°C, very 
small precipitates are present under irradiation, similar to the structure seen in the as-grown 
sample.  The precipitates remain relatively small even after irradiation at 450°C, in contrast to 
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the presence of some larger V precipitates present at this temperature in the Cu-rich sample that 
contained small Cu-enriched cherry-pits.  It is observed that the Cu precipitates do not contain 
any dark blue voxels, meaning that these precipitates have a high atomic fraction of V.  
However, an accurate quantitative assessment of the local concentration is not possible due to the 
differences in evaporation fields discussed above.  In this alloy, the evaporation field of the 
precipitate is smaller than that of the matrix.  This causes the precipitate to evaporate faster than 
the surrounding matrix, and the result is that the precipitate is actually contracted instead of 
dilated in the reconstruction.  The curvature of the surface at this point of intersection with the 
precipitate is therefore different than the global curvature.  This change in surface geometry can 
cause V atoms from the matrix to overlap into the precipitate area (Fig. 2.13), opposite of the 
effect seen in the Cu-Fe samples. 
 
5.5 Discussion 
 
5.5.1 Self-Organized Patterning in Cu90V10 
Using atom probe tomography, it was observed that the self-organized compositional 
patterning of Cu90V10 extended to a much higher Tmax, > 500°C, compared to that of Cu88Fe12, 
which is about 275°C.  Based on results for previously studied Cu-rich alloys and a comparison 
of the enthalpies of mixing for Fe and V in Cu, this result was expected.  It was anticipated that 
V has a slower diffusivity in Cu than does Fe, and because the value of Tmax has been found to 
scale inversely with Dth, it is concluded that this result conforms with previous findings. 
In addition to undergoing patterning beyond 500°C, it is also observed that the average 
precipitate size did not change as the temperature was increased from 375°C to 500°C.  If one 
recalls the plot of radiation-enhanced diffusivity in Fig. 2.4, the diffusion coefficient remains 
relatively unchanged with increasing temperature within the sink-limited regime.  If this sink-
limited regime extends over the temperature range explored here, that could explain why the 
average precipitate size remains constant.  This does not mean, however that the microstructures 
observed in this temperature range are identical.  In fact, at 375°C and 450°C (Figs. 5.7(c) and 
5.7(e), respectively), a few larger precipitates are observed in addition to many smaller 
precipitates.  This is in contrast to the samples irradiated at 500°C (Fig. 5.7(g)), for which the 
size distribution of has changed compared to those at lower temperatures.  This can be 
rationalized by recalling the results from the annealed specimens.  At 450°C, only a small 
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amount of V is able to precipitate out of solution in 1 hour, but significantly more V precipitates 
out of solution at 500°C under thermal equilibrium.  Therefore, even though long-range order of 
the microstructure remains relatively unchanged as the temperature increases within this regime, 
the short-range order may be changing as the system approaches the high-temperature regime, 
where thermal diffusion begins to play a more significant role. 
Another difference between the V and Fe precipitates is their composition.  While the Cu 
matrix remains highly supersaturated in both systems, the V precipitates appear to have a smaller 
Cu fraction than the Fe precipitates, even though the Cu-V alloy was only studied in the 
patterning regime.  In fact, extremely small precipitates at 300°C appear to be composed of a 
mixture of colors in the voxel reconstructions, but based on an analysis of the atomic densities, 
these small precipitates must be relatively pure. 
A particularly interesting feature of the Cu-V alloy is the appearance of cherry-pits within the 
patterning regime.  This is in contrast to the Cu-Fe system, which only showed cherry-pits in the 
macroscopic growth regime.  By increasing the value of Tmax due to a lower diffusivity of V in 
Cu compared to that of Fe, the formation of cherry-pits within the patterning regime was 
achieved, but clearly this also depends on the relative mobilities of Cu in Fe and V. 
 
5.5.2 Disparities in Atomic Density 
Differences in atomic densities are observed in this alloy much the same as seen in Cu-Fe.  
An atom layer centered on the same precipitate shown in Fig. 5.13 (irradiated at 450C) is shown 
in Fig. 5.21.  Overlaps between the precipitate and matrix are clearly evident due to the increased 
atomic densities surrounding the precipitate.  The layered reconstruction of atoms in the 
(vertical) z-direction is clearly evident in the top left corner (in the Cu-rich matrix) and 
throughout the V-rich precipitate, and it is seen that near the top and bottom of the precipitate, 
where the curvature of the precipitate surface is similar to that of the reconstruction layers, the 
particle–matrix interface does not show much mixing.  However, significant mixing and high 
atomic densities are seen on both sides of the precipitate.  This is clear evidence that the 
evaporation fields of Cu and V are in fact different from one another.  While this makes 
determining the interface width and composition gradient across that interface difficult, it should 
be noted that for this alloy, in which the precipitate is dilated in the reconstruction, analyzing the 
composition of the precipitate in the (vertical) depth direction through the center of the 
precipitate should yield an accurate reading of the precipitate composition. 
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Fig. 5.21  Atom layer of a V precipitate under irradiation at 450C.  The 
reconstruction is 30 nm × 20 nm × 3 nm.  The red Cu atoms are shown 
smaller than the green V atoms in order to highlight the presence of V in the 
overlap region. 
 
5.5.3 Cherry-Pit Morphology and Comparison to V90Cu10 
Cu cherry-pits are observed in the patterning regime of the Cu90V10 alloy.  In the sample 
irradiated at 450C, seven V precipitates have cherry-pits located within them.  It was observed 
that the total volume of pits increases with increasing size of the precipitate, but the sizes of the 
individual pits remain nearly constant, i.e., on average, more pits, not larger pits, are formed as 
the size of the V precipitate increases.  At 500C, while a few cherry-pits are present, their 
number is far smaller than at 450C.  This may be due to the radiation-enhanced diffusion of Cu 
in V becoming fast enough at this temperature that Cu atoms diffuse back out to the matrix 
instead of forming a cherry-pit. 
The Cu precipitates and segregation to grain boundaries seen in the as-grown sample of V-Cu 
was unexpected.  The Cu precipitates present under irradiation in the V-rich samples show a 
similar behavior to the Cu cherry-pits seen in the Cu-rich samples, but they also show little 
difference compared to the as-grown and annealed V-rich samples, and a conclusion from these 
results is currently not determined.  Based on the analysis from Ashkenazy et al. [13], the 
volume change associated with replacing a V atom with a Cu atom in a V lattice is minimal, and 
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if it is assumed that Cu can diffuse via an interstitial mechanism, this could cause phase 
separation to occur at low temperatures.  This interstitial mechanism would also contribute to the 
RED, which could explain why the V precipitates have a lower supersaturation than do the Fe 
precipitates from the first alloy studied. 
 
5.6 Conclusions 
 
The experimental work described in this chapter provides a detailed picture of the 
microstructural evolution in Cu90V10 during irradiation at elevated temperatures.  Samples of 
Cu90V10 were found to achieve a steady-state patterning structure up to the highest temperature 
tested, 500°C.  This represents a much higher Tmax than observed for the Cu-Fe alloy, confirming 
that V has a lower solute diffusivity than Fe, as expected (Fig. 2.7).  The V precipitates were also 
found to have smaller Cu concentrations compared to the Fe precipitates, although the large 
atomic density variations caused by spatial errors make it difficult to ascertain true compositions 
of the small V precipitates.  The enthalpy of mixing for Cu in Fe is actually higher than that for 
Cu in V [13], so perhaps the lower Cu concentration in V is due to a contribution of interstitial 
diffusion of Cu in V, based on the results from the V90Cu10 samples.  While Cu cherry-pits were 
observed inside of the V precipitates in the patterning regime, if this supposed interstitial-based 
diffusion did not exist, perhaps this dual precipitation structure could be maintained over a larger 
temperature range. 
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CHAPTER 6 
 
CONCLUSIONS 
 
The work in this dissertation has examined microstructural self-organization in immiscible 
binary alloys during heavy-ion irradiation.  Simple model systems of Cu-Fe and Cu-V have been 
utilized to gain a better understanding of the mechanisms by which these microstructures behave 
in irradiation environments.  An atomic-scale view of the microstructure of these two alloys is 
provided by atom probe tomography.  Previous studies of similar Cu-based immiscible alloys 
under irradiation have provided ensemble averaged quantities, but APT has allowed for a much 
more detailed view of these materials, which is required to fully understand the irradiation-driven 
behavior. 
The research performed on Cu88Fe12 found that the system is able to achieve steady-state 
microstructures, as put forward by Enrique and Bellon [1], with a nano-scale patterning regime 
persisting at the experimental temperatures of 200°C and 250°C.  Samples irradiated at 300°C 
and above experienced macroscopic phase separation.  The Fe-rich phase did not precipitate with 
a high purity, as a high fraction of Cu was observed in the Fe precipitates.  The Fe composition 
of these precipitates, however, was seen to increase with increasing temperature.  The phase 
separation in this alloy under irradiation is therefore not purely a function of solute diffusion, but 
rather a balance between diffusion and ballistic mixing.  Inside of the Fe-rich precipitates, Cu-
enriched “cherry-pits” were observed, but only in the growth regime at 300°C and 350°C.  KMC 
simulations [2] and chemical rate equations were able to substantiate the formation of these 
secondary Cu precipitates inside of the primary Fe precipitates. 
Samples of Cu90V10 were also analyzed, and a steady-state patterning structure was observed 
up to the highest experimental temperature of 500°C.  The maximum temperature for self-
organized patterning, Tmax, is therefore much higher for the Cu-V alloy compared to that of the 
Cu-Fe alloy.  Based on previous results for Cu-based alloys with known diffusion values [3], it 
was concluded that the diffusivity of V in Cu is less than that of Fe in Cu, as expected.  The 
lower diffusivity of V, and subsequently the higher value of Tmax for the Cu-V alloy, is a key 
reason for the observed cherry-pit structure occurring within the patterning regime of this alloy.  
In both alloys, the matrix and precipitate phases were observed to have high supersaturations of 
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solute compared to the expected solid solution limits that occur under thermal equilibrium.  
However, examinations of the particle–matrix interfaces proved difficult due to the differences in 
evaporation fields between the phases.  It is felt that the information provided in this thesis has 
illuminated the complexities of how materials respond to irradiation-driven conditions. 
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