[1] The first documented, empirical comparisons are provided of four methods to retrieve total electron content (TEC) that use broadband, impulsive events detected by satellite in the lower very high frequency range (20-150 MHz). The four TEC retrieval methods are the quasi-longitudinal approximation (i.e., Taylor expansion) of the Appleton-Hartree (A-H) dispersion relation to the first and second orders, as well as the nonlinear ionospheric removal algorithm (NIRA) that utilizes the A-H dispersion equation directly to model the propagation of an electromagnetic wave through the ionosphere. NIRA solves not only for TEC between the ground source and satellite, but also for higher-order ionospheric terms, such as electron density, ionospheric thickness, and angle between wave vector and magnetic field. Regimes of validity for each TEC retrieval method are analyzed by comparison of the parameters retrieved from synthetic data with a known ionosphere and from RF FORTE satellite data measurements of a ground-based broadband transmitter. Results include a comparison between TEC and infinite frequency time of arrival (t o ) determined by NIRA and determined by using the first-and second-order terms from the Taylor expansion of the A-H equation. Plasma density, ionospheric thickness, and angle between magnetic field and wave vector as determined by the two NIRA methods are also compared.
Introduction
[2] The ionosphere is a region of the Earth's upper atmosphere (∼65 to >1000 km altitude) that consists of a plasma primarily ionized by solar radiation. The electrons in the plasma affect radio signals propagating through the ionosphere by absorption, dispersion, and refraction. Therefore, understanding the variability of ionospheric electron density is of importance to communications, surveillance, and navigation applications, as well as to scientific studies of interactions between the troposphere, ionosphere, and magnetosphere.
[3] One of the most common measurements of ionospheric plasma is the integrated electron density along a line of sight (Total Electron Content, or TEC) . Methods to retrieve TEC include ground-based incoherent scatter radar, ground-based and space-based high-frequency (HF) sounding, groundbased and space-based radio beacons, and in situ rocket measurements [Kelley, 1989; Rishbeth and Garriott, 1969] .
The most widely used TEC retrieval method makes use of the navigation mission of the GPS constellation. GPS transmits at two L band frequencies (1.575 and 1.228 GHz) that are received by ground-based receivers. By differencing the phase and group propagation delays of the two L band frequencies, the TEC between the receiver and the GPS satellite can be determined [Horvath and Crozier, 2007] . Because the L band frequencies exceed the peak plasma frequencies in the ionosphere by at least 2 orders of magnitude, the data can support a first-order Taylor expansion approximation to the AppletonHartree (A-H) dispersion equation [Budden, 1985] to retrieve the TEC.
[4] Supplementary to the GPS L band TEC measurement technique, previous work at Los Alamos National Laboratory has explored the potential of extracting TEC information by sampling a particular line of sight at multiple VHF (3-300 MHz) frequencies, known as broadband sampling [Roussel-Dupré et al., 2001; Moses and Jacobson, 2004] . In these studies, a man-made broadband electromagnetic pulse (EMP) is dispersed by traveling through the ionosphere and is detected on board a satellite by a radio-frequency sensor . The resulting frequency-versus-time dispersion curve is used to extract TEC. An advantage to this technique is that it could be applied to satellite-detected lightning events in the VHF in order to provide additional TEC measurements, particularly over the oceans where L band GPS measurements are limited.
[5] However, difficulties arise when implementing this technique because the wave frequencies are not many orders of magnitude above the maximum plasma frequency. This issue can lead to significant ray bending (refraction of a ray as it encounters electron density gradients, causing it to deviate from a straight path between the transmitter and receiver) and significant dispersion beyond first-order approximations of the broadband signal as it propagates through the ionosphere. If a first-or second-order Taylor approximation is used to analyze dispersion in the VHF, as is used (and valid) for the L band TEC measurements, significant errors can occur. Despite these errors, most VHF broadband transionospheric propagation studies have used such an approximation Roussel-Dupré, 2005, 2006; Massey et al., 1998; RousselDupré et al., 2001] . This approximation often was made because implementing the full A-H formula would require solution of a transcendental equation in the parameter retrieval, rather than a convenient polynomial regression [Roussel-Dupré et al., 2001] . In addition, when broadband transionospheric-dispersion data has been available, frequently there have been too few sample points to exploit an A-H retrieval. In most cases of VHF TEC retrieval, it is difficult to determine the errors introduced in the measurement by this approximation because the "true" TEC is not available for comparison. The full A-H equation has been used only in one study [Moses and Jacobson, 2004] for retrieving ionospheric parameters from VHF transionospheric group delay data.
[6] This paper is the first study that quantifies empirically determined errors in the TEC and infinite frequency time of arrival (t o ) extracted from broadband VHF data. Systematic errors can be introduced by using an incomplete model of dispersion times versus frequency, such as a Taylor expansion approximation instead of full A-H retrieval methods (nonlinear ionospheric removal algorithms (NIRA)). Random error is introduced by the system noise limitations. Both types of error will be analyzed in this paper to help determine whether the use of NIRA methods could improve TEC accuracy as measured by next generation VHF satellite receivers. We also provide the first comparison of the effects of ignoring ray bending on the ionospheric parameters of ionospheric thickness, peak plasma density, and angle between magnetic field and wave vector. These additional parameters can be extracted when using the full A-H equation as opposed to a first-or second-order approximation, which can only extract TEC and t o .
[7] This study evaluates regimes of validity for the various parameter retrieval methods. Section 2 contains an overview of the broadband data used in this study, including a brief introduction to FORTE and LAPP. Section 3 describes the Appleton-Hartree dispersion equation and the TEC retrieval methods that are derived from it to fit frequency-versus-time dispersion curves. Section 4 contains a comparison between the different algorithms when applied to synthetic data for which the "true" ionospheric electron density is known. Section 5 compares results of the different algorithms from real data, for which the "truth" is unknown, and section 6 summarizes.
Overview of Data
[8] The data used for this study includes 210 VHF time delay dispersion curves of impulsive, broadband sources generated by the Los Alamos Portable Pulser (LAPP) and received at approximately 800 km using a broadband RF receiver on the FORTE satellite. These instruments and their capabilities are described in sections 2.1 and 2.2. A description of the generation of synthetic data used section 4 is provided in section 2.3.
Transmitter: Los Alamos Portable Pulser
[9] The LAPP is a broadband, single-pulse, high-power VHF signal source that emits a narrow (few nanosecond) pulse with a 12°beam width that contains >700 MW peak power in the spectral range 20-150 MHz. The LAPP is located at Los Alamos, New Mexico at 35.87°North and −105.33°East. It has been used to illuminate FORTE both for system checks and for science objectives Massey et al., 1998 ].
Receiver: Fast On-Orbit Recording of Transient Events
[10] The FORTE satellite was designed as an experimental satellite to detect and aid in characterization of impulsive sources such as broadband lightning, and it has also been used for ionospheric mapping and monitoring using impulsive events as ionospheric probes Roussel-Dupré, 2005, 2006; Jacobson and Shao, 2001; Massey et al., 1998; Roussel-Dupré et al., 2001; Jacobson, 2001, 2002] . FORTE was launched on 29 August 1997 into a 70°inclined, circular orbit at approximately 825 km altitude. The data for this paper were recorded using the wideband radio receiver on FORTE [Jacobson et al., 1999] set to cover the frequency range of 0-88 MHz. This configuration is exactly the same as that used for the only other published A-H-based treatment of wideband propagation [Moses and Jacobson, 2004] .
[11] An example of data collected using the LAPP as a source and recorded by the FORTE wideband receiver is contained in Figure 1 , which shows a moving-window spectrogram of the received power as a function of frequency and time, with window size of 6.8 ms and window advance step of 0.2 ms. Note that, although the LAPP is linearly polarized, the splitting of the magnetoionic modes due to the Earth's geomagnetic field is evident since the signal is the sum of the "ordinary" and "extraordinary" propagation modes [Massey et al., 1998 ]. The narrowband horizontal enhancements are due to powerful modulated carrier waves including VHF TV.
Synthetic Data Generation
[12] Because the true TEC and t o are unknown in most cases of VHF TEC retrieval, it is difficult to understand the absolute errors introduced by various assumptions by using real data. Therefore, synthetic data was created for which the ionospheric electron density was known. In this paper, the "known" ionospheric electron density was chosen to be an International Reference Ionosphere (IRI) [Bilitza, 2001] profile at 2000 UT on 13 February 2001 with peak plasma density of 1.4 × 10 12 el/m 3 and a TEC of 34.1 TECU. The elevation angle of the "satellite" was 57.6°. A ray bending routine using the Appleton-Hartree equation was used to create a "true" frequency-versus-time dispersion curve. One thousand synthetic data curves ("true" plus measurement noise) then were generated by adding random Gaussian noise with sigma of 0.3 ms to the time delay at each individual frequency of the "true" curve. Finally, all four fitting methods that will be described in section 3 are used to retrieve TEC and t o from the synthetic data plus noise. The sigma error value of 0.3 ms was chosen to be the same as the value that was used in the work of Moses and Jacobson [2004] for LAPP-to-FORTE shots.
Ionospheric Dispersion: Modeling Based on Appleton-Hartree Equation
[13] VHF techniques to determine TEC all utilize the Appleton-Hartree dispersion formula that gives the index of refraction, n, as a function of frequency. This formula is applicable to electromagnetic waves propagating through a cold plasma [Budden, 1985] . The wave propagation physics can be described by the following equation:
Here, f p is the plasma frequency of the ionosphere, f is the wave radio frequency, f ce = qB/(2pm) is the cyclotron frequency and is the angle between the propagation and the magnetic field vectors. The variable s = ±1, with plus representing the ordinary wave mode and minus representing the extraordinary wave mode. In this paper, equation (1) is referred to as the "exact" form of the dispersion relation, but note that the derivation of the A-H equation neglects both thermal and collisional effects. These assumptions are well justified for radio frequencies above 10 MHz, since the maximum electron collision frequency n (at 100 km altitude during maximum sunspot number) is approximately 10 5 s −1 . Thus, for even the lowest usable radio frequency in this study, f = 20 MHz, w/n = 1.2 × 10 3 .
[14] The time delay for a wave to travel from transmitter to receiver through the ionosphere can be written either as the derivative of the total phase shift or in terms of the group velocity, v g . Using the latter approach, the time delay relative to source emission time is defined as
in which the group velocity is defined as
where R is the distance from transmitter to satellite, and dl is the differential distance along the raypath. These two equations are general equations and can be used with any form of the index of refraction. In this paper, the full A-H index of refraction will be used in addition to first-and second-order Taylor expansions of n to compare errors introduced by the different approaches.
Taylor-Expansion of A-H to Firstand Second-Order and Associated Errors
[15] A Taylor expansion of the A-H equation can be performed by assuming a "quasi-longitudinal" propagation of the wave vector along the magnetic field direction (Y T = Y sin is small). Specifically, this approximation is valid when the following condition is met:
When wave frequencies are large (much greater than f p and f ce ), X ( 1 and Y ( 1. For example, for a wave frequency of 80 MHz, a plasma frequency of 10 MHz, and a cyclotron frequency of 1.2 MHz, this inequality becomes 0.01 ( 0.97 for = 85°(nearly perpendicular). At a wave frequency of 30 MHz, the inequality becomes 0.05 ( 0.80 at = 85°, and 0.01 ( 0.80 at = 80°. It is apparent that the validity of this assumption is dependent on and wave frequency, and, for high-enough frequencies, this assumption will be valid for nearly perpendicular propagation with respect to the magnetic field. With this approximation, the index of refraction becomes n 2 = 1 − X/(1 ± Y L ) and can be expanded in terms of 1/f, resulting in
Taken to first order, this equation becomes n = 1 − f p 2 /2f 2 . Second order includes the 1/f 4 term; the 1/f 3 term is small relative to the 1/f 4 term because f ce is an order of magnitude smaller than f p . Thus, a Taylor expansion to second order would include both the 1/f 2 term and the 1/f 4 term. Ray bending effects are also introduced at the second order [Ross, 1965] . For the Taylor approximations used in this paper, only these two terms in 1/f will be considered. Using equations (2) and (3), the Taylor expansion to second order gives the time delay as
The coefficients are given by
The geometric launch angle and a linear raypath are inherent to the integrals of equations (7a) and (7b). In other words, the integral over dl is taken along a slant path between the transmitter and receiver that does not include ray bending.
[16] Equation (6) is generally taken only to first order to fit dispersion curves for ground-based L band GPS TEC measurements because receiver calibration variability and ionospheric conditions introduce errors that are typically more dominant than higher-order corrections. The first-order approximation has also been used in this manner for fitting VHF dispersion data to the form t = a(1/f 2 ) + b. When one retrieves TEC by fitting the frequency-versus-time curves to an equation of this form, we name this fit the 1/f 2 fit in this paper. In this case, since TEC is the integral of the electron density over the path, the coefficient of 1/f 2 represents TEC multiplied by the constant shown in equation (7a), while the R/c represents the time for a wave of infinite frequency to travel along the line of sight between transmitter and receiver (i.e., vacuum time of flight). When one retrieves TEC by fitting the frequency versus time to the second order:
2 ) + c, we name this fit the 1/f 4 fit, and the coefficient b represents the TEC multiplied by a constant. However, these approximations can introduce errors at low VHF frequencies, and it is these errors that are analyzed in this paper by comparison to cases where the Taylor expansion is not truncated.
[17] Figure 2 shows an example of the magnitude of errors introduced by using the 1/f 2 approximation by comparing the 1/f 2 dispersion time delay with full A-H delay for VHF frequency waves propagating vertically through a known ionosphere. Two known slab ionospheres with TEC values of 5 and 50 TECU were created with 300 km thickness and with average plasma frequency equal to 3.7 and 11.7 MHz for the two TEC cases, respectively. The two dispersion methods (1/f 2 and full A-H) both were used for the 5 and 50 TECU cases to calculate the infinite frequency time of arrival (t o ), which is defined as the time that the highest detectable (and, thus, finite) frequency at the satellite relative to the time when a nondispersed, nonrefracted wave would have arrived. The percent error in t o introduced by using the 1/f 2 approximation is plotted on the vertical axis of Figure 2 , and is defined as percent error = (exact t o − approximate t o )/(exact t o ), where exact t o is calculated using the full A-H and approximate t o is calculated using the 1/f 2 approximation. The solid (dashed) curve represents the percentage error versus frequency for propagation through an ionosphere of 50 TECU (5 TECU). This plot shows that the magnitude of the error increases as TEC increases and as frequency decreases, approaching the plasma frequency of the ionosphere.
Nonlinear Ionospheric Removal Algorithm
[18] Because a first-order Taylor approximation of the A-H equation introduces significant errors when used to calculate TEC from low VHF signals, as shown in Figure 2 , this paper presents two methods to fit to the A-H dispersion relation without truncating the Taylor series. The first method does not account for ray bending, and thus allows TEC to be estimated without knowing the location of the impulsive source a priori (i.e., lightning flash with unknown position), and is not much more computationally intensive than the Taylor approximations. These capabilities would be required for real-time use on board a satellite. This simple A-H TEC retrieval will be compared to a method that does account for ray bending, but is computationally intensive and requires knowledge of the source location. Such a method is useful to determine how accurate VHF TEC estimates could be, but would not be able to be implemented on board a satellite. In this paper, these two methods are named nonlinear ionospheric removal algorithms because they require nonlinear numerical fitting routines. The method used in this paper that includes ray bending is called NIRA-RB, short for "NIRA with ray bending," and the method that does not account for ray bending is called NIRA-NB, for "NIRA with no bending."
[19] NIRA fits the dispersion of a LAPP impulsive broadband source in the 20-88 MHz band by using the full A-H Figure 2 . Modeled percentage time delay error ((exact t o − approximate t o )/exact t o ) versus wave frequency. Exact t o is determined from the full Appleton-Hartree dispersion formula, and approximate t o is determined from first-order quasi-longitudinal approximation. The separate curves represent the time delay errors due to different TEC values as labeled.
dispersion relation (equation (1)) or the quasi-longitudinal approximation (equation (4)) without Taylor approximation to give the refractive index that will be used to calculate the frequency-dependent time delay. A time-versus-frequency dispersion curve is generated from the broadband FORTE spectrogram by determining the time delay, t, of the peak power in the ordinary and extraordinary wave modes at discrete frequencies relative to the time of arrival of the highest detected finite frequency [Moses and Jacobson, 2004] . The following equation then relates t to the total propagation time, t tot , and the infinite frequency time of arrival, t o :
These data will be noted as t′( f′), where the prime indicates discrete data points in both time and frequency.
[20] In the NIRA fitting routines, f p , f ce , and are all constants: the value of f p that best fits the data to this model represents the average plasma density in the ionosphere, the value of represents the angle between the wave vector and magnetic field at the altitude of peak plasma density, and f ce is calculated from the IGRF magnetic field model at the location where the transmitter-receiver path reaches an altitude of 350 km (estimated to be the altitude of peak electron density). NIRA fits for average electron density (calculated from f p ) and ionospheric thickness, , and t o . TEC is determined by multiplying electron density by ionospheric thickness.
[21] NIRA fits the combined O-and X-mode dispersion data for the given parameters by minimizing the least squares function g between the data and the model by a downhill simplex method:
The first term sums over all the points in the O-mode dispersion curve, and the second term sums over all the points in the X-mode curve.
NIRA With No Ray Bending
[22] Because NIRA-NB is designed to be as computationally simple as possible and to not require a priori knowledge of the source location, it uses a linear slab ionosphere model (ionosphere is defined by a certain thickness and average electron density) with a flat-Earth approximation. In this case, the raypath can be divided into three sections: the path before entering the ionosphere, the slant path in the ionosphere, and the path after exiting the ionosphere. We will refer to the ray distances traveled in each of these sections as r 1 , r 2 , and r 3 , respectively, and the total distance between source and receiver as R = r 1 + r 2 + r 3 . The distance in the ionosphere, r 2 , is the ionospheric slant thickness, and is one of the parameters to be determined. Since there is no dispersion in the region below and above the ionosphere in a slab ionosphere model, the time delay as a function of frequency can be written as follows:
where i 1 and i 2 are the locations along the path where the ray enters and leaves the ionosphere, respectively. Substituting equation (10) into equation (8) for t tot gives
By substituting R = r 1 + r 2 + r 3 and performing the integration for a slab ionosphere, in which f p , f ce , and are constant, equation (11) becomes
The modeled time delay at each discrete frequency is calculated by this equation and then compared to the actual time delay data for minimization of the sum of least squares in equation (9).
NIRA With Ray Bending
[23] A TEC retrieval method that accounts for ray bending and a spherical Earth was developed for comparison to NIRA-NB in order to determine the error introduced by ignoring ray bending and curvature effects. The method of NIRA-RB uses Bouguer's Law [Born and Wolf, 1999 ] to describe the path followed by a ray of given frequency. The differential element along the path, dl, can be described in radial coordinates as dl = dr
. In order to calculate the raypath time delay with reasonable arithmetic, quasi-longitudinal propagation without Taylor approximation was assumed, giving n 2 = 1 − X/(1 ± Y L ). Using equation (3) to determine v g and then inserting v g into equation (2) allows a description of time delay as a function of frequency that includes ray bending:
where R s is the satellite's radial distance from the center of the Earth, r′ is the integration variable, R o is the radius of Earth, and a is the launch angle of the ray of frequency f required for the ray to hit the satellite.
[24] In order to determine a, an iterative shooting method is used in conjunction with the following constraint that forces the ray to intersect the satellite location:
Here, 8 is the angle defined by the plumb line from the transmitter to the center of the Earth and the plumb line at a point r′ on the raypath to the center of the Earth. This constraint (and, thus, the shooting method) must be implemented at every step of the minimization routine since the ionospheric parameters change at each step. In the NIRA-RB minimization routine, the integrals in equations (13) and (14) are converted to discrete summations over altitude. Therefore, the computation time of the algorithm depends on the vertical resolution of the ionospheric profile. A vertical resolution of 10 m was chosen for NIRA-RB in this study because the difference in time of arrival for the frequencies of interest is on the order of microseconds. This allows the propagated ray to reach the satellite to an accuracy of ∼10 m (∼0.03 ms).
For this vertical resolution, on a given processor, the relative computation time for fitting a single LAPP-FORTE dispersion curve using NIRA-RB is 77.4 s, compared to 0.19 s for NIRA-NB, and 0.05 s for each individual Taylor approximation fit. This increased computation time makes it so that this algorithm is not feasible on board a satellite, but NIRA-RB is developed and used in this paper in order to determine how much error is added to results of the other three methods because of omitting ray bending and curvature effects.
[25] The equations used in NIRA-RB not only allow for each frequency to travel at a different group velocity, but also along a different path to the satellite, since the lower frequencies will be refracted more than the higher frequencies as they pass through the ionosphere. Because each frequency will sample a different path along which to integrate electron density to get TEC (unless the satellite is directly overhead, resulting in no ray bending for strictly vertical electron density gradients), NIRA-RB is not able to determine a single slant TEC. Instead, it determines a vertical TEC (vertical ionospheric height, h, times average electron density) that best accounts for ray bending and dispersion for each frequency given the geometry constraints.
[26] The generality of equation (13) allows any type of ionospheric profile to be imposed. The NIRA-RB method in this paper applies a spherical ionosphere of a given vertical thickness and average plasma density at a given altitude above the Earth's surface (a spherical shell). A parabolic profile has also been applied with very similar results, which will not be presented in this paper. Ongoing work includes enhancing NIRA-RB to fit lightning stroke dispersion using a Chapman-profiled ionosphere and including inhomogeneities, such as dense meteoroid ionization patches.
Comparisons Among TEC Retrieval Methods: Synthetic Data

Synthetic TEC Measurements
[27] Synthetic TEC "measurements" described in section 2.3 allow the different fitting methods to be applied to an ionosphere with "known" TEC and t o . Histograms of the TEC calculated from these fits are shown in Figure 3a , with the dashed-dotted vertical line indicating the actual TEC of 34.1 TECU for this ionosphere. The TEC as determined by the location of the peaks in Figure 3a are NIRA-RB TEC = 33.9 TECU, NIRA-NB TEC = 33.3 TECU, 1/f 2 TEC = 40.0 TECU, and 1/f 4 TEC = 32.4 TECU. One can see that 1/f 2 overestimates the TEC, 1/f 4 underestimates, and the NIRA methods produce similar results to each other. NIRA-RB produces the closest value (within 0.2 TECU) to the synthetic ionospheric conditions.
[28] Figure 3a also shows the uncertainty in the TEC for each method that is generated by inherent noise in the data. The precision in Figure 3a is determined by the full width at half maximum (FWHM). The FWHM for NIRA-RB is 0.2 TECU, for NIRA-NB is 0.3 TECU, for 1/f 2 is 0.1 TECU, and for 1/f 4 is 0.4 TECU.
[29] Because the first-and second-order Taylor expansions are more accurate for higher frequencies (see Figure 2) , the synthetic data fitting is done using the 1/f 2 and 1/f 4 fits by constraining the frequency to be greater than 45 MHz. This analysis will provide information on the improvement that can be gained by limiting the expansions to only higher frequencies. The results of this high-frequency analysis are shown in Figure 3b . In this case, the Taylor expansion fits give much more accurate, but less precise values of TEC relative to the full frequency range case, as is evident from the much larger horizontal scale in Figure 3b Figure 3b to show entire spread in TEC.
respectively, their FWHM values are 1.0 and 7.9 TECU, respectively. The larger uncertainty could be due to two factors. First, the decrease in degrees of freedom in the fit could lead to a larger spread. Second, in this synthetic data analysis, the added noise is a smaller fraction of total delay at low frequencies because total delays are longer for those frequencies, thus, making the lower frequencies more important for precision. Therefore, removing lower frequencies from the fit should decrease the overall precision. However, without knowing the noise response versus frequency in the satellite, it is difficult to provide a better noise model.
Synthetic t o Measurements
[30] The parameter of t o is also extracted from the fits of the 1000 synthetic dispersion curves, and similar results are found as with the synthetic TEC measurements. Specifically, NIRA-NB and NIRA-RB determine very similar t o values (8.4 and 8.3 ms, respectively, with full-width-halfmax of 0.2 and 0.1 ms). The 1/f 2 and 1/f 4 Taylor expansions that utilize data over the full frequency range determine t o values of 11.8 and 8.1 ms, respectively, with widths of 0.1 and 0.3 ms. If only frequencies >45 MHz are used for the Taylor expansion fits, accuracy increases but precision decreases in the determined parameter, with t o values of 8.9 and 8.5 ms, respectively, for f > 45 for 1/f 2 and 1/f 4 fits with widths of 0.5 and 1.7 ms.
Comparisons Among TEC Retrieval Methods: FORTE-LAPP Data
[31] Next, this analysis applies the four TEC retrieval methods to real data: the 210 FORTE-LAPP dispersion curves described in section 2. Because true TEC is unknown in these real cases, the four methods only can be compared to one another, not to a true reference. However, results from section 4 show that the NIRA-RB is most accurate to the true TEC value while simultaneously being precise (small full-width, half-maximum value). The data-based results compare TEC and t o for all four TEC retrieval methods. Because the NIRA methods also provide estimates of electron density, ionospheric thickness, and angle between the propagation vector and the magnetic field, those parameters are compared between the two NIRA methods as well.
Comparison of TEC Values
[32] In this section, the errors resulting from the different fitting routines are analyzed by examining the calculated TEC relative to NIRA-RB. Slant TEC can be compared directly between the 1/f 2 , 1/f 4 , and NIRA-NB methods. However, because NIRA-RB only produces an estimate of vertical TEC, in order to compare TEC between the four cases, slant TEC determined from the 1/f 2 , 1/f 4 , and NIRA-NB methods must be converted to vertical TEC using an angle conversion. Since NIRA-RB determines the required launch angle for each frequency to reach the satellite while undergoing ray bending, an average angle, a′, can be calculated as the mean of launch angles (with respect to local horizontal) for all the frequencies in a particular LAPP-to-FORTE shot. With this average angle, the slant TEC values from the other three fitting methods are converted to vertical TEC by multiplying by a factor of sin(a′). If a separate ray bending routine were not available to determine the launch angle for different frequencies, an alternative angle to use in the conversion from slant to vertical TEC would be the geometric elevation angle. However, such a use of the geometric angle would introduce even more ray-bending errors.
[33] For the cases discussed in Figures 4, 5, 6 , and 7, all fitting methods use data from the entire FORTE frequency range, and the NIRA fits assume an ionospheric "slab" of uniform density and a given thickness, although NIRA-NB uses a simplified flat slab while NIRA-RB uses a "spherical shell" slab.
[34] Figure 4 compares slant TEC values between the Taylor expansion methods and NIRA-NB while Figure 5a compares vertical TEC values between the Taylor expansion methods and NIRA-RB using the average launch angle conversion from slant to vertical TEC as mentioned above. Figures 4 and 5a show that the 1/f 2 method consistently overestimates TEC compared to NIRA and 1/f 4 consistently underestimates TEC compared to NIRA. However, for slant TEC values less than ∼70 TECU, NIRA-NB and 1/f 4 produce nearly identical TEC results in Figure 4 . Figure 4 also indicates that errors between 1/f 2 and NIRA-NB are introduced for slant TEC values of 30 TECU or greater. It is important to note that neither the NIRA-NB nor the Taylor expansion fits consider ray bending, so Figure 4 does not indicate at what point ray bending becomes important. The comparison between the Taylor expansions and NIRA-RB (Figure 5a ) shows that errors due to ignoring ray bending are introduced at much lower TEC values. For the 1/f 2 fit, errors are introduced at vertical TEC values of ∼25 TECU, and errors between NIRA-RB and the 1/f 4 fit become apparent around 35 TECU.
[35] Because ray bending is more significant for lowelevation LAPP-to-FORTE shots, Figure 5b shows how the FORTE elevation angle relative to LAPP affects the percentage difference between the vertical TEC from NIRA-RB and the Taylor expansion fits (%DTEC = (TEC NIRA − TEC Taylor )/TEC NIRA ). For the 1/f 2 fit, %DTEC is large independent of elevation angle, reaching percent errors of 55%. For the 1/f 4 fit, %DTEC decreases as elevation angle increases, as one might expect since ray bending plays less and less of a role as the ray approaches vertical incidence. This finding provides empirical evidence for theoretical calculations suggesting that ray bending becomes important at second order. Slant TEC is loosely associated with elevation angle because, for two rays traveling in the same ionosphere, the ray that was launched with a smaller elevation angle will travel a longer slant path through the ionosphere to the satellite than the ray launched more vertically, and, hence, have a larger TEC value. Therefore, in general, 1/f 4 should be more accurate for higher elevation angle shots and smaller TEC values than for lower elevation angles and larger TEC values.
[36] Next, the difference between NIRA-RB and NIRA-NB is analyzed. Figure 6a compares vertical TEC determined by NIRA-RB to NIRA-NB. Figure 6a shows very similar TEC values from the two NIRA methods regardless of TEC value, although NIRA-RB typically gives a slightly larger TEC value. The dependence of %DTEC ((TEC NIRA-RB − TEC NIRA-NB )/TEC NIRA-RB ) between these two methods versus elevation angle is shown in Figure 6b . Figure 6b shows that the accuracy between the two NIRA methods is inversely dependent on elevation angle. This finding is sensible since lower elevation angles are associated with more ray bending, which is not accounted for in NIRA-NB. At low elevation angles, the error can be as large as 33%, while for elevation angles greater than 60%, the error is less than 3%.
[37] Because the accuracy of TEC cannot be compared to truth in the real data case, the validity of the fitted models is evaluated by examining the residuals of the fits. Figure 7 shows the residuals (difference between modeled time delay and time delay data, in ms) of the four fitting methods versus frequency. A good model to represent the data should have residuals that are randomly distributed around zero. Figure 7a shows that the residuals from the 1/f 2 fit are not distributed randomly about zero and have very large magnitudes (as large as 20 ms). Both the 1/f 4 fit (Figure 7b ) and the NIRA fits (Figures 7c and 7d) have residuals with smaller magnitudes. However, the 1/f 4 fit still exhibits some nonrandom structure. NIRA-NB and NIRA-RB are very similar in their residual plots: they are symmetric about zero, but have larger residuals at the lower frequencies. In NIRA-NB fitting, it is expected that lower frequencies should have larger errors, most likely as a result of not accounting for the longer paths traveled by those lower frequencies. NIRA-RB should provide some improvement over NIRA-NB at lower frequencies, but it does not seem to do so. This finding could be due to the fact that NIRA-RB uses a spherical slab ionosphere while the real profile most likely resembles a Chapman profile, so NIRA-RB would trace the ray along a slightly incorrect path whose errors would be magnified at lower frequencies. Another possible explanation is that the error in measured dispersion times at low frequencies is larger, since the "impulsive" source has a finite width in time that gets dispersed more significantly in time at lower frequencies.
[38] Finally, the influence of the lower frequencies on errors in the Taylor expansion fits is investigated with the LAPP-to-FORTE dispersion curves by limiting the frequencies of the FORTE data to greater than 45 MHz, as was done in Figure 3b . The FORTE-LAPP results for this case are shown in Figure 8 , with the same plotting format as Figure 5b . In this case, the accuracy the 1/f 2 fit compared to NIRA-RB is significantly better, with a difference of less than 10% for elevation angles greater than ∼30°. However, the accuracy of the 1/f 4 fit compared to NIRA-RB only improved slightly. This finding is sensible since the second-order Taylor approximation is valid to lower frequencies than the firstorder approximation, so removing lower frequencies should not change the result as significantly.
Comparison of t o Values
[39] The same type of analysis as was presented in section 5.1 was also done on the fitted parameter t o (the infinite frequency time of arrival), but all of the corresponding figures are not shown in this paper due to the similarity of results. In general, 1/f 4 underestimates t o and 1/f 2 overestimates t o compared to NIRA-RB. Also, the percentage error between the two values increases as elevation angle decreases and the magnitude of t o increases. The maximum percentage difference in t o from 1/f 2 and NIRA-RB is 151%, and is 54% between 1/f 4 and NIRA-RB. By comparing t o calculated by NIRA-RB to t o calculated by NIRA-NB, we find that, similar to the TEC values, the two NIRA methods produce nearly the NIRA-RB generally determines a larger t o value, but at low elevations, it sometimes determines a lower value. This variation in the sign of the error in t o may result from inaccurate knowledge of the ionospheric profile, whose effects are magnified by the extremely long ionospheric paths that lowelevation rays must travel.
Comparison of Electron Density and Ionospheric Thickness Values
[40] Both NIRA methods have the capability to determine the average plasma density and ionospheric thickness, which is not possible with first-and second-order Taylor approximation methods. Therefore, we compare these quantities calculated by NIRA-RB and NIRA-NB to each other for validation.
[41] Figure 9 shows the percent differences between NIRA-NB-calculated and NIRA-RB-calculated plasma frequency and ionospheric thickness ((NIRA-NB − NIRA-RB)/ NIRA-RB) versus FORTE elevation angle. NIRA-NB almost always underestimates thickness and overestimates plasma density when compared with NIRA-RB. As in Figure 6b , one sees that the percent error between NIRA-NB and NIRA-RB decreases with increased elevation angles. However, contrary to Figure 6b , error in plasma frequency and ionospheric thickness can be as large as 75%. This finding indicates that, while there is little difference in TEC and t o determinations made by NIRA-NB and NIRA-RB, there is a difference in plasma density values, especially at low elevation angles. The inverse relationship between the sign of the errors in thickness and plasma density is expected given the findings from Figure 6a that NIRA-RB and NIRA-NB generally determine very similar values of TEC. In other words, if NIRA-NB determines a larger plasma frequency relative to NIRA-RB, it also must determine a smaller ionospheric thickness in order to maintain a similar TEC value to NIRA-RB. These findings show that, while NIRA-RB and NIRA-NB determine similar values for TEC, they do not calculate similar values for plasma frequency and ionospheric thickness for elevation angles greater than 60°. Thus, the consideration of ray bending is important in the determination of those two parameters.
Comparison of Propagation Angle: NIRA Versus IGRF
[42] Because the precise locations of the LAPP and FORTE are known, the NIRA-calculated angle between magnetic field and wave vector, , can be compared to the value expected from the IGRF magnetic field model [Barton, 1997] . Figure 10a compares NIRA-calculated cos() (vertical axis) and IGRF-modeled cos() (horizontal axis) for the 210 LAPP-to-FORTE pulses, at the location where the LAPP-to-FORTE ray intersects 350 km. The plus symbols represent the angle determined by NIRA-RB and the circles represent the angle determined by NIRA-NB. The solid line is the line of equality. The majority of the points lie slightly below the line of equality, meaning that the NIRA-calculated is larger than the IGRF-modeled . This result agrees with the finding by Jacobson and Shao [2001] , and is attributed to the exclusion of ray bending from determining the point at which to calculate the IGRF angle. Both versions of NIRA agree with each other, so much so that the circles almost always lie directly on top of the plus symbols, indicating that NIRA-RB does not give an advantage over NIRA-NB in determining . Figure 10b shows determined from the two NIRA methods by using only frequencies greater than 45 MHz. With this limitation, NIRA is unable to determine very accurately. This finding agrees with expectations from equation (1) that the majority of information about is contained in the splitting of the O and X modes at lower frequencies, and provides evidence that NIRA produces sensible results for .
[43] To investigate the possible cause of the error in between NIRA and IGRF, Figure 11 plots the location of subsatellite point at the time of the LAPP-to-FORTE shot (black dots and blue open circles) relative to the LAPP location (red cross). The blue open circles specify the shots for which the NIRA-RB fit for was greater than 25% different from IGRF. This plot shows that the majority of largeerror events occur for shots far to the north of the LAPP. The mean value of for all the blue circles was 78°, opposed to a mean value of 47°for all the other cases, indicating that the quasi-longitudinal approximation may not be valid for these cases. However, the blue circles are interspersed with black dots in Figure 11 , indicating that the magnetic field angle is not the only factor in the discrepancy. It is possible that horizontal gradients along the magnetic field lines could also play a role by creating more ray bending than is accounted for in NIRA-RB. Horizontal gradients will be a focus of future work. In the scope of this paper, it is concluded that both NIRA-RB and NIRA-NB are equally capable of calculating splitting between magnetic field and ray vectors, and that those values are accurate for shots in which FORTE is not too far to the north of the LAPP, creating a geometry in which is greater than ∼ 80°.
[44] With accurate knowledge of and the total path length traveled by the ray, one could potentially estimate a source location with a single satellite measurement. This technique could be useful when NIRA is applied to lightning dispersion curves with unknown origins.
Summary
[45] Analysis in this paper has compared the applicability of four different fitting methods in the VHF range, two of which utilize the Taylor expansion of the A-H equation, and two of which perform a nonlinear fit of broadband RF data to the Appleton-Hartree dispersion relation. First, the fitting methods were applied to synthetically generated data curves to determine accuracy compared to a "known" ionosphere, and to determine errors introduced into the determined parameters by noise in the data. Second, real dispersed pulses generated by the LAPP and received on the FORTE satellite were used in fitting for the ionospheric parameters. A summary of methods and results is presented in Table 1 . Figure 11 . A map in latitude and longitude centered on the location of the LAPP (red cross). Black dots and blue circles both represent the locations of the FORTE subsatellite points at the times of LAPP-to-FORTE shots. The blue circles specify the shots for which the NIRA-RB fit of cos() was greater than 25% different from IGRF. a NIRA-RB has the smallest systematic errors due to an inaccurate fitting model (sixth row, percent error in TEC compared to synthetic TEC), simultaneously with low random errors due to measurement timing uncertainty of 0.3 ms (seventh row, FWHM). However, the computation time is significantly higher for NIRA-RB (fifth row). The accuracy of the other models are compared to NIRA-RB for real data in which the actual TEC is unknown (eighth row, percent error in real data). QL, quasi-longitudinal.
[46] Findings show that each fitting method is a tradeoff among the most accurate TEC measurement possible, precision, and computation time. The requirements of individual applications should be considered before deciding on a fitting method. The Taylor expansion methods can produce errors in TEC as large as 55% for 1/f 2 and 38% for 1/f 4 . In general, error in the 1/f 2 fit compared to NIRA-RB increases rapidly at vertical TEC values larger than ∼25 TECU if the entire FORTE frequency range (20-88 MHz) is used. Errors in the 1/f 4 fit increase more dramatically for vertical TEC values of >35 TECU and for elevation angles <60°if the entire FORTE frequency range is used. The accuracy of both Taylor expansions can be drastically improved by using only data with frequency greater than 45 MHz in the fit, but at the expense of lower precision. Both NIRA-RB and NIRA-NB have the advantage of providing more accurate TEC measurements with higher precision than the Taylor approximation fits. When determining TEC using a slab ionosphere (i.e., average electron density over a given thickness), NIRA-RB improves accuracy over NIRA-NB significantly for elevation angles less than 40°, but does not provide much benefit for elevation angles over 60°in the calculating TEC and t o . However, the average electron density and ionospheric thickness determined by the two NIRA methods can differ by up to 80%, indicating the importance of including ray bending in calculating these parameters.
[47] A goodness-of-fit analysis of the residuals of the fitted models showed that both versions of NIRA are good models with which to fit the data, but both have larger residuals for lower frequencies than for high frequencies. Finally, the two NIRA methods were found to accurately fit for the angle between magnetic field and wave vector when using data from the entire frequency range (20-88 MHz), but not when using only frequencies of 45 MHz or higher.
[48] These combined results show that one should carefully consider the regime that the data of interest will likely fall into (low/high TEC or elevation angle), the error on the data, and the tolerance for error in the final TEC and t o values before deciding which fitting method to use. 1/f 2 and 1/f 4 fits are quick to perform computationally, but NIRA-NB does not add much computation time while improving the TEC and t o accuracy significantly in high-TEC/low elevation angle regimes. NIRA-RB provides an even better accuracy, but at the expense of much larger computation time, and the caveat that one must know the location of source and receiver a priori. If one is interested in extracting ionospheric thickness and peak electron density, one should include ray bending in the fitting algorithm. However, if one is interested in the angle between magnetic field direction and the wave vector, one need not use the more computationally expensive ray-bending algorithm (NIRA-RB) instead of NIRA-NB.
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