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Abstract
The paper presents a non-uniform quantization method for the Detail components in the JPEG2000 standard.
Incorporating the fact that the coefficients lying towards the ends of the histogram plot of each Detail
component represent the structural information of an image, the quantization step sizes become smaller at
they approach the ends of the histogram plot. The variable quantization step sizes are determined by the
actual statistics of the wavelet coefficients. Mean and standard deviation are the two statistical parameters
used iteratively to obtain the variable step sizes. Moreover, the mean of the coefficients lying within the step
size is chosen as the quantized value, contrary to the deadzone uniform quantizer which selects the midpoint of
the quantization step size as the quantized value. The experimental results of the deadzone uniform quantizer
and the proposed non-uniform quantizer are objectively compared by using Mean-Squared Error (MSE) and
Mean Structural Similarity Index Measure (MSSIM), to evaluate the quantization error and reconstructed
image quality, respectively. Subjective analysis of the reconstructed images is also carried out. Through the
objective and subjective assessments, it is shown that the non-uniform quantizer performs better than the
deadzone uniform quantizer in the perceptual quality of the reconstructed image, especially at low bitrates.
More importantly, unlike the deadzone uniform quantizer, the non-uniform quantizer accomplishes better
visual quality with a few quantized values.
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1 Introduction
The JPEG2000 standard (hereinafter: standard) is a state-of-art compression for diverse applications and
platforms, embedded into a single system and a single compressed bit stream [1, 2, 3]. Apart from providing
higher compression efficiency and improved quality of an image compared to baseline JPEG, additional
features like the multiresolution representation, embedded coding, signal to noise ratio scalability, region of
interest coding and error robustness are included in the standard [2, 3, 4].
One major reason for better performance of the standard over baseline JPEG and other image compres-
sion methods is the introduction of the discrete wavelet transform (DWT) into the standard. The perfect
reconstruction of DWT has enabled the lossy and lossless compression into a unified system. Moreover,
DWT possesses multiresolution capability which naturally allows this property in the standard. Further,
DWT provides high energy compaction resulting in better compression ratio. Also, DWT removes blocking
affects due to higher decorrelation of the image because it is applied to a complete image [4].
Another important factor that results in the improved performance is the embedded coding of DWT
coefficients, which is accomplished at present by using a uniform quantizer [4, 5]. Fig. 1 displays the funda-
mental block diagram of the standard. The quantization process contributes most to the lossy compression
because the quantization step size controls the compression ratio and bitrate. For example, in any uniform
quantizer, large step sizes will result in higher compression compared to small step sizes. Other encoding
steps like DWT and entropy coding as well as choice of color space also contribute to the higher compression,
but unlike quantization, there is no direct objective correlation between the variation in these encoding steps
and the amount of compression that can be achieved. Their influence and control are limited. Therefore,
the right choice of quanizer and quantization steps size is important to obtain maximum compression for the
perceived quality of an image.
The Part I-II of the standard employs a deadzone uniform quantizer for compression, which incorporates
Shannon’s rate-distortion (R-D) theory [6, 7] to select quantization step sizes for each subband. Mean-
Squared Error (MSE) is the most common measure used to optimize R-D for the given data. However, in the
case of images (and also videos), MSE may not relate to the perceived quality of image [8, 9] because it does
not incorporate Human Visual System (HVS) into its calculations. HVS is the factor that determines the
visual quality of image. To incorporate HVS, the standard allows the assignment of a weighting factor to each
subband depending upon its visual significance in the image. This technique is called the visual frequency
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Figure 1: Block Diagram of the JPEG2000 Standard.
weighting [10]. Further, the visual frequency weighting is categorized into the fixed visual weighting [10]
and visual progressive weighting [11]. In the fixed visual weighting, the weights are computed based on the
viewing distance of the reconstructed image. Whereas, for the visual progressive weighting, the weights are
selected from a table of weights which corresponds to a specific bitrate. It enables the inclusion of common
visual factor in both the quantization as well as embedding process for effective compression. Moreover, the
distortion-adaptive visual progessive weighting is also present in the standard [12], which considers visual
distortions due to suprathresholds before choosing an appropriate weight for a subband.
The standard allows the use and implementation of HVS algorithms to produce perceptually superior
lossy images. Many perceptual based quantization schemes have been proposed that incorporated HVS in the
lossy image compression. Nadenau and Reichel [13] analyzed the contrast sensitivity curves for different color
spaces, and accordingly, calculated the visual weighting factors for each subband. In their book [14], Taubman
and Marcellin suggested a visual masking technique for the standard. Zeng et al. [15] applied a masking
function to retain the significance of the image edges. Watson et al. [16] characterized the visibility thresholds
by modelling uniform noise using the subband level, orientation, and display resolution. This mathematical
model tried to precapture the quantization distortion. Liu et al. [17] incorporated the visibility thresholds,
measured from the uniform noise modelling, into the standard. Using phychophysical experiments, Larabi
et al. [18] applied visual thresholds on each subband to obtain visually lossless compressed images for the
digital cinema. It was shown that there is necessity to increase the maximum bitrate i.e., 250 Mbps, to
achieve it. Similarly, Ramos and Hemami [19, 20] proposed a method to select the quantization step sizes
using the visibility thresholds through phychophysical experiments for the low bitrate wavelet based image
compression. Subsequently, incorporating the previous results [19, 20], Chandler and Hemami [21] proposed
a unified contrast-based quantization scheme which provided competitive visual quality at high bitrates and
improved visual quality at low bitrates. Gaubatz et al. [22, 23, 24] proposed a spatially selective quantization
scheme for the wavelet-based image compression that performed similar to the standard in visual quality.
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Introducing adaptive quantization step sizes for a subband, Albanesi and Guerrini [25] utilized the contrast
sensivity and luminance masking to calculate the visibility thresholds independently for each component
i.e., Approximation, Horizontal, Vertical, and Diagonal. In a similar work, Liu and Chou [26] captured
perceptual redundancy as the noise detection thresholds for each component, and accordingly, adjusted the
quantization step sizes for each component. In their two papers [27, 28], Sreelekha and Sathidevi presented an
adaptive quantization scheme which extended the luminance component visual modelling to the chrominance
component. They used the contrast thresholds to initially eliminate insignificant components followed by a
k-means clustering approach to quantize remaining coefficients. Wu et al. [29, 30] proposed a mechanism
that used the visual pruning and human vision modelling to remove visually insignificant coefficients in
the JPEG2000 compressed image. More recently, Oh et al. [31] calculated the visibility thresholds using
a distortion model that considers the deadzone uniform quantizer properties and the statistical features of
wavelets coefficients to obtain visually lossless image compression in the standard.
Alternatively, Reichel et al. [32] further investigated the reversible Integer-to-Integer Wavelet Transform
(IWT) by testing various uniform quantization schemes. They concluded that the application of DWT for the
lossy compression in the standard results in far superior image quality for the small number of quantization
step sizes, compared to reversible IWT. However, in the case of high compression ratio, both the transforms
performed similarly in terms of MSE and visual quality. Long et al. [33] overcame the ineffective performance
of reversible IWT and carried out the lossy image compression using 5/3 IWT and a uniform quantizer. The
paper proposed two different selection of quantization step sizes for the uniform quantizer, both of them
showing better performance in terms of PSNR. Reichel et al. independently proposed one of the quantization
step sizes scheme presented in Long et al. paper. The two uniform quantizers can also be implemented in
the standard with CDF 9/7 wavelet transformed image; however, their effects are unknown.
The current literature on visually lossy or lossless compression in the standard only produce better visual
quality compared to the non-perceptual quantizers for a given bit rate. They lack the capability to directly
correlate the quantization of wavelet coefficients with visual quality. Most importantly, in all the cases, the
uniform quantization mechanism is used i.e., the uniform quantizer, deadzone uniform quantizer, and k-means
clustering, to name a few. The perceptual quantization algorithms either re-adjusts the quantization step
sizes and thresholds in the uniform quantizer, or reassigns the coefficient values through weights based on
their visual significance.
Even though the perceptual thresholding using the deadzone uniform quantizer in the standard produces
effective, efficient and better results, there are some major drawbacks when it is used in the Detail components
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of the wavelet transformed image:
1. The uniform quantizer itself does not incorporate HVS. It relies on HVS algorithms for visually lossless
and lossy compression.
2. Except for the case where coefficient values lie nearby zero, the deadzone uniform quantizer treats
the information provided by each fixed step size in the image as equally important. This assumption
is flawed because the Detail components represent the high frequency coefficients in the horizontal,
vertical, and diagonal directions of the image, implying that the coefficients lying farther from the
origin are more important. These high frequency coefficients capture the edge information in the
images, and hence, depict the overall structure of the image. Quantization with the large step sizes
using the deadzone uniform quantizer poses the problem of enhanced structural deformation. On the
other hand, if smaller step sizes are used, then the overall bitrate is increased.
3. The deadzone uniform quantizer has a deadzone region where all the coefficient values near zero, are
assigned the quantized value zero. Although these coefficients are least important carrying minimal
information, they do provide some information about the majority of coefficients that require necessary
quantized value/s to represent them.
4. The number of the quantization step sizes required to maintain a certain quality of an image is not
optimal because the same quality of image can be represented by a fewer number of step sizes.
A non-uniform quantizer can potentially overcome the above disadvantages of the deadzone uniform
quantizer. A non-uniform quantizer in conformity with HVS and the information represented by the Detail
components can be natural match for HVS algorithms, especially in selecting thresholds for each step size.
Moreover, the combination of the non-uniform quantizer and HVS algorithms are most likely to perform
better than the current approach. To effectively replace the deadzone uniform quantizer, the non-uniform
quantizer is required to have following qualities:
1. The quantized value within a quantization step size should have overall minimum error with the
original coefficients.
2. The number of the quantization step sizes should be minimum for a given acceptable error. This
would allow higher compression for a given visual quality of the compressed image.
3. The quantizer should be able to distinguish between the essential and non-essential coefficients, and
accordingly, choose the appropriate step sizes for the coefficients.
4. The quantizer should be adaptive so that the step sizes can be instantaneously decided based on the
actual wavelet coefficients.
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Figure 2: Block Diagram of the Proposed Quantization Scheme.
This paper presents a non-uniform quantizer for the Detail components of a wavelet transformed image.
It uses variable step sizes with the range of the step sizes reducing as they approach the end of the histogram
plot of each Detail component. The non-linear quantizer was first used in [34] for the image segmentation
and object separation. Keeping the Approximation component unchanged, Srivastava and Panigrahi [35]
recently applied the presented non-uniform quantizer on the Detail components of the wavelet transformed
images obtained from DB series wavelets. The results showed that the reconstructed images have the high
Peak Signal to Noise Ratio (PSNR) and Mean Structural Similarity Index Measure (MSSIM) [36], suggesting
potential use in the standard. Building on the previous work [35], this paper applies the algorithm on
the Detail components in the standard and compares it with the deadzone uniform quantizer results. The
Approximation component is quantized with the deadzone uniform quantizer. The block diagram of the
proposed method for the lossy image compression is shown in Fig. 2.
The paper is organized as follows. Section 2 describes the deadzone uniform quantizer currently used in
the standard, followed by section 3 which illustrates the non-uniform quantizer used in this paper. In section
4, the experimental results of the deadzone uniform and non-linear quantizer are examined and compared.
Consequently, the discussion on the experimental results and the non-uniform quantizer’s application in the
standard is carried out in section 5. Lastly, section 6 concludes the paper with the future work.
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2 Deadzone Uniform Quantizer
The part I of the standard uses the uniform scalar quantizer having a deadzone around the origin, or the
deadzone uniform quantizer. The quantization step size is same throughtout a subband, but step sizes vary
among the subbands. The step size reduces towards the subbands that are representing higher decomposition
levels. The quantized values for the wavelet coefficients are calculated as,
qb(i, j) = sign(yb(i, j))
⌊ |yb(i, j)|
∆b
⌋
(1)
where qb(i, j) is the quantized value, yb(i, j) is the input DWT coefficient, and ∆b is the quantization step
size. The subscript b represents the subband. For deadzone region, the quantization size is 2∆b.
In the Part II of the standard, the deadzone region is devised to be flexible i.e., the deadzone region can
be of variable length. The rest of the interval have fixed width ∆b. Similar to the Part I, the formula for
calculating the quantized values is given by,
qb(i, j) = sign(yb(i, j))
⌊ |yb(i, j) + k∆b|
∆b
⌋
(2)
where k is the parameter which varies the deadzone step size. The quantization step size of the deadzone
region is 2(1− k)∆b.
The quantization step size (∆b) can be obtained from the following equation,
∆b = 2
Rb−b
(
1 +
µb
211
)
(3)
where Rb is the predicted bitdepth of wavelet coefficient at subband b, b is the number of bits allocated to
the exponent, and µb is the number of bits allocated to the mantessa. For irreversible wavelets (i.e., lossy
compression), b and µb are 5-bit and 11-bit integer, respectively.
In the deadzone uniform quantizer with fixed as well as variable deadzone width, the number of bits
required to represent all the quantized step sizes is max (dlog2|q(i, j)|e). For detailed information about the
quantization in the standard, refer [5, 37].
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3 Non-uniform Quantizer
The Detail components in a wavelet transformed image are the high frequency components of the image in
the horizontal, vertical, and diagonal directions acquired from the low pass-high pass (LH), high pass-low
pass (HL), and high pass-high pass (HH) filters, respectively. From human visual perspective, the high
frequency components represent the structure of an image, mostly comprising visible edges in the image.
The information about the structure and edges of the image is captured by the high coefficient values of the
high frequency components. In other words, higher the value of the high frequency component, the higher
information it contains about the structure and edges. Therefore, the high value coefficients need to be
maximally preserved and should have minimum error during the quantization process. The coefficient values
close to zero or within certain range around zero are least significant or perhaps insignificant in the context of
human visual sensitivity and selectivity. Considering this fact, the deadzone uniform quantizer has a step size
at and around zero two times (deadzone region) as large as the steps sizes for the rest of the high frequency
coefficients. In lossy compression, the distortions that humans are unable to distinguish should be maximally
exploited to increase image compression. Incorporating this factor, the presented non-uniform quantization
algorithm starts with the large quantization step sizes close to zero, and then reduces the step sizes for every
next set of coefficients to be quantized i.e., ∆b1 > ∆b2 > .... > ∆bn , where ∆b1 and ∆bn are the quantization
step sizes for the coefficients with the lowest and highest magnitude, respectively.
The non-uniform quantizer calculates the varying step sizes with the help of mean and standard deviation
(std). The formulae for obtaining boundaries of step sizes are given as,
BL = µL − κLσL (4)
BR = µR + κRσR (5)
where µ is the mean, σ is the std, κ is the skewness parameter, B is the boundary of the quantization step
size, L and R are the subscripts referring to the left and right part of the histogram plot from the mean of
the coefficients, respectively. For example, µL and µR are the mean of coefficients lying the left and right
side of the overall mean in the histogram plot.
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As can be seen, the equations 4 and 5 select boundaries as the variation of coefficients from the mean in
the left and right part of the histogram plot with the help of the standard deviation. This process naturally
reduces the standard deviation values as we move towards the end of the histogram plot because there is
a decrease in the number of coefficients with high magnitudes. The reduction in standard deviation would
reduce the variation from the previous boundary point, resulting in smaller step size compared to the previous
boundaries. Additionally, the real statistics of the coefficients would allow an adaptive step size based on the
mean and standard deviation of the coefficients considered for the boundary determination. For instance, the
step sizes would vary for different images with same resolution. Moreover, even for the same image, the step
sizes belonging to the left and right part would vary unless the distribution of the coefficients is symmetric.
Here, κ is similar to the k of the deadzone uniform quantizer with the variable deadzone. It allows the
non-uniform quantizer to further vary the step size. In general, κL and κR can have different values, but it
is suggested that κL = κR = 1 as it serves the purpose in the most cases.
For the process of boundary selection, let C be the coefficients of each Detail component and n is the
even number of quantization step sizes, in addition to the parameters mentioned above. The algorithm to
obtain boundaries is given in the following steps:
1. Input n and C
2. µ = mean(∀C) and σ = std(∀C)
3. BL1 = µ− κLσ and BR1 = µ+ κRσ
4. Loop i = 2 to n2 with unit increment.
5. µL = mean(∀C ∈ [min(C), BLi−1)) and µR = mean(∀C ∈ [max(C), BRi−1))
6. σL = std(∀C ∈ [min(C), BLi−1)) and σR = std(∀C ∈ [max(C), BRi−1))
7. BLi = µL − κ1σL and BRi = µR + κ2σR
8. end loop
9. BLi = min(C) and BRi = max(C)
In the most cases, the number of quantization step sizes are even, so n is even in the above boundary
selection algorithm. However, the above algorithm can be modified to have odd number of quantization step
sizes. For example, either the left or right part of the histogram plot can be neglected at any iteration of
loop, merging that part with the coefficients to be considered in the next iteration.
The following two features of the above algorithm need to be noted:
1. The boundaries are selected based on the mean and standard deviation of the considered part of the
Detail component histogram plot, making it adaptive.
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2. For the higher number of quantization step sizes, only the leftmost and rightmost boundaries (excluding
min(C) and max(C)) are needed to find the next boundaries. Strictly speaking, none of the existing
boundaries change with the increased number of step sizes; only new boundaries are added towards
the ends of the histogram plot.
After implementing the above algorithm, the boundaries of the non-uniform quantizer can be defined as,
B = {BLn
2
, ..., BL1 , µ,BR1 , ..., BRn
2
} (6)
where, BLn
2
< ... < BL1 < µ < BR1 < ... < BRn
2
All the values lying within their respective boundaries are quantized to their mean. Mean is the centroid
or the center of mass of the data, and hence, it minimizes the total error within a single quantization
step. The same approach is applied in the deadzone uniform quantizer by considering the midpoint of
the two boundaries as the quantized value, but the minimum error can only be obtained if the coefficients
are uniformly distributed which is unlikely in most of the cases. The quantized values from the step size
boundaries are calculated as,
qp = mean(∀C ∈ [Bp, Bp+1)) (7)
where qp is the quantized value, p = {[1, N), p ∈ Z}, and N = |B|.
4 Experimental Results
Experiments were conducted on various standard test images obtained from the USC-SIPI Image Database
(http://sipi.usc.edu/database/). However, the results are only shown for Lenna, Pepper, and Baboon images
to include as much variety as possible in the limited space. As all the three test images are distinct, the
effectiveness and the degree of effectiveness of the non-uniform quantizer over the deadzone uniform quantizer
can be observed, tested, and evaluated. All the images were in gray scale having 512× 512 dimensions. The
experiment can easily be extended to the color images by applying the non-uniform quantization for each
luminance-chrominance color channel. The goal here is to compare the two quantizers. The results of one
channel will also be replicated by the other color channels.
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The results are divided into three sections. In Section 4.1, the quantized values of the Approximation
and Detail components obtained from the deadzone uniform quantizer and non-uniform quantizer for all the
three test images are shown and discussed. The results of the non-uniform quantizer with different step
sizes are also examined in this section. Section 4.2 carries out the objective evaluation of the non-uniform
quantizer at various quantization step sizes using MSE and MSSIM, and simultaneously compare them with
the deadzone uniform quantizer. Lastly, the reconstructed lossy images from the deadzone uniform quantizer
and non-uniform quantizer are displayed and perceptually examined in section 4.3 for subjective evaluation.
4.1 Assessment and Comparison of Quantized Values
As shown in Fig. 2, in the proposed methodology, the deadzone uniform quantizer is applied on the Approx-
imation component and the non-uniform quantizer is applied on each Detail component. Figs. 3-5 show the
histogram plot of the original coefficients values of each component, followed by the histogram plot of their
quantized values from both the quantizers at decomposition level 1, for the test images Lenna, Pepper, and
Baboon, respectively. For comparison, the deadzone uniform quantization step size ∆1 is calculated using
equation 3 with R1 = 8, µ1 = 8, and 1 = 7. This results in the same quantized Approximation component
for both the quantization schemes (see subfigs. b-d for each Fig. 3-5), allowing the comparison between the
quantized values from the deadzone uniform quantizer and non-uniform quantizer for each Detail component.
In other words, the comparison between the uniformly and non-uniformly quantized Detail component can
only be conducted when the Approximation component is same for both of them. The number of quantization
step sizes for the non-uniform quantizer is provided manually.
Additionally, the differences in the histogram plot of the quantized Detail component by the non-uniform
quantizer at the quantization levels (N) 4 and 8 can be observed in Figs. 3-5. As mentioned in section 3,
the increase of variable step sizes from 4 to 8 does not change the statistics of the quantized values which
lie inside the leftmost and rightmost quantized value in the histogram plot. It is the leftmost and rightmost
quantized values at N = 4 that have been further divided into 6 quantized values at N = 8.
It can be seen in Figs. 3-5 (a,e,i,m) that the coefficient distribution in the histogram plot for the Approx-
imation component and Detail components are very different. The Approximation component is more evenly
distributed, whereas each Detail component has skewed distribution of the coefficients, centered to zero in
their respective histogram plot. Only degree of skewness varies; Figs. 3 (e,m) are most skewed followed by
Fig. 3(j) and Figs. 4(e,j), and then Fig. 4(m) and Figs. 5(e,j,m). The original histogram in each Detail
component has a majority of coefficients in the vicinity of zero; only a few coefficients far from it. Based on
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(a) Approximation (b) UQ, N = 104 (c) UQ, N = 104 (d) UQ, N = 104
(e) Horizontal (f) UQ, N = 23 (g) NUQ, N = 4 (h) NUQ, N = 8
(i) Vertical (j) UQ, N = 34 (k) NUQ, N = 4 (l) NUQ, N = 8
(m) Diagonal (n) UQ, N = 15 (o) NUQ, N = 4 (p) NUQ, N = 8
Figure 3: Lenna (512 × 512): (a,e,i,m) Histogram plots of the Approximation, Horizontal, Vertical, and
Diagonal component, respectively; (b-d) Histogram plots of the Approximation component after the deadzone
uniform quantization (UQ) and non-uniform quantization (NUQ); (f-h) Histogram plots of the Horizontal
component after UQ and NUQ; (j-l) Histogram plots of the Vertical component after UQ and NUQ; (n-p)
Histogram plots of the Diagonal component after UQ and NUQ. N is the number of quantized values.
their histogram distributions, separate quantization approaches for the Approximation component and Detail
components are desirable. The deadzone uniform quantizer quantizes all the components with the same pre-
defined fixed step size, leading to over quantization in the detail components and higher bitrates. Contrarily,
the proposed methodology applies the non-uniform quantizer in each Detail component that maps all the
coefficients into 4 and 8 quantized values using the variable quantization step sizes; see Figs. 3-5 (g,k,o) and
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(a) Approximation (b) UQ, N = 115 (c) UQ, N = 115 (d) UQ, N = 115
(e) Horizontal (f) UQ, N = 52 (g) NUQ, N = 4 (h) NUQ, N = 8
(i) Vertical (j) UQ, N = 53 (k) NUQ, N = 4 (l) NUQ, N = 8
(m) Diagonal (n) UQ, N = 20 (o) NUQ, N = 4 (p) NUQ, N = 8
Figure 4: Pepper (512 × 512): (a,e,i,m) Histogram plots of the Approximation, Horizontal, Vertical, and
Diagonal component, respectively; (b-d) Histogram plots of the Approximation component after the deadzone
uniform quantization (UQ) and non-uniform quantization (NUQ); (f-h) Histogram plots of the Horizontal
component after UQ and NUQ; (j-l) Histogram plots of the Vertical component after UQ and NUQ; (n-p)
Histogram plots of the Diagonal component after UQ and NUQ. N is the number of quantized values.
Figs. 3-5 (h,l,p), respectively. The contribution of far away coefficients is low because they are extremely few
in number. It also shows the capability and adaptability of the non-uniform quantizer to exploit the available
statistics in choosing the appropriate step sizes. In this case, more importance is given to the coefficients
lying in the vicinity of zero. However, in general, the degree of skewness should determine the number of
quantization step sizes. Objective and subjective results for the same are discussed later in section 4.2 and
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4.3.
(a) Approximation (b) UQ, NA = 104 (c) UQ, NA = 104 (d) UQ, NA = 104
(e) Horizontal (f) UQ, NH = 68 (g) NUQ, NH = 4 (h) NUQ, NH = 8
(i) Vertical (j) UQ, NV = 51 (k) NUQ, NV = 4 (l) NUQ, NV = 8
(m) Diagonal (n) UQ, ND = 36 (o) NUQ, ND = 4 (p) NUQ, ND = 8
Figure 5: Baboon (512 × 512): (a,e,i,m) Histogram plots of the Approximation, Horizontal, Vertical, and
Diagonal component, respectively; (b-d) Histogram plots of the Approximation component after the deadzone
uniform quantization (UQ) and non-uniform quantization (NUQ); (f-h) Histogram plots of the Horizontal
component after UQ and NUQ; (j-l) Histogram plots of the Vertical component after UQ and NUQ; (n-p)
Histogram plots of the Diagonal component after UQ and NUQ. N is the number of quantized values.
Another benefit of the non-uniform quantizer is that it can predetermine the value of N , the number of
quantized values, which is exactly the same as the number of quantization step sizes; whereas, the deadzone
uniform quantizer can only decide on the quantization step size, having no control over the number of
quantized values. Moreover, the quantization step size is same for all the Detail components (and also the
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Approximation component) in the deadzone uniform quantizer. In contrast, the non-uniform quantizer has
the flexibility of choosing different number of quantization step sizes (or the quantized values) for each Detail
component. See Figs. 3-5 (f,j,n), Figs. 3-5 (g,k,o), and Figs. 3-5 (h,l,p) for comparision.
4.2 Objective Analysis
The deadzone uniform quantizer and non-uniform quantizer are objectively evaluated and compared using
MSE and MSSIM. MSE provides with the overall quantization error for each component after the quantizer.
Only the Detail components are considered for MSE comparison because the two different quantizers are
applied on them. As mentioned earlier, the Approximation component is quantized by the deadzone uniform
quantizer in both the approaches, and hence, is not considered for MSE results. On the other hand, MSSIM
shows the performance of both the quantizers in the overall reconstructed image. MSSIM is better metric
than PSNR as former incorporates HVS in measurement [36, 38]. The quantized approximation coefficient
values being same, MSSIM reflects the ability of the two quantizers and the extent to which they can visually
reproduce the original image. The quantization step sizes for the deadzone uniform quantizer are obtained
from equation 3 with R1 = 8, µ1 = 8 and 1 ∈ {4, 5, 6, 7, 8, 9} that resulted in N quantized values in the
increasing order. For the non-uniform quantizer, N values are manually inserted.
MSE and MSSIM are calculated from the following equations,
MSE =
1
L
L∑
i=1
[X(i)− X˜(i)]2 (8)
where L is the component length, X is the original component, and X˜ is the quantized component.
MSSIM =
1
M
M∑
j=1
(2µIjµI˜j + C1)(2σIj I˜j + C2)
(µ2Ij + µ
2
I˜j
+ C1)(σ2Ij + σ
2
I˜j
+ C2)
(9)
where M is the number of local windows of the image, j is the window number, I is the original image, I˜
is the reconstructed image after quantization, µ is the mean, σ is the standard deviation, and C1 and C2
are the arbritary constants to avoid unstable results when (µ2Ij + µ
2
I˜j
) and (σ2Ij + σ
2
I˜j
) are near zero. For the
calculations, M = 1 (MSSIM of the entire image is considered without windows), C1 = 4, and C2 = 0.5.
Table 1 displays MSE values obtained from the two quantizers with N quantized values for each Detail
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Image Horizontal Vertical Diagonal
Name Uniform Non-uniform Uniform Non-uniform Uniform Non-uniform
NH MSE NH MSE NV MSE NV MSE ND MSE ND MSE
Lenna 3 16.84 4 4.05 4 41.86 4 10.57 2 34.07 4 7.29
(512× 512) 6 16.46 6 2.66 8 39.95 6 6.07 4 33.97 6 5.27
12 15.12 8 2.41 17 35.68 8 5.55 8 33.10 8 4.90
23 11.74 10 2.39 34 26.96 10 5.51 15 29.83 10 4.84
44 5.88 12 2.38 65 12.87 12 5.50 29 22.58 12 4.84
84 0.30 14 2.38 125 0.30 14 5.50 53 10.95 14 4.84
Pepper 7 55.90 4 22.02 7 62.08 4 25.22 3 93.73 4 16.24
(512× 512) 14 53.21 6 8.91 14 59.09 6 10.45 5 93.38 6 13.54
27 47.32 8 7.55 27 52.45 8 8.86 11 89.50 8 12.92
52 35.53 10 7.53 53 39.30 10 8.84 20 78.65 10 12.78
103 16.71 12 7.53 105 18.43 12 8.84 37 58.79 12 12.76
194 0.31 14 7.53 204 0.31 14 8.84 68 27.71 14 12.76
Baboon 9 574.24 4 108.91 7 196.88 4 39.80 5 445.61 4 84.56
(512× 512) 17 539.11 6 79.09 13 185.78 6 27.97 9 434.24 6 62.54
34 471.13 8 76.74 26 162.80 8 26.72 18 408.04 8 60.00
68 348.72 10 76.56 51 120.99 10 26.61 36 356.72 10 59.74
136 158.78 12 76.56 97 55.87 12 26.60 70 264.27 12 59.73
264 0.32 14 76.56 185 0.32 14 26.60 132 120.85 14 59.73
Table 1: Comparison of MSE at various quantization levels by the uniform and proposed non-uniform quan-
tizer for the Detail components of the three test images.
component of all the three test images. It can be seen that the non-uniform quantizer outperforms the
deadzone uniform quantizer in terms of MSE values. In general, MSE of the non-uniform quantizer is
substantially less than the deadzone uniform quantizer, except in some cases when N is very high for the
deadzone uniform quantizer. For same N , MSE of the deadzone uniform quantizer is many times higher than
the non-uniform quantizer. Converse to the previous point, for a particular MSE value, the deadzone uniform
quantizer requires far more quantized values than the non-uniform quantizer. In addition, MSE values of the
non-uniform quantizer starts saturating at N = 8, whereas for the deadzone uniform quantizer, it saturates
at very high N values ranging from 84 to 264.
In Fig. 6, MSSIM plots are shown after reconstructing the images from the quantized values of each
component. To relate MSSIM values with the number of quantized values associated with the two quantizers,
the number of quantized values in the Approximation component is marked as x-axis. It must be recalled
that both the quantization schemes have same Approximation component. The number of quantized values
for the non-uniform quantizer is shown in the figure legend having sequence in the order of the Horizontal,
Vertical, and Diagonal components, while for the deadzone uniform quantizer, they are given at the top of
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(a) Lenna (b) Pepper
(c) Baboon
Figure 6: MSSIM of the test images at different quantized values of the Approximation, Horizontal, Vertical,
and Diagonal components, using the deadzone uniform and proposed non-uniform quantizer. The x-axis is
the number of quantized values in the Approximation component, while y-axis shows MSSIM value. The
legends show the number of quantized values NH , NV , and ND in the Horizontal, Vertical, and Diagonal
component, respectively, for the non-uniform quantizer. NH , NV , and ND for the deadzone uniform quantizer
are provided on the top of the plot at each point.
their respective MSSIM value. For the test image Lenna, MSSIM values for both the quantizers are very
high and close to each other. Within the non-uniform quantizer, MSSIM values among different quantized
values are either equal or near equal. Like Lenna, the test image Pepper has high MSSIM values for both
the quantizers, but the number of quantized values in the non-uniform quantizer above 4 are either slightly
more or less to MSSIM values of the deadzone uniform quantizer. This shows that the non-uniform quantizer
with few quantized values can replicate the results of the deadzone uniform quantizer with many quantized
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(a) Original
(b)UQ : (14, 3, 4, 2) (c)NUQ : (14, 4, 4, 4) (d)NUQ : (14, 8, 8, 8) (e)NUQ : (14, 14, 14, 14)
(f)UQ : (104, 23, 34, 15) (g)NUQ : (104, 4, 4, 4) (h)NUQ : (104, 8, 8, 8) (i)NUQ : (104, 14, 14, 14)
Figure 7: Lenna: Comparison of the reconstructed images produced by the uniform ((b),(f)) and non-uniform
quantizer ((c),(d),(e),(g),(h),(i)) at various quantization step sizes. The quantized values for each decompo-
sition component is given in (NA,NH ,NV ,ND) format, where it represents the Approximation, Horizontal,
Vertical, and Diagonal component, respectively.
values.
However, for the test image Baboon, MSSIM values are somewhat different for both the quantizers,
the non-uniform quantizer performs better when the Approximation component’s quantized values are less,
whereas the deadzone uniform quantizer does better at more number of quantized Approximation values.
This suggests that more number of non-uniform quantized values are needed to reach MSSIM level of the
deadzone uniform quantizer. Still, they would be far less than the number of quantized values required by
the deadzone uniform quantizer.
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(a) Original
(b)UQ : (14, 7, 7, 3) (c)NUQ : (14, 4, 4, 4) (d)NUQ : (14, 8, 8, 8) (e)NUQ : (14, 14, 14, 14)
(f)UQ : (115, 52, 53, 20) (g)NUQ : (115, 4, 4, 4) (h)NUQ : (115, 8, 8, 8) (i)NUQ : (115, 14, 14, 14)
Figure 8: Pepper : Comparison of the reconstructed images produced by the uniform ((b),(f)) and non-uniform
quantizer ((c),(d),(e),(g),(h),(i)) at various quantization step sizes. The quantized values for each decompo-
sition component is given in (NA,NH ,NV ,ND) format, where it represents the Approximation, Horizontal,
Vertical, and Diagonal component, respectively.
From the above results, it can be seen that the non-uniform quantizer not only captures the information of
original coefficients better than (in terms of MSE) or at par with (in terms of MSSIM) the deadzone uniform
quantizer but also requires few quantized values to achieve it.
4.3 Subjective Analysis
In this section, the reconstructed images are displayed after the application of both the quantizers. Figs. 7-9
exhibit the original and reconstructed images of Lenna, Pepper, and Baboon, respectively. As can be seen,
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(a) Original
(b)UQ : (13, 9, 7, 5) (c)NUQ : (13, 4, 4, 4) (d)NUQ : (13, 8, 8, 8) (e)NUQ : (13, 14, 14, 14)
(f)UQ : (104, 68, 51, 36) (g)NUQ : (104, 4, 4, 4) (h)NUQ : (104, 8, 8, 8) (i)NUQ : (104, 14, 14, 14)
Figure 9: Baboon: Comparison of the reconstructed images produced by the uniform ((b),(f)) and non-
uniform quantizer ((c),(d),(e),(g),(h),(i)) at various quantization step sizes. The quantized values for each
decomposition component is given in (NA,NH ,NV ,ND) format, where it represents the Approximation, Hor-
izontal, Vertical, and Diagonal component, respectively.
at a few quantized values subfigs. (b-e), the reconstructed images from the non-uniform quantizer are much
smoother and perceptually closer to the original image than the deadzone uniform quantizer. Images from
the deadzone uniform quantizer are segmented, whereas segmentation in the non-uniformly quantized images
is low on contrast. On the other hand, when the Approximation component has large number of quantized
values (subfigs. (f-i)), the reconstructed images from both the quantizers are visually the same, in addition to
being very close to the original image. Only difference is that the deadzone uniform quantizer uses far more
quantized values compared to the non-uniform quantizer in the Detail components. Interestingly, MSSIM
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values of using the uniform quantizer at those quantized values are higher than the non-uniform quantizer,
revealing limitations of objective measurement techniques for HVS.
Two conclusions can be drawn from the above results: (1) the non-uniform quantizer results in better
visual image quality at a particular number of quantized values, and (2) At a perceived image quality, less
number of quantized values are required by the non-uniform quantizer.
5 Discussion
The non-uniform quantizer preserves the edge information and also allows intrinsic preferential weighting
to the high value coefficients by having the quantization step sizes with varying length. It is important
to minimize quantization error as the quantization step size approaches the end of the histogram plot of
the Detail component to avoid structural deformation. In attempt to preserve the structural information,
the deadzone uniform quantizer over preserves the coefficients lying towards zero that represent minimal
edge information. This comes at a cost of large number of quantized values (i.e., small quantization step
sizes) leading to high bitrates. At low bitrates, the deadzone uniform quantizer is constrained to have large
quantization step sizes (see equation 3), distorting edge information. Both of these problems are due to the
fixed step sizes. The non-uniform quantizer with variable step size combines the advantages of large and
small quantization step sizes and also overcomes their limitations.
The quantized values assigned in the non-uniform quantizer are the mean of all the coefficients present in
their respective quantization step size. This minimizes the quantization error at every step size based on the
real statistics of the Detail component for a given image. Unlike the deadzone uniform quantizer’s deadzone
region, the non-uniform quantizer does not predeterminely assign any value to zero. Embedded coding in
the standard assigns equal number of bits to zero as it assigns to the other quantized values, and therefore,
replacing zero with a quantized value would not affect the overall compression.
The number of quantized values required by both the quantizers is in direct correlation with the skewness
of each Detail component’s histogram plot. Skewer the histogram plot, lesser would be the number of
quantized values required. The adaptive approach used by the non-uniform quantizer results in less number
of quantization step sizes that are required for the histogram plots with different skewness, compared to the
deadzone uniform quantizer, which does not consider coefficients while choosing the step sizes.
Experimental results show that the non-uniform quantizer produce visually improved lossy image com-
pared to the deadzone uniform quantizer. Due to less number of quantized values in the Detail components
and same number of quantized values in the Approximation component, the non-uniform quantizer would
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also achieve higher image compression. Therefore, its utilization in the standard would result in better image
quality as well as higher compression in comparison to the deadzone uniform quantizer. Furthermore, it can
easily be embedded in to the standard. Another advantage is that the non-uniform quantizer does not require
inverse quantization at the decoder reducing time, resources, and computational complexity.
In case when bitrate is fixed, the use of the non-uniform quantizer would allow more bits to represent the
Approximation component. In other words, the difference in bits used by the deadzone uniform and proposed
non-uniform quantizer for the Detail components can be allocated to the Approximation component which
uses the deadzone uniform quantizer in the proposed scheme. The Approximation component carry more
information about the image than the Detail components because the Approximation component is not only
the low resolution version of the original image but also represents the low pass frequency coefficients of the
image which are of much more equitable significant compared to a Detail component’s coefficients.
Apart from the fixed bitrate applications, bits saved from the non-uniform quantizer can be transferred to
the Approximation component in the visually lossless compressed images. This would allow HVS algorithms
more flexibility in selecting the visibility thresholds to obtain the appropriate quantization step sizes from
the deadzone uniform quantizer in the Approximation component. In addition, HVS algorithms can be
incorporated in obtaining boundaries for the variable quantization step sizes in the non-uniform quantizer,
especially in determining κ values in equations 4 and 5.
As the non-uniform quantizer is biased towards the coefficients at the ends of the histogram plot, it is
incapable of obtaining the desired thresholds for effective quantization in the Approximation component.
The non-uniform quantizer works well for the histogram plots of skewed distributions. In this paper, it is
applied on the Detail components at decomposition level 1. However, it can be easily applied to the Detail
components at the higher decomposition levels as long as they possess skewed histogram distributions of their
respective coefficients.
6 Future Work
The future work would require further development of a comprehensive and robust theory for more quan-
titative analysis. One key challenge is to find the minimum or an optimal number of variable quantization
step sizes required by the non-uniform quantizer for each Detail component to achieve a particular bitrate
or visual quality. This would also determine the number of bits to be allocated to the Approximation com-
ponent, eventually determining its quantization step sizes. Another important theoretical challenge would
be to find the relationship among the quality factor, compression ratio, required number of step sizes, and
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impact of varying κ. Further, including current or developing HVS algorithms to adjust the boundaries of
the step sizes in accordance with the human perception would be useful.
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