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Primality Testing and Jacobi Sums
By H. Cohen and H. W. Lenstra, Jr.
Abstract We present a theoretically and algorithmically simphfied Version of a pnmality
testing algorithm that was recently invented by Adleman and Rumely The new algonthm
pcrforms well in practice It is the first pnmality lest in existencc that can routmely handle
numbers of hundreds of decimal digits
1. Introduction. Most modern methods to determme whether a given number n is
pnme are based on Fermat's theorem and its generahzaüons This theorem asserts
that
(11) if n is pnme, then
a" = amodn for all a e Z
Thus, to prove that a number is composite, it suffices to find a smgle integer a for
which a" * amodn, here a"mod« can be efficiently calculated by repeated squar-
ings and multiplications modulo n
To prove that n is pnme, however, we need a converse to (l 1) Two problems
present themselves m this connection
The first problem is that the direct converse of (l 1) is false the composite
numbers
„ = 561 = 3 11 17, n = 1105 = 5 13 17,
n = 1729 = 7 13 19, n = 2465 = 5 17 29
also have the property that a" = amodn for all a e Z Such composite numbers are
called Carmichael numbers, and there are probably mfimtely many of them
The second problem is that even if the converse of (l 1) were true, it would not
help us much, smce checkmg all mtegers a (mod«) is not computationally feasible,
even for moderately sized n
To solve the first problem we replace (l 1) by a strenger assertion We discuss two
ways to do this
The first depends on the Jacobi symbol (~), which is defmed for a, n e Z, n
positive, gcd(2a,w) = l, see [5, Sertion 9] It can be calculated efficiently by means
of the quadratic reciprocity law From the defimtion of ("„) it follows that
(12) if n is an odd pnme, tnen
fl(n-D/2 = (!L}= -fimod« for all α e Z with gcd(a,n) = l
\ n !
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The converse of (l 2) is also true [14], [23] More precisely, if n is odd and composite,
n > l, then the congruence m (12) is valid for at most half of all a (modn) with
gcd(ö,/7) = l
Another strengthenmg of Fermat's theorem that admits a converse rcads äs
follows
(13) if n is pnme, then for any commutative ring R we have
(a + b)" = a" + b"moanR foralla,£eÄ
Here nR denotes the ideal (x + χ + + χ (n terms) χ e R) of R To prove (l 3)
onejust observes that the bmomial coefficients ('/), 0 < ι < n, are divisible by n if n
is prime For R = Z, we obtam (11) from (l 3) by puttmg b = l and using mducüon
on a
It can be shown that the converse of (13) is also true if n > l, and the
congruence m (l 3) is vahd for all commutative rmgs R and all a,b e R, then n is
pnme It suffices, m fact, to take R = Z[ X], a = X, b = l
The pnmahty test that we shall descnbe m this paper combmes (l 2) and (l 3) the
congruences on which our test is based are obtamed from (l 3), and they generahze
(12)
We are still faced with the second problem it is not computationally feasible to
check the congruence m (l 2) for all a (modn) with gca(a,n) = l, nor to check the
congruence m (l 3) for all jR, a, b
Several methods have been proposed to get around this problem The first is to
sacnfice certamty if n passes the test m (l 2) for 100 randomly chosen values a & (l,
2, ,«-!}, then it is overwhelmmgly likely that n is pnme For an even better test
of this nature, due to Miller and Rabin, we refer to [19], [21], [8, p 379]
The second method relies on future developments in analytic number theory if
the generahzed Riemann hypothesis is true, and n is an odd integer > l that passes
the test m (l 2) for all pnmes a not dwidmg n with α < 70 (log«)2, then n is a
pnme number (cf [19], [24]) But even if the generahzed Riemann hypothesis were
proved, the practical value of this method would be questionable For a typical
100-digit number this method is approximately 500 times äs slow äs the algonthm
descnbed m this paper, although asymptotically it is faster
The final method is presently the only one that leads to ngorous pnmality proofs
It consists of subjectmg n to a senes of tests, sirmlar to those m (l 2) and (l 3), with
the following two properties First, if n is pnme then it passes the tests Secondly, if
n passes the tests, then Information is obtamed about the possible divisors of n This
Information should eventually lead to the conclusion that l and n are the only
divisors of n, so that n is prime
To descnbe the type of Information that is obtamed, we let H be a group, and ψ a
map from the set of divisors of n to H with the property that ψ(/τ') = ψ(τ)ψ(ί') if
rr divides n If n passes the tests, then it follows that for suitable choices of H and ψ
we have
(14) ψ(ί·) isa/wnerof ψ(«), for every divisor r of n
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Thus it appears that one is trymg to prove n prime by means of the followmg trivial
pnmality cntenon
an integer n > l is prime if and only if all divisors of n
^ ' are powers of n
The above general descnption apphes in particular to the tests of Lucas and
Lehmer, improved by Bnllhart, Lehmer and Selfndge [2] and generahzed by
Williams (see [26] for references) In these tests one takes H = (Z/sZ)*, the group of
umts of Z/i Z, where s is an integer that is built up from known prime divisors of
«' - l for / = 1,2,3,4,6, and one puts ψ(/·) = (rmods) for r dividmg n If (l 4) is
true for this choice of H and ψ, and s is sufficiently large, e g s > «l/2, then it is
easy to find all divisors of « and m particular to decide whether n is prime In [16,
Section 8] it is shown how larger values of t can be used For a discussion of these
tests from the point of view of algebraic number theory we refer to [17], here H
anses äs the Galois group of a suitable extension of the field Q of rational numbers,
and ψ is the Artm symbol
The pnmahty lest that was recently mvented by Adleman and Rumely [l, Section
4] also fits the above descnption, although this may not be clear from the way it is
formulated in [1] In this algonthm one tests a collection of congruences mvolving
Jacobi sums in cyclotomic rings Usmg the higher reciprocity laws from algebraic
number theory, one shows that any n satisfymg all these congruences also satisfies
(l 4\ with H = (Z/5Z)*, ψ(τ) = (/-mods) for an auxihary number s that is coprime
to n This number s is a squarefree integer exceedmg «1/2, and it is selected in such a
way that
a' = l mods for all α e Z with gcd(a,s) = l,
where / is a relatively small squarefree positive integer
In this paper we present a theoretically and algonthmically simphfied version of
the test of Adleman and Rumely The theoretical simphfication is achieved, äs in
[16], by considering Gauss sums instead of Jacobi sums This allows us to bypass the
higher reciprocity laws that were used m [1] Our approach has the additional
advantage of workmg for nonsquarefree values of t and s äs well
From an algorithrmc point of view the Gauss sums appearmg in our test are
distmctly inferior to the Jacobi sums from [1], smce the latter belong to much
smaller rings For this reason it is important to reformulate our test m terms of
Jacobi sums This is done with the help of techniques that are familiär from the
theory of cyclotomic fields The reformulation results in congruences mvolving
Jacobi sums that are simpler to test than the congruences appearmg m [1]
It will be seen that asserfons of the form (l 41 play an important role in this
paper The choice H = (Z/sZ)*, ψ(/·) = (rmods) was already mentioned Further,
we shall consider H = C*, the multiphcative group of nonzero complex numbers,
and ψ equal to a character, äs defmed in Section 6 Finally, fot several small primes
p we shall take H = Z*, the group of p-adic umts, discussed in Section 5, in this case
ψ is defmed by ψ(/·) = rp '
W G Dubuque programmed the test of Adleman and Rumely in Maclisp for a
DEC KL-10 Computer at the Massachusetts Institute of Technology He used it to
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prove the pnmahty of a 62-digit number in 6 hours This does not compare
favorably with the older tests discussed by Williams [26] In fact, Williams never
found a pnme number of this size that took more than 20 mmutes to prove pnme on
an Amdahl 470-V7 Computer On the other hand, these older tests are slower for
sufficiently large n It should also be taken mto account that Dubuque's Implemen-
tation uses the Standard multiprecision routmes provided in Maclisp, which is
certamly not the most efficient means possible
Our algonthm has been implemented on the CDC Cyber 170-750 Computer
system at the SARA Computer center in Amsterdam Two programs have been
wntten, one in Pascal and the other m Fortran, both programs make use of
multiprecision routmes in Compass The Pascal program is the first pnmahty testmg
program m existence that can routmely handle numbers of up to 100 decimal digits,
and it does so withm approximately 45 seconds The Fortran program can deal with
numbers of up to 200 decimal digits, and it does so withm approximately 10
mmutes
The algonthm m this paper has been designed for optimal efficiency m practice It
is, however difficult to estabhsh a rigorous upper bound for the running Urne The
runnmg Urne of the algonthm m [l, Section 4] has been analyzed by Pomerance and
Odlyzko [l, Theorems l and 3] They proved that, for each n > el, the algonthm
termmates withm O(A:(log«)ik>glo&log") steps with probabüity at least l - 2~*, for
every k ^  l, here c is an absolute, effectively computable constant The same upper
bound can be shown to hold for a suitable version of our algonthm, cf (11 6)(b) For
another version an (^(log«)'108·10^ 08") upper bound can be ngorously established if
the truth of the generahzed Riemann hypothesis is assumed We do not go mto the
details of this analysis smce there exists a different algonthm for which this upper
bound can be proved without any unproved assumption This algonthm, also due to
Adleman and Rumely, is described m [l, Section 5], and a simphfied version in [16,
Section 5] It is, however, not of practical importance
The present paper draws upon a number of techmques from algebra and number
theory that have not traditionally been used in primahty testmg We have therefore
attempted to keep the exposition äs self-contamed äs possible The Contents of the
paper are äs follows
A brief outline of our algonthm, m three stages, is gzven in Section 2 Section 3 is
devoted to the last stage, and Section 4 to the first The central stage occupies
Sections 5 to 11 In Sections 5 and 6 we collect the properties of p-adic numbers and
characters that we need In Section 7 we show how Gauss sums can be used ίο
generahze the lest m (12) The reformulation m terms of Jacobi sums occupies
Sections 8 and 9 In Section 10 we shall see how algorithms related to fimte fields
lead to additional improvements, under certam conditions Section 11, fmally,
describes the central stage of the primahty testmg algonthm A detailed descnption
of the entire algonthm, from a computational pomt of view, is contamed m Section
12 The actual Implementation is discassed m Section 13
By Z, Z , Q, C we denote the ring of mtegers, the ring of p-adic mtegers (see
Section 5), the field of rational numbers, and the field of complex numbers,
respectively The number of times that a prime number p appears m m is denoted by
v (m), for m e Z, m =*= 0 (cf Section 5) By r\m we mean that r is a divisor of m, i e
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d positive integer dividmg m Rings are supposed to be commutative with l, and
subrmgs have the same l The group of units of a ring R is denoted by R* For fm,
i/„,, σν, G, see Section 7
2. Outline of the Algorithm. We give a bnef descnption of our primahty testing
algönthm m three stages Let n be the integer to be tested for primahty, and assume
that n > l
S tage l Select two positive mtegers t and s with the followmg properties
(21) ns"small" (see Section 4),
(22) s > «1/2 (or s > n1/1, see Section 3),
(23) a' = lmod.s for all a e Z with gcd(a,s) = l,
(2 4) the complete prime factonzations of t and i are known
See Section 4 for more details concernmg the selection of t and s
Contmumg Stage l, check that %ca(st,n) = l usmg the Euchdean algonthm, if
gcd(st,n) =*= l, then a prime factor of n is found, by (2 4), and the algonthm halts
Stage 2 Subject n to a senes of tests similar to the test m (l 2) If it fails to pass
any of these tests, then n is composite and the algonthm halts Otherwise, attempt to
prove the followmg assertion, usmg the Information obtamed from the tests
for every divisor r of n there exists ι e (0, l, , / — 1} such
' that r = n'mods
The theoretical possibility exists that this attempt is unsuccessful withm a reasonable
time hmit In this case one may teil the algonthm to halt with the message that it has
not been able to decide whether n is prime or not
A more detailed descnption of Stage 2 is found m Section 11
Stage 3 If (2 5) has been proved, use (2 5) and (2 2) to factor n completely, and
hence to decide whether n is prime or not In Section 3 we shall see how this can be
done
Remark From the descnption of Stage 3 one should not get the Impression that
the algonthm is helpful m factormg n if n is composite, since practically all
composite numbers will be ehminated in Stage l or Stage 2
3. The Final Stage of the Algorithm. Sappose that (2 5) has been proved and that
s > n1/2 To factor n completely it suffices to find all divisors r < n1/2 of n Such a
divisor satisfies r < s and is, by (25), congruent to n'mods for some ι e (0,
l, , / - 1} Hence, if we determme r, by r, = n'mod v and 0 < /·, < s, for 0 < ι < t,
and check which of the /, divide «, then we obtain the complete prime factonzation
of n
Next suppose that, besides (2 5), one knows only tlie weaker version s > n1/3 of
(2 2) Then the prime factonzation of n is found by applymg the followmg result to
d = rt, for ι = 0, l, , / - l, notice that gcd(r(, ?) = l smce in Stage l we checked
that gcd(st,n) = l
(3 1) THEOREM Let d, s, n be positive integer satisfymg gcd(d,s) = l and s > «l/3
Then there exist al most 11 dwisors of n that are congruent to d modulo s, and theie is
an effiaent algonthm determimng all these dwisors
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We refer to [15] for a proof of this theorem and for a descnption of the algorithm.
The runnmg time of this algorithm, measured m bit operaüons, is 0((log«)3), if
d < s < n. Its practical value remams to be tested.
4. Selection of Auxüiary Numbers. For a positive integer t we defme
e(t) = 2 iffisodd,
e(t) = 2- Π <Λ<0+1 ifnseven,
i/ pnme, </ — \\I
with vq(t) äs defmed m the mtroduction. We recall the condition (2.3) to be satisfied
by the auxihary numbers / and s:
(2.3) a'^lmods for alla e Z withgcd(a,j) = 1.
(4.1) PROPOSITION. Let t and s be positive mtegers. Then condition (2.3) holds if and
only tf s divides e(t).
Proof. For odd / this is proved by taking α = - l m (2.3). Let now t be even. We
may clearly assume that s is a prime power: i = qm, with q prime and m > 1. In this
case the proposition easily follows from the followmg well-known result [5, Section
5]. If q is odd οτ m ^  2, then (L/qmrL)* is a cychc group of order (q - \)qm~*; and
if m > 3, then (Z/2mZ)* is the direct sum of a group of order two and a cychc
group of order 2"'~2. This proves (4.1).
TABLE 1. Valuesofe(t)
t ~ ' e(t) ~~
_ . . _ _
12 = 22 · 3 65520
60 = 22 · 3 5 6.814 · 109
180 = 22 · 32 · 5 2.601 · 1015
840 = 23 · 3 · 5 · 7 8.644 · 1024
1260 = 22 · 32 · 5 · 7 1.147 · 1031
1680 = 24 · 3 · 5 · 7 2.697 · 1033
2520 = 23 · 32 · 5 · 7 4.866 · 1040
5040 = 24 · 32 · 5 · 7 1.532 · 1052
15120 = 24· 33 · 5 - 7 2.254 · 1079
55440 = 24· 32· 5 - 7 - 11 4.920 - 10106
110880 = 25 · 32 · 5 · 7 · 11 2.109 · 10137
720720 = 24 · 32 · 5 · 7 · 11 · 13 2.599 · 10237
1441440 = 25 · 32 · 5 · 7 · 11 · 13 1.669 · 10301
4324320 = 25 · 33 · 5 · 7 · 11 · 13 7.928 · 10455
24504480 = 25 · 32 · 5 · 7 · 11 · 13 · 17 4.795 · 10656
73513440 = 25 · 31 - 5 · 7 · 11 · 13 · 17 7.082 · 10966
367567200 = 25 · 33 · 52 · 7 · 11 · 13 · 17 6 208 · 10150'
1396755360 = 25 · 31 · 5 · 7 · 11 · 13 · 17 · 19 4.016 · 101913
6983776800 = 25 · 33 · 52 · 7 · 11 · 13 · 17 · 19 7.471 · 103010
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(4 2) We now descnbe the selection of / and v m Stage l
First one chooses a positive integer t for which e(t) > «1/2 or e(t) > «1/3,
depending on which algonthm is used in Stage 3 In theory this can be done by
trying /= 1,2,3, in succession In practice it is more convenient to use a table
which is computed once and for all, and which gives the values of e(t) for some
well-chosen integers / An example is provided by Table l, the values of e(t) are
rounded off downwards in this table From Table l we see that for n < l O100 we can
take / = 5040 if the naive algonthm in Stage 3 is used, while t = 1680 suffices if we
employ the algonthm from (3 1)
For the value of t that is chosen we wnte down the complete prime factonzation
of e(t) This is done by hstmg all primes q for which q — l divides t, together with
the exponent m(q) of q in e(t), this exponent can be read from the defimtion of
e(t) It is also convenient to write down the prime factorizations of the numbers
q - l, smce these are needed m Stage 2 For / = 5040 = 24 32 5 7 all this has
been done m Table 2 This table is, of course, a byproduct of the computations
leading to Table l
TABLE 2 The pnme factonzation o/<?(5040), 5040 = 24 32 5 7
qmW q- l ~q"^ ) q- \ qm(q) ~q~^ ~\
26 ί 3Ϊ 2 3 5 Ϊ8Ϊ 22 32 5
33 2 37 22 32 211 2 3 5 7
52 22 41 23 5 241 24 3 5
72 2 3 43 2 3 7 281 21 5 7
11 2 5 61 22 3 5 337 24 3 7
13 22 3 71 2 5 7 421 22 3 5 7
17 24 73 23 32 631 2 32 5 7
19 2 32 113 24 7 1009 24 32 7
29 22 7 127 2 32 7 2521 23 32 5 7
Next we have to choose s One way to do this is äs follows First put s = e(t) If s
has a prime power factor qm(cl) for which s/qm(q) is still larger than «1/2 (or n]/\
depending on Stage 3), then we choose such a qm(q} with q äs large äs possible, and
we replace s by s/qm(<t} This is repeated until it is no longer possible
We descnbe a better way of choosmg s Wnte e(t) = Hil^Lqm(q} We restnct to
divisors s of e(t) of the form s = Y\q^sqm(q) with S c E As we shall see m Section
11, each q e S gives nse to a cerlam amount of work m Stage 2 of the algonthm
The running time needed by thic amount of work is proportional to a number w(q)
depending on q The numbers w(q) depend on the Implementation of Stage 2 and
they are best determmed empincally For a certam naive Implementation a good
approximation to w(q) is given by
Σ
p pnme p\q
where φ denotes Euler's function [4, Section 55] In order to mmimize the running
time we should now choose S such that E(/cSw(q) is äs small äs possible subject to
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the condition thdt s > n'/2 or n1/1 Putting 5" = E - S, we see that we have to
maximize Et/es w(q) subjett to the condition that Ei/(F9 Iog(<?m('')) < log( £·(/)) -
(\ or \)\ogn This is an mstance of the knapsack problem A. well-known approxi-
mate solution method for this problem leads to the followmg way of selectmg s First
puls = e(t) If s has a pnme power factor qm(q} for which <</qm(q) is still larger than
/7i/2 or Λ1/1, then we choose such a qm(c'} with w(q)/\og(qm(t')~) äs large äs possible,
and we replate s by s/i/m('l) This is repeated until it is no longer possible ¥οτ more
subtle methods to solve the knapsack problem we refer to [18]
The final value for 5 is a divisor of e(t), so by (4 1) condition (2 3) is satisfied
Conditions (2 2) and (2 4) are also satisfied and below we shall see to which extent
(2 1) holds This fmishes the descnption of algonthm (4 2)
We now discuss how small / can be chosen such that we have e(t) > n>/2 or nl/3
From
O
d\t
and elementary estimates for the divisor iunction [4, Theorem 317] we obtam the
followmg lower bound
t > (lOg/7 )" f)i'°8lo8loS")/l"g2
for all ε > 0 and all n exceedmg a bound dependmg on c The followmg theorem
shows that this result is best possible, apart frorn the value of the constant m the
exponent
(4 3) THFORtM There exisis an effectively computable positive constant c mch that
for all n > e" there is a positive inleger t satnfying
r < (log«) |OBI<>8"6" and e(;)>«'/2
This rs a sharpenmg of a result of Piachar [20] that is due to Pomerance and
Odly?ko Foi the proof we refer to [l, Section 6] Pomerance and Odlyzko proved
that t can even be chosen squarefree, this was necessary for the lest of Adleman and
Rumely [1]
5. /?-adic Numbers. Let p be a pnme number In this section we recall, without
proofs a few basic properties of p-adic numbers For a fuller treatment we refer to
[22, Chapitre II] and [6]
A p-adic integer is a sequence (a,modp')™=], with (a,mod/>') e Z//?' Z, such that
a, M = fl,rnodj7' for all ; > l The set of p-adic mtegers forms a ring, denoted by Z ,
under coordmatewise addition and multiphcation We view Z äs a subnng of Z , by
idenüfymg α e Z with (amodp1)^ , e Zp
Let w e Z, m > l The map Z/; -> Z/pmZ that sends (a,mod/?')^ ,, to (a„,mod
p"') is a surjective ring homomorphism with kernel equal to ρ"Ί This shows that
7Lp/pmrLp ~ Z/p'"Z, so /;-adic mtegers, when taken modulo p'", yield ordmary
mtegers modulo/?"'
Let £ be a fimte abehan group of />-power order For a = (ö,mod p')f„\ e Z
and ξ e E the element f of E does not depend on m, for m sufficiently large, and
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we denote it by ξ" This Operation of Z^  on E satisfies the familiär rules
= ΓΥ', r " = rr\
for ζ,η e E, a,b e Zp, so U makes £ into a module over Z^ , see [10, Chapter III,
Section 1]
A /?-adic integer a is a umi of Zp if and only if a ^  Omod/?, so Z* = Z - />Z;,
Every nonzero />-adic integer α can be wntten in a unique way äs a = />"'« with
w e Z, w > 0 and M e Z*, we wnte m this case υρ(α) = m, and we put i>,(0) = oo
This extends the function υ that was defmed on Z - {0} in the mtroduction
The set l + pZp = {a e Zp a = l modp) is a subgroup of Z* Let α = (α,χΊ , e
l + joZ^ , Then each a, has /?-power order m (Z//;'Z)*, so for Λ; e Z/; we can defme
αλ = (α,χ)ίΊ| This makes l + pZp into a Z/rmodule Wntmg a2·/ = (ax χ e Z^ },
we have
, , fl·4' = l + ^'"Z^  for m^vp(a- 1), provided
that w > l and m ^  2 m the case/? = 2
There are group isomorphisms
(52) ZJ = (Z/(/>-l)Z)x(l+/»Z„) = (Z/(/>-l)Z)xZ„ iip>3,
(53) Z| = l + 2Z2 = {l, - 1} χ (l + 4Z2) = (Z/2Z) X Z2,
see [22, Section II 3], [6, Chapter 15, Section 7]
6. Characters. Let g be a pnme number A character χ modulo q is a group
homomorphism from (Z/qZ)* to C* We extend such a character to a map
Z/qZ -> C by x(Omod^) = 0, and we put χ(α) = x(amoäq) for a e Z The set of
all characters modulo g forms a group under multiphcation We denote this group
by*„
It is well known that (Z/qZ)* is cychc of order q — l Let a generator g be
chosen Mappmg χ to x(g), we obtam an isomorphism between X(/ and the group of
(q - l)st roots of unity This imphes easil>
ifx,ye (Z/9Z)*artsuchthatX(x) = x(y)
^ ' for all χ e Xq, then x = v
Let<? - l = n/;pnme/?'i(/')be the pnme factonzation of 4 - l, with /:(/?) = ^ («7 - 1)
For each pnme /) with k(p)^ l we choose a character χρ q <Ξ Xq of order ph(p),
such a character is obtamed by puttmg χρ ?(g) = ^ * , , a primitive /)M/;>th root of
unity We wnte
(62) y?= (χ/; , /?pnme,/>|9- 1}
It is easy to see that Υ generates the group Xq
(6 3) THEOREM Let t and Λ be positive mtegers satisfymg (2 3) and let n be an
integer Mtisfymg n > l and gcd( n , st) = l H^ /ie
r, - U y,
ί/ji q pnnic
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with Υ äs m (6.2). Assume that every pnme p\t satisfies the following conditwn:
, for every pnme divisor r of n there exists l „(r) e Z such that
IQ^I 1 / / \
r''™1 = (np~ ) p(" in the group \ + p1p.
Assume moreover that every χ e Yt satisfies the following condition:
, for every pnme divisor r of n we have x(r) = χ(η)'ρ^  with l „(r)
äs m (6.4), where p is such that the order of χ is a power of p.
Then (2.5) is salisfied, i.e for every divisor r of n there exists ι e (0, l , / - 1) such
that r = n'mods
Remark. Notice that lp(r) in (6.4) is umquely determmed if it exists, by (5.2).
(5.3) In fact, we have lp(r) = log,,r/\ogpn, where log^ denotes the/7-adic logarithm
[25, Section 5.1]. In (6.5) H is meamngful to speak about lp(r), since if χ = χ
then/) divides /, by (4.1)
Proof. We have n' = l modj, by (2.3), so it suffices to consider pnme divisors r of
n. Fix such an r, and let l(r) be a nonnegative integer satisfymg
l(r) = lr(r)modph(p) for every prime/ψ;
here h (p) denotes a positive integer that is chosen sufficiently large for the rest of
the argument to be valid. In particular, we assume that the order of every χρ q & Ys
divides ph(p) By (6.5) we then have
Y (r) = γ (n\'''(r) = \ (n}'(r) = -Y (n/(r>)X.p q\' ) λρ q\rl > X.pq\n) X*p,q\n )
for every χρ q e Y(. Let now q\s be a fixed pnme. Then the characters χρ q generate
Xq, so it follows that x(r) = χ(«/(Ο) for all χ e Xq. By (6.1) this imphes that
r = nl(r) modq. Put m(q) = vq(s). We claim that
(6.6) r = nl(r) n\odqm(c>\
If m(q) = l, this has just been proved Suppose therefore that m(q) > 2. Then q
divides /, by (4.1) and the defmition of e(t), so (6.4) holds for p = q. This yields
rq ' = (n'1 ') ' ' = (nq' ') r mod^ m(l7);
here h(q) is assumed to be so large that (n?"1)I'M*1 Ξ l moaqm(q). We now know
that the g-adic integer a = r · n l(r) satisfies
α = Imodi;, a*"1 = \moaqm(q).
The lauer congruence imphes that the multiphcative order of a modulo qm(q) divides
q — l, the former that it is a power of q. It follows that this order equals l, so a ^  l
modqm(q}. This proves (6.6).
Smce (6.6) holds for any prime q dividing s, we may conclude that r = nl(r) mods.
Here /(r) may be reduced modulo t, since n' = l mods by (2.3). This proves (6.3).
(6.7) Remark. If (6.4) holds, then clearly for every divisor r of n there exists
lp(r) e "Lp with rp~ ' = (np 1)'"(''), and we have
lp (r{ r,) = lp (r]) + lp (r2) for η r2 dividing n, lp (n) = l.
7. Gauss Sums. For any positive integer m we denote by Um the group of wth
roots of unity m C, and by ξηί a primitive wth root of unity; so fm generates Um.
In this section we fix a prime number q, a prime number/>, and a positive integer
k such that/;* divides q - l Further « is an integer with n > l and gcd(n,pq) = 1.
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We put A = ZK^ .f,], the ring generated by ξρί and {,, and K = Qi^ *,?,), the
field of fractions of A We let B be the subrmg A[\/q] of ÄT Every element of K has
a umque representation
Σ β,,$χ
with a e Q, cf [10, Chapter VIII, Section 3] To multiply two such expressions one
uses the rules
#-°'' '--iV '· ίΓ'--Σ2«(=0 / = 0
Restnctmg the coefficients atj to Z one obtams the ring A An element of K belongs
to B if and only if the denommators of all of its coefficients atj are powers of q, and
it belongs to the prmcipal ideal nB of B if and only if, in addition, the numerators of
these coefficients are divisible by n
For χ e Z, χ * 0 modp, let ax be the field automorphism of K for which
**($>) = # and σ*(£ί) = f?' cf [10' ChaPter VIII> Sectlon 3] Let
G = (ax l < χ < pk, χ * 0 modp}
This is the Galois group of K over Q(f9) It is isomorphic to (Z/pkZ)*, under an
isomorphism mappmg ax to (xmodpk) Denote by Z[G] the group algebra of G over
Z, see [10, Chapter V, Section 1] For u e B* and α = Σσεσ«σσ e Z[G] we defme
ua e J3* by
This Operation of Z[G] on B* satisfies the rules
for M t) e 5*, a,jß e Z[G], l = σ, e Z[Gj, so it makes 5* mto a module over Z[G]
Let χ be a character modulo q of order />* The Gaim raw τ(χ) associated to χ is
the element of A defmed by
q-\
(7 1) τ(χ)= Σ Χ(*)^
x=l
We have
(72) Γ(χ)τ(χ-') = χ(-1) q,
see [25, Lemma 6 l(b)], [7, Chapitre 5, Proposition 7], so τ(χ)-' = χ(- 1)τ(χ l)/q
e B This imphes that τ(χ) e 5*, so the expression τ(χ)" σ m the followmg
lemma makes sense
(7 3) LEMMA Ifn ispnme, then
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Proof From (l 3) we ob tarn
= Σ
l - l
= τ(χ)σ,
and the lemma follows upon division by the unit χ(«)"τ(χ)° This proves (7 3)
(7 4) This lemma will lead to the tests that were mentioned m Section 2, Stage 2
To see the connection with (l 2), we consider the case that χ is quadrattc, \ e ha1
order pk = 2 Then q is an odd pnme, and χ is the Legendre symbol χ(χ) = (*)
From (7 2) we see that τ(χ)2 = a, where α = ( ,^ 1) g. The automorphism σ,, is tht
identity, so the congruence of the lemma is equivalent to a("~ l)/2 Ξ (^ ) modn This
is the same äs (l 2), since (",) = (*) by the quadraüc reciprouty law, which can, in
fact, be proved in this way
We return to the general Situation We shall mvestigate what can, conversely, be
said about n if the congruence m (7 3) is known to hold For practical purposes it is
important to build m some extra degrees of freedom, äs expressed in the followmg
corollary
(7 5) COROLLARY Ifn « pnme, then
ω (n a )ß l \ "β ,
= X(n) modn
for any β e Z[G] and any ideal n of B with n & n
Proof Raise the congruence in (7 3) to the power ß, this is allowed because
σ[ηΒ] = nB for all σ e G Next use that nB c n Fhis proves (7 5)
We shall make the followmg assumptions on β and n
(76) tf*l,
(77) πηΖ = ηΖ, σ,,[π] = η
The reader may thmk of β = l, n = nB If β = Σλ«χσΛ e Z[G], then (76) is
equivalent to
£ n ^ χ & 0 mod/7
\
The map sendmg ξ to ζβ is an automorphem of the group Upi., if (76) holds
Condition (7 7) will be mvestigated m Section 10
(7 8) THEOREM Lei χ be a charaaer modulo q of order pk, and a^mme that
/7 cn τ(χ)("~" )ß = ξ modn for wme ξ e Upi, some β e Z[G]
satisfymg (l 6) and some ideal n ö/ 5 satisfymg (7 7)
Assume further that condition (6 4) (s satisfied Then χ satisfies (6 5), ; e
X(r) = x(«)''(r>
/or euery diw>or r of n, with lp(r) ΟΛ ;« (6 4) α«ί/ (6 7)
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Remark For given β and tt , the congruence (7 9) is true for at most one ξ e U k,
this follows from (7 17)
Proof. By (7 6) and gcd(«,/?) = l we can wnte f = η ';/< for some η e i//;*. Let
f e Z, f > 0 We raise both sides of the congruence
(7.10)
to the power Σ'/ = ό«' ' 'σ/, this is allowed because σ,,[π] = n. Usmg that
and wntmg w = τ(χ)β, we find that
(7.11) «"'-"" = T}-'"^modn
for every / e Z, ; ^ 0. With ι = (p - \)pk it follows that
(7 12) «"" '"* ' = Imodn.
Let now /· be a prime divisor of «. Then we know from (7.5) that (7.10), with «, TJ,
n replaced by r, x(r), rB, is true, so the same holds for (7 11). Takmg ι = p - l, we
obtain
(7.13) u"
We shall combme (711) and (7.13) modulo the ideal
r = rB + n ,
which contams both rB and n.
By (6.4), we have rp~ ' = (np ' )'<·<'> for some lp(r) e Zp. Choose m e Z, w > 0,
such that
(7.14)
From
U then follows that
(715) vp(r"-]-n^-^)^vp((n"-Y- l),
and in particular, since the nght-hand side exceeds k
(l 16) rp-] = n(p~]}mmodpk, σ/"1 = σ,,(^  1)m.
We apply (7.11) to ι - (p - \)ni, and divide it by (7.13); this is allowed since both
sides of (7.13) are umts in B. Usmg (7 16), we then find that
„<t> ll»'^,p l / / \ -m\(P
" r m
\  '· / jM = χ Γ η ) modr
Let α be the largest divisor of n{p }]p - l that is not divisible by p. If we raise the
congruence to the power a, then by (7 15) the exponent on the left becomes divisible
by n(p- D/ _ i; so by (7.12) we obtain
'"" modr
Assume, for the moment, the followmg lemma
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(7 17) LEMMA. If ζ e i/p* satisfies ζ = l modr, then ξ = l
Then we find
From ( /> - \)rp~ }a * 0 rnod/? and (7 6) it now follows that x(r) - τη"', so
by (7 14) This we proved for prime divisors r of n By multiphcativity (cf (6 7)) U
holds for any dwsor r of n In particular, smce lp(n) = l, we obtam χ(η) = η, so
χ(Ό = x(«)//7<r> for all f dividmg «. This proves (7.8)
Proof of(l 17) We have an equality of polynomials
/•'-i
Π (*- n = (*'A -i)/(*-0 = Σ *',
f*i ,»o
the product ranging over all ζ e t^n, f =*= 1. Substitutmg l for A' we find that
Therefore, if the lemma is wrong, we have pk e r = rB + n, so />* = rx + _y for
certain χ e 5, y e n. Upon multiphcaüon by «/r this would give pkn/r e n, so
pkn/r e «Z by (7.7). But r is a pnme dividmg n, and /> is a prime not dividmg n, so
this is impossible This proves (7.17).
We shall now develop several methods that can be used to prove that condition
(6.4), which occurs both in (6.3) and m (7 8), is satisfied. A different way to do this
can be found m Section 10; see (10 7) Our first two methods require that p ^  3.
(7 18) PROPOSITION. Ifp > 3 and np~ ' * l modp2, then condition (6 4) is satisfied.
Proof. By (5.1), the hypotheses imply that (np~i)2·*' = l + pZp Smce r""1 G l
+ p Z for all divisors r of n, it follows that (6 4) is satisfied This proves (7.18)
(7.19) THEOREM. Lei χ be a character modulo q of order pk, and assume that p ^  3
Suppose that (7 9) is satisfied with a primitive pkth root of umty ξ. Then p latisfies
condition (6.4).
Proof As in the proof of (7.8) we write ξ = η~"β with η e Upi. Smce f is a
primitive />*th root of umty, the same is true for η. Let u = τ(χ/ Applymg (7.11)
toi = (p~ l)pk~l, we find that
(7.20) «"'' '"* '-'^η^-'/Ίηοαπ
Let r be a pnme dividmg n. Replacing n, η, n by r, %(r), rB, äs m the proof of (7 8),
we obtam
(7.21) u" "'* '-'^xir/ '"modrB.
We combme (7.20) and (7.21) modulo r = rB + n. Let ω denote the order of
(M modr) m the group (B /τ)* Smce 17 is a primitive pki\\ root of umty, it follows
from (7.6) and (7.17) that ηρ"~>β * l modr. Therefore (7.20) imphes that ω does
not divide «</>-')/ ' - l, but that it does divide p(n(p'l)pk~i - 1). Consequently
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we have
«,(«)= l +0,(«<'-'>'' '-!)
From (7 21) wesee that ω divides /»(r*''"0''* ' - 1), so
υ»< Ι+ο,Ο-Ο-'»' '-!)
1 1 follows that
(7 22) (^r'^ 1"'4 ' - 1) > ϋ,ί/ι"-')'* ' - 1)
Notice that the equahty sign holds if and only if x(r)pk ' =*= l
From (7 22), (5 1) and the fact thai p > 3 we obtain
for some / e Zp Smce Z* contams no elements of order/?, by (5 2), this immediately
imphes that r"~] = (np~ ')' This proves (7 19)
In the rest of this section we take /? = 2 and, consequently, « odd In this case an
important role is played by quadratic characters For such characters it is convement
to replace condition (7 9), with ζ a primitive 2nd root of unity (so with ξ = — 1), by
a condition of the form a("~lV2 = - l mod«, cf (7 4)
(7 23) LEMMA Lei a e Z, and suppose thai a(n~ 1)/2 = — l modn Then for every
dwisor r of n we have v2(r - 1) > v2(n — 1), the equahty sign holdmg if and only tf
(?) = - l In particular (£) = - l
Proof It is not dif ficult to see that it suffices to consider pnme divisors r of n So
let r be a prime dividmg n, and let ω be the order of (amodr) in the group (Z/r Z)*
From a<""1)/2 = - 1 mod r it follows that υ2(ω) = t>2(« - 1), and smce ω divides
r - l this imphes that t>2(r-l)>t)2(n--l) The inequality is strict if and only if ω
divides (r - l)/2, so if and only if a(r~1)/2 = l modr, and this is equivalent to
(?) = l This proves (7 23)
(724) PROPOSITION Suppose thai n s l mod 4, and that there exists a e Z /or
("~ 1)/2 = — l mod n TAen condition (6 4) «5 satisfied for p = 2
Proo/ Let r|n be pnme By (7 23) we have v2(r - 1) > υ2(η - 1), and t>2(« - 1)
> 2 by hypothesis From (5 1) it now follows that r e n2·2, äs required This proves
(724)
(7 25) PROPOSITION Suppose that n = 3mod8 and thai 2(" 1)/2 = - l modn Then
condition (6 4) w satisfied for p - 1
Proof Let r\n be pnme By (7 23) we have either r = Imod4 and (7) = l, or
r = 3mod4 and (i) = -l Smce (7) = l for r = ±lmod8 and 0) = -l for
r Ξ + 3 mod 8, it follows that we have either r Ξ l mod 8 or r s 3 = «mod 8 There-
fore one of o2(r - 1) and v2(rn~~l - 1) is > 3 But 3 = u2(«2 - 1), so (5 1) now
imphes that r or rn" ' belongs to («2)Z2 Hence r belongs to n2Zl U n1 + 2Z= = n7-*, äs
required This proves (7 25)
Remark If n = 3mod8 and 2("~ 1)/2 * - l modn, then n is clearly not pnme, by
(12)
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The case n = 7mod8, which is not covered by (7 24) or (7 25), is most convem-
ently dealt with by means of Proposition (108) Alternatively one can use the
followmg theorem, which is the analogue of (7 19) We use the notation introduced
at the begmmng of this section
(7 26) THEOREM Lei χ be a character modulo q of order pk, with p = 2 and k > 2
Suppoi>e thal (7 9) is satisfied with a primitive 2kth root of umty ζ Suppo^e also that
q(» D/2 - _ j mo(jn Then conditwn (6 4) is satisfied for p = 2
Remark Suppose that n is pnme, and that (7 9) holds with a primitive 2k th root
of unity f We claim that the extra condition q(" 1)/2 = - l mod« is then satisfied
To prove this, we first note that f = χ(«) "ß by (7 5) and (7 17), so χ(«) is a
primitive 2*th root of unity, and χ(η)2 = - l Let ψ be the quadratic character
χ2* ' Then <//(«) = -l and<K~l) = χ(-1)2* ' = l, so by (7 2) and (7 3) we have
q(n-n/2 = τ(ψ)«-' == ψ(η) = - l mod«, äs required
It follows that n is composite if it does not pass the extra lest q(" l)/2 = - l mod«
Proof of(l 26) In the case that n = l mod 4 the theorem immediately follows from
(7 24) Assume therefore that n = 3mod4 As m the remark above, let ψ = χ2* ' Let
r be a prime divisor of n Arguing äs in the proof of (7 19), we find that
(727) v2(r2i '-1)>Ü2(„2A '-i)
(cf (7 22)), the equahty sign holdmg if and only if ψ(/-) = - l Smce k > 2 we have
υ2(η2" ' - 1) > 3, so by (5 1) we have r2" ' = n2" '' for some / e Z2 By (5 3), the
only roots of umty in Z2 are + l, so r = ±n' The remark about the equahty sign in
(7 27) imphes that / is odd if and only if ψ (r) = - l This can also be formulated äs
ψ(Γ) = (-!)'
Notice that i|/(r) = (?), by applymg (7 4) with ψ, r m the role of χ, n, and usmg
that ψ(-1) = l Therefore the extra condition q(" "/2 = -imod« and Lemma
(7 23) imply that
v2(r - 1) > v2(n - 1), with equahty if and only if ψ(/·) = - l
Smce n = 3mod4, this can also be formulated äs r s ψ(Γ) mod4 From r Ξ ψ(/-) =
(-!)'= n'mod4 it now follows that the plus sign in r = ±n' must be vahd
This proves (7 26)
(7 28) Remark The complications that anse m the case p = 2 disappear if, for
p = 2, we restnct to k = l, i e to quadratic characters In that case (6 4) can be
replaced by the simpler condition v2(r - 1) > υ2(η - 1) for all r\n, cf [16, Section
2] The restnction to quadratic characters imphes that the auxihary number / chosen
in Stage l of the algonthm (see Sections 2 and 4) should satisfy the extra condition
t & Omod4
8. Jacobi Sums for Odd p. We let q, p, k, «, χ, B, G, τ(χ) be äs m the previous
section, and we retam the notations ξηι, Um, ox
It is our purpose to reformulate condition (7 9) in such a way that it only refers to
elements of the subnng Ζ[^ *] of B
Let a and b be two mtegers T he Jacobi sumj(x",xh) associated to the characters
χ" and χ* is the element of Z[^ *] defmed by
(81)
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In B, we have
(8·2) y(x",x") = T(xa)T(x")/T(xa + ") if a + b * 0 modp",
with the Gauss sums defmed äs m (7.1). For the proof of (8.2), see [25, Lemma
6.2(d)] or [7, Chapitre 5, Proposition 9] If ab (a + b) * Qmodp then (8.2) can be
wntten äs
(8-3) /(χ",χ*) = τ(χ)σ-4<" °" + ".
Notice that the condition ab(a + b) * 0 modp forces/? to be odd.
In what follows we wnte [y] for the greatest integer not exceeding y, for a real
numberj^ For/? > 3, we put
(84) M= (x e Z: l < χ </,x * Qmodp}.
(8.5) THEOREM. Suppose t hat p > 3. Lei a, a fte mtegers satisfymg
(8.6) (a + 6)p * a1' + bpmoap2, ab(a + b) * 0 mod/?,
a«i/ let m be an ideal of Ζ[ζρί ] for which
(8.7) m n Z = «Z, a„[m] = m.
a
//, with this notation, we have
(8.8) Xx°,X*
then (7.9) is satisfied. //(8.8) does not hold, then n is composite.
(8.9) Remarks. (a) Notice thaty(xa,xfc)" belongs to Z[^ A], since the coefficients of
a are nonnegative.
(b) In the proof we shall see that if (8.8) holds, then (7.9) is true with the same ξ.
This is important for (7 19).
(c) If 3 </? < 6 · ΙΟ9, ρ ί (1093, 3511\ then condition (8.6) is satisfied for
a = b = l, by [13]. From (p - \)p * p - l modp2 it follows that in any case (8.6)
holds for some a < p - 2 with b = l.
(d) An example of an ideal m of Z[^ j satisfymg (8.7) is given by m = «Z[f *]. In
Section 10 we shall discuss a different way of choosmg m.
Proof of (8.5). Let n be the ideal of 3 generated by m. From
q-2
n = j
7 = 0
• qd· σ e m (0 <y < <7 - 2),cl·
and gcd(q,n) = l it is not difficult to denve that
(8.10) n n Zfo*] = tr
From (8.7) it now follows that n satisfies (7.7).
Defmeß e Z[G] by
/ Γ / . , \ 1 r
a\
σ,'1.(8.11)
J3
with M äs m (8.4). The following lemma will be proved below.
bx
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(8.12) LEMMA. Let a,b <= Z mlisfy (8.6), and let a,ß e Z[G] f>e äs in (8.5)
(8.11). Thenwehave
(n - ση)β = (σα + ab - aa + h)a
in Zf G], and β satisfies conditwn (7.6)·
Assuming this lemma, we see from (8.3) that
XX'.XT = τίχ)*""4"-""-'« = T(X)((I-·»,
so by (8.10) the congruence (8.8) is equivalent to
τ(χ)("~σ")/} = fmodn forsomef e ir,*.
Smce /? and n satisfy (7.6) and (7 7), it is now immediate that (8.8) imphes (7.9) The
second assertion of the theorem is clear from (7.5). This proves (8.5).
Proofof(%.\2). Defme θ e Z[G] by
θ= Σ ™-',
AeM
with M as m (8.4). Let m e Z, w * 0 mod/;. Wnting je = mymod/?*, we then see
that
°m°= Σ
where r(my) is the element of M that is congruent to my modulo pk. From
r(my) = my - [my/pk]pk it now follows that
(8.13) («.-aje-/,*. Σ Way-
reA/L/7 J
Applymg this tow = n,a,b,a + b, we find that
(η-σΛ)0=Α,
(8.14) (σβ + σ, - aa + ft)ö = ((α + ft - σα + Λ) - (α - σβ) - (b - oh}}0 = /^
and therefore
Pk(n - <>„)ß = (o„ + ah- aa+h)(n - σπ)θ = ρ*(σα + oft - σα + Λ)α.
Dividmg by pk, we obtam the first assertion of (8.12).
The second assertion is equivalent to
, ^ l\(a + b)x] \ax] \ bx]\
(8.15) Σ -  Γ- - — -— U-'*Omod/»
veM\L P* J LP J LP J/
Here we consider the expression on the left as an element of Z , to make je"1
meamngful, and the same applies to similar expressions below. To prove (8.15) we
first show that
(8.16) vp Σ *'-'=*-!.
The values assumed by (je1 pmodpk), for χ e M, are precisely the elements of
H = {y e (Z/pkZ)* y = l mod/?}, each taken /> - l times This is because H is a
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subgroup of index;? - l in the cyclic group (Z//;* Z)*. Therefore we have
£ *'-> = (p- l) Σ ymodpk
and(8.16)follows.
If x,y e Z are congruent modulo pk, then xp = yp modpk+l, by the binomial
theorem. It follows that there is a ring homomorphism Z[G] -» Z//?* + lZ mapping
ox to (χ'1 mod/?*"1"1), for χ e M. Applying this ring homomorphism to (8.14), we
obtain a congruence
(e' + 6>- (a + b)")· Σ *'~'
x£M
k v l\(a + b)x] \ax] \bx _„ A
= /> · Σ - £- - — - — U 'mod/>*
Λ^Λ/ΙΙ / J l/»*J [pk
By (8.6) and (8.16) the exponent of p in the expression on the left is precisely k.
Hence this is also true for the expression on the right, so
(a + b)x] \ax] \ bx
-  - - — - —
P (P l [P
Since x~r = x~ ' modp this is the same äs (8.15). This completes the proof of (8.12).
An alternative proof of (8.15) Starts from the congruence
\)/pkmodpk,
which is valid for any m e Z, m * 0 mod/). This congruence is proved by calculat-
ing nxewwx in two different ways.
Remark. The elements θ,β e Z[G] that we used in this section are familiär
operators from the theory of cyclotomic fields. See for example [11, Chapter IV,
Section 4], [25, Section 6.2], where they occur in connection with Stickelberger's
theorem on the factorization of Gauss sums and Jacobi sums.
9. Jacobi Sums for p = 2. In this section we do for p = 2 what we did in the
previous section for p > 3. The notation is unchanged; in particular, our hypothesis
gcd(n,pq) = l implies that n is odd for p = 2. We distinguish the cases k = \, k = 2
and k > 3.
(9.1) THEOREM. Lei p = 2 and k = \.If,m this case, we have
(9.2) 9<»-i>/2 = frnodH for some ξ e (l, - 1},
f/ie/7 (7.9) /i satisfied. If (9.2) doei «of /ioW, JÄCT « M composiie.
Proof. The first assertion follows from τ(χ)2 = χ(- \)q (see (7.2)), with β = l
and n = nB in (7.9). The second assertion follows from (7.5). This proves (9.1).
(9.3) THEOREM. Lei p = 2, k = 2 W n = l mod4. Lei m 6e an ideal of Z[f4] /or
which
m n Z = nl.
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//, m this Situation, we have
(94) j(x,x)(" "/2 q(n l)/4^fmodm for some ξ e C/4 ,
then (7 9) is satisfied If (9 4) does not hold, then n is composite
Proof Let n be the ideal of B generated by ni As in the proof of (8 5) we have
n n Z[f4] = in From n = l mod4 it follows that σ,, is the idenüty automorphism, so
tt satisfies (7 7)
By (8 2) and (7 2) we have
) = τ(χ)2Α(χ"), τ(χ2)2 = x2(-\)q = q
and therefore
τ(χΓ ° = τ(χ)" '=7(Χ,Χ)(" "/V" 1)/4
It follows that (94) is the same äs (7 9) with β = l and ri äs above The second
assertion of the theorem agam follows from (7 5) This proves (9 3)
(9 5) THEORBM Let p = 2, k = 2 and n = 3 mod4 //, m this case, we have
(96) y(x,x)("+1)/y" 3)/4^mod«Z[f4] forsomeS & t/4,
then (7 9) is satisfied If (9 6) doef> not hold, then n is composite
Remark There is no need to allow arbitrary ideals m of Z[f4] satisfymg (8 7) in
this theorem, since from (10 5) it follows that the only such m is ηΖ[ξ4]
Proof of (9 5) By (7 2) we have
and therefore by (8 2) we have
)("M>/2^ " 3)/4
It follows that (9 6) is the same äs (7 9) with β = l and n = nB, and with ξ replaced
by x( - 1)£ Thls imphes (9 5)
In the rest of this section we assume that p = 2 and k > 3 The triple Jacobi mm
y(X.X.X) 1S tne element of Z[f2i] defmed by
(97) 7(X-X,X)=7(X,X)7(X,X2)
To explain the notation we remark that
;(x,x,x)= Σ x(x)x(y)x(z)
(see [7, Chapitre 5, Section 4]) but this will not be needed m the sequel From (9 7)
and i 8 2) we see that
(98)
Weput
(99) M = {xeZ l < χ < 2A, χ = l or 3 mod8}
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Notice that M, when taken modulo 2*, is a subgroup of (Z/2*Z)*. The integer
brackets [ ] are äs in Section 8.
(9 10) THEOREM. Let p = 2, k > 3 and n = l or 3 mod8. Lei m be an ideal of
Z[f2»]/or which
m Π Z = «Z, a„[m] = m.
Defmea <= Z[G] by
nx
//, with this notation, we have
(9.11) j(x,X,x)" Ξ fmodm for some ξ & U2t ,
then (7.9) w satisfied. //(9.1l) Jot'i «o/ AoW, ί/ze« /i w composite.
Proof. Defme /? e Z[G] by
(9-12) /»-
with M äs in (9.9). Below we shall prove that
(9.13) (n - ση))8 = (3 - σ3)α
for π = l or 3mod8, and that β satisfies condition (7.6):
(9.14) (-0^ 1.
Assummg this, one proves the theorem in exactly the same way äs (8.5) was deduced
from (8.12). The only difference is that (8.3) is replaced by (9.8).
To prove (9.13) we define θ e Z[G] by
0= Σ *σ-'.
xeM
We have
(9.15) (m - a„)6 = 2k £ V^ \a~l for m & Z, m = l οτ 3 mod%
veA/L 2 J
by the same argument that was used to prove (8.13). Applymg this to m = n and
m = 3 we find that
(9.16) (3-03)0 = 2*0,
and this implies (9.13). To prove (9.14) we apply to (9.16) the ring homomorphism
Z[G] -» Z that maps every ax e G to l. This leads to
(9-17)
so
(9-18) Σ [£
2* '
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This is odd, and therefore (— l)ß = — l, äs required. This completes the proof of
(9.10).
(9.19) THEOREM. Lei p = 2, k ^  3 and n = 5 orl mod 8. Lei m be an ideal of Z[f 2* ]
for which
m n Z = «Z, σ,,[m] = m.
Definea e Z[G] fcy
«= Σ
and put φ = χ2 . //, wf/i z/2» notation, we have
(9.20) y(x,X,x)"./U^3)2^mod!n /or jowie £ e f/2* ,
//je« (7.9) κ satisfied. If (9.20) doer «οί /zoW, ?/!e« w is composite.
Proof. Let β be defined by (9.12). Below we shall prove that
(9-21) τ(χ)("-0^  = χ(-1)/(χ,χ,ΧΓ./(φ,ψ3)2.
From Uns the theorem follows by the argument used in the proof of (8.5). Notice
that β satisfies condition (7.6), by (9.14).
To prove (9.21) we apply (9.15) to m = ~n; this is allowed because -n = l or 3
mod 8. We find that
(-«-a_je-2* Σ p7rk'--2*(«+ Σ
\<E/WL z J v \<=
Combmation with (9.16) leads to
(n + a „}ß = (3 - σ,)(« + Σ "λ = (3 - σ3)α + 2 ·
^ \eM '
SO
ω(η+ο ,)β ι \α / \2L.i=Ma>
= y(x.x,x) · ηχ) ν"Μ ·.
By (7.2) and (9. 1 8) we have
ω(σ+σ(/ί / / ι\ \ /ϊ / Ί \ τ λ 2 __ ι
= (x(-l)9) =x(-l)?? -
Upon division we obtam
/ \("^ ",,)/ί / i \ / \ rt / N^^cwOi / 7λ 2
T(x) = x(-i)y(x-x,x) τ(χ) y<72
To prove (9.21) it therefore suffices to show that
(9.22)
This is easily seen to be a consequence of the Hasse-Davenport relations, see [12,
Chapter 2, Theorem 10 1] We give a direct argument, by applymg mduction on k.
For k = 3 we have χ = φ, so by (8.2), (7.2) and φ4( - l ) = l we find that
q ^ (Φ,Φ1)2 = q · (τ(φ)τ(φ3))2/τ(φ4)2 = (τ(φ)τ(φ3))2,
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which is the same äs (9 22) L et now k > 3 Put ψ = φ4 = χ2* ', this is the quadratic
character modulo q From 8|2A ' it follows that χψ = χ1 for some;' e M There-
fore we have
Assume for the moment that
(923) τ(χ)τ(χψ) = χ(4) 'τ(ψ)τ(χ2)
Applymg Σλ£Μσχ and usmg that ψ = ψχ for je e M, we find that
T(x)2Lew° =X(2) 2"^  τ(ψ)2' τ(χ2)*·-Μ°
By (9 17), the first factor on the nght-hand side is l Smce ψ is quadratic and
Ψ(— 1) = l, we see from (7 2) that the second factor equals q2 The third factor
can be wntten äs
/ 2 \25- t M "
nx )
where M' = {* l < χ < 2A ' χ = l or 3 modS), and by the mduction hypothesis
this is equal to g2' 1 lj (ψ, Φ3)2 This completes the mduction step
The identity (9 23) is a special case of the Hasse-Davenport relations, and it can
be proved directly äs follows [5, Section 20 4] We have
y(x,x)= Ex(*)xO-*)= Σχ(^-^2)
\ ο χ η
= Σ x(y)m(y),
ι ί=Ζ/ί/Ζ
where w(^ ) is the number of χ e Z/^ Z for which _y = χ — je2, this is 0, l or 2
accordmg äs the discnmmant l - 4y of A'2 - X + y is a nonsquare, zero, or a
nonzerosquaremZ/tfZ, soinallcasesw()>) =!+((!- 4^ )/^ ) = l + ψ(1
Therefore
y(x,x)= Σ x(j') (ι
( eZ/c/Z
= Σ Χ(^)+ Σ
ieZ/ί/Ζ eZ/ί
= 0 + χ(4) ' Σ Χ
eZ/rZ
By (8 2) this is the same äs
'τ(χ)τ(ψ)/τ(χψ)
and this imphes (9 23) This completes the proof of (9 19)
(9 24) Remarks (a) From the proofs of the theorems in this section we see that if
(9 2), (9 4), (9 6), (9 1 1) or (9 20) holds for some ξ e t/2*, then (7 9) is true with f
replaced by ±f Notice that, for k ^  2, the 2Ath root of umty +f is primitive if and
only if £ is primitive This is important for (7 26)
(b) The number x(-l)e{l,-l} that appears m man> formulae m this section is
equal to - l if and only if k = v-,(q - 1), which is often the case in the apphcations
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10. Choice of the Ideal. In this section p denotes a pnme number, k a positive
integer, ξ /, a primitive pklh root of unity m C and n an integer for which n > \ and
n * 0 modp By /we denote the order of (nmoäpk) m the group (Z///Z)*, and we
let σ,, be the automorphism öl the ring Z[f;/] for which a„(f;/) = ^
In Section 1 1 we shall see that m our pnmahty algonthm we have to lest (8 8),
(92), (94) (96), (9 11) and (920) for several choiees of p, /c, q Each time this
requires a calculation modulo an ideal in of Z[£y] satisfymg
(10 1) in Π Z = »Z, σ,, [m] = in
This calculation is easier to do il the ring Z[^t]/ni is smaller, so if in is larger In
this section we shall see how to choose m äs large äs possible The methods that we
shall descnbe are usually successful if n is pnme, even if we do not yet have a proof
that n is pnme However, if n is composite, then the methods are not likely to work
It is therefore advisable to use them only if n is probably prime m the sense that U
passed several tests äs m (l 2)
(102) The first method is taken from [l, Section 4, A 5] We apply Berlekamp's
algonthm [8, Section 4 6 2] to find an /th degree polynomial Λ e Ζ[Γ] with leading
coefficient l such that (hmoan) divides Σ/' Q T'1'" ' in (Ζ/«Ζ)[Γ] If n is prime,
then such an h exists, and (hmodn) is irreducible, et [25, Chapter 2] We now let m
be the ideal of 1[ξρ/·} generated by n and h(^pt) Then Z[£y ]/m may be identified
with the set of all expressions
where ζ = (f^rnodm) is a /ero of (hmodn) Ihis ring has n/ elements, and if n is
prime, it is the field F„/ We have m Π Z — «Z, smce this is the kernel of the natural
map Z -* Ζ[^ *]/ηι The condition ajm] = tu can be shown to be automatically
satisfied if h has been obtamed by means of Berlekamp's algonthm, but it can m any
case easily be tested by checkmg if f" is a /ero of (h inodn) We remark that if n is
pnme, the condition σ,, [m] = m is satisfied for all ideals m öl Ζ[^ *] contaming n To
see this, one uses (l 3) to show that σ,,(α) Ξ a"modm for all α e Z[^ A], then
a„[m] c m, and equahty holds because an has fmite order
If/ = (P ~ \)Pk '. tnen tne above method leads to m = ηΖ[^ *], and from (10 5)
it follows that this is m fact the only ideal of Z[f <] satisfymg (10 !) The methods
described m this section are therefore only useful if f < (p - \)p' ' This occurs
for example if p = 2 and A. > 3, smce m that case (Z/// Z)* is not cyclic
If / < ( p - \)pk ' then the coefficients of h are usually rather large This makes
Euchdean division by h mto a comphcated Operation in practice, and the same thmg
is theiefore true for multiplication m the ring Ζ[^ /.]/ιη at least for / -* l The
second method to construct m does not ha\e this disadvantage It is äs follows
(103) First one constructs a ring F with n! elements lhat contams Z/πΖ äs a
subring, such that / is a field if n is pnme For example, one can take F =
(Z/«Z)[7]/g (Ζ/«Ζ)[Γ], where g is an /th degtee polynomial m (Z/nZ)[T ] with
leadmg coefficient l that is irreducible if n is prime, *he latter property can be
checked by an irreducibility teat äs described m [8, Fxercise 46 2 16] Wnting ξ for
the image of Γ m F we have / = {Σ/ ,^α,ξ' a, e Z/« Z (0 < ι < /)} with g(|) = 0
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To facihtate the multiphcation m Γ one should choose g such that its coefficients are
"small", and this can usually be done in practice
It is important that F be constructed m such a way that we can recognize whether
a given element of F belongs to the unit group Γ* In the example given we can do
this by calculatmg the gcd with g in (Z/nZ)[T], using the Euclidean algonthm, this
can only fail if at some stage a nontnvial common divisor of n and some leadmg
coefficient is found, in which case n is factored [l, Section 5]
Once F has been made one constructs a ring homomorphism p F -> F such that if
n is pnme, we have p(a) = a" for all α e F For F äs above this is done by checking
that g(£") = 0 and puttmg p(Ef_öa,£ ) = Σ{ οα,έ"1, if g(£") * 0 then n is com-
posite
Next one chooses an element β e /, β =*= 0, such that ß("' 1)//' * l Such an
element β should not be hard to find, smce if n is pnme, then a random β e F - {0}
has this property with probability (p — \)/p
If n is pnme, then we must have
(10 4) ß"' ' = l, ß("' l>/" - l e F*, p(ß) = ß"
One now checks that ß does mdeed have these properties, and one calculates
f = ß(»f o// Then ξ 1S a zero of £/>_oi χ·?1· ' = (^  _ })/(χρι ' - i), so we can
defme a ring homomorphism λ Z[fp*] -> F by λ(^ *) = f We have p(f) = f", and
therefore λ ° σ,, = p ° λ
Fmally we let m be the kernel of λ Smce Z/n Z c F, we have m n Z = n Z We
prove that a„[m] = m For α e m we have λ(ση(α)) = ρ(λ(α)> = ρ(0) = 0, so
on(a) e rn Hence a„[m] c m, and equahty follows äs before We conclude that m
satisfies (10 1) From (10 5) below it follows that λ is surjecüve, so that Z[iy ]/m = F
This fimshes the descnption of the second method to construct m Some addi-
tional work would be needed to find exphcit generators for m, but these are m fact
not needed to check a congruence modulo m it suffices to apply λ and to check the
correspondmg equality in F
If / = l, then in the second method we can simply take Γ = Z/nZ and p equal to
the identity map Notice that/= l if and oily if n = l moapk This is not a rare
event, smce m practice // is small
If one of our two methods successfully constructs an ideal m satisfymg (10 1), then
m is mdeed largest possible, even if n is not prime This is an immediate consequence
of the following proposition
(10 5) PROPOSITION Let m be an deal ο/Ζ[ξρ/>] satisfymg (10 1) Then the number
of elements o/Z[fp*]/m M at leasl nf
Proof From m n Z = nZ it follows that Z/nZ c Z[^ ,]/m Wnte f =
(f^modm) It suffices to show that the map (Z/nZ)f -> Z[iy ]/m sendmg (at){ 0'
to £fröa,f' is mjective Suppose therefore that E/_(ja,f' = 0 From σ,,[m] = m we
see that σ,, mduces an 3υΐθΓηοφ1ιΐ5ηι of Z[£pi]/m that maps f to ζ" Repeatedly
applymg this automorphism we find that
f i
(106) Σα,Γ" =0 forO^y </
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From the idenüty Of* ι Ό ~ £/) = p1 m the proof of (7 17) and gcd(p,n) = l it
follows that l - Γ e (Z[C/]/m)* for all A£/ A =£ Omod// Therefore the
Vandermonde determmant det(f "' )0<, ^  ·= ["[(^ «^ (Γ1 - Γ' ) is a unit in
Z[f;/]/in, and(I06)imphes thatß, = 0 for 0 < / < f This proves (10 5)
It is an attractive feature of our second method to construct m that it gives us an
easy way to check condiüon (6 4)
(107) PROPOSIIION Lei F be a ι mg with nf elements that contain\ Z/« Z äs, a
<,ubrmg Suppose that I contains an elemenl β winfying (10 4) foi some ring homomor-
phnm p l· — > F If p = 2 and n = 3mod4, suppose that k > 2 Then p satiifies
Kondition (6 4)
Proof Putf=yS(" "//'* From the proof of (105) we see that det(py(f '))0s,, /<f
e F* and hence that l f,f \ , £ y ' is a basis of F over Z/« Z Hence F is, m the
termmology of [16, Settion 8], a Galois extension oi rank/of Z/n Z with group (p)
We can now apply [16, Theorem (8 4)] with s equal to the largest power of p dividmg
nf - l, and α = ß("' n/v Then we find that for each r\n there exists ι (Ξ Ζ such that
r = n'modi, then rn ' e l + oZ/; =· (w7)7', by (5 1), and (6 4) follows immediately
This proves (107)
For the final result of this section we assume that n s 3mod4 Let u e Z/« Z be
chosen such that u2 + 4 e (Z/n Z)*, and let Fbe the ring
Denote by ζ the residue class of T and let p be the automorphism of F with
p(O = « - 4 Notice thdt p(£) = -ξ '
If n is pnme and ((ιΓ 4 4)/«) =· - l, then /· is d fiele! m which ξ and p(£) are
conjugate so p(|) = ξ" by the theory of fimte fields, and |" ' ' = - l The following
proposition teils us whdt can conversely, be said il |" ' = - l The reader mter-
ested m Lucas functions [26] should notice that ξ" H = - I is äquivalent to £(" M)/2
= 3mod4
(10 8) PROPOSIIION Suppo^e that n ~ 3mod4, and that, with the above notatwn,
we have ξ"" ' = - l fhen p = 2 sü/n/ies condition (6 4)
Proo/ Ihis is an immediate consequence of (10 7) with k ~ 2, f ·= 2 and /β = ξ
This proves (10 8)
We leave it to the reader to deduce (108) directly from properties of the Lucas
function, and ίο prove that the assumptions of (10 8) also imply that ((w7 + 4)/n) =
_ l
11. The Central Stage of the Algonthm. in this section we give d more detailed
descnption of the second stage of our pnmality lest than was given in Section 2
(11 1) Let n be the integer to be tested for pnmality n -> l and let / and s be
mtegers satisfymg (2 1) (2 2) (2 3) (? 4) and gcd(s/ n) - l We descnbe an algo-
nthm that leads either to a proof that n is composite or to a prool that (2 5) holds
(a) First one selects for every pnme power pk dividmg r, an ideal m = mp k of
Z[f <] satisfymg (10 1) This is done either by taking tu = ηΖ[ξρί] or by usmg one of
the methods clescnbed m Section 10
(b) Next one lets Yt be äs in (6 3) and chccks that every χ = χ; :/ e Yt satisfies
(7 9) If p is odd this is done by selecting a b äs in (8 6), calculating the Jacobi sum
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j(Xa,Xl>), and checkmg that (8.8) is satisfied; if (8.8) is not satisfied for some pairp,
q, then n is composite by (8 5), and the algonthm halts If p = 2, then one proceeds
m a similar way, replacmg (8.8) by (9.2), (9.4), (96), (9.11) or (9.20), whichever is
applicable.
(c) Fmally one checks that every pnme p dividing t satisfies condition (6.4). The
procedure by which this is done is descnbed m (11.2) for odd p and m (11.5) for
p = 2 If this has been done then from (7 8) it follows that every χ e Y, satisfies
(6.5). From Theorem (6.3) one can now draw the desired conclusion that (2 5) holds.
This is the end of the second stage
(11.2) Let H, t, 5 be äs m (11.1), and letp be an odd pnme dividing t. We descnbe
a procedure that leads either to a proof that n is composite or to a proof that p
satisfies condition (6.4). If in (ll.l)(a) algonthm (10.3) has been used to construct m,
it suffices to apply (10.7). Otherwise we can proceed äs follows.
(a) First one tests whether np ' * l modp2. If this holds, then (6.4) is satisfied, by
(7.18), and the procedure halts.
(b) Secondly, one checks whether there exists a pnme q dividing s, with q - l
divisible by p, such that χ = χρ q satisfies (7.9) with a primitive pk th root of unity f;
here k = v (q - 1). The calculations that are needed to check this have already been
carned out in stage (b) of algonthm (11.1), cf. Remark (8.9)(b). If such a pnme q
mdeed exists, then (6.4) is satisfied by (7.19), and one stops.
(c) Suppose now thal both (a) and (b) have failed to establish (6.4). Then one first
tests whether n is the pth power of an integer. If this is the case, then clearly n is
composite, and the procedure halts.
(d) Next one determmes a prime number q (not necessanly dividing s) for which
(11.3) q=\modp, «<<7-0/> ^  \modq.
Such a prime q can be found by trying all pnmes in succession; cf. Remark (l 1.4)(a)
below.
(e) Now if q divides 5, we claim that n is composite (see (11.4)(b)), and the
procedure halts. Suppose fmally that q does not divide s. Then one first checks that q
does not divide n. Next one lets χ be a character modulo q of order/», and one tests,
usmg (8.5), whether (7.9) is satisfied with ζ e (Jp primitive If this is the case, then
(6.4) is satisfied, by (7.19), and if this is not the case, then we claim that n is
composite (see (l 1.4)(b)). In all cases the procedure halts.
(l 1.4) Remarks (a) If n is not a pth power, then the density of the set of pnmes q
satisfymg (l 1.3) is \/p. To see this, aote that for a prime q not dividing n condition
(11.3) is equivalent to the condition that q splits completely in Q(£p), but not m
Q(f ,nl/p); next one can apply the well-known theorem that the density of the set of
primes Splitting completely in a normal number field of degree d over Q equals \/d\
see[ll,ChapterVIII].
It follows that a pnme q = \modp satisfies (11 3) with probability (p - \)/p.
Therefore the desired q should not be hard to find If the truth of the generalized
Riemann hypothesis is assumed, then it can be proved that the least prime q
satisfymg (11.3) is ^  c · p2 · (\ogp + log«)2 foi some absolute, effectively computa-
ble constant c, by [9, Corollary 1.3]. Without unproved hypotheses no satisfactory
upper bound for q is known. Consequently we can give no satisfactory upper bound
for the runnmg time of part (d) of procedure (l l 2)
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(b) To justify the claims made in (l l 2)(e), suppose that n is pnme and that q is
pnme satisfymg (l l 3) with q not dividing n Let χ be ai> m (l l 2)(e) if q does nc
divide v and x ~ x p q ^ q does divide Λ Wnte oider(x) = pk Then frum (l l 3) i
follows that χ(«) is a primitive pkt\\ toot of unity so (7 5) implies that χ satisfic
(7 9) with f e t/,,* primitive
Hence if one finds that (7 9) is not truc with ζ primitive one tan conclude that n i
composite This apphes in particular if q divides s smce m this case it wa
discovered m (11 2)(b) that χ — χ, (/ does not satisiy (79) with f primitive Thi
proves the claims m (11 2)(e)
(c) Procedure (l l 2) is quite effiuent in practice despite the theoietical difficulüe
mentioned m (l l 4)(a) In fact, it only larely happens that parts (c), (d) and (e) of thi
procedure are needed This occurs, for example if n is a pnme number that is
congruent to a/>th power modulo/?2 s If n is veiy hkely to be pnme the procedure
can be speeded up by omittmg part (c) and by restnctmg the seaich in (d) to the
pnmes q not dividing s
(11 5) Let n, /, v be äs in (11 1) and assume that / is even We descnbe a
procedure that either proves that p — 2 satisfies (6 4) or proves that n is composite
First suppose that n = l mod4 In this case one determmes an integer a satisfymg
(,;)= —l, by trymg all primes 2,3 5, in succession, and one tests whether
a(n n/2 = _ i mod«, it this is the case, then p = 2 satisfies (6 4), by (7 24), and
otherwise n is composite, by (l 2) If it is difficult to find an integer α with („) = - l,
one tests whether n is a square
Secondly, suppose that n = 3mod4 In this case one deteimmes an integer u
satisfymg ((u2 + 4)/n) = - l, by trymg u = 1,2 3 , ci (11 6)(a) Next, one lets
£ = (TmodT2 - uT- l)e (Z/nZ)[T]/(T2 - uf - 1) be äs dehned before (10 8),
and one tests whether £" ' = - l, if this is the case then p = 2 satisfies (6 4), by
(10 8), and otheiwise« is composite by the remaik precedmg(10 8)
This fmishes the descnpüon of the procedure Alternatively one might make use
of (7 25) or (7 26)
(116) Remarks (a) The remarks made in 1 1 1 4)(a) about the existence and the size
of q also apply to the number a that appears in the above piocedure for n = l mod4
Suppose that « Ξ 3mod4 We prove that there exists u c Z with ((u1 t- 4)/n) =
-l Let r be a prime divisor of n with vr(n) odd, and let a be the least positive
integer for which ('r) = - l By the mimmahty o! a there exists υ with v2 = a - l
modr and then ((v2 4 \)/r) = - l Now let M e Z be such that u = 2ümodr arid
such that M is divisible by all other pnmes that divide n Then one easily checks that
((w2 + 4)/n) = - l, äs required
If the generahzed Riemann hypothesis is tiue then there is an absolute effectively
computable constant c with the followmg property if n is a positive odd mtegei that
is not a square, and n has no pnme factoi i" c2(log«)4 then ehe least positive
integer u with ((u2 + 4)/n) =· — l satisfies u < ((log«)" This is pioved by combm-
mg [9, Corollary l 3] with [3, Lemma Ij We are indebted to A M Odly/ko for this
observation
(b) The search for q in (ll 2)(d) and the search for a and M m (ll 5) are the only
pomts m our pnmahty testing algonthm that prevent us from proving a worst case
runnmg Urne estimate of the form (log/?)' ''ß1'*1'* " Rom (11 4)(a) and (11 6)(a) U
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follows that the truth of the generahzed Riemann hypothesis would imply such a
bound for the algonthm, we should then choose m = ηΖ[ξρί] m (11 l)(a) If we wish
the result of Pomerance and Odlyzko quoted m Section l to be valid for our
algonthm, we should use algonthm (103) m (11 l)(a), and apply (107) to check
(6 4) The condiüon k > 2 m (10 7), for p = 2 and n = 3mod4, is not a senous
restnction, cf (7 28)
12. Detailed Description of the Algorithm.
(12 1) Let N be some large integer We descnbe, from a computational pomt of
view, an algonthm to determme whether an integer n, l < n < W, is pnme
Step l Preparation of Tables These tables depend only on N, and can be made
once and for all
(a) Select a positive integer t with e(t) > Ni/2 (cf Section 4, Table 1)
(b) Perform Steps (bl) and (b2) for each odd pnme q\e(t)
(bl) Find by trial and error a primitive root g modulo q, i e an integer g * Omod
q such that £<<?-'>//>=£ l mod<? for every pnmep\q - l Make a table of the function
/ (1,2, , q - 2) -» (1,2, ,0-2} defmed by l - g* Ξ g/W modq
(b2) Perform steps (b2a), (b2b), (b2c), (b2d), (b2e), (b2f) for each pnmep\q - l
(b2a) Put k = vp(q - 1), the number of factorsp m q - l
(b2b)lfpk * 2, compute
;,,= EV/U)ez[r,.l
• l
Here an element E0sS,<(/,- n/ ' «,£/ °f Ζ[^ Α], with a, e Z, is to be represented äs a
vector (fl,)0<!(<(„-,)/ ', cf Section 7 (Notice that 7ρ ? = 7(χ,χ) for χ = χ , see
(81))
(b2c) If p =>= 2, do the following Let
M = {x e Z l < χ ^  pk,x Φ. Omod/?},
9= Σ Χ"'1 eZ[G],
«(«)= Σ ( ' e Z[G] foi v e M,
where [y] denotes the greatest integer < y and σχ and G are äs in Section 7
Calculate
; = ιθ ι = ια(ι·}JO p q Jpg' Jv p q Jp q
for each u e M, äs elements of 7Δ[ξρ/<] (see Section 7 for the defmition of the action
of Z[G]) The numbersy,, p q, for v e (0) U M, should be tabulated
(b2d)Ifp = 2,k= l.let
Jo2q = <7> J\ 2q = ''
and tabulate these values
(b2e) If p = 2, k = 2, do the following Calculate
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and let
I\ 2 V = ' ' h 2 q = h q
The numbersjy 2 ?, for v = 0,1,3, should be tabulated
(b2f) If p = 2, k > 3, do the followmg Calculate
,, 2 l,, 1
,* - , V /-V'/<v> ·* == V f^ /(Oh q ~ h q L· !>2>· ' 72 i/ Z- S8
x - 1 \ x l
as elements of Z[f2*], where f8 =- f|n ' (Notice that j$q =7(χ,χ,χ) and
7(φ,φ3)2, with φ = χ2' ', as m Section 9 ) Put
L = [x <=Z l ^ χ ^  2Α, χ is odd},
M={;c<=L x = l o r 3 mod8),
c/ ::: /^  χο £ ΛνΙ C/l,
a(v) — γ
\e/V/
and calculate
Λ) 2 ί/ ~ V /2
The numbers7u 2 , for υ e {0} U L, should be tabulated
Step 2 Prelimmary Tests Let now an integer n be given, l < n ^  N, to be tested
for pnmahty
(c) Dependmg on the Information that one may already have about «, it may be
wise to lest n for small divisors, or to subject n to the test of Miller and Rabin [8, p
379]
(d) Test whether gcd(te(t),n) = l, usmg Euclid's algonthm If not, then a pnme
divisor of n is obtamed, since te(t) is completely factored, and we stop
(e) Select a divisor Λ of e(t) with s > n{/2 (cf Section 4) Replace t by the smallest
t' for which y divides e(/') (Note that the new / is the exponent of the group
(Z/iZ)* and therefore divides the old /)
Step 3 Pseudopnme Tests with Jacobi Sums Perform Steps (f), (g), (h) for each
pnme/; dividmg /
(f) Declare a boolean variable λ (tellmg us whether (6 4) has been checked) Put
λρ ="true" if p is odd and n1' ' ^  l mod/?2, and λ^ — "false" otherwise
(g) For each integer k > l with//| i determme integers MA, vk such that n = ukpk
+ vk and 0 ^  vk < pk
(h) Perform Steps (hl), (h2), (h3) for each pnme q\s with/^j^ - l
(hl) Put k = vp(q - 1), and u = uk, v = vk äs in (g) Calculate
JÖP, A^modwZ^J
by means of repeated squanngs and multiphcations modulo ηΖ[ξρί], here a residue
class (Σ0</<(/, |)/;* α,^ ί Γηοά«Ζ[^ /ι]), with α, e Z, is to be represented äs a vector
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(b:)0 i<(p ,)/;A ,, where bt e {0, l, , n - 1}, b, = a,mod« If there does not exist
h e (0,1, ,pk - 1} with
then H is composite and the algonthm halts (This is test (8 8) with a = b = l if p is
odd, test (9 2) if / = 2, test (9 4) or (9 6) if / = 4, and test (9 1 1) or (9 20) if
p = 2, k > 3 ) Suppose now that /? exists
(h2) If h * Omod/>, and either /?* = 2, n = l mod4 or /? is odd, put \p ="true"
(This combmes (7 24) and (719))
(h3) If h * 0 mod2,p = 2, A. > 2 and A2 ="false", do the followmg Test whether
q(»~ D/2 = _ ι mocin if this does not hold, n is composite, and the algonthm halts
If it does hold, put λ 2 = " true" (This is (7 26) )
Step 4 Addmonal Tests Perform Steps (i) and 0) for every pnme p dividmg t for
whichA^ ="false"
(i) Select a small pnme number q not dividmg s such that
q = l modp,
if/> = 2 and n = 3mod4,
n(t ')//> Imodq
If such a pnme q cannot be found below a reasonable hrmt, do the followmg Test
whether n is a p\h power If so, declare n composite and halt Otherwise, halt with
the message that the algonthm is unable to prove that n is prime Suppose now that
q has been found Halt if n = Omodg
0) Put k = 2 if p = 2 and n = 3mod4, and k = l eise Determme mtegers uk, vk
äs in (g) Calculatey,, p q äs m (bl), (b2b), (b2c), (b2d), (b2e), but only for υ e {0,vk}
Test whether y()% q JVip(,^ & modnZ^] for some h e Z, 0 < h < pk, h * 0
modp If this is not the case, n is composite, and the algonthm halts (Tojustify this,
cf (l l 4)(b) ) Otherwise, perform Steps (h2) aid (h3)
Step 5 Final Tnal Divisions (It is not likely that m this step it will be found that n
is composite, cf the remark at the end of Section 2 )
(k) Put rQ = l
(1) Perform steps (11), (12), (13) for ι = 1,2, , /
(11) Determme r, by r, = nr, , mods, 0 < r, < Λ
(12) If r, = l, declare that n is prime and halt
(13) If r, |«, and r, < n, declare that n is composite and halt
(Notice that one of (12) and (13) apphes for some / ζ /, smce n' = l mod-y )
This fimshes the descnption of the algonthm
(12 2) Remarks (a) Smce we used a = b = l m (8 8) (see step (hl)), the correct-
ness of the test is only guaranteed if 2P * 2modp2 for all primes p\t, cf (8 6) This
condition is satisfied for all p < 1093, see (8 9)(c) In practice we usually have
p < 20, see Section 4, Table l
(b) Several improvernents have not been mcorporated m the above descnption
First of all, the results of Section 10 have not been used Secondly, the algonthm of
(3 1) has not been mcluded Finally, the possibility to combme the test with the older
tests descnbed in [26] has been neglected, see [16, Section 8]
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13. The Implementation. The algonthm descnbed m Section 12 has been imple-
mented by H Cohen and A K. Lenstra on the CDC Cyber Computer System at the
SARA Computer center in Amsterdam In this section we discuss the main features
of this Implementation, refernng to a forthcoming publication by H. Cohen and A.
K. Lenstra for more details.
Two programs have been wntten, one in Pascal and the other in Fortran. Both
programs make use of multiprecision routmes that were wntten m the assembly
language Compass by D. T. Winter and made available by the Mathematisch
Centrum in Amsterdam.
The auxihary number / was chosen to be 5040 for the Pascal program, and 55440
for the Fortran program. We have e(5040) > l 5 · 1052 and e(55440) > 4.9 · 10106,
so the Pascal program can deal with numbers of up to 104 decimal digits and the
Fortran program with numbers of up to 213 decimal digits.
The programs mcorporate the followmg improvements that are not mcluded m the
algonthm in Section 12. Use has been made of the results of Section 10, but only in
those cases where the integer / defmed at the begmmng of that section equals l. We
also construct a ring F oi n2 elements that is a field if n is prime. This ring enabled
us to combme our algonthm with the lest that is based on known prime factors of
n2 - l; see[16, Section 8]
The Fortran program does not make use of prepared tables äs descnbed in Step l
of the algonthm m Section 12, smce such tables would have required too much
memory space. Instead, the entnes of the tables that are needed are recomputed for
every n.
For each prime power pk dividing t special routmes were wntten to do multiplica-
tions m Z[iy ]/«Ζ[^ Α]; or, equivalently, to multiply polynomials of degree less than
m = (p - \)pk~\ with coefficients in Z/«Z, modulo the pkth cyclotomic poly-
nomial Ef_0'A";'* ' In addition to the necessary m reductions modulo n, the
straightforward way to do one such multiphcaüon takes m2 integer multiphcations
It is important to reduce this number Theoretically, 2m - l integer multiphcations
suffice, by a theorem of Wmograd [8, p. 495]; but Wmograd's method is completely
impractical because it mvolves a great number of additions and multiphcations by
small constants We made use of special formulae for each pk For example, for
pk = 16 we use 27 mstead of 64 integer multiphcations to do one multiplicaüon in
Z[f16]//?Z[f16], and only 18 to do one squarmg It may be that along these hnes
further improvements are possible
Tables 3 and 4 contain data on the runnmg time of the Pascal program and the
Fortran program, respectively. For each number d in the first column we tesled 20
prime numbers of d decimal digits Each prime was selected by drawmg a random
number of d digits and usmg the program to determme the least prime exceedmg the
number drawn The second column gives the average runnmg time t = (Σ,2£, /, )/20,
the third one the sample Standard deviation ((!?",(/, - r)2)/19)1/2, the fourth the
maximal runnmg time, and the fifth the mimmal runnmg time. All times are in
seconds. The time spent on the composite numbers is not counted
The two programs tested the same set of 20 primes cf 100 digits The tables show
that for these numbers the Fortran program is slower than the Pascal program. This
is mamly caused by the fact that each program works in a fixed precision, which is
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twice äs large for the Fortran program äs it is for the Pascal program. Only a minor
Part of the difference is due to the use of prepared tables in the Pascal program.
We indicate the speed of the multiprecision routines that are used. Denote by am>
bm numbers consisting of m words, each word containing 47 bits. Then the calcula-
tion of a8 · 68, ß16 · 616, (a,6modö8) = a,6 - [a]6/bs]bK and (a32mod£l6) = an ~
•^a^ /b]6]b]6 takes on the average less than 7- 10~5, 2.1 · 10~4, 2- 10~4 and
4.7 · 10~4 seconds, respectively.
TABLE 3. Runmng times of the Pascal program m seconds (see lext)
number
of digits
50
60
70
80
90
100
TABLE 4.
number
of digits
100
120
140
160
180
200
average
6.437
8.634
12.074
16.224
25.572
32.349
Runmng times
average
50.442
97.797
156.429
246.204
359.728
495.748
Standard
deviation
1.687
2.554
2.289
3.897
5.870
9.103
of the Fortran
Standard
deviation
15.203
28.274
43.122
44.144
55.833
80.025
maximum
10.030
15.168
15.214
23.800
35.752
47.689
program in seconds
maximum
75.416
147.259
210.756
298.144
436.039
614.254
minimum
4.525
5.009
7.032
8.006
15.810
17.891
( see text )
minimum
26.031
51.077
77.316
111.888
259.021
258.859
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