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Re´sume´
Dans cet article, nous pre´sentons une nouvelle approche de
de´tection multi-classes base´e sur un parcours hie´rarchique
de classifieurs appris simultane´ment. Pour plus de ro-
bustesse et de rapidite´, nous proposons d’utiliser un ar-
bre de classes d’objets. Notre mode`le de de´tection est ap-
pris en combinant les contraintes de tri et de classifica-
tion dans un seul proble`me d’optimisation. Notre formula-
tion convexe permet d’utiliser un algorithme de recherche
pour acce´le´rer le temps d’exe´cution. Nous avons mene´
des e´valuations de notre algorithme sur les benchmarks
PASCAL VOC (2007 et 2010). Compare´ a` l’approche un-
contre-tous, notre me´thode ame´liore les performances pour
20 classes et gagne 10x en vitesse.
Mots Clef
Apprentissage hie´rarchique, de´tection rapide, SVM struc-
ture´.
Abstract
In this paper, we present a novel approach for multi-class
object detection based on an efficient inference of a jointly
learned hierarchy of classifiers. For better performance
and speed, we suggest to use a hierarchy of classes. Our
object detection model is learned jointly combining rank-
ing and classification constraints into one optimization
problem. Our convex forumulation allows to use a tree
search algorithm to speed up run-time. The evaluation is
carried out on the PASCAL VOC (2007 and 2010) dataset.
Compared to a One-Versus-All, we can improve detection
performance for 20 classes and gain a speed-up of 10x.
Keywords
Hierarchical learning, fast detection, structured SVM.
1 Introduction
La de´tection d’objet de diffe´rentes classes dans les images
pre´sente plusieurs difficulte´s. L’algorithme d’apprentissage
doit pouvoir traiter de donne´es avec des variations inter
et intra-classe. De plus, le temps d’exe´cution ne doit pas
croıˆtre de manie`re exponentielle avec le nombre de classes.
Input image number of calls to nodes
MCRT tree
car (fast traversal)
bus (slow traversal) background (slow traversal)
background (fast traversal)
FIGURE 1 – Cette figure illustre la traverse´e d’un arbre
pour les re´gions d’une image indique´es en haut-gauche .
Le fond en jaune est rejete´ apre`s le passage par nr. Celui
en rouge est e´value´e par plus de filtres. La carte de chaleur
illustre le nombre de filtres e´value´s pour chaque pixel de
l’image en entre´e ou` le bleu signifie qu’un seul filtre est
applique´.
Dans ce travail, nous proposons une approche nomme´e
multi-class classification and ranking tree MCRT
ame´liorant la performance compare´e a` un-contre-tous
SVM (OvA). Le choix du descripteur est transparent pour
notre algorithme.
Pour accroıˆtre la performance de de´tection nous re-
groupons les classes de manie`re hie´rarchique, ce qui per-
met de partager des exemples entre des classes. La ligne
de de´cision finale est non-line´aire a` travers les nombreux
classifieurs. Pour e´viter de cre´er un nœud supple´mentaire
pour la classe fond, nous combinons des contraintes de
classification et de tri. Pendant la de´tection, MCRT trie
les diffe´rentes classes et si le meilleur score est ne´gatif la
re´gion est classifie´e comme e´tant du fond. Une autre contri-
bution est l’utilisation d’un algorithme de recherche rapide
inspire´e de A*, pour trouver la bonne classe dans l’arbre.
A chaque niveau de l’arbre, le chemin produisant le plus
grand score est calcule´e graˆce a` une heuristique de´die´e.
Cette approche est diffe´rente du mode`le coarse-to-fine car
les e´tages interagissent ensemble.
Cet article est organise´ comme suit : la section 2 pre´sente
les travaux relatifs a` notre proble´matique. La section 3 in-
troduit la notion et le syste`me de reconnaissance puis la
section 4 de´crit l’algorithme se basant sur ces e´le´ments. La
section 5 nous e´valuons notre technique avant de conclure.
2 E´tat de l’art
Ces dernie`res anne´es, un grand inte´reˆt est preˆte´ a` la
classification hie´rarchique multi-classe. Les algorithmes
ne´cessitent de traiter plus de donne´es et de ge´rer la com-
plexite´ d’apprentissage et de de´tection. Par la suite, nous
passons en revue quelques travaux pertinents de l’e´tat de
l’art, tre`s vaste sur ce sujet.
De´tection d’objet L’ide´e de partage des exemples, en com-
binaison avec une approche de type ”boosting”, a e´te´ pro-
pose´ par Torralba et al.[14]. Des classifieurs communs en-
tre classes permettent de contribuer aux scores d’un sous-
ensemble de classes. Salakhutdinov et al.[12] a propose´
de regrouper les classes en fonction de leurs similarite´s et
des distributions de leurs exemples. Les filtres de l’arbre
sont entraıˆnes avec L-SVM [7]. Contrairement a` notre ap-
proche, le temps de de´tection est proportionnel aux nombre
de nœuds dans l’arbre.
Au lieu de travailler au niveau des caracte´ristiques
partage´es par les exemples, d’autres approches combi-
nent directement les parties communes entre les cate´gories.
Razavi et al.[11] cre´ent un dictionnaire commun ou` les par-
ties votent pour les diffe´rentes classes. Les auteurs de [4]
utilisent le mode`le par parties de´formables en appliquant
une fonction de hachage pour acce´le´rer le calcul du produit
scalaire entre les mode`les de parties et l’image. La com-
plexite´ de leur approche est inde´pendante du nombre de
classes mais ne permet pas de choisir entre la performance
de de´tection et rapidite´ d’e´xe´cution.
Classification hie´rarchique avec SVM La classification
hie´rarchique a e´te´ notamment applique´e pour la classifica-
tion des images. Par exemple les travaux [2, 8] ont explore´s
les arbres de de´cisions pour faire une rapide cate´gorisation
des images. L’apprentissage de filtres binaires s’effectue
selon une strate´gie top-down. Dans [5], l’arbre et ces fil-
tres sont appris ensemble. Structured SVM [15] est une ap-
proche pour apprendre tous ces filtres simultane´ment. Ces
approchent ne peuvent pas eˆtre applique´es dans notre cas
car il n’existe pas de solution pour mode´liser explicitement
la classe fond de la sce`ne (c’est-a`-dire les parties de l’image
ne contenant aucun objet d’inte´reˆt). Ainsi, nous proposons
dans cet article un mode de classification avec une classe
ne´gative dominante (le fond) comme c’est le cas dans la
de´tection d’objet.
3 Syste`me
Nous voulons classifier chaque position dans une im-
age I appartenant a` une des k classes positives Y+ ≡
{y1, · · · , yk} ou attribuer l’e´tiquette du fond ybg = −1.
Nous proposons un mode`le combinant les techniques de
tri et de classification. Pour chaque re´gion la bonne classe
doit avoir le meilleur rang entre les k cate´gories. Si le score
est ne´gatif, l’hypothe`se est classifie´e comme background.
Notre algorithme MCRT attribue a` chaque position dans
une pyramide de caracte´ristiques un score et une e´tiquette.
Dans notre syste´me, nous conside´rons que la pyramide
de caracte´ristiques est l’ensemble de caracte´ristiques pour
diffe´rentes e´chelles de l’image. Le score score(x) pour une




La classe pre´dite yˆ est donne´e par la fonction de de´cision
finale h : x→ y calculant une e´tiquette yˆ pour chaque x :
yˆ = h(x) =
{
−1 , si score(x) ≤ 0
arg score(x) , sinon.
(2)
Notre mode`le de de´tection multi-classe est de´fini par un
arbre coarse-to-fine ou` les classes sont les feuilles et
les nœuds interme´diaires sont de´termine´s en regroupant
les classes similaires de l’e´tage au-dessous. Chaque
nœud interme´diaire est associe´ aux classes correspon-
dant aux feuilles de l’arbre. Ceci permet le partage de
caracte´ristiques entre les cate´gories. De plus, la com-
binaison des classifieurs de chaque noeud donne une
ligne de se´paration non-line´aire dans l’espace de car-
acte´ristiques facilitant la distinction des classes. Nous pro-
posons d’acce´le´rer l’infe´rence de l’arbre avec un algo-
rithme de recherche pour trouver le chemin avec le plus
grand score (cf. paragraphe 3.2).
3.1 Notre mode`le de de´tection
Dans ce paragraphe, nous donnons des de´tails sur notre
syste`me de de´tection et introduisons les notations. Un ar-
bre T repre´sentant k classes est formellement de´fini par |T|
nœuds ou` nr est la racine, n
l
y est la feuille associe´e a` la
classe y. De plus, ni i ∈ {1, · · · , |T|} de´signe n’importe
quel nœud dans l’arbre. La Fig. 1 illustre cette notation.
De plus, nous notons anc(ni) l’ensemble des anceˆtres du
nœud ni incluant lui-meˆme et desc(ni) est l’ensemble des
descendants du noeud ni (ni est exclu).
Un mode`le de de´tection pour un arbre T est de´fini par |T|
filtres {wr, w2, · · · , w|T|}, wi e´tant un filtre pour le nœud
i. Le vecteur de de´cision global w est de´fini par l’ensemble
deswi. Soit maintenant φi(x) le vecteur de caracte´ristiques
du noeud ni dans l’arbre et Φj(x) la concate´nation de tous
les vecteurs φi(x) des noeuds ni ∈ anc(nj). Le score pour
la classe y a` la position x est la somme des scores de tous
les filtres individuels sur son chemin :
scorey(x) = w
























FIGURE 2 – Illustration des positions ou` les filtres de T sont applique´s (le rouge indique les positions sans e´valuations).
La re´ponse finale de´finie par l’Eq. 2 est calcule´e par les
scores individuels des classes donne´es par l’Eq. 3. La com-
binaison de plusieurs filtres line´aires permet d’avoir une
ligne de de´cision finale non-line´aire. On peut noter que la
complexite´ de ce mode`le est O(|T|) tandis que le nombre
de filtres |T| augmente de manie`re significative avec k.
3.2 Infe´rence rapide
Pendant l’e´valuation de l’arbre, notre objectif est d’e´valuer
uniquement les nœuds se retrouvant sur le chemin vers
la feuille de la bonne classe. Par exemple, seuls les fil-






5} sont applique´s lorsqu’on
e´value la re´gion de la voiture dans la Fig. 1. Aussi, notre
algorithme de recherche rejette le fond dans les premiers
e´tages. La figure 2 visualise sur un exemple, les re´gions
(en verts) ou` les filtres sont utilise´s dans T.
Nous proce´dons de la manie`re suivante : Chaque nœud
e´value ses enfants et additionne le score de leur chemin
au score actuel. De plus, notre approche ajoute une es-
timation de l’importance de tous les poids des chemins
restants. Ceci permet d’estimer le meilleur chemin de
manie`re ite´rative. Nous gardons en me´moire ces estima-
tions et choisissons progressivement le chemin ayant le
plus grand score. Meˆme si un chemin n’e´tait pas emprunte´
de´s le de´but, il se peut qu’il soit traverse´ plus tard.
Nous introduisons une fonction de classification g(x, ni) :
g(x, ni) = w
T · Φi(x) (4)
et une heuristique ti qui a une valeur constante de´finie pen-
dant l’apprentissage (cf. paragraphe 4.4). L’estimation fi-
nale a` chaque nœud est donne´e par la fonction de gain
f(x, ni) = g(x, ni) + ti. (5)
La formulation (2) permet implicitement l’utilisation de cet
algorithme de recherche pour acce´le´rer l’e´valuation car la
classe de´tecte´e est donne´e par le chemin le plus probable.
Cette approche est inspire´e par la me´thode de recherche de
plus court chemin A*. L’estimation est choisie pour eˆtre
toujours plus grande ou e´gale au vrai score final. Il s’agit
d’une estimation optimiste pour atteindre la bonne classe.
Ainsi, ti est admissible et notre algorithme garantit de trou-
ver le chemin optimal.
4 Apprentissage hie´rarchique
Dans ce paragraphe, nous pre´sentons notre algorithme
d’apprentissage hybride. Il apprend de manie`re automa-
tique la structure de l’arbre, les dimensions des nœuds,
leurs vecteurs de poids et les heuristiques.
4.1 Construction de la taxonomie
L’erreur de la classification de´pend du pouvoir discrimi-
nant des filtres individuels. Les classes qui peuvent eˆtre
confondues sont regroupe´es ensemble pour ame´liorer l’ap-
prentissage de ces filtres. Nous construisons d’abord une
matrice de similartie´ S : k×k qui mesure l’affinite´ sij entre
les paires de classe (yi, yj) ∈ Y
+ ×Y+ sur la base de val-
idation. L’affinite´ sij est la me´diane des valeurs obtenues
en classifiant les exemples de la classe yi avec un de´tecteur
de la classe yj . Ce de´tecteur est un simple de´tecteur HOG,
mais nous pourrions employer n’importe quel autre type de
filtre dans notre algorithme. De manie`re plus ge´ne´rale pour
un nœud ni, ses deux enfants (nc1 , nc2) sont choisis pour
minimiser la similarite´ inter-classe :
(nc1 , nc2) =
argmin
n˜c1 ,n˜c2
{sim(n˜c1 , n˜c2) | toutes comb. (n˜c1 , n˜c2)} .
(6)





sij est la similarite´
entre des super-classes. Ce proble`me est re´solu de manie`re
hie´rarchique avec une classification spectrale (spectral
clustering) [13] sur la matrice de similarite´. Cette approche
a l’avantage de comparer les caracte´ristiques sur plusieurs
e´chelles et d’eˆtre inde´pendante du domaine d’application.
La Fig. 3 montre un exemple de matrice de similarite´ et de
sa hie´rarchie.
(a) (b)
FIGURE 3 – (a) La matrice de similarite´ S pour k = 10. (b)
L’arbre re´sultant de la matrice de similarite´ S .
4.2 Formulation du proble`me
Nous proposons une approche combinant le tri et la clas-
sification regroupe´s dans un seul proble`me d’optimisa-
tion. Etant donne´es n+ exemples positifs et n− exemples
ne´gatifs, notre but est de minimiser le risque empirique
sur la base d’apprentissage. Ceci conduit au programme



















avec ∀yi ∈ Y
+, ∀yj ∈ Y
+ : wT · δΦi(yj) ≥ 1− ξij
(7b)
: wT · Φlyi(xi) ≥ 1− ξi (7c)
∀yi ∈ {ybg}, ∀yj ∈ Y
+ : −wT · Φlyj (xi) ≥ 1− ξij ,
(7d)





y(xi). w = (wr, · · · , w|T|) est la
concate´nation des vecteurs de poids de chaque nœud dans
l’arbre T. La fonction objectif (7a) souvent applique´e avec
des SVMs est soumise a` deux types de contraintes : (i) con-
traintes de classification (7c,7d) forc¸ant les poids du filtre
global a` rejeter les ne´gatifs ; (ii) contraintes de tri (7b) entre
les exemples de classes positives assurant que le plus grand
score soit calcule´ pour le bon chemin dans l’arbre T.
4.3 Optimisation avec des plans se´cants
Nous utilisons la me´thode des plans se´cants [9] pour
re´duire le temps d’apprentissage. On reformule (7) en util-
isant une seule variable ξ pour toutes les contraintes don-





‖w‖2 + Cξ (8a)














wT · Φly¯(xi)} ≥ 1− ξ.
(8b)
Le nombre de contraintes augmente de manie`re expo-
nentielle avec n. Mais l’Eq. 8 peut eˆtre re´solue efficace-
ment en construisant ite´rativement un sous-ensemble de
contraintes. Contrairement a` la formulation (7), seulement
une contrainte est ajoute´e de manie`re incre´mentale au sous-
ensemble. L’algorithme proce`de de la manie`re suivante :
1. initialisation du sous-ensemble de contraintes W ←
∅ : Au lieu d’ajouter toutes les contraintes, on ajoute
une contrainte apre`s l’autre.
2. trouver la contrainte la plus forte : Pour chaque ex-
emple xi de la classe yi on cherche une autre classe
y¯i ∈ Y
+ \ yi qui lui est le plus proche :
y¯i = argmaxy∈Y+ 1 + w
T · Φly(xi).






T · Φyi(xi) − max(w
T · Φy¯i(xi), 0) −∑n−
i=1 w
T · Φly¯i(xi)} ≥ 1− ξ →W .
4. Optimisation du proble`me (8) en utilisant un solver
quadratique surW .
5. Re´pe´tition des e´tapes (1)-(4) jusqu’a` ce que la solution
(w, ξ + ǫ) satisfasse la contrainte 8b.
L’e´tape 2 cherche la classe y¯i qui est la plus proche de
l’exemple (xi, yi). L’e´tape 3 ajoute la somme de la con-
trainte la plus forte au sous-ensemble W conside´rant les
contraintes de classification et de tri.
4.4 De´termination des heuristiques
Nous cherchons a` de´terminer les heuristiques les plus
strictes tout en e´vitant les erreurs sur la base d’apprentis-
sage. Chaque heuristique ti du nœud ni est de´termine´e de
haut vers le bas et de gauche a` droite. Ces valeurs sont des
estimations optimistes du vrai gain du score de la classe
correcte.
Chaque annotation i des k classes est associe´e a` une image
Ii et une position. Soit Di un ensemble de de´tections dans
Ii ou` chaque e´le´ment x correspond a` une instance valide.
Une instance valide est une re´gion correctement de´tecte´e
yi = yˆi = argmax g(x, n
l
y) et ayant un recouvrement δo
suffisant avec l’annotation de Ii.
Di = {∀x ∈ Ii | yˆ = yi ∧ intersection(x, Ii) ≥ δo} .
(9)
De plus, soit D l’ensemble de toutes les de´tections valides
D = {Do, · · · , Dn+}. Alors, ti est donne´ par :




T · φp(x)︸ ︷︷ ︸
score de filtres individuels
,
(10)
ou` chemin(nj , ny) est l’ensemble de nœuds sur le chemin
de ni a` nj . A chaque nœud, nous supprimons les instances
multiples ayant un score strictement plus grand que ti.
Toutefois, il reste toujours au moins une de´tection x pour
chaque annotation Ii :
∀i, ∃(x, y) ∈ Di et nc ∈ chemin(nr, n
l
y), nc¯ ∈ T :
f(x, nc) ≥ f(x, nc¯),
avec f(x, ni) la fonction de gain (cf. paragraphe 3.2).
Dans notre e´tude, nous avons conside´re´ des heuristiques
admissibles par rapport aux donne´es d’apprentissage. Nous
pouvons e´galement choisir des heuristiques non admis-
sibles en retirant un certain pourcentage des meilleures
de´tections. Cela produit des heuristiques encore plus
strictes acce´le´rant le processus de de´tection au couˆt de la
performance de la de´tection.
5 Re´sultats
Dans cette section, nous e´valuons notre approche sur les
benchmarks PASCAL VOC’07 et VOC’10 [6] en suivant
leurs protocoles. Chaque base contient 20 classes avec plus
de 12000 objets annote´s. Elle est partage´e de manie`re e´gale
en base d’apprentissage et de test. Nous avons choisi 3 con-
figurations pour diffe´rentes valeurs de k = {8, 10, 20} pour
nos expe´riences. Nous avons se´lectionne´ les classes suiv-
antes : {’bus’, ’bicycle’, ’motorbike’, ’car’, ’aeroplane’,
’person’, ’cow’, ’horse’, ’dog’, ’cat’} ou` pour k = 8 nous
prenons les 8 premie`res entre´es. Parmi ces classes se trou-
vent des classes avec beaucoup de caracte´ristiques com-
munes (e.g.’car’ et ’bus’) et d’autres moins (e.g.’person’
et ’aeroplane’). Nous e´tudions l’influence (1) de me´langer
les contraintes de classification et de tri, (2) de faire la
de´tection avec une hie´rarchie et (3) d’acce´le´rer la de´tection
avec l’algorithme de recherche dans l’arbre.
Mode`les de de´tection Pour valider les diffe´rents aspects
de notre me´thode, nous comparons la performance de 5
algorithmes de de´tection (cf. Tab. 1) : (1) Un-contre-tous
(OvA) optimise chaque de´tecteur inde´pendemment. Les
fonctions de de´cisions finales sont calibre´es [10]. Cette
strate´gie de de´tection applique k classifieurs binaires et
conserve le score le plus e´leve´. (2) Le mode`le MCR (multi-
class ranking) apprend simultane´ment tous les classifieurs
sans hie´rarchie en mixant les contraintes de classification
et de tri. (3) Le mode`le MCRT apprend une hie´rarchie et
utilise des heuristiques admissibles pour traverser l’arbre.
(4) fMCRT est la version rapide. Contrairement a` MCRT,
cette approche utilise des heuristiques ”moins admissi-
bles” obtenant la meˆme performance de de´tection que OvA
TABLE 1 – Proprie´te´s des mode`les de de´tection.
Mode`le Classif. Tri Hierarchie Infe´rence
OvA X |T|
MCR X X |T|
MCRT X X X < |T|
fMCRT X X X ≪ |T|
eMCRT X X X |T|
tout en e´tant conside´rablement plus rapide. (5) Le mode`le
eMCRT applique de manie`re exhaustive tous les filtres de
l’arbre. Le choix des caracte´ristiques ne de´pend pas de
notre formulation. Nous avons adapte´ l’outil SVMStruct
[9] pour inclure la de´finition des contraintes et pour ap-
prendre tous les mode`les. Nous avons choisi l’histogramme
des gradients oriente´s (HOG [3]) fournis par [7] comme
caracte´ristiques tre`s reconnus pour leur efficacite´. Ils sont
extraits autour du centre d’une feneˆtre glissante dont les
dimensions sont de´finies par chaque nœud.
Performance de de´tection Le Tab. 2 re´sume les perfor-
mances de de´tection en mAP (mean average precision) des
me´thodes pour diffe´rents nombres de classe k. MCR at-
teint des performances similaires a` OvA. L’apprentissage
simultane´ des contraintes de tri et de classification entre
les classes d’objet et le fond permet de trouver une ligne
de de´cision stable. Les meilleurs re´sultats sont obtenus
avec eMCRT, une extension deMCR incluant la hie´rarchie.
L’augmentation du nombre de filtres line´aires et le partage
des caracte´ristiques ame´liore de manie`re significative les
performances globales de de´tection.
Complexite´ de de´tection Pour VOC’07 les bases d’ap-
prentissage et de validation sont utilise´es pour l’appren-
tissage et la base test pour l’e´valuation. Pour VOC’10 la
partie apprentissage est utilise´e pour apprendre et la par-
tie validation pour l’e´valuation 1. Les Fig. 4a et 4b mon-
trent le compromis entre mAP et le gain en vitesse par rap-
port au OvA (me´thode de re´fe´rence). On note tout d’abord
que l’utilisation de l’algorithme de recherche permet d’a-
juster le compromis entre ces deux crite`res. Dans presque
tous les cas, utiliser l’algorithme de recherche dans l’ar-
bre produit des re´sultats similaires a` l’e´valuation de tous
les nœuds avec des temps d’execution plus rapides sauf
pour k = {8, 10} dans VOC’10 (cela est probablement duˆ
a` un manque d’exemples d’apprentissage pour ge´ne´raliser
les heuristiques). Compare´ a` OvA, nous constatons une
ame´lioration du temps de de´tection pour le meˆme mAP.
Pour k = 20 nous avons un facteur de gain 10 pour les
2 jeux de donne´es. La technique de recherche dans l’arbre
permet a` la fois de rejeter les ne´gatifs toˆt dans la hie´rarchie
et de trouver le chemin vers la bonne classe pour les posi-
tifs. Les Fig. 4c et 4d pre´sentent le gain relatif en vitesse
pour les 4 me´thodes compare´es a` OvA en fonction du nom-
bre de classes k. Le couˆt d’exe´cution de eMCRT augmente
en fonction de k. Ceci n’est pas surprenant car le nombre
de nœuds dans l’arbre augmente rapidement avec k. MCRT
utilise des heuristiques admissibles et est ainsi le´ge`rement
plus rapide. Le meilleur temps de de´tection est atteint par
fMCRT qui, contrairement au eMCRT, re´duit la charge
de calcul pour de grandes valeurs de k. La Fig. 5 mon-
tre le nombre de nœuds applique´s pendant l’exe´cution par
MCRT et fMCRT.
1. La politique de VOC’10 (transfe´rer ses re´sultats par le site Web du
benchmark) conduit a` des temps d’e´valuation trop longs pour cette partie.
TABLE 2 – Re´sultats des 4 mode`les. Par manque d’annotations de tests pour VOC’10, ces tests ne sont pas fait pour fMCRT.
dataset VOC07 VOC10
k 8 10 20 8 10 20
Evaluation mAP Speed mAP Speed mAP Speed mAP Speed mAP Speed mAP Speed
OvA 16.1 1x 12.9 1x 8.8 1x 13 1x 11.9 1x 7.7 1x
MCR 17.4 1x 14.7 1x 12.2 1x 12 1x 9.4 1x 7.5 1x
eMCRT 20.3 0.51x 17.2 0.51x 13.1 0.4x 14 0.55x 14 0.56x 9 0.48x











































































































































FIGURE 4 – (a,b) Le compromis entre mAP et gain en vitesse pour les 3 mode`les compare´ a` OvA. (c,d) Le gain en vitesse
des 3 mode´les en fonction du nombre de classes k.
FIGURE 5 – Re´sultats obtenus avec MCRT et fMCRT. La
colonne de gauche montre les re´sultats de de´tection. Les
re´sultats de MCRT sont en vert et pour fMCRT en blanc.
Les 2 autres colonnes montrent le nombre relatif de nœuds
e´value´s par MCRT et fMCRT.
6 Conclusion
Nous avons pre´sente´ une me´thode permettant d’acce´le´rer
la de´tection hie´rarchique multi-classe. Cette taˆche est for-
mule´e comme un proble`me de tri et de classification. Notre
formulation de l’apprentissage permet naturellement d’u-
tiliser notre algorithme de parcours d’arbre pour re´duire le
temps d’exe´cution. Nous pouvons choisir la performance
de de´tection en fonction de contraintes de temps de cal-
cul. D’autre part, les tests ont montre´s que MCRT permet
d’avoir des meilleurs re´sultats que OvA en sacrifiant la ra-
pidite´. Aussi, MCRT pre´sente un speed-up significatif sans
compromettre les performances de de´tection.
Le temps de calcul sur le CPU peut eˆtre encore re´duit
en combinant notre syste`me avec un de´tecteur d’objet
ge´ne´rique [1] pour filtrer des re´gions dans l’image. Nous
sommes convaincus qu’en utilisant des descripteurs plus
avance´s comme les DPM [7], nous pouvons ame´liorer les
re´sultats de l’e´tat de l’art.
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