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Abstract
Molecular reorientation of the four isomeric butanols are investigated with molecular
dynamics simulations. The purpose of this study is to probe how alcohol reorienta-
tional and hydrogen-bond (H-bond) dynamics is influenced by the arrangement of the
steric bulk of the isomeric butanols in their liquid state. The OH reorientation times
are explained with the extended jump model in which the OH reorientation is broken
down into contributions due to “jumps” between H-bond partners and “frame” reori-
entation of the intact H-bonded pair. In the case of the isomeric butanols, the model
provides a quantitative description of the OH reorientation times. Our results show
that reorientation is fastest in iso-butanol and slowest in tert-butanol, while sec- and
n-butanol have similar reorientation times. Similar reorientation times for sec- and
n-butanol is due to the unpredictable cancellation between the jump and frame re-
orientation in the two alcohols. Entropic, enthalpic and dynamical factors that include
transition state recrossing effects are seen to contribute to the jump reorientation times.
Finally, a model that is based on the liquid structure is offered to evaluate the enthalpic
and entropic contributions to the jump time. This study represents the foundation for
a model that predicts OH reorientation times in alcohols even though further work
is needed for a better prediction of frame reorientation times and the transition state
recrossing effects. An estimation of the activation energy of chemical reactions like
jump reorientation of OH groups in alcohols from molecular dynamics simulations
has always required numerous simulations at several temperatures. In this work, sev-
eral methods for calculating the activation energies at a single temperature have been
explored. The applications explored include classical and quantum systems and the
iii
activation energy is evaluated using the same time correlation functions that are used
to evaluate rate constants from molecular or quantum dynamics trajectories. The use
of these time correlation functions show that the activation energy can be evaluated
with no extra computational cost. In addition to an analysis of molecular dynamics
trajectories, vibrational spectroscopy is a very useful tool for probing structure and
dynamics in liquids and the simulation of spectra can be achieved in a variety of ways.
Empirical maps for spectroscopic quantities required for the simulation of spectra of
OH stretching vibrations are related to the electric field on the hydrogen atom due to
the surrounding liquid molecules. Upon the analysis of the four lowest linear alcohols,
methanol, ethanol, n-propanol, and n-butanol, it is shown that a single (“universal")
map can be used for alcohols with different alkyl groups. Spectra of the OH stretch
simulated for the four lowest linear alcohols with this “universal" map is in very good
agreement with those that are simulated using maps that have been optimized for the
individual alcohols. However, the spectra resulting from this map differs from that
simulated using maps developed for water. The simulated spectra suggest that it may
be possible to use one map to simulate OH stretching vibration in other alcohols that
are not part of the study. The simulated spectra are very similar to available experi-
mental spectra and the role of non-Condon effects, reorientation dynamics, hydrogen
bonding, and spectral diffusion in the simulated spectra are discussed. The Empirical
maps developed for the OH stretching vibration of alcohols were used to simulate the
IR, Raman, and 2D-IR photon echo spectra of isotopically dilute isomeric butanols.
Raman spectra shows that the branched isomers have more weakly bonded alcohols
compared to linear alcohols. While the simulation of the vibrational spectra of the
OH stretch of isotopically dilute alcohols is relatively straightforward, the accurate
simulation of vibrational spectra of the OH stretch in the neat liquids requires a good
estimate of intermolecular vibrational coupling. The discrete variable representation
method is used to calculate intermolecular vibrational coupling of OH and OD bonds
iv
in water. Intermolecular vibrational coupling decreases on H→D substitution and the
transition dipole coupling approximation is seen to accurately predict the intermolec-
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1.1 Reorientation Dynamics and its Influence on Chemical Processes Involv-
ing Alcohols
In liquids like alcohols and water where the molecules interact through hydrogen bonds (H-bonds),
thermal fluctuations are enough to encourage continuous breaking and forming of hydrogen bonds.
This breaking and forming of hydrogen bonds involves reorientation of the molecules and an ex-
change of H-bond partners (See Fig. 1.1). Because some of the interesting macroscopic properties
[4, 5] of these liquids are due to the hydrogen bonds present in them, there is need for a molecular
level understanding of the mechanism and rate of the breaking and forming of H-bonds.
Among liquids where there are H-bonds, water is the most widely studied and there seems to be
agreement in the scientific community about the mechanism and timescale of H-bond exchange in
water even though there are still questions left unanswered about its nature. Unlike water, alcohols
which also interact through H-bonds have not been well studied. The dearth of studies on alcohols
is rather curious. This is because like water, alcohols also have a wide range of applications in the
chemical and technology industry. In the chemical industry, they are used in separation processes
because unlike water, they are miscible with many organic solvents. They are also used as fuels,
as reactants, solvents, and co-solvents in chemical reactions.
The reactivity of alcohols is mainly due to the extremely acidic nature of their hydrogen atom
which can be prone to substitution reactions in deuterium oxide (heavy water) and sodium hy-
droxide, and the susceptibility of their hydroxyl groups to nucleophilic substitution reactions. The
common theme among these reactions and some reactions (e.g proton transfer, where alcohols act
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Figure 1.1: Reactant, transition state, and product during H-bond exchange. Figure shows Hd
(hydrogen atom of the donor molecule), OA (oxygen atom of the closest acceptor), OB (oxygen
atom of the next closest acceptor).
as solvent) is the presence of a charged transition state or intermediate. For these type of reactions,
the rate determining step involves reorientation of the alcohols in order to stabilize the charged
intermediate states.
Fig. 1.2 shows the reaction energy profile of a proton transfer reaction where the rate determin-
ing step is the reorientation of the solvent. A neutral reactant state where the solvent molecules are
randomly arranged around the reactants is shown on the left. In the middle, we see the transition
state where there is partial charge transfer and the solvent molecules are seen to be fairly oriented
around the partially charged transition state. Finally, the molecular dipoles are seen to be aligned
around the charged product in such a way that they stabilize the new charge distribution. These
many uses of alcohols and the role that the dynamics of molecular reorientation plays on the nature
























Figure 1.2: Reaction energy profile of a proton transfer reaction. The structure on the left is the
neutral reactant, in the middle the transition state, and on the right the product.
1.2 Predicting Molecular Reorientation Times from Molecular Dynamics
Simulations
In molecular dynamics (MD) simulations the trajectories of the position and velocities of particles
are determined using classical mechanics. These trajectories contain the positions and velocities
due to the interaction of the particles as a function of time. In order to predict molecular reorienta-
tion times, diffusion coefficients, and other transport properties, the generated trajectory file is then
analyzed. In the case of H-bonded molecules like alcohols, the molecular reorientation is followed
by the autocorrelation function (C`(t)) of the OH bond,





where P̀ is the Legendre polynomial of order ` and eOH(t) is the unit vector along the OH axis
at time t. Most of the time, the second order Legendre polynomial (C2(t)) is calculated because
the results of this correlation function determined from MD simulations can be related to some
experimental observables determined from IR pump-probe anisotropy experiments,[6–8] as well
as NMR measurements.[9–13]
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1.3 Molecular Reorientation Times from Experiments and Molecular Dy-
namics Simulations
In the IR pump-probe anisotropy experiment, the anisotropy decay (r(t)) is related to two-fifths of
the second order autocorrelation function C2(t) making it possible to extract reorientation times of
OH bonds of alcohols. As shown in Eq. 1.1, the C2(t) autocorrelation function from simulations
can be fit to a sum of exponentials with the different timescales related to the different modes of
molecular reorientation.[14] The fastest timescale is known as the inertial timescale and involves
collision with other molecules within its mean free path. The second timescale is known as the
librational timescale and has to do with reorientation of molecules within the hydrogen bond net-
work. This back and forth wobbling motion within the hydrogen bond network is due to the inertial
collision with other molecules and the restoring force due to the hydrogen bond cage that wants to
restore the molecules to their initial hydrogen bond geometry. Finally, the slowest timescale is the
one that involves complete reorientation of the molecules with a change in hydrogen bond partner.
Previous simulation of the IR pump-probe[3] of methanol, ethanol, and iso-propanol give slow
reorientation times of 4.6, 12, and 27 ps respectively which compares well to C2(t) reorientation
times of 5.5±0.3 and 12.1±1.7 for methanol and ethanol from previous MD simulations.[14]
In the case of NMR experiments, the average reorientation time is related to the spin-lattice





2 〈τ〉 , (1.2)
where 〈τ〉 is the average reorientation time given by 〈τ〉=
´
∞
0 C2(t)dt in MD simulations, and χ
2
is the quadrupolar coupling constant. Knowledge of the quadrupolar coupling constant and spin-
lattice relaxation gives the average C2(t) reorientation time which includes the inertial, librational,
and slow OH reorientation timescales. Experiments have shown that the average reorientation time
increases with increasing alkyl chain length as we go from methanol to pentanol [15, 16] and it will
be shown in Chapters 3 and 4 that the NMR relaxation times compare well to the values determined
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from MD simulations.
Two-dimensional IR photon echo experiments described in Chapter 4 is another way by which
molecular reorientation can be probed. In this experiment, the time evolution of the vibrational
frequency of the OH stretch is determined. The changing OH stretch vibrational frequency is a
measure of the local H-bond environment of the OH group. The timescale of the evolution of the
vibrational frequency (i.e., spectral diffusion) is thus another measure of molecular reorientation
in alcohols. Simulations of the 2D-IR photon echo of methanol, ethanol and iso-propanol have
shown that the slow reorientation times are 4, 7, and 14 ps respectively.[3] These times, especially
for ethanol and iso-propanol are seen to be smaller than that determined from the IR pump-probe
experiments but still show a slower reorientation (spectral diffusion) with increase in the length of
the alkyl chain of the alcohol. The difference in the timescales of spectral diffusion in compar-
ison to OH reorientation times has been said to indicate a difference between the mechanism of
randomization of OH vibrational frequency (i.e., spectral diffusion) and OH reorientation in the
alcohols.
1.4 Mechanism of Molecular Reorientation
There are several theories that describe molecular reorientation in liquids with the Debye-rotational
Brownian motion[17] being one of the oldest and most used. In the Debye model, molecular reori-
entation in H-bonded liquids like alcohols involves the random and small angular displacement of
a molecule when it breaks away from its initial H-bond partner until it finds a new H-bond partner.





where ` is the rank of the Legendre polynomial, and DR is the rotational diffusion constant. The
diffusive reorientation times can be calculated from molecular dynamics simulations and it can
then be determined if the mechanism of molecular reorientation in the liquid follows a Debye
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model. For liquids where the reorientation follows this Debye model, the ratios of reorientation
times become τ1/τ2 = 3 and τ1/τ3 = 6.
Molecular dynamics simulations of water give time ratios of 2.0±0.4 and 2.9±0.6 for τ1/τ2
and τ1/τ3 respectively. These values indicate that molecular reorientation in water doesn’t follow
the Debye model. Better agreement with the Debye model is found for methanol where we have
τ1/τ2 = 2.5±0.2 and τ1/τ3 = 4.6±0.3 for methanol and τ1/τ2 = 3.1±0.5 and τ1/τ3 = 6.5±1.0
for ethanol. These results have been ascribed to the increasing weight of the reorientation of intact
H-bonds as the jump times become longer.[14] Both the jump time and intact H-bond reorientation
times are described in the final paragraph of the current section.
In contrast to the Debye model, the Ivanov model[18] says that the mechanism through which
molecules switch H-bond partners involves large amplitude angular jumps. In this model, this











where τ0 is the time it takes to jump from one H-bond to another, ∆θ is the angle (OA−Od−OB)
immediately after a jump and ` is again the rank of the Legendre polynomial, and A, d, and B stand
for the initial hydrogen bond acceptor, the donor, and the final acceptor molecule.
The extended jump model (EJM) is an improvement on the Ivanov model. The EJM which
has been successfully used to describe reorientation in water and alcohols like methanol and
ethanol[14, 19] describes OH reorientation as occurring on two different timescales. The first
timescale is that described by the Ivanov jump model (jump time) and the second timescale is
a rotational diffusive motion of intact H-bond partners known as the “frame" time. It should be
noted that the rotational diffusion in this case is different from the Debye diffusive time where
the diffusion is that of non-hydrogen bonded molecules. As shown in Eq. 1.5, the total molecular




Figure 1.3: Structures of the four isomeric butanols: (a) n-butanol (b) iso-butanol, (c) sec-butanol,
and (d) tert-butanol.














As stated in the previous paragraph, studies of some alcohols and water have shown that molec-
ular reorientation in these liquids is adequately described by the EJM. For this reason, the molec-
ular reorientation study on isomeric butanols will be investigated within this model of molecular
reorientation.
1.5 Purpose of the Current Study
While some studies of linear alcohol have shown changes in the mechanism and timescale of
their molecular reorientation with increasing chain length, the aim of this work is to understand
how different arrangement of steric bulk of alcohols of the same molecular weight as well as
an increase in the alkyl chain length of linear alcohols affect the mechanism and timescale of
molecular reorientation. Using the tools of molecular dynamics and vibrational spectroscopy, we
will investigate the structure and dynamics of isomeric butanols (see Fig. 1.3) and linear alcohols
(methanol, ethanol, propanol, and butanol). Ultimately, we are seeking a predictive model that
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describes molecular reorientation based on the structure of the liquid. It is hoped that this work
will lay a strong groundwork for further experimental studies to verify the results and conclusions
reached in this study.
The rest of this dissertation is arranged as follows. In chapter 2, based on the MD simulations
of isomeric butanols a predictive model derived from the liquid structure is used to describe molec-
ular jump reorientation in alcohols. In chapter 3, a method of calculating activation energies for
molecular reorientation and other chemical reactions based on a single molecular dynamics simu-
lation is explored. In chapter 4, empirical maps based on methanol, ethanol, propanol, and butanol
are developed for simulating the OH vibrational spectra of alcohols. The infrared, Raman, and
2D-IR photon echo spectra of the OH vibration of isotopically dilute methanol, ethanol, propanol,
and butanols are simulated and compared with results from experiments. In chapter 5, the empir-
ical maps developed for alcohols are used to simulate the vibrational spectra of the OH stretch of
isotopically dilute isomers of butanol. Chapter 6 shows how intermolecular vibrational coupling of
OH bonds in water can be calculated using a sinc-function discrete variable representation (DVR),
how the intermolecular coupling changes with isotopic substitution as we move from OH to OD,
and how these results will affect the spectra of the neat water and heavy water. In the final chapter
concluding remarks are given with an outlook on future directions.
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Chapter 2
Reorientation of Isomeric Butanols: The Multiple Effects of
Steric Bulk Arrangement on Hydrogen-Bond Dynamics
Alcohols are classical protic liquids widely used as both reactants and solvents for chemical re-
actions. The properties of alcohols can be widely varied through modification of the alkyl group,
yielding both interesting fundamental behavior and broad usefulness in practical applications. In
particular, as solvents the reorientational dynamics of alcohols can play a key role, for example,
in charge transfer[20–22] and solvolysis reactions.[23] As protic solvents, it is not only the re-
orientational timescales that can be important, those associated with exchanges of hydrogen-bond
(H-bond) partners can also influence reaction dynamics. While reorientational and H-bond dynam-
ics are naturally related, their connection varies with the alcohol (vide infra). This role of alcohols
as commonly used solvents in organic transformations along with the presence of OH groups in
biological macromolecules has spurred significant interest in understanding hydroxyl reorientation
and H-bond dynamics in alcohols.[3, 8, 24–29]
The nature of molecular reorientation of the OH group of water in the bulk and at interfaces
has been investigated by several groups[6, 7, 19, 30–37] while only a few such investigations
have been reported for alcohols.[3, 8, 14, 38–41] A key recent advance has been the development
of the extended jump model[19, 30] (EJM) to describe OH reorientation in water. Within this
model the OH reorientation dynamics arises from two components: “jumps” associated with an
exchange of H-bond partners[18] and diffusive “frame” reorientation of intact H-bonded pairs. The
EJM has been successfully used to describe water dynamics including near solutes and interfaces.
Reorientation in water is dominated by large-amplitude jumps, occurring with a timescale of∼ 3 ps
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and with an average jump angle around 70◦. Recently, our group showed that the EJM can also be
used to describe OH reorientation in the lower alcohols methanol and ethanol.[14] In those liquids,
the alcohol alkyl group prevents the approach of potential new H-bond acceptors, significantly
slowing the timescale for H-bond jumps compared to water. As a consequence the OH reorientation
times in methanol and ethanol are dominated by the frame reorientation of intact H-bonds between
jumps, in contrast to water.
A detailed review by Böhmer et al. of the history of work on the structural and dynamical
properties of monohydroxy alcohols has recently appeared.[28] They note the substantial progress
that has been made in understanding the behavior of alcohols but also the significant questions
that remain. The past two decades have seen significant activity in the study of the structural
and dynamical properties of alcohols. Butanols specifically, the subject of the present work, have
been examined using techniques including NMR,[10, 42–45] vibrational spectroscopy,[8, 45–55]
second harmonic generation at interfaces,[56, 57] solvation dynamics,[58–60] neutron and X-ray
scattering,[44, 45, 61–64] and dielectric relaxation spectroscopy.[28, 43, 54, 55, 65–67]
In this work, I use molecular dynamics (MD) simulations to study the OH reorientation dy-
namics in the four isomeric butanols, n-butanol iso-butanol, sec-butanol, and tert-butanol shown
in Figs. 2.1 a, b, c, and d in their respective bulk liquids. These molecules all possess the same
quantity of steric bulk but with a different arrangement. Previous NMR measurements on linear
alcohols have shown that increasing the alkyl chain length of linear alcohols leads to a slow down
in the OH reorientation.[15] However, investigations that provide a molecular picture of the role of
steric bulk on reorientation in butanols are at best sparse.[15, 39, 43, 68–73] Thus, the aim of this
study is to improve our understanding of how the spatial arrangement of the steric bulk influences
OH reorientation as well as H-bond dynamics. As such, the present work extends our previous
study of methanol and ethanol reorientation dynamics.[14]
The OH reorientation dynamics can be characterized through the autocorrelation function,




Figure 2.1: Structures of the four isomeric butanols: (a) n-butanol (b) iso-butanol, (c) sec-butanol,
and (d) tert-butanol.
where P̀ is the Legendre polynomial of order ` and eOH(t) is the unit vector along the OH axis at
time t. In the present work, we will consider `= 2 as C2(t) can be compared to experimental results.
Specifically, reorientation times calculated from the decay of the C2(t) can be compared to that
determined from IR pump-probe anisotropy experiments,[6–8] as well as NMR measurements[15,






which also includes contributions from the inertial and librational motions of the OH group.
In this work, trajectories generated from MD simulations are used to determine the autocorrela-
tion function C2(t) for the four isomeric butanols. These results are examined in the context of the
EJM and a detailed analysis of the contributions to the OH reorientation timescales, particularly
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the jump contribution, is carried out. The aim is to uncover the key properties that would be re-
quired to construct a predictive model for reorientation and H-bond exchange dynamics. Thus, the
jump time is decomposed into its energetic, entropic, and dynamical constituents and their origins
are examined. As a result, a simple model is proposed that is capable of reproducing some, but not
all, of the factors describing H-bond exchanges in the isomeric butanols. The remaining pieces to
a fully predictive model are discussed.
2.1 Simulation Details
Classical molecular dynamics (MD) simulations were carried out using the LAMMPS software.[74]
The OPLS-AA force field[75, 76] was used to describe the interactions for all four alcohols, the
structures of which are shown in Fig. 2.1. Lennard-Jones interactions were evaluated within a
cut-off of 12 Å. The long-range electrostatic interactions were included using three-dimensional
periodic boundary conditions and an Ewald summation with a tolerance of 1× 10−4. Three 40
ns trajectories were propagated for each alcohol and configurations were saved every 100 fs. The
difference between these three is the length of a velocity-rescaling step, which was part of a two-
step equilibration used in all simulations. The length of this velocity-rescaling stage was 0.25,
0.5, and 0.75 ns for the three trajectories integrations. Velocity rescaling was followed by a 4 ns
equilibration and then a 40 ns NVT data collection period with a 1 fs timestep.
The isomers of butanols were simulated using 256 molecules at 298 K except tert-butanol
which was simulated at 301 K due to its high melting point. Cubic boxes of side length 33.9
Å, 33.9996 Å, 33.95 Å, and 34.2 Å were used for n-butanol, iso-butanol, sec-butanol, and tert-
butanol, respectively, to match the experimental density of tert-butanol at 301 K and for all other
alcohols at 293 K.[77] Temperature-dependent properties are determined from the simulations
of these alcohols at 315 K, 330 K, and 345 K. A Nosé-Hoover[78, 79] thermostat with a time
constant of 0.1 ps was used to maintain the temperature during the data collection period. Tests
were carried out to ensure that the thermostat did not affect the reorientation dynamics by carrying
out shorter trajectory calculations in the NVE and NVT ensemble and comparing both results. For
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tert-butanol, which exists as a liquid only at temperatures above room-temperature, the translation
diffusion coefficient was calculated at the simulation temperature and experimental density and
values close to those reported in experiments[39] were obtained.
Error bars were calculated using block-averaging with 10 blocks and reported as 95% confi-
dence intervals using the Student t-distribution.[80]
2.2 Results
2.2.1 Hydroxyl Reorientation Timescales
Trajectories propagated for all four alcohols using the simulation approach described above were
used to calculate the C2(t) autocorrelation functions (eq. 2.1) plotted in Fig. 2.2. The OH reori-
entation is found to occur on multiple timescales. For water, methanol, and ethanol,[14, 19] the
reorientation correlation functions are well-described by a tri-exponential: the fastest timescale,
τiner ≤ 400 fs, corresponds to inertial rotation, the intermediate one, τlibr, to effectively librational
motion, and the longest timescale, τ2, to reorientation associated with hydrogen-bond exchanges.
This last timescale is the one that leads to complete reorientation of the hydroxyl group and is
the focus of the present work. For the isomeric butanols this long-time reorientation dynamics
is not fully described by a single timescale. The origin of this multi-exponential behavior is not
yet clear, but it is also only a minor feature. Describing the longer time reorientation dynamics
with two timescales, i.e., an overall four exponential fit to C2(t), does not lead to different quali-
tative or quantitative conclusions than adopting a single exponential description. Thus, we use the
same approach previously adopted for water and the lower alcohols and obtain τ2 from the longest
timescale in a three exponential fit to C2(t); the minor error associated with this treatment can be
seen in Fig. 2.2.
The τ2 values are given in Table 2.1 and indicate that OH reorientation is fastest for iso-butanol
and slowest for tert-butanol. Interestingly, the OH correlation times for n-butanol and sec-butanol,
which are intermediate between those for iso- and tert-butanol, are nearly indistinguishable (as is
13








Figure 2.2: Reorientation autocorrelation function, C2(t), for n-butanol (black), iso-butanol (red),
sec-butanol (green), and tert-butanol (blue) is plotted against time; dashed lines show the expo-
nential fits to the long-time decay of the correlation functions (see the text).
also evident from Fig. 2.2).
Table 2.1 also gives the average reorientation times (eq. 2.2) from simulation, 〈τ〉MD, that
include inertial, librational, and reorientational contributions. The average time for n-butanol de-
termined from NMR experiments[15] is also provided for comparison. The two results are in
reasonable agreement, with the simulated result of 〈τ〉MD = 36.5 ps being∼ 25% smaller than that
from NMR measurements 〈τ〉NMR = 51 ps. Smaller values for average reorientation times from
simulations compared to experiments were also observed previously for methanol and ethanol.[14]
Whether this is a generic result or not is still unclear; it is possible that improved forcefields will
be required to improve the agreement between simulations and NMR measurements. Apart from
n-butanol, we are unaware of any data on average reorientation time of the other butanol isomers,
though such measurements would be of significant interest.
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Table 2.1: Timescales and amplitudes determined from single exponential fits of the long-time
decay of C2(t) for all of the alcohols; all times are in ps.
‡ Ref. 15
Molecule τ2 〈τ〉MD 〈τ〉
‡
NMR
n-butanol 74.9 36.5±0.4 51
iso-butanol 39.8 17.7±0.1 −
sec-butanol 75.3 38.4±0.6 −
tert-butanol 104.8 55.1±1.6 −
In the remainder of this Section, we analyze OH reorientation in the isomers of butanol using
the extended jump model. Results from jump reorientation times, frame reorientation times, jump
angle distribution, and the excluded volume effect are then used to identify the role of the different
arrangement of steric bulk on the trend in reorientation of the four isomers.
2.2.2 Extended Jump Model (EJM)
The extended jump model describes reorientation as occurring through a combination of two mech-
anisms: 1) jumps associated with the exchange of H-bonding partners, and 2) “frame” reorientation


















2 ) is the
contribution from H-bond jumps (frame reorientation). The EJM was previously shown to describe
the slowdown in OH reorientation in methanol and ethanol compared to water.[14] In that case,
the alcohol alkyl group blocks potential new H-bonding acceptors, resulting in a slowdown in
jump reorientation. In addition, while a complete theory for the trend in frame reorientation is
still lacking, the timescale of frame reorientation also changes from water due to a combination
of effects, including changing viscosity and the difference in the size and shape of the reorienting
intact H-bonded groups. These same effects are present in butanols, with the modification that
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each isomer has the same total alkyl group size, but in a different arrangement. For methanol and
ethanol, the slowdown in H-bond exchanges is sufficiently great that OH reorientation is dominated
by the frame component,[14] i.e., rotation of intact H-bonds. For the butanols the picture is not so
simple, as discussed below.
Within the EJM, the contributions to the reorientation time, τ2, can be independently obtained
from the trajectory results. The H-bond exchanges can be considered as a chemical reaction char-
acterized by a rate constant, k jump, and corresponding jump time, τ0 = k−1jump. Then the contribution
of these jumps to the OH reorientation time, τ jump2 , is a combination of this timescale for making
a jump and a geometrical factor that depends on the angle traversed by the OH group during the









The frame time contribution, τ f rame2 , to the OH reorientation is obtained from the C2(t) autocorre-
lation function of the O · · ·O vector for continuously H-bonded molecules:
C f rame2 (t) = 〈P2[eOO(0) · eOO(t)]〉 . (2.5)
Here, eOO is the O · · ·O unit vector for an intact hydrogen bond and P2, as described earlier, is the
second Legendre polynomial. The O · · ·O vector is used to eliminate the fluctuations of the OH
vector around the intact H-bond that do not lead to reorientation. We now discuss the determination
of each of these contributions, τ0, ∆θ , and τ
f rame
2 , and the trends in their values among the isomeric
butanols.
2.2.2.1 Hydrogen Bond Jump Times
The jump time, τ0, can be determined from the MD trajectory using the stable-states picture of
reactions.[19, 81, 82] In this approach the jump reorientation times between H-bond switches are
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obtained through the time-correlation function,
CAB(t) = 〈nA(0)nB(t)〉 . (2.6)
Here, nA(0) equals 1 if a molecule is donating a hydrogen bond to an acceptor molecule at a time
chosen to be t = 0, that molecule is then labelled A; nA(0) = 0 if the molecule is not donating
an H-bond and thus does not contribute to CAB(t). Analogously, nB(t) equals 1 if the same donor
molecule has switched H-bonding partners to a new acceptor, labelled B, at time t and nB(t) = 0
if the donor is not H-bonded to B at time t. Absorbing boundary conditions are used, such that
nB(t) = 1 for all times after an H-bond switch. In this way, CAB(t) measures the hydrogen bond
exchange rate constant k jump and not the subsequent dynamics. Thus, CAB(t) rises from 0 to 1 with
increasing t as the population of molecules that have switched H-bonding partners grows. It can
be shown that if these exchanges represent a rate process, that 1−CAB(t) decays exponentially as






In this work, τ0 is obtained via eq. 2.7 using a (strict) geometric definition of hydrogen bonds:
rOd ···O ≤ 3.1 Å, rHd ···O ≤ 2.0 Å, and θOdHd ···O ≤ 20◦, where Od and Hd represent the donor O and
H atoms.
The stable states jump correlation function is plotted as 1−CAB(t) and shown in Fig. 2.3 for
each of the four isomeric butanols and the corresponding jump times are given in Table 2.2. The
trend in jump times among the four alcohols follows the trend iso-butanol < n-butanol < sec-butanol
< tert-butanol. This generally indicates a slowdown in jump reorientation with increasing steric
bulk around the α-carbon as the primary alcohols, n-butanol and iso-butanol exhibit faster H-bond
exchange dynamics times compared to the secondary and tertiary alcohols. In particular, jumps in
sec-butanol and tert-butanol are slower than those in iso-butanol by factors of roughly three and
four, respectively. It is interesting that iso-butanol has faster H-bond dynamics than n-butanol;
both have the same steric arrangement around the α-carbon and differ only in the placement of the
17









Figure 2.3: Jump correlation function, 1−CAB(t), is shown as a function of time for the four
isomers of butanol. Colors are the same as in Fig. 2.2.
fourth methyl group; the origin of this result is not obvious.
The jump times of n-butanol and sec-butanol deserve particular attention in light of the fact
that the two alcohols have essentially identical OH reorientation times (Table 2.1). In contrast,
the H-bond exchange time for sec-butanol is twice that of n-butanol. Taken together with eq. 2.3,
these two results indicate that the ordering of the frame reorientation times must be reversed from
those of the jump times to give a remarkable cancellation leading to degenerate τ2 values. This
behavior is examined in detail in the Discussion in the context of the structural differences in these
two alcohols.
2.2.2.2 Jump Angle Distributions
The other component of the jump time contribution to OH reorientation, τ jump2 , is the jump angle,
∆θ . This is defined as the OA−Od −OB angle at the transition state for H-bond exchange; here,
18
Table 2.2: Comparison of jump time, average jump angle, jump time contribution, frame time, and
EJM predicted times, τEJM2 from eq. 2.3, compared to OH reorientation times calculated directly
from simulation, τ2; all times are in ps.





n-butanol 79.4 64◦ 105 158 74.9 62.9
iso-butanol 53.1 71◦ 65 86.7 39.8 36.9
sec-butanol 166 73◦ 199 122 75.3 75.6
tert-butanol 208 76◦ 245 191 104.8 107
OA indicates the oxygen atom of the old acceptor, OB that of the new acceptor, and Od the donor
oxygen.[19] The jump angle is best determined by identifying the transition state (TS) for an H-
bond exchange. However, a simpler alternative is to obtain the jump angle from the OA−Od−OB
angle immediately after a jump. With sufficient time resolution in the trajectory configurations, this
approach is in excellent agreement with results obtained from the TS geometries, as was previously
shown.[14] The probability distribution of jump angles, P(∆θ), is calculated in this way from the




P(∆θ) sin∆θ d∆θ = 1 (2.8)
The resulting jump angle distributions for the isomeric butanols are shown in Fig. 2.4. The distri-
butions all exhibit a narrow peak around ∆θ ≈ 50◦, similar to that found for water and the lower
alcohols.[14, 19] In addition, each has a broad peak between ∼ 80◦− 150◦, which becomes less
pronounced with decreased branching, i.e., the amplitude of this peak follows the trend tert-butanol
> sec-butanol > iso-butanol > n-butanol. In the case of n-butanol the broad peak appears as a de-
caying tail of the distribution at large jump angles.





∆θ P(∆θ) sin∆θ d∆θ . (2.9)
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Figure 2.4: Jump angle distribution for hydrogen bond switches in n-butanol (black), iso-butanol
(red), sec-butanol (green), and tert-butanol (blue).
These values for the jump angle are the ones used in eq. 2.4 in this work. The relative contributions
from the sharper, lower jump angle peak and the broader, larger jump angle one give rise to changes
in the average jump angle, 〈∆θ〉 = 64◦, 71◦, 73◦, and 76◦ for n-butanol, iso-butanol, sec-butanol,
and tert-butanol, respectively. The average jump angles of these branched isomers of butanol can
be compared to those determined for water (68◦), methanol (72◦), and ethanol (68◦).[14, 19] The
trend in 〈∆θ〉 for the alcohols thus shows a decrease with alkyl chain length but an increase with
greater steric bulk around the α-carbon.
2.2.2.3 Jump Activation Energy
In order to further probe the differences in H-bond dynamics between the butanol isomers, I have
calculated the activation energies for the rate constant for H-bond exchanges, k jump = 1/τ0. The
jump time for each alcohol was calculated at 298 (301 K for tert-butanol), 315, 330, and 345 K,
and the jump activation energy was determined for each from the slope of a linear fit to ln(1/τ0)
20













345 330 315 298
Temperature [K]
Figure 2.5: Arrhenius plots for the H-bond jump rate constant, 1/τ0, for n-butanol (black), iso-
butanol (red), sec-butanol (green), and tert-butanol (blue) are shown along with linear fits used
to obtain the activation energy. Temperatures for all four alcohols are the same except the lowest
simulation temperature of 301 K for t-butanol instead of 298 K.
as a function of 1/T , which is plotted in Fig. 2.5; the temperature dependence of the jump times
for each alcohol is well described by an Arrhenius equation. The activation energies for n-butanol,
iso-butanol, sec-butanol, and tert-butanol are 4.71±0.05, 4.59±0.23, 6.34±0.14, and 6.90±0.04
kcal/mol respectively, and are also listed in Table 2.3. These values indicate that the jump activation
energy follows the same general trend as the jump time itself except that the n- and iso-butanol
activation energies are the same within error while iso-butanol has a jump time 33% faster than
n-butanol. Clearly, the activation energy increases with steric bulk on the α-carbon of the alcohol.
This trend in the activation energy points to differences in H-bond strength among these alcohols, a
result that was not observed for water and the lower alcohols, methanol and ethanol;[14] this issue
will be investigated in detail in the Discussion below.
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Figure 2.6: Correlation function for intact hydrogen bonds, C f rame2 (t) in eq. 2.5, is plotted as a
function of time for the butanol isomers. Dashed lines shows the exponential fits to the long-time
tail of these correlation functions. Colors are the same as in Fig.2.2.
2.2.2.4 Frame Reorientation
The remaining piece required to determine OH reorientation within the EJM is the frame reorien-
tation time, τ f rame2 , measuring the contribution from rotation of intact H-bonds. This frame time is
obtained from the long-time decay of the frame reorientation correlation function given in eq. 2.5
and shown for the four butanols in Fig. 2.6. The long-time tail of the autocorrelation function is
seen to fit well to a single exponential with timescales given in Table 2.2. The calculated times
display a trend in frame reorientation time as: iso-butanol < sec-butanol < n-butanol < tert-butanol.
This ordering differs from that of the H-bond jump times only in that sec-butanol exhibits faster
frame reorientation than n-butanol, while n-butanol has a faster jump time than sec-butanol. It is
the contrasting effects of frame and jump reorientation times that result in the virtually identical
overall reorientation times determined from the hydroxyl reorientation correlation function for n-
butanol and sec-butanol in Fig. 2.2. In other words, this similarity is due to a fortuitous cancellation
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Figure 2.7: Oxygen-oxygen pair distribution functions for the isomers of butanol; the inset shows
an expanded view of the third and fourth solvation shells. Colors are the same as in Fig. 2.2.
of the two contributions at room temperature and not a deep similarity in the dynamics.
2.2.3 Liquid Structure
A key difference between the four butanol isomers is the liquid structure. All are naturally net-
worked liquids, but the nature of the H-bond networks is affected by the arrangement of the steric
bulk in the alcohol. For example, many studies have shown that tert-butanol forms tetramers in
H-bonded rings,[68, 71, 83] with the molecules arranged such that the methyl groups point out of
the ring. In contrast, the structure of n-butanol is dominated by long, H-bonded chains.[39, 73]
These differences may certainly have some effect on both the jump and frame reorientation times.
A first approach to examining the liquid structure is through the O · · ·O pair distribution func-
tion, gOO(r), which is shown for each butanol isomer in Fig. 2.7. The primary alcohols, iso- and
n-butanol exhibit more structure in the first and second solvation shells, located near rOO ≈ 3 and
23
5 Å, respectively, compared to the secondary and tertiary alcohols. As discussed in detail be-
low, this plays a key role in H-bond making and breaking. In contrast, the latter show greater
structure in the third and fourth solvation shells, near rOO ≈ 8 and 10 Å, which is highlighted in
the inset of Fig. 2.7. This long range order is a reflection of the larger population of tetrameric
rings in sec-butanol and tert-butanol compared to the primary alcohols; branching at the α-carbon
of sec-butanol also leads to the formation of ring structures, though to a lesser degree than for
tert-butanol.
2.2.4 Excluded Volume Effects
The excluded volume effect has been used successfully to explain the origin of the slowdown in
jump reorientation, both qualitatively and quantitatively, of water molecules around hydrophobic
solutes[33] as well as of the lower alcohols, i.e., methanol and ethanol.[14] The notion is that
hydrophobic groups that cannot participate in H-bonding block the approach of potential new
acceptors to an OH group, thereby lengthening the jump time. The slowdown factor associated
with this effect can be estimated from the excluded volume fraction, f , the fraction of volume that
is blocked by atoms that cannot serve as potential acceptors, e.g., alkyl groups on the alcohols, at
the transition state for H-bond exchange. Because the steric bulk is arranged differently for the
four butanol isomers, it is natural to expect that the excluded volume effect may be at least partly
responsible for the variation in jump times among these isomers.
Using the method described in previous studies,[14, 33] we identify the TS for H-bond ex-
change and calculate the excluded volume fraction resulting from the alkyl atoms of the alcohols
blocking potential H-bond acceptors. It is clear from the jump angle distributions that there is an
ensemble of transition states with jump angles ranging from ∆θ ∼ 40◦−150◦; we consider TS ge-
ometries at jump angles ranging from 0◦ to 180◦. In this procedure, a H-bond between molecules
is established using the geometric criteria described above. A ring of points is then drawn at the
location of potential H-bond switch transition state geometries defined by an Od · · ·OA distance,
R‡ = 3.5 Å, and a given jump angle, ∆θ . The excluded volume fraction is then calculated as the
24
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Figure 2.8: (a) Total excluded volume fraction for the four butanols and the ontributions due to non-
H-bonding atoms on (b) the butanol that is the original H-bond acceptor, (c) the donor molecule
undergoing the H-bond exchange, and (d) other molecules not part of the H-bonded pair. Colors
are the same as in Fig. 2.2.
fraction of points on this ring that overlap with a non-H-bonding atom.
The results from this procedure where the excluded volume fraction, f , is shown as a function
of jump angle for the four isomers along with the contributions to f from the original H-bond
acceptor, the H-bond donor, and all other molecules not part of the original H-bond pair are shown
in Figs. 2.8a, b, c, and d respectively. It is clear from Fig. 2.8 that the excluded volume fraction
is large in an absolute sense for every butanol; f ≥ 0.97 for all isomers and all jump angles,
consistent with the long jump times. Moreover, f is larger at all jump angles for sec- and tert-
butanol compared to the primary alcohols. For their part, the total excluded volume profile is
quite similar for iso- and n-butanol, with n-butanol exhibiting a slightly greater f at intermediate
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(∼ 60◦−100◦) and large (& 150◦) jump angles. These trends are in accord with that observed for
the jump time (Table 2.2).
These results suggest that the faster reorientation of iso-butanol compared to n-butanol is partly
due to the difference in f for the two alcohols especially at large jump angles where iso-butanol
has a high jump angle probability as seen in Fig. 2.4. However, because f is close to one, it is
difficult to obtain quantitative slowdown factors in the usual way from 1/(1− f ).
The decomposition of the total f into the components from different molecular types gives
insight into the origins of these trends. The excluded volume due to alkyl atoms on the acceptor
molecules in Fig. 2.8b shows a trend similar to that from earlier investigation where jumps at
angles less than 40◦ are completely excluded.[14, 19] The exclusion of viable jumps is evident in
the jump angle distribution (Fig. 2.4) and is due to the oxygen atom of the acceptor molecules
blocking potential H-bonding partners. However, the volume excluded by the original H-bond
acceptor is similar for all four isomers.
The contribution to the excluded volume for the H-bond donor does vary significantly among
the isomers, with the general trend being that the contribution increases as n < iso < sec < tert.
This trend is roughly reversed for the contribution from molecules that are not part of the original
H-bond pair, though the variation between the isomers is smaller. The opposition of these trends
is not unexpected[14] as the volume excluded by the donor also prevents other molecules from
approaching the vicinity of the H-bond. Thus, larger excluded volume by the donor leads to less
excluded volume by other molecules. It is interesting that the differences in the total f for n- and
iso-butanol arise from a competition between the volume excluded by the donor, which is larger
for iso-butanol, and that excluded by other molecules, which is larger for n-butanol. In addition,
there is a distinction between the donor excluded volume for ∆θ & 140◦ for the primary alchols,
which is flat or decreasing, and for sec- and tert-butanol, which is increasing; this suggests that
these large angles are strongly affected by branching at the α-carbon.
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2.3 Discussion
In this Section, we further examine the OH reorientation dynamics of the isomeric butanols and
their description by the extended jump model. The emphasis is on identifying the origins of the
trends among these alcohols that only vary in the arrangement of the steric bulk.
2.3.1 Accuracy of the Extended Jump Model
It is important to first verify that the EJM provides a quantitative description of the OH reorientation
dynamics of the butanols. This can be tested by comparing the reorientation time obtained from
the EJM, τEJM2 , through eq. 2.3 with that obtained directly from the MD simulations of C2(t)
shown in Fig. 2.2, the τ2 given in Table 2.1. The EJM result is obtained using the jump times and
average jump angles to obtain the jump time contribution, τ jump2 , via eq. 2.4 and the frame time
contributions from fitting C f rame2 (t) in Fig. 2.6. The results are given in Table 2.2 and plotted in
Fig. 2.9.
It is clear from Fig. 2.9 that the EJM provides a very good quantitative description of the
OH reorientation times in all four alcohols. The poorest agreement is for n-butanol, where τEJM2 is
lower than τ2 by 16%, while for the other alcohols the EJM gives times within 8% of the MD result.
These results provide confidence that the OH reorientation of the butanols can be interpreted within
the extended jump model, i.e., through the timescales for intact H-bond (frame) reorientation and
jumps associated with changes in H-bond partner.
2.3.2 Contributions to the Jump Time
Among the advantages of the EJM is that it provides a framework for developing a molecular
understanding of the contributions to the reorientation time. It is interesting to see if the trends in
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Figure 2.9: Jump (black), and frame times (red) for the isomeric butanols are shown along with
the OH reorientation time from the EJM (blue) and exponential fits to C2(t) (green).
To begin, the jump rate constant can be expressed in a general form as
k jump(T ) =
1
τ0(T )
= κ(T )ωS e−∆A
‡/RT , (2.10)
where κ is the transmission coefficient and ωS exp(−∆A‡/RT ) is the transition state theory (TST)
rate constant. In the latter, ωS is the attempt frequency and ∆A‡ is the (Helmholtz) free energy
barrier for the H-bond exchange. The attempt frequency can be roughly approximated as ωs≈ τ−1libr,
where τlibr is the librational time, the intermediate timescale for OH reorientation following inertial
rotation but before reorientation due to H-bond exchanges. Then, a model can be constructed that
























Figure 2.10: Reactant, transition state, and product during H-bond exchange. Figure shows Hd
(hydrogen atom of the donor molecule), OA (oxygen atom of the closest acceptor), OB (oxygen
atom of the next closest acceptor).
2.3.2.1 Free Energy Profiles for H-bond Jumps
We first explore the reaction free energy profile that shows the activation barrier, ∆A‡. We adopt
as the reaction coordinate ∆R = RHd ···OB −RHd ···OA , where Hd is the hydrogen atom of the donor
molecule and OA and OB are the oxygen atoms of the initial and final acceptor, respectively. For the
purposes of the calculation, the value used for RHd ···OB is based on the oxygen atom that, aside from
the current acceptor oxygen, is closest to Hd . The reaction coordinate is illustrated in Fig. 2.10.
From this picture, it can be seen that ∆R implicitly includes the two key elements of an H-bond
jump, the approach of the new acceptor with a decrease in ROd ···OB and the rotation of Hd from OA
to OB. The probability distribution p(∆R) based on this reaction coordinate is calculated from the
trajectories and converted into a reaction free energy,
∆A(∆R) =−kBT ln p(∆R). (2.11)
The free energy profile for each of the four butanols is shown in Fig. 2.11. Note that they are all
symmetric about the transition state, ∆R‡ = 0.
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Figure 2.11: Free energy profile for H-bond exchanges as a function of the reaction coordinate,
∆R, shown in Fig. 2.10. Colors are the same as in Fig. 2.2.
The free energy barrier, ∆A‡ = ∆A(∆R = 0)−∆A(∆R0) where ∆R0 is the equilibrium value in
the reactant (or, by symmetry, product) state, ≈ ±1.5 Å. (Given the finite histogram bin width,
this means that the transition state is effectively identified by ∆R < 0.05 Å). Interestingly, the
barrier is found to increase in the order iso-, tert-, sec-, and n-butanol; the values are provided
in Table 2.3. The magnitude of the free energy barriers, 1.33-1.75 kcal/mol, are consistent with
that previously found for water, 2.0 kcal/mol, by a different reaction coordinate.[19] An average
ROA···Od =ROB···Od distance of 3.5 Å is found at the transition state, consistent with previous studies
on water and other alcohols.[14, 19] This is similar to the location of the first minimum in gOO(r),
shown in Fig. 2.7, that represents the location of the barrier for molecules moving between the first
and second solvation shells. This average ROA···Od distance is thus indicative of a rate determining
step that involves OA · · ·Od extension and exchange of H-bond partners between different solvation
shells.
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The quality of the reaction coordinate can also be estimated from the transmission coefficient,
κ . The transmission coefficient was determined by following trajectories from the transition state
until they reach H-bonding partners on the product and reactant side of the transition state. The
transmission coefficient gives the fraction of reactants that successfully make it to the product side
without returning to its initial reactant state. The values of κ calculated this way are given in
Table 2.4 and range from 0.26 for tert-butanol to 0.48 for n-butanol. The absolute values of these
transmission coefficients are consistent with the κ = 0.53 previously found for water at 300 K using
a different reaction coordinate,[19] and indicate the present reaction coordinate is a reasonable one.
The transmission coefficient values show that transition state recrossing generally increases with
steric bulk, κn & κiso > κsec & κtert . This trend is clearly different from that for the free energy
barriers and analysis shows that a TST-based description alone does not fully describe the trends
among the butanol isomers. This suggests that dynamical effects are important in addition to
the thermodynamics (or, perhaps, that an accurate TST description requires a more sophisticated
reaction coordinate than that used here despite its apparent reasonableness.)
2.3.2.2 Contributions to the Jump Activation Energies
One of the interesting observations from the Results is that the activation energy for H-bond jumps
increases with steric bulk around the α-carbon of the alcohol (Fig. 2.5). We can examine the










assuming that ωs is independent of temperature. We can note that ∆A‡ = ∆U‡−T ∆S‡, where U
and S represent the internal energy and entropy, respectively. It is typically a good approximation
to assume that ∆U‡ and ∆S‡ are independent of temperature, in which case it is straightforward to
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Figure 2.12: Temperature dependence of (a) ∆A‡, and (b) the transmission coefficient, κ for the
four butanol isomers. Colors are the same as in Fig. 2.2.





Using eqs. 2.12 and 2.13, we can decompose the activation energy into contributions that are
energetic, entropic, and due to transition state recrossing, e.g., the temperature dependence of κ .
The temperature dependence of the free energy barrier, ∆A‡, is shown in Fig. 2.12a for all
four butanols. As expected, the free energy barrier varies linearly with temperature such that the
slope yields the activation entropy ∆S‡; the values are given in Table 2.3. The general trend is
that the activation entropy is lowest for the the two primary alcohols and higher for the more




tert ≈ ∆S‡sec. Similarly, the transmission coefficient
is shown in an Arrhenius plot in Fig. 2.12b and the first term in eq. 2.12 determined from the
slope for each butanol; the dependence of lnκ on 1/T is well described by a straight line and
the values for the κ contribution to Ea are given in Table 2.3. The activation energy component
due to the temperature dependence of κ (see Table 2.4) is similar for iso- and n-butanol, 1.04 and
1.07 kcal/mol, respectively). The contributions for sec- and tert-butanol are roughly twice as large,
1.78 and 2.29 kcal/mol, respectively, suggesting a role for the steric bulk at the α-carbon, as was
observed for κ itself.
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Table 2.3: Comparison of the results of the activation energy determined from its various com-
ponents defined in eq. 2.12, from the model based on gOO(r), and calculated directly from the
temperature dependence of the jump time, τ0. Energies are in kcal/mol, ∆S‡ is in cal/(mol K).
Molecule ∆A‡ ∆S‡ T ∆S‡ ∆U‡ −R ∂ (lnκ)
∂ (1/T ) Ea (eq. 2.10) E
OO
a (eq. 2.19) Ea (from τ0)
n-butanol 1.75 8.0 2.39 4.14 1.04 5.18 5.38 4.71
iso-butanol 1.33 7.9 2.36 3.69 1.07 4.76 4.83 4.59
sec-butanol 1.62 11.0 3.27 4.89 1.78 6.67 6.49 6.34
tert-butanol 1.55 10.3 3.10 4.71 2.29 6.86 6.76 6.90
This data provides a fuller picture of the origins of the differences in H-bond jump activation
energy between the four isomers. The estimates of the activation energy from eqs. 2.12 and 2.13
are in reasonable agreement from those calculated directly from the temperature dependence of
the jump times and, more importantly, capture the trend among the four isomers; see Table 2.3.
Consider first the two primary alcohols, iso- and n-butanol. They have essentially identical con-
tributions to the activation energy from transition state recrossing (κ) and entropy. A difference
is only observed in the internal energy barrier, ∆U‡, which is 0.45 kcal/mol larger for n-butanol;
this gap is preserved in the activation free energy and activation energy. On the other hand, ∆U‡
is larger for sec- and tert-butanol compared to the primary alcohols by ∼ 0.75−1.2 kcal/mol and
the temperature dependence of the transmission coefficient makes a greater contribution to Ea with
increasing steric bulk, adding another ∼ 0.7− 1.2 kcal/mol. These two effects combine to yield
a larger activation energy for the secondary and tertiary alcohols. The transition state recrossing
factor is larger for tert-butanol compared to sec-butanol, so that the higher activation energy for
tert-butanol can be attributed to this factor.
This analysis shows that the variation in the jump activation energy among the alcohols cannot
be interpreted solely as a change in the barrier for H-bond exchanges, but includes a significant
dynamical component associated with transition state recrossing. The energetic barrier itself, ∆U‡,
has larger values for these alcohols than the 3.5, 3.1, and 3.7 kcal/mol found for water, methanol,
and ethanol.[14, 19] Given that the OPLS-AA force field used in these simulations has the same
charge on O, H, and the α-carbon group, this result suggests that the arrangement of the steric
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bulk affects the H-bond strength.
2.3.2.3 Predicting Trends in Jump Times
This insight into the relative activation energies for H-bond jumps for the four isomeric butanols
can assist in thinking about the trends in the relative values of the jump times themselves. It is first
interesting to examine estimates of the absolute and relative jump times based on eq. 2.10. The
required transmission coefficient, κ , and free energy barrier ∆A‡ are given in Tables 2.3 and 2.4,
respectively. The attempt frequency, ωS, is not as easily obtained, but as noted above a first-order
estimate is to use the librational frequency, such that ωS ≈ τ−1libr; the librational times from fitting
the C2(t) correlation functions in Fig. 2.2 are given in Table 2.4. We note that such an approach for
water (κ = 0.53,[19] ∆G‡=2.0 kcal/mol,[19] and τlibr ≈ 0.15 ps[84, 85]) gives τ0 ≈ 2.3 ps, in fair
agreement with the 3.3 ps calculated from MD simulations.[19] The resulting estimates of τ0 from
eq. 2.10 for the isomeric butanols, while not in quantitative agreement with values obtained from
the stable states calculations, Table 2.2, reasonably capture the relative trends among the alcohols.
These trends can be expressed by the ratio of the jump times of n-butanol and one of the other




















using ∆A‡ = ∆U‡−T ∆S‡. The parentheses in eq. 2.14 are included to emphasize the decompo-
sition of this ratio into dynamical, energetic, and entropic contributions that can be individually
examined to gain insight into the trend in jump times. (See Table 2.4)
We can first consider the factors leading to the faster H-bond exchange time for iso-butanol
relative to n-butanol. The transmission coefficient and entropic factors are effectively the same
for the two isomers. The key differences are found in the attempt frequency estimate and the
larger internal energy barrier for n-butanol. The latter is the key difference found in the jump
activation energy as well; the crude estimate of the attempt frequency likely contributes to the
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Table 2.4: Estimates of absolute jump times from eq. 2.10 and their values relative to n-butanol
(τX0 /τ
n
0 ) are compared to relative jump times estimated from eq. 2.17 and calculated from the Stable
States calculations. Contributions to the jump time estimates (κ , τlibr) and relative energetic and
entropic contributions in eq. 2.14 are also provided.
aFrom eq. 2.10 using the ∆A‡ in Table 2.3
bFrom eq. 2.17 using thermodynamic quantities derived from the free energy profile resulting
from the radial distribution function
cFrom the Stable States picture jump times given in Table 2.2














n-butanol 0.48 4.2 167 1 1 1 1 1
iso-butanol 0.44 1.7 37 0.47 1.05 0.4 0.22 0.67
sec-butanol 0.30 4.7 243 3.6 0.22 1.7 1.5 2.1
tert-butanol 0.26 5.6 293 2.6 0.31 1.9 1.8 2.6
underestimation of the ratio of jump times, τ iso0 /τ
n
0 by a factor of 3 compared to the stable states
result; see Table 2.4.
For the more sterically congested isomers, sec- and tert-butanol the picture is somewhat dif-
ferent. Those isomers have slightly lower attempt frequencies than n-butanol along with larger
internal energy barriers and lower transmission coefficients. All three of these factors contribute
to longer jump times for these branched alcohols relative to n-butanol. The entropic contribution
competes with these effects – the activation entropy for sec- and tert-butanol is larger than that
for n-butanol, lowering the activation free energy and shortening the jump time. Ultimately, the
entropic effect, while significant, is not the dominant one and the branched alcohols have slower
H-bond dynamics than the primary alcohols.
2.3.2.4 Predictions Based on Liquid Structure
It is useful to consider the components that contribute to the barrier for H-bond exchange. A
useful perspective is to think of an exchange as composed of two parts: 1) the approach of a new
acceptor, and 2) the breaking of the current H-bond. The former involves the new acceptor moving
from the second solvation shell of the donor molecule to the transition state for H-bond exchange
while the latter involves the current acceptor moving from its position in the first solvation shell to
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the transition state. The free energy changes associated with these rearrangements can be derived
from the O · · ·O radial distribution functions shown in Fig. 2.7 via the associated potential of mean
force,
∆AOO(r) =−kBT lngOO(r). (2.15)
Specifically, this gives the activation free energies for H-bond breaking – that for a molecule to
move from the first solvation shell represented by the first peak in gOO(r) to the transition state
geometry, the O−O distance of which is given by the first local minimum in gOO(r) – and H-bond
formation – that for a molecule in the second solvation shell represented by the second peak in
gOO(r) to the same transition state geometry. Thus, the free energy barrier for H-bond exchange






‡)−∆AOO(r1)] + [∆AOO(r‡)−∆AOO(r2)], (2.16)
where r1, r2, and r‡ represent the O−O distances in the first and second solvation shells and
transition state, respectively.




= κ(T )ωS e−∆A
‡
OO/RT . (2.17)
along with the transmission coefficient and attempt frequency values already given. The relative
trends in jump times among the isomeric butanols obtained in this way are given in Table 2.4. They
are in reasonable agreement from those determined directly from the MD simulations through the
Stable States picture calculation of the jump times. They are also in quite good agreement with the
estimates from eq. 2.10 using the relative energetic and entropic contributions from the temperature
dependence of the jump times. This supports the simple picture of the free energy barrier as arising
from partially breaking the original H-bond and partially making the new H-bond.
These two contributions can be further examined by decomposing them into energetic and
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Table 2.5: Comparison of the thermodynamic energies required to partially “break” the original
H-bond and partially “make” the new H-bond based on the O · · ·O radial distribution function; see


















n-butanol 1.86 2.44 0.58 0.72 1.90 1.19 2.58 4.34 1.77
iso-butanol 1.74 2.31 0.56 0.57 1.46 0.89 2.31 3.77 1.45
sec-butanol 2.03 2.69 0.66 0.74 2.02 1.28 2.77 4.71 1.94




OO − T ∆S
γ
OO, (2.18)
where γ = “make” or “break” based on the definitions in eq. 2.16. The results of these decom-
positions, obtained from the temperature dependence of the ∆AγOO, are given in Table 2.5. We
first note that the estimates of the H-bond exchange free energy barrier are systematically overesti-
mated, ranging from ∆A‡OO = 2.31-2.77 kcal/mol compared to those from the free energy profiles
in Fig. 2.11 and Table 2.3 of ∆A‡ = 1.33-1.75 kcal/mol. However, the trends in the activation
energy are well captured, even semi-quantitatively, with the main difference being that ∆A‡OO is
larger for sec-butanol compared to n-butanol, a reversal from the direct results for the free energy
barrier. This agreement is quite good considering the simplicity of the underlying model.
The results in Table 2.5 provide insight into the contributions to the free energy. We can
first examine the total activation internal energy and entropy obtained from this simple model and
compare them to the values from simulation provided in Table 2.3. The model predicts the internal
energy barrier nearly quantitatively, such that the trends among the isomers are the same in ∆U‡OO
and ∆U‡ and the values differ by only 0.08-0.20 kcal/mol. This indicates that the the energetics
of the H-bond exchange process can be accurately obtained from the radial distribution function,
gOO(r). The contributions to this internal energy barrier are smaller but with larger variations
for the H-bond making component, i.e., the energy required to bring a new acceptor from the
second solvation shell. In particular, ∆UmakeOO follows the trend iso < n < sec = tert, indicative
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of mediation by the steric congestion around the H-bond. The energetic barrier for the H-bond
breaking component is larger in absolute value but exhibits somewhat smaller changes among the
butanol isomers. It increases in the trend iso < n = tert < sec. Thus, the energetic barrier for both H-
bond making and breaking is largest for sec-butanol and smallest for iso-butanol, with tert-butanol
having an intermediate barrier that is slightly larger than that for n-butanol. These trends are not
straightforwardly rationalized by steric bulk around the α-carbon as others have been, such as κ
and Ea; it is possible that the steric effects are modulated by the properties of the H-bond networks,
e.g., proportions and sizes of the H-bonded rings and chains, which is currently being investigated.
The excellent agreement between ∆U‡OO and ∆U
‡ combined with the consistent overestimation
of the free energy barriers by ∆A‡OO suggests that the discrepancy arises in the activation entropy.
Indeed, T ∆S‡OO underestimates the calculated T ∆S
‡ given in Table 2.3 by 0.62− 1.33 kcal/mol,
accounting for the bulk of the difference between ∆A‡OO and ∆A
‡. Because these estimates are
based on the OO radial distribution function alone, this suggests that this simple model is missing
an entropic factor due to the disorder of the H atoms at the transition state for H-bond exchange.
The trend in T ∆S‡OO is iso < n < sec . tert, which is only in rough agreement with that observed in
the calculated T ∆S‡ where n ≈ iso < sec ≈ tert. These point to avenues for improving this simple
model in the future.
In any case, it is interesting to examine the decomposition of the entropic effects predicted from
gOO(r). The H-bond breaking component is smaller in magnitude, T ∆S
‡
OO ∼ 0.6 kcal/mol, and is
effectively the same for n-, iso-, and tert-butanol and only ∼ 0.1 kcal/mol larger for sec-butanol,
suggesting a small role for the alcohol structure. In contrast, the H-bond making component that is
associated with a new acceptor moving in from the second solvation shell is larger, by more than a
factor of two in some cases, and exhibits greater variation. The trend in T ∆SmakeOO is iso < n < sec
< tert, indicating that the steric congestion that limits the approach of new acceptors increases the
entropy of the transition state for H-bond exchange, serving to lower the free energy barrier.
Finally, we note that the internal energy barriers within this model can be combined with the







The values calculated this way are given in Table 2.3 where they are compared to those directly
calculated from the temperature dependence of the jump time and Ea determined from eqs. 2.12
and 2.13. The results are in good agreement with the calculated Ea. The trend among the alcohols,
iso < n < sec < tert, is correctly predicted and the values are in reasonable quantitative agreement,
within 0.24 kcal/mol except for n-butanol where EOOa is 0.67 kcal/mol too large.
These comparisons of the activation energies, free energies, internal energies, and entropies
lends credence to the molecular level description of H-bond exchange as a combination of partial
H-bond making and breaking determined straightforwardly from gOO(r). The activation entropy
is not fully reproduced, due presumably to proton disorder in the H-bond network at the transition
state for H-bond exchange, but the accuracy of the predictions of this simple model are encour-
aging for developing a predictive microscopic picture based on liquid structure. It is important
to note however, that the dynamical effects encompassed in κ and ωS are significant and we do
not currently have a model for predicting them without MD simulations, an interesting avenue for
future research.
2.3.3 Frame Reorientation Factors
A microscopic theory for frame reorientation does not currently exist, unlike that for jump times.
Thus, rationalizing the trends in τ f rame2 among the butanols is more challenging. One factor influ-
encing the frame reorientation is presumed to be the viscosity of the liquid. However, the measured
values of the viscosity for the butanol isomers are iso-butanol (η = 3.435 cP), n-butanol (2.56 cP),
sec-butanol (3.035 cP), and tert-butanol (3.355 cP).[86] The viscosities clearly do not account for
the trends in frame reorientation, particularly the fact that iso-butanol exhibits the fastest frame
reorientation or that n-butanol has a longer frame reorientation time than sec-butanol. A factor
modulating the effect of viscosity is the size and shape of the reorienting H-bonded pair. For these
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isomers, the overall size is presumably constant while the shape varies based on the arrangement
of the steric bulk for each alcohol. The issue is likely more complicated, however, because the
butanols are networked liquids such that H-bonded pairs are not isolated but rather occur in chains
of H-bonded molecules or in H-bonded rings (typically tetrameric). The relation between the H-
bonded cluster characteristics and the frame reorientation time (as well as jump time) is currently
a topic of investigation in our laboratory.
2.4 Summary
A detailed analysis based on molecular dynamics simulations of the OH reorientation in the bulk
liquid for four isomeric butanols that differ only in the arrangement of their steric bulk has been
presented. These molecules include two primary alcohols, n- and iso-butanol, the former of which
generally exhibits more symptoms of steric congestion due to the greater chain flexibility, along
with secondary and tertiary butanols. The OH reorientation dynamics are interpreted within the
extended jump model, that assumes two contributions to reorientation, large angle jumps associated
with exchanges of H-bonding partners and diffusive, “frame,” reorientation of intact H-bonded
pairs of molecules. The EJM is shown here to quantitatively describe the OH reorientation for the
butanols.
The arrangement of steric bulk matters as the reorientation times, τ2, vary by as much as a
factor of 2.5, with iso-butanol exhibiting the fastest dynamics and tert-butanol the slowest. The
other two isomers, n- and sec-butanol have identical OH reorientation times, which analysis shows
is due to a fortuitous cancellation between faster H-bond exchanges for n-butanol and faster frame
reorientation for sec-butanol.
The long-term goal of work such as this is to develop predictive models for reorientation times
in alcohols and other H-bonded systems. To this end, we examined the origins of the trends in
OH reorientation, particularly through the H-bond jump time, to gain new physical insight and test
such initial models. There are multiple factors that affect the OH reorientation. We note first that
the contribution to the reorientation from OH jumps is larger than that due to frame reorientation
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for the primary alcohols, but the reverse is true for sec- and tert-butanol. There is still not a
microscopic theory for predicting, even qualitatively, the frame reorientation in H-bonded systems
and this remains a topic of ongoing work.
The jump times can be more directly analyzed. However, the timescale for H-bond jumps re-
flects variations in the transition state recrossing probability, changes in the energetic and entropic
barriers for H-bond exchange, and even apparent differences in the attempt frequency for H-bond
jumps. We show that the trend in jump time can be reasonably reproduced from the separately
calculated free energy barrier and the transmission coefficient using a crude approximation of the
attempt frequency based on the librational timescale. Moreover, the activation energy can be de-
scribed by contributions from the internal energy barrier and a dynamical term associated with the
transition state recrossing. Together this analysis shows that the jump times are determined by
both energetic and entropic factors, ∆U‡ and ∆S‡, and dynamical ones, κ and ωS. Thus, no single
factor dominates, indicative of the complexity of predicting H-bond dynamics in what might, at
first glance, appear to be simple systems.
We show that a simple model based on the OO radial distribution function can quantitatively
predict the internal energy barriers for H-bond exchanges and semi-quantitatively describe the
trends in free energy barrier and activation energy. The notion is that the barrier to a switch of
H-bond partners can be described by two components, the partial breaking of the existing H-bond
and the partial making of the new H-bond; the contributions of each of these can be estimated from
gOO(r). This provides a simple way to understand and predict the barriers to H-bond exchange
in the isomeric butanols and, combined with dynamical information from simulation, the relative
H-bond jump times. We are currently examining the applicability of this model to other alcohols
and H-bonded systems. A remaining challenge is to develop models that describe the dynamical
effects associated with transition state recrossing that are important in defining the trends among
the butanol isomers. This may require consideration of more sophisticated definitions of the reac-
tion coordinate for H-bond exchanges than that used here, which is in most ways both physically
intuitive and reasonable, based, for example, on the transition state recrossing probabilities.
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Chapter 3
Removing the Barrier to the Calculation of Activation Energies
It is now common to calculate reaction rate constants using time-correlation functions (TCFs) eval-
uated from molecular dynamics (MD) simulations that capture reactive trajectories. [81, 82, 87–92]
However, further information about the reaction is generally obtained by additional simulations.
A key example is the corresponding reaction activation energy that is typically obtained by con-
structing an Arrhenius plot based on the rate constant, k(T ), calculated from simulations at differ-
ent temperatures. However, this approach belies the fact that the ensemble of reactive trajectories
obtained in a MD simulation actually contains considerably more information.
Dellago and Bolhuis[93] have shown that the activation energy can be calculated directly in the
context of transition path sampling calculations. They applied it to a model isomerization reaction
and others have employed it to determine the activation energy in other systems using transition
path sampling.[94–96] In this work, we extend this approach by showing that the activation energy
can be obtained directly from the trajectories used to obtain the rate constant at a single temper-
ature using other TCFs. In addition, the same tactic can be applied to calculate the activation
energy within quantum mechanical TCF formulations of the reaction rate constant. Thus, these
approaches can be implemented in the context of nearly any method for calculating a rate constant.
We apply the results to determining the activation energy of the one-dimensional Eckart barrier,
described in terms of both classical and quantum mechanics, and the classical hydrogen-bond (H-
bond) exchange dynamics in liquid water.
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3.1 Time correlation functions and activation energy
3.1.1 Classical
For the purposes of illustration, we first consider the reactive flux (or flux-side) TCF expression
for the rate constant:
k = lim
t→long
C f s(t) = lim
t→long
〈Fs(0)θ [s(t)− s‡]〉. (3.1)
Here a dividing surface at s = s‡ is assumed to separate reactants (s < s‡) and products (s > s‡),
Fs(0) = δ [s(0)− s‡]vs(0) is the classical flux through the dividing surface at t = 0 with vs the
velocity in the reaction coordinate, s, direction, and θ(s) is the Heaviside step function. The
rate constant is given by the “long"-time limit, which indicates times long enough for trajectories
initiated at the dividing surface to have reached the products, but shorter than the timescale for the
products formed to convert to reactants via the reverse reaction.[91]














It is important to note that Ea, which is defined by Eq. (3.2), is distinctly different from the free
energy barrier for the reaction. We can write the TCF in a more explicit form as





e−βH Fs(0)θ [s(t)− s‡]
]
, (3.4)
where Qr is the reactant partition function, Tr represents an average over all phase space initial
conditions, β = 1/kbT , and H is the Hamiltonian. Then, it is clear from this expression that C f s(t)
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C f s(t). (3.5)
However, −d lnQR/dβ = 〈H〉r is the average reactant energy, which allows the two terms in the
above equation to be combined as
dC f s(t)
dβ
=−〈δH(0)Fs(0)θ [s(t)− s‡]〉, (3.6)
where δH(0) = H(0)−〈H〉r is the fluctuation of the energy from the average reactant value. This






〈δH(0)Fs(0)θ [s(t)− s‡]〉. (3.7)
This is the result derived previously by Dellago and Bolhuis[93] and it shows that the activation
energy can be obtained directly from a TCF that can be evaluated in the same simulation as that
used to obtain the rate constant itself. The physical meaning is also clear as what is required is the
addition of the energy fluctuation (relative to that of the reactants) at the transition state dividing
surface to the reactive flux correlation function, Eq. (3.1). In this way, the present result echoes the
interpretation of the activation energy first proposed by Tolman nearly a century ago.[97]
This approach for obtaining direct time correlation function expressions for the activation en-
ergy is general. An analogous result can be obtained for the flux-flux TCF,
C f f (t) = 〈Fs(0)Fs(t)〉, (3.8)
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C f f (t)dt. (3.9)
An expression for the activation energy is obtained, using Eq. (3.2) and the same approach applied








in close analogy to Eq. (3.7).
The same approach can be applied to the rate constant obtained within the Stable-States picture[81,







e−βH θ [sr− s(0)]θ [s(t)− sp]
]
, (3.11)
where, r and p represent reactants and products, respectively. Here, nr(0) = θ [sr− s(0)] = 1 when
the system is in the reactant well at time t = 0 and nr(0) = 0 otherwise; np(t) = θ [s(t)− sp] = 1
when the system is in the product well at time t and np(t) = 0 otherwise. Thus, Crp(t) is zero at t =
0 and rises to one with the timescale for converting reactants to products. The rate constant is equal
to the time derivative of Crp(t) at times long relative to the timescale for passing between the two
dividing surfaces but much shorter than 1/k.[90, 91] In practice, however, the rate constant is often
obtained by the more global description, 1−Crp(t) = e−kt , a form that is rigorously obeyed only
for times longer than the transit time between the reactant and product regions.[98] In many (but
certainly not all) cases, however, this single exponential form is found to be a good approximation
for all times and we will adopt it in the following for the purposes of illustration. The rate constant





















in close correspondence to the results for the reactive flux TCFs derived above.
3.1.2 Quantal
The quantum mechanical reaction rate constant can be obtained by analogous time-correlation










e−β Ĥ F̂s P̂(t)
]
. (3.15)
Here, C f s(t) is the quantum mechanical flux-side TCF, Tr is now a quantum mechanical trace,
Ĥ is the Hamiltonian operator, Qr is the quantum mechanical reactant partition function, and
F̂s = i[Ĥ,θ(ŝ− s‡)]/h̄ is the flux operator through the dividing surface separating reactants and
products. The operator P̂(t) projects onto reactive space and can take various forms.[89, 90] The
one most analogous to Eq. (3.1) is
P̂(t) = eiĤt/h̄ θ(ŝ− s‡)e−iĤt/h̄. (3.16)
It is convenient to use the fact that, in the long-time limit, [Ĥ,P̂(t)] = 0,[90] so that, at long times,









where F̂s(β ) = e−β Ĥ/2 F̂s e−β Ĥ/2 is the Boltzmannized flux operator that is of low rank.[99, 100]
It is then straightforward to show that the quantum mechanical activation energy is given by a






CH f s(t), (3.18)
where
CH f s(t) =
1
2




〈 F̂s(β ) [δ Ĥ,P̂(t)]+〉qm, (3.19)
where 〈·〉qm =Tr[·]/Qr and δ Ĥ = Ĥ−〈E 〉r. Here, [Â, B̂]+= ÂB̂+B̂Â indicates the anti-commutator
and 〈E 〉r =−∂ lnQr/∂β is the average reactant energy. That is, the activation energy is once again
given by a TCF that involves the addition of the fluctuation in the energy at the dividing surface
relative to the average reactant energy to the flux-side TCF. The TCF CH f s(t) is symmetrized by
our use of the Boltzmannized flux operator in Eq. (3.17).
The same approach can be used to derive the activation energy based on the rate constant





C f f (t)dt, (3.20)
where


























〈F̂s(β ) [δ Ĥ, F̂s(t)]+〉qm. (3.22)
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The integrand is a TCF that we will denote as CH f f (t).











〈e−β Ĥ θ(s‡− ŝ)P̂(t)〉qm, (3.23)
where θ(s‡− ŝ) projects onto the reactant space. Symmetrizing the Boltzmann operator as for

















〈θβ (s‡− ŝ) [δ Ĥ,P̂(t)]+〉qm, (3.25)
with θβ (s‡− ŝ) = e−β Ĥ/2 θ(s‡− ŝ)e−β Ĥ/2. We noted above for the classical TCF that the rate
constant is equal to the time derivative of Crp(t) for times longer than that required to convert
from reactants to products, but we adopted a more global approach to obtaining k from Crp(t). In
the quantum mechanical approach described here, the time-derivative is used (as it can be for the
classical case as well).
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3.2 Eckart barrier
We first consider the application of these approaches to direct calculation of the activation energy
for a simple test system. The Eckart barrier potential,
V (s) =V0 sech2(s/a), (3.26)
represents a standard problem in one-dimensional scattering theory; the potential is asymptotically







which gives the classical activation energy as Ea =V0+kbT/2. An exact solution for the quantum
mechanical transmission probability is available[101] from which the rate constant and activation
energy can be obtained by the appropriate Boltzmann averaging.
3.2.1 Classical Dynamics
For this case we present results for the flux-side approach to calculating the rate constant and
activation energy. The flux-side time correlation function, C f s(t), is shown for three different
choices of the dividing surface, s‡, in Fig. 3.1. In each calculation, 5×106 trajectories are initiated
from s(0) = s‡ and propagated using the velocity Verlet algorithm at a constant energy that is
determined for each trajectory by initial velocities selected from a Boltzmann distribution. These
trajectories were then used to evaluate C f s and CH f s(t) = 〈δH(0)Fs(0)θ [s(t)− s‡]〉. In the present
simulations we took V0 = 2.5kbT , a = 1 Å, and m = 1 g/mol; this gives k = 5163 cm molecule−1
s−1 and Ea = 1.79 kcal/mol at 300 K.
Choosing the dividing surface at s‡ = 0, i.e., at the top of the barrier, yields C f s(t) = k for all
t > 0 because there is no recrossing for this simple one-dimensional potential. This is illustrated
in Fig. 3.1. For s‡ =−2.5 or −5 Å, however, there is significant recrossing of the (poorly chosen)
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Figure 3.1: Top: The Eckart barrier potential is plotted (solid black line) and the three dividing sur-
faces, s‡ = 0, −2.5, and −5 Å are shown (vertical dashed black, red, and blue lines, respectively).
Bottom: The flux-side TCF, C f s(t), for the one-dimensional Eckart barrier is plotted against time
for three choices of the dividing surface: s‡ = 0, −2.5, and −5 Å (shown as black, red, and blue
lines, respectively).
dividing surface, which can be seen in Fig. 3.1 by the large initial flux followed by recrossing
dynamics that lower the value of C f s(t) at longer times. The recrossing naturally occurs at shorter
times for s‡ =−2.5 Å compared to −5 Å as the trajectories reach (and are reflected by) the barrier
more quickly. The rate constant, given by the long-time limit of C f s(t) is, however, independent of
the choice of the dividing surface.
The activation energy can be calculated from the same trajectories from Eq. (3.7), i.e., it is
the long-time limit of CH f s(t)/k, which is plotted in Fig. 3.2 for the three choices of dividing
surface location. As with the flux-side TCF itself, CH f s(t) exhibits different dynamics depending
on the dividing surface. In the absence of recrossing (s‡ = 0) it takes a constant value for all
50



















Figure 3.2: CH f s(t)/k for the one-dimensional Eckart barrier is plotted against time for three
choices of the dividing surface: s‡ = 0, −2.5, and −5 Å (shown as black, red, and blue lines,
respectively). Normalization by the rate constant in this way means this TCF has a long-time limit
equal to the activation energy.
t > 0. In contrast, for s‡ = −2.5 and −5 Å, the dividing surface recrossing leads to dynamics on
shorter timescales. Specifically, CH f s(t)/k is constant at a value of 〈H〉r =V (s‡) + kbT/2 at short
times before the trajectories reach the barrier, are reflected, and recross the dividing surface. The
trajectories with the highest kinetic energies recross the dividing surface first, leading to a dip in
CH f s(t)/k, which then rises steadily to the final value of Ea as the trajectories with lower kinetic
energy also recross at longer times. It is noteworthy, however, that the activation energy converges
on approximately the same timescale as the rate constant. In addition, the same activation energy




To illustrate the direct calculation of the quantum mechanical activation energy for the Eckart
barrier, standard parameters intended to mimic the H+H2 reaction are used, V0 = 0.425 eV, a = 1
a.u. = 0.529 Å, and m = 1061 a.u. = 0.5820 g/mol. The rate constant and activation energy are
obtained from the flux-flux TCF formulation, Eqs. (3.20)-(3.22). Practically, the low-rank of the
Boltzmannized flux operator is used to advantage by finding the two non-zero eigenvalues and
eigenvectors,
F̂s(β ) | fn〉= fn | fn〉, (3.28)
to provide a basis for evaluating the quantum mechanical trace. Then, the flux-flux TCFs C f f (t)
and CH f f (t) are obtained as





fn 〈 fn| F̂s(t) | fn〉, (3.29)
and





fn 〈 fn| [Ĥ, F̂s(t)]+ | fn〉. (3.30)
Note that 〈 fn| F̂s(t) | fn〉 = 〈 fn(t)| F̂s | fn(t)〉 so that the rate constant evaluation involves the time
propagation of the eigenvectors | fn〉 for which fn 6= 0. The only additional work required to ob-
tained CH f f (t), and hence Ea,qm, is a single additional Hamiltonian multiplication since 〈 fn| [Ĥ, F̂s(t)]+ | fn〉=
〈 fn(t)| ĤF̂s + F̂sĤ | fn(t)〉.
The calculations were completed using a sinc-function discrete variable representation basis[102]
between s =−10 and 10 a.u. with a quartic complex absorbing potential starting at |s|= 6 a.u. with
a height of 8 eV. The grid spacing was taken to be 15 times the thermal de Broglie wavelength,
giving 67 grid points at 300 K and 117 at 900 K. The Boltzmannized flux eigenvalues and eigen-
vectors were obtained using a Lanczos algorithm[103] and the time evolution was carried out with
a split-operator propagator with a timestep of 0.127 fs.





















Figure 3.3: Bottom: The activation energy for the Eckart barrier calculated using Eq. (3.22) (black
circles) is plotted as a function of temperature and compared with the exact activation energy (red
line). Top: The percent-error at each temperature is shown (blue circles).
compared to the exact results; the error is also shown. The activation energy rises monotonically
with temperature beginning from a value below the Eckart potential barrier height (V0 = 0.425 eV).
This reduced activation energy can be attributed to quantum mechanical tunneling which occurs
due to the low mass used in the calculations. At higher temperatures the activation energy slightly
exceeds V0. The activation energy calculated directly from Eq. (3.22) is in excellent agreement
with the exact values, differing by less than 0.15% for all temperatures.
3.3 H-bond exchanges in water
The final application we consider is the rate constant associated with H-bond exchanges, or “jumps,"
between different H-bond acceptors in liquid water.[104, 105] Here, the Stable-States time corre-
lation function, Eq. (3.11), is evaluated from a single long trajectory that captures a large number
of these events. Specifically, TCFs are calculated from a 1 ns NV T classical MD simulation of 343
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Figure 3.4: The Stable-States or side-side, reactive TCFs 1−Crp(t) (black line) and CHrp(t) (red
line) are plotted as a function of time for H-bond exchanges in liquid water.
water molecules carried out using the LAMMPS software[74, 106] with the SPC/E water force
field.[107] The integration timestep was 1 fs and configurations were saved every 2 fs. Coulombic
and Lennard-Jones interactions were evaluated within a cut-off radius of 10.5 Å. The long-range
electrostatic interactions were included using three-dimensional periodic boundary conditions and
an Ewald summation with a tolerance of 1× 10−4. The production stage was preceded by 1 ps
velocity rescaling and 0.25 ns NV T equilibration periods. For this system, the reactant state is
taken to be a H-bond between a given OH donor and a particular O atom H-bond acceptor and the
product state is the same OH H-bonded to a different acceptor; an H-bond is defined geometrically
as ROO ≤ 3.5 Å, rH···O ≤ 2.45 Å, and θOOH ≤ 20◦ and absorbing boundary conditions are used in
the product state.
In Fig. 3.4, we show the reactive time correlation function, 1−Crp(t), which decays at longer
times with a time constant of τ = 1/k = 3.1 ps, which is consistent with previous determinations
of the H-bond jump time in water.[14, 105] Also shown is the CHrp(t)≡ 〈δH(0)nr(0)np(t)〉 TCF
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that gives the activation energy via Eq. (3.14). The shape of this CHrp(t) correlation function can
be examined by considering the temperature- and time-dependence of Crp(t). It is straightforward
to show that if the approximate relationship 1−Crp(t)' e−kt holds, then
d
dβ




This indicates that CHrp(t) is generally positive (assuming k decreases with increasing β , i.e.,
decreasing T ). Moreover, it initially increases with time before decreasing back to zero, with a







= e−1 Ea. (3.32)
Thus, both the rate constant and the activation energy can be directly, if approximately, obtained
from the 〈δH(0)nr(0)np(t)〉 correlation function using the location and magnitude of the maxi-
mum value. The CHrp(t) in Fig. 3.4 has a maximum of 1.19 kcal/mol at 1/k ' 2.9 ps, yielding
Ea ' 3.2 kcal/mol. This is in good agreement with the rate constant given above and the activation
energy value of Ea = 2.9±0.1 kcal/mol derived from the temperature dependence of the H-bond
jump time in water obtained from separate simulations at multiple temperatures.
3.4 Summary
We have shown that the activation energy for a chemical reaction can be calculated directly within
nearly any approach for calculating the rate constant. Because the technique represents a simple
extension of standard TCF rate constant computations, it is easily implemented in current clas-
sical and quantum mechanical methodologies. More generally, these approaches illustrate how




A “Universal” Spectroscopic Map for the OH Stretching Mode
in Alcohols
Alcohols are of wide importance in chemistry. They are commonly used as solvents for chemical
reactions and separations because of their ability to hydrogen-bond (H-bond), their miscibility with
other solvents, and the potential for tunability of their properties through modification of the alkyl
group.[108] Alcohols are also interesting from a fundamental perspective due to the importance
of the H-bonding network in their structure and dynamics.[28] They can be thought of as a series
of H-bonding liquids with the structure R–OH in which the quantity and arrangement of the steric
bulk, R, can be varied from R = H (water) to large linear and branched alkyl groups. In this context,
the dynamics of alcohols can be treated with many of the same theoretical frameworks that are used
for water. It has been previously shown that OH reorientation in alcohols can be described by an
extended jump model[14, 109] that was originally developed for water.[104, 105] However, the
steric bulk gives rise to different mechanisms, i.e., the dominant contribution to OH reorientation
in water is “jumps” between H-bond partners but it is the rotation of intact, H-bonded partners
in methanol and ethanol.[14] Furthermore, the arrangement of the steric bulk, not just the total
quantity, also has a significant impact on the reorientation dynamics timescales and mechanism,
due primarily to entropic effects.[109]
The vibrational spectroscopy of liquid alcohols in the OH stretching region has been the subject
of numerous experimental studies,[3, 8, 28, 50, 110–125] but has received comparatively little
theoretical attention.[3, 26, 126–128] This situation sits in strong contrast to the case of liquid water
where linear and nonlinear vibrational spectroscopies have advanced in concert with theoretical
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descriptions to advance our understanding of its structure and dynamics.[129] This indicates the
significant potential that exists to analogously expand our insight into the behavior of alcohols.
Among the many approaches that have been applied to describe the vibrational spectroscopy of
water is the empirical map approach developed by Skinner and co-workers.[1, 2, 130–133] This
method provides a balance between rigor and computational cost by identifying a quantity (usually
an electric field component) that is easily accessed from a molecular dynamics trajectory but is
strongly correlated with the vibrational frequency. The correlation is quantitatively established by
a (relatively) small number of electronic structure calculations.
In this chapter, an empirical spectroscopic map is developed for the OH stretching frequencies
of monohydroxy alcohols. Specifically, density functional theory calculations are carried out for
methanol, ethanol, n-propanol, and n-butanol and maps are constructed based on the results for
each alcohol separately and the collected data from all alcohols (a “universal” map). Within each
map the transition frequencies, dipole derivative, and position matrix elements required to calculate
the linear and nonlinear IR spectra are expressed in terms of the electric field on the hydrogen atom
of interest along the OH bond due to the liquid. The universal map is compared to those derived
individually for each alcohol as well as a standard map for water.[1, 2]
The remainder of this chapter is organized as follows. First, the details of the MD simulations
and the approach to deriving the empirical maps are described. Second, the derived maps are
presented and simulations of the linear IR spectra of the four alcohols are shown and compared
to experimental spectra,[3] where available, along with results from other maps. The spectra are
discussed in the context of the structure and dynamics of the liquids. Third, the 2D-IR spectra
simulations are presented and discussed. Finally, some concluding remarks and comments are
offered on future opportunities and challenges for these approaches.
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4.1 Simulation Details
4.1.1 Molecular Dynamics Simulations
Classical molecular dynamics (MD) simulations were carried out using the LAMMPS software.[74]
The optimized potentials for liquid simulations-all atom (OPLS-AA) force field[134, 135] was
used to describe the interactions for all four alcohols. The intermolecular potential involves
Lennard-Jones interactions for all non-hydrogen atoms along with Coulombic interactions for all
atoms. A spherical cuttoff of 12.0 Å was used for all interactions; the long-range electrostatics
were included using three-dimensional periodic boundary conditions and an Ewald summation
with a tolerance of 1× 10−4. The Lennard-Jones and Coulombic interactions between sites on
the same molecule were neglected for sites separated by one or two bonds, weighted by half for
those separated by three bonds, and fully included otherwise. The molecules are fully flexible
with an intramolecular potential that is based on harmonic bonds and angles along with the OPLS
dihedral potential.[135] For all four alcohols, 40 ns trajectories with an initial 1 ns equilibration
period were propagated for each alcohol and configurations were saved every 100 fs. The tem-
perature is maintained by velocity rescaling during the equilibration period and a Nosé-Hoover
thermostat[136, 137] with a 100 fs time constant was used during the production stage. These
trajectories were used to build the empirical maps.
In order to calculate the infrared spectra the same simulation parameters mentioned above were
used but finer time resolution is required. In these simulations the equilibriated trajectories from
the 40 ns runs were used as the starting configurations from which a 1 ns trajectory was propagated
for each alcohol with configurations saved every 2 fs.
4.1.2 Building the Empirical Spectroscopic Map
Individual and a common, “universal,” spectroscopic map are developed for the first four linear
alcohols from methanol to butanol using the approach developed for water by Skinner and co-
workers.[130, 133] Both OH and OD stretches were considered. Resonant vibration-vibration
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coupling between OH modes on different molecules can influence the spectra as has been found
in water[2, 138] and methanol.[3, 8, 118, 126] This problem is avoided experimentally by isotopic
dilution, e.g., using CH3OH dilute in CH3OD and analogously for the OD stretch. Our simulations
do not include any effect of intermolecular vibrational coupling and are thus intended to represent
these isotopically isolated OH and OD stretching modes.
The procedure is as follows. From the 40 ns classical MD trajectory described above, a
molecule was chosen randomly from snapshots 5 ps apart. A cluster of molecules centered on
this randomly chosen molecule was then extracted. The number of such clusters for all alcohols
were, 500 configurations for methanol, 250 each for ethanol and propanol, and 150 for butanol,
making a total of 1150 different configurations in all.
Each cluster contains an inner sphere of molecules where the atoms are explicitly represented
and an outer sphere where the atoms are represented as point charges in the electronic structure
calculations. The inner sphere of methanol and ethanol contained the eight closest molecules
based on the distance from the hydrogen atom in the OH bond of interest to the O atom of the
surrounding alcohol molecules. The propanol and butanol clusters involved had seven solvating
molecules. An outer sphere radius of 8.5 Å was used for all four alcohols. These values were
obtained by converging the transition frequency and transition dipole moment obtained for sample
clusters of each of the alcohols by increasing the explicit cluster size and the outer sphere radius.
The clusters were used to obtain density functional theory (DFT)-based values for the OH (and
OD) stretching frequency of the central alcohol for all 1150 configurations. In order to compute
the dipole moment derivative and anharmonic potential energy curve, the OH bond of the central
alcohol molecule in each cluster was stretched from 0.6372 to 1.8272 Å in intervals of 0.085 Å,
leading to 15 single-point energy DFT calculations. We verified that this was sufficient by com-
parison with calculations for methanol in which the OH bond was stretched in intervals of 0.02 Å,
giving 60 grid points. Individual molecules were treated as pseudodiatomics,[130, 133] with H(D)
acting as one half of the diatomic and the OR group, where R is the different alkyl groups on the
alcohol, being the other half of the diatomic.
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The potential energy curves for the OH (OD) stretch in these alcohols were determined from
these DFT calculations using the B3LYP functional[139] and a 6-311++G** basis set.[140] The
DFT calculations were carried out using the NWCHEM package.[141] The one-dimensional po-
tential energy curve derived from the DFT calculations was fit to an 8th-order polynomial. This fit
was used as the potential in a sinc-function discrete variable representation[102] (DVR) calcula-
tion to determine the vibrational frequencies, eigenfunctions, and position matrix elements for the
0→ 1 and 1→ 2 transitions for the OH (OD) stretch in the alcohols. The grid in the DVR calcu-
lation was determined using a potential cut-off (Vcut) of 3 eV using ten grid points per deBroglie
wavelength. This gave between 40-60 points in the DVR grid for OH and 55-85 for OD. In ad-
dition, we calculated a scaling factor for the vibrational frequencies of the clusters by comparing
the calculated gas phase vibrational frequency for all four alcohols to its corresponding experi-
mental value. These scaling factors were used to scale the DVR-calculated vibrational frequencies
of the OH (OD) stretch in the clusters. Experimental gas-phase values for the OH stretching
frequency of methanol, ethanol, propanol, and butanol were obtained from the NIST Chemistry
WebBook,[142, 143] while corresponding values were calculated using anharmonic potential en-
ergy curves for an isolated alcohol obtained from B3LYP/6-311++G** DFT calculations followed
by a DVR calculation of the frequencies. The scaling factors (Experiment/Theory) are 1.0158,
1.0209, 1.014, and 1.0229 for methanol, ethanol, propanol, and butanol, respectively. In order to
compute the dipole derivative for the stretching vibration at the equilibrium bond length, we took
a numerical derivative of values of the dipole moments at the equilibrium bond distance derived
from the DFT calculations.[133]
4.2 Results
4.2.1 The Empirical Spectroscopic Map
In Table 4.1, we present the universal empirical map equations for ω01, ω12, x01, x12, and µ ′ for
the OH and OD stretching modes in the alcohols. Note that by “universal” we mean that the data
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Table 4.1: “Universal” empirical map equations for OH (OD) transition frequencies (ωnm), coor-
dinate matrix elements (xnm), and dipole derivatives (µ ′) for alcohols. Frequencies are in cm−1,
while coordinates, the dipole derivative, and the electric field (E ) are in atomic units.
Map Equation for OH RMSD
ω01 = 3744−7239E −52826E 2 70
ω12 = 3619−7917E −91634E 2 83
x01 = 0.1912−1.7158×10−5 ω01 3.9×10−4
x12 = 0.2665−2.3947×10−5 ω12 5.6×10−5
Map Equation for OD
ω01 = 2737−5732E −20013E 2 47
ω12 = 2675−6561E −60155E 2 55
x01 = 0.1598−1.9219×10−5 ω01 7.0×10−4
x12 = 0.2249−2.7283×10−5 ω12 9.6×10−5
Map Equation for OH and OD
µ ′ = 0.1053+16.02E 0.077
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Figure 4.1: The transition frequencies (a) ω01 and (b) ω12 of the OH and OD stretch of alcohols de-
termined from DFT electronic structure calculations (symbols) are plotted against the electric field
at the H (or D) atom projected along the OH (or OD) bond due to the surrounding liquid. Black,
red, green,and blue symbols represent methanol, ethanol, propanol, and butanol, respectively. The
map equations are also shown (dashed black lines).
to which these equations were fit were the combination of the data for all four alcohols. (The maps
derived for each alcohol individually are given in the Appendix.)
The calculated transition frequencies ω01 and ω12 for all four alcohols, obtained from the DVR
calculations on the DFT-derived potential energy curves for clusters extracted from the MD sim-
ulations, are shown in Fig. 4.1 for both OH and OD as a function of the electric field, E , on the
H (or D) atom of interest projected along the OH (or OD) bond. Note that the OPLS-AA force
field used in this work has non-zero charges on the methylene and methyl groups of the alcohol
alkyl chains.[135] The data for each alcohol are represented with a different symbol and color and
the universal map equations given in Table 4.1 are plotted as dashed lines for comparison. These
results indicate that there is not a clear difference between the results for the different alcohols,
supporting the use of a single, “universal” map for all the alcohols. As noted in Table 1, the RMSD
for the full data set with respect to the universal map is 70 and 83 cm−1 for ω01 and ω12, respec-
tively. This level of accuracy for the map is quite comparable to those previously developed for
water, where corresponding RMSDs of 63-70 and 76-85 cm−1 have been reported,[1, 2, 131–133]
depending on the water model and simulation parameters. Similarly, the accuracy of the OD maps,
RMSDs of 47 cm−1 (ω01) and 55 cm−1 (ω12), respectively, are comparable with the existing water
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Figure 4.2: The position matrix elements (a) x01 and (b) x12 of the OH and OD stretch of alcohols
determined from DFT electronic structure calculations (symbols) are plotted against the transition
frequency of the OH and OD bonds. Symbols and lines are same as for Fig. 4.1.
maps[131–133] with RMSDs of 45-47 and 49-52 cm−1 for ω01 and ω12, respectively.
The values of the position matrix elements, x01 and x12, obtained from the DVR calculations
are plotted as a function of the relevant frequency for both OH and OD in Fig. 4.2. Both matrix
elements display a linear dependence on the frequency with a slope that is independent of the
alcohol considered. There is a small difference in the intercept of the linear behavior for the four
alcohols, which is slightly more pronounced for x12 than for x01. However, “universal” fits to the
entire data set yield map equations that are quite accurate, as is evident from the small RMSDs for
the matrix elements (see Table 4.1). Note that the linear behavior of xnm with ωnm reflects that xnm
is a measure of the anharmonicity of the bond which varies with the modulation of the frequency
due to the H-bonding environment. With respect to the IR intensity, which depend on x201, the
relatively weak dependence on the frequency leads to only a ∼ 10% difference in intensity across
the full-width half-maximum (FWHM) of the frequency distribution.
Finally, the dipole derivative is shown plotted against the electric field E in Fig. 4.3 and the
corresponding empirical map equation is given in Table 4.1. As with the transition frequencies,
the dipole derivative data show no clear differences between the four alcohols and the full data set
is well fit by a line. The resulting slope (see Table 4.1) is indicative of the significant non-Condon
effect, i.e., the large magnitude indicates that the IR intensity is sensitive, through the transition
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Figure 4.3: The dipole derivative µ ′ of the OH (OD) stretch of alcohols determined from DFT
electronic structure calculations are plotted against the electric field at the H (or D) atom projected
along the OH (or OD) bond.
dipole moment, to the H-bonding state of the OH (or OD) bond of interest. Quantitatively, for
the IR spectrum which depends on |µ ′|2, this non-Condon effect leads to a change in intensity
of a factor of nearly 5.5 across the FWHM of the OH frequency distribution (with the intensity
increasing for decreasing frequency).
Previously, Shi et al. developed an empirical spectroscopic map for methanol[126] (CH3OH)
and applied it to the calculation of both IR and Raman spectra including resonant vibrational
coupling. Their map was derived from a sample of 100 cluster configurations drawn from an MD
simulation using similar criteria to those employed here. However, in that work, the potential
energy curves used were Morse potentials fit to DFT computations.
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4.2.2 Simulated IR Spectra
The infrared spectra of the OH stretch in all four isotopically dilute alcohols were determined









Here, φ(t) is the response function that involves (with one exception) only quantities that are












where δω01(t) = ω01(t)−〈ω01〉 is the instantaneous fluctuation in the transition frequency, and
µ
01
(t) = e(t)µ ′ (t)x01(t) is the transition dipole moment vector. Here, e(t) the unit vector along
the OH (or OD) bond, µ ′(E ) is the dipole derivative calculated using the empirical map, and x01
which is the coordinate matrix element between vibrational states n = 0 and 1. Also, T1 is the
vibrational lifetime that is taken from experimental measurements; the vibrational lifetimes used
were 630 fs for methanol, 720 fs for ethanol, 990 fs for propanol, and 990 fs for butanol.[3] The
propanol and butanol values are assumed to be the same as for iso-propanol; there are some results
indicating that for alcohols the lifetime does not change drastically with increasing length of the
alkyl chain.[8]
In Fig. 4.4, the calculated IR spectra of the alcohols are shown. For comparison, the results
from the individual maps, i.e., those separately constructed from the data for each alcohol, and
from a water map developed for water by the Skinner group[1, 2] are presented as well. The
simulated spectra are nearly Lorentzian, suggesting that motional narrowing influences the line-
shape (vide infra). The universal map gives peak maxima at 3367, 3353, 3356, and 3356 cm−1
for methanol, ethanol, propanol, and butanol, respectively, indicating that, after methanol, the peak
position is relatively insensitive to the size of the alkyl chain. These results are in reasonable agree-








































Figure 4.4: Simulated IR spectra of the OH stretch of methanol (MeOH), ethanol (EtOH), propanol
(PrOH), and butanol (BuOH). Results obtained using the universal empirical map (blue lines),
independent maps developed using data strictly from each alcohol (red lines), and a map developed
for water by Auer et al.[1, 2] (violet lines).
et al.[3] reported the IR spectra of isotopically diluted methanol and ethanol and found broad
maxima at ∼ 3350 cm−1. They also found the same peak position for iso-propanol, suggesting
it is largely independent of the alkyl chain size, at least for lower alcohols. Earlier, Uemura et
al. examined the effect of isotopic dilution and found that the OH average frequency in the IR
spectra of methanol and ethanol increases slightly upon dilution;[111] they obtained average fre-
quencies of ∼ 3338 and 3335 cm−1 for methanol and ethanol, respectively. Other experiments on
neat alcohols (which necessarily include some effect of resonant vibrational coupling not present
in the simulations) yield maxima between 3323-3350 cm−1 for methanol,[112–115] 3323-3346
cm−1 for ethanol,[114, 116] 3319-3320 cm−1 for n-propanol,[114, 117] and 3309-3332 cm−1 for
n-butanol.[114, 116] The independent maps for each alcohol give spectra in excellent agreement
with the universal map for both ethanol and butanol. For methanol, the independent map leads to a
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spectrum blue-shifted from the universal map result by ∼ 20 cm−1, while for propanol a red-shift
of ∼ 25 cm−1 is found.
In contrast, using the map developed for water leads to a significant blue-shifting of the spec-
trum in all cases. Relative to the universal map this shift is 68, 52, 53, and 52 cm−1 for methanol,
ethanol, propanol, and butanol, respectively. This is qualitatively consistent with the simulations
of Shinokita et al., which were based on the same water map;[3] they shifted all of their simu-
lated spectra for methanol, ethanol, and iso-propanol to the red by 130 cm−1 to better agree with
measurements.
The linewidths of the simulated spectra, measured by the FWHM, are 179, 173, 167, and
166 cm−1 for methanol, ethanol, propanol, and butanol, respectively. These values are smaller than
those obtained from the experimental spectra in the case of isotopically dilute methanol and ethanol
where linewidths of 236 and 222 cm−1, respectively, were observed.[3] Moreover, Shinokita et al.
found (by including results for iso-propanol) that the peak width narrows with increasing size of
alcohol alkyl group, which is consistent with the present results. Interestingly, the linewidths are
only moderately sensitive to the map that is used. The individual map spectra given linewidths of
173, 187, 165, and 169 cm−1 for methanol, ethanol, propanol, and butanol, respectively, and the
water map 191, 187, 180, and 182 cm−1. Thus, the water map gives somewhat broader linewidths
than the universal alcohol map, but the same basic trend, while the individual maps are consistent
with the universal map in showing a small effect of the alkyl chain length, but do not display not the
same ordering among the alcohols. Note that all the spectra for each alcohol are obtained from the
same MD simulations. The narrower linewidths, compared to experiments, that are found for all of
the maps may arise from an underestimation of the inhomogeneous broadening or overestimation
of the dynamics that lead to motional narrowing; both effects are examined below.
4.2.2.1 Contributions from OH Reorientation Dynamics
As is seen from Eq. 4.1, the reorientational dynamics of the OH bond is an important compo-
nent that can influence the IR spectrum of the OH stretching vibration. We have investigated this
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contribution by calculating OH reorientation times in terms of the reorientational autocorrelation
function,
C2(t) = 〈P2[eOH(0) · eOH(t)]〉. (4.3)
Here, P2 is the second Legendre polynomial and eOH(t) is the unit vector along the OH bond of
interest at time t. The C2(t) correlation function is of interest because it can be directly measured







can be obtained by NMR.[9–13] As we showed previously,[14, 109] the OH reorientation in alco-
hols can be described by the extended jump model (EJM) which was originally developed for
water.[104, 105] The EJM assumes that the OH reorients by two mechanisms: large angular
“jumps” associated with exchanges of the H-bond acceptor of the OH group of interest and “frame”
reorientation that involves diffusive motion of the intact H-bonded partners between exchanges. In
the case of water the jump contribution dominates over the frame reorientation. However, we
showed that for methanol and ethanol, the H-bond exchanges are slowed by the steric bulk of the
alcohols that prevents the approach of potential new H-bond acceptors. As a result, the frame re-
orientation becomes the largest contribution to the OH reorientation time. This is not true for all
alcohols and depends on the arrangement, as well as the overall quantity, of the steric bulk of the
alkyl group.[109] Of particular relevance to the present study is the fact that the jump time is faster
than the frame time for n-butanol.[109]
The C2(t) OH reorientational correlation functions for the four alcohols are plotted versus time
in Fig. 4.5. It is immediately clear that the OH reorientation is strongly affected by the size of
the alkyl group in these linear alcohols that leads to significantly slower dynamics with increasing
steric bulk. This is consistent with previous work on water, methanol, and ethanol.[14] Note that
the reorientation dynamics occur on multiple time scales. At very short times, ≤ 500 fs, the OH
group undergoes inertial (or ballistic) motion associated with its instantaneous angular velocity.
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Figure 4.5: Reorientational autocorrrelation function, C2(t), for OH reorientation in methanol
(black), ethanol (red), propanol (green), and butanol (blue) is plotted as a function of time.
Subsequently, the interactions with the H-bond acceptor for the OH group leads to librational
motion of the OH within its H-bond. Finally, at longer times complete reorientation of the OH
group is affected through frame reorientation and H-bond exchanges, or jumps, as discussed above.
The relatively short (< 1 ps) vibrational lifetime of the OH stretches of the alcohols considered
in this work make it challenging to measure the full reorientation dynamics by IR pump-probe
anisotropy. Deng et al. recently reported the results of anisotropy experiments on isotopically
diluted ethanol that yielded a single-exponential reorientation time (following inertial dynamics)
of 8.1 ps for the OD bond.[118] This is shorter than the∼ 20 ps longest timescale for ethanol in the
C2(t) dynamics shown in Fig. 4.5, as well as the 12.1 ps we previously obtained with a different
molecular model[14, 144] and the 12 ps reported by others.[3] Mazur et al. have also reported
pump-probe anisotropy measurements of methanol, ethanol, n-propanol, and n-butanol.[8] They
fit their data to a combined heat-diffusion/rotation model that used time constants from dielectric
relaxation measurements (scaled by a factor of 1/3.4) for the longest of two timescales. They found
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Table 4.2: Average OH reorientation time and the values reported from NMR experiments. (All
times are in ps.)
a Ref. 9 b Ref. 10 c Ref. 11 d Ref. 12 e Ref. 13
Molecule 〈τ〉MD 〈τ〉NMR
Methanol 3.9±0.2 5.1,a,b 4.22c
Ethanol 11.1±0.5 18,a,d 12.1,e 9.89c
n-Propanol 18.8±0.4 33,a,d 19.09c
n-butanol 36.3±0.7 51b
the shorter timescale increased roughly linearly with the number of CH2 groups in the alkyl chain
from 0.9 ps for methanol to 4 ps for butanol. In our simulations, we find that, following inertial
dynamics, there is a timescale of 0.4, 1.3, 1.8, and 3.1 ps in C2(t) for methanol, ethanol, propanol,
and butanol, respectively, that is typically attributed to librational motion. This result is in general
agreement with that of Mazur et al. However, we do not find the longest times to be consistent
with a simple scaling of the dielectric relaxation times that is derived from the ratio of the longest
C2(t) decay time, τ2, in water to the Debye time, τD.[145] This assumption gives them average
times of 〈τ〉 = 8±1, 18±1, 40±9, and 52±11 ps for methanol, ethanol, propanol, and butanol,
respectively. These times are in good agreement with early NMR measurements,[9, 10] but not the
present results, more recent NMR data,[11, 13] nor the IR anisotropy measurements of Deng et
al.[118] While τD/τ2 ' 3.4 has been found experimentally for water,[145] our simulations yield a
ratio of ∼ 5−7 for the alcohols considered here.
It is convenient to also examine the average times given by Eq. 4.4, which average this longest
decay time with the inertial and librational components. These have been measured in NMR
experiments[9–13] and the results from the present simulations are compared to the measured
values in Table 4.2. There is some variation in the measured values that makes a definitive com-
parison difficult. However, the present results are significantly shorter than the earliest reported
measurements,[9, 10, 12] but are in quite good agreement with more recent NMR experiments.[11,
13] We note that the force field used in the MD simulations can affect the observed reorientation
times.[144]
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Interestingly, the changes in the timescale and mechanism of molecular reorientation in these
alcohols, which is associated with both frame reorientation and H-bond exchange dynamics, do
not have a significant impact on the IR spectra of these alcohols. Indeed, the timescale for OH
reorientation in n-butanol is an order-of-magnitude longer than for methanol yet the FWHM of the
IR lineshape differs only slightly (by ∼ 8%). Moreover, as the alkyl chain is lengthened the reori-
entational dynamics slow which, in the motionally narrowed regime, would generally be to lead to
broader linewidths; instead, the reverse is observed. Thus, these results indicate that reorientational
dynamics have at best a minor effect on the IR lineshape.
4.2.2.2 Frequency Distributions and Spectral Densities
In order to further dissect the contributions to the IR spectra, we have calculated the distribution of
transition frequencies,
P(ω) = 〈δ (ω−ω01)〉, (4.5)
and the spectral density,
Pµ(ω) = 〈|µ01|2 δ (ω−ω01)〉. (4.6)
In these expressions, ω01 is the fundamental frequency, evaluated via the empirical map, that is
a function of the classical coordinates of the liquid. The frequency distribution, P(ω), provides
information about the range of environments experienced by OH groups in the alcohol as reported
by the vibrational frequency. The spectral density, Pµ(ω), provides additional insight through the
transition dipole-weighted frequency distribution that accounts (partially) for the intensity in the IR
spectrum. The difference between Pµ(ω) and the IR spectrum are the dynamical effects, including
spectral diffusion, non-Condon dynamics, and reorientational dynamics. Above, we have shown
the last of these has a small effect.
The frequency distribution, spectral density, and IR spectrum are compared for each alcohol
in Fig. 4.6. We first note that, for each of the four alcohols, the spectral density and IR spectrum
are centered around nearly the same maximum frequency. The major difference between the two
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Figure 4.6: The calculated frequency distribution, P(ω), (violet lines) and spectral density, Pµ(ω),
(red lines) are compared to the simulated IR spectra (blue lines) for the four alcohols.
is that the spectral density is broader than the IR spectra, indicating how the dynamics of the OH
bond leads to a narrowing of the spectra through motional narrowing. As noted above, the OH
reorientational dynamics associated with exchanges of H-bond partners are not a key component
of these dynamical effects; this indicates that spectral diffusion, which is discussed below, is the
primary origin of motional narrowing in the simulations.
The frequency distribution is substantially blue-shifted relative to the IR spectrum by 57, 50,
56, and 50 cm−1 for methanol, ethanol, propanol, and butanol, respectively, in contrast to the
spectral density, which peaks at frequencies that are only 10, 6, 15, and 10 cm−1 higher than the
spectrum maximum, respectively. That this blue-shift largely disappears in the spectral density,
when the frequencies are weighted by the transition dipole moment, shows that a major contribu-
tion to the IR spectra is the non-Condon effect. That is, the peak maximum is primarily determined
by the combination of the H-bonding environments experienced by the OH groups and the greater
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Table 4.3: Full-width half maximums (FWHMs) for the 0→ 1 frequency distribution, P(ω), spec-
tral density, Pµ(ω), and simulated and experimental[3] IR spectrum, I(ω) for the four alcohols.
(All values are in cm−1.)
Molecule P(ω) Pµ(ω) Isim(ω) Iexpt(ω)
Methanol 283 255 179 236
Ethanol 273 251 173 222
n-Propanol 268 246 167 –
n-Butanol 266 244 166 –
IR intensity of the OH modes that are more strongly H-bonded. This non-Condon effect is evident
in the empirical map, which shows that as the OH frequency decreases (with increasing electric
field) indicative of stronger H-bonding interactions, the dipole derivative and hence the transition
dipole moment increases; this can be seen in Figs. 4.1a and 4.3a and Table 4.1.
A more minor difference between the frequency distributions and spectral densities is observed
most clearly for propanol and butanol. For these two alcohols, and to a lesser extent ethanol, a
minor peak is observed on the high-frequency site of P(ω) at ∼ 3695 cm−1. These features are
not observed in either the spectral densities or the IR spectra, indicating that they correspond to
configurations in which the OH group has a small transition dipole moment. That this is the case
is expected for higher OH stretching frequencies based on the map equations (Table 4.1). These
features are examined in greater detail below.
The simulated IR linewidths are presented in Table 4.3 and compared to the available experi-
mental results[3] as well as the FWHM values for the frequency distributions and spectral densities.
As noted above in the discussion of the IR spectra, the simulations give linewidths for methanol
and ethanol that are too narrow compared to measurements by ∼ 20− 25%. The FWHM of the
frequency distributions and the spectral densities are larger than that for the measured IR spectra of
methanol and ethanol. This makes it unclear whether the smaller simulated IR linewidths are due
to underestimating the inhomogeneous broadening, i.e., the width of the frequency distribution, or
due to dynamical effects. There are, however, some notable features of these data. First, we note
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Figure 4.7: The frequency distribution of propanol (PrOH) and butanol (BuOH) for all molecules
(violet) and for molecules that are (red) and are not (blue) donating an H-bond.
that for each alcohol the spectral density has a smaller FWHM than the frequency distribution,
showing that the non-Condon effect acts to reduce the inhomogeneous broadening represented
in the IR spectrum. The magnitude of this effect is nearly uniform as the FWHM of Pµ(ω) is
22 cm−1 less than that of P(ω) in all cases but methanol, for which the difference is 28 cm−1. Sec-
ond, the simulated IR spectra are substantially narrower than the spectral density, by 64-79 cm−1,
indicating that dynamical effects significantly influence the spectra. Third, the FWHM of both
the frequency distribution, spectral density, and simulated IR spectra monotonically decrease with
increasing alkyl chain length. This is consistent with the measured spectra reported for methanol,
ethanol, and iso-propanol.[3]
It is notable that the change in the inhomogeneous broadening along the series of alcohols is
generally reflected in the IR spectral width. That is, the frequency distribution narrows by 10,
5, and 2 cm−1 upon addition of a CH2 group to methanol, ethanol, and propanol, respectively,
which is similar to the 4, 5, and 2 cm−1 narrowing observed in the spectral density. Similarly, the
FWHM of the IR spectrum reduces by 6, 6, and 1 cm−1 for the same series upon each addition of
a CH2 group. This suggests that the differences between the IR linewdith for the alcohols in the
series is primarily associated with a reduction in the inhomogeneous broadening as measured by
the spectral density.
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4.2.2.3 Contributions from Dangling OH Bonds
The empirical map for the dipole derivative shows a strong sensitivity to the the solute environment.
As a consequence, the IR spectrum does not show features of the high frequency OH stretches ob-
served in the frequency distribution. However, the Raman spectra, which depend on the transition
polarizabilities, probe different ensembles of OH groups, which is particularly notable in minor
peaks around 3630 cm−1 observed in the Raman spectra of larger alcohols.[50, 110, 117, 119, 123]
To explore this further, we have decomposed the total frequency distributions into the contributions
from OH groups that are and are not donating an H-bond to another molecule. Stringent geometric
criteria of ROO ≤ 3.1 Å, rH···O ≤ 2.0 Å, and θHOO ≤ 20◦ were used to define H-bonds.[14] The
results are shown in Fig. 4.7 for propanol and butanol. The results show that the shoulder present in
the frequency distributions is due to molecules not involved in hydrogen bonds, i.e., dangling OH
bonds. These are often referred to as α and β molecules, the former meaning molecules that are
engaged in no H-bonds and the latter functioning only as an H-bond acceptor but not a donor.[28]
Note that this peak is not observable in the frequency distribution for methanol shown in Fig. 4.6
and is only barely discernable in the ethanol distribution.
It is interesting to examine the structure around these dangling OH bonds. We have done this
by calculating the oxygen-oxygen radial distribution functions (RDFs), gOO(r), and associated
coordination numbers, NOO(r), separately for molecules with OH stretching frequencies less than
and greater than 3630 cm−1. The results are shown in Fig. 4.8 for propanol and butanol. For both
alcohols it is immediately apparent that the peak of the first solvation shell of the oxygen-oxygen
RDFs of the molecules with OH stretching frequencies greater than 3630 cm−1 is substantially
reduced, by a factor of ∼ 3−4, relative to that for molecules with frequencies less than this value.
The coordination number, e.g., NOO(r) =
´ r
0 ρgOO(r)4πr
2dr, indicates that this is associated with
the H-bonding configuration. Namely, for an OH group with a stretching frequency less than 3630
cm−1 there is an average of two oxygens in the first solvation shell, but only one oxygen for an OH
with ω01 ≥ 3630 cm−1. This is further support for the identification of these higher OH stretching
frequencies as dangling OH bonds.
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Figure 4.8: Oxygen-oxygen radial distribution functions, gOO(r), (solid lines) and coordination
numbers, NOO(r), (dashed lines) for propanol and butanol. Results are shown for all molecules
(black lines), molecules with ω01 ≤ 3630 cm−1 (red lines), and molecules with ω01 ≥ 3630 cm−1
(blue lines).
4.2.3 2D-IR Photon Echo Spectra
Third-order nonlinear response functions are used to calculate the 2D-IR photon echo spectra.[146]
The 2D-IR photon echo experiment probes the liquid dynamics by examining how the initial vi-
brational frequency of an oscillator evolves as it interacts in the liquid environment. Briefly, the
experiment works by using two laser pulses to label the initial frequency, ω1, of an OH stretch in
the alcohol. Following this, each OH mode evolves with the liquid dynamics for a variable waiting
time, Tw, during which the frequency evolves due to the interactions with surrounding molecules.
A third laser pulse then is used to instigate the emission of a photon echo from which the new
vibrational frequency of the OH stretch can be determined.[147] At very short waiting times the
initial and final OH frequency are strongly correlated since the environment of the OH mode in the
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Figure 4.9: The simulated 2D-IR photon echo spectra of methanol (MeOH), ethanol (EtOH),
propanol (PrOH), and butanol (BuOH) are plotted for different waiting times. For each waiting
time, Tw, 20 contours are shown at even intervals between 110% of the minimum and maximum
intensities.
between the initial and final frequency. In this way, the 2D-IR spectrum reports on the dynamics
of the OH frequency in the liquid, i.e., its spectral diffusion.
The simulated 2D-IR photon echo spectra are shown in Fig. 4.9 for waiting times from 0 to
5 ps for the four alcohols. In each spectrum there are two peaks apparent, the first is a positive
peak (increasing in magnitude from yellow to red) and corresponds to the 0→ 1 transition while
the second is a negative peak (colored blue) at lower final frequency, ω3, that represents the 1→ 2
transition. We will focus on the positive-going peak in our discussion and begin with the generic
features that are present for all of the alcohols. With no waiting time, Tw = 0 ps, a strong correlation
is observed between the initial (ω1) and final (ω3) frequencies that is evident from the elliptical
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shape of the peak that goes from low to high frequencies. As the waiting time increases, this
elliptical peak shape rounds such that at the longer times the peak cross-section is more circular,
indicative of an absence of correlation between the initial and final frequencies. The timescale for
the evolution of the peak shape reports on the dynamics of the spectral diffusion for the OH modes
in the alcohol.
In comparing the 2D-IR spectra for the different alcohols, we see that the spectra are generically
the same except for the timescale on which the correlated, elliptical peak shape evolves into a
rounded peak indicating a loss of correlation between the initial and final frequencies. Specifically,
by Tw = 5 ps the peak is almost completely rounded for methanol but there is still some remaining
correlation that is clearly observable in the other alcohols. Indeed, the correlation between the
initial and final frequencies appears to increase with the alkyl chain length.
4.2.3.1 Spectral Diffusion
A quantitative measure of spectral diffusion is the center-line-slope (CLS),[147] that measures the
change in the 2D-IR peak shape that, as noted above, reports on the dynamical changes in the OH
frequency. The CLS is defined as the slope of the line connecting the maximum value of the final
frequency, ω3, for each value of the initial frequency, ω1. In this way, it measures the correlation
between the two frequencies. Kwak et al.[148] have shown that the CLS, under conditions that are





where δω01(t) = ω01(t)−〈δω01〉 is the instantaneous fluctuation in the transition frequency at
time t. In simulations the correlation function Cω(t) can be directly calculated and the CLS can be
obtained as a function of the waiting time from analysis of the 2D-IR spectra.[149] The results for
both are shown in Fig. 4.10 and compared to the CLS measured for isotopically diluted methanol
and ethanol by Shinokita et al.[3]
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Figure 4.10: The normalized frequency autocorrelation function, Cω(t), (solid lines) are compared
to the simulated (filled circles) and experimental[3] (open squares) CLS function. Results are
shown for methanol (black), ethanol (red), propanol (green), and butanol (blue). Tri-exponential
fits to Cω(t) are also shown (dashed lines).
The frequency autocorrelation function and the simulated CLS are in generally good agree-
ment, as is expected.[148] The primary difference is that the CLS underestimates Cω(t) slightly
for propanol and butanol. Both the frequency correlation function and the CLS show that the
spectral diffusion slows as the alkyl chain length increases, such that methanol exhibits the fastest
dynamics and butanol the slowest. This can be quantified by fitting the Cω(t) correlation func-
tion to a tri-exponential form; the timescales, from fastest to slowest, can be generally assigned
to inertial dynamics, librational motions of the OH within an H-bond, and exchanges of H-bond
partners.[129] The fastest inertial timescale is effectively the same, ∼ 35− 55 fs, for all four al-
cohols, but the other two slow with the size of the alkyl group. The longest timescale is 3.7, 8.9,
14.0, and 21.3 ps for methanol, ethanol, propanol, and butanol, respectively, while the intermediate
one is 0.6, 1.1, 1.9, and 2.5 ps for the same series. The trend in the longer timescale is consistent
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with the reorientation dynamics discussed above, which is explicitly related to a combination of
jumps between H-bond acceptors and rotation of intact H-bonded pairs. However, the reorien-
tation takes place on slower absolute timescales suggesting that the OH frequency changes on
timescales faster than H-bond exchanges, i.e., an OH group does not have to change H-bond part-
ners to explore (most of) the range of vibrational frequencies. Note that the timescale for H-bond
jumps has previously been calculated to be 14, 30, and 79 ps in methanol, ethanol, and n-butanol,
respectively.[14, 109]
The spectral diffusion found in the simulations from both the frequency autocorrelation func-
tion and the center-line-slope analysis, are not in agreement with the measured CLS reported by
Shinokita et al.[3] Where the simulations find slower dynamics for longer-chain alcohols, the ex-
periments yield a CLS that is quite similar for methanol and ethanol, as shown in Fig. 4.10; the
short vibrational lifetimes make it difficult to measure spectral diffusion dynamics to times longer
than ∼ 2 ps. They also examined iso-propanol and, in concert with simulations that used the water
empirical map, concluded that the sub-picosecond dynamics slowed with increasing alkyl group
size.[3] This is generally consistent with the present results, though the direct comparison of the
full CLS results in Fig. 4.10 is less promising. The origin of the disagreement is not clear at
present. Finally, we note that their simulations found the longest timescales in the CLS to be 4 and
7 ps for methanol and ethanol, respectively, in good agreement with the values of 3.7 and 8.9 ps
found in the present simulations.
4.3 Summary
A “universal” spectroscopic map based on the linear alcohols from methanol through butanol has
been developed. The correlation between the OH vibrational frequency determined by DFT cal-
culations on clusters extracted from MD simulations and the electric field at the H atom directed
along the bond does not depend strongly on the identity of the alcohol. The results are promising
in suggesting that a single empirical map be adequate to describe the vibrational spectroscopy of a
broad range of alcohols.
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The simulated IR spectra with the universal spectroscopic map are in generally good agreement
with measurements for isotopically diluted methanol and ethanol. The key differences are that they
are slightly blue-shifted and somewhat narrower than the experimental spectra. As with water, the
non-Condon effects associated with H-bonding have significant consequences for the position and
shape of the IR spectrum. This is particularly evident for the longer-chain alcohols propanol and
butanol which exhibit dangling OH bonds that are silent in the IR spectrum due to their small
transition dipole moment.
In addition to non-Condon effects, dynamics also play an important role in the IR spectra,
which are motionally narrowed. However, the IR linewidths do not appear to be particularly sensi-
tive to the significant change in the longest reorientational and spectral diffusion timescales, asso-
ciated with H-bond breaking and making, which lengthen by factors of ∼ 10 and 5 from methanol
to butanol, respectively. Over the series of alcohols the inhomogeneous distribution of OH stretch-
ing frequencies and the IR linewidth both change by less than 10%. Thus, the relevant dynamical
motions are more likely associated with spectral diffusion of OH groups within an intact H-bond.
The spectral diffusion can be directly probed experimentally through the 2D-IR photon echo
spectra, which we have also simulated. The spectral diffusion dynamics can be quantified by the
center-line-slope, which is often equivalent to the frequency autocorrelation function;[148] we find
that this is the case in the present simulations. The simulations show slower spectral diffusion with
increasing alkyl chain length. This is expected as the H-bond exchange dynamics is known to
slow. However, it is interesting that the spectral diffusion occurs on timescales faster than that for
the H-bond jumps and the related OH reorientation. The simulated CLS are not in agreement with
reported measurements for methanol and ethanol[3] that show faster dynamics and little difference
between the two systems, an issue that requires further investigation. Additional experiments on
longer-chain alcohols would be helpful in this context.
The spectroscopic maps presented in this work may be useful in studies on a wider range of
alcohols, which is a focus of ongoing work. It remains to be seen if they possess the transferability
to inhomogeneous systems that has been observed for water maps,[133, 150] that would signifi-
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Vibrational Spectra of the OH Stretching Mode of Isomeric
Butanols
In the previous chapters, the importance of alcohols as solvents in the chemical industry and the
role played by hydrogen bonds present in the alcohol during chemical separation and reactions was
discussed. [20–23]
In our groups on-going efforts to have a molecular level understanding of the mechanism of
reorientation in alcohols, I have applied the previously discussed extended jump model (EJM)
to study molecular reorientation of isomeric butanols[109], linear alcohols[14] while also prob-
ing the structure and dynamics of linear alcohols using vibrational spectroscopy. The work on
isomeric butanols showed that the different arrangement of steric bulk led to changes in the reori-
entation mechanism that are due to a combination of dynamic and entropic factors.[109] A better
understanding of the structure and dynamics of the isomers of butanol is now sought through the
simulation of IR, Raman, and 2D-IR spectra. Even though the use of vibrational spectroscopy to
study the structure and dynamics of butanols is not new,[8, 45–55] there has been no systematic
study of isomeric butanols.
The empirical map approach of Skinner and coworkers[1, 2, 130–133] is employed to simulate
the spectra of the isomers of butanol. The empirical map used here is our recently developed
“universal" empirical map for alcohols that was used to simulate the spectra of the first four linear
alcohols from methanol to n-butanol. The sections of this chapter are arranged as follows. Details
of the simulations used to obtain the spectra are forst discussed. A comparison of the simulated IR
spectra of the alcohols is made by discussing the striking features while looking into the origin of
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differences present in the spectra of the isomers. Thereafter, the Raman spectra is introduced and
compared to the IR spectra of the alcohols. We conclude with a discussion of the 2D-IR spectra
of the alcohols, and then examine the rate and mechanism of spectral diffusion in the different
isomers.
5.1 Simulation Details
Classical molecular dynamics (MD) simulations were carried out using the LAMMPS software.[74]
The optimized potentials for liquid simulations-all atom (OPLS-AA) force field[134, 135] was
used to describe the interactions for all four alcohols. The intermolecular potential involves
Lennard-Jones interactions for all non-hydrogen atoms along with Coulombic interactions for all
atoms. A spherical cuttoff of 12.0 Å was used for all interactions; the long-range electrostatics
were included using three-dimensional periodic boundary conditions and an Ewald summation
with a tolerance of 1× 10−4. The Lennard-Jones and Coulombic interactions between sites on
the same molecule were neglected for sites separated by one or two bonds, weighted by half for
those separated by 3 bonds, and fully included otherwise. The molecules are fully flexible with an
intramolecular potential that is based on harmonic bonds and angles along with the OPLS dihedral
potential.[135] For all four isomeric butanols, 40 ns trajectories with an initial 1 ns equilibration
period were propagated for each alcohol and configurations were saved every 100 fs. The tem-
perature is maintained by velocity rescaling during the equilibration period and a Nosé-Hoover
thermostat[136, 137] with a 100 fs time constant. In order to calculate the infrared spectra the
same simulation parameters mentioned above were used but finer time resolution is required. In
these simulations the equilibriated trajectories from the 40 ns runs were used as the starting con-
figurations after which a 1 ns trajectory was propagated for each isomer with configurations saved
every 2 fs.
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5.2 Results and Discussions
5.2.1 Simulated IR Spectra, Frequency Distribution, and Spectral Densities
The infrared spectra of the OH stretch in all four isotopically dilute isomers of butanol were deter-
mined using our universal empirical map for alcohols. The IR lineshape is determined by taking








Here, φ(t) is the response function that mainly involves quantities that are described within our












where δω01(t) = ω01(t)−〈ω01〉 is the instantaneous fluctuation in the transition frequency, and
µ
01
(t) = e(t)µ ′ (t)x01(t) is the transition dipole moment vector, with e(t) the unit vector along the
OH (or OD) bond the only quantity not accounted for in our maps and mainly derived from our 1 ns
trajectory files. Also, T1 (vibrational lifetime) is a phenomenological quantity that is taken from
experimental measurements; we used the vibrational lifetime of iso-propanol[3] (990 fs) for all
four isomers. The vibrational lifetime is assumed to be the same as that for iso-propanol because
previous work has indicated that changing the size of the alkyl chain does not lead to drastic
changes in T1.[8] It is possible that this assumption does not hold for cases where we have alcohols
with the same size of alkyl chain but changing arrangement (different branching) of this alkyl chain
which is the case with isomeric butanols. Also, δω(τ) is the fluctuation in the transition frequency
calculated using the empirical map, µ(t) is the time dependent transition dipole moment for the
bond, e(t) is the unit vector along the OH (OD) bond, µ ′(E ) is the dipole derivative calculated
using the empirical map, and x01 which is the coordinate matrix element between vibrational states
n = 0 and 1.
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Figure 5.1: The Simulated IR spectra (blue), frequency distribution (red), and spectral densities
(violet) of n-butanol (n-BuOH), iso-butanol (i-BuOH), sec-butanol (s-BuOH), and tert-butanol (t-
BuOH).
In Fig. 5.1, we show the calculated IR spectra of the alcohols as well as the distribution of
vibrational frequencies and spectral densities. We start by first compare the IR spectra of all four
butanol isomers, before we compare them to the frequency distribution and spectral densities.
The simulated spectra have peak maxima at 3356, 3377, 3363, and 3378 cm−1 for n-butanol,
iso-butanol, sec-butanol, and tert-butanol respectively where the branched alcohols (iso-butanol,
sec-butanol, and tert-butanol ) are seen to have higher vibrational frequency compared to the lin-
ear alcohol (n-butanol). As we will soon point out, the fact that iso-butanol, sec-butanol, and
tert-butanol have a large proportion of dangling OH bonds might be responsible for higher OH
vibrational frequency in these isomers . When compared to experiments, these results are slightly
in line where n-butanol has peak maxima values between 3309-3332 cm−1[114, 116]. It should be
noted that this experiment spectra were for the neat alcohols.
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The linewidths of the simulated spectra, measured by the FWHM, are 166, 178, 157, and
141 cm−1 for n-butanol, iso-butanol, sec-butanol, and tert-butanol respectively. These values show
a narrowing of the linewidth with increased branching around the α-carbon in the order n-butanol
→ sec-butanol → tert-butanol. Iso-butanol which has the fastest reorientation time[109] among
the four isomers has the broadest linewidth. In our previous work on linear alcohols, we observed
that the simulated spectra for methanol and ethanol have linewidths narrower than what was seen
in experiments but there are no experiments on isotopically dilute isomers of butanol to compare
these FWHMs. The narrowing of the linewidths with increased branching around the α-carbon is
consistent with the narrowing of the linewidths with increasing OH reorientation times in linear
alcohols. It is possible that the narrowing of the linewidths that is found for sec-butanol, and tert-
butanol is due to significant non-Condon effect for the secondary and tertiary alcohols or changing
dynamics that lead to motional narrowing; in the next sections we will look into both effects.
In an attempt to further probe the contributions to the IR spectra, we have calculated frequency
distributions,
P(ω) = 〈δ (ω−ω01)〉, (5.3)
and the spectral density,
Pµ(ω) = 〈|µ01|2 δ (ω−ω01)〉. (5.4)
In the preceding expressions, ω01 is the fundamental frequency and it is evaluated using the
universal empirical map that we developed for alcohols. The frequency distribution, P(ω), gives
us an idea of the nature of hydrogen bond networks experienced by OH groups of the butanol iso-
mers which is in essence the inhomogeneuos limit. The spectral density, Pµ(ω), is essentially the
transition dipole-weighted (i.e., non-Condon effect) frequency distribution that accounts (partially)
for the intensity in the IR spectrum. The difference between Pµ(ω) and the IR spectrum are the
dynamical effects, (i.e.,spectral diffusion, non-Condon dynamics, and reorientational dynamics)
which are not present in the frequency distribution.
The frequency distribution, spectral density, and IR spectrum are compared for each alcohol in
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Table 5.1: Full-width half maximums (FWHMs) for the 0→ 1 frequency distribution, P(ω), spec-
tral density, Pµ(ω), and simulated IR spectrum, I(ω) for the four alcohols. (All values are in
cm−1.)
Molecule P(ω) Pµ(ω) Isim(ω)
n-butanol 266 244 166
iso-butanol 280 252 178
sec-butanol 250 234 160
tert-butanol 237 223 141
Fig. 5.1. It is imperative to note that for each of the four isomers of butanol, the spectral density
and IR spectrum are centered around nearly the same maximum frequency. The major difference
being that the spectral density is broader than the IR spectra, which indicates that dynamics of
the OH bond leads to a narrowing of the spectra through motional narrowing. Furthermore, the
frequency distribution is substantially blue-shifted relative to the IR spectrum by 50, 47, 37, and
50 cm−1 for n-butanol, iso-butanol, sec-butanol, and tert-butanol respectively, in contrast to the
spectral density, which peaks at frequencies that are only 10, -12, 2, and 0.2 cm−1 relative to
that of the spectrum maximum. The noticeable disappearance of the blue-shift in the spectral
density when the frequencies are weighted by the transition dipole moment, especially in the case
of iso-butanol, shows that a major contributor to the IR spectra is the non-Condon effect. The
evidence of this non-Condon effect is in the empirical map, which shows that as the OH frequency
decreases (with increasing electric field) (i.e., indicative of stronger H-bonding interactions), the
transition dipole derivative increases. The peak maximum is therefore primarily determined by the
H-bonding environments.
The simulated IR linewidths are presented in Table 5.1 and compared to the FWHM values
for the frequency distributions and spectral densities. For each alcohol the spectral density has a
smaller FWHM when compared to the frequency distribution, this further indicates that the non-
Condon effect acts in such a way that it reduces the inhomogeneous broadening represented in the
frequency distribution. The magnitude of this effect is largest for iso-butanol where the FWHM of
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Pµ(ω) is 28 cm−1 less than that of P(ω), and it decreases in the order n-butanol, sec-butanol, and
tert-butanol where the values are 22 cm−1, 16 cm−1, and 14 cm−1 respectively. We also note that
the simulated IR spectra are substantially narrower than the spectral density, by 74-82 cm−1 thus
revealing the great influence of dynamical effects on the spectra. The magnitude of the narrowing
of linewidths among the different alcohols follows the same order for the frequency distribution,
spectral density and IR spectra. This observation indicates that the narrowing of the linewidths
in the IR spectra as we move from the primary to secondary and tertiary alcohols follows the
inhomogeneous distribution of vibrational OH frequencies.
The FWHM of both the frequency distribution, spectral density, and simulated IR spectra
monotonically decrease as we move from primary alcohols (iso-butanol and n-butanol) to sec-
ondary (sec-butanol) and tertiary alcohol (tert-butanol). While the frequency distribution narrows
by 14, 30, and 43 cm−1 for n-butanol, sec-butanol, and tert-butanol respectively relative to iso-
butanol, the spectral density narrowing caused by non-Condon effects are 8, 18, and 29 cm−1
for the same series of isomers relative to iso-butanol. However, the FWHM of the IR spectrum re-
duces by 12, 18, and 37 cm−1 for the same series. This suggests that the differences between the IR
linewdith for the alcohols in the series is due to a combination of the reduction in inhomogeneous
broadening due to non-Condon effects as measured by the spectral density and dynamical fea-
tures like spectral diffusion and OH reorientation dynamics for especially tert-butanol and mostly
non-Condon effects for n-butanol and sec-butanol.
Finally, all four alcohols have a peak at the high-frequency side of P(ω) at ∼ 3695 cm−1.
This secondary peak is most pronounced in iso-butanol and least pronounced in n-butanol but the
peak is absent in the spectral densities or the IR spectra. This indicates that this high frequency
peak corresponds to configurations in which the OH group has a small transition dipole moment
which is in line with the dependence of the transition dipole moment on the electric field (See
Map Equation in Chapter on Universal Maps of Alcohols). The origin of these features will be
discussed in Section 5.2.1.2.
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5.2.1.1 Influence of OH Reorientation on IR Spectra
The reorientation dynamics of the OH bond is an important component that influences the IR
spectrum of the OH stretching vibration and this is apparent in Eq. 5.1. The contribution of OH
reorientation times can be investigated by examining the reorientational autocorrelation function,
C2(t) = 〈P2[eOH(0) · eOH(t)]〉. (5.5)
Here, P2 is the second Legendre polynomial and eOH(t) is the unit vector along the OH bond of
interest at time t. The C2(t) correlation function is of interest because it can be directly measured






can be obtained by NMR.[9–13] In our previous study of the reorientation dynamics of these
isomers of butanol[109] the OH reorientation in the isomers was described by the extended jump
model (EJM) which was originally developed for water.[104, 105] The EJM assumes that the OH
reorients by two mechanisms: large angular “jumps" associated with exchanges of the H-bond
acceptor of the OH group of interest and “frame" reorientation that involves diffusive motion of
the intact H-bonded partners between exchanges.
In that work, we showed that the primary butanols (n-butanol and iso-butanol) reorients pri-
marily by jumps while the secondary and tertiary butanols (sec-butanol and tert-butanol) reorients
through the diffusive motion of the intact H-bonded partners. Overall, iso-butanol reorients the
fastest (40 ps) followed by sec-butanol and n-butanol with similar reorientation times (75 ps), and
then tert-butanol reorients slowest (104 ps), where all the times reported here are τ2EJM. Similar
reorientation times for n-butanol and sec-butanol is consistent with the analysis in the previous
section that the narrowing of their linewidths relative to iso-butanol is mainly due to non-Condon
effects.
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Furthermore, we should note that as previously reported, tert-butanol H-bond clusters are
primarily made up of ring like structures[68, 71, 83] while n-butanol has tends to form linear
chains[39, 73] leading to changing reorientation mechanism. As noted in the previous section,
this point is important because unlike the case with linear alcohols, the changes in the timescale
and mechanism of molecular reorientation in these alcohols, which is associated with both frame
reorientation and H-bond exchange dynamics, has a significant impact on the difference in the IR
spectra of tert-butanol compared to the other alcohols.
5.2.1.2 Unraveling the Origin of Secondary Peaks in The Frequency Distribution and their
Disappearance in the IR Spectra
A look at the empirical map for the dipole derivative from the chapter on linear alcohols shows that
it has a strong sensitivity to the electric field on the OH bond due to solute environment leading
to a IR spectrum that does not show features of the high frequency OH stretches observed in the
frequency distribution. However, previous studies[50, 110, 117, 119, 123] have shown that the
Raman spectrum shows different ensembles of OH groups, which is particularly notable in minor
peaks around 3630 cm−1 observed in the Raman spectra of larger alcohols.
Investigating this further, we have decomposed the total frequency distributions into contribu-
tions due to OH groups that are and are not donating an H-bond to another molecule. We used
tight geometric criteria[14] of ROO ≤ 3.1 Å, rH···O ≤ 2.0 Å, and θHOO ≤ 20◦ to define H-bonds.
The results for all four isomers of butanol are shown in Fig. 5.2. The results clearly show that the
secondary peak present in the frequency distributions is due to molecules not involved in hydrogen
bonds, i.e., dangling OH bonds. The broader distribution of dangling OH bonds in the branched
alcohols (most especially iso-butanol) compared to n-butanol which is a linear alcohol indicates a
high proportion of these dangling OH bonds are present in these alcohols.
We decided to investigate the structure around the dangling OH bonds by calculating the
oxygen-hydrogen radial distribution functions (RDFs), gOH(r), and associated coordination num-
bers, NOH(r), separately for molecules with OH stretching frequencies less than and greater than
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Figure 5.2: The frequency distribution of n-butanol (n-BuOH), iso-butanol (i-BuOH), sec-butanol
(s-BuOH), and tert-butanol (t-BuOH) for all molecules (violet) and for molecules that are (red)
and are not (blue) donating an H-bond.
3630 cm−1. The results for all four isomers of butanol are shown in Fig. 5.3.
For all four isomers of butanol, it is clear that the peak of the first solvation shell of the oxygen-
oxygen RDFs of the molecules with OH stretching frequencies greater than 3630 cm−1 is sub-
stantially reduced, by a factor of ∼ 2−3, relative to the peak for molecules with frequencies less
than this value. The coordination number, e.g., NOH(r) =
´ r
0 ρgOH(r)4πr
2dr, indicates that this
is associated with the H-bonding configuration. Namely, for an OH group with a stretching fre-
quency less than 3630 cm−1 there is an average of one other hydrogen in the first solvation shell,
but less than one hydrogen for an OH with ω01 ≥ 3630 cm−1. This observation further reinforces
the identification of these higher OH stretching frequencies as dangling OH bonds.
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Figure 5.3: Oxygen-hydrogen radial distribution functions, gOH(r), (solid lines) and coordination
numbers, NOH(r), (dashed lines) for all four isomeric butanols. Results are shown for molecules
with ω01 ≤ 3630 cm−1 (violet lines), and molecules with ω01 ≥ 3630 cm−1 (red lines).
5.2.2 Raman Spectra of Isomeric Butanols
In the previous section, we mentioned the strong sensitivity of the transition dipole of the OH
bond to the electric field due to the surrounding solvent molecules. We also mentioned that the
Raman spectrum shows different ensembles of OH groups as was evident in minor peaks around
3630 cm−1 in some experiments on linear alcohols.[50, 110, 117, 119, 123] The reason for this
is that unlike the transition dipole, the transition polarizability is not as sensitive to surrounding
electric field. In order to show this, we have used our empirical map developed based on the
transition polarizability in methanol to simulate the Raman spectra of these alcohols. The ma-
jor difference here is that unlike the IR spectrum the transition dipole derivative in the response
function in Eq. 5.1 is replaced by the transition polarizability (α ′).
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Figure 5.4: The Simulated Raman spectra of n-butanol (black), iso-butanol (red), sec-butanol
(blue), and tert-butanol (violet).
The simulated Raman spectra is shown in Fig. 5.4 with n-butanol, sec-butanol, and tert-butanol
having similar ωmax values at 3378, 3376, and 3380 cm−1 respectively while iso-butanol is again
relatively blue-shifted compared to the others at 3392 cm−1. As expected, these values are blue-
shifted by 28, 14, 13, and 2 cm−1 for n-butanol (black), iso-butanol , sec-butanol, and tert-butanol
respectively, when compared to ωmax values of their IR spectrum. Although less pronounced than
the frequency distribution, the Raman spectra shows the presence of a peak at 3700 cm−1.
The linewidths of these isomers are measured by the FWHM. N-butanol, iso-butanol, sec-
butanol, and tert-butanol have FWHM values of 189, 207, 174, 162 cm−1 respectively. The trend
in the values of the linewidths is similar to the the observed trend in our simulated IR spectra with
the linewidth of the Raman much broader.
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5.2.3 Spectral Diffusion Determined Using the Frequency Autocorrelation
Function and the Center-Line-Slope
As was discussed in the chapter on linear alcohols, a quantitative measure of spectral diffusion is
the center-line-slope (CLS)[147] which reports on the dynamical changes in the OH frequency by
following the changing ellipticity of the spectra at different waiting times (Tw) thereby measuring
the correlation between initial excitation frequency over time.
As previously noted, Kwak et al.[148] have shown that the CLS, under conditions that are





where δω01(t) = ω01(t)−〈δω01〉 is the instantaneous fluctuation in the transition frequency at
time t. From our simulations, we calculate Cω(t) and the CLS was also obtained as a function of
the waiting time from analysis of the simulated 2D-IR spectra.[149] The results for both are shown
in Fig. 5.5.
Looking at Fig. 5.5, there seems to be quantitative agreement between the frequency autocorre-
lation function and center-line slope for n-butanol but not so much for the other isomers of butanol.
This might be because the assumed waiting time (990 fs) performs poorly for the other isomers of
butanol. We proceeded to quantify the timescale of spectral diffusion by fitting the Cω(t) corre-
lation function to a tri-exponential form; the timescales, from fastest to slowest, can be generally
assigned to inertial dynamics, librational motions of the OH within an H-bond, and exchanges of
H-bond partners.[129]
The fastest inertial timescale is effectively the same, ∼60-90 fs, for all four alcohols, but the
other timescales show a different trend among the isomers. The longest timescale is 21.7, 22.5,
22.6, and 29.6 ps for n-butanol, iso-butanol, sec-butanol, and tert-butanol respectively, while the
intermediate timescale is 2.83, 4.23, 1.99, and 3.1 ps for the same series. Unlike the case of
linear alcohols previously studied, these timescales are similar. However, like the case of linear
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Figure 5.5: The normalized frequency autocorrelation function, Cω(t), (solid lines) are compared
to the simulated (filled circles) CLS function. Results are shown for n-butanol (black), iso-butanol
(red), sec-butanol (blue), and tert-butanol (violet). Tri-exponential fits to Cω(t) are also shown
(dashed lines).
alcohols from the previous chapter, they are smaller in magnitude compared to the timescale of OH
reorientation in this alcohols[109] thereby suggesting that the OH frequency changes on timescales
faster than H-bond exchanges, i.e., an OH group does not have to change H-bond partners to
explore (most of) the range of vibrational frequencies. We should note that the similarity in the
timescale of spectral diffusion for all four alcohols suggests that spectral diffusion will play similar
roles on the spectra of all the isomers of butanol and that the difference in the spectral linewidth




In this work, the vibrational spectra of isomeric butanols have been simulated by applying the
“universal" spectroscopic map that was developed based on linear alcohols from methanol through
butanol. Even though there aren’t any experimental spectra on the isotopic dilute isomeric butanols,
the simulated spectra has served as a complementary tool to investigate changing structure and
dynamics among these isomers
The simulated IR and Raman spectra showed a narrowing of the linewidth as we moved from
the primary alcohols (iso-butanol and n-butanol) to sec-butanol and tert-butanol. Non-Condon
effects due to H-bonding were seen to play a significant role in the position and shape of both the
IR and Raman spectra. The presence of an additional peak ∼3700 cm−1 in the Raman spectra
was discovered to be due to dangling OH bonds that are absent in the IR spectra due to their small
transition dipole moment. From the intensity of this additional peak in Raman spectra, we were
able to determine that the population of these dangling OH bonds are greatest in iso-butanol and
least in n-butanol.
Spectral diffusion dynamics which was determined by the center-line-slope (i.e., frequency
autocorrelation[148]) of the 2D-IR photon echo spectra were seen not to play a major role on the
spectra of the series of isomers. This is because we found that the timescale of spectral diffusion
was the same for all four alcohols. Based on this result, we believe that the motional narrowing
seen in the spectral linewidth is due to the different rates of OH reorientation dynamics in the series
of alcohols.
It is hoped that these results will drive experiments in this field to confirm the change in dynam-
ical effects from linear to branched alcohols and thus justify the transferability of our “universal"
map for the study of other alcohols either in the bulk or confined systems.
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Chapter 6
Intermolecular Vibrational Coupling in Water and Heavy
Water: Beyond The Transition Dipole Approximation
Water is commonly known as the “universal” solvent because of its ability to dissolve many sub-
stances when compared to other solvents. In water, the intermolecular interaction due to hydrogen
bond accounts for the liquid phase structure but many of the properties of the liquid phase are still
not fully understood.[151]
Water has a wide range of importance in chemical systems, biological systems as well as
the environment and vibrational spectroscopy is a good method of investigating and unraveling
the structure and dynamics of water. Infrared and Raman spectroscopy can be used to probe
structure[2, 152–155], spectral diffusion in liquids can be probed by spectral hole burning,[156,
157] photon-echo peak shift spectroscopy,[158, 159] and other photon-echo experiments[160,
161], two-dimensional vibrational spectroscopy,[162–164] while rotational diffusion is probed
with polarization-resolved pump-probe anisotropy measurements.[152, 165, 166]
In most of these vibrational spectroscopic methods, the ensemble average of the time dependent
OH stretch vibrational frequency is a good vibrational mode to follow in order to understand the
nature of the structure and dynamics of a hydrogen-bonded liquid like water. The IR spectrum
of water in the OH stretch region is known to have a peak at 3400 cm−1 and a shoulder at 3250
cm−1. The parallel-polarized (VV) Raman spectrum is bimodal with peaks around the 3250 and
3400 cm−1 while the perpendicular-polarized (VH) Raman spectrum has a single peak at 3460
cm−1.[167–169]
A major concern with these experiments is that the vibrational spectroscopy of water can be-
98
come complicated because of the inter- and intramolecular vibrational coupling in these systems[2]
where each individual OH stretch vibrational modes of the molecules in the liquid have (nearly)
the same frequency.[170] This complication has led to studies of isotopically dilute water, e.g.,
HOD in D2O, where the OH stretch modes is uncoupled from other vibrational modes in the
liquid.[152, 162, 163, 166] Unlike water, the parallel-polarized and perpendicular-polarized Ra-
man spectrum of HOD/D20 in the OH stretch peaks at 3400 cm−1 while the IR spectrum was
slightly red shifted[152, 153, 155] and the presence of a shoulder at 3625 cm−1 in the Raman
spectrum was attributed to non-Condon effects.[131] The peak at 3250 cm−1 in the parallel-
polarized Raman spectrum which also appears as a shoulder in the IR spectrum of water but not
in the HOD/D2O spectrum has been attributed to a number of things including : symmetric, an-
tisymmetric vibrational modes of non-interacting water molecules, different hydrogen-bonding
structures,[154, 167, 168, 171] and the excitonic nature of the collective vibrational excitations
that lead to the peaks in the spectrum.[169, 172]
Skinner and coworkers have explained the presence of the peak using time domain and fre-
quency domain arguments.[2, 170] In the time domain explanation, they argue that inter-site cou-
pling leads to coherent energy transfer leading to a number of delocalized eigenstates. These eigen-
states are seen to extend over a large number of chromophores (OH stretching modes) and the num-
ber of chromophores are about 12 near the center of the band. Based on Anderson localization[173]
they suggested that a small amount of coupling goes a long way in enhancing delocalization. Be-
cause this delocalization could be due to chromophores on the same molecules or on different
molecules, they determined that the 12 chromophores are over different molecules hence citing
intermolecular vibrational coupling as the major complication to the vibrational spectra of wa-
ter. The influence of intermolecular vibrational coupling is also known to shape the vibrational
spectrum of water in biological system,[174–176] and water/vapor interface, [177–180].
Intermolecular vibrational coupling can be probed using a wide variety of vibrational spec-
troscopy techniques.[181, 182] and is known to be important in vibrational energy transfer[183–
185] which is of utmost importance in chemical and biological processes and in the proper inter-
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pretation of vibrational spectra as earlier pointed out. In previous theoretical simulations of the
vibrational spectra of water,[2, 154] intermolecular vibrational coupling has been determined us-
ing the transition dipole approximation[186, 187] (TDA) and the transition charge coupling. The
commonly used transition dipole approximation is known to break down at short distances where
the assumption of a dipole-dipole interaction becomes inadequate.[188]
The purpose of this work is to seek a more accurate method to determine intermolecular vibra-
tional coupling. Using an electronic structure derived anharmonic two-dimensional potential en-
ergy surface and a sinc-function discrete variable representation[102] we calculate the intermolec-
ular vibrational coupling in water and compare our results to that of TDA. In the subsequent sec-
tions, we describe how the two-dimensional potential energy surface neccesary for the calculation
of the coupled vibrational energy states is constructed from several snapshots of a molecular dy-
namics simulation. The combination of a discrete variable representation and a multi-dimensional
curve fitting method used to evaluate the vibrational Hamiltonian is also described. In addition
to water, in an effort to estimate the influence of isotopic substitution on intermolecular vibra-
tional coupling[183], the intermolecular vibrational coupling in D2O is detemined. The chapter
is concluded by discussing the results and commenting on how the results can be used to build
an empirical map where the intermolecular coupling is related to the relative orientation of the
coupled OH (OD) bonds involved.
6.1 Simulation Details
6.1.1 Molecular Dynamics Simulations
We carried out a 10 ns NV T classical MD simulation of 343 water molecules using the LAMMPS
software[74, 106] with the SPC/E water force field.[107] The integration timestep was 1 fs and
configurations were saved every 100 fs. Coulombic and Lennard-Jones interactions were evaluated
within a cut-off radius of 10.5 Å. The long-range electrostatic interactions were included using
three-dimensional periodic boundary conditions and an Ewald summation with a tolerance of 1×
100
10−4.
The production stage was preceded by 1 ps and 0.25 ns NV T equilibration periods. The temper-
ature is maintained by velocity rescaling in the former and and a Nosé-Hoover thermostat[136, 137]
with a 100 fs time constant in the latter and during the production stage. The molecules are held
rigid with the bond length and angle are kept fixed at 1.0 Å and 109.47◦ respectively using the
SHAKE algorithm[189, 190] with an accuracy tolerance of 1× 10−4 and a maximum number of
20 iterations during each SHAKE solution. Configurations extracted from this trajectory are used
to build a two-dimensional potential energy surface (2D PES) that shows the change in the energy
of a cluster of water molecules when the OH (OD) bonds on separate water molecules are stretched
simultaneously.
6.2 Theoretical Methodology
6.2.1 Two-Dimensional Potential Energy Surface of Coupled Water Vibra-
tions
In order to compute the intermolecular vibrational coupling between two OH (or OD) streching
modes in water the anharmonic two-dimensional vibrational Hamiltonian must be evaluated. In
this case, the solution of this vibrational Hamiltonian involves a combination of the 2D-PES that
describes the simultaneous stretching of both OH bonds and the subsequent use of the sinc-function
discrete variable representation (DVR) [102] method to calculate the vibrational eigenstates and
their energies.
The 2D-PES is determined for multiple configurations extracted from the equilibrated classical
MD trajectory of water described in the previous section. First, we randomly pick a molecule from
out of an MD snapshot (see Fig. 6.1) and a cluster of molecules centered around this randomly
chosen molecule is then extracted. Following previous work by the Skinner group,[1, 2, 130–133]
only molecules whose oxygen atoms atoms are within 7.831 Å of the hydrogen atom of the random
molecule are included in the cluster. A total of 988 different configurations were analyzed with the
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Figure 6.1: A snapshot from a molecular dynamics simulation illustrating intermolecular vibra-
tional coupling.
snapshots being separated by 1 ps in the trajectory. Based on this distance criterion (rO···H), the total
number of molecules in the cluster ranged between 54 to 63 molecules. The clusters contain an
inner sphere of molecules where the atoms are explicitly represented and an outer sphere where the
atoms are represented as point charges in subsequent electronic structure calculations. Molecules
whose oxygen atoms are within 4 Å of the hydrogen atom of the random molecules are within the
inner sphere while all other molecules between 4 Å and 7.831 Å are within the outer sphere. This
resulted in the number of molecules in the inner sphere ranging from 5 - 10.
In order to compute the two-dimensional Born-Oppenheimer potential energy surface, the OH
bond of the central (random) water molecule (OH1) and another molecule (partner) (OH2) in each
of the clusters were stretched simultaneously from 0.6572 to 2.0972 Å in intervals of 0.12 Å while
the center of mass and orientation of the molecule is kept fixed.[2, 130] This resulted in a total 169
single-point energy DFT calculations for each of the clusters. Individual molecules were treated
as pseudodiatomics,[130, 133] with H(D) acting as one half of the diatomic and the OH(D) group
being the other half of the diatomic.
The partner molecules in each of the clusters were chosen in such a way that they included
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Table 6.1: The number of Ab-initio points in a DFT single point energy calculation of simultane-
ously stretched OH bonds on two water molecules and the resulting energy difference between the
first (1) and second (1′) excited vibrational states ∆ω11′ calculated using the sinc-function DVR











molecules that were directly hydrogen-bonded and others that were not bonded to the central (ran-
dom) water molecule thereby mimicking H-bonding and through-space interactions. These partner
molecules were chosen by ranking molecules by their rO···H distance and then based on this rank-
ing, only the closest to 5th closest molecules are chosen as the partner molecule. As shown in
Table 6.1, we verified that the number of ab-initio points was sufficient by comparing the differ-
ence in vibration energy of the first (1) and second (1′) excited vibrational state of the coupled
chromophores (i.e., the two OH (D) bonds on the central and partner molecules) for calculations
in which the OH bonds were stretched in intervals that resulted in 100, 169, 225, 400, 625, 1024,
1369, 2500 ab initio points. While the energy gap is not perfectly reproduced with 169 points, the
agreement with the densest grid of calculations (2500 points) is adequate to draw conclusions with
a significantly reduced computational cost.
The two-dimensional potential energy surface for the OH (OD) stretch of water were deter-
mined from DFT calculations using the B3LYP functional[139] and a 6-311++G** basis set.[140]
The DFT calculations were carried out using the NWCHEM package.[141] The two-dimensional
potential energy surface derived from the DFT calculations was then fit to polynomials using the
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Figure 6.2: An example of a two-dimensional surface with raw grid points (black stars) and trun-
cated grid points (red circles) after using a potential cut-off of Vcut = 3 eV.
high dimensional model representation (HDMR) of the interpolating moving least square method
(IMLS).[191–193] This method is described in the next section. The IMLS fit was used as the
potential in the two-dimensional sinc-function DVR calculation to determine the vibrational fre-
quencies and eigenfunctions of the two coupled OH (OD) stretches.
The two-dimensional DVR initially had a total of 100,000 grid points based on a 100× 100
grid using ten grid points per deBroglie wavelength. This “raw” grid was then truncated using
a potential cut-off in which all grid points for which the potential is higher than Vcut = 3 eV are
deleted. This resulted in truncated grid sizes of between 3500 - 5000 grid points for the OH bonds
and 1700 - 3000 grid points for the OD bond.
An example of a two dimensional grid point with raw grid points in black stars and the truncated
grid points in red circles is shown in Fig. 6.2.
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The full two dimensional DVR Hamiltonian matrix for this problem is,




j )δii′δ j j′, (6.1)
where i and j are labels for grid points along the coordinates of each of the OH (OD) stretches (a
and b). Note that the two-dimensional potential energy matrix is diagonal in the DVR. For radial
coordinates like we have in this case where a= 0 and b=∞ are the minimum and maximum values
of the coordinates and the number of grid points (N) can be infinite in principle, but are made finite

















where h̄ is the reduced Planck constant (i.e., h̄ = h/2π) and m is the mass of the oscillator.
6.2.2 Fitting the 2D PES using the Interpolating Moving Least Squares Method
The two-dimensional Born-Oppenheimer potential energy surface is fit byusing the interpolating
moving least squares (IMLS) method,[191–193] an example of which is shown in Fig. 6.3. In the
IMLS method, the interpolated potential energy, Vf itted(Q), at the nuclear configuration Q can be






Here, M is the total number of basis functions and ci(Q) are the coefficients of the basis functions.
The coefficients are determined by minimizing the weighted deviation, ∆Vf itted(Q), of the fitted














Figure 6.3: The IMLS fit of the Born-Oppenhemier two-dimensional potential energy surface of
two OH bonds of different water molecules that are part of a cluster of water molecules.
where, N is the total number of ab initio points (169 in this work) and wi(Q) is a weight function
that decays with the distance
∣∣∣Q−Q(i)∣∣∣ making the weight increase the closer Q is to Q(i). The





BTWBc = BTWV, (6.6)
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where c = (c,c2, · · · ,cM)T , V = V (Q1),V (Q2), · · · ,V (QN)
T , W is a N × N diagonal matrix (Wi j =
wi(Q) δi j, and B is the N×M matrix of basis functions at the ab-initio points ,

b1(Q(1)) b2(Q(1)) b3(Q(1)) . . . bM(Q(1))
b1(Q(2)) b2(Q(2)) b3(Q(2)) . . . bM(Q(2))
...
...
... . . .
...
b1(Q(N)) b2(Q(N)) b3(Q(N)) . . . bM(Q(N))

(6.7)
where N is again the number of ab initio points and M the number of basis functions. Finally,











was used in this work where ε = 10−14 and d(i) is the distance from Qi to the 4th nearest neighbor.
The cost of IMLS scales as NM2, so efficient ways of reducing the number of basis func-
tions without losing the quality of the fit is always important.[191] For this reason, the basis is
constructed using Higher Dimension Model Representation (HDMR)[194–197] as








Vi j(qi,q j)+ · · · (6.9)
Here, V0 is a constant, the first sum is for one coordinate terms where D is the total number of
dimensions, and J2D is the binomial coefficient that determines the number of unique two-coordinate
terms. The HDMR is a non-redundant model representation and it performs well with a successive
reduction in the basis set size where the order of polynomials can be systematically reduced with
increasing higher order terms in Eq. 6.9.[191] This successive reduction in the basis leads to a
better scaling of the IMLS method.
In fitting of the 2D-PES in this work, a total of 30 basis functions was used. V0 of the HDMR
was taken to be 1 and the single coordinate terms in the HDMR were made up of 6th-order poly-
nomials which gives a total of 12 basis functions. The mixed (two) coordinate terms involving a
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Figure 6.4: Schematic vibrational energy diagram of two resonant OH(D) bonds. The vibrationally
excited states ψ− and ψ+ are a coherent superposition that results from states |0,1〉 and |1,0〉.
product of the OH bond for the central and ‘partner’ water molecules had a total of 18 basis func-
tions as these mixed polynomials were also restricted to 6th-order. This fit was used as the potential
in a sinc-function DVR calculation to determine the vibrational frequencies, eigenfunctions, and
position matrix elements for the 0→ 1 and 0→ 1′ transitions for the OH (OD) stretch in water.
6.2.3 A DVR Method to Determine Intermolecular Vibrational Coupling in
Water
In Fig. 6.4, we show a schematic picture of the first three vibrational energy levels (|νa,νb〉) of
the OH stretch vibrations mode for two water molecules a and b. These three vibrational energy
levels belong to the ground state |0,0〉 and two vibrationally excited states (exciton states) ψ− and
ψ+ that are a result of the coupling of states |0,1〉 and |1,0〉 that involve excitations of single OH
modes. (Note that we occasionally refer to the ψ− and ψ+ exciton states as the 1 and 1′ excited
states.)
The simple illustration in Fig. 6.4 provides insight into how intermolecular coupling can affect
the vibrational spectroscopy of water. When we have a single molecule of water the IR intensity is
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simply related to the square of the transition dipole moment matrix element, i.e., I(ω) = |µ01|2=
|〈1|µ̂|0〉 |2. When two such oscillators are coupled as shown in Fig. 6.4, vibrational excitation
from the ground state |νa,νb〉 to each of the excited states ψ− and ψ+ leads a loss of signal (dark












which gives I−(ω) = |µ−|2= 0 and I+(ω) = |µ+|2= 2|µ01|2.
When computing the intermolecular coupling between chromophores (OH bonds), it is typi-
cally assumed that they interact as point dipoles. The assumption of a point dipole interaction is
known as the transition dipole approximation (TDA). As seen in Eq. 6.12, evaluation of the inter-
molecular coupling constant (β ) using the TDA essentially involves parameters related to the rela-
tive orientation and magnitude of each transition dipole moment of the interacting chromophores:








where, xi and x j are the position matrix elements for the 0→ 1 vibrational transition of dipoles i
and j, µ ′i and µ
′
j are the transition dipole derivative of the dipoles, µ̂i and µ̂i are the unit vectors
of the dipoles, ri j is the distance between the dipoles, and n̂i j is a unit vector connecting the two
dipoles. Following the work by Auer and Skinner,[2] the unit vector (n̂i j) is calculated at a position
along the bond that is 0.58 Å from the oxygen atom of the OH bond.
In order to calculate the intermolecular vibrational coupling for all 988 different snapshots
using the transition dipole approximation, we need to determine the position matrix elements and
transition dipole derivative. Using the empirical map developed for water,[2] shown in Table 6.2,
we have calculated the transition dipole derivative and the position matrix elements based on the
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Table 6.2: Empirical map equations for OH transition frequencies (ω01), coordinate matrix ele-
ments (x01), and dipole derivatives (µ ′) for water. Frequencies are in cm−1, while coordinates,
dipole derivatives, and the electric field (E ) are in atomic units.
Empirical equations for OH its RMSD
ω01 = 3762−5060E −86225E 2 70
x01 = 0.1931−1.75×10−5 ω01 1.1×10−4
µ ′/µ ′g = 0.7112+75.59E 0.41
electric field, E , on the H (D) atom of interest projected along the OH (OD) due to the surrounding
waters within the outer sphere radius discussed above.
Alternatively, it is also possible to quantify the vibrational coupling constants (β ) between two
chromophores with the use of our two-dimensional Born-Oppenheimer potential energy surface
and the DVR calcualtions. In Eq. 6.13, we show a Hamiltonian matrix indexed by the vibrational
states of two chromophores (|νa,νb〉, where νa and νb are vibrational states of molecules a and b).
In this case β (1) is equivalent to the vibrational coupling constant previously calculated using the
transition dipole approximation.
〈0,0| 〈0,1| 〈1,0| 〈0,2| 〈2,0|

E00 α(1) α(2) α(3) α(4) |0,0〉
α(1) E01 β (1) α(5) β (3) |0,1〉
α(2) β (1) E10 β (2) α(6) |1,0〉
α(3) α(5) β (2) E02 β (4) |0,2〉
α(4) β (3) α(6) β (4) E20 |2,0〉
=⇒

E0 0 0 0 0
0 E1 0 0 0
0 0 E2 0 0
0 0 0 E3 0
0 0 0 0 E4

(6.13)
As indicated in Eq. 6.13, diagonalization of this matrix gives a matrix whose diagonal ele-
ments are the energies of the (excitonic) superposition states that result from the interaction of the
states (|νa,νb〉). If these states can be written as a direct product, then the full two-dimensional
Hamiltonian, Ĥ , can be written as a sum of one-dimensional kinetic and potential energies – T̂a,
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T̂b, V̂a, V̂b – that will each only act on the vibrational states of one oscillator (either a or b) as
well as a coupling potential, V̂c. The coupling potential is related to the difference between the
2D-PES, V̂ (ra,rb) in Eq. 6.1, and the one-dimensional potential energies, V̂a(ra) =V (ra,r
eq
b ) and
V̂b(rb) = V (r
eq
a ,rb), that result from stretching one of the OH bonds and keeping the other at its
equilibrium bond length, where req = the SPC/E OH bond length = 1.00 Å.
6.3 Results
6.3.1 Intermolecular Coupling from the 2D-PES
We have calculated the energy of the superposition states by solving the full two-dimensional
Hamiltonian in Eq. 6.1 and by diagonalizing the matrix elements of the direct product basis in
Eq. 6.13. The difference in the energy of the first and second excited superposition states is cal-
culated as ∆ω11′ = 〈ψ+|Ĥ |ψ+〉− 〈ψ−|Ĥ |ψ−〉, for the states ψ+ and ψ− obtained by these two
methods. For the direct product basis, we have used the full 5 × 5 matrix shown in Eq. 6.13, a
reduced 3 × 3 matrix containing the first 9 elements of the matrix, and a further reduced 3 × 3
matrix where α(1) and α(2) are assumed to be zero. The rigorous result is naturally that obtained
from the full the 2D Hamiltonian, which can be used to assess the accuracy of the various direct
product approaches.
In Fig. 6.5, we plot the distribution of the absolute difference, |∆ω2D11′−∆ω
DP
11′ |, which is denoted
as “Abs. ω11′ error”; here, “DP” stands for “direct product.” This distribution is similar for all three
matrices and ranges from 0 to 9 cm−1. More than 70 % of the 988 clusters have an error in the
direct product ω11′ of 5 cm−1 or less less with the probability of larger errors decreasing. This
shows that the direct product approximation does quite well in reproducing the result of the full
two-dimensional Hamiltonian.
Based on Fig. 6.5, it is clear that the reduced 3 × 3 matrix – where α(1) and α(2) are assumed
to be zero and β (1) (intermolecular vibrational coupling constant) is thus the only off-diagonal
element of the matrix – is adequate for reproducing the results of the full 2D Hamiltonian. For all
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Figure 6.5: The distribution of the absolute difference of ∆ω11′Full−2D - ∆ω11′Direct−product is plot-
ted for the (a) Reduced 3 × 3 direct product basis, (b) 3 × 3 direct product basis, and (c) 5 × 5
direct product basis.
subsequent calculations using the direct product basis, this reduced 3 × 3 matrix is used.
6.3.2 Intermolecular Vibrational Coupling Constants (β ) from the TDA and
DVR Calculations
The β values of OH oscillators in water are calculated using TDA and DVR methods. The values
of β using the DVR method is equivalent to β (1) in the direct product matrix. These results are
shown in Fig. 6.6. The coupling constant ranges from -50 to 50 cm−1 for coupled OH bonds
calculated using the DVR direct-product method described above and -60 to 20 cm−1 for these
same OH bonds when calculated using couplings based on the TDA. The negative and positive
values of β result because the two OH bonds considered could be parallel or anti-parallel to one
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Figure 6.6: The calculated values of β using the DVR and TDA methods. The straight line βDV R
= βDV R is plotted for comparison.
another leading to different signs of the coupling constant. As seen from the plot of βT DA = βDV R,
the red line in Fig. 6.6, for small values of β (i.e., oscillators relative far away from each other) the
DVR and TDA values are in very good agreement in line with what is expected of the TDA.[188]
At closer inter-oscillator distances where interactions are stronger (absolute value of β is large),
there is a clear discrepancy between the DVR and TDA results for β and so the TDA fails as ex-
pected. The failure of the TDA to produce quantitative estimates of β at short inter-oscillator dis-
tances reinforces the need for a better empirical equation that adequately describes intermolecular
vibrational coupling based on the geometry of the molecules involved and their charge distribu-
tions.
113
Figure 6.7: The calculated values of β using the DVR is plotted against (a) The distance between
midpoints of both OH bonds, and (b) The distance between the oxygen atom of one OH bond and
the hydrogen bond of the other. The polynomials −60/r3 (red) and 60/r3∗(blue) are plotted for
comparison.
6.3.3 Intermolecular Vibrational Coupling and the Distance Between the
OH Bonds
In the TDA, the coupling constant decays as 1/r3 where r is the distance between the midpoint
of both oscillators. We have examined the dependence of β obtained with the DVR on this inter-
molecular distance (r) and the results are shown in Fig. 6.7a. The the polynomials −60/r3 and
60/r3∗ are also plotted for comparison.
For r > 3.5 Å it appears that β does roughly decay as 1/r3 as expected within the TDA.
However, at much shorter distances, the coupling constant clearly is not described by the TDA
model and no 1/r3 relationship is observed.
Alternatively, we have used a different distance criteria, rO···H , that is the distance between
the oxygen atom of one of the OH bonds and the hydrogen atom of the other OH bond. The β
values are plotted against rO···H in Fig. 6.7b. In the case of this distance metric, it is clear that
there’s a poorer 1/r3 relationship between the coupling constant (β ) and rO···H when the results
are compared to results using the other distance criterion. However, at even short distances where
the TDA is an inadequate approximation, some of the data points seem to have this 1/r3.
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6.3.4 Isotope Effect on the Intermolecular Vibrational Coupling in Water
In order to quantify the influence of isotopic substitution on intermolecular vibrational coupling
and how this might change the vibrational spectra of D2O compared to H2O, we have calculated the
difference in energy ω11′ between the first two excited vibrational states (ψ−, ψ+) of two coupled
OH (or OD) oscillators.
The results are plotted and shown in Figs. 6.8 (a) and (b). While the spacing in the energy
levels extend to about 700 cm−1 for coupled OH bonds, it extends to just 400 cm−1 for the OD
bonds. More than 50% of the clusters considered have ω11′ values of between 200 to 800 cm−1
for OH, while less than 20% have ω11′ values in this range for OD. These values clearly show that
upon isotopic substitution (H → D), there is weaker intermolecular coupling. Further validation
of this fact is seen in Fig. 6.8 (c) where the intermolecular vibrational coupling constants for OH
and OD bonds in water are compared. These values are from the same snapshots of water clusters
extracted from MD simulations and the coupling constants for the OD bonds are seen to be smaller
when compared to that of coupled OH bonds.
It is predicted that the decrease in coupling upon this isotopic substitution should lead to a
smaller shoulder in the vibrational spectra of D2O. This is the shoulder in the lower frequency
range that is due to the presence of excitonic states that may result from intermolecular vibrational
coupling in heavy water.
6.4 Summary
In an effort to develop a more accurate empirical relationship between coupled OH stretching
modes in water which will, in turn, lead to better simulations of the vibrational spectra of water, a
sinc-function discrete variable representation was employed in the calculation of the coupled vibra-
tional states for 988 different configurations drawn from a classical molecular dynamics simulation
of water.
The results of the vibrational energies of the direct product DVR basis are compared to that
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of the full two-dimensional Hamiltonian and there is a very good agreement between the two.
Intermolecular vibrational coupling constants, β DV R, derived from our DVR approach were com-
pared to that derived from the transition dipole approximation, β T DA. This comparison showed the
inadequacies of the transition dipole approximation at short intermolecular distances.
Fitting the β DV R values to polynomials of the form −60/r3 and 60/r3, where r is an inter-
molecular distance between the OH bonds showed that it was well fit by this polynomial for in-
termolecular distances between the midpoints of OH bonds longer that 3.5 Å, in line with the
assumptions of the TDA[188]. However, when the intermolecular distance between for OH bonds
is measured as the distance between the oxygen atom of one OH bond and the hydrogen atom of
the other molecule, the coupling constants are poorly fit to −60/r3 and −60/r3 at long distances.
Finally, intermolecular vibrational coupling was calculated for OD bonds and compared to
that of OH bonds. The results indicate that intermolecular vibrational coupling is stronger in
water compared to D2O and as such its vibrational spectra should be less complicated with the
collective vibrational band (akin to that of water at 3250 cm−1) red shifted from the main peak less
pronounced than that of water.[2, 170]
Based on our DVR results, the next step is to provide an empirical relationship based on point
charges and geometric parameters of coupled chromophores that can be used to more accurately
evaluate intermolecular vibrational coupling in water with an extensions to H-bonded liquids.
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Figure 6.8: The difference between the first (ψ−) and second (ψ+) excited states of two coupled





7.1 Mechanism of Molecular Reorientation in Isomeric Butanols
The purpose of this work is to investigate the mechanism of molecular reorientation in alcohols.
Molecular dynamics simulations of isomeric butanols is used to generate trajectories that are ana-
lyzed in this study. By applying the extended jump model, we concluded that the presence of steric
bulk around the OH group of an alcohol leads to a slow down in the reorientation of the alcohol.
Of the four isomers of butanol studied, iso-propanol had the fastest reorientation time followed
n-butanol and sec-butanol with the same reorientation time and tert-butanol with the slowest. Sim-
ilar reorientation times in n-butanol and sec-butanol is due to a fortuitous cancellation between the
jump and frame reorientation times. This work proposes a predictive model that describes molecu-
lar reorientation via jumps in alcohols resulting from exchange of hydrogen bond partners coming
from adjacent solvent shells.
7.1.1 Future Directions
7.1.1.1 Emergent Jump Reorientation Timescale and Frame Reorientation Times
We know that beyond the predictive model for predicting jump times in alcohols, there’s still the
need to develop a predictive model to describe frame reorientation. Because the autocorrelation
function for calculating frame reorientation is determined from only intact hydrogen bonds, esti-
mates of the frame reorientation time can be poor due to a limited statistics of these intact hydrogen
bonds as they do not remain intact over very long timescales. Better estimates of the frame reori-
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Table 7.1: Jump times and amplitudes of alcohols determined from the bi-exponential fits to the
side-side correlation function; all times are in ps.
Molecule A1 t1 A2 B2
Methanol 1 15.9 - -
Ethanol 0.96 41.4 0.04 8.2
Propanol 0.94 58.9 0.06 16.2
n-butanol 0.86 100 0.14 25.8
Pentanol 0.81 119 0.19 36.3
Hexanol 0.76 157 0.24 44.1
iso-butanol 0.86 56.3 0.14 30.2
sec-butanol 0.92 171 0.08 63.3
tert-butanol 0.85 215 0.15 87.6
entation time can be determined when molecules are tethered together so that the hydrogen bonds
are never broken and better estimates of the frame reorientation times can be determined. While
viscosity might play a major role in the mechanism of frame reorientation, more work needs to be
done to confirm this hypothesis. It is possible to calculate the viscosity of these alcohols using a
Green-Kubo relation by calculating the stress autocorrelation function.
In addition, we mentioned that there’s a presence of an emergent timescale in the jump reori-
entation times as we move from water to the alcohols. In an effort to investigate the reason for
this emergent timescale, we have done MD simulations of the all-atom model of all linear alco-
hols from methanol to hexanol and the results of a bi-exponential fit to the side-side correlation
function of the jump reorientation are shown in Table 7.1. The jump time contributions from these
bi-exponential fits shows that methanol is adequately fit by a single exponential while there is a
growing shorter time component with an increase in the alkyl chain length of the alcohols.
The reason for this emergent timescale is not entirely clear, but the presence of the emergent
timescale might be due to the absence of correlated jumps where H-bond partners do not switch to
different partners at the same time. Some preliminary work has been done to investigate the new
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Table 7.2: Comparison of jump time determined from single exponential fits to the coupled cor-
relation function, the product of side-side correlation functions when both reactants are H-bonded
(1,2 neighbors), the product of side-side correlation functions when both reactants are separated by
a molecule that accepts an H-bond from one of the reactants (1,3 neighbors) and donates H-bond
to the other reactant, and side-side correlation function for independent molecules; all times are in
ps.
Molecule τ0(coupled) τ0(product(1,2)) τ0(product(1,3)) τ0
Methanol 17 24 26 16
Ethanol 44 61 66 41
Propanol 63 86 96 57
n-butanol 89 121 122 79
Pentanol 118 160 194 105
Hexanol 148 202 252 129
iso-butanol 61 80 91 54
sec-butanol 191 250 279 166
tert-butanol 243 314 348 208






















where A and B represent H-bond donors when they are reactants (R) and after they switch H-bond
partners to products (P). The correlation function is zero when both reactants A and B are with
their original H-bond partners at time t = 0, and becomes 1 at time t when both have switched
H-bond partners. This correlation function is calculated for two different scenarios - if both A and
B are direct H-bond partners and also if A and B are not H-bond partners but have one molecule
accepting H-bond from A and donating H-bond to B.
The coupled correlation function is fit to a single exponential and the product of side-side cor-
relation functions for the two scenarios discussed above which is the right hand-side of Eq. 7.1 is
also fit to a single exponential. The results of the jump time contribution of the coupled correlation
function is compared to that of the product of side-side correlation functions and the jump time
120
contribution from the side-side correlation in Chapter 2. If the equality sign in Eq. 7.1 does not
hold, then the jump times from the coupled correlation function must be different from that deter-
mined from the product of the side-side correlation functions. For all of the alcohols, the jump time
contribution from the coupled correlation function is less than that from the product of correlation
functions. The percentage difference in the jump times is similar for all the linear alcohols when
jump time contributions from the coupled correlation function is compared to that of the product
of correlation function of H-bond partners. The values are 41%, 39%, 37%, 36%. 36%, 36% for
linear alcohols from methanol to hexanol. The difference in the jump time contributions from both
correlation functions does not support the theory that jumps are uncorrelated because the differ-
ence shows that the jumps are indeed correlated and a new theory for the emergent timescale has
to be explored.
Another possible reason for the new timescale in the jump contribution could be that when a
molecule switches H-bond partners at an initial time (t1) it could either return to its former acceptor
















where the reactant is H-bonded to A at time t = 0 and H-bonded to B at time t1. The reactant either
goes back to A at t2 or switches to an entirely different partner which is C. An investigation of this
correlation function might yield some insights into the origin of the new jump contribution times.
Finally, since the nature and magnitude of the emergent timescale changes with the length and
arrangement of the alkyl chain of the alcohols, a theory that links the emergent timescale to the
length and arrangement of the alkyl chain will prove very useful.
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7.1.1.2 Molecular Reorientation of Nanoconfined Alcohols, polyols and Alcohol-Water Mix-
tures
An extension of this work will be to investigate alcohol-water mixtures mainly because of their
use as co-solvents in chemical processes and small polyols that are either geminal or vicinal. The
effect of nanoscale confinement on molecular reorientation of alcohols should also be pursued. We
know that upon the nanoscale confinement of water in silica, there is an emergence of an additional
timescale due partly to molecules of water H-bonded to the silica. Such additional timescale should
be expected in the case of alcohol themselves and should depend on the propensity of the alcohols
to form H-bonds to other molecules, i.e., either to other water molecules in a mixed solvent or to
H-bonding groups on the walls of the nanoscale silica pores.
7.2 Removing the Barrier to the Calculation of Activation Energies
In the second chapter, activation energies were calculated from quantum and molecular dynamics
simulations by using time correlation functions that can yield reaction rate constants. In this way,
we were able to determine the activation energy for particles crossing the model one-dimensional
Eckart potential and for H-bond jumps in liquid water.
The calculation of the activation energy of jump reorientation in water uses the constant number
of particles, volume, and temperature (NVT) ensemble and the results are sensitive to the frequency
at which the thermostating of the simulation temperature is done. Recent work has shown that
the better way of determining activation energies would be to extract multiple snapshots from
an equilibriated NVT trajectory and performing short constant number of particles, volume and
energy (NVE) simulations on these snapshots. These simulations last for short, several picosecond
times and are performed on a couple thousand of extracted snapshots.
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7.2.1 Future Directions
7.2.1.1 Activation Volumes from a Single Temperature Simulation
The activation volume tells us if the transition state of a chemical reaction is associative or disso-
ciative and can be determined in a way similar to the activation energy. Dang and coworkers have
determined the activation volume of solvent exchange in water, methanol, and ion pairs in water,
methanol, and acetonitrile.[198–201] The activation volume in all of this work was determined by








As seen in Eq. 7.4, the slope of a plot of the natural logarithm of the activation energy against
pressure for all of the simulated pressures gives the activation volume. Here, V is the volume, k is
the rate constant, and T outside the parenthesis means the pressure dependence of the rate constant
is determined at constant temperature.
Using our method of determining activation energy, the activation volume can also be related






〈δV (0)Fs(0)θ [s(t)− s‡]〉. (7.5)
This equation is product of the fluctuation of the reactant volume and the flux-side correlation
average over the ensemble of reactant trajectories. The same can be done with the side-side and
flux-flux correlation functions used in the calculation of activation energies. This method of using
correlation functions will also remove the barrier to the calculation of activation volumes and
should be tested with the systems investigated by Dang and coworkers.
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7.2.1.2 Derivatives of Time Correlation Functions
More general behavior of time correlation functions and the associated rate constants or transport
coefficients can be considered.









where H is the Hamiltonian and L̂ is the Liouville operator. Taking the derivative of the TCF with







































where we have assumed that both A and B are independent of α , and in the last term we have used

































































































where F is the force on particle j during MD simulation and p is its momentum.
The first two terms represent the sampling or configurational derivatives, i.e., how the TCF
changes with parameter (α) via α affecting initial (t = 0) configurations.
If the parameter of the Hamiltonian is mass (m) and the correlation function in this case is the
flux-side correlation function that gives the rate constant, we can calculate the derivative of this




















where δT (0) is the fluctuation in the kinetic energy and Fq is the force along the reaction coordinate
q, and the third term becomes zero in the case of the transition state rate constant where trajectories
are started from the dividing surface. The dependence of the transition state rate constant (k) on the
mass (m) in the case of the Eckart barrier has been evaluated from MD simulations and the results










As shown in Fig. 7.1, the value of -4.2 × 1028 cm molecule−1 s−1 g−1 derived from the MD
simulation started at the dividing surface where we used the same simulation parameters used in
Chapter 3 match well with the results from Eq. 7.15.
Finally, it will be interesting to see the contribution of the time dependent third term in Eq. 7.14
when trajectories are not started from the dividing surface and the third term has to be included.
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Figure 7.1: Derivative of the flux-side correlation function (See. Eq. 7.14) with respect to mass as
determined from a MD simulation started at the dividing surface of the Eckart barrier.
Extensions of the parameter dependence of correlation functions to many physical quantities that
involve TCFs beyond reaction rate constant (e.g. spectral diffusion) will prove to be very beneficial.
7.3 Simulating the Vibrational Spectra of OH Stretch in Alcohols
“Universal" empirical maps for the simulation of vibrational spectra of the OH stretch in alco-
hols have been developed for alcohols by combining data from the MD simulations of methanol,
ethanol, propanol, and butanol. The empirical maps are used to simulate the IR, Raman, and 2D-IR
photon-echo spectra of the OH stretch in methanol, ethanol, propanol, and the isomers of butanol.
The “universal" empirical maps shows that the correlation between the OH vibrational fre-
quency determined by DFT calculations on clusters extracted from MD simulations and the elec-
tric field at the hydrogen atom projected along the OH bond does not depend on the nature of the
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linear alcohols used to build the map. The simulated IR spectra of the linear alcohols was seen to
differ slightly from experimental spectra because the simulated IR spectra is slightly blue shifted
with narrower linewidths. The appearance of a shoulder at higher frequencies in the OH stretch
frequency distribution of propanol and butanol indicates the presence of dangling OH bonds. An
analysis of the radial distribution function of propanol and butanol indicates that non-Condon ef-
fects play a huge role in the spectra. The center-line-slope of the 2D-IR photon echo spectra was
also confirmed as an accurate measure of spectral diffusion in the alcohols. Spectral diffusion
times show an increase in spectral diffusion with increase in the length of the alkyl chain of the
linear alcohols.
The simulated spectra of isomeric butanols, showed a narrowing of the linewidth of simulated
IR spectra from the primary alcohols (iso-butanol and n-butanol) to sec-butanol and tert-butanol.
Spectral diffusion calculated from the center-line-slope showed that all four isomers showed sim-
ilar spectral dynamics indicating that the influence of dynamics on the linewidth of the simulated
spectra of the isomers is due to the different OH reorientation dynamics. The simulated Raman
spectra of all of the isomers showed a shoulder/peak with different intensities at ∼3700 cm−1
which is due to different percentages of dangling OH bonds in the isomers.
7.3.1 Future Directions
7.3.1.1 “Universal" Empirical Maps
The empirical maps developed in this work have been applied to simulate the spectra of both linear
and branched alcohols. For the linear alcohols, correlation between the OH vibrational frequency
and the electric field projected along the OH bond was seen to be independent of the alcohols.
Building maps based on some clusters extracted from the MD simulation of the isomers of butanol
will help in establishing this fact for branched alcohols as well which will further support the
“universality" of alcohol maps.
Due to the small transition dipole moment of dangling OH bonds, they are silent in the IR
spectra and can not be identified. As seen in the spectra of isomeric butanols, a better alternative to
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this is to simulate the isotropic, perpendicular-polarized (IV H), and parallel-polarized (IVV ) Raman
spectra by building empirical maps of the respective transition polarizability that is needed to
simulate these spectra. The dangling OH bonds are not silent in the Raman spectra because the
transition dipole polarizability is relatively large when compared to the transition dipole moment.
Following an earlier work simulating the spectra of methanol [126], the isotropic and anistropic
Raman spectra is related to the vertical and horizontal spectra by the two equations below.,





Iani(ω) = IV H(ω). (7.17)
The polarizability tensor elements that are required to compute the spectra can be determined
in a similar manner to the transition dipole moments used in simulating the IR spectra. DFT
calculations on the alcohol clusters extracted from MD simulations will yield the polarizability
tensor elements.
7.3.1.2 Spectra of Alcohols in Inhomogeneous Systems
Following earlier work on water, the transferability of the maps to inhomogeneous systems can
be tested by simulating some alcohols in nanoscale silica pores. As the structure and dynamics of
a networked liquid like water is known to change upon confinement mostly due to its interfacial
molecules, the simulations of the vibrational spectra will help in the investigation of the influence
of nanoconfinement on the structure and dynamics of alcohols. Simulation of non-linear spectra
that probe interfacial properties of liquids like the sum-frequency generation (SFG) spectra of
alcohols is also possible with the empirical maps for the transition dipole moment and transition
polarizability.
Finally, the dearth in experimental spectra of isomeric butanols also makes it difficult to com-
pare our simulated spectra to experiments. It is hoped that our ability to do these simulations will
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spur an increased interest in experiments that will investigate alcohols.
7.4 Intermolecular Vibrational Coupling of OH Bonds in Water
A sinc-function discrete variable representation (DVR) was successfully used to calculate the inter-
molecular vibrational coupling constant between OH bonds in water. The results of this approach
when compared to the commonly used transition dipole coupling (TDC) approximation gives a
better estimate of the coupling constant at short intermolecular distances where the TDC approxi-
mation is known to fail.
An investigation of the effect of isotopic substitution on coupling was pursued by a comparison
of intermolecular vibrational coupling in water and heavy water. The results revealed that coupling
of OH bonds are more signicant than coupling of OD bonds. At long intermolecular distances of
the OH or OD bonds, the TDC approximation was sufficient to estimate the coupling between
the bonds of interest. Further improvement of this work will require fitting the coupling constant
determined from the DVR method to a number of distance and angle criteria similar to the work
by Skinner and coworkers.[203] It is hoped that such a study will help in deriving an empirical
relationship between intermolecular vibration coupling and the relative geometry of the coupled
bonds. Such work, will be an improvement upon the commonly used transition dipole method and
help in simulating better vibrational spectra of the neat liquids and also in studies where a good
estimate of the coupling constant is necessary.
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[194] Rabitz, H.; Alis, Ö.; Alış, Ö. F. J. Math. Chem. 1999, 25, 197–233.
[195] Li, G.; Rosenthal, C.; Rabitz, H. J. Phys. Chem. A. 2001, 105, 7765–7777.
142
[196] Manzhos, S.; Carrington, T. J. Chem. Phys. 2006, 125, 084109.
[197] Alis, Ö. F.; Rabitz, H. J. Math. Chem. 2001, 29, 127–142.
[198] Roy, S.; Dang, L. X. Chem. Phys. Lett. 2015, 628, 30–34.
[199] Roy, S.; Dang, L. X. J. Phys. Chem. B. 2016, 120, 1440–1445.
[200] Dang, L. X.; Chang, T.-m.; Dang, L. X.; Chang, T.-m. J. Chem. Phys. 2016, 145.
[201] Dang, L. X.; Schenter, G. K. Chem. Phys. Lett. 2016, 643, 142–148.
[202] Wilcox, R. M. J. Math. Phys. 1967, 8, 962 – 982.
[203] Kumar, R.; Schmidt, J. R.; Skinner, J. L. J. Chem. Phys. 2007, 126, 204107.
143
Appendix A
Empirical Maps Derived for Methanol, Ethanol, Propanol, and
Butanol.
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Table A.1: Individual empirical map equations for OH (OD) transition frequencies (ωnm), coor-
dinate matrix elements (xnm), and dipole derivatives (µ ′) for methanol. Frequencies are in cm−1,
while coordinates, the dipole derivative, and the electric field (E ) are in atomic units.
Map Equation for OH RMSD
ω01 = 3771−8427E −33634E 2 70
ω12 = 3649−9459E −65037E 2 88
x01 = 0.1926−1.7446×10−5 ω01 9.1×10−5
x12 = 0.26815−2.4295×10−5 ω12 2.7×10−4
Map Equation for OD
ω01 = 2736−5871E −17876E 2 47
ω12 = 2661−6246E −32005E 2 55
x01 = 0.1643−2.0732×10−5ω01 5.9×10−5
x12 = 0.2293−2.8749×10−5ω12 1.1×10−4
Map Equation for OH and OD
µ ′ = 0.1295+15.42E 0.074
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Table A.2: Individual empirical map equations for OH (OD) transition frequencies (ωnm), coordi-
nate matrix elements (xnm), and dipole derivatives (µ ′) for ethanol. Frequencies are in cm−1, while
coordinates, the dipole derivative, and the electric field (E ) are in atomic units.
Map Equation for OH RMSD
ω01 = 3745−6324E −73719E 2 65
ω12 = 3620−6655E −121999E 2 83
x01 = 0.1922−1.7416×10−5 ω01 1.1×10−4
x12 = 0.2668−2.3997×10−5 ω12 2.6×10−4
Map Equation for OD
ω01 = 2702−4360E −44698E 2 50
ω12 = 2625−4333E −66976E 2 51
x01 = 0.1638−2.0834×10−5ω01 1.2×10−4
x12 = 0.2283−2.8716×10−5ω12 1.7×10−4
Map Equation for OH and OD
µ ′ = 0.067+16.87E 0.078
Table A.3: Individual empirical map equations for OH (OD) transition frequencies (ωnm), coordi-
nate matrix elements (xnm), and dipole derivatives (µ ′) for n-propanol. Frequencies are in cm−1,
while coordinates, the dipole derivative, and the electric field (E ) are in atomic units.
Map Equation for OH RMSD
ω01 = 3698−6331E −62745E 2 66
ω12 = 3570−6704E −106643E 2 88
x01 = 0.1921−1.7579×10−5 ω01 8.1×10−5
x12 = 0.2669−2.4313×10−5 ω12 2.3×10−4
Map Equation for OD
ω01 = 2664−4388E −37085E 2 44
ω12 = 2587−4420E −56842E 2 50
x01 = 0.1633−2.0979×10−5ω01 5.3×10−5
x12 = 0.2276−2.8941×10−5ω12 9.7×10−5
Map Equation for OH and OD
µ ′ = 0.1049+16.06E 0.074
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Table A.4: Individual empirical map equations for OH (OD) transition frequencies (ωnm), coor-
dinate matrix elements (xnm), and dipole derivatives (µ ′) for n-butanol. Frequencies are in cm−1,
while coordinates, the dipole derivative, and the electric field (E ) are in atomic units.
Map Equation for OH RMSD
ω01 = 3740−6810E −59849E 2 63
ω12 = 3617−7617E −96422E 2 88
x01 = 0.1918−1.7411×10−5 ω01 7.9×10−5
x12 = 0.2661−2.3922×10−5 ω12 2.3×10−4
Map Equation for OD
ω01 = 2688−4609E −36829E 2 42
ω12 = 2613−4797E −539963E 2 48
x01 = 0.1632−2.0905×10−5ω01 6.4×10−5
x12 = 0.2275−2.8844×10−5ω12 1.2×10−4
Map Equation for OH and OD
µ ′ = 0.0787+16.77E 0.081
147
