Abstract| This paper provides a time-domain feedback analysis of gradient-based adaptive schemes. A key emphasis is on the robustness performance of the adaptive lters in the presence of disturbances and modeling uncertainties (along the lines of H 1 -theory and robust ltering). The analysis is carried out in a purely deterministic framework and assumes no prior statistical information or independence conditions.
A. Robust Adaptive Filters
Intuitively, a robust lter is one for which the estimation errors are consistent with the disturbances in the sense that \small" disturbances would lead to \small" estimation errors. This is not generally true for any adaptive lter: the estimation errors may still be relatively large even in the presence of small disturbances.
The robustness issue is addressed in this paper in a purely deterministic framework and without assuming prior knowledge of noise and signal statistics or independence conditions. This is especially useful in situations where prior statistical information is missing since a robust design would guarantee a desired level of robustness independent of the statistical nature of the noise and signals. In loose terms, robustness implies that the ratio of estimation error energy to disturbance energy is guaranteed to be upper bounded by a positive constant, say the constant one, estimation error energy disturbance energy 1 :
Here the term \disturbance energy" refers to the combined energies of measurement noise, modeling uncertainties, error in the initial weight guess, etc. From a practical point of view, a relation of the form (1) is desirable since it guarantees that the resulting estimation error energy will be upper bounded by the disturbance energy, no matter what the nature and the statistics of the disturbances are. In this sense, the algorithm will not unnecessarily magnify the disturbance energy and, consequently, small estimation errors will result when small disturbances occur.
In this work we show that gradient adaptive schemes can be designed to be robust with respect to disturbances by imposing suitable conditions on the step-size parameter. This may be contrasted with results in a stochastic setting where stability (or convergence) statements are often given in the mean and mean-square sense. In such settings, even for the simple LMS algorithm, a constant step-size that is bounded by twice the inverse of the maximal eigenvalue of the autocorrelation matrix can still lead to blow up in a practical experiment 6].
B. A Time-Domain Feedback Analysis
To address the robustness and convergence issues, the paper develops a time-domain approach that proves to be useful in both the analysis and design of robust estimators. It highlights and exploits an intrinsic feedback structure that can be associated with the gradient adaptive schemes.
Although the feedback nature of adaptive lters has been exploited in earlier places in the literature 7]{ 9], the feedback con guration studied in this paper has a di erent emphasis. It does not only refer to the fact that the update equations can be put into a feedback form (as explained in 10]), but is instead motivated by energy arguments that also explicitly take into consideration both the e ect of the measurement noise and the e ect of the uncertainty in the initial guess for the weight vector. These extensions are incorporated into the feedback arguments of this paper because the derivation here is interested in a formal study of the robustness properties of the adaptive schemes.
The feedback interconnection exhibits several features: its feedforward mapping is lossless (i.e., energy preserving) while its feedback mapping is either memoryless or dynamic. Moreover, both mappings are time-variant and their interconnection lends itself to stability analysis via a so-called small gain theorem; a very useful tool in system theory 11, 12] .
An interesting fallout of the time-domain analysis of this paper is that it can be regarded as an extension of the transfer function approach that is often used in the analysis of gradient-based recursions (e.g, 13, 14] ). The time-domain analysis is shown to avoid the restrictions and limitations that are characteristic of the transfer-function domain.
C. Notation
We use small boldface letters to denote vectors and capital boldface letters to denote matrices. Also, the symbol \ " denotes Hermitian conjugation (complex conjugation for scalars). The symbol I denotes the identity matrix of appropriate dimensions, and the boldface letter 0 denotes either a zero vector or a zero matrix. Finally, the notation kxk denotes the Euclidean norm of a vector. All vectors are column vectors except for the input data vector denoted by u i , which is taken to be a row vector. 
where the fu i g are given row vectors, the fd(i)g are given noisy (or disturbed) measurements of the terms fu i wg, viz., d(i) = u i w + v(i); and w i is the weight estimate at iteration i. The factor (i) is the step-size parameter (allowed to be time-variant), and the quantity v(i) may account for both measurement noise and modeling errors. (4) A. Transfer Function Description of the LMS Algorithm Before proceeding to the time-domain analysis of this paper, we rst review a well-known approach to the analysis of LMS-type recursions that employs the concept of transfer functions 13, 14] .
In this method, the input vector u i is assumed to have a shift structure, say u i = u(i) ; (5) where we have de ned = 2 C 2 M . Although easily available in the literature, a derivation of the above result is included in App. A in order to highlight some of the restrictions and approximations that are needed to establish (5) . These approximations will be avoided when the time-domain analysis is introduced in later sections. But for now, we stress the fact that an interesting feedback structure is implied by (5) . To clarify this, we de ne V (z), (6) and use (5) 
That is, the transfer function from v( ) to e a ( ) is all-pass. Consequently, the transfer function (5), from v(i) to e a ( ), can be expressed as a feedback structure with an all-pass lter in the forward path and a constant gain in the feedback loop. This is depicted in Fig. 1 . The feedback gain is (1 ? = ), which is thus equal to zero if we choose = .
This is known to be the choice that results in the highest convergence speed. Further clari cations will be provided in later sections in the time domain. The transfer function derivation has some limitations that hinders its applicability to more general scenarios: i) The arguments explicitly assume that the input vectors exhibit shift structure, which restricts the analysis to transversal lter structures; ii) the input sequence is often assumed to be of a speci c class, usually sinusoidal but other choices have also been used in 14]; iii) the e ect of initial conditions is ignored. While this may not be relevant to the steady-state performance of a stable lter, it is nevertheless useful in a robustness analysis of the lter; iv) a constant, rather than time-variant, step-size is assumed; and v) some nonlinear mixing terms are neglected as explained in App. A.
One of the contributions of this paper is to remove these limitations by employing a time-domain argument. We provide an exact derivation that circumvents the above restrictions and avoids any approximations. Once this is done, we then show how the results provide conclusions concerning the robustness and convergence behaviour of gradient-type algorithms, not only of the type (2) but also for general ltered-error variants. This is achieved by employing the energy-based arguments of 16, 17] .
III. A Time-Domain Analysis
The analysis that follows highlights an important feedback structure that is implied by gradient-type recursions of the form (2). Our purpose in this section (and Sec. IV) is threefold: 1) To show that certain local and global energy relations can be associated with the LMS recursion (2) -these are also known as passivity relations; 2) to employ the passivity relations in order to highlight a feedback structure; and 3) to derive conditions on the step-size parameter in order to guarantee that the feedback structure will behave as a robust lter (cf. H 1 theory).
Later in Sec. V we shall extend the analysis to lterederror variants with update equations of the form (24) .
A. Local Passivity Relations
To begin with, we compute the squared norm (i.e., energies) of both sides of (3), and use the relationẽ a (i) = e a (i) + v(i), to conclude the following equality: Here we would like to stress that the rst two cases of Lemma 1 establish a local error-energy bound (or passivity relation) that explains the robustness nature of the gradient recursion (2) Summing over i we conclude that
This relation states that the map from the disturbances fw ?1 ;
to the estimation errors f p (0) e a (0); : : : ; p (N) e a (N);w N g (11) is a contraction. In other words, assume we stack the entries of (10) into a column vector, the entries of (11) into a second column vector, and let T N denote the mapping that maps the rst vector (10) to the second vector (11) . The entries of this mapping can be determined from the update relation (3) and from the de nition of the a-priori estimation error e a ( ). The speci c values of these entries 1 A map that takes x to y, say y = T x], is said to be contractive if
for all x we have kT x]k kxk: That is, the output energy does not exceed the input energy.
are not of immediate interest here except to say that it can be veri ed that T N turns out to be a block lower triangular operator of the form 2 6 6 6 4 p (0)e a (0) p (1)e a (1) . . . Inequality (9) is a desirable robustness property in the sense that it guarantees that if the disturbance energy is small then the resulting estimation error energy will be accordingly small.
We may add that other similar local, and global, passivity relations can be established by using a-posteriori (rather than a-priori) estimation errors 16]. This is useful in the study of (robust) adaptive IIR lters 20], but we forgo the details here.
IV. The Feedback Structure
The bounds in Lemma 1 can be described via an alternative form that will lead us to an interesting feedback structure. The structure will be shown to constitute the proper extension of the transfer function description of Fig. 1 to the general time-variant scenario, and it will further allow us: i) to relax the condition on (i) in order to guarantee robustness and ii) to select (i) for a maximal speed of convergence.
We have argued above that if the step-sizes are chosen such that (i) (i) then robustness (or contractivity) is guaranteed in the sense that the weighted estimation-error energy will never exceed the weighted disturbance energy (cf. (9)). That is, for (i) (i), the ratio of the energies of the signals in (11) and (10) will be bounded by one.
The condition on (i) can be relaxed at the expense of guaranteeing energy ratios that will be bounded by some other positive number, say weighted estimation error energy weighted disturbance energy K; (12) for some constant K (to be determined). This is still a desirable property since it means that the disturbance energy will be at most scaled by a factor of K. This issue is addressed here in the context of a feedback analysis. For this purpose, we rst rewrite (4) as (13) and use it to conclude that (2) can be rewritten in the equivalent form w i = w i?1 + (i)u i e a (i) ? e p (i)]
where we have de ned, for convenience, the signal v(i) = ?e p (i). Comparing with (2) , expression (14) shows that (2) can be rewritten in terms of a new step-size (i) and a modi ed \noise" term v(i) (recall that in (2) we havẽ e a (i) = e a (i) + v(i)). Therefore, if we follow arguments similar to those prior to Lemma 1, we readily conclude that for algorithm (2) the following equality holds for all
This relation establishes a lossless map (denoted by T i ) from fw i?1 ;
ingly, using (13), the map from the original disturbance p (i)v(i) to p (i)e a (i) can be expressed in terms of a feedback structure, as in Fig. 3 . Now that we have introduced the feedback structure of Fig. 3 , we can discuss conditions on the step-size parameter (i) in order to guarantee robustness according to (12) , for some K. For this purpose, we start by noting that the feedback con guration of Fig. 3 lends itself rather immediately to stability analysis via tools that are by now standard in system theory, as we explain in the sequel.
It follows from (15) that for every i, and for any (i), we have (i) je a (i)j 2 = kw i?1 k 2 ? kw i k 2 + (i) j v(i)j 2 : (16) This allows us to conclude, under a suitable condition on (i), that the system in Fig. 3 is l 2 ?stable, i.e., it maps a bounded energy sequence f p ( ) v( )g to a bounded energy sequence f p ( ) e a ( )g in a sense precised in (17) below. In fact, we shall also conclude that the same result will hold even if we replace ( ) by ( ) (cf. (18) Proof: The proof is based on the triangle inequality of norms and is given in App. B.
Note that the upper bound on (i) is now 2 (i), which is equivalent to requiring (N) < 1. This is in fact a manifestation of the so-called small gain theorem in system analysis 11, 12] . In simple terms, the theorem states that the l 2 ?stability of a feedback con guration (that includes Fig. 3 as a special case) requires that the product of the norms of the feedforward and the feedback operators be strictly bounded by one. Here, the feedforward map has (2?induced) norm equal to one (due to its losslessness) while the 2?induced norm of the feedback map is (N).
The fact that the inequalities in Theorem 1 are valid even for (i) in the interval (i) (i) < 2 (i) suggests that a local bound, along the lines of Lemma 1, should also exist for this interval. In fact, this is also the case as shown in the following statement the derivation is given in App. C]. In order to further appreciate the signi cance of the (robustness) bounds of Theorem 1, we now exhibit a convergence analysis that is derived in a purely deterministic setting and without statistical assumptions.
It follows from (3) Proof: If fv( )g has nite energy then (18) , for N ! 1, implies that fê a ( )g also has nite energy. This is true since < 2 and < 1. We therefore conclude that fê a ( )g is a Cauchy sequence and, hence,ê a (i) ! 0:
For the second statement of the theorem, we use (21) For this purpose, we divide both sides of (18) In other words, a bounded noise power leads to a bounded estimation error power. We may also add that the conclusion of Theorem 2 is in agreement with the result in 21, pp. 140-143], for the noiseless and constant step-size case.
C. Energy Propagation in the Feedback Cascade
More physical insights into the convergence behaviour of the gradient recursion (2) can be obtained by studying the energy ow through the feedback con guration of Fig. 3 .
Indeed, let us ignore the measurement noise v(i) and assume that we have noiseless measurements d(i) = u i w. It is known in the stochastic setting that for Gaussian processes 22], as well as for spherically invariant random processes 23], the maximal speed of convergence is obtained for (i) = (i), i.e., for the so-called projection LMS algorithm. We now argue that this conclusion is consistent with the feedback con guration of Fig. 3 .
Indeed, for (i) = (i), the feedback loop is disconnected. This means that there is no energy owing back into the lower input of the lossless section from its lower output e a ( ). The losslessness of the feedforward path then implies that E w (i) = E w (i ? 1) ? E e (i); (22) where E e (i) = (i)je a (i)j 2 and E w (i) = kw i k 2 . Expression (22) implies that the weight-error energy is a non-increasing function of time, i.e., E w (i) E w (i ? 1) .
But what if (i) 6 = (i)? In this case the feedback path is active and the convergence speed will be a ected since the rate of decrease in the energy of the weight-error vector will be lowered. Indeed, for (i) 6 = (i) we obtain E w (i) = E w (i ? 1) ? 1 ? j1 ? (i)= (i)j 2 E e (i); (23) where the coe cient multiplying E e (i) can be seen to be smaller than one. Hence, the rate of decrease in the energy ofw i is lowered.
V. Filtered-Error Gradient Algorithms
The feedback loop concept of the former sections applies equally well to gradient algorithms that employ ltered versions ofẽ a (i) = d(i) ? u i w i?1 . Such algorithms are useful when the errorẽ a (i) can not be observed directly, but rather a ltered version of it, as indicated in Fig. 4 It may also be a time-variant lter, in which case the coefcients f j will vary with time, say f j (i). Typical applications arise in the active control of noise (see, e.g., 13] and 24]{ 27]), and in the context of adaptive IIR ltering (see 20, 28] for a discussion along the lines of this paper).
Here we limit ourselves to three classes of algorithms that employ ltered error measurements; the ltered-x LMS (FxLMS), the Modi ed ltered-x LMS (MFxLMS), and the ltered error LMS (FELMS). Hence, our earlier conclusions concerning robustness conditions hold. In particular, the robustness condition now requires 0 < (i) < 2=kF u i ]k 2 .
B. The Modi ed Filtered-x LMS Algorithm
Recently, an improvement has been proposed that avoids the slow adaptation assumption 29, 30] . This is achieved by adding two terms to the update recursion (24), We may add that we have used the insights provided by the above analysis to propose two modi cations to the FxLMS algorithm with improved computational requirements and convergence performance 27].
C. The Filtered-Error LMS Algorithm
We now discuss the ltered-error LMS algorithm 31], which leads to a more involved feedback structure; it forces a dynamic system in the feedback loop rather than a memoryless transformation. Its update retains the input vector unchanged and takes the form:
(25) In contrast to the FxLMS algorithm, and its modi ed form, the error-path lter F does not need to be known explicitly, and the algorithm also requires less computation. Similar update forms arise in the context of IIR modeling, such as Feintuch's algorithm 32] and the so-called simpli ed hyperstable adaptive recursive lter (SHARF) 33] (see, e.g., 28] for a discussion along the lines of this paper).
Before proceeding further, we may remark that the transfer function description can also be applied to the lterederror LMS, thus leading to E a (z)=V (z) =
where e a (i) = u iwi?1 . This can again be described in terms of an all-pass feedforward path and a dynamic feedback loop given by 1 ? F (z). That is, the feedback loop is not memoryless anymore. A similar structure also arises for a generalization of the ltered-x LMS algorithm to the case of an array of slowly-varying FIR adaptive lters 34].
C.1 The Feedback Structure for FELMS
Following the discussion that led to (14) , it can be veried that (25) is equivalent to the following update:
where (i) = 1=ku i k 2 , e a (i) = u iwi?1 , and the modi ed \noise" sequence f v( )g is de ned via 3 , (27) Expression (26) is of the same form as (14) , which readily implies that the following relation also holds: The feedback loop now consists of a dynamic system.
But we can still proceed to study the l 2 ?stability of the overall con guration in much the same way as we did in Section IV. For this purpose, we use the vector and matrix quantities introduced in (19, 20) and further de ne a vector v N similar to v N but with the entries v( ) (of (27)) instead of v( ). We also de ne the lower triangular matrix F N that describes the action of the lter F on a sequence at its input. This is generally a band matrix since M F N, as shown below for the special case M F = 3; It is thus immediate to verify that the successive outputs of F e a ( )] can be obtained by simply computing the matrixvector product F N e a;N . Also, if the lter F were timevariant all that changes is that the matrix F N will not be Toeplitz anymore. Instead, its rst diagonal will consist of the values of the rst coe cient f 0 ( ) at the successive time-instants, and so on. If we now follow the arguments of Section IV we obtain the following result, which extends Theorem 1. (1) p (0) (1) f 1 1 ? (1) (1) f 0 ? (2) 
We see that the entries of P N depend on three parameters: the step-sizes (i), the energies of the input sequence (i), and the error lter F . Several special cases may be of interest. For example, the special case F = 1 (i.e., no lter) immediately leads to the case we encountered earlier in Section IV. Another special case is F = q ?1 (i.e., a simple delay). The ltered-error LMS recursion (25) We see that P N can not be a strictly contractive matrix since its leading (0; 0) entry is not less than one. This is consistent with results in the literature where it has been observed that the delayed-error LMS algorithm usually leads to unstable behaviour. We also see from the general expression for P N that a simple gain lter F = f 0 , with a negative f 0 , leads to a non-contractive P N .
C.2 The Projection FELMS Algorithm An important special case of the FELMS algorithm is one that employs a step-size of the form: (i) = (i); > 0: That is, (i) is a scaled multiple of the reciprocal input energy. This leads to the Projection FELMS algorithm, w i = w i?1 + u i ku i k 2 F ẽ a (i)]: (29) In this case, it can be seen that the contractivity requirement collapses to requiring the strict contractivity of p (1) 
p (2) p (0) f 2 ? p (2) p ( 
In this case, the strict contractivity of (I ? F N ) can be guaranteed by choosing such that max 1 ? F (e j ) < 1 ;
where F (z) is the transfer function of the error lter. This suggests, according to the energy arguments in Sec. IV.C, that for faster convergence (i.e., for smallest feedback gain) we should choose optimally by solving the min-max problem:
If the resulting minimum is less than 1 then the corresponding optimum will result in faster convergence and l 2 ?stability (or robustness). Simulation results that conrm these conclusions are discussed in the next section. Expression (32) provides a criterion for choosing the step-size parameter in the ltered-error case in order to speed up the convergence of the PELMS algorithm (for slow-varying input energy).
VI. Simulation Results
The simulations in this section were carried out with the projection ltered-error algorithm (29) for the error-path lter:
F (q) = 1 ? 1:2 q ?1 + 0:72 q ?2 :
The row vectors u i were taken with shift structure, with the individual entries u(i) arising from a sinusoidal excitation of frequency 0 . This minimization can be solved explicitly and we get opt = Real(1=F (e ?j 0 )) to be the step-size that causes the fastest convergence speed. Following the same procedure, the step-size lim for which the stability limit is achieved (cf. (31)) can be calculated to be lim = 2 opt .
To verify these statements, we created an input sequence of the form u(i) = sin 1:2i + ]; where 50 di erent values for were uniformly chosen from the interval ? ; ]. The reason for adding a random phase is to obtain smoother learning curves after averaging. The optimal step-size for F , opt , can be calculated to be opt = 0:085 and the stability bound is obtained for lim = 0:17. Fig. 6 shows three runs of the FELMS for the choices = 0:085; = 0:15 and = 0:18. As expected, the rst value of leads to the fastest convergence speed. In every simulation we averaged over 50 trials. The additive noise v(i) was assumed to be -40dB below the input power during the experiments and the order of the adaptive lter was set to M = 10. The algorithm was run for N = 5000 iterations. We also see that for the rst two values of , the sample average of jẽ a (i)j 2 decreases with time, while for the last value it increases. The second part of our simulations is intended to measure the impact of the slow-energy variation assumption of the input sequence on the algorithm performance and, in particular, on the conditions (31) and (32 All random sequences were white processes with variance one. Fig. 7 depicts the simulation results, where we again averaged over 50 trials. Unlike the previous simulations, the power of the additive noise v(i) was set at ?60dB relative to the input sequence in order to better observe the e ect of the various kurtosis. As can be seen from the gure, the higher the kurtosis the more the variation in the 
VII. Concluding Remarks
We have provided a study of the robustness and convergence performance of gradient adaptive schemes in a purely deterministic framework by following a time-domain feedback analysis. In particular, conditions on the step-size parameters were derived in order to result in overall l 2 ? stable structures and faster convergence. No prior statistical assumptions or independence conditions were employed. Instead, local and global passivity relations were emphasized, along with energy propagation arguments within a feedback cascade. Simulation results were included to demonstrate the theoretical ndings. We may add that the analysis of this paper can also be carried out in a stochastic setting by determining conditions on the error path lter in order to guarantee an l 2 ?stable map between variances of relevant stochastic variables. These details will be pursued elsewhere.
Moreover, the analysis also extends to other classes of algorithms, e.g., to block adaptive lters and to updates that involve nonlinear functionals (such as Perceptron training and sign algorithms) 35]. The results can also be shown to be related to developments in H 1 ?theory and can be extended to a class of nonlinear robust adaptive lters 20]. Likewise, using e a (i) = But we know thatẼ a (z) = E a (z)+V (z) and, consequently, the transfer function from v( ) to e a ( ) is approximately (5).
Appendix B Proof of Theorem 1
If we compute the sum of both sides of (16) Combining with the rst inequality above, and using the de nitions of (N) and (N) prior to the statement of and use similar arguments to the above to conclude that (18) holds. Indeed, if we substitute forw i , as given by (3), and usẽ e a (i) = e a (i) + v(i) = u iwi?1 + v(i), we obtain that the above inequality is equivalent to verifying the nonnegativity of the following expression: which establishes the result of Lemma 2.
