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ABSTRACT
Many existing methods for salient object detection are
performed by over-segmenting images into non-overlapping
regions, which facilitate local/global color statistics for
saliency computation. In this paper, we propose a new ap-
proach: spectral salient object detection, which is beneﬁted
from selected attributes of normalized cut, enabling better re-
taining of holistic salient objects as comparing to convention-
ally employed pre-segmentation techniques. The proposed
saliency detection method recursively bi-partitions regions
that render the lowest cut cost in each iteration, resulting in
binary spanning tree structure. Each segmented region is then
evaluated under criterion that ﬁt Gestalt laws and statistical
prior. Final result is obtained by integrating multiple inter-
mediate saliency maps. Experimental results on three bench-
mark datasets demonstrate the effectiveness of the proposed
method against 13 state-of-the-art approaches to salient object
detection.
Index Terms— Salient object detection, Normalized cut,
Pre-segmentation, Partition, Gestalt laws
1. INTRODUCTION
Saliency detection plays an important role in understanding
the mechanism of human visual attention. Recently, identi-
fying salient regions in a digital image has attracted lots of
researchers. This is due to their advantages against traditional
eye ﬁxation models [1, 2, 3, 4] on applications, e.g. content-
based image cropping [5], thumbnailing [6], resizing and re-
targeting [7, 8]. For such applications, salient object detection
has evolved to uniformly highlight an object.
Previous solutions that aim at salient region detection
often model bottom-up process using local or global color
statistics, e.g. color rarity or uniqueness. Zhai et al [9] intro-
duce image histograms which only model luminance channel
to calculate saliency. Achanta et al [10] provide a saliency
approximation by subtracting the average color from low-
pass ﬁltered results. Goferman et al [8] combine local and
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global features to estimate the patch saliency in multi-scale
fashion. Cheng et al [11] extend the method in [9] and incor-
porate histogram-based color contrast. Perazzi et al [12] pro-
pose saliency ﬁlter, which formulates complete contrast and
saliency estimation using high dimensional Gaussian ﬁlters.
Fu et al [13] integrate color contrast and color distribution for
saliency estimation. Shen et al [14] solve saliency detection
issue as a low rank matrix recovery problem. Margolin et al
[15] deﬁne patch distinctness as L1-norm in PCA coordinates
and combine with color distinctness. Cheng et al [16] mea-
sure saliency by hierarchical soft abstraction. Jiang et al [17]
integrate regional features by using random forest regressor.
Since contrast priors could be difﬁcult to distinguish
among similar colors occur in foreground and background,
other methods employ background smoothness priors that
consider image boundary as background, e.g. the geodesic
measure [18] and manifold ranking based technique [19]. Be-
sides, some other cues are employed, e.g. the Harris convex
hull [20, 21].
Observing the above, one recent trend for salient ob-
ject detection is to over-segment an input image into non-
overlapping regions. Techniques like Mean-shift [22] (used in
[10, 13, 14]), graph-based segmentation [23] (used in [11]) or
SLIC superpixel [24] (used in [12, 21, 20, 19]) are widely em-
ployed. These techniques are known to be useful since they
are able to eliminate some background noise and reduce com-
putation cost of saliency detection by treating each segment
as a processing unit. However, these pre-segmentation meth-
ods only take local color similarity into account, and clus-
ter pixels towards regions in a ﬁne-to-coarse fashion. Each
unit is only local and can hardly reﬂect any holism informa-
tion. By directly computing saliency with regions generated
by [22, 23, 24], it becomes difﬁcult to uniformly highlight
objects as different object parts may have different contrast
property. It often happens that detection results only concen-
trate on several highly discriminative parts but ignore the ob-
jects’ holism. This problem somewhat can be alleviated by
achieving a balanced pre-segmentation, which divides a de-
sired object into one single region. Unfortunately, it is hard to
generically control just right parameters, e.g. color bandwidth
in [22], k in [23] to achieve an ideal segmentation that trades
off between over- and under-segmenting desired objects.
Since segmentation is proved conducive to high qual-
ity saliency detection, it is crucial to choose an appropriate
segmentation method. In this paper, we provide some new
insights into this issue. Our work is inspired by spectral
segmentation [25, 26]. These methods analyze the smallest
eigenvectors of image’s graph Laplacian matrix in order to
obtain an unsupervised decomposition of an image into a col-
lection of hard segments. We consider that graph-based nor-
malized cut (N-cut) [25] could be better in providing good
segmentation hypotheses for salient object detection. N-cut
algorithm [25] aims at partitioning the graph into two parts
whereas salient object detection could also be deemed as a bi-
nary classiﬁcation problem (pixels are classiﬁed as “salient”
and “non-salient”). We show that if N-cut segmentation [25]
is moderately applied, it will drastically assist and facilitate
saliency detection. We propose a salient object detection
technique (namely spectral salient object detection, SS for
short) that is based on a novel hierarchical spectral partition-
ing framework. The proposed partitioning framework bene-
ﬁts the attribute of N-cut while attempts to keep the holism of
a salient object during segmentation.
Although there are other saliency detection approaches
(such as [2]) that involve the notion of “spectral”, most of
them aim at modeling human eye ﬁxation rather than detect
salient regions. A main discrepancy between [2] and the pro-
posed method is that, the former one models saliency from
the spectrum of the Fourier transform, whereas the latter one
is based on spectral segmentation techniques (e.g. [25, 26]).
2. NORMALIZED CUT: REVIEW
Normalized cut (or N-cut) proposed by Shi et al [25] normal-
izes the graph cut cost by using the total edge connections
towards all nodes in a graph. For a given graph G = (V,E)
(V for vertices and E for edges), N-cut aims to ﬁnd a cut that











u∈A, v∈B e(u, v) is the sum of edge
connection between A and B. Association assoc(A, V ) =∑
u∈A, t∈V e(u, t) is the connection sum between A and all
nodes. assoc(B, V ) is similarly deﬁned. Shi et al [25] proved
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(2)
subject to the constraint that yi ∈ {1,−b} and yTD1 = 0
(where 1 is the vector of all ones). The continuous solution to
the above problem is known as the second smallest eigenvec-
tor of the generalized eigen-system:
(D −W )y = λDy (3)
Input Cut Result GT Input Cut Result GT
Fig. 1. Examples from MSRA-1000 [10] for the single N-cut segmenta-
tion. Left: successful cases. Right: failure cases. Different colors indicate
different segments. GT represents ground truth mask.
In (3), W is the graph afﬁnity matrix and D is the diagonal
degree matrix s.t. Dii =
∑
j Wij . For more details, readers
are referred to [25].
Since N-cut can partition a graph into two balanced parts
(may be potential foreground and background) while mini-
mize the corresponding normalized cut cost, it could be bet-
ter exploited for pre-segmentation in salient object detection,
which as aforementioned may be treated as a binary classiﬁ-
cation problem. Here note N-cut has been exploited for unsu-
pervised foreground segmentation in a constrained parametric
manner [27]. However in our proposed method, such graph
partition is explored for a different purpose: the salient object
detection. Key differences to conventional purpose in seg-
mentation lie in:
• Fast and simple to use as a pre-processing mean for
other computer vision tasks.
• The outcome is a gray-level saliency map rather than a
binary hard segmentation.
Thus saliency detection enjoys much ﬂexibility.
3. PROPOSED METHOD
When bring N-cut algorithm [25] into saliency detection, two
issues remain to be tackled:
• Single N-cut segmentation is not always accurate for
images containing multiple concepts (Fig.1). It is not
reasonable to classify an image into two regions only.
Hence how to recursively partition the image mean-
while pop out salient parts as early as possible by using
a coarse-to-ﬁne manner remains to be solved.
• How to assign appropriate saliency values to parti-
tioned segments remains to be considered.
We will show how we tackle the above two problems in
the following subsections.
3.1. Coarse-to-Fine Spectral Partition
As a salient object is likely to exhibit unique appearance in
terms of color or texture with respect to its surroundings, a
low cut cost is required if one separates it from the remaining
Original






Fig. 3. Partitioning process and intermediate saliency maps generated by our method. Different colors indicate different segments. The last column shows
the integrated and reﬁned ﬁnal saliency maps. Note the saliency assignment of iteration 1 for the “bird” image is null as neither two segments pass criterion (i).
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Fig. 2. Spanning binary tree structure. In each iteration, we choose the seg-
ment with the lowest cut cost to continue partition. The green solid circles
indicate leaves (segments) generated in the current iteration. The superscript
denotes depth whereas the subscript denotes index. The red dot circles indi-
cate the pre-partitioned results. Cut cost values are shown in the boxes.
image. Motivated by this, we propose a hierarchical coarse-
to-ﬁne segmentation framework, which attempts to perform a
good saliency cut at each iteration.
We ﬁrst segment an input image using SLIC superpix-
els [24] (200 superpixels were used) and set out to construct
an initial graph G = (V,E) by treating superpixels as ver-
tices V and color similarity of adjacent superpixels (deﬁned
using exp(−γx), where x is color distance) as edges. We
also construct edges between two arbitrary superpixels that
touch image borders since they may belong to the same po-
tential background (the effect of this operation is shown in
the “bird” image in Fig.1). Regarding edges as afﬁnity, we
compute for the second smallest generalized eigenvector of
system (3). After this step, one may choose to obtain binary
indication values by thresholding the eigenvector using zero,
median or mean eigenvector value, or ﬁnding the splitting
point such that (2) has the best N-cut value [25]. Here we
choose the mean value since it provides sufﬁcient accuracy
and efﬁciency. Fig.1 shows several examples. Observing the
successful cases in Fig.1, one can see that N-cut may provide
guidance for saliency detection. On the other side, observ-
ing the failure cases in Fig.1, it could be found N-cut is not
omnipotent. It is worth noting that if bottom up segmentation
methods like [24, 23, 22] are employed to achieve the equally
successful performance in Fig.1, their parameters need to be
carefully and specially tuned for different images. In contrast,
N-cut explicitly separates an image into two discriminative
parts nearly without any parameter tuning, which reveals the
reason why we recommend N-cut.
In the following procedure, attempt is made to cut out a
salient object as early as possible, so that it can gain more
enhancement in the ﬁnal integration stage (will be shown in
3.3). In each iteration, we choose one region from those gen-
erated in the last iteration to implement N-cut (inspired by
the 2-way cut in [25]), where the corresponding sub-graph is
derived from G. As illustrated before, cutting out a salient
object requires a low cut cost (2). Thus a reasonable way is to
partition the part that requires the lowest cut cost, generating
a potential cut which may separate different concepts.
In case of cutting out unwanted small discriminative seg-
ments which are likely to belong to parts of a salient target
(e.g. arms of the jumping boy in Fig.3), we further penalize
a cut cost value (2) by dividing the corresponding superpixel
number (deemed proportional to region’s area) in a whole re-
gion. Such bi-partition procedure leads to binary spanning
tree structure (Fig.2) whose hierarchy stops until a manually
determined number of leaves (regions) are generated.
To elaborate on the function of such tree structure, it pro-
vides a coarse-to-ﬁne hierarchical segmentation. A salient ob-
ject is more likely to appear in a coarser level, e.g. the ﬂower
in Fig.2. Hence the accumulation effect of the hierarchy can
contribute to the enhancement of salient objects, as will be
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Fig. 4. Quantitative comparisons (Precision-Recall, F-measure, Mean Absolute Error) between our method (SS) and the state-of-the-art solutions on MSRA-
1000 [10], SOD [28] and SED [29]. The abbreviations have been listed at the beginning of Section 5.
described in 3.3.
3.2. Saliency Assignment to Each Segment
As the tree structure above only provides coarse-to-ﬁne seg-
mentation, it still remains unclear how salient each segment
is. In this section, we propose to use several criterion to assign
saliency value to each segment, e.g. {R11, R12} of iteration 1
and {R11, R23, R24} of iteration 2 in Fig.2.
Following the ﬁgure-ground segregation in Gestalt laws
[30], segments with the following properties are likely to be
perceived as ﬁgures:
(i) segments with closed boundaries (surroundedness).
(ii) segments highly differentiating from the “ground”.
Additionally, according to the statistical prior [31], human
occurs center bias when watching an image. Thus:
(iii) segments near image center are likely to be salient.
Jointly considering (i)-(iii), saliency level of Rmn is deﬁned:
Smn =
{
0 if lmn > 1
C(Rmn ) exp(α
∑K
k=1 ||cmn − cgroundk ||2) otherwise
(4)
According to (i), closed boundary indicates a segment
should not be cropped by any image borders (an image gets
four boarders). Let lmn be the number of borders a segment
touch. Considering special cases such as the half-length por-
trait in photography, we discard segments that touch more
than one image borders by setting Smn to zero.
According to (ii), we follow the observation that the bor-
der parts of an image are likely to be background [18, 19] and
regard color appearance of initial superpixels which touch im-
age borders as “ground unit” cgroundi (i = 1, 2, ...). Color dis-
crepancy between segment’s mean color cmn and its K most
similar “ground unit” {cgroundk }Kk=1 (K is set as one quarter
of the total boarder superpixel number) is computed. Func-
tion exp(αx) is used to further enhance the contrast.
According to (iii), we further incorporate in (4) the seg-






exp(||pi − pc||2/σ2) (5)
where pi is the location of pixel Ii and pc represents the image
center. The standard deviation σ is set to one third of the
longest dimension of the input image. In reality, computing
exponent in (5) pixel-wisely for each input is less efﬁcient.
Instead we ﬁrst load a Gaussian distribution saved off-line and
then resize it via interpolation to adapt to the input size. Mean
value in each segment is then computed by summing up the
pixel Gaussian value and dividing the region’s area |Rmn |.
3.3. Final Saliency Map Formulation
An integrated saliency map (vectorization form denoted by
s) is obtained by superpixel-wisely summing the intermedi-
ate saliency maps whose values are assigned to superpixels.
For this reference please see “Combined” in the last column
of Fig.3. Finally, the resulting map is further smoothed by
a graph based regularization procedure which minimizes the




(x− s)T (x− s) + μxTLx (6)
where x is the vectorized form of the ﬁnal saliency map, in
which each element indicates saliency of the corresponding
superpixel. Laplacian matrix L = D − W is derived from
the initial graph G. μ is a tradeoff between the data term
and the smoothing term (set to a large number, e.g. 1000, to
emphasize smoothing). In reality, we only need to compute
the closed-form solution obtained by differentiating (6):
Input CA FT LC HC RC SF LR GS HS PCA DRFI GC MR SS (Ours) GT
Fig. 5. Visual comparisons on MSRA-1000 [10]. The abbreviations have been listed at the beginning of Section 5.
x = (I + μL)−1s (7)
where I is the identity matrix. Fig.3 shows the intermedi-
ate partitioning results and the corresponding saliency assign-
ment. Our rationale for integration is that a salient object,
due to its global unique appearance, could pop out as early
as possible with the help of our coarse-to-ﬁne partitioning
framework. Besides, it is less reliable to adopt only one hi-
erarchy. In our system, we construct a tree structure with ten
leaves (9 iterations) to perform saliency detection. This is
found enough because usually an image may not contain too
many visual concepts.
4. EXPERIMENTS AND RESULTS
In this section, we compared the proposed scheme with sev-
eral state-of-the-art methods. Metrics: We compare in terms
of three metrics which are widely adopted: (a) Precision-
Recall (PR), (b) F-measure [10, 11, 19, 16, 12], (c) Mean
Absolute Error (MAE) [16, 12]. Datasets: Comparisons are
made on three datasets as suggested in survey [32], including
MSRA-1000 [10], SOD [28], SED [29] (contains two sub-
set: SED1 for 1 object and SED2 for 2 objects). Competi-
tors: We compare our technique (SS) with the state-of-the-art
salient region detection methods: CA (Context Aware) [8],
FT (Frequency Tuned) [10], LC (Luminance Contrast) [9],
HC (Histogram Contrast) [11], RC (Region Contrast) [11],
SF (Saliency Filter) [12], LR (Low Rank) [14], GS (Geodesic
Saliency) [18], HS (Hierarchical Saliency) [33], PCA [15],
DRFI (Discriminative Regional Feature Integration) [17], GC
(Global Cue) [16], MR (Manifold Ranking) [19]. Either code
or results of these techniques are publicly available.
Comparisons: The Precision-Recall curves generated by us-
ing ﬁxed threshold from 0 to 255 are shown in Fig.4. The
performance of our method is comparable to the most re-
cent state-of-the-art techniques HS [33], DRFI [17] and MR
[19]. Note our method achieves the best precision and F-
measure on MSRA-1000, the second best precision and F-
measure on SED1, and the highest precision on SED2. Be-
sides, ours achieves nearly equal performance to MR [19] on
SOD dataset, where DRFI [17] performs best due to its so-
phisticated learning-based feature integration strategy. The
MAE of our method is also comparable, i.e. second best on
MSRA-1000, SOD and SED2 and the third best on SED1.
Fig.5 shows the visual comparisons. Results generated by
our method are not only closer to the ground truth but also
more consistent with human perceptions. Notably, with the
assistance of N-cut [25], our method can handle images that
make the state-of-the-art methods less satisfactory, such as the
4th, 7th and 8th row in Fig.5. Note for the 8th row, the lion
presents very similar color with the rocky background.
Effect of Number of Segments: Fig.6 shows the perfor-
mance of SS on MSRA-1000 [10] when changing the seg-
ment number (i.e. iteration number+1). As exhibited in
Fig.6, only cutting an image into two pieces (using 1 itera-
tion) does not perform well enough, due to failure cases that
resemble those in Fig.1. The precision improves as segment
number increases. However, there is only marginal precision
improvement under low recall by increasing 10 segments to
20 segments. Note more iterations lead to more computation
of eigenvectors, which means more time cost (see Fig.6). As
a tradeoff between accuracy and efﬁciency, we choose 9 iter-
ations (10 segments) as default.
To further illustrate the beneﬁt of the N-Cut based parti-
tion, we also show the PR curve (Fig.6) of directly computing
saliency according to (4) and (5) on the initial superpixels (i.e.
without N-cut partition and integration). The performance de-
grades quickly when recall increases, reﬂecting the N-cut is
conducive to discovering object holism.
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Fig. 6. The performance of our method on MSRA-1000 dataset [10] when
changing the segment number (iteration number+1). Left: Precision-Recall
curves under varied segment numbers. Right: The corresponding running
time (for qualitative comparison) evaluated on Dual Core 2.6GHz PC with
3GB RAM using unoptimized Matlab code.
Limitation: As we use N-cut (a kind of balanced cut) to per-
form pre-segmentation, we indeed assume that desired salient
contents can be split out after certain hierarchy. Though our
method works well on highlighting big objects, we ﬁnd it less
satisfactory on detecting very small objects in complex scene
(because they often can not be cut out effectively by N-cut).
This most happens in SED2 where each image contains one
large and one small object. That is why our method performs
less better on SED2 in Fig.4. The underlying reason is that
it is still ill-posed to identify whether a small high-contrast
region is a background distracter or a single salient object by
using only bottom up cues.
5. CONCLUSION
We have proposed to use N-cut [25] as a pre-segmentation
technique for salient object detection, which helps effec-
tively discover the object holism. A coarse-to-ﬁne partition
framework is introduced and accompanied by incorporating
saliency measurement for segments based on Gestalt laws and
statistical prior. Our method achieves comparable results on
three widely used datasets with 13 state-of-the-art solutions.
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