Background {#Sec1}
==========

Genomic selection has been widely applied in dairy cattle breeding \[[@CR1]-[@CR5]\] and has started to be used in other livestock species \[[@CR6]-[@CR8]\]. The Illumina Chicken 60K SNP Beadchip is available \[[@CR9]\]; therefore, genomic selection has been taken into consideration in chicken breeding. Genomic selection makes it possible to select both genders accurately at an early stage of life. An analysis of the economic efficiency of genomic selection in dairy cattle, carried out by Schaeffer \[[@CR10]\], showed that genomic selection can increase genetic gain per year by a factor of two, while saving up to 90% of the cost for maintaining bulls, compared with a conventional breeding scheme. However, the large benefit of genomic selection for dairy cattle is mainly caused by a large reduction of generation interval. This would not be the case for other animals, such as broilers. On the other hand, chicken breeding may benefit from increasing the accuracy of genomic selection, especially for traits that are difficult or costly to measure.

Carcass traits are very important traits for broiler chickens. However, carcass traits cannot be directly measured from breeding candidates. Therefore, indirect measures are usually used as indicator traits, for example, using ultrasound measurement of breast meat to predict actual weight of breast meat. Breeding values of carcass traits predicted using the indirect measurements could be inaccurate. With genome-wide dense markers, it is possible to predict breeding values accurately, based on direct measurements of carcass traits from a reference population. Recently, some studies on genomic selection in chickens have been carried out \[[@CR11]-[@CR13]\]; however, none of these studies dealt with direct measures of carcass traits.

In general, Chinese local breeds, are characterized by high meat quality and rich flavor, which meet popular demand in China. Major breeds of Chinese local chickens have yellow beak, yellow feather and yellow claw, and therefore they are named Chinese triple-yellow chickens. However, slow growth is another characteristic of Chinese local breeds. Cross-breeding is often used to breed synthetic lines in chickens \[[@CR14],[@CR15]\]. In the current study, a new crossbred line with fast growth, high meat quality and rich flavor was bred from a local line and a commercial line. Crossbred lines usually originate from a small number of founder birds. The new lines have few phenotypic records, making it difficult to obtain highly accurate EBV using conventional best linear unbiased prediction (BLUP).

The accuracy of genomic prediction is key to the successful application of genomic selection. A number of statistical models have been proposed to predict genomic values \[[@CR16]-[@CR21]\], among which genomic best linear unbiased prediction (GBLUP) models and Bayesian variable selection or variable shrinkage models have been widely used. The main differences between these models are assumptions concerning distributions of genomic marker effects. GBLUP models assume that effects of all markers are normally distributed with the same variance \[[@CR17]\]. Bayesian variable shrinkage and selection models assume that variances of marker effects are different of which the Bayesian least absolute shrinkage and selection operator (BayesLASSO) assumes that effects of all markers follow a double exponential distribution \[[@CR18]\], and Bayesian mixture models assume that most markers have null or very small effects, and a small number of markers have large or moderate effects \[[@CR2],[@CR16],[@CR22],[@CR23]\].

Accuracy of genomic prediction is greatly dependent on the size of reference population and effective population size. Larger reference population provides more information of phenotypic records , and smaller effective population size leads to smaller effective number of loci \[[@CR24]\]. Therefore larger reference population and small effective population size would give higher accuracy of genomic prediction \[[@CR24]-[@CR26]\]. However, for some newly established lines which are originated from a small number of foundation animals, both the effective population size and reference population sizes are usually small. An important question is whether such population can get benefit from genomic selection.

The main objective of this study was to investigate the accuracy of genomic selection for a population with small effective population size but also small reference population. Genomic prediction was performed for two growth traits and three carcass traits, using GBLUP, BayesLASSO and Bayesian mixture models, based on data from a Chinese triple-yellow chicken population, which had a small number of foundation animals and only had records from the F~2~ generation.

Results {#Sec2}
=======

Estimates of genetic parameters based on the full phenotypic data (all records used) are presented in Table [1](#Tab1){ref-type="table"}. Estimates of heritability (proportion of additive genetic variance to phenotypic variance) were 0.26 and 0.13 for body weight at the 6^th^ week (BW6) and at the 12^th^ week (BW12), and were 0.44, 0.39 and 0.39 for eviscerating percentage (EP), breast muscle percentage (BMP) and leg muscle percentage (LMP), respectively.Table 1**Estimates of genetic parameters using a model incorporating a pedigree**-**based relationship matrix and based on the full dataTrait** ^**1**^$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\boldsymbol{\upsigma}}_{\mathbf{a}}^{\mathbf{2}} $$\end{document}$***h*** ^***2***^BW63044.508579.900.26 ± 0.13BW1210433.8667520.650.13 ± 0.09EP1.381.760.44 ± 0.14BMP0.831.290.39 ± 0.14LMP0.901.410.39 ± 0.13^1^ *BW*6 = body weight at 6th weeks; *BW*12 = body weight at 12th weeks; *EP* = eviscerating percentage; *BMP* = breast muscle percentage; *LMP* = leg muscle percentage.

Table [2](#Tab2){ref-type="table"} shows the correlations between corrected phenotypic values and the predictions for the birds based on the data pooled over the four folds of validations, more results in each fold are presented in Additional file [1](#MOESM1){ref-type="media"}: Table S1. The correlations in the validation scenario of family sampling (ValFamily) reflected the accuracies of predictions for the candidates when neither they nor their half/full sibs have phenotypic records. In contrast, the correlations in the validation scenario of random sampling (ValRandom) reflected the accuracies of predictions for the candidates without records; however, their half/full sibs may have phenotypic records.Table 2**Correlations between corrected phenotypic values and genomic predictions for the birds in the test sets assessed by cross**-**validationTrait** ^**1**^**BLUPGBLUPBayesLASSOBayesMix4**Family sampleBW6−0.078^a^0.448^b^0.449^b^0.463^b^BW120.014^a^0.449^b^0.452^b^0.468^b^EP−0.009^a^0.252^b^0.255^b^0.239^b^BMP0.092^a^0.251^a^0.251^a^0.254^a^LMP0.152^a^0.188^a^0.183^a^0.176^a^Mean0.0340.3180.3180.320Random sampleBW60.194^a^0.525^b^0.525^b^0.536^c^BW120.107^a^0.487^b^0.487^b^0.506^c^EP0.313^a^0.395^c^0.394^c^0.390^b^BMP0.237^a^0.313^b^0.312^b^0.333^c^LMP0.326^a^0.430^c^0.430^c^0.428^b^Mean0.2360.4300.4300.439^1^ *BW*6 = body weight at 6th weeks; *BW*12 = body weight at 12th weeks; *EP* = eviscerating percentage; *BMP* = breast muscle percentage; *LMP* = leg muscle percentage.^a-c^Within a row, estimates without a common superscript differ significantly (P \< 0.05), according to paired t test.

As shown in Table [2](#Tab2){ref-type="table"}, the accuracies of the predictions in ValFamily were lower than those in ValRandom for all traits. Moreover, the accuracies of genomic estimated breeding value (GEBV) were much higher than those of conventional EBV. The superiority of genomic prediction over conventional prediction was more pronounced in ValFamily, where the accuracies of EBV were close to zero for most traits because there was no information from close relatives of the candidates. Averaged over the five traits, the accuracy of EBV was 0.034 and the accuracy of GEBV from GBLUP was 0.318 in ValFamily. The accuracies were 0.236 and 0.430 for EBV and GEBV, respectively, in ValRandom.

In general, GEBV predicted by GBLUP and BayesLASSO had similar accuracies (Table [2](#Tab2){ref-type="table"}), while BayesianMix4 predict GEBV slightly more accurate than GBLUP and BayesLASSO for BW6, BW12 and BMP while less accurate for LMP in the ValRandom scenario. Averaged over the five traits, the accuracies were 0.318, 0.318 and 0.320 for GBLUP, BayesLASSO and BayesMix4, respectively, in the ValFamily scenario, and were 0.430, 0.430 and 0.439 in the ValRandom scenario.

The statistic power of the accuracies from the three genomic prediction models were acceptable (P \> 0.85) for all five traits in both validation scenarios. But the statistic powers of the accuracies from the conventional model were unacceptable (P \< 0.85) for all traits in the ValFamily scenario. The differences between the three genomic prediction models and conventional model were significant (P \< 0.05) for all traits in the ValRandom scenario, and were significant for BW6, BW12 and EP in the ValFamily scenario. Although the differences between accuracies of predictions from conventional and genomic prediction models were larger in ValFamily scenario than in ValRandom scenario, the differences for BMP and LMP were not statistically significant in ValFamily scenario. This could be resulted from larger sampling error in ValFamily scenario. In this scenario, the individual within a fold are strongly related, consequently reducing effective sample size and increasing sampling error. It was also reflected by a large variation in correlations between folds in ValFamily scenario (Additional file [1](#MOESM1){ref-type="media"}: Table S1). The differences between the three genomic prediction models were not significant for all traits in the ValFamily scenario. The differences between GBLUP and BayesLASSO were not significant in the ValRandom scenario.

The accuracies of the genomic predictions based on the full phenotypic data were also investigated. As shown in Table [3](#Tab3){ref-type="table"}, the correlations between GEBV and corrected phenotypic values were higher than those between EBV and the corrected phenotypic values for BW6, BW12 and LMP. This indicated that genomic prediction was more accurate than conventional pedigree-based prediction for the three traits, even in cases where the candidates had their own phenotypic records. The correlations between GEBV and the corrected phenotypic values were lower than those between EBV and the corrected phenotypic values for EP and BMP. However, the correlations for carcass traits were less meaningful in practical breeding because these traits cannot be directly measured in breeding candidates.Table 3**Correlations between corrected phenotypic values and predictions obtained from the analysis of the full dataTrait** ^**1**^**BLUPGBLUPBayesLASSOBayesMix4**BW60.7720.9080.9050.891BW120.6430.8960.8930.873EP0.8720.8130.8140.837BMP0.8660.7890.7950.808LMP0.8380.8760.8780.889Mean0.7980.8570.8570.860^1^ *BW*6 = body weight at 6th weeks; *BW*12 = body weight at 12th weeks; *EP* = eviscerating percentage; *BMP* = breast muscle percentage; *LMP* = leg muscle percentage.

As shown in Table [4](#Tab4){ref-type="table"}, in ValFamily, the regression coefficients for LMP were far from one for all models (ranging from 0.506 to 0.595), but close to one for the other four traits. In ValRandom, the regression coefficients for all traits were close to one. The regression coefficients were almost identical for GBLUP and BayesLASSO in the two scenarios. Compared with these models, BayesMix4 led to genomic predictions with less bias for BW6 and BW12, but genomic predictions with larger biases for the other three traits.Table 4**Regression coefficients of the corrected phenotypic values for the genomic predictions of the birds in the test sets during cross**-**validationTrait** ^**1**^**BLUPGBLUPBayesLASSOBayesMix4**Family sampleBW6−1.0641.0791.0781.007BW120.2651.1861.1941.071EP−0.0801.0271.0220.893BMP0.5071.0341.0050.819LMP1.4240.5950.5690.506Mean Dev.^2^0.9590.1460.1460.172Random sampleBW60.8451.0451.0461.015BW120.6861.0541.0541.008EP0.9140.9640.9560.890BMP0.8960.9610.9480.863LMP0.9710.9550.9530.897Mean Dev.^2^0.1380.0440.0490.075^1^ *BW*6 = body weight at 6th weeks; *BW*12 = body weight at 12th weeks; *EP* = eviscerating percentage; *BMP* = breast muscle percentage; *LMP* = leg muscle percentage.^2^Mean of absolute deviation from 1 for regression coefficient.

Discussion {#Sec3}
==========

The accuracy of genomic prediction {#Sec4}
----------------------------------

This study investigated the performance of genomic predictions in Chinese triple-yellow chickens, using a reference population of F~2~ birds. Four-fold cross-validation showed that, averaged over two growth traits and three carcass traits, the accuracy of GEBV was about 0.285 higher than EBV in ValFamily, and 0.197 higher than EBV in ValRandom. For LMP and the two growth traits, even for the birds that had their own records, the accuracy of GEBV was higher than that of EBV.

A number of previous studies have reported that genomic evaluation is more accurate than conventional genetic evaluation, for example in dairy cattle \[[@CR2],[@CR5],[@CR27]\], beef cattle \[[@CR28]-[@CR30]\], pigs \[[@CR6],[@CR31],[@CR32]\] and sheep \[[@CR8],[@CR33]\]. In chickens, genomic evaluation increased accuracies by up to 100% for selection at an early age and by up to 88% for selection at a later age for egg production in layer chickens \[[@CR34]\]. The accuracy of GEBV was almost 50% higher than EBV for ultrasound measurement of breast meat in broiler chickens \[[@CR13]\].

The current study was based on the data from F~2~ birds from a newly established line with a small base population; therefore, the number of phenotypic records was small. Although the training data in the cross-validation was small (381--385 birds), the results showed that the accuracies of the predictions were relatively high, considering the size of the training data. This could be attributed to the small effective population size in this line. If the effective population size is small, it is expected that animals will share larger chromosome segments and the genomic predictions will be more accurate. The influence of the effective population size on the accuracy of genomic prediction has been demonstrated in some studies \[[@CR24],[@CR26]\]. In addition, the data in this study came from F2 population. The F2 population is a structured population where chromosomes are inherited in large segments. Genomic prediction in F2 population would be more accurate than outbred populations due to long-range linkage disequilibrium. The results of the present study indicate that for a new line originating from a small number of foundation birds from genetically different origins, genomic selection would be much better than conventional selection.

Genomic selection greatly benefits the traits that are difficult to be measured or cannot be directly measured when the animals are selected. As shown in this study, the gain from genomic prediction was relatively small when the animal had own records (Table [3](#Tab3){ref-type="table"}), while relatively large when the animal did not have own records (Table [2](#Tab2){ref-type="table"}). In chicken, birds have got records of growth but do not have records of carcass traits at the time of selection. Therefore, the benefit from genomic prediction would be larger for carcass traits than for growth traits.

Almost all the regression coefficients of corrected phenotypic values on GEBV were close to one in both ValFamily and ValRandom, except the ones for LMP in ValFamily which were far from one for all models, indicating a serious inflation of GEBV for LMP in this scenario. The reason for this unexpected regression coefficient is not clear. One possible reason could be that markers may fit part of noise, consequently reducing accuracy of GEBV (lowest for LMP in ValFamily scenario) and regression coefficient (inflating variance of GEBV). An inflation of GEBV is common phenomenon in genomic prediction \[[@CR27],[@CR35]\] caused by a number of factors. It needs further studies to detect the real reason for the inflation of GEBV for LMP in ValFamily scenario.

Relationship between the predicted animals and the training animals {#Sec5}
-------------------------------------------------------------------

One of the factors influencing the accuracy of genomic prediction is the relatedness between the predicted animals and the training animals. In most studies \[[@CR5],[@CR7],[@CR12],[@CR36]\] of the accuracy of genomic prediction, validation is usually performed by taking younger animals as the test data, because this is consistent with the real life scenario: parents have performance records, but the candidates only have genotype information at the time of selection. In some studies \[[@CR2],[@CR33],[@CR37],[@CR38]\], cross-validation was used to estimate the accuracy of genomic prediction when the data set was small or a specific focus was required. In the present study, a 4-fold cross-validation was carried out under two scenarios. The results showed that the accuracy of the genomic predictions in ValRandom was 0.114 higher than the predictions in ValFamily, averaged over the five traits in the analysis. This was because the animals in the test data set had half/full sibs in the training data in the ValRandom scenario, but not in ValFamily. The results were similar to those of previous studies on the effect of relatedness on the accuracy of genomic predictions. For example, the studies by Legarra et al. \[[@CR39]\] and Kapell et al. \[[@CR38]\] in mice, the study by Saatchi et al. \[[@CR28]\] in beef cattle and the study by Gao et al. \[[@CR23]\] in dairy cattle. These results indicated that the validation accuracy is greatly influenced by how the training and test data are created in the design of the validation study. An ideal validation procedure should be highly consistent with the real breeding scheme. However, it is often limited by the structure of the data in hand. It could be argued that the accuracy of GEBV is underestimated in ValFamily and overestimated in ValRandom, because in general sires (may be also dam) of candidates are in the reference population (not the case in ValFamity) while sibs are not in the reference population (the case in ValRandom). Considering the real scenario of chicken breeding, the true accuracy is expected to be between the accuracies in the two scenarios for the fives traits in the present population, based on training data of such a small size.

Models for genomic predictions {#Sec6}
------------------------------

A number of previous studies have been carried out that compared statistical models for genomic prediction. In general, simulation studies with the assumption that few QTLs account for a large proportion of the additive genetic variance have shown that the predictive ability of Bayesian variable shrinkage and variable selection models are superior to linear BLUP models \[[@CR16],[@CR40],[@CR41]\]. However, studies in dairy cattle populations have reported that linear BLUP models perform as well as Bayesian models for most traits \[[@CR4],[@CR5]\].

In the current study, GBLUP and the BayesLASSO produced genomic predictions of similar accuracies. None of these three models showed a consistently better performance for carcass traits; however, the differences among these models were very small (less than 0.01). BayesMix4 performed slightly better than the other models for growth traits. The results were similar to those obtained in other farm animals. For example, Ostersen et al. \[[@CR32]\] compared a GBLUP model, a BayesLASSO model and a Bayesian mixture with two normal distributions, and found no differences between the three models in terms of the accuracy of genomic prediction in Duroc pigs. Gao et al. \[[@CR23]\] compared models for genomic prediction in a Nordic Holstein population, and reported that GBLUP and the BayesLASSO had similar predictive abilities, and that BayesMix4 performed slightly better than the other models. The authors suggested that a mixture model with four normal distributions representing the prior distribution of SNP effects could better describe the distribution of true SNP effects than a mixture model with two normal distributions.

Some studies \[[@CR42]-[@CR44]\] reported that a model including a residual polygenic effect increased the accuracy of genomic prediction, because markers might not account for all the additive genetic variation. However, in mice, Legarra et al. \[[@CR39]\] reported that a model including marker effects and polygenic effects had a poorer predictive ability than a model including marker effects only. The authors argued that polygenic genetic values and "marker-explained" global genetic values are expected to be very collinear, leading to poor quality estimation. In the present study, an additional analysis showed a genomic prediction model including polygenic effects did not improve the accuracy of the prediction (results not shown). This implied that the markers on the 60K chip accounted for almost all the additive genetic variation of the population.

Conclusions {#Sec7}
===========

The results of this study show that in a breed with small effective population size, accurate GEBV can be obtained from a relatively small reference population. Moreover genomic prediction is a feasible approach for accurate selection in chicken breeding programs, especially for the traits which are difficult to be measured such as carcass traits.

Methods {#Sec8}
=======

Ethics statement {#Sec9}
----------------

The Animal Care Committee of the Institute of Animal Science, Guangdong Academy of Agricultural Sciences (Guangzhou, People's Republic of China) approved the current study (Approval No. GAAS-IAS-2009-73).

Population and data {#Sec10}
-------------------

The birds in this study came from a population of a three-generation intercross between the "High Quality chicken LineA" (HQLA) and the Huiyang Beard chicken (HB), as described in Sheng et al. \[[@CR45]\]. The HQLA line is a commercial line, which has been under selection for fast growth for more than 10 generations, while maintaining good meat quality. The HB line is a local Chinese breed, which is characterized by slow growth and high meat quality. In this study, 582 genotyped birds were used, comprising 20 F~0~ individuals, 51 F~1~ birds, and 511 F~2~ birds, which came from 8 half-sib families.

The birds were genotyped using the Illumina Chicken 60K SNP Beadchip \[[@CR9]\] by DNA LandMarks Inc., Saint-Jean-sur-Richelieu, Canada. Deleting the SNP markers that had a call rate less than 95%, Gentrain scores less than 0.6, or a minor allele frequency less than 0.01 comprised the quality control. After this screening, a high quality set of 46,672 SNP markers was retained.

During the first 5 weeks of life, the birds were kept with group cages by hatch, and were provided with a starter feed (2,900 kcal of ME/kg and 200 g/kg of CP). From 6th to 13th week, all birds were housed in single cages, and provided with a grower feed (2,950 kcal of ME/kg and 180 g/kg of CP). The birds had free access to feed and water. The breeding facility supplied 24-hour lighting. A water curtain system was used to adjust the temperature.

Traits measured in the analysis included BW6, BW12, EP, BMP, and LMP. Table [5](#Tab5){ref-type="table"} shows the mean and standard deviation of the five traits for the 511 F~2~ animals.Table 5**Descriptions of the phenotypic dataTrait** ^**1**^**No. of recordsMeanStandard deviation**BW6511802.33133.58BW125112027.06360.27EP51166.571.82BMP51117.401.43LMP51123.732.57^1^ *BW*6 = body weight at 6th weeks; *BW*12 = body weight at 12th weeks; *EP* = eviscerating percentage; *BMP* = breast muscle percentage; *LMP* = leg muscle percentage.

Statistical analysis {#Sec11}
--------------------

Conventional EBV was predicted using a BLUP model. Genomic breeding values were predicted using a GBLUP model, a Bayesian Lasso model and a Bayesian mixture model.

### BLUP model {#Sec12}

The BLUP model \[[@CR46]\] to predict conventional EBV was:$$\documentclass[12pt]{minimal}
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where y is the vector of the observations, b is the vector of the fixed effect (sex and hatch), X is the incidence matrix of b, a is the vector of additive genetic effects of the birds in the pedigree, Z is the incidence matrix of a, and e is the vector of the residuals. It was assumed that a \~ N $\documentclass[12pt]{minimal}
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### GBLUP model {#Sec13}

The GBLUP model \[[@CR19]\] used to predict GEBV was as follows:$$\documentclass[12pt]{minimal}
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where the definitions of y, b, X, and e are the same as those in the BLUP model, u was the vector of additive genetic effects of genotyped individuals and Z was the incidence matrix of u. It was assumed that u \~ N $\documentclass[12pt]{minimal}
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### Bayesian LASSO model (BayesLASSO) and Bayesian mixture model (BayesMix4) {#Sec14}

In the Bayesian analysis, the effects of SNPs were estimated using the following model:$$\documentclass[12pt]{minimal}
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where q was the vector of random SNP effects, M was the matrix of genotype indicators, and y and e are the same as in the GBLUP model. The difference between BayesLASSO \[[@CR18]\] and the BayesMix4 \[[@CR23]\] is the assumption on the prior distribution of SNP effects. The BayesLASSO assumes that the effects of all SNPs follow a double exponential distribution.$$\documentclass[12pt]{minimal}
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where k was the number of markers, λ was a rate parameter that was sampled from a uniform distribution.

BayesMix4 assumes that the distribution of marker effects is a mixture of four normal distributions. In the current study, mixing proportions in this distribution were taken as known and set to π~1~ = 0.889, π~2~ = 0.1, π~3~ = 0.01 and π~4~ = 0.001, where π~1~ was the proportion of the distribution with the smallest variance, and π~4~ was the proportion of the distribution with the largest variance \[[@CR23]\].

GEBV of individual i was defined as $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\widehat{q}}_j $$\end{document}$ was the estimated effect of marker j, and m~ij~ was the genotype of marker j for individual i, and k was the number of markers. The DMU package \[[@CR47]\] was used to analyze the BLUP and GBLUP models. Variance components were estimated implementing the average information restricted maximum likelihood algorithm \[[@CR48]\], using a linear mixed model in the same form as the BLUP model. The Bayesian analysis was run with a single chain of 50,000 cycles. The first 20,000 cycles were discarded as the burn-in period, and each 20^th^ sample of the remaining 30,000 samples was saved for posterior analysis. The BayZ package (<http://www.bayz.biz/>) performed the analysis of the Bayesian models.

Cross-validation {#Sec15}
----------------

Two scenarios of 4-fold cross-validation were used to evaluate the accuracy of the genomic predictions. In the first scenario, the 8 half-sib families were divided into four subsets of similar sizes, i.e., a family sample, such that individuals in one subset did not have any half-sibs or full-sibs in the other subsets. In each fold of cross-validation, one of the four subsets was used as the test data, where the phenotypic values were masked during genomic prediction; the remaining three subsets were used as the training data. In the second scenario, 511 individuals were randomly split into four subsets, i.e., a random sample. As in the scenario of the family sample, in each fold of validation, one subset was used as the test data and the other three subsets were the training data. The numbers of birds in the test and training data sets for each fold of validation are shown in Table [6](#Tab6){ref-type="table"}.Table 6**Number of birds in the training and test data sets of the 4**-**fold cross**-**validation in the scenarios of family sample and random sampleDataTraining dataValidating data**Family_fold1381130Family_fold2383128Family_fold3385126Family_fold4384127Random_fold1383128Random_fold2383128Random_fold3383128Random_fold4384127

The accuracy of GEBV was assessed by the correlation between GEBV and corrected phenotypic value (y~c~), where y~c~ was defined as the original phenotypic value corrected for fixed effects (sex and batch effects) which were estimated using the conventional BLUP model based on the full dataset, i.e., y~c~ = y -- sex effect -- batch effect.

Power analysis \[[@CR49]\] was implemented to test the differences between correlation coefficient and zero at a level of Alpha =0.05. Power is the ability to find a statistically significant difference when the null hypothesis is in fact false, defined as 1-β, where β is the type II error rate. In this study Alpha (the Type I error rate) was set at 0.05 and power at 0.85 was accepted. As population size is increase, the power is also increase. To improve statistic power, the data pooled over the four folds of validations was used to calculate the correlation coefficients.

Paired t test \[[@CR50]\] was used to compare these prediction models based on the correlation of each fold. The paired t test was performed by treating a fold as a subject and taking a pair of correlation coefficients for the fold from two models as a matched pair of observations. T value was calculated by follow formula, $\documentclass[12pt]{minimal}
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Regression of y~c~ on GEBV was used to measure the lack of bias of GEBV. The regression would not differ significantly from one if GEBV was an unbiased estimate of the true breeding value \[[@CR36]\]. The analyses are performed using R 2.15.0 package (<http://www.r-project.org/>).

Additional file {#Sec16}
===============

Additional file 1: Table S1.Correlations between corrected phenotypic values and genomic predictions for the birds in the test sets.
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