Abstract-Diagnosis of epilepsy based on visual inspection of electroencephalogram (EEG) abnormalities is an inefficient, time-consuming, and expert-centered process. Moreover, the diagnosis based on ictal epileptiform events is challenging as the ictal patterns are infrequent. Consequently, the development of an automated, fast, and reliable epileptic EEG diagnostic system is essential. The interictal epileptiform discharges (IEDs) are recurring patterns that are highly suggestive of epilepsy. In this paper, we propose an epileptic EEG classification system based on IED detection. The proposed system comprises of three modules: pre-processing, waveform-level classification, and EEG-level classification. We employ a Convolutional Neural Network (CNN) for waveform-level classification and a Support Vector Machine (SVM) for EEG-level classification. We evaluated the proposed system on a dataset of 156 EEGs recorded at Massachusetts General Hospital (MGH), Boston. The system achieved a mean 4-fold classification accuracy of 83.86% for classifying EEGs with and without IEDs.
I. INTRODUCTION
Epilepsy refers to a group of chronic brain disorders which are characterized by unpredictable, recurrent seizures. It is the fourth most common neurological disorder according to the Epilepsy Foundation [1] . Approximately, 65 million people in the world are affected by epilepsy [2] . An electroencephalogram (EEG) is a recording of the electrical signals produced by the brain, with the help of electrodes placed on the scalp. Currently, epilepsy is widely diagnosed by monitoring the occurrence of seizures. However, the seizure events are infrequent [3] and the diagnosis tends to be timeconsuming. Interictal epileptiform discharges (IEDs) that appear in the EEG are suggestive of epilepsy. The IEDs are quite frequent in comparison with seizures. IEDs are further categorized into sharp waves, spikes, spike-wave complexes, and polyspike-wave complexes [4] . Our research primarily focuses on spikes and spike-wave complexes. Spikes are classic biomarkers that play an important role in the diagnosis of epilepsy, prediction of seizure recurrence, and in prescribing an appropriate treatment. In current clinical practice, the epileptiform spikes are visually identified by neurologists. This process is manual, tedious, and time-consuming. Moreover, the inter-rater agreement between neurologists over EEG interpretation is low [5] . Spike detection is a difficult task as the spikes exhibit a huge morphological variation across patients. Moreover, there is no standard definition for spikes [6] . Consequently, the reliability of the diagnosis heavily depends on the experience and expertise of the neurologists. Several methods have been tested to develop reliable automated spike detection systems in the literature [7] . None of these methods are universally agreed upon as they have not been validated on a sizable dataset. An automated spike detection system is highly beneficial for the clinical assessment and treatment of epilepsy. Often, the neurologists are not concerned about the number of spikes identified for diagnosing epilepsy. Consequently, the EEGlevel classification (whether it is epileptic or non-epileptic) is more important in comparison with detecting spikes.
We propose an automated EEG classification system to detect epileptic EEGs based on IEDs. The system comprises of three major modules: preprocessing, waveform-level classification, and EEG-level classification. The pre-processing module performs the necessary filtering, normalization, and configures the EEG montage. The waveform-level classification module detects the various IED patterns in the EEG signal. The EEG-level classification module is developed based on the output of the waveform-level classification to identify epileptic EEGs. We employ a Convolutional Neural Network (CNN) [8] for waveform-level classification and a Support Vector Machine (SVM) [9] with Gaussian kernel for EEG-level classification. CNN-based systems have shown superior performance for detecting patterns in EEG for various applications such as Brain-Computer Interfaces (BCIs) [10] , spike detection systems [11] , etc. Deep learning techniques are generally data-hungry and have been shown to achieve superior performance when evaluated with a sizable dataset. SVM classifiers have been shown to perform well amongst the traditional classifiers. Considering the small input dataset size for EEG-level classification, we employ an SVM classifier. We achieved a mean 4-fold classification accuracy of 83.86% for identifying EEGs with and without IEDs.
In Section II, we elaborate on the patient data and the various methods applied in the study. In Section III, we illustrate and discuss the results achieved for the proposed EEG classification system. In Section IV, we provide conclusions and ideas for future research.
II. METHODS

A. Scalp EEG
In this study, we analyzed 30-minute EEG recordings of 156 subjects (93 epileptic patients with annotated IEDs and 63 spike-free EEGs). The data was recorded with the International 10-20 electrode system at Massachusetts General Hospital (MGH), Boston. The data is down-sampled to 128 Hz after applying an anti-aliasing FIR lowpass filter. We applied two filters: an IIR notch filter of 60 Hz to remove the electrical interference, and a 1 Hz high pass-filter to remove the baseline fluctuations. The Common Average Referential (CAR) montage is employed. We analyzed the system with a set of 18,164 spikes that were cross-annotated by two neurologists. Each spike was extracted as a 500-millisecond waveform (64 samples). The duplicates of the annotated spikes from the adjacent channels were removed before extracting the background waveforms. The background waveforms were also extracted as 500-millisecond waveforms with an overlap of 75%.
B. EEG Classification system
We propose the development of a robust, fast and efficient EEG classification system with three modules: preprocessing, waveform-level classification, and EEG-level classification. The block diagram of the proposed system is illustrated in Fig. 1 .
C. Pre-processing
The pre-processing module converts the data from the EEG recording system into the EEG classification system input format. This module performs the following tasks:
1) Down-sampling the data to 128 Hz.
2) Filtering to remove the power-line interference and baseline drifts. 3) Configuring the montage (here we apply CAR montage).
D. Waveform-level classification
The waveform-level classification module was trained to detect epileptiform transients in the EEG. Here the classification problem is to identify a waveform as a spike or a background (the non-spike EEG waveforms are categorized as backgrounds). The classification problem is heavily classimbalanced. The typical ratio between the positive class (spikes) and the negative class (backgrounds) is 1:1250. We employ a Convolutional Neural Network (CNN)-based system for waveform-level classification [8] .
The CNN system was developed using Tensorflow 1.2.1 [12] with a K40 Tesla graphical processing unit (GPU) on Ubuntu 16.04. The optimal hyperparameters of the CNN are evaluated by applying a nested cross-validation on the training set. The parameters of the implemented CNN are detailed in Table I . We employ different techniques to optimize the network and to prevent overfitting, namely, dropout, batch processing, balanced training, and nested cross-validation to determine the stopping criteria. In dropout, the weights of a certain percentage of the fully connected layer were dropped at each iteration to prevent overfitting. We applied balanced training (spike is to background ratio is maintained as 1:1) to prevent negative class overfitting due to the classimbalance. In batch processing the ratio is maintained as 1:1, but the background set is each time replaced after a particular number of iterations. This training scheme yields better sensitivity and precision for detecting IEDs. Next the hyperparameters and the training termination criteria of the CNN system are evaluated by applying a nested crossvalidation on the training set. The classifier training and validation contain 80% and 20% of the data respectively. We also optimized the training process by improving the quality of the background set applied for training. Training termination criteria Until the validation error saturates
E. EEG-level classification
The EEG-level classification system predicts whether the EEG contains contain IEDs by analyzing the output of waveform-level classification. We implemented this module by means of a Support Vector Machine (SVM) [9] with Gaussian kernel. The input feature vector for SVM is extracted from the output of the CNN-based spike detection Fig. 1 . The basic structure of the proposed EEG classification system. system. The SVM was implemented with scikit-learn [13] on Ubuntu 16.04. The different parameters of the SVM were optimized by performing a nested cross-validation on the training set.
F. Approach
We divide the MGH epileptic dataset (93 patients) into four folds, randomly, by keeping the distribution of EEGs based on spike frequency similar. The fold details are shown in Table II . We applied two folds of epileptic EEG for the waveform-level CNN training, one fold for EEG-level classification SVM training, and one fold for evaluating the trained system. The spike-free EEGs are only applied for the EEG-level classification training and testing. We employed 32 spike-free EEGs for training and the remaining 31 for testing. We have 6 different combinations of folds (A-F) for waveform-level classification and 12 combinations of folds for EEG-level classification (A1, A2, B1, B2, . . . , F2) . 
III. RESULTS
The waveform-level classification CNN results are presented in table III. The CNN system achieved a mean AreaUnder-Curve (AUC) value of 0.935 and a mean precision of 0.55 for a sensitivity of 80%. The sensitivity-precision curves for the different fold combinations are presented in Fig. 2 . The various studies for spike detection available in the literature employ different datasets as well as provide different evaluation measures. This makes the comparison with the previous studies in the literature difficult. The performance of our CNN spike detector is superior to most of the previous studies in the literature [7] , [14] , [15] . Moreover, we have evaluated the system on a sizable database of spikes, whereas most of the studies in the literature are performed on a smaller set of spikes. Mean precision for sensitivity of 80% 0.55 Table IV . In Fig. 3 we show the scatter plot between the two most salient features, i.e., the fraction of CNN outputs between [0.45-0.5) and [0.9-0.95) for combination A. The plot indicates that the two classes, EEGs with and without IEDs, are reasonably separable by the current system. We achieved a mean EEGlevel classification accuracy of 83.86% over the 12 different combinations of folds. Most of the studies in the literature are limited to epileptic spike detection. Classification of EEGs based on the interictal epileptiform activity is a relatively novel concept. Altunay et al. has presented a similar study in [16] by applying a linear prediction filter to classify EEGs based on IEDs. The system is reported to have achieved a sensitivity of 95%, but a direct comparison cannot be made as the study was conducted with intracranial EEG data of 5 patients. 
IV. CONCLUSIONS
In this study, we present preliminary results for an automated EEG classification system developed to classify EEGs with and without IEDs. It comprises of three main modules: pre-processing, waveform-level classification (CNN), and EEG-level classification (SVM). Our system has achieved a mean 4-fold cross-validation accuracy of 83.86% by testing it on a sizable database of 156 subjects. This system may aid neurologists to diagnose epilepsy efficiently. In our future work, we intend to incorporate artifact rejection in order to reduce the false detections. We also aim to modify the preprocessing module to adapt to different montages and EEG recording equipment.
