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Abstract
A single-channel DMFC is constructed that allows for flow measurements at the anode side as well as detailed time-
resolved cell-voltage measurement. The coherence between flow and bubble clogging and slug movement can be 
investigated without parasitic effects like flow shortcuts through the gas diffusion layer (GDL) between neighbouring 
channels, as in serpentine or parallel-channel configurations. Optical access is granted to the anode side by a 
transparent foil, which is necessary for the application of the laser-optical velocity measurement technique (micro-
particle image velocimetry, µPIV). Small fluorescent particles are added to the fluid, which are illuminated by a laser. 
The particle movement can be optically detected using a microscope, and transferred to a planar velocity field. 
Hence, the appearance and evolution of CO2 bubbles can be qualitatively and quantitatively investigated. The 
analysis of the velocity structure around a CO2 bubble or a moving slug allows a deeper understanding of the 
coherence of fluid motion, channel blockage, and cell performance. In addition to the flow analysis, a time-resolved 
measurement of the cell voltage is performed. The results clearly indicate that the cell power increases when huge 
bubbles reduce the free cross-section area of the channel. Methanol is forced into the GDL, i.e. methanol is 
continuously convected to the catalyst layer and is oxidised to CO2. Hence, the fuel consumption increases and the 
cell performance rises. When the huge bubble is released from the GDL and forms a moving slug, the moving slug 
effectively cleans the channel from CO2 bubbles on its way downstream. Since the channel cross-section is not 
severely diminished by the bubbles at this stage, the methanol flow is no longer forced into the GDL. The remaining 
amount of methanol in the GDL is oxidised. The cell power decreases until enough CO2 is produced to eventually 
form bubbles again that significantly reduce the free cross-section of the channel, and the process starts again. 
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1. Introduction
Fuel cells in general comprise many fluid mechanical problems. Liquid and gas flows account for the 
distribution of reactants on the anode and the cathode side, respectively. The adequate distribution of the 
reactants is directly related to the cell voltage and cell power. Typically, microchannel structures are used. 
Those devices are currently applied in many scientific and industrial contexts [1]. However, slight 
changes in the fluid motion and distribution may lead to severe changes in the cell performance [2]. 
Furthermore, two-phase flow problems may appear since, for example, PEMFCs tend to produce liquid 
water on the cathode side. The water management in a PEMFC is one of the main problems in current 
fuel cell research [3]. Additionally, for a DMFC, a two-phase flow is also likely to occur on the anode 
side, since CO2 bubbles appear due to the electrochemical reactions [4]. 
Two-phase flows in microchannels in general are a main topic of current fluid mechanical research 
[5]. In terms of fuel cells, the problem gets even worse: the problem of distributing the flow is linked to 
the problem of a flow through a porous medium, the gas diffusion layer (GDL). The understanding of 
two-phase flows in porous media is still poor. However, although the effective operation of a fuel cell is 
directly linked to fluid mechanical concerns, there is a lack of comprehensive reviews of the fluid 
mechanical aspects in fuel cells. 
Fluid mechanics have been partly reviewed with regard to water management and water transportation 
phenomena, e.g. in Li et al. [3]. The review of Bazylak [6] deals with the visualisation of liquid water in 
PEM fuel cells. Kjeang et al. [7] gave an overview of microfluidic fuel cells, and also reviewed mixing 
aspects. Fluid mechanical investigations using laser-optical measurement techniques are now getting 
increasing attention. Applying such a technique to fuel cells, optical access to the channels and flow-
feeding structures needs to be integrated. Details about the design and construction of transparent fuel 
cells can be found in Rosli et al. [8]. A review of the application of laser-optical measurement techniques 
to fuel cells is presented in Lindken et al. [9]. 
One of those techniques which has recently been successfully introduced in fuel cell research is so-
called particle image velocimetry (PIV). Good examples for simple and quick PIV measurements that 
highlight some fundamental fluid mechanical properties of a fuel cell related flow field are presented in 
Martin et al. [10] and Feser et al. [11]. A more sophisticated PIV measurement of the manifold flow of an 
operating fuel cell was presented by Klinner et al. [12]. The PIV technique is easy to use at large scales. 
For microscopic devices such as the flow structures of a fuel cell, a specially adapted PIV technique 
needs to be applied. The working principle of this µPIV technique and some application examples in fuel 
cell research will be presented here. 
Nomenclature
DMFC direct methanol fuel cell 
GDL gas diffusion layer 
j current density (mA/cm²) 
M magnification of the µPIV measurement 
MEA membrane-electrode assembly 
µPIV micro-particle image velocimetry 
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PEMFC proton-exchange membrane fuel cell 
px pixels, in the camera chip and recorded images 
Re  Reynolds number 
ROI region of interest 
Us slip velocity 
Ud Darcy velocity 
1.1. Working principle of µPIV 
In Fig. 1 the essential components and aspects of a µPIV setup are illustrated. The working principle 
of µPIV is based on the illumination of particles within the flow and the recording of their movement. 
Typically, laser light is used, since the µPIV technique requires the excitation of fluorescence from the 
particles. A microscope is used to provide both illumination of the particles by the laser light and digital 
recording of the fluorescent light from the particles. The depth of focus of the microscope lens defines the 
measurement plane. As can be seen in Fig. 1, volume illumination is used. To be able to distinguish 
between the particles and the also illuminated background, the fluorescence of particles is used. A 
dichroic mirror ensures that only the particle light reaches the camera. Using at least two laser pulses and 
recording the corresponding particle pattern at each laser pulse leads to two grey-scale pattern images, 
which slightly differ due to the flow-induced particle motion. These two images are divided into small, 
equally spaced interrogation windows. Using cross-correlation schemes between the pattern of the first 
and second image in each window, the shift of the particle pattern can be calculated. This shift 
corresponds to the local movement of the particles, and can be transferred into a velocity vector by means 
of a temporal and geometrical calibration. 
Fig. 1. Sketch of a typical setup for micro-particle image velocimetry (µPIV) measurements in microchannels. 
One key parameter of µPIV is the selection of suitable particles. These particles should sufficiently 
follow the flow, i.e. they must be very small and have an equal density to the surrounding fluid. For a 
liquid fluid this can be easily achieved; fluorescent particles of suitable size and fluorescence properties 
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are commercially available. For a gas flow the difference between, for example, liquid droplets that are 
used for seeding the flow, and the surrounding gas flow is on the order of 1000. Hence, the particles must 
be very small. It is not easy to feed a microchannel structure with a sufficient density of such small 
particles that additionally must emit a strong fluorescence. This is probably the main reason why µPIV is 
not widely used in fuel cell research. A review of the µPIV method is given by Lindken et al. [13] and 
Wereley & Meinhart [14]. 
1.2. Recent applications of µPIV in fuel cell research 
However, some researchers have applied the µPIV method to fuel cell related problems. One of the 
first attempts to apply µPIV measurements in fuel cell-like microchannels was performed by Sugii & 
Okamoto [15]. A transparent fuel cell model with parallel channels was used, and was fed with 
fluorescent olive oil droplets. Using such a seeding in an operating fuel cell leads to absorption of the 
particles in the GDL and a consequent decrease in the cell performance. Yoon et al. [16] performed µPIV 
measurements in a single U-turn microchannel, typical of the channel design of the cathode of a PEM fuel 
cell. Smoke particles and water droplets were used, which are inadequate for use in real operating fuel 
cells since they affect the MEA or disturb the water management, respectively. In recent µPIV 
experiments by Burgmann et al. [17] in a fuel cell-like microchannel configuration, the use of ethylene-
glycol particles seem to be a suitable way to be able to perform µPIV measurements in an operating fuel 
cell. Although ethylene-glycol in principle has the ability to react at the catalyst with oxygen, it was found 
that these particles adequately follow the flow and emit sufficient fluorescent light. Measurements at the 
cathode side of an operating DMFC using such a seeding will be part of the current research project 
which is presented in this work. 
As mentioned before, µPIV in liquids is much easier to achieve. Hence, a few research groups have 
investigated specific fluid mechanical problems of fuel cells using µPIV. The first work to be mentioned 
is by Minor et al. [18]. They analysed the behaviour of a water droplet in a microchannel by µPIV 
measurements. The water droplet with premixed particles was artificially injected into a 1 × 3 mm2 wide 
channel with a real GDL. The measurements revealed a significant circular motion within the droplet, and 
droplet deformation including contact angle hysteresis was observed. The second work that deals with 
µPIV measurement in liquids is related to the fluid motion in the channels of a fuel cell bipolar plate [19]. 
It has to be mentioned, that this investigation is one of the few concerning laser-optical measurements of 
an operating fuel cell. In this case, the flow at the anode side of a single channel DMFC was investigated. 
The CO2 bubble growth as well as their transport was analysed for different volume flow rates of the 
methanol-water mixture. The current work is based on these findings and experiences. 
1.3. Visualisation of CO2 bubbles in DMFC 
CO2 bubbles at the anode side of a DMFC are believed to be unfavourable for the cell performance. 
Huge bubbles may block the flow and switch off parts of the active region of a fuel cell. As well as the 
work mentioned above, several researchers have tried to visually analyse the appearance and evolution of 
CO2 bubbles for different settings and configurations of DMFCs. Perhaps the first was Argyropoulos et 
al. [20]. In his work he observed the CO2 bubbles in a DMFC with nine parallel channels. The 
hydrophobic carbon cloth GDL leads to the formation of channel-filling slugs. He concluded that a higher 
overall volume flow results in better slug transport and better cell performance. Similar work has been 
performed by Lu & Wang [21]. They chose an eight-channel parallel design, and investigated the effect 
of the hydrophobic and hydrophilic GDLs on channel blockage. Their conclusion was that hydrophilic 
92   Sebastian Burgmann et al. /  Energy Procedia  28 ( 2012 )  88 – 101 
GDLs lead to small, easy-to-remove-bubbles, whereas for the hydrophobic GDL, large channel-filling 
slugs emerged. Unfortunately, in their investigation the hydrophilic GDL was a woven carbon cloth 
paper, whereas the hydrophobic one was a carbon paper. To be frank, the observed effect can also be 
based on the structure and pore size of the chosen GDLs. 
Yang et al. [22] monitored the bubble and slug formation in a single serpentine channel design. The 
GDL was a hydrophobic carbon cloth. They observed more and larger bubbles at higher current densities. 
Furthermore, they found a higher methanol crossover and smaller bubbles when the volume flow rate was 
increased. To our knowledge, the latest similar work was performed by Liao et al. [23]. Again, a parallel 
channel design was investigated, and the GDL was a hydrophobic woven carbon cloth. As already found 
by Argyropoulos et al. [20], the slug transport as well as the cell performance were found to increase with 
higher volume flow rates. 
However, in all these investigations a time-resolved voltage measurement was not performed, such 
that the instantaneous influence of the bubbles and slugs on the cell performance could not be judged. It is 
still questionable whether, for example, a higher volume flow rate and the consequent more frequent or 
faster slug transport is responsible for the increased cell performance, or if this is just caused by the also 
increased amount of fluid flow through the GDL. However, there is no doubt that in a parallel channel 
design, a blockage of a single channel due to a huge bubble may appear. The more parallel channels there 
are within the bipolar plate, the more likely is a blockage of a channel, and a consequent starvation region 
in that blocked channel. 
2. Preparation of the experiment 
2.1. Design and fabrication of the test DMFC 
The test DMFC in this work is a single straight channel configuration. The anode and the cathode side 
consist of a 55 mm long channel with a cross-section of 1 × 0.67 mm² each. The anode channel is open, 
and covered with a transparent foil to obtain optical access. Both the anode and the cathode bipolar half-
plates are made of graphitic compound material. A sketch of the design of the DMFC is given in 
Fig. 2(a). The MEA is applied and sealed between the two plates. A BASF E-TEK Series 12D-W MEA is 
used with a woven GDL structure with a hydrophobic surface. The contact angle of a water droplet in 
ambient air was measured to be 180°. The active area is 5 × 55 mm². This is only slightly larger than the 
channel dimensions. Such a configuration has been chosen to be able to directly measure the coherence 
between the bubble growth and transport and the cell performance without any parasitic effects like flow 
shortcuts through the GDL between neighbouring channels, as in serpentine or parallel-channel 
configurations.
Due to the special design of the cell, no endplates were used, such that the compression of the cell was 
only poor, resulting in low electrical contact. Since the active area is low and electrical contact is poor, 
the overall cell performance will be low as well. However, this is a somehow desired effect, since it 
provides enough time for the preparation of the µPIV measurement at a distinct region of interest (ROI), 
and allows for the measurement of the effect of a small amount of bubbles on the cell voltage. Under 
most conditions within the measurement time there was only one slug moving through the channel. The 
cell is equipped with thermo-foils to ensure adequate heating of the cell. Four PT100 thermo-sensors are 
integrated in the cell, measuring the media temperature at the anode and cathode entrance and exit, 
respectively. The water-methanol mixture is preheated using a heating hose.
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Fig. 2. (a) Sketch of the fabricated DMFC, and (b) sketch of their application to the µPIV setup. 
Fig. 3. (a) Sketch of a typical bubble appearance within the channel and the location of the corresponding measurement plane, and
(b) a raw image of the particle and bubble pattern. 
2.2. Properties of the µPIV setup and operating conditions 
The PIV setup consists of a Zeiss Axio-Observer Z1 epi-fluorescence microscope with a 12-bit PCO 
Sensicam QE and a Newave Pegasus frequency-doubled Nd:YLF laser. Davis 7.2 PIV software from 
LaVision is used. The effective magnification of the system is M = 3.15, i.e. an area of 2.8 × 2.1 mm² can 
be observed. Fig. 2(b) shows how the DMFC is mounted on the microscope to allow for the µPIV 
measurements. The water-methanol mixture was premixed with FluoRed tracer particles with a diameter 
of 1.22 µm. These particles do not affect the electrochemical properties of the fuel cell, as has been tested 
before performing the measurements illustrated in this work. The flow was measured with an effective 
frequency of 5 Hz. The pulse distance between the laser pulses required for the recording of two frames 
per final image was set to achieve a particle movement of approximately 8–10 pixels, which has been 
demonstrated to be favourable for the cross-correlation algorithms mentioned above. The measurement 
plane was set to the mid-plane of the channel height if not otherwise stated in the following. 
The measurement configuration is illustrated in Fig. 3(a), showing a typical bubble appearance within 
the channel. In Fig. 3(b) the corresponding particle pattern can be seen. This image shows a raw image. 
The two-phase flow condition can be clearly seen. Since no particles are within the CO2 bubbles, no 
velocity information can be gained within this region. However, the planar border line of the bubbles can 
be clearly identified. Furthermore, the 3D structure of the bubble can be assessed, since the contact lines 
of the bubble at the top and bottom walls of the channel can be seen.
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2.3. Operation conditions of the DMFC 
Before the measurements presented in this work were performed, several tests have been done using 
different water-methanol mixtures, temperature levels, and flow rates. Qualitatively observing the bubble 
appearance and slug transport, and checking the cell voltage level that can be reached, finally led to the 
selection of the following parameters for fuel cell operation: 2 mol/l methanol was mixed in purified, 
deionised and degasified water. The flow rate of this mixture was set to 0.5 ml/min, which corresponds to 
a Reynolds number of Re = 14.8. The cell temperature was set to 70°C. The air flow rate at the cathode 
side was set to 150 ml/min. These parameters were chosen to obtain a relatively stable and notable bubble 
appearance, with sufficiently low numbers of slugs passing along the channel within the measurement 
time. Since the effect of the CO2 bubbles and slugs on the cell performance is to be investigated, and the 
cell voltage measurement could not be done locally along the channel length, there should be only one 
slug along the channel length at a time. Multiple slugs would lead to the coupling or superimposing of 
their single effects, which cannot be clearly distinguished and separated. 
3. Results
At the conditions given above, the cell performance was recorded and the corresponding flow 
condition was measured. Bubbles and slugs appeared under all operating conditions, i.e. changing current 
densities, of the cell. However, their number and size changed, as well as the typical location of their 
appearance. The entrance part of the channel, which can be estimated to cover 20–25% of the overall 
channel length, is a region that is covered with bubbles at all times. It is this region where the slugs are 
formed. From time to time bubbles unite or become so large that they form a channel-filling bubble. 
These bubbles lose their grip on the walls and form a moving slug. Typical bubble patterns within the 
channel, and the movement of a slug, are shown in Fig. 4. As can be seen, the channel is covered with 
bubbles of different sizes along its length. A slug is formed at the entrance section of the channel, and is 
moving towards the exit of the channel. On its way downstream the slug unites with the following 
bubbles, such that the channel surfaces are cleaned. Within this process the slug grows in size until it 
reaches the exit of the channel and is expelled. 
Fig. 4. Images of a typical temporal sequence of slug formation and slug transport. 
As mentioned above, the bubble pattern changes with current density. For low current densities 
(j < j(Pmax)), the bubbles tend to appear at the corners that are formed by the channel walls and the GDL. 
They grow and eventually come into contact with the top wall of the channel. These bubbles finally 
appear in a bell-like shape. They may grow in such a way that they finally almost completely cover the 
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channel cross-section. These bubbles may lose their grip on the walls and the GDL, and form a moving 
slug. For current densities around the peak power current density j(Pmax), in addition to the bubbles in the 
corners, bubbles tend to appear at the centre part of the channel width, and form spherical bubbles. These 
bubbles grow faster than the other bubbles. In this case it is most likely that such a large bubble finally 
forms a moving slug. For current densities larger than the peak power current density (j > j(Pmax)), the 
bubbles appear with a higher frequency, and mostly in the centre part along the channel width. They may 
unite and form large bubbles. They tend to stay in the middle of the channel and form some kind of 
bubble chains, until they form a slug or are expelled by a slug. 
The µPIV results presented in the following were in most cases recorded at current densities around or 
below the peak power density j(Pmax). For higher current densities the frequency of the bubble appearance 
was too high to allow for a reliable measurement and comparison with the simultaneously recorded cell 
voltage. In most cases the region of interest (ROI) was in the mid-section along the channel length. This 
is where a significant number of bubbles are formed, and the repeated passing of a slug and the 
corresponding cleaning of the channel can be observed without restrictions. Fig. 5 shows typical 
snapshots of the resulting planar velocity distribution due to appearing bubbles in that region. The local 
velocities are presented by vectors. The vector length and colour code indicate the velocity magnitude. 
Fig. 5. Snapshots of the planar velocity distribution in the mid-section of the channel in the case of larger bubbles at the channel
walls.
In general a strong growth of the bubbles can be observed. Typically they grow and the free cross-
section of the channel is reduced to less than 10% before a slug is formed, or a slug passes by and 
removes all the bubbles. However, the velocity magnitudes measured do not increase by an amount that 
would equal that decrease in cross-section area. That is, since 10 times larger velocity magnitudes are not 
measured in the observed region, there must be a highly three-dimensional flow due to continuity. Note 
that the out-of-plane velocity component cannot be measured with the µPIV system used in this work. 
Fig. 6 shows planar velocity distributions for some selected cases when a bubble or slug appears. In 
the depicted cases the location of the measurement plane was changed as illustrated in the sketches. Some 
typical flow phenomena can be clearly seen. The top image shows the flow around a spherical bubble 
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sitting in the middle of the channel. As can be expected, due to the low Reynolds number the flow passes 
the bubble relatively smoothly and no severe wake region develops. However, when a large bubble is 
formed that covers almost completely the cross-section area of the channel, such that only the corners of 
the channel form small passages (as represented by the middle image), the flow is strongly accelerated 
such that two jet-like structures are formed downstream of the bubble. A third typical flow condition is 
shown in the bottom image. In this case the upstream part of a bubble is shown. The bubble is about to 
lose its grip on the GDL surface, such that the shape of the bubble is no longer round, but a wedge-like 
bubble end is formed. Since the viewing direction is from above, the flow (seeded with particles) is partly 
observed through the bubble. As can be clearly seen, the velocity magnitudes in this region are 
significantly larger than those upstream of the bubble. Note that the change in the optical path, i.e. the 
refractive index, may not lead to such a large difference. Hence, the displacement effect of the bubble 
leads to a flow towards the GDL. These exemplary snapshots of the flow clearly indicate that a 3D flow is 
developing when a channel-filling bubble appears. The findings will be used to explain the results of the 
time-resolved measurement of the cell voltage, which will be presented in the following. 
Fig. 6. Snapshots of the planar velocity distribution around a bubble for some selected cases. The colour code indicates the velocity 
magnitude (the level set is different for each image). 
As mentioned before, simultaneously with the µPIV measurements of the flow inside the channel, the 
cell voltage is recorded. In the following, the results of these measurements are presented for those cases 
where there is only one moving slug inside the channel. That is, the results correspond to current densities 
below or close to the peak power current density. 
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Fig. 7. Temporal evolution of the cell voltage for three selected time sequences. A slug is passing the ROI of the µPIV measurement
at the indicated time-stamps. 
As can be seen in Fig. 7, the cell voltage often shows an up-and-down slope. Note that, for better illu-
stration, the cell voltage is normalised in the depicted cases. The cell voltage is recorded at 1 Hz. In all the 
example cases depicted, a slug is passing along the channel. The passage of the slug in the ROI of the 
µPIV measurements is marked in each case. As can be clearly seen, the notable decrease in the cell 
voltage corresponds to the appearance of the slug. 
For a better understanding, for the first sequence of Fig. 7 the corresponding measured velocity 
distribution in the ROI is shown exemplarily in Fig. 8. Note that the velocity magnitude increases from 
time-stamp No. 1 to No. 4. This is due to the decreasing cross-section area of the channel as bubbles grow 
in this ROI. At time-stamp No. 5, no velocity information is gained, since a slug is passing the ROI. At 
time-stamp No. 6 the slug has cleaned the channel, i.e. there are no more bubbles sticking to the channel 
walls. Note that the velocity magnitude has significantly decreased after the slug has passed the ROI. This 
indicates that the channel cross-section is completely free again. 
Since there is only a single slug in the channel along its length, there seems to be a link between the 
slug formation, slug movement and cleaning of the channel, and the temporal evolution of the cell 
voltage. The slug usually has a velocity of 4–8 mm/s, i.e. the slugs are slightly slower than the bulk 
velocity of the channel flow (12.44 mm/s). 
Note that the first 20–25% of the channel length, most of the time, is not cleaned from bubbles, i.e. 
slugs are formed in this region and only clean the downstream part of the channel. Usually a slug is 
passing the channel length in 5–10 s. Hence, when a slug is passing the ROI, it can be assumed that it has 
just formed, seconds ago, upstream of the ROI. Sometimes the slug is not transported to the end of the 
channel in one single movement, but slows down while joining with other bubbles. It can be assumed that 
such a behaviour appeared in the bottom image in Fig. 7. 
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Fig. 8. Temporal evolution of the cell voltage presented with corresponding velocity distribution at the ROI of the µPIV 
measurement.
4. Discussion
Obviously, as mentioned above, the formation and movement of a slug, as well as the cleaning of the 
channel by the moving slug, correspond to the temporal increase and decrease in the cell voltage. In the 
following, an explanation of this observed phenomenon will be given. 
The growing bubbles significantly diminish the free cross-section area of the channel. Hence, since 
the volume flow rate is kept constant, a local velocity increase can be expected. Such an increase was 
locally measured (compare Figs. 5 and 6). However, the velocity magnitudes do not rise by the same 
order of magnitude as the free cross-section area decreases. Obviously, an increasing part of the volume 
flow is passing through the GDL when bubbles partly block the channel. This assumption is founded by 
observations as presented in Fig. 6, where a velocity increase close to the GDL surface can be seen. 
In general, as the porous structure of the GDL possesses a significant flow resistance, only a small 
amount of the volume flow is passing through the GDL, as illustrated in Fig. 9. The flow through a 
porous medium is governed by Darcy’s law. The corresponding Darcy velocity Ud is much smaller than 
the slip velocity Us and the peak velocity of the channel flow [24, 25]. However, when the channel cross-
section is partly blocked, the pressure drop over the channel length increases. The displacement effect of 
bubbles on the flow leads to a deformation of the velocity profile, as illustrated in Fig. 9. Furthermore, the 
ratio of the flow resistance caused by the porous layer to the resistance caused by the decrease in the free 
cross-section within the channel is reduced. The slip velocity increases as well as the Darcy velocity. A 
higher amount of volume flow is passing through the GDL (illustrated in Fig. 9) since, in addition to the 
diffusive transport within the GDL, a convective fluid transport is forced. 
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Fig. 9. Temporal evolution of the cell voltage presented with corresponding velocity distribution at the ROI of the µPIV 
measurement.
An increase in the amount of fluid passing through the GDL leads to a better feed of the catalyst layer 
with methanol. In other words, the electrochemical processes are improved such that the cell voltage as 
well as the power density increase. This effect is illustrated in Fig. 10, where the flow field around the 
emerging CO2 bubbles is sketched by streamlines. The blockage effect due to the CO2 bubbles becomes 
obvious. Note that the displacement effect on the flow applies for all bubbles over the channel length. 
This is why a voltage increase can be measured. The cell voltage reaches a temporal maximum just before 
a slug is formed. While moving downstream the slug leads to a cleaning of the channel. Hence, the forced 
convective flow into the GDL is stopped. The remaining methanol inside the GDL reacts but is not 
completely replaced by fresh methanol, since the volume flow rate into the GDL has decreased. A local 
depletion of fuel emerges. This explains the measured voltage drop that appears when a slug is moving 
through the channel. Since CO2 is still continuously produced, new bubbles appear. These bubbles tend to 
grow at the same location as before, i.e. before the slug has passed the channel. The cycle starts again. 
Fig. 10. Illustration of the coherence between CO2 bubbles and cell voltage. 
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Summing up, the often stated negative effect of CO2 bubbles on the cell performance is not valid 
under all circumstances. As measured in this work, CO2 bubbles may have a positive effect on the cell 
performance. It is explained that these bubbles support the feeding of the catalyst layer with fuel, in 
contrast to some statements in the literature, e.g. Yang et al. [22]. Removing CO2 bubbles from the 
channel by passing slugs may have a negative effect on the cell performance, as demonstrated in this 
work. However, it quite clear that CO2 bubbles may completely block a channel in a parallel channel 
configuration. In this case, the relative flow resistance of that channel in comparison to the other channels 
may be too large. A slug will not be formed in this channel, such that the methanol feed in this area will 
be low. Under such conditions a depletion region appears downstream of the blocking bubble. 
Such an effect will not happen in a single-channel configuration. Even when there is a serpentine 
design with possible flow shortcuts through the GDL, channel-filling bubbles will be eventually form 
slugs and will be removed from the cell. However, since bubbles cause an additional pressure drop, the 
ratio of anode to cathode pressure level changes. This may lead to increased methanol crossover, which 
will lower the cell performance. Furthermore, the amount of water at the cathode side also affects the 
methanol crossover due to concentration gradients. 
The effect of these parameters still needs to be analysed. Additionally, the structure and treatment of 
the GDL will also affect the appearance of CO2 bubbles. There must be a significant effect whether the 
GDL is hydrophobic or hydrophilic, since a two-phase flow emerges inside the GDL. Unfortunately, Lu 
& Wang [21] changed the hydrophobicity as well as the structure of the GDL at the same time. Hence, 
this aspect still needs further analysis. 
In this work it has been shown that laser-optical flow measurement techniques such as µPIV may help 
to understand two-phase phenomena in fuel cells. Since the performance of fuel cells depends on mass 
transfer processes, these measurement techniques are useful to investigate the fundamentals of fuel cell 
operation. The fluid mechanical aspects of two-phase flow in fuel cells are not completely understood. 
Further investigations are inevitable, e.g. the effect of the porosity and the hydrophobicity of the GDL 
still need to be analysed. Increasing the flow through the GDL seems to be favourable. Hence the channel 
design that improves the fuel feed, e.g. by a change in the cross-section size along the channel length, 
might also be part of future research. The measurement techniques also need to be improved. To 
investigate the local effects of the two-phase flow phenomena, a segmented voltage measurement 
technique will be suitable. In the near future, µPIV measurements will be performed at the cathode side of 
a single-channel DMFC. Recent investigations proved the measurement technique to work in micro gas 
flows [17]. 
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