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The interfacial properties of liquid acetonitrile at solid surfaces play an essential 
role in processes that occur in applications such as heterogeneous catalysis, 
chromatography, and batteries. In this thesis, the acetonitrile liquid/silica (LS) interface 
is used as a model system to develop a more complete approach to the interpretation of 
vibrational sum-frequency generation (VSFG) spectroscopy, a nonlinear optical 
technique that is indispensable for exploring interfacial organization and dynamics.  
VSFG experiments, in combination with molecular dynamics (MD) 
simulations, indicate that the acetonitrile structure at this interface has properties 
similar to a supported lipid bilayer. In the first part of this thesis, I use this system to 
explore the influence of dynamics and intermolecular vibrational coupling on VSFG 
spectra of the methyl stretch. Time-resolved experiments examine the spectral 
  
contribution of the more dynamic second sublayer upon introducing an IR-probe delay. 
The resulting spectra could not be fit with a static line shape, indicating that there is a 
time-dependent vibrational frequency that results from reorientation-induced spectral 
diffusion (RISD), a phenomenon in which molecules experience different dielectric 
environments as they reorient. The temperature dependence of VSFG spectra was 
consistent with the influence of more rapid reorientation and an earlier onset of RISD.  
Close proximity and specific intermolecular configurations can allow transition 
dipoles to couple, allowing vibrational energy to be shared collectively between nearest 
neighbors via an excitonic mechanism. The influence of this coupling on VSFG spectra 
was quantified by performing an isotopic dilution study on the acetonitrile LS interface. 
In the last part of this thesis, VSFG spectral trends are shown to predict the 
onset and degree of ion current rectification in electrolyte solutions in acetonitrile 
through glass nanopores. VSFG studies on LiClO4, LiBF4, NaClO4, and LiPF6 
solutions in acetonitrile at an LS interface indicate how ions are incorporated into and 
modify the bilayer structure. The conclusion that charge distributions at the structured 
interfaces of nonaqueous electrolyte solutions cannot be interpreted using the standard 
models for charged interfaces will have wide-ranging applications and guide us in the 
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Chapter 1: Introduction 
1.1 Background 
Vibrational sum-frequency generation (VSFG) spectroscopy was first 
described theoretically by Bloembergen and Pershan in the 1960s,1 and the first 
successful experiments were performed by Shen’s group in the late 1980s.2-3 This 
technique has become an indispensable tool for exploring the molecular organization, 
interactions, and dynamics that occur at interfaces. This thesis explores new methods 
of interpreting VSFG spectra, based on experiments performed using liquid 
acetonitrile, CH3CN at a fused silica interface as a model system. This system offers 
an opportunity to develop a more complete method of analysis that examines not only 
molecular organization, but also reorientational dynamics, energy transfer, and the 
influence of an electric potential. With these new tools for interpreting spectra, we can 
develop a detailed picture of systems of great practical importance for applications such 
as separations, nanofluidics, and energy storage. 
  In a VSFG experiment, a mid-infrared (IR) laser beam and a visible, or near-
infrared, probe laser beam are overlapped spatially and temporally at a sample, 
generating a signal with a photon energy equal to the sum of the photon energies of the 
two incident beams. The signal becomes resonantly enhanced when the mid-IR beam 
can drive a dipole-allowed vibrational transition. Sum-frequency generation (SFG) is a 
second-order nonlinear optical process. Therefore, under the electric dipole 
approximation, SFG is forbidden in media with inversion symmetry, including 
isotropic bulk media. At the interface between two isotropic media, however, inversion 





probing a region that is only one or a few molecular layers thick, even as this region is 
surrounded by far more numerous bulk molecules. By controlling the polarization of 
the incident and signal beams, information can be obtained regarding the average 
orientation of molecules at the surface.  
VSFG spectroscopy can be used to study any interface at which 
centrosymmetry is broken, including liquid/solid, gas/solid, liquid/vapor and 
liquid/liquid interfaces. This thesis will focus on liquid/solid interfaces. The importance 
of understanding liquid/solid interfaces can be seen from the ubiquity of applications 
that involve such systems, such as heterogeneous catalysis, lubrication, environmental 
chemistry, and separations.4-8 Buried liquid interfaces are difficult to study 
experimentally because they require high sensitivity and specificity, as well as 
nonvacuum conditions.9 Scanning tunneling microscopy and atomic force microscopy 
meet these criteria, but they can only be used on thin films of liquids on a solid surface, 
and necessarily apply a force to the system. Other techniques that can be used to study 
surfaces have large probing depths. X-ray spectroscopy and neutron reflectivity 
measure regions greater than 1 nm thick, and attenuated total reflection and total 
internal reflection FTIR spectroscopies measure regions thicker than 100 nm.10 
A number of different implementations have been used for VSFG spectroscopy. 
The mid-IR source can be broadband or narrowband. With the advent of reliable 
ultrafast laser sources, broadband IR pulses have made spectral acquisition much more 
rapid, eliminating the need to scan through IR wavelengths.11 The probe source can be 
continuous-wave or pulsed. Typical probe pulses for frequency-domain experiments 





femtoseconds (for time-domain experiments). The superior spectral resolution of the 
former is required when vibrational modes are closely spaced.12 Time-domain VSFG, 
also known as free-induction-decay (FID) VSFG, can better resolve inhomogeneous 
broadening and provide insight into time-dependent processes.13 Experimental 
geometries include either the co- or counter-propagation of incident beams, and the 
detection of either the reflected or transmitted signal.14 Reflection geometries are more 
common, although transmission geometries are useful when the refractive indices of 
the two adjacent media are similar,15 or when there is interference generated by charged 
interfaces.16 More advanced approaches include heterodyne-detected (phase-sensitive) 
measurements,17  or employ more than two incident beams, such as in pump-SFG-
probe experiments.18 The research that comprises this thesis was performed with a 
homodyne, broadband-IR, narrowband-probe, counter-propagating implementation.19 
The probe pulses are long enough to achieve high-resolution spectra but short enough, 
relative to the length of the sample’s vibrational response, to gather information in the 
time domain.20 
One strength of VSFG spectroscopy lies in its capability of determining 
molecular organization and orientation. However, VSFG spectra are influenced by a 
variety of factors besides orientation, several of which will be considered in this thesis. 
Reorientation, intermolecular vibrational coupling, and the presence of an electric field 
are all factors that can complicate conventional orientational analysis. Orientational 
motion, such as tumbling and internal rotation, of small molecules in the liquid phase 
can occur in picoseconds or less, which is on the same time scale as both the vibrational 





to reorientation depends on the polarization configuration used, the vibrational mode 
being probed, and the timing of the incident pulses.23 Symmetric modes tend to be 
dominated by an isotropic polarizability, and thus have less sensitivity to 
reorientation.23-25 There are some situations, however, in which even highly isotropic 
modes are sensitive to reorientation.  In a process known as reorientation-induced 
spectral diffusion (RISD), vibrational frequencies can become time-dependent when 
molecules reorient such that oscillators enter a different dielectric environment.20, 26-28  
Energy transfer, which can include intra- or intermolecular transfer, can occur 
between molecules in close proximity, especially molecules with large transition dipole 
moments that can undergo transition dipole-transition dipole coupling.29-33 In Förster 
vibrational energy transfer, energy can hop between oscillators, acting as a dephasing 
mechanism and potentially mimicking the effects of reorientation.25 In some cases, the 
interfacial geometry can induce a strong enough coupling that, rather than an energy 
transfer between molecules, the excitation is shared coherently over multiple 
molecules.25 These vibrational excitonic effects cause VSFG spectra to change in ways 
that depend on the specific molecular configurations at the interface. One manifestation 
of excitonic coupling is known as the Raman noncoincidence effect (RNCE), which 
induces a shift between the first moments of the IR, isotropic Raman, and anisotropic 
Raman spectra. The RNCE has been detected in linear Raman measurements,34-36 but 
the influence of such coupling on VSFG spectra is just beginning to be investigated.25  
Another factor that can have a dramatic influence on VSFG spectra is the 
presence of an electric field at or near a surface. This scenario is ubiquitous, yet its 





has involved aqueous systems, exploring topics such as pH and salt concentration 
effects at a silica interface37-42 and at a liquid/vapor interface populated with charged 
surfactants.43 For the silica case, silanol groups become deprotonated, and negatively 
charged, in aqueous solutions. Therefore, for both the liquid water/silica and the 
water/surfactant/vapor interface, the charged surface introduces a third, DC electric 
field, which may generate a third-order ((3)) response.42, 44-47 There are two parts of 
this third-order contribution. One part is generated by molecules oriented by the electric 
field (and therefore having an induced anisotropy). There is also an isotropic 
contribution from the purely third-order susceptibility of the bulk molecules.16, 41, 45-47 
The total VSFG signal in aqueous systems is influenced both by the interference 
between photons generated at different depths and the presence of dissolved ions that 
shield molecules in the bulk from the DC field.16  The dependence of VSFG spectra of 
nonaqueous liquids on local charge distribution is relatively unexplored, but based on 
the results described in Chapter Eight, the theory that describes aqueous interfaces may 
not be appropriate for organic liquids. 
In seeking to make better interpretations of VSFG spectra and to contribute to 
the characterization of an interface of great practical importance, I chose to examine 
liquid acetonitrile at a silica interface. In many ways, this system is an ideal model for 
exploring these phenomena. Acetonitrile is a small, relatively simple molecule with 
amphiphilic character, and has an organization at the silica interface that has been 
studied in great detail with experiments48-54 and simulations.54-58 Acetonitrile also has 
wide applications as a solvent in heterogeneous catalysis59-60 and chromatographic 





liquid that can be used to improve our understanding of electrochemical systems. 
Acetonitrile’s low viscosity makes it well-suited for studying dynamics as well.  
Acetonitrile at the silica interface has a completely different organization than 
in the bulk liquid. In the bulk, acetonitrile’s cyano groups have some tendency for 
antiparallel dipole pairing.61-65 However, its properties have been reproduced 
successfully with a model that does not include attractive interactions,66 and another 
model finds that an antiparallel methyl-methyl pairing dominates.67 Some degree of 
antiparallel ordering is suggested by a dielectric constant that is lower than would be 
predicted based on acetonitrile’s sizable dipole moment  (3.92 D).68-70 In contrast, at 
the silica interface, acetonitrile organizes itself into a structure reminiscent of a lipid 
bilayer.54-58  The cyano groups accept hydrogen bonds from the surface silanol groups, 
forming a well-ordered first sublayer. The second sublayer orients with the methyl 
groups directed toward the nonpolar environment created by the methyl groups of the 
first sublayer. However, this sublayer has a broader orientational distribution, with 
methyl groups directed in both directions.  
Insight into the driving forces underlying this organization can be gained from 
molecular dynamics (MD) simulations. For example, simulations of acetonitrile in 
silica pores show that the formation of the first sublayer can be driven by electrostatic 
interactions when hydrogen bonds are not present.55, 58 Similarly, when hydrogen-
bonding interactions are turned off while maintaining the same electrostatic 
interactions, the rate of reorientation is unchanged.58 Simulations also indicate the 
existence of two populations, a bulk-like core population and a surface-associated 





includes exchange between populations.55 In the case of nanoporous silica, 
confinement also contributes to slower dynamics. Acetonitrile in pores functionalized 
with nonpolar groups reorients more slowly than in the bulk, but more rapidly than in 
hydrophilic pores. 71 However, a lipid bilayer-like (LBL) structure also exists at a flat 
surface, where MD simulations show that the bilayer structure repeats for up to 20 Ǻ.56 
There is also a large body of experimental work in agreement with the LBL 
picture. One of the first experiments was an NMR study on liquid acetonitrile in 
nanoporous silica that found that smaller pores have slower overall dynamics.51 
Because NMR observes dynamics on a time scale longer than that of reorientation, 
these data were interpreted by taking an average of two populations: one population 
with a bulk-like spin-lattice relaxation time, and the other with faster spin-lattice 
relaxational dynamics.51 Optical Kerr effect (OKE) spectroscopy is an ultrafast pump-
probe technique that induces a transient birefringence with a pump pulse and then 
probes over a timescale of picoseconds, revealing orientational dynamics.72 In 
agreement with the NMR results, collective orientation times are dependent on the pore 
size of nanoporous silica sol gels, and can also be explained with a two-state, or core-
shell model.48, 73-74 For OKE, the time scale of the surface relaxation is slower than the 
exchange rate between the two populations, and therefore exchange must be included 
in this interpretation.  Indeed, OKE decays could be fit to three exponentials with decay 
times that include a short, bulk-like reorientation time, a long, surface-like reorientation 
time, and an intermediate time associated with molecules beginning in the surface 





Vibrational spectroscopy can also be used to infer the presence of more than 
one population of acetonitrile molecules due to the sensitivity of vibrational modes to 
their local environments. The C≡N stretching mode is particularly sensitive to its 
environment.75 The nitrogen accepts hydrogen bonds in an end-on configuration, 
resulting in a withdrawal of electron density from an antibonding molecular orbital. 
This redistribution causes a shortening and strengthening of the C≡N bond, and a 
significant blue shift in the IR spectrum.58, 76 The appearance of a second, red-shifted 
peak in isotropic Raman52 and FTIR50, 53 studies of porous silica in which acetonitrile 
is undergoing capillary condensation is attributed to a growing number of bulk-like 
molecules that are not associated with the surface. A VSFG study of acetonitrile/water 
mixtures looking at the C≡N stretch shows a blue shift attributed to the formation of 
hydrogen bonds with water, and shows an abrupt structural change at high mole 
fractions of water.77 The methyl symmetric stretch is also sensitive to its environment, 
but to a lesser extent. Using Raman difference spectroscopy, Kitigawa et al detected a 
4 cm-1 blue shift for the symmetric methyl stretch in bulk acetonitrile/water mixtures 
at infinite dilution.78 VSFG studies show a smaller blue shift in acetonitrile/water 
mixtures at the liquid/vapor79 and liquid/silica interfaces. 80 
VSFG studies of the acetonitrile/silica interface have been interpreted in a 
manner that is consistent with previous simulations and experiments.  Most work is in 
agreement that the cyano group is oriented toward the silica surface,54, 81 as well as 
toward other oxides such as zirconia and alumina,82 with a large projection of its 
transition dipole along the surface normal. Results from an early VSFG study by our 





from this surface is substantial, which is surprising given that an LBL organization 
would be nearly centrosymmetric. This result was explained by the fact that the second 
sublayer is slightly less populated and much more disordered than the first sublayer. In 
addition, the cyano groups of the first sublayer are hydrogen bonded, which is expected 
to shift the methyl symmetric stretch frequency slightly. Therefore, the two sublayers 
have different center frequencies, which shifts their contributions apart and reduces 
cancellation.54 More recently, we have started to consider the influence of a (3) 
contribution, which can be sizable even in centrosymmetric environments.  
With detailed knowledge of this interfacial system, we have been able to probe 
many of the phenomena that influence VSFG spectra. At first, acetonitrile may appear 
to be a poor candidate for studying dynamics, because molecules in the first sublayer 
have dynamics that are slower than the time scale of the measurement. Also, the methyl 
symmetric stretch is a highly isotropic mode, and measurements of isotropic modes 
using the more common polarization configurations are in some ways insensitive to 
reorientation.23 The second sublayer, however, has dynamics that more closely 
resemble the bulk, with reorientation times of a few picoseconds.55 In addition, 
molecules in the second sublayer are in an inhomogeneous environment, with their 
methyl groups residing either in the nonpolar interior of the bilayer, or in the more polar 
bulk region. This inhomogeneity, combined with bulk-like dynamics, make molecules 
in the second sublayer good subjects for studying RISD. I probed the effects of RISD 
by introducing a delay between the IR and the probe pulses,20 which is discussed in 
Chapter Five, and by varying temperature,83 which influences the reorientational rate, 





In Chapter Seven, I describe our study on the influence of intermolecular 
resonance coupling on the VSFG spectrum of the acetonitrile/silica interface.  Although 
the transition dipole strength of the methyl symmetric stretch is relatively small (0.05-
0.3 × 10-30 C-m),84-87 because acetonitrile molecules are closely aligned, and methyl 
groups are closely spaced, we may expect to see evidence of intermolecular vibrational 
coupling. I probed this coupling by diluting acetonitrile with its deuterated 
isotopologue, which increases the separation between CH3 groups. 
An electric field can increase a signal substantially by inducing a third-order 
response, and can induce shifts in vibrational frequency and line shape. However, this 
influence is poorly understood, especially for nonaqueous systems. In Chapter Eight, I 
discuss the use of the methyl symmetric stretch as a probe of both the acetonitrile 
organization and the concentration of ions at the surface in electrolyte/acetonitrile 
solutions. I consider the relevance of not only the surface potential, but the potential 
that originates from the solvent itself because of the arrangement of partial charges 
within the bilayer. This intrinsic potential of the bilayer not only influences where ions 
are driven to reside, but can induce a third-order VSFG contribution that cannot be 
described with the models used to interpret the third-order response of water at charged 
interfaces.   
With these improved tools for interpreting VSFG spectra, we can gain a deeper 
understanding of the mechanisms that occur in many applications. One such application 
is hydrophilic interaction chromatography (HILIC). This technique commonly uses 
mixtures of acetonitrile and water as a mobile phase, and bare silica as a stationary 





understood, but is thought to involve the partitioning of polar molecules into a water-
rich layer adjacent to the silica surface, whereas molecules elute in the more 
acetonitrile-rich mobile phase.6 MD simulations show that in water/acetonitrile 
mixtures water forms a dense, somewhat immobile, monolayer that forms hydrogen 
bonds with silanol groups, and a water-rich layer exists out to 1.5 nm.68, 88 Interestingly, 
however, both simulations57 and VSFG experiments80 suggest that patches of the LBL 
structure of acetonitrile remain even at acetonitrile mole fractions as low as 0.1.  
Evaluating the influence of a bilayer at a silica stationary phase should be invaluable 
to the development of this type of chromatography. 
In electrochemical and catalytic applications, it is desirable for the acetonitrile 
to be anhydrous. However, acetonitrile is highly hygroscopic and requires careful 
drying and storage. Based on simulations of moderately low concentrations of water in 
acetonitrile, we may imagine that water would form a monolayer even at very low 
concentrations. Once a monolayer is formed, acetonitrile can accept hydrogen bonds 
from water as easily as from silanol groups, and water may even increase the 
concentration of hydrogen bond donors. Because silica becomes deprotonated in an 
aqueous environment, residual water may also introduce a surface potential and a third-
order response. Although it is not feasible to study very low concentrations of water 
with MD simulations, VSFG is well-suited to explore the influence of residual water 
on the interfacial structure of acetonitrile. The results of such experiments are discussed 
in Chapter Eight.  
In Chapter Eight, I also discuss VSFG studies on electrolyte solutions in 





electrochemical processes that occur at an interface, particularly in applications where 
surface interactions dominate, such as nanofluidics and energy storage.89 To develop a 
better understanding of the charge transport properties at surfaces typical of lithium ion 
batteries, which typically include lithium salts in aprotic solvents, acetonitrile can serve 
as a representative system. The conventional theory on the distribution of ions at 
surfaces uses an electrical double layer (EDL) model that includes an immobile Stern 
layer with an exponential decrease in potential in the diffuse layer, the length of which 
depends on the degree of screening from ions.90  I will discuss in Chapter Eight that the 
VSFG spectra measured in solutions of electrolytes in acetonitrile are inconsistent with 
the EDL model. We will discuss the implications not only for the VSFG community, 
but for any group interested in understanding how an electrostatic potential is modified 
near a surface in the presence of a structured nonaqueous liquid.  
1.2 Outline 
 The work described in this thesis has two goals. The first is to improve the 
fundamental interpretation of VSFG spectroscopy. The second is to develop practical 
insights into the acetonitrile/silica interface specifically, and nonaqueous solvents at 
polar interfaces in general, for applications such as separations, heterogeneous 
catalysis, nanofluidics, and energy storage.   
 The outline of this thesis is as follows: 
• Chapter Two: The theory of VSFG spectroscopy is described. Fundamental 
theory, non-time-coincident transitions, and modeling of the instrumental and 





• Chapter Three: The counter-propagating broadband VSFG spectrometer 
employed for all experiments presented in this thesis is discussed. 
• Chapter Four: The importance of proper storage of solvents used to clean optics 
is discussed. Methanol, acetone, and isopropanol left in contact with low- or 
high-density polyethylene plastic and rubber were investigated, and VSFG 
spectra of fused silica flats contaminated with solvent residue are presented.  
• Chapter Five: Reorientation-induced spectral diffusion (RISD) of the methyl 
symmetric stretch of acetonitrile at the silica interface is investigated by 
introducing a delay between the IR and probe pulses. Simulated spectra are used 
to analyze trends that occur as acetonitrile reorients, assuming a range of shifts 
in center frequency from 1 to 6 cm-1. VSFG spectra are presented with a delay 
between 0 and 3.5 ps and fits that account for the instrument response. A static 
line shape cannot reproduce the spectra, which is attributed to the influence of 
RISD. 
• Chapter Six: The temperature dependence of the liquid acetonitrile/silica 
interface is investigated from 25 °C to 60 °C. VSFG spectra show a blue shift 
and decreased intensity with an increase in temperature. The lower intensity at 
higher temperature is attributed to greater disorder in the first sublayer. Also, 
the second sublayer reorients more rapidly, which causes the blue shift due to 
earlier onset of RISD.  
• Chapter Seven: An isotopic dilution study of acetonitrile at the silica interface 
is performed to examine the influence of intermolecular vibrational coupling on 





a decrease in linewidth, and an intensity higher than expected based on the 
number of oscillators with dilution. Isotropic Raman, IR, and anisotropic 
Raman shifts are evaluated for five different relative configurations of two 
acetonitrile molecules.36 The shifts qualitatively describe both Raman and FTIR 
experiments of bulk acetonitrile and the present VSFG spectra.  
• Chapter Eight: Electrolyte solutions in acetonitrile with concentrations ranging 
over 10 orders of magnitude at the silica interface are investigated. Electrolytes 
commonly used in lithium ion batteries with high solubility in acetonitrile were 
selected, including lithium perchlorate, lithium tetrafluoroborate and lithium 
hexafluorophosphate. Sodium perchlorate was also examined to identify the 
influence of the type of cation. VSFG spectra were compared to the results from 
ion transport experiments through glass pipettes using the same concentrations 
of electrolyte solutions. VSFG spectral trends could be used to predict the onset 
of ion current rectification through nanopores, which is an effect that arises 
from a surface charge on nanopore walls. Therefore, VSFG can pinpoint the 
distribution of ions at an acetonitrile/silica interface as surface charge develops.  
• Chapter Nine: Conclusions and future work. 
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Chapter 2: Theory 
2.1 Introduction to Vibrational Sum-Frequency Generation Theory 
Sum-frequency generation (SFG) is a second-order, nonlinear optical process 
in which a material interacts with two different electric fields, typically from intense 
laser pulses, to generate a polarization with a frequency component that is at the sum 
of the two input frequencies. If one or more of the incident fields is tuned to a 
vibrational or an electronic transition of the sample, SFG becomes resonantly 
enhanced. In vibrational sum frequency generation (VSFG) spectroscopy a mid-
infrared (IR) laser pulse creates a vibrational coherence in a sample. A nonresonant 
visible, or near-IR, pulse then upconverts the coherence via a Raman transition (Figure 
2.1). The probed molecule must therefore be both IR and Raman active, so in theory it 
must lack a center of inversion. The surface specificity is because, under the electric 
dipole approximation, a second-order nonlinear optical response is forbidden in media 
with inversion symmetry. However, an SFG  
  
Figure 2.1 Energy diagram for a VSFG process.  = 0 represents the 
ground vibrational state,  = 1 represents the first excited vibrational 






response can be generated at an interface where centrosymmetry is broken. Bulk 
contributions can be neglected unless the bulk structure is either non-centrosymmetric 
or has a sizable magnetic dipole or quadrupole response.1-4   
The sum-frequency signal is generated at a phase-matched angle according to 
the conservation of momentum equation1 
                    𝜔𝑠𝑖𝑔 sin 𝜃𝑠𝑖𝑔 = −𝜔𝐼𝑅 sin 𝜃𝐼𝑅 − 𝜔𝑝𝑟𝑜𝑏𝑒 sin 𝜃𝑝𝑟𝑜𝑏𝑒,                         (2.1) 
where sig, IR, and probe are the frequencies of the signal, IR, and probe beams 
respectively, and i is the angle with respect to the surface normal for the beam with 
frequency i. i is defined as negative when to the left of the surface normal and 
positive when to the right. The experimental geometry is depicted in Figure 2.2. 
 
Figure 2.2 VSFG experimental geometry in a counter-propagating configuration. 









𝐼𝑝𝑟𝑜𝑏𝑒𝐼𝐼𝑅,                                (2.2) 
where ni and Ii are the refractive index and intensity of the beam with frequency i, c 
is the speed of light, and 𝜒𝑒𝑓𝑓
(2)







 is a linear combination of tensor elements of 𝜒𝑖𝑗𝑘
(2)
, which is a third-rank tensor 
with the indices representing each electric field in reverse temporal order, and each 
index having an x, y, and z component in the laboratory frame. In the case of an 
azimuthally symmetric interface, only seven of the 27 tensor elements are nonzero, four 














. Therefore, the 
general expression for 𝜒𝑒𝑓𝑓
(2)
 at an azimuthally symmetric interface is a linear 
combination of seven tensor elements:1 
𝜒𝑒𝑓𝑓
(2)







  - 𝑐𝑜𝑠Ω𝑠𝑖𝑔𝑐𝑜𝑠Ω𝑝𝑟𝑜𝑏𝑒𝑐𝑜𝑠Ω𝐼𝑅𝐿𝑦𝑦(𝜔𝑠𝑖𝑔)𝐿𝑦𝑦(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑧𝑧(𝜔𝐼𝑅)𝑐𝑜𝑠 𝜃𝑠𝑖𝑔𝑐𝑜𝑠 𝜃𝑝𝑟𝑜𝑏𝑒𝑠𝑖𝑛 𝜃𝐼𝑅 𝜒𝑦𝑦𝑧
(2)
 
+  𝑐𝑜𝑠Ω𝑠𝑖𝑔𝑐𝑜𝑠Ω𝑝𝑟𝑜𝑏𝑒𝑐𝑜𝑠Ω𝐼𝑅𝐿𝑦𝑦(𝜔𝑠𝑖𝑔)𝐿𝑧𝑧(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑦𝑦(𝜔𝐼𝑅)𝑐𝑜𝑠 𝜃𝑠𝑖𝑔𝑠𝑖𝑛 𝜃𝑝𝑟𝑜𝑏𝑒𝑐𝑜𝑠 𝜃𝐼𝑅𝜒𝑦𝑧𝑦
(2)
 
-  𝑐𝑜𝑠Ω𝑠𝑖𝑔𝑐𝑜𝑠Ω𝑝𝑟𝑜𝑏𝑒𝑐𝑜𝑠Ω𝐼𝑅𝐿𝑧𝑧(𝜔𝑠𝑖𝑔)𝐿𝑦𝑦(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑦𝑦(𝜔𝐼𝑅)𝑠𝑖𝑛 𝜃𝑠𝑖𝑔𝑐𝑜𝑠 𝜃𝑝𝑟𝑜𝑏𝑒𝑐𝑜𝑠 𝜃𝐼𝑅𝜒𝑧𝑦𝑦
(2)
 
      + 𝑐𝑜𝑠Ω𝑠𝑖𝑔𝑐𝑜𝑠Ω𝑝𝑟𝑜𝑏𝑒𝑐𝑜𝑠Ω𝐼𝑅𝐿𝑧𝑧(𝜔𝑠𝑖𝑔)𝐿𝑧𝑧(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑧𝑧(𝜔𝐼𝑅)𝑠𝑖𝑛 𝜃𝑠𝑖𝑔𝑠𝑖𝑛 𝜃𝑝𝑟𝑜𝑏𝑒𝑠𝑖𝑛 𝜃𝐼𝑅𝜒𝑧𝑧𝑧
(2)
,  (2.3) 
where Ωi is the angle of polarization and the Lii are nonlinear Fresnel factors. Fresnel 
factors correct for differences between the incident light and the electric fields at the 
surface, as well as the difference between the electric field generated in the immediate 
environment of the interfacial molecules and the emitted signal. Fresnel factors are 
described in detail in Section 2.2.1.   
For experiments in which light is polarized either parallel, P, or perpendicular, 
S, to the plane of incidence and reflection, the seven terms reduce further to those 
shown in equations 2.4-2.7. The only possible polarization configurations are those in 













(2)                (2.5) 
𝜒𝑒𝑓𝑓,𝑃𝑆𝑆
(2)
= 𝐿𝑧𝑧(𝜔𝑠𝑖𝑔)𝐿𝑥𝑥(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑥𝑥(𝜔𝐼𝑅)𝑠𝑖𝑛 𝜃𝑠𝑖𝑔𝜒𝑧𝑥𝑥      




= 𝐿𝑦𝑦(𝜔𝑠𝑖𝑔)𝐿𝑦𝑦(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑧𝑧(𝜔𝐼𝑅)𝑐𝑜𝑠 𝜃𝑠𝑖𝑔𝑐𝑜𝑠 𝜃𝑝𝑟𝑜𝑏𝑒𝑠𝑖𝑛 𝜃𝐼𝑅  𝜒𝑦𝑦𝑧
(2)
 
+ 𝐿𝑦𝑦(𝜔𝑠𝑖𝑔)𝐿𝑧𝑧(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑦𝑦(𝜔𝐼𝑅)𝑐𝑜𝑠 𝜃𝑠𝑖𝑔𝑠𝑖𝑛 𝜃𝑝𝑟𝑜𝑏𝑒𝑐𝑜𝑠 𝜃𝐼𝑅𝜒𝑦𝑧𝑦
(2)
 
+ 𝐿𝑧𝑧(𝜔𝑠𝑖𝑔)𝐿𝑦𝑦(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑦𝑦(𝜔𝐼𝑅)𝑠𝑖𝑛 𝜃𝑠𝑖𝑔𝑐𝑜𝑠 𝜃𝑝𝑟𝑜𝑏𝑒𝑐𝑜𝑠 𝜃𝐼𝑅𝜒𝑧𝑦𝑦
(2)
 
+ 𝐿𝑧𝑧(𝜔𝑠𝑖𝑔)𝐿𝑧𝑧(𝜔𝑝𝑟𝑜𝑏𝑒)𝐿𝑧𝑧(𝜔𝐼𝑅)𝑠𝑖𝑛 𝜃𝑠𝑖𝑔𝑠𝑖𝑛 𝜃𝑝𝑟𝑜𝑏𝑒𝑠𝑖𝑛 𝜃𝐼𝑅𝜒𝑧𝑧𝑧
(2)
 .          (2.7)                     
The SSP polarization configuration is sensitive to vibrational modes that have a 
transition dipole moment with a projection along the surface normal, whereas the SPS 
configuration is sensitive to modes that have a transition dipole moment with a 
projection along the surface. The PPP configuration is sensitive to modes with 
transition dipole moments in both orientations. Because the PPP configuration is 




 terms are 
typically of opposite sign, PPP data can be challenging to interpret. However, the 
sensitivity of the PPP signal to the experimental geometry enables the adjustment of 
incident angles to provide information about 𝜒𝑖𝑗𝑘
(2)
. 
2.2 Orientational Analysis 
The strength of the (2) response reveals information about the molecular 
number density and organization via7 
𝜒𝑖𝑗𝑘
(2)
∝ 𝑁 ∑ 〈𝑅𝑖𝑖′𝑅𝑗𝑗′𝑅𝑘𝑘′〉𝑖′𝑗′𝑘′ 𝛽𝑖′𝑗′𝑘′
(2)





where N is the number density of oscillators, i’j’k’ is the hyperpolarizability tensor, and 
the brackets designate an orientational average with Rii’ representing an element of the 
Euler transformation matrix  
𝑟 = [− 
cos 𝜃 cos 𝜑 cos 𝜒 − sin 𝜑 sin 𝜒 cos 𝜃 sin 𝜑 cos 𝜒 + cos 𝜑 sin 𝜒 sin 𝜃 cos 𝜒
cos 𝜃 cos 𝜑 sin 𝜒 − sin 𝜑 cos 𝜒 − cos 𝜃 sin 𝜑 sin 𝜒 + cos 𝜑 cos 𝜒 − sin 𝜃 sin 𝜒
− sin 𝜃 cos 𝜑 − sin 𝜃 sin 𝜑 cos 𝜃
],          (2.9) 
which transforms coordinates from the molecular frame to the laboratory frame (see 
Figure 2.3).  i’j’k’ depends on the infrared transition dipole moment, μʹ, and the 
polarizability tensor, αʹ. When the IR and probe interactions are not simultaneous, μʹ 
and αʹ must be considered separately, as described in Section 2.3. 
 
Figure 2.3 Axis system in the laboratory frame (x, y, z) and molecular frame (x’, y’, z’) 
and the necessary angles (  ) required to transform between coordinates. 
The strategy for VSFG orientational analysis is first to obtain values for 
different tensor elements of 𝜒𝑖𝑗𝑘
(2)
 by measuring 𝜒𝑒𝑓𝑓
(2)
 under different polarization 
configurations or experimental geometries, and then to calculate 𝜒𝑖𝑗𝑘
(2)
 using estimated 
values for the Fresnel factors. Then, expressions for orientational averages, using 





appropriate distribution of orientations will need to be assessed, and may be 
represented, for instance, by a delta function, a Gaussian function, or another 
distribution.7 Finally, the different expressions can be combined to solve for the 
average orientation. There are many methods for performing this analysis, including 
the polarization null angle method and the polarization intensity ratio method.7,8 All of 
these methods involve comparing the relative strength of selected 𝜒𝑖𝑗𝑘
(2)
  tensor elements. 
2.2.1 Fresnel Factors 
To calculate the necessary 𝜒𝑖𝑗𝑘
(2)
 elements accurately, knowledge of the nonlinear 
Fresnel factors is needed. The Fresnel factors, Lii, are given by 
𝐿𝑥𝑥(𝜔𝑖) =
2𝑛1(𝜔𝑖) cos 𝛽𝑖
𝑛1(𝜔𝑖) cos 𝛽𝑖+ 𝑛2(𝜔𝑖) cos 𝛾𝑖
               (2.10) 
𝐿𝑦𝑦(𝜔𝑖) =
𝑛1(𝜔𝑖) cos 𝛾𝑖
𝑛1(𝜔𝑖) cos 𝛾𝑖+ 𝑛2(𝜔𝑖) cos 𝛽𝑖
    (2.11) 
and 
            𝐿𝑧𝑧(𝜔𝑖) =
2𝑛2(𝜔𝑖) cos 𝛽𝑖






,                  (2.12) 
where 𝑛1 and 𝑛2 are the refractive indices of the first and second media with which the 
incident beams interact and 𝑛′ is the refractive index of the interface. 𝛽𝑖 is the angle of 
incidence of the beam with frequency 𝜔𝑖, and 𝛾𝑖 is the refractive angle into the second 
medium, where 
 𝑛1(𝜔𝑖) sin 𝛽𝑖  = 𝑛2(𝜔𝑖) sin 𝛾𝑖.                                     (2.13) 
There are two areas of uncertainty when attempting to determine Fresnel factors 
accurately. The first, and most challenging problem, is assessing 𝑛′, the refractive index 





An interfacial refractive index is dependent on the anisotropy of dielectric properties, 
and therefore on both the molecular polarizability and organization.7 Some researchers 
use an average between the refractive indices of the two adjacent media, the higher 
refractive index of the two, or another method.9 In work by Shen and coworkers, the 
refractive index of the second medium is used, but a local field factor correction is 
applied.5, 10  
The second challenge is obtaining refractive indices at mid-IR frequencies, 
which are difficult to measure when close to resonance. This challenge becomes less 
problematic for co-propagating setups, because the terms containing 𝑛(𝜔𝐼𝑅) largely 
cancel out for the equations relevant to this geometry.7 However, for counter-
propagating systems, careful assessment of 𝑛(𝜔𝐼𝑅) is necessary for quantitative 
orientational analysis. One benefit of this scenario is that a comparison of co-
propagating and counter-propagating spectra could potentially be used to deduce the 
IR refractive index. 7 
2.2.2 Evaluation of hyperpolarizability, ijk 
To evaluate equation 2.8, knowledge of the hyperpolarizability, i’j’k’, is 
required. i’j’k’ depends on μʹ and αʹ, which can be obtained with spectroscopic 
measurements or calculations. It is often convenient to work with the isotropic and 
anisotropic portions of the Raman tensor, I and I, which are the rotationally invariant 




𝑇𝑟{𝜶′}                 (2.14) 








(𝛼′𝑥𝑥 − 𝛼′𝑦𝑦)2 +
1
2
(𝛼′𝑥𝑥 − 𝛼′𝑧𝑧)2 +
1
2
(𝛼′𝑦𝑦 − 𝛼′𝑧𝑧)2        (2.15) 
For cylindrically symmetric functional groups these expressions reduce to 
𝛼𝐼




′ +  𝛼𝑧𝑧
′ )                    (2.16) 
and 
𝛼𝐴
′ =  𝛼𝑥𝑥
′ −  𝛼𝑧𝑧
′ .    (2.17) 
The relative signs and strengths of I and A can often be estimated by using 
the Raman depolarization ratio, which is an experimentally derived quantity taken from 
polarized Raman measurements. Typically, the ratio between I and A from the 
Raman depolarization ratio is consistent with two possible solutions. VSFG can help 





. This determination can be made by manipulating the polarization axes of the 
incident beams, and measuring the intensity of a selected polarization of the signal, as 
demonstrated by Zhang et al.11 Alternatively, phase-sensitive VSFG measurements can 
be performed. Other means of obtaining information about i’j’k’ include ab initio 
calculations and bond-polarizability-derivative models.2, 7, 12-13   
2.2.3 Orientational analysis of cylindrically symmetrical molecules 
The methyl group of acetonitrile is freely rotating, so the symmetric methyl 
stretch can be classified as having cylindrical symmetry. For this class of vibrational 
moiety, the angular average for 𝜒𝑥𝑥𝑧
(2)
, the tensor element detected with the SSP 



















The methyl symmetric stretch has a strong IR transition15 that is directed along the 
molecular (z) axis, so 𝜇′
𝑧
 is large. The Raman strength is also significant, and I is 
approximately three times the magnitude and of the same sign as A, based on the 
symmetric methyl stretch of a long-chain amphiphile.11 As a result, an SSP VSFG 
signal generated from acetonitrile at a silica interface is strong. In contrast, the SPS 
signal is extremely weak for this mode, so ratios between different tensor elements are 
difficult to obtain and quantitative orientational analysis is unreliable.  However, 
equation 2.18 can be used to examine acetonitrile’s orientational dependence on 
various experimental conditions, such as temperature or chemical environment. 
The asymmetric methyl stretch also has a strong IR transition, but a weak 
Raman transition.15 In part, because of the orientation of the transition dipole of this 
completely depolarized mode at the silica interface, it is present in SPS and PPP 
spectra, but is undetectable in the SSP polarization configuration. SPS signals can be 












3𝜃〉              (2.19) 
The PPP spectrum is sensitive to both the symmetric and asymmetric methyl 
stretches. The first and last term dominate for the symmetric stretch; the first term 
contains 𝜒𝑥𝑥𝑧
(2)














3𝜃〉 .  (2.20) 
Because these terms are opposite in sign in the counter-propagating geometry, the 
isotropic terms of 2.18 and 2.20 partially cancel out. Therefore, the PPP configuration 





however, PPP spectra tend to exhibit trends that are similar to SSP spectra for the 
symmetric stretch and similar to SPS spectra for the asymmetric stretch.  
2.3 Non-time-coincident transitions 
The expressions describing the second-order susceptibility that have been 
presented thus far are valid when the IR and Raman transitions occur simultaneously. 
In time-domain VSFG experiments, there are certain conditions in which it is preferable 
for there to be a short delay (on the order of a few picoseconds) between the IR and 
probe pulses. Liquids that have relatively low viscosity, such as acetonitrile, may 
reorient (spin or tumble) on a time scale that is similar to that of other dephasing 
mechanisms. Therefore, when attempting to extract orientational information from 




There are several aspects to consider when determining the influence of 
dynamics on VSFG signal intensity: the vibrational mode, the polarization 
configuration, the axis about which the molecule reorients, and the local environment 
of the molecule.1, 16-20 In equation 2.8, 𝜒𝑖𝑗𝑘
(2)
 was described as being proportional to an 
orientational average of the hyperpolarizability,  (2).  This expression can be modified 
by expressing 𝜒𝑖𝑗𝑘
(2)
 in the time domain as 𝑅𝑖𝑗𝑘
(2)(𝜏), and separating the hyperpolarizability 
into dipole and polarizability derivatives, μʹ and αʹ:18 
𝑅𝑖𝑗𝑘
(2)(𝜏) ∝ 〈(∑ 𝑅𝛽,𝑘(0)𝜇𝛽




𝛾=1 )〉, (2.21) 






2.3.1 Non-time-coincident transitions: symmetric methyl stretch  
As in equations 2.18-2.20, when performing an orientational average using 
equation 2.21, the number of terms can be reduced for highly symmetric molecules or 
moieties. For the methyl symmetric stretch, 𝑅𝑥𝑥𝑧
(2)














cos)2(  AZIZxxzR ,  (2.22) 
where lowercase Greek letters designate angles at time zero, and uppercase Greek 
letters designate angles at a later time, . Only the terms with orientational averages 
containing angles at both times will be sensitive to reorientation. These orientational 
averages are a form of time correlation function (TCF), and can be evaluated with 
molecular dynamics (MD) simulations. According to equation 2.22, the last term of 
𝑅𝑥𝑥𝑧
(2) (𝜏), which depends on the anisotropic polarizability derivative, 𝛼𝐴
′ , is 
orientationally sensitive to the tumbling motion in . However, for polarized modes 
such as the symmetric methyl stretch, the isotropic portion of the polarizability 
dominates, so SSP measurements are largely insensitive to reorientation. (A 
phenomenon that occurs if reorientation also changes the vibrational frequency of an 
oscillator by changing the local environment will be discussed in Chapter Five.) 














This configuration depends only on the anisotropic portion of the polarizability, so SPS 
measurements of the symmetric stretch are nearly undetectable, despite a moderate 
projection onto the surface plane. 
PPP measurements include 𝑅𝑧𝑧𝑧
(2) (𝜏): 
𝑅𝑧𝑧𝑧
(2) (𝜏) ∝ 𝜇𝑍
′ 𝛼𝐼








〈cos 𝜃 cos 2Θ〉).    (2.24) 
Like 𝑅𝑥𝑥𝑧
(2)  in equation 2.22, 𝑅𝑧𝑧𝑧
(2)
 has one term that is sensitive to reorientation in . 





emphasize the anisotropic portion of the Raman polarizability, and therefore are 
somewhat more sensitive to reorientation than are SSP measurements.  
2.3.2 Non-time coincident transitions: asymmetric methyl stretch 
When delay-dependent orientational averages are performed for the case of an 
asymmetric methyl stretch, equivalent expressions for the tensor elements shown in 
equations 2.22-2.24 are dependent on methyl rotation (spinning). For acetonitrile, the 
methyl group is a free rotor, so these response functions decay to zero on the time scale 
of the probing step. Therefore, all polarization configurations are sensitive to spinning 
for the case of the asymmetric methyl stretch.18 
2.3.3 Environmental influence on reorientation 
MD simulations help clarify the influence of environment on the reorientation 
dependence of VSFG measurements. For example, the P1 (cos ) orientational 
correlation time of acetonitrile is 3.4 ps in the bulk, 1.9 ps at the liquid 





trend is reflected in VSFG measurements in different interfacial systems. For example, 
the TCF 〈cos 𝜃 cos 2Θ〉 that influences SSP and PPP measurements of the symmetric 
methyl stretch is shown in Figure 2.4 for different systems. At the liquid/vapor 
interface, the TCF shows that the system reaches equilibrium in 6 ps, which is on the 
same time scale as vibrational dephasing. In contrast, at the liquid/silica interface, the 
dynamics are hindered, and reorientation occurs on a much longer time scale. For more 
depolarized modes, environmentally-sensitive reorientation becomes an essential 
consideration. 
 
Figure 2.4 Time correlation function, C1, equivalent to 〈cos 𝜃 cos 2Θ〉, for acetonitrile 




 tensors measured in SSP 
and PPP measurements of the symmetric methyl stretch shown in equations 2.22 and 
2.24. Figure is from reference (18). 
2.4 Accurate determination of the molecular response 
The underlying process that we probe in a VSFG experiment is the vibrational 










𝑘 ,        (2.25) 
where k signifies either a specific vibrational mode or a subset of molecules with the 
same vibrational mode but different environments, Ak is the amplitude of each 
contribution and depends on the number of oscillators, orientation, and Fresnel factors 
as described above, k is the center frequency, and k is the linewidth of Lorentzian 
contribution, k. The VSFG signal intensity is proportional to the magnitude squared of 
this sum. Often there is not a unique fit, so inferences are made to determine starting 
parameters. For example, for acetonitrile, two oppositely oriented sublayers would 
suggest that spectra composed of two oppositely phased peaks with different, but 
closely spaced, vibrational frequencies.  
With the use of equation 2.25, there is the assumption that the molecular 
response is best represented by Lorentzian functions, which describe line shapes 
exhibiting homogeneous broadening.  For the case in which the molecular response is 
inhomogeneously broadened, the spectrum may be better described by a Voigt 
function, which is a Lorentzian function convolved with a Gaussian function.22 
However, in most cases, Lorentzian functions are a good approximation, and 
experiments that compare broadband (BB)-SFG (frequency domain) and free- 
induction decay (FID)-SFG (time domain) spectra show that inhomogeneous 





2.4.1 Nonresonant contribution, χNR
(2)
 
It is important to mention that equation 2.25 omits any nonresonant SFG 
contribution. When fitting VSFG spectra, the nonresonant contribution is represented 










𝑘               (2.26) 
The challenge in assessing the nonresonant contribution is assigning a phase, which 
can be either in phase with the resonant response, out of phase with the resonant 
response, or something in between. Because the VSFG intensity is proportional to the 
magnitude squared of () knowing both the magnitude and phase is essential. The 
nonresonant component depends on the polarizability of molecules, and tends to be 
relatively small in most liquids but large in metals.2 However, for buried interfaces, a 
nonresonant signal is generated from a quadrupole response that can originate from the 
bulk in any region in which the IR and probe beams propagate together. Therefore, the 
nonresonant contribution is usually negligible with a counter-propagating geometry 
because the proximity between the IR and probe is minimized.25  
2.4.2 Assessing the instrument response 
Finally, one must consider the influence of the incident laser pulses on the 
measured signal. Only in the case of an infinitely long probe pulse will the measured 
polarization represent the true molecular response. With probe pulses of practical 
lengths, additional broadening and spectral shifts can occur when overlap between the 
molecular response and the probe pulse is incomplete. These artifacts do not always 





overestimated. Optimization of the overlap of the molecular response and the probe 
pulse can be achieved by introducing a short delay (on the order of 1 ps) between the 
IR and probe pulses. The optimal delay depends on the length of the probe pulse and 
the time scale of the molecular response.14, 26 
For studies that examine reorientation and other dynamic processes, the 
instrument response can be considered precisely by simulating spectra using functions 
that model well-characterized laser pulses.14, 22, 24, 26 The necessary functions include 
the molecular response, R(t), the electric field of the IR pulse, EIR(t), and the electric 
field of the probe pulse, Eprobe(t-). The representations of these functions, and the 
simulation of VSFG spectra, are adapted from a procedure described in Stiopkin et al.26  
 We represent the molecular response with a sum of exponential functions in the 
time domain (which is equivalent to a sum of Lorentzians in the frequency domain) 
𝑅(𝑡 − 𝑡0) = −𝑖Φ(𝑡 − 𝑡0) ∑ 𝐴𝑘 𝑒
−𝑖𝜔𝑘(𝑡−𝑡0)−Γ𝑘(𝑡−𝑡0) ,  (2.27) 
where t0 is the zero time point, typically the time at which the peak of the IR pulse 
arrives,  is a step function imposing causality on the excitation of the molecular 
response by the IR pulse, and Ak is the amplitude, k is the center frequency, and k is 
the width of the kth Lorentzian mode. 
 The IR pulse can be measured in the time domain directly with a cross-
correlation technique, or converted from the frequency domain using a nonresonant 
SFG spectrum obtained from a gold substrate. Here we use a pulse with a single 
Gaussian time envelope: 











AIR is the amplitude of the pulse, the first term of the exponent is the Gaussian envelope 
of the pulse, IR is related to the width of the pulse, and IR is the center frequency of 
the spectrum.  
For the probe pulse, the spectrum is first measured by directing scatter from a 
gold substrate into a spectrometer. The spectrum is fit to a Gaussian, or a sum of 
Gaussians, and then converted into the time domain with the form (showing only one 
Gaussian): 






  ,           (2.29) 
where  is the delay between the IR and the probe pulse, Aprobe is the amplitude of the 
pulse, the first term of the exponent is the Gaussian envelope of the pulse, probe depends 
on the width of the pulse, and probe is the center frequency of the spectrum.  
To simulate VSFG spectra, a coherence is first modeled as P(1), which is 
represented as a convolution of the molecular response with the IR pulse: 
𝑃(1)(𝑡) = ∫ 𝑅(𝑡0)𝐸𝐼𝑅(𝑡 − 𝑡0)𝑑𝑡0
+∞
−∞
= 𝑅(𝑡0) ∘ 𝐸𝐼𝑅(𝑡) .     (2.30) 
P(1) is depicted in Figure 2.5a, showing the response of a low-viscosity liquid with a 
typical dephasing time of one to ten picoseconds and illustrating the asymmetry arising 
from its creation by the IR pulse at t = 0.26 The upconversion of P(1) by the probe pulse 
generates P(2), which is the VSFG signal in the time domain, and is equal to the product 
of P(1) and the electric field of the probe pulse: 
𝑃(2)(𝑡, 𝜏) ∝ 𝑃(1)(𝑡)𝐸𝑣𝑖𝑠(𝑡 − 𝜏) .               (2.31) 
The VSFG intensity is equal to the Fourier transform of P(2): 









where  is the delay between the IR and probe pulse. Therefore, P(2), and hence EVSFG, 
is highly dependent on the overlap between the first-order polarization and the electric 
field of the probe pulse. Figure 2.5b illustrates how with a  of zero, even though the 
most intense part of the pulse upconverts the most intense part of P(1), half of the probe 
pulse is “wasted” because it arrives before P(1) has been generated.  In contrast, with a 
 of 1 ps, a longer region of P(1) is overlapped with the higher amplitude region of the 
probe pulse. The effect of this enhancement can be seen in Figure 2.5c, which illustrates 
how by using an appropriate delay, the VSFG spectrum can increase in intensity, as 






Figure 2.5 Simulated representation of the steps in generating a VSFG signal. a) A 
first-order polarization, P(1), is generated by an ultrashort IR pulse, shown in magenta 
(with envelope shown only). b) A probe pulse with length on the order of picoseconds 
(envelope shown only) overlaps with P(1) to generate the second-order polarization, P(2) 
(not shown). A probe pulse delayed by 1 ps (blue) increases the amount of overlap 
between P(1) and the probe pulse. c) Comparison of the VSFG spectra in the frequency 
domain for IR probe delays of 0 and 1 ps. A delay of 1 ps improves both resolution and 
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Chapter 3: Experimental Apparatus 
3.1 Introduction 
The experiments described in the following chapters employ a broadband, 
counter-propagating VSFG spectrometer. The broadband approach, developed by 
Richter and coworkers,1 uses a high bandwidth (~250 cm-1 in our case) IR pulse, 
allowing for rapid data acquisition by eliminating the need to scan over IR wavelengths. 
At the sample, a counter-propagating geometry simplifies changing samples and 
reduces the nonresonant background signal.2 
3.2 VSFG Experimental Setup 
A schematic of the VSFG experimental apparatus is shown in Figure 3.1. The 
laser source is a 1 kHz, Ti-sapphire regenerative amplifier (Coherent Legend Elite), 
which generates 3 W of 800-nm, 80-fs pulses. The amplifier is seeded with 800-nm, 
mode-locked pulses from a 76-MHz, Ti-sapphire oscillator (Coherent Mira) and 
pumped with a Q-switched, frequency-doubled, neodymium-doped yttrium lithium 
fluoride (Nd:YLF), 1 kHz, 532-nm (Coherent Evolution) laser. Before entering the 
Legend, the Mira output is modified with a pulse shaper using a MIIPS algorithm to 
ensure a nearly transform-limited pulse at the sample.3 The oscillator is pumped by a 
5.2-W, continuous wave, 532-nm (Coherent Verdi-12) laser. The amplifier output is 
directed through a 30/70 beam splitter, after which the 30% is sent to the mid-IR 
generating path and the 70% to the 800-nm probe path. The probe path is divided again 
with a 50/50 beam splitter, with 50% going to the sample and the remaining 50% sent 
to a beam dump (omitted from Figure 3.1). The mid-IR pulses are generated with an 





generation (NDFG) module (TOPAS, Light Conversion) and have a pulse energy of 
~15 J. The IR wavelength is tuned with the WinTOPAS software, which controls the 
rotation of three nonlinear crystals, the translation of delay stages to control temporal 
overlap, and orientation of a mirror that improves overlap between the signal and idler 
beam at the NDFG crystal. The NDFG output passes through a half-wave plate and 
polarizer that control the polarization of the beam at the sample. 
 
Figure 3.1. Schematic of VSFG spectrometer. BS = beam splitter; HWP = half-wave 
plate; P = polarizer; and CCD = charge-coupled device. Beam frequency is indicated 
as follows: green = 532 nm; red = 800 nm; grey = mid-IR (~3000 cm-1); and yellow = 





The probe pulse is directed through a folded 4f-pulse shaper, which selects a 
narrow portion (4-10 cm-1) of the 800-nm spectrum using a grating (1800 lines/mm, 
Spectrogon) and a movable slit. A motorized delay stage controls temporal overlap of 
the probe and IR pulses at the sample. The probe pulse traverses a half-wave plate and 
polarizer that control the polarization at the sample.  
The angles of incidence of the IR and probe beams are -58o and 61o from the 
surface normal in the counter-propagating geometry shown in Figure 2.2. (A negative 
angle designates an angle directed to the left of the surface normal.) According to the 
phase-matching condition, the sum- frequency signal is generated from the sample 
surface at -32.8o. The polarization of the signal is selected with a polarizer, and a half-
wave plate ensures that the light is always S-polarized when it enters the spectrometer, 
which is polarization-sensitive. The signal is directed through the entrance slit of a 
spectrometer (Acton, SP2300i) and detected with a 100 × 1340 pixel CCD array (Spec-
10:100, Roper Science) with a resolution of 0.02 nm/pixel.  
3.3 Alignment 
The alignment procedure includes optimization of the mid-IR pulse, pulse-shaping to 
ensure a transform-limited pulse, temporal and spatial alignment at the sample, and 
signal alignment into the spectrometer.  
3.3.1 Mid-IR pulse optimization 
Mid-IR generation and tuning is performed with the WinTOPAS software, 
which automatically adjusts the necessary motorized optics. However, manual 





module to maximize power and bandwidth.  The “signal” that is pumped by the 800-
nm light in the first pass of the OPA is a white- light continuum that is generated by 
focusing a small portion of the 800-nm beam through a sapphire plate. The quality of 
the white-light continuum is improved by optimizing pulse compression in the 
amplifier by adjusting a motorized mirror. Then the spatial and temporal overlap are 
adjusted at each of the nonlinear crystals: the first and second pass of the OPA and the 
AgGaS2 crystal in the NDFG module. In the first pass of the OPA, and in the NDFG 
unit, the beams overlap noncollinearly, and therefore the interacting beams must be at 
the optimal angle from each other and from the surface of the crystal. 
3.3.2 MIIPS Pulse-shaping 
To generate a VSFG signal effectively, both the IR and probe pulses should be 
close to the transform limit. To attain a nearly transform-limited pulse we implement a 
pulse shaping procedure using MIIPS algorithm-based software.3 The unstretched 
probe pulse (with the slit removed) is focused through a barium borate crystal 
positioned within several centimeters of the sample stage to generate 400-nm light. The 
400-nm spectrum is collected with a fiber optic cable and analyzed by the MIIPS 
software in real time. The software compares the 800-nm spectrum to the 400-nm 
spectrum and simultaneously adjusts the phase of each frequency component of the 
seed pulse using a grating and a spatial light modulator positioned immediately before 
the amplifier. The program will iterate until the calculated /TL is less than 1.02, where 





3.3.3 Alignment at the sample 
The IR beam is first aligned to the sample using a HeNe tracer. To overlap the 
IR and probe pulses at the sample spatially and temporally, a ZnSe substrate is used. 
The focused IR and 800-nm beams each generate a blue luminescence that can be easily 
overlapped by eye. Once spatial overlap is achieved, temporal overlap is found by 
changing the path length of the 800-nm beam in 167 fs increments using a motorized 
delay stage, until an orange glow is observed coming from the ZnSe. The orange light 
is then focused and directed into the entrance slit of the spectrometer. The alignment 
and overlap are fine-tuned by replacing the ZnSe with a gold substrate, the surface of 
which generates a strong nonresonant SFG response.   
3.4 Data Collection 
The gold spectrum also serves to normalize sample spectra. The nonresonant 
response is independent of wavelength in the methyl stretch region, and the signal is 
proportional to the IR intensity only. A gold spectrum is therefore representative of the 
spectrum of the IR pulse, which eliminates the need to measure this spectrum directly.4 
If the vibrational modes of interest are far apart in energy, the IR wavelength can be 
tuned in increments of 50-100 nm throughout a range sufficient to excite the necessary 
vibrational modes.  A gold spectrum is collected at each of these wavelength settings. 
The symmetric stretch of acetonitrile can be measured with one setting only.  
Calibration is performed by placing a thin sheet of polystyrene in the path of the IR 
beam while collecting a gold spectrum (see below). 
Prior to performing sample scans, the delay between the IR and probe pulses is 





and the electric field of the probe pulse.5 The sample stage height is adjusted in 
increments of approximately 6 m while maximizing the intensity. With the IR beam 
blocked, a background spectrum is first measured for an acquisition time equal to that 
used for the sample. The background spectrum will be subtracted automatically from 
any subsequent sample scan. Sample scans are repeated at least three times with an 
acquisition time that depends on the strength of the signal. This time is generally in the 
range of 30-480 s. 
3.5 Data Analysis 
All spectra are calibrated and normalized using a LabVIEW program. Four 
absorption lines are selected from the polystyrene calibration spectrum, as shown in 
Figure 3.2. After checking for a linear correspondence with literature IR absorption 
values, the frequency points from the measured spectra are calibrated by interpolation.  
A normalization range is chosen for the gold spectrum at each wavelength, only 
selecting data points with greater than a threshold of 10,000 counts, relative to a noise 








    
Figure 3.2. VSFG spectrum of a nonresonant gold substrate with a polystyrene film 
placed in the IR path. The red lines indicate the four peaks used to calibrate the VSFG 
spectra. The inset indicates the expected linear relationship between the measured 
frequency and the IR absorption peaks for polystyrene. (The 800-nm probe frequency 
has been subtracted from the actual measured frequency values to arrive at the 
frequencies for the x-axes.)  
Spectral fitting is performed using a combination of LabVIEW, SigmaPlot, and 
Igor Pro fitting algorithms and using Lorentzian functions, as described in Section 2.4 
and equation 2.24. Alternatively, as in the studies described in Chapter Seven and 
Eight, acetonitrile spectra are analyzed as a single peak (without fitting to Lorentzian 
functions). Instead, the maximum three points are fit to a parabola, with the peak of the 
parabola representing both the maximum intensity and peak frequency. The FWHM is 
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Chapter 4: How Clean Is the Clean Solvent You Use to Clean Your 
Optics? A Vibrational Sum-Frequency-Generation Study 
 
Adapted from: Souna, A. J.; Bender, J. S.; Fourkas, J. T. Appl. Opt., 2017, 56(13), 
3875-3878. 
Research designed and conducted by: Amanda J. Souna and John S. Bender 
Authored by: Amanda J. Souna 
4.1 Introduction 
When working with optics, it is of utmost importance that all surfaces be 
pristine. Dust, dirt and oils can cause scattering and power loss, debris can burn or fuse 
to surfaces, and residue can absorb light, potentially altering experimental 
measurements. It is well understood that optics may be cleaned properly with 
appropriate solvents, but there is less awareness of the importance of correct solvent 
storage and transfer. Many optics manufacturers give guidelines on cleaning optics, but 
these guidelines generally focus on technique and choice of solvent, while giving 
solvent storage and transfer little mention. 
Here I focus on three of the solvents most commonly used to clean optics: 
acetone, methanol, and isopropanol. Even high-purity grades of these solvents contain 
small amounts of impurities that may remain behind as residue if they have a low vapor 
pressure and a high affinity for the surface being cleaned. For example, acetone readily 
condenses to form mesityl oxide and other related compounds such as diacetone 
alcohol and phorone.1-3 Methanol often contains dimethoxyalkanes,4 and isopropanol 
contains similar impurities as acetone, such as mesityl oxide.5 Issues with these 
contaminants are typically minimized by using the purest grade of solvent available. 
Although the importance of using high-purity solvents for cleaning optics is 





subsequent contamination is not as well appreciated. Solvents may come into contact 
with any number of surfaces, such as plastic squirt bottles, medicine droppers, plastic 
pipettes, rubber septa, and syringes, before being deposited on optics.   
I examined the influence of materials used in storage containers and solvent 
transfer devices that are commonly used in optics laboratories on the purity of the 
solvents used to clean optics. Low-density polyethylene (LDPE) and high-density 
polyethylene (HDPE) are noted for their high chemical resistance to solvents.6 As such, 
these polymers are often materials of choice for squirt bottles and plastic pipettes. 
Rubber is used for medicine-dropper bulbs, syringes and septa. To study the influence 
of these materials on solvents used to clean optics, vibrational sum-frequency-
generation (VSFG) spectroscopy was used to examine fused silica surfaces that have 
been cleaned with exposed solvents. The results indicate that even brief contact of the 
solvents with plastic or rubber can result in a persistent residue being left on an optic 
after cleaning.  
4.2. Methods 
The VSFG spectrometer used to collect these spectra was described in Chapter 
Three in sections 3.1-3.3. The bandwidth for the 800-nm probe pulse was 6 cm-1, and 
the IR-probe delay was 667 fs for optimized spectral resolution and signal intensity. 
The solvents used were HPLC-grade (Fisher Chemical) and 99.6% ACS reagent-grade 
(ACROS) acetone, HPLC-grade methanol (Chromasolv, Sigma-Aldrich), and ACS 
reagent-grade isopropanol (Ricca). Control solvents were stored in new, glass 
scintillation vials for the duration of experiments within one day, with fresh solvent 





were never stored in a bottle with a medicine dropper, in which the solvent vapor would 
have access to the dropper bulb. For experiments with polyethylene, approximately 10 
mL of solvent was stored in either an LDPE squirt bottle for up to one month or an 
HDPE container for up to two weeks. For experiments with rubber, the solvents were 
drawn up into the dropper and, with the dropper inverted, allowed to rest inside the 
rubber bulb for approximately five seconds. For comparison, the rubber bulb was also 
separated from the dropper, and submerged in acetone for 24 hours. In addition, the 
effect of using an LDPE plastic pipette or a polypropylene medical syringe with a 
rubber seal was considered. 
To reduce the number of experimental variables, for the initial trials, no lens 
paper was used and there was no variation in application technique. Approximately 0.5 
mL of solvent was poured directly from a vial onto the top a 23.6 mm × 47.5 mm fused 
silica flat (Hellma). The flat was first rinsed with acetone, methanol, and then water 
consecutively, oven-dried, and oxygen-plasma-cleaned. The cell was held at a nearly 
vertical angle while pouring, so that the solvent quickly ran across the cell without 
pooling. In another set of measurements, an equal volume of solvent was poured onto 
lens paper that was then used to wipe the optic. For all measurements, the optic was 
allowed to dry for at least five minutes after solvent exposure. Additionally, to measure 
the persistence of any residue on the surface, the signal was measured one day after 
applying the solvent. 
All measurements included three 2-minute scans with the infrared beam 
centered at 2900 cm-1, which is in the C-H stretching region of the infrared spectrum, 





were taken of the optic prior to contact with solvents to ensure contaminants were not 
already present. All spectra were normalized and calibrated with the procedure 
described in Chapter Three, sections 3.4 and 3.5. 
To identify contaminants, gas chromatography-electron ionization-mass 
spectrometry (GC-EI-MS) measurements (JEOL JMS-700 MStation) were also 
performed on acetone contained in an LDPE bottle for one month and on acetone in 
which a rubber bulb had been submerged overnight. 
4.3. Results and discussion 
4.3.1 Solvent purity 
As a control, I first tested whether the solvents left any detectable residue if they 
had only been in contact with glass, and if there was any significant difference among 
the solvents (Figure 4.1). I was careful to prevent the solvent from resting or pooling 
before drying on the surface, which would increase the likelihood of leaving a residue. 
With the exception of isopropanol, the weak VSFG signals in Figure 4.1 indicate that 
an organic residue left from the solvents is minimal. The small signal from the bare 
silica (black) indicates a nonresonant response from the silica. The signal originating 
from methanol (blue) is slightly larger than acetone (red), but unlikely to be of practical 
concern, based on comparison with other data (see below). It should be noted, however, 
that for methanol, if the region of the flat measured is an area towards the edge where 
the methanol has accumulated, then the intensity is several times greater than that 






Figure 4.1. VSFG spectra of the silica/air interface after deposition of different clean 
solvents compared to a bare silica surface. All spectra presented below are on the same 
intensity scale. 
Isopropanol tends to leave a residue throughout the region with which it comes 
in contact.  I also checked to see if the residue remained the following day, and the 
signal did not diminish. The spectrum from isopropanol’s residue resembles that of 
isopropanol itself, but because the residue remains on the surface over time, it is likely 
a mixture of impurities with vapor pressures lower than isopropanol. 
4.3.2 Solvent contamination: LDPE 
In striking contrast to the control spectra, VSFG spectra of solvents that have 
been in contact with LDPE are intense, indicating the presence of substantial quantities 
of organics on the silica surface (Figure 4.2). All three solvents left a substantial residue 
after only 1 h of exposure to LDPE. The similarity of all the spectra indicates that all 
of the solvents have a common contaminant or contaminants, and that the spectra do 
not arise from the solvents themselves, as is also confirmed by spectra of acetone, 
methanol, and isopropanol that were measured at the silica/vapor interface (not shown). 





isopropanol leaves an increased residue with different spectral features. Methanol also 
can leave moderate residue if it accumulates, but after contact with LDPE, it leaves 
substantially more residue and leaves it throughout the area with which it comes into 
contact. 
 
Figure 4.2. VSFG spectra of a silica/air interface after deposition of different solvents 
after 1 h of contact with LDPE. 
VSFG spectra were measured for optics that had been cleaned with solvents 
that had remained in the LDPE bottle for up to one month. Spectra are shown for 
acetone in Figure 4.3, but similar results were found for methanol and isopropanol. 
Quantitative comparison of the signal intensity is impractical due to the heterogeneous 
surface coverage, but within the measurement error there is no systematic increase in 
signal for exposure times of greater than 1 h. These results suggest that the solvents 
become saturated with contaminants in less than 1 h of exposure. Because the VSFG 
signal is only sensitive to interfaces, it is also possible that 1 h of exposure to LDPE is 
sufficient to create a contaminant layer on the optic that is a monolayer or more thick, 






Figure 4.3. VSFG spectra of the silica/air interface after deposition of acetone left in 
an LDPE squirt bottle for different lengths of time. 
GC-EI-MS analysis was performed in an attempt to identify the contaminants. 
The total ion chromatogram (TIC) of acetone stored in an LDPE bottle for one month 
is shown in Figure 4.4. The mass spectra of 12 of the small peaks shown reveal the 
presence of a variety of branched, long-chain alkanes. These contaminants may arise 
from degradation of LDPE, which is more likely to occur at branching sites,7 by the 
solvents. Another possibility is that the degradation products are already present as a 
result of processing at high temperatures, and then leach from the surface by the 
solvents.8 The contaminants could also include plasticizers, which are often used in 
polyethylene products and typically are not chemically bonded to the polymer matrix 
and therefore leach easily.9 Common plasticizers such as phthalates often contain alkyl 
groups, which would give the same spectral signature as the branched alkanes identified 
in the GC-EI. Plasticizers are likely low in concentration, however, because they do 






Figure 4.4. TIC of acetone left in an LDPE squirt bottle for one month. Many of the 
small peaks matched branched alkanes. 
The VSFG spectrum is also consistent with the presence of branched alkanes. 
Previous VSFG studies of medium- and long-chain alkanes and alcohols show similar 
peaks with peak assignments including a methylene symmetric stretch at 2850 cm-1, a 
methyl symmetric stretch at 2875 cm-1, a methylene asymmetric stretch at 2920 cm-1, 
a Fermi resonance of the methyl symmetric stretch and an overtone of a bending mode 
at 2940 cm-1, and a methyl asymmetric stretch at 2960 cm-1.10,11 Other studies suggest 
that the peak at 2920 cm-1 is a methylene Fermi resonance, because this peak is in phase 
with the 2850 cm-1 symmetric stretch peak, whereas symmetric and asymmetric modes 
should be of opposite phase.12-14 The spectra are also similar to those of LDPE films,15 
with the exception of the 2875 cm-1 methyl stretch peak, which confirms the presence 
of segments of small hydrocarbon chains. 
An orientational analysis of such a complex mixture of components is 
challenging, and is well beyond the scope of this work. However, qualitative 
comparisons can be made with previous studies, including a VSFG study showing that 





surface.11 Our VSFG spectra have similar structure, suggesting that the peaks arise 
from branched alkanes lying with their long axes parallel to the surface and branches 
extending into the air at various angles.  
4.3.3 Solvent contamination: HDPE 
Contamination originating from HDPE bottle occurs more slowly than that 
from LDPE. HDPE is known to be more chemically resistant than LDPE, due to less 
branching and a more crystalline structure.6 Even in HDPE, however, all three solvents 
are likely contaminated substantially after a 2-week exposure, as shown in Figure 4.5; 
however, this can be said with less certainty in the case of methanol and isopropanol, 
due to the impurities already present in these solvents.  GCMS was not performed on 
these samples because the VSFG spectral peaks lie in similar positions to those from 
the LDPE bottles, and therefore the contaminants are likely to be chemically similar in 
both cases.  
 
Figure 4.5. VSFG spectra of the silica/air interface after deposition of different 






4.3.4 Solvent contamination: rubber 
Rubber medicine droppers commonly are used in the cleaning of optics, and it 
is generally assumed that the liquid solvent only comes into contact with glass. Our 
data show, however, that if the liquid solvent comes into contact with the rubber bulb 
even for a few seconds, significant contamination can occur. Figure 4.6 shows spectra 
from all three solvents after contact with the rubber bulb for only 5 s. The spectra are 
all quite intense, particularly in the case of acetone and methanol. The evidence is less 
clear for isopropanol, because the peaks are not as intense, and the signal does not differ 
substantially from the residue already left behind by isopropanol. The substantial vapor 
pressures of these solvents suggest that contaminants will be extracted from the rubber 
over time even without direct contact with the liquid.  
 
Figure 4.6. VSFG spectra of the silica/air interface after deposition of different 
solvents after contact with the rubber bulb from a glass medicine bottle for 5 s. 
Figure 4.7 compares spectra of acetone left in contact with the rubber bulb for 
5 s and 24 h. As was the case for LDPE, the intensity of the spectra is essentially 





rapidly with contaminants. In this case, the acetone is not likely saturated with 
contaminants after 5 s, because after 24 h the acetone is visibly different, with a pinkish 
color, and the residue on the optic is white. The fact that the spectrum changes with 
time may indicate that one or more contaminants is extracted from the rubber more on 
a time scale longer than 5 s. 
 
Figure 4.7. VSFG spectra of the silica/air interface after deposition of acetone in 
contact with a rubber bulb for 5 s and 24 h.  
The TIC from the GCMS analysis of acetone left in contact with the rubber 
dropper bulb for 24 h is shown in Figure 4.8. The chromatogram shows an abundance 
of small peaks with a retention time between 13 and 19 minutes, similar to the LDPE-
acetone sample, signifying the presence of long-chain hydrocarbons that may arise 
from degraded rubber. In contrast to LDPE, there is the distinctive presence of a single 
large peak at 14.99 minutes. Mass spectral analysis of this peak indicated that it arises 
from 2,2'-methylenebis[6-(1,1-dimethylethyl)-4-ethyl-phenol], a rubber additive used 
as a stabilizer and antioxidant.16 Its IR spectrum contains a broad band from 2800 to 






Figure 4.8. TIC of acetone in which a rubber medicine-dropper bulb had been 
submerged inside for 24 hours. Mass spectral analysis of the 14.99 min peak indicates 
that it arises from 2,2'-methylenebis[6-(1,1-dimethylethyl)-4-ethyl-phenol]. Although 
the presence of this species in the liquid does not necessarily signify presence in the 
residue, and its IR spectrum does not distinguish it from other organic components,17 
the large size of this molecules suggests that it would remain on the silica surface rather 
than evaporating.  
4.3.5 Persistence of contaminants 
Having determined that exposure to polyethylene and rubber leads to 
substantial deposition of contaminants on optics, the persistence of these species was 
next examined. A previous VSFG study showed that adsorption of alkanes on silica is 
reversible,12 and alkanes will desorb in approximately 1 min if the surface is exposed 
to a flow of pure helium. However, this study was based on short-chain, unbranched 
alkanes. To measure contaminant persistence, I compared spectra obtained several 
minutes after contact with solvent to spectra obtained after 24 h. For both LDPE (Figure 
4.9a) and rubber (Figure 4.9b) the VSFG signal from contaminants is essentially 
unchanged after 24 h. The VSFG signal increased slightly with time in most cases, 
which may be due to surface heterogeneity or may arise from reconstruction of the 






Figure 4.9. VSFG spectra of the silica/air interface after deposition of acetone and 
methanol left in contact with (A) LDPE and (B) rubber. Solid lines show signal of 
residue after the surface dried, and dashed lines show signal after the sample is left 
sitting for one day. 
4.3.6 Lens paper 
Due to the variability in the manner in which lens paper is used to clean optics 
(e.g., folding style, degree of saturation, and ‘drop and drag’ versus ‘brush’ technique), 
in the above experiments I chose to emphasize solvent contamination alone. To 
investigate any potential role of lens paper, two additional experiments were 
performed. First, optics were cleaned with two different brands of lens paper (Thor 
Labs and Tiffen) using HPLC grade and 99.6% ACS Reagent Grade acetone that had 
only been exposed to glass. Virtually no VSFG signal was observed with either brand 
of lens paper with either type of acetone.  
I next examined whether lens paper influences the amount of residue deposited 
by a contaminated solvent. As shown in Figure 4.10, lens paper saturated with solvent 
leaves less residue on fused silica than does solvent deposited directly on the substrate. 
However, even when lens paper is used for cleaning, a substantial residue is left on the 






Figure 4.10. VSFG spectra of the silica/air interface after deposition of acetone and 
methanol left in contact with the rubber bulb from a medicine dropper vs. pouring the 
solvent directly on the surface. 
4.3.7 Other sources of contamination 
In addition to polyethylene bottles and rubber medicine droppers, I also 
investigated other sources of contamination including two brands of disposable plastic 
pipettes and disposable medical syringes. Both brands of plastic pipettes were 
composed of LDPE, and resulted in a strong signal after contact with all three solvents, 
with a similar spectrum and intensity as that originating from the LDPE bottles.  The 
contamination imparted to the solvent was substantial after only seconds of contact, 
most likely because the volume of solvent exposed to the LDPE surface was small.  A 
few seconds of contact of acetone and methanol with a disposable medical syringe with 
a rubber seal results in a similarly substantial residue. The spectra resulting from 
contact with the syringe bear strong resemblance to spectra measured from monolayers 
of poly(dimethylsilane) suggesting the presence of degraded or incompletely 








Strong solvents can be used to clean optics effectively. However, that same 
solvent strength allows contaminants to be introduced by materials with which the 
solvents come into contact. Here it was shown that acetone and methanol quickly 
become contaminated enough from exposure to LDPE, HDPE and rubber to leave a 
persistent residue on a fused silica surface. Isopropanol leaves a residue on its own, 
which worsens after exposure to LDPE, and potentially HDPE and rubber. In the case 
of LDPE, 1 h of exposure is sufficient to leave a film that can saturate the surface. 
HDPE is more resistant to solvent, but may also leave a saturated contaminant film on 
fused silica after 2 weeks of exposure to solvent. In the case of rubber, 5 s of exposure 
is sufficient to leave a saturated layer of contaminant on a fused-silica optic.  With the 
exception of isopropanol, if the solvents are not contaminated during storage, they 
leave minimal residue.  It should be pointed out, however, that in this experiment the 
surfaces exposed to the solvents were already clean. Therefore, the results do not speak 
to the solvents’ ability to remove debris from an optic, but only to their tendency to 
become contaminated during storage. 
This work indicates that when using strong solvents to clean optics, it is 
essential that these solvents come in contact with glass only. Even the use of bottles 
capped by a glass medicine dropper is not advised, due to the risk of the bottle being 
unwittingly inverted or of the solvent vapor extracting contaminants over time. Based 
on these results, the best practice is to store solvents for optics cleaning in a glass 
container with a glass stopper, and to use a long, disposable glass pipette to transfer the 
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5.1 Introduction 
Although VSFG is typically used to study the average molecular orientation at 
interfaces, there is a growing appreciation that this technique can also provide 
information on dynamics.8  For instance, in 2001 Wei and Shen showed that 
reorientation can influence the relative VSFG intensity of the free O-H stretch at the 
water liquid/vapor interface under different polarization conditions.2  This effect has 
since been observed in other systems,3-6 analyzed theoretically,1,3 and quantified using 
molecular dynamics simulations.7 Higher-order, surface-selective techniques have also 
been devised to study reorientational dynamics at interfaces more directly.8-16 
A broadband implementation of VSFG spectroscopy can be described in terms 
of a vibrational coherence that is created with an infrared pulse (IR) and is later probed 
with a shorter-wavelength pulse via a Raman transition.1,3,7 The IR pulse preferentially 
creates coherences in a subset of the interfacial molecules, based on their orientations. 
Previous work on the effects of reorientation on VSFG spectra has focused on how the 
orientational evolution of the distribution of molecules initially excited influences the 
signal by changing the sensitivity of the probing step.2,3,7 The influence of reorientation 





A vibrational mode of a high-symmetry functional group, such as a freely-
rotating methyl group, has a Raman tensor that can be described in terms of an isotropic 
portion and an anisotropic (depolarized) portion.15 The isotropic portion of the 
polarizability is independent of the orientation of the functional group, and so is not 
influenced by any reorientation that occurs following creation of a vibrational 
coherence with the infrared pulse. Thus, in the absence of other orientation-dependent 
effects, only the depolarized component of the Raman tensor plays a role in coupling 
orientational dynamics to VSFG spectra.3,7  For a symmetric methyl stretch, the 
isotropic portion of the polarizability is typically significantly larger than the 
depolarized portion,16-19 and so even rapid reorientation has been found to have little 
effect on the VSFG spectrum.7 
In the above picture, it is assumed that the vibrational frequency of the mode of 
interest remains the same regardless of orientation. However, the dielectric 
environment often changes rapidly as a function of distance from an interface.20 In such 
a situation, the vibrational frequency becomes a function of orientation for interfacial 
molecules. Thus, reorientation can cause the frequency of a vibration to vary as a 
function of time.  A transition frequency that varies on a time scale that is longer than 
the oscillation period of the transition (/c) is a characteristic feature of spectral 
diffusion.21,22 The orientation-dependent vibrational frequency therefore can lead to 
what we term reorientation-induced spectral diffusion (RISD). 
Coupling between frequency and orientation has the potential to allow 
reorientation to have a substantial influence on VSFG spectra, because this 





Raman tensor. Here I explore the role of reorientation-induced spectral diffusion in the 
VSFG spectrum of a model system, liquid acetonitrile at the liquid/silica (LS) interface.  
Acetonitrile takes on a lipid-bilayer-like structure at this interface.23-27 The cyanide 
groups in the first sublayer of molecules interact strongly with the silica surface, and 
molecules in this sublayer therefore undergo reorientation on a time scale that is much 
longer than that of vibrational dephasing.  In the second sublayer the methyl groups 
tend to point towards the first sublayer, and are therefore in a relatively nonpolar 
environment.23-27 However, some molecules in the second sublayer have methyl groups 
that point away from the first sublayer, and are therefore in a more polar environment. 
Due to the absence of hydrogen bonding in the second sublayer, reorientation is 
considerably faster than in the first sublayer,27 suggesting that it could be possible to 
observe RISD in the contribution of the second sublayer to the VSFG spectrum of the 
symmetric methyl stretch. 
Here I present a time-resolved, broadband VSFG study of acetonitrile at the LS 
interface.  The shape of the peak from the symmetric methyl stretch evolves as a 
function of time after the infrared pulse creates a vibrational coherence. Line shape 
simulations based on the characteristics of the infrared and probe pulses used 
demonstrate that this evolution cannot be explained in terms of static spectral features. 
However, the essential features of the spectral evolution can be reproduced with a basic 
model of RISD based on an orientational distribution for the second sublayer that is 








The details of our counterpropagating VSFG spectrometer have been described 
in Chapter Three.  For the studies reported here the probe bandwidth was narrowed to 
~5 cm-1 (0.3 nm). The probe spectrum used for the experiments reported here was 
centered at 801.2 nm. For this study we are concerned primarily with the SSP 
polarization combination.  At the sample, the probe pulse energy was 11 µJ, and the IR 
pulse energy was 8 µJ.  The spectra of the probe pulse and the VSFG signal were 
measured using a spectrometer (Acton SP300i) with a thermoelectrically-cooled, 2D 
CCD array (Spec-10:100, Roper Scientific).   
The sample consisted of 99+% spectroscopic grade acetonitrile (ACROS) and 
was held in an IR-grade quartz cell with a 1 mm path length (Hellma). The cell was 
rinsed, oven-dried and oxygen-plasma cleaned immediately prior to use. The SFG 
spectrum of gold under PPP polarization conditions, which is proportional to the 
spectrum of the IR pulse,28 was used as a reference. The VSFG signal was divided by 
the gold SFG spectrum to obtain the corrected line shape.  IR/probe delays ranging 
between 0 and 3.5 ps, with a 0.167 ps step-size, were used to collect VSFG spectra that 
sampled different portions of the vibrational free-induction decay (FID).  Time zero 
was determined carefully by maximizing of the gold SFG signal using the full 
bandwidth of the probe pulse (which had a temporal FWHM of ~100 fs).   
5.3. Results 
5.3.1 The molecular origin of RISD 
To illustrate the potential influence of RISD on VSFG spectra, consider a 





methyl group) under SSP polarization conditions. In the absence of RISD, the response 
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where  is the time between the IR and Raman transitions,  and  are the angles of 
the symmetry axis with respect to the surface normal at times zero and , respectively, 
Z  is the component of (q) 0q  along the symmetry axis (where  is the dipole 
moment, q is the vibrational coordinate and q0 is its equilibrium value), I   and A   are 
the isotropic and anisotropic components of (q)
0q , respectively (where  is the 
polarizability tensor), and the angular brackets indicate ensemble averages. 
Only the term in Eq 5.1 containing the anisotropic portion of the polarizability 
is influenced by reorientation.  To illustrate why this is the case, Figure 5.1 shows how 
a resonant IR field influences the dipole and polarizability tensors of molecules parallel, 
perpendicular, and antiparallel to the instantaneous direction of the field.  We assume 
that if the field causes the bonds in the methyl group to stretch (here illustrated by 
expansion of the methyl group), then the polarizability grows as well.  In the case 
illustrated, the anisotropic portion of the polarizability shrinks along the symmetry axis 
and grows perpendicular to the symmetry axis as the methyl group expands.  The 
opposite situation occurs when the field causes the bonds in the methyl group to 
contract.  When the methyl symmetry axis is perpendicular to the field, the dipole 
moment and polarizability are unaffected.  The methyl groups cycle through all of these 





group depends on its initial orientation relative to the electric field direction at the time 
of creation of the vibrational coherence. 
 
Figure 5.1.  The dependence of the IR transition dipole and the isotropic and 
anisotropic portions of the polarizability tensor on the instantaneous direction of a 
resonant IR field for a totally symmetric vibrational mode as a function of initial 
orientation.  The plots of the changes in dipole and polarizability are not on the same 
scale as the other plots.  In the plots of changes in the portions of polarizability tensor, 
red denotes a negative change and black denotes a positive change. 
Figure 5.2a is a schematic depiction of molecules at an arbitrary interface at the 
time of excitation, and Figure 5.2b is a depiction of the same molecules after enough 
time has elapsed for diffusive randomization of orientation to occur.  Methyl groups 





pointed away from the interface are colored blue, and methyl groups that were initially 
parallel to the interface are white.  These colors can be mapped to the phase of the 
oscillations of the isotropic and anisotropic portions of the polarizability.   
 
Figure 5.2.  Schematic depiction of interfacial molecules with a totally symmetric 
vibrational mode at the initial time that a vibrational coherence is created (a) and after 
the molecular orientations have randomized completely via orientational diffusion (b).  
Red groups initially pointed toward the interface, blue groups initially pointed away 
from the interface, and white groups initially pointed roughly parallel to the interface.  
See text for a discussion of the molecules labeled 1 through 4. 
First consider the case in which the vibrational frequency is independent of 
orientation.  In this situation, the isotropic portion of the polarizability is the same 
regardless of the orientation of the molecules, and so its average value at the interface 
is determined solely by the orientations of the molecules when a vibrational coherence 
was created via an IR transition.  Thus, the isotropic portion of the polarizability is 
identical in the configurations shown in Figures 5.2a and 5.2b, and so reorientation has 





polarizability does depend on orientation, and so this portion of the VSFG response 
does differ between the configurations shown in Figures 5.2a and 5.2b.  For instance, 
molecule 1 in Figure 5.2 has its methyl group pointing towards the interface both when 
the vibrational coherence is created and at the later time illustrated in Figure 5.2b, so it 
will contribute to the signal with the same Raman phase at both times.  Molecule 2 has 
its methyl group pointing away from the interface in both configurations, and so will 
contribute with the opposite Raman phase of molecule 1 at both times. Molecule 3 has 
its methyl group pointing towards the interface initially, but in the second configuration 
it is parallel to the interface. As a result, the Raman phase of this molecule in the second 
configuration is opposite of its phase when the coherence was created.   Indeed, the fact 
that the two principal axes of A   are always of opposite sign is responsible for the 
cos2 term in the time correlation function in Eq. 5.1. Molecule 4 points towards the 
interface initially, and away from the interface in the second configuration. Because 
the polarizability tensor is centrosymmetric, reorientation by 180 does not influence 
the Raman phase or the magnitude of the contribution to the anisotropic polarizability. 
Despite the presence of these effects for the anisotropic portion of the polarizability, 
the fact that the SSP response is considerably more sensitive to the isotropic portion of 
the Raman polarizability than to the anisotropic portion means that even rapid 
reorientation tends to have a minor effect on this VSFG response for totally symmetric 
modes. 
Now consider a situation in which the frequency of the mode depends on the 
molecular orientation.  Such a scenario can arise naturally at an interface, because the 





these circumstances, both the Raman phase and frequency of oscillation of a given 
molecule depend on both its initial orientation and its trajectory following creation of 
the vibrational coherence. For instance, molecule 4 in Figure 5.2 points towards the 
interface at the time of creation of the coherence, but away from the interface at the 
time of probing. This molecule will therefore have a different frequency at the time it 
is probed than it did when the coherence was generated. This effect holds for both the 
anisotropic and isotropic portions of the polarizability. Furthermore, the phase of the 
vibration at the time of probing depends on its orientational history. For instance, a 
molecule in which the methyl group points towards the interface until just before the 
probing step will have a different phase than a molecule that reorients to point away 
from the interface immediately after creation of the coherence and remains in that 
orientation until the probing step. Thus, reorientation is a dephasing mechanism even 
for the portion of the VSFG signal that arises from the isotropic portion of the 
polarizability tensor in this situation. 
5.3.1 RISD in a model system 
To assess the potential role of RISD in a real system, we consider acetonitrile 
at the LS interface. As discussed above, this liquid takes on a lipid-bilayer-like structure 
at this interface.23-27  The first (surface) sublayer accepts hydrogen bonds from 
interfacial silanol groups, and so is relatively orientationally immobile.25,27 The 
organization of the second sublayer is driven primarily by interactions with the methyl 
groups of the molecules in the first sublayer, i.e. the methyl groups in the second 
sublayer tend to point towards the interface. However, there are no additional 





occur much more quickly than in the first sublayer.25,27 The dielectric environment of 
molecules in the second sublayer that have methyl groups pointing towards the 
interface is dominated by other alkyl groups. On the other hand, cyanide groups make 
a substantial contribution to the dielectric environment for molecules in this sublayer 
with methyl groups that point away from the interface.  The combination of relatively 
fast reorientation and a dielectric environment that varies substantially as a function of 
distance from the interface indicates that RISD could be of importance in this system. 
To assess the potential impact of RISD on the VSFG spectrum of acetonitrile 
at the LS interface, we use the orientational distribution for the second sublayer 
determined in the simulations of Hu and Weeks.25 The distribution of methyl group 
orientations for center-of-mass distances from the interface between 1.2 Å and 3.0 A is 
shown in polar form in Figure 5.3a.  As expected for a lipid-bilayer-like structure, the 
majority of the methyl groups point towards the interface, although a significant 
number of methyl groups also point in the opposite direction. 
 
Figure 5.3.  (a) Orientational distribution of methyl groups in the second sublayer of 
acetonitrile at the LS interface based on the simulations of Hu and Weeks, ref. 33.  (b) 
Distribution of vibrational coherences created by a P-polarized excitation pulse.  Red 
and blue denote opposite phases.  (c)  Product of the functions in (a) and (b), which 





For an SSP spectrum, the initial orientational distribution of molecules with 
vibrational coherences is given by the product of the orientational distribution of all 
molecules with the |cos | probability of creating a coherence.  The excitation 
probability is shown in Figure 5.3b, and the distribution of coherences is shown in 
Figure 5.3c.  The color coding gives the phase of the excitation/coherence, and matches 
that used in Figure 5.2. 
The transition frequency of the symmetric methyl stretch is likely to be a 
continuous, monotonic function of .  However, to assess the essential impact of RISD, 
we consider a simpler model in which the transition frequency depends only on whether 
the methyl group points toward or away from the interface.  The methyl groups that 
point towards the interface are assumed to have a lower symmetric stretching frequency 
than the methyl groups that point away from the interface.  The line shape for each 


















 ,       (5.2) 
where An, n  and n are the amplitude, center frequency and damping constant, 
respectively, of Lorentzian n.  We use the subscript 1 to denote the methyl groups that 
point toward the interface and the subscript 2 to denote the methyl groups that point 
away from the interface.  
Based on the distribution in Figure 5.3c, at the time of the creation of the 
vibrational coherence the ratio of amplitudes is A1/A2 = -1.53, where we use the 
convention that A1 is positive.  When orientational relaxation is complete, all memory 





point the populations of methyl groups that were initially pointing toward and away 
from the interface each take on the distribution shown in Figure 5.3a.  At the time of 
the creation of the vibrational coherence, approximately 60% of the excited methyl 
groups point toward the interface.  Thus, after orientational randomization, ~60% of 
the excited methyl groups pointing toward the interface pointed that way originally, 
and ~60% of the excited methyl groups pointing away from the interface pointed 
toward it originally.  The ratio of amplitudes once orientations have randomized is thus 
A1/A2 = 1.63.  The majority of methyl groups pointing toward the interface at any time 
were pointing that direction at the time of the creation of the vibrational coherence, so 
A1 never changes sign.  The methyl groups pointing away from the interface are initially 
dominated by the population that pointed that direction at the time of the creation of 
the vibrational coherence.  Ultimately, however, the majority of the methyl groups that 
point away from the interface were initially pointing towards the interface. Therefore, 
A2 must change sign from negative to positive as orientational relaxation proceeds. 
Rather than assuming a particular orientational correlation function, we assume 
that A1 and A2 both change from their initial values to their final values with the same 
time dependence.  The degree of relaxation of the populations can therefore be defined 
without implying a specific time dependence for this relaxation.  The properties of the 
simulated line shape will be investigated as a function of this degree of relaxation. 
For the simulated spectra, 1 and 2 were both set to 6 cm
-1.  1  was fixed at 
2940 cm-1, and the effect of 12  −=  on the simulated spectra was explored as a 
function of the degree of relaxation.  Three representative cases (  = 1 cm-1, 3 cm-1 





as the degree of relaxation increases.  This shift occurs because the ratio of A1 to A2 
becomes a larger negative number as relaxation proceeds, and then changes sign and 
begins to decrease when the relaxation is approximately 83% complete. There is also a 
clear broadening of the spectrum and an increase in its asymmetry as relaxation 
proceeds. The larger the value of  , the more obvious the broadening and asymmetry 
become. Note that the scaled shape of the simulated spectrum depends only on the ratio 
of the damping constants to  . For instance, the shape for 1 = 2 = 6 cm-1 and 
= 2 cm-1 is the same as the shape for 1 = 2 = 3 cm
-1 and  = 1 cm-1, but the latter 
spectrum is half as broad. 
 
Figure 5.4.  Influence of RISD on a simulated VSFG spectrum of the second sublayer 
of acetonitrile at the LS interface for different values of the separation between the 
peaks of the two Lorentzians.  The top and bottom rows are different views of the same 
3D plots. 
To get a more quantitative sense of how the spectra vary with relaxation, the 





5.5 as a function of relaxation for six different values of   ranging from 1 cm-1 to 6 
cm-1.  The peak shift is defined as ?̅?𝑚𝑎𝑥 − (?̅?2 + ?̅?1)/2, where max  is the frequency at 
which the peak reaches its maximum height.  The peak height of each   set is scaled 
to the peak height in the absence of relaxation for the case of    = 6 cm-1. 
A number of interesting trends are evident in Figure 5.5. As relaxation 
approaches completion, the peak shifts to the blue regardless of the value of  . 
However, early in the relaxation the peak shift depends strongly on  .  For  = 1 
cm-1, the shift is to the blue for all degrees of relaxation. As   increases, the shift is 
initially to the red before going to the blue.  The larger the value of  , the later in 
the relaxation process that the shift changes to blue.  For low values of  , the 
interference between the two Lorentzians is strong before relaxation occurs, and so the 
peak height increases with relaxation before eventually decreasing.  As   increases 
the interference between the Lorentzians decreases, and so the peak height decreases 
monotonically with relaxation. Finally, the FWHM increases with relaxation regardless 
of the value of  .  However, once the ratio A1/A2 becomes positive, larger values of 






Figure 5.5.  Influence of RISD on the peak shift (top), relative peak height (middle) 
and FWHM (bottom) for simulated VSFG spectra for the second bilayer of acetonitrile 
at the LS interface for different values of the separation between the peaks of the two 
Lorentzians. 
It is clear from this basic model that RISD can have a substantial impact on the 
time dependence and overall appearance of the VSFG spectrum.  It should be stressed 
that this model does not include dephasing caused by RISD, which will lead to even 
more broadening as relaxation proceeds.  Additionally, the influence of population 
relaxation and other dephasing mechanisms has not been included.  These effects can 





effects.  Nevertheless, it is clear that RISD in this system could lead to observable 
effects such as a time-dependent blue shift and broadening of the observed peak. 
5.3.3 Experimental results for the acetonitrile LS interface 
SSP VSFG spectra of neat acetonitrile at the LS interface for IR/probe delays  
ranging from 0 to 3.5 ps are shown in Figure 5.6. The spectral resolution is 
approximately 5 cm-1. Although VSFG spectra for this system has been presented 
previously,26,29 these are the first data reported that have either this high of a frequency 
resolution or are time-resolved.  Due to the high spectral resolution and the importance 
of explicit consideration of the temporal delay between the IR and probe pulses, a line 
shape model based on a sum of two Lorentzian features is no longer adequate for fitting 
the spectra.  Instead, a more rigorous model must be employed that takes into account 
the temporal overlap of the probe field with the vibrational FID.  However, as an initial 
step it is still instructive to examine the spectral evolution in more general terms. 
The spectra in Figure 5.6 are shown on both relative and normalized intensity 
scales.  Several trends are evident in the time evolution of the line shape. The dashed 
red curve in the top panel of Figure 6 illustrates the time dependence of max  and the 
overall intensity of the peak.  As is apparent from this curve, the overall intensity of the 
spectrum increases over the first 0.5 ps of time delay and then decreases monotonically.  
The initial rise in intensity results from two different phenomena.  First, the fraction of 
the probe pulse that arrives after the IR pulse increases as  becomes larger.  Second, 
oppositely-phased contributions to the peak exhibit maximum interference at zero 
delay time.  The decrease in intensity at longer delay times arises from dephasing of 





reveals that there is a blue shift in max  as  increases. The rate of this spectral shift 
increases substantially at delay times greater than 2 ps.  As will be seen below, a peak 
shift can occur in the absence of RISD, but only at relatively short delay times.   
 
Figure 5.6.  Experimental acetonitrile VSFG spectra at the LS interface with values of 
 ranging from 0 ps to 3.5 ps.  The spectra were obtained under SSP polarization 
conditions and are plotted with relative (top) and normalized (bottom) intensity scales.  
The dashed red curve in the upper panel illustrates the time dependence of the 
frequency at which the spectrum has its maximum intensity.  There is a clear spectral 
blue shift of this frequency with increasing delay time. 
The normalized plots in Figure 5.6 further reveal that there is significant 
spectral narrowing over the first 3 ps of delay. For delays greater than 3 ps a slight 
broadening is observed, especially on the high-frequency side of the spectrum. The 
overall narrowing of the line shape with increasing delay time is a consequence of the 
convolution of the probe pulse with the decaying molecular response.  However, the 






Finally, the line shape develops a clear asymmetry at longer delay times.  For 
VSFG spectra at a constant delay time, this phenomenon has previously been attributed 
to the line shape consisting of two Lorentzian features of opposite phase with different 
center frequencies and widths.26,29 Asymmetry in VSFG line shapes has also been 
associated with contributions from non-resonant background (NRB).30  NRB typically 
arises from an instantaneous electronic response that occurs at the time of IR excitation, 
and thus should have the most significant impact on line shapes at early delay times, 
when the IR and probe pulses have maximal overlap.  Even at a zero delay time, a 
benefit of the counterpropagating geometry used here is that the spatial overlap in the 
bulk of the sample (from which the majority of the NRB arises) is greatly reduced as 
compared to that in a copropagating geometry.  The spectra presented here have not 
been subjected to any background subtraction, smoothing or averaging.  The fact that 
the baseline is independent of  indicates that any NRB is minimal in comparison to 
the resonant signal, even at short delay times. 
5.3.4 Modeling of time-dependent VSFG line shapes 
It is clear from the data in Figure 5.6 that the VSFG line shape depends strongly 
on .  At short delay times the line shape is more symmetric and broader than it is at 
longer delay times.  A number of phenomena could contribute to the time dependence 
of the line shape.  First, the fact that the probe pulse has a duration that is comparable 
to the dephasing time of the vibration leads to an inherent time dependence in the line 
shape, as different delays lead to spectra that effectively sample different portions of 





could influence the asymmetry of the line shape at longer delay times.  Finally, RISD 
could give rise to these effects. 
To distinguish among the possible contributions to the time dependence of the 
VSFG line shape, it is necessary to model the VSFG spectrum in terms of an underlying 
spectral shape that is influenced by the spectral envelopes of the IR and probe pulses, 
as well as by the delay time between them.30.31 Such a model inherently accounts for 
the first two contributions to the time-dependent line shape discussed above. Because 
both the IR and probe pulses are Fourier-transform-limited in our experiments, such a 
model can accurately capture the contributions of these phenomena to the VSFG line 
shape. 
We begin by defining the three time-domain optical functions: (a) the electric 
field of the IR excitation pulse, EIR(t); (b) the electric field of the probe pulse, Eprobe(t 
– ); and (c) the molecular response R(t – ). EIR(t) is centered at t = 0, whereas the 
peak of the probe pulse is delayed by a time  relative to EIR(t). These functions can be 
Fourier transformed into the frequency domain to obtain the corresponding frequency-
domain representations. The magnitude squared of the frequency-domain electric field 
of a pulse yields the simulated spectrum. By measuring the experimental IR and probe 
spectra and comparing them to the modeled spectra, we are able to choose the 
appropriate time-domain parameters to describe each.  A single Gaussian was found to 
reproduce the gold PPP spectrum accurately in the acetonitrile C-H stretching region 
(2900 cm-1 to 3000 cm-1). The probe spectrum has a slight tail, and requires two 
Gaussian features to be represented accurately. The molecular susceptibility model 





vary with . Susceptibilities were examined consisting of one, two and three Lorentzian 
features with varying phase, center frequency and bandwidth. 
Once pulses are defined in the time domain and transformed into the frequency 
domain, the magnitude of the product of R( ) and EIR( ) is back-transformed to 
produce the first-order polarization P(1)(t).  This function is then convolved with the 
probe pulse to produce the second-order polarization P(2)(t, ). The Fourier transform 
of this function yields a frequency-domain field, Esignal( ,), which is related to the 
VSFG spectral intensity by 
2
signalsignal ),(),(  EI  .    (5.3) 
When the IR and probe fields are set, Isignal( ,) depends only on the input parameters 
of the molecular response and the delay between the IR and probe pulses.  A more 
complete description of the equations can be found in section 2.4.2 of Chapter Two. 
The parameters used to model the IR pulse using equation 2.28 were:  AIR = 1, τIR = 60 
fs, νIR = 2952 cm
-1. The parameters used to model the visible probe using equation 2.29 
were:  E1 = 1.0, τ1 = 2200 fs, ν1 = 12501.4 cm
-1 and E2 = 0.8, τ2 = 1100 fs, and ν2 = 
12503.9 cm-1.    
Construction of this simulated VSFG spectrum allows us to examine key 
aspects of the temporal evolution of the line shape.  We can further perform fits of the 
experimental spectra by varying the form of the molecular response, and can also 
simulate the spectral evolution arising from a susceptibility that is described by a static 
set of parameters, such that the only time dependence arises from dephasing related to 





To perform fits using the line shape model, the Levenberg-Marquardt nonlinear 
least-squares method32,33 was used to determine the best fits to the experimental spectra 
at delays of 0.5 and 1.5 ps with a second-order susceptibility composed of either one 
Lorentzian peak, two Lorentzian peaks or three Lorentzian peaks.  The nonlinear least-
squares fits and residuals for each model, shown in Figure 5.7, clearly show that a 
single Lorentzian does not adequately reproduce the line shape that we observe at either 
delay.  In the best two-Lorentzian fits, each peak has opposite phase.  In the best three-
Lorentzian fits, the phases of the two peaks at highest frequency are opposite to the 
phase of the lowest-frequency peak.  Although the two- and three-Lorentzian fits are 
clearly superior to the single-Lorentzian fits, none of these fits reproduces the line 
shape well in the wings.  It is further clear that asymmetry in the probe pulse cannot 
account for the majority of the delay-dependent spectral changes observed 
experimentally. 
 
Figure 5.7. Examples of simulated fits of the 0.5 (left) and 1.5 ps (right) experimental 
data (black squares) using one peak (red), two peaks with opposite phase (blue) and 
three peaks (green) and the resulting residual plots (inset). Both the two and three peak 
simulated fits result in small residual values while one peak clearly fails to reproduce 
the experimental lineshape. The relative phases of the peaks in the 0.5-ps best fit were 





This model does not include any inhomogeneous broadening, which is almost 
certainly present because a bilayer presents different local environments within each 
sublayer. The only broadening in the model comes from homogeneous processes as 
well as from the probe pulse.  Note that changing the temporal overlap of the FID with 
the probe pulse also leads to spectral narrowing at large delay times.30 Thus, fits from 
this model represent a lower bound for peak separation and bandwidth.  Conversely, 
fits without the convolution give an upper bound for these parameters. For example, 
the best fit parameters for the 0.5-ps experimental delay to two Lorentzians give a peak 
splitting of 1.3 cm-1 and peak bandwidths of 2.9 and 2.6 cm-1.  A recently published, 
unconvolved, two-Lorentzian fit of the pure LS SSP spectrum at a delay time of 667 fs 
using a significantly broader probe spectrum yielded a splitting of ~10 cm-1 and peak 
bandwidths of 6.0 and 7.2 cm-1.29 The actual splitting and bandwidths lie somewhere 
between these limits.  
Because both the two- and three-Lorentzian fits are of comparable quality, we 
examine the line shapes using only the one- and two-Lorentzian models. The fit 
parameters for the 0.5- and 1.5-ps fits are given in Table 5.1. Neither model provides 
fits that are of equal quality at both delay times using the same underlying line shape, 
which suggests that this line shape is dynamic.  To illustrate this effect, both the one- 
and two-Lorentzian parameters from the 0.5-ps fits were used to generate the VSFG 
spectrum as a function of the IR/probe delay from 0 to 3.5 ps.  The resultant normalized 
spectra are shown in Figure 5.8. Both simulated sets of spectra are similar. A slight 
blue shift with increasing  can be observed in both cases, although the shift is more 





times, as opposed to the shift at late delay times observed experimentally. This 
phenomenon is also apparent upon examination of the high-frequency side of the 
simulated line shapes.  Both the one- and two-Lorentzian models decay faster on the 
high-frequency side of the spectrum than do the normalized experimental data in Figure 
5.6.   
 Table 5.1.  Best fit parameters for one- and two-Lorentzian line shape models 
of the acetonitrile LS SSP spectrum at IR/probe delays of 0.5 and 1.5 ps. 
  one Lorentzian  two Lorentzians 
         A  
0.5 ps 
 
2941.8 2.3 2.4 
 2942.9 -4.8 2.9 
  2944.2 2.3 2.6 
1.5 ps 
 
2941.6 2.1 2.9 
 2943.7 -6.3 3.2 
  2944.4 3.6 2.4 
 
 To highlight the differences between the simulated and experimental spectra, 
the time dependence of the interpolated frequency of the peak maximum ( max ) and the 
full width at half maximum (FWHM) of the peak are compared in Figure 5.9.   Both 
the one- and two-Lorentzian models display a blue shift of max  over the first 1.5 ps. In 
the two-Lorentzian model max  is essentially constant after this time, whereas in the 
one-peak model max  shifts back to the red after this time.  In contrast, the experimental 
max  shifts to the blue slowly at early times, and then considerably more rapidly after 
about 2.0 ps. The long-time blue shift observed experimentally for max  is considerably 
larger than that in either model.  In the case of the FWHM, for both of the models and 
the experimental data a similar monotonic decrease is observed over the initial 3.0 ps.  
At longer times the FWHM in each simulation continues its monotonic decrease, 





although it is likely that the underlying static line shape for any real-life system is not 
likely to be exactly Lorentzian, the essential features of these simulations are consistent 
for all static line shapes that have been examined, and are likely to hold for virtually 
any physically reasonable static line shape. 
 
Figure 5.8.  Time evolution of spectra simulated by fitting the VSFG spectrum at a 0.5 
ps delay using one Lorentzian (top) and two Lorentzians of opposite phase (bottom).  
Other than some variation in the spectral widths, the time evolution is similar in both 
cases, and clearly shows that the experimental data cannot be reproduced with a static 
underlying spectrum. 
5.3.5 Comparison of experimental data and the RISD model 
Although the simulations above reproduce some of the features of the time 
dependence of the VSFG spectra, it is clear from Figures 5.6 through 5.9 that models 
with a static underlying line shape cannot reproduce all of the important aspects of the 
experimental data.  Now consider whether the observations that cannot be explained 






Figure 5.9.  Time evolution of the frequency of the peak maximum (top panel) and the 
half-height frequency of the blue edge of the peak (bottom panel) for the experimental 
and simulated VSFG spectra of acetonitrile at the LS interface.  The behavior of the 
experimental data at delay times greater than 2.5 cannot be reproduced using a static 
line-shape model.   
First consider the time dependence of max . At early delay times, max  has a 
substantially smaller rate of blue shifting in the experimental data than in the 
simulations.  As shown in Figure 5.5, when the splitting between the two peaks in our 
RISD model is 1/2 or more of the width of each feature, max  shifts to the red in the 
early portion of the relaxation process.  The interplay between the blue shift seen in 
simulations and the red shift predicted by the RISD model is consistent with the slower 






At longer delay times, the simulated max  becomes constant (for 1 Lorentzian) 
or exhibits a slow red shift (for 2 Lorentzians), whereas the experimental max  begins 
to shift strongly to the blue.  This observation is also in qualitative agreement with the 
results presented in Figure 5.5, in which a blue shift is observed as relaxation 
approaches completion regardless of the magnitude of the splitting between the two 
features. 
At early delay times, the simulated and experimental FWHMs are in excellent 
agreement.  In this region of time delays, the spectra narrow with increasing delay due 
to the increased temporal overlap of the probe pulse with the FID of the vibrational 
coherence.  At longer times, this effect continues to dominate the FWHM for the 
simulated spectra.  Experimentally, the FWHM increases at delays greater than 3.0 ps.  
This observation is consistent with the substantial broadening shown in Figure 5.5 as 
orientational relaxation nears completion. Because RISD also induces pure dephasing 
that is not included in our model, the time-dependent increase in line width should be 
even greater than that shown in Figure 5.5. Thus, the deviation of these results from the 
predictions of the simulations with a static underlying line shape are in good accord 
with our qualitative predictions of the effects of RISD. 
5.4 Discussion and Conclusions 
There is a growing recognition that dynamic processes can influence line shapes 
in VSFG.  The potential influence of reorientation on VSFG spectra has been 
considered previously by a number of authors,2-6 but only in the context of the 
reorientation of the Raman tensor (or, equivalently, the hyperpolarizability tensor) 





influences the depolarized portion of the polarizability tensor, and so for totally 
symmetric vibrations it is typically not a major factor in determining the VSFG line 
shape, especially for modes that have largely isotropic Raman tensors (such as 
symmetric methyl stretches).8 
Here I have considered the influence of reorientation on VSFG spectra under 
circumstances in which the frequency of a vibration can depend on the molecular 
orientation.  In this case, reorientation influences the portions of the VSFG response 
corresponding to both the isotropic and anisotropic portions of the Raman tensor. Here 
I have only considered the influence of reorientation on the isotropic portion of the 
Raman tensor, but an analogous phenomenon holds for the anisotropic portion of the 
tensor. 
VSFG spectra are typically acquired either entirely in the frequency domain, in 
which case all excitation/probe delays are sampled, or in a hybrid time/frequency 
(broadband) scheme in which a fixed subset of excitation/probe delays is sampled. In 
either case, it is difficult to know how great a contribution RISD makes to the spectra. 
Thus, for the system studied here we employed time-resolved, broadband VSFG.  Even 
in the presence of a static underlying line shape, the VSFG spectrum changes 
substantially with time delay. By performing careful simulations of the time 
dependence of the observed line shape based on different static underlying line shapes, 
we were able to demonstrate that the time dependence of the VSFG spectrum of the 
symmetric methyl stretch of acetonitrile at the LS interface cannot be described fully 
using a purely static underlying line shape.  Furthermore, the deviations from static 





RISD is likely to play a role in the VSFG line shape when the molecules 
involved can reorient on a time scale that is comparable to that of other mechanisms 
for vibrational dephasing and are in an environment in which the transition frequency 
depends strongly on orientation.  Under such circumstances, great care should be taken 
in the use of VSFG spectra to assess average orientational distributions.  RISD affects 
the isotopic and depolarized portions of the Raman tensor in different manners, and as 
a result the influence of this phenomenon on VSFG spectra will be different under 
different polarization conditions. 
The work presented here is only a first step towards understanding the influence 
that RISD can have on VSFG spectra.  It is important to understand how RISD 
influences the anisotropic portion of the Raman tensor for totally symmetric modes, as 
well as the role it plays in the VSFG spectroscopy of vibrational modes with other 
symmetries.  More detailed, system-specific models of RISD also must be developed 
before any sort of quantitative evaluation of its effect on VSFG spectra can be 
performed.  It will be necessary to determine the form of the orientational correlation 
function for a given system before such an evaluation can be made.  In addition to 
further experiments, molecular dynamics simulations may be of great value in 
determining the role that RISD plays on VSFG spectroscopy. 
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6.1 Introduction 
Despite the relatively simple structure of an acetonitrile molecule, the 
organization of liquid acetonitrile exhibits fascinating behavior. Given the substantial 
dipole moment1 of this molecule (3.92 D), acetonitrile has some propensity for dipole 
pairing in the bulk.2-3 However, at a silica surface, acetonitrile takes on a remarkably 
different organization that in some ways resembles that of a supported lipid bilayer.4 A 
planar lipid bilayer is centrosymmetric. Given that acetonitrile takes on a similar 
organization at the SL interface, one could image that the VSFG signal for this system 
would be small. However, there is actually a substantial VSFG signal for the symmetric 
methyl stretch of acetonitrile at the silica interface.5-6 Two factors contribute to the 
incomplete cancellation of the signal from the two sublayers that make up the 
interfacial bilayer. First, the molecules that accept hydrogen bonds from the silanol 
groups on the surface (which we will designate the first sublayer) is highly ordered due 
to the constraints imposed by these bonds.5, 7-9 The second sublayer, on the other hand, 
is considerably more disordered because it is not constrained by hydrogen bonds.5, 7-9 
There is also a slightly smaller population in the second sublayer.5, 8 Second, because 
the molecules in the first sublayer accept hydrogen bonds, the symmetric methyl stretch 





Here VSFG is used to explore the effect of temperature on acetonitrile at the 
silica/liquid interface. The effect of temperature on the organization of interfacial 
liquids is a relatively unexplored realm in VSFG studies.10-13 The organization of 
simple liquids typically does not exhibit a strong temperature dependence, and the same 
situation is likely to hold for many simple liquids at interfaces. Because the 
organization of acetonitrile at the SL is so different from that in the bulk, and because 
this structure is dependent in part on weak, non-polar interactions, we reasoned that the 
VSFG spectrum of acetonitrile might have a substantial temperature dependence. Here 
I explore how the intensities and positions of the methyl stretching modes depend on 
temperature. This information gives us insights into the microscopic organization and 
dynamics of the surface bilayer. 
6.2 Experimental 
The counterpropagating VSFG spectrometer employed for these experiments is 
described in detail in Chapter Three in Section 3.1-3.3. For these experiments, the probe 
pulse has a pulse energy of 15 J and bandwidth of 5.5 cm-1. The sample cuvettes 
(Firefly type 21 cell, 2 mm pathlength, IR quartz) were prepared by rinsing sequentially 
with acetone, methanol, and deionized water, followed by drying in an oven and then 
cleaning in an oxygen plasma for 3 min. The acetonitrile used was 99+% spectroscopic 
grade (ACROS). The sample was placed on a thermoelectric module (TE Technology). 
A thin layer of thermal grease was used to ensure good thermal contact. Spectra were 
obtained at 25° C and 60° C. The sample was allowed to equilibrate at each new 
temperature for at least 20 min before spectra were measured, and the height was 





heating to 60 °C gave identical results to measurements made by beginning at 60 °C 
and then cooling to 25 °C. Spectra were obtained with a delay of 667 fs between the IR 
and probe pulses for SSP and PPP and 167 fs for the SPS polarization conditions (the 
polarizations are listed in the order signal, probe, IR). Four scans were performed for 
each polarization condition, with an acquisition time of 1 min for SSP and PPP spectra 
and 2 min for SPS spectra. 
To measure the temperature dependence of the index of refraction, a 
temperature-controlled cell with a 5 mm path length was placed in either the IR beam 
or the probe beam. The SFG response from a ZnSe crystal was detected. A delay stage 
was used to measure the change in path length between an empty cell and a cell filled 
with acetonitrile. Published sodium D line refractive indices for acetonitrile from 15 
°C to 45 °C were extrapolated to 60 °C to determine the refractive index at the signal 
frequency.14 
6.3 Results and Discussion 
The methyl stretching region of the SSP VSFG spectrum of acetonitrile at the 
SL interface is shown in Figure 6.1 at 25 °C and 60 °C. This polarization combination 
is sensitive to molecules with a projection of the IR transition dipole along the surface 
normal, and emphasizes the isotropic portion of the Raman tensor.15 At both 
temperatures, the only mode that was observed in this spectral region was the 
symmetric methyl stretch, which appears at a frequency in the neighborhood of 2945 
cm-1. The absence of the asymmetric methyl stretch (not shown) indicates that the 
acetonitrile symmetry axis has a substantial projection along the surface normal. The 





25 °C, and is notably weaker, with an apparent decrease in maximum intensity of 11%. 
After adjusting for the temperature variation of the Fresnel factors (vide infra) this 
decrease becomes 18%. 
 
Figure 6.1 VSFG spectra of acetonitrile at the silica/liquid interface at 25 °C and 60 
°C under SSP polarization conditions. 
The VSFG spectra at 25 °C and 60 °C under SPS polarization conditions are 
shown in Figure 6.2. The primary contribution to the spectrum at both temperatures is 
from the asymmetric methyl stretch. This polarization combination is sensitive to IR 
transition dipoles that are parallel to the interface, and so observing this mode under 
SPS conditions is consistent with observing the symmetric methyl stretch under SSP 
conditions. Any contribution from the symmetric methyl stretch (not shown) is further 
minimized by the fact that this mode is strongly polarized,16 whereas the SPS signal is 
sensitive only to the anisotropic portion of the Raman tensor.15, 17 The SPS signal is 
considerably weaker than the SSP signal due to the rapid rotation of the acetonitrile 
methyl group.18-19 These rapid dynamics are also responsible for the width of the SPS 





becomes weaker at elevated temperature with an apparent decrease in maximum 
intensity of 26%. After adjusting for the temperature variation of the Fresnel factors 
this decrease becomes 31%. 
 
Figure 6.2 VSFG spectra of acetonitrile at the silica/liquid interface at 25 °C and 60 
°C under SPS polarization conditions. 
In Figure 6.3 are shown the PPP spectra of this system at 25 °C and 60 °C. The 
PPP spectrum is sensitive to IR transition dipoles that point in all directions, and tends 
to emphasize the anisotropic portion of the Raman tensor.15 Accordingly, both the 
symmetric and asymmetric methyl stretches are observed in the PPP spectrum. Once 
again, the spectrum weakens and blue-shifts with increasing temperature. The apparent 
decrease in maximum intensity for the PPP configuration is 9%. We did not adjust for 
the temperature variation of the Fresnel factors in this case, as there is too much 







Figure 6.3 VSFG spectra of acetonitrile at the silica/liquid interface at 25 °C and 60 
°C under PPP polarization conditions. The inset zooms in on the contribution from the 
asymmetric methyl stretch. 
First consider the difference in the intensity of the spectra at high temperature. 
Given that the first sublayer of acetonitrile molecules is orientationally constrained by 
the silica surface, one might expect that the disorder in the second sublayer would be 
more sensitive to temperature. Increased disorder in the second sublayer would reduce 
the degree of cancellation in the VSFG signal between the sublayers, thereby increasing 
the signal. Any reduction in the density of the second sublayer with increasing 
temperature would also be expected to reduce signal cancellation. However, it is clear 
from the spectra presented here that these intuitive expectations are not met. What 
might cause this phenomenon? 
One possibility is that the decrease in intensity with increasing temperature is 
due simply to a decrease in the vibrational lifetime. However, temperature-dependent 
IR absorption studies indicate that the symmetric methyl stretch lifetime is constant (at 
~1.23 ps) over the temperature range studied here.20 In agreement with this picture, the 





dependence. The orientational correlation time in the bulk liquid also decreases with 
increasing temperature.21 However, the first sublayer does not undergo substantial 
reorientation on the time scale of vibrational relaxation.18 More rapid orientational 
dynamics of the second sublayer might be expected, in the simplest picture, to lead to 
a more rapid loss of cancellation of the signals between the two sublayers. However, 
the strongly polarized nature of the symmetric methyl stretch means that the Raman 
transition is largely isotropic, and so reorientation is not, on its own, an effective 
dephasing mechanism.22 
The VSFG intensity is proportional to the square of the effective nonlinear 
susceptibility. Depending on the polarization configuration employed, the effective 
nonlinear susceptibility is proportional to a defined tensor element or a linear 
combination of tensor elements. Each configuration is dependent on nonlinear Fresnel 
factors, which are a function of the refractive indices of the bulk media and interface 
as well as of the experimental geometry.15 The effective second-order susceptibilities 
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The nonlinear Fresnel factors are given by23 
𝐿𝑥𝑥(𝜔𝑖) =
2𝑛1(𝜔𝑖) cos 𝛽𝑖
𝑛1(𝜔𝑖) cos 𝛽𝑖+ 𝑛2(𝜔𝑖) cos 𝛾𝑖







𝑛1(𝜔𝑖) cos 𝛾𝑖+ 𝑛2(𝜔𝑖) cos 𝛽𝑖
 ,    (6.2b) 
and 
                        𝐿𝑧𝑧(𝜔𝑖) =
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in which n1, n2, and n are the refractive indices of medium 1 (silica), medium 2 
(acetonitrile), and the interface respectively, and i is the angle of the beam propagating 
into medium 2, as defined by Snell’s law: 
n1(i) sin i=n2(i) sin i .     (6.3) 
The i are the angles of incidence at the interface and are calculated using the 
experimental angles at the air/silica surface -58°, 61°, and -32.8° (IR, probe, signal), 
and Snell’s law, resulting in respective i of -37°, 37°, and -21.9°.24 The yz plane is the 
plane of incidence. The refractive indices for the three beams at both temperatures are 
given in Table 6.1, and the prefactors are given in Table 6.2. The interfacial refractive 
index was estimated to be the same as that of acetonitrile, but the essential conclusions 
below are not changed by using a model with an interfacial refractive index23 halfway 
between that of the two media, or by assuming that the refractive index of the 
acetonitrile is 1 because we are on resonance. The temperature dependence of the 
refractive index of silica is so small that it can be ignored over this temperature range.25 
 
Table 6.1: Refractive Indices of Acetonitrile and Silica.26 
 ACN 25 °C ACN 60 °C Silica 
nIR 1.355 1.3352 1.409 
nprobe 1.337 1.325 1.4533 






Table 6.2: Prefactors for the Tensor Elements of (2) at Different Temperatures 
 
Prefactor 25 °C 60 °C 
cxxz -.72 -.75 
cxzx .76 .78 
cyyz -.54 -.56 
cyzy .55 .56 
czyy -.29 -.30 
czzz .19 .20 
 
For each polarization condition, the nonlinear Fresnel factors are larger at 60 
°C than at 25 °C. All other things being equal, this result implies that the signal should 
be larger at high temperature than at room temperature, rather than smaller. Thus, the 
discrepancy between the signal intensities at 25 °C and 60 °C is even larger than 
indicated by inspection of the spectra. 
These results suggest that it is important to consider how the temperature 
dependence of the organization in the two sublayers could influence the signal. First 
consider the fact that the change in intensity at high temperature is considerably greater 
for the SPS spectra than for the SSP or PPP spectra. If we ignore the possibility of 
molecules reorienting between the IR and Raman transitions for the moment, the 
expressions for the tensor elements of the second-order susceptibility relevant to the 
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𝛼′𝐴 are the isotropic and anisotropic changes, respectively, in the polarizability tensor 
for the symmetric methyl stretch, and 𝛼′𝑥𝑧 and 𝛼
′
𝑦𝑧 are the changes in the polarizability 
tensor for the asymmetric methyl stretch, which is a completely depolarized mode. For 




Thus, we expect the prefactor for 〈cos𝜃〉 in eq 6.4a to be substantially larger than the 
prefactor for 〈𝑐𝑜𝑠3𝜃〉. The 〈𝑐𝑜𝑠𝜃〉 term therefore dominates the SSP spectrum whereas 
the SPS spectrum only has a 〈cos3𝜃〉 term. Except at angles near 90°, cos3 is steeper 
than cos, which explains why the intensity change in the SPS spectrum with increasing 
temperature is considerably greater than the change in the SSP spectrum. A similar 
argument can be made for the PPP spectrum. 
The decrease in intensity of the VSFG spectrum under all polarization 
conditions indicates that the idea that the second sublayer should gain more disorder 
than the first sublayer with increasing temperature must be incorrect. Hu and Weeks 
have simulated liquid acetonitrile at the SL interface, and calculated the orientational 
distributions of both sublayers.8 The second sublayer exhibits a considerably greater 
orientational distribution than does the first sublayer,8 as would be expected.  
The orientational dynamics in the second sublayer has also been found in 
simulations to be considerably faster than those in the first sublayer.18 The small size 
of the acetonitrile molecule sets these lipid-bilayer-like structures apart from true 
supported lipid bilayers, in that the second sublayer is considerably more dynamic in 
the case of acetonitrile. Although static snapshots of the organization bear a strong 





constant flux, but with its orientational dynamics biased by interactions with the first 
sublayer. The degree of this bias may not be so strongly dependent on temperature. 
By virtue of most of its molecules being tethered to the silica surface, the first 
sublayer has dynamics that differ substantially from those of the second sublayer. 
Although there is some amount of relatively fast orientational dynamics with molecules 
wobbling about their hydrogen bonds, these dynamics have a relatively small 
amplitude.18 The remaining orientational dynamics occur on a much longer time scale. 
Given the strength of the hydrogen bonds to the molecules in the first sublayer,27 and 
their consequent long lifetimes,28 it is reasonable to think of the organization as being 
static compared to that of the second sublayer. 
These ideas lead to a picture in which the second sublayer is highly dynamic, 
but has an average organization that is not strongly dependent on temperature because 
it is already so disordered at room temperature. The first sublayer is relatively static in 
comparison, and so its average organization can have a stronger temperature 
dependence. The combination of these two effects would lead to the VSFG intensity 
decreasing with temperature. Because the more ordered first sublayer contributes more 
to the overall signal, an increase in disorder in this sublayer will decrease the intensity 
of the spectra. 
Next consider the blue shift of the spectra with increasing temperature. In bulk 
acetonitrile, there is a blue shift of approximately 0.4 cm-1 in the symmetric methyl 
stretch over this temperature range.20 This value cannot be related directly to what is 
seen in VSFG spectra, as the second sublayer is not in a bulk environment, but it does 





temperature. The situation is less clear for the first sublayer, as its density and dielectric 
environment are not likely to be strongly affected by temperature. Temperature-
dependent studies of hydrogen-bonded acetonitrile in MCM-41 revealed a 2 cm-1 
redshift for the CN stretch as the temperature increased from 10 °C to 59 °C,29 
presumably due to some weakening of the hydrogen bonds due to increased 
orientational dynamics. As the blue shift of the CN stretch upon hydrogen bonding is 
reflected in a blue shift in the methyl symmetric stretch,5 this phenomenon cannot be 
responsible for the observed blue shift with increasing temperature. In addition, the 
magnitude of any temperature-induced red shift in the methyl symmetric stretch is 
likely to be too small to detect over the temperature range that we have studied.  
Isotropic Raman spectra of the symmetric methyl stretch of acetonitrile in 
solution show a substantial blue shift in going from a nonpolar solvent to a polar one.30 
It was shown in Chapter Five, by measuring time-resolved VSFG spectra, that 
reorientation in the second sublayer of acetonitrile at the SL interface can lead to a blue 
shift that increases with the time between exciting the vibrational coherence and 
probing it. The idea behind this phenomenon is that molecules in the second sublayer 
are free to undergo orientational diffusion following excitation. Methyl groups that 
initially point towards the silica surface can reorient so as to point into the bulk, 
experiencing a considerably more polar environment. The opposite can happen for 
methyl groups that initially point away from the surface. Because substantially more 
molecules in the second sublayer point toward the silica surface than away from it,8 the 





Although RISD could be time resolved at room temperature, acetonitrile 
reorients considerably more rapidly at 60 °C (with a single-molecule orientational 
correlation time of 0.71 ps in the bulk, as compared to 1.01 ps at 25 °C).21 Thus, RISD 
occurs more rapidly at higher temperature, causing a faster blue shift of a spectrum, 
and therefore a greater blue shift at a fixed delay time. The reorientation time at 60 °C 
is so short that it is not practical to try to time resolve it, as other spectroscopic effects 
distort the shape of the signal at shorter delay times.31 
As mentioned above, because the SSP spectrum of the symmetric methyl stretch 
is dominated by the isotropic portion of the polarizability, the evolving orientational 
distribution following excitation does not, in and of itself, lead to dephasing. However, 
the presence of RISD changes the situation by causing molecules to experience a time-
dependent transition frequency. This phenomenon can act as a rapid dephasing 
mechanism in the second sublayer, which would lead to a loss of cancellation of signal 
with the first sublayer. This effect is counterbalanced to some extent by the fact that 
blue-shifting of the signal from the second sublayer should cause it to interfere more 
effectively with the contribution from the first sublayer. This effect may play a role in 
the decrease of the signal intensity with increasing temperature. 
6.4 Conclusions 
I have presented a comparative VSFG study of acetonitrile at the SL interface 
at 25 °C and 60 °C. Contrary to expectations based on a static picture of the lipid-
bilayer-like organization of the liquid at this interface, the signal intensity decreases 
with temperature under all polarization conditions. This result suggests that dynamics 





As the temperature is increased, the orientational dynamics of the second sublayer 
occur on a faster time scale than does vibrational relaxation, but apparently without 
causing a substantial change in the average organization. Thus, on the time scale probed 
by VSFG spectroscopy, it may not be appropriate to think of the second sublayer in 
terms of a static structure. On the other hand, the relatively static first sublayer 
contributes to the decrease in intensity as it becomes more disordered with temperature.   
The more rapid the reorientation, the stronger the effects of reorientation-
induced spectral diffusion should be as well. We believe that the influence of RISD on 
the second sublayer plays an important role in the blue shift of the spectra with 
temperature, and also in the decrease of intensity with temperature. It would be 
interesting to perform temperature-dependent simulations of this interface to explore 
these effects in greater detail. 
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7.1 Introduction 
VSFG spectra are generally interpreted within a static picture, and in terms of 
the spectroscopic properties of individual molecules. As discussed in earlier chapters, 
there is a growing recognition that dynamics can play an important role in VSFG 
spectra.1 In condensed-phase systems, dynamic processes such as reorientation and 
energy transfer can occur on a time scale of picoseconds or less.1 This time scale is 
comparable to that of the lifetimes of the vibrational coherences that are probed in 
VSFG spectroscopy. Thus, such dynamic processes can act as dephasing mechanisms 
that influence the intensity and shape of peaks in VSFG spectra. In the case of 
reorientation, the sensitivity of a VSFG measurement depends on the polarization 
configuration, the symmetry of the vibrational modes being probed, and the timing of 
the incident IR and probe pulses.1, 2-5 Furthermore, reorientation can cause the same 
oscillator to encounter different dielectric environments on a time scale that is shorter 
than the vibrational coherence time, inducing a time dependence in the vibrational 
frequency. As described in Chapter Five, this reorientation-induced spectral diffusion 
(RISD) can influence VSFG spectra of vibrational modes, including modes that would 





Intermolecular vibrational coupling via transition dipole-transition dipole 
interactions can also play a role in VSFG spectra. The coupling strength, J, between 




 .     (7.1) 
There are two limiting cases of such vibrational coupling that can be distinguished by 
the strength of the coupling relative to the vibrational linewidth, . Förster transfer 
occurs when J << , allowing an excitation to hop among oscillators. Efficient Förster 
transfer in the bulk generally requires molecules with large transition dipole moments, 
but this condition may be less important at an interface, where geometrical effects can 
dominate. Several groups have employed time-resolved VSFG spectroscopy to help 
shed light on vibrational Förster transfer at interfaces. Such experiments have made it 
possible to infer the time scale of energy transfer,7 to distinguish energy transfer from 
other processes through isotopic dilution,8 and to probe the surface coverage of 
monolayers on single crystal surfaces.9 Because O-H groups have large transition 
dipoles, water exhibits intermolecular vibrational coupling that needs to be considered 
in the analysis of VSFG studies of this liquid.10-12 Energy transfer between oscillators 
on the same molecule may also play a role in the VSFG spectroscopy of larger 
molecules.8, 13   
When J becomes a sizable percentage of , energy transfer occurs on the time 
scale of the vibrational motion.1, 9 In this limit, the coupling is better described in terms 
of a vibrational exciton, in which energy becomes coherently delocalized over multiple 
molecules. This distinction has important implications for VSFG spectra. For example, 





that of reorientation. As is the case for reorientation, Förster energy transfer has a 
greater influence on spectra of depolarized vibrational modes than on spectra of 
isotropic vibrational modes.1 Excitonic coupling preserves vibrational coherence, but 
can influence VSFG spectra because the coherence is spread over many molecules. 
This phenomenon can affect VSFG measurements,1, 11-12 but may also be mistaken for 
other dynamic processes. 
The influence of resonance coupling on VSFG spectra is only beginning to be 
explored. Heterodyne-detected VSFG studies of the liquid water/vapor and ice/vapor 
interfaces12, 14 observed a red shift and broadening of the O-H stretch that is associated 
with near-resonant coupling. These spectral changes mirror those in the bulk, but are 
less pronounced near an interface because molecules have fewer nearest neighbors.12 
Carbon monoxide adsorbed to ruthenium is also presumed to exhibit excitonic coupling 
at high enough surface coverages.9  
In some of these situations, the J values alone may not seem large enough to 
suggest the presence of excitonic coupling. At an interface, however, other structural 
factors must be considered. For instance, when the distance between dipoles is closer 
than the distance between charge separation on the individual dipoles, coupling may be 
stronger than expected from a simple model.14 Also, coupling is not necessarily only 
pairwise, but rather can extend over many nearest neighbors at a well-organized 
interface.  
The liquid acetonitrile/silica interface, which has been described in detail in 
previous chapters, is used as a model system for exploring resonance coupling. 





acetonitrile in the bulk, leading to shifts among its isotropic and anisotropic Raman 
spectra and its IR spectrum,23 such shifts would not necessarily be expected for the 
symmetric methyl stretch, as the methyl group has a smaller permanent dipole and a 
smaller transition dipole than does a cyano group.  
Here I use VSFG spectroscopy to examine the acetonitrile methyl symmetric 
stretch at the acetonitrile/silica interface in mixtures with acetonitrile-d3 over a broad 
range of concentrations. The dependence of the intensity and the line shape on the 
acetonitrile mole fraction cannot be described fully in terms of the properties of 
individual acetonitrile molecules, but is consistent with the presence of vibrational 
resonance coupling.  
7.2 Experimental 
The VSFG experiments were performed with a counterpropagating set-up that 
has been described in Chapter Three in Sections 3.1-3.3. The IR pulses had a pulse 
energy of 15 J centered at 2940 cm-1 with a bandwidth of 250 cm-1, and the 800-nm 
probe pulses had a pulse energy of 15 J and a bandwidth of 5 cm-1. The probe pulse 
was delayed with a motorized delay stage to arrive 667 fs after the IR pulse. 
The chemicals used for the isotopically diluted acetonitrile solutions were 
99+% spectroscopic grade acetonitrile (ACROS) and 99.5% (D-99.8%) acetonitrile-d3 
(Cambridge Isotope Laboratories). Concentrations ranging from 0.05 to 1 mole fraction 
of acetonitrile in acetonitrile-d3 were used. All sample cuvettes were IR-grade quartz 
with a 1-mm pathlength (Hellma). Prior to use, the cuvettes were rinsed with acetone, 
methanol, and then water, after which they were oven-dried and then cleaned for 3 min 





subsequent dilutions in the same cuvette, to avoid having any vestiges of the higher 
concentration mixtures remain behind, potentially influencing the subsequent 
measurement. Spectra were collected in the SSP polarization configuration. Three 60 s 
scans were performed at high acetonitrile mole fractions, and six 120 s scans were 
performed for mole fractions of 0.1 and lower. All spectra were normalized and 
calibrated according to the procedure described in Chapter Three, Sections 3.4-3.5.  
7.3. Results and Discussion 
The effect of isotopic dilution on the SSP VSFG spectrum of the methyl 
stretching region of liquid acetonitrile at the silica interface is shown in Figure 7.1(a). 
Spectra in this region consist of a strong peak at around 2943 cm-1 that corresponds to 
the symmetric methyl stretch. The strong signal indicates that the molecular axis has a 
large projection along the surface normal. The slight asymmetry is consistent with 
previously published results, and is believed to arise from the contribution of two 
oppositely phased peaks, with slightly different center frequencies and amplitudes, that 
correspond to the contributions from the two different sublayers of the LBL structure.6, 
16, 24-25 Upon dilution with acetonitrile-d3, the spectrum undergoes a blue shift and 
narrowing, as can be seen in the normalized spectra in Figure 7.1(b). The spectra also 
become slightly more asymmetric upon dilution. 
If the organization of the liquid remains unchanged upon isotopic dilution, then 
the VSFG intensity would be expected to scale with the square of the number of 
oscillators. Such behavior has been observed previously at the liquid/vapor interface of 
acetonitrile/acetonitrile-d3 mixtures,
26 which indicates that isotopic dilution does not 





7.2(a), upon isotopic dilution the intensity at the acetonitrile/silica interface becomes 
larger than predicted by this model. Although the excess intensity is modest, it is clear 
from Figure 7.2(b) that there is a systematic trend in which the discrepancy between 
the observed and expected intensity grows with increasing acetonitrile-d3 mole 
fraction. 
 
Figure 7.1. (a) VSFG spectra of liquid acetonitrile/acetonitrile-d3 mixtures at a silica 
interface taken under SSP polarization conditions in the methyl-stretching spectral 
region. (b) Normalized spectra emphasize the blue shift, narrowing, and slight increase 





The results from the liquid/vapor interface26 suggest that the organization at the 
silica/liquid interface should not change upon isotopic dilution. As hydrogen bonds 
from surface silanols are accepted by the cyano groups, it is also unlikely that isotopic 
substitution of the methyl group influences partitioning to the silica surface. The 
viscosity of acetonitrile-d3 is slightly larger than that of acetonitrile,
27 which will lead 
to somewhat slower orientational dynamics with increasing acetonitrile-d3 mole 
fraction. However, the viscosity changes are modest, and reorientation has a minimal 
influence on the symmetric methyl stretch spectrum at this interface.28 Furthermore, an 
increase in viscosity would also be expected to decrease the influence of RISD in the 
second sublayer of acetonitrile, which would decrease the VSFG intensity. Thus, we 






Figure 7.2. (a) The square root of the intensity, relative to that of the neat liquid, of the 
symmetric methyl stretch peak in SSP VSFG spectra of liquid acetonitrile at the silica 
interface as a function of mole fraction of acetonitrile-d3. The dashed line is the result 
expected if the interfacial concentration mirrors that in the bulk. (b) The ratio of the 
observed intensity to the expected intensity. The different colors denote data obtained 







Figure 7.3. Dependence of (a) the peak frequency and (b) the linewidth of the 
symmetric methyl stretch peak in the VSFG spectrum of liquid acetonitrile at the silica 
interface as a function of the mole fraction of acetonitrile-d3. The different colors 
denote data obtained on different days. 
The spectral shift and line narrowing observed with increasing acetonitrile-d3 
mole fraction are quantified in Figs. 7.3(a) and 7.3(b), respectively. The overall spectral 
shift in going from pure acetonitrile to infinite dilution is 1.3 cm-1, and the total decrease 
in the full width at half maximum (FWHM) is 0.7 cm-1 (7% of the FWHM in the neat 
liquid). Before considering the meaning of these observations, I first consider what is 





Isotropic Raman difference spectroscopy studies of the influence of isotopic 
dilution on the symmetric methyl stretch of bulk acetonitrile have revealed a blue shift 
that is linear with concentration and reaches a value of 1.8 cm-1 at infinite dilution.29-31  
Isotropic Raman experiments performed on the bulk liquid indicate that the linewidth 
of the symmetric methyl stretch (6.0 cm-1) does not change upon isotopic dilution.32-33 
At a 50% isotopic dilution, the IR linewidth for the symmetric methyl stretch has been 
observed to narrow slightly (from 13.4 cm-1 in the neat liquid to 13.1 cm-1) and the 
depolarized Raman linewidth has been observed to decrease somewhat more 
substantially (from 14.0 cm-1 in the neat liquid to 12.2 cm-1).33 
This behavior was attributed by one group to static changes in the local 
dielectric environment,29 as described by the model of Knapp and Fischer.34 However, 
Raman echo experiments performed on the symmetric methyl stretch of pure 
acetonitrile indicated that there is negligible inhomogeneous broadening in the 
isotropic Raman spectrum of this mode.35 A simple model of the extent of 
inhomogeneous broadening based on the spectral properties in the neat liquid and at 
infinite dilution supports this picture.36 Furthermore the significantly narrower 
linewidth in the isotropic Raman spectrum indicates that reorientation plays a 
substantial role in the IR and depolarized Raman spectra, and the narrowing of these 
latter spectra may be the result of the abovementioned increase in viscosity.27 Thus, it 
is doubtful that a static picture can account for the observed concentration dependences 
of the center frequency and linewidth in this system. 
Another group attributed the behavior of the isotropic Raman spectrum of 





is necessary to consider whether the structure of the bulk liquid promotes the proximity 
of methyl groups, such that the magnitude of J in Eq. (7.1) could be significant on 
average. As mentioned in early chapters, there is thought to be some propensity for 
acetonitrile molecules to dipole pair into antiparallel structures in the bulk liquid 
(Figure 7.4a).21 The methyl groups in such structures are far enough from one another 
that resonant coupling would not be expected to be important. Hsu and Chandler 
showed that X-ray and neutron scattering data for liquid acetonitrile could be 
reproduced using a reference system that included only repulsive interactions.37 They 
did find that liquid acetonitrile has a large degree of parallel ordering, but they 
attributed this ordering to the cylindrical shape of the molecule rather than dipole 
pairing.37  
Pothoczki and Pusztai recently presented a sophisticated new analysis of 
orientational correlations in liquid acetonitrile, based on molecular dynamics 
simulations and reverse Monte Carlo simulations constrained by X-ray and neutron 
scattering data.38 They found that the dominant conformation of antiparallel molecules 
at short range is not the traditional “head-to-head” dipole-paired structure, as in 
Figure7. 4a, but rather a “tail-to-tail” structure that brings methyl groups into close 
proximity (Figure 7.4b).38 They further found that close approaches between two 
molecules in the liquid tend to involve hydrogen atoms.38 This situation is the ideal for 
observing resonant coupling. 
Based on this knowledge of the organization in bulk acetonitrile, the effects of 
isotopic dilution on the symmetric methyl stretch can be predicted based on equations 





refers to a shift between the first moments of the depolarized and isotropic Raman 
spectra of a specific mode. There is also an associated shift of the first moment of the 
IR spectrum of the same mode. These shifts result from different sensitivities to the 
angularly-dependent interaction potential that induces the vibrational frequency 
shift.39-41 This interaction potential between two molecules i and j depends on the 
distance between and strength of the transition dipole moments, and the relative 






[𝒏𝒊 ∙ 𝒏𝒋 − 𝟑(𝒏𝒊 ∙ 𝒏)(𝒏𝒋 ∙ 𝒏)]   ,                           (7.2) 
where  is the magnitude of the transition dipole, r is the distance between the transition 
dipoles, nk is a unit vector along the transition dipole of molecule k, and n is the unit 
vector between the transition dipoles. The expressions for the first moments of the 



















where o is the bare vibrational frequency, Nn is the number of coupled oscillators, Pn 
is the nth-order Legendre polynomial,  is the angle between transition dipoles, and the 
angular brackets indicate averaging over all pairs of molecules.  
The prototypical situation in which the RNCE is observed in a bulk liquid is for 
species with polar functional groups that are not sterically hindered and have large 





for which the depolarized Raman peak and the IR absorption peak are both shifted by 
about 5 cm-1 to the blue of the isotropic Raman peak.23 
C-H stretching modes have moderate transition dipoles that are on the order of 
0.05-0.3 × 10-30 C-m,42-45 as compared to on the order of 10 × 10-30 C-m for a carbonyl 
stretch. This relatively small transition dipole and the fact that methyl groups are not 
polar accounts for the fact that the RNCE is not usually considered for methyl groups 
in bulk liquids. However, even if the shifts between the isotropic Raman spectrum and 
IR spectrum or the depolarized Raman spectrum are small, resonant coupling can still 
lead to a shift in all of these spectra that will disappear with isotopic dilution. 
 
Figure 7.4. Local pair configurations of liquid acetonitrile molecules considered in the 
analysis of resonance coupling for the symmetric methyl stretch. 
In Table 7.1 the signs and magnitudes of the various components of Eq. (7.2) 
and Eq. (7.3) for the symmetric methyl stretch for different local structures of pairs of 
molecules are shown. The predominant tail-to-tail structure is expected to cause a red 
shift in the isotropic and depolarized Raman spectra and a blue shift in the IR spectrum. 





that the vibrational lifetime is long enough that the majority of methyl groups can 
sample the tail-to-tail structure due to reorientation before dephasing is complete. One 
may conclude that the blue shift of the isotropic Raman spectrum upon isotopic dilution 
is due to the decreasing importance of such resonant coupling. 
Table 7.1. Sizes and magnitudes of terms contributing to the shifts in Eq. (7.3) for the 
idealized local configurations shown in Figure 7.4. 
Geometry ni ∙ nj -(ni ∙ n) 
∙ (nj ∙ n) 
































































































The influence of resonant coupling on VSFG spectra of the acetonitrile 
symmetric methyl stretch at the silica/liquid interface will now be considered. The 
expression for the (2) tensor element of the symmetric methyl stretch that is probed in 
an SSP polarization configuration is1 
𝜒𝑒𝑓𝑓,𝑆𝑆𝑃
(2)







3𝜃〉 ,  (7.4) 
where   is the IR transition dipole, I and A are the change in the isotropic and 
anisotropic component of the polarizability tensor, and  is the angle between the 





term in the polarizability for a symmetric methyl stretch. Additionally, the two terms 
in Eq. (7.4) that depend on A are of opposite sign, further weakening the influence of 
the anisotropic portion of the polarizability. The VSFG spectral shift will therefore be 
interpreted here based on the behavior of the IR spectrum and the isotropic Raman 
spectrum.  
The tail-to-tail structure in Figure 7.4b is not common at the silica/liquid 
interface, because it prevents the formation of a well-packed first sublayer. Instead, 
almost all of the acetonitrile molecules in this first sublayer at a silica surface have their 
cyano groups pointing towards the surface, and make an average angle of 40° from the 
surface normal.15-16 Thus, molecules whose methyl groups are in close proximity in the 
first sublayer are likely to have a tilted parallel organization (Figure 7.4c). This sort of 
organization leads to a red shift for the isotropic and depolarized Raman spectra, as 
well as for the IR spectrum. However, the shifts are expected to be smaller than those 
for the tail-to-tail structure. 
Molecules in the second sublayer are more disordered, with approximately 60% 
of the methyl groups pointed toward the surface and 40% pointed away.15-16 The methyl 
groups that point toward the interface can form shifted tail-to-tail structures (Figure 
7.4d) or even linear tail-to-tail structures (Fig 7.4e). As shown in Table 7.1, in the 
former case there will be a red shift of the isotropic and depolarized Raman spectra and 
in the latter case there should be a blue shift. There will be an opposite shift of the IR 
spectrum in both cases. Thus, the second sublayer should act to reduce the overall red 
shift that arises from the first sublayer. The effect of the second sublayer on the first 





methyl groups in the two sublayers.16 This analysis is completely consistent with a red 
shift that is smaller than the magnitude that is observed in the bulk liquid, despite the 
considerably greater organization at the interface. 
These results demonstrate the necessity of determining the extent of 
intermolecular vibrational coupling when attempting any sort of quantitative 
orientational analysis using VSFG spectroscopy. Surface interactions can promote both 
the proximity of identical functional groups and the alignment of their transition 
dipoles. This phenomenon is particularly important for molecules with large transition 
dipoles. For example, the relative strengths of VSFG signals measured with the SPS 
and SSP polarization configurations are commonly used to determine average 
orientation.46 When probing symmetric stretches in systems with azimuthal symmetry, 
the SPS signal is sensitive to the anisotropic polarizability, whereas the SSP signal is 
dominated by the isotropic contribution. Because shifts from transition dipole coupling 
are larger for the isotropic first moment than for the anisotropic first moment, SSP and 
SPS spectra are affected differently by the resonance coupling. Similarly, SSP spectra 
may be shifted from the PPP because of the relative dominance of I for SSP 
measurements and A for PPP measurements. PPP spectra always require careful 
analysis, because they contain contributions from four different susceptibility elements, 
each of which has a different dependence on I and A. The analysis of any VSFG 
technique that employs changes in the experimental geometry to emphasize different 








I have presented a VSFG study of the methyl symmetric stretch of liquid 
acetonitrile at a silica interface for a series of mixtures of acetonitrile with its deuterated 
isotopologue. I was able to obtain spectra down to an acetonitrile mole fraction of 0.05, 
and to resolve small changes in line shape. The VSFG spectra exhibit a blue shift and 
a narrowing with isotopic dilution, and the intensity of the spectrum is higher than 
predicted, particularly at low acetonitrile concentrations. These spectral changes are 
consistent with the influence of intermolecular vibrational coupling, which induces a 
shift between the IR, the isotropic Raman, and the anisotropic Raman first moments. 
These results emphasize the importance of evaluating the effect of resonance coupling 
on VSFG spectra, particularly in samples with substantial transition dipole moments. 
It would be of great interest to perform similar experiments using the C-N stretch of 
acetonitrile as a probe of resonance coupling.  
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8.1 Introduction 
The surface potential plays an important role in many chemical and physical 
processes at solid/liquid interfaces. When the liquid phase is aqueous, the surface 
potential is often dominated by surface charges. For instance, surfaces composed of 
silica or polymers that contain carboxylic acid groups tend to deprotonate in aqueous 
solutions, creating a negative surface potential. The situation is less clear, however, 
when the liquid phase is a solvent that is aprotic and/or is not a strong base. For 
instance, recent experiments on ion transport in electrolyte solutions in propylene 
carbonate or acetonitrile through nanopores composed of polycarbonate or silica have 
revealed an effective positive surface charge, even though the same materials would 
have a negative surface charge in an aqueous solution.1 It was proposed that this 
positive surface charge arises from dipole ordering of the solvents at the surfaces of the 
nanopores.1 
 One of the motivations to determine ion and solvent organization at solid interfaces 
is to understand the mechanisms of electrochemical processes, especially for 
nanostructured materials for which surface interactions dominate. These materials 





highly mobile and have a stable and inert counterion.2 A good solvent for lithium salts 
must have a high dielectric constant to dissolve the salts effectively, and a low viscosity 
to promote ion transport. The solvent should also be inert near other components.2 
Acetonitrile meets all of these requirements. It is a liquid composed of relatively simple 
molecules, and its interactions with electrolytes have been studied extensively in the 
bulk.3-6 Therefore, acetonitrile is a good representative solvent for exploring aprotic 
electrolyte solutions at solid surfaces.  
Here we use a combination of ion transport measurements, vibrational sum-
frequency generation (VSFG) spectroscopy, and molecular dynamics (MD) 
simulations to develop a detailed understanding of the behavior of solutions of alkali 
salts in acetonitrile at silica surfaces. The electrolytes studied are commonly used in 
batteries and have a high solubility in acetonitrile. The role of the cations and anions is 
distinguished by using salts with either the cation in common (LiClO4, LiBF4, and 
LiPF6) or the anion in common (LiClO4 and NaClO4). I demonstrate that the positive 
effective surface charge is a manifestation of the induced organization of the solvent. 
This behavior is a consequence of the intrinsic charge distribution of the organized 
liquid at the interface, a phenomenon that has not previously been considered in the 
analysis of VSFG spectra. 
8.2 Background on Ion Transport Experiments 
Ion current measurements are based on measuring electrokinetic transport of 
ions in single pores. A detailed description of these methods along with the preparation 
of nanopores can be found in Reference 1. Single glass pipettes with an opening of 400 





concentrations in acetonitrile. The observation of rectification in this experiment 
indicates that the pipette carries an effective surface potential, so that for one voltage 
polarity the tip of the pipette is electroosmotically filled with the solution of lower 
concentration, leading to overall lower conductance of the pipette. For the opposite 
voltage polarity, electroosmosis draws the more concentrated solution of higher 
conductivity into the pipette so that larger currents are observed. If there were no 
effective surface potential on the pipette inner wall, in the absence of electroosmosis, 
ionic concentrations in the pipette would be voltage independent and the current-
voltage curve would be linear.   
 
Figure 8.1. Experimental set-up for the measurement of current-voltage curves through 
a glass pore. The electrolyte solutions inside the 400-nm glass pipette and in the bulk 
solution are of different concentrations.  
The direction of rectification carries information on the polarity of the effective 
potential. The results for LiClO4 solutions are shown in Figure 8.2, where the first 
concentration written indicates the pipette concentration, and the second indicates the 
bulk concentration.  For the concentration gradients 1 mM/10 mM, 10 mM / 100 mM 
and 10 mM / 1 M, negative currents were higher than positive currents, indicating that 





ground electrode placed in the pipette, electroosmotic flow could be directed from the 
bulk towards the pipette only if the surface potential was positive.  The larger pipette 
diameter of 400 nm was chosen to assure that the screening length of the effective 
surface potential is significantly smaller than the pipette opening. Consequently, it can 
be assumed that the concentration of ions in the pore is determined by the bulk solution 
brought to the pore via electroosmosis. The same effect occurred when glass pipettes 
were replaced with polyimide (DuPont Kapton 50 HN) nanopores, which contain 
carboxyl groups on the pore wall. Only for the 0.1 mM/1 mM concentration gradient 
was rectification in the opposite direction, as shown in the inset of Figure 8.2. In 
contrast, the direction of rectification in LiClO4 solutions in water showed the opposite 
of what was observed in acetonitrile for the same set of solutions, i.e. in the same 
electrode configurations positive currents were higher than negative currents. It should 
be noted that all of the results summarized here were obtained in a glove box under an 






Figure 8.2. Current-voltage curves for lithium perchlorate at four concentration 
differentials. The designation 1 mM / 10 mM indicates that the pipette concentration is 
1 mM and the bulk concentration is 10 mM. The three highest concentrations exhibit 
rectification showing a positive surface potential, whereas the lowest concentration 
(inset) shows a negative surface potential.  
 The degree of rectification is traditionally calculated with a value known as R, 
calculated as the ratio of current magnitudes at -1V and +1V. To compare the 
magnitudes of rectification in opposite directions (for those in which R is either < 1 or 
> 1), while also correcting for the higher currents at higher electrolyte concentrations, 
we calculated rectification direction and magnitude using quantity we call the current 
anisotropy, rI: 
𝑟𝐼(𝑉) =  
−(𝐼(𝑉)+𝐼(−𝑉))
𝐼(𝑉)−𝐼(−𝑉)
                   (8.1) 
The current anisotropy has the same sign as the surface charge, and is zero in the 





experiments discussed here, we chose to use a voltage of 2 V to measure current 
anisotropy. 
 
Figure 8.3. Current anisotropy for four different electrolyte solutions in acetonitrile in 
glass nanopores. Current anisotropy is evaluated using equation 8.1.  
The current anisotropies for the ion current measurements conducted with four 
different electrolyte solutions are plotted in Figure 8.3. The figure shows that at 0.1 
mM / 1 mM, for all salts, rI is negative, indicating a negative surface charge. LiClO4 
shows the weakest rectification at this concentration gradient. At the 1 mM / 10 mM 
gradient, the negative surface charge disappears for all salts except LiPF6. LiClO4 
exhibits a positive surface charge that starts to decrease somewhat at higher 
concentrations. NaClO4 only develops a positive charge at the highest concentrations, 
LiBF4 never exhibits a positive surface charge, and LiPF6 begins to show a positive 
surface charge only at the highest concentrations at which point the rI has a magnitude 





behavior between the four electrolytes will be identified with the VSFG results 
presented in the following section. 
8.3 VSFG Experimental Methods 
The VSFG spectra were collected with a counter-propagating VSFG 
spectrometer that has been described in detail in Chapter Three, Sections 3.1-3.3. All 
spectra were collected according to the methods described in Section 3.4. For this 
study, the IR pulse had an energy of 15 J and a bandwidth of 250 cm-1. The probe 
pulses had an energy of 15 J and a bandwidth of 5 cm-1.  The probe pulses were 
delayed relative to the IR pulse by 667 fs to maximize the probe pulse’s overlap with 
the molecular response of the methyl symmetric stretch transition.   
Acetonitrile (HPLC grade, Fisher-Scientific) was distilled over calcium hydride 
under argon gas and stored over molecular sieves in an argon-filled glove box for at 
least 24 h. LiClO4 and LiPF6 were ≥99.99% battery grade (Sigma Aldrich). LiBF4 was 
98% purity, and anhydrous (ACROS Organics). NaClO4 was 98.0% ACS grade (Sigma 
Aldrich). LiClO4 came in a sealed ampoule and was used as received without further 
drying. All other salts were dried under vacuum at 100 °C (120 °C for LiBF4) for 24 h. 
All solutions were prepared in the glove box using glassware that had been dried in a 
165 °C oven overnight. Electrolyte solutions had concentrations that ranged from 1 
nanomole to 1 mole per liter of solvent (1.27 molal) for LiClO4 and LiPF6, 2.54 molal 
for NaClO4, and 3.81 molal for LiBF4. (These concentrations will be denoted using 
molarity: 1.27 molal = 1 M).  A quantity of neat acetonitrile equal to that of the 
solutions was also prepared as a control. Dry acetonitrile and 1 M solutions of each 





Metrohm). Acetonitrile had a water content of 25-50 ppm, and the electrolyte solutions 
contained between 80-200 ppm. 
Sample cuvettes were rinsed with acetone, methanol, and water, oven dried, 
cleaned for 3 m in an oxygen plasma, and dried overnight. Cuvettes were placed in the 
glove box while still hot. After they had cooled, each was filled with dry acetonitrile as 
a reference.  All sample vials and cuvettes were removed from the glove box prior to 
collecting spectra. Dry acetonitrile spectra were collected within one hour of removing 
the samples from the glove box, during which time the cuvettes remained tightly 
capped. The spectra from subsequent cuvettes of dry acetonitrile remained the same, 
indicating that a negligible amount of ambient water entered the cuvettes and reached 
the silica surface. After references were collected, the neat acetonitrile and the series 
of electrolyte solutions that were removed from the glove box were added to each of 
the reference cuvettes, replacing the dry acetonitrile, after flushing twice with the new 
sample.  
The spectra were obtained using the SSP polarization configuration, which is 
defined in Chapter Two, Section 2.1. Normalization and calibration spectra were 
obtained according to the method described in Section 3.4 of Chapter Three. 
Acquisition times for low concentrations of electrolyte solutions were 1 m. For higher 
concentrations, acquisition times were two to four times those of the low concentrations 
depending on the signal strength. All scans were repeated at least three times.  
8.4 VSFG spectroscopy results 
Shown in Figure 8.4 are the VSFG spectra in the C-H stretching region for 





concentrations. The corresponding height-normalized spectra are shown in Figure 8.5. 
The SSP polarization combination is sensitive to modes with an infrared transition 
dipole that has a projection along the surface normal. At all concentrations of solutions, 
the only mode that appears is the symmetric methyl stretch.  
 
Figure 8.4. VSFG spectra of (A) LiClO4, (B) NaClO4, (C) LiBF4, and (D) LiPF6 in 
acetonitrile at a silica interface. The spectra were measured in the methyl symmetric 














Figure 8.5. Normalized VSFG spectra of (A) LiClO4, (B) NaClO4, (C) LiBF4, and (D) 
LiPF6 in acetonitrile at a silica interface. The spectra were measured in the methyl 






Figure 8.6. VSFG peak intensities of four electrolyte solutions in acetonitrile relative 
to the peak intensity of neat acetonitrile. The dotted line indicates the peak intensity of 
dry acetonitrile. The dashed line indicates the peak intensity of acetonitrile that was 
briefly exposed to ambient air while filling the sample cuvette. The electrolyte solutions 
were similarly exposed to ambient air, so relative intensity points are normalized to the 
wet acetonitrile.  
The key features of the concentration dependent VSFG spectra are quantified 
in Figures 8.6-8.8. (In these figures, the data points from 10-9 M to 10-7 M are omitted 
for clarity, however, these concentrations show the same features as the 10-6 M 
samples.) Concentration regimes for each salt are defined in Table 8.1. These regimes 
correspond to the concentration ranges for which rI is negative (“very low” 
concentration), zero or approaching zero (“low” concentration), positive 
(“intermediate” concentration), and positive but decreasing (“high” concentration). 
Each category corresponds to VSFG trends that will be described in detail in Sections 
8.5.2 and 8.5.3 and illustrated in Figure 8.10. In Figure 8.6, the relative intensities of 





increases somewhat with the addition of electrolyte, before decreasing. The intensity is 
less than that of neat acetonitrile for concentrations of 10 M and higher, with 
intensities of all electrolyte solutions showing the same trend until 1 mM. After this 
point, the LiClO4 solution has a steep intensity drop at the lowest concentrations, 
whereas changing the cation to sodium results in a more gradual drop that eventually 
reaches a similar intensity to LiClO4 at 1 M. LiBF4 starts out with a steep drop, but at 
10 mM starts to drop more gradually ending with an intensity far higher than the other 
salts at 1 M. The peak intensity of the LiPF6 solution decreases slowly at concentrations 
≤ 10-3 M, but suddenly drops to an intensity that is the lowest of all the salts. The biggest 
intensity difference among the electrolyte solutions is at 1 M, with the LiBF4 intensity 
being approximately three times larger than the LiClO4 intensity and the NaClO4 and 
nine times larger than the LiPF6 intensity. 
Table 8.1. Concentration (c) regimes corresponding to different magnitudes and signs 















(decreasing positive rI) 
 
LiClO4 c ≤ 10
-6 M 10-6 M < c ≤ 10-3 M 10-3 M< c ≤ 10-2 M c > 10-2 M 
NaClO4 c ≤ 10
-6 M 10-6 M < c ≤ 1 M c >1 M - 
LiBF4 c ≤ 10
-6 M c > 10-6 M - - 
LiPF6 c ≤ 10
-6 M 10-6 M < c ≤ 10-1 M c > 10-1 M - 
The full width at half maximum (FWHM) of the spectra for all of the salts, 
which are shown in Figure 8.7, is roughly constant until they reach 1 mM.  LiClO4 
begins to broaden sharply at     10-3 M, and the FWHM begins to decrease at 500 mM 
and 1 M. The NaClO4 spectrum is slower to broaden, but by 1 M the FWHM reaches 





similar to NaClO4. The LiPF6 spectra broaden only slightly at 10
-2 M, and then sharply 
at 1 M. 
 
Figure 8.7. FWHM for VSFG spectra of four electrolyte solutions in acetonitrile. The 
black dashed line indicates the FWHM of neat acetonitrile. The FWHM does not 
change significantly when dry acetonitrile is exposed to ambient water.  
Plotted in Figure 8.8 is the concentration dependence of the shift of the peak 
frequency of the VSFG spectra. There is a slight red shift for all salts with increasing 
concentration up to 10 M, after which the peaks shift to the blue with increasing 
concentration. The peak frequency shifts similarly for all salts. However, there are 
some small differences among the salts. The LiClO4 spectrum shifts more sharply than 
the spectra of the other salts at 10 mM and 100 mM. The LiBF4 spectrum shifts the 
least. The spectrum for the LiPF6 solution shifts slowly at first, and by 1 M acquires 






Figure 8.8. Shift in peak frequency for VSFG spectra of electrolyte solutions relative 
to neat acetonitrile. The peak frequency does not change significantly when dry 
acetonitrile is exposed to ambient water.  
8.5 Discussion 
8.5.1 Charge distribution at the acetonitrile/silica interface 
The above observations are related intimately to the effective surface potential 
arising from the distribution of charges at the acetonitrile/silica interface. The unique 
charge distribution is not only responsible for the rectification behavior observed in the 
nanopore experiments, but also plays a role in the VSFG spectra. Because VSFG 
depends on the second-order nonlinear susceptibility ((2)), within the electric dipole 
approximation no VSFG signal is generated in an isotropic medium. This phenomenon 
is responsible for the interface sensitivity of VSFG spectroscopy. However, in the 
presence of a constant surface potential along the interface normal, a sum-frequency 
signal can also be generated by a (3) process in both interfacial molecules and in the 
isotropic bulk liquid. The VSFG signal that arises from the (3) contribution is limited 





be substantially thicker than that probed by the  (2) process.7-10 In aqueous solutions of 
monovalent electrolytes at low concentration, the range of the surface potential is 
generally assumed to be described by the linearized Poisson-Boltzmann equation.11 It 
has been recognized recently that the exponential decay of the surface potential with 
distance from the surface leads to a complex interference between the (2) and (3) terms 
in the VSFG signal that is reflected in spectral properties that depend upon electrolyte 
concentration.7, 12 Only when the electrolyte concentration is high enough does 
screening become efficient enough that only the  (2) contribution to the signal need be 
considered. 
As discussed above, solid interfaces in solvents that are either protic or strong 
bases often become charged. In the case of an aprotic, weak base such as acetonitrile, 
the surface silanol groups of silica are expected to remain intact. At a silica interface, 
this liquid is also known to take on an organization that in some ways resembles that 
of a supported lipid bilayer.13-16 Thus, the amphiphilic nature of acetonitrile is a 
stronger driving force for the organization of acetonitrile at this interface than are 
dipole-dipole interactions. 
Hu and Weeks have previously reported an MD simulation of acetonitrile at a 
flat silica interface in which they calculated the average charge density q(z), where z 
is the distance from the silica surface.13 The silica surface used was fully hydroxylated, 
and only the surface silicon, oxygen, and hydrogen atoms were assigned partial 
charges. The average charge density of the acetonitrile is shown in Figure 8.9, with the 






Figure 8.9. Acetonitrile charge density at a silica interface as calculated by Hu and 
Weeks in Reference 13. The charge density generated by the surface silicon, oxygen, 
and hydrogen atoms is shown in the inset. Within 1 Å of the silica surface the charge 
density is dominated by the partial charges on the surface atoms in the silica. Because 
the surface has no net charge, the charge density of the acetonitrile becomes more 
important at distances greater than 1 Å.13  
The remarkable conclusion from Figure 8.9 is that for distances greater than 
approximately 1 Å from the surface, the distribution of charge present in the liquid 
itself begins to play an important role. The result is that the silica surface acts as a 
strong organizing force for the liquid, but the apparent surface charge is an intrinsic 
feature of the organized liquid rather than of the surface of the solid. This defining 
charge distribution can be related directly to the bilayer-like structuring in the 
acetonitrile at the interface. The hydrophobic regions, which are centered at 
approximately 2.6 Å from the surface for the first bilayer and 6.6 Å from the surface 
for the second bilayer, have a positive charge density from the central carbon atom in 
the cyano groups. The adjacent regions have negative partial charges that arise from 





for the neat liquid, and will be disrupted by the presence of ions. Nevertheless, 
examining the charge density of the neat liquid offers a means of developing a 
qualitative understanding of the results presented above. 
8.5.2. Distribution of ions at the acetonitrile/silica interface 
The cartoons in Figure 8.10 illustrate the partitioning of ions indicated by the 
VSFG spectra of LiClO4 solutions. The unique organization at different electrolyte 
concentrations helps us to understand the ion current rectification results. The other 
electrolytes have related behavior and will be discussed further in Section 8.5.3. Figure 
8.10A shows the bilayer structure before electrolytes are added. The cyano groups in 
the second sublayer, which generally point away from the interface, create an effective 
negative surface charge from the arrangement of negative partial charges.  
Once ions are added to acetonitrile, it is important to consider the relative sizes 
of the species in the solution. The diameter of a lithium cation is 1.8 Å. These species 
are most likely to be found in regions of negative charge density, where it will associate 
with the nitrogen atoms of acetonitrile. The perchlorate anion, on the other hand, has a 
diameter of 4.5 Å, and its negative charge is highly delocalized. The most energetically 
favorable region for this species is likely to be in the hydrophobic regions of the 
bilayers. However, the size of the anions necessitates a substantial reorganization of 
the liquid in this region to accommodate an anion.  
The bilayer structure at very low concentrations (≤ 10-6 M) is depicted in Figure 
8.10B for LiClO4. The VSFG spectra show an intensity slightly higher than that of pure 
acetonitrile, and there is a small red shift of the spectrum. The cations cannot penetrate 





of it. They are mobile, so at low concentrations the effective surface potential is still 
negative, albeit smaller than in the neat liquid, explaining the direction of ion current 
rectification at very low concentrations. In neat acetonitrile the second sublayer is more 
disordered with approximately 40% of the methyl groups pointing in the other 
direction.13-14 The cations help to point the majority of the cyano groups in the second 
sublayer in the same direction. The greater alignment increases the contribution from 
the second sublayer to the VSFG signal. Because methyl groups in the second sublayer 
have a vibrational frequency red-shifted from that of the first sublayer, a greater 
contribution from this sublayer will cause a slight red shift and a slight increase in the 
overall intensity.  
At concentrations between 10-6 M and 10-3 M (Figure 8.10C) more cations 
partition outside of the surface bilayer, increasing the order of the second sublayer. As 
a greater number of lithium ions interact with cyano groups, the vibrational frequency 
of the methyl group will blue shift slightly (which is analogous to the blue shift induced 
by cyano groups accepting hydrogen bonds). The increase in order and the blue shift 
lead to a modest decrease in overall peak intensity, but there is no overall peak shift or 
change in the FWHM yet. The higher concentration of cations will neutralize the 
apparent charge of the bilayer, and eventually there will be no observable rectification.  
Once electrolyte solutions reach an intermediate concentration (between 10-3 M 
and 10-2 M), shown in Figure 8.10D, the negative apparent surface charge is 
neutralized. The second sublayer is less hindered than the first sublayer and can 
exchange with the bulk on a time scale of picoseconds,17-18 so anions can begin to 





First, the disorder associated with insertion should lead to a decrease in the VSFG 
signal. Second, insertion of the anions should increase inhomogeneous broadening, as 
different methyl groups will be in different environments. Third, the charge density in 
the hydrophobic region of the bilayer should go from a positive value to a substantially 
greater negative value arising from the anions, which should blue shift the spectrum. 






Figure 8.10. Cartoons of the organization of acetonitrile at the silica interface in 
different concentration regimes of lithium perchlorate: (A) neat acetonitrile (B) very 
low concentration (≤ 10-6 M) (C) low concentration (10-6 M ≤ concentration ≤ 10-3 M) 
(D) intermediate concentration (10-3 M ≤ concentration ≤ 10-2 M) (E) high 
concentration (≥ 10-2). 
The anions create enough disorder that lithium cations can now partition easily 





population of anions in the bilayer (Figure 8.10D). Partitioning of cations to the surface 
causes a further decrease in VSFG intensity, which probably arises from a combination 
of disorder and the new DC electric field. The relative exclusion of anions from the 
interface at millimolar electrolyte concentrations naturally leads the interface to have a 
net positive charge. This phenomenon is responsible for the rectification seen in the 
nanopore experiments discussed above.  
At high enough concentrations, the LiClO4 solutions start to rectify to a lesser 
degree than at intermediate concentrations. Weaker rectification must be a result of a 
greater number of anions populating the interior of the bilayer, which is considerably 
patchier at this point (Figure 8.10E), and reducing the effective positive charge. The 
VSFG peak intensity continues to decrease and the peak frequency continues to shift, 
but the FWHM reaches a point where broadening reaches a maximum and starts to 
decrease. This decrease in inhomogeneity arises from the fact that most methyl groups 
now reside near an anion. 
8.5.3. Explaining rectification with VSFG spectroscopy 
Examining the VSFG spectra in more detail can help explain the differences in 
rectification between the different electrolyte solutions. The later and more gradual 
onset of rectification seen in NaClO4 solutions compared to LiClO4 can only be 
attributed to the different cation. Sodium ions must interact to a lesser extent with the 
cyano groups of the second sublayer. This weaker interaction can be attributed to the 
sodium ion’s larger size and weaker polarizing power,3 and is reflected in the VSFG 
spectra at both very low and low concentrations. At very low concentrations the 





gradually. A more gradual neutralization of the negative charge will delay the 
perchlorate ion’s insertion into the bilayer, shown by the more gradual increase in 
FWHM. Because the larger sodium ions require greater disorder to get to the surface, 
the outcome is a positive current anisotropy onset at a much higher concentration than 
needed for LiClO4 solutions.  
For LiBF4 the initial negative current anisotropy disappears at low 
concentrations, but unlike the other salts, there is never an inverse of rectification 
associated with a positive surface charge. This behavior is not entirely surprising given 
what is known about the properties of LiBF4. This salt has a low conductivity and the 
lowest dissociation constant of all the lithium salts.2 Based on vibrational spectroscopy 
and density functional theory studies, there is thought to be substantial ion pairing in 
this system.6, 19 High concentrations of ion pairs will limit partitioning of the cation to 
the surface, which is consistent with the high intensities seen for all of the high 
concentrations of LiBF4. The broadening of the spectrum follows a similar trend as the 
other salts which suggests that some ion pairs reside in the middle of the bilayer. 
However, the shift in peak frequency is less dramatic, which is likely because ion pairs 
do not interact as strongly with methyl groups within the bilayer or influence the 
electric field as would dissociated ions. 
Initially, one of the most unexpected results was that the LiPF6 solutions did 
not rectify at concentrations lower than the other electrolytes and, instead, did not begin 
to rectify until a bulk concentration of 100 mM. One would expect that the salt that had 
the bulkiest anion would have the greatest positive effective charge, if cations 





to the silica surface before the anion disrupted the bilayer, then no rectification would 
indicate that the anions followed the cations into the bilayer and neutralized their 
positive charge. But if this mechanism were operative, the VSFG spectra of LiPF6 
solutions would certainly exhibit an increase in FWHM at a lower concentration. The 
fact that neither rectification nor an increase in FWHM occurred implies that the cations 
are not getting to the silica surface at lower concentrations. This observation is further 
evidence that the anions must disrupt the bilayer before cations can populate the 
surface. Hexafluorophosphate ions are so large that they require both a high bulk 
concentration and a higher density of cations at the surface before they can penetrate 
the bilayer. When they do enter, they disrupt the bilayer substantially, creating the 
largest defects and allowing a higher relative concentration of cations to partition to the 
surface.   
8.6 Conclusions 
Debye-Hückel theory is often successful at describing the properties of low-
concentration solutions of monovalent electrolytes. However, a key element of this 
theory is that the solvent can be treated as a featureless continuum. These results show 
that even for a liquid as “simple” as acetonitrile, surface-driven organization renders 
the assumption of a continuum solvent invalid. The behavior of solutions of electrolytes 
in acetonitrile at a silica surface is dominated by the organization imposed upon the 
liquid by the silica. The selective partitioning of cations to the surface at millimolar 
concentrations is driven by the lipid-bilayer-like organization of the interfacial liquid. 
Although the substantial diameter of the perchlorate and hexafluorophosphate anions 





size of these anions also causes them to be excluded from the highly organized liquid 
in the interfacial region. This same phenomenon is responsible for the apparent positive 
surface potential seen in glass nanopores in ion transport experiments with solutions of 
LiClO4, NaClO4, and LiPF6 in acetonitrile. 
Although the role of charged interfaces in VSFG spectroscopy has long been 
appreciated, our work brings to light a phenomenon that has not been considered 
previously, to our knowledge: liquid organization that is driven by proximity to an 
interface may lead to an intrinsic distribution of charge generated by the liquid that 
influences the distribution of ions and the resulting third-order contributions. This 
surface-associated charge distribution may be important at a broad range of interfaces, 
and should be considered in the interpretation of VSFG spectra. 
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Chapter 9: Conclusions  
9.1 Conclusions and Future Work 
Improving our knowledge of molecular organization and dynamics at 
liquid/solid (LS) interfaces is essential to understand the processes that take place at 
surfaces in countless applications. VSFG spectroscopy has allowed us to learn a vast 
amount of information, yet VSFG studies are dominated by analyses that assume a 
static structure and are based on the properties of individual molecules. I demonstrate 
in this thesis how VSFG spectra can be influenced by reorientational dynamics, 
intermolecular vibrational coupling, and local charge distributions. Importantly, these 
effects can occur in unexpected systems. The methyl symmetric stretch of acetonitrile 
is a largely isotropic mode with a relatively weak transition dipole moment. For these 
reasons, reorientation and intermolecular coupling would not be expected to be 
important. Additionally, the silica surface is not charged at the acetonitrile interface, so 
electric potentials may not seem to be a necessary consideration. Despite these 
properties of the acetonitrile LS system, the unexpected LBL organization of this 
interface induces effects that we may not expect otherwise. 
In low viscosity liquids, molecules can reorient such that oscillators can enter a 
different dielectric environment on the time scale of the VSFG measurement. This 
change in environment induces a time dependence in the underlying vibrational 
response via the phenomenon known as RISD. I have presented the results of a 
sensitive, high-resolution, time-resolved VSFG study that has identified small 





the same time scale as reorientation of the second, more dynamic, sublayer. After 
assessing the instrumental response and incorporating it into the fitting algorithm, 
spectral changes could not be reproduced with a static line shape.1  The results of a 
temperature-dependent study were also consistent with the effects of RISD.2  These 
results demonstrate the importance of including models for RISD for solvatochromic 
species in heterogeneous environments that reorient on a time scale comparable to the 
length of the probe pulse. 
In this thesis, I also assess the influence of intermolecular vibrational coupling. 
Such coupling can be manifested as a shift in the first moment between the IR, isotropic 
Raman, and anisotropic spectra, an effect known as the Raman noncoincidence effect. 
I describe how these mechanisms rely on the appropriate relative alignment of 
oscillators. At an interface, molecules can have unique arrangements brought about by 
strong interactions with the surface. I discuss how this phenomenon can occur in 
systems with relatively small transition dipole moments, such as the symmetric methyl 
stretch of acetonitrile, if the distances between transition dipoles are small. Developing 
a method for interpreting the changes in spectra will have important implications for 
polarization analysis of modes that have significant anisotropic and isotropic 
components.  
 The surprising results of ion transport measurements motivated us to investigate 
electrolyte solutions in acetonitrile at the LS interface. The fascinating result was that 
VSFG spectra could not only predict rectification results, but also identify the 
underlying mechanism. I show how apparent positive charge at the surface of glass 





cations to the silica surface and the relative exclusion of anions. To explain the VSFG 
spectra, a model was used that included the influence of the intrinsic charge distribution 
from the organized acetonitrile molecules. The formation of regions of electric field 
from both ions and acetonitrile molecules influences the migration of ions as well as 
induces a (3) response.    
The studies described in this thesis are based on the response of the symmetric 
methyl stretch to various phenomena. This mode has a strong VSFG response, and 
pumping transitions in this spectral region is less challenging experimentally compared 
to regions in which atmospheric species absorb IR light. Moving forward, the next step 
would naturally be to examine the C≡N stretch of acetonitrile. The frequency of this 
mode is sensitive to its local environment, shifting 22 cm-1 when associated with a 
lithium ion3 and 10 cm-1 upon forming a hydrogen bond with a silanol group.4 Thus, 
the effects of RISD and interactions with ions would be expected to be more dramatic. 
The influence of the RNCE on this mode would also be interesting, as its stronger 
transition dipole could increase the magnitude of the effect, however, the different 
positions and configurations of the C≡N groups could change the magnitude and 
direction of the spectral shifts as well. MD simulations would of great value for any 
analysis performed on the C≡N stretch. There are a number of other species that would 
of interest in studying electrolyte solutions at solid interfaces. Propylene carbonate is a 
popular solvent in batteries and can be probed in the methyl stretch or carbonyl stretch 
region. Ions such as ClO4
- can also be probed directly. 
As the phenomena explored in this thesis are better understood, we can better 





explore energy coupling and dynamical processes. Both the experimental approaches 
and theoretical methodology that I describe can be applied to a wide variety of systems.  
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