The effects of two different kinds of categorization training were investigated. In observational training, observers are presented with a category label and then shown an exemplar from that category. In feedback training, they are shown an exemplar, asked to assign it to a category, and then given feedback about the accuracy of their response. These two types of training were compared as observers learned two types of category structures-those in which optimal accuracy could be achieved via some explicit rule-based strategy, and those in which optimal accuracy required integrating information from separate perceptual dimensions at some predecisional stage. There was an overall advantage for feedback training over observational training, but most importantly, type of training interacted strongly with type of category structure. With rule-based structures, the effects of training type were small, but with information-integration structures, accuracy was substantially higher with feedback training, and people were less likely to use suboptimal rule-based strategies. The implications of these results for current theories of category learning are discussed.
We learn about categories in a variety of ways. Sometimes we are told the category label prior to viewing the objectfor example, when the excited parent spots a deer crossing the road and exclaims, "Look, there's a deer." Other times, we view objects, make categorization responses, and receive feedback. For example, the child might spot some fourlegged furry object and exclaim, "Look, there is a deer." The parent then verifies whether or not this observation is correct.
Although we learn about categories in a number of different ways, nearly all research on category learning uses an approach in which a single stimulus is presented, the observer is required to generate a response, and corrective feedback is provided (hereafter called "feedback training"). A few studies have examined a different approach, in which the stimulus and the category label are presented simultaneously and no response is required (hereafter called "observational training"; e.g., Estes, 1976 Estes, , 1994 Izawa, 1967; Reber & Millward, 1968) . Performance in these observational conditions differed from performance in standard feedback training conditions in the following ways. First, observational training led to superior performance early in learning, but later in learning performance was about the same or there was a slight advantage for feedback training (from Estes, 1994) . Unfortunately, however, it is impossible to determine the locus of the performance difference in these studies since the feedback and observational conditions differed in two important ways. First, during standard feedback training a response is required, whereas in observational training no response is required. Second, during feedback training the identity of the correct category is revealed after the response is made, whereas in observational training the category label is presented before the stimulus appears.
A major goal of the present study was to disentangle this confound by combining factorially two levels of motor response (response vs. no response) with two levels of training type (category label before stimulus vs. category label after stimulus). Note that traditional feedback training is equivalent to our response/after condition, whereas observational training is equivalent to our no response/before condition. To our knowledge, no previous studies have included response/before or no response/after conditions. A variety of recent empirical and theoretical results suggest that the effects of these experimental manipulations might be different depending on the specific category structures that are chosen. In this article, we focus on two differ-ent types of category structure . Rulebased category learning tasks are those in which the category structures can be learned via some explicit reasoning process. Frequently, the rule that maximizes accuracy (i.e., the optimal rule) is easy to describe verbally (Ashby, Alfonso-Reese, Turken, & Waldron, 1998) . In the most common applications, only one stimulus dimension is relevant, and the observer's task is to discover this relevant dimension and then to map the different dimensional values to the relevant categories. Rule-based tasks have a long history in cognitive psychology, and not surprisingly they have been popular with proponents of the so-called classical theory of categorization, which assumes category learning is the process of discovering the set of necessary and sufficient conditions that determine category membership (e.g., Smith & Medin, 1981) .
Information-integration category learning tasks are those in which accuracy is maximized only if information from two or more stimulus components (or dimensions) is integrated at some predecisional stage (Ashby & Gott, 1988) .
Perceptual integration could take many forms-from treating the stimulus as a Gestalt to computing a weighted linear combination of the dimensional values. However, a conjunction rule (e.g., "Respond A if the stimulus is small on dimension x and small on dimension y ") is a rule-based task rather than an information-integration task because separate decisions are first made about each dimension (e.g., small or large) and then the outcome of these decisions is combined (integration is not predecisional). In many cases, the optimal rule in information-integration tasks is difficult or impossible to describe verbally (Ashby et al., 1998) . Information-integration tasks have been favorites of exemplar theorists, who argue that categorization requires accessing the memory representations of every previously seen exemplar from each relevant category (Estes, 1994; Medin & Schaffer, 1978; Nosofsky, 1986) , and of decision bound theorists, who argue that category learning is a process of associating category labels with regions of perceptual space (Ashby & Gott, 1988; Ashby & Maddox, 1992 , 1993 . In typical applications, however, exemplar theorists have used information-integration tasks with few exemplars per category, whereas decision bound theorists have used many exemplars per category.
The four category structures used in the present study are described in Figure 1 . Every stimulus was a single line that varied across trials in length and orientation. Each symbol in Figure 1 denotes the length and orientation of a single stimulus. Category A exemplars are denoted by dashes and Category B exemplars are denoted by dots. In each condition, there were two distinct categories that did not overlap, so perfect accuracy was always possible.
The category structures in the four conditions were generated by successively rotating the categories shown in the upper left panel of Figure 1 by increments of 45º. Thus, optimal accuracy, within-category scatter, and category coherence are all identical in the four conditions (Ashby, Queller, & Berretty, 1999) . Also shown in Figure 1 are the decision bounds that maximize categorization accuracy. In two conditions the optimal bound is unidimensional and in two conditions it is diagonal. In the two diagonal conditions, the most accurate unidimensional rule yields a response accuracy of about 80%. In addition, because of the continuous-valued stimulus dimensions, it would be difficult or impossible to respond optimally in the diagonal conditions by using a unidimensional rule and memorizing exceptions.
Both unidimensional conditions are rule-based tasks. In both cases, there is a simple explicit rule that separates the contrasting categories. For example, the vertical bound in the upper right panel of Figure 1 corresponds to the following rule: "Respond A if the line is short and B if it is long." In contrast, the two diagonal conditions are examples of information-integration tasks. In both of these conditions, perfect accuracy requires integrating length and orientation information, and there is no simple verbal description of the optimal decision bound.
In every condition of our experiments, each observer completed a series of 10 blocks. The odd-numbered blocks served as training and were used to instantiate one of the four different training procedures that were constructed from the factorial combination of the two levels of motor response (response vs. no response) and the two levels of training (observational vs. feedback 1 ). The even-numbered blocks contained transfer trials, during which observers made categorization responses, but no feedback was provided. Each observer received only one type of training and only one level of motor response.
The stimuli and category structures shown in Figure 1 were used by Ashby, Queller, and Berretty (1999) in a study of unsupervised categorization. In a series of experiments, observers were told the number of categories (i.e., two) and that perfect accuracy was possible, and they were given extensive experience in the task (i.e., 800 trials), but they were never given any feedback about the accuracy of their responses. Thus, participants in the Ashby, Queller, and Berretty study received no training of any kind, in contrast to our participants, who all received some form of training (either observational or feedback). Despite the lack of training in the Ashby, Queller, and Berretty study, however, in both unidimensional conditions, all participants learned to respond optimally. However, in the diagonal conditions, none of the participants responded optimally. Instead they all used some sort of unidimensional rule, even when explicitly encouraged to use both stimulus dimensions. When trial-by-trial feedback was provided in a separate experiment, all participants responded optimally in the diagonal conditions. These results provide clear evidence that the nature of the feedback interacts with the type of category structure.
A wide variety of evidence now indicates that the learning of rule-based and information-integration category structures might be mediated by different neural circuits, and this literature provides further reason to expect that the experimental manipulations studied in this article might have different effects on these two types of tasks (Ashby et al., 1998; Ashby & Ell, 2002; Erickson & Kruschke, 1998; Smith, Patalano, & Jonides, 1998; ). In particular, Ashby and his colleagues have proposed that with rule-based structures, learning is mediated by a circuit that includes the anterior cingulate, the prefrontal cortex, and the head of the caudate nucleus, whereas in information-integration tasks, learning is mediated largely within the tail of the caudate nucleus (with visual stimuli) (Ashby et al., 1998; Ashby, Isen, & Turken, 1999; Ashby & Waldron, 1999) .
A review of all the evidence supporting this hypothesis is beyond the scope of this article. Instead, we mention only a few of the more prominent supporting results. We begin with a few results supporting the role of the anterior cingulate, prefrontal cortex, and head of the caudate nucleus in rule-based category learning. First, patients with lesions of the prefrontal cortex are well known to be impaired in rule-based tasks (e.g., such as the Wisconsin Card Sorting Test; e.g., Robinson, Heaton, Lehman, & Stilson, 1980) , but not in information-integration tasks (Knowlton, Mangels, & Squire, 1996) . Second, an f MRI study of a rulebased task showed activation in the right dorsal-lateral prefrontal cortex, the anterior cingulate, and the head of the right caudate nucleus (Rao et al., 1997) . Third, many studies implicate these structures as key components of executive attention (e.g., Posner & Petersen, 1990 ) and working memory (e.g., Goldman-Rakic, 1987 , 1995 , both of which are likely to be critically important to the explicit processes of rule formation and testing that are assumed to mediate rule-based category learning. Fourth, a recent neuroimaging study identified the (dorsal) anterior cingulate as the site of hypothesis generation in a rulebased category-learning task (Elliott & Dolan, 1998) . Finally, lesion studies in rats implicate the dorsal caudate nucleus in rule switching (Winocur & Eskes, 1998) .
A prominent role for the tail of the caudate nucleus in (visual) information-integration category learning is supported by several studies that have reported informationintegration category learning deficits in patients with dis-eases of the basal ganglia (i.e., Parkinson's or Huntington's disease; Filoteo, Maddox, & Davis, 2001a; Knowlton et al., 1996; Maddox & Filoteo, 2001 ). In contrast, medial temporal lobe amnesic patients are normal (Filoteo, Maddox, & Davis, 2001b) . Other evidence for a basal ganglia contribution to category learning comes from a long series of lesion studies in rats and monkeys that show that the tail of the caudate nucleus 2 is both necessary and suff icient for normal visual discrimination learning. In primates, all of extrastriate visual cortex projects directly to the tail of the caudate nucleus, and the cells in this area then project, via the globus pallidus (the output portion of the basal ganglia) and thalamus, to the prefrontal and premotor cortices. These projections place the caudate in an ideal position to link percepts and actions, and many researchers have hypothesized that this is its primary role (e.g., Rolls, 1994; J. Wickens, 1993) . Many studies have shown that lesions of the tail of the caudate nucleus impair the ability of animals to learn visual discriminations that require one response to one stimulus and a different response to some other stimulus (e.g., McDonald & White, 1993 Packard, Hirsh, & White, 1989; Packard & McGaugh, 1992) . Since the visual cortex is intact in these animals, it is unlikely that their difficulty is in perceiving the stimuli. Rather, it appears that their difficulty is in learning to associate an appropriate response with each stimulus alternative. Technically, such studies are categorization tasks with one exemplar per category. It is difficult to imagine how adding more exemplars to each category could alleviate the deficits caused by caudate lesions, and it is for this reason that the caudate lesion studies support the hypothesis that the caudate contributes to normal category learning. The sufficiency of the caudate nucleus for visual discrimination learning was shown in a series of studies by Gaffan and colleagues that lesioned all pathways out of visual cortex except into the tail of the caudate (e.g., projections into prefrontal cortex were lesioned by Gaffan, 1992, and Eacott, 1995;  projections to the hippocampus and amygdala were lesioned by Gaffan & Harrison, 1987) . None of these lesions prevented visual discrimination learning.
These results are important because the mechanisms that mediate learning-related changes in synaptic efficacy within these two neural circuits are qualitatively different, and such differences suggest that providing the category label before versus after the stimulus may have different effects on rule-based and information-integration tasks.
The rule-based category learning system proposed above is under conscious control and has full access to working memory and executive attention. As a result, the timing of the category label should not matter too much in rulebased tasks. In contrast, an information-integration category learning system that is mediated within the tail of the caudate nucleus would not be accessible to conscious awareness and is far removed from working memory. As a result, it would depend more heavily on local learning mechanisms.
Within the tail of the caudate nucleus, a reward-mediated feedback signal is thought to be provided by dopamine released from the substantia nigra (e.g., J. Wickens, 1993) . Specifically, dopamine is released into the tail of the caudate (among other regions) from the substantia nigra (pars compacta) shortly after the animal receives an unexpected reward (Hollerman & Schultz, 1997; Schultz, 1992) , and the presence of this dopamine is widely thought to strengthen recently active synapses (which presumably are responsible for the animal obtaining the reward) (e.g., Arbuthnott, Ingham, & Wickens, 2000; Calabresi, Pisani, Centonze, & Bernardi, 1996) . However, observing a category label before seeing the stimulus is not inherently rewarding, and even if it were, it is too removed in time from the categorization response for such a procedural-learning mechanism to operate efficiently. According to this argument, learning in information-integration tasks should be more difficult when the category label is provided before the stimulus than when it occurs after the response.
EXPERIMENT 1 Method
Observers and Design. Eighty observers were solicited from the University of Texas community and received course credit for participation. Five observers participated in each of 16 experimenta l conditions constructed from the factorial combination of two levels of motor response (response vs. no response), two levels of training type (observational vs. feedback), and four category structures. No observer participated in more than one experimental condition. All observers reported 20/20 vision or vision corrected to 20/20. Each observer completed one session of approximately 60 min duration .
Stimuli and stimulus generation. The experiment used the socalled randomization technique introduced by Ashby and Gott (1988) . The four pairs of category structures are displayed in Figure 1 . Each point in the space represents the line length and line orientation for a single stimulus. Category A stimuli are denoted by the dashes and Category B stimuli are denoted by dots. The stimuli from each category were generated by sampling randomly from a bivari- ate normal distribution. Each category distribution is specified by a mean and a variance on each dimension and by a covariance between dimensions. For each of the four category structures it was always the case that the covariance matrix for Category A was identical to the covariance matrix for Category B. The categories differed only in the location of the means. Under these conditions the optimal decision bound will be linear. The optimal decision bound is displayed for each of the four conditions in Figure 1 . The exact parameter values are displayed in Table 1 . The category structures were taken from a study by Ashby, Queller, and Berretty (1999) .
To begin, we generated the stimuli for the unidimensionalorientation condition (Uni-O; Figure 1a ) by randomly sampling 400 stimuli from Category A and 400 stimuli from Category B. The order of these 800 stimuli was randomized separately for each observer and then divided into 10 blocks of 80 trials each. The odd-numbered blocks served as the training blocks and were used to instantiate the four different training procedures that were constructed from the factorial combination of two levels of motor response (response vs. no response) and two levels of training type (observational vs. feedback). The even-numbered blocks served as the transfer blocks, during which observers generated categorization responses but no feedback was provided. The stimuli for the unidimensiona l-length category structures (Uni-L; Figure 1b) were generated by rotating the Uni-O categories 90º counterclockw ise. The stimuli for the diagonal-nega tive category structures (Diag-Neg; Figure 1c ) and diagonal-positive category structures (Diag-Pos; Figure 1d ) were generated by rotating the Uni-O categories 135º counterclockwise and 45º counterclockwise, respectivel y, around a central point located at 300 pixels in length and 45º in orientation, and by shifting each stimulus 40 units away from the optimal decision bound along the relevant dimension, thereby increasing the discriminability of the categories. The categories used in the unidimensional conditions were less discriminabl e than those used in the diagonal conditions because a pilot study indicated that equal discriminability led to ceiling effects for the unidimensional conditions. Importantly, though, note that perfect performance is possible in all four conditions. The stimuli were computer generated and displayed on a 21-in. monitor with 1,360 3 1,024 resolution. Each line was presented in white on a black background. To minimize line jaggedness, AlfonsoReese's (1997) anti-aliasing routine, developed for use with Brainard's (1997) Psychophysics Toolbox, was applied. Each stimulus was created by converting the x value into a line length and the y value (after applying the scaling factor p/500) into a line orientation. The scaling factor p/500 was chosen in an attempt to equate the salience of line length and line orientation .
Procedure. Each observer was run individually in a dimly lit testing room. The observers were informed that there were two categories denoted "A" and "B," and that each category was equally likely. They were instructed to learn about the two categories during the training blocks so that they could accurately separate the stimuli into two categories during the transfer blocks. They were informed that perfect performance was possible. The motor response and training type manipulations were instantiated during the training blocks. The procedure for a typical training trial in each of the four training conditions was as follows: (1) No response /before: category label (500 msec), blank screen (500 msec), stimulus (500 msec); response/before: category label (500 msec), blank screen (500 msec), stimulus (500 msec), response; response/after 3 stimulus (500 msec), blank screen (500 msec), response-category label (500 msec); no response/after: stimulus (500 msec), blank screen (500 msec), category label (500 msec), where the category label was a simple "A" or "B," depending on which category was presented .
In each condition the intertrial-interval was 500 msec. The procedure was identical for all transfer trials. During a typical transfer trial the stimulus was presented for 1 sec followed by a blank screen. The observer generated a categorization response by pressing either the "Z" key, for A responses, or the "/" key, for B responses. The observer's response was followed by initiation of the next trial. An observer-paced break followed each block of trials.
Results and Theoretical Analyses
Analyses were performed only on data from the transfer blocks. In the first section (entitled ANOVA results) we analyze the accuracy rates using analysis of variance (ANOVA). In the second section (entitled Modeling results) we introduce the model-based analyses.
ANOVA results. We begin with a set of analyses to determine whether performance differed between the two unidimensional conditions (Uni-O and Uni-L) and between the two diagonal conditions (Diag-Neg and DiagPos). The main effect of category structure was significant for the unidimensional conditions [F(1,32) -5, respectively) . Because our focus is on asymptotic performance, we collapsed across the two unidimensional and two diagonal conditions throughout the remainder of the analyses.
The accuracy during the last transfer block in each of the eight experimental conditions is shown in Figure 2 . A 2 (motor response; no/yes) 3 2 (training types; observational/ feedback) 3 2 (category structures; unidimensional/ diagonal) ANOVA revealed a main effect of training type [F(1,72) The ANOVA results can be summarized as follows. First, performance was superior with rule-based category struc-tures. Second, performance was better with feedback training than with observational training. Third, accuracy did not depend on whether observers made a motor response during training. Finally, training type interacted with the nature of the categorization task. Specifically, feedback training was no better than observational training with the unidimensional categories, but it led to a substantial performance improvement with the diagonal categories.
Modeling results. To get a more detailed description of how observers categorized the stimuli, a number of different decision bound models (Ashby, 1992a; were fit to each observer's responses. Decision bound models are derived from general recognition theory (GRT; Ashby & Townsend, 1986) , which is a multivariate generalization of signal detection theory (e.g., Green & Swets, 1966) . The fundamental assumption of GRT is that there is trial-by-trial variability in the perceptual information obtained from every stimulus, no matter what the viewing conditions (Ashby & Lee, 1993) . On each trial, however, it is assumed that the percept can be represented as a point in a multidimensional psychological space. Decision bound theory assumes each observer partitions the perceptual space into response regions by constructing a decision bound. On each trial, the observer determines which region the percept is in and then emits the associated response. Despite this deterministic decision rule, decision bound models predict probabilistic responding because of trial-by-trial perceptual and criterial noise.
Two different types of decision bound models were fit to each observer's responses (see Ashby, 1992a; , for a more formal treatment of these models). One type assumed observers used an explicit rulebased strategy and one type assumed an informationintegration strategy. With feedback training, of course, we predict observers will use a rule-based strategy in the unidimensional conditions and an information-integration strategy in the diagonal conditions. If observational training disrupts information-integration category learning, then we might expect an increase in rule-based responding under these conditions.
Rule-based models. Two models assumed observers used an explicit rule-based strategy. The unidimensional model assumes the observer sets a criterion on a single perceptual dimension and then makes an explicit decision about the level of the stimulus on that dimension (Ashby & Gott, 1988; Shaw, 1982) . For example, in the present experiments, the observer might use the following rule:
Respond A if the line is short and B if it is long.
A different version of this model assumes the observer attends selectively to orientation, rather than length. The unidimensional models have two free parameters: a decision criterion on the relevant perceptual dimension and the variance of internal (perceptual and criterial) noise (i.e., s 2 ). In the unidimensional conditions, a special case of the unidimensional model assumes observers use the unidimensional decision bound that maximizes accuracy (i.e., the vertical and horizontal bounds shown in Figure 1) . This special case has only one free parameter (i.e., noise variance).
The conjunction model assumes observers use a conjunction rule in which separate decisions are made about the levels on the two dimensions and then a response is selected based on the outcome of these two decisions. For example, in the Diag-Neg condition, an observer might use the following explicit rule:
Respond A if the line is short and its orientation is small, otherwise respond B.
This rule partitions the perceptual space into four regions, one of which is assigned to Category A and three of which are assigned to Category B. As mentioned in the introduction, such a strategy is rule based because it is easy to describe verbally and it does not require perceptual integration of length and orientation.
Although a number of distinct conjunction rules can be constructed, only two of these were reasonable for each of the diagonal conditions. Specifically, for the Diag-Neg condition, the following two rules are plausible:
Respond A if length and orientation are both small, otherwise respond B, and Respond B if length and orientation are both large, otherwise respond A.
For the Diag-Pos condition, the following two rules make sense:
Respond A if the line is short and its orientation is large, otherwise respond B, and Respond B if the line is long and its orientation is small, otherwise respond A.
Conjunction models have three parameters (a criterion on each dimension, and s 2 ).
Information-integration models. The general linear classifier (GLC) assumes that the decision bound between each pair of categories is linear. This produces an information-integration decision strategy because it requires linear integration of perceived length and orientation. The GLC has three parameters (slope and intercept of the linear bound and s 2 ). In the diagonal conditions, a special case of the GLC assumes observers use the linear bound that maximizes accuracy (i.e., the diagonal bounds shown in Figure 1 ). This model has only one free parameter (noise variance).
Model fits. Each of these models was fit separately to the data from each of the five transfer blocks for every observer. The model parameters were estimated using maximum likelihood (Ashby, 1992b; T. D. Wickens, 1982) and the goodness-of-fit statistic was AIC 5 2r 2 2lnL, where r is the number of free parameters and L is the likelihood of the model given the data (Akaike, 1974; Takane & Shibayama, 1992) . The AIC statistic penalizes a model for extra free parameters such that the smaller the AIC, the closer a model is to the "true model," regardless of the number of free parameters. Thus, to find the best model among a given set of competitors, one simply computes an AIC value for each model and chooses the model associated with the smallest AIC value.
For each of 400 data sets (four training conditions 3 four category structures 3 five observers 3 five blocks), we determined which of the two model types provided the best account of the data (i.e., rule-based or information integration). The results of these fits were similar for the Diag-Neg and Diag-Pos conditions, so these were collapsed across conditions. In addition, because the results were also similar in the two unidimensional conditions, the modeling results were collapsed across the Uni-O and Uni-L conditions. The percentages of data sets for which each model type provided the best account by motor response, training type, category structure, and block are presented in Table 2 . Table 2 indicates the following: First, as expected, with traditional feedback training, observers were most likely to use a rule-based strategy in the unidimensional conditions and an information-integration strategy in the diagonal conditions [F(1,16) 5 38.21, p , .001], especially during the later blocks. The tendency for feedback training to cause an eventual shift to information-integration strategies in the diagonal conditions is especially evident when a response was required. During the first two transfer blocks, most observers used a rule-based strategy, but by Block 4 the numbers reverse, showing that most observers used an information-integration strategy. Second, with ob- 
EXPERIMENT 2
One possibility, which is important to consider, is that observational training was as effective as feedback training with the unidimensional category structures because these tasks were so easy for observers to learn. According to this idea, the observational training data displays a ceiling effect wherein performance is so good that there is little room for improvement with feedback training. One way to test this hypothesis is to examine performance in the early transfer blocks. These data are shown in Figure 3 , collapsed over rule type (i.e., Uni-O and Uni-L for the unidimensional rules and Diag-Pos and Diag-Neg for the diagonal rules) and motor response (yes and no).
Note that there is a trend for observational training to be less effective than feedback training with the unidimensional rules in the early transfer blocks, although only the Block 1 difference is significant ( p , .05). As observers gain practice, this difference disappears. In contrast, with the diagonal categories, performance is initially identical with observational and feedback training, but with more experience, observers given feedback training continually improve, whereas there is no evidence of additional learning in the group given observational training. Although the Figure 3 results indicate a clear dissociation between the learning of the unidimensional and diagonal rules, they also raise several important questions. First, is the early advantage of feedback training on unidimensional rule learning real? And second, is there a ceiling effect with unidimensional rule learning? In particular, if the unidimensional tasks had been more difficult, perhaps the feedback training group would have maintained its initial advantage over the observational group. Experiment 2 was designed to answer these questions. Essentially, we replicated the design of the unidimensional rule conditions of Experiment 1, but increased the difficulty.
Method
Observers and Design. Twenty observers were solicited from the University of Texas community; they received course credit for participation. Five observers participated in each of four experimenta l conditions constructed from the factorial combination of two levels of training (observational vs. feedback), and two rule-based category structures (Uni-O vs. Uni-L). Observers generated a motor response in all conditions. All observers reported 20/20 vision or vision corrected to 20/20. Each observer completed one session of approximately 60 min duration.
Stimuli and stimulus generation. The stimulus dimensions were the same as those from Experiment 1. The two category structure s were identical to the Uni-O and Uni-L category structures from Experiment 1 except that the Category A and Category B means were each displaced ten units toward the optimal category boundar y, thus lowering category discriminabilit y. In fact, the stimuli used in Experiment 2 were generated by moving every stimulus from the unidimensional conditions of Experiment 1, ten units toward the optimal decision bound. Thus, the parameter values shown in Table 1 were identical to those used in Experiment 2, except that in Experiment 2 mean orientations for the two categories in the Uni-O conditions were 95 and 155, respectivel y, and mean lengths in the Uni-L conditions were 270 and 330, respectivel y. All other aspects of the stimuli were identical to those from Experiment 1.
Procedure. The procedures were identical to those for the response/before and response /after conditions from Experiment 1.
Results and Theoretical Analyses
An ANOVA revealed a main effect of rule type [F(1,16) 5 10.23, p , .01] . In each of the five transfer blocks, accuracy was higher for the unidimensional rule on orientation than for the rule on length (average accuracy was 94.3% on orientation and 80.3% on length). There was also a main effect of block [F(4,64) transfer block to the last, and therefore that learning did occur. Most importantly, there was no effect of training type ( p . .50). This is easily seen in Figure 4 , which shows the percentage of correct responses in each of the five transfer blocks (averaged across rule type). Note that, as expected, accuracy is lower than in Experiment 1. Most importantly, in contrast to Experiment 1, the feedback training group gradually increases its accuracy across the transfer blocks. Despite this fact, accuracy is essentially the same in the observation and feedback groups, and this equivalence persists from the first transfer block through the last, unlike what occurred in Experiment 1. Table 3 shows the results of the modeling analyses (averaged across rule type). Note that there were no significant differences between decision strategies used by observers in the observational and feedback conditions [F(1,8) 5 1.22, p . .20] . In particular, the majority of observers used a rule-based strategy in both conditions. 5 The Experiment 2 results strongly argue that the differences observed in Experiment 1 between unidimensional and diagonal rule learning were not due to a ceiling effect in the unidimensional conditions. Even when difficulty is increased, there is no difference between observational and feedback training when observers are learning unidimensional categorization rules. Second, the lack of any difference in Experiment 2 between observational and feedback training during the early transfer blocks suggests that the trend for such a difference that we observed in Experiment 1 may not be real.
GENERAL DISCUSSION
The most important result reported in this article is the interaction that we found between category structure and type of categorization training. With our rule-based category structures, it made very little difference whether observers received observational or feedback training. In particular, when accuracy was maximized via some explicit rule that is easy to verbalize, observational training was nearly as effective as traditional feedback training. However, with category structures that required information integration for optimal responding, traditional feedback training was more effective than observational training. More specifically, with observational training people were less accurate and were more likely to use suboptimal rule-based strategies than with feedback training.
These results are generally consistent with the hypothesis that learning in these two types of categorization tasks is mediated by separate systems. According to the version of this hypothesis described in the introduction, learning in rule-based tasks is dominated by an explicit system that is mediated by frontal cortical structures (and the head of the caudate nucleus). This system is assumed to have access to working memory and executive attention. Learning occurs through a process of hypothesis generation and testing, and there is no close relationship with motor output systems. For these reasons, whether or not a response is required should have little effect on rule-based learning; nor should the position of the category label. In fact, Ashby, Queller, and Berretty (1999) showed that with these same stimuli and category structures, people learn to respond optimally in the rule-based conditions even when no category label is ever shown.
In contrast, according to the hypothesis reviewed earlier in this article, optimal responding in the informationintegration conditions requires the participation of an implicit system, in which learning is mediated largely within the tail of the caudate nucleus. This system is assumed to use a form of procedural learning that is more closely tied to motor systems and that depends on a dopamine-mediated reward signal for learning. The idea is that an unexpected reward causes dopamine to be released from the substantia nigra into the tail of the caudate nucleus, and that the presence of this dopamine strengthens recently active synapses (e.g., Schultz, 1992; J. Wickens, 1993) . This is a reward-mediated version of Hebbian stimulus-response association learning. Of course, it is not clear what sorts of internal events occur following stimulus presentation during observational training (e.g., caused by confirming or failing to confirm expectations), but it seems clear that this system should learn best when feedback follows a motor response. A slightly stronger prediction is that learning should continue to deteriorate the more severely these conditions are violated. In the present experiment, the conditions least conducive to this form of implicit learning occur when the label comes before the stimulus and no response is required.
Our results indicate that whether or not a response was required had little effect on accuracy or on the type of learning that occurred in the diagonal conditions. This, at first, might seem surprising, but of course we have no way of knowing what observers in the no response conditions were doing-we only know that they did not fully depress the response keys. In particular, they could have been making a subvocal or submanual response. They could have been imagining a response, or perhaps they were consciously associating the label with the response position. Since we can't rule out any of these possibilities, it is difficult to draw strong conclusions from our failure to find differences between the response and no response data.
On the other hand, our results indicate a substantial difference between the decision strategies used in the diagonal conditions depending on whether observers received observational or feedback training. In both the response and no response conditions, observers were less accurate and were more likely to use a rule-based strategy with observational training. In the no response conditions, this difference in decision strategy persisted throughout all transfer blocks, but it was equally dramatic in the later blocks of the response conditions. In particular, during the last two transfer blocks of the response conditions, 70% of the observers receiving observational training were using a rulebased strategy, whereas only 30% of the observers receiving feedback training were using a rule-based strategy.
According to the COVIS theory of category learning (Ashby et al., 1998) , explicit and implicit systems compete during category learning. Initially, however, the explicit system dominates. So, COVIS predicts that in the absence of significant learning in the implicit system, people will persist in using explicit, rule-based strategies. This prediction is supported by our results, and also by the results of Ashby, Queller, and Berretty (1999) , who used these same categories in a study of unsupervised categorization. In particular, in the absence of feedback, Ashby, Queller, and Berretty found that all observers in the diagonal conditions used rule-based strategies.
An important alternative hypothesis that must be considered is that a single system mediates learning in the unidimensional and diagonal conditions, and that our results occurred only because the unidimensional categories are easier to learn and therefore more resistant to the interference caused by observational training. Although this hypothesis has intuitive appeal, it has several serious weaknesses. First, because the unidimensional and diagonal categories are simple rotations of each other, an ideal observer would perform identically in these conditions (even in the presence of perceptual and criterial noise). Second, Experiment 2 was designed specifically to test this hypothesis. In this study, to increase difficulty, the unidimensional categories were moved closer together. As a consequence, asymptotic accuracy in the unidimensional/ feedback conditions of Experiment 2 was about equal to the asymptotic accuracy of the diagonal/feedback conditions of Experiment 1. Despite controlling for difficulty in this manner, only unidimensional category learning was unaffected by type of training (i.e., observational vs. feedback).
Third, note that a critical assumption of the difficulty hypothesis is that rule-based category learning is more susceptible to interference than information-integration category learning. However, this assumption is not always true. For example, Waldron and Ashby (2001) showed that unidimensional category learning is disrupted more by a simultaneous task that activates frontal cortex (a numerical Stroop task) than is learning of information-integration structures. If difficulty is the most important factor, then simultaneously performing a second task should interfere more strongly with learning the more difficult informationintegration structures. Since Waldron and Ashby found the opposite pattern of results, it seems likely that factors other than difficulty are at work. As another example, Ashby, Noble, Filoteo, Waldron, and Ell (2001) found that the same group of Parkinson's disease patients were much more impaired at rule-based category learning than at informationintegration category learning. If a single system mediates learning in these two types of categorization tasks, and if Parkinson's disease damages this system, then we would expect the more serious deficits to occur in the more difficult information-integration tasks.
