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WEAK HARNACK ESTIMATES FOR SUPERSOLUTIONS TO DOUBLY
DEGENERATE PARABOLIC EQUATIONS
QIFAN LI*
Abstract. We establish weak Harnack inequalities for positive, weak supersolutions to
certain doubly degenerate parabolic equations. The prototype of this kind of equations is
∂tu − div |u|
m−1 |Du|p−2Du = 0, p > 2, m + p > 3.
Our proof is based on Caccioppoli inequalities, De Giorgi’s estimates and Moser’s iterative
method.
1. Introduction
Harnack inequality for non-negative solutions of the linear parabolic equations was es-
tablished by Moser [23]. Furthermore, Aronson and Serrin [1], Trudinger [26] and Ivanov
[11] independently extended Moser’s result to the quasilinear case. Later DiBenedetto
[4] established intrinsic Harnack inequality for weak solutions to the parabolic p-Laplace
equations. The proof is based on the idea of time-intrinsic geometry, maximum principle
and comparison to Barenblatt solutions. Recently, DiBenedetto, Gianazza and Vespri [6, 7]
extended this result to the parabolic equations with general quasi-linear structure.
The issue of the Harnack inequality for weak supersolutions to quasi-linear parabolic
equations was settled by Trudinger [26]. However, the weak supersolutions may not be
continuous and they do not, in general, satisfy an intrinsic Harnack inequality (see for
instance [22]). In [18], Kuusi proved that any non-negative weak supersolutions to a cer-
tian evolutionary p-Laplace equations satisfy an integral form of the intrinsic Harnack
inequality. Similar result for the degenerate porous medium equations was announced
by DiBenedetto, Gianazza and Vespri [6] and later proved by Lehtelä [21]. This kind of
weak Harnack inequality was used by Kuusi, Lindqvist and Parviainen [20] to the study of
summability of unbounded supersolutions.
In this work, we are interested in the doubly degenerate parabolic equations whose
prototype is
∂u
∂t
− div |u|m−1|Du|p−2Du = 0. (1.1)
This equationmodels the filtration of a polytropic non-Newtonian fluid in a porousmedium
(see for example [17]). Porzio and Vespri [25] and Ivanov [12] independently proved
that the weak solutions to (1.1) are Hölder continuous. The Harnack inequality of weak
solutions to doubly degenerate parabolic equations has been established by Vespri [?] and
the case of equations with general quasi-linear structure was treated by Fornaro and Sosio
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[8]. Motivated by these work, we are interested in finding the weak Harnack inequalities
for positive, weak supersolutions to this kind of parabolic equations.
The aim of this paper is to establish both local and global Harnack estimates for pos-
itive, weak supersolutions to (1.1) in the range p + m > 3 and p > 2. Our proof is in
the spirit of [7, chapter 3] which reduce the proof to the consideration of hot alternative
and cold alternative. Our first goal is to prove the Caccioppoli estimates. The treatment of
the weak supersolutions is different from weak solutions, since the test function should be
non-negative. Unlike the argument in [8], it is not convenient to use Steklov average in the
context of supersolutions. Instead, we use the time mollification introduced by Naumann
[24]. This kind of the time mollification was also used by Kinnunen and Lindqvist [14]-
[16] to establish the priori estimates of supersolutions. The major difficulty in the proof of
Caccioppoli estimates for the cold alternative stems from the fact that any supersolution to
(1.1) plus a constant may not be a supersolution anymore. We have to use the dampening
function introduced by Lehtelä [21] to construct a suitable test function in the proof. This
idea has also been used by Ivert, Marola and Masson [13] in a different context. Subse-
quently, we establish a result concerning expansion of positivity and iterate the expansion
of positivity to obtain the hot alternative proposition. Furthermore, we have to work with
the cold alternative invented by Kuusi [18, section 5]; see also [21, section 4].
An outline of this paper is as follows. We set up notations and state the main results in
Section 2. In Section 3, we prove some parabolic Sobolev inequalities which will be used
in Section 7. Subsequently, Section 4 establishes the Caccioppoli estimates, which play a
crucial role in the remainder of the proof. Section 5 contains a discussion of the expansion
of positivity, while in Section 6 we prove the desired estimate in the hot alternative. In
Section 7, we use Moser’s iterative method to obtain a lower bound for the supersolution
in the cold alternative. Finally, in Section 8.2, we finish the proof of the local and global
weak Harnack inequalities.
2. Statement of the main Results
Throughout the paper, E will denote a bounded domain in RN and ∂E stand for the
boundary of E. For T > 0, let ET be the cylindrical domain E × (0, T ]. Points in R
N+1 will
be denoted by z = (x, t) where x ∈ RN and t ∈ R.
For f ∈ C1(ET ), we denote by Df the differentiation with respect to the space variables,
while ∂t f stands for the time derivative. The spaces L
p(E) and W1,p(E) are the locally
Lebesgue and Sobolev spaces. A function f ∈ L
p
loc
(E) if f ∈ Lp(K) for all compact subset
K ⊂ E. Similarly, the function f ∈ W
1,p
loc
(E) if f ∈ W1,p(K) for all compact subset K ⊂ E.
Let k be any real number and for a function v ∈ W1,p(E) the truncations are defined by
(v − k)+ = max{v − k; 0}
(v − k)− = max{−(v − k); 0}.
For ̺ > 0 and y ∈ RN , denote by K̺(y) the cube centered at y, with sides parallel to
the coordinate axes, and with sides of length ̺. If y is the origin, we abbreviate K̺(y) to
K̺. For A ⊂ R
N+1 we denote by |A| the Lebesgue measure of A. We define χA be the
characteristic function of A.
Let T1, T2 ∈ R and T1 < T2. Consider quasi-linear parabolic equations of the form
∂u
∂t
− div A(z, u,Du) = 0 weakly in E × (T1, T2), (2.1)
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where the function A : E × (T1, T2) × R × R
N → RN are assumed to be measurable and
subject to the structure conditions
A(x, t, u,Du) · Du ≥ C0|u|
m−1|Du|p,
|A(x, t, u,Du)| ≤ C1|u|
m−1|Du|p−1,
(2.2)
for almost all (x, t) ∈ E × (T1, T2), with
m + p > 3, p > 2 (2.3)
andC0,C1 positive constants. We now give the definition of weak supersolutions to doubly
degenerate parabolic equations.
Definition 2.1. A function u : E × (T1, T2] → R is said to be a local weak supersolution of
(2.1)-(2.3) if
u ∈Cloc(T1, T2; L
2
loc(E)), u
α ∈ L
p
loc
(T1, T2;W
1,p
loc
(E)) where α =
m+p−2
p−1
(2.4)
and the inequality
−
∫ T2
T1
∫
E
u
∂ϕ
∂t
dxdt +
∫ T2
T1
∫
E
A(x, t, u,Du) · Dϕ dxdt ≥ 0 (2.5)
holds for any non-negative test function ϕ ∈ C∞
0
(E × (T1, T2)).
We remark that the gradient of u in (2.2) is interpreted asDu = α−1u1−αDuα. Throughout
this paper, we assume that weak supersolution u is positive almost everywhere, i.e., |[u =
0]| = 0.
The following theorems are our main results. We prove that for any positive, weak su-
persolutions to (2.1)-(2.3) defined above, local weak Harnack estimate takes the following
form.
Theorem 2.2. Let u be a positive, weak super-solution to (2.1)-(2.3) in an open set which
compactly contains ET . For y ∈ E, let ̺ > 0 be so small that K32̺(y) ⊂ E. There exist
positive constants c and γ, depending only upon m, p, N, C0 and C1, such that for almost
every s ∈ (0, T ), ?
K̺(y)
u(x, s)dx ≤ c
(
̺p
T − s
) 1
m+p−3
+ γ ess inf
Q̺,θ
u, (2.6)
where Q̺,θ = K4̺(y) ×
(
s + 1
2
θ̺p, s + θ̺p
]
and
θ = min
c
T − s
̺p
,

?
K̺(y)
u(x, s)dx

3−m−p
 . (2.7)
In the global case, Theorem 2.2 can be sharpened to the following result.
Theorem 2.3. Let u be a positive, weak super-solution to (2.1)-(2.3) in RN × (0, T ]. There
exists a positive constant γ, depending only upon m, p, N, C0 and C1, such that for all
(y, s) ∈ RN × (0, T ), ̺ > 0 and T ′ > 0 such that s + T ′ < T, there holds
?
K̺(y)
u(x, s)dx ≤ γ
(
̺p
T ′
) 1
m+p−3
+ γ
(
T ′
̺p
) N
p
(ess inf
Q˜̺,T ′
u)
λ
p , (2.8)
where λ = N(p + m − 3) + p and Q˜̺,T ′ = K4̺(y) ×
(
s + 1
2
T ′, s + T ′
]
.
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Note that in the case m = 1, doubly degenerate parabolic equations (2.1)-(2.3) reduce
to the evolutionary p-Laplace equations. In this case, Theorem 2.2 and Theorem 2.3 were
proved in [18] and [7, chapter 3]. Our proof will focus on two cases p > 2, m > 1 and
0 < m < 1, m + p > 3.
3. Parabolic Sobolev inequalities
In this section, we collect some parabolic Sobolev inequalities which will be used in
Section 5-7. Here and subsequently, the function space W
1,p
0
(E) is defined as the set of
functions v ∈ W1,p(E) whose trace on ∂E is zero. In the following, we present some of the
results obtained in [4, chapter I].
Proposition 3.1. [4, Chapter I, Proposition 3.1] Let p ≥ 1 and r ≥ 1. There exists a
constant γ depending only upon N, p and r such that for every v ∈ L∞(0, T ; Lr(E)) ∩
Lp(0, T ;W
1,p
0
(E)), there holds
"
ET
|v(x, t)|qdz ≤γ
"
ET
|Dv(x, t)|pdz
(
ess sup
0<t<T
∫
E
|v(x, t)|rdx
) p
N
(3.1)
where q = pN+r
N
.
Lemma 3.2. [4, Chapter I, Theorem 2.1] Let v ∈ W
1,p
0
(E) with p ≥ 1. For s ≥ 1 there
exists a constant C depending only upon N, p and s such that
(∫
E
|v|qdx
) 1
q
≤ C
(∫
E
|Dv|pdx
) α
p
(∫
E
|v|sdx
) 1−α
s
(3.2)
where α ∈ [0, 1], p ≥ 1, q ≥ 1 and
α =
(
1
s
−
1
q
) (
1
N
−
1
p
+
1
s
)−1
. (3.3)
We remark that the estimate (3.2) is also known as Gagliardo-Nirenberg interpolation
inequality and this will be used in the proof of the following result.
Proposition 3.3. Let p ≥ 1 and r > 0. Set
Q1 = K1 × Λ1 =
[
− 1
2
, 1
2
]N
× [0, 1].
Then there exists a constant γ depending only upon N, p and r such that, for any v ∈
L∞(0, 1; Lr(K1)) ∩ L
p(0, 1;W
1,p
0
(K1)), the following holds:
In the case p < N, there holds
"
Q1
|v(x, t)|p
N+r
N dz ≤γ
"
Q1
|Dv(x, t)|pdz
(
ess sup
0<t<1
∫
K1
|v(x, t)|rdx
) p
N
. (3.4)
In the case p > N, the estimate
"
Q1
|v(x, t)|
p+ r
q dz ≤γ
"
Q1
|Dv(x, t)|pdz
(
ess sup
0<t<1
∫
K1
|v(x, t)|rdx
) 1
q
(3.5)
holds for any q > 1. In the case p = N, there holds
"
Q1
|v(x, t)|p+
r
2 dz ≤γ
"
Q1
|Dv(x, t)|pdz
(
ess sup
0<t<1
∫
K1
|v(x, t)|rdx
) 1
2
. (3.6)
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Proof. Our proof strategy is to use Hölder’s inequality together with Sobolev’s inequality.
In the case p < N, the proof is due to DiBenedetto [4, page 8] and we include the proof here
for the sake of completeness. Applying Sobolev embedding theorem slicewise to v(·, t), we
obtain (∫
K1
|v(·, t)|
pN
N−p dx
) N−p
N
≤ C(N, p)
∫
K1
|Dv(·, t)|pdx.
This yields
"
Q1
|v|p
N+r
N dz ≤
∫ 1
0
(∫
K1
|v(x, t)|
pN
N−p dx
) N−p
N
(∫
K1
|v(x, t)|rdx
) p
N
dt
≤ C(N, p)
"
Q1
|Dv|pdz
(
ess sup
0<t<1
∫
K1
|v(x, t)|rdx
) p
N
,
and (3.4) is proved. We now turn to the case p > N. In this case, the proof is due to Kuusi
[19]. We use the Sobolev’s inequality slicewise on K1 and obtain
sup
x∈K1
|v(·, t)| ≤ C(N, p)
(∫
K1
|Dv(·, t)|pdx
) 1
p
.
Then, for any q¯ > 1, there holds(∫
K1
|v(·, t)|pq¯dx
) 1
q¯
≤
(
sup
x∈K1
|v(x, t)|
)p
≤ C(N, p)
∫
K1
|Dv(·, t)|pdx.
Choosing q¯ = q/(q − 1), we conclude from Hölder’s inequality that
"
Q1
|v|
p+ r
q dz ≤
∫ 1
0
(∫
K1
|v(x, t)|pq¯dx
) 1
q¯
(∫
K1
|v(x, t)|rdx
) 1
q
dt
≤ C
"
Q1
|Dv|pdz
(
ess sup
0<t<1
∫
K1
|v(·, t)|rdx
) 1
q
,
and (3.5) follows. Finally, we come to the case p = N which is the limiting case of
Sobolev’s inequality. We apply Lemma 3.2 (3.2) with p = s = N, q = 2N and α = 1
2
to
obtain ∫
Ω
|v(·, t)|2Ndx ≤ C
∫
Ω
|Dv(·, t)|Ndx
∫
Ω
|v(·, t)|Ndx. (3.7)
Note that v(·, t) ∈ W
1,p
0
(K1) for almost every t ∈ [0, 1]. Applying Friedrichs’ inequality
slicewise to v(·, t), we get ∫
Ω
|v(·, t)|Ndx ≤ C(N)
∫
Ω
|Dv(·, t)|Ndx. (3.8)
We plug (3.8) back into (3.7), there holds∫
Ω
|v(·, t)|2Ndx ≤ C
(∫
Ω
|Dv(·, t)|Ndx
)2
.
By Hölder’s inequality, we deduce
"
Q1
|v|N+
r
2 dxdt ≤
∫ 1
0
(∫
K1
|v(x, t)|2Ndx
) 1
2
(∫
K1
|v(x, t)|rdx
) 1
2
dt
≤ C
"
Q1
|Dv|Ndz
(
ess sup
0<t<1
∫
K1
|v(·, t)|rdx
) 1
2
,
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which completes the proof. 
Remark 3.4.
(1) Compared with Proposition 3.1, the condition for r in Proposition 3.3 is relaxed
and 0 < r < 1 is admissible. For the applications, we shall use Proposition 3.1
together with De Giorgi’s estimates in Section 5-6. Proposition 3.3 will be used in
the proof of Lemma 7.1 and Lemma 7.2 in Section 7.
(2) After finishing this paper, we became aware of [2], which proves Proposition 3.3
in a more general Sub-Riemannian homogeneous spaces. However, our approach
make the argument simpler and easier.
4. Caccioppoli Estimates
Throughout this section, Q denotes the open subset of E. We shall use parabolic cylin-
ders of the form QT = Q × [0, T ]. Let ∂PQT = ∂Q × [0, T ] ∪ Q × {0} denote the parabolic
boundary of QT . For the fixed t1, t2 ∈ R with t1 < t2, if the test function φ(x, t) is required
to vanish only on the lateral boundary ∂Q × [t1, t2], then the boundary terms∫
Q
u(x, t1)φ(x, t1)dx := lim
ν→0
1
ν
∫ t1+ν
t1
∫
Q
u(x, t)φ(x, t)dxdt (4.1)
and ∫
Q
u(x, t2)φ(x, t2)dx := lim
ν→0
1
ν
∫ t2
t2−ν
∫
Q
u(x, t)φ(x, t)dxdt (4.2)
have to be included. Next we shall derive an inequality involving the boundary terms which
is an equivalent form of (2.5). Let ν < 1
4
(t2 − t1) be a fixed positive number. We introduce
the Lipschitz function θν(t) by
θν(t) =

0, t < t1,
1
ν
(t − t1), t1 ≤ t < t1 + ν,
1, t1 + ν ≤ t < t2 − ν,
1
ν
(t2 − t), t2 − ν ≤ t < t2,
0, t ≥ t2.
(4.3)
Let u be a weak supersolution to (2.1)-(2.3) in an open set which compactly contains
Qt1,t2 = Q × [t1, t2] and φ be the smooth function mentioned above, we choose the test
function ϕ = φ(x, t)θν(t) in (2.5) and pass to the limit ν ↓ 0. Then we obtain from (4.1) and
(4.2) that
−
∫ t2
t1
∫
Q
u
∂φ
∂t
dxdt +
∫ t2
t1
∫
Q
A(x, t, u,Du) · Dφdxdt
+
∫
Q
u(x, t2)φ(x, t2)dx −
∫
Q
u(x, t1)φ(x, t1)dx ≥ 0.
(4.4)
We remark that (4.4) is an equivalent form of (2.5) and this will be used in the proof of
Proposition 4.2. Specifically, in the case when φ is independent of t, we have∫
Q
u(x, t2)φ(x)dx ≥
∫
Q
u(x, t1)φ(x)dx −
"
Qt1 ,t2
A(x, t, u,Du) · Dφdz. (4.5)
This inequality is only needed in the proof of Proposition 7.4 in Section 7.
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In order to deal with the possible lack of differentiability in time of weak supersolutions,
the following time mollification of functions v has proved to be useful. We now define
v∗(x, t) =
1
σ
∫ t
0
e(s−t)/σv(x, s)ds.
Some elementary properties of this mollification are listed in the following lemma (see for
example [15, Lemma 2.9], [3, Appendix B], [24, page 36]).
Lemma 4.1. Let q ≥ 1.
(1) If v ∈ Lq(QT ), then
‖v∗‖Lq(QT ) ≤ ‖v‖Lq(QT )
and
∂v∗
∂t
=
1
σ
(v − v∗) ∈ Lq(QT ). (4.6)
Moreover, v∗ → v in Lq(QT ) as σ ↓ 0.
(2) If, in addition, Dv ∈ Lq(QT ), then D(v
∗) = (Dv)∗ and Dv∗ → Dv in Lq(QT ) as
σ ↓ 0.
(3) If v ∈ C(QT ), then
v∗(x, t) + e−t/σv(x, 0)→ v(x, t)
uniformly in QT as σ ↓ 0.
The following result is due to Kinnunen and Lindqvist [14]-[16], which is crucial in the
proof of Caccioppoli estimates. For completeness sake we include the proof here.
Proposition 4.2. Let u be a weak supersolution to (2.1)-(2.3) in an open set which com-
pactly contains QT . If σ < T/4, then"
QT
(
[A(x, t, u,Du)]∗ · Dφ + φ
∂u∗
∂t
)
dz ≥ 0 (4.7)
valid for all non-negative function φ ∈ Lp(0, T ;W
1,p
0
(Q)).
Before we can prove the Proposition 4.2, we need an approximation lemma.
Lemma 4.3. Let v ∈ Lp(0, T ;W
1,p
0
(Q)). For any ε > 0, there exists a smooth function v˜
vanishing on the lateral boundary ∂Q × [0, T ] such that
‖v − v˜‖Lp(QT ) + ‖Dv − Dv˜‖Lp(QT ) < ε.
Proof. We apply Proposition 6.29 of [10, page 200] with X = W
1,p
0
(Q). There exist θi ∈
C∞
0
(0, T ) and wi ∈ W
1,p
0
(Q) with i = 1, 2, · · · , n, such that
‖
n∑
i=1
wiθi − v‖Lp(QT ) + ‖
n∑
i=1
θiDwi − Dv‖Lp(QT ) <
ε
2
.
Let ψi ∈ C
∞
0
(Q) be such that
‖wi − ψi‖Lp(Q) + ‖Dwi − Dψi‖Lp(Q) <
ε
2imax{1, ‖θi‖Lp[0,T ]}
for any i = 1, 2, · · · , n. If we choose v˜ =
∑n
i=1 ψiθi, then the lemma follows by triangle
inequalities. 
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Proof of Proposition 4.2. Let us assume initially that φ is a non-negative smooth function
vanishing on the lateral boundary ∂Q × [0, T ]. For a fixed s ∈ (0, T ), we apply (4.4) with
t1 = 0, t2 = T − s and choose the test function φ(x, t + s) to obtain∫ T
s
∫
Q
− u(x, t − s)
∂φ
∂t
+ A (x, t − s, u(x, t − s),Du(x, t − s)) · Dφdxdt
+
∫
Q
u(x, T − s)φ(x, T )dx −
∫
Q
u(x, 0)φ(x, s)dx ≥ 0.
Multiplying both sides by σ−1e−s/σ and integrating over [0, T ] with respect to s, we get
∫ T
0
∫
Q
(
[A(x, t, u,Du)]∗ · Dφ − u∗
∂φ
∂t
)
dxdt +
∫
Q
u∗(x, T )φ(x, T )dx
≥
∫
Q
u(x, 0)
(
1
σ
∫ T
0
φ(x, s)e−s/σds
)
dx.
Using integration by parts and noting that u∗(x, 0) = 0, we have
∫ T
0
∫
Q
(
[A(x, t, u,Du)]∗ · Dφ + φ
∂u∗
∂t
)
dxdt ≥
∫
Q
u(x, 0)
(
1
σ
∫ T
0
φ(x, s)e−s/σds
)
dx.
It follows that (4.7) holds for any non-negative smooth functions φ which vanishes on
the lateral boundary ∂Q × [0, T ]. Finally, we turn our attention to the case when φ ∈
Lp(0, T ;W
1,p
0
(Q)). According to Lemma 4.3, there exists a sequence of smooth functions
{φ j}
∞
j=1
which satisfy
∫ T
0
∫
Q
(
[A(x, t, u,Du)]∗ · Dφ j + φ j
∂u∗
∂t
)
dxdt ≥ 0
and φ j → φ in L
p(0, T ;W
1,p
0
(Q)) as j → ∞. We use Lemma 4.1 (1) with q = p/(p− 1) and
Hölder’s inequality to find that
∫ T
0
∫
Q
[A(x, t, u,Du)]∗ · Dφ jdxdt →
∫ T
0
∫
Q
[A(x, t, u,Du)]∗ · Dφdxdt
as j → ∞. As for the term involving time derivative, we use (4.6) with q = p to infer that
∂u∗/∂t ∈ Lp(QT ). Let p
′ = p/(p − 1). Since p > 2, we have φ j → φ in L
p′ (QT ) as j → ∞.
By Hölder’s inequality, we conclude that
∫ T
0
∫
Q
φ j
∂u∗
∂t
dxdt →
∫ T
0
∫
Q
φ
∂u∗
∂t
dxdt
as j → ∞, which proves the proposition. 
We are now in a position to study the Caccioppoli estimates. The Caccioppoi inequality
stated in next proposition, was first announced by Fornaro and Sosio [8, (4.7)], deals with
the case m ≥ 1 and p > 2. However, there is no proof given for this estimate in [8]. We
shall prove this result in the following.
Proposition 4.4. Let m > 1 and p > 2. Let u be a positive, weak supersolution to (2.1)-
(2.3) in an open set which compactly contains QT . There exists a positive constant γ
depending only upon m, p, C0 and C1, such that for every cylinder Qt1,t2 = Q × (t1, t2) ⊂
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QT , every k > 0 and every piecewise smooth, nonnegative cutoff function ζ vanishing on
∂Q × [t1, t2],
1
2
ess sup
t1≤τ≤t2
∫
Q
(u − k)2−(·, τ)ζ
p(·, τ)dx +
"
Qt1 ,t2
um−1|D(u − k)− |
pζ pdz
≤ 1
2
"
Qt1 ,t2
(u − k)2−
∣∣∣∣∣∂ζ
p
∂t
∣∣∣∣∣ dz
+ 1
2
∫
Q
(u − k)2−(·, t1)ζ
p(·, t1)dx
+ γ
"
Qt1 ,t2
um−1(u − k)
p
−|Dζ |
pdz.
(4.8)
Proof. Since the supersolution multiplied by a cut-off function cannot be used as testing
function in the formula (4.7), we have to construct a suitable testing function. Let α =
m+p−2
p−1
and observe that α > 1. For a fixed δ > 0, we construct a functionGδ(v) by
Gδ(v) =

v
1
α , if v > δ,
δ
1
α + 1
α
δ
1
α
−1(u − δ), if v ≤ δ.
It can be easily seen that Gδ(v) is a Lipschitz function with respect to v. Moreover, for a
fixed λ with 0 < λ < 1
10
k, we introduce an auxiliary function
Fλ(s) =

0, if s ≥ k,
k − s, if λ < s < k,
k − λ, if s ≤ λ.
Alternatively, Fλ(s) = [(s − λ)+ + λ − k]− for all s > 0. It is easy to check that Fλ(s) is a
Lipschitz function as well. At this stage, we define
F˜(v) = Fλ[G λα
2
(v)].
We conclude from (2.4) and [28, Theorem 2.1.11] that F˜(uα)(·, t) ∈ W1,p(Q) for almost
every t ∈ (0, T ) and there holds
∂
∂xi
F˜(uα) = −χ[λ<G 1
2
λα
(uα)<k]
∂
∂xi
G λα
2
(uα) = −χ[λ<u<k]G
′
λα
2
(uα)
∂uα
∂xi
= −α−1χ[λ<u<k]u
1−α ∂u
α
∂xi
(4.9)
where i = 1, · · · ,N. Hence F˜(uα) ∈ Lp(0, T ;W1,p(Q)) and DF˜(uα) = −χ[λ<u<k]Du.
We are now in a position to construct the testing function. Let τ ∈ (t1, t2) be a fixed
instant and Qτ = Q × (t1, τ). Set θν = θν(t) be as in (4.3) with t2 replaced by τ. In the
inequality (4.7) we choose φ = F˜(uα)ζ pθν as a testing function. Since F˜(u
α) = Fλ(u), we
conclude that"
Qτ
Fλ(u)ζ
pθν
∂u∗
∂t
dz +
"
Qτ
[A(x, t, u,Du)]∗ · D
[
Fλ(u)ζ
pθν
]
dz ≥ 0. (4.10)
From (4.6), we have ∂u∗/∂t = (u − u∗)/σ. We decompose the first integral as follows"
Qτ
Fλ(u)ζ
pθν
∂u∗
∂t
dz =
"
Qτ
Fλ(u
∗)ζ pθν
∂u∗
∂t
dz +
"
Qτ
ζ pθν
[
Fλ(u) − Fλ(u
∗)
] u − u∗
σ
dz.
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Since Fλ(s) is decreasing with respect to s, then"
Qτ
ζ pθν
[
Fλ(u) − Fλ(u
∗)
] u − u∗
σ
dz ≤ 0,
which implies that "
Qτ
Fλ(u)ζ
pθν
∂u∗
∂t
dz ≤
"
Qτ
Fλ(u
∗)ζ pθν
∂u∗
∂t
dz. (4.11)
The task is now to estimate the right hand side of (4.11). We set fλ(s) =
∫ k
s
Fλ(r)dr and
observe that
fλ(s) =

1
2
(k − λ)2 + (λ − s)(k − λ), 0 < s ≤ λ,
1
2
(k − s)2, λ < s ≤ k,
0, s > k.
(4.12)
Moreover, we see that
Fλ(u
∗)
∂u∗
∂t
= −
∂ fλ(u
∗)
∂t
.
Using integration by parts and noting that θν(t1) = θν(τ) = 0, we obtain"
Qτ
Fλ(u
∗)ζ pθν
∂u∗
∂t
dz =
"
Qτ
fλ(u
∗)ζ p
∂θν
∂t
dz +
"
Qτ
fλ(u
∗)θν
∂ζ p
∂t
dz. (4.13)
By substituting (4.13) into (4.11), we obtain from (4.10) that"
Qτ
[A(x, t, u,Du)]∗ · D
[
Fλ(u)ζ
p] θνdz
≥ −
"
Qτ
fλ(u
∗)ζ p
∂θν
∂t
dz −
"
Qτ
fλ(u
∗)θν
∂ζ p
∂t
dz.
(4.14)
Taking (4.12) into consideration, we check at once that fλ(s) is a Lipschitz function with
respect to s. Therefore we can pass to the limit σ ↓ 0 in (4.14). We first let σ ↓ 0 and then
ν ↓ 0 in (4.14), there holds"
Qτ
A(x, t, u,Du) · D (Fλ(u)ζ
p) dz
+
"
Qτ
fλ(u)
∂ζ p
∂t
dz +
∫
Q
fλ(u)(·, t1)ζ
p(·, t1)dx
≥
∫
Q
fλ(u)(·, τ)ζ
p(·, τ)dx.
(4.15)
At this stage, we decompose the first term on the left hand side,"
Qτ
A(x, t, u,Du) · D (Fλ(u)ζ
p) dz
=
"
Qτ
F′λ(u)ζ
pA(x, t, u,Du) · Dudz
+
"
Qτ
pζ p−1Fλ(u)A(x, t, u,Du) · Dζdz
=: T1(λ) + T2(λ).
(4.16)
To estimate T1(λ), we use (2.2) to obtain
T1(λ) ≤ −C0
"
Qτ∩[λ<u<k]
um−1|Du|pζ pdz =: −C0S (λ), (4.17)
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with the obvious meaning of S (λ). To proceed further, we check that S (λ) < +∞ for any
λ > 0. This can be seen as follows
S (λ) =
1
αp
"
Qτ∩[λ<u<k]
u
− m−1
p−1 |Duα|pζ pdz ≤
λ
− m−1
p−1
αp
"
Qτ
|Duα|pζ pdz < +∞,
since Du = α−1u1−αDuα, m > 1 and p > 2. Now we come to the estimate of T2(λ).
Applying Young’s inequality and (2.2), we obtain
T2(λ) ≤ C1pα
1−pk
"
Qτ∩[u≤λ]
|Duα|p−1ζ p−1|Dζ |dz
+
C0
2
"
Qτ∩[λ<u<k]
um−1|Du|pζ pdz +
2pp
′
C
p′
1
C0(p′)2
"
Qτ
um−1(u − k)
p
−|Dζ |
pdz.
(4.18)
where p′ = p/(p − 1). Combining estimates (4.15)-(4.18) and taking into account that
S (λ) < +∞, we absorb S (λ) into the left hand side and obtain the estimate
"
Qτ∩[u>λ]
um−1|D(u − k)−|
pζ pdz +
∫
Q
fλ(u)(·, τ)ζ
p(·, τ)dx
≤
"
Qτ
fλ(u)
∣∣∣∣∣∂ζ
p
∂t
∣∣∣∣∣ dz +
∫
Q
fλ(u)(·, t1)ζ
p(·, t1)dx
+ γk
"
Qτ∩[u≤λ]
|Duα|p−1ζ p−1|Dζ |dz + γ
"
Qτ
um−1(u − k)
p
−|Dζ |
pdz,
(4.19)
where γ depends only on m, p, C0 and C1. Our task now is to pass to the limit λ ↓ 0 in
(4.19). We observe from (4.12) that fλ(s) is decreasing with respect to λ. By monotone
convergence theorem, we deduce
∫
Q
fλ(u)(·, τ)ζ
p(·, τ)dx →
1
2
∫
Q
(u − k)2−(·, τ)ζ
p(·, τ)dx,
∫
Q
fλ(u)(·, t1)ζ
p(·, τ)dx →
1
2
∫
Q
(u − k)2−(·, t1)ζ
p(·, τ)dx, and
"
Qτ
fλ(u)
∣∣∣∣∣∂ζ
p
∂t
∣∣∣∣∣ dz → 12
"
Qτ
(u − k)2−
∣∣∣∣∣∂ζ
p
∂t
∣∣∣∣∣ dz,
as λ ↓ 0. Furthermore, we conclude from (2.4) and Lebesgue dominated theorem that
"
Qτ∩[u≤λ]
|Duα|p−1ζ p−1|Dζ |dz → 0 as λ ↓ 0,
hence that
sup
λ>0
"
Qτ∩[u>λ]
um−1|D(u − k)−|
pζ pdz < +∞.
Finally, we use monotone convergence theorem again to the integral involving gradient,
there holds
"
Qτ∩[u>λ]
um−1|D(u − k)−|
pζ pdz →
"
Qτ∩[u>0]
um−1|D(u − k)−|
pζ pdz as λ ↓ 0.
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Taking into account that u > 0 almost everywhere in QT , we arrive at"
Qτ
um−1|D(u − k)− |
pζ pdz +
1
2
∫
Q
(u − k)2−(·, τ)ζ
p(·, τ)dx
≤
1
2
"
Qτ
(u − k)2−
∣∣∣∣∣∂ζ
p
∂t
∣∣∣∣∣ dz
+
1
2
∫
Q
(u − k)2−(·, t1)ζ
p(·, τ)dx
+ γ
"
Qτ
um−1(u − k)
p
−|Dζ |
pdz,
and taking the supremum over τ ∈ (t1, t2) proves the Proposition. 
Proposition 4.5. Let m + p > 3 and 0 < m < 1. Let u be a positive, weak supersolution to
(2.1)-(2.3) in an open set which compactly contains QT . There exists a positive constant γ
depending only upon m, p, C0 and C1, such that for every cylinder Qt1,t2 = Q × (t1, t2) ⊂
QT , every k > 0 and every piecewise smooth, nonnegative cutoff function ζ vanishing on
∂Q × [t1, t2],
ess sup
t1≤τ≤t2
∫
Q
(u − k)2−(·, τ)ζ
p(·, τ)dx + km−1
"
Qt1 ,t2
|D(u − k)−|
pζ pdz
≤γk
∫
Q
(u − k)−(·, t1)ζ
p(·, t1)dx
+ γk
"
Qt1 ,t2
(u − k)−
∣∣∣∣∣∂ζ∂t
∣∣∣∣∣ dz
+ γkm+p−1
"
Qt1 ,t2
χ[u≤k]|Dζ |
pdz.
(4.20)
Proof. To start with, we fix a τ ∈ (t1, t2) and define Qτ = Q× (t1, τ). Let θν(t) be as in (4.3)
with t2 = τ. We observe from the assumption m + p > 3 and 0 < m < 1 that α < 1. This
motivates us to choose the testing function
φ(x, t) =
[
u(x, t)α − kα
]
− ζ(x, t)
pθν(t) (4.21)
in the weak form (4.7). From (2.4), we check that φ ∈ Lp(0, T ;W
1,p
0
(Q)). Therefore, φ is
an admissible test function and this yields"
Qτ
[A(x, t, u,Du)]∗ · D
[
(uα − kα)−ζ
pθν
]
dz +
"
Qτ
(uα − kα)−ζ
pθν
∂u∗
∂t
dz ≥ 0. (4.22)
Concerning the second integral on the left hand side, we use (4.6) to write"
Qτ
(uα − kα)−ζ
pθν
∂u∗
∂t
dz
=
"
Qτ
[(u∗)α − kα]−ζ
pθν
∂u∗
∂t
dz
+
"
Qτ
ζ pθν
[
(uα − kα)− − ((u
∗)α − kα)−
] u − u∗
σ
dz.
(4.23)
Notice that the function f (s) = (sα − kα)− is decreasing with respect to s, we have"
Qτ
ζ pθν
[
(uα − kα)− − ((u
∗)α − kα)−
] u − u∗
σ
dz ≤ 0. (4.24)
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Combining (4.22)-(4.34), we arrive at
"
Qτ
[(u∗)α − kα]−ζ
pθν
∂u∗
∂t
dz +
"
Qτ
[A(x, t, u,Du)]∗ · D
[
(uα − kα)−ζ
pθν
]
dz ≥ 0. (4.25)
To proceed further, we use the method as employed in the proof of [9, Proposition 2.1] to
deal with the first integral on the left hand side of (4.25). We first observe that
∂u∗
∂t
[(u∗)α − kα]− = −
∂
∂t
∫ k
u∗
(kα − sα)+ds.
Using integration by parts, the above identity yields
"
Qτ
[(u∗)α − kα]−ζ
pθν
∂u∗
∂t
dz
=
"
Qτ
pζ p−1
(∫ k
u∗
(kα − sα)+ds
)
∂ζ
∂t
θνdz +
"
Qτ
ζ p
(∫ k
u∗
(kα − sα)+ds
)
∂θν
∂t
dz.
Since 0 < α < 1, it follows that
∫ k
u∗
(kα − sα)+ds ≥
1
2
αkα−1(u∗ − k)2− and
∫ k
u∗
(kα − sα)+ds ≤ k
α(u∗ − k)−,
where the proof can be found at [9, page 36]. Then we conclude from (4.3) that
"
Qτ
[(u∗)α − kα]−ζ
pθν
∂u∗
∂t
dz
≤ pkα
"
Qτ
(u∗ − k)−ζ
p−1θν
∣∣∣∣∣∂ζ∂t
∣∣∣∣∣ dz
+
kα
ν
∫ t1+ν
t1
∫
Q
(u∗ − k)−ζ
pdz −
αkα−1
2ν
∫ τ
τ−ν
∫
Q
(u∗ − k)2−ζ
pdz.
(4.26)
At this stage, we combine the estimates (4.25)-(4.26) and pass to the limitsσ ↓ 0 and ν ↓ 0.
We arrive at"
Qτ
A(x, t, u,Du) · D ((uα − kα)−ζ
p) dz
+ pkα
"
Qτ
(u − k)−ζ
p−1
∣∣∣∣∣∂ζ∂t
∣∣∣∣∣ dz + kα
∫
Q
(u − k)−(·, t1)ζ
p(·, t1)dx
≥
1
2
αkα−1
∫
Q
(u − k)2−(·, τ)ζ
p(·, τ)dx.
(4.27)
To estimate the first term on left hand side of (4.27), we use (2.2) and Young’s inequality
to obtain "
Qτ
A(x, t, u,Du) · D ((uα − kα)−ζ
p) dz
≤ −
"
Qτ
uα+m−2|Du|pζ pχ[u<k]dz + γk
αp
"
Qτ
|Dζ |pχ[u≤k]dz
≤ − kα+m−2
"
Qτ
|D(u − k)−|
pζ pdz + γkαp
"
Qτ
|Dζ |pχ[u≤k]dz,
(4.28)
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since m + α − 2 = pm−1
p−1
< 0. Inserting the estimate (4.28) into (4.27) and dividing by
1
2
αkα−1 gives
km−1
"
Qτ
|D(u − k)−|
pζ pdz +
∫
Q
(u − k)2−(·, τ)ζ
p(·, τ)dx
≤γkαp−α+1
"
Qτ
|Dζ |pχ[u<k]dz
+ γk
"
Qτ
(u − k)−ζ
p−1
∣∣∣∣∣∂ζ∂t
∣∣∣∣∣ dz
+ γk
∫
Q
(u − k)−(·, t1)ζ
p(·, t1)dx.
Since αp − α + 1 = m + p − 1, the previous estimate yields (4.20). 
Up to now we have studied Caccioppoli estimates involving the truncated functions
(u − k)−, which will be used in Section 5-6. However, in order to perform the Moser’s
iteration, we need Caccioppoli estimates of the following type. Our proof is in the spirit of
[21, Lemma 2.4]. Since the weak supersolution multiplied by a cut-off function cannot be
used as a testing function in the weak form (4.7), we have to perform a refined analysis to
overcome this difficulty.
Proposition 4.6. Let p > 2, m + p > 3 and ε ∈ (−1, 0). Suppose that u is a positive, weak
supersolution to (2.1)-(2.3) in an open set which compactly contains QT . There exists a
positive constant γ depending only upon m, p, C0 and C1, such that for every cylinder
Qt1,t2 = Q × (t1, t2) ⊂ QT and every non-negative function ϕ ∈ C
∞
0
(QT ),
1
ε(1 + ε)
∫
Q
u(·, t2)
1+εϕ(·, t2)
pdx −
1
ε(1 + ε)
∫
Q
u(·, t1)
1+εϕ(·, t1)
pdx
+
"
Qt1 ,t2
|Du|pum+ε−2ϕpdz
≤γ
 1
|ε|p
"
Qt1 ,t2
um+p+ε−2|Dϕ|pdz +
"
Qt1 ,t2
u1+ε
1
ε(1 + ε)
∂ϕp
∂t
dz
 .
(4.29)
If, in addition, ϕ = 0 on Q × {t2}, then
1
|ε(1 + ε)|
ess sup
t1≤τ≤t2
∫
Q
u1+εϕpdx +
"
Qt1 ,t2
|Du|pum+ε−2ϕpdz
≤ γ
 1
|ε|p
"
Qt1 ,t2
um+p+ε−2|Dϕ|pdz +
"
Qt1 ,t2
u1+ε
(
1
ε(1 + ε)
∂ϕp
∂t
)
+
dz
 .
(4.30)
Proof. Our first destination is to construct a suitable testing function. Let δ = − ε
α
. For
λ > 0, we invoke the auxiliary function
Hλ(s) =

λ−δ + δλ−1−δ(λ − s), 0 ≤ s ≤ λ,
s−δ, s > λ,
(4.31)
which was first introduced by Ivert, Marola and Masson [13]. Furthermore, it is easy to
verify that
H′λ(s) =

−δλ−1−δ, 0 ≤ s ≤ λ,
−δs−1−δ, s > λ.
(4.32)
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Then we see that Hλ(s) is a Lipschitz function. By [28, Theorem 2.1.11], we conclude that
D
[
Hλ(u
α)
]
= H′λ(u
α)D(uα)
and therefore Hλ(u
α) ∈ Lp(0, T ;W1,p(Q)). Let τ1, τ2 be the fixed time levels in the interval
(t1, t2) with τ1 < τ2. Let θν(t) be as in (4.3) with t1, t2 replaced by τ1, τ2. We are now in a
position to introduce a testing function
φ(x, t) = Hλ(u
α)ϕ(x, t)pθν(t)
in the weak form (4.7). Observe that φ ∈ Lp(0, T ;W
1,p
0
(Q)) and there holds"
QT
Hλ(u
α)ϕpθν
∂u∗
∂t
dz +
"
QT
pHλ(u
α)ϕp−1θν [A(x, t, u,Du)]
∗ · Dϕdz
≥ −
"
QT
H′λ(u
α)ϕpθν [A(x, t, u,Du)]
∗ · Duαdz.
(4.33)
We now apply (4.6) to decompose the first term on the left hand side of (4.33) as follows:"
QT
Hλ(u
α)ϕpθν
∂u∗
∂t
dz
=
"
QT
Hλ((u
∗)α)ϕpθν
∂u∗
∂t
dz +
"
QT
[
Hλ(u
α) − Hλ((u
∗)α)
]
ϕpθν
u − u∗
σ
dz
(4.34)
Since Hλ(s
α) is decreasing with respect to s, then"
QT
[
Hλ(u
α) − Hλ((u
∗)α)
]
ϕpθν
u − u∗
σ
dz ≤ 0.
The estimate above together with (4.33) yield"
QT
Hλ(u
α)ϕpθν
∂u∗
∂t
dz ≤
"
QT
Hλ((u
∗)α)ϕpθν
∂u∗
∂t
dz. (4.35)
Set hλ(s) =
∫ s
0
Hλ(r
α)dr. Then we infer that
∂hλ(u
∗)
∂t
= Hλ((u
∗)α)
∂u∗
∂t
.
Using the above identity and integration by parts, we obtain"
QT
Hλ((u
∗)α)ϕpθν
∂u∗
∂t
dz = −
"
QT
hλ(u
∗)ϕp
∂θν
∂t
dz −
"
QT
hλ(u
∗)θν
∂ϕp
∂t
dz. (4.36)
Notice that hλ(·) is a Lipschitz function and this enable us to pass to the limit σ ↓ 0 in
(4.36). Combining (4.33)-(4.36), we pass to the limits σ ↓ 0 and ν ↓ 0. This implies that∫
Q
hλ(u)(·, τ)ϕ(·, τ)
pdx −
∫
Q
hλ(u)(·, τ1)ϕ(·, τ1)
pdx −
"
Qτ1 ,τ2
hλ(u)
∂ϕp
∂t
dz
+
"
Qτ1 ,τ2
pHλ(u
α)ϕp−1A(x, t, u,Du) · Dϕdz
≥ −
"
Qτ1 ,τ2
H′λ(u
α)ϕpA(x, t, u,Du) · Duαdz,
(4.37)
where Qτ1,τ2 = Q × (τ1, τ2). At this stage, we use (2.2) and recalling that H
′
λ(u) ≤ 0, there
holds"
Qτ1 ,τ2
H′λ(u
α)ϕpA(x, t, u,Du) · Duαdz ≤ αC0
"
Qτ1 ,τ2
H′λ(u
α)ϕpum+α−2|Du|pdz. (4.38)
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In order to estimate the fourth term on the left hand side, we use (2.2) and Young’s inequal-
ity to obtain ∣∣∣pHλ(uα)ϕp−1A(x, t, u,Du) · Dϕ∣∣∣
≤
(C1p)
p
pC
p−1
0
Hλ(u
α)p
|H′
λ
(uα)|p−1
|Dϕ|p +
p − 1
p
C0u
(m−1)
p
p−1 |H′λ(u
α)|ϕp|Du|p.
(4.39)
Inserting (4.38) and (4.39) into (4.37), and noting that m + α − 2 = pm−1
p−1
, we arrive at
−
∫
Q
hλ(u)(·, τ2)ϕ(·, τ2)
pdx +
∫
Q
hλ(u)(·, τ1)ϕ(·, τ1)
pdx
+
"
Qτ1 ,τ2
|H′λ(u
α)|ϕpum+α−2|Du|pdz
≤ γ
"
Qτ1 ,τ2
(
Hλ(u
α)p
|H′
λ
(uα)|p−1
|Dϕ|p + hλ(u)
(
−
∂ϕp
∂t
)
+
)
dz,
(4.40)
where γ depends only upon m, p, C0 and C1. The task now is to show the convergence of
the integrals in (4.40) as λ ↓ 0. We first observe that Hλ(s), |H
′
λ
(s)| and hλ(s) are decreasing
with respect to λ (cf. [21, Lemma 2.4]). By monotone convergence theorem,
lim
λ→0
hλ(u) = lim
λ→0
∫ u
0
Hλ(r
α)dr =
∫ u
0
lim
λ→0
Hλ(r
α)dr =
u1+ε
1 + ε
. (4.41)
Furthermore, we obtain from (4.41) that∫
Q
hλ(u)(·, τi)ϕ(·, τi)
pdx →
∫
Q
u(·, τi)
1+ε
1 + ε
ϕ(·, τi)
pdx, i = 1, 2, and
"
Qτ1 ,τ2
hλ(u)
(
−
∂ϕp
∂t
)
+
dz →
"
Qτ1 ,τ2
u1+ε
1 + ε
(
−
∂ϕp
∂t
)
+
dz
(4.42)
as λ ↓ 0, by the monotone convergence theorem. To handle the first term on the right hand
side of (4.41), we calculate
T (λ) :=
Hλ(u
α)p
|H′
λ
(uα)|p−1
=

δ1−pλ−1−δ[λ + δ(λ − uα)]p, λ ≥ uα,
δ1−pum+p−2+ε, 0 < λ < uα.
Since m + p > 3 and −1 < ε < 0, then 0 < δ < p − 1. This implies that T (λ) is increasing
with respect to λ, which yields
Hλ(u
α)p
|H′
λ
(uα)|p−1
≤
H1(u
α)p
|H′
1
(uα)|p−1
for 0 < λ < 1. From (2.4), we check that H1(u
α)p/|H′
1
(uα)|p−1 is an integrable function and
therefore "
Qτ1 ,τ2
Hλ(u
α)p
|H′
λ
(uα)|p−1
|Dϕ|pdz → δ1−p
"
Qτ1 ,τ2
um+p−2+ε|Dϕ|pdz, (4.43)
as λ ↓ 0, by Lebesgue dominated convergence theorem. At this stage, we conclude from
(4.40), (4.42) and (4.43) that
sup
λ>0
"
Qτ1 ,τ2
|H′λ(u
α)|ϕpum+α−2|Du|pdz < +∞.
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We use the monotone convergence theorem again,"
Qτ1 ,τ2
|H′λ(u
α)|ϕpum+α−2|Du|pdz → δ
"
Qτ1 ,τ2
ϕpum+ε−2|Du|pdz (4.44)
as λ ↓ 0. Taking into account (4.41)-(4.44), we pass to the limit λ ↓ 0 in (4.40) and this
implies that
−
∫
Q
1
1 + ε
u1+ε(·, τ2)ϕ(·, τ2)
pdx +
∫
Q
1
1 + ε
u1+ε(·, τ1)ϕ(·, τ1)
pdx
+ δ
"
Qτ1 ,τ2
ϕpum+ε−2|Du|pdz
≤ γ
"
Qτ1 ,τ2
(
δ1−pum+p−2+ε|Dϕ|p +
1
1 + ε
u1+ε
(
−
∂ϕp
∂t
)
+
)
dz,
(4.45)
which proves (4.29) by setting τ1 = t1 and τ2 = t2. Moreover, if ϕ = 0 on Q × {t2}, then
we choose τ2 = t2 and take the supremum over τ1 ∈ (t1, t2) in (4.45). This proves estimate
(4.30). The proof of the proposition is now complete. 
5. Expansion of Positivity
In this section, we will prove the expansion positivity property for positive, weak su-
persolutions of doubly degenerate parabolic equations. This property asserts that some
positive information of u at some time level s, over the cube K̺(y), propagates to further
times s + θ̺2, and a larger cube K2̺(y). Here and subsequently, Q
±
̺ (θ) stand for "forward"
and "backward" parabolic cylinders of the form
Q+̺ (θ) = K̺ × (−θ̺
p, 0], Q−̺ (θ) = K̺ × (0, θ̺
p],
where θ is a positive parameter. To start with, we prove the following De-Giorgi type
Lemma.
Lemma 5.1. Let u be a positive, weak supersolution of (2.1)-(2.3) in an open set which
compactly contains Q−
2̺
(θ) and a ∈ (0, 1) be a fixed number. There exists a number ν−
depending only upon m, p, C0, C1 and a, such that if
|[u ≤ M] ∩ Q−2̺(θ)| ≤ ν−|Q
−
2̺(θ)| (5.1)
then
u ≥ aM a. e. in Q−̺ (θ). (5.2)
Proof. The argument is standard and we just sketch the proof. For n = 0, 1, 2, · · · set
̺n = ̺ + 2
−n̺ and kn = aM + (1 − a)2
−nM.
We define Kn = K̺n and Qn = Kn × (−θ̺
p
n , 0]. The cut-off function ζ is chosen of the form
ζ(x, t) = φ(x)θ(t) where
φ(x) =

1, in Kn+1,
0, in RN\Kn,
|Dφ(x)| ≤
2n+1
̺
,
θ(t) =

0, for t < −θ̺
p
n ,
1, for t ≥ −θ̺
p
n+1
,
|θ′(t)| ≤
2p(n+1)
θ̺p
.
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To proceed further, we first consider the case m + p > 3 and 0 < m < 1. We apply the
Caccioppoli estimate (4.20) on the cylinder Qn for (u − kn)− to obtain
ess sup
−θ̺
p
n<t≤0
∫
Kn
(u − kn)
2
−ζ
pdx + km−1n
∫ 0
−θ̺
p
n
∫
Kn
|D(u − kn)−|
pζ pdz
≤ γkn
2p(n+1)
θ̺p
"
Qn
(u − kn)−dz + γk
m+p−1
n
"
Qn
χ[u≤kn]|Dφ|
pdz
≤ γ
2npMm+p−1
̺p
(
1 +
1
θMm+p−3
)
|Qn ∩ [u < kn]| .
(5.3)
At this stage, we use Proposition 3.1 together with (5.3) to infer that
"
Qn
[
(u − kn)−ζ
]p N+2
N dxdt ≤ γ
(
1 +
1
θMm+p−3
)1+ p
N 2np(1+
p
N
)M(m+p−1)
p
N
+p
̺
1
N
p2+p
|Qn ∩ [u < kn]|
1+
p
N .
Moreover, we estimate the left hand side from below
"
Qn
[
(u − kn)−ζ
]p N+2
N dxdt ≥
(
1 − a
2n+1
M
)p N+2
N
|Qn+1 ∩ [u < kn+1]| .
Set
Yn =
|Qn ∩ [u < kn]|
|Qn|
.
The previous estimates now yield
Yn+1 ≤ γ
(
1 +
1
θMm+p−3
)1+ p
N
(
θMm+p−3
) p
N
(1 − a)p
N+2
N
bnY
1+
p
N
n ,
where b = 2
p2
N
+p+p N+2
N and γ depends only upon N, m, p, C0 and C1. From Lemma 4.1 of
Chapter I in [4], it follows that Yn → 0 as n → ∞, provided Y0 ≤ ν− where
ν− = γ
− N
p b
− N
2
p2 (1 − a)N+2
(θMm+p−3)
N
p
(1 + θMm+p−3)1+
N
p
. (5.4)
Finally, using the same argument as in the proof of [8, Lemma 3.3], we can easily carry
out the proof of this lemma in the case p > 2 and m > 1, with ν− defined in (5.4). We omit
the details. 
The next lemma deals with the expansion of positivity which translates a positive infor-
mation to further times but within the same cube.
Lemma 5.2. Let u be a positive, weak supersolution of (2.1)-(2.3) in an open set which
compactly contains ET . Suppose that for (y, s) ∈ ET and ̺ > 0 there holds∣∣∣[u(·, s) ≥ M] ∩ K̺(y)∣∣∣ ≥ µ|K̺(y)| (5.5)
for some M > 0 and some µ ∈ (0, 1). There exist κ and δ in (0, 1), depending only upon the
data p, m, N, C0, C1 and µ, independent of M, such that∣∣∣[u(·, t) ≥ κM] ∩ K̺(y)∣∣∣ ≥ 1
2
µ|K̺(y)| for all t ∈
(
s, s + δM3−m−p̺p
]
. (5.6)
Proof. Without loss of generality, we may assume (y, s) = (0, 0). This is always possible
by using a translation. For k > 0 and t > 0 set Ak,̺(t) = [u(·, t) < k] ∩ K̺. The assumption
(5.5) yields |AM,̺(0)| ≤ (1 − µ)|K̺ |.
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We now apply Caccioppoli estimates for the truncated functions (u−M)− over cylinder
K̺ × (0, θ̺
p] where θ > 0 is to be determined. The cut-off function ζ is taken of the form
ζ = ζ(x) and such that ζ = 1 on K(1−σ)̺, and |Dζ | ≤ (σ̺)
−1. In the case m + p > 3,
0 < m < 1, we use Caccioppoli estimate (4.20) to obtain
ess sup
t∈(0,θ̺p]
∫
K(1−σ)̺
(u − M)2−(·, t)dx
≤ γM
∫
K̺
(u − M)−(·, 0)ζ
p(·, 0)dx + γMm+p−1
∫ θ̺p
0
∫
K̺
χ[u<M] |Dζ |
pdxdt
≤ γM
∫
K̺
(u − M)−(·, 0)dx + γ
Mm+p−1
(σ̺)p
∫ θ̺p
0
∫
K̺
χ[u<M]dxdt
≤ γM2
(
(1 − µ) +
θMm+p−3
σp
)
|K̺|.
(5.7)
In the case p > 2, m > 1, we use Caccioppoli estimate (4.8) to obtain
ess sup
t∈(0,θ̺p]
∫
K(1−σ)̺
(u − M)2−(·, t)dx
≤ 1
2
∫
K̺
(u − M)2−(·, 0)ζ
p(·, 0)dx + γ
∫ θ̺p
0
∫
K̺
um−1(u − M)
p
−|Dζ |
pdxdt
≤ 1
2
∫
K̺
(u − M)2−(·, 0)dx + γ
Mm+p−1
(σ̺)p
∫ θ̺p
0
∫
K̺
χ[u<M]dxdt
≤ γM2
(
(1 − µ) +
θMm+p−3
σp
)
|K̺|.
(5.8)
Combining estimates (5.7) and (5.8), we conclude that, in either case, the estimate∫
K(1−σ)̺
(u − M)2−(·, t)dx ≤ γM
2
(
(1 − µ) +
θMm+p−3
σp
)
|K̺|
holds for all t ∈ (0, θ̺p]. Furthermore, we estimate the left hand side from below∫
K(1−σ)̺
(u − M)2−(·, t)dx ≥
∫
K(1−σ)̺∩[u<κM]
(u − M)2−(·, t)dx ≥ M
2(1 − κ)2|AκM,(1−σ)̺(t)|,
where κ is to be determined later. Recalling from the proof of Lemma 1.1 in [7, chapter 2]
that |AκM,̺(t)| ≤ |AκM,(1−σ)̺(t)| + Nσ|K̺ |, we obtain
|AκM,̺(t)| ≤
1
M2(1 − κ)2
∫
K(1−σ)̺
(u − M)2−(·, t)dx + Nσ|K̺ |
≤
1
(1 − κ)2
(
1 − µ +
γ
σp
θMm+p−3 + Nσ
)
|K̺|.
We have established an estimate for the measure of level set, and now we choose
θ = δM3−p−m, σ =
µ
64N
, δ =
µp+1
43p+4γN
and κ =
1
64
µ. (5.9)
Then for such choices the lemma follows. 
With the help of the preceding two lemmas, we can now prove the main result of this
section. Our proof is based on the idea from [7, chapter 2].
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Proposition 5.3. Let u be a positive, weak supersolution of (2.1)-(2.3) in an open set which
compactly contains ET . Suppose that for some (y, s) ∈ ET and some ̺ > 0 there holds∣∣∣[u(·, s) > M] ∩ K̺(y)∣∣∣ ≥ µ|K̺(y)| (5.10)
for some M > 0 and µ ∈ (0, 1). There exist constants η, δ in (0, 1) and γ, C > 1 depending
only upon p, m, N, C0, C1 and µ, such that
u(·, t) ≥ ηM a. e. in K2̺(y) ×
(
s +
Cp+m−3
(ηM)p+m−3
1
2
δ̺p, s +
Cp+m−3
(ηM)p+m−3
δ̺p
]
. (5.11)
Moreover, the functional dependence of η on the parameter µ is of the form
η = η0µB
−µ−d (5.12)
for constants η0, B, d depending only upon the data p, m, C0 and C1.
Proof. Without loss of generality, we may prove the proposition in the case that (y, s) =
(0, 0). This is always possible by using a translation. In the following, we divide our proof
in three steps.
Step 1. Changing the time variable. Observe that assumption (5.10) implies∣∣∣[u(·, 0) > σM] ∩ K̺∣∣∣ ≥ µ|K̺ |
for all σ ≤ 1. We now use Lemma 5.2 with M replaced by σM and conclude that, with κ,
δ defined in (5.9), there holds∣∣∣∣[u (·, (σM)3−m−pδ̺p) > σκM] ∩ K̺
∣∣∣∣ ≥ 1
2
µ|K̺| for all σ ≤ 1. (5.13)
For τ ≥ 0, set
σ = e−
τ
p+m−3 , t(τ) =
eτ
Mp+m−3
δ̺p and ν(τ) =
1
M
e
τ
p+m−3 (δ̺p)
1
p+m−3 .
At this stage, we set v(x, τ) = ν(τ)u(x, t(τ)). Notice from (5.13) that
∣∣∣[v (·, τ) > M0] ∩ K̺∣∣∣ ≥ 1
2
µ|K̺| (5.14)
for all τ ≥ 0, where M0 := κ(δ̺
p)1/(p+m−3). Denote by A˜ : E × R+ × RN+1 → RN the vector
field:
A˜(x, τ, v,Dv) = ν(τ)p+m−2A [x, t(τ), u(x, t(τ)),Du(x, t(τ))] .
Then the function v is a weak supersolution to ∂τv−divA˜(x, τ, v,Dv) = 0, i.e., the inequality
−
∫ +∞
0
∫
E
v
∂φ
∂τ
dxdτ +
∫ +∞
0
∫
E
A˜(x, τ, v,Dv) · Dφdxdτ ≥ 0
holds for any non-negative test function φ ∈ C∞
0
[E × (0,+∞)]. The structure conditions for
A˜(x, τ, v,Dv) are as follows:
A˜(x, τ, v,Dv) · Dv ≥ C˜0|v|
m−1|Dv|p,
|A˜(x, τ, v,Dv)| ≤ C˜1|v|
m−1|Dv|p−1,
for some constants C˜0 and C˜1 depending only upon m, p, C0 and C1. For the proof, see for
example [8].
Step 2. Expanding the positivity of v. Let ζ be a piecewise smooth cut-off function
vanishes on the parabolic boundary Q+
16̺
(θ) such that
ζ = 1 in Q8̺(θ) := K8̺ × (θ(8̺)
p, θ(16̺)p], |Dζ | ≤
1
8̺
and |∂tζ | ≤
1
θ(8̺)p
.
WEAK HARNACK ESTIMATES FOR SUPERSOLUTIONS TO PARABOLIC EQUATIONS 21
In the case m > 1 and p > 2, we use the Caccioppoi estimate (4.8) for (v − k)− and the test
function ζ defined above to infer"
Q8̺(θ)
vm−1|D(v − k)−|
pdxdτ
≤ 1
2
"
Q+
16̺
(θ)
(v − k)2−
∣∣∣∣∣∂ζ
p
∂τ
∣∣∣∣∣ dxdτ + γ
"
Q+
16̺
(θ)
vm−1(v − k)
p
−|Dζ |
pdxdτ
≤ γ
(
k2
θ(8̺)p
+
kp+m−1
(8̺)p
)
|Q8̺(θ)|.
(5.15)
In the case m + p > 3 and 0 < m < 1, we apply the Caccioppoi estimate (4.20) for (v − k)−
with the same cut-off function ζ as above to get a gradient estimate"
Q8̺(θ)
|D(v − k)−|
pdxdτ
≤γk2−m
"
Q+
16̺
(θ)
(v − k)−
∣∣∣∣∣∂ζ∂τ
∣∣∣∣∣ dxdτ + γkp
"
Q+
16̺
(θ)
χ[v≤k]|Dζ |
pdxdτ
≤γ
kp
(8̺)p
(
1 +
1
θkp+m−3
)
|Q8̺(θ)|.
(5.16)
At this point, we introduce the levels k j = 2
− jM0 with j = 0, 1, · · · j∗ where j∗ is to be
taken depending on µ, m, p, C0 and C1. In the gradient estimates (5.15) and (5.16), we
choose k = k j and
θ = k
3−p−m
j∗
= (2 j∗M−10 )
p+m−3. (5.17)
If we set v j = max{k j+2, v}, then the estimates (5.15) and (5.16) imply that
"
Q8̺(θ)
|D(v j − k j)−|
pdxdτ ≤ γ
k
p
j
(8̺)p
|Q8̺(θ)|. (5.18)
To proceed further, we set
A j(τ) = {v j(·, τ) < k j} ∩ K8̺ and A j = {v j < k j} ∩ Q8̺(θ).
We observe from the definition of v j that v j = v on the set A j(τ)\A j+1(τ). Then we use
Lemma 2.2 in [4, chapter I] and (5.14) to infer that
1
2
k j|A j+1(τ)| ≤ γµ
−1̺
∫
[k j+2<v(·,τ)<k j]∩K8̺
|Dv(·, τ)|dx. (5.19)
Integrating both sides of (5.19) with respect to τ over (θ(8̺)p, θ(16̺)p), using Hölder’s
inequality and taking into account (5.18), we conclude that
k j
2
|A j+1| ≤
γ̺
µ

"
Q8̺(θ)
|D(v − k j)−|
pdxdτ

1
p
|A j\A j+1|
p−1
p ≤
γk j
µ
|Q8̺(θ)|
1
p |A j\A j+1|
p−1
p .
We now proceed as in the proof of Proposition 4.1 in [7, chapter 2]. From the estimate
above, we obtain
∣∣∣{v < k j∗} ∩ Q8̺(θ)∣∣∣ = |A j∗ | ≤ 1µ
(
γ
j∗
) p−1
p
|Q8̺(θ)|, (5.20)
where j∗ is to be chosen. At this stage, we are ready to invoke Lemma 5.1. With the choice
of θ in (5.17), we obtain from (5.4) that ν− = γ
− N
p 2
−2N−3− 3N
p
− 2N
2
p . We now choose j∗ be an
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integer depending only upon m, p, N, C0 and C1, such that
j∗ ≥ γ
(
1
2
µν−
)− p
p−1
.
Then we apply Lemma 5.1 to v with M = k j∗ and a =
1
2
over the parabolic cylinder
Q8̺(θ) = (0, τ∗) + Q
−
8̺
(θ) where τ∗ = θ(16̺)
p, and conclude that
v(x, τ) ≥ 1
128
2− j∗µ(δ̺p)
1
p+m−3 a. e. in (0, τ∗) + Q
−
4̺(θ). (5.21)
Step 3. Expanding the positivity of u. We shall adopt the same procedure as in the proof
of Proposition 4.1 in [8]. As τ ranges over the interval (θ(16̺)p − θ(4̺)p, θ(16̺)p), the
function e
τ
p+m−3 ranges over
b1 := exp
{
(16p − 4p)2 j∗(p+m−3)
(p + m − 3)δµp+m−3
}
≤ e
τ
p+m−3 ≤ exp
{
16p2 j∗(p+m−3)
(p + m − 3)δµp+m−3
}
=: b2.
Let η = (128b2)
−12− j∗µ. Transforming (5.21) back to the time variable t, we have
u(x, t) ≥ ηM a. e. in K2̺ ×
(
Cp+m−3
(ηM)p+m−3
1
2
δ̺p,
Cp+m−3
(ηM)p+m−3
δ̺p
]
for a suitable C depending only upon p, m, C0, C1 and µ. We have thus proved the propo-
sition. 
6. The Hot Alternative
The proof of Theorem 2.2 can be reduced by considering two alternatives. In this sec-
tion, we shall discuss a situation which will be called the hot alternative. Before proceeding
further, we remark that the exponential decay of η on parameter µ in Proposition 5.3 need
to be improved. The next Lemma asserts that the functional dependence (5.12) can be
sharpened to η∗ = η0µ
d+1. Our proof follows the scheme of [7, chapter 3, Proposition 7.1],
which makes no use of covering arguments.
Lemma 6.1. Let u be a positive, weak supersolution of (2.1)-(2.3) in an open set which
compactly contains ET . Suppose that for some (y, s) ∈ ET and some ̺ > 0 there holds∣∣∣[u(·, s) ≥ M] ∩ K̺(y)∣∣∣ ≥ µ|K̺(y)| (6.1)
for some M > 0 and some µ ∈ (0, 1). There exist constants η0, δ in (0, 1) and C, d > 0
depending only upon m, p, N, C0 and C1, such that
u(·, t) ≥ η∗M a. e. in K2̺(y) ×
(
s +
Cp+m−3
(η∗M)p+m−3
1
2
δ̺p, s +
Cp+m−3
(η∗M)p+m−3
δ̺p
]
, (6.2)
where η∗ = η0µ
d+1.
Proof. It suffices to prove the lemma in the case that (y, s) = (0, 0). This is always possible
by using a translation. By Lemma 5.2, there exist δ and κ defined in (5.9), such that
∣∣∣[u(·, t) ≥ κM] ∩ K̺(y)∣∣∣ ≥ 1
2
µ|K̺(y)| (6.3)
for almost every t ∈
(
0, δM3−m−p̺p
]
. In the following, the proof will be split into two steps.
Step 1. The estimate (6.3) revisited. We claim that there exists a time level t1 in the
range
M3−m−p
1
2
δ̺p < t1 ≤ M
3−m−pδ̺p, (6.4)
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and x0 ∈ K̺ such that, with η∗ = η1µ
d1 ,
∣∣∣[u(·, t1) > 12κM] ∩ Kη∗̺(x0)
∣∣∣ > 1
2
|Kη∗̺(x0)| (6.5)
where d1, η1 are the constants depending only upon m, p, C0 and C1.
In order to prove this assertion, we shall use Caccioppoli estimates in Proposition 4.4
and Proposition 4.5 for (u − M)− with the choice of a cut-off function ζ such that
ζ = 1 in Q, ζ = 0 on ∂PQ
′,
and
0 ≤
∂ζ
∂t
≤
4p
δM3−m−p̺p
, |Dζ | ≤
4
̺
,
where
Q := K̺ ×
(
1
2
δ
Mp+m−3
̺p,
δ
Mp+m−3
̺p
]
, Q′ := K2̺ ×
(
0,
δ
Mp+m−3
̺p
]
.
In the case p > 2 and m > 1, we apply Caccioppoli estimate (4.8) for (u − M)− with the
cut-off function ζ defined above to obtain"
Q
um−1|D(u − M)−|
pdz ≤
"
Q′
um−1|D(u − M)− |
pζ pdz
≤
"
Q′
(u − M)2−
∣∣∣∣∣∂ζ
p
∂t
∣∣∣∣∣ dz + 2γ
"
Q′
um−1(u − M)
p
− |Dζ |
pdz
≤γ
1
δM1−m−p̺p
|Q|.
If we introduce a cut-off function v = max
{
u, 1
4
κM
}
, then we obtain the estimate
(
κM
4
)m−1"
Q
|D(v − M)−|
pdz ≤
"
Q
vm−1|D(v − M)−|
pdz
=
"
Q∩[v=u]
vm−1|D(v − M)− |
pdz +
"
Q∩[v>u]
vm−1|D(v − M)− |
pdz
≤
"
Q
um−1|D(u − M)−|
pdz
≤ γ
1
δM1−m−p̺p
|Q|,
since m > 1. Recalling from (5.9), we rewrite the above estimate as follows:"
Q
|D(v − M)− |
pdz ≤
γMp
δµm−1̺p
|Q|. (6.6)
From the definition of v and (6.3), we conclude that∣∣∣[v(·, t) ≥ κM] ∩ K̺(y)∣∣∣ ≥ 1
2
µ|K̺(y)| (6.7)
for almost every t ∈
(
0, δM3−m−p̺p
]
. To proceed further, we introduce the change of
variables
y =
x
̺
, τ =
t
δM3−m−p̺p
and v˜ =
(M − v)+
M
.
It follows from (5.9) and (6.6) that∫ 1
1
2
∫
K1
|Dv˜(y, τ)|pdydτ ≤
γ
µm+p
. (6.8)
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Moreover, we rewrite the estimate (6.7) in terms of v˜ as follows:
|[v˜(·, τ) < 1 − κ] ∩ K1| ≥
1
2
µ for all τ ∈
(
1
2
, 1
]
. (6.9)
From (6.8) and (6.9), there exists a time level τ1 ∈
(
1
2
, 1
]
such that∫
K1
|Dv˜(·, τ1)|dy ≤
γ
µ
m+p
p
and |[v˜(·, τ1) < 1 − κ] ∩ K1| ≥
µ
2
.
At this point, we infer that there exists a y0 ∈ K1 such that,∣∣∣[v˜(·, τ1) < 1 − 12κ] ∩ Kη∗ (y0)
∣∣∣ ≥ 1
2
|Kη∗ (y0)|, where η∗ = η1µ
d1 , (6.10)
and d1, η1 depending only upon m and p (see for instance [5]). Transforming the above
estimate back to the original variables x, t and original function v, we see that there exists
a time level t1 in the range (6.4) and∣∣∣[v(·, t1) > 12κM] ∩ Kη∗̺(x0)
∣∣∣ > 1
2
|Kη∗̺(x0)|. (6.11)
Recalling from v = max
{
u, 1
4
κM
}
that[
v(·, t1) >
1
2
κM
]
∩ Kη∗̺(x0) =
[
u(·, t1) >
1
2
κM
]
∩ Kη∗̺(x0).
Then the estimate (6.11) implies (6.5), which proves the claim for the case p > 2 and
m > 1.
We now turn our attention to the case p + m > 3 and 0 < m < 1. We use Caccioppoli
estimate (4.20) for (u − M)− with the same cut-off function ζ to obtain
Mm−1
"
Q′
|D(u − M)−|
pζ pdz ≤ γM
"
Q′
(u − M)−
∣∣∣∣∣∂ζ∂t
∣∣∣∣∣ dz + γMm+p−1
"
Q′
χ[u≤M] |Dζ |
pdz
≤ γ
Mp+m−1
δ̺p
|Q|,
which yields "
Q
|D(u − M)−|
pdz ≤ γ
Mp
δ̺p
|Q|. (6.12)
Observe that (6.12) is even better than (6.6) and the claim follows by the same method as
in the previous case.
Step 2. Iterative arguments. The proof of this part follows in a same manner as the
proof of [7, chapter 3, Proposition 7.1] and we just sketch the proof. By Proposition 5.3,
there exist η˜ and δ˜ in (0, 1) and C depending only upon the data p, m, C0 and C1, such that
u(·, t2) ≥
1
2
κη˜M a. e. in K2η∗̺(x0), (6.13)
for all times
t1 +
Cp+m−3
(κη˜M)p+m−3
1
2
δ˜(η∗̺)
p ≤ t2 ≤ t1 +
Cp+m−3
(κη˜M)p+m−3
δ˜(η∗̺)
p.
At this stage, we use Proposition 5.3 again from (6.13) with M replaced by 1
2
κη˜M and
µ = 1. This implies that there exist η¯ and δ¯ in (0, 1) and C¯ depending only upon the data p,
m, C0, C1, such that
u(·, t3) ≥
1
2
κη¯η˜M, (6.14)
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for almost every x ∈ K4η∗̺(x0) and all times
t2 +
C¯p+m−3
(κη¯η˜M)p+m−3
1
2
δ¯(2η∗̺)
p ≤ t3 ≤ t1 +
C¯p+m−3
(κη¯η˜M)p+m−3
δ¯(2η∗̺)
p. (6.15)
From (6.14) and (6.15), repeated application of Proposition 5.3 with µ = 1 enable us to
deduce that
u(·, t) ≥
1
2
κη¯nη˜M a. e. in K2n+2η∗̺(x0),
for any time level t satisfies
tn+1 +
C¯p+m−3
(κη¯nη˜M)p+m−3
1
2
δ¯(2n+2η∗̺)
p ≤ t ≤ tn+1 +
C¯p+m−3
(κη¯nη˜M)p+m−3
δ¯(2n+2η∗̺)
p.
The iteration stops when 2n+2η∗ = 2 and the estimate (6.1) follows with the choice
d = −d1 log2 η¯ and η0 = 128
−1η¯−2(
2
η1
)log2 η¯η˜.
The proof of the lemma is now complete. 
We now state the main result of this section. Here and subsequently, the condition (6.17)
introduced in the following proposition is referred as hot alternative.
Proposition 6.2. Let d, η0 and C be as in Lemma 6.1. Suppose that u is a positive, weak
super-solution in an open set which compactly contains K2 × (0, S 1] where
S 1 = δ
(
C
η0
)p+m−3
. (6.16)
If there exist a time level t0 ∈ (0, 1] and a k > 1, such that
|[u(·, t0) > k
1+ 1
d ∩ K1]| > k
− 1
d |K1|, (6.17)
then
u ≥ η0 a. e. in K2 ×
(
1 + 1
2
S 1, S 1
]
. (6.18)
Proof. By reducing η1 in (6.10), we deduce 1 +
1
2
Cm+p−3η
−(p+m−3)
0
δ ≤ Cm+p−3η
−(p+m−3)
0
δ.
The estimate (6.18) follows immediately from Lemma 6.1 with ̺ = 1, M = k1+
1
d and
µ = k−
1
d . This completes the proof. 
7. The Cold Alternative
In this section, we consider the case complement to the hot alternative. We shall prove
an analogue result of Proposition 6.2 in this case. The proof is based on a suitable modifica-
tions of Moser’s iteration technique [23] following the adaptation of the Kuusi’s technique
[18] to doubly degenerate parabolic equations with ideas from [21]. To start with, we
prove the following higher integrability result which plays a crucial role in the proof of the
uniform estimates.
Lemma 7.1. Let u be a positive, weak supersolution in an open set which compactly
contains K1 × (0, 1]. There exists a number ν(p,N) depending only upon p and N, with
0 < ν(p,N) < 1 such that for all q in the range
p + m − 3 < q < p + m − 2 + ν(p,N)
and all s given by
s = p + m − 3 + (1 + ν(p,N))−(n+1) (q − (p + m − 3)), n = 1, 2 · · ·
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the following holds: if there exists a constant C˜ depending only upon m, p, N, C0 and C1,
such that ∫ 1
0
∫
K1
usdxdt ≤ C˜
then ∫ ap
0
∫
Ka
uqdxdt ≤ C (7.1)
for all a ∈ ( 1
2
, 8
9
) and the constant C depending only upon m, p, N, C0, C1, s and q.
Proof. Throughout the proof, we set
̺0 = 1, ̺ j = 1 − (1 − a)
1 − 2− j
1 − 2−n−1
, K j = K̺ j and Q j = K̺ j × (0, ̺
p
j
]
where j = 0, 1, · · · , n + 1. Moreover, we choose non-negative, smooth functions ϕ j with
support lying in Q j, such that
ϕ j = 1 on Q j+1, ϕ j = 0 on ∂Q j\
(
K j × {0}
)
,
|Dϕ j| ≤
2 j+1
1 − a
and 0 ≤ −
∂ϕ j
∂t
≤
2p( j+1)
(1 − a)p
, where j = 0, 1, · · · , n.
Let ε ∈ (−1, 0) be as in Proposition 4.5. At this stage, we want to apply parabolic Sobolev
embedding estimates from Proposition 3.3.
In the case p < N, set
σ = p + m − 2 + ε, κ = 1 +
p(1 + ε)
N(p + m − 2 + ε)
, β =
p(p + m − 2 + ε)
1 + ε
.
We point out that (κ − 1)N may less than one provided p is large and we cannot use the
inequality (3.1) for r = (κ − 1)N. Instead, we use parabolic Sobolev inequality (3.4) to
obtain "
Q j+1
uκσdz ≤
"
Q j
(u
σ
p ϕ
β
p
j
)κpdz
≤ γ
"
Q j
|D(u
σ
p ϕ
β
p
j
)|pdz
ess sup
0<t<̺
p
j
∫
K j
(u
σ
p ϕ
β
p
j
)(κ−1)Ndx

p
N
= γ
"
Q j
|D(u
σ
p ϕ
β
p
j
)|pdz
ess sup
0<t<̺
p
j
∫
K j
u1+εϕ
p
j
dx

p
N
.
(7.2)
In the case p > N, set
σ = p + m − 2 + ε, κ = 1 +
N(1 + ε)
p(p + m − 2 + ε)
, β =
p(p + m − 2 + ε)
1 + ε
.
Using the parabolic Sobolev inequality (3.5) with
v = u
σ
p ϕ
β
p
j
, q =
p
N
and r =
p(1 + ε)
p + m − 2 + ε
,
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we conclude that"
Q j+1
uκσdz ≤
"
Q j
(u
σ
p ϕ
β
p
j
)
p+ r
q dz
≤ γ
"
Q j
|D(u
σ
p ϕ
β
p
j
)|pdz
ess sup
0<t<̺
p
j
∫
K j
(u
σ
p ϕ
β
p
j
)
p(1+ε)
p+m−2+ε dx

N
p
= γ
"
Q j
|D(u
σ
p ϕ
β
p
j
)|pdz
ess sup
0<t<̺
p
j
∫
K j
u1+εϕ
p
j
dx

N
p
.
(7.3)
In the case p = N, set
σ = N + m − 2 + ε, κ = 1 +
1 + ε
2(N + m − 2 + ε)
, β =
N(N + m − 2 + ε)
1 + ε
.
Applying the parabolic embedding estimate (3.6) with
v = u
σ
N ϕ
β
N
j
and r =
N(1 + ε)
N + m − 2 + ε
,
we deduce that"
Q j+1
uκσdz ≤
"
Q j
(u
σ
N ϕ
β
N
j
)N+
r
2 dz
≤ γ
"
Q j
|D(u
σ
N ϕ
β
N
j
)|pdz
ess sup
0<t<̺N
j
∫
K j
(u
σ
N ϕ
β
N
j
)
N(1+ε)
N+m−2+ε dx

1
2
= γ
"
Q j
|D(u
σ
N ϕ
β
N
j
)|pdz
ess sup
0<t<̺N
j
∫
K j
u1+εϕNj dx

1
2
.
(7.4)
Combining estimates (7.2)-(7.4) and set
ν(p,N) =

p
N
, p < N,
1
2
, p = N,
N
p
, p > N,
(7.5)
we conclude that in either case, with
σ = p + m − 2 + ε, κ = 1 + ν(p,N)
1 + ε
p + m − 2 + ε
, β =
p(p + m − 2 + ε)
1 + ε
,
there holds
"
Q j+1
uκσdz ≤ γ
"
Q j
|D(u
σ
p ϕ
β
p
j
)|pdz
ess sup
0<t<̺
p
j
∫
K j
u1+εϕ
p
j
dx

ν(p,N)
. (7.6)
We now apply Caccioppoli estimate (4.30) to obtain
ess sup
0<t<̺
p
j
∫
K j
u1+εϕ
p
j
dx ≤
γ
|ε|p(1 + ε)p

"
Q j
um+p+ε−2|Dϕ j|
pdz +
"
Q j
u1+ε
∣∣∣∣∣∣
∂ϕ j
∂t
∣∣∣∣∣∣ dz

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and "
Q j
|D(u
σ
p ϕ
β
p
j
)|pdz
≤ γ

"
Q j
um−2+ε|Du|pϕ
p
j
dz +
1
(1 + ε)p
"
Q j
um+p+ε−2|Dϕ j|
pdz

≤
γ
|ε|p(1 + ε)p

"
Q j
um+p+ε−2|Dϕ j|
pdz +
"
Q j
u1+ε
∣∣∣∣∣∣
∂ϕ j
∂t
∣∣∣∣∣∣ dz
 .
Then we conclude that"
Q j+1
up+m−2+ε+(1+ε)ν(p,N)dz
≤
 γ
|ε|p(1 + ε)p

"
Q j
um+p+ε−2|Dϕ j|
pdz +
"
Q j
u1+ε
∣∣∣∣∣∣
∂ϕ j
∂t
∣∣∣∣∣∣ dz


1+ν(p,N)
≤
 γ
|ε|p(1 + ε)p
2p( j+1)
(1 − a)p

"
Q j
up+m+ε−2dz +
"
Q j
u1+εdz


1+ν(p,N)
.
Furthermore, we obtain from Young’s inequality that
u1+ε ≤ up+m+ε−2 +
p+m−3
p+m+ε−2
(
p+m+ε−2
1+ε
)− 1+ε
p+m−3
≤ up+m+ε−2 +
(
p+m−3
1+ε
)− 1+ε
p+m−3
≤ up+m+ε−2 +max
{
1, e
− 1
p+m−3
ln(p+m−3)
}
,
which implies
"
Q j+1
up+m−2+ε+(1+ε)ν(p,N)dz ≤
 γ
|ε|p(1 + ε)p
2p( j+1)
(1 − a)p

"
Q j
up+m+ε−2dz + 1


1+ν(p,N)
.
To proceed further, we set
h¯ = 1 + ν(p,N), ε j = h¯
j(ε0 + 1) − 1, σ j = p + m − 2 + ε j,
where −1 < ε0 < −1 + h
−n. These choices imply the estimate
"
Q j+1
uσ j+1dz ≤
 γ
|ε j|p(1 + ε j)p
2p( j+1)
(1 − a)p

"
Q j
uσ jdz + 1


h¯
for j = 0, 1, · · · , n. Choosing ε0 = −1 + h¯
−1−n(q − (p + m − 3)), we see that
1
|ε j|p(1 + ε j)p
≤
1
|εn|p(1 + ε0)p
=: γ¯(s, p, q,N)
and we finally have
"
Q j+1
uσ j+1dz ≤
γγ¯2p( j+1)
(1 − a)p
"
Q j
uσ jdz

h¯
+
(
γγ¯2pn
(1 − a)p
)h¯
.
Since σ0 = s and σn+1 = q, then the estimate (7.1) follows by induction. The proof is
completed. 
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Lemma 7.2. Let u be as in Lemma 7.1 and let d be as in Lemma 6.1. We assume that
|[u(·, t) > k1+
1
d ∩ K1]| ≤ k
− 1
d |K1| (7.7)
for all t ∈ (0, 1] and all level k ≥ 1. Let ν(p,N) be as in (7.5). Then for all q with
p + m − 3 < q < p + m − 2 + ν(p,N) (7.8)
there exists a constant γ depending only upon m, p, N, C0, C1 and q such that∫ ( 34 )p
0
∫
K 3
4
uqdxdt ≤ γ. (7.9)
Proof. Set δ = 2−1(d + 1)−1. We deduce from (7.7) that∫
K1
uδ(·, t)dx ≤
2
δ
|K1| for a. e. t ∈ (0, 1). (7.10)
Fix time levels s and r with 7/8 < s < r < 1 and set Qs = Ks × (0, 1], Qr = Kr × (0, 1]. Let
ϕ = ϕ(x) be a non-negative smooth function in Kr such that 0 ≤ ϕ ≤ 1, ϕ = 1 in Ks and
|Dϕ| ≤ (r − s)−1. We now apply Proposition 3.3 and repeat the argument (7.2)-(7.6) in the
proof of Lemma 7.1 with ε replaced by δ − 1,
σ = p + m − 3 + δ, κ = 1 + ν(p,N)
δ
p + m − 3 + δ
, β =
p(p + m − 3 + δ)
δ
,
for the three cases (p < N, p > N, p = N) respectively. Then we conclude that in either
case, "
Qs
up+m−3+(1+ν(p,N))δdz ≤
"
Qr
(u
σ
p ϕ
β
p
j
)p+
ν(p,N)δp
σ dz
≤ γ
"
Qr
|D(u
σ
p ϕ
β
p
j
)|pdz
(
ess sup
0<t<1
∫
K1
uδϕ
p
j
dx
)ν(p,N)
≤ γ
"
Qr
|D(u
σ
p ϕ
β
p
j
)|pdz.
We are now in a position to use Caccioppoli estimate (4.29) with ε = δ − 1,"
Qr
|D(u
σ
p ϕ
β
p
j
)|pdz ≤ γ
(
ess sup
0<t<1
∫
K1
uδ(·, t)dx +
"
Qr
um+p−3+δ|Dϕ|pdz
)
≤ γ
(
1 +
"
Qr
um+p−3+δ|Dϕ|pdz
)
.
To estimate the right hand side from above, we use Young’s inequality to obtain
"
Qr
um+p−3+δ|Dϕ|pdz ≤
1
2γ
"
Qr
um+p−3+δ(1+ν(p,N))dz + γ
(
1
r − s
) N
δ [p+m−3+δ(1+ν(p,N))]
.
Then we conclude that"
Qs
up+m−3+(1+ν(p,N))δdz ≤
1
2
"
Qr
um+p−3+δ(1+ν(p,N))dz + γ
(
1
r − s
) N
δ [p+m−3+δ(1+ν(p,N))]
.
At this stage, we deduce from [7, Preliminaries Lemma 5.2] that∫ ( 7
8
)p
0
∫
K 7
8
up+m−3+(1+ν(p,N))δdxdt ≤ γ,
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and the estimate (7.9) follows immediately from Lemma 7.1. This completes the proof of
Lemma 7.2. 
Lemma 7.3. Let u be as in Lemma 7.2. Then there exists a constant γ˜ depending only
upon m, p, N, C0 and C1 such that
∫ ( 58 )p
0
∫
K 5
8
um−1|Du|p−1dxdt ≤ γ˜. (7.11)
Proof. By Hölder’s inequality
"
Q 5
8
um−1|Du|p−1dz =
"
Q 5
8
(um−1u
−
(p−1)(m−δ−2)
p )(u
(p−1)(m−δ−2)
p |Du|p−1)dz
≤

"
Q 5
8
up+m−δ−2+δpdz

1
p

"
Q 5
8
um−δ−2|Du|pdz

p−1
p
,
where δ = [4(p − 1)]−1ν(p,N) < 1. By Lemma 7.2, we see that
"
Q 5
8
up+m−δ−2+δpdz ≤ γ.
Moreover, we choose a test function ϕ ∈ C∞(Q 7
8
), such that 0 ≤ ϕ ≤ 1,
ϕ = 0 on ∂Q 7
8
\K 7
8
× {0} , ϕ = 1 on Q 5
8
and |Dϕ| +
(
−
∂ϕ
∂t
)
+
≤ γ.
Applying Caccioppoli estimate (4.30), with ε = −δ and the test function ϕ as defined
above, the integral involving gradient is estimated by
"
Q 5
8
um−δ−2|Du|pdz ≤
"
Q 7
8
um−δ−2|Du|pϕpdz
≤ γ
"
Q 7
8
um+p−δ−2|Dϕ|pdz + γ
"
Q 7
8
u1−δ
(
−
∂ϕ
∂t
)
+
dz.
The Lemma follows by Lemma 7.2 and Hölder’s inequality. We omit the details. 
The following proposition is our main result in this section.
Proposition 7.4. There exist positive constants θ0, S 2 and η1, depending only upon m,
p, N, C0 and C1, such that if u is a positive, weak supersolution in an open set which
compactly contains K2 × (0, T2], ∫
K 1
2
u(x, 0)dx ≥ 2θ0, (7.12)
and the condition (7.7) holds for all t ∈ (0, 1] and all level k ≥ 1, then there holds
u ≥ η1 a. e. in K2 ×
(
1 + 1
2
S 2, S 2
]
. (7.13)
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Proof. In the inequality (4.5) we choose φ = ϕ(x) as a test function, where ϕ ∈ C∞
0
(K 5
8
),
0 ≤ ϕ ≤ 1, ϕ = 1 in K 1
2
and |Dϕ| ≤ 8. Then, we infer from (7.12) that
∫
K 5
8
u(x, t)dx ≥
∫
K 5
8
u(x, t)ϕ(x)dx
≥
∫
K 5
8
u(x, 0)ϕ(x)dx −
∫ ( 5
8
)p
0
∫
K 5
8
A(x, t, u,Du) · Dϕdxdt
≥
∫
K 1
2
u(x, 0)dx −
∫ ( 5
8
)p
0
∫
K 5
8
um−1|Du|p−1|Dϕ|dxdt
≥ 2θ0 − γ˜ ≥ θ0
for any t ∈
(
0, ( 5
8
)p
]
, provided θ0 ≥ γ˜. On the other hand, we use Lemma 7.2 to obtain
∫ ( 5
8
)p
0
∫
K 5
8
u(x, t)qdxdt ≤ γ
for some q > 1 in the range (7.8). Then, there exists a time level t1 ∈
(
0, ( 5
8
)p
]
such that
∫
K 5
8
u(x, t1)dx ≥ θ0 and
∫
K 5
8
u(x, t1)
qdx ≤ γ.
Hence, it follows from [18, Lemma 5.9] that
|[u(·, t1) ≥
1
2
θ0] ∩ K 5
8
| ≥
(
1
2
) q
q−1
γ−
1
q−1 |K 5
8
|.
By Lemma 6.1, there exist constants η0, δ in (0, 1) and C, η∗, d > 0 depending only upon
m, p, N, C0 and C1, such that
u ≥
1
2
η∗θ0 a. e. in K2 ×
(
t1 +
Cp+m−3
(η∗θ0)p+m−3
1
2
δ, t1 +
Cp+m−3
(η∗θ0)p+m−3
δ
]
,
where
η∗ = η0
((
1
2
) q
q−1
γ
− 1
q−1
)d+1
.
Therefore the estimate (7.13) follows by choosing
η1 =
1
2
η∗θ0 and S 2 =
Cp+m−3
(η∗θ0)p+m−3
. (7.14)
This finishes the proof of Proposition 7.4. 
8. Proofs of theMain Results
In this section we will prove the weak Harnack inequalities of positive, weak superso-
lutions to doubly nonlinear parabolic equations. The method of the proof has its origin in
[18, 7]. Since most of the arguments are standard by now, we will only sketch the proof
and refer the read to [7, chapter 3, section 13-14] for the details.
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8.1. Proof of Theorem 2.2. Let γ˜ be the constant defined as in (7.11). Let (y, s) ∈ ET
be a fixed point. We set M˜ =
>
K̺(y)
u(x, s)dx and M = (3γ˜)−1M˜. We assume that M > 0,
otherwise there is nothing to prove. Moreover, we introduce the change of variables
x′ =
x − y
2̺
, t′ = Mp+m−3
t − s
̺p
and v(x′, t′) =
1
M
u(y + 2̺x′, s + Mm+p−3̺pt′).
From (2.5), it is easily seen that
−
∫ Mm+p−3 (T−s)̺−p
−Mm+p−3 s̺−p
∫
K8
v
∂φ
∂t′
dx′dt′ +
∫ Mm+p−3(T−s)̺−p
−Mm+p−3 s̺−p
∫
K8
A˜(x′, t′, v,Dx′v) · Dx′φ dx
′dt′ ≥ 0
for any non-negative test function φ = φ(x′, t′) with
φ ∈ C∞0
[
K8 × (−M
m+p−3s̺−p,Mm+p−3(T − s)̺−p)
]
,
where
A˜(x′, t′, v,Dx′v) =
̺p−1
Mp+m−2
A
(
y + 2̺x′, s + Mp+m−3̺pt′,Mv,
M
2̺
Dx′v
)
.
From (2.2), we deduce
A˜(x′, t′, v,Dx′v) · Dx′v ≥ 2
1−pC0|v|
m−1|Dv|p,
|A˜(x′, t′, v,Dx′v)| ≤ 2
1−pC1|v|
m−1|Dv|p−1,
which implies that v is a weak supersolution to the doubly degenerate parabolic equation
∂t′v − divA˜(x
′, t′, v,Dx′v) = 0
in the cylinder K8 ×
(
−Mm+p−3s̺−p,Mm+p−3(T − s)̺−p
)
. Furthermore, we observe that
?
K 1
2
v(x′, 0)dx′ = 3γ˜. (8.1)
Let S 1 and S 2 be as in (6.16) and (7.14) respectively. By reducing η0, we assume, without
loss of generality, that min{S 1, S 2} ≥ 1. Furthermore, we need only consider the case
Mp+m−3
T − s
̺p
> max{S 1, S 2} > 1,
since otherwise there is nothing to prove. We infer from (8.1) that either Proposition 6.2 or
Proposition 7.4 holds. By a suitable modification of the constants, there exist constants η∗
and T∗ depending only upon m, p, N, C0 and C1, such that
v ≥ η∗ a. e. in K2 ×
(
1 + 1
2
T∗, T∗
]
.
Transforming back to the original variables, we obtain the desired estimate (2.6). We omit
the details.
8.2. Proof of Theorem 2.3. Without loss of generality,we may prove the theorem in the
case that (y, s) = (0, 0). This is always possible by using a translation. It suffices to prove
the theorem in the case that
?
K̺
u(x, 0)dx > 2c
(
̺p
T ′
) 1
p+m−3
. (8.2)
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We set v(x, t) = u (δ̺x, (δ̺)pt) , where δ > 1 is to be chosen. Then v is a positive, weak
supersolution in RN × (0, T ′(δ̺)−p]. Let c and γ be as in Theorem 2.2. We need only
consider the case ?
K1
v(x, 0)dx > 2c
(
(δ̺)p
T
) 1
p+m−3
. (8.3)
We now use Theorem 2.2 for v to obtain?
K1
v(x, 0)dx ≤ c
(
(δ̺p)
T
) 1
p+m−3
+ γ ess inf
Q∗
v,
where
Q∗ = K∗ × (
1
2
T∗, T∗) and T∗ = c
m+p−3
(
1
2
?
K1
v(x, 0)dx
)3−m−p
<
T
(δp)p
.
It follows from (8.3) that ?
K1
v(x, 0)dx ≤ 2γ ess inf
Q∗
v. (8.4)
At this point, we choose
δp = c3−m−p
T ′
̺p
(
1
2
?
K1
v(x, 0)dx
)p+m−3
. (8.5)
Moreover, the estimate (8.3) yields
δλ ≥ c3−m−p
T ′
̺p
1
2
?
K̺
u(x, 0)dx

p+m−3
,
where λ = N(p+m− 3)+ p. This inequality together with (8.2) ensures δ > 1. Finally, we
conclude from (8.3)-(8.5) that
?
K̺
u(x, 0)dx ≤ 2γδN inf
Q′
u ≤ 2γ(cγ)
N(p+m−3)
p
(
T ′
̺p
) N
p
(
ess inf
Q′
u
) N(p+m−3)
p
(8.6)
where Q′ = K4δ̺×(
1
2
T ′, T ′). This finishes the proof, the detailed verification of (8.6) being
left to the reader.
Remark 8.1.
It would be interesting to establish similar results of Theorem 2.2 and Theorem 2.3 for
the case m + p > 3 and 0 < p < 1.
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