Abstract. We propose an iterative method that solves a nonsmooth convex optimization problem by converting the original objective function to a once continuously differentiable function by way of Moreau-Yosida regularization. The proposed method makes use of approximate function and gradient values of the MoreauYosida regularization instead of the corresponding exact values. Under this setting, Fukushima and Qi (1996) and Rauf and Fukushima (2000) proposed a proximal Newton method and a proximal BFGS method, respectively, for nonsmooth convex optimization. While these methods employ a line search strategy to achieve global convergence, the method proposed in this paper uses a trust region strategy. We establish global and superlinear convergence of the method under appropriate assumptions.
1.
Introduction. In this paper we consider the problem min x∈R n f(x), (1.1) where f : R n → R is a (possibly nondifferentiable) convex function. Associated with this problem is the problem min x∈R n F (x), (1.2) where F : R n → R is the so-called Moreau-Yosida regularization of f [10] , which is defined by
where λ is a positive parameter and · denotes the Euclidean norm. Throughout the paper, we fix the value of parameter λ. The next proposition [10, Chapter XV, Theorem 4.1.4] shows some basic properties of the gradient of F . Some earlier methods [1, 13, 11] attempt to solve problem (1.2) by combining bundle methods and quasi-Newton ideas, but are conceptual in the sense that they make use of the exact function and gradient values of the Moreau-Yosida regularization. The exact evaluation of function and gradient values at an arbitrary point is in general practically impossible. To overcome this difficulty, Fukushima and Qi [9] explore the possibility of utilizing approximations of those values instead of their exact values. Rauf and Fukushima [17] present a quasi-Newton method that extends the algorithm proposed by Fukushima and Qi [9] . Algorithms for solving the nonsmooth problem (1.1) that combine Newton or quasi-Newton techniques with Moreau-Yosida regularization are also studied in [1, 2, 3, 5, 15] .
For moving from the current point to a new iterate, there are two fundamental strategies, that is, line search and trust region methods. Trust region methods [7, 14] define a region around the current iterate within which they trust the model to be an adequate representation of the objective function, and then choose the step to be an approximate minimizer of the model in this region. This method is effective for large-scale numerical optimization and included in the software such as MATLAB [12] . In this paper we attempt to combine trust-region ideas with the algorithms proposed in [9, 17] . This paper is organized as follows. In the first part of Section 2, we present formally the algorithm. The second part of Section 2 gives some properties to support the proposed algorithm. In Section 3, we first prove the global convergence of the algorithm under the strong convexity assumption on the function to be minimized, and then discuss the rate of convergence of the proposed method. In the last section, we give some concluding remarks.
2. Algorithm and related properties. We develop a trust-region method for minimizing the Moreau-Yosida regularization (1.3), which makes use of approximate values of the function F and its gradient g instead of their exact values. The algorithm is stated as follows.
Algorithm
Step 0: Choose constants 0 < µ < η < 1, 0 < γ < 1, ∆ min > 0, and a positive constant β > 0. Choose x 0 ∈ R n , ∆ 0 ≥ ∆ min , and an n × n symmetric positive definite matrix B 0 . Set 0 := β∆ Step 1: Compute the vector p k by solving the subproblem
Step 2: If p k = 0, then let x k+1 := x k , ∆ k+1 := ∆ k , k+1 := min β∆ 2 k , γ k , B k+1 := B k , k := k + 1, and go to Step 1. Otherwise, go to Step 3.
Step 3: Compute the ratio ρ k by
Step 4: If ρ k < µ, then put
k , γ k , k := k + 1 and go to Step 1. Otherwise, go to Step 5.
, and go to Step 1. Otherwise, go to Step 6.
Step 6: Let
, then update B k by the BFGS formula given by
Let k := k + 1 and go to Step 1.
We will say iteration k is successful if Step 6 is visited. The following proposition explains the situation where the algorithm stalls because the loop through Step 1 to Step 2 cycles infinitely.
Lemma 2.1. If the loop through Step 1 to Step 2 cycles infinitely, then x k stays at a pointx for all k sufficiently large, andx is an optimal solution of problem (1.1).
Proof. The loop through Step 1 to Step 2 cycles infinitely only if
where k 0 is a sufficiently large integer. Since B −1 k0 is positive definite, (2.2) implies that
Moreover, since k → 0, from Proposition 1.3, we have
This implies that the lemma holds withx = x k0 .
The next lemma shows that the loop through Step 1 to Step 4 cannot cycle infinitely. Note that if this loop cycles infinitely, both { k } and {∆ k } tend to zero and, moreover, k = O(∆ 2 k ) by the updating rule in Step 4. Lemma 2.2. Let x be fixed and suppose that x is not an optimal solution of (1.1). Let p(∆, ) be an optimal solution of the problem
where B is a fixed symmetric positive definite matrix. If ∆ and tend zero with = O(∆ 2 ), then we have
.
Then we have
T Bg a (x, )) and
On the other hand, if τ * = 1, then we have
3 . Consequently, it follows from (2.4), (2.5) and (2.6) that
In the following, we denote for simplicityp = p(∆, ). If F a (x, )−F a (x+p, γ )+ q(p) is non-negative, then Proposition 1.3, Taylor's Theorem and Proposition 1.
9) wheret = t(∆, ) ∈ (0, 1). Therefore, it follows from (2.7), (2.8), (2.9), the definition of the ratio ρ(∆, ), and p ≤ ∆ that
Since x is not an optimal solution of (1.1), we have g(x) = 0. So, by Proposition 1.3 (3), we may assume that there is a δ > 0 such that for any > 0 sufficiently small
Therefore, from (2.10) we get
When ∆ and are sufficiently small, the denominator equals δ∆ and the numerator is bounded by c 1 ∆ 2 + c 2 √ ∆ + c 3 , where c 1 , c 2 and c 3 are positive constants independent of and ∆. Since = O(∆ 2 ) by assumption, the right-hand side of (2.11) is bounded by c 4 ∆ + c 5 ∆ + c 6 ∆, where c 4 , c 5 and c 6 are positive constants independent of and ∆. Consequently, when ∆ and tend to zero with = O(∆ 2 ), the right-hand side of (2.11) also tends to zero. Therefore we get ρ(∆, ) → 1.
Lemma 2.3. If the loop through
Step 1 to Step 5 cycles infinitely, then x k stays at a pointx for all k sufficiently large. Moreover, if {∆ k } is bounded away from zero and {B k } is bounded, thenx is an optimal solution of problem (1.1).
Proof. It is clear that if the loop through Step 1 to Step 5 cycles infinitely, then there exists a sufficiently large positive integer k 0 such that x k ≡x for all k ≥ k 0 . This shows the first part of the theorem.
To prove the second part by contradiction, let us suppose thatx is not an optimal solution of (1.1). From Lemma 2.2, the loop through Step 1 to Step 4 cannot cycle infinitely. Therefore we must visit Step 5 infinitely often, in which k > β p k 2 and k+1 := γ k hold. Since 0 < γ < 1, k decreases to zero. Thus {p k } has a subsequence {p ki } converging to zero as k i → ∞. Moreover, since {∆ k } is bounded away from zero, the trust region constraint becomes inactive eventually on the subsequence. Therefore, we have
k } is uniformly positive definite by the given assumption, and x k ≡x for k large enough, it follows from Proposition 1.3 that
Therefore,x is an optimal solution of problem (1.1). This is a contradiction, and the proof is complete.
3. Convergence results. In this section, we consider global convergence and rate of convergence of the algorithm. Note that p k = x k+1 − x k whenever we enter
Step 6 of the algorithm, i.e., iteration k is successful. BFGS formula (2.1) is well defined if B k is positive definite and p T k y k = 0. The stronger condition p T k y k > 0 guarantees that the matrix B k+1 is positive definite, whenever B k is positive definite. Therefore, BFGS update (2.1) generates positive definite matrices B k , provided the initial matrix B 0 is positive definite.
Throughout we assume that the objective function f of (1.1) is strongly convex with modulus c > 0. 
Proof. The proof is essentially the same as in [17] , which is based on Parts 5 and 6 in Proposition 1.3.
Lemma 3.2. For any ξ ∈ (0, 1), there exist positive constants γ 1 and γ 2 such that the inequalities
are satisfied for at least ξk values of j ∈ [1, k]. Proof. By Lemma 3.1, the conditions of Theorem 2.1 in [4] are satisfied. Then we can prove the existence of positive constants γ 1 and γ 2 satisfying the desired inequalities (3.1) in a similar manner to [4] .
Lemma 3.3. The sequence {x k } is bounded and {F a (x k , k )} is convergent.
Proof. Let the increasing sequence {j i } i=0,1,... enumerate all indices of accepted steps. That is,
and also
In the following, we denote the set of all these successful indices j i by S, i.e.,
According to the rule of the algorithm, it holds that
From (3.3) and the fact that ≤ implies F a (x, ) ≤ F a (x, ), we have
In view of
, and µ > 0 and also x j0 = x 0 , we have
for all k by Proposition 1.3, it follows from (3.2) and (3.5) that {x k } is contained in the level set
On the other hand, strong convexity of f in (1.1) implies the strong convexity of F [10] , which in turn implies that F is bounded from below and its level sets are bounded. Therefore the sequence {x k } is bounded and
Moreover, we can show that {F a (x k , k )} is convergent in a way similar to the proof of Theorem 4.1 in [9] .
Note that the following inequality holds by (2.7) in the proof of Lemma 2.2:
Theorem 3.4. The sequence {x k } generated by the algorithm converges to the unique optimal solution of problem (1.1).
Proof. It suffices to consider the case where the algorithm generates infinitely many successful steps p ji , j i ∈ S, where S is defined as in the proof of Lemma 3.3. Note that
Step 6 of the algorithm. By Lemma 3.3, the sequence {x k } is bounded and hence has an accumulation point. Letx be an arbitrary accumulation point. Let J be the set of indices for which (3.1) is satisfied. Suppose that there is an > 0 such that g a (x j , j ) ≥ for all j ∈ J ∩ S sufficiently large. Then by (3.6), we have
for all j ∈ J ∩ S large enough. On the other hand, from (3.4) in the proof of Lemma 3.3, and then using (3.7), we have
for any j 0 , j n ∈ J ∩ S, because {F a (x jn , jn )} is convergent by Lemma 3.3 and { B ji } is bounded by Lemma 3.2. This is a contradiction. Therefore, we must have
From (3.8) together with Part 3 in Proposition 1.3, we obtain
Thusx minimizes F . Since the minimizer of F is unique by the strong convexity, the above argument indicates that {x j } j∈J has the only limit pointx. Moreover, taking into account the fact that {F a (x k , k )} is convergent, we can deduce that the whole sequence {x k } converges to the unique minimizerx of F . Therefore, {x k } generated by the algorithm converges to the unique optimal solution of (1.1).
Our final goal is to establish Q-superlinear convergence of the algorithm. Under some conditions, we prove the following superlinear convergence theorem. Theorem 3.5. Suppose that the conditions of Theorem 3.4 hold and g is semismooth at the unique solutionx to problem (1.1). Suppose furthermore that
ciently large k. Then the sequence {x k } generated by the algorithm converges tox Q-superlinearly.
Proof. By Theorem 3.4, {x k } converges tox. Then by condition 1, Propositions 1.1, 1.2 and 1.3, we have
By condition 2, there is a V k ∈ ∂ B g(x k ) for each k such that
Since g is semismooth atx, according to [16] , we have ≤M for all k. Thus, by (3.9), (3.10) and (3.11), for sufficiently large k, we have
This establishes Q-superlinear convergence of {x k } tox.
4. Conclusion. For solving nonsmooth convex minimization problems, we have proposed an implementable trust-region method, and proved its global convergence under the strong convexity assumption on the function to be minimized. In addition, we have established Q-superlinear convergence of the algorithm under some additional conditions. Although the strong convexity assumption may appear to be restrictive, we have been unable to get rid of it in establishing our global convergence result. In particular, the strong convexity is used in Lemma 3.1 to ensure the nonnegativity of y T k p k , which is needed in the BFGS update. Moreover, condition 2 in Theorem 3.5, which is used to establish Q-superlinear convergence of the algorithm, also seems to be restrictive in quasi-Newton methods. These issues remain interesting subjects for further research.
