Abstract-This paper deals with the problem of model reduction by moment matching for linear differential inclusions. The problem is formally formulated and the notions of momentset and approximate reduced order model are introduced. We first solve the auxiliary problem of model reduction by moment matching for time-varying systems driven by timevarying signal generators. Then, we solve the problem of model reduction for linear differential inclusions. The results are illustrated by means of a numerical example.
I. INTRODUCTION
Differential inclusions are a generalization of differential equations having multi-valued right-hand side. They arise in a multitude of applications [1] . For instance, they provide a framework to study the solutions of differential equations with discontinuous right-hand side [2] . They are a fundamental mathematical tool to prove the existence of control laws in optimal control [3] . They are also useful to model systems with uncertain right-hand side, such as systems in which some of the parameters are known to belong to a certain set but cannot be determined precisely [2] . Recently, differential inclusions have also being used in the literature of hybrid systems and stochastic hybrid systems to model non-unique solutions [4] , [5] . Computing the solutions of differential inclusions is numerically challenging since each initial condition can produce a different set of dense solutions. For this reason some numerical methods for the approximation of these solutions have been proposed, see e.g. [6] , [7] . A possible systematic approach to approximate differential inclusions is represented by model order reduction techniques. The objective would be to determine a reduced order differential inclusion that approximates, in a sense to be specified, the behavior of the higher order differential inclusion. Model reduction for differential equations is a mature field. Several approaches have been proposed for linear differential equations [8] - [17] , nonlinear differential equations [18] - [23] , and more general classes of differential equations [24] - [29] , just to cite a few. For differential inclusions the problem of model reduction is almost completely unexplored, with few possible exceptions. For instance in [30] differential inclusions are approximated with higher-order differential equations, whereas in [31] a multi-scale approach is used to reduce the complexity of the models. One of the reasons behind this scarcity of results for the problem of model reduction of differential inclusions is probably the additional difficulty which arises when dealing with multi-valued functions. It becomes difficult then to define a notion of reduced order model and to provide numerical tools that can efficiently determine such reduced order models. This paper tries to shed some light on the problem of model reduction for linear differential inclusions exploiting the notion of steady-state. We introduce the notions of "momentset" and "approximate reduced order model", which help to precisely formulate the problem (Section II). The problem is solved in two steps. We first consider the problem of model reduction for linear time-varying systems driven by time-varying signal generators (Section III). We then provide a solution to the problem of model reduction for linear differential inclusions (Section IV). The results of the paper are illustrated by means of a numerical example. Notation. We use standard notation. R ≥0 denotes the set of non-negative real numbers; C <0 denotes the set of complex numbers with negative real part; C 0 denotes the set of complex numbers with zero real part. The sum of a set and a vector denotes the corresponding set shift. The symbol σ(A) denotes the spectrum of the matrix A ∈ R n×n , whereas ||A|| indicates its induced Euclidean norm. The superscript denotes the transposition operator.
II. PROBLEM FORMULATION
In this section we introduce the class of linear differential inclusions which are studied in this paper. We recall the classical definition of steady-state response and we then define the concepts of "moment-set" and "approximate reduced order model". Let A ⊂ R n×n be a nonempty, closed set of real matrices. For x ∈ R n we say that v ∈ Ax, if there exists a matrix A ∈ A such that v = Ax. With this notation, we define a linear differential inclusion of order n aṡ
with x(t) ∈ R n , u(t) ∈ R, y(t) ∈ R, B ⊂ R n×1 and C ∈ R 1×n . Given an initial condition x 0 = x(0), we call a continuous function x : R → R n a solution of (1) if and only ifẋ(t) ∈ Ax(t) + Bu(t) for almost all t ∈ R. We define the set of solutions with initial conditions in X 0 ⊂ R n as the set X (X 0 ) := {x is a solution of (1) : x 0 ∈ X 0 }.
n and suppose x(·) is defined for all t ≥ 0 and for all x 0 ∈ B. The omega limit set of the set B, denoted Ω(B), is the set of all points x ∈ R n for which there exists a sequence {x k } of solutions x k ∈ X (B) and a sequence {t k }, with lim
Definition 2.
[33] Suppose the solutions of system (1), with initial conditions in a closed and positively invariant set X , are ultimately bounded with ultimate bounded subset B. A steady-state response is any solution with initial condition x 0 ∈ Ω(B).
Consider an autonomous linear differential inclusion described byω
Assume that S is non-empty, closed and all the matrices S ∈ S are nonderogatory 1 . Moreover, we consider only initial conditions ω(0) for which the triple (L, S, ω(0)) is minimal 2 .
Definition 3. Consider the differential inclusion (1) and an input u described by (2) . Suppose that for each solution x in the set of steady-state responses X (Ω(B)) there exists a map Π : R → R n×ν : t → Π(t) such that x = Πω and let P := {Π(·) : x = Πω for all x ∈ X (Ω(B))}. The momentset of system (1) at (L, S) is defined as the set CP of the mappings CΠ(·), with Π(·) ∈ P.
We are now ready to provide two formulations of the problem of model reduction for differential inclusions, a full problem and an approximate problem (in brackets). Problem 1. Consider the differential inclusion (1) equipped with a moment-set CP at (L, S). The problem of (approximate) model reduction by moment matching consists in determining a differential inclusion of order ν < n equipped with a moment-set HP at (L, S) such that for each steadystate output mapping CΠ(·) belonging to (a subset of) CP, there exists a steady-state output mapping H(·)P (·) belonging to (a subset of) HP such that CΠ(t) = H(t)P (t) for all t ∈ R. Definition 4. A differential inclusion solving Problem 1 is called an (approximate) reduced order model of (1) 
at (L, S).
While we provide a solution to the non-approximate version of Problem 1, from a practical point of view it is impossible to determine the moment-set of a differential inclusion in closed form because the moment-set is itself the solution of another differential inclusion. Since model reduction is motivated by practical applications, it is imperative to formulate an approximate version of the problem which can be numerically solved. Before explaining the motivation behind the particular chosen formulation, we recall an important fact about model reduction by moment matching. Remark 1. A reduced order model by moment matching of a linear differential equation for a class of inputs u generated by (2) when S is single-valued has the property of having the same steady-state output response of the original system to this specific class of inputs. However, in general there is no guarantee regarding the approximation error provided for inputs that do not belong to the given class.
In the case of differential inclusions, it seems sensible to extend this idea of "zero steady-state error" for the interpolated signals also to the class of systems to be reduced. In particular, we want that the error between the steadystate output response of the reduced differential inclusion and the steady-state output response of a subset of systems belonging to (1) is zero. In other words, we are looking for approximated reduced order models which provide "zero steady-state error" for the "interpolation" signals and the "interpolation" systems.
III. MODEL REDUCTION FOR LINEAR TIME-VARYING

SYSTEMS
To solve the problem of model reduction for differential inclusions we first study a related, simpler, problem. Defining a suitable selection criterion, see [36] , the linear differential inclusion (1) can be seen as a way of simultaneously considering all time-varying matrices A : R → A and B : R → B, and the associated time-varying linear systeṁ
Similarly, the linear differential inclusion (2) can be seen as a way of simultaneously considering all the solutions of the time-varying systeṁ
with S : R → S. We also assume that A(·), B(·) and S(·) are piecewise continuous functions of t and that A(·) and S(·) are bounded on any finite time interval. Let (t, t 0 ) → Λ(t, t 0 ) and (t, t 0 ) → Σ(t, t 0 ) be the state transition matrices, see [37] , of systems (3) and (4), respectively. We recall the definition of exponential stability for linear time-varying systems.
Definition 5.
[38] System (3), or simply A, is exponentially stable on [t 0 , ∞) if there exists α ∈ R >0 and γ ∈ R >0 such that ||Λ(t, s)|| < γe −α(t−s) ,
The next result provides a description of the steady-state response of the interconnection of system (3) and the signal generator (4). Lemma 1. Consider the interconnection of system (3) and the signal generator (4). Assume system (3) is exponentially stable and the signal u is bounded backward and forward in time. The steady-state response of the output of such interconnection is
which is the unique steady-state solution of the differential Sylvester equatioṅ
Π(t) = A(t)Π(t) − Π(t)S(t) + B(t)L.
We provide now a family of time-varying reduced order models of system (3).
Lemma 2. Consider the interconnection of system (3) and the signal generator (4). Assume system (3) is exponentially stable and the signal u is bounded backward and forward in time. The system described by the equationṡ
with
, is a reduced order model of system (3) at (L, S) if ν < n and there exists a unique steady-state solution P (·) of the equationṖ
such that
where Π is given by (5).
We now simplify the conditions in Lemma 2, providing a simple family of reduced order models. Proposition 1. Consider system (3) and the signal generator (4). Assume system (3) is exponentially stable and the signal u is bounded backward and forward in time. Then the system described by the equationṡ
where Π is given by (5) , is a reduced order model of system (3) at (L, S) for any G such that S(t) − G(t)L is exponentially stable.
Remark 2. The family of models (10) imply that the solution of the associated equation (8) is P (t) = I. Note that there is no loss of generality in having P (t) = I. In fact, assume that the equatioṅ
has a unique solutionP (t) = I which is invertible for all t ∈ R and consider the model
Define the new variable z(t) := P (t) −1 ξ(t) and note thaṫ
Solving this equation with respect toż yieldṡ
Substituting equation (11) in the last expression we obtaiṅ
where G = P −1 G, and note that as a result F = P −1 ( F P − P ). Finally note that the matching condition for system (12) is H(t) P (t) = CΠ(t), which yields H(t) = CΠ(t) P (t) −1 and ψ = H(t)ξ = CΠ(t)z.
We consider now the problem of selecting G(t) such that the reduced order model (10) is exponentially stable. The solution of this problem is given in the next result. Theorem 1. Let Φ(t, t 0 ) be the state transition matrix of system (10) . The following statements are equivalent.
(ES1) The matrix G(t) is such that there exists a bounded non-negative definite matrix Z(t) which satisfieṡ
is bounded and non-negative. (ES3) System (10) is exponentially stable.
IV. MODEL REDUCTION OF LINEAR DIFFERENTIAL
INCLUSIONS
We can now formulate the main result of the paper, namely we provide a family of reduced order models for the differential inclusion (1), solving Problem 1. Proposition 2. Consider the differential inclusion (1) and the signal generator (2) . Assume that all matrices A : R → A are exponentially stable and the signal u is bounded backward and forward in time. Then the differential inclusion described byξ ∈ Fξ + Gu,
is a reduced order model of the differential inclusion (1) at (L, S) if
The differential inclusion (15) is an approximate reduced order model of the differential inclusion (1) at (L,S,Ā,B) if whereĀ,B andS are subsets of A, B and S, respectively. Example 1. We illustrate Proposition 2 with a numerical example. Consider the linear differential inclusion (1) and the signal generator (2). The sets have been generated as follows. For graphical clarity we select n = 10, but similar results have been obtained with n > 100. Let A n be a randomly generated stable matrix and let A p = diag(A (6) is computed for each time-varying system associated to the differential inclusion. Fig. 1 shows the time history of the three components of the vector CΠ(t) for all the time-varying systems inĀ,S. For each component, the figure shows one particular solution with a solid/black line. The approximate reduced order model (15) has been constructed as follows. The matrix G n has been computed assigning the eigenvalues of the matrix
, for all i = 1, . . . , ν, such that the resulting S(t) − G(t)L are exponentially stable. Thus the set F, G and H have been constructed as in Proposition 2. Fig. 2 shows the set of the outputs of the differential inclusion (1) as it evolves in time in solid/blue line and the set of the outputs of of the approximate reduced order model (15) as it evolves in time in dotted/red line for one randomly generated initial condition. The two sets converge asymptotically to each other as expected. We now consider a matrixÃ(t) ∈ A \Ā, to test the approximate reduced order model for systems that we have not interpolated by means of an associated time-varying system. Fig. 3 shows the time history of some selected output of the differential inclusion (1) in solid/blue lines and of some selected output of the approximate reduced order model (15) in dotted/red lines. The bottom graph shows the corresponding absolute error. The matrix Π used in the simulation is the one obtained with the closest matrix toÃ in A. We see that the error does not converge to zero but the approximation is "close".
V. CONCLUSION
Introducing the notions of moment-set and approximate reduced order model we have formulated and solved the problem of model reduction by moment matching for linear differential inclusions. Many open problems need to be addressed by further research. For instance the selection of the interpolating subsetsĀ ⊂ A,B ⊂ B,S ⊂ S is of paramount importance to achieve a satisfactory approximation for the
