We derive the spectral properties of tridiagonal k-Toeplitz matrices in generality i.e. with non symmetric complex entries and any periodicity k. Previous work has highlighted some special spectral properties of real symmetric tridiagonal k-Toeplitz matrices and note that all square matrices have similarity transformation to tridiagonal form. Toeplitz matrices are used in convolution, discrete transforms and lumped physical systems, and it can be shown that every matrix is a product of Toeplitz matrices. We begin with numerical results of spectra of some special k-Toeplitz matrices as a motivation. This is followed by a derivation of spectral properties of a general tridiagonal k-Toeplitz matrix using three term recurrence relations and C → R, C → I k th order polynomial mappings. These relations establish a support for the limiting eigenvalue distribution of a tridiagonal Toeplitz matrix which has dimensions much larger than k. Numerical examples are used to graphically demonstrate theorems. As an addendum, we derive expressions for O(k) computation of the determinant of tridiagonal k-Toeplitz matrices of any dimension.
Introduction
Structured matrices such as circulant matrices, Toeplitz matrices, Cauchy and Hankel matrices are interesting both in terms of their algebraic structure and physical applications point of view. Recently, it has been observed that every matrix is a product of Toeplitz matrices [10] . Toeplitz matrices have constant entries along their diagonals and transformation systems like convolution, auto correlation, and moving averages can be represented by y = T x, where T is a Toeplitz matrix of order m × n, y is the output sequence of length m and x is input sequence of length n. They are also used in regularization of ill posed problems ( [7] , [8] ). A special type of Toeplitz matrix, a circulant matrix where k = 1, is used in computing the discrete fourier transform. In queueing theory state transition matrix for several Markov queueing models can be modeled using Toeplitz matrices. Eigenvalues and pseudo eigenvalues of triangular Toeplitz matrices were analyzed before [9] . 2-Toeplitz matrices are used in modelling quantum oscillators and sound propagation, and 1-Toeplitz matrices are general in cubic splines and solution of differential equations. A detailed study of 2-Toeplitz and 3-Toeplitz matrices was done earlier ( [1] , [6] ) for real symmetric entries. In the case of banded Toeplitz matrices, periodicity is meaningful only on the non-zero entries. Such matrices with periodicity k in the bands are generally known as k-Toeplitz matrices.
In this work, we begin with special tridiagonal k-Toeplitz matrix with entries on the unit circle in C to highlight the possible interesting symmetries in spectra. Following this section with examples of spectral distributions, we present the derivation of the spectral properties of a tridiagonal k-Toeplitz matrix in generality. We pose the eigenvalue problem of such matrices, of arbitrary dimensions, as a k th order polynomial mapping. First we reduce the characteristic equations of matrices of increasing dimensions into a three-term polynomial recurrence relation with a k th order coefficient polynomial. Conditioned projections of this k th order coefficient polynomial provide a support for the k different groups in the spectra of the k-Toeplitz matrix. We also produce an interlacing theorem for these eigenvalues and this derived support is shown to converge tightly with the limiting eigenvalue distribution for dimensions significantly larger than k. The spectra of banded Toeplitz matrices for k > 1 were studied using potential theory recently ( [2] , [?] ). We note that considering the inherent periodicity in such structured matrices, our approach of using polynomial mapping and recurrence relations presents a potentially more amenable method. Our work on extending this approach to other dense structured matrices will be pursued elsewhere. We also derive expressions for the O(k) computation of the determinant of tridiagonal k-Toeplitz matrices, which is presented in the appendix.
In a tridiagonal k-Toeplitz matrix tridiagonal elements in the first k rows repeat after k rows. A general k-Toeplitz matrix we discuss in this article is of the form
Here x j , y j and a j can be any complex constants. Let M k denote the matrix M k of dimensions N .
Motivation and Spectra of Special k-Toeplitz Matrices T k
In this section we define some special type of tridiagonal k-Toeplitz matrices where a j = 0, x j = (−1) j mod k and y j = 1 where i + 1 represents the row number of the square matrix and k is any odd number or 2. (If k is any other even number, entries in T k will be identical to entries in T 2 of corresponding dimensions).
For example, T 2 would be given by 
Scatter plot of eigenvalues of T k for k = 2, k = 3, k = 5, k = 7, k = 9, k = 11 and k = 13 are plotted in figures 1 to 7 for dimension N k.
Limiting Spectrum : Observations and Claims
1. Spectrum of T k (plotted real versus imaginary part of eigenvalues of large dimension T k ) for N k converges to k number of distinct curves, if k is odd or k = 2 .
2. If k is of the form 4n + 3 where n is an integer ≥ 0, the scatter plot of real versus imaginary part of eigenvalues contains imaginary axis as one of the curves, and if k = 4n + 1 then real axis as one of the curves.
3. The curves are hyperbolic in nature. They are open and don't intersect.
Here dimension N of the matrix T k is taken exactly as an integer multiple of k. If it is not a multiple of k then r = N mod k number of eigenvalues will fall in between the k curves in complex plane. 
Three Term Recurrence and Reduction Matrices for a General Tridiagonal k-Toeplitz Matrix
Our aim in this section is to get a three term recurrence relation of characteristic polynomial of matrix M k of dimension nk×nk in terms of matrices M k of dimensions (n−1)k×(n−1)k and (n−2)k×(n−2)k. Characteristic equation of matrices M k is given by the the polynomial det(M k −λI) = 0. Let us replace −λ by z so that
Let p k n (z) denote the characteristic polynomial of matrix M k of dimension nk × nk and q k n (z) be the characteristic polynomial of the submatrix of M k eliminating first row and first column, which is of dimension nk − 1 × nk − 1 where n = 1, 2, . . . . Similarly r k n (z), s k n (z), . . . , β k n (z) be the characteristic polynomials of square matrices obtained by eliminating first l rows and columns from M k where l = 2, 3, . . . , k − 1 respectively. Similarly let us denote p k n−1 (z) as the characteristic polynomial of matrix M k of dimension nk−k×nk−k and q k n−1 (z) be the characteristic polynomial of the submatrix of M k eliminating first k + 1 rows and columns which is of order nk − k − 1. Also let x j y j = u j . Now by expanding the determinant of M K − λI along the first row we get a set of equations
Theorem 1. Suppose we can express the characteristic polynomials p k n and q k n of order nk in terms of p k n−1 and q k n−1 of order (n − 1)k as,
Then we have a polynomial three term recurrence relation of the form
Where Q k (z) is a polynomial of degree k, and γ ∈ C 1 is a scalar.
From the matrix representation equation (2) we have,
Rearranging equation (4) 
By replacing n by n + 1,
Multiplying (5) by B(z)
Substituting equation (7) in (8), we obtain a three term recurrence relation
This proves the theorem with Q k (z) = trace(U k ) and γ = −det(U k ). corollary 1. By using theorem 1 and properties of reduction matrices U k we can find an expression for Q k and γ in terms of entries of matrix
Proof. Let us consider the set of equations (1); If k = 1, for M 1 we have U 1 as
U 1 is a matrix which reduces a single equation. Now if we have to reduce two equations for M 2 we can see that
Therefore we have the relation
Also, we have
In general, for any period k, the reduction matrix U k is given by (15)
From equation (11) this defines Q k (z) and γ as
By using equation (15) and property of determinant on product of matrices,
By definition of U 1 from equation (12) we have det(U 1 (a j , u j )) = −u j for any integer j. Therefore
corollary 2. By using reduction matrices U k we can give an expression for characteristic polynomials of tridiagonal k-Toeplitz matrices of dimension nk.
Proof. From matrix representation equation (2) we have
, · · · nk} be the set of eigenvalues of M k of dimensions nk. Now let us assume the following remark holds.
remark 1 (Existence of Limiting Distribution). For any > 0 there exists a natural number m( ) such that for all n > m, we have j ∈ {1, 2, . . . nk + k} for i ∈ {1, 2, . . . nk} such that |z n,i − z n+1,j | < . Let S be a limiting set of eigenvalues. We have lim n→∞ S n = S. As n increases S n approaches S.
With this assumption of remark 1 we derive the nature of S (theorem 2).
Proof. From the equation (19) as limit we get
We have U k which is matrix with the transformation
where V 1 and V 2 are the eigenvectors of U k corresponding to eigenvalues λ 1 and λ 2 . Note λ 1 and λ 2 may be repeated eigenvalues and in that case V 1 and V 2 may not be unique for defective matrices. But this does not affect the relation
where any vector
It is well known and evident from 21 that multiplication by a large power of a matrix to a vector results in the eigenvector corresponding eigenvalue λ with the largest magnitude.
Also from three term recurrence
where z n are zeros of p k n (z). From equation (24) and equation (25) 
Theorem 2. For a tridiagonal k-Toeplitz matrix whose characteristic polynomial satisfying three term recurrence relation of the form
And l ∈ L where L is a one dimensional space, a line in the complex plane. It can be either purely real (R) or purely imaginary (I) depending on the nature of γ. 
Proof. Let z ∈ S and
From equation (29) we have r = |γ|e iθ , where θ varies from zero to 2π . Then,
Depending on the nature of γ at region of convergence of zeros of characteristic equation
where L is a line in complex plane whose slope depends on argument of γ.
Let arg(γ) = α. corollary 3. When γ is purely real and positive, then Q k = |γ|(e iθ −e −iθ) ) = 2 |γ|i sin θ ; therefore Q is polynomial from C → I where I is purely imaginary interval {−2 |γ|i, 2 |γ|i} . corollary 4. When γ is purely real and negative, then α = π and we get Q k = |γ|(e iθ + e −iθ) ) = 2 |γ| cos θ therefore Q is polynomial from C → R where R is purely real interval {−2 |γ|, 2 |γ|}. Proof.
For some complex constant C,
From equation (32) we get Q = L where L is a line in complex plane.
Note that when we apply theorem 2 on three term recurrence developed for T k in a later section (2.4) We have γ = −1 when k = 4m + 1. Similarly, we have γ = 1 when k = 4m + 3. Correspondingly we have C → R and C → I spaces for Q. Therefore eigenvalue spectrum of T k of large dimensions falls on the projection of Q k (z) in the complex plane when we look at Q k (z) as polynomial from C → R or as C → I. Hence the claims in section 1.1.1 are proved using the above theorem as shown in Section (2.4). Proof. If γ is real and negative then real axis is one of the curves in the spectrum, and it is clear from Q k = R that number of real eigenvalues of M nk+k k is one more than number of real eigenvalues M nk k . Let λ 1,n , λ 2,n , . . . , λ n,n be the real eigenvalues of M nk k which corresponds to r 1,n , r 2,n , . . . , r n,n of r values (in Q k = r). Similarly λ 1,n+1 , λ 2,n+1 , . . . , λ n,n+1 be the real eigenvalues of M nk+k k which corresponds to r values of r 1,n+1 , r 2,n+1 , . . . , r n,n+1 . Because r is single valued in Q k (i.e. Q k (λ i,j ) corresponds to unique r i,j ),continuous and monotonous, interlacing of real eigenvalues implies interlacing of r values corresponding to them. Which imply interlacing of remaining eigenvalues on k curves because r is single valued in Q k and each value of r corresponds to k eigenvalues.
Interlacing of Eigenvalues of k-Toeplitz matrices
So proving interlacing of n eigenvalues on real line suffices proving interlacing of all nk eigenvalues on k different curves n on each curve. imply interlacing is not possible for those eigenvalues.
2. If λ is a nonzero eigenvalue of M k then −λ is also an eigenvalue of M k (which is true for M k with zeros on the main diagonal; when the main diagonal of M k has constant entries 'a'; all eigenvalues are just shifted by 'a', and the following theorem holds).
Consider the three term recurrence relation in R.
Where x is real. The Wronskian of p n+1 , p n is defined by w
The polynomial p 1 (x) has a single real zero and it is at zero because of the remark 2. Now because of remark 1 and 3 zeros of p 2 (x) will interlace that of p 1 (x). This is for n = 1. For n ≥ 2 we can use induction. Suppose x n,j for j = 1, 2, . . . , n real zeros of p n (x) interlace x n−1,j for j = 1, 2, . . . , n − 1 real zeros of p n−1 (x)
We have (−1) n p n (−C) = p n (C) and (−1) n−1 p n−1 (−C) = p n−1 (C) for some real constant C which bounds all zeros.
, we have w n (x n,j ) > 0 and also from equation (37)
for j = 1, 2, . . . , n + 1 This along with the fact that p n+1 has one more zero than p n and (−1) n+1 p n (−C) = p n (C) establish the interlacing of the zeros of p n and p n+1 .
We have taken a similar approach as in [4] to prove an interlacing on real line. The conditions assumed in theorem 3 are strict. If we prove interlacing on any one of the curves in the projection of Q k (z) in complex plane, theorem 3 can be proved by the same approach as discussed in the above proof.
Application to Special k-Toeplitz Matrices T k
In this section we discuss properties of eigenvalues of T k and apply the theory developed in sections 2.1 and 2.2 to prove the properties of spectrum claimed in section 1.1.1.
Properties of Eigenvalues of T k
T k is a tridiagonal k-Toeplitz matrix of period k with lower diagonal entries 1, diagonal entries zero and upper diagonal entry as (−1) i(mod k) , and when k is even T k = T 2 . remark 3. Because the entries are real, its characteristic polynomial ( det(T k − λI) = 0 ) will have real coefficients and so its eigenvalues will occur in complex conjugate pairs. If we apply Gershgorin circle theorem on T k we can say that eigenvalues of T k will always fall within a circle in complex plane whose centre is at 0 and radius 2.
Theorem 4.
If λ is a nonzero eigenvalue of the matrix T k then −λ is also an eigenvalue.
Proof. Let us consider
Consider the image vector of V with reflections of canonical basis as,
We have two cases for any x u Case 1 : Suppose sign of x u is same in V and V'
Case 2 : If sign of u th entry is different in V and V' then
This is true for all u, including boundaries. Therefore V is indeed an eigenvector and −λ is an eigenvalue of T k .
Three Term Recurrence for T k
The characteristic equation of the matrix T k is given by det(T k − λI) = 0.
where z = −λ.
In this section, we represent p k n (z) (characteristic polynomial of matrix T k of dimension nk) in terms of p k n−1 (z) (characteristic polynomial of T k of dimension (n − 1)k) and p k n−2 (z) (characteristic polynomial of matrix T k of dimension (n − 2)k), as a three term recurrence relation.
Theorem 5. Characteristic polynomial of every T k of dimension nk will satisfy the three term recurrence relation in terms of characteristic polynomials of T k 's of dimensions (n − 1)k and (n − 2)k
where
When k is of the form 4m + 3
When k is of the form 4m + 1
The proof of the above theorem is provided in the appendix, since it is long and restricted to matrices T k .
Scatter plot of real versus imaginary part of eigenvalues of matrix T k are plotted using Matlab for large dimension. Figure 8 is a plot of Q 3 (z) = z 3 − z = x where x ∈ [−2i, 2i]. Figure 9 represents projection of Q 3 and eigenvalues of T 3 . They agree closely and the convergence will increase as we increase the dimension of T 3 . Figure 10 is plot of Figure 11 is projection of Q 5 and eigenvalues of T 5 of dimension 500. Figure 12 shows Figure 13 represents projection of Q 7 and eigenvalues of T 7 of dimension 700.
Convergence of r(defined in section 2) for T 3 is shown in figure 14 , figure 15 and figure 16 for three increasing dimensions. Here the absolute r at zeros of p 3 N is plotted for N ∈ {300, 600, 900}. For a T 3 of dimension 300, r varies between 0.98 and 1.02. For a T 3 of dimension 600, r varies between 0.99 and 1.01, whereas for a T 3 of dimension 900 r varies between 0.992 to 1.007. 
Examples for
In M k , when a j = a we can limit our discussion to matrices of the form
So the spectrum of the matrix M k is shift of spectrum of M k by a. In this section we consider M 5 .
x j = x (j mod 5) when j ≥ 5 and y j = y (j mod 5) when j ≥ 5. When we apply Theorem 1 we get expression for Q 5 M and γ M 5 .
If we have u j = x j y j then
Now for simulation x j and y j are taken from complex uniform disc of radius 1 and theorem 2 is applied to generate the support of eigenvalue distribution shown in figure 17. 
Conclusion
Symmetries in the distribution of eigenvalues in C were highlighted for the case of k-Toeplitz matrices. Then we used reduction matrices to represent the eigenvalue problem of tridiagonal k-Toeplitz matrices as a three term recurrence relation with k th order coefficient polynomials Q k . The C → I or C → R projections of the conditioned Q k are shown to provide a support for the eigenvalue distribution of the tridiagonal k-Toeplitz matrices. An interlacing theorem was also derived for the k groups in the eigenvalue distributions. Numerical results were provided to show tight convergence of the derived relations as dimension becomes much larger than period k of the tridiagonal k-Toeplitz matrix. Expression for O(k) computation for the determinants of such matrices follow in the appendix.
. When we expand the determinant p k n we get a set of equations as in set of equations (1),
This set of equations in matrix form is 
Ω k is rank deficient matrix of dimension (k+2)×(k+2), we have to eliminate variables to represent p k n and q k n in terms of p k n−1 and q k n−1 . Now Let us look at the matrix Ω k+2 (where k+2 is the next largest odd number). It has two additional
13 Table 1 : Coefficients of Q k (z)
to Q 2m+1 (z). Now f (m, n) is given by sum of alternate elements in (n − 1) th column starting from row m − 1 till row 1. Also from equation (54) 
, n) (if we are away from initial condition column 1 and row 1).
Because alternate entries in (n − 1) th column are added repeatedly, we can define a summation operator σ where
Last row in table 1 represents the coefficients in terms of operator σ. Every coefficient of Q k (z) can be expressed in terms of σ and hence expression for Q k (z) can be derived in terms of σ.
Now the problem will reduce to solve the recurrence equation (66).
Equation (67) is true because of identity
and equation (67) also satisfies recurrence relation (66). For initial condition in set of equations (60) we have,
Equation (67) satisfies initial conditions and recurrence. Therefore relation in equation (67) is true by induction. This completes the proof of Theorem 5.
Method for generating relations for the Determinant of M k :
A determinant approach for 1-Toeplitz matrix is described in [5] . Determinant of tridiagonal k-Toeplitz matrices can be computed by using three term recurrence of characteristic polynomials equation (3) and initial conditions of p k 0 (0) and p k 1 (0). For determinants we have,
This three term recurrence can be viewed as difference equation. Let W be the determinant as a function of dimension and d be the expansion operator we get
for i ∈ {1, 2}.
Depending upon the nature of two roots d 1 , d 2 we can give expression for the determinant W (n) which is determinant of k-Toeplitz matrix of dimension nk, by eliminating constants using initial conditions. For determinant of a general M k of any dimension, the following procedure is useful.
• For a tridiagonal k-Toeplitz matrix M (1) with period k define its k − 1 cyclic equivalent matrices
is called its j th cyclic equivalent when it is such that it can be obtained by eliminating first j rows and first j columns of M (1) .
• Determinant of M (1) (dimension : N × N ) can be represented in terms of determinant of M (2) of (dimension : N − 1 × N − 1) and determinant of M (3) of (dimension : N − 2 × N − 2), Similarly determinant of M (2) (dimension : N × N ) can be represented in terms of determinant of M (3) of (dimension : N − 1 × N − 1) and determinant of M (4) of (dimension : N − 2 × N − 2).
• Hence we get k coupled Difference equations.
• Convert these k 2 nd order coupled equation into 2k th order single differnce equation.
• Find the roots of the converted difference equation to find the general solution.
• Find determinants of M (1) of dimensions 1 to 2k let these are denoted by Y init = {Y (1) , Y (2) , . . . , Y (2k) }.
• Take Y init = {Y (1) , Y (2) , . . . , Y (2k) } as initial conditions and solve linear system of function of roots and initial condition vector. 
