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Abstract
Self-organization is a process where order of a whole system arises out of local interactions
between small components of a system.
Emergy, spelled with an ’m’, defined as the amount of (solar) energy used to make a product or
service, is becoming an important ecological indicator. The Maximum Empower Principle (MEP)
was proposed as the fourth law of thermodynamics by the ecologist Odum in the 90’s to explain
observed self-organization of energy driven systems. But this principle suffers a lack of mathematical
formulation due to an insufficiency of details about the underlying computation of empower (i.e.
emergy per time).
For empower computation in steady-state an axiomatic basis has been developed recently by Le
Corre and the second author of this paper. In this axiomatic basis emergy is defined as a recursive
max-plus linear function.
Using this axiomatic basis and a correspondance between ecological theory and dynamic systems
theory, we prove the MEP. In particular, we show that the empower computation in steady-state is
equivalent to a combinatorial optimization problem.
Keywords: Emergy, Graph, Max-plus algebra, Sustainability, Fourth law of thermodynamics.
1 Introduction
It has been observed since a long time (see e.g. [30], [4]) that energy, as the ability to do work, plays
an important role in our civilization. Nowadays, more and more people realize that complex systems
such as ecological networks, social organizations, economic systems are energy driven systems.
Self-organization, or spontaneous order principle, states that any living or non-living disordered
system evolves towards an “equilibrium state” or coherent state, also called attractor. Self-organization
is observed e.g. in physical systems ([3], [10], [24]), in biological systems [5], in social systems [1], in
mathematical systems/models, in economics, in information theory and informatics (see e.g. [13] and
references therein).
To explain self-organization of energy driven systems, the maximum power principle has been
proposed in e.g. [20] and [28]. This principle states that:
“system designs develop and prevail that maximize power intake, energy transformation, and those
uses that reinforce production and efficiency”.
The major drawback of such approach is that complex energy systems can use energies of different
kinds, e.g. renewable energies (solar, wind, ...) fossiles energies (fuel, gaz, coal), nuclear energy.
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Moreover, different energies do not have the same time scale. In [26, Chap. 2] the concept of energy
hierarchy is introduced. It means that if the Sun is the reference point and is considered to be
instantaneously available, then e.g. the fuel requires thousands of years to be used by human beings.
And these two energies do not have the same calorific power.
In order to address this problem the ecologist Odum proposed the concept of emergy (spelled with
an ’m’ which is a neologism for energy memory). This term was coined in the mid-80’s in e.g. [32].
In [26, p. 7] it is defined as follows: “Emergy is defined as the available energy of one kind previously
used up directly or indirectly to make a service or a product”. It is a cumulative function of available
energy and its unit is the emjoule. Recalling as abovementioned that different kinds of energies do not
have the same ability to do work, Odum proposed to take the Sun as the reference point and defined
the solar emergy as the available solar energy used directly or indirectly to make a service or product.
Its unit is the solar emjoule, abbreviated sej [26, p. 8]. Thus, solar emergy can be considered as a
metric for environmental assessment which allows to compare different energy systems doing the same
functions on the same basis: the Sun.
The major contributions of Odum are:
Transformity. To take into account the different time scale of energies, Odum introduced the
dimensionless number he called transformity. The transformity is defined as the emergy required to
make one Joule of a service or product [26, p.10, p. 288], so that we have:
emergy
def
= transformity× available energy.
Process path function. Emergy of a product or service is a function of solar energy and its
value depends on the scenario followed by the solar energy to generate the product or service under
examination.
Maximum Empower Principle (MEP). Defining the empower as the emergy per time Odum
proposed the maximum empower principle (MEP) to explain self-organization of energy networks as
a Universal principle (fourth law of thermodynamics).
MEP: ”In the competition among self-organizing processes, network designs that maximize empower
will prevail” [26, p. 16]. A network design that maximizes empower is named a sustainable design [26,
p. 279].
The concept of emergy as an holistic paradigm which allows to compare two energy systems on the
same basis (i.e. solar emergy) has generated a lot of literature on the subject and has been successfully
applied on many domains (see e.g. [6] and references therein).
But the concept of emergy has also generated debates and criticisms (see e.g. [11] and references
therein). As mentioned in [11, Sec. 3.2]: ”it is important to note that many criticisms are also valid
for other methods [...] including Life Cycle Assessment, Cumulative Exergy analysis, ...”.
However, the major drawback of the empower computation was a lack of mathematical formal-
ism. Assuming the following hypothesis (see Section 2 for details):
• (A0) Steady-state analysis.
• (A1) No creation of emergy.
• (A2) Emergy in feedbacks cannot be added more than once,
an answer to the challenging problem of computing empower or emergy through complex networks
was proposed in [15]. In this framework the (max,+)-algebra or tropical algebra (see e.g. [2]) plays
a central role. The algorithm provided by the axiomatic basis developed in [15] has been successfully
applied in [16], and in [17] (complex farm analysis).
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1.1 Contribution of the paper
The maximum empower principle as the fourth principle of thermodynamics has received criticisms
(see e.g. [21]) and rebuttals (see e.g. [25], [27], [19] ) since it was stated.
Under:
• assumptions (A0)-(A2)
• axiomatic basis developed in [15]
the maximum empower principle is proved (see Theorem 2).
It is important to notice that our result does not depend on the exact definition of available energy.
It is just implicitly assumed that it is a nonnegative quantity linked to energy concepts.
1.2 Related works
To the best knowledge of the authors only one pioneering work concerning the mathematical formula-
tion of the MEP was developed in [7]. This work is based on:
• assumptions (A1)-(A2),
• linear algebra,
• fractional calculus,
• available energy defined as exergy.
The framework of [7] is more general than the one of this paper however we can make the following
two remarks:
Linear algebra is not the appropriate framework for emergy computation. Indeed, it has been
noticed in e.g. [29] that this approach can lead to absurd results such as negative transformities.
The emergy is defined as the space and time integral of the exergy but, in fact, the Gibb’s free
energy is used (see [33, p. 3700, footnote 4]).
1.3 Organization of the paper
First, we introduce in Section 2 two important notions, which are emergy graph and emergy path, then
we recall the axiomatic basis (developed in [15]) on which the MEP is proved.
Then, in Section 3, we present the correspondance between ecological theory and dynamic systems
theory (see Table 2). Using this correspondance we establish the MEP (see Theorem 2).
Section 4 is devoted to a numerical example which illustrates all the concepts developed in the
paper.
Finally, in Section 5, we reformulate the MEP using our settings and suggest a new line of approach
for empower computation.
2 Emergy calculus reminder
In this section we recall basic materials to compute empower or emergy through networks. A network
is modelled by a particular valued directed graph named in the sequel emergy graph which is a multiple
inputs multiple outputs system. Let us recall and detail our main three assumptions.
(A0) Steady-state analysis. It means that the characteristics of the emergy graph (topology, valuation)
does not depend on the time.
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Figure 1: An emergy graph with five splits and one co-product at node 4 [18].
.
(A1) No creation of emergy. The emergy received by an output cannot be greater than the emergy of
the input from which it is derived.
(A2) Emergy in feedbacks cannot be added more than once. The only paths in the emergy graph which
are of importance are the emergy paths (see Definition 1). Emergy path is either a particular
case of simple path or terminal non-feedback cycle path, which are well-known in ecology (see
e.g. [35]).
2.1 Emergy graph
The way by which emergy circulates in a multicomponent system is modelled by a directed graph,
which is called emergy graph [15]. An example, taken from [18], is given in Figure 1. Formally, it is
the following 10-tuple:
G
def
= (L, S, I,O, F,A, id,⊥, ‖, ∅).
An emergy graph has different kinds of nodes stored in L.
• The nodes which characterize the boundaries of the system:
– The source nodes stored in S. These nodes are the inputs of the system. They are associated
with different kind of energies (renewable, fossile, nuclear). Their emergy is defined by the
emergy function θ (see definition in subsection 2.3). In Figure 1 we have S = {1, 2}.
– The product nodes stored in O. These nodes are the outputs of the system. In Figure 1 we
have O = {11, 12, 13, 14}
• The nodes within the system stored in I. For the example, I = {3, 4, 5, 6, 7, 8, 9, 10}. We distin-
guish:
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– The split nodes. At a split node the available energy divides into available energy of one
kind. Thus, the transformities downstream this node are equal. The emergy is assigned to
each arc downstream the split proportionaly to the available energy flowing on the arc [26,
p. 91]. This proportionality is modelled by the [0, 1]-valued weight function ω (see definition
in subsection 2.3). For the example, the split nodes are 3, 5, 6, 7, 8, 9 and 10.
– The co-product nodes. At a co-product node the available energy divides into available
energies of different kinds on each arc after the co-product node e.g. as in combined heat
and power plants (described in e.g. [12]). This means that transformities on each arc are
different. And emergy has the same value on each arc downstream the co-product node
than the emergy upstream the co-product node, i.e. the weight function ω is 1 on each arc
downstream the co-product node. In the example there is only one co-product node, which
is node 4.
The sets S, I and O form a partition of the set L.
The arcs of the graph are stored in A. An arc between the two processes l1 and l2 is denoted [l1; l2].
It represents the fact that emergy can flow from l1 to l2.
The set A, S and O satisfy
A ∩ (S× S) = ∅,
which means that two different sources cannot be linked, and
A ∩ (O×O) = ∅,
which means that two different outputs of the system cannot be linked.
Every pair of arcs of an emergy graph must satisfy one of the four binary symmetric relations id,
⊥, ‖, and ∅, which are defined as follows:
• For all a, a′ ∈ A, a∅a′ means that there is no relation between arcs a and a′.
• For all a, a′ ∈ A, a id a′ means that a = a′ (identity relation over A).
• For all l, l′, l1, l2 ∈ L, [l; l1]⊥[l′; l2] means that there is a split of emergy at node l if l = l′ (node l
is called a split); else, it means that l and l′ are emergy sources.
• For all l, l′, l′′ ∈ L, [l; l′] ‖ [l; l′′] means that there is a co-product at node l. Node l is called a
co-product.
For the example of Figure 1, we have [1; 3]⊥[2; 10] because 1 and 2 are sources. Because 3, 5, 6, 7
and 10 are splits we have [3; 4]⊥[3; 5], [6; 8]⊥[6; 9], [7; 9]⊥[7; 10] and [10; 4]⊥[10; 11]. Finally, we have
[4; 6] ‖ [4; 7] since node 4 is a co-product.
The relations ∅, id,⊥ and ‖ satisfy 7 axioms [15, Section 3.1]. These axioms are mainly used to
prove that the path computation algorithm in [15, Section 4] begins and terminates. In this paper,
only the last axiom is of importance:
(H0) By convention, each source of the emergy graph is connected to only one node of the emergy
graph G.
We denote
F def= L× L = {[l1; l2] : l1 ∈ L, l2 ∈ L},
and we base the modelling of the emergy circulation within the graph G on the idempotent semiring
(which is a formal language):
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F
def
= (F∗0,∪, •, 0, 1),
where
1. F∗0
def
= F∗ ∪ 0.
2. F∗ is the set of all words of finite length constructed over the alphabet F.
3. 0 is the empty set.
4.
⋃
is the union of two words, which can be identified with the union if a word m is identified with
the set {m}. It means that F∗0 is identified with the set of all parts of F∗0, which is denoted by
2F
∗
0 .
5. • is the concatenation of two words, which is defined as follows:
• : F∗0 × F∗0 → F∗0
(m,m′) 7→ m •m′
The word m • m′ is the new word obtained by joining the letters of m and the letters of m′
end-to-end. When there is no ambiguity, the concatenated word m •m′ will be denoted by mm′.
6. 1 is the empty word.
In [15] formal language theory was used to compute relevant words by rewriting systems which are
easy to program.
But, from now till the end of the paper the graph theory and its vocabulary is applied.
2.2 The emergy path
Let us consider an emergy graph G, where G = (L, S, I,O, F,A, id,⊥, ‖, ∅). The definition of emergy
path is based on the formal language F . The reader must be aware of the following:
Remark 1.
• An arc [l1; l2] is a letter of the language F .
• A path in the graph G is a sequence of consecutive arcs in G. It is thus a particular word of the
language F .
Because of assumption (A2) the emergy evaluation is based on considering particular paths in the
emergy graph called emergy paths (see Definition 1).
In the context of emergy we have:
• the union of two paths pi and pi′, pi ∪ pi′, models the fact that emergy can flow through pi or pi′ or
both.
• the concatenation of two paths pi and pi′, pi • pi′, models the fact that emergy can flow through pi
and then can flow through pi′. It is understood that pipi′ is again a path.
• The path 0 models the fact that emergy cannot circulate. From this modelling we deduce that:
6
– 0 is absorbing for •, i.e. for all path pi:
0pi = pi0 = 0.
Which means that if the emergy cannot circulate from upstream or downstream a path pi
then it cannot circulate on the whole path 0pi or pi0.
– 0 is the neutral element for ∪, i.e. for all path pi:
pi ∪ 0 = 0 ∪ pi = pi.
Which may be interpreted as follows. If the emergy has the choice (modelled by operator
∪) between: impossibility to circulate (modelled by 0) or possibility to circulate through
the path pi then emergy circulates through pi. If pi = 0 then emergy cannot circulate and
we have: 0 ∪ 0 = 0.
• The path 1 is the empty path. It has no physical meaning. It satisfies for all path pi: 1pi = pi1 = pi.
And 1 1 = 1.
Definition 1.
Path: it is a sequence of consecutive arcs. Formally, it is an element pi of set F∗0 which has the form
pi = 0 or pi = 1 or pi = [l1; l2][l2; l3] · · · [lk−2; lk−1] [lk−1; lk], with lj ∈ L, for 1 ≤ j ≤ k and k ≥ 2.
Emergy path: it is a path which starts from a source and has no repeated node, except the last one
which can be repeated once, ie. a path pi = [l1; l2][l2; l3] · · · [lk−2; lk−1][lk−1; lk] such that l1 ∈ S,
lj ∈ I ∪O for 2 ≤ j ≤ k, and li 6= lj for 1 ≤ i < j ≤ k − 1.
Path length: the length lg(pi) of a path pi is equal to −∞ if pi = 0, and is equal to 0 if pi = 1; otherwise
the length of pi is equal to the number of arcs [lj ; lj+1] which compose the path.
Example (continued). Path [1; 3][3; 5][5; 7][7; 10][10; 4][4; 6][6; 8] is an emergy path since it starts form
a source and has no repeated node. Path [1; 3][3; 4][4; 7] [7; 10][10; 4] is also an emergy path since the
only repeated node is the last one. On the contrary, path [1; 3][3; 4][4; 7][7; 10][10; 4][4; 6] is not an
emergy path since node 4 is repeated but is not the last node.
2.3 Emergy as a max-plus linear function: the axiomatic basis
When flows of emergy derive from different sources the emergies of the flows must be added [26, p.
92]: in the following, it is modelled by Axiom (ϕ.4.1) (see Definition 2).
When flows of emergy derive from a same source and are joined at a node there are two cases to
compute the emergy downstream this node: if the flows are of the same kind the emergies of the flows
must be added [26, p. 92], else the maximum of emergies of the flows must be taken [26, Fig. 3.7 p.
51, p. 92]. This is modelled by Axioms (ϕ.4.2) and (ϕ.4.3), respectively (see Definition 2)
Recalling that a split node divides into emergies of the same kind and a co-product node divides
into emergies of different kinds, it is noticed in [15] that the emergy calculus is based on two main
operators:
• The addition associated with split node
• The maximum associated with co-product node
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and the emergy flowing between two nodes of the emergy graph is defined as a nonnegative-valued
(max,+)-linear function of emergy paths and emergy sources. This kind of function is well-known
in the context of (max,+) algebra. The (max,+) algebra or tropical algebra denotes the set of real
numbers equipped with the max operator (which plays a role similar to the usual addition) and the
+ operator (which plays a role similar to the usual multiplication). The interested reader by the vast
litterature on this domain is referred to e.g. [2], [9], [8], [14], [31].
Let G = (L,S, I,O, F,A, id,⊥, ‖, ∅) be an emergy graph (see Section 2.1). We shall use the following
notations:
Notations 1.
Succ(i): the set of immediate successors of node i, i.e. Succ(i)
def
= {j : [i; j] ∈ A}.
succ(i): the unique immediate successor (see Axiom (H0)) of the emergy source i ∈ S.
A([l; l′]): for a set of paths A, it is the set of elements of A which end by arc [l; l′].
For a path pi and a node i we define pii as follows: pii = 0 if pi does not contain node i; else pi is the
sequence of arcs starting by the first occurence of node i.
Ai: for a set of paths A, we have
Ai
def
=
{ ∅ if no path of A contains node i,
{pii : pi ∈ A} else.
Ai([l; l
′]): for a set of paths A, it is the set {pii : pi ∈ A([l; l′])}.
E: it is the set of all emergy paths.
P: it is the set of paths obtained from emergy paths by removing first arcs until any node i, with i ∈ S∪I,
i.e.
P
def
=
⋃
i∈S∪I
Ei.
piP : for a path pi which ends by i and a set of paths P which start by i, it is the set of paths obtained
by the concatenation of pi and paths of P , i.e
piP
def
= {pip : p ∈ P}.
Note that if pi = 0 or P = ∅ we have piP = ∅, and if pi = 1 we have piP = P .
Example (continued). Paths of E([9; 13]), i.e. emergy paths ending by [9; 13], are enumerated in Table
1. There are 6 emergy paths in E([9; 13]). Let A = {pi1, pi2, pi4, pi5}. We have A4 = {[4; 6][6; 9][9; 13], [4; 7][7; 9][9; 13]}
and A3([6; 9]) = {[3; 4][4; 6][6; 9], [3; 5][5; 7][7; 10][10; 4][4; 6][6; 9]}.
Let pi = [1; 3][3; 5][5; 7] and P = {[7; 9][9; 13], [7; 10][10; 4][4; 6][6; 9][9; 13]}. We have piP = {pi3, pi4}.
From now on, it is assumed that the set of all emergy paths E is given. There exist several algorithms
for computing this set: see for example [34] (track summing method), [23, 22] (graph search), or [15]
(rewriting system theory).
Let us introduce the following functions. Let R+ be the set of nonnegative reals.
• The emergy function θ : L → R+ such that θ(l1) is the emergy of the source l1, if l1 ∈ S and 0
otherwise.
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Path Description
pi1 [1; 3][3; 4][4; 6][6; 9][9; 13]
pi2 [1; 3][3; 4][4; 7][7; 9][9; 13]
pi3 [1; 3][3; 5][5; 7][7; 9][9; 13]
pi4 [1; 3][3; 5][5; 7][7; 10][10; 4][4; 6][6; 9][9; 13]
pi5 [2; 10][10; 4][4; 6][6; 9][9; 13]
pi6 [2; 10][10; 4][4; 7][7; 9][9; 13]
Table 1: Paths of E([9; 13]), i.e. emergy paths ending by arc [9; 13].
• The weight function ω : L × L → [0, 1] such that ω([l1; l2]) corresponds to the pourcentage of
emergy circulating on [l1; l2] if [l1; l2] ∈ A and 0 otherwise.
Finally, let us define the max-plus linear function ϕ which allows us to compute the emergy flowing
on every arc of the emergy graph G.
Note that the definition of ϕ is borrowed from [15, subsection 3.3] and restricted to 2P which induces
to separate the cases of sources and split nodes. Thus, formulation of [15, axiom (ϕ.4.1)] is replaced
with two axioms, so the axiomatic basis remains unchanged.
Definition 2 (Auxiliary function ϕ, [15]). The set function ϕ : 2P → R+ satisfies the following axioms:
(ϕ.0): ϕ(1) = 1, ϕ(0) = 0 and ϕ(∅) = 0.
(ϕ.1): ∀pi ∈ P, ϕ(pi) = ϕ({pi}).
(ϕ.2): ϕ([l; l′]) =
{
ω([l; l′]) if l, l′ /∈ S,
θ(l)ω([l; l′]) if l ∈ S and l′ /∈ S,
(ϕ.3): ∀pi ∈ P, ∀P ⊆ P, ϕ(piP ) = ϕ(pi)ϕ(P ).
(ϕ.4): Let P ⊆ P:
(ϕ.4.1): If paths of P start from a set of sources S, i.e. S ⊆ S (see (a) of Figure 2)
ϕ(P ) =
∑
s∈S
ϕ([s; succ(s)]Psucc(s)).
(ϕ.4.2): If paths of P start from a split i (see (b) of Figure 2)
ϕ(P ) =
∑
j∈Succ(i)
ϕ([i; j]Pj).
(ϕ.4.3): If paths of P start from a co-product i (see (b) of Figure 2)
ϕ(P ) = max
j∈Succ(i)
ϕ([i; j]Pj).
Now, we are able to recall the definition of the emergy measure flowing on an arc of an emergy
graph.
Definition 3 (Emergy evaluation, [15]). Let us consider the emergy graph G. The emergy flowing on
arc [l; l′], where l, l′ ∈ L, is defined by
Em([l; l′]) def= ϕ(E([l; l′])).
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(a) (b)
Figure 2: Set of paths considered in Axioms (ϕ.4.1)-(ϕ.4.3).
3 A mathematical formulation of Odum’s Maximum Empower Prin-
ciple
Let us consider an emergy graph G, where G = (L, S, I,O, F,A, id,⊥, ‖, ∅) (see section 2.1). We recall
that the set of emergy paths E (see Definition 1) is assumed to be given. We mainly use Notations
1, so E([l; l′]) denotes the set of all emergy paths ending by arc [l; l′]. The emergy function θ and the
weight function ω of G (see Section 2.3) are assumed to be known. The emergy flowing on arc [l; l′] of
G is defined as ϕ(E([l; l′]) (see Definition 3) where ϕ is the auxiliary function of Definition 2.
We shall mainly use two kinds of path decomposition in our proofs:
Remark 2. Let A ⊆ E.
1. Since every path of A starts by a source s of S we have
A =
⋃
s∈S
As
2. For i ∈ L we have
Ai =
⋃
j∈Succ(i)
[i; j]Aj
We shall also use the fact that emergy of a set of emergy paths can be decomposed source by source:
Proposition 1 (Decomposition principle). If A is a subset of E([l; l′]) then
ϕ(A) =
∑
s∈S
ϕ(As).
Proof. By Remark 2 we have A =
⋃
s∈SAs. By Axiom (H0) every source s is connected to only
one node, so we have As = [s; succ(s)]Asucc(s), hence A =
⋃
s∈S[s; succ(s)]Asucc(s). Since paths
of A starts from sources and end by the same arc, Axiom (ϕ.4.1) applies to ϕ(A), so ϕ(A) =∑
s∈S ϕ([s; succ(s)]Asucc(s)), i.e. ϕ(A) =
∑
s∈S ϕ(As). 
We introduce the compatibility binary relation on P (see Notation 1). If two paths are compatible,
emergy flows on both paths. On the contrary, if they are not, emergy can flow only on one of the two
paths (the one that maximizes emergy). This is due to the fact that at a co-product node only one
path can be used by the emergy. It is defined as follows.
Definition 4 (Compatible paths). Paths pi and pi′ of P, where pi = [l1; l2][l2; l3] · · · [l; l′] and pi′ =
[l′1; l′2][l′2; l′3] · · · [l; l′], are compatible relatively to arc [l; l′] if one of the following cases occurs:
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Ecological theory Dynamic systems theory
network ⇔ emergy graph
network design ⇔ emergy state
sustainable design ⇔ emergy attractor
Table 2: The correspondance used for proving the MEP.
1. pi = pi′,
2. l1 and l
′
1 are different sources,
3. lk is a split, where k ≥ 1 and li = l′i, for 1 ≤ i ≤ k.
Remark 3. It is important to notice that paths pi and pi′ are not compatible if lk is a co-product, where
k ≥ 1 and li = l′i, for 1 ≤ i ≤ k.
In our approach we consider an emergy graph as a dynamical system (in steady-state, recall As-
sumption (A0)). Hence, we use a vocabulary borrowed from dynamical systems theory and define the
notion of emergy state (see Definition 5) and emergy attractor (see Definition 7). As a consequence we
have the correspondance between ecological theory and dynamic systems theory:
Definition 5.
Emergy state: an emergy state, relatively to an arc [l; l′], is a set of pairwise compatible emergy paths
which end by arc [l; l′]. It is a subset of E([l; l′]).
Emergy state set: the set of all emergy states, relatively to an arc [l; l′], is denoted by Eˆ([l; l′]). Note
that Eˆ([l; l′]) is a part of 2E([l;l′]).
Example (continued). Set {pi1, pi5, pi6} is an emergy state relatively to [9; 13] since the three paths are
pairwise compatible (see Table 3). On the contrary, the set {pi1, pi2, pi6} is not an emergy state relatively
to [9; 13] because paths pi1 and pi2 divide at node 4 which is a co-product node. Note that there are at
most 26 elements in Eˆ([9; 13]) since E([9; 13]) contains 6 emergy paths.
We introduce function fˆ which is a filter that removes incompatible paths from a set of paths:
given a set of paths A, that end by the same arc and originate from the same node, it returns a set of
compatible paths fˆ(A) such that fˆ(A) ⊆ A and ϕ(fˆ(A)) = ϕ(A).
Definition 6 (Filter function). Function fˆ , where fˆ : 2P → 2P, is such that, for A ⊆ Pi([l; l′]) and
i ∈ S ∪ I,
fˆ(A) =

{[l; l′]} if i = l,⋃
j∈Succ(i)[i; j]fˆ(Aj) if i is a split or a source,
[i; j∗]fˆ(Aj∗) if i is a co-product.
where j∗ ∈ arg maxj∈Succ(i) ϕ([i; j]fˆ(Aj))
Proposition 2. If A is a subset of Pi([l; l
′]), where i ∈ S ∪ I, then
paths of fˆ(A) are pairwise compatible, (1a)
ϕ(fˆ(A)) =
∑
pi∈fˆ(A)
ϕ(pi), (1b)
ϕ(fˆ(A)) = ϕ(A). (1c)
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Proof. We give a proof by induction on the maximum length of a path of A. If maxpi∈A lg(pi) = 1
then i = l and fˆ(A) returns {[l; l′]}: since A = {[l; l′]}, (1a)-(1c) are true. Else, assume that fˆ(A)
returns a set that verifies (1a)-(1c) when 1 ≤ maxpi∈A lg(pi) ≤ n, and consider a set A such that
maxpi∈A lg(pi) = n + 1. By Remark 2 we have A =
⋃
j∈Succ(i)[i; j]Aj , so maxpi∈Aj lg(pi) = n for
j ∈ Succ(i).
1. Property (1a): let j ∈ Succ(i), and let pi1 and pi2 be two distinct paths of fˆ(Aj). Since paths of
fˆ(Aj) are compatible (by induction hypothesis) either j is a split or pi1 and pi2 have a common
path which ends by a split (case 3 of Definition 4). Hence, [i; j]pi1 and [i; j]pi2 are compatible,
so paths of [i; j]fˆ(Aj) are pairwise compatible. If there i is a source or a co-product, there is
only one successor j of i such that fˆ(Aj) 6= ∅ and the property is true. If i is a split, consider
two successors j1 and j2 of i, and let pi1 ∈ fˆ(Aj1) and pi2 ∈ fˆ(Aj2). Since case 3 of Definition 4
applies, paths [i; j1]pi1 and [i; j2]pi2 are compatible, so paths of
⋃
i∈Succ(i)[i; j]fˆ(Aj), i.e. of fˆ(A),
are pairwise compatible. Thus, Property (1a) is true.
2. Properties (1b) and (1c):
• If i is a source or a co-product then let j be the single successor of i. We have A = [i; j]Aj
and fˆ(A) = [i; j]fˆ(Aj), so ϕ(fˆ(A)) = ϕ([i; j]fˆ(Aj)). We get, by Axiom (ϕ.3) with pi = [i; j]
and P = fˆ(Aj)),
ϕ(fˆ(A)) = ϕ([i; j])ϕ(fˆ(Aj)).
By induction hypothesis, ϕ(fˆ(Aj)) =
∑
pi∈fˆ(Aj) ϕ(pi) and ϕ(fˆ(Aj)) = ϕ(Aj), which implies
respectively
ϕ(fˆ(A)) =
∑
pi∈fˆ(Aj) ϕ([i; j])ϕ(pi)
=
∑
pi∈fˆ(Aj) ϕ([i; j]pi) (by Axiom (ϕ.3) )
=
∑
pi∈fˆ(A) ϕ(pi),
and
ϕ(fˆ(A)) = ϕ([i; j])ϕ(Aj)
= ϕ([i; j]Aj) (by Axiom (ϕ.3))
= ϕ(A),
Hence, Properties (1c) and (1b) are true when i is a source or a co-product.
• If i is a split then fˆ(A) = ⋃j∈Succ(i)[i; j]fˆ(Aj). By Axiom (ϕ.4.2) we get
ϕ(fˆ(A)) =
∑
j∈Succ(i)
ϕ([i; j]fˆ(Aj)).
By Axiom (ϕ.3) with pi = [i; j] and P = fˆ(Aj), we have
ϕ(fˆ(A)) =
∑
j∈Succ(i)
ϕ([i; j])ϕ(fˆ(Aj)).
By induction hypothesis, ϕ(fˆ(Aj)) =
∑
pi∈fˆ(Aj) ϕ(pi) and ϕ(fˆ(Aj)) = ϕ(Aj), which implies
respectively
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ϕ(fˆ(A)) =
∑
j∈Succ(i) ϕ([i; j])
∑
pi∈fˆ(Aj) ϕ(pi)
=
∑
j∈Succ(i)
∑
pi∈fˆ(Aj) ϕ([i; j])ϕ(pi) (by distributivity)
=
∑
j∈Succ(i)
∑
pi∈fˆ(Aj) ϕ([i; j]pi) (by Axiom (ϕ.3))
=
∑
pi∈⋃j∈Succ(i)[i;j]fˆ(Aj) ϕ(pi) (by path decomposition)
=
∑
pi∈fˆ(A) ϕ(pi)
and
ϕ(fˆ(A)) =
∑
j∈Succ(i) ϕ([i; j])ϕ(Aj)
=
∑
j∈Succ(i) ϕ([i; j]Aj)) (by Axiom (ϕ.3))
= ϕ(
⋃
j∈Succ(i)[i; j]Aj) (by Axiom (ϕ.4.2))
= ϕ(A)
which proves Properties (1b) and (1c) when i is a split.
Thus, the proof by induction is completed. 
Proposition 3. Let A ⊆ Pi([l; l′]), where i ∈ S ∪ I. Assuming that A contains at least two paths, let
pi be a path of A. We have
ϕ(fˆ(A\{pi})) ≤ ϕ(fˆ(A)) (2)
Proof. Since A has at least two elements we cannot have i = l (otherwise A = {[l; l′]}). Let j′ be the
successor of i in path pi, i.e. pi = [i; j′]pi′, where pi′ is a path starting by node j′ and end by [l; l′].
• If i is a split or a source we have, by definition of fˆ ,
fˆ(A) =
⋃
j∈Succ(i)
[i; j]fˆ(Aj)
and
fˆ(A\{pi}) =
⋃
j∈Succ(i),j 6=j′
[i; j]fˆ(Aj).
By Axiom (ϕ.4.2) we get
ϕ(fˆ(A)) =
∑
j∈Succ(i)
ϕ([i; j]fˆ(Aj))
and
ϕ(fˆ(A\{pi})) =
∑
j∈Succ(i),j 6=j′
ϕ([i; j]fˆ(Aj)).
Since ϕ is nonnegative, inequality (2) holds.
• If i is a co-product there are two cases:
1. If j′ ∈ arg maxj∈Succ(i) ϕ([i; j]fˆ(Aj)) then
ϕ(fˆ(A)) = ϕ([i; j′]fˆ(Aj′))
and
ϕ(fˆ(A\{pi}))) = ϕ([i; j′′]fˆ(Aj′′)), where j′′ ∈ Succ(i), j′′ 6= j′.
Since ϕ([i; j′′]fˆ(Aj′′)) ≤ ϕ([i; j′]fˆ(Aj′)), inequality (2) holds.
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2. Ifj′ /∈ arg maxj∈Succ(i) ϕ([i; j]fˆ(Aj)) then there exists j′′ ∈ Succ(i) such that j′′ 6= j′ and
j′′ ∈ arg maxj∈Succ(i) ϕ([i; j]fˆ(Aj)). Hence, we have
ϕ(fˆ(A)) = ϕ([i; j′′]fˆ(Aj′′))
and
ϕ(fˆ(A\{pi}))) = ϕ([i; j′′]fˆ(Aj′′)),
so inequality (2) holds.

Definition 7 (Emergy attractor). An emergy attractor Eˆatt, for an arc [l; l′] of A, is an emergy state
of Eˆ([l; l′]) such that ϕ(Eˆatt) = Em([l; l′]).
Theorem 1. There exists an emergy attractor for every arc [l; l′] of A.
Proof. By definition, we have Em([l; l′)] = ϕ(E([l; l′]). By Property 1b, we get Em([l; l′)] = ϕ(fˆ(E([l; l′])).
Hence, Eˆatt = fˆ(E([l; l′]).

We are now able to state the main result of the paper, which interpretation is given in the conclusion:
Theorem 2 (Maximum empower). An attractor Eˆatt for an arc [l; l′] of A satisfies
ϕ(Eˆatt) = max
Eˆ∈Eˆ([l;l′])
ϕ(Eˆ).
Proof. Let us consider an emergy state Eˆ of Eˆ([l; l′]). Since ∀s ∈ S, Eˆs ⊆ Es([l; l′]) we get ∀s ∈
S, ϕ(fˆ(Eˆs)) ≤ ϕ(fˆ(Es([l; l′]))) by Proposition 3. By Property (1c) we obtain ∀s ∈ S, ϕ(Eˆs) ≤ ϕ(Es([l; l′])).
By the decomposition principle (Proposition 1) we have ϕ(E([l; l′])) =
∑
s∈S ϕ(Es([l; l
′])) and ϕ(Eˆ) =∑
s∈S ϕ(Eˆs), hence ϕ(Eˆ) ≤ Em([l; l′]). By Theorem 1, there exists an attractor Eˆatt for arc [l; l′], so
ϕ(Eˆatt) = Em([l; l′]) and the result follows. 
The emergy of an emergy path pi is ϕ(pi). The emergy of an emergy state is the sum of the emergies
of its paths:
Theorem 3. If Eˆ is an emergy state of Eˆ([l; l′]), with [l, l′] ∈ A, then
ϕ(Eˆ) =
∑
pi∈Eˆ
ϕ(pi).
Proof. Since Eˆ is an emergy state, any pair of paths of Eˆ are compatible, i.e. no paths can divide at
a co-product node (recall case 3 of Definition 4). Hence, fˆ applied to Eˆ does not remove any path, so
fˆ(Eˆ) = Eˆ. Since ϕ(fˆ(Eˆ)) =
∑
pi∈fˆ(Eˆ) ϕ(pi), we get ϕ(Eˆ) =
∑
pi∈Eˆ ϕ(pi). 
The emergy of an emergy path is computed as follows:
Proposition 4. Let pi be an emergy path, where pi = [s; l1][l1; l2] · · · [lk; lk+1]. We have
ϕ(pi) = θ(s)ω([s; l1])
∏
1≤i≤k
ω([li; li+1]).
Proof. By Axiom (ϕ.1) we have ϕ(pi) = ϕ({pi}). We can write {pi} = [s; l1]{[l1; l2] · · · [lk; lk+1]} (see
Notations 1) so that we get ϕ({pi}) = ϕ([s; l1]) ϕ({[l1; l2] · · · [lk; lk+1]}) by Axiom (ϕ.3). Repeating this
reasoning we obtain ϕ({pi}) = ϕ([s; l1])ϕ([l1; l2]) · · · ϕ([lk; lk+1]). By Axiom (ϕ.2) we have ϕ([s; l1]) =
θ(s)ω([s; l1]) and ϕ([li; li+1]) = ω([li; li+1]), for 1 ≤ i ≤ k. Hence, the result follows. 
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pi1 pi2 pi3 pi4 pi5 pi6
pi1 T F T T T T
pi2 F T T T T T
pi3 T T T T T T
pi4 T T T T T T
pi5 T F T T T F
pi6 T F T T F T
Table 3: Compatibility relation between paths of E([9; 13)) (’T’ means True, ’F’ means False).
4 Numerical example
We consider the example taken from [18] (whose emergy graph is given in Figure 1), where the emergy
of the sources are θ(1) = 1000 and θ(2) = 500. Let us compute the emergy flowing on arc [9; 13], i.e.
Em([9; 13]).
By Theorem 1, there exists an attractor Eˆatt such that Em([9; 13]) = ϕ(Eˆatt) and, by Theorem 2,
ϕ(Eˆatt) = max
Eˆ∈Eˆ([9;13]) ϕ(Eˆ).
Here, Eˆ([9; 13]) contains at most 26 emergy states because there are 6 emergy paths that end by
arc [9; 13] (see Table 1). However, it is possible to avoid enumeration of the 64 sets by noticing that
paths pi3 and pi4 are compatible with all other paths (see Table 3). Therefore, an attractor Eˆ
att is of
the form Eˆatt = {pi3, pi4} ∪ Eˆ with Eˆ ⊆ {pi1, pi2, pi5, pi6}, i.e.
ϕ(Eˆatt) = ϕ({pi3, pi4} ∪ Eˆ).
By Theorem 3 we have
ϕ({pi3, pi4} ∪ Eˆ) = ϕ(pi3) + ϕ(pi4) + ϕ(Eˆ),
so we get
ϕ(Eˆatt) = max
Eˆ′⊆{pi1,pi2,pi5,pi6}
(ϕ(pi3) + ϕ(pi4) + ϕ(Eˆ
′)),
i.e. ϕ(Eˆatt) = ϕ(pi3) + ϕ(pi4) + maxEˆ′⊆{pi1,pi2,pi5,pi6} ϕ(Eˆ
′). Hence, finding Eˆatt reduces to finding Eˆ with
ϕ(Eˆ) = max
Eˆ′⊆{pi1,pi2,pi5,pi6} ϕ(Eˆ
′).
Now, let us notice that pi1 and pi2 (resp. pi5 and pi6) are not compatible. Thus, we only have to
consider 4 candidates for Eˆ′ : Eˆ′1 = {pi1, pi5}, Eˆ′2 = {pi1, pi6}, Eˆ′3 = {pi2, pi5} and Eˆ′4 = {pi2, pi6}. As
a consequence, the four candidates for Eˆatt are: {pi1, pi3, pi4, pi5}, {pi1, pi3, pi4, pi6}, {pi2, pi3, pi4, pi5} and
{pi2, pi3, pi4, pi6} (see Figures 3, 4, 5 and 6 respectively). Hence,
Em([l; l′]) = ϕ(pi3) + ϕ(pi4) + max{ϕ(Eˆ′1), ϕ(Eˆ′2), ϕ(Eˆ′3), ϕ(Eˆ′4)}. (3)
By Proposition 4 we have:
• ϕ(pi1) = θ(1)ω([3; 4])ω([4; 6])ω([6; 9])ω([9; 13]) = 1000 · 58 · 1 · 15 · 1 = 15.625.
• ϕ(pi2) = θ(1)ω([3; 4])ω([4; 7])ω([7; 9])ω([9; 13]) = 1000 · 58 · 1 · 23 · 1 = 416.667.
• ϕ(pi3) = θ(1)ω([3; 5])ω([5; 7])ω([7; 9])ω([9; 13]) = 1000 · 38 · 45 · 23 · 1 = 200.
• ϕ(pi4) = θ(1)ω([3; 5])ω([5; 7])ω([7; 10])ω([10; 4])ω([4; 6])ω([6; 9])ω([9; 13])
= 1000 · 38 · 45 · 13 · 13 · 1 · 15 · 1 = 6.667.
• ϕ(pi5) = θ(2)ω([10; 4])ω([4; 6])ω([6; 9])ω([9; 13]) = 500 · 13 · 1 · 15 · 1 = 33.333.
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Figure 3: The emergy paths of emergy state Eˆ1.
• ϕ(pi6) = θ(2)ω([10; 4])ω([4; 7])ω([7; 9])ω([9; 13]) = 500 · 13 · 1 · 23 · 1 = 111.111.
By Theorem 3 we get:
ϕ(Eˆ′1) = ϕ(pi1) + ϕ(pi5) = 15.625 + 33.333 = 48.958,
ϕ(Eˆ′2) = ϕ(pi1) + ϕ(pi6) = 15.625 + 111.111 = 126.736,
ϕ(Eˆ′3) = ϕ(pi2) + ϕ(pi5) = 416.667 + 33.333 = 450.000,
ϕ(Eˆ′4) = ϕ(pi2) + ϕ(pi6) = 416.667 + 111.111 = 527.778.
Therefore, an attractor for arc [9; 13] is obtained by Eˆatt = {pi3, pi4} ∪ Eˆ′4 and we get
Em([9; 13]) = ϕ(pi3) + ϕ(pi4) + ϕ(Eˆ
′
4) = 200 + 6.667 + 527.778 = 734.445.
It is interesting to recall the expression obtained by the algorithm proposed in [15]:
Em([9; 13]) = ϕ(pi3) + ϕ(pi4) + max{ϕ(pi1), ϕ(pi2)}+ max{ϕ(pi5), ϕ(pi6)}.
Noticing that it can be rewritten as
Em([9; 13]) = ϕ(pi3) + ϕ(pi4)
+ max{ϕ(pi1) + ϕ(pi5), ϕ(pi1) + ϕ(pi6), ϕ(pi2) + ϕ(pi5), ϕ(pi2) + ϕ(pi6)}
= ϕ(pi3) + ϕ(pi4) + max{ϕ(Eˆ′1), ϕ(Eˆ′2), ϕ(Eˆ′3), ϕ(Eˆ′4)},
we retrieve (3).
5 Conclusion
Recall that the maximum empower principle (MEP) was expressed by Odum as maximization of
ecological network designs:
”In the competition among self-organizing processes, network designs that maximize empower will
prevail” [26, p. 16].
In this work, we have proposed and used a correspondance between ecological theory and dynamic
systems theory (see Table 2), so that the MEP can be stated as in Theorem 2:
”In the competition among self-organizing processes, emergy states that maximize empower will
prevail”.
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Figure 4: The emergy paths of emergy state Eˆ2.
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Figure 5: The emergy paths of emergy state Eˆ3.
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Figure 6: The emergy paths of emergy state Eˆ4.
Moreover, a network design that maximises empower is called sustainable design by Odum [26, p.
279], which corresponds to emergy attractor in our settings.
A consequence of Theorem 2 is that empower computation is a new combinatorial optimization
problem. This gives the opportunity to tackle empower computation by using techniques from the rich
literature on combinatorial optimization.
References
[1] D. Anzola, P. Barbrook-Johson, and J. I. Cano. Self-Organization and Social Science. Comp.
Math. Organ. Theory, 23, 2017. (221-257).
[2] F. Baccelli, G. Cohen, G.J. Olsder, and J-P. Quadrat. Synchronization and Linearity. John Wiley
and Sons, 1992.
[3] Y. Bar-Yam. Dynamics of Complex Systems. Perseus Books, 1997.
[4] L. Boltzmann. Der Zweite Hauptsatz der Mechanischen Wa¨rmetheorie. 1886.
[5] S. Camazine, J. L. Deneubourg, N. R. Franks, J. Sneyd, G. The´raulaz, and E. Bonabeau. Self-
Organization in Biological Systems. Princeton University Press, 2003. 2nd Ed.
[6] W. Chen, W. Liu, Y. Geng, M. T. Brown, C. Gao, and R. Wu. Recent Progress on Emergy
Research: A Bibliometric Analysis. Renewable and Sustainable Energy Reviews, 73, 2017. (1051-
1060).
[7] C. Giannantoni. The Maximum Empower Principle as the Basis for Thermodynamics of Quality.
SG Editoriali, 2002.
[8] K. Glazek. A Guide to the Literature on Semirings and their Applications in Mathematics and
Information Sciences with complete bibliography. Kluwer Academic Publishers, 2002.
[9] J.S Golan. Semirings and Their Applications. Kluwer Acad. Publ., 1999.
[10] H. Haken. Synergetics: an Introduction. Springer, 1978.
18
[11] J. L. Hau and B. R. Bakshi. Promise and Problems of Emergy Analysis. Ecological Modelling,
178, 2004. (215-225).
[12] J.H. Horlock. Cogeneration-Combined heat and power: Thermodynamics and economics. Krieger
Publishing Company, 1996.
[13] S. Kaufman. The Origins of Order: Self-Organization and Selection in Evolution. Oxford Uni-
versity Press, New York, 1993.
[14] V. N. Kolokoltsov and Maslov V. P. Idempotent Analysis and Its Applications. Kluwer Academic
Publishers, 1997. Mathematics and Its Applications, Vol. 401.
[15] O. Le Corre and L. Truffet. A Rigourous Mathematical Framework for Computing a Sustainability
Ratio: the Emergy. Journal of Environmental Informatics, 20(2), 2012. (75-89).
[16] O. Le Corre and L. Truffet. Exact Computation of Emergy Based on a Mathematical Reinterpre-
tation of the Rules of Emergy Algebra. Ecological Modelling, 230, 2012. (101-113).
[17] O. Le Corre and L. Truffet. eMergy: A Holistic Paradigm For Sustainability. CR Me´canique,
343(1), 2015. (13-17).
[18] L. Li, H. Lu, D. E. Campbell, and H. Ren. Emergy Algebra: Improving Matrix Method for
Calculating Transformities. Ecological Modelling, 221, 2010. (411-422).
[19] L. Li, H. Lu, D. R. Tilley, H. Ren, and W. Shen. The Maximum Empower Principle: An In-
visible Hand Controlling The Self-organizing Development of Forest Plantations in South China.
Ecological Indicators, 29, 2013. (278-292).
[20] A. Lotka. Contributions to the Energetics of Evolution: Natural Selection as a Physical Principle.
Proc. Nat. Acad. Sci., 8, 1922. (147-154).
[21] B. A. Mansson and J.M. McGlade. Ecology, Thermodynamics and H.T. Odum’s Conjectures.
Oecologia, 93, 1993. (582-596).
[22] A. Marvuglia, E. Benetto, G. Rios, and B. Rugani. SCALE: Software for CALculating Emergy
based of life cycle inventories. Ecological Modelling, 248, 2013. (80-91).
[23] A. Marvuglia, E. Benetto, B. Rugani, and G. Rios. A Scalable Implementation of the Track
Summing Algorithm For Emergy Calculation With Life Cycle Inventory Databases. In EnviroInfo
2011, 2011.
[24] G. Nicolis and I. Prigogine. Self-Organization in Non-Equilibrium Systems. Wiley, 1977.
[25] H. T. Odum. Self-organization and Maximum Empower. In C. A. S. Hall (Ed.), Maximum Power:
The Ideas and Applications of H. T. Odum, 1995. Colorado University Press, Colorado.
[26] H. T. Odum. Environmental accounting. EMERGY and decision making. John Wiley, 1996.
[27] H. T. Odum. Explanations of Ecological Relationships With Energy Systems Concepts. Ecol.
Model., 158, 2002. (201-211).
[28] H. T. Odum and R. C. Pinkerton. Time’s Speed Regulator: The Optimum Efficiency for Maximum
Power Output in Physical and Biological Systems. American Scientist, 43(2), 1955. (331-343).
[29] M. Patterson. Evaluation of Matrix Algebra Methods for Calculating Transformities from Eco-
logical and Economic Network Data. Ecological Modelling, 271, 2014. (72-82).
19
[30] S. Podolinsky. Le travail Humain et la Conservation de l’Energie. Rev. Intern. des Sciences, 5,
1880. (57-70).
[31] J. Richter-Gerbert, B. Sturmfels, and T. Theobald. First Steps in Tropical Geometry. AMS,
Contemporary Mathematics, 377, 2005. (289-317). E-print arXiv:math.AG/0306366.
[32] D. M. Scienceman. Energy and Emergy. In Environmental Economics-The Analysis of a Major
Interface. Pillet, G. and Murota, T. (eds.), 1987. (257-276).
[33] E. Sciubba. On The Second-Law Inconsistency of Emergy Analysis. Energy, 35, 2010. (3696-3706).
[34] S. E. Tennenbaum. Network energy expenditures for subsystem production. PhD thesis, University
of Florida, Gainesville, 1988.
[35] S. J. Whipple. Analysis of Ecosystem Structure and Function: Extended Path and Flow Analysis
of a Steady-State Oyster Reef Model. Ecological Modelling, 114, 1999. (251-274).
20
