Abstract: External perturbations affecting gene regulatory networks, such as pathogen/virus attacks, can lead to adverse effects on the phenotype of the biological system. In this paper, we propose a systematic approach to mitigate the effect of such perturbations that can be implemented using the tools of synthetic biology. We use system identification techniques to build accurate models of an example gene regulatory network from time-series data, and proceed to identify the kernel architecture of the network, which is defined as the minimal set of interactions needed to reproduce the wild type temporal behaviour. The kernel architecture reveals four key pathways in the network which allow us to investigate a number of different mitigation strategies in the event of external perturbations. We show that while network reoptimisation can reduce the impact of perturbations, combining network rewiring with a synthetic feedback control loop allows the effect of the perturbation to be completely eliminated. The proposed approach highlights the potential of combining feedback control theory with synthetic biology for developing more resilient biological systems.
INTRODUCTION
In any complex network, e.g. the world wide web, power grids, social networks, gene regulatory networks, etc, the presence of external perturbations to the network can potentially result in adverse effects to the entire network operation. These undesirable consequences include the spreading of computer viruses through the internet, major power supply breakdowns to residential and industrial areas, rapid spread of rumours and misinformation through social networks, and the loss of vital functions in biological organisms. As a result, the development of mitigation strategies that can minimise the effect of external perturbations on network functionality is now the subject of intensive research.
Conventionally, work on this problem from the field of network science has looked at ways to mitigate such perturbation effects by focussing on various network related concepts, such as 'hubs', 'components', 'degree of centralities' and so on (see e.g. Newman (2010) ; Ventresca and Aleman (2013) ). Recently, however, the use of strategies based on feedback control theory for mitigating the effect of perturbations on largescale networks has also started to garner attention (see e.g. Liu et al. (2011 Liu et al. ( , 2013 ; Vinayagam et al. (2016) ; ). By treating perturbation as disturbances that require appropriate control actions to ensure the output stays at the desired reference value, one can reformulate the problem of perturbation mitigation as a disturbance rejection problem from the perspective of control theory. In view of this, there have been considerable efforts, including those studies mentioned above, dedicated to using tools from control theory to analyse the controllability and stability of complex networks, in order to develop control system design rules to implement appropriate mitigation strategies.
In this paper, we present a systematic approach for perturbation mitigation in the context of gene regulatory networks, starting from the modelling of the dynamics of the network using system identification techniques, to obtaining the kernel architecture of the network, which is then used for further analysis in developing strategies for network mitigation through the combination of synthetic feedback control loops and network rewiring.
The paper is organised the following manner. In Section 2, the description of the example gene regulatory network used to illustrate our approach is presented. The methodologies for system identification and for obtaining the kernel architecture of the network are described in Section 3. In Section 4, we present a number of mitigation strategies and evaluate their capability to robustly reduce the effect of external perturbations on the phenotypic response of the network. We end the paper with some conclusions in Section 5.
DREAM GENE REGULATORY NETWORK
The DREAM in silico gene regulatory network challenge was recently established to serve as a benchmark for evaluating different proposed methods for inferring the structure of gene networks from experimental data (Marbach et al. (2009); Stolovitzky et al. (2007 Stolovitzky et al. ( , 2009 ). In the challenge, temporal data for each gene (node) in an interconnecting network are typically provided, and based on this data, the aim is to decipher the underlying gene regulatory network to obtain information such as the interconnecting edges, the direction of the links connecting the nodes and so on. These gene regulatory networks are part of the actual transcriptional networks in E. coli and S. cerevisiae, and thus they are representative of real biological systems.
In this paper, we choose the DREAM4 Size 10 data set (hereafter the term DREAM is used to denote this network), which consists of mRNA data of a network composed of 10 interconnecting genes. Since this dataset does not include separate protein data, in the following we assume that the dynamics of the protein is similar to the dynamics of the mRNA and that the mRNA is linearly translated to protein. With these two assumptions, at steady state, we can lump the protein dynamics with the transcription rate of the mRNA, resulting in a complete network which can be described using only mRNA levels. For this DREAM data set, the information regarding which nodes are connected to which is already provided and the depiction of these interactions is shown in Figure 1 
MODEL IDENTIFICATION

Identification of a linear grey box gene regulatory network model
While the interconnection between different genes in the DREAM gene regulatory network has been established (see Figure 1 (A)), the type of regulation between interconnecting genes is not specified, i.e. the regulation could either be an activation or repression. Here, we use system identification techniques (see e.g. Ljung (1999)) to determine the regulation types between interconnecting genes.
The use of system identification in deciphering gene regulatory network has been considered previously in (Gardner et al. (2003) ; di Bernardo et al. (2005) ; Bansal et al. (2007) ). In those studies, a linear black box network model is considered, and based on the the available gene expression data, the interconnecting genes, the direction of the interconnection, and the types of regulation were identified. Several previous studies have confirmed that the underlying dynamics of gene regulatory network can be accurately identified using linear models (see e.g. Dalchau et al. (2011); Herrero et al. (2012) ; Foo et al. (2013) ).
In this study, given that we have prior knowledge about the interconnections between the genes, we consider a linear grey box model and focus on the identification of the types of regulation in this network. Following the standard procedure of system identification, one data set of the DREAM network is used for model identification and another data set is used for model validation. These two data sets correspond to two different scenarios on how perturbations could enter the network.
The linear model to describe the dynamics of the DREAM network is given by
where W 1 to W 3 are input signals. θ are unknown parameters, which are to be estimated using prediction error method with a quadratic criterion, i.e.
where N T is the length of data,N i is the simulated data from the model and N i is the real data. The estimated model parameters for the linear model are given in Table 1 .
From these estimated parameters, we are able to determine the types of regulation where the activation and repression interac- tions are denoted by the respective positive and negative signs (Gardner et al. (2003) ). Note that all the estimated parameters for the degradation terms have negative values, which makes sense from a biological point of view. Figure 2 shows the comparison between the linear model and the DREAM data on the validation data set. In general, the linear model is able to capture the data well, except for N 6 . One possible reason for this could be that the estimation data set does not provide sufficient information on the dynamics of the interconnection between N 6 and N 8 .
As a quantitative measure of model performance, the Mean Square Error (MSE) for each gene between the DREAM data and the linear model is computed as follows:
where i = 1, 2, . . . , 10.
The MSEs for both the estimation and validation data sets are given in Table 2 Table 2 : MSE for both estimation and validation data sets.
To further validate the performance of the linear model, the steady state levels of each gene in the network under knock down and knock out mutations are compared with the steady state levels provided in the DREAM network data for the same mutations. In the knock down mutation, the transcription rate for each genes is halved while for the knock out mutation, the transcription rate for each gene is set to 0. For the resulting 100 steady state values, the model predictions were within ±30% of the corresponding steady state data for 81% of the knock down and 72% of the knock out mutations.
To test the robustness of the linear model fit against parameter uncertainty, a parameter sensitivity analysis of the linear model is carried out where each parameter is multiplied by a constant value ranging from 0 to 2 with 0.2 increment. As a quantitative measure, we compute the relative error between the steady state value for all genes in the model without parameter variation and the steady state value for all genes in the model with parameter variation. The relative steady state error is computed using
where M is the steady state value of the model without parameter variation and M pt is the steady state value of the model with parameter variation. From Figure 3 , we see that the model is robust against parameter variation, where most of the values of e SS stay close to zero and within ±10%. The regulatory interactions identified by our model are shown in Figure 1 (B).
Kernel architecture of gene regulatory network
In (Foo et al. (2016) ), the core genetic circuitry of a plant circadian system is unravelled through identification of its kernel architecture. Here kernel is defined as the collection of the minimal set of interactions that must be present in the network to generate the temporal behaviour close to wild type. In our context, the kernel should consist of the minimum interactions required to reproduce the DREAM network temporal data. The kernel identification procedure suggested in (Foo et al. (2016) ) is composed of several steps; the main idea involves removal of the interactions in the network. This is followed by parameter reoptimisation to determine whether the error between model and real data is within a pre-determined threshold. If the model with removed interactions followed by parameter reoptimisation is able to achieve an error within the threshold, those interactions can be removed, otherwise, they are retained.
Application of the kernel identification procedure allows us to identify the kernel of the DREAM gene regulatory network as shown in Fig. 1(C) . The kernel of the DREAM network reveals several interesting features. Firstly, there is an isolated interaction involving N 2 , N 6 and N 8 . In other words, any perturbation occurring to either one of those genes would have almost no effect on the whole network. Fortunately, in our case, this finding also negates the poor performance of the model observed in the validation data set between N 6 and N 8 as these genes are not part of the kernel architecture. In addition, we can see that the external input signal W 2 will not be useful for the purposes of perturbation mitigation, as its effect is confined to N 2 , N 6 and N 8 .
Secondly, the kernel reveals four main pathways (labelled Pathway I, II, III and IV) converging to N 4 , making this the most 'vulnerable' gene in the network. Thus, any phenotypes related to or downstream of N 4 would be most significantly affected by perturbations targeting this subnetwork. All these features are revealed through identification of the kernel architecture, which would not have been obvious if the full model were used.
RESULTS
Mitigation strategies based on network reoptimisation and rewiring
Based on our previous analysis of the most vulnerable gene in the network, we assume that an external perturbation enters the network through W 1 and affects the steady state level of N 4 .
From a control perspective, W 1 and N 4 represent the disturbance and output signal respectively.
The steady state level of N 4 without perturbation simulated using the linear model is 0.732. When a unit step perturbation enters through W 1 , the steady state level of N 4 drops to 0.474. From a biological point of view, this can be interpreted as the effect of pathogen/virus attack leading to a drop in the optimal functioning level of N 4 . Often in biology, when a perturbation occurs, biological systems react to restore as much as possible their normal functional behaviour. Thus, we reoptimise the network parameters to check whether the steady state level of N 4 can be restored in the presence of perturbation. The reoptimisation exercise is carried out to simulate the ability of the biological system to evolve and adapt in the presence of perturbation. After reoptimisation, we note that the steady state level of N 4 increases to 0.608 as shown by the yellow bar in Fig. 4 . Although there is a recovery in the steady state level, it is still unable to regain its initial level of 0.732.
Thus, in the following simulation analyses, in the presence of the perturbation, we remove pathways affecting N 4 individually and jointly to determine whether any other combination of these pathways can be used to restore the steady state level of N 4 to its initial level. Fig. 4 shows the steady state level of N 4 under different investigated scenarios. As a note, we take the average value of the steady state level of N 4 when one to three pathways are removed. Also, we group the cases with and without reoptimisation upon pathway removals with the same color for ease of comparison. From Fig. 4 , we observe that when one to three pathways are removed, the steady state level of N 4 ranges from 0.200 to 0.378. Through reoptimisation, the steady state levels of N 4 increases to within the range of 0.605 to 0.611 (as indicated by the green, blue and violet color bar graphs), which is greater than 0.474 albeit still less than 0.732. When all four pathways are removed, the steady state level of N 4 cannot be restored even with reoptimisation. Our results suggest that although the steady state level of N 4 can be increased with reoptimisation, no alternative pathway structure can be used to restore the steady state level of N 4 to its initial value. Therefore, we next consider the approach of network rewiring. A detailed look at Fig. 1(C) reveals that the activation of N 4 by N 9 through W 3 can be a potential candidate for rewiring.
To test this idea, we remove all four pathways and rewire N 9 to activate N 4 directly (see the green dashed line in Fig. 1(D) ). The rewiring strategy increases the steady state level of N 4 from 0.00 to 0.297 and with reoptimisation the steady state level of N 4 further increases to 0.617, which is the highest steady state level of N 4 compared to other strategies. Although rewiring is still unable to restore the steady state level of N 4 to its initial value, this finding suggests that there could be advantages to rewiring and it should be considered as part of the control strategy for network mitigation. This is further investigated in the following section.
Mitigation strategies using synthetic feedback control
In the previous section, we analysed the effect of perturbation on the steady state level of N 4 and note that despite considering several strategies and employing extensive parameter reoptimisation, the steady state value of N 4 is still not restored to its initial level. To address this issue, we propose the following feedback control strategy for network mitigation in our attempt to restore the steady state level of N 4 , which is shown in Fig.  1(D) , whereby the control action is provided by W 3 .
Here, a genetic-based proportional-integral (PI) controller, which has the following form:
is used, where K P and K I are the gains and γ is the production rates of the controller. Biological implementation of this controller structure can be achieved following for e.g. the framework suggested in (Ang et al. (2010) ; Ang and McMillen (2013) ).
The control objective is to maintain the steady state level of N 4 at a given set-point, i.e. 0.732. As shown in Fig. 5(A) , when there is no perturbation, the steady state level of N 4 is 0.732. In our simulation, the perturbation enters the network through W 1 at time 4000 s. As expected, without any control or rewiring strategy, the steady state level of N 4 is unable to reach the setpoint and the steady state level drops to 0.474 (see Fig. 5(B) ). With feedback control, where K P = 1, K I = 0.04 and γ = 0.01, the level of N 4 is able to recover to within 5% of the set-point at approximately 5500 s (see Fig. 5(C) ).
In the previous section, we note that there is an improvement in the steady state value of N 4 when rewiring is carried out. In Fig. 5(D) , we can see that the steady state level of N 4 after rewiring is 0.537. We proceed further by reoptimising the network parameters and as shown in Fig. 5( E) , this further improves the steady state level of N 4 to 0.618. While rewiring and reoptimisation do help in increasing the steady state value of N 4 , there are still not reaching the intended set-point. As such, we introduce feedback control to the rewired network and as shown in Fig. 5(F) , the feedback control is able to bring the steady state level of N 4 back to the set-point and with a faster response time compared to the feedback control without rewiring. With a synthetic feedback control loop applied to the rewired network, the level of N 4 is able to reach within 5% of the set-point at approximately 4700 s. 
Robustness analysis of the feedback control system
Here, the robustness of the two feedback control systems with and without rewiring is investigated using Monte Carlo simulations. In the simulation, all the parameters in the linear model are randomly drawn from a uniform distribution and the above simulations are performed 1060 times. The number 1060 is chosen following the Chernoff bound (Vidyasagar (1998) ), following the guidelines given in (Williams (2001) ): this number of simulations is required to accomplish an accuracy level of 0.05 with confidence level of 99% (Vidyasagar (1998) ; Menon et al. (2009) ). All the parameters are varied within ranges of 20% around their nominal values, i.e. φ (1 − δ Λ), where δ = 0.2 and Λ is a random number from the uniform distribution in [-1,1].
The simulation results are shown in Fig. 6 . The shaded regions encompass all responses from 1060 Monte Carlo simulations for randomly perturbed parameters in the range of ±δ from the nominal values. Both the controller strategies show good level of robust performance with no stability issues as a result of varying parameters. We repeat our simulations with δ = 0.5 and observe similar results.
CONCLUSIONS
In this paper, we use system identification techniques to build a linear model and identify types of regulation in a gene regulatory network. Using this linear model, we proceed to obtain the kernel architecture of the network, which is defined as the collection of minimal interactions that must be present to generate the temporal behaviour close to wild type. From the kernel architecture, we identify four main pathways within the network. Based on these pathways, we suggest simulation scenarios and mitigation strategies in the event of perturbation entering the network. We found that through network reoptimisation, the effect of the perturbation can be reduced, while through feedback control with network rewiring, the effect of the perturbation can be eliminated completely. While many strategies for network rewiring have been proposed in the literature, in many cases their experimental implementation on real biological systems is often not feasible or is strongly constrained by experimental limitations. Our approach of mitigation has taken this factor into consideration, and has great potential for application using the tools of synthetic biology. For instance, through combined use of feedback control and network rewiring strategies, we can reduce the effect of perturbations such as infectious agents in crop plants, or increase the robustness of bacterial networks to the introduction of synthetic circuits.
