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Interpolation Macdonald operators at infinity
Cesar Cuenca
Abstract
We study the interpolation Macdonald functions, remarkable inhomogeneous generalizations
of Macdonald functions, and a sequence A1, A2, . . . of commuting operators that are diagonal-
ized by them. Such a sequence of operators arises in the projective limit of finite families of
commuting q-difference operators studied by Okounkov, Knop and Sahi. The main theorem is
an explicit formula for the operators Ak. Our formula involves the family of Hall-Littlewood
functions and a new family of inhomogeneous Hall-Littlewood functions, for which we give an
explicit construction and identify as a degeneration of the interpolation Macdonald functions
in the regime q → 0. This article is inspired by the recent papers of Nazarov-Sklyanin on
Macdonald and Sekiguchi-Debiard operators, and our main theorem is an extension of their
results.
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1 Introduction
The theory of Macdonald functions and their associated operators has recently enjoyed consid-
erable attention and found applications in various areas, see for example, [1, 4, 5, 15, 12, 13] and
references therein. In the present work, we study an inhomogeneous version of the Macdonald
functions, called the interpolation Macdonald functions. More explicitly, for any partition λ, one
can construct a symmetric function Iλ(·; q, t) with coefficients in the field Q(q, t) and such that its
top-degree homogeneous term is the Macdonald function parametrized by λ. The interpolation
Macdonald function Iλ(·; q, t) is certain limit of the interpolation (or shifted) Macdonald polyno-
mials Iλ|N (x1, . . . , xN ; q, t) considered previously by Knop [6], Okounkov [16, 18, 17], Olshanski
[19, 20], Sahi [22], among others.
In [17], a finite hierarchy of q-difference operators diagonalizing the interpolation Macdonald
polynomials Iλ|N was exhibited; we prefer to use the notation from [20]. Explicitly, D
0
N =
1, D1N , . . . , D
N
N are linear operators, in the algebra of symmetric polynomials on x1, . . . , xN with
coefficients in Q(q, t), given by
N∑
k=0
DkNz
k :=
1∏
1≤i<j≤N (xi − xj)
det
1≤i,j≤N
[
xN−i−1j
{
(xjt
1−N − 1)tN−izTq,xj + (xj + z)
}]
,
where Tq,xj are the q-shift operators. They diagonalize the interpolation Macdonald polynomials
Iλ|N (x1, . . . , xN ; q, t), ℓ(λ) ≤ N , in fact,
DkNIλ|N (x1, . . . , xN ; q, t) = ek(q
λ1 , qλ2t−1, . . . , qλN t1−N )Iλ|N (x1, . . . , xN ; q, t),
where ek(y1, . . . , yN) is an elementary symmetric polynomial.
It is natural to ask if there is some kind of limit operator Dk = limN→∞D
k
N acting on
symmetric functions that diagonalizes the interpolation Macdonald functions Iλ(·; q, t), and to
ask for an explicit formula for such operator. The analogous problems for Macdonald and
Sekiguchi-Debiard operators were answered by Nazarov-Sklyanin in [11, 12]. Their work is our
starting point; we wanted to know if there is an extension of their formulas to the inhomogeneous
setting of interpolation Macdonald operators. In this paper, using ideas from Nazarov-Sklyanin,
we answer the question for interpolation Macdonald operators in the affirmative. By considering
a simple renormalization of the operatorsDkN , to be denotedA
k
N , we can take a natural projective
limit Ak := limN→∞ A
k
N that is an operator acting on the ring of symmetric functions. Explicitly,
these operators can be described nicely by the action of the generating function
A∞(u; q, t) := 1 +
A1
1− u +
A2
(1 − u)(1− ut) +
A3
(1− u)(1− ut)(1− ut2) + . . .
on the interpolation Macdonald functions:
A∞(u; q, t)Iµ(·; q, t) =
∞∏
i=1
{
qµi − ti−1u
1− ti−1u
}
· Iµ(·; q, t),
for all partitions µ = (µ1 ≥ µ2 ≥ . . . ). The definition of the operators {AkN}k in terms of
{DkN}k, as well as the formal definition of the operators Ak as limits of the finite ones AkN is
made explicit in the text below, see Section 3.
The main result of this article is an explicit formula for the operators {Ak}k∈N. The answer is
given in terms of the dual Hall-Littlewood functions QHLλ (·; t) and a new family of inhomogeneous
Hall-Littlewood functions, that we denote by FHLλ (·; t). The formula is the following
Ak :=
∑
ℓ(λ)=k
tλ1+λ2+...FHLλ (·; t−1)(QHLλ (·; t−1))∗,
where (QHLλ (·; t−1))∗ is the adjoint of the operator of multiplication by QHLλ (·; t−1), with respect
to the Macdonald inner product, see Theorem 3.2 in the text.
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The symmetric function FHLλ (·; t) is a limit of a sequence of (a new family of) inhomogeneous
Hall-Littlewood polynomials FHLλ (x1, . . . , xN ; t). These polynomials are defined by a formula
involving a sum over the symmetric group, and resemble very much the usual Hall-Littlewood
polynomials.
We also study these polynomials in more depth and prove that they are degenerations of
interpolation Macdonald polynomials:
FHLλ (x1, . . . , xN ; t) = lim
q→0
Iλ|N (x1, . . . , xN ; 1/q, 1/t).
Thus one can derive further properties for our polynomials FHLλ (x1, . . . , xN ; t), and for the
corresponding functions FHLλ (·; t), as degenerations of known results for interpolation Macdonald
polynomials. As examples, we derive closed-form formulas for the generating functions of one-
row and one-column inhomogeneous Hall-Littlewood functions. As a consequence of the closed
expression for the generating function of one-row inhomogeneous Hall-Littlewood functions, we
obtain the following vertex operator form for A1:
A1 =
t
t− 1
∮
|z|≪1
dz
2π
√−1z exp
(
∞∑
n=1
zn(1 − t−n)
n
pn
)
exp
(
∞∑
n=1
z−n(qn − 1) ∂
∂pn
)
− t
t− 1 +
1− q
1− t
∂
∂p1
,
where p1, p2, . . . are the Newton power sums, also known as the collective variables in the physics
literature.
The Macdonald polynomialMλ|N (x1, . . . , xN ; q, t) is the top-degree homogeneous component
of the interpolation Macdonald polynomial Iλ|N (x1, . . . , xN ; q, t), i.e.,
Mλ|N (x1, . . . , xN ; q, t) = lim
a→+∞
Iλ|N (ax1, . . . , axN ; q, t)
adeg Iλ|N
. (1.1)
As mentioned above, Nazarov-Sklyanin studied the same problem we are dealing with, but
for Macdonald and Sekiguchi-Debiard operators, degenerations corresponding to Macdonald
and Jack functions, see [10, 11, 12, 13, 14]. From the relation (1.1) between the Macdonald
and interpolation Macdonald polynomials, we can deduce the main theorem of [12] (as well
as its degeneration in [11]) from Theorem 3.2. At the combinatorial level, our main theorem
is a refined Cauchy identity for interpolation Macdonald functions; the arguments to prove
this combinatorial identity differ from those in the articles of Nazarov-Sklyanin. Lastly, let us
mention that the operators considered in [10, 13, 14], form a different hierarchy of operators
than the ones in papers [11, 12], and they admit an explicit formula via a Lax matrix. It would
be interesting to see if one can apply similar techniques to produce such a different hierarchy of
operators for interpolation Macdonald functions.
We end this introduction with the organization of this article. In Section 2, we recall some
basics of symmetric functions from [8], and some facts about interpolation functions from [20].
The new material is Subsection 2.5, where we construct an inhomogeneous analogue to the Hall-
Littlewood function. Next, in Section 3, we discuss the operators of Okounkov that diagonalize
the interpolation Macdonald polynomials, define the limit of such operator and state the main
theorem. The proof of the main theorem is based on the symbol of our operators with respect to
the Macdonald inner product, and it reduces to a combinatorial identity, like in [11, 12]. However,
our proof of the resulting identity differs from these papers, and is carried out in Section 4. As
a complement to the main result, in Section 5 we study the inhomogeneous Hall-Littlewood
polynomials; our second main result states that they are limits of interpolation Macdonald
polynomials as q → 0. As an application, we also find a vertex operator representation of the
first operator A1 of the hierarchy.
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2 Symmetric Functions
2.1 Preliminaries
We assume that the reader is familiar with the language of symmetric polynomials and symmetric
functions, as in [8, Ch. I]. We recall only a few notions and set our terminology.
For any N ∈ N, let ΛN,F be the algebra of symmetric polynomials on N variables x1, . . . , xN
and with coefficients in the field F (also Λ0,F := F). In what follows we only need F = Q,
Q(t), or Q(q, t), for two formal parameters q, t. The substitution xN = 0 gives a homomorphism
πN : ΛN,F → ΛN−1,F for anyN ≥ 1. The projective limit of the chain {ΛN,F, πN}, in the category
of graded algebras, is denoted ΛF and called the algebra of symmetric functions. Equivalently,
ΛF is the polynomial ring on infinitely many variables p1, p2, . . . that are identified with the
Newton power sums.
For any N ∈ N, the set of partitions λ of length ℓ(λ) ≤ N is denoted Y(N). We also
let Y(0) be the singleton containing only the empty partition, and Y := ∪N≥0Y(N) the set
of all partitions. All familiar bases of ΛN,F are parametrized by Y(N), for example the set
{mλ(x1, . . . , xN ) : λ ∈ Y(N)} of monomial symmetric polynomials,
mλ(x1, . . . , xN ) :=
∑
1≤i1<...<ik≤N
∑
σ∈Sk
c−1λ x
λ1
iσ(1)
· · ·xλkiσ(k) , (2.1)
is a basis of ΛN,Q. In the display (2.1), we used k instead of ℓ(λ), and cλ := m1(λ)! ·m2(λ)! · · · ,
wheremi = mi(λ) denotes the multiplicity of i in the partition λ. With this notation, we usually
write λ = (1m12m2 · · · ).
The monomial symmetric polynomials are stable: mλ(x1, . . . , xN , 0) = mλ(x1, . . . , xN ). This
property leads us to consider the monomial symmetric function mλ = mλ(x1, x2, . . .) in ΛQ.
Clearly {mλ : λ ∈ Y} is a basis of ΛQ. A different basis of ΛQ is given by {pµ :=
∏
i≥1 pµi ∀µ ∈
Y}. In the next subsections, we recall other bases of ΛF, for F = Q(t) and Q(q, t), including
those given by Hall-Littlewood and Macdonald functions.
2.2 Hall-Littlewood functions
Let N ∈ N, λ ∈ Y(N). The Hall-Littlewood (to be abbreviated HL henceforth) polynomial
PHLλ (x1, . . . , xN ; t) ∈ ΛN,Q(t) is defined by, see [8, Ch. III],
PHLλ (x1, . . . , xN ; t) :=
∏
i≥0
mi∏
j=1
1− t
1− tj
∑
w∈SN
w

N∏
i=1
xλii
∏
1≤i<j≤N
xi − txj
xi − xj
, (2.2)
where wf(x1, . . . , xN ) = f(xw(1), . . . , xw(N)) for any permutation w ∈ SN and any function
f(x1, . . . , xN ), λ = (1
m12m2 . . . ), andm0 = m0(λ) = N−ℓ(λ). If ℓ(λ) > N , we set PHLλ (x1, . . . , xN ; t) :=
0.
It is known that PHLλ (x1, . . . , xN ; t) is a polynomial in the variables x1, . . . , xN , it has degree
|λ| := ∑i λi, and has coefficients in Z[t]. It is also known that PHL∅ (x1, . . . , xN ; t) = 1, which
implies ∑
w∈SN
w
 ∏
1≤i<j≤N
xi − txj
xi − xj
 =
N∏
i=1
1− ti
1− t . (2.3)
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The HL polynomials also have the stability property
PHLλ (x1, . . . , xN , 0; t) =
{
PHLλ (x1, . . . , xN ; t), if λ ∈ Y(N),
0, if λ /∈ Y(N). (2.4)
This stability allows one to define the HL function PHLλ (·; t) = PHLλ (x1, x2, . . . ; t) ∈ ΛQ(t). The
set {PHLλ (·; t) : λ ∈ Y} is a basis of ΛQ(t). We shall also need the dual basis given by
QHLλ (·; t) := bλ(t)PHLλ (·; t), ∀λ ∈ Y, where bλ(t) :=
∏
i≥1
mi∏
j=1
(1− tj). (2.5)
The basis {QHLλ (·; t) : λ ∈ Y} is dual to {PHLλ (·; t) : λ ∈ Y} with respect to the inner product in
(2.8) with q = 0; we shall not make use of this fact. This duality is equivalent to the following
combinatorial identity, known as the Cauchy identity for HL polynomials :∑
λ∈Y
Pλ(x1, x2, . . . ; t)Qλ(y1, y2, . . . ; t) =
∏
i≥1
∏
j≥1
1− txiyj
1− xiyj . (2.6)
2.3 Macdonald functions
The Macdonald polynomials Mλ|N (x1, . . . , xN ; q, t) ∈ ΛN,Q(q,t), λ ∈ Y(N), are a generalization
of HL polynomials. To define them, introduce the Macdonald difference operators
H0N := 1, H
r
N := t
(r2)
∑
I⊂{1,...,N}
|I|=r
∏
i∈I
j /∈I
txi − xj
xi − xj
∏
i∈I
Tq,xi ∀1 ≤ r ≤ N. (2.7)
For any λ ∈ Y(N), the Macdonald polynomial Mλ|N(x1, . . . , xN ; q, t) is the unique element of
ΛN,Q(q,t) of the form mλ(x1, . . . , xN )+ terms cµmµ(x1, . . . , xN ), where µ ranges over partitions
in Y(N) with |µ| = |λ| and µ < λ in the dominance order, and moreover
HrNMλ|N (x1, . . . , xN ; q, t) = er(q
λ1tN−1, . . . , qλN ) ·Mλ|N(x1, . . . , xN ; q, t) ∀r = 0, 1, . . . , N,
where er(y1, . . . , yN) =
∑
1≤i1<...<ir≤N
yi1 · · · yir is an elementary symmetric polynomial.
For each N ∈ N, the set {Mλ|N (x1, . . . , xN ; q, t) : λ ∈ Y(N)} is a basis of ΛN,Q(q,t). The Mac-
donald polynomials are stable, i.e., Mλ|N+1(x1, . . . , xN , 0; q, t) = Mλ|N(x1, . . . , xN ; q, t), which
allows us to define the Macdonald functions Mλ(·; q, t) ∈ ΛQ(q,t). It follows that {Mλ(·; q, t) :
λ ∈ Y} is a basis of ΛQ(q,t); it is known that this basis is orthogonal with respect to the inner
product (·, ·)q,t, defined by declaring
(pµ, pν)q,t := δµ,ν
∏
i≥1
(imi(µ)mi(µ)!) ·
ℓ(µ)∏
i=1
1− qµi
1− tµi ∀µ, ν ∈ Y. (2.8)
Macdonald functions generalize HL functions, since ΛQ(q,t)
q=0−−→ ΛQ(t) maps Mλ(·; q, t) to
PHLλ (·; t).
2.4 Interpolation Macdonald functions
We define the interpolation Macdonald functions in the notation of Olshanski [19, 20]. They
also appear in papers by Knop [6], Okounkov [16, 17, 18], and Sahi [22]1. Unlike the functions
from previous subsections, the interpolation Macdonald functions are inhomogeneous.
For any λ ∈ Y(N), the interpolation Macdonald polynomial Iλ|N (x1, . . . , xN ; q, t) is the
unique element of ΛN,Q(q,t) satisfying the following conditions:
1Actually, only the interpolation Macdonald polynomials appear in the papers [6, 16, 17, 18, 22]. It seems like
Olshanski was the first who considered their lifts to the ring of symmetric functions. However, Sergeev and Veselov
[23], as well as Rains [21], have previously studied lifts of Jack-Laurent polynomials and BCN -symmetric polynomials,
respectively
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1. deg Iλ|N (x1, . . . , xN ; q, t) = |λ|,
2. Iλ|N (q
−µ1 , q−µ2t, . . . , q−µN tN−1; q, t) = 0 for all µ 6= λ with |µ| ≤ |λ|,
3. Iλ|N (q
−λ1 , q−λ2t, . . . , q−λN tN−1; q, t) 6= 0,
4. Iλ|N (x1, . . . , xN ; q, t) = mλ(x1, · · · , xN ) + · · · ,
where the dots in the last condition stand for a linear combination of monomial symmetric
polynomials mµ(x1, · · · , xN ), with either |µ| < |λ|, or |µ| = |λ| and µ ≤ λ in the dominance
order of partitions.
Items 3 and 4 of the definition can be replaced by
Iλ|N (q
−λ1 , q−λ2t, . . . , q−λN tN−1; q, t) = C(λ; q, t), (2.9)
where the normalization constant C(λ; q, t) is
C(λ; q, t) := q−2n(λ
′)−|λ|tn(λ)
∏
s∈λ
(1− qa(s)+1tl(s)). (2.10)
In formula (2.10), we need to recall some notation: for any partition κ = (κ1, κ2, . . . ), we denote
n(κ) :=
∑
i≥1
(i− 1)κi =
∑
j≥1
(
κ′j
2
)
,
and for any square in the Young diagram s = (i, j) ∈ κ, we let
a(s) := λi − j, l(s) := λ′j − i,
a′(s) := j − 1, l′(s) = i− 1,
be the arm length, leg length, coarm length and coleg length of s = (i, j), respectively.
It turns out that the top-degree homogeneous component of Iλ|N (x1, . . . , xN ; q, t) is the
Macdonald polynomial Mλ|N(x1, . . . , xN ; q, t). As a consequence, {Iλ|N (x1, . . . , xN ; q, t) : λ ∈
Y(N)} is a basis of ΛN,Q(q,t).
The relation between Okounkov’s notation P ∗λ (x1, . . . , xN ; q, t) and ours is
Iλ|N (x1, . . . , xN ; q, t) = P
∗
λ (x1, x2/t, . . . , xN/t
N−1; 1/q, 1/t).
Thus the translation of [16, (1.9)] to our notation is the special value
Iµ|N (a, at, . . . , at
N−1; q, t) = tn(µ) ·
∏
s∈µ
(1− qa′(s)tN−l′(s))(a− q−a′(s)tl′(s))
(1− qa(s)tl(s)+1) .
In particular, by using ∑
s∈µ
a′(s) = n(µ′),
∑
s∈µ
l′(s) = n(µ),
we obtain
Iµ|N (0
N ; q, t) = Iµ|N (0, . . . , 0︸ ︷︷ ︸
N zeroes
; q, t) = (−1)|µ|q−n(µ′)t2n(µ) ·
∏
s∈µ
1− qa′(s)tN−l′(s)
1− qa(s)tl(s)+1 . (2.11)
In the spirit of the classical theory of symmetric functions, we want to define an element of
ΛQ(q,t) that is a limit of the interpolation Macdonald polynomials Iλ|N (x1, . . . , xN ; q, t), as N
tends to infinity. The suitable stability property is the following:
Iλ|N+1(x1, . . . , xN , t
N ; q, t) = Iλ|N (x1, . . . , xN ; q, t). (2.12)
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Now consider the chain of algebra homomorphisms
Q(q, t)
x1=1←−−− Λ1,Q(q,t) x2=t←−−− Λ2,Q(q,t) ← · · · ← ΛN−1,Q(q,t) xN=t
N−1
←−−−−−− ΛN,Q(q,t) xN+1=t
N
←−−−−−− · · ·
and let Λ′
Q(q,t) be the projective limit in the category of filtered algebras. Because of the stability
property (2.12), the sequence {Iλ|N (x1, . . . , xN ; q, t) : N ≥ ℓ(λ)} defines an element of Λ′Q(q,t),
for each λ ∈ Y.
A natural algebra isomorphism ΛQ(q,t) → Λ′Q(q,t) is defined by sending each Newton power
sum pn, n ≥ 1, to some “regularization” of {pn(x1, . . . , xN ) + tnN + tn(N+1) + · · · : N ≥ 1};
formally, the map is the unique algebra homomorphism such that
ΛQ(q,t) ∋ pn 7→
{
pn(x1, . . . , xN ) +
tnN
1− tn
}
=
{
xn1 + . . .+ x
n
N +
tnN
1− tn
}
∈ Λ′Q(q,t).
It is easily shown to be an isomorphism, see the proof of Proposition 2.7 for a similar state-
ment. The element of ΛQ(q,t) that corresponds to {Iλ|N (x1, . . . , xN ; q, t) : N ≥ ℓ(λ)} ∈ Λ′Q(q,t)
is denoted by Iλ(·; q, t) = Iλ(x1, x2, . . . ; q, t) and called the interpolation Macdonald function
parametrized by λ ∈ Y. The set {Iλ(·; q, t) : λ ∈ Y} is an (inhomogeneous) basis of ΛQ(q,t).
2.5 Inhomogeneous Hall-Littlewood functions
To write down an expression for the limits of interpolation Macdonald operators, we need a new
family of symmetric functions, which are a sort of inhomogeneous version of HL functions. We
study some of their properties, from a purely combinatorial point of view.
Definition 2.1. Let N ∈ N and λ ∈ Y(N) a partition of length 0 ≤ ℓ(λ) = k ≤ N . Define the
inhomogeneous Hall-Littlewood polynomial FHLλ (x1, . . . , xN ; t) ∈ ΛN,Q(t) by
FHLλ (x1, . . . , xN ; t) :=
∏
i≥0
mi(λ)∏
j=1
1− t
1− tj
∑
w∈SN
w

k∏
i=1
(
(1 − t1−Nx−1i )xλii
) ∏
1≤i<j≤N
xi − txj
xi − xj
,
(2.13)
where m0(λ) = N − ℓ(λ). If λ ∈ Y \ Y(N), i.e. if ℓ(λ) > N , then set
FHLλ (x1, . . . , xN ; t) := 0. (2.14)
Remark 2.2. When ℓ(λ) = 0, i.e., when λ = ∅, then FHL∅ (x1, . . . , xN ; t) = 1. When ℓ(λ) = N ,
then (2.2) and (2.13) imply FHLλ (x1, . . . , xN ; t) =
∏N
i=1 (1− t1−Nx−1i )PHLλ (x1, . . . , xN ; t).
Remark 2.3. Our symmetric polynomials FHLλ (x1, . . . , xN ; t) look very similar to the symmetric
rational functions Gλ(u1, . . . , uN ; Ξ, S) of Borodin-Petrov [3], e.g., compare (2.1) with [3, (4.24)].
However, our polynomials seem not to be a degeneration of the family of functions of Borodin-
Petrov.
Remark 2.4. Borodin defined a different kind of inhomogeneous HL polynomial as a degener-
ation of the homogeneous version of the symmetric rational function Gλ(u1, . . . , uN ; Ξ, S); see
[2, Sec. 8.2] for their definition.
It is not immediately clear from the definition, but FHLλ (x1, . . . , xN ; t) is a symmetric poly-
nomial in the variables x1, . . . , xN , of degree |λ|, and with coefficients in Z[t, t−1]. This can
be proved in the same fashion as one proves the analogous properties for HL polynomials, as
defined in (2.2), see [8, Ch. III, Sec. 1] for details.
From (2.2) and (2.13), we deduce that if ℓ(λ) ≤ N , the top-degree homogeneous component of
FHLλ (x1, . . . , xN ; t) is the HL polynomial P
HL
λ (x1, . . . , xN ; t). It follows that {FHLλ (x1, . . . , xN ; t) :
λ ∈ Y(N)} is a basis of ΛN,Q(t).
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Lemma 2.5. Let N ∈ N and λ ∈ Y(N) be a partition of length 0 ≤ ℓ(λ) = k ≤ N . Then
FHLλ (x1, . . . , xN ; t) =
∑
w∈SN/SλN
w

k∏
i=1
(
(1− t1−Nx−1i )xλii
) ∏
1≤i<j≤N
λi>λj
xi − txj
xi − xj
,
where SλN := {w ∈ SN : λw(i) = λi ∀i = 1, 2, . . . , N} and the sum above is over representatives
w of the coset space SN/S
λ
N .
Proof. The proof follows exactly the argument of [8, Ch. III, (1.5)]. Details are left to the
reader.
Proposition 2.6. Let N ∈ N, N ≥ 2, and λ ∈ Y. Then
FHLλ (x1, . . . , xN−1, t
1−N ; t) = FHLλ (x1, . . . , xN−1; t) (2.15)
Proof. If ℓ(λ) > N , then both sides of the equality are zero, by definition (2.14).
If ℓ(λ) = N , then the right side of the equality is zero by (2.14). On the other hand, since
ℓ(λ) = N , then the product over i inside the brackets of (2.13) is invariant under permutations
of its variables by w ∈ SN , so that product can be factored out of the sum. It follows that
FHLλ (x1, . . . , xN ; t) =
∏
i≥0
mi(λ)∏
j=1
1− t
1− tj
N∏
i=1
(
(1− t1−Nx−1i )xλii
) ∑
w∈SN
w
 ∏
1≤i<j≤N
xi − txj
xi − xj
.
It is clear from the formula above that the factor 1 − t1−Nx−1N vanishes if xN = t1−N , and
therefore FHLλ (x1, . . . , xN−1, t
1−N ; t) = 0.
Finally assume 0 ≤ ℓ(λ) = k ≤ N − 1. In this case, we can apply Lemma 2.5 to both sides of
(2.15). When we apply it to the left side, we note that some terms in the sum over w ∈ SN/SλN
are zero. In fact, those terms corresponding to w ∈ SN/SλN such that w−1(N) ∈ {1, 2, . . . , k}
vanish because the factor
∏k
i=1 ((1 − t1−Nx−1w(i))xλiw(i)) equals zero when xN = t1−N .
Thus the sum is actually over those w ∈ SN/SλN with w−1(N) ∈ {k + 1, . . . , N}. Note that
permutations of {k+1, . . . , N} belong to SλN since λk+1 = . . . = λN = 0. This means that each
coset representative w ∈ SN/SλN can be chosen so that w(N) = N , and therefore the restriction
w|SN−1 runs naturally over elements of SN−1/SλN−1, as w runs over SN/SλN . Finally observe
that w(N) = N implies
k∏
i=1
(
(1− t1−Nx−1w(i))xλiw(i)
) ∏
1≤i<j≤N
λi>λj
xw(i) − txw(j)
xw(i) − xw(j)
∣∣∣∣∣∣∣∣
xN=t1−N
=
k∏
i=1
(
(1 − t1−Nx−1w(i))xλiw(i)
) ∏
1≤i<j≤N−1
λi>λj
xw(i) − txw(j)
xw(i) − xw(j)
k∏
i=1
xw(i) − t2−N
xw(i) − t1−N
=
k∏
i=1
(
(1− t2−Nx−1w(i))xλiw(i)
) ∏
1≤i<j≤N−1
λi>λj
xw(i) − txw(j)
xw(i) − xw(j)
and we end up with the formula of Lemma 2.5 for the right side of (2.15).
Using Proposition 2.6, we construct for each λ ∈ Y an element of ΛQ(t) that uniquely corre-
sponds to the coherent sequence {FHLλ (x1, . . . , xN ; t) : N ≥ ℓ(λ)}. For any N ∈ N, consider the
map
πNN−1 : ΛN,Q(t)
xN=t
1−N
−−−−−−→ ΛN−1,Q(t) (2.16)
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given by the specialization xN = t
1−N . Also, for any N ∈ N, consider the following (unital)
algebra homomorphism specified by the action on the set of Newton power sums {pm : m ≥ 1},
which is a generator set for ΛQ(t):
π∞N : ΛQ(t) −→ ΛN,Q(t),
π∞N (pm) = pm(x1, . . . , xN ) +
t−mN
1− t−m , for all m ≥ 1,
(2.17)
where pm(x1, . . . , xN ) = x
m
1 + . . .+ x
m
N . The expression t
−mN/(1 − t−m) in (2.17) comes from
the geometric sum (t−N )m + (t−N−1)m + . . ., if we assume that t > 1.
Proposition/Definition 2.7. Let λ ∈ Y be arbitrary. There exists a unique FHLλ (·; t) ∈ ΛQ(t)
such that π∞N F
HL
λ (·; t) = FHLλ (x1, . . . , xN ; t) for all N ∈ N. We call such unique element the
inhomogeneous Hall-Littlewood function FHLλ (·; t) parametrized by λ. The set {FHLλ (·; t) : λ ∈ Y}
is a basis of ΛQ(t).
Proof. The proof is similar to that of [20, Prop. 2.8]. We repeat the proof, with necessary
modifications, for the reader’s convenience.
Let Λ′
Q(t) be the projective limit of the chain {ΛN,Q(t), πN+1N } in the category of filtered
algebras, and for each N ∈ N, let (π∞N )′ : Λ′Q(t) → ΛN,Q(t) be the projection.
Next, define a homomorphism π : ΛQ(t) → Λ′Q(t) specified by the action on the set of Newton
power sums {pn : n ≥ 1}, as follows:
ΛQ(t) ∋ pm 7→
{
pm(x1, . . . , xN ) +
t−mN
1− t−m
}
=
{
xm1 + . . .+ x
m
N +
t−mN
1− t−m
}
∈ Λ′Q(t).
Note that the sequence above determines an element of Λ′
Q(t) because of the coherence relation
(xm1 + . . .+ x
m
N−1 + (t
1−N )m) +
t−mN
1− t−m = (x
m
1 + . . .+ x
m
N−1) +
t−m(N−1)
1− t−m .
Observe that for any fixed d ∈ N, the map πN+1N induces a linear isomorphism between
the subspaces of degree ≤ d in ΛN,Q(t) and ΛN−1,Q(t), provided that N > d. If follows that
π : ΛQ(t) → Λ′Q(t) is an algebra isomorphism. Lastly note that (π∞N )′ ◦ π : ΛQ(t) → ΛN,Q(t) maps
each pm to pm(x1, . . . , xN ) +
t−mN
1−t−m , meaning that the composition coincides with the map π
∞
N
in (2.17).
Due to the stability property of Proposition 2.6, the sequence {Fλ|N (x1, . . . , xN ; t)}N defines
an element of Λ′
Q(t). Let Fλ(·; q, t) be the corresponding element of ΛQ(t). From the discussion
above, it is clear that it has the required property. The uniqueness is a consequence of the fact
that π : ΛQ(t) → Λ′Q(t) is an isomorphism.
Finally, recall that for each N ∈ N the top homogeneous part of FHLλ (x1, . . . , xN ; t) is the HL
polynomial PHLλ (x1, . . . , xN ; t); by the construction it follows that the top-degree homogeneous
component of FHLλ (·; t) is the HL function PHLλ (·; t). Since {PHLλ (·; t) : λ ∈ Y} is a basis of ΛQ(t),
then so is the set {FHLλ (·; t) : λ ∈ Y}, thus the last statement is proved.
Remark 2.8. Instead of πNN−1 and π
∞
N , consider the maps π˜
N
N−1 : ΛN,Q(t) → ΛN−1,Q(t), xN =
tN−1, and π˜∞N : ΛQ(t) → ΛN,Q(t), pm 7→ pm(x1, . . . , xN ) + tmN/(1− tm) for all m ≥ 1. A similar
construction as that of Proposition/Definition 2.7 gives a new family of symmetric functions
that we naturally denote by FHLλ (·; t−1).
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3 Interpolation Macdonald operators and their limits
3.1 Operators for interpolation Macdonald polynomials
We recall the operators of Okounkov [17] in the notation of [20]. The interpolation Macdonald
operators D1N , D
2
N , . . . , D
N
N on ΛN,Q(q,t) are defined by the equations
DN (z; q, t) := 1 +
N∑
k=1
DkNz
k,
DN (z; q, t) :=
1
V (x1, . . . , xN )
det
1≤i,j≤N
[
xN−i−1j
{
(xjt
1−N − 1)tN−izTq,xj + (xj + z)
}]
,
(3.1)
where V (x1, . . . , xN ) :=
∏
1≤i<j≤N (xi − xj) is the Vandermonde determinant, and {Tq,xj}1≤j≤N
are the q-shift operators, given by (Tq,xjf)(x1, . . . , xN ) := f(x1, . . . , xj−1, qxj , xj+1, . . . , xN ).
Observe that D1N , . . . , D
N
N depend on q, t, but we suppress them from the notation. They diag-
onalize the interpolation Macdonald polynomials {Iµ|N (x1, . . . , xN ; q, t) : µ ∈ Y(N)}; in fact,
DN (z; q, t)Iµ|N (x1, . . . , xN ; q, t) =
N∏
i=1
(1 + qµit1−iz) · Iµ|N (x1, . . . , xN ; q, t) ∀µ ∈ Y(N). (3.2)
In particular, {DkN : 1 ≤ k ≤ N} is a pairwise commuting family of q-difference operators. We
prefer to consider a renormalization of these operators, namely A1N , A
2
N , . . . , A
N
N , given by
1 +
N∑
k=1
AkN
(u; t)k
= AN (u; q, t) :=
DN (−u−1; q, t)(−u)N t
N(N−1)
2
(u; t)N
,
where (u; t)k :=
∏k−1
i=0 (1− ti−1u) is the usual Pochhammer symbol. From (3.1), we deduce
AN (u; q, t) =
1
V (x1, . . . , xN ) · (u; t)N ◦ det1≤i,j≤N
[
xN−i−1j
{
(xj − tN−1)Tq,xj + ti−1(1 − xju)
}]
.
(3.3)
They also diagonalize each Iµ|N (x1, . . . , xN ; q, t); in fact, (3.2) yields
AN (u; q, t)Iµ|N (x1, . . . , xN ; q, t) =
N∏
i=1
{
qµi − ti−1u
1− ti−1u
}
Iµ|N (x1, . . . , xN ; q, t). (3.4)
As before, {AkN : 1 ≤ k ≤ N} is a pairwise commuting family of q-difference operators. By
treating u as a complex variable and expanding the fractions 1/(1−ti−1u) near u = 0, we obtain,
in the right side of (3.4), an element of ΛN,Q(q,t)[[u]]. Since {Iµ|N (x1, . . . , xN ; q, t) : µ ∈ Y(N)}
is a basis of ΛN,Q(q,t), it follows that
AN (u; q, t) : ΛN,Q(q,t) → ΛN,Q(q,t)[[u]]
is a well-defined operator.
3.2 Operators for interpolation Macdonald functions
We normalized DN (z; q, t) into AN (u; q, t) to obtain equation (3.4). The key property of this
eigenrelation is that the factors entering the eigenvalue, namely (qµi − ti−1u)/(1− ti−1u), equal
1 when µi = 0. We can deduce, by using also that {Iµ|N (x1, . . . , xN ; q, t) : µ ∈ Y(N)} is a basis
of ΛN,Q(q,t), the following coherence property
AN−1(u; q, t)π
N
N−1 = π
N
N−1AN (u; q, t) : ΛN,Q(q,t) → ΛN−1,Q(q,t)[[u]]. (3.5)
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Lemma 3.1. There exists a unique linear operator A∞(u; q, t) : ΛQ(q,t) → ΛQ(q,t)[[u]] such that
AN (u; q, t)π
∞
N = π
∞
N A∞(u; q, t) : ΛQ(q,t) → ΛN,Q(q,t), (3.6)
for all N ≥ 1. It is given by
A∞(u; q, t) : ΛQ(q,t) → ΛQ(q,t)[[u]]
Iµ(·; q, t) 7→
∞∏
i=1
{
qµi − ti−1u
1− ti−1u
}
Iµ(·; q, t) ∀µ ∈ Y.
(3.7)
Proof. Observe that for any µ ∈ Y, the product in the display (3.7) is finite; in fact, the only
terms unequal to 1 are those ranging from i = 1 to i = ℓ(µ). Since {Iµ(·; q, t) : µ ∈ Y} is a
basis of ΛQ(q,t), the definition above completely determines the operator. Moreover, (3.7) and
the definition of the interpolation Macdonald function Iµ(·; q, t) easily imply
AN (u; q, t)π
∞
N Iµ(·; q, t) = π∞N A∞(u; q, t)Iµ(·; q, t) ∀µ ∈ Y.
Again, since {Iµ(·; q, t) : µ ∈ Y} is a basis of ΛQ(q,t), then the equality of operators (3.6)
ensues.
The following explicit formula for A∞(u; q, t) is the main result of this paper.
Theorem 3.2. We can write
A∞(u; q, t) = 1 +
A1
(u; t)1
+
A2
(u; t)2
+ . . . , (3.8)
where A1, A2, · · · : ΛQ(q,t) → ΛQ(q,t) are given by
Ak =
∑
ℓ(λ)=k
tλ1+λ2+...FHLλ (·; t−1)(QHLλ (·; t−1))∗. (3.9)
In the formula above, (Qλ(·; t−1))∗ is the adjoint of the operator ΛQ(q,t) → ΛQ(q,t) of multipli-
cation by Qλ(·; t−1) with respect to the Macdonald inner product (·, ·)q,t, and Fλ(·; t−1) is the
operator of multiplication by the function defined in Remark 2.8 (see also Proposition/Definition
2.7).
Remark 3.3. From (3.1) and [12, (1.16)], the top-degree (of degree zero) of the interpolation
Macdonald operator DkN is the Macdonald q-difference operator H
k
N . It follows that the degree
zero part of Ak diagonalizes the Macdonald functions and is given by
AkMacdonald =
∑
ℓ(λ)=k
tλ1+λ2+...PHLλ (·; t−1)(QHLλ (·; t−1))∗,
because top homogeneous part of FHLλ (·; t−1) is PHLλ (·; t−1). The Macdonald operators at infinity,
in [12], are expressed slightly differently. Let us show how to obtain their formula from (3.8),
(3.9). Since the Macdonald function Mλ(·; q, t) is invariant under the simultaneous change of
parameters (q, t) ↔ (1/q, 1/t), the top-degree of the operator A∞(u; 1/q, 1/t) also diagonalizes
the Macdonald functions. These are, in fact, the operators considered in [12]. From Theorem
3.2, we can write the top-degree part of A∞(u; 1/q, 1/t) as
1 +
A˜1Macdonald
(u; t−1)1
+
A˜2Macdonald
(u; t−1)2
+ . . . ,
where
A˜kMacdonald =
∑
ℓ(λ)=k
t−λ1−λ2−...PHLλ (·; t)(QHLλ (·; t))−∗, (3.10)
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and f−∗ is the adjoint of multiplication by f ∈ ΛQ(q,t) with respect to the inner product
(·, ·)1/q,1/t determined by
(pλ, pµ)1/q,1/t = δµ,ν
∏
i≥1
(imi(µ)mi(µ)!) ·
ℓ(µ)∏
i=1
1− (1/q)µi
1− (1/t)µi = (tq
−1)µ1+µ2+...(pλ, pµ)q,t ∀λ, µ ∈ Y.
It follows that p−∗n = (t/q)
np∗n for all n ≥ 1 and, more generally, f−∗ = (t/q)deg ff∗ for all
homogeneous f ∈ ΛQ(q,t). It follows that (3.10) equals
A˜kMacdonald =
∑
ℓ(λ)=k
q−λ1−λ2−...PHLλ (·; t)(QHLλ (·; t))∗,
which is exactly the formula in the Theorem of [12].
4 Proof of the Main Theorem
In this section, we prove Theorem 3.2. As in [11, 12], the statement of Theorem 3.2 reduces to
a combinatorial identity between the families of symmetric polynomials/functions {QHLλ }λ and
{FHLλ }λ. The identity to prove is the refined Cauchy identity in Proposition 4.2. Our proof of
this proposition is new and yields, as a corollary, the main results of the aforementioned papers.
4.1 Formalities on completed tensor products
We have been using the sequence of variables X = (x1, x2, . . .) and ΛF for the algebra of
symmetric functions on the set of variables X . We shall need a second sequence of variables
Y = (y1, y2, . . .), which is why we write ΛX,F and ΛY,F to distinguish the corresponding algebras
of symmetric functions. We also write ΛX,N,F for the algebra of polynomials on x1, . . . , xN .
As it is usual, ΛX,F⊗ΛY,F is the tensor product of these algebras, whose elements are of the
form ∑
λ∈Y
cλ(aλ(x1, x2, . . .)⊗ bλ(y1, y2, . . .)), cλ ∈ F, (4.1)
{aλ(x1, x2, . . .) : λ ∈ Y}, {bλ(y1, y2, . . .) : λ ∈ Y} are bases of ΛX,F and ΛY,F, and cλ = 0 for all
but finitely many λ ∈ Y.
Moreover we need the completed tensor product ΛX,F⊗̂ΛY,F, which is the algebra whose
elements are of the form (4.1), except that now cλ can be nonzero for infinitely many λ ∈ Y.
The most important element of ΛX,F⊗̂ΛY,F, for our purposes, is the (Macdonald) reproducing
kernel
Π :=
∏
i≥1
∏
j≥1
(txiyj; q)∞
(xiyj; q)∞
,
where (z; q)∞ := (1 − z)(1 − zq) · · · is the infinite Pochhammer symbol. For example, by the
Cauchy identity for Macdonald polynomials, [8, (4.13)], we can write it as
Π =
∑
λ∈Y
Pλ(x1, x2, . . . ; q, t)Qλ(y1, y2, . . . ; q, t).
Given an operator A on ΛF = ΛX,F, we can easily extend it to the tensor product ΛX,F ⊗
ΛY,F and to the completed tensor product ΛX,F⊗̂ΛY,F, by making the operator act on the first
coordinate. Similarly we can extend an operator B on ΛF = ΛY,F to ΛX,F⊗ΛY,F and ΛX,F⊗̂ΛY,F
by making the operator act on the second coordinate. The new operators are denoted by the
same letter A or B. This construction is used many times below.
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4.2 Reduction to an identity of symmetric functions
Lemma 4.1 (Lemma from [12]). Let f = f(x1, x2, . . .) ∈ ΛQ(q,t) be arbitrary. Also let f denote
the operator ΛQ(q,t) → ΛQ(q,t) of multiplication by f , and let f∗ be the adjoint of f with respect
to the Macdonald inner product (·, ·)q,t in (2.8). Then
f∗ (Π) = f(y1, y2, . . .) ·Π.
In the above equation, the operator f∗ and the operator of multiplication by f(y1, y2, . . .) act
on ΛX,Q(q,t)⊗̂ΛY,Q(q,t), as explained at the end of subsection 4.1.
Assume that we have an operator A on ΛQ(q,t) = ΛX,Q(q,t) such that A(Π) = 0. This implies
A
{∑
λ∈Y
Pλ(x1, x2, . . . ; q, t)Qλ(y1, y2, . . . ; q, t)
}
=
∑
λ∈Y
A(Pλ(x1, x2, . . . ; q, t))Qλ(y1, y2, . . . ; q, t) = 0,
and so APλ(·; q, t) = 0, for all λ ∈ Y. Since {Pλ(·; q, t) : λ ∈ Y} is a basis of ΛQ(q,t), then A = 0.
From the previous discussion and Lemma 4.1, the main theorem is reduced to
Ak(Π) =
∑
ℓ(λ)=k
tλ1+λ2+...FHLλ (x1, x2, . . . ; t
−1)QHLλ (y1, y2, . . . ; t
−1) · Π, (4.2)
as an equality in ΛX,Q(q,t)⊗̂ΛY,Q(q,t). Next, multiply both sides of (4.2) by (u; t)−1k = ((1 −
u)(1 − tu) · · · (1 − tk−1u))−1 and add from k = 0 to ∞. It is then clear that (4.2) holds if and
only if
A∞(u; q, t)(Π) =
∞∑
k=0
1
(u; t)k
∑
ℓ(λ)=k
tλ1+λ2+...FHLλ (x1, x2, . . . ; t
−1)QHLλ (y1, y2, . . . ; t
−1) · Π (4.3)
holds as an equality in ΛX,Q(q,t)⊗̂ΛY,Q(q,t)[[u]] (after Taylor expanding each 1/(u; t)k near u = 0).
Our goal is to prove (4.3). In the next subsection, we make a further reduction of this equality to
a combinatorial identity involving only HL functions and the inhomogeneous HL polynomials.
4.3 Reduction to a refined Cauchy identity
Let us begin with an observation. If G ∈ ΛQ(t) is such that π∞N G = 0 holds for all N ∈ N,
then G = 0 (recall the maps π∞N : ΛQ(t) → ΛN,Q(t) were defined in (2.17)). Indeed, this can
be deduced from the proof of Proposition/Definition 2.7. As discussed at the end of subsection
4.1, each operator π∞N can be extended to an operator of the form ΛX,Q(t)⊗̂ΛY,Q(t)[[u]] →
ΛX,N,Q(t)⊗̂ΛY,Q(t)[[u]] by acting on the first coordinate (of each coefficient of a power uk). A
similar statement holds: if G ∈ ΛX,Q(t)⊗̂ΛY,Q(t)[[u]] is such that π∞N G = 0 for all N ∈ N, then
G = 0.
Therefore it follows that (4.3) holds if, for each N ∈ N, it also holds after applying to it the
operator π∞N . As for the left side, we have π
∞
N A∞(u; q, t)(Π) = AN (u; q, t)π
∞
N (Π), by Lemma
3.1. Next, using the well-known identity [8, Ch. VI, (2.6)], we have
π∞N (Π) = π
∞
N
(
exp
(
∞∑
n=1
1− tn
n(1− qn)pn(x1, x2, . . .)pn(y1, y2, . . .)
))
= exp
(
∞∑
n=1
1− tn
n(1 − qn) (pn(x1, . . . , xN ) +
t−nN
1− t−n )pn(y1, y2, . . .)
)
=
exp
(
∞∑
n=1
1− tn
n(1− qn)pn(x1, . . . , xN )pn(y1, y2, . . .)
)
exp
(
−
∞∑
n=1
pn(t
1−Ny1, t
1−Ny2, . . .)
n(1− qn)
)
= ΠN · exp
(
−
∞∑
n=1
pn(t
1−Ny1, t
1−Ny2, . . .)
n(1− qn)
)
= ΠN ·
N∏
i=1
1
(t1−Nyi; q)∞
,
4 PROOF OF THE MAIN THEOREM 14
where ΠN denotes
ΠN :=
N∏
i=1
∏
j≥1
(txiyj; q)∞
(xiyj; q)∞
.
We note that the second to last equality in the display (4.4) follows from [8, Ch. VI, (2.6)] after
setting xN+1 = xN+2 = . . . = 0, whereas the last equality in display (4.4) follows from the same
identity but now after setting t = 0, and then using the variables t1−Nyi instead of yi.
Next we find an expression for the right side of (4.4) after applying π∞N to it. Since
π∞N is a homomorphism of algebras, we obtain the same right side, except that we replace
FHLλ (x1, x2, . . . ; t
−1) and Π by
π∞N F
HL
λ (x1, x2, . . . ; t
−1) = FHLλ (x1, . . . , xN ; t
−1), π∞N (Π) = ΠN ·
N∏
i=1
1
(t1−Nyi; q)∞
.
After factoring out the factor
∏N
i=1 (t
1−Nyi; q)
−1
∞ from both sides, we have that the result of
applying π∞N to (4.15) is equivalent to
Π−1N AN (u; q, t)(ΠN ) =
∞∑
k=0
1
(u; t)k
∑
ℓ(λ)=k
tλ1+λ2+...FHLλ (x1, . . . , xN ; t
−1)QHLλ (y1, y2, . . . ; t
−1).
(4.5)
We can still simplify the left side of (4.5). After expanding the determinant in (3.3), we have
AN (u; q, t) =
1
V (x1, . . . , xN )(u; t)N
∑
w∈SN
ǫ(w)
N∏
i=1
x
N−w(i)−1
i {(xi − tN−1)Tq,xi + tw(i)−1(1− xiu)}
where ǫ(w) is the signature of the permutation w. Also note that all N operators (indexed by
i = 1, . . . , N) pairwise commute, so the order in the product does not matter. From the evident
Π−1N Tq,xiΠN =
∞∏
l=1
1− xiyl
1− txiyl ,
we deduce
Π−1N AN (u; q, t)(ΠN ) =
1
V (x1, . . . , xN )(u; t)N
×
∑
w∈SN
ǫ(w)
N∏
i=1
x
N−w(i)−1
i {(xi − tN−1)
∞∏
l=1
1− xiyl
1− txiyl + t
w(i)−1(1− xiu)}
=
1
V (x1, . . . , xN )(u; t)N
det
1≤i,j≤N
[
xN−i−1j {(xj − tN−1)
∞∏
l=1
1− xjyl
1− txjyl + t
i−1(1− xju)}
]
(4.6)
To summarize, Theorem 3.2 has been reduced to prove that (4.6) equals the right side of
(4.5), for any N ∈ N. This equality follows from Proposition 4.2 below, after sending yi to
t−1yi, using the homogeneity t
λ1+λ2+...QHLλ (t
−1y1, t
−1y2, . . . ; t
−1) = QHLλ (y1, y2, . . . ; t
−1), and
then replacing t by t−1. Equalities of this sort were called refined Cauchy identities in [25]. Some
discussion of their work, in connection to the papers [12, 24] and ours, is given in subsection
4.5.
4.4 Proof of the refined Cauchy identity
The goal of this subsection is to prove the following proposition which, by the arguments in the
previous subsection, concludes the proof of the main theorem. Observe that the parameter q
that gave rise to the Macdonald inner product and to the adjoint in formula (3.9) is gone.
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Proposition 4.2. As an identity on ΛX,N,Q(t)⊗̂ΛY,Q(t)[[u]], the following holds
1 +
N∑
k=1
1
(u; t−1)k
∑
ℓ(λ)=k
FHLλ (x1, . . . , xN ; t)Q
HL
λ (y1, y2, . . . ; t) =
1
V (x1, . . . , xN ) · (u; t−1)N det1≤i,j≤N
[
xN−i−1j
{
(xj − t1−N )
∞∏
l=1
1− txjyl
1− xjyl + t
1−i(1− xju)
}]
.
(4.7)
Denote by M the N ×N matrix on the right side of (4.7). For any subset I ⊂ {1, 2, . . . , N},
define the N ×N matrix MI by
(MI)i,j :=
{
xN−i−1j (xj − t1−N )
∏∞
l=1
1−txjyl
1−xjyj
, if j ∈ I,
xN−i−1j t
1−i(1− xju), if j /∈ I.
(4.8)
By factoring out common factors from each column, the determinant of MI equals
det(MI) =
∞∏
l=1
∏
i∈I
1− txiyl
1− xiyl ×
∏
i∈I
x−1i (xi − t1−N )×
∏
j /∈I
(x−1j t
1−N (1 − xju))× det(AI), (4.9)
where the N ×N matrix AI is
(AI)i,j :=
{
xN−ij , if j ∈ I,
(txj)
N−i, if j /∈ I.
Observe that AI is the Vandermonde determinant on variables {xj : j ∈ I} ⊔ {txj : j /∈ I}, and
the ordering of these variables (in the matrix) is inherited from 1 < 2 < · · · < N . We deduce
det(AI)
V (x1, . . . , xN )
= t(
N−|I|
2 )
∏
i∈I
∏
j /∈I
xi − txj
xi − xj . (4.10)
Plugging (4.10) and (2.6) into (4.9), we obtain
det(MI)
V (x1, . . . , xN )
= t(
N−|I|
2 )
∏
i∈I
(1− t1−Nx−1i )
∏
j /∈I
(t1−N (x−1j − u))
∏
i∈I
j /∈I
xi − txj
xi − xj
×
∑
ℓ(λ)≤|I|
PHLλ ({xi : i ∈ I}; t)QHLλ (y1, y2, . . . ; t).
(4.11)
From the definition of the matrix MI and multilinearity of the determinant, we have det(M) =∑
I⊆{1,...,N} det(MI). Therefore the expression in the right side of (4.7) equals
1
(u; t−1)N
∑
I⊆{1,...,N}
t(
N−|I|
2 )
∏
i∈I
(1 − t1−Nx−1i )
∏
j /∈I
(t1−N (x−1j − u))
∏
i∈I
j /∈I
xi − txj
xi − xj∑
ℓ(λ)≤|I|
PHLλ ({xi : i ∈ I}; t)QHLλ (y1, y2, . . . ; t).
(4.12)
We must prove that (4.12) equals the left side of (4.7). Both expressions are of the form∑
λ∈Y(N)Gλ(x1, . . . , xN ; t)Q
HL
λ (y1, y2, . . . ; t). Thus let us choose any λ ∈ Y(N) of length 0 ≤
ℓ(λ) = k ≤ N and show that the symmetric polynomial on x1, . . . , xN that accompanies
QHLλ (y1, y2, . . . ; t) in (4.12) equals F
HL
λ (x1, . . . , xN ; t)/(u; t
−1)k, which accompaniesQ
HL
λ (y1, y2, . . . ; t)
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in the left side of (4.2). After simple algebraic manipulations, the identity to prove becomes∑
I⊆{1,...,N}
|I|≥k
t−
(N+|I|−1)(N−|I|)
2
∏
i∈I
(1− t1−Nx−1i )
∏
j /∈I
(x−1j − u)
∏
i∈I
j /∈I
xi − txj
xi − xj P
HL
λ ({xi : i ∈ I}; t)
?
=
(u; t−1)N
(u; t−1)k
FHLλ (x1, . . . , xN ; t).
(4.13)
Before proving (4.13) in full generality, let us look first at the extreme cases.
Case 1. ℓ(λ) = k = N . In this case, the sum in the left side of (4.13) has only one term
corresponding to I = {1, 2, . . . , N}. Such term is
N∏
i=1
(1− t1−Nx−1i )PHLλ (x1, . . . , xN ; t).
The latter expression equals FHLλ (x1, . . . , xN ; t), see Remark 2.2. Therefore (4.13) holds in this
case.
Case 2. ℓ(λ) = 0, i.e., λ = ∅. In this case we can use PHL∅ ({xi : i ∈ I}; t) = FHLλ (x1, . . . , xN ; t) =
1, so that identity (4.13) is easily deduced from the following lemma forK = N , A = {1, 2, . . . , N},
and under the identification of variables xi ↔ t1−Nz−1i ∀i = 1, . . . , N , u↔ tN−1q. The proof of
Lemma 4.3 is postponed till the end of this subsection.
Lemma 4.3. Let K ∈ N, let A be a set of size K, and let (za)a∈A be a set of variables indexed
by A. Moreover q, t are two additional formal parameters. Then∑
J⊆A
t(
K−|J|
2 )
∏
i∈J
(1 − zi) ·
∏
j∈A\J
(zj − q) ·
∏
i∈J
j∈A\J
tzi − zj
zi − zj = (q; t)K . (4.14)
General case. 1 ≤ ℓ(λ) = k ≤ N − 1. The idea is to use the definition of the HL
polynomial for PHLλ ({xi : i ∈ I}) and the definition of the inhomogeneous HL polynomial for
FHLλ (x1, . . . , xN ; t), then write both sides of (4.13) as big sums and match terms of these sums
with the help of Lemma 4.3.
The prefactors for both PHLλ ({xi : i ∈ I}; t) and FHLλ (x1, . . . , xN ; t) are very similar and
almost match each other, except for factor corresponding to the part 0 of the partition. For
PHLλ ({xi : i ∈ I}; t), this factor is
∏|I|−k
j=1 (1 − t)/(1− tj), whereas for FHLλ (x1, . . . , xN ; t), this
factor is
∏N−k
j=1 (1 − t)/(1− tj). For any I ⊂ {1, . . . , N}, let SI be the group of permutations of
elements of I; it is finite of size |I|!. Also denote by i1 < i2 < . . . < ik the smallest elements of
I. With these considerations, the equality (4.13) we wish to prove becomes
∑
I⊆{1,...,N}
|I|≥k
∑
w∈SI
t−
(N+|I|−1)(N−|I|)
2
|I|−k∏
j=1
1− t
1− tj
∏
i∈I
(1− t1−Nx−1i )
∏
j /∈I
(x−1j − u)
×
∏
i∈I
j /∈I
xi − txj
xi − xj w
xλ1i1 · · ·xλkik
∏
i,j∈I
i<j
xi − txj
xi − xj
 ?=
(u; t−1)N
(u; t−1)k
N−k∏
j=1
1− t
1− tj
×
∑
σ∈SN
σ

k∏
i=1
(1− t1−Nx−1i )xλ11 · · ·xλkk
∏
1≤i<j≤N
xi − txj
xi − xj
 .
(4.15)
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Next we break each of the two sides of the equality above into N(N−1) · · · (N−k+1) terms,
and match those on the left with those on the right. Let
R := (r1, . . . , rk) ∈ {1, 2, . . . , N}k
be an arbitrary tuple of size k. For our argument, let us fix one such k-tuple R. We say that
σ ∈ SN is R-restricted if σ(1) = r1, . . . , σ(k) = rk. The right side of (4.15) with σ ∈ SN replaced
by only those R-restricted σ ∈ SN is called the R-restricted right side of (4.15). Next consider
a pair (I ⊆ {1, . . . , N}, w ∈ SN ) such that |I| ≥ k and I = {i1 < . . . < ik < . . .} are the
elements of I in increasing order. We say that (I, w) is R-restricted if {r1, . . . , rk} ⊂ I and
w(i1) = r1, . . . , w(ik) = rk. The left side of (4.15) with the double sum over (I, w) replaced by
only those R-restricted pairs is called the R-restricted left side of (4.15).
Let us simplify the R-restricted sides of the equality and then show they are equal to each
other. Begin with the right side. Let I0 := {r1, . . . , rk} and denote by S(I0) be the set of
bijective mappings σ′ : {k + 1, . . . , N} → {1, . . . , N} \ {r1, . . . , rk}. Then the R-restricted right
side of (4.15), corresponding to R = (r1, . . . , rk), equals
(u; t−1)N
(u; t−1)k
∏
i∈I0
(1− t1−Nx−1i )
k∏
i=1
xλiri
∏
1≤i<j≤k
xri − txrj
xri − xrj
∏
i∈I0
j /∈I0
xi − txj
xi − xj
×
N−k∏
j=1
1− t
1− tj
∑
σ′∈S(I0)
σ′
 ∏
k+1≤i<j≤N
xi − txj
xi − xj
.
(4.16)
The second line in the display (4.16) is equal to 1 by virtue of (2.3). It follows that the R-
restricted right side of (4.15) is equal to the first line in the display (4.16).
We switch to simplifying the R-restricted left side of (4.15). Again set I0 := {r1, . . . , rk}. It
is clear that
w
xλ1i1 · · ·xλkik
∏
i,j∈I
i<j
xi − txj
xi − xj
 =
k∏
i=1
xλiri
∏
1≤i<j≤k
xri − txrj
xri − xrj
∏
i∈I0
j∈I\I0
xi − txj
xi − xj
× w

∏
i,j∈I\{i1,...,ik}
i<j
xi − txj
xi − xj
 .
Let S({i1, . . . , ik}, I0) be the set of bijective maps I \ {i1, . . . , ik} → I \ I0; the restriction of
w ∈ SN to I \ {i1, . . . , ik}, to be denoted w′, is an element of S({i1, . . . , ik}, I0). Now we can
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write the R-restricted left side of (4.15) as
k∏
i=1
xλiri
∏
1≤i<j≤k
xri − txrj
xri − xrj
∑
I0⊆I⊆{1,...,N}
t−
(N+|I|−1)(N−|I|)
2
∏
i∈I0
j∈I\I0
xi − txj
xi − xj
∏
i∈I
(1− t1−Nx−1i )
∏
j /∈I
(x−1j − u)
∏
i∈I
j /∈I
xi − txj
xi − xj ×
|I|−k∏
j=1
1− t
1− tj
∑
w′∈S({i1,...,ik},I0)
w′

∏
i,j∈I\{i1,...,ik}
i<j
xi − txj
xi − xj

=
k∏
i=1
xλiri
∏
1≤i<j≤k
xri − txrj
xri − xrj
×
∑
I0⊆I⊆{1,...,N}
t−
(N+|I|−1)(N−|I|)
2
∏
i∈I0
j∈I\I0
xi − txj
xi − xj
∏
i∈I
(1− t1−Nx−1i )
∏
j /∈I
(x−1j − u)
∏
i∈I
j /∈I
xi − txj
xi − xj
=
k∏
i=1
xλiri
∏
1≤i<j≤k
xri − txrj
xri − xrj
∏
i∈I0
(1 − t1−Nx−1i )
∏
i∈I0
j /∈I0
xi − txj
xi − xj ×
∑
I1⊆{1,...,N}\I0
t(
N−k−|I0|
2 )
∏
i∈I1
(1− t1−Nx−1i )
∏
j∈({1,...,N}\I0)\I1
(t1−Nx−1j − ut1−N)
∏
i∈I1
j∈({1,...,N}\I0)\I1
xi − txj
xi − xj
=
k∏
i=1
xλiri
∏
1≤i<j≤k
xri − txrj
xri − xrj
∏
i∈I0
(1− t1−Nx−1i )
∏
i∈I0
j /∈I0
xi − txj
xi − xj × (ut
1−N ; t)N−k,
(4.17)
where the first equality in display (4.17) follows from (2.3), the second equality is a simple
algebraic manipulation, and the third equality is a consequence of Lemma 4.3 applied to K =
N − k, A = {1, . . . , N} \ I0, zi ↔ t1−Nx−1i ∀i = 1, . . . , N , and q ↔ ut1−N .
Finally, observe (ut1−N ; t)N−k = (u; t
−1)N/(u; t
−1)k, so the last line of display (4.17) equals
the first line of display (4.16). This implies that, for a fixed R = (r1, . . . , rk), the R-restricted
left side and R-restricted right side of (4.15) are equal. Since this holds for any R ∈ {1, . . . , N}k,
adding these equalities over all N(N − 1) · · · (N − k+ 1) distinct k-tuples R, the identity (4.15)
follows. It only remains to prove the key Lemma 4.3.
Proof of Lemma 4.3. For convenience, let A = {1, 2, . . . ,K}, so the variables are z1, z2, . . . , zK .
Let us make the change of variables zi ↔ y−1i for i = 1, 2, . . . ,K and let the sum run over
subsets I := {1, . . . ,K} \ J . After minor algebraic manipulations, the identity to prove (4.14)
becomes ∑
I⊆{1,...,K}
t(
|I|
2 )
∏
i/∈I
yi − 1
1− yiq
∏
i∈I
j /∈I
tyi − yj
yi − yj = (q; t)K ·
K∏
i=1
(y−1i − q)−1. (4.18)
We prove (4.18) with the help of Macdonald q-difference operators 2.7. Begin with the equality
∏
i∈I
Tq,yi
{
K∏
i=1
(yi − 1)
}
=
∏
j /∈I
(yj − 1)
∏
i∈I
(qyi − 1) = (−1)|I|
K∏
i=1
(1 − qyi)
∏
i/∈I
yi − 1
1− yiq ,
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which implies that the left side of (4.18) equals
K∏
i=1
(1− qyi)−1 ×
 K∑
k=0
(−1)k
∑
I⊂{1,...,K}
|I|=k
t(
k
2)
∏
i∈I
j /∈I
tyi − yj
yi − yj
∏
i∈I
Tq,yi

(
K∏
i=1
(yi − 1)
)
=
K∏
i=1
(1− qyi)−1 ×
(
K∑
k=0
(−1)kHkK
)(
K∏
i=1
(yi − 1)
)
=
K∏
i=1
(1− qyi)−1 ×
(
K∑
k=0
(−1)kHkK
)(
K∑
i=0
(−1)K−iei(y1, . . . , yK)
)
,
where {HkK : k = 1, . . . ,K} are the Macdonald q-difference operators,H0K := 1, and {ei(y1, . . . , yK) :
i = 0, . . . ,K} are the elementary symmetric polynomials. It follows that (4.18) is equivalent to(
K∑
k=0
(−1)kHkK
)(
K∑
i=0
(−1)K−iei(y1, . . . , yK)
)
= (q; t)K(y1y2 · · · yN). (4.19)
The essential property of the Macdonald q-difference operators is that they diagonalize the
Macdonald polynomials, in particular they diagonalize the elementary symmetric polynomials
ei(y1, . . . , yK) = P(1i)(y1, . . . , yK), [8, Ch. VI (4.8)]. The eigenvalue is also known; in fact, we
have
HkKei(y1, . . . , yK) = ek(qt
K−1, . . . , qtK−i, tK−i−1, . . . , 1)ei(y1, . . . , yK).
Thus the left side of (4.19) equals
K∑
i=0
ei(y1, . . . , yK)
K∑
k=0
(−1)kek(qtK−1, . . . , qtK−i, tK−i−1, . . . , t, 1)
and because
∑K
k=0 (−1)kek(a1, . . . , aK) =
∏K
i=1 (1− ai), the coefficient of ei(y1, . . . , yK) van-
ishes if 0 ≤ i < K (because the factor∏is=1 (1− qtK−s)∏K−ir=1 (1 − qr−1) contains 1−q0 = 0 un-
less i = K). The coefficient of eK(y1, . . . , yK) = (y1y2 · · · yK) is
∏K
s=1 (1− qtK−s) = (q; t)K .
4.5 Some corollaries
By equating the top homogeneous components of the equality in Proposition 4.2, and using that
the top-degree homogeneous component of FHLλ (x1, . . . , xN ; t) is P
HL
λ (x1, . . . , xN ; t), we obtain:
Corollary 4.4. The following is an equality in ΛX,N,Q(t)⊗̂ΛY,Q(t)[[u]]:
1
V (x1, . . . , xN )(u; t−1)N
det
1≤i,j≤N
[
xN−ij
{
∞∏
l=1
1− txjyl
1− xjyl − t
1−iu
}]
= 1 +
N∑
k=1
1
(u; t−1)k
∑
ℓ(λ)=k
PHLλ (x1, . . . , xN ; t)Q
HL
λ (y1, y2, . . . ; t).
(4.20)
An equivalent version of (4.20) was needed for the result of Nazarov-Sklyanin, [12]. Their
proof is different from ours; it uses induction on N , and the Pieri rule for HL polynomials.
We do not have a Pieri rule for the inhomogeneous HL polynomials, so we devised a different
method.
The identity of Corollary 4.4 was also proved by Wheeler and Zinn-Justin [25] (who intro-
duced the name refined Cauchy identity) and by Warnaar [24]. The identity proved in both of
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these papers is when yN+1 = yN+2 = . . . , but this turns out to be equivalent to (4.20). Com-
paring (4.20) with the result of [25, 24], one obtains the following nontrivial equality of degree
N polynomials in u:
1
V (x1, . . . , xN )
det
1≤i,j≤N
[
xN−ij
{
N∏
l=1
1− qxjyl
1− xjyl − q
1−iu
}]
=
∏N
i=1
∏N
j=1 (1− qxiyj)
V (x1, . . . , xN )V (y1, . . . , yN )
det
1≤i,j≤N
[
1− uq1−N + (uq1−N − q)xiyj
(1− qxiyj)(1 − xiyj)
]
.
In a different direction, we can set u = 0 in Proposition 4.2. We obtain the following
inhomogeneous Cauchy identity.
Corollary 4.5. The following is an equality in ΛX,N,Q(t)⊗̂ΛY,Q(t):∑
ℓ(λ)≤N
FHLλ (x1, . . . , xN ; t)Q
HL
λ (y1, y2, . . . ; t)
=
1
V (x1, . . . , xN )
det
1≤i,j≤N
[
xN−i−1j
{
(xj − t1−N )
∞∏
l=1
1− txjyl
1− xjyl + t
1−i
}]
.
(4.21)
By equating the top-degree homogeneous components of both sides of identity (4.21), we
obtain the usual Cauchy identity (2.6). However, the right side of (4.21) does not have the usual
factorized form of a reproducing kernel.
5 Inhomogeneous Hall-Littlewood polynomials
In this section, we study the inhomogeneous HL polynomials FHLλ (x1, . . . , xN ; t). The main
result is Theorem 5.11, which proves that they are limits of interpolation Macdonald polynomials
in the regime q → 0. The statement of this corollary was conjectured by Grigori Olshanski, who
also suggested a proof; the elaboration of this idea is in the first two subsections below.
5.1 Expansion in the basis of Hall-Littlewood polynomials
For n ∈ N0, let
φn(t) :=
{
(1− t)(1− t2) · · · (1− tn), if n ≥ 1,
1, if n = 0.
The t-analogue of the factorial is [n]! := φn(t)/(1− t)n. For integers n ≥ k ≥ 0, the t-binomial
coefficient
[
n
k
]
is [
n
k
]
:=
[n]!
[k]![n− k]! =
φn(t)
φk(t)φn−k(t)
.
For convenience, we extend the definition to all integers k ∈ Z by setting[
n
k
]
:= 0 ∀k ∈ Z with k < 0 or k > n.
Next, for any partitions λ, µ ∈ Y(N), define
τλ/µ(t;N) := (−t1−N)|λ|−|µ|
[
N − µ′1
λ′1 − µ′1
]∏
i≥1
[
µ′i − µ′i+1
λ′i+1 − µ′i+1
]
. (5.1)
Note that τλ/µ(t;N) = 0 unless µ ⊆ λ and λ/µ is a vertical strip.
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Proposition 5.1. For any λ ∈ Y(N), we have
FHLλ (x1, . . . , xN ; t) =
∑
µ
τλ/µ(t;N)P
HL
µ (x1, . . . , xN ; t).
We need some preparatory lemmas; in the rest of this subsection, N is a fixed positive
integer. First, we slightly extend the definition of Hall-Littlewood polynomial. An N -tuple
l = (l1, . . . , lN ) ∈ NN0 is called an almost-partition if
• for each i = 1, 2, . . . , N − 1, either li ≥ li+1, or li = li+1 − 1;
• there do not exist indices 1 ≤ i < j < k ≤ N with li < lj < lk.
For such l ∈ NN0 , define
mk(l) := #{1 ≤ i ≤ N : li = k} ∀k ≥ 0,
inv(l) := #{1 ≤ i < j ≤ N : li > lj},
vl(t) :=
∏
i≥0 φmi(l)(t)
(1− t)N =
∏
i≥0
mi(l)∏
j=1
1− tj
1− t , (5.2)
PHLl (x1, . . . , xN ; t) := vl(t)
−1
∑
w∈SN
w
xl11 · · ·xlNN ∏
1≤i<j≤N
xi − txj
xi − xj
 . (5.3)
Given an almost-partition l ∈ NN0 , let λ ∈ Y(N) be the partition given by
λ := (1m1(l)2m2(l) . . . ).
We say that λ ∈ Y(N) is the partition linked to l ∈ NN0 . In particular, we have
mk(l) = mk(λ) ∀k ≥ 1, m0(l) = N − ℓ(λ), vλ(t) = vl(t),
and the N -tuple λ = (λ1, . . . , λN ) is obtained after applying inv(l) transpositions to l =
(l1, . . . , lN ).
Lemma 5.2. Let l ∈ NN0 be an almost-partition and λ ∈ Y(N) be the partition linked to l, as
defined above. Then
PHLl (x1, . . . , xN ; t) = t
inv(l)PHLλ (x1, . . . , xN ; t).
Proof. This is a very special case of [9, Lemma]. See also [7]. In fact, the Lemma in [9] gives
a Hall-Littlewood polynomial expansion for PHLl (x1, . . . , xN ; t) and any N -tuple l of nonnega-
tive integers, being the definition (5.3) extended in the obvious way. Such expansion is more
complicated in the general case, but it simplifies greatly for almost-partitions.
Next let λ ∈ Y(N) be a partition with ℓ(λ) = k ≤ N , and I ⊆ {1, 2, . . . , k}. Consider the
almost-partition p ∈ NN0 , defined from (λ, I), via
p := (λ1 − 1{1∈I}, . . . , λk − 1{k∈I}, 0, . . . , 0︸ ︷︷ ︸
N−k zeroes
).
We write p = Π(λ, I) for this dependence. We denote the partition linked to p = Π(λ, I) by
π(λ, I). Some evident relations are
|I| = |λ| − |π(λ, I)|, vΠ(λ,I)(t) = vπ(λ,I)(t). (5.4)
Lemma 5.3. Let λ, µ ∈ Y(N) be arbitrary, and ℓ(λ) = k ≤ N . There exists I ⊆ {1, . . . , k}
such that π(λ, I) = µ if and only if µ ⊆ λ and λ/µ is a vertical strip.
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Proof. Let d := λ1, and for each 1 ≤ j ≤ d, let Xj := {i : λi = j}. Then |Xj | = mj(λ). Also,
for I ⊆ {1, . . . , k}, let Ij := I ∩Xj and ij := |Ij |, for each 1 ≤ j ≤ d, so that 0 ≤ ij ≤ mj(λ)
and i1 + . . .+ id = |I|. If µ = π(λ, I), then the construction of the map π implies
md(µ) = md(λ)− id,
md−1(µ) = md−1(λ)− id−1 + id,
· · ·
m1(µ) = m1(λ) − i1 + i2.
From md(λ) = λ
′
d, mi(λ) = λ
′
i − λ′i+1 for i < d, and the analogous relations for µ, we deduce
id = λ
′
d − µ′d,
id−1 = λ
′
d−1 − µ′d−1,
· · ·
i1 = λ
′
1 − µ′1.
The bounds 0 ≤ ij ≤ mj(λ) = λ′j − λ′j+1 then yield the interlacing relation
λ′1 ≥ µ′1 ≥ λ′2 ≥ · · · ≥ λ′d−1 ≥ µ′d−1 ≥ λ′d. (5.5)
In particular, this implies that if µ = π(λ, I) for some I ⊆ {1, . . . , k}, then µ ⊆ λ and λ/µ
is a vertical strip. Conversely, if λ/µ is a vertical strip, then the interlacing relation (5.5) is
satisfied. Then the previous argument shows that any I ⊆ {1, . . . , k} with |I ∩ Xj | = λ′j − µ′j
gives π(λ, I) = µ.
Lemma 5.4. Let λ ∈ Y(N) be arbitrary with ℓ(λ) = k ≤ N , and let µ ∈ Y(N) be such that
λ/µ is a vertical strip. Then ∑
I⊆{1,...,k}:
π(λ,I)=µ
tinv(Π(λ,I)) =
∏
i≥1
[
λ′i − λ′i+1
µ′i − λ′i+1
]
. (5.6)
Proof. We begin with the simplest case, which is λ = (ak) = (a, . . . , a︸ ︷︷ ︸
k times
), for some a ≥ 1.
Then given any I ⊆ {1, 2, . . . , k}, say I = {i1 < . . . < is}, we clearly have a′ := Π(λ, I) =
(a − 1{1∈I}, . . . , a − 1{k∈I}, 0N−k), and {(i, j) : i < j, a′i > a′j} = {(i, j) : i < j, i ∈ I, j /∈ I}.
Thus
inv(a′) = inv(Π(λ, I)) =
s∑
r=1
(k − ir + r − s).
Next, the only µ ∈ Y(N) such that λ/µ is a vertical strip are those of the form µ = (a, . . . , a, a−
1, . . . , a− 1). Let us say that µ has (k− s) entries that are a and s entries that are a− 1. Then
the sets I such that π(λ, I) = µ are exactly those of size s; it follows that∑
I:π(λ,I)=µ
tinv(Π(λ,I)) =
∑
1≤i1<...<is≤k
t
∑
s
r=1 (k−ir+r−s) =
∑
0≤j1≤...≤js≤k−s
t
∑
s
r=1 (k−jr−s).
The latter sum equals hs(1, t, . . . , t
k−s), where hr is the r-th complete homogeneous symmetric
polynomial. There is an explicit formula for this evaluation, see e.g. [8, Ch. I.3, Ex. 1], and it
yields the desired result: ∑
I:π(λ,I)=µ
tinv(Π(λ,I)) =
[
k
s
]
.
For a general partition λ ∈ Y(N) of length k, let us use the notation of the previous lemma.
Let d := λ1, and for each 1 ≤ j ≤ d, let Xj := {i : λi = j}. Then |Xj | = mj(λ). Also, for
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I ⊆ {1, . . . , k}, let Ij := I ∩Xj and ij := |Ij |, for each 1 ≤ j ≤ d, so that 0 ≤ ij ≤ mj(λ) and
i1 + . . .+ id = |I|.
Denote also a = (a1, . . . , aN ) := Π(λ, I) = (λ1 − 1{1∈I}, . . . , λk − 1{k∈I}, 0N−k). It is clear
that if (i, j) is a pair such that 1 ≤ i < j ≤ N , ai < aj , then i, j ∈ Xr for some r. Thus, if
we let sj + 1 be the smallest element of Xj , so that Xj = {sj + 1, . . . , sj + mj}, and tj the
number of involutions needed to transform (asj+1, . . . , asj+mj ) into a partition, it follows that
the number of involutions needed to transform a into a partition is the sum t1 + . . . + td. By
definition, this is denoted as inv(Π(λ, I)) = t1 + . . .+ td. On the other hand, it is clear that tj
is also the number of involutions needed to transform (1− 1{sj+1∈Ij}, . . . , 1− 1{sj+mj∈Ij}) into
a partition. Therefore
inv(Π(λ, I)) =
d∑
j=1
inv(Π((1mj ), Ij − sj)), (5.7)
where (1mj ) is the column partition of length mj and Ij−sj := {i−sj : i ∈ Ij} ⊆ {1, 2, . . . ,mj}.
To proceed, observe that by inspecting the proof of Lemma 5.3, π(λ, I) = µ if and only if
|Id| = λ′d − µ′d,
|Id−1| = λ′d−1 − µ′d−1,
· · ·
|I1| = λ′1 − µ′1.
Thus the sum in the left side of (5.6) is over those I ⊆ {1, . . . , k} with |Ij | = λ′j−µ′j. Combining
this observation with (5.7) and the case previously considered, we obtain
∑
I⊆{1,...,k}:
π(λ,I)=µ
tinv(Π(λ,I)) =
d∏
j=1
∑
Ij⊆{1,...,mj(λ)}
|Ij |=λ
′
j−µ
′
j
tinv(Π((1
mj(λ)),Ij−sj)) =
d∏
j=1
[
mj(λ)
λ′j − µ′j
]
.
Since mj(λ) = λ
′
j − λ′j+1, the lemma follows.
Proof of Proposition 5.1. For λ ∈ Y(N), let vλ(t) be the factor in front of the (inhomogeneous)
HL polynomials (same formula as in (5.2)). Then, from the definition (5.3), we have
FHLλ (x1, . . . , xN ; t) = vλ(t)
−1
∑
w∈SN
w

k∏
i=1
(1− t1−Nx−1i )
k∏
i=1
xλii
∏
1≤i<j≤N
xi − txj
xi − xj

= vλ(t)
−1
∑
w∈SN
w
 ∑
I⊆{1,...,k}
(−t1−N )|I|
k∏
i=1
x
λi−1{i∈I}
i
∏
1≤i<j≤N
xi − txj
xi − xj

= vλ(t)
−1
∑
I⊆{1,...,k}
(−t1−N )|I|
∑
w∈SN
w

k∏
i=1
x
λi−1{i∈I}
i
∏
1≤i<j≤N
xi − txj
xi − xj

= vλ(t)
−1
∑
I⊆{1,...,k}
(−t1−N )|I| · vΠ(λ,I)(t)PHLΠ(λ,I)(x1, . . . , xN ; t).
From Lemma 5.2, we have
PHLΠ(λ,I)(x1, . . . , xN ; t) = t
inv(Π(λ,I))PHLπ(λ,I)(x1, . . . , xN ; t),
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and therefore, by using also (5.4), we obtain
FHLλ (x1, . . . , xN ; t) = vλ(t)
−1
∑
I⊆{1,...,k}
(−t1−N )|I| · vΠ(λ,I)(t)tinv(Π(λ,I))PHLπ(λ,I)(x1, . . . , xN ; t)
= vλ(t)
−1
∑
µ
PHLµ (x1, . . . , xN ; t)
∑
I:π(λ,I)=µ
(−t1−N )|I| · vΠ(λ,I)(t)tinv(Π(λ,I))
= vλ(t)
−1
∑
µ
PHLµ (x1, . . . , xN ; t)(−t1−N )|λ|−|µ|vµ(t)
∑
I:π(λ,I)=µ
tinv(Π(λ,I)).
To finish the proof of the proposition, it then suffices to show
(−t1−N )|λ|−|µ|vλ(t)−1vµ(t)
∑
I:π(λ,I)=µ
tinv(Π(λ,I)) = τλ/µ(t;N).
From Lemma 5.4, the definition of τλ/µ(t;N), and the definition (5.2), the latter equation is
equivalent to
φN−µ′1(t)
φN−λ′1(t)
∏
i≥1
φµ′
i
−µ′
i+1
(t)
φλ′
i
−λ′
i+1
(t)
∏
i≥1
φλ′
i
−λ′
i+1
(t)
φµ′
i
−λ′
i+1
(t)φλ′
i
−µ′
i
(t)
=
[
N − µ′1
λ′1 − µ′1
]∏
i≥1
[
µ′i − µ′i+1
µ′i − λ′i+1
]
, (5.8)
which we now check. On the left side of (5.8), we can cancel the factors φλ′
i
−λ′
i+1
(t), i ≥ 1, from
the numerator and denominator. Next, by using
∏
i≥1 φλ′i−µ′i(t) = φλ′1−µ′1(t)
∏
i≥1 φλ′i+1−µ′i+1(t),
the left side of (5.8) can be written as
φN−µ′1(t)
φN−λ′1(t)φλ′1−µ′1(t)
∏
i≥1
φµ′
i
−µ′
i+1
(t)
φµ′
i
−λ′
i+1
(t)φλ′
i+1−µ
′
i+1
(t)
=
[
N − µ′1
λ′1 − µ′1
]∏
i≥1
[
µ′i − µ′i+1
µ′i − λ′i+1
]
.
5.2 A degeneration of interpolation Macdonald polynomials
Let us begin with the Hall-Littlewood degeneration of the interpolation Macdonald polynomials,
see [20].
Proposition 5.5. 1. For any µ ∈ Y(N), there exists a limit
FHLµ (x1, . . . , xN ; t) = lim
q→0
Iµ|N (x1, . . . , xN ; 1/q, 1/t),
which is a polynomial.
2. One has the following combinatorial formula
FHLµ (x1, . . . , xN ; t) =
∑
T∈Tab(µ,N)
ψT (t)
∏
(i,j)∈µ
(xT (i,j) − δj,1tT (i,j)−N−i+1),
where Tab(µ,N) is the set of semistandard Young tableaux of shape µ, filled with numbers
in the set {1, 2, . . . , N}, and each ψT (t) is the weight of the tableau T that shows up in
the combinatorial formula for Hall-Littlewood polynomials; see [8, Ch. III, (5.9’)].
Proof. This is proved in [20, Lem. 9.2].
Next we degenerate the well known binomial formula for interpolation Macdonald polynomi-
als, [16], in the limit regime q → 0. We need several lemmas.
Lemma 5.6. For any µ ∈ Y(N),
lim
q→0
q2n(µ
′)+|µ| · Iµ|N (q−µ1 , q−µ2t, . . . , q−µN tN−1; q, t) = tn(µ).
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Proof. From (2.9) and (2.10), we have
q2n(µ
′)+|µ|Iµ|N (q
−µ1 , q−µ2t, . . . , q−µN tN−1; q, t)
= q2n(µ
′)+|µ|C(µ; q, t) = tn(µ)
∏
s∈µ
(1− qa(s)+1tl(s))
and the result follows because limq→0 q
a(s)+1 = 0.
Lemma 5.7. For any µ ∈ Y(N), we have
lim
q→0
q−n(µ
′)Iµ|N (0
N ; 1/q, 1/t) = (−t1−N )|µ|
[
N
µ′1
]∏
i≥1
[
µ′i
µ′i+1
]
.
Proof. From (2.11), with (q, t) replaced by (1/q, 1/t), we obtain
q−n(µ
′)Iµ|N (0
N ; 1/q, 1/t) = (−1)|µ|t−2n(µ)
∏
s∈µ
q−a
′(s)tl
′(s)−N − 1
q−a(s)t−l(s)−1 − 1
= (−1)|µ|t−2n(µ)
∏
s∈µ
t1−N+l
′(s)+l(s) 1− qa
′(s)tN−l
′(s)
1− qa(s)tl(s)+1
= (−t1−N )|µ|
∏
s∈µ
1− qa′(s)tN−l′(s)
1− qa(s)tl(s)+1 ,
where the middle equality holds because of the equalities
∑
s∈µ a(s) =
∑
s∈µ a
′(s), whereas the
last one holds because
∑
s∈µ l(s) =
∑
s∈µ l
′(s) = n(µ). Therefore
lim
q→0
q−n(µ
′)Iµ|N (0
N ; 1/q, 1/t) = (−t1−N )|µ|
∏
s∈µ
1− tN−l′(s)1{a′(s)=0}
1− tl(s)+11{a(s)=0}
. (5.9)
The coarm length a′(s) vanishes if and only if s = (i, 1), for i = 1, . . . , µ′1. Therefore∏
s∈µ (1− tN−l
′(s)1{a′(s)=0}) =
∏µ′1
i=1 (1− tN−i+1) = (1 − t)µ
′
1 · [N ]!/[N − µ′1]!.
On the other hand, the arm length a(s) vanishes if and only if s = (i, µi), for i = 1, . . . , µ
′
1.
Let {1, 2, . . . , µ′1} = X1 ⊔ X2 ⊔ . . . , where Xk := {1 ≤ i ≤ µ′1 : µi = k}; observe that |Xk| =
mk(µ) = µ
′
k − µ′k+1. Clearly
∏
s=(i,j):i∈Xk
(1− tl(s)+11{a(s)=0}) =
∏
s=(i,λi):i∈Xk
(1− tl(s)+1) =
(1 − t)(1 − t2) · · · (1 − t|Xk|) = (1 − t)|Xk| · [|Xk|]! = (1 − t)µ′k−µ′k+1 · [µ′k − µ′k+1]!. Then∏
s∈µ (1− tl(s)+11{a(s)=0}) = (1 − t)µ
′
1
∏
k≥1 [µ
′
k − µ′k+1]!.
Therefore, from (5.9) and the previous simplifications:
lim
q→0
q−n(µ
′)Iµ|N (0
N ; 1/q, 1/t) =
(−t1−N )|µ| · [N ]!
[N − µ′1]!
∏
k≥1 [µ
′
k − µ′k+1]!
= (−t1−N )|µ|
[
N
µ′1
]∏
i≥1
[
µ′i
µ′i+1
]
.
For the next limiting statement, Lemma 5.9, we need a preparatory lemma.
Lemma 5.8. Let µ ⊆ λ be two partitions of length ≤ N . Let T be a semistandard Young
tableau of shape µ and filled with numbers in {1, 2, . . . , N}. Then
n(µ′) + n(λ′) + |µ| −
∑
(i,j)∈µ
max(λT (i,j), j − 1) ≥ 0, (5.10)
and equality holds if and only if λ/µ is a vertical strip, and λT (i,j) = λi for all (i, j) ∈ µ.
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Proof. By using
n(µ′) =
N∑
i=1
(
µi
2
)
, n(λ′) =
N∑
i=1
(
λi
2
)
,
the statement of the lemma is equivalent to(
µi
2
)
+
(
λi
2
)
+ µi −
µi∑
j=1
max(λT (i,j), j − 1) ≥ 0 ∀i = 1, 2, . . . , N, (5.11)
with equality if and only if λi ∈ {µi, µi + 1} and λT (i,j) = λi.
Since T (i, 1) ≤ T (i, 2) ≤ · · · ≤ T (i, µi), we have λT (i,1) ≥ λT (i,2) ≥ · · · ≥ λT (i,λi). Thus
λT (i,j) is decreasing in j, whereas j − 1 is increasing. This implies there exists 0 ≤ ai ≤ µi such
that
max(λT (i,j), j − 1) =
{
λT (i,j), if j ≤ ai,
j − 1, if j > ai.
Then we deduce
µi∑
j=1
max(λT (i,j), j − 1) =
ai∑
j=1
λT (i,j) +
µi∑
j=ai+1
(j − 1) ≤ aiλi +
(
µi
2
)
−
(
ai
2
)
, (5.12)
because T (i, j) > T (i− 1, j) > · · · > T (1, j) implies T (i, j) ≥ i and λT (i,j) ≤ λi; equality holds
if and only if λi = λT (i,j) for all 1 ≤ j ≤ ai.
From (5.12), the left side of (5.11) multiplied by two is at least equal to
λi(λi − 1) + 2µi − 2aiλi + ai(ai − 1) = (λi − ai)2 + (2µi − λi − ai). (5.13)
Since µ ⊆ λ, then λi ≥ µi ≥ ai, which implies that (5.13) is lower bounded by
(λi − ai)2 + (2µi − λi − ai) ≥ (λi − ai)2 − (λi − ai) = (λi − ai)(λi − ai − 1) ≥ 0,
and equality holds if and only if µi = ai and λi = µi or λi = µi+1. Putting everything together,
the lemma is proved.
Lemma 5.9. For any µ, λ ∈ Y(N) with µ ⊆ λ, we have
lim
q→0
qn(µ
′)+n(λ′)+|µ| · Iµ|N (q−λ1 , q−λ2t, . . . , q−λN tN−1; q, t) = tn(µ)
∏
i≥1
[
λ′i − λ′i+1
λ′i − µ′i
]
. (5.14)
In particular, this limit is zero unless λ/µ is a vertical strip.
Proof. Step 1. The combinatorial formula for interpolation Macdonald polynomials, see [17,
Thm. III], is
Iµ|N (q
−λ1 , . . . , q−λN tN−1; q, t) =
∑
T∈Tab(µ,N)
ψT (q, t)
∏
(i,j)∈µ
(q−λT (i,j) tT (i,j)−1 − q1−jtN−1+i−T (i,j)).
We want to show that for all tableaux T ∈ Tab(µ,N), the limit
lim
q→0
qn(µ
′)+n(λ′)+|µ|
∏
(i,j)∈µ
(q−λT (i,j) ti−1 − q1−jtN−1+i−T (i,j)) (5.15)
exists and we want to determine conditions on λ ⊇ µ and T ∈ Tab(µ,N) for which the limit is
nonzero. Write the prelimit expression above as
qn(µ
′)+n(λ′)+|µ|−
∑
(i,j)∈µ max(λT (i,j),j−1)
×
∏
(i,j)∈µ
(qmax(0, j−1−λT (i,j))ti−1 − qmax(0, λT (i,j)−j+1)tN−1+i−T (i,j)). (5.16)
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It is clear that the second line of (5.16) has a limit as q → 0; in fact, this limit is∏
(i,j)∈µ
(
1{λT (i,j)+1≥j}t
i−1 − 1{j≥λT (i,j)−1}tN−1+i−T (i,j)
)
. (5.17)
From Lemma 5.8, the first line of (5.16) has a limit as q → 0, and that limit is zero unless λ/µ
is a vertical strip and λT (i,j) = λi for all (i, j) ∈ µ.
So far, we have proved that if λ/µ is not a vertical strip, then
lim
q→0
qn(µ
′)+n(λ′)+|µ| · Iµ|N (q−λ1 , q−λ2t, . . . , q−λN tN−1; q, t) = 0.
Moreover, if λ/µ is a vertical strip, then
lim
q→0
qn(µ
′)+n(λ′)+|µ| · Iµ|N (q−λ1 , q−λ2t, . . . , q−λN tN−1; q, t)
=
∑
T∈Tab(µ,N)
λT (i,j)=λi ∀(i,j)∈µ
ψT (t)
∏
(i,j)∈µ
(
1{λT(i,j)+1≥j}t
T (i,j)−1 − 1{j≥λT (i,j)−1}tN−1+i−T (i,j)
)
. (5.18)
It remains to simplify the last expression. Assume in the remainder of the proof that λ/µ is a
vertical strip.
Step 2. If T ∈ Tab(µ,N) satisfies λT (i,j) = λi for any (i, j) ∈ µ, then λT (i,j)+1 = λi+1 > j.
Thus each factor simplifies as (1{λT (i,j)+1≥j}t
T (i,j)−1 − 1{j≥λT (i,j)−1}tN−1+i−T (i,j)) = tT (i,j)−1.
Therefore, the second line of (5.18) is simplified to∑
T∈Tab(µ,N)
λT (i,j)=λi ∀(i,j)∈µ
ψT (t) ·
∏
(i,j)∈µ
tT (i,j)−1. (5.19)
In the remaining steps we show that (5.19) equals the right side of (5.14). More explicitly, we
show in Step 3 that for any T ∈ Tab(µ,N) with λT (i,j) = λi for all (i, j) ∈ µ, one has ψT (t) = 1.
Finally, in Step 4, it is shown that
∑
T
∏
(i,j)∈µ t
T (i,j)−1, the sum being over T ∈ Tab(µ,N)
with λT (i,j) = λi, equals the right side of (5.14).
Step 3. Let T ∈ Tab(µ,N) be such that λT (i,j) = λi for all (i, j) ∈ µ. We recall the definition
of ψT (t). The tableau T is given by a sequence µ = µ
(N) ≻ µ(N−1) ≻ · · · ≻ µ(1) ≻ µ(0) = ∅,
where µ(k) is the set of boxes of µ filled with numbers ≤ k. Given ν ≻ κ, θ := ν − κ is a
horizontal strip; set
ψν/κ(t) :=
∏
j∈J
(1 − tmj(κ)), (5.20)
where J := {j : θ′j = 0, θ′j+1 = 1}. Then by definition
ψT (t) :=
N∏
i=1
ψµ(i)/µ(i−1)(t).
For T as described above, and any i ≥ 1, we will argue that ψµ(i)/µ(i−1) (t) = 1; this will show
ψT (t) = 1. For any 1 ≤ k ≤ µ′1, let
Yk := {i : µi = k, λi = k + 1}, Zk := {i : µi = k = λi}.
Since λ/µ is a vertical strip, we deduce
|Yk| = λ′k+1 − µ′k+1, |Zk| = µ′k − λ′k+1.
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1 1 1 1 1 1
2 2 2 2 i
3 3 3 3 j
4 4 4 4
5 5 5 5
6 6 6 6
7 7
8 8
k
Figure 1: µ = (6, 4, 4, 4, 4, 4, 2, 2, 1), λ = (7, 5, 5, 5, 5, 4, 2, 2, 1, 1, 1). Filled squares (with num-
bers or letters) belong to µ, whereas the dark-grey squares belong to λ/µ. Any T ∈ Tab(µ, 15)
with λT (i,j) = λi has T (i, j) = i for most squares (i, j) ∈ µ. The numbers have been written
in those squares. For the light-grey squares (i, j) ∈ µ, T (i, j) could take one of several values.
In our example, i < j take values in {2, 3, 4, 5}, whereas k takes values in {9, 10, 11}.
We claim that for any i ∈ Yk, then T (i, j) = i. In fact, {i : λi = k + 1} = Yk ⊔ Zk+1.
Say Zk+1 = {z1 < . . . < zr}, Yk = {y1 < . . . < yr}, so that zr < y1. By definition of
Young tableau, T (z1, j) < . . . < T (zr, j) < T (y1, j) < . . . < T (yr, j). But by assumption
T (z1, j), . . . , T (zr, j), T (y1, j), . . . , T (yr, j) ∈ Yk ⊔ Zk+1 = {z1 < . . . < zr < y1 < . . . < yr}. In
particular, we have T (yi, j) = yi for all i, i.e., T (i, j) = i for any i ∈ Yk, as claimed.
By a similar reasoning as above, we deduce: if i ∈ Zk and j 6= k, then T (i, j) = i; and if
i ∈ Zk and Yk−1 = ∅, then also T (i, j) = i.
From the claims above we see that, possibly, the only boxes (i, j) ∈ µ with T (i, j) 6= i are
those with j = µi = λi and for which there exist k > i with λk = µk+1 = j. For a fixed j, there
exist µ′j − λ′j+1 such boxes (i, j), and the numbers on those boxes can be chosen from the set
{λ′j+1+1, λ′j+1+2, . . . , λ′j} in such a way that they are strictly increasing from bottom to top. See
Figure 1 for an illustration in the case µ = (6, 5, 5, 4, 4, 4, 2, 2, 1), λ = (7, 5, 5, 5, 5, 5, 2, 2, 1, 1, 1).
From these considerations, it is clear that ψµ(i)/µ(i−1)(t) = 1 for any i, because each set J in
the definition (5.20) is the empty set. This is what we wished to prove.
Step 4. From the previous step, T (i, j) = i, unless j = µi = λi and λ
′
j−1 − λ′j > 0. In the
latter case, T (i, j)− i could be any number in the set {0, 1, . . . , λ′j−1−λ′j− 1}; we note also that
for a given j, there are µ′j − λ′j+1 boxes like these.
Since
∏
(i,j)∈µ t
i−1 = tµ2+2µ3+... = tn(µ), we deduce∑
T∈Tab(µ,N)
λT (i,j)=λi ∀(i,j)∈µ
∏
(i,j)∈µ
tT (i,j)−1 = tn(µ)
∏
j≥1
∑
0≤k1≤...≤kµ′
j
−λ′
j+1
≤λ′
j−1−λ
′
j
−1
t
k1+...+kµ′
j
−λ′
j+1 .
The inner sum above can be calculated:∑
0≤k1≤...≤kµ′
j
−λ′
j+1
≤λ′
j−1−λ
′
j
−1
t
k1+...+kµ′
j
−λ′
j+1 = hµ′
j
−λ′
j+1
(1, t, . . . , tλ
′
j−λ
′
j+1−1) =
[
λ′j − λ′j+1
µ′j − λ′j+1
]
as in the proof of Lemma 5.4; the proof is now finished.
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Proposition 5.10. For any λ ∈ Y(N), we have
FHLλ (x1, . . . , xN ; t) =
∑
µ
τλ/µ(t;N)P
HL
µ (x1, . . . , xN ; t),
where the expressions τλ/µ(t;N) were defined in (5.1).
Proof. From the binomial formula for interpolation Macdonald polynomials in [16] with (1/q, 1/t)
instead of (q, t), and using the well-known symmetry Mµ(x; q, t) =Mµ(x; 1/q, 1/t), we obtain
Iλ|N (x1, . . . , xN ; 1/q, 1/t) =
∑
µ⊆λ
{
q−n(λ
′)Iλ|N (0
N ; 1/q, 1/t)
q−n(µ′)Iµ|N (0N ; 1/q, 1/t)
qn(µ
′)+n(λ′)+|µ|Iµ|N (q
−λ1 , . . . , q−λN tN−1; q, t)
q2n(µ′)+|µ|Iµ|N (q−µ1 , . . . , q−µN tN−1; q, t)
Mµ|N (x1, . . . , xN ; q, t)
}
.
(5.21)
We know
lim
q→0
Iλ|N (x1, . . . , xN ; 1/q, 1/t) = FHLλ (x1, . . . , xN ; t),
lim
q→0
Mµ|N (x1, . . . , xN ; q, t) = P
HL
µ (x1, . . . , xN ; t).
From Lemmas 5.6, 5.7 and 5.9, the binomial formula in (5.21) has a limit as q tends to zero.
The limiting coefficient that accompanies PHLµ (x1, . . . , xN ; t) is
(−t1−N )|λ|[Nλ′1]∏i≥1 [ λ′iλ′i+1]
(−t1−N )|µ|[Nµ′1]∏i≥1 [ µ′iµ′i+1] ×
tn(µ)
∏
i≥1
[λ′i−λ′i+1
λ′
i
−µ′
i
]
tn(µ)
,
which is easily seen to be equal to τλ/µ(t;N).
From Propositions 5.1 and 5.10, we obtain the main result of this section:
Theorem 5.11. For any λ ∈ Y(N), we have
FHLλ (x1, . . . , xN ; t) = FHLλ (x1, . . . , xN ; t) =
∑
T∈Tab(λ,N)
ψT (t)
∏
(i,j)∈λ
(xT (i,j) − δj,1tT (i,j)−N−i+1).
5.3 Special cases: one column partition and one row partition
For any k ≥ 1, let
EHLk (x1, . . . , xN ; t) :=
{
1, if k = 0,
FHL(1k)(x1, . . . , xN ; t), if 1 ≤ k ≤ N.
The polynomials EHLk (x1, . . . , xN ; t) are inhomogeneous analogues of the elementary symmetric
polynomials ek(x1 . . . , xN ) =
∑
1≤i1<...<ik≤N
xi1 · · ·xik .
Proposition 5.12. For any 0 ≤ k ≤ N , we have
EHLk (x1, . . . , xN ; t) = I(1k)|N(x1, . . . , xN ; q
−1, t−1) =
∑
1≤i1<···<ik≤N
k∏
s=1
(xis − ts+1−k−is ).
(5.22)
Consequently, if we denote the symmetric function EHLk (·; t) := FHL(1k)(·; t), then EHLk (·; t) =
I(1k)|N (·; q−1, t−1).
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Proof. The second equality in (5.22) is in the article of Okounkov [16, (1.6)]. Recall that Ok-
ounkov’s notation and ours, for interpolation polynomials, are related by Iµ|N (x1, . . . , xN ; q, t) =
P ∗µ (x1, x2/t, . . . , xN/t
N−1; 1/q, 1/t).
Note that I(1k)|N (x1, . . . , xN ; q
−1, t−1) does not depend on q. Thus Theorem 5.11 yields the
first equality EHLk (x1, . . . , xN ; t) = F
HL
(1k)(x1, . . . , xN ; t) = I(1k)|N (x1, . . . , xN ; q
−1, t−1).
Corollary 5.13.
N∑
k=0
EHLk (x1, . . . , xN ; t)
(u+ 1)(u+ t−1) · · · (u+ t1−k) =
N∏
i=1
1 + xi/u
1 + t1−i/u
.
Proof. This is a rewriting of [16, (2.9)]. Let us observe that we can replace N by∞ in the upper
limit of the sum and product, if we also replace EHLk (x1, . . . , xN ; t) by E
HL
k (·; t).
Next, let us denote
HHLk (x1, . . . , xN ; t) := F
HL
(k) (x1, . . . , xN ; t), if k ≥ 0,
in particular HHL0 (x1, . . . , xN ; t) = 1. The polynomials H
HL
k (x1, . . . , xN ; t) are inhomogeneous
analogues of complete homogeneous symmetric polynomials hk(x1 . . . , xN ) =
∑
1≤i1≤...≤ik≤N
xi1 · · ·xik .
From Proposition 5.1, we have
HHL1 (x1, . . . , xN ; t) = P
HL
(1) (x1, . . . , xN ; t)−
t1−N (1− tN )
1− t ,
HHLk (x1, . . . , xN ; t) = P
HL
(k) (x1, . . . , xN ; t)− t1−NPHL(k−1)(x1, . . . , xN ; t), for k ≥ 2.
(5.23)
From [8, Ch. III, (2.10)], we have the generating series
1 + (1− t)
∞∑
n=1
PHL(n) (x1, . . . , xN ; t)u
n =
N∏
i=1
1− xitu
1− xiu . (5.24)
Proposition 5.14. The following is the generating series for HHLn (x1, . . . , xN ; t):
∞∑
n=0
HHLn (x1, . . . , xN ; t)u
n =
1− t1−Nu
1− t
N∏
i=1
1− xitu
1− xiu −
t(1− u)
1− t , (5.25)
and consequently, if we denote HHLn (·; t) := FHL(n) (·.t), we have
∞∑
n=0
HHLn (·; t)un =
1
1− t
∞∏
i=1
1− xitu
1− xiu −
t(1− u)
1− t . (5.26)
Proof. The generating function (5.25) is a consequence of (5.24) and (5.23).
To obtain (5.26) from (5.25), informally, treat t as a real number with t > 1 and send N
to infinity. This agrees with the remarks made before Proposition/Definition 2.7, regarding the
construction of the maps π∞n as limits of the maps π
N
N−1 ◦ · · · ◦ πn+1n . Formally, one can write
the right side of (5.26) in terms of the power sums {pn : n ≥ 1} and the right side of (5.25)
in terms of the set of generators {pn(x1, . . . , xN ) : 1 ≤ n ≤ N}. One then checks that after
replacing each pn by π
∞
N pn = pn(x1, . . . , xN ) + t
−nN/(1− t−n), the right side of (5.26) becomes
the right side of (5.25), cf. the argument in (4.4).
One can also derive (5.26) from [16, (2.10)] and Theorem 5.11.
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5.4 Vertex operator representation for the first operator
As an application of the material from the previous subsection, we give a formula for the operator
A1, other than that in equation (3.9).
From (5.26), we obtain
∞∑
n=1
HHLn (·; t−1)un =
t
t− 1 exp
(
∞∑
i=1
{− ln (1− xiu) + ln (1− xiu/t)}
)
+
t− u
1− t
=
t
t− 1 exp
(
∞∑
n=1
un(1− t−n)
n
pn
)
+
t− u
1− t .
(5.27)
Next, to the equation (5.24), set t−1xi instead of xi, then t
−1 instead of t, and finally send
N to infinity. By recalling QHL(n)(·; t−1) = (1− t−1)PHL(n) (·; t−1), we have
∞∑
n=1
tnQHL(n)(·; t−1)un = exp
(
∞∑
i=1
{− ln (1− xitu) + ln (1− xiu)}
)
− 1
= exp
(
∞∑
n=1
un(tn − 1)
n
pn
)
− 1.
From the definition (2.8) of the Macdonald inner product, we have p∗n = n
1−qn
1−tn
∂
∂pn
. After taking
the adjoint of the last equation and using u−1 instead of u, we then obtain
∞∑
n=1
tn(QHL(n)(·; t−1))∗u−n = exp
(
∞∑
n=1
u−n(qn − 1) ∂
∂pn
)
− 1. (5.28)
From Theorem 3.2 for k = 1, the operator A1 is the constant coefficient of the product of
generating functions on the left sides of (5.27) and (5.28). We deduce the following vertex oper-
ator representation for A1. It would be interesting to obtain similar formulas for all operators
Ak.
Proposition 5.15.
A1 =
t
t− 1
∮
|z|≪1
dz
2π
√−1z exp
(
∞∑
n=1
zn(1− t−n)
n
pn
)
exp
(
∞∑
n=1
z−n(qn − 1) ∂
∂pn
)
− t
t− 1+
1− q
1− t
∂
∂p1
5.5 Another relation to Hall-Littlewood polynomials
Proposition 5.16. LetN ∈ N; for any 1 ≤ j ≤ N , let Txj be the operator (Txjf)(x1, . . . , xN ) :=
f(x1, . . . , xi−1, 0, xi+1, . . . , xN ). Then
FHLλ (x1, . . . , xN ; t) =
(u; t−1)ℓ(λ)
(u; t−1)N · V (x1, . . . , xN )
× det
1≤i,j≤N
[
xN−i−1j
{
(1− xju)t1−iTxj + (xj − t1−N )
}]
PHLλ (x1, . . . , xN ; t)
(5.29)
Observe that the left side of (5.29) does not depend on the variable u, therefore neither does
the right side of that equality. In particular, by setting u = 0 we have
FHLλ (x1, . . . , xN ; t) =
1
V (x1, . . . , xN )
det
1≤i,j≤N
[
xN−i−1j
{
t1−iTxj + xj − t1−N
}]
PHLλ (x1, . . . , xN ; t),
which together with (2.4) gives an explicit formula for FHLλ (x1, . . . , xN ; t) in terms of the set of
HL polynomials {PHLλ ({xi : i ∈ I}; t)}I⊆{1,...,N},|I|≥ℓ(λ).
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Proof of Proposition 5.16. Begin with Proposition 4.2, after setting xi 7→ xi/(utN−1), yi 7→
yiut
N−1, and using the homogeneity of the dual HL polynomials:
1 +
N∑
k=1
1
(u; t−1)k
∑
ℓ(λ)=k
(utN−1)λ1+λ2+...FHLλ (
x1
utN−1
, . . . ,
xN
utN−1
; t)QHLλ (y1, y2, . . . ; t) =
u−
N(N−1)
2 t−
N(N−1)2
2
V (x1, . . . , xN )(u; t−1)N
det
1≤i,j≤N
[
xN−i−1j
{
(xjt
1−N − 1)tN−i(−u) + (xj − u)
∞∏
l=1
1− txjyl
1− xjyl
}]
.
(5.30)
Next consider the operator in (3.1) with u = −z, namely
DN (u; q, t) :=
1
V (x1, . . . , xN )
det
1≤i,j≤N
[
xN−i−1j
{
(xjt
1−N − 1)tN−i(−u)Tq,xj + (xj − u)
}]
.
(5.31)
We apply this operator to the Cauchy identity for Macdonald polynomials, [8, Ch. VI, (4.13)]∑
ℓ(λ)≤N
Mλ(x1, . . . , xN ; q, t) ·MQλ(y1, y2, . . . ; q, t) =
N∏
j=1
∞∏
l=1
(txjyl; q)∞
(xjyl; q)∞
, (5.32)
where MQλ(·; q, t) stands for the dual Macdonald function, which differs from Mλ(·; q, t) by a
constant not depending on λ and, more importantly for us, it specializes to QHLλ (·; t) when we
set q = 0. With a calculation that is similar to that of (4.6), we can write down an expression
for the conjugation of the operator (5.31) by the right side of (5.32). Then we deduce that the
result of acting with (5.31) on (5.32), and then dividing by (u; t−1)N , is∑
ℓ(λ)≤N
DN (u; q, t)Mλ|N (x1, . . . , xN ; q, t)
(u; t−1)N
·MQλ(y1, y2, . . . ; q, t) =
∏N
j=1
∏∞
l=1
(txjyl;q)∞
(xjyl;q)∞
V (x1, . . . , xN ) · (u; t−1)N
× det
1≤i,j≤N
[
xN−i−1j
{
(xjt
1−N − 1)tN−i(−u)
∞∏
l=1
1− xjyl
1− txjyl + (xj − u)
}]
.
(5.33)
We now want to set q = 0 in equation (5.33). As for the right side, only the product in the first
line of that display is affected, and it becomes
∏N
j=1
∏∞
l=1
1−txjyl
1−xjyl
. Then we can make the factor
corresponding to j multiply each term in the j-th column of the matrix in the second line of
(5.33). Thus the result of setting q = 0 in (5.33) is∑
ℓ(λ)≤N
DN (u; q, t)Mλ|N(x1, . . . , xN ; q, t)
∣∣
q=0
(u; t−1)N
·QHLλ (y1, y2, . . . ; t) =
1
V (x1, . . . , xN ) · (u; t−1)N
× det
1≤i,j≤N
[
xN−i−1j
{
(xjt
1−N − 1)tN−i(−u) + (xj − u)
∞∏
l=1
1− txjyl
1− xjyl
}]
.
(5.34)
By comparing (5.30) and (5.34), we deduce
(utN−1)λ1+λ2+...FHLλ (
x1
utN−1
, . . . ,
xN
utN−1
; t) =
(u; t−1)ℓ(λ)
(u; t−1)N
DN(u; q, t)Mλ|N (x1, . . . , xN ; q, t)
∣∣
q=0
.
(5.35)
To obtain (5.29), let us replace each xi by xiut
N−1 in (5.35). From the homogeneity of Mac-
donald polynomials, we haveMλ(x1ut
N−1, . . . , xNut
N−1; q, t) = (utN−1)λ1+λ2+...Mλ(x1, . . . , xN ; q, t),
so that the factors (utN−1)λ1+λ2+... on both sides of (5.35) cancel out. After the change, the oper-
atorDN (u; q, t) becomes almost the operator in the right side of (5.29), except with Tq,xj instead
of Txj , but one still has to set q = 0. Since clearly (Tq,xjf)(x1, . . . , xN )
∣∣
q=0
= (Txjf)(x1, . . . , xN )
for any function f(x1, . . . , xN ), we obtain the desired result.
We lastly remark that the formula in the Proposition generalizes the special cases of Remark
2.2; they also serve as a check to our formula in the cases λ = ∅ and ℓ(λ) = N .
REFERENCES 33
References
[1] Hidetoshi Awata and Hiroaki Kanno, Macdonald operators and homological invariants of
the colored Hopf link, Journal of Physics A: Mathematical and Theoretical 44 (2011), no. 37,
375201–375221.
[2] Alexei Borodin, On a family of symmetric rational functions, Advances in Mathematics
306 (2017), 973–1018.
[3] Alexei Borodin and Leonid Petrov, Higher spin six vertex model and symmetric rational
functions, Selecta Mathematica (N.S.) (2016), 1–124.
[4] Hashizume K. Hoshino A. Shiraishi J. & Yanagida S. Feigin, B., A commutative algebra on
degenerate CP1 and Macdonald polynomials, Journal of Mathematical Physics 50 (2009),
no. 9, 095215–095215.
[5] Vadim Gorin and Lingfu Zhang, Interlacing adjacent levels of β-Jacobi corners processes,
(2016), Preprint, arXiv:1612.02321.
[6] Friedrich Knop, Symmetric and non-symmetric quantum Capelli polynomials, Commentarii
Mathematici Helvetici 72 (1997), no. 1, 84–100.
[7] D. E. Littlewood, On certain symmetric functions, Proceedings of the London Mathemati-
cal Society 3 (1961), no. 1, 485–498.
[8] Ian G. Macdonald, Symmetric functions and Hall polynomials, 2 ed., Oxford University
Press Inc., New York, 1995.
[9] A. O. Morris, A note on the multiplication of Hall functions, Journal of the London Math-
ematical Society 1 (1964), no. 1, 481–488.
[10] Maxim Nazarov and Evgeni Sklyanin, Integrable Hierarchy of the Quantum Benjamin-Ono
Equation, Symmetry, Integrability and Geometry. Methods and Applications 9 (2013).
[11] , Sekiguchi-Debiard operators at infinity, Communications in Mathematical Physics
324 (2013), no. 3, 831–849.
[12] , Macdonald operators at infinity, Journal of Algebraic Combinatorics 40 (2014),
no. 1, 23–44.
[13] , Lax operator for Macdonald symmetric functions, Letters in Mathematical Physics
105 (2015), no. 7, 901–916.
[14] , Cherednik Operators and Ruijsenaars-Schneider Model at Infinity, International
Mathematics Research Notices (2017), IMRN-2017-186.R1.
[15] Andrei Negut, The shuffle algebra revisited, International Mathematics Research Notices
(2013), no. 22, 6242–6275.
[16] Andrei Okounkov, Binomial formula for Macdonald polynomials and applications, Mathe-
matical Research Letters 4 (1997), no. 4, 533–553.
[17] , (shifted) Macdonald polynomials: q-integral representation and combinatorial for-
mula, Compositio Mathematica 112 (1998), no. 2, 147–182.
[18] , A remark on the Fourier pairing and the binomial formula for the Macdonald
polynomials, Functional Analysis and Its Applications 36 (2002), no. 2, 134–139.
[19] Grigori Olshanski, An Analogue of Big q-Jacobi Polynomials in the Algebra of Symmetric
Functions, Funktsional. Anal. i Prilozhen. 51 (2017), no. 3, 56–76.
[20] , Interpolation Macdonald polynomials and Cauchy-type identities, (2017), Preprint
arXiv:1712.?????
[21] Eric M. Rains, BCn-symmetric polynomials, Transformation groups 10 (2005), no. 1, 63–
132.
[22] Siddhartha Sahi, Interpolation, integrality, and a generalization of Macdonald’s polynomi-
als, International Mathematics Research Notices 10 (1996), 457–471.
REFERENCES 34
[23] A. N. Sergeev and A. P. Veselov, Jack-Laurent symmetric functions, Proceedings of the
London Mathematical Society 111 (2015), no. 1, 63–92.
[24] S. Ole Warnaar, Bisymmetric functions, Macdonald polynomials and basic hypergeometric
series, Compositio Mathematica 144 (2008), no. 2, 271–303.
[25] Michael Wheeler and Paul Zinn-Justin, Refined Cauchy/Littlewood identities and six-vertex
model partition functions: III. Deformed bosons, Advances in Mathematics 299 (2016),
543–600.
