Abstract-Due to the rapid error growth of navigation systems using low-cost inertial measurement units there is a need to fuse the information with complementary sensors. In this paper a monocular camera is used to aid the system. Unlike SLAM-like approaches the problem of estimating the location of each feature point viewed in a scene is avoided, instead estimated epipolar points on the image plane are used. By maintaining a buffer of past views, the method mimics a short-term visual memory which imposes multiple constraints on the estimation problem. The result is a Sigma-Point Kalman filter in square-root form with a linear and efficient time-update. A simulation study is presented indicating the filter's capacity to constrain the rate of error growth of an inertial navigation system. The filter may also find useful applications when fusing with additional sensors.
I. INTRODUCTION
Inertial navigation using a low-cost inertial measurement unit (IMU) is subject to rapid error growth that renders the navigation solution useless within a very short period of time. A significant underlying factor is the error in the gyroscope which causes a misalignment in the estimated attitude. Then the gravitational acceleration contained in the observations from the accelerometers cannot be correctly compensated in the inertial navigation system (INS) equations. Hence the need to aid the inertial navigation with complementary sensors that constrain the error or rate of error growth.
We consider a monocular camera, which is an inexpensive and passive sensor that provides a signal with a large information content. However, while humans use a vast amount of prior knowledge to extract the information for navigation, machine-based systems have often to rely on low-level feature extraction algorithms for tractability.
In [1] , visual information of static feature points in the scene is fused with an inertial system to aid it in outdoor scenarios with limited or unreliable access to external localization information, e.g. due to GPS outages. Similarly, [2] used stereo cameras to aid a system in an indoor scenario, where external localization hardware is difficult to deploy and where GNSS signals are not easily obtained.
Within robotics, a similar scenario is dealt with in the Simultaneous Localization and Mapping (SLAM) problem. Over the recent years successful methods for SLAM using only a monocular camera have been proposed and demonstrated, cf. [3] - [7] . The converse approach of aiding the monoSLAM algorithm with inertial information was used in [8] in order to improve scale consistency and hence loop closing.
For navigation purposes considered here, however, mapping is of secondary importance. Building a consistent map of feature points increases the computational complexity of the estimation problem significantly. Indeed, recent efforts have been made to sparsify maps, e.g. [9] . But common to the methods above is that they estimate static feature points in the scene, under various parameterizations, which are 'nuisance parameters' in the navigation problem. The approach in [10] avoids this by storing a number of past views that act as multiple constraints. However in the measurement function each feature point is reconstructed solving a nonlinear Least Squares problem. Similarly, [11] presents a view-based SLAM approach.
In this paper, we use the ideas in [12] who recover the relative pose between two views using vanishing points. But whereas they rely on an outlier rejection algorithm for classifying points on the image plane, we make use of the inertial information provided by the gyroscopes. A simulation study indicates the capacity of the proposed estimation algorithm to constrain the rate of error growth in an inertial navigation system.
II. EPIPOLES AND ROTATION UNWRAPPING
Let {n}, {b} and {c} denote the navigation, inertial and camera coordinate frame, respectively.
As shown in Figure 1 , when image planes are parallel the epipolar point contains information about the translational movement of the origin of the camera frame, which is of interest to our estimation problem. Under pure translation, static points in the navigation frame {n} move along lines in the image plane. Ideally all lines intersect at the epipole [13] . Therefore it is possible to estimate it by tracking feature points on the image plane, computing their lines of movement and intersection.
The fundamental matrix F ∈ R 3×3 is the algebraic representation of epipolar geometry and is of rank 2 [14] . Let Δp be the translation vector and R ci cj the rotation matrix between two views. Then the fundamental matrix equals up to scale, However, in general the camera does not move under pure translation. Then the movement of a feature point on the image plane contains both a translational and a rotational component and the computation of the epipole using the method above is not valid. One way to circumvent this problem is to use the gyroscopes that provide information about the orientation in order to effectively preserve parallel image planes.
There is a one-to-one mapping, τ : R 2 → R 3 , from the image plane and the half-sphere facing it, illustrated in Figure 2 . An image point z ∈ R 2 can then be represented as a unit vector u ∈ R 3 . Suppose an image point z 0 from a past view {c 0 } has been detected. Then it can be transformed to a point z 0 on a plane parallel to that in current view {c} by z 0 = τ −1 (u 0 ) where u 0 = R c c0 u 0 and u 0 = τ (z 0 ), thereby 'unwrapping' the effect of rotation.
In practice the gyroscopes contain noise that will lead to an accumulated error of the relative orientation encoded in R c c0 . It will be assumed, however, that the order of error growth is moderate so that the error of the computed epipole between the current and past view is small.f 
III. PROCESS MODEL

A. Navigation error states
The navigation states of interest are position p n , velocity v n and orientation R n b . The time-evolution of the states is given by the inertial navigation system equations and driven by the external signals from the IMU.
In order to fuse the sensor information in a tractable way, a feedback approach to the estimation problem is taken. Figure 3 gives a conceptual outline. Instead of estimating the navigation states, the errors (δp n , δv n , δθ), where the attitude error is expressed as Euler angles, are estimated and fed back to correct the solution of the inertial navigation system equations. The advantage is that the evolution of the errors can be approximated by a linear process model, provided the velocity and attitude errors are not too large.
The accelerometer and gyroscopes of the IMU contain systematic errors, or biases, denoted δf b and δω b , respectively. These nuisance parameters are estimated along with the navigation error states. Let dt be the sampling period, then the linearized, discrete-time error process model can be written as
where the sensor noise terms n f and n ω are modeled as zeromean, white Gaussian processes.
The slow-varying sensor biases are modeled as integrated white noise:
The navigation error states can be compactly written as and the position error expressed in {n},
Hence there is a linear relation between current camera position error and navigation error states δρ = Tδx, where
A recorded camera pose has no dynamics, therefore the error process model is simply δρ k+1 = δρ k .
C. Complete error state model
The more epipoles used, the more constraints we can impose on the estimation problem. This requires, however, a memory of past camera images, their positions and errors {δρ (1) , . . . , δρ (P ) } in order to compare with the current image and position.
The error state vector is augmented as
Since computational resources are finite, the maximum size of the memory is set to P max . New camera positions will be added and old ones removed. Hence the process is a sliding window of views.
The total error state model can be written as
and the covariance matrix of the process noise is Q k .
IV. MEASUREMENT MODEL
The relative orientation between the current view and a past view i must be updated in order to unwrap the rotation and compute the corresponding epipole y (i) ∈ R 2 . This can be done efficiently using quaternions by storing the relative orientation in the inertial frames {b}, that can be transformed into {c} when needed. . All orientations are updated in one operation, Θ k = Ω(ω k )Θ k−1 , whereω k is the sampled angular velocity and Ω is the quaternion update matrix [15] . Hence the update can be done for each IMU sample simultaneously with the attitude update in the INS equations.
When a new image is obtained, its feature points are extracted and compared with the feature points in view i, producing a set of matched pairs {(z j , z i,j )} j . Then R 
. This produces a set of matched feature points on parallel image planes {(z j , z i,j )} j .
Each pair generates a line and ideally all of them intersect at the epipole. However, there are a host of error sources that arise from the inertial and visual sensors, as well as from image processing, that lead to noise on the measured epipole y (i) , which is modeled as a zero-mean additive white process n y . For robustness, the intersection c j is computed for
In addition, the spread of intersections c j yields a measure of the uncertainty of the measured epipole. The measurement noise covariance matrix can be approximated aŝ
The weights w j , which need not be identical to those used in the weighted average, are set according to some measure of the reliability of the intersection c j , e.g. as a function of the distance between the points that generate the lines ||z j −z i,j || 2 .
A smaller distance results in a line that is more sensitive to noise. The further away the feature point is in {n}, the smaller the displacement on the image plane. In the limit, such points are invariant on the image plane to translational movement. Since image processing is prone to outliers, the above procedure for computing the epipole requires some method of outlier rejection to suppress extreme intersections c j , e.g. arising from near parallel lines.
As explained in Section II, under pure translational movement the epipole coincides with the vanishing point of the direction of the translation vector, which is related to the navigation states. The translation vector between view i and the current view, expressed in {c}, can be written in terms of the error states (δp n , δθ, δρ (i) ) as
where C is the direction-cosine matrix. 1 When projected on the image plane using a pinhole camera model gives the epipole on parallel planes:
whereĀ is a truncated camera calibration matrix and n y is measurement noise. The computed epipoles are stacked as a vectorȳ = vec([y (1) · · · y (P ) ]) with a block diagonal measurement noise covariance matrix Rȳ =R y (1) ⊕ · · · ⊕R y (P ) ∈ R 2P ×2P .
V. ESTIMATION FRAMEWORK
The system forms a state-space model with a linear process model and a nonlinear measurement model:
State estimation is done with respect to a Mean Square Error criterion within a class of linear estimators, following the measurement and time-update form of the Kalman filter. The measurement update
requires second-order moments for computing the Kalman gain matrix
, where e k is the innovation. These statistics are not easily obtained when using a highly nonlinear measurement function, and are here approximated using a Sigma-Point approach that uses deterministic sampling [16] , [17] . The result is a Sigma-Point Kalman filter with a linear and efficient time update. The estimation procedure is summarized in Algorithm 1. if New image ∃ then 5: Extract feature points {zj} 6: Match and rotation unwrap past feature points {zi,j} 7: Compute epipoles y (i) andR y (i) using {(zj, z i,j )}j
Algorithm 1 Estimation using
end if 9: if {y (i) } = ∅ then 10: Formȳ k and Rȳ ,k
11:
%Generate sigma points and prediction:
12: 
21:
Use δx k|k to correct state estimatesx k 23: 
Note that after each measurement, δx k+1|k is set to zero and only the error covariance matrix P k+1|k needs to be propagated during time updates. Since the view positions have no dynamics the system matricesF k andḠ k have a sparse structure that can be exploited in the propagation. In addition, since the computation of epipoles can be performed independently for each view i the parallelism can be exploited for fast implementations.
For numerical stability, the filter is implemented in 'array' or square-root form [18] , [19] . The error covariance matrices are propagated as lower-triangular matrix square-roots P 1/2 which ensures positive definiteness. This has the additional advantage for the Sigma-Point Kalman filter that there is no need to factorize the error covariance matrix by Cholesky decomposition since it is already in the desired form.
The time update of P 1/2 is done by means of a QRfactorization 2 and the measurement update by rank-1 Cholesky downdates 3 . Augmenting a new view error state δρ, or decimating an old one when the number of recorded views reaches P max , modifies P correspondingly. In square-root form, however, this update P 1/2 →P 1/2 , whereP 1/2 is the modified matrix, has to be specified more clearly.
When augmenting a state the modified matrix can be expressed asP
where T [T 0 3×3P ]. When decimating the oldest view error state, consider the matrix
where X, U and W are lower-triangular matrices and P
1/2
has been decomposed so that Y ∈ R 3×15 and U ∈ R
3×3
contain the correlations of the old state. Then the decimated matrix becomesP
where A = X, B = Z and C is the solution of CC * = VV * + WW * , obtained by a lower-triangular Cholesky decomposition.
VI. SIMULATIONS
A. Setup
In order to test the capabilities of the filter, a simulation study of the system in a bounded environment was conducted. A user-defined trajectory is generated using cubic splines to ensure continuous acceleration. The outputs are ideal IMU signals sampled at 100 Hz. Biases and stochastic noise are added as constants and additive white Gaussian noise processes, respectively. Their parameters are given in Table I , with the standard deviation specified on a per sample basis. The gyroscope bias alone contributes to a error drift of each attitude state by approximately 0.1
• /s. The camera is simulated using the pinhole camera model. The visible feature points in {n} are projected on the image 2 It is obtained from factorization of A * = U P * /2 k+1|k 0 where A
e,k . plane at a rate of 10 Hz and rounded to integers as coordinates on a grid of 752 × 480 pixels. The origins of the camera and inertial frames were offset by 5 × 10 −2 m. The camera calibration matrix containing the intrinsic camera parameters with focal length f = 5 × 10 −3 m and pixel width Δ x = Δ y = 6 × 10 −6 m. Next, the estimation filter parameters are specified: The maximum length of the view buffer was set to P max = 10 frames, corresponding to a visual memory of 1 second. The weights in the Sigma-Point filter are set as w 
The weights are then set as w j = w j / k w k where
and the threshold γ thres is set to 10 pixels. Since image processing is prone to outliers, unreliable intersections have to be rejected completely. Here pairs of lines with slopes that differ by less than 30% are rejected.
B. Results
The simulated trajectory is shown in Figures 4 and 5 . It consists of 3 laps with crossing paths, spanning 239 seconds in total. 200 feature points are sprinkled along the trajectory at varying heights. The system does not exhibit roll but the motion in the plane contains both left and right turns which excites changes in heading. In order to excite more angular motion the system changes elevation during the first 100 seconds, inducing changes in the pitch.
The filter is initialized with the correct position, velocity and attitude. Note that since navigation is conducted in a relative reference frame, initial position and heading are correct by definition. The initial error covariance matrix
, which corresponds to a standard deviation of the initial attitude estimate to about 1
• . The result of a realization of the trajectory is shown in Figure 6 . Whereas inertial navigation alone would quickly result in a position error of several hundred meters, the cameraaided filter is capable of keeping the estimate on track on the order of minutes. The filter was given a 'cold start' without any initial zerovelocity updates in a stationary mode and bias estimates initially set to zero. Examples of the evolution of the bias estimates are given in Figures 7 and 8 . For the accelerometers, the estimate of δf z quickly converges since it is parallel to the gravitation vector and there is slow or no motion in that direction. Similarly the estimates of δω φ and δω θ converge rapidly.
Heading ψ is harder to estimate in rigid motion along the horizontal plane perpendicular to the gravitation vector. The rotation unwrapping effectively removes the orientation information between two views. Unless angular motion is excited along φ and θ the estimate of δω ψ will not converge. One possible solution is to extend the measurement function to use the relative orientation information encoded in the vanishing points that are invariant to translation and therefore will be stationary on the epipolar line after rotation unwrapping.
For evaluation of the filter, 10 realizations of the same trajectory were generated. The navigation state errors are plotted in Figure 9 , 10, and 11, along with the ±3σ-levels, where σ is obtained from the diagonal elements of the filter's error covariance matrices and hence represents its uncertainty of the estimate. The results are indicative of the error tracking capacity of the filter to constrain the rate of error growth. The filter can not, however, consistently track the heading error over long period of time when moving rigidly along the horizontal plane.
VII. CONCLUSIONS
A camera-aided inertial navigation system has been presented, exploiting a short-term visual memory that imposes multiple contraints using epipolar points between the current and past views. The estimation algorithm is a recursive SigmaPoint Kalman filter in square-root form with a linear and efficient time-update. The results from a simulation study are indicative of the filter's capacity to constrain the rate of error growth and keep the navigation state estimates on track during a time period in which the estimates of an unaided low-cost inertial navigation system would be rendered useless.
Work is currently being conducted to validate the performance for real data in an indoor scenario. The system can be extended to fuse more sensors, such as GNSS or UWB positioning, and may find useful applications in different navigation scenarios.
