Accurate temperature estimation of high density active power electronic systems is vital for dynamic thermal management. Accurate and reliable estimation is especially important in regions that are close to failure, either due to high temperature or significant materials or component sensitivity. Improved estimation can support lower safety factors and enhanced system performance. An investigation of optimal temperature sensor placement methods is presented here, focusing primarily on methods utilizing information-based metrics. In addition, physics-based metrics are explored in an initial study that may have the potential to be more closely aligned with overall system utility. Studies are based on a 2 kW, single-phase, seven-level, GaN-based inverter. A lumped-parameter reduced-order thermal model, developed in previous work, is used for real-time temperature estimation. A continuous relaxation of a 2D placement domain led to a novel linear programming formulation that supports solution of finely-discretized sensor placement problems with minimal computational expense. Improved sensor placement performance metrics account for multiple loading conditions and estimation accuracy with respect to failure prevention.
Introduction
High power density power electronics systems require careful monitoring of temperature in real time to prevent thermal failure. Sophisticated thermal management can enhance the reliability and power density for active systems [1] . Estimation accuracy requirements are spatially-dependent; regions of hightemperature, sensitive materials, or particular components may be the most likely to fail due to temperature. Accurate temperature estimates support both active thermal management, as well as spatially and temporally tailored operation of power electronics components. Improved temperature estimates can lead to enhanced power density by allowing components to be pushed closer to failure (reduced safety factors) while maintaining reliable operation with confidence.
Related Work
Optimal sensor placement and sensor networks is a wellstudied topic across a range of real-time applications, including structural damage detection [2] [3] [4] [5] [6] , structural health monitoring [7] , combined sensor and actuator location for intelligent flexible structures [8, 9] , gas turbine engine health monitoring [10] , robot localization [11] , and wireless or mobile sensor networks [12, 13] . Similar sensor placement studies have been conducted for energy efficient buildings [14] , data centers [15] , outdoor wind studies [16] , soil moisture monitoring [17] , agriculture [18] , wind and water quality [19] , water leak detection [20] , and chemical processes [21] . Often the objective in these efforts is to maximize information obtained from a given number of sensors, which can be quantified using the Fisher information matrix [6] , observability Gramian [22] [23] [24] [25] , or a Linear quadratic regulator (LQR) based performance metric [9] .
Motivation
Optimal sensor placement has been studied extensively for thermal monitoring of low power density electronics (LPDEs) [26, 27] , such as microprocessors [28] [29] [30] [31] [32] , multi-core processors, Network-on Chip (NoC) and System on Chip (SoC) devices [26, 27, 33, 34] , data centers [35] , and cyber physical systems (CPSs) [36] . LPDEs are electronic devices where the power to volume ratio is small. As a result, thermal consid-erations are not usually a significant design concern. Sensor placement strategies for power electronics have included uniform or non-uniform allocation [30] , by grid-based or clustering techniques [28, 33, 37] , distance minimization and greedy approaches [32, 38] and entropy-based metrics [34] .
While sensor placement has been studied extensively for microprocessors and other LPDEs, high power density electronics (HPDEs) have unique requirements. Mature placement strategies for LPDEs, such as coverage, connectivity, and heuristicbased techniques, cannot be extended readily to HPDE sensor placement decisions. Microprocessors are smaller in size than power electronics systems used for mobile transportation, power distribution and transmission, and due to system architecture it is often sufficient to focus temperature monitoring on hot spots in microprocessors. LPDEs often have just a single operating mode (fixed set of operating conditions), simplifying requirements. HPDEs involve multiple operating modes (switching levels), significantly higher power levels, distinct system architectures, and often higher cost. Differences also impact reliability considerations. If some of the millions of transistors on a microprocessor fail, it can remain functional due to redundancy. In contrast, an HPDE device, such as a power inverter, is composed of relatively few function-specific components. Thus, failure of just one component may impact both functionality and overall system performance. Some HPDEs are safety-critical devices (e.g., automotive and aircraft applications), so reliability is paramount. Enhancing the effectiveness of HPDE thermal monitoring systems for improved reliability and power density motivates the development and investigation of new design methods specific for this class of systems.
Many established sensor placement design strategies utlize information-based metrics, such as observability. Informationbased performance metrics are effective tools for observer design and estimation purposes, but are normally based on simplified system models to aid real-time computational efficiency. These approximate metrics cannot account for the full range of phenomena that may be important factors in assessing likelihood of thermal failure, especially for HPDEs. More sophisticated measures are needed to support off-line design decisions such as sensor placement. These should account for more detail than the reduced-order models utilized for observer implementation, including spatially varying properties (component/switch locations, geometry, material properties, etc.). Here we introduce an initial study involving simplified physics-based metrics. We view this effort as a step toward sensor placement methods that can accounts for HPDE needs in a more comprehensive way, working toward an integrated systems approach for sensor placement decisions. Additional investigation of methods based on these new metrics beyond what is presented here is needed. These initial results indicate that physics-based metrics may be helpful for making sensor placement decisions in the context of important system design issues, such as packaging, cooling system integration, and multiple-power module layouts.
System Description
A 2 kW dc-ac, single-phase, seven-level, Gallium Nitride (GaN)-based inverter (a power converter) has been selected for optimal sensor placement method comparison [39] . The inverter printed circuit board (PCB) has a planar architecture with dimensions 64.7 mm × 47.3 mm, and is a highly power-dense device (216 W/in 3 , input V max = 400 V) with active switching components. The PCBs can be stacked to attain high power conversion capacities for different applications. There are 12 GaN transistors on each power module. Using capacitive energy storage, this device accepts dc voltage and delivers a desired ac voltage output (dc to ac). Figure 1 identifies the inverter components that are important from a thermal perspective. The GaN transistors generate the most heat. The Adum5210 devices are isolated level shifters that power the gate drivers. The ceramic capacitors above and below the board help transfer electrical energy and reduce stress on switching devices. Each of these GaN-based power inverters can be stacked together in 10s or 100s to electrify large-scale systems such as aircraft or automobiles. To aid proper functioning of these inverters, it is important to monitor their temperature online to prevent failure. Senor placement has a significant impact on the ability to predict temperature distribution accurately. GaN transistor temperature generally increases as power levels increases. In contrast, the Adum5210 temperatures do not change much with power level due to constant control losses. The main PCB is composed of four layers of copper, three layers of FR4, and two solder mask layers. The material properties are detailed in Table 1 . 
System Model
Model requirements for real-time control purposes and offline design are distinct. In system design we need models that predict system performance accurately for a given design specification. Models must accommodate changes to physical design, maintain acceptable predictive accuracy across the design space, and compute metrics that align with true design intent. In this study we utilize a reduced-order lumped-parameter model for real-time estimation, as well as a higher-fidelity physicsbased model to predict temperature distributions more accurately (Fig. 2) . The latter distributions are used as a benchmark to assess, for each load case, how accurate real-time temperature prediction is for a given sensor layout and observer design. Here we utilize simple failure models based on temperature thresholds. Future work will incorporate more rigorous reliability metrics based on system simulation. 
RC Thermal Network Model
An RC (resistor-capacitor) network was used to model the dynamic thermal behavior of the power electronics system for estimation purposes. This model gives up some accuracy for the benefit of rapid computation. High-fidelity thermal models would be impractical for real-time estimation, but are important for offline design and assessing the quality of real-time temperature estimates.
The RC network is created using an analogy between electrical and thermal systems, where electrical current is a parallel to heat flow (through or flow variables), and voltage is analogous to temperature (across or effort variables) [40, 41] . Elec- trical resistance and capacitance properties are used to model thermal capacitance and resistance. The thermal model of the multi-level inverter was generated as a 2D RC model. The PCB was divided into planar regions, each associated with a capacitance value. Adjacent regions are via resistances, enabling heat conduction across region interfaces. Heat generation is modeled as a current source. Ambient temperature is modeled as a voltage source connected to each capacitor through a resistor that represents convective heat transfer. Thermal capacitance is given by:
where ρ is material density, c is specific heat capacity, and V is the region volume. Conduction resistance is:
where L is the length through which the heat is being conducted, K is the thermal conductivity of the material, and A c is the cross sectional area of the pixel. The convective resistance is given by:
where h is the heat transfer coefficient, and A s is the region area as shown in Fig. 3 . A state space model has been constructed using graph based modeling approach, where each graph vertex represents an RC model vertex, and each edge represents resistance between vertices. Conservation of thermal energy is applied at each vertex to complete the model:
where C k is the thermal capacitance at node k, T k is the temperature of node k, q i is the net heat flow into node k, and Q s is the heat input from the current source connected to node k. The convective heat transfer resistance at node k is R ci , and the ambient temperature is T a . The inverter is partitioned into 39 regions, each with a functional board component, and each corresponding to a state in the state space model. The switches on the PCB are the primary heat sources. The RC inverter model has been validated experimentally [42] . Further model order reduction was performed to produce a nine-state model that preserves correspondence between the physical system and RC thermal model (Fig. 4) . The corresponding first order differential equations are:
The state vector x represents the temperature of each node on the graph of dimension n × 1, where n refers to the number of states. The matrices A and C, both of dimension n × n, are the system dynamics and output matrices, respectively. The vector u (dimension c × 1) quantifies the time-varying heat flux produced by heat-generating components, where c is the number of heat-generating components. B is the input matrix of dimension n × c, d is the state disturbance trajectory (ambient temperature, assumed here to be 30 • C). V is the disturbance matrix. The estimated output temperature for all nodes is quantified by the vector y. W is a matrix that accounts for sensor noise, and e is the vector of sensor noise trajectories. 
Steady State 2D Thermal Finite Element Model
A 2D thermal finite element model is used to predict the PCB temperature distribution accurately with fine spatial resolution [43] . It supports more sophisticated assessment of sensor placement designs, providing a benchmark for estimation accuracy across multiple load cases. Steady heat conduction at the surface is assumed, and the domain is discretized into 250,000 square elements. The board material is assumed to be homogeneous copper throughout the entire domain. This assumption helps in model simplification, and has limited effect on model accuracy. Table 1 details material properties of the two main material types used in the PCB.
Spatial Domain Description:
The edges of the spatial domain (Ω)-solid gray line, Γ, as shown in Fig. 5 -are assumed to have simple convection boundary conditions based on the ambient air temperature T ∞ , which is assumed here to be a constant 30 • C, and on a free convection constant of air h of 5 W/m 2 K.
We also assume that the material in the domain Ω has a uniform thermal conductivity k. The heat flux from a component is g 0 . The governing equations are: 
Optimal Sensor Placement Strategies
Here we discuss alternative placement strategies, including methods based on integer programming, continuous relaxation, and intuition-based strategies. 
Information-Based Performance Metrics
A system is observable if state variables can be reconstructed from available outputs. The RC model is linear and time invariant (LTI), so we can use the linear observability Gramian to quantify observability:
A system is completely observable only when the observability Gramian matrix has full rank. Additional related measures of system observability have been used in optimal sensor placement studies [23, 44, 45] . The three most widely used metrics are summarized here.
Observability Gramian Determinant:
Larger observability Gramian determinants are associated with improved system observability. If det(W o,linear ) = 0, all states cannot be observed. The metric commonly used is:
where n is the number of system states. This metric is less preferred than the next two because if the determinant is zero, it is difficult to determine the states actually contributing to system observability.
Observability Gramian Condition Number:
The condition number of a matrix refers to the ratio of its largest and smallest magnitude eigenvalues. Smaller observability Gramian condition numbers correspond to improved observability. Often logarithmic scaling is used:
This metric also been used widely in chemical engineering processes [24] .
Observability Gramian Trace:
The observability Gramian trace refers to the sum of all Gramian eigenvalues:
Measures based on Gramian condition number and determinant are limited in their ability to get information from the whole range of states of the system. The trace metric does not have this limitation. Maximizing it supports maximum information extraction [45] . It can be thought of as the output observability energy of a system. The larger this value is, the greater the system observability. In studies presented here where only one information-based performance metric is used, the trace metric is chosen.
Enumeration-Based Placement Solution
One way to view the placement problem is as a discrete decision. If we have n s sensors, in which PCB regions should they be placed to maximize estimation accuracy? In this approach we do not distinguish between continuous location differences within a PCB region, only if a sensor is in a region or not. A sure method for obtaining a globally-optimal solution for this discrete sensor placement problem is to enumerate all possible unique placements, evaluate each design using the chosen metric, and select the design(s) with the best performance. This strategy is possible for small test problems, but completely impractical for realistic problems (especially if we use a fine spatial discretization for improved placement resolution).
If our model has n states, and we assume that each region can have either zero or one sensor, and if we consider the full range of possible numbers of sensors (0 ≤ n s ≤ n), the number of possible sensor placement designs for our 39 and 9 state models are 2 39 and 2 9 , respectively. An enumeration of all sensor location designs has been performed for the reduced-order (ninestate) model, and assessed using all the three information-based performance metrics (Fig. 7) . If we select a specific number of sensors, for example, if a designer wants to place 4 sensors on a PCB with 9 states (regions), then 9 4 = 9! 4!(9−4)! = 126 unique placements are possible. This enumeration helps us to understand the trends in the performance metrics as a function of the number of sensors used.
Discrete Optimization
Here we formulate the placement problem as a binary integer programming problem. A binary variable r i exists for each state/region. If r i = 1, a sensor is placed in region i, and if r i = 0, region i has not sensor. If we want to place exactly k sensors, we require that ∑ n i=1 r i = k. This problem may be solved with integer programming methods. A genetic algorithm can be used to solve very general formulations of this problem approximately. This integer programming strategy has proven to be inefficient for large-scale problems, motivating new solution techniques presented later in this section.
The observability matrix Q o (of order np x n, where p refers to the length of output y):
Q o = C CA CA 2 . . .CA n−1 T (11) must be full rank for the system to be completely observable. The diagonal output matrix C (size n × n) is: = −tr
Note that due to monotonicity, the inequality constraint on r i values is always active, and this inequality constraint is therefore satisfied with equality. This formulation is mathematically equivalent to one requiring an exact number of sensors k.
Continuous Relaxation
In the discrete optimization approach, solution difficulty increases rapidly as system size (n) increases. As with enumeration, it is impractical for scaling up to larger system design problems. Here we present a novel sensor placement strategy based on a continuous relaxation of the binary variables. Such a relaxation enables use of highly efficient gradient-based optimization algorithms [46] . Here we allow r i to take on any value between 0 and 1. Because a fractional sensor does not make physical sense, we can use a creative formulation to penalize r i values toward 0 or 1. While fractional values are allowed, at convergence each r i is approximately binary.
This solution strategy is analogous to established methods for structural topology optimization where a structural design domain is discretized into pixels (2D) or voxels (3D). Continuous design variables 0 ≤ x i ≤ 1 represents material density for each element. One of the most well-known gradient-based topology optimization methods is the Solid Isotropic Material with Penalization (SIMP) approach [47] . SIMP utilizes a particular type of penalty on x i values to bias them toward {0, 1} values. Our continuous relaxation of the sensor placement problem, inspired by SIMP, is:
A finite penalty exponent value p (generally chosen between 2 and 9) can result in a solution that coincides approximately with discrete solution. Larger penalty values improve binary precision, but this also increases nonlinearity and solution difficulty. This can be ameliorated through a change of variables. Define t i such that t i = r p i , and r i = t 1/p i . A mathematically equivalent problem can be defined in terms of t i : minimize:
subject to:
Due to the change of variables, this problem can be solved more easily for large p values.
Linear Integer Program Reformulation
The continuous relaxation strategy reduced computational expense significantly. We observed, however, an important opportunity for even greater efficiency improvements. It is possible to manipulate the trace of the observability Gramian in a way that enables formulation as a linear program (LP), a convex optimization problem that can be solved efficiency for very large systems (thousands of states). Instead taking the integral over time from t 0 to t 1 , the trace of the observability Gramian derivative, which is a linear function, can be calculated using a finite difference method. The gradient can then be used directly in the solution of the corresponding LP. The procedure for obtaining the trace of observability Gramian derivative is detailed in Algorithm 1. The LP is:
subject to: 
Zone-Based Sensor Placement
In this strategy we modify our optimization formulation to ensure a specified number of sensors are used to monitor regions near critical locations. This can help bias placement near critical states. It can be thought of as a hybrid between intuition and information-based design. It is informed by designer specifications for critical locations. Suppose the designer specifies j specific states as critical locations: {S 1 , S 2 , . . . , S j }, and the designer wants to allocate a minimum of k sensors from the m total available sensors to monitor these critical states. The rest may be placed elsewhere. The new formulation is: minimize:
Physics Based Error Metrics
The above formulations focused on information-based metrics for assessing sensor placement quality. This is an indirect measurement of how well the sensor placement actually performs at predicting temperature distribution accurately, with emphasis on accurate prediction in regions more likely to experience thermal failure. Here we introduce a metric that assesses this directly. Temperature estimates from the observer are compared against predictions from a finite element model (assumed to be a benchmark truth model). A simple unweighted temperature estimation error metric is:
where T (Ω) is the spatial temperature distribution predicted by FEA, andT (t steady ) is the spatial temperature distribution estimated by the observer at steady state. This result depends on loading conditions, sensor placement, and observer design. The number of finite elements in x and y directions are nelx and nely, respectively. Reduced error corresponds to improved sensor placement. The next step in accuracy is to weight elements based on propensity for failure, reflecting spatially dependent accuracy requirements:
.
The w i j term refers to an element of the weighting matrix W , which emphasizes critical regions that contain sensitive components on the board compared to the rest of the board space are. This ensures that the optimal placement of sensors is accurate with respect to temperature prediction needs for failure prediction. A next step for future work is to incorporate more detailed failure and reliability models for components into the optimization formulation.
Results and Discussion
States where sensors should be located for the reduced order model are given in Table 3 , and the corresponding physical locations are illustrated in Fig. 4 . An initial comparison is made between the binary integer program, continuous placement technique, and linear program in terms of efficiency. The time required by each method using trace as the performance metric has been assessed for both the reduced-and full-order models ( Table 4 ). The simulations have been performed using an Intel i5-4570 x64 processor with four physical cores running in parallel. The computational efficiency increases when switching to the linear integer programming/sorting algorithm. A study has been performed to investigate the efficiency of the linear program in placing sensors for high-resolution state space systems. Figure  8 shows Pareto frontiers for optimal sensor placement that quantify the tradeoff between the observability metric and the number of sensors (analogous to cost). State space models of several dif- ferent sizes were used in this study, and Table 5 lists computation time as a function of model order. While the linear program/sorting approach is highly efficient, it can only produce results that optimize the trace of the observability Gramian. This level of efficiency was achieved by capitalizing on problem structure to produce a linear program. If other objective functions need to be used, the continuous relaxation strategy appears to be the most effective approach. It is applicable to a very general set of objective functions, and is more efficient than previous integer programming approaches, but computational expense increases faster with model order than with the linear program. The physics-based error metric (both simple and weighted) has been used to study the sensor placement at various inputs (voltage levels from 100 Volts to 400 Volts), with five sensors used in the tests. Table 6 lists the error levels at each of the different voltage levels. The steady state temperature estimated from the observer design has been computed at voltage levels of 100, 200, 300 and 400 volts. State zones 4 and 8 in the reduced-order model have been identified as critical regions to illustrate the performance metric. It can be observed in Table 6 that the error is reduced when using this metric.
Conclusion and Future Work
Several design strategies have been explored for temperature sensor placement in HPDE systems. Both RC and FEA models were utilized to model the planar system. Optimal solutions have been obtained using metrics based on observability Gramians. A novel relaxation strategy for sensor placement, inspired by SIMP, has been introduced and shown to improve computational efficiency significantly. A reformulation resulted in an LP, which reduced computational expense even further. These new methods will make possible the solution of very large-scale sensor placement problems. Additional physics-based performance metrics have been introduced that are more aligned with the primary purpose of a thermal sensor system. These advances may help further improve power density of future power electronics systems while maintaining or improving reliability. Future work will incorporate more detailed component failure and reliability models, extension to 3D systems, inclusion of additional system elements and design variables (e.g., component placement and control design), and increased model fidelity.
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APPENDIX
The system dynamics matrix A, input matrix B, and heat generation vector u for the reduced order model used in this article are provided below. Please note that these are representative matrices to aid understanding of the material presented in this article. More detailed estimation-related information can be found in Ref. [42] . 
