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Abstract
Electrical instability of the heart is known to precede the onset of lethal arrhythmias and
the autonomic nervous system (ANS) is a primary factor in this process. However, the
exact mechanisms of failure remain poorly understood. This work aims to better understand
how ANS activity affects the electrical properties of the heart by investigating the effect of
autonomic rhythms on the ventricular action potential duration (APD) recorded at tissue
level using unipolar electrograms (UEGs).
Studying dynamic behaviour of APD was associated with large data-sets of UEGs.
Methods were developed to improve accuracy of automatic detection of APD, like narrow
search windows and correlation filters to detect ambiguous activity. A simulation study was
conducted to generate realistic UEG recordings to examine the effect of signal quality and
filtering on tracking of APD dynamics. New insights were provided in how signal quality
and filtering affect the accuracy of APD tracking. The proposed improvements were found
to reduce the detection error substantially.
The effect of autonomic rhythms on ventricular APD was explored using existing clin-
ical data. By employing techniques to determine causality and time-frequency coherence,
evidence was found that the ANS modulates ventricular electrophysiology: (1) with respi-
ratory behaviour via a direct causal pathway, and (2) at a lower frequency and related to
signs of enhanced sympathetic activity in blood pressure observed during mental stress.
Further investigations were undertaken by designing and conducting a clinical experi-
ment to study the effect of baroreceptor control on APD. Novel methodologies to determine
the statistical significance of response curves were used to demonstrate for the first time that
ventricular APD can be influenced by baroreceptor stimulation independent of heart rate.
Identification of the neural mechanisms controlling cardiac stability may ultimately
contribute to the development of new diagnostic tools and treatments to prevent thousands
of deaths each year.
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Chapter 1
Introduction
1.1 Background
Cardiac arrhythmia - irregular electrical activity of the heart - is an important cause of
premature death in the industrialised world, killing more than 25,000 people per year in
the UK alone [1]. Electrical instability of the heart is known to precede the onset of these
catastrophic events and it has become increasingly evident that the nervous system can be
a primary factor in this process [2–4]. Under normal conditions, each contraction of the
heart is generated by an electrical impulse that spreads through the cardiac tissue. The
orchestrated progression of this signal is crucial to efficient propulsion of blood around the
body. Both regional and temporal differences in cardiac activity have shown to increase the
vulnerability to arrhythmias [5–8]. Understanding the mechanisms by which the nervous
system regulates local cardiac activity is therefore an important research problem.
Oscillatory behaviour is a ubiquitous property of many biological systems including
the cardiovascular system [9]. Oscillations in blood pressure at approximately 0.1 Hz fre-
quency have been observed for over a century. Oscillations in blood pressure with breathing
have also long been known. Since both oscillations are known to interact with the ner-
vous system, research and clinical attention has been directed towards characterising the
influence of these oscillatory processes on regional and temporal activity of cardiac tissue
[10, 11]. Recent advances in computing technology have made it possible to gather and
analyse physiological data and their interactions at both frequencies in greater quantities
and detail than before [11].
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1.2 Overall aim and hypotheses
Since the ventricular myocardium receives autonomic input from both vagal and sympa-
thetic branches, this thesis is driven by the hypothesis that neural related periodicities may
also influence the heart’s excitable properties locally. Characterisation of the influences of
respiratory and Mayer wave rhythms on local cardiac electrophysiology could offer new
insights in the nature of autonomic control of the heart.
The aim of the work described in this thesis was therefore to characterise the effect
of autonomic rhythms on the ventricular action potential duration (APD). To that end, new
analytical methodologies were developed and modified to characterise the mechanisms by
which the autonomic nervous system (ANS) regulates the heart’s local activity. These tech-
niques were applied on existing in-vivo experimental data, yielding novel insights about the
nervous interactions with the heart. The neural interactions were further investigated by
designing and conducting a clinical experiment to expose the effects of periodic autonomic
stimulation on the action potential duration (APD).
The work carried out in this thesis focusses specifically on:
• Design, testing & validation of novel analytical tools to improve estimation of dy-
namic behaviour of APD using simulated electrogram recordings.
• Application and development of advanced analytical tools to investigate the presence
and origin of oscillatory behaviour of ventricular APD using invasive electrocardio-
graphic recordings in humans in-vivo data during pharmacological manipulation of
the ANS and psychological stress.
• Design and creation of a physiological experiment to investigate the effect of periodic
autonomic stimulation on ventricular APD in humans.
1.3 Structure of the report
This thesis is structured as follows: first, an overview is provided of the fundamental work-
ing of the heart and the means by which its behaviour is controlled by the nervous system
in Chapter 2. This chapter then focuses on reviewing relevant published literature to derive
the current understanding of the neural mechanisms involved in modulating local cardiac
activity. The final part of this chapter discusses available techniques to measure and anal-
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yse dynamical behaviour of the local electrical properties of the heart and underlying the
interactions with other physiological signals.
Chapter 3 describes the design and implementation of novel signal processing tools
for automatic analysis of unipolar electrograms (UEGs) to obtain measures of localised
electrical behaviour in cardiac electrophysiology. A numerical study using a large quan-
tity of simulated physiological signals is presented to investigate how the reliability of the
computed markers varies with noise and filtering which is commonly used in clinical prac-
tice. The developed tools were used in Chapter 4 combined with new advanced analytical
techniques to investigate the (causal) interrelationship between APD, respiration and blood
pressure during controlled respiration and mental stress from existing experimental data.
The validity of the results was further explored in Chapter 5 by exploring the effect of neu-
ral stimulation on APD. To that end, this chapter describes a time and a spectral analysis
technique combined with the design and assessment of a physiological test-bed for periodic
stimulation of the autonomic nervous system.
Finally, Chapter 6, draws together the work, discussing the impact and clinical rele-
vance. Some opportunities for future investigation based on these novel methods and results
are highlighted. Appendices are included which provide further technical details and copies
of peer-reviewed publications which have been created in the course of this research.
Chapter 2
Literature review
This chapter reviews the present understanding of the neural control mechanisms of the
heart, and existing techniques for measuring and characterising cardiac electrical behaviour.
Sections 2.1 & 2.2 explain the fundamentals of the mechanical and electrical working
of the heart to orient readers who are not yet familiar with cardiac (electro)physiology. An
awareness of the basic electrophysiology of the heart is necessary to appreciate the rele-
vance of the novel analytical and experimental tools described later in this thesis. Readers
who are already familiar with cardiac electrophysiology may therefore choose to begin at
section 2.3, page 45. Sections 2.3 - 2.5 review the major contributions and current chal-
lenges in understanding of the neural cardiac control mechanisms, including recording and
analytical techniques to study the neural influences on the electrical properties of the heart
in more detail.
Sections included in the literature review:
- 2.1 Fundamentals of the heart’s function
- 2.2 Cellular mechanisms underlying cardiac electrical activity
- 2.3 Electrical measurements of local cardiac activity This section focusses on the
recording technique to explore localised cardiac activity.
- 2.4 Neural control of cardiac function: This section explains how the autonomic
nervous system controls cardiac behaviour. Special emphasis is put on two neurally induced
cardiovascular rhythms.
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- 2.5 Methods for characterising short-term variability and interactions: The
novel analytical techniques implemented in this thesis were specifically designed to char-
acterise short-term variability, dynamic interactions, and causality.
2.1 Fundamentals of the heart’s function
The heart is a muscular structure that is in continuous operation to drive the blood around
the body’s circulatory system. Its operation is maintained by a regular cycle of mechanical
and electrical events, called the cardiac cycle. The phases of a complete cardiac cycle are
illustrated in Figure 2.1. During the cycle, the atria first contract to fill the ventricles, then
the ventricles contract to propel the blood into the pulmonary and systemic circulation.
The state of contraction is referred to as systole, and relaxation is referred to as diastole.
Although the output generated by both ventricles of the heart is equal, the left ventricle has
considerably more muscular mass to generate a higher pressure: typically, the pressure in
the systemic circulation varies between 80 and 120 mmHg at the aorta (10.7-16.0 kPa) and
roughly 10-25 mmHg (1.3-3.3 kPa) at the pulmonary artery. The contraction mechanisms
differ between ventricles: the right ventricle moves the outer wall towards the intraventricu-
lar septum, whereas the left ventricle contracts by reducing both diameter and length. This
asymmetry requires a fine degree of coordination between cardiac cells to ensure efficiency
of the mechanical contraction.
The contraction of the heart is initiated by an electrical signal that spreads through the
cardiac muscle tissue, called myocardium. As shown in Figure 2.1, the electrical signal
originates in a group of specialised cells high in the right atrium, known as the sinoatrial
(SA) node. The signal then spreads then throughout the atrial muscle resulting in contrac-
tion of the atria. A layer of fibrous tissue prevents the impulse from spreading directly from
into the ventricles. The only electrical pathway between atria and ventricles is the atrioven-
tricular (AV) node, which has an important function to slow down the conduction. This
allows the atria to contract and empty before the ventricles become activated. Once past
the AV node, the signal is guided further down to the ventricular muscles via a network of
specialised conducting cells, called the Purkinje fibre system. This network ensures that
the ventricles are activated in an apex to base manner to make the contraction mechanically
efficient.
Coordination of the transmission of this signal and the response of cardiac cells to
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Figure 2.1: Schematic illustration of the cardiac cycle. An electrical signal that activates the cardiac
muscle originates in the sinoatrial (SA) node (panel A) and spreads through both atria
initiating the atrial systole (panel B). The signal then travels into the ventricles via the
atrioventricular (AV) node and Purkinje-fibres carry the signal quickly to the ventricular
muscle cells (panel C) resulting in the ventricular systole (panel D).
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it are important contributors to the efficiency and stability of the heart. Both aspects are
controlled by a complex network of control mechanisms, including the autonomic nervous
system.
2.1.1 Cardiac electrical activity
The cardiac conduction system is the component that initiates and coordinates the heart’s
electrical activities and is vital for maintenance of cardiac stability. An important property
of most cardiac cells is that they are electrically excitable and linked to each other. This
allows a signal to spread from cell to cell in a chain-reactive manner. The work presented in
this thesis focusses on the electrical properties of the cardiac muscle cells (myocytes) that
are responsible for the contraction of the ventricle. While ’at rest’, they maintain an elec-
trical potential between their interior and the surrounding medium: the interior of the cell
is more negatively charged than the exterior resulting in a transmembrane potential close
to -90 mV. In response to a sufficient deflection of the transmembrane potential in positive
sense, the cell undergoes a series of ion currents (discussed in Section 2.2) which initially
causes a rapid depolarisation of the membrane potential to around +30 mv. The cell will
remain depolarised for a brief period before it repolarises again to its rest-potential of about
-90 mV. This depolarisation-repolarisation pattern is referred to as the action potential and
is a typical electrical feature of cardiac myocytes. As illustrated in Figure 2.2, contraction
of a myocyte is initiated by the action potential.
Figure 2.2: Timing of the action potential and the resultant mechanical contraction in cardiac my-
ocytes.
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Once the myocyte is depolarised, the cell remains unresponsive (refractory) for new
stimuli. This refractory period represents an important safety feature of the heart as it
ensures that the signal can only progress in forward direction. However, due to the chain-
reaction nature of the impulse propagation, spurious activity in a localised region of the
heart can still lead to unwanted activity of a more global nature. Such disruptions of the
normal progression, termed arrhythmias, can be fatal and arise from problems in either the
initiation or conduction of the heart’s signal.
Figure 2.3: Computer modelling of re-entry due to regional differences in refractoriness. The re-
fractory period in R1 is longer than R2. Reproduced from [12]. Permission not required.
The importance of the refractory period in maintaining cardiac stability is demon-
strated Figure 2.3. In this example, the progression of the activation wave is shown in two
adjacent regions of the heart (R1 and R2). Under normal conditions, the wave of activation
travels upwards and R1 and R2 should have approximately the same refractory period.
However, in this model, the refractory period in R1 is prolonged due to differences in the
tissue properties and when activation wavefront S3 arrives, R1 is still refractory. As a re-
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sult, S3 is blocked in R1 and can only travel further upwards via R2, as shown in the lower
left panel of the figure. At 700 ms, R1 recovers from its refractory period which allows
the activation wave to progress from R2 into R1. Because the cells in R1 have recovered
from their refractory period, the activation wave can now freely spread into R1 and also
travel back in opposite direction of S3. As the wave travels downwards, it will eventually
reach cells in R2 and below that have just recovered from their refractoriness from S3. Via
this route, the wave can then travel upwards again, allowing the wave front to travel in an
endless circle. This phenomenon is known as re-entry and can lead to circular patterns of
excitation that pre-empts the signal from the SA node and disrupts the healthy filling and
emptying phase of the healthy cardiac cycle.
This simple example demonstrates that spatial and temporal variations of APD and
the refractory period are of crucial importance to cardiac stability. Hence, to study cardiac
stability, it is important to measure the properties of the myocardium locally.
2.2 Cellular mechanisms underlying cardiac electrical activity
In the previous section, the problem of re-entry was explained in terms of the spatiotem-
poral relationship between excitation and refractoriness. This section briefly describes
the cellular mechanisms underlying the generation of the normal cardiac action potential,
which are important for a correct interpretation of electrical measurements taken from the
heart.
The changes in membrane potential during the action potential of cardiac cells are
caused by a sequence of ion fluxes through specialised channels in the cell membrane.
The observed electrical changes are dominated by movement of sodium (Na+), potassium
(K+) and calcium (Ca2+) ions. Control mechanisms can selectively modify corresponding
channels to modulate ion flows and cardiac behaviour.
The two main forces that drive ions across the cell membrane are the electrical and
chemical potential. The electrical potential refers to the voltage difference across the cell
membrane: Positively charged ions are attracted towards areas of more negative electrical
potential. On the other hand, ions also tend to diffuse from high concentration areas to low
concentration areas, referred to as the chemical potential. If ions were allowed to move
freely, they would tend to move towards an equilibrium states in which the electrical poten-
2.2. Cellular mechanisms underlying cardiac electrical activity 35
tial opposes the chemical potential, resulting in zero net flow. This equilibrium potential is
known as the Nernst potential. The Nernst equilibrium potentials for Na+, K+ and Ca2+
ions are shown in Figure 2.4.
Myocyte
[Ca2+](<0.001mM)
[K+](150 mM)
[K+](4 mM)
[Na+](20 mM)
[Na+](145 mM)
Equilibrium potentials
ENa +52 mV
EK -96 mV
ECa +134 mV
Figure 2.4: Left panel: Differences in ion concentrations between the inside and outside of a my-
ocyte during rest. Right panel: The corresponding equilibrium potentials.
The movement of ions across the cell membrane of myocytes is restricted because
they need to pass through ion-specific channels that change their conductance in response
to variations in membrane potential. If a channel opens, the resultant ion flow causes the
membrane potential to shift towards the Nernst potential for that ion. To maintain the chem-
ical potential, the cell consists of ion exchangers that actively pump K+ in the cell and Na+
and Ca2+ out. During rest, the interior of the cell contains relatively high concentration
of K+ and low concentrations of Na+ and Ca2+ with respect to outside. The chemical
potential corresponds to a negative membrane potential of about -90 mV, close the Nernst
potential of K+ (Figure 2.4).
The action potential is generated by a typical sequence of selectively opening and
closing of ion channels generating the corresponding changes in membrane voltage. A
general description of identified ion channels is provided in [13]. Their variety is still
relevant to this thesis in that it illustrates the complexity of mechanisms available to adjust
the myocyte’s behaviour.
For ventricular myocytes, the action potential consists of five distinctive phases, which
are described in Figure 2.5. Myocytes are activated in response to a sufficient stimulus that
can raise the membrane potential over the threshold of about -50 mV. After the depolarisa-
tion, Na+ channels will close, regardless of the membrane potential using a time and voltage
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dependent mechanisms that prevents it from re-opening until the myocyte has repolarised
beyond about -70 mV. The cell will remain refractory and cannot be activated again before
it has reached this point. Under normal conditions, there is a close relationship between
refractoriness and action potential duration (APD) [14].
�
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• Phase 0: A fast upstroke of the mem-
brane potential mainly due to rapid
opening of Na+ channels causing an in-
ward current and change of the Na+
concentration inside the cell. The mem-
brane potential rises from -90 mV to
approximately+30 mV.
• Phase 1: Rapid but small repolarisation
component caused by total inactivation
of the Na+ channels and opening of K+
channels allowing K+ to exit the cell.
• Phase 2: Opening of Ca2+ channels
causes an influx of positive current
which approximately matches the re-
maining positive efflux of K+ through
a few open K+ channels.
• Phase 3: Repolarisation component of
the action potential, caused by closing
of the Ca2+ channels and opening of
more K+ channels decreasing the mem-
brane potential.
• Phase 4: Corresponds to the resting
membrane potential.
Figure 2.5: Phases of the myocyte action potential.
High-level control mechanisms like the nervous system act on different ion channels to
modulate cardiac behaviour and the action potential. Corresponding changes in membrane
potential caused during the action potential can be measured extra-cellularly, offering a
convenient window to study local cardiac behaviour.
2.3 Neural control of cardiac function
The heart is innervated at various points by the autonomic nervous system (ANS) to ensure
that cardiac output constantly adapts to changing demands [15]. This section focusses on
the innervation of the heart by the ANS and how it affects cardiac electrical behaviour.
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2.3.1 Overall structure and function
Neural regulation of the heart is established by two major autonomic divisions: the sym-
pathetic and parasympathetic. The sympathetic division is said to preside over the use
of metabolic resources and emergency responses, whereas the parasympathetic division
presides over the restoration of the body’s reserves. In most physiological conditions, the
activation of one division is accompanied by the inhibition of the other. For example,
increased firing of sympathetic nerves results in simultaneous decreased firing of parasym-
pathetic (vagal) nerves, which results in increased heart rate.
Both divisions of the ANS modulate the heart’s behaviour by releasing neurotransmit-
ters that bind to specific receptors on the membrane of cardiac cells. As shown in Figure 2.6,
sympathetic activation causes release of norepinephrine (NE). Acetylcholine (ACh) is the
neurotransmitter of the parasympathetic system. Control of the heart rate is dominated
by parasympathetic activity that affects the SA and AV node where acetylcholine binds to
muscarinic receptors. Parasympathetic activation in these node results in lowering of fir-
ing rate in the SA node and a slower conduction in the AV node. In contrast, control of
the contractile force is only minimally affected by parasympathetic influence and primarily
modulated by the sympathetic nerves. In contrast to the SA and AV node, the ventricular
muscle is only sparsely innervated by parasympathetic nerve fibres. Regional patterns of
innervation might impose regional differences on timing and strength of contraction that
could increase inhomogeneity of the ventricular substrate potentially leading to re-entry of
the type demonstrated in-silico in Figure 2.3 [12, 16]. This emphasises the importance of
gaining an understanding of the local aspects of autonomic interactions with the heart. With
this motivation, the work presented in this thesis was designed to improve the general un-
derstanding of physiological mechanisms that have not previously been linked by evidence
to the emergence of arrhythmia.
An important example that demonstrates how cardiac functioning is controlled by the
autonomic limbs is the baroreflex. This reflex represents a negative feedback loop to keep
blood pressure in balance. Pressure receptors in the vascular system continuously moni-
tor blood pressure and based on this information the brain modulates parasympathetic and
sympathetic activity neural outflow to the heart. For example, if the blood pressure is too
low, sympathetic outflow to the heart will be enhanced and parasympathic outflow will be
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Figure 2.6: Autonomic innervation of the heart. ACh = acetylcholine, NE = Norepinephrine.
inhibited. As a result, heart rate and contraction force increase in an attempt to increase
blood pressure.
Studying heart rate and blood pressure responses to altered baroreceptor input has
gained important insights into the autonomic regulation of the heart and circulation. For
this reason, it was hypothesised that studying the response of localised electrical behaviour
of the heart to altered baroreceptor input could reveal important undiscovered information
about the nature of autonomic control of the heart local properties. This approach underlies
experimental work carried out in Chapter 5, in which APD behaviour in humans was inves-
tigated in response to autonomic stimuli. The next subsection will focus in more detail on
the neural modulation of the ventricular myocytes, because the neural related changes oc-
curring in the electrical properties of these cells are thought to play a key role in the genesis
of lethal arrhythmias and are therefore of key interest in this thesis [4].
2.3.2 Modulation of electrical activity by neurotransmitters
Sympathetic activity leads to release of NE, which binds to β -receptors located on the
membrane of the myocytes. Stimulation of β -receptors leads to a number of reactions
which causes shortening of the APD. Most prominent is the increased duration and proba-
bility of the Ca2+ channels opening. This causes an increased Ca2+ influx during the action
potential which affects the contractile machinery of the cell. As shown in Figure 2.5, Ca2+
influx is responsible for the plateau phase of the action potential, but although the increased
influx will have an increased depolarising effect, this is overcompensated by an increased
outward K+ current. The latter current increases the slope of phase 4 depolarisation. As
a result, the net effect of sympathetic activation is a shortening of the APD and refractory
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period [17]. The effects of β -receptor stimulation on APD are shown in Figure 2.7.
Figure 2.7: Effect of stimulation of β -receptors with isoproterenol (Isop) on the action potential
(left) and Ca2+ and K+ currents (right) in a canine ventricular myocyte. The plateau
phase (phase 2 of the action potential) is shifted in the positive direction and shortened.
Using voltage clamp records, it was shown that inward Ca2+ and outward K+currents
are increased. C = control. Modified from [18]. Permission not required.
The effects of acetylcholine on the ventricular myocytes are relatively small due to the
limited parasympathetic innervation. However, at the prejunctional level, the sympathetic
and parasympathetic neurones are interconnected, with each system exerting a negative
effect on the other. Specifically, there is a β -muscarinic interaction referred to as ”accentu-
ated antagonism” that antagonises β -receptor actions [19, 20]. Parasympathetic stimulation
can antagonise, both presynaptically and postsynaptically, inhibiting Ca2+ and K+ currents
causing prolongation of the APD and refractory period.
It should be mentioned that studies that look specifically at the effects of neurotrans-
mitters (e.g. [18]) are often performed based on ex-vivo measurements in which cells or
tissues were isolated. In the functioning heart, cells and tissues may respond differently
due to their interconnection. An experiment aiming to investigate the electrophysiological
effects of vagal actvitiy in the in-vivo was conducted by Yamakawa et al. [21], who per-
formed vagal nerve stimulation in pigs. As expected, a significant prolongation of ARI was
found. However, an important caveat when studying APD changes is that APD is a function
of heart rate, i.e. APD shortens with increasing heart rate and vice versa. The experimen-
tal design did not count for this, as heart rate was not clamped. Consequently, the observed
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changes in electrophysiolgy could actually be caused by the decrease in heart rate. Based on
their experimental setup, it is not possible to evaluate direct (heart rate independent) effects
on APD. Another important consideration is that the vagal nerve was stimulated artificially.
This might be useful to investigate the direct effect of the nerve, but for studying the neural
control system it is less useful as electrical stimulation of nerves does not mimic normal
physiological behaviour.
In general, increased sympathetic activation has been associated with an increased risk
of ventricular arrhythmias and fibrillation, whereas parasympathetic activation is considered
to be cardioprotective [3, 22]. The experiments described in this work particularly focus on
the subtle aspects of autonomic innervation on the heart to investigate the mechanisms of
control of the nervous system on cardiac stability.
2.3.3 Responses to emotional stress
The ANS is not only involved in facilitating haemostasis, it also responds to commands
from higher brain centres. For example, the ANS mediates the cardiac fight or flight re-
sponse when the body has to be prepared for forecast requirements. However, mental stress
has also been recognised as playing a significant role in the onset of arrhythmic events and
sudden cardiac death [4, 23]. For example, previous studies have confirmed that psycho-
logical stress can cause a profound reduction of the cardiac threshold for arrhythmias, like
ventricular fibrillation [24]. While the fatal consequences of autonomic response are not
exaggerated, the mechanisms are still incompletely understood, they are presumably caused
by the influence of sympathetic activity on the myocardium through changes in perfusion
and/or electrophysiology [4].
2.3.4 Cardiovascular rhythms and repolarisation
Oscillatory behaviour is a ubiquitous property of many biological systems including the
cardiovascular system [9]. Blood pressure and heart rate are known to exhibit oscillatory
behaviour at approximately 0.1 Hz and (Mayer waves) and at the respiratory frequency
(approximately 0.25 Hz); both rhythms have been associated with ANS activity. Quan-
tification of this variation has provide insight into the neural regulation of the heart. The
two frequencies and their relation to autonomic regulation of the heart are discussed in this
subsection.
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2.3.4.1 Respiratory oscillations
Heart and blood pressure variations at the respiratory frequency are widely held as a
parasympathetic (vagal) phenomenon, and this theory is supported by substantial published
data [25, 26]. An important finding that supports this explanation is the enhanced amplitude
of the variation at the respiratory frequency following inhibition of sympathetic activity
using cardioselective blockers of the β -receptors. This assumes that sympathetic outflow
opposes parasympathetic mediated oscillations and that sympathetic blockade removes this
effect.
Since ANS input is also known to affect the cardiac action potential, Hanson et al.
hypothesised that ventricular APD might also exhibit cyclical behaviour with respiration
[10]. To test the existence of such a mechanism, they measured ARIs from UEGs recorded
at tissue level inside the heart ventricles (endocardium) in patients with healthy ventricles.
The heart rate was clamped during the experiment by electrical pacing of the right ven-
tricle and subjects were instructed to breathe at fixed frequencies. Using autoregressive
spectral analysis, it was found that ARI exhibited respiratory-related oscillations. Examples
of this behaviour are shown in Figure 2.8. Although these observations were consistent
with autonomic oscillation, there remained other possible explanations attributable to ex-
ternal factors. Three possible scenarios are: (1) chest movements associated with breathing
changes the distance between the recording and reference electrodes which induces changes
in the signal morphology; (2) as the lungs fill with air, their effective conductivity decreases,
which can alter the lead field; and (3), the exploring electrodes may have moved with re-
spect to the myocardial wall. The latter explanation was ruled out using X-ray video feed,
which confirmed good contact. The other two explanations cannot be ruled out completely,
but are estimated to be unlikely. In the first place because persisting oscillations were found
just after the onset of breath holding. Secondly, sympathetic blocking agents were found to
reduce the ARI oscillations in a small subcohort of 5 patients. These observations seem to
support that at least some of the oscillations, did indeed reflect modulation of cardiac elec-
trophysiology. The autonomic blockade test should be repeated in a larger group to confirm
the results.
More information about respiratory-related ARI oscillations could be obtained by char-
acterising the relationships between the observed ARI oscillations, respiration and blood
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pressure. For example by measuring the strength of the link (coupling) between ARI, res-
piration and blood pressure. Although both signals exhibited oscillations at the same fre-
quency, phase lag between ARI and respiration was reported to be different by Hanson et al.
[10]. The study did, however, not confirm whether both signals were significantly coupled,
necessary to prove the relationship. Tools that allow can quantify the strength of interrela-
tionships are described in Section 2.5.1 and have recently been employed to study heart rate
variations during spontaneous breathing, so this is a key priority for research which will be
addressed in this thesis [27].
Figure 2.8: Cyclical variation of ARI and arterial blood pressure: Example plots showing respi-
ration, ARI, and arterial blood pressure at respiratory frequencies of 6,9,12,15 and 30
breaths/min. Adapted from [10]. Permission not required.
Finally, regarding the study of Hanson et al. [10], it should be noted as well that a
substantial number of recording sites did not exhibit significant oscillatory behaviour with
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respiration. Although the authors do not specifically address this point, it raises the ques-
tion whether this means that there were actually no oscillation in local APD or whether
it was related to the signal quality affecting estimation of activation and recovery times.
The development of new techniques to assess the significance of oscillatory behaviour and
coupling is therefore implemented in this thesis to improve the interpretation of the obser-
vations.
2.3.4.2 Low frequency oscillations
Low frequency oscillations in blood pressure and heart rate at a frequency between 0.04-
0.15 Hz are observed during enhanced sympathetic activation and often termed Mayer
waves. Mayer waves are closely coupled with oscillations in sympathetic outflow [28].
The substratum of Mayer waves is generally assumed to be neural by waxing and waning of
sympathetic output. The exact mechanisms underlying these oscillations are still unclear,
but the haemodynamic basis is believed to result from oscillatory behaviour of the vasomo-
tor tone resulting in cyclic variation of vascular resistance [25, 29, 30]. As Mayer waves
have shown to modulate the behaviour of the autonomic nervous system, it would be of
great importance to identify whether Mayer wave oscillations are affecting local electro-
physiology directly. This is especially of interest as Mayer waves are enhanced sympathetic
activity, like mental stress, which is known to increase the vulnerability to arrhythmias and
sudden cardiac death.
Regarding low frequency oscillations of repolarisation, some evidence has been pro-
vided by measuring the QT interval in the ECG, which is sometimes used as an indirect and
very rough measurement of the global ventricular repolarisation. Negoescu and colleagues
analysed the spectral content of the QT interval series, and observed that the power at the
Mayer wave frequency band (0.05-0.15Hz) was significant increased during several tasks
that are associated with a higher sympathetic tone, like emotional stress [31]. However, in
this study heart rate was not clamped and low-frequency oscillations were observed in heart
rate as well. It is therefore possible that the observed changes in QT were actually due to
changes in heart rate and do not represent independent modulation of global APD.
Based on these literature findings, it is hypothesised that Mayer waves may indeed
occur in APD given the profound influence of sympathetic activation. Using clamped
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heart rate and UEG recordings to measure ARIs would help to further validate the low-
frequency variability of the APD as a control mechanism of cardiac electrophysiology.
Time-frequency methods seem to be best suited, given the fact that Mayer waves can occur
and disappear spontaneously.
To summarise this subsection, autonomic modulation of cardiac electrical activity is
a richly complex subject. The heart is innervated by two limbs of the autonomic nervous
system at various sites. Awareness of the dynamic variations of ANS output to the heart
are essential when investigating the nervous control systems of the heart. Two important
rhythms that are known to cause temporal variation in the autonomic outflow to the heart
are respiratory behaviour and low-frequency Mayer waves. Both dynamics have been well
studied on the global properties of the heart (e.g. heart rate), but less is known about their
influence on the local properties of the heart. As mentioned previously, differences in local
activity can increase the vulnerability of arrhythmias, combined with the fact that both
rhythms are associated with pro-arrhythmic conditions (e.g. sleep apnea and mental stress),
makes it highly interesting to study their influence on local electrophsyiology [4, 23, 32].
In addition, the baroreflex input can be used to actively modulate the autonomic activity to
the heart, and stimulation could be useful to study the effect of neural control on localised
cardiac activity.
2.4 Electrical measurements of local cardiac activity
Contraction of the heart’s chambers is characterised by activation of large collections of
myocytes. The resulting potential difference across the heart is large enough to be measured
by placing electrodes on the skin. This recording technique is called the electrocardiogram
(ECG). Figure 2.9a displays the basic electrode configuration for the ECG. Each pair of
ECG electrodes is referred to as a lead and each lead shows a characteristic waveform
during the cardiac cycle. For example, Figure 2.9b shows the waveform recorded during
the depolarisation of the ventricle which repeats for each cardiac cycle. This salient detail
makes the ECG a convenient non-invasive instrument that has been intensively used for
studying the global effects of the nervous system on the heart.
The nature of the ECG interpretation involved in this thesis does not require a detailed
theoretical analysis. It is sufficient to consider a single cardiac dipole which act across the
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boundary between polarised and depolarised regions. This dipole can be represented as
a vector that changes magnitude and direction when a wave of electrical activity spreads
through the heart, for instance during the depolarisation of the myocardium as shown Fig-
ure 2.9b.
A typical ECG pattern recorded during the cardiac cycle is shown in Figure 2.10. The
fluctuations, or waves, are named: The P wave corresponds to the depolarisation of the
atrium. This wave is followed by a QRS complex, which represents depolarisation of the
ventricles and the T-wave represents the repolarisation of the ventricles. Note that both the
T-wave and the QRS complex both produce upward deflections when considering that they
represent opposite effects. The generally accepted explanation for this is that repolarisation
occurs in the reverse direction to depolarisation, thus the last regions to depolarise are
(a) Configuration of the ECG leads.
Lead  Vector       ECG
(b) ECG vector representation describing the activa-
tion (depolarisation) of the ventricles at three time
stages.
Figure 2.9: The configuration and genesis of the ECG.
Figure 2.10: A typical ECG recordings trace and its features.
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commonly known to be the first to repolarise [33].
2.4.1 Limitations of the ECG
The ECG can be used to characterise normal cardiac electrical activity and is used ex-
tensively in clinic to identify a wide range of pathologies. As an investigative tool, it is
particularly useful because measurements can be made non-invasively. However, the ECG
is measured throughout the body, which limits its spatial specificity.
Neural control of the heart is anatomically and functionally heterogeneous to maintain
overall stability and efficiency of cardiac behaviour during varying physiological scenarios.
Consequently, a more complete impression of the nature of nervous control of the heart
can be achieved from recordings measured inside the heart. Intracardiac measurements
can differentiate between activities from different regions of myocardium with greater spa-
tial specificity than is available from the ECG, making them useful for detecting subtitle
changes in electrophysiology during neural activation.
2.4.2 Intracardiac unipolar electrograms
Western reviewed several (intracardiac) recording techniques with high spatial resolution to
study the influences of the nervous system based on three criteria: (1) suitability for human
in vivo studies, (2) ability to characterise local repolarisation as well as depolarisation, and
(3) spatial specificity [11]. Based on these criteria, the UEG was found most useful and was
employed by Western and colleagues to explore the nature the influence of respiratory be-
haviour on cardiac electrophysiology [10, 11]. This work is discussed later in Section 2.3.4.
The work presented in this thesis is an extension of Western’s work in which novel
signal processing method for UEGs were developed to expose the nature of the nervous
control mechanisms in more detail. Assessment of the validity of these results requires a
sound understanding of the genesis of the UEG and an awareness of the accuracy of the
related markers. To that end, the UEG recording technique and related markers of local
cardiac activity are briefly reviewed below.
UEGs are measured as the difference in electrical potential between an electrode in
contact with the cardiac tissue and a reference electrode positioned outside the heart as
illustrated in the left panel of Figure 2.11. In theory, the method assumes that only the po-
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tential measured at the tip contributes to the UEG voltage and that the contribution of the
remote reference is negligible. The commonly observed deflections in the UEG strongly
resemble those in ECGs and therefore they are referred by the same lettering system, the
QRS complex reflects depolarisations and the T-wave that follows represents repolarisation.
Regarding the specificity of the recording, it should be mentioned that the body does not
offer a reference that is stable enough to acquire an in-vivo recording that purely reflects
activity at the tip, however, recordings can still be used to obtain important about the elec-
trophysiological behaviour of the heart.
Myocardium
Recording catheter
Figure 2.11: A schematic illustration of the arrangement of the UEG (left) and BEG (right) elec-
trodes positioned against the inside of the myocardium, called endocardium. The ar-
rows indicate the typical UEG waveform morphologies of such recordings. EGM =
electrogram
The relationship between a monophasic action potential and a corresponding UEG
waveform is illustrated in Figure 2.12. The upstroke of the action potential gives a negative
deflection in the UEG. This is caused by Na+ ions in the vicinity of the measuring electrode
that move from the extra cellular matrix into the cell, decreasing the local potential in the
extra cellular matrix. The nominal time of local activation is at the time of the greatest
downward slope of this negative deflection in the UEG [34]. In literature, this point is gen-
erally referred as V˙down. In a similar way, the rapid change in membrane potential during
phase 3 of the action potential causes a deflection in the UEG, shown as the T-wave. The
point in the T-wave with the maximum upstroke, Tup, has shown to be well correlated with
the point of maximum downward slope in the action potential tr in experimental and com-
putation studies [35–38]. This method to determine repolarisation is often referred to as the
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Wyatt method [35]. The interval between V˙down and Tup is called the activation recovery
interval (ARI) and a useful substitute for the APD [37, 38].
Figure 2.12: The relationship between the monophasic action potential (MAP) and the unipolar
electrogram (UEG). Activation and recovery times are commonly used indices to esti-
mate depolarisation and repolarisation.
2.4.2.1 Accuracy of activation-recovery intervals derived from the UEG
A potential confounding factor in the interpretation of the ARI, is that the interpretation of
Tup is less straightforward than V˙down, because tr does not correspond to any discrete event
at cellular level as repolarisation is not an instantaneous process: By the time the action
potential has depolarised to about -55mV, some of the fast Na+ channels responsible for
depolarisation have already returned into an excitable state [15]. This makes the cell, as a
whole, partially excitable and this state is referred to as the relative or effective refractory
period (ERP) to distinguish it from the absolute refractory period. As explained previously,
the rate at which Na+ channels return to excitability is voltage- and time-dependent. Con-
sequently, the degree of refractoriness depends rather on the preceding time-course of repo-
larisation than on the timing of an instantaneous event. This ambiguity may seem to defy
the use of a single point to differentiate between refractory and excitable. However, phase
3 of the action potential is sudden enough for such a simplification to be viable, especially
in ventricular myocytes.
Studies have found a good correlation between the ARI and ERP, measured as the
interval between depolarisation time and the time at which the cell is able to fire a new
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action potential, in animals and humans [35, 36, 39, 40]. Figure 2.13 shows the strong
correlation between ARI and refractory period found by Chinushi [40]. However, it should
be emphasised that ARI is not a direct approximation of ERP, but given the correlation, it
can be interpreted as a useful description of action potential duration (APD).
Figure 2.13: A high correlation was found between ARI and the (effective) refractory period (ERP)
in humans. Data from Chinushi et al. [40] with permission.
More experimental validation of the ARI as an estimate of APD has been provided
Coronel and colleagues using an experiment in which they regionally cooled tissue of
porcine hearts to prolong the action potential locally [38]. ARI measures were compared
to to Monophasic Action Potential (MAP) recordings. MAPs give a close approximation of
the local action potential, allowing accurate estimation of APD. This technique is however
more invasive and less practical compared to UEGs [11]. Also in this study some variability
between ARI and APD was observed.
As shown in Figure 2.14, the polarity of the T-wave changes if the timing of repolar-
isation changes. The next subsection offers a more detailed interpretation of UEG signals
and how they related to local cardiac behaviour.
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A B
Figure 2.14: A: UEG waveforms recorded from the same site during local cooling of the tissue
temperatures to modulate the APD locally at the recording site. There is a clear relation
between the UEG T-wave and the corresponding position of Tup, and the APD. B:
A strong correlation was found between ARI and APD (monophasic action potential
(MAP) duration). Data from obtained from Coronel et al. [38] and reproduced with
permission.
2.4.2.2 An intuitive model to predict the UEG morphology from the transmem-
brane potential
Potse and co-workers proposed and validated a simple and intuitive model to explain the
UEG waveform as a function of time and position using the difference between a position-
dependent local component L(x, t) and a position independent remote component, R(t):
UEG(x, t) = L(x, t)−R(t) (2.1)
In this model, L is completely determined by local activity, recorded from the tip of
the electrode at the cardiac source, whereas R is dominated by remote activity. The local
component L can be estimated as the extracellular potential θe immediately outside the
cardiac cell using the core-conductor model, defined as a scaled mirror image of the local
membrane potential:
L =− σi
σi+σe
vm (2.2)
where σ is the conductivity for the intracellular (i) and extracellular (e) domains, vm
represent the local membrane potential. The two domains interact by exchange of mem-
brane current, as happens during the action potential. Conductivities were assumed to be
isotropic to keep the model simple. The remote component (R) is the reference potential
derived from Geselowitz [41]. This makes:
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UEG(x, t) =− σi
σi+σe
vm−
∫
H
σivm∇Z ·d~S (2.3)
where d~S is an element of area on the heart’s conductivity interface H, and ∇Z is a
transfer impedance which relates these source elements to the reference potential (R).
Using this equation, one can explain the morphology of the T-wave in the UEG. As
visualised in Figure 2.15, the remote component resembles an smoothed action potential.
Based on 2.3, the UEG will be negative if the local component L is more positive than the
remote component R. This happens when the cardiac cells at the electrode repolarise later
compared to the rest of the myocardium. This explains why T-waves in 2.14A become neg-
ative following local cooling as this process only delayed repolarisation of cells around the
UEG electrode, causing a positive T-wave (normal temperature) to change into a negative
T-wave following cooling. Conversely, in early repolarising regions, the T wave is positive
because the local membrane is still already repolarised, when most other cells are still de-
polarised. In agreement with experimental studies, biphasic waves always have a negative
part followed by a positive part [38]. UEGs are plotted in Figure 2.15 for the full spectrum
of T-wave morphologies (positive, biphasic, and negative).
2.4.2.3 Sources of error in measurements of unipolar electrograms
Western reviewed the implications of deviations from this ideal conditions on the reliability
of ARI measurements and listed two important confounding factors that affect measure-
ments of repolarisation [11]
Violation of theoretical assumptions: Deviation from the assumed action potential
morphology : The action potential used in the simulation study of Potse (Figure 2.15) are
characterised by a steep slope during repolarisation phase of the action potential [37]. Dur-
ing certain conditions, like ischemia and rapid pacing, the shape of the action potential may
become more triangular. The timing of Tup is based on the assumption that the deflection of
of the remote component during phase 3 is less steep compared to phase 3 of the local action
potential, resulting in a clear Tup. If phase 3 of the action potential becomes less distinctive,
then the UEG deflection during repolarisation becomes less sharp and Tup may become less
meaningful or more easily corrupted by the behaviour of the remote component.
Violation of theoretical assumptions: Deviation from the idealised pattern of prop-
agation : It has been shown in simulation and experimental studies that V˙down and Tup
can differ substantially from the associated membrane activities when the activation wave
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Figure 2.15: Simple intuitive model explaining the UEG waveform by subtracting a local compo-
nent from a remote component. In the top row both components are drawn (solid =
local component, dashed = remote component). If the local potential is more negative
than remote potential, then the constructed electrogram is positive. This explains the
relation between local repolarisation time and the T-wave morphology as shown in the
second row. The third row shows the time derivative of the UEG with the local time of
recovery Tup vs. the local time of repolarisation TR. A: positive T-wave. B: biphasic
T-wave. C: negative T-wave. Adapted from Potse et al [37]. Permission not required.
travels differently from the idealised pattern of propagation. Such an exception is likely
to occur during fibrillation (chaotic activity), at sites where activity is initiated or termi-
nated, and at site of discontinuous tissue properties (diseased or damaged tissue). The latter
condition is thought to be most relevant for this project and would result in fractionated
UEG waveforms that cannot reliably used for ARI estimation and should be omitted from
analysis. Compared to normal sinus rhythm, the propagation pattern of the activation wave
is changed when a pacing stimulus is used to artificially excite the heart during experiments.
However, similar to normal sinus rhythm, the activation wave still spreads in an organised
pattern through the myocardium.
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Noise contamination Another important source of error that is independent of the theoreti-
cal basis on which ARI measurements rely is noise. Noise affect measurements of activation
time (AT) and recovery time (RT). The latter index is especially vulnerable for noise since
the upslope of the T-wave is not as steep as the and activation wave. Low-pass filtering can
be used to attenuate noise and is incorporated into clinical hardware and is almost univer-
sally applied unless manually disabled. It can attenuate noise assuming the noise is present
in higher frequencies than the signal, however all filtering distorts the underlying signal to
some extent. At present, no studies have yet focussed particularly on how the accuracy of
ARI detection depends on signal quality and filtering. Consequently, filter setting to manage
noisy recordings remain empirical.
2.4.2.4 Measurement bias for positive T-waves
In spite of the reasoning and experimental evidence supporting the use of the Wyatt method,
the fact remains that some studies have observed a substantial measurement bias in the
sense that, at sites repolarising relatively early (yielding positive T waves), Tup tends to
underestimate tr. In recent computational work, Western et al. identified the electrode
configuration as a possible cause of this bias [42]. It was found that a positive T-wave
bias could emerge as a consequence of increased distance between the electrode and the
underlying tissue. As a result, the signal becomes more smoothed which shifts Tup earlier
in time as shown in Figure 2.16.
Figure 2.16: Reproduced from [42]. Calculated electrograms corresponding to large (16 mm) and
small (0.004 mm) distances between the exploring electrode and the tissue. A measure-
ments bias for Tup was identified with increasing the electrode distance. Permission not
required.
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2.5 Methods for characterising short-term variability and inter-
actions
As outlined in the previous section, neural cardiovascular control is associated with oscilla-
tory behaviour of heart rate and blood pressure. Identification of these periodic components
in ventricular APD is required to characterise neural control regimes that modulate ven-
tricular electrophysiology. An important aspect that should be taken into account when
analysing these signals, is that oscillatory behaviour at the respiratory and Mayer frequency
are not stationary under natural conditions. For example, the respiratory frequency varies
during natural breathing and Mayer waves may spontaneously come and go. In addition,
(temporal) coupling between APD and blood pressure Mayer waves could help to further
understand the relationship between both processes and indicate that they are driven (at least
in part) by a common mechanism. Thus, the methodology used to analyse APD variability
should take into account the intrinsic non-stationarity nature of the processes, which means
that the time-varying frequency characteristics should be measured.
Various methods exist for characterising time-frequency content and the choice de-
pends on the specific nature of the signal to be examined. To determine the ideal method
for characterising neural control of APD variability, two criteria were considered: (1) suit-
ability for characterising time-varying spectral properties, and (2) temporal and frequency
resolution.
- Suitability for characterising time-varying spectral properties: To track changes
related to ANS activity, the method must be capable to characterise changes in fre-
quency content accurately. For example, it was mentioned that Mayer waves may
come and go. Localisation of such episodes is important for correct interpretation
of temporal variability in electrophysiology. The effectiveness of the model is there-
fore heavily depended on method’s capability to characterise short-term oscillatory
behaviour.
- Time and frequency resolution: To characterise autonomic modulation, the fre-
quency resolution must be fine enough to distinguish the spectral components of
Mayer waves and respiration. For example, variation with respiration typically oc-
curs around 0.25 Hz, while Mayer waves are known to occur between 0.05 - 0.15 Hz
2.5. Methods for characterising short-term variability and interactions 55
[25]. At the same time, time resolution must be fine enough to follow quick varia-
tions, typically of the order of few seconds.
Broadly speaking, most of the time-frequency techniques that have been applied to
cardiovascular signals can be divided in two categories: parametric and non-parametric.
2.5.0.1 Parametric autoregressive approach
The behaviour of a signal can be described as a realisation of a stochastic process. An
autoregressive model uses this approach and approximates the signal’s behaviour by pre-
dicting each successive point on its own previous values. The general relationship of a
linear autoregressive model is described as:
yn =−
p
∑
k=1
akyn−k + εn (2.4)
In this expression, yn is seen as the result of a linear combination of its own previous
values, weighted by coefficients ak. The model order is given by p, and represent the number
of parameters ak used to predict the next. Finally, εn is the error in predicting each nth point.
Coefficients ak are chosen such that the noise component is minimal and furthermore, noise
should be white and uncorrelated. The model in 2.4 can be extended to capture the time-
varying spectrum using time-varying coefficients:
yn =−
p
∑
k=1
ak,nyn−k + εn (2.5)
where coefficients ak,n are the coefficients at time n, where n represents a time section
of the signal to capture the time-varying properties of the coefficients. The corresponding
time varying power spectrum of the model identified from a signal is defined as:
P( f ,n) =
σ2(
1+∑pk=1 ak,ne−i2pi f k
)2 (2.6)
where σ is the standard deviation of the prediction error ε(n) and f is the frequency.
The time-varying frequencies of any oscillations in the signal are extracted by locating
the peaks in P( f ,n). In general, auto-regressive spectra are preferable to non-parametric
spectra for identifying spectral components when only a small number of data points are
available, because the frequency resolution is not determined by the number of data points
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used for calculation. However, correct selection of the model order is crucial, because
false spectral peaks may be produced when an erroneous model order is chosen. Thus, the
determination of the right model order is a significant issue and a major disadvantage of this
method. Various methods were introduced to simplify this process. Most commonly being
used is the Akaike information criterion, which evaluates the model order by measuring the
trade off between accuracy and complexity [43]. Nonetheless, the fact that coefficients ak
need to be time-varying for capturing non-stationary behaviour, complicates the selection
of the right model.
2.5.0.2 Non-parametric approaches
Short-Time Fourier Transform: The Fourier transform has served, and is of current use
today, as a basis for a considerable amount of physiological experiments, because it is the
most straightforward and accessible method available. Signal y(t) admits a spectral decom-
position in the form:
yˆ( f ) =
∫
y(t)e−i2pi f tdt (2.7)
where yˆ( f ) is a complex number that encodes both amplitude and phase of a sinusoidal
component of signal y(t). The traditional framework of the Fourier analysis assumes sta-
tionary, i.e. that the signal comprises variation at a number of frequencies, and that does
not change over the duration of the signal. In order to track variations in frequency content
with time, one can slice the signal into a number of short segments and perform the Fourier
transform on each one of them: this method is known as the short time Fourier transform
(STFT):
S(τ, f ) =
∫
y(t)ω(t− τ)e−i2pi f tdt (2.8)
where ω(t− τ) represents the symmetric window function and S(τ, f ) is the Fourier
transform of the windowed version of y(t). For each segment (τ), the rule applies that the
frequency resolution is 2/T , where T is the window length. This relationship implicates an
important trade off between time and frequency resolution: A narrow window offers good
time resolution, but this comes at the expense of frequency resolution and vice versa.
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Continuous Wavelet Transform: The basic method of the continuous wavelet transform
(CWT) is to project the signal on a family of zero-mean functions, called wavelets. Wavelets
are obtained by stretching or compressing an elementary wavelet (the mother wavelet) in
time, allowing different frequencies to be examined. The CWT of signal y(t) is defined as:
W (τ,s) =
∫ +∞
−∞
y(t)Ψ∗s,τ(t)dt. (2.9)
where τ is the translation and s the scale factor and ∗ denotes the complex conjugated.
Note that the CWT therefore forms a time-scale representation rather than a time-frequency
representation. The basic wavelet Ψs,τ is calculated from the mother wavelet as:
Ψτ,s =
1√
s
Ψ
(
t− τ
s
)
(2.10)
where s is the scaling function and τ is the translation factor. Time and frequency
resolution are a function of the scale: High frequencies (small scales) are precisely located
in time but this comes at the cost of the frequency resolution. The opposite is true for low
frequency components, which are typically well characterized in frequency but less well-
resolved in time. The difference between the uniform time-frequency representation of the
STFT and to the non-uniform representation of the CWT is shown in Figure 2.17. The
non uniform time-frequency grid makes the CWT particularly useful for detecting abrupt
changes in continuous recordings, but the drawback is that the resolution is frequency de-
pendent. Mager et al. has used the CWT to study beat-to-beat heart rate variability to expose
the autonomic control on cardiovascular functionality [44]. A limitation of this method,
is that the non-uniform time-frequency spectrum has also a more complicated appearance
compared to the uniform time-frequency representation.
Figure 2.17: Time-frequency representations of CWT and STFT.
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Smoothed Pseudo Wigner Ville Distribution: Both STFT and CWT perform a sort of ’lo-
calised’ time-frequency transform since they rely on the analysis of a limited time window
(ω or Ψ) that is translated along the whole time axis. In both cases this implies limita-
tions in the time-frequency resolution. Bilinear time-frequency transforms overcome this
limitation by distributing the energy of the signal in a more sophisticated way over the
time-frequency plane. The Wigner-Ville distribution (WVD) is one of the most powerful
bilinear time-frequency transforms and is given by:
Wy(t, f ) =
∫ +∞
−∞
y
(
t+
τ
2
)
y∗
(
t− τ
2
)
e−i2pi f τdτ (2.11)
In this equation the signal appears twice and is used in the form of analytic associate
y∗, which is the complex conjugate of the real signal y. The WVD is computed by taking the
Fourier transform of the signal’s autocorrelation function with respect to the delay variable
τ . One can think of this as a kind of STFT where the windowing function ω is a time-scaled,
time-reversed copy of the original signal.
A desirable property of the WVD is that it produces instantaneous frequency and ex-
cellent localisation of temporal and spectral components resolution. However, an important
problem that is inherent to this type of analysis is the appearance of strong cross-term inter-
ferences that complicate interpretation of the spectrum [45]]. Cross-term interference are
manifested as oscillating features arising in the time-frequency plane halfway between each
pairs of components, as shown in Figure 2.18A. These interferences are not due to spectral
components of the signal but are due to their mutual interactions and should be removed in
order to improve interpretation of the distribution.
Because interference terms are oscillatory, they can be attenuated by filtering the
WVD. The smoothed pseudo Wigner-Ville distribution (SPWVD) is one of the most in-
teresting approaches, since it provides an independent control over the time and frequency
resolution. The SPWVD of signal y(t) can be estimated in the time-lag domain (t,τ) by
using a separable kernel φ(t,τ) = φ(t)φ(τ):
Sxx(t, f ) =
∫ +∞
−∞
φd(τ)
[∫ +∞
−∞
φt(t−υ)y
(
υ+
τ
2
)
y∗
(
υ− τ
2
)
dυ
]
e−i2pi f τdτ (2.12)
where the term in the brackets represents a smoothed version of the auto-correlation
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function. Functions φd(τ) and φt(t − υ) represent the smoothing kernels. The effect of
time-frequency smoothing is illustrated in Figure 2.18 using a example signal composed
of two frequencies whose amplitudes are modulated in time: panel A shows the unfil-
tered WVD of a signal, panel B shows a frequency filtered version of panel A, in which
φd(τ) is used to remove interference between signals not superimposed in time, called the
Pseudo Wigner-Ville distribution, panel C shows the effect of smoothing in time performed
by φt(t − υ) removing the residual interferences. The kernel filtering has reduced the
cross-terms contaminations substantially, but the time-frequency resolution is now clearly
lowered.
B (WVD)
C (SPWVD)
Figure 2.18: Effect of time-frequency smoothing of the Wigner-Ville Distribution (WVD) derived
from a signal (A) composed of four time-frequency components. Panel (B): WVD
distribution of the signal and containing interference terms. (C): WVD filtered in time
and frequency to reduce interference terms: Smoothed pseudo Wigner-Ville distribu-
tion (SPWVD). The colour maps in B and C represent the amplitude of each time-
frequency component. The frequencies of the four time-frequency components and
their amplitude with respect to time can be clearly identified by the high amplitudes in
C at the black crosses.
An important advantage of the SPWVD over STFT and CWT, is that it offers the
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possibility of determining the shape of the smoothing function both in time and frequency,
which in turn would allow more accurate localisation of APD dynamics related to neural
activity. To assess the performance of the SPWVD in the analysis of non-stationary signals
related to the autonomic modulation, Orini et al. generated stochastic signals that mimic
real heart rate variability patterns. Signals were analysed using an exponential kernel with
different settings [45]. It was observed that the correct smoothing function was particularly
important for the estimation of the instantaneous power at respiratory frequencies, where the
misdetection due to residual interference terms were more frequent [45]. The relationship
between smoothing and time-frequency resolution depends on the shape and size of the
smoothing kernel. Orini proposed two different parameters to quantify the resolution: 1)
the width at half the maximum of the kernel (∆mx ), or 2) the width of the kernel at a% of
the total area of the kernel (∆a%x ) [45]. The variable x in both parameters represents the
time or frequency. Both parameters applying to a general kernel function are displayed in
Figure 2.19.
Figure 2.19: Two methods to quantify
time-frequency resolution
of the SPWVD based on
the shape of the smooth-
ing kernel φ(x), where
x represents time or fre-
quency. Parameter ∆mx
represents the width of the
kernel at half maximum,
whereas, ∆a%x represents
a% of the total area of the
kernel (a = 95%).
2.5.1 Time-frequency coherence analysis
As explained in the previous subsection, time-frequency analysis is a useful method to track
the time-varying spectral properties of ARI. The investigations of this thesis particularly
seek to expose underlying dynamic interactions with other neural-controlled processes, like
respiration and blood pressure. For example previous work by Hanson et al. demonstrated a
relation between ARI and respiration, but the impact of this result is limited unless we also
know whether ARI is indeed linked with respiratory behaviour [10]. Similarly, coupling of
low-frequency oscillations in ARI with Mayer waves would provide important information
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the mechanisms underlying these ARI oscillations.
Characterisation of the dynamic interactions between physiological signals using cross
spectral analysis has been widely used in assessing the functioning of the cardiovascular
system, i.e. heart period, arterial pressure and respiration [27]. The strength of the link
between two non-stationary signals as a function of time can be measured using the time-
frequency coherence (TFC):
γ(t, f ) =
|Sxy(t, f )|√
Sxx(t, f )Syy(t, f )
γ(t, f ) ε[0,1] (2.13)
where Sxx(t, f ) and Syy(t, f ) are the non-stationary auto spectra of x(t) and y(t), and
Sxy(t, f ) represents the non-stationary cross spectrum. The TFC ranges between 0 (absence
of correlation) and 1 (complete correlation). The auto spectra of x(t) and y(t) are estimated
using Equation 2.12 which represents a smoothed version of the Fourier transform of the
auto-correlation function. The cross spectrum Sxy(t, f ) is computed similar as the autospec-
tra (Equation 2.12) by replacing x∗ with y∗ to compute the Fourier transform of the cross
correlation:
Sxy(t, f ) =
∫ +∞
−∞
φd(τ)
[∫ +∞
−∞
φt(t−υ)x
(
υ+
τ
2
)
y∗
(
υ− τ
2
)
dυ
]
e−i2pi f τdτ (2.14)
A important advantage of the TFC is that is allows the significance of coupling to be
inspected as function of time. This valuable aspect was used in recent work of Orini et
al., in which the SPWVD and the TFC have been used to characterise temporal evolution
of coupling between heartbeat interval (RR-interval) and arterial blood pressure in subjects
undergoing a tilt-table test [27]. The tilt-table test, which is a simple, noninvasive, test
for stimulating the ANS. As shown in Figure 2.20, the protocol included an early supine
position (Tes) followed by a head-up tilted (Tht) and a later supine position (Tls). The SP-
WVD clearly characterises the non-stationary dynamics of respiration in RR interval and
blood pressure, which fluctuated between 0.15 and 0.25 Hz. Despite the non-stationary
structure of the signals, the regions in which the local coupling was statistically signifi-
cant were localised by the TFC analysis. Clearly, by using averaging in traditional spectral
ranges, one would have estimated a much lower coherence for respiration and erroneously
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detected abrupt changes in coupling between low-frequency oscillations (around 0.1 Hz) at
t=240 and t=600s. This example demonstrates the ability of the SPWVD TFC to localise
changes in the strength of the temporary coupling between both processes, for example
the coupling at 0.1 Hz frequency which has been related to sympathetic nervous activity
is clearly increased during tilting [25, 28]. TFC will be used in this thesis to characterise
ARI behaviour and the interactions with blood pressure, since both are subject to similar
conditions, like varying respiration during natural breathing or Mayer waves that may come
and go.
Figure 2.20: Characterisation of temporal evolution of coupling between heart rate and arterial pres-
sure variability based on the SPWVD time-frequency coherence (TFC). Top row: SP-
WVD of heart rate variability (a) and arterial blood pressure (b). Bottom: correspond-
ing TFC (γ(t, f )). Significant TFC was found with respiration (around 0.2 Hz) and
temporary at a low frequency (around 0.1 Hz). low frequency, especially during head-
up tilt position (Tht), which has shown to increase sympathetic nervous activity. Re-
produced from [46] with permission.
2.5.2 Characterisation of causal interactions using multivariate analysis
Coherence analysis offers a powerful method to extend upon previous physiological studies
by demonstrating a link between oscillations in (for example) respiration and cardiac APD,
beyond just illustrating that they are both oscillating. However, information provided by the
coherence is limited to analysis between two signals and does not provide any information
about the direction of the coupling. For example, coherence can demonstrate that three
processes are coupled by comparing them pairwise, but is unable to disambiguate between
the underlying connectivity patterns, like the two presented in Figure 2.21.
To overcome this problem, Faes and Nollo proposed a framework to assess the inter-
actions based on a causality measure derived from linear time series analysis [47–49]. This
framework decomposes frequency domain measures of coupling (coherence) into terms
eliciting the directional information from one process to another, the so-called directed co-
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Figure 2.21: Two possible interactions cannot be distinguished by pairwise analysis, as we will find
coupling between X and Y in both cases.
herence (DC). The DC γi j( f ) (y j → yi) is defined as:
γi j( f ) =
√
Si| j
Sii
=
σ jHi j( f )√
Sii( f )
=
σ jHi j( f )√
∑Pm=1σ2|Him( f )|2
(2.15)
where Hi j is the directed transfer function from y j to yi, Si| j represents the part of
spectrum of yi (Sii) due to y j. Further interpretation of the DC in terms of coupling strength
is achieved considering its normalisation properties:
0≤ |γi j( f )|2 ≤ 1 ,
P
∑
m=1
|γim( f )|2 = 1 (2.16)
These properties indicate that the squared DC |γi j( f )|2 measures a normalised coupling
strength: 0 in the absence of directed coupling from y j → yi at the frequency f , and 1 in the
presence of full coupling.
Where direct coupling suggests an interaction between two indices, DC indicates a
direction of the coupling (albeit without providing information about the pathway of cou-
pling). For example, if one can find DC from respiration to heart rate at the respiratory
frequency, then this interaction could be the result from a direct pathway in which respira-
tion directly affects heart rate, but also from an indirect pathway, e.g. respiration affecting
blood pressure, which then in turn affects heart rate. Nonetheless, this technique has the
potential to significantly extend the impact of previous studies. The full derivation of the
DC formalised in the context of a multivariate autoregressive (MVAR) representation is
given in Appendix A.
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Figure 2.22: Example data showing frequency-domain measures of coupling and causality between
respiratory flow (y1 ), systolic blood pressure (y2 ), and heart rate interval (y3 ). Top
row (a) shows the spectra of each process. A clear high frequency (HF) component
related to respiration is present in y1 and y3. Row (b) shows pairwise analysis of the
squared coherence. For example, C212 shows the squared coherence between y1 and y2.
All processes show high coherence for the HF component. In addition, y2 and y3 are
also correlated for the LF component. The squared directed coherence (γ2i j) is shown
in (c) and shows the decomposition of the coherence. For example, γ221 and γ
2
31 show
that for HF oscillations information is flowing from y1 → y2 and y1 → y3, indicating
causality from y1 to the other signals. In addition, y2 and y3 show mutual causality for
the LF component. As one may expect, there is no causality for y2 → y1 and y3 → y1
pathways, because y1 is controlled voluntary. Data reproduced from [49]. Permission
from publisher not required.
Faes and colleagues used DC to study short-term cardiovascular and cardiorespiratory
interactions in young adults [49]. Beat-to-beat time series of heart period, systolic blood
pressure, and respiratory flow were measured and tested for their underlying (causal) inter-
actions. The spectra, squared coherence and squared DC of the signals from a representative
subject are shown and explained in Figure 2.22. Regarding the low frequency (LF) com-
ponent, the peaks in γ223 and γ232 suggests mutual interaction between heart-rate and blood
pressure at the low frequency. The small peak in γ232 for the LF component may suggest
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neural feedback driven by arterial blood pressure sensors that respond to the LF oscillations
in blood pressure [50]. This is part of a negative feedback system that controls heart rate
and cardiac contraction based on the blood pressure measures, known as the baroreflex.
Two important technical aspects need consideration regarding the interpretation of the
results of this study. Firstly, blood pressure was measured continuous using a non-invasive
finger cuff using the Finapres method. This method has two limitations: (1) Most impor-
tantly, Imholz et al. reported that this technique introduces an artificial time-lag of about
1.4s compared to (invasive) intra-arterial blood pressure measurements [51]. Given the fact
that causal interactions are based on signal information of samples from the past, this could
be an important confounding factor in the causality analysis. (2): another limitation is the
accuracy of the non-invasive blood pressure measurements. Although these measurements
show good correlation with invasive intra-arterial blood pressure measurements, Imholz
et al. reported systolic deviations between both methods ranging from 10 to +11 mmHg,
which is in the magnitude range of blood pressure oscillations related to respiration and
Mayer waves [25, 52].
The second important problem is that because heart period fluctuates, the measure-
ments are irregularly sampled. To overcome this problem signals have to be interpolated
to infer a continuous-time measure which is not physiologically meaningful. Therefore al-
though this work is very helpful in mapping physiological interaction mechanisms, there is
potential to obtain a more robust model by studying human physiology with more invasive
measures of blood pressure, with a fixed-paced heart rate and even with voluntarily con-
trolled respiration rate, such as the clinical recording situation used successfully by Hanson
et al. [10, 53].
2.6 Conclusions and objectives
This chapter has presented the current understanding of how the neural control regimes of
the heart are organised and how they influence the heart’s electrical behaviour. Oscillatory
behaviour of blood pressure and heart rate is an important manifestation of ANS control.
Recent work has reported that ventricular APD is also modulated cyclically with respira-
tion independent of heart rate. More research is needed to elucidate the neural contribu-
tion to these oscillations and to find out whether APD also exhibits variability at the lower
frequency. To that end, methods were discussed to investigate short-term variability and
coupling, and the directionality of coupling. This chapter can be summarised as follows:
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- Refractoriness is a critical determinant of cardiac stability and is related to the action
potential duration (APD) and modulated by the nervous system.
- Unipolar electrograms (UEGs) can be used to estimate the APD with good correla-
tion. However, at present there is some uncertainty about how these estimates are
affected by signal quality and how that interference could affect tracking of APD
dynamics.
- ANS control is manifested by oscillations at a low frequency and a high (respiratory)
frequency. Cyclical modulation of ventricular APD has been observed with respira-
tion, however the causality of interactions has not been demonstrated yet. In addition,
the baroreflex has shown to play an important role in regulating the autonomic activ-
ity to the heart, but the response of APD to altered baroreceptor input has not been
studied yet.
- Time-frequency and time-frequency coupling analysis using the smooth pseudo
Wigner-Ville distribution (SPWVD) have proven to be useful in charactering non-
stationary behaviour of the ANS associated periodicities in heart rate and blood pres-
sure. In addition, the directed coherence (DC) is a useful analytical technique to
determine directionality of coupling.
The conclusions of this literature review have led to the following objectives for this
thesis:
- To investigate the effect of signal noise on ARI measurements and to develop and
evaluate new methods to improve estimation of ARIs. Chapter 3 elaborates on this
objective.
- To explore the origin of respiratory APD oscillations in more detail by: (1) studying
the effect of autonomic blockade in a larger population allowing robust statistics to
be applied, (2) quantifying the (causal) interrelationship between ARI, respiration
and blood pressure, and (3) investigating the effect of spontaneous (non-stationary)
breathing on ARI using time-frequency analysis. Research towards this objective is
presented in Chapter 4.
- To characterise low-frequency modulation of ARI and the relationship with blood
pressure Mayer waves. This work is also presented in Chapter 4.
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- To characterise ARI behaviour in response to low-frequency stimulation of the
baroreceptor. This approach underlies experimental work carried out in Chapter 5.
Chapter 3
Automatic assessment of cardiac
repolarisation dynamics
Computational and experimental studies have shown that activation times (ATs) and recov-
ery times (RTs) derived from the intracardiac unipolar electrogram (UEG) correlate well
with local depolarisation and repolarisation times, making this technique useful for study-
ing dynamics of local electrophysiology [10, 11, 35, 36, 38]. However, characterisation of
action potential duration (APD) modulation related to autonomic nervous activity requires
the recordings to be of sufficient length and preferably taken simultaneously from different
sites of the heart to add a spatial dimension. This clearly results in large quantities of data
that need to be studied. For example, even relatively short recordings of one minute using
20 electrodes at an average heart rate of 100 beats per minute will involve around 100 x 20
= 2000 beats to be examined. As a result, datasets involved in these studies are generally
intractable without automated identification of ATs and RTs.
To improve the accessibility of such data, Western proposed and developed a system
for semi-automatic identification of pacing spikes, ATs and RTs [11, 54]. The system has
shown to be effective for its intended purpose and was used to characterise APD modulation
related to respiration [10, 11]. However, further refinement is needed to replace elements
of the algorithm which currently rely on a set of non-intuitive parameters, for example to
detect activation waves and T-waves.
Although the relationship between APD and activation recovery interval (ARI) has
been studied extensively, all measurements depend on the signal quality and since electrical
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noise is ubiquitous in clinical recordings, there is concern about whether the derived ARI
measures are sufficiently robust to study dynamics of APD. As explained in Section 2.4.2.3,
signal noise can introduce ARI variability uncorrelated with APD behaviour, which would
make ARIs less meaningful for studying APD behaviour. Low-pass filtering is a powerful
solution to improve the signal-to-noise ratio (SNR), but it also unavoidably distorts the
signal and the effect of this distortion has not been investigated to date.
The aim of the research presented in this chapter was to address those key issues in
obtaining and analysing experimental electrophysiological data. To that end, in the first part
of this chapter new analytical methods were proposed to improve identification of ARIs
(Section 3.1). In the second part a study was designed and carried out using simulated
electrograms to investigate the efficacy of these new methods and the effect of signal quality
and filtering on ARI detection (Section 3.2. The improved analytical tools were applied in
an attempt to resolve an interesting phenomenon described by Hanson et al. [10] in which
the oscillation of ARI varied at different sites on the myocardium.
3.1 Automated identification of activation recovery intervals
The algorithm established by Western for automated recognition of ARIs from UEG signals
relies on on a non-intuitive set of decision criteria to detect ATs and RTs. As a result, the
reliability of this method heavily relies on a set of non-intuitive parameters, while UEGs
manifest a wide range of waveforms. However, when considering a signal obtained from a
single recording site, as shown in Figure 3.1, it can generally be observed that the waveform
of each heartbeat is very similar and only subject to subtle changes in time. An important
advantage of this behaviour is that it allows one to generate a template of the typical wave-
form morphology observed during each heartbeat. This template waveform can be used to
detect the nominal event times. Since the changes observed in ARI are normally very small,
it was hypothesised that the accuracy of automatic ARI identification could be improved by
incorporating this a priori knowledge (i.e. that the signal waveform changes are relatively
subtle over time in a single recording).
It was further hypothesised that the use of a template waveform could also help to dis-
criminate between normal and ambiguous activity which would avoid analysis of unreliable
or unidentifiable waveforms (e.g. an ectopic beat, or loss of signal connectivity) and hence
prevent detection of unreliable ARI values.
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This section describes the design of the new algorithm to improve automatic assessments of
the ARI dynamics from UEG signals.
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Figure 3.1: Extraction of the beat waveforms from the UEG. The black line in the lower plot repre-
sents the template waveform, constructed by averaging all individual waveforms.
3.1.1 Description of the new algorithm
Figure 3.2 depicts the proposed algorithm to process UEGs in four stages that perform the
following functions: identification of the beat events, computation of heartbeat waveform
template and selection of reliable beat waveforms, and identification of local ATs and RTs.
The algorithm was written in Matlab and a graphical user-interface was designed to facilitate
the process of testing.
3.1.1.1 Step 1: Detection of beat events
Electrical pacing of the heart creates a pacing artefact in the electrogram. A ”spike” can be
detected by its restricted triangular transient morphology, which is normally clearly distin-
guishable from background activity. As shown in upper-left panel of Figure 3.3, the spike
normally occurs just before the QRS-complex. Even if spikes are not detectable, it is still
possible to identify heartbeats by identifying the sharp deflections of the QRS complexes.
However, this method does not allow investigation of the dynamics of AT since they need
to be referenced to the time at which the electrical stimulus is given.
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Figure 3.2: Flowchart of the proposed method for automated detection of activation and recovery
times from raw electrograms. The electrogram is processed in four steps which are
highlighted by the dashed boxes. The sections numbers shown in the lower-right corner
of each box provide a detailed description of the processes involved in each step.
To identify spikes or QRS complexes, signals are filtered using a bandpass filter to en-
hance the spikes or QRS-complexes. Since the duration of spikes is expected to be shorter
than the duration of QRS-complexes, the cut-off frequencies for spikes detection were set
higher (50-150 Hz) compared to QRS detection (3-40 Hz). By limiting the high-pass fre-
quency, the algorithm was prevented from picking up too much high frequency noise that
may affect the detection.
Figure 3.3 provides a descriptive summary of the beat detection algorithm. Beat de-
tection is an optimisation problem: the algorithm may skip beats when the threshold is set
too high, whereas a threshold that is set too low may cause other components of the signal
to be incorrectly marked as spike or QRS-complex. An optimal threshold was identified by
taking the mean of the filtered signal + two times the standard deviation.
During experiments, heart rate is expected to occur usually below 160 beats per minute.
Therefore, a beat interval limit of 375 ms was applied to further improve beat detection.
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Figure 3.3: Flowchart of the beat detection algorithm by identification of pacing spikes or QRS
complexes. Different bandpass filters were used between both methods for optimal
detection.
3.1.1.2 Step 2: Computation of heartbeat waveform template and selection of re-
liable beat waveforms
Once the beat events are known, all heartbeats can be collected and aligned based on the
spike or QRS-complex to compute the average or template waveform. Because the template
waveform represents the expected behaviour of the UEG during a single heartbeat, it can
be used to estimate which of the individual beats are reliable and which are not. This is
achieved by calculating the correlation coefficient between each individual beat waveform
and the template. A high correlation coefficient means that an individual waveform matches
well with the template and can hence be assumed to be reliable. The effect of the different
correlation thresholds to detect (un)reliable beats is illustrated in Figure 3.4, which shows
a UEG trace with some unreliable beat waveforms (ectopic beats). A very low correlation
threshold (0.2) causes some unreliable beats to be incorrectly classified as reliable (unre-
liable waveforms are marked with a ’X’), whereas a very high correlation threshold (0.9)
results in rejection of reliable waveforms. A correlation threshold between 0.6 and 0.8 was
found to offer an optimal threshold.
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Figure 3.4: Extraction and classification of the QRST-waveforms from the electrogram for different
correlation threshold. The rejected beats are marked with a ’X’ mark in the electrogram
recording. Low threshold accept ambigious beats, while a high threshold rejects beats
that should be considered as normal activity.
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3.1.1.3 Step 3: Identification of activation and recovery times
As explained previously in this section, the AT and RT derived from the template can be
used to guide the identification of ATs and RTs from individual beats. The first step to
achieve this is to determine the AT and RT from the template. To that end, a standard
method is used which includes computation of the time derivative of the template waveform
(dV/dt). The AT is measured as the time at which the derivative reaches its minimum. This
point is computed in a section that covers the first third of the waveform, as this point
corresponds to the steepest downslope in the action wave. The RT is then computed as the
time at which dV/dt reaches a local maximum. This point is sought in a window that ranges
from 120 to 400 ms after the activation time to cover most physiological RTs. After having
established the nominal AT and RT, the algorithm is now able to refine to a much narrower
window in which to search for ATs and RTs in the individual beats: the search window for
AT was defined as the nominal AT ±10 ms and RT was searched in a window of defined
as the nominal RT ±30 ms. The search window is larger to reflect the greater variability
observed in RT (see Figure 3.5).
Filtering of the waveform is critical in the determination of the event times, especially
the RT where the deflections are smaller, more gradual, hence more sensitive to noise. In
agreement with previous experiences from Western and colleagues, signals are low-pass
filtered at 150 Hz to detect activation and 30 Hz to detect repolarisation [11].
3.1.1.4 Step 4: Refinement process
The algorithm developed by Western allows the user to define the limits for AT and RT mea-
surements. Although this method is useful to prevent detection of ATs and RTs in incorrect
parts of the signal, it does not take into account physiological knowledge that AT and RT
between consecutive beats can only vary within certain limits. As a result, physiological
unrealistic changes may occur in AT and RT between beats even though limits were set to
prevent detection of unrealistic AT and RT value. It was hypothesised that incorporating
this knowledge into the quantification of the beat-to-beat variability of AT and RT could
improve detection.
The presented algorithm has implemented a method to improve detection by identify-
ing ATs and RTs that exceed the mean value of the 5 closest neighbouring beats by more
than 12 ms. As illustrated in Figure 3.6, beats that exceed this beat-to-beat change are re-
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analysed for the particular event time using a narrow search window defined by the mean
event time of the 5 closest neighbouring beats ± 12 ms.
3.1.2 Development environment
The facilitate the development of the algorithms, a graphical-user interface was designed
using Matlab. The upper panel of Figure 3.7 shows the wave inspection viewer: ATs and
RTs are marked on the UEG signal and the lower graph window shows the corresponding
ARI trend. The panel in the upper right of the window can be used to change the settings of
the refinement algorithm discussed previous subsection. The settings interface is shown in
the lower panel of Figure 3.7. The template waveform and search windows offer an intuitive
way to visualise and adjust important parameters for the identification of AT and RTs.
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Figure 3.5: Identification of event times from the template waveform (left panel) and an individual
waveform (right panel). The template waveform is used to detect the nominal event
times using large search windows. The nominal event times then allow much narrower
windows to be used for identification of event times in individual beats: activation time
is defined as the nominal activation time ± 10 ms. Similarly, the search window for
recovery times is defined as the nominal recovery time ± 30 ms.
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Figure 3.6: Automatic identification and correction of a repolarisation time. R1 represents the orig-
inal search window to detect repolarisation times. However, this windows does not take
into account that beat-to-beat changes are considered to be limited by physiology. Once
an unrealistic beat-to-beat change in repolarisation time has been detected, the algorithm
seeks to improve the estimation of repolarisation timing for this beat using a narrower
search window (R2).
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Figure 3.7: Graphical-user interface designed to facilitate testing of algorithms for UEG process-
ing: interface of the settings window. Upper panel: waveform inspector, lower panel:
settings window.
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3.2 Investigation to determine the accuracy of UEG derived
measurements
Fluctuations in ARI are typically small. For example, studies performed by Hanson et
al. showed that the amplitude of ARI variations related to respiratory behaviour ranged
from 0−26 ms [10]. Combined with the fact the ARI measurements are sensitive to noise,
it is important to know which levels of noise and filtering are acceptable such that ARI
measurements are still meaningful. However, this has not been thoroughly investigated yet.
In addition to noise and signal artefacts, whether ARIs are meaningful or not also
depends on the data acquisition. Fundamental in this process is the sampling rate at which
UEG are recorded. In the clinic, different sampling rates are currently in use: for example,
UEGs recorded from implantable pacemakers are often sampled around 500 Hz, while
clinical recordings systems used in the catherisation laboratory often allow signals to be
recorded at 1 or 2 kHz. It was hypothesised that low sampling rates could potentially affect
measurements of ARI dynamics because of the limited time resolution. For example, it
has been shown that measurements of ECG QT-variability were affected when using ECGs
were sampled at low rates [55].
In order to evaluate the efficacy of the proposed refinements for ARI identification and
the effects of noise, filtering and sample rate to ARI detection under controlled conditions,
a study was designed and carried out using simulated electrograms. To that end, realistic
UEG signals with predetermined ARI behaviour were generated and controlled degrees of
noise and artefacts were added.
Research questions
In line with the aim of this chapter to improve detection of ARI dynamics, the following
research questions were addressed in this section:
1. How does the accuracy of ARI measurements depends on signal quality, filtering and
sampling rate of the electrogram?
2. Can the accuracy of ARI measurements be improved by using template electrogram
waveform morphology to construct narrower search windows and detect ambiguous
activity?
The workflow of the data processing is shown in Figure 3.8: UEGs were simulated
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Simulation of UEGs with static or dynamic ARI behaviour
(Section 3.2.1 & 3.2.2)
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Figure 3.8: Workflow of data processing to investigate the accuracy of ARI measurements using
simulated UEG signals. First, UEG signals with predetermined ARI behaviour were
generated using synthetic action potentials (Section 3.2.1 & 3.2.2). Next, controlled
degrees of noise and artefacts were added to affect the signal quality (Section 3.2.3).
Signals were then low-passed filtered and analysed for ARIs using a standard method
and the method that uses the template waveform to construct narrow search windows
(Section 3.2.4). Finally, the accuracy of the ARI measurements was examined for each
detection method (Section 3.2.5).
with predetermined ARI behaviour and then corrupted with realistic noise and artefacts
to affect the signal quality. The contaminated UEGs were then analysed for ARIs using
the proposed template method (Section 3.1.1) and a standard method. The accuracy of
both methods was examined to determine the effect of signal quality on ARI detection and
whether the template method with narrow search windows improved the ARI estimation.
3.2.1 Synthetic action potentials and unipolar electrograms
UEGs were generated using a theoretical model based on work of Potse and colleagues [37]
discussed in Section 2.4.2.2. This model is described by Equation 2.3 and describes the
UEG as the weighted difference between an inverted local transmembrane action potential
(TAP) and a remote, position-independent signal. The definition is re-stated below:
S(x, t) =− gi
gi+ge
(Vm(x, t)−VR(t)) (3.1)
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where S(x, t) is the simulated UEG at position x and time t. For the simple model
proposed by Potse, conductivities are assumed to be isotropic with gi/(gi+ge) = 0.25 [37].
Vm describes the transmembrane potential during the action potential and is described in
more detail below in Equation 3.2. The remote component VR was computed as the average
of all TAPs. Realistic transmembrane potentials of N = 257 sources (nodes) each located
at a given point x on the epi- or endocardium, were obtained using an analytical expression
proposed by Van Dam and colleagues [56] and used for simulation purposes in [57, 58].
This expression is defined as:
Vm(x, t) = α(x)D(x, t)R(x, t)−V0 (3.2)
where α(x) is the amplitude and V0 is the resting potential. D(x, t) and R(x, t) are
two logistic functions that describe transmembrane potential during the depolarisation and
repolarisation phase of the TAP, respectively:
D(x, t) =
1
1+ e−βD(t−τD)
R(x, t) =
1
1+ e−βR(t−τR)
(3.3)
where βD describes the upstroke of Vm(x, t) during the depolarisation and βR the down-
stroke during the repolarisation. Parameters τD and τR represent the depolarisation and re-
polarisation time, respectively. The APD is defined as τR - τD. Figure 3.9 shows how the
TAP is constructed using the product of D(x, t) and R(x, t) in Equation 3.2.
Parameters βD and βR were obtained from a model of normal male heart and provided
by ECGSIM software [59]. From the 257 available sources, 20 were selected to generated
UEGs exhibiting a wide range of positive and negative T-wave morphologies. Figure 3.10
shows two transmembrane potentials (Vm(t)) obtained from two different locations x and the
corresponding UEG waveforms. The red dashed line in panel A and B represents the remote
component (VR(t)). As shown in this figure, the UEG obtained from a source that repolarises
relatively early with respect to the remote component (panel A) has a positive T-wave.
Conversely, late repolarisation is reflected by a negative T-wave. This demonstrates that
the designed method is capable to realistically simulate the basic concepts underlying the
genesis of UEGs and that it is in agreement with the both theoretically and experimentally
established relation between repolarisation and UEG T-wave morphology [36–38].
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3.2.2 Patterns of repolarisation
The accuracy of ARI estimation was tested in simulated situations of steady-state periods of
constant ARI and of ARI which was changing dynamically. Steady-state ARI series were
generated to study the accuracy by means of trueness and precision of ARI estimations.
Dynamic behaviour of ARI was achieved by artificial sinusoidal modulation of repolarisa-
tion (τR in Equation 3.3) uniformly for all nodes, resulting in sinusoidal modulation of the
ARI. Dynamical patterns were used to study the ability to track the induced variability in
the presence of noise as a function of modulation amplitude (2 ms, 5 ms and 10 ms) and
frequency (0.1 Hz, 0.2 Hz and 0.3 Hz.). The chosen frequencies were chosen such they
would cover the two most important cardiovascular rhythms: respiration and low-frequency
Mayer wave activity (section 2.3.4, page 41).
3.2.3 Signal corruption
Two sources of corruption were applied to the UEG: uncorrelated interference noise and
ambiguous activity. Interference noise was generated by white Laplacian distributed noise,
which is assumed to give a good approximation of real electrogram noise [60, 61]. Am-
biguous activity was introduced in every recording by replacing beats with simulated ec-
topic beats exhibiting abnormal ARIs. This was achieved by changing the activation (τD)
and repolarisation times (τR) in Equation 3.3 for all nodes except the one that was recorded.
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Figure 3.9: Construction of a synthetic transmembrane action potential (Vm(x, t)) using the product
of D(x, t) and R(x, t) as defined in Equation 3.2). APD = action potential duration.
Parameters used: βD = 0.53, βR = 0.03, τD = 46, τR = 273.
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D
Figure 3.10: Construction of unipolar electrograms (UEGs) with the simple model (Eq. 3.1). Panel
A and B show membrane potentials Vm (solid line) during the transmembrane action
potential (TAP) from 2 different locations (A & B) and the location-independent re-
mote component VR (dashed line). Location A has a short repolarisation time, whereas
B has a long repolarisation time. According to the simple model, the corresponding
UEGs can then be computed as the difference between the remote component and
the TAP, as shown in panel C and D. The circles represent the time of activation and
squares the time of recovery. As predicted by the simple model, recovery occurs earlier
in C than D.
This shifted the remote component, Vr, resulting in a dramatically changed UEG waveform
for that particular beat.
3.2.4 Automatic detection of the activation recovery intervals
In order to quantify any performance improvement provided by the refinements to the new
algorithm, data was analysed using a basic standard method and using the described method
with narrow search windows based on the nominal AT and RT derived from the template
UEG waveform. The basic method uses wide scanning windows: the window for activation
covered the initial 20% of UEG waveform, which includes the QRS-complex, and the scan-
ning window for the RT covered the remaining part of the waveform, which mainly includes
the T-wave. Results obtained with the basic method were compared to the improvements
presented in Section 3.1.1.2:
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Strategy 1: Narrow search windows : Application of narrow search windows by first
computing the nominal AT and RT from the template wavelet. The scanning win-
dow for AT was set at the nominal AT ± 20 ms and for RT at the nominal RT ±
50 ms.
Strategy 2: Narrow search windows + exclusion of unreliable beat waveforms : This
strategy was an extension of the first strategy. The correlation threshold between
the individual beats and the template beat was set at 0.6. Beat waveforms below this
value were labelled as unreliable and excluded from analysis. The gaps introduced in
the ARI-series were replaced by linear interpolation, but the ARI-series were omitted
from analysis if more than 10% of the beats were excluded.
To examine the effect of filtering on the detection of repolarisation, the analysis was
conducted using low-pass filter (4th order Butterworth filter) with cut-off frequencies rang-
ing from 5 to 50 Hz.
3.2.5 Protocol and assessment of accuracy
Twenty different one-minute duration UEG recordings were generated. Recordings were
then corrupted with unreliable activity by replacing 5 % of the beats with ectopic beats.
Next, zero mean white Laplacian noise was added to the signals to obtain signal-to-noise
ratios (SNRs) ranging from 0 to 40 dB. Repeated measurements were obtained by corrupt-
ing the recordings with 100 different, but equal powered, noise signals.
UEGs were sampled at three typical sampling frequencies: 500 Hz, 1 kHz and 2 kHz
to determine the effect of sampling frequency on the accuracy of ARI measurements. As a
result, large quantities of data needed to be analysed: a total of 3 million signals for each of
the three sampling rates. Computations were therefore performed by UCL’s high-powered-
computing facility Legion.
When evaluating the accuracy of the estimated ARI series in steady-state conditions it
is important to have a measure of the trueness (i.e. the deviation from the real value) and
the precision. Trueness was measured as the mean absolute error (MAE), defined as:
MAE(y, yˆ) =
1
N
N−1
∑
i=0
|yi− yˆi| (3.4)
where yi is the estimated ARI value and yˆi the corresponding true ARI value. Precision
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was quantified as the standard deviation of the ARI series. Because the steady-state condi-
tions apply, there is no variability in ARI and consequently one would expect the standard
deviation to be zero for maximum precision. Any higher value indicates ARI variability
that has been introduced by measurement errors of AT and RT. As mentioned previously,
signals were corrupted with 100 equally powered noise realisations to compute mean values
for the trueness and precision.
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Figure 3.11: Evaluation of the accuracy of dynamic ARI estimates. ARI estimates were considered
accurate when they were able to track the original induced sinusoidal ARI modulation.
This was tested by computing the power of the estimated ARI series at the modulation
frequency using the fast Fourier transform. To determine the significance of the power,
surrogate data series were generated and their power at the modulation frequency was
computed. The noise threshold was defined as the 95th percentile of the surrogate
power distribution. In this figure, the estimated ARIs after corrupting the UEG were
still able to track the original induced 0.2 Hz modulation as the power exceeded the
noise threshold.
To evaluate the accuracy of the dynamic ARI estimates, a spectral method was de-
signed to qualify whether it was possible to track to original induced sinusoidal behaviour
of ARI from the estimated ARI series obtained from corrupted UEGs. The method analyses
the spectral content of the estimated ARI series and determines whether the amplitude of the
frequency at which the original ARI series (before corruption) was modulated is significant.
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This was achieved using surrogate data analysis that preserves the amplitude distribution,
but destroys any correlation by shuffling the ARI samples in random order [62–65]. A solid
noise floor was created by repeating this process 1000 times and taking the upper 95th per-
centile of the obtained noise distribution. As illustrated in Figure 3.11, ARI estimates were
considered accurate if their power at the ARI modulation frequency exceeded this noise
threshold.
3.2.6 Results
3.2.6.1 Accuracy of steady-state ARI measurements
D
Figure 3.12: Accuracy of steady-state ARI measurements, expressed by trueness and precision, as
function of low-pass filter cutoff frequency (panel A and B, signal-to-noise ratio (SNR)
fixed at 15 dB) and signal quality (panel C and D, cutoff frequency fixed at 25 Hz). The
blue square markers show the results for the standard method, red circles correspond to
improvement method 1, and green crosses to improvement method 2. The data shows
a clear trend between accuracy and cutoff frequency: except for the lowest frequency,
increasing the cutoff frequency reduces the accuracy. Optimal filtering results were
found for a cutoff frequency of 10 Hz. As predicted, the relation between SNR and
accuracy showed also a clear trend. Both improvement methods improved the accu-
racy substantially, especially for high cutoff frequencies and low signal qualities. The
sampling frequency of the UEGs was 1 kHz.
Figure 3.12 shows the trueness and precision of ARI estimates as a function of cutoff
frequency for low pass filtering and signal quality for UEG signals sampled at 1 kHz. The
blue square markers show the results for the standard method, while the results of the in-
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vestigated improvement method are shown by the red circles (improvement method 1) and
green crosses (improvement method 2). The effect of low-pass filtering is shown in Fig-
ure 3.12A and B. In panel A, it is shown that, with exception of the lowest cut-off frequency
(5 Hz), the trueness gradually improves from (decrease of MEA) by decreasing the cutoff
frequency. Also the precision of the measurements (panel B, lower is better), improve by
selecting low cutoff frequencies. Note that the high precision obtained by lowest cut-off
frequency was associated with a sudden reduction of trueness (high MAE in panel A). The
effect of signal quality on trueness and precision is studied in Figure 3.12C and D. Both
trueness and precision were found to improve for increasing signal quality.
Regarding the proposed improvement methods for measuring ARI, both proposed im-
provements resulted in a higher accuracy of steady-state ARI measurements, especially for
low SNRs and high cutoff frequencies. As shown in Figure 3.12C and 3.12D, the trueness
of ARI measurements obtained from UEG recordings with a typical SNR of 15 dB filtered
at a cutoff frequency of 25 Hz using the basic method was 16.2 ms (range:12.2-29.0 ms).
When the same signals were analysed using improvement 1 (narrow search window), the
trueness was found to be improved to 12.7 ms (range: 6.0-15.5 ms). The trueness was
further improved using improvement 2 (narrow search windows + exclusion of unreliable
beats) to 11.6 ms (range:6.0-13.4 ms). Similar trends were observed for the precision of
the measurements: 38.2 ms (range:26.8-58.5 ms) for the basic method, 17.3 ms (range:7.6-
21.0 ms) for improvement 1, and 14.6 ms (range:7.6-16.9 ms) for improvement 2.
3.2.7 Accuracy of dynamic ARI measurements
Figure 3.13 shows accuracy of ARI measurements to track 0.2 Hz sinusoidal ARI oscil-
lations with an amplitude of 5 ms as function of cutoff frequency for signals with a SNR
of 15 dB (panel A) and signal quality for signals filtered at a cutoff frequency of 25 Hz
(panel B). The blue square markers represent the standard method, red circles improvement
1, and green crosses improvement 2. The accuracy was expressed as the percentage of the
100 different noise realisations in which ARI modulation could be tracked. The analysed
UEGs for this figure were sampled at 1 kHz. In panel A it is shown that the basic method
was able to track ARI modulation in almost 45% of the available signals when using a
cutoff frequency of 10 Hz. The general trend was that dynamic accuracy decreased with
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B
Figure 3.13: Accuracy of dynamic ARI measurements. Detection of f=0.2 Hz ARI modulation with
5 ms amplitude. The blue square markers show the results for the standard method,
red circles correspond to improvement method 1, and green crosses to improvement
method 2. Panel A: average detection rate across UEG recordings with a signal-to-
noise-ratio (SNR) SNR of 15 dB as a function of low-pass cutoff frequency. At a cutoff
frequency of 15 Hz, improvement method 2 achieved a detection rate of 100% compard
to approximately 35% for the standard method. Panel B: detection rate plotted as a
function of SNR using a fixed cutoff frequency of 25 Hz. Detection rate improved
with increasing signal quality. Improvement method 2 provided the highest accuracy
of the tested methods. UEGs analysed for this figure were sampled at 1 kHz.
increasing cutoff frequency for all the three measurement methods. Also the effect of signal
quality was found to gradually improve the dynamic accuracy. Panel B shows an example
for signals filtered at a cutoff frequency of 25 Hz.
Similar to the steady-state ARI results, the proposed improvement methods were found
to improve the dynamic accuracy. Figure 3.13A shows that the maximum dynamic accuracy
obtained with the basic method was less than 45%, whereas improvement 1 reached almost
90% and improvement 2 was able to identify the ARI modulation in all signals (100%) for
cutoff frequencies of 15 Hz and lower. In Figure 3.13B, it is shown that the improvement
performed better than the standard method for the full range of signals qualities, although
no results were available for improvement method 2 at a SNR of 0dB, because too many
beats (> 10%) were defined as unreliable by the correlation method.
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The recordings analysed for the examples in Figure 3.12 and 3.13 were sampled at
1 kHz. The final part of this study investigates the relationship between the accuracy of
ARI measurements and the sampling frequency. Table 3.1 shows the detection rate for
0.2 Hz ARI oscillations of three different amplitudes as function of the sampling frequency.
The SNR for this investigation was fixed at 15 dB and the cutoff frequency of the low-pass
filter was 25 Hz. Accuracy improved by increasing the sample rate.
Amplitude Fs = 500 Fs = 1kHz Fs = 2 kHz
2 ms 12% 13% 15%
5 ms 36% 45% 58%
10 ms 84% 93% 98%
Table 3.1: Detection rate of 0.2 Hz ARI variations for different sampling frequencies and ampli-
tudes.
3.2.8 Discussion
Noise and ectopic beats are ubiquitous in clinical recordings and affect the measurements
of ARI. This study was set out to evaluate the significance of each potentially corrupting
influence, as well as identifying the relative successfulness of different algorithms in iden-
tifying ARI in the presence of such noise and interference. Realistic UEGs were obtained
by generating realistic transmembrane action potentials (TAPs) at cellular level using ex-
ponential equations previously proposed and established in [56]. The simulated TAPs were
incorporated in the simple but intuitive model of Potse which has shown to provide a good
description of the genesis of the UEG based on computational and clinical data [37]. The
generated UEGs and its modulation by changing APD looked realistic and mimic UEG
changes during APD modulation in a fundamental way. This allowed the accuracy of ARI
measurements to be investigated for a wide range of UEG waveforms and ARI dynamics
under controlled conditions, which is practically impossible to be achieved using physio-
logical data.
Compared to the basic ARI detection method with large search windows, this study
shows that the accuracy of ARI measurements was substantially improved using the two
tested improvements (narrow search window and exclusion of unreliable beats). Also the
filtering properties were found to affect the reliability of ARI measurements and maximum
accuracy was obtained for a cutoff frequency of 10 Hz. It is perhaps surprising that the
best results were found with such a low low-pass cutoff frequency. For example, Western
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observed in real data that some aspects of ARI behaviour were obscured when using cutoff
frequencies lower than 30 Hz [11]. This may indicate that in reality the changes in the
T-wave during ARI modulation are more complex and may be attenuated when using a
lower cutoff frequency. However, the current study was designed to allow investigation of
ARI identifcation for a very broad range of situations under very controlled conditions at
a fundamental level. It is possible to extend the study to more realistic but more variable
human data, as found in [10, 66].
Regarding the signal quality, it was clear that lower SNRs made accurate estimation of
ARI more difficult. For tracking ARI dynamics it is shown that using improvement strategy
2, it is possible to obtain reasonable results for signals with a SNR of 15 dB or more. This
may be used to guide future measurements when considering measuring ARI dynamics.
For example, ARI measurements obtained from of 0 dB recordings were in general not
meaningful as they could not be used to identify the underlying ARI dynamics.
Regarding the effect of UEG sampling frequency on ARI detection: this study shows
no important differences in accuracy between the tested sampling frequencies. This may
suggest that compared to clinical electrophysiology recording systems, the lower sampling
rates used in implantable cardioverter-defibrillators and pacemakers devices, does not no-
tably affect detection of ARI oscillations. The results have been published in [67]
Chapter 4
Oscillatory behaviour of ventricular
repolarisation with respiration and at low
frequencies
4.1 Introduction
Oscillatory behaviour at the respiratory frequency and at approximately 0.1 Hz (often re-
ferred to as Mayer waves) are ubiquitous properties of the cardiovascular system and linked
with cardiac autonomic regulation [9, 25, 30]. Since cardiac autonomic nerves are known to
innervate the ventricular myocardium and to elicit changes in ion channels that are impor-
tant for the action potential, it is possible that the ventricular action potential duration (APD)
exhibits variability at both rhythms. If such behaviour would occur heterogeneously across
the myocardium, then it could potentially increase the regional differences in repolarisation
which may promote pro-arrhythmic conditions.
As discussed in Section 2.3.4, oscillations in ARI and blood pressure with respira-
tion have been reported during controlled breathing independently of heart rate [10, 11].
Phase analysis has shown that the phase lags between respiration and systolic blood pres-
sure (SBP) are different compared to activation recovery interval (ARI). The (causal) rela-
tionship between ARI, respiration and blood pressure has not been identified yet and and
could aid our fundamental understanding of the mechano-electrical regulation of the heart,
lungs and autonomic nervous system (ANS). Data from a pilot study in [11] suggests that
the ANS is indeed involved in the genesis of respiratory-related ARI oscillations as phar-
maceutical blockade of sympathetic activity caused a reduction of respiratory oscillations,
however the group size was too small for robust statistical analysis. In addition, autonomic
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outflow generated during consciously controlled breathing may differ substantially from
natural breathing. The work in this chapter aims to address those gaps in our knowledge.
Such knowledge could help to improve treatment and diagnostics of patients with respira-
tory disorders that are linked with arrhythmias.
Autonomic cardiac modulation during psychological stress
Independently of respiratory changes, heart rate and blood pressure are also modulated at
a lower frequency associated with sympathetic stimulation, as explained in Section 2.3.3.
Experiments involving emotions, have shown that psycholigical stress can increase the vari-
ability of heart rate and blood pressure at approximatetly 0.1 Hz [68, 69]. Since sympathetic
nervers are known to innervate the myocardium and it was hypothesised that mental stress
might also evoke or increase low frequency variability of cardiac repolarisation independent
of heart rate. Such variation of repolarisation might increase the susceptibility to arrhythmo-
genesis and could be a possible mechanism by which psychological stress and sympathetic
activity can destabilise cardiac electrophysiology. In previous work it was observed that
mental stress was associated with changes in the T-wave of the ECG, suggesting that men-
tal stress could indeed induce changes in repolarisation [69]. The work presented in this
chapter attempts to investigate the extent to which low-frequency oscillations in repolari-
sation may occur by measuring ARIs from unipolar electrograms (UEGs) recorded at the
cardiac tissue level in humans during mental arousal.
Research aim & questions
The aim of this chapter is two-fold: (1) to explore the origin of respiratory-related oscilla-
tions of APD in more detail, and (2) to identify if APD is also modulated at a lower fre-
quency associated with sympathetic stimulation. Specifically, this chapter seeks to answer
the following research questions:
1. What is the effect of sympathetic and parasympathetic blockers on the amplitude of
respiratory-related ARI oscillations?
2. How are ARI, arterial blood pressure and respiration causally entangled?
3. Does respiratory modulation of ARI also occur during spontaneous breathing?
4. Does ARI exhibit low frequency oscillations synchronised with Mayer waves during
psychological stress?
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Answers to the proposed research questions are thought to lead to a better understand-
ing of how electrophysiology is controlled by the autonomic nervous system.
4.2 Methods
Two sets of experimental data were used in this chapter. Both were originally obtained in
the lab of Dr. Jaswinder Gill at St. Thomas’ Hospital, London, between 2010 and 2012.
The diagram shown in Figure 4.1 summarises the characteristics of the experimental data
and the proposed analytical approaches to analyse the corresponding data.
Dataset	1:	ANS-blocking:	
Eﬀect	of	autonomic	
blockade	on	respiratory-
related	ARI	and	BP	
oscilla<ons	
Dataset	2:	Emo8onal	
S8muli:	
ARI	and	BP	dynamics	
during	mental	stress	
	
Sta8onary	dynamics	
•  Breathing:	voluntarily	regulated	at	
4	ﬁxed	frequencies	
	
Non-sta8onary	dynamics	
•  Breathing:	spontaneous		
•  Mayer	waves:	appear	
spontaneously	and	inconsistently	
•  Time-frequency	domain	analysis	
using	the	smoothed	pseudo-
Wigner–Ville	distribu<on	to	
quan<fy	ARI	amplitude	and	
interac<ons	
•  Thomson’s	mul<taper	method	to	
quan<fy	ARI	amplitudes	
•  Mul<variate	frequency	domain	
analysis	to	quan<fy	(causal)	
interac<ons	
Experimental	data	 Characteris<cs	to	inves<gate	 Proposed	methodology	
	
	
	
UEG		
	
	
	
BP	
	
	
	
RESP	
	
	
	
	
	
	
Figure 4.1: Workflow of the data processing for dataset 1 and 2.
UEGs were processed using the algorithm presented in the previous chapter. Cases
in which the T-wave was indistinct or corrupt were removed from the analysis. Blood
pressure recordings were analysed for systolic blood pressure (SBP) and the maximum rate
of systolic pressure increase (dP/dt max) as a measure of myocardial contractility. The
dP/dt max was used to evaluate the effect of the agents on blocking sympathetic activity as
sympathetic blockade reduces the contractile force of the heart.
Any beats for which ARI or SBP measurement could not be determined were replaced
by cubic spline interpolation between the surrounding beats, but series were rejected if these
surrogate beats constituted more than 10% of the series.
4.2.1 Clinical recording protocols
Dataset 1: ANS-blocking: The first set of experimental data was used to investigate the
effect of autonomic blockers on respiratory-related oscillations of APD and SBP. The ex-
periment was performed in 10 apparently healthy patients with normal ventricular function
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in the cardiac catheterisation suite before the routine clinical procedure for treatment of
supraventricular arrhythmias. Four patients had paroxysmal atrial fibrillation, and six pa-
tients established atrial fibrillation. Cardioactive medications were discontinued for 5 days
before the experiment to avoid their potential effect on the experimental results. UEGs
were measured from two decapolar electrode catheters (St Jude Medical, St. Paul, MN;
6F Livewire Steerable Catheter model 401915 with 25-2 mm spacing, 35 mm total span).
The catheters were inserted in the femoral vein and fed to the inside of the right and left
ventricle. The left ventricle was reached by piercing the atrial septal wall. Arterial blood
pressure was recorded invasively using a continuous-flush pressure transducer (Tru-Wave
PX600F; Ed- wards Lifesciences, Irvine, CA) located in the femoral artery and breath-
ing activity by measuring the chest circumference using a custom-adapted tension sensor
(adapted from a RESPeRATE device; InterCure, New York, NY). During the experiment,
subjects were instructed to breathe at different fixed frequencies during a control period in
random order. The protocol was repeated following administration of sympathetic blocking
agents (β -blockers (metroprolol)) and then following the subsequent addition of parasym-
pathetic blockers (atropine). Heart rate was controlled throughout the experiment to prevent
possible fluctuations of APD due to changes in heart rate. This was achieved by pacing
from the right ventricular apex using a Biotronik (Berlin, Germany) stimulator (model UHS
3000). To avoid breakthrough intrinsic beats, the cycle length was set >20 beats/min faster
than the intrinsic atrial fibrillation rate. The median cycle length was 500 ms. Recordings
were made after a minimum adaptation period of 2 min of pacing. UEGs and arterial blood
pressure recordings were sampled at 1200 Hz and breathing activity at 6 Hz. Details of the
experiment have also been described in [70].
Dataset 2: Emotional Stimuli: The second set of experimental data was used to investigate
short term variability of APD related to spontaneous breathing and Mayer waves. Data was
obtained from 14 heart-failure patients who had an implanted bi-ventricular cardiac resyn-
chronisation device suitable for recording UEGs from the left ventricle tissue (epicardial).
The device had been implanted for at least 6 months prior to study and β -adrenergic block-
ing agents were discontinued for 5 days prior to the study. During the experiment, heart
rate was kept constant by electrical pacing from the electrode in the right ventricle (endo-
cardial) using the implanted pacing device. A finger cuff (Finometer pro, Finapres Medical
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Systems B.V., Amsterdam, The Netherlands) was used to obtain non-invasive measure-
ments of blood pressure. Breathing activity was measured using the same technique used
in dataset 1. Blood pressure and breathing activity were recorded simultaneously and syn-
chronised offline with the UEG data. To elicit and maintain increased sympathetic arousal
during the experiment, subjects were exposed to psychological stress by watching three
dramatic movie-clips of psychological horror film The Shining, whilst allowed to breathe
freely. UEG recordings were sampled at 512 Hz, blood pressure at 1200 Hz and respiration
at 6 Hz. The experiment has also been described in [66].
4.2.2 Spectral analysis methods
4.2.2.1 Dataset 1: ANS-blocking:
Amplitude estimation of respiratory-related ARI and SBP oscillations:
Breathing rate was controlled in the first dataset, which allowed analytical techniques that
assume stationarity (traditional spectral analysis & (directed) coherence. To compute the
amplitude of the ARI and SBP oscillations a spectral method need to be chosen that is as
accurate as possible for this purpose. Importantly, the data series were relatively short,
containing between 120 and 180 beats only, and although breathing was controlled, the
breathing patterns were not sinusoidal. Both conditions are likely to cause spectral leakage
(distribution of energy over multiple frequencies) which may underestimate the amplitude
estimation. Multitaper spectral analysis is a powerful tool to analyse pseudo-stationary data
and has shown to particularly more leakage-resistant compared to conventional spectral
methods giving more precise estimates of the amplitude [71–73]. Also, the method is non-
parametric, thus does not need the estimation of a model, which requires knowledge about
the dynamics to be measured, which can be difficult when analysing unknown dynamics
[74]. For these reasons the Thomson multitaper method was used . A multitaper spectrum
is composed by the average of K direct spectral estimators [72]
Sˆ(mt) =
1
K
K−1
∑
K=0
Sˆ(mt)k ( f ) (4.1)
where Sˆ(mt)k ( f ) is a basic multitaper estimator given by:
Sˆ(mt)K ( f ) = ∆t
∣∣∣∣∣ N∑t=1 ht,kXte−i2pit∆t
∣∣∣∣∣
2
(4.2)
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The choice of the number of tapers K represents the classical trade-off between spec-
tral resolution and variance’ properties of the spectral estimate. Four tapers were found to
optimal results, in term of frequency resolution and spectral leakage. The peak amplitude
was estimated inside a breathing frequency band, defined as the breathing frequency ±
10%, where the breathing frequency was defined as the peak-frequency in the spectrum of
the respiratory signal.
Assessment of coupling and causality:
Causal interactions between ARI, systolic blood pressure (SBP), and respiration were stud-
ied according to a trivariate model presented in Figure 4.2. Given the fact that respiration
is controlled by the human experimental subject, one would expect the causal influence of
ARI and SBP on respiration to be negligible. However, it is still of interest to analyse these
pathways to verify that the model agrees with this expectation; if the analysis did reveal
variation in ARI or SBP to be apparently driving respiration, that could indicate the results
of the model are unreliable.
Figure 4.2: Schematic model of the theoretical interactions between respiration (RESP), systolic
blood pressure (SBP) and activation recovery interval (ARI). The arrows indicate the
possible causal interactions.
The impact of zero-lag correlations on the classic, strictly causal multivariate autore-
gressive (MVAR) representation of multiple series has been studied previously by Faes et
al. [49]. It was shown that neglecting the presence of significant instantaneous interactions
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may be detrimental for the estimation of causality. A solution to this problem was provided
by Faes & Nollo who developed an extension of the MVAR process that takes into account
the existence of instantaneous effects (i.e. effects for which the lag is smaller than the beat-
to-beat interval) [49]. Both coupling and causality were measured by the coherence and
directed coherence, as explained in Section 2.5.2. The direction (though not the strength) of
the instantaneous transfer paths (A(0) in Equation A.3) was a-priori determined by ordering
the signal markers such that for each j < i, instantaneous effects are allowed from y j(n) to
yi(n) (ai j(0)¬0) but not from yi(n) to y j(n) (a ji(0) = 0). This was achieved by sorting the
markers in agreement with physiological considerations, thus with respect to their temporal
order within each heart beat: respiration samples were taken at the timing of the pacing
spikes, which is before the timing of activation in each electrogram, and thus ARI was mea-
sured after respiration. In this way, an ’instantaneous’ causal pathway could theoretically
only occur from respiration to ARI but not visa versa [47]. SBP was measured after ARI
due to the pulse travel time from the ventricles down to the femoral artery, in which the
pressure sensor was positioned.
Following standard practice, the model order of the autoregressive model was op-
timised according to the Akaike information criterion and the residuals were tested for
whiteness and independence.
4.2.2.2 Dataset 2: Emotional Stimuli:
In contrast to the first dataset, in the second dataset, breathing is not controlled and varies
with time. Furthermore, Mayer waves cannot be assumed to be stationary as they are known
to appear and disappear spontaneously. To analyse time-varying dynamics, non-stationary
approaches were used: The smoothed pseudo-Wigner-Ville distribution (SPWVD) was cho-
sen to analyse the spectral content for breathing and Mayer waves, as it offers good locali-
sation of spectral components (section 2.5.0.2).
The cardiac resynchronisation devices were capable of storing five separate recordings
of 30 seconds duration which were downloaded off-line. Pre-processing of the data con-
sisted of two steps. The first step concerns the construction of a continuous electrogram
signal of approximately 100 seconds by ’stitching’ the separate 30 s recordings. An overlap
of approximately 5 seconds between consecutive recordings ensured that no ’gaps’ would
occur in the constructed signal trace. The second step was to synchronise the electrogram
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signal with externally recorded blood pressure and respiration signals. At the time of the
experiment, synchronisation spikes were introduced in a separate recording channel of the
cardiac device by pressing a buzzer. These spikes were simultaneously recorded in another
separate recording that was synchronised with respiration and blood pressure. Data from
the cardiac device was then synchronised with the other recordings by alignment of the
synchronisation spikes.
Tracking the respiratory frequency during spontaneous breathing
SPWVD of the respiratory signal was used to identify the instantaneous respiratory fre-
quency, and to track changes in the respiratory frequency over the duration of the experi-
ment. As discussed in Section 2.5.0.2 on page 57, interference terms were suppressed using
the same exponential shaped kernel as used in [27], in which it was used to investigate
respiratory and low-frequency variability in heart rate:
φ(τ,υ) = exp
−pi
[(
υ
υ0
)2
+
(
τ
τ0
)2]2λ (4.3)
where τ0 and υ0 define the shape of the smoothing kernel along τ0 (the degree of time
filtering) and υ (the degree of frequency filtering). The parameter λ represents the size of
the kernel’s tails. In this case, the parameters were chosen as: v0 = 0.046, τ0 = 0.05, and
λ = 0.3. in order to provide the most suitable combination of elimination of interference
terms and an appropriate time-frequency resolution (11 s and 0.04 Hz respectively). The
respiratory frequency was determined using the following method:
1. Computation of the time-frequency spectrum of the respiratory signal, as illustrated
in Figure 4.3A and B.
2. The maximum amplitude was determined in the frequency band that is normally as-
sociated with spontaneous breathing (0.15-0.5 Hz) for each time bin.
3. The respiratory frequency band was then defined as the respiratory frequency ± the
spectral resolution, which is defined as the width of amplitude spectrum at half the
amplitude of the maximum peak, as shown in Figure 4.3C.
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Figure 4.3: Method to detect the respiratory frequency band based on the smoothed pseudo-
WignerVille distribution. (A): respiratory signal, (B): corresponding time-frequency
spectrum, (C): Frequency distribution at t=60 s to illustrate that the respiratory fre-
quency band was constructed as the frequency of maximum amplitude ± the frequency
resolution.
Assessing relationship between Mayer-wave oscillations in blood pressure and low-
frequency oscillations in ARI
To address the final research question, the first step is to identify whether there are periods
in recordings when ARI exhibits significant (relative to the noise threshold) low-frequency
oscillatory behaviour. Once these instances have been identified, then by studying the con-
currence of low-frequency ARI oscillations and Mayer waves in blood pressure, one can
investigate the relationship between both signals. During periods of concurrence, the coher-
ence was measured to determine the significance of the coupling between both signals. The
following method was applied to investigate this relationship:
1. The Mayer frequency band was defined as the maximum amplitude in a low frequency
band (0.04-0.15Hz) ± the spectral resolution in the SPWV time-frequency spectrum
of the blood pressure signal.
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2. Sections in which the Mayer-band oscillation was significant were identified for both
blood pressure and ARI.
3. Blood pressure and ARI sections were compared and categorised into four different
conditions, depending whether Mayer waves were present or not (see Table 4.1).
Significant oscillations at the Mayer frequency
Condition BP ARI
1 3 3
2 3 7
3 7 3
4 7 7
Table 4.1: Categorisation of blood pressure and ARI intervals into the four possible conditions de-
pending whether Mayer waves were present in BP and/or ARI measures.
4. Finally, the coupling between ARI and BP was studied for the sections in which both
signals exhibited significant oscillations (condition 1) by estimating the significance
of the time-frequency coherence at the Mayer frequency.
4.2.3 Surrogate data analysis for assessing the significance of ARI oscillations
and coupling measures
The research question requires determining whether respiration and Mayer-band oscillation
are significant in the presence of measurement noise. The magnitude of this variation is not
constant between patients, nor between measurement sites so it is not appropriate to apply a
simple magnitude-based threshold. Therefore a significance threshold must be determined
for each recording against the background variation existing at the time. The method se-
lected was determined using the surrogate data method [75]. This approach generates set of
surrogate series from the original series by randomly shuffling their samples. The method
is similar to the method used to evaluate the accuracy of the dynamic ARI estimates in
Section 3.2.5 on page 84.
For dataset 1, surrogate data analysis was used to determine the significance of the
amplitude of ARI and SBP oscillations. For each ARI and SBP signal, 1000 pairs of
surrogate time series were generated and their amplitude at the respiratory frequency was
determined using the same method used to analyse the original signal. The threshold for
significance was then set at the 95th percentile of the distribution of surrogate amplitudes.
The amplitude of respiratory-related ARI and SBP oscillations were considered significant
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when the amplitude exceeded this noise threshold.
For the analysis of dataset 2, surrogate data analysis was also used to determine the
threshold for zero coherence, as each surrogate signal is completely uncorrelated with re-
spect to the other original signal. For each ARI and SBP signal, an ensemble of 10,000
pairs of surrogate time series were generated to obtain a noise distribution of frequency and
coherence values generated by surrogates. The threshold for zero coherence was set at the
95th percentile of this noise distribution with the condition that any coherence value above
this threshold is significant (i.e. both signals are coupled). As a result, this approach allows
determining the significance of coherence spectra for each couple of signals as a function
of time.
4.2.4 Statistical analysis
For dataset 1, mean dP/dt max and SBP values and the amplitudes of significant ARI and
SBP oscillations were compared between control and autonomic blockade. The differences
were tested for significance using two non-parametric tests: the two-tailed paired Wilcoxon
signed-rank test for paired sample testing and the Friedman test and to decrease the proba-
bility of type I errors by multiple testing. Results for both tests were considered significant
at p < 0.05.
4.3 Results
4.3.1 Dataset 1: The effect of autonomic blockade on respiratory-related os-
cillations in ARI and SBP
In total, 10 subjects were included, each having a median of 15 recording sites of sufficient
quality for measurements. First, the effect of autonomic blockade was studied on the mean
blood pressure indexes to determine whether the blocking agents produced a measurable
effect on the cardiovascular system. Figure 4.4 shows the effect of β -blocker administration
and subsequent addition of atropine on systolic blood pressure and dP/dt max. The Fried-
man test showed that the changes in dP/dt max were significantly for the tested conditions
(control, β -blocker administration and subsequent addition of atropine ): p < 0.01. SBP
showed a tendency to decrease, but the measurements were not statistically different be-
tween the testing conditions (p = 0.15). Using paired sample testing, it was found that the
dP/dt max was significantly reduced from 1271(±646) at baseline to 930(±433) mmHg/s
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following administration of β -blocker; p < 0.01. Addition of atropine was associated with
a further significant decrease of the mean dP/dt max from 930 (± 433) (β -blocker) to 887
(± 436) mmHg/s following administration of atropine; p < 0.05. Pairwise comparison of
the mean SBP showed a tendency to decreased from baseline 133 (±21) to 128 (± 25)
mmHg following β -blocker; p = 0.06 and a significant decrease following administration
of atropine from 128 (± 25) (β -blocker) to 122 (± 26) mmHg; p<0.05.
Figure 4.4: Effect of sympathetic and parasympathetic blockers on mean values of dP/dt max and
systolic blood pressure (SBP). The Friedman test showed that there was a statistically
significant effect of autonomic blockade on dP/dt max (p < 0.01), but not on SBP (p =
0.15). Further analysis using the paired sign rank test showed a significant reduction of
dP/dt max following β -blockers (BB) compared to control (C) and SBP showed a trend
of reduction. Subsequent administration of Atropine (BB+AT) resulted in a further
significant decrease of both indexes. (∗ = p < 0.05, ∗∗ = p < 0.01)
Spectral analysis revealed significant oscillations with respiration at all breathing fre-
quencies. From the recordings sites of sufficient quality, the median number of electrodes
showing significant ARI oscillations with respiration across all patients was 7. Figure 4.5
shows two examples of ARI and SBP signals exhibiting respiratory-related oscillations at 6
and 15 breaths/min.
Of the ARI oscillations which were calculated to be significant with respect to their
individual noise thresholds, the peak-to-peak amplitude ranged from 1 to 16 ms. Figure 4.6
shows the average effect of autonomic blocking agents on the amplitude of respiratory-
related oscillations in ARI and SBP. Panel A shows the amplitudes of ARI oscillations
obtained from recording sides in both left (LV) and right ventricle (RV) combined. LV
and RV ARI measurements are considered separately in panel C and D . Finally, panel B
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Figure 4.5: Examples of respiration (RESP), ARI and systolic blood pressure (SBP) signals during
breathing at: (A) 0.1Hz (6 breaths/min) and (B) 0.25Hz (15 breaths/min). The time
series are shown on the left and the corresponding power spectral density (PSD) plots are
shown on the right. Both ARI and SBP clearly exhibit respiratory-related oscillations.
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Figure 4.6: Mean peak-to-peak amplitudes of the ARI and systolic blood pressure (SBP) oscillations
for three conditions: control (C), β -blocker (BB) and addition of atropine (BB+AT).
The Friedman test for comparing multiple related samples showed that the amplitudes
for both ARI and SBP oscillations were statistically different for the three conditions.
The p-values corresponding to each panel are: A: p < 0.05, B: p < 0.01, C: p < 0.05,
D: p < 0.05. Further analysis using the paired sign rank tests showed a significant
reduction of the ARI and SBP amplitude following BB, except for ARI values taken
from the right ventricle (RV). (LV = left ventricle, ∗= p < 0.05, ∗∗= P < 0.01)
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represents the amplitude of SBP oscillations. The p-values of the Friedman test for each
panel are: A: p < 0.05, B: p < 0.01, C: p < 0.05, D: p < 0.05. Regarding the pairwise
testing: administration of β -adrenergic blocking agents reduced the average peak-to-peak
amplitude of ARI oscillations: baseline: 6.6 (± 1.9) vs. β -blocker: 5.1 (± 2.4) ms; p =
0.04. As shown in Figure 4.6C and D, the results for the LV are: baseline: 6.2 (± 1.4)
vs. β -blocker: 4.4 (± 1.0) ms; p = 0.008. The reduction in the RV was not statistically
significant: baseline: 6.0 (± 2.2) vs. β -blocker: 4.9 (± 2.7) ms; p= 0.2. No further changes
in the peak-to-peak amplitude were observed following addition of atropine. Regarding the
SBP oscillations, the peak-to-peak amplitude ranged from 0.7 to 17.0 mmHg. As shown
in Figure 4.6B, the average peak-to-peak amplitude was significantly reduced following
administration of β -blocker: baseline: 8.4 (±1.6) vs. β -blocker: 6.2 (± 2.0) mmHg; p =
0.002. Like oscillations of ARI, addition of atropine was not associated with any significant
change.
4.3.2 Dataset 1: Characterisation of the causal interactions between respira-
tion, blood pressure and ARI at controlled breathing
Using Dataset 1, where breathing frequency was controlled at one of 4 fixed rates, signif-
icant coherence (P<0.05) between ARI, SBP, and RESP at the breathing frequency was
found in all subjects for all breathing frequencies. From all electrogram signals that ex-
hibited significant oscillations in ARI at the respiratory frequency, 47% were found to be
significantly coupled with respiration. The mean coherence values are shown in Figure 4.7.
The mean coherence was not affected by the autonomic blocking agents: ARI ↔ RESP:
baseline: 0.76 (± 0.12) vs. β -blocker: 0.76 (± 0.12) vs. atropine: 0.75 (± 0.11); ARI↔
SBP: baseline: 0.71 (± 0.11) vs. β -blocker: 0.71 (± 0.11) vs. atropine 0.71 (± 0.11); SBP
↔ RESP: baseline: 0.92 (± 0.07) vs. β -blocker: 0.93 (± 0.07) vs. atropine: 0.93 (± 0.07).
The causal interactions between the example signals presented Figure 4.5B are plotted
in Figure 4.8. For the example signal, respiration was found to be an important contributor
to the oscillations observed in ARI, as the directed coherence is around 0.9, which means
that 90% of the ARI signal power could be explained by the respiratory signal. Furthermore,
the contribution of SBP to ARI was found to be negligible. As one would expect, ARI and
SBP do not contribute to the power spectrum of the respiratory signal.
Figure 4.9 shows the mean directed coherences at the breathing frequency for baseline,
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Figure 4.7: Mean coherences between the ARI, respiration (RESP) and systolic blood pressure
(SBP) for control (C), β -blocker (BB) and addition of atropine (BB+AT).
β -blocker, and subsequent addition of atropine. The directed coherence RESP → ARI at
the breathing frequency was 0.70 (± 0.17), thus on average, 70% of the ARI signal power
could be explained by the respiratory signal. While the coherence between ARI and SBP
was found to be high, the directed coherence shows that the causal interactions from SBP
→ ARI was low: 0.07 (± 0.06). The directed coherence RESP → SBP was found to be
high: 0.70 (± 0.17).
Administration of β -blockers reduced the directed coherence RESP → ARI signifi-
cantly: baseline: 0.70 (± 0.17) vs. β -blocker: 0.50 (± 0.23); P < 0.05, whereas no effect
was seen in RESP→ SBP. The directed coherence SBP→ ARI showed a tendency to in-
crease but remained low: control: 0.07 (± 0.06) vs. β -blocker: 0.12 (± 0.07); p = 0.06.
Subsequent addition of atropine did not result in any further changes of the causal interac-
tions.
4.3.3 Dataset 2: ARI oscillations during spontaneous breathing
The effect of spontaneous breathing was investigated by analysing dataset 2. From the three
movie-clips, recordings were available in 8/14, 13/14 and 14/14 of the subjects. In total,
33 ARI, 30 blood pressure, and 32 respiratory traces from 14 subjects were analysed. One
electrogram signal was not analysed because of the presence of multiple ectopic beats and
one respiratory recording was rejected because it did not show a clear respiratory compo-
nent.
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Figure 4.8: The directed coherences between the ARI, systolic blood pressure (SBP) and respiration
(RESP) signals shown in Figure 4.5. Frequency band of respiration indicated by dashed
lines (in this example controlled at 15 breaths/minute = 0.25 Hz). The diagram at the
top shows again the graphical representation of the (theoretical) possible interactive
pathways between all signals. The directed coherences are plotted below and show
the decomposition of the power spectrum of each signal into contributions from itself
and other signals. Note that respiration is an important contributor to the oscillations
observed in ARI, while SBP is not. As expected, both ARI and SBP do not contribute
the respiratory signal.
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Figure 4.9: Bar graphs presenting the mean directed coherences for ARI, systolic blood pressure
(SBP) and respiration (RESP) signals following control (C), β -blocking agents (BB) and
addition of atropine (BB+AT). High directed coherence was found between respiration
(RESP) and ARI, and RESP and systolic blood pressure (SBP). The directed coherence
from RESP → ARI was significantly reduced following administration of β -blocker
agents (P < 0.05). The directed coherence between SBP→ ARI was low at all stages.
Significant ARI oscillations at the breathing frequency were observed in all subjects.
The average peak-to-peak amplitude was 5 ms and ranged from 2.2 to 6.9 ms. The individ-
ual results are summarised in the left column of Table 4.2. Figure 4.10 shows an example
of clear respiratory-related ARI oscillations during spontaneous breathing for the entire
recording period. The corresponding time-frequency spectra (shown in the second row),
show enhanced amplitude in the respiratory time-frequency band (green lines) indicating
that the oscillations are related to respiration. The enhanced amplitude in the respiratory
time-frequency band of the cross-spectral density suggest that both respiration and ARI are
indeed correlated at the breathing frequency. Finally, the time-frequency coherence shows
that the coupling between both signals is indeed statistically significant for the entire length
of the recording. In other subjects, significant coherence occurred more intermittently, as
shown in Table 4.2. The average coupling time covered approximately 43% of the recording
length.
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Figure 4.10: Investigation of the relationship between ARI and respiration in an example subject
during spontaneous breathing. Top graphs shows the time-series of both ARI and res-
piration, with clear oscillations in the ARI signal. The corresponding time-frequency
spectra are displayed in the second row and show that the amplitude of the ARI signal
is indeed enhanced in the respiratory time-frequency band, defined by the green lines.
The cross-time-frequency spectrum in the third row shows also enhanced amplitude in
the time-frequency band, indicating a possible correlation between both signals at the
breathing frequency. Finally, the lower figure shows the time-frequency coherence be-
tween both signals, with significant coherence at the breathing frequency for the entire
duration of the recording.
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Oscillatory behaviour of ARI
Oscillations at breathing frequency Oscillations at Mayer frequency
sub-
ject
cou-
pling
Ampli-
tude
(ms)
Duration (% of
recording)
Cou-
pling
Ampli-
tude
(ms)
Duration (% of
recording)
1 + 5.7 9 - - -
2 + 2.3 57 - - -
3 + 3.5 27 - - -
4 + 6.9 40 - - -
5 + 3.9 61 - - -
6 + 3.6 42 + 5.5 19
7 + 4.4 95 - - -
8 + 3.5 36 - - -
9 + 2.7 52 + 2.9 8
10 + 2.2 34 + 5.4 33
11 + 5.2 21 + 3.6 66
12 + 4.4 16 - - -
13 + 2.8 68 X 9.2∗ X
14 + 2.4 42 + 3.4 18
Range 2.2-6.9 9-95 2.9-9.2 8-66
Mean ± SD 3.8 ± 1.4 43 ± 23 5.0 ± 2.3 29 ± 23
Table 4.2: Amplitude and duration of section exhibiting significant oscillatory behaviour at the res-
piratory and Mayer wave frequency. All subjects showed significant coupling with ARI
and respiration. In 5 patients, significant coupling was also found between blood pressure
Mayer waves and low frequency ARI oscillations. One patient, indicated by ∗ showed
significant oscillations at a low-frequency not related to respiration. However, no blood
pressure data was availble to determine the the coupling with Mayer waves.
4.3.4 Dataset 2: ARI oscillations at the Mayer-wave frequencies
Significant Mayer waves in blood pressure were observed in all subjects in whom blood
pressure measurements were available (13/14 subjects). The amplitude of ARI oscillations
at this frequency was statistically significant in 6 of these subjects (Table 4.2). The aver-
age peak-to-peak amplitude ranged from 2.9 to 9.2 ms. Figure 4.13 shows an example of
0.05 Hz oscillations in ARI with a maximum amplitude of 15ms during all three movie-
clips.
Significant coupling between Mayer waves in blood pressure and low-frequency os-
cillations in ARI is shown in Figure 4.12. The top panel shows the time series of both
signals: Mayer waves are clearly visible in the systolic blood pressure and also the ARI
signal does show low frequency behaviour. The corresponding time-frequency spectra
show that the ARI amplitude was enhanced in the Mayer wave frequency band. Also, the
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Figure 4.11: An example is shown for one subject illustrating ARI time series (A) oscillating with
a peak-to-peak amplitude of 10 - 15 ms. The lower panels (B) show the corresponding
time-frequency spectra. The spectra show an increased intensity at a frequency of 0.05
Hz.
cross time-frequency spectrum reveals the existence of correlation between Mayer waves
and low-frequency behaviour of ARI. The time-frequency coherence spectrum shows that
coupling between low-frequency ARI behaviour and Mayer waves in blood pressure was
significant throughout 78% of the recording length. The mean coupling duration for all
subjects was 29% of the recordings lengths.
Table 4.3 shows that on average, significant ARI oscillations in the Mayer frequency
range were observed for 29% of the time when Mayer waves were present in blood pressure.
Additional coupling analysis showed that the coherence between ARI and Mayer waves
was significant for 75 to 100% of the durations of these sections. Individual results of the
coupling analysis are shown in Table 4.2. In more than 90% of the time in which Mayer
waves were absent, no significant ARI oscillations were observed. However, large sections
were found in which Mayer waves were not accompanied by significant oscillations in ARI
(71% of the time).
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Figure 4.12: Investigation of the relationship between ARI and Mayer waves in an example subject.
Top graphs shows the time-series of both ARI and systolic blood pressure (SBP). The
corresponding time-frequency spectra are displayed in the second row with enhanced
amplitude at the Mayer frequency band (green lines) in ARI. The cross-time-frequency
spectrum is plotted in the third row and indicates correlation between both signals at the
Mayer frequency. Finally, the lower figure shows that the time-frequency coherence
between both signals is significant at the Mayer frequency for 78% of the recording
duration.
Mayer waves in blood pressure
Present Absent
ARI oscillations significant 29% 8%
ARI oscillations not significant 71% 92%
Table 4.3: Concurrence between significant oscillations in ARI and Mayer waves in blood pressure.
Values represent mean values across the subjects and were expressed as percentage of
the recording period of the condition. For example, concurrence of Mayer waves and
low-frequency oscillations in ARI was seen on average in 29% of the periods in which
Mayer waves were present.
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4.4 Discussion
Data from two previous experiments were used in this study to investigate respiratory and
Mayer wave oscillations in ARI with the aim of examining the neural involvement in con-
trolling cardiac electrophysiology.
4.4.1 Interpretation of ARI oscillations and their possible origins
Before discussing potential physiological mechanisms underlying the observed ARI os-
cillations, one should first carefully consider whether the observed oscillations did in-
deed reflect oscillatory behaviour of APD, or at least electrophysiology, or whether other
(non-electrophysiological) mechanisms could also be attributable to the observations, like
lead-field changes or other artefacts. Chapters 2 and 3 have demonstrated the potential for
inaccuracy in measurement of activation and repolarisation times from electrograms, and
how to identify and avoid such situations.
Regarding oscillations at the breathing frequency, changes in the electrical field around
recording leads could indeed occur as a result of respiratory motion as already discussed
in the work of Western [11]. Evidence of cyclic baseline wander was observed in the
isoelectrical segments of some electrograms. However, in the present analysis, artefacts are
unlikely to be wholly responsible for ARI oscillations as the amplitude of the oscillations
was significantly reduced following administration of β -blockers. Compared to the work
of Western in [11], autonomic blockade was tested in a larger population of 10 subjects,
allowing robust statistical testing. The profound effect of autonomic nervous blocking
agents on mean blood pressure indices shown in Figure 4.4 provide strong evidence that the
blockers were indeed causing inhibition of autonomic activity.
Another novel observation in this work is the phenomenon of ARI oscillations related
to Mayer waves. Similar to respiratory oscillations, two important question arise from
this observation: 1) Are the oscillations indeed electrophysiological in origin? 2) Can the
underlying changes in ARI be truthfully interpreted as changes in APD, or are other elec-
trophysiological changes responsible for the oscillatory behaviour?
In contrast to respiration, it is not possible that the influence of cyclical chest movement
could have led to the observation of Mayer Waves, since these are at separate frequencies.
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However, Mayer waves are known to modulate the vasomotor tone, that might affected left
ventricular afterload. As a result, the end-systolic volume may cyclically change thereby
inducing changes in the lead field. Bleich studied the effect in the ECG by changing the
volume of the left ventricle and did indeed notice that it affect the amplitude of the QRS
waveform [76]. This effect is known as the Brody effect. The UEG waveform could be
affected in a similar manner affecting the ARIs. Figure 4.13 helps to understand how the
UEG waveform changes for the minimum and the maximum ARI observed in one Mayer
wave cycle of one subject. As can been seen from the graph, Mayer wave changes in ARI
are mainly due to changes in repolarisation rather than activation. Because the Brody effect
is not expected to play a major role during the repolarisation phase, it is likely that the
low-frequency oscillations of ARI are at least partly electrophysiological in origin.
Figure 4.13: Two unipolar electrograms from the left ventricle (same electrode) at the peak and
trough of 0.05 Hz ARI oscillations (see Fig. 4.11), aligned according to the pacing
time. Local activation and recovery timings are marked with the vertical lines. Changes
in ARI seems to be mainly driven by caused changes in repolarisation time.
Figure 4.13 is also useful to determine whether the underlying changes in ARI are
related to local changes in APD. For example, the morphology of the activation wave stays
roughly the same, which confirms that the spatiotemporal distribution of activation does not
change significantly. Hence, changes in activation are likely to represent local behaviour.
It can also be seen that the T-wave is shifted slightly to the right when when the ARI is
prolonged. It is therefore likely that the change in ARI indeed represent changes in APD
caused by changes of local repolarisation.
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4.4.2 Interpretation of the interactions between ARI, respiration and blood
pressure
Following this conclusion that it is likely that ARI oscillations at the respiratory and Mayer
frequency can (at least partly) be interpreted as true oscillations in electrophysiology and
APD, one can further focus at the possible driving mechanisms by investigation of the un-
derlying interactions:
Amplitude changes of ARI oscillations related to administration of autonomic block-
ers: Reduction in the amplitude of ARI oscillations after autonomic blockade suggests a
link between autonomic activity and oscillatory behaviour. This reasoning is supported by
the fact that breathing was controlled, which makes it unlikely that the effects were due to
changes in respiratory behaviour. The observation that additional administration of atropine
did not result in additional changes of the magnitude of ARI oscillations (see Figure 4.6),
seems to suggest that ARI oscillations are mainly driven by a sympathetic activity. How-
ever, because all subjects were already affected by β -blockers before receiving atropine *,
it is not possible to determine the independent effect of atropine the autonomic nervous
activity and subsequently ARI oscillations in this study.
Multivariate autoregressive (MVAR) analysis to characterise coupling and causality:
The coherence and causality analysis using the MVAR model, reveal a strong causal in-
teraction from respiration to ARI but not from blood pressure to ARI, suggesting a direct
driving mechanisms of respiration on electrophysiology. However, the results should be
interpreted within the limit of a linear model and does not exclude a more complex involve-
ment of blood pressure as part of a causal chain in the generation ARI oscillation. It could
still be possible that changes in intraventricular pressure induce regional changes in cardiac
strain that could in turn cause ARI oscillations via the mechano-electric feedback pathway
[77, 78]. In that case, blood pressure changes, which only partially reveals heterogeneous
cardiac strain, may still be involved in the generation of ARI oscillations without necessarily
exhibiting a linear interaction with them.
Time-frequency coherence: In the absence of direct neural recordings, studying interac-
tions and coupling between Mayer waves and ARI can be a useful alternative to find deter-
*necessarily this order due to safety concerns of avoiding possible tachycardia
4.4. Discussion 115
mine its contribution in the genesis of ARI oscillations. Independent time and frequency
filtering using the smoothed pseudo Wigner-Ville distribution (SPWVD) has found to be
useful in many biomedical applications for accurate tracking of dynamics in time. In this
study, significant time-frequency coherence was found between respiration and ARI at the
breathing frequency, and Mayer waves and ARI at a lower frequency, usually around 0.1 Hz.
As discussed in Section 2.5.0.2, the reliability and physical meaning of these coherence esti-
mates depends critically on the reduction of interference terms. Inspection of the coherence
estimates in this study confirmed that the coherence estimates were bounded between 0 and
1, which implies that interference terms had successfully been attenuated to insignificant
levels. To study the physical meaning of the coherence, surrogate data test applied suc-
cessfully to improve the interpretation of the coherence spectra (i.e. whether signals were
coupled or not).
4.4.3 Underlying mechanisms
Oscillatory behaviour with respiration: Several possible mechanisms explaining APD os-
cillations at the respiratory frequency in subjects with normal ventricles have been discussed
in Section 2.3.4. This study contributes to the possible mechanisms as follows: a reduction
of the amplitude of respiratory-related ARI oscillations following administration of the β -
blocker, and the further reduction following atropine, confirmed preliminary results reported
by Western [11], who found a similar trend in a small group of 5 subjects. Computation of
the coherence provided more information about the origin of the oscillatory behaviour: sig-
nificant coupling at the respiratory frequency between respiration, ARI and SBP suggest that
the respiratory-related behaviour between ARI and SBP share common rhythms. Similar
results were reported by studies focussing on respiratory-sinus arrhythmia, showing signifi-
cant coherence between respiration, RR variability (variability in heart rate) and SBP during
rest [27, 79]. Detection of coupling contributes to a better understanding of the underlying
interactions between ARI, respiration and SBP by detecting the presence or absence of in-
teractions between the processes. Causality analysis performed in this work constitutes an
eligible approach to characterise the interdependence between these processes and showed
that strong causal interaction from respiration to ARI, but not from SBP to ARI as shown
in Figure 4.9.
As already cautioned, the results should be interpreted within the limit of a linear model
and does not exclude a more complex involvement of blood pressure in the generation ARI
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Figure 4.14: Possible pathways of ARI and BP oscillations and corresponding underlying mecha-
nisms. Analysis of magnitude, coupling and causality of ARI oscillations indicate that
ARI oscillations are likely to be driven by respiration via a direct pathway, which is
more consistent with the explanation that APD oscillations are driven by autonomic
activity from respiratory networks than by feedback from the blood pressure (barore-
flex).
oscillation. However, combined with the findings of the phase relationship between ARI
and SBP by Hanson et al. in [10], this might argue against a important role of the baroreflex
feedback in generating ARI oscillations. The results of the amplitude and causality analysis
can be best explained using a mechanism comprising central gating of autonomic neural
traffic by central respiratory networks [80]. For example as a result of brainstem interactions
[81] or entrained by cortical activity [82]. Respiratory gating manifests as an increase in
the sympathetic outflow to the hearts and a decrease in parasympathetic during respiration
[83]. As described on page 39, sympathetic activity can directly affect the ion channels
on the cardiac membrane causing shortening the ventricular APD. Consequently, phasic
modulation of sympathetic activity may result in oscillatory behaviour of APD. Figure 4.14
summarises the possible mechanism underlying ARI oscillations and how the findings of
this chapter contributed to this.
Oscillatory behaviour at low frequencies: The presence of significant coupling between
ARI and systolic blood pressure at low-frequencies during mental stress suggests that both
signals may be driven by a common source. This suggestion is supported by the lack of
significant low-frequency ARI oscillations in the absence of blood pressure oscillations
(Table 4.3). Because electrogram and blood pressure data were off-line synchronised, the
experimental model was less reliable for investigating phase relationships between low-
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frequency oscillations in ARI and SBP. The phase relationship could however reveal im-
portant information about the causal interactions between ARI and SBP. As discussed in
Section 2.3.4 on page 41, the precise mechanism underlying of the blood pressure Mayer
waves is still subject of debate, but is believed to result from oscillatory behaviour of the
vasomotor tone resulting in cyclic variation of vascular resistance [25, 30]. Two candi-
date mechanisms considered on the nature of Mayer waves are: pacemaker-like activity
of an oscillator in the brain versus oscillatory responses to hemodynamic changes. Either
of the above mechanisms could be associated with periodic autonomic outlfow to the ven-
tricular myocardium and a direct effect on the ventricular APD. Figure 4.15 shows how
low-frequency modulation of sympathetic nerve activity could affect APD and how this
process is correlated to blood pressure waves caused by dynamic changes in vasomotor ac-
tivity. Although significant coupling suggests that low-frequency oscillations in ARI and
SBP are driven by similar mechanisms, it does not necessarily mean that both processes
are also modulated by nervous activity. Importantly, it has been shown that myocardial
stretch produced by volume or pressure can also lead to significant electrophysiological
changes [77, 84]. This is phenomenon is known as mechano-electric feedback and may
also contribute to low-frequency APD behaviour when APD is modulated secondary to the
periodic mechanical stimuli accompanying the Mayer wave oscillations in blood pressure.
For example, the changes of the vasomotor tone during Mayer waves may affect the cardiac
afterload (the pressure against which the heart must work to eject blood during contraction).
This may result in changes in myocardial stretch and thus mechano-electric feedback. As
mentioned previously, analysis of the phase relationship is important to further investigate
the consistency of this explanation.
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Figure 4.15: Significant coupling between Mayer waves in blood pressure and low-frequency oscil-
lations in ARI may indicate that 0.1 Hz oscillations in sympathetic nerve activity also
modulate APD.
Chapter 5
Carotid sinus stimulation and ventricular
APD
The results presented in the previous chapter suggest that the ventricular action potential
duration (APD) is subject to autonomic regulation related to respiratory behaviour and
blood pressure Mayer waves. The validity of this postulation could be further explored by
demonstrating that periodic behaviour of APD can be induced by rhythmic activation of
the autonomic nervous system (ANS). To that end, this final chapter describes a time and
a spectral analysis technique combined with the design and assessment of a physiological
test-bed for periodic autonomic stimulation. In investigating this concept, one should take
into account the physiological nature of how nervous input is generated. Although artificial
stimulation of the nerves leading to the heart may be useful for characterising their influ-
ence, it does not necessary reflect the physiology of the heart’s neural control mechanisms.
Instead, stimulation of the mechanisms that regulate the autonomic outflow to the heart
would provide more physiological insight into the interplay between the ANS and cardiac
electrophysiology.
As explained in section 2.3, ANS activity to the heart is reflexively altered to keep
blood pressure in balance. Stretch receptors (known as baroreceptors) originating in the
carotid sinus bifurcation in the neck play a pivotal role in this process by supplying barosen-
sory information of the arterial system. Because these receptors are sensitive to stretch, they
can also be stimulated non-invasively by applying an external pressure on the carotid region
of the neck. The pressure neck chamber is a well-established method to deliver neck pres-
sure and has played an important role in a long line of experiments to investigate carotid
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baroreflex control of heart rate, blood pressure and sympathetic nerve activity [85–89].
However, less is known about the influence of the carotid baroreflex on ventricular APD
has not been investigated. Since sympathetic nerves are also known to innervate ventricular
myocardium, and elicit changes to important components of the cardiac APD, this work
hypothesises that the carotid baroreceptor reflex can also affect cardiac APD.
Main research question and aim
The aim of this work is to investigate the effect of carotid baroreceptor reflex on ventricular
APD by applying periodic stimulation of the carotid baroreceptors. The work addresses the
following research question:
• Can ARI be influenced by periodic stimulation of the carotid baroreceptor at the
Mayer wave (0.1 Hz) frequency?
Accordingly, the first part of this chapter covers the concept of baroreceptor stimula-
tion, the experimental protocol and the design of a neck pressure chamber for use in the
catheterisation laboratory of the hospital. The second part of the chapter concerns inves-
tigating the efficacy of this hardware, and associated analysis processes. The method is
investigated in several human subjects, providing unique pilot results which demonstrate
significant changes in ventricular APD associated with baroreceptor stimulation.
The workflow of the data processing is shown in Figure 5.1. Invasive blood pressure
and electrogram measurements were taken from the patient during periodic carotid barore-
ceptor stimulation by a neck pressure chamber (Section 5.2). The recordings were then
analysed for ARI and systolic blood pressure (SBP) values and the influence of carotid
baroreceptor stimulation on these indices was assessed using a time and a spectral method.
The time method measured the average response of ARI and SBP to carotid stimulation
as function of the stimulation time, whereas the spectral method was used to estimate the
ARI and SBP amplitudes at the stimulation frequency (Section 5.3.2). Surrogate data anal-
ysis was applied to determine the noise threshold for both methods. Measurements that
exceeded this threshold were considered statistical significant (Section 5.3.2).
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Figure 5.1: Workflow of data processing to investigate the effect of periodic carotid baroreceptor
stimulation on activation recovery interval (ARI) and systolic blood pressure (SBP).
The influence of carotid baroreceptor stimulation on ARI and SBP was investigated
using a time method and a spectral method.
5.1 Characteristics of carotid baroreceptor stimulation
The baroreceptors in the carotid sinus are quantitatively the most important for regulating
arterial pressure and are located just above the carotid artery bifurcation at the level of the
superior border of the thyroid cartilage. Carotid baroreceptors normally respond to beat-
to-beat changes in arterial pressure that change in the stretch in the vessel wall. Since the
carotid baroreceptors are located relatively close to the skin, it is also possible to stimulate
them by changing the transmural pressure using the neck pressure chamber [88]. To that
end, the carotid region and surrounding anatomical structures in the neck are sealed. Ap-
plication of either suction (partial vacuum) or pressure inside the chamber causes changes
in the transmural pressure. As illustrated in Figure 5.2, application of neck suction (NS)
increases the transmural pressure causing dilatation of the carotid sinus. This is sensed
by the baroreceptors in the vessel wall which respond by increasing their electrical firing,
equivalent to what would happen when the arterial pressure is increased. The activity of the
receptors is transmitted via the carotid sinus nerves to central terminals (synapses) in the
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brainstem that transmit this information to neurons within the solitary nucleus. The brain
reflexively responds by reducing sympathetic and (reciprocal) increasing parasympathetic
outflow to the heart and blood vessels to reduce heart rate, contractility and vasomotor tone
in an attempt to reduce the increased wall stretch. Note that the opposite effect occurs by
applying neck pressure (NP) which reduces transmural pressure and consequently barore-
ceptor firing. The brainstem responds reflexively by increasing sympathetic and reducing
parasympathetic activity.
Periodic stimulation of the carotid baroreceptor
Previous work by Bath et al. has shown that the application of sinusoidal NS at a low
frequency similar to Mayer waves induced cyclical changes in sympathetic nerve activity,
blood pressure, and heart rate [90]. Although sympathetic activity was estimated by measur-
ing the sympathetic outflow to muscles, which may not necessarily reflect the sympathetic
activity outflow to the heart, the changes in heart rate make it highly likely that also the
autonomic outflow to the heart was modulated. As discussed in Section 2.3.2, sympathetic
activity shortens APD and parasympathetic prolongs APD. It was therefore hypothesised
that rhythmic stimulation of the carotid sinus at the Mayer wave frequency could result pe-
riod changes in ventricular APD. As illustrated in Figure 5.3, periodic application of NP
would result in periodic modulation of sympathetic activity causing periodic shortening of
APD. In the presented work, both NP and NS were considered and their influence on ven-
tricular APD was investigated separately.
Intensity of the stimulus
Previous work has shown that the change in heart rate induced by NS or NP is proportional
to the intensity of stimulus [85, 91]. Pressures of 60 mmHg below (NS) or above (NP)
ambient pressure has shown to adequately activate the carotid sinus arterial baroreceptors
by means of heart rate without causing discomfort for the subject [85, 91]. Therefore this
study sought to apply an additional 60 mmHg pressure during NP periods and to apply
suction reducing the pressure at the neck surface by 60 mmHg during NS.
Asymmetry of the carotid baroreflex
Carotid baroreceptors are located in the left and right carotid sinus. The influence of each
side on the heart is slightly different, and is probably related to differences in nerve inner-
vation between the right and left side innervation of the heart [86, 91]. For example, stimu-
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Variable pressure neck chamber
Figure 5.2: A schematic illustration of the neural responses to alterations in carotid transmural pres-
sure produced by neck pressure (NP) and neck suction (NS). The carotid baroreflex is
designed to correct alterations in blood pressure sensed by the carotid baroreceptor.
NP mimics a hypotensive stimulus by lowering the carotid transmural pressure, which
reduces the carotid sinus nerve firing. The reduced input to the brainstem causes an
increase in sympathetic nerve activity to the heart. The opposite effect can be achieved
by producing NS.
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Figure 5.3: Hypothetical behaviour of APD following carotid stimulation with neck pressure (NP).
CSTP: carotid sinus transmural pressure, CSNA: cardiac sympathetic nerve activity.
lation of the left carotid sinus has shown to be predominantly influence contractility of the
heart (inotropic), whereas right carotid stimulation mainly affects heart rate (chronotropic)
[86, 91, 92]. Since contractility is related to the calcium handling of the myocytes (Fig-
ure 2.5, on page 37), one may suspect the APD is most affected by stimulation of the left
carotid baroreceptor.
5.2 Design of a neck chamber device for carotid baroreceptor
stimulation
Pressure neck chamber devices are not widely available and the device used in this work was
designed from scratch. In literature, two concepts of neck chambers exist: neck collars, that
fully cover the whole neck, and the (paired) pressure capsules, that need to be positioned in
the anatomical area of each carotid locus [88]. The preferred configuration for this study is
the pressure capsules method, due to its practical advantages over neck collars:
• Offering more comfort for the subject and less likely to introduce anxiousness that
might affect the measurements.
• Better vacuum and pressure seal: no need for different collar sizes to tailor different
neck sizes
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• Device dimensions are smaller which is desired given the limited accessibility to the
subject in the catherisation laboratory environment
The most important disadvantage of the chosen device concept is that it needs accurate
positioning of the capsule. Incorrect positioning will affect the pressure transmitted to the
carotid sinus region, which reduces the magnitude of the stimulus.
A schematic overview of the designed device is presented in Figure 5.4. Using a three
way valve, the neck chamber is linked to either atmospheric pressure or vacuum/pressure
produced by a pump. The neck-side of the pressure chamber was provided with a cush-
ioned rim to form an airtight seal with the skin. This solution worked well for NS, but
mainly because the device draws itself actively against the neck. However, NP lifted the
capsule from the neck, causing substantial air leakage and loss of applied pressure. This
problem was solved by putting a latex rubber membrane inside the cushioned rim that is
pushed outwards against the skin when applying NP. The designed equipment is shown on
right-hand side of Figure 5.5. Compared to a conventional neck collar system, the device
dimensions are much smaller.
3-way ball valve to switch neck chamber pressure 
Neck pressure chamber
Flexible tube
Pressure transducer and opamp
Analogue output (0-5V) to recording system
To vacuum (suction/pressure)
Figure 5.4: Schematic overview of the developed neck pressure chamber. The pressure inside the
chamber was recorded using the analogue output. Top right: A photograph of the cham-
ber cup.
5.2.1 Pilot study
Before conducting the experiments, a prototype of the device was tested on a healthy vol-
unteer to ensure it was properly functioning. The baroreceptor was stimulated at a 0.1 Hz
5.2. Design of a neck chamber device for carotid baroreceptor stimulation 126
Figure 5.5: Neck chamber devices: Left: conventional neck collar device that fully covers the neck.
The size of the designed device (right) is substantially smaller and is essential for usage
in the clinical environment.
rhythm by applying square wave stimulation patterns (5 seconds on, 5 seconds off) for a
2 min period. NS and NP were tested separately at relative pressure of -60 and +60 mmHg
respectively. The ECG was recorded in synchronous with the neck chamber pressure. The
ECG recordings were analysed offline to obtain heart periods. Heart period behaviour was
analysed for NS and NP to evaluate the effect of stimulation. Figure 5.6 shows pressure
and RR-interval (the interval between successive beats) values obtained during NP (panel
A and C) and NS (panel B and D). The pressure values in Panel A and B are plotted super-
imposed and are aligned at stimulus onset (t = 0 s) and show a good degree of consistency
across the repeated stimuli. Panel C and D show clear trends in the RR-interval following
NS and NP. Similar to literature findings, the RR-interval was shortened following NP, and
prolonged following NS by approximately 75 ms. Regarding the magnitude of the response,
the reported magnitude in literature shows some variability. In [93] an average response of
200 ms was found in 8 subjects using a very similar device for a stimulus of ± 40 mmHg,
but during bilateral stimulation, which is known to evoke a stronger response [91]. Al-
though responses are subject dependent, it may have happened that the neck chamber did
not fully covered the locus of the carotid sinus.
Despite the low magnitude of the response compared to literature findings, the results
of this test suggest that the device is capable to stimulate the carotid baroreceptors and thus
to affect the autonomic nerve outflow to the heart in this subject.
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D
Figure 5.6: All RR interval responses of a healthy volunteer to 2-min applications of 60mmHg neck
suction (NS) and neck pressure (NP) for 5 seconds (NP in this pilot study was approx.
75 mmHg; in the subsequent study it was controlled to 60 mmHg). Panel A and B
show the super imposed pressure curves for NP (A) and NS (B). Pressure curves were
aligned at stimulus onset (t = 0 s). Panel C and D show each heart beat interval plotted
as a function of the interval between the stimulus onset and termination (t = 5 s). The
trend of both responses is clear: the beat-to-beat interval is shortened during NP and
prolonged during NS by approximately 75 ms.
5.3 Methods
The physiological studies to investigate the effect of carotid stimulation on ventricular APD
were conducted in the cardiac catheterisation suite at the Barts Heart Centre, London.
All subjects were in the unsedated state after the routine treatment for supra-ventricular
tachycardias and had normal ventricular function and were otherwise apparently healthy.
Since the data collection was incorporated into the clinical procedures, invasive electrogram
recordings could be made without exposing the patient to any additional risk.
Ethical approval for the study was granted by the Bart’s Hospital Ethics Committee
and conformed to the standards set by the declaration of Helsinki (latest revision: 59th
WMA General Assembly). Informed consent was obtained in writing from all the subjects.
The study was designed to investigate the effect of baroreceptor stimulation during
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pacing and normal sinus rhythm: Pacing at a fixed cycle length allowed investigation of
the effect on APD independently of heart rate variation, whereas sinus rhythm allowed
quantification of heart rate changes to evaluate the efficacy of the stimuli using standard
indexes of baroreceptor function reported in literature.
5.3.1 Baroreceptor stimuli
To reduce the risk of potential adverse effects of cerebral blood pressure changes, the ex-
periment was limited to unilateral stimulation of the left carotid sinus. Stimulation of the
left side was considered more interesting than the right side for the following reasons:
• Left-sided carotid baroreceptors are responsible to a greater degree for inotropic re-
action, which strongly depends on the calcium regulation of the myocytes. Increased
influx of Ca2+ enhances the contractile force of the myocytes, but also affects phase 2
of the APD (see Figure 2.5 on page 37). In contrast, stimulation of the right side has
shown to be more chronotropic, which is regulated by cells in the SA and AV-node,
and not the ventricle [91, 92].
• Work performed in the previous chapter showed that the amplitude of respiratory-
related oscillations of ARI were significantly reduced following β -blocker in the left
ventricle but not the right, which may suggests that the effects of sympathetic stimu-
lation is more apparent in the left ventricle.
To stimulate the carotid baroreceptor, the designed enclosed neck capsule was placed
carefully in position to cover the anatomical area expected to surround the left carotid si-
nus. NS and NP were produced by opening the three-way valve similar to that shown
in Figure5.4, causing an abrupt change of the neck chamber pressure from atmospheric
pressure to either -60 mmHg sub-atmospheric (NS) or +60 mmHg super-atmospheric (NP)
pressure. Periodic NS/NP was generated by opening the valve fully for a period of 5 sec-
onds, then shutting fully for 5 seconds causing a square pressure pattern. Stimulation was
not synchronised with breathing or the cardiac cycle.
5.3.2 Measurements
Synchronous measurements were made of the UEG, ECG, femoral arterial blood pressure,
and the pressure in the capsule: the neck chamber pressure (NCP). UEGs were measured
using two decapolar electrode catheters (St Jude Medical, St. Paul, MN; 4F/5F Livewire
Steerable Catheter with 2-5-2 mm spacing, 35 mm total span). One electrode catheter was
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introduced from the femoral vein into the coronary sinus and positioned on the anterior to
the epicardial wall in the apex-base orientation. Measurements were taken from the four
most distal electrodes of this electrode, from which it could be stated with certainty that
they were located at the left ventricle. The other electrode catheter was introduced into the
right ventricle and positioned on the anterior septal wall in a base-apex orientation. All
recording electrodes were referenced to the Wilson central terminal.
Data analysis Data was sampled at 2 kHz using a Bard EP Lab System (Bard Inc., Lowell,
MA, USA). Ventricular APDs at each recording site were estimated from the UEG by mea-
suring ARIs using the developed algorithm, described in Chapter 3. Arterial blood pressure
recordings were analysed for systolic blood pressures (SBP) to assess haemodynamic re-
sponses. To establish evenly sampled series, any beats for which ARI or SBP measurement
could not be determined were replaced by cubic-spline interpolation.
ARI and SBP behaviour during NS and NP was investigated using a time and a spectral
method: The time method involves construction of the average response pattern to stimula-
tion, whereas the spectral method was used to quantify and compare the spectral content at
the 0.1 Hz stimulation frequency. Ectopic and spurious activity were removed and replaced
by cubic interpolation. Signals were rejected if surrogate beats constituted more than 10%
of the series. Both methods are described in more detail below.
Characterisation of ARI and blood pressure response patterns The purpose of applying
pattern analysis is to characterise the ARI and SBP responses to NS and NP. This was
achieved by obtaining a graphical portrayal of the pattern of ARI and SBP changes in
the 5 seconds period immediately following the stimulus onset. Compared to the spectral
method, an important advantage of this method is that it allows detailed investigation of the
temporal behaviour of ARI and SBP in response to the stimulus. In addition to providing
amplitude information, pattern analysis also characterises possible non-linearities and cir-
cumvents the assumption that the changes are sinusoidal.
Response patterns were generated for the left and right ventricle by computing the
average ARI from the available recordings sites. The process is described in Figure5.7:
panel A shows simulated ARI series during 0.1 Hz application of NS (panel B). The figure
in Panel C shows all ARI values plotted as dots and sorted with respect to the timing of
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the stimuli. To determine the trend, a pattern was generated using a 3rd order polynomial
function based on the least-square error between model and data points.
A surrogate data method was then developed and implemented to investigate the sig-
nificance of this pattern. As shown in Figure 5.6D, random ARI series were obtained by
computing the pattern after randomly reshuffling the ARI values. This process was repeated
5000 times to obtain 5000 surrogate patterns. From the corresponding pattern distribution,
the upper and lower 5th percentile were used to determine the significance threshold as a
function of time. Figure5.6F shows the corresponding thresholds of the surrogate distri-
bution computed at t=1 s and t=4 s after the stimulus onset. Finally, the thresholds were
used to investigate the significance of the pattern obtained from the real data. A trend was
considered significant if it exceeded this threshold. For the particular example of Figure5.6,
it is shown in panel E that the measured response is significantly difference from the noise
band from 1-5 seconds after the stimulus onset.
Spectral response quantification The same spectral method as used in Section 4.2.2.1 to
measure the amplitude of respiratory oscillations was applied in this study to determine the
amplitude of ARI and SBP data in the 0.1 Hz(± 10%) frequency band. The significance
of the amplitude was determined using spectral surrogate data analysis, similar to what has
been described in Section 3.2.5). The upper 95th percentile of the distribution was taken as
P<0.05 significance threshold based on N = 500 surrogates. The amplitude and the number
of electrodes exhibiting significant ARI oscillations were compared between control, NS
and NP.
5.3.3 Experimental protocol
As mentioned previously, carotid baroreceptor stimulation was carried out during ventricu-
lar pacing and sinus rhythm. Pacing was established using a Biotronik (Berlin, Germany)
model UHS 3000 stimulator, at the right ventricular apex using the two most distal elec-
trodes of the decapolar recording catheter at a pulse width of 2 ms and stimulus strength
of 2 diastolic threshold at a minimum cycle length sufficient to maintain capture (median
600 ms). Since APD depends on the cycle length and needs to adapt when commencing
ventricular pacing at a fixed rate, an adaptation period of approximately 2 minutes [94]
was implemented. Carotid stimulation was first applied during clamped heart rate. A two-
minute control period was applied in absence of any carotid stimulation to obtain the neces-
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Figure 5.7: Illustration of the used method to determine a signal trends to neck suction (NS) or
neck pressure (NP) and to assess their significance based on surrogate data analysis. In
this example, the response of simulated ARI data to NS is considered. Panel E: The
measured response shows a statistically significantly difference from the noise band
from 1-5 seconds. NCP = neck chamber pressure.
5.4. Results 132
sary baseline information to compare against. For the experiment, it was important to keep
the pacing frequency constant to avoid inducing APD changes due by changing the cycle
length. An additional one-minute control period was implemented between NS and NP
to change in apparatus configuration from pressure to suction. After NP stimulation was
finished, pacing was turned off and the experimental protocol was repeated during sinus
rhythm, starting again with a 2-minute control period. However, the NP period was now ap-
plied before NS. This reversal was partly to counter for order-effects in the experiment and
partly a practical consideration to avoid a change in apparatus configuration. The time-line
of study protocol is presented in Figure5.8.
2 4 6 7 9 10 11 13 14
Heart rate clamped (pacing) Sinus Rhythm
Time [min]
Figure 5.8: Time line of the study protocol. NS = Neck Suction, NP = Neck Pressure.
5.4 Results
Patients were able to wear the pressure cuffs in supine position on the lab table of the
catherisation laboratory, which would not have been feasible with the available equipment
of a whole-neck-collar (Figure 5.5). The process of applying the equipment on patients
was easy and did not cause any discomfort and it took generally less than one minute to
apply. The output of the pressure transducer in the neck chamber was checked for every
experiment and the pressure transducer was found to be reliable for detecting the required
gauge pressures of -60 (NS) and +60 mmHg (NP). The calibration graph of the pressure
sensor is given in Appendix B.
The feasibility of the presented method to activate the autonomic nervous system to
modulate ARI was investigated in 7 subjects. Neck chamber pressure recordings were
available in 5 patients. The effect of carotid stimulation in the two remaining patients was
assessed using the spectral method only, as this technique does not need temporal align-
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ment of ARI and SBP signals with baroreceptor stimuli. Control data was rejected for one
patient, because surrogate beats constituted more than 10% of the total beats. Remaining
NS and NP data was analysed using the pattern method only, as this method only uses the
surrogate method to compare against.
5.4.1 ARI and blood pressure response patterns
Construction of the example response patterns obtained from one patient is illustrated in
Figure 5.9. In this figure the changes in ARI and SBP following the application of neck
suction are shown, aligning each period so that onset of suction is at t=0s. The resultant
superimposed pattern was obtained by computing the polynomial function of the collective
values. The ARI response patterns are shown in Figure 5.9A and B for the left and right
ventricle respectively. Both patterns show a clear trend of prolongation, especially for left
ventricular ARI with an increase of 2 ms. The SBP response shows a clear reduction of
6 mmHg as shown in Figure 5.9C.
The significance of the response patterns of NS and NP for the patient shown in Fig-
ure 5.9 is assessed in Figure 5.10. Panel A shows the ARI patterns for NS obtained from the
left ventricle (triangles) and right ventricle (squares). The dashed lines represent the sig-
nificance thresholds derived from the surrogate data analysis. Response patterns obtained
for NS were found to exceed this threshold for both left and right ventricular ARI. Also the
trend in SBP (panel C) was found to clearly exceed the significance threshold. In contrast,
the changes in ARI and SBP during NP remained within the noise thresholds, indicating
that the changes of the real data were not statically different from the changes generated by
the surrogate data.
Table5.1 shows the results of patterns analysis for each patients. Responses were quan-
tified for their maximum amplitude and significance. Significant changes for ARI and SBP
were found in 1 subjects during NS. Note that the maximum response in RV ARI and SBP
subject 3 during NP were large, but not significant.
5.4.2 Spectral analysis of 0.1 Hz variability
The results of the spectral method are presented in Table 5.2. Except for first subject,
all subjects showed already significant ARI variability at the 0.1 Hz frequency during the
control period at multiple recording sides. The mean maximum peak-to-peak amplitude
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Figure 5.9: Example data showing activation recovery interval (ARI, panel A & B) and systolic
blood pressure (SBP, panel C) patterns in response to 0.1-Hz neck suction (NS) for one
subject. From the average ARI time series, each ARI value was plotted as function
of the stimulation period with t=0 s the onset of the 5 second stimulation period. The
resultant superimposed pattern was obtained by computing the polynomial function of
the collective values based on the least-square error method. The SBP pattern was
extracted in a similar fashion.
Maximum response in ARI (ms) and SBP (% of mean SBP)to NS and NP
NS NP︷ ︸︸ ︷ ︷ ︸︸ ︷
Subject LV ARI RV ARI SBP LV ARI RV ARI SBP
2 0.1 0.1 0 -0.4 -0.6 -3
3 - - - - - - 0.2 1.9 -10
4 -0.2 0.1 -2 0.3 -0.3 3
5 0.3 0.1 - - -0.1 -0.1 - -
7 1.0∗ 2.0∗ -6∗ 0.2 0.2 -1
AVG 0.3 0.6 -3 0 0.2 -3
Table 5.1: Average responses in ARI (ms) and SBP (mmHg) to 5 s applications of NS and NP.
Significant response trends (p < 0.05) are indicated by ∗. No significant results were
responses were found for NP.
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Figure 5.10: Statistical assessment of activation recovery interval (ARI) and systolic blood pressure
(SBP) trends following carotid barorecptor stimulation in subject 7. Trends in left and
right ventricular (LV,RV) ARI, and SBP exceeded the noise threshold for neck suction
(NS), but not for neck pressure (NP). The results therefore suggest that ARI and SBP
in this subject were influenced by NS, but not NP.
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during control was 4.8 ± ms). For both NS the maximum peak-to-peak amplitude showed
a trend do decrease compared to baseline: from 4.8 ± 3.7 ms to 2.6 ± 1.5 ms and 2.7
± 1.7 ms, respectively. For SBP, no clear differences in peak-to-peak amplitude were
observed between control, NS and NP.
Oscillatory behaviour of ARI and SBP at 0.1Hz
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1 2 0 0 - 1.2 0.8 - 0 0 -
2 2 5 3 4 4.5 1.1 2.0 2 1 1
3 - - - - - - - - - -
4 5 8 6 10 10.9 4.1 4.8 4 4 5
5 3 4 2 0 2.8 2.9 0.8 - - -
6 7 6 5 4 7.7 4.5 4.7 2 2 2
7 0 9 10 9 2.2 2.4 1.4 2 2 3
AVG 5.3 4.3 5.4 4.8 2.6 2.7 2 2 3
Table 5.2: Analysis of the maximum peak-to-peak amplitude and significance of 0.1 Hz oscillations
in activation recovery interval (ARI) and systolic blood pressure (SBP) during control
(C), neck suction (NS) and neck pressure (NP). Subject 3 was omitted from analysis
due to due too excessive ectopic beats (> 10%) during control.Significant variability
at the 0.1 Hz frequency was already observed during control. The maximum peak-to-
peak amplitude for ARI oscillations seem to be reduced during NS and NP compared to
control.
5.4.3 Baroreceptor stimulation during sinus rhythm
Responses in heart-beat interval to NS and NP were available for three of the five subjects
for which NCP recordings were available (# 2, 3, and 4). None exceed the significant
threshold. As shown previously in Table 5.1, the ARI trends of these particular subjects did
not vary significantly during ventricular pacing either.
5.5 Discussion
The aim of this chapter was to demonstrate that rhythmic activation of the ANS causes
rhythmic modulation of the APD. The designed equipment allowed periodic stimulation
of the carotid baroreceptors at 0.1 Hz and was able to provide physiological evidence that
ARI underwent periodic changes during periodic application of NS. The existence of such
baroreflex related modulation of ventricular electrophysiology, independent of heart rate, is
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a novel observation. The statistical significance of ARI and SBP changes were investigated
using a surrogate data method that was specifically designed for this project.
The equipment and signal processing tools used in this study allowed more detailed
investigations of the inter-relationship between the carotid baroreflex and ventricular APD.
The size of the neck chamber device was substantially smaller than traditional neck chamber
arrangements and is essential for usage in the clinical environment where the patient is in
supine position with limited abilities to change position. Despite the minimal dimensions,
this study shows that it still allowed meaningful interpretation of the indexes of baroreceptor
control.
To optimally transfer NS and NP to the carotid baroreceptors, it is essential that the
device is put as close as possible to the baroreceptors [95]. Insignificant modulation of ARI
might be related to suboptimal positioning, as these subjects did not show any changes in
heart rate when NS and NP were applied during sinus rhythm. Apart from this, the lack
of heart rate response might also be explained by functional asymmetry in carotid reflexes.
For example, Tafil-Klawe showed that The maximal response of the RR interval (heart beat
interval) was significantly greater during right sided than during left sided stimulation [91].
To ensure that neck chambers are placed in the correct position, each carotid artery can
be first palpated and the overlying skin marked, as performed by Raine [93].
Another observation was that the subject showing significant ARI changes during NS,
did not show any significant variability during NP. This might be explained by the differ-
ence in methods to apply NS and NP. In contrast to NS, NP is transferred to the skin using
a latex membrane that is pushed against the skin. Because the membrane is elastic and the
distance to the skin minimal, it was assumed that the pressure needed to shift the membrane
is negligible during stimulation. A potential problem of this design is that the stimulation
of the surrounded skin may be less homogeneous compared to NS. As a result, the pressure
is not transmitted directly to the carotid sinus. Raine used a similar technique for applying
NP, demonstrated the the method was useful for studying baroreceptor control on heart rate
and blood pressure [93]. Because the pressure cups of the device are relatively small, it is
recommended for future studies to remove the membrane and keep the capsules in place
manually when applying NP in order to obtain a homogeneous distribution of the applied
pressure.
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5.5.1 Methodological considerations
In this work, two methods were used to quantify the ARI and SBP behaviour during NS
and NP: the first method characterises the changes in ARI and blood pressure by comput-
ing the response pattern, whereas the second method applies spectral analysis to quantify
the variability at the stimulation frequency (0.1 Hz). Importantly, in this study the spectral
method failed to observe modulation of ARI related to NS. Compared to the pattern anal-
ysis method, an important difference is that pattern analysis allows ARI and SBP changes
to be tracked as a function of NS and NP. This allows more detailed assessment of the tem-
poral relationship. For example, the spectral method does not take into account the phase
relationship with the chamber pressure signal and any 0.1 Hz oscillations.
Statistical significance was tested by means of a surrogate data approach. A major
advantage of this method is that it allows construction of a significance threshold based
on the intrinsic features of the signals [75]. This allows to reduce the likelihood of at-
tributing a significant amplitude. For example, as shown in Table 5.1, the change in SBP
of subject 3 is relatively large, but not significant. Apparently, this signal already con-
tains a high level of variability by itself (an intrinsic feature). This causes the significance
threshold of this signals to be higher than other signals. This example clearly indicates
the important advantage of the surrogate method to determine the significance threshold,
as a fixed threshold for all subjects might have resulted in a wrong interpretation of the data.
Two related questions to this topic are: (1) were the ARI and SBP responses indeed
caused by stimulation of the carotid baroreflex, or is some other effect responsible? and (2)
do changes in the measured ARI represent changes in electrophysiology?
5.5.2 Are the ARI and SBP responses caused by baroreceptor stimulation?
Figure 5.9 shows that the ARI changes during NS are synchronised with the stimuli, which
strongly suggest that the observed ARI behaviour was induced by NS. Theoretically, it is
possible that spontaneous Mayer waves co-occurred during NS, but this highly unlikely as
this would require Mayer waves to be exactly synchronised with the stimuli.
Another possible confounding factor may be respiration. Although it is unlikely that
the subject was breathing at 0.1 Hz throughout the 2-min stimulation period, the subject
could have unconsciously adapted breathing behaviour to NS stimuli. For example, NS
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might have induced (unconsciously) a brief breath-pause during the onset of each stimulus
as a response to the (unfamiliar) force of the neck suction. As discussed in the previous
chapter, respiratory behaviour may induce ARI changes via different pathways, including
artefacts. Due to limitations of the clinical environment, it was not possible to recording of
respiratory behaviour in this study, however, the spectral analysis of ARI and BP measure-
ments revealed clear oscillations around 0.25 Hz in ARI and SBP suggesting that breathing
was not disturbed during NS. In addition, the ARI and SBP measurements in Figure 5.9
show a gradual increase until the end of the 5-s stimulation period, whereas a short breath
hold would have been more likely to have introduced a short and not a gradual response.
Consequently, this potential caveat can not be fully excluded with confidence, but does not
seem to be fully compatible with the observations either. The results therefore suggest that
that ARI and SBP were indeed modulated by NS in this subject. Further studies are needed
to validate this finding, but this is beyond the scope of this PhD research.
5.5.3 Do changes in the measured ARI represent changes in electrophysiol-
ogy?
The scrutiny which was applied in the previous chapter regarding the physiological mean-
ing of ARI measurements, one should critically analyse whether these changes in measured
ARI values during NS can be truthfully interpreted as changes in APD, or whether some
other process changed the electrogram waveform morphology. In the previous chapter, dif-
ferences were found in how the UEG waveforms changed during low-frequency breathing
and mental stress. Figure 5.11 expands this analysis by compares both UEG waveforms(top:
0.1 Hz respiration, middle: mental stress) with the UEG waveforms observed during NS in
subject 7 of this study (bottom). The black traces represent the UEG waveforms recorded
during the maximum ARI of a low-frequency oscillation and the grey traces show the wave-
form during the minimum ARI within the same modulation cycle. In this example, the vari-
ations in local activation times were more substantial than recovery for respiration, whereas
mental stress (Mayer waves) and baroreceptor stimulation were associated with variations
in recovery times. This suggest that the changes in APD are caused by direct modulation
of local repolarisation rather than remote changes in conduction velocity, similar to APD
changes observed during mental stress, which are assumed to be coupled to Mayer waves.
The UEG waveforms obtained during this study therefore seem to confirm that ARI changes
indeed reflect changes in repolarisation.
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Figure 5.11: Example plots showing unipolar electrogram (UEG) morphologies recorded in the left
ventricle (LV) during low-frequency modulation of ARI. Each panel shows two single
beat UEG traces, the black waveform corresponds to the maximum ARI value and the
gray waveform corresponds to the minimum ARI value within one low-frequency mod-
ulation cycle. Low-frequency modulation was related to 0.1 Hz breathing (top panel),
mental stress (middle panel) and baroreceptor stimulation (lower panel). Each wave-
form pair was aligned based on the pacing artefact. The vertical lines in each graph
represent the measured times of local activation and recovery. The traces suggest that
low frequency ARI modulation may occur via different mechanisms. For respiration,
ARI modulation was associated the timing of local activation, whereas mental stress
and baroreceptor stimulation were found to be more related to modulation of local
recovery in this example.
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5.5.4 Underlying mechanisms & implications for cardiac stability
It is well known that spatial and temporal heterogeneities in APD may facilitate arrhytmoge-
nesis [5–8]. A shown in Figure 5.10, the ARI changes during NS were slightly larger in the
left ventricle, which may indicate an increase of regional differences in repolarisation. Al-
though the differences were small, it could still reflect a possible mechanism of how ANS
activity can increase the heterogeneity in repolarisation between the left and right ventri-
cle and possibly promote pro-arrhythmic conditions. Further research will have to elucidate
whether this effect was a result of unilateral application of NS. For example, Furlan and col-
leagues already reported different responses in heart rate to unilateral sinusoidal NS, which
also suggests that ANS response to carotid baroreflex activation is lateralised [86]. This is
important to know, because lateralised carotid baroreflex regulation may also occur under
natural conditions. For example, unilateral atheroscleroses causes stiffness of one of the
carotid arteries that may affect the stretch receptors of the carotid baroreflex (i.e. there are
less able to stretch, hence providing less input). For an alternative explanation, one should
realise that ARI from the right ventricle was measured from the endocardium (inner wall
of the heart), while the left ventricular measurements were obtained from the epicardium
(outer wall of the heart). It is well known that both regions can respond different to changes
in ANS. For example, Finlay and colleagues showed that Mental stress induces significant
changes between ARIs measured from the endo- and epicardium [96].
To summarise, the results in this study demonstrate that the application rhythmic
baroreflex stimulation and ARI pattern analysis has potential to yield new insights into fun-
damental relationships between local cardiac electrophysiology and autonomic (baroreflex)
regulation.
Chapter 6
Conclusions
6.1 Summary of achievements
The aim of this thesis was to provide more insight into the autonomic control mechanisms
that exist to control and regulate the local electrical behaviour of the heart. The main
reason to focus on the local electrical activity is that the risk of sudden cardiac death is
strongly linked to the spatio-temporal patterns of local electrophysiological parameters.
Since malfunctions of the autonomic control mechanisms are an important cause of death,
it is important to understand the inter-relationship between both facets. To that end, this
thesis presents novel extensions to improve existing methods for inferring nervous input to
the heart using invasive measurements of cardiac electrical activity. These methods were
used to analyse existing data and to design and conduct a new clinical experiment
The action potential duration (APD) is a fundamental property of the electrical be-
haviour of cardiac cells and is related to the strength and duration of their mechanical con-
traction. APDs of the cardiac tissue can be estimated by measuring activation and recovery
intervals (ARIs) from intracardiac unipolar electrograms (UEGs). However, analysis of this
data is challenging and involves identifying small changes in measured parameters in the
presence of noise and uncertainty. In this work, new contributions have been made to im-
prove the automatic detection of ARIs to enable the handling of large sets of experimental
or simulated data. Such data sets are required in the experimental investigation of neural
modulation of cardiac activity. The reliability of ARI measurements was improved in this
work by using knowledge of the physiological variation of APD to create a template for
typical behaviour and identifying variations from that pattern. This was integrated in an
automated processing software suite, including graphical user interfaces, and incorporating
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new algorithmic processes to extract ARI measurements from large volumes of physiologi-
cal data.
Signal processing research in Chapter 3 presented results quantifying how the extrac-
tion of physiological measurements of cardiac electrical activity from the raw electrical
waveform depend on signal quality and filter configuration. Many researchers have sought
to refine the reliability and accuracy of these physiological measurements, but here for the
first time a simulation study was carried out to investigate the effect of noise and filtering
on the identification of activation and recovery times from unipolar electrograms (UEGs).
In this study, special emphasis was put on the accuracy of measurements of dynamic ARI
behaviour. To evaluate the accuracy of these measurements, a surrogate data hypothesis
testing method was developed, which generates an ensemble of artificial surrogate ARI
series that are both like the original ARI series, but do not exhibit any dynamic behaviour.
If the real series were not significantly different from the surrogate series, then one may
reject the hypothesis that the measured series exhibit dynamic behaviour. It was found that
the two main algorithmic processes designed to improve the reliability of ARI estimations
improved the detection of ARI dynamics from less than 45%, to 100% in recordings with
low signal quality.
These novel tools and algorithms were used to investigate existing experimental data
which had been acquired prior to this PhD project. The surrogate data hypothesis test-
ing method was applied to determine the significance of the ARI oscillations and showed
significant oscillations with respiration in all subjects. It was found that the amplitude
of these oscillations was significantly reduced following pharmaceutical manipulation of
neural activity, suggesting that sympathetic activity is involved in the modulation of ARI
variability with respiration. While it could not be fully excluded that ARI oscillations are
due to respiratory motion artefacts in the UEG, the pharmaceutical effects strongly suggest
that the oscillations are at least in part reflect modulation of electrophysiology. The driving
mechanisms of respiratory-related ARI oscillations were further investigated by studying
the interrelationship between ARI, systolic blood pressure (SBP) and respiration using ana-
lytical techniques to measure coupling and causality. Results showed that ARI and systolic
blood pressure (SBP) were all coupled at the respiratory frequency, but directed coherence
measure pointed out that information flow was mainly from respiration to ARI, suggesting
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that respiratory reflexes are involved in the genesis of ARI oscillations rather than a feed-
back mechanism that responds to blood pressure changes. The results were published in the
American Journal of Physiology [70].
These recordings implemented a controlled-breathing protocol to ensure a fixed,
known breathing frequency which increased the confidence of the results and allowed the
use of classical frequency-domain techniques which assume steady-state oscillation. The
situation of spontaneous breathing was also studied, however this required non-stationary
time-frequency analysis to track non-stationary ARI behaviour related to spontaneous
breathing. The smoothed-pseudo-Wigner-Ville distribution (SPWVD) was identified as the
most reliable and precise time-frequency method. Computation of the time-frequency co-
herence showed that ARI was significantly coupled in time with respiration during natural
breathing. This is a novel finding that strongly suggest that respiratory-related behaviour of
APD and BP are driven by a common source during natural breathing. It also links normal
respiratory related activity and repolarisation and could be a potential pathway that explains
how disorders of respiratory behaviour or increased sensitivity of cardiac cells can lead to
destabilisation of the repolarisation process which may have consequences in the context of
arrhythmogenesis.
Low frequency oscillations of blood pressure at approximately 0.1 Hz is another auto-
nomic rhythm known and related to the organisation of sympathetic nerve activity. Because
APD is sensitive to autonomic modulation, it was hypothesised that low-frequency oscilla-
tions at approximately 0.1 Hz, termed Mayer waves, could also affect the behaviour of APD.
Time-frequency coherence analysis demonstrated significant coupling of Mayer waves and
low-frequency oscillations observed in ARI in data during mental stress, which suggests
that ARI oscillations are driven by the same mechanisms as Mayer waves. However, a good
control period was lacking in this study, which would have been useful to confirm whether
Mayer waves were enhanced during mental stress. In the future, direct recordings of nerve
activity would be useful to further investigate whether low-frequency oscillations are caused
by direct autonomic modulation or by processes like mechanical electrical feedback. These
results are published in [66].
Finally, a clinical experiment was designed and conducted to test whether the 0.1 Hz
oscillations could be autonomically mediated. A device was designed for rhythmic 0.1 Hz
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stimulation of the baroreceptors in an attempt to periodically modulate sympathetic outflow
to the heart. Response curves were obtained and a surrogate data method was designed
to assess their significance. Although a small number of patients was included, this thesis
presents for the first time evidence of significant modulation for the stimulation method to
reduce sympathetic activity.
6.2 Plans and suggestions for future work
The work described in this thesis might be extended in terms of further validation of the
developed methods and experimental findings.
The group of Prof. Axel Bauer has focussed on non-invasive measurements of low-
frequency oscillations of repolarisation. Based on the findings of the mental stress study pre-
sented in this thesis [66], they proposed a new non-invasive marker to track low-frequency
repolarisation dynamics from the surface ECG. This marker, termed periodic repolarisa-
tion dynamics (PRD) was found to be a predictor of mortality in survivors of acute MI and
patients undergoing exercise testing [97, 98].
Stimulation of the control mechanisms of the ANS is not limited to carotid barorecep-
tor stimulation. Alternatively, Leuenberger et al. showed the rhythmic handgrip exercise
also resulted in rhythmic modulation of sympathetic activity, heart rate and blood pressure
[99]. Implementation of the analytical tools developed in Chapter 5 combined with further
techniques for autonomic stimulation might help to obtain a deeper understanding of the
effect of ANS activity on localised cardiac activity.
Apart from investigating the influence of respiratory and low-frequency related effects
on ventricular APD, the tools developed for UEG analysis can also enable future investi-
gations on the influence of other autonomic manifestations. For example, perturbations in
heart rate after a premature ventricular contraction are caused by an autonomic reflex as a
result of the brief disturbance in the arterial blood pressure (low amplitude of the premature
beat, high amplitude of the following normal beat). It is likely that this typical behaviour of
ANS activity can also induce temporal and regional changes in cardiac activity. The mag-
nitude of these perturbations has shown to be a strong predictor sudden cardiac death. It
would therefore be of interest to investigate how these autonomic changes may increase the
heart’s vulnerability to arrhythmias. Tools developed in Chapter 5 to assess the significance
of ARI changes could help to assess the significance of the observed behaviour.
Incorporated in the on-board software on clinical electrophysiology recording sys-
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tems, the UEG processing tools offer the opportunity for live mapping of repolarisation
dynamics which would be arguably more useful than purely activation mapping for identi-
fication of critical re-entry circuits. In addition, implementation of causality analysis and
time-frequency coherence to examine the interactions between systolic blood pressure, res-
piration and ARI could reveal clinically relevant information, for example coupling and
causality values may be used to monitor or detect abnormal autonomic functioning.
Appendix A
Causality and coupling in MVAR processes
The proposed multivariate autoregressive (MVAR) framework to measure causality is based
on the definition of causality proposed by Granger [100]. According to Granger causality,
if a signal Y1 ”Granger-causes” (or ”G-causes”) a signal Y2, then past values of Y1 should
contain information that helps predict Y2 above and beyond the information contained in
past values of Y2 alone.
Generalising to a multivariate approach, we can denote Z j = {Yl|l = 1, ...,M, i 6= j}
as the set of the past values of all processes except y j, then direct causality from y j to yi,
y j → yi, exists if the prediction of yi(n) based on Z j and Yj is better than the prediction
of yi(n) solely based on Z j. Causality from y j to yi, y j ⇔ yi exists if a cascade of direct
causality relations y j→ ym...→ yi occurs for at least one value m in the set (1, ...,M).
γi j( f ) =
σHi j√
∑Mm=1σ2|Him( f )|2
(A.1)
The multivariate processes (Y ) are represented as the output of a linear shift invariant
filter:
Y (t) =
∞
∑
k=−∞
H(k)U(t− k) (A.2)
where U is a vector of M zero-mean input processes and H is the MxM filter matrix,
also called transfer matrix. Notions of causality and coupling are formalised in the context
of a MVAR representation. The MVAR model of the multivariate processes (Y (t)) is defined
as:
Y (t) =
p
∑
k=1
A(k)Y (t− k)+U(t) (A.3)
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where p is the model order, which represents the maximum lag used to quantify inter-
actions. A(k) contains the coefficients of the model, where the i, j element of A(k), ai j(k),
quantifies the causal linear interaction effect occurring at lag k from y j to yi. In other words,
Y2 G-causes Y1 if the coefficient a12 is significantly different from zero. The coupling and
causality relations are found in the off-diagonal elements of A(k). U(t) is the input process
and assumed to be composed of white noise.
The spectral representation of a MVAR process is derived considering the FT of the
representations A.2 and A.3, which yield Y ( f ) =H( f )U( f ) and Y ( f ) = A( f )Y ( f )+U( f ).
The transfer and coefficient matrix are defined in the frequency domain as:
H( f ) =
∞
∑
k=−∞
H(k)e−i2pi f kT (A.4) A( f ) =
p
∑
k=1
A(k)e−i2pi f kT (A.5)
From A.2 and A.3 it can been seen that the coefficient and transfer matrices are linked
by: H( f ) = [I−A( f )]−1 = A¯−1. The same is true when deriving the corresponding fre-
quency domain estimates of coupling and causality. The cross spectral density matrix,
which we will call S and P, are inverse related:
S( f ) = H( f )ΣH∗( f ), P( f ) = A¯∗( f )Σ−1A¯( f ) (A.6)
In these expressions, the asterisk denotes the conjugate transpose, Σ is the covariance
matrix of the residuals U and H is the transfer matrix. Because we assume U to be white
noises means that the signals are uncorrelated even at lag zero, thus the covariance matrix
reduces to the diagonal matrix Σ = diag(σ2), and its inverse Σ−1 = diag
( 1
σ2
)
which is
diagonal as well with σ2 as the variance. Under this assumption, we can write the cross
spectrum as:
Si j( f ) =
M
∑
m=1
σ2mHim( f )H
∗
im( f ), Pi j( f ) =
M
∑
m=1
1
σ2m
A¯∗mi( f )A¯m j( f ) (A.7)
This expression is particular useful because it allows us to decompose the frequency
domain measures of coupling and direct coupling, which expresses the directional infor-
mation from one process to another. Using the spectral expressions we can compute the
coherence:
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Γi j( f ) =
hi( f )Σh∗j( f )√
hi( f )Σh∗i ( f )
√
h j( f )Σh∗j( f )
(A.8)
Substituting A.7 in this expression results in:
Γi j( f ) =
M
∑
m=1
σmHim√
Sii
σmH∗jm√
S j j
=
M
∑
m=1
γim( f )γ∗jm( f ) (A.9)
The last term contains the so-called directed coherence (DC), in this particular case the
coherence from y j to yi:
γi j( f ) =
σHi j√
∑Mm=1σ2|Him( f )|2
(A.10)
The squared DC |γi j( f )|2 measures the normalised coupling strength, being 0 in the
absence of directed coupling and 1 in the presence of full coupling. The coupling strength
from y j to yi as the normalised proportion of Sii( f ) which is due to y j that is transferred
from u j via the transfer function Hi j( f ), located in the nominator of the equation.
Appendix B
Pressure Sensor Calibration
An EPCOS AK2 series pressure sensor was used to measure the neck chamber pressure.
The output of the sensor was measured for pressures ranging from -70 to +70 mmHg (-9.3
+9.3 kPa) with respect to atmospheric pressure using a U-tube manometer. The voltage
readings as function of the gauge pressure are plotted in Figure B.1.
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Figure B.1: Voltage output of the used EPCOS AK2 series pressure sensor for different gauge pres-
sures.
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van Duijvenboden S, Hanson B, Child N, Orini M, Rinaldi CA,
Gill JS, Taggart P. Effect of autonomic blocking agents on the respira-
tory-related oscillations of ventricular action potential duration in hu-
mans. Am J Physiol Heart Circ Physiol 309: H2108–H2117, 2015. First
published October 16, 2015; doi:10.1152/ajpheart.00560.2015.—Ven-
tricular action potential duration (APD) is an important component of
many physiological functions including arrhythmogenesis. APD os-
cillations have recently been reported in humans at the respiratory
frequency. This study investigates the contribution of the autonomic
nervous system to these oscillations. In 10 patients undergoing treat-
ment for supraventricular arrhythmias, activation recovery intervals
(ARI; a conventional surrogate for APD) were measured from mul-
tiple left and right ventricular (RV) endocardial sites, together with
femoral artery pressure. Respiration was voluntarily regulated and
heart rate clamped by RV pacing. Sympathetic and parasympathetic
blockade was achieved using intravenous metoprolol and atropine,
respectively. Metroprolol reduced the rate of pressure development
(maximal change in pressure over time): 1,271 ( 646) vs. 930 (
433) mmHg/s; P  0.01. Systolic blood pressure (SBP) showed a
trend to decrease after metoprolol, 133 ( 21) vs. 128 ( 25) mmHg;
P  0.06, and atropine infusion, 122 ( 26) mmHg; P  0.05. ARI
and SBP exhibited significant cyclical variations (P  0.05) with
respiration in all subjects with peak-to-peak amplitudes ranging be-
tween 0.7 and 17.0 mmHg and 1 and 16 ms, respectively. Infusion of
metoprolol reduced the mean peak-to-peak amplitude [ARI, 6.2 (
1.4) vs. 4.4 ( 1.0) ms, P  0.008; SBP, 8.4 ( 1.6) vs. 6.2 ( 2.0)
mmHg, P 0.002]. The addition of atropine had no significant effect.
ARI, SBP, and respiration showed significant coupling (P  0.05) at
the breathing frequency in all subjects. Directed coherence from
respiration to ARI was high and reduced after metoprolol infusion
[0.70 ( 0.17) vs. 0.50 ( 0.23); P  0.05]. These results suggest a
role of respiration in modulating the electrophysiology of ventricular
myocardium in humans, which is partly, but not totally, mediated by
-adrenergic mechanisms.
respiration; cardiac electrophysiology; -adrenergic blockade; para-
sympathetic blockade
NEW & NOTEWORTHY
Ventricular action potential repolarization is critical to elec-
trical stability and arrhythmogenesis. Oscillations at the respi-
ratory frequency were investigated in humans by combining
endocardial electrophysiological recordings, controlled respi-
ration with adrenergic blocking agents. Results are consistent
with a partial role of the sympathetic nervous system combined
with additional mechanisms, possibly involving mechano-elec-
tric feedback.
DYNAMIC CHANGES IN ACTION potential duration (APD) are a
critical component of many fundamental electrophysiological
properties. Alterations of the normal time course of APD are a
key factor in arrhythmogenesis (25, 34, 51, 54). Elucidation of
the multiple mechanisms that underlie modulation of ventric-
ular repolarization is, therefore, an important challenge. Ven-
tricular APD has recently been observed to exhibit oscillations
related to respiration in humans with healthy ventricles (18,
19). The mechanism is as yet undetermined.
Several considerations suggest the possibility of a role of the
autonomic nervous system in respiratory-related ventricular
APD oscillations. Heart rate is well known to exhibit cyclical
variation with the respiratory cycle, known as respiratory sinus
arrhythmia, usually attributed to waxing and waning of auto-
nomic input to the sinus node (1, 2, 4, 9, 31). Ventricular
myocardium is now known to receive substantial vagal as well
as sympathetic innervation (7), raising the possibility of cycli-
cal autonomic influence in the ventricle. Both sympathetic and
vagal stimulation may modulate ventricular APD (30, 32,
35, 43, 50, 55). Respiration is known to gate the timing of
autonomic motor neurone firing such that inspiration is
associated with an increase in sympathetic and decrease in
parasympathetic nerve activity (8, 16, 28), again suggesting
the possibility of respiratory-related autonomic modulation
of ventricular APD. In the present study, therefore, we
sought to examine the contribution of autonomic nervous
system to respiratory-related ventricular APD oscillations in
humans in vivo.
We have collected a unique database including activation
recovery intervals (ARIs) measured from unipolar electro-
grams as a conventional surrogate for ventricular APD (5, 21,
33, 40, 53) from multiple right and left ventricular endocardial
sites, femoral arterial blood pressure, and respiration (chest
movement), in humans with healthy ventricles. Respiratory
rate was controlled and heart rate clamped by ventricular
pacing to avoid confounding effects due to the cycle length
dependency of APD. Autonomic blocking agents were admin-
istered intravenously to selectively study the contribution of
sympathetic and parasympathetic modulation of respiratory-
related oscillations of APD. We hypothesized that autonomic
blocking agents would reduce the amplitude of the oscillations
if autonomic input is indeed involved. To further investigate
the mechanisms underlying respiratory-related APD oscilla-
tions, multivariate frequency domain analysis was used to
characterize the causal interactions between APD, respiration,
and blood pressure. In addition, phase analysis was imple-
mented to investigate the oscillatory behavior of APD in the
left and right ventricle.
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METHODS
Ethical approval. The study was approved by the ethics committee
of Guy’s and Thomas= Hospitals and conformed to the standards set
by the Declaration of Helsinki (latest revision: 59th World Medical
Association General Assembly). All patients gave written, informed
consent.
Subjects. Studies were performed in 10 patients (8 males, 2 fe-
males, aged 48–68, median 54) during the course of routine clinical
radiofrequency ablation procedures for atrial fibrillation. Four patients
had paroxysmal atrial fibrillation, and six patients established atrial
fibrillation. All patients had normal ventricular function and were
otherwise apparently healthy. No subject was known to have ventric-
ular scar or disordered conduction due to bundle branch abnormality.
The studies were conducted in the cardiac catheterization suite at St
Thomas= Hospital before the routine clinical procedure in the unse-
dated state as described previously (20, 45). Cardio-active medica-
tions were discontinued for 5 days before the study.
Measurements. Synchronous measurements were made of the un-
ipolar electrogram (UEG), femoral arterial blood pressure, and respi-
ration (chest movement).
UEGs were measured using two decapolar electrode catheters (St
Jude Medical, St. Paul, MN; 6F Livewire Steerable Catheter model
401915 with 2–5-2 mm spacing, 35 mm total span). One electrode
catheter was introduced from the femoral vein into the left ventricle
(via an atrial trans-septal approach) and positioned on the infero-
posterior endocardial wall in a base-apex orientation. The other
electrode catheter was introduced into the right ventricle and posi-
tioned on the anterior septal wall in a base-apex orientation. The
electrode arrays were positioned over the mid- and lower third of the
LV and RV endocardial wall. Both electrodes were referenced to a
large skin surface electrode (100  150 mm) on the abdomen at the
level of the naval such that distance to each individual electrode was
considered to be approximately equal. The position of the recording
and pacing electrodes are shown in Fig. 1A. Cine imaging fluoroscopy
was used to verify secure positioning of the catheters throughout the
cardiac and respiratory cycles. This has previously been established in
detail for catheters in these positions (19).
Arterial blood pressure was measured from a femoral artery with a
continuous-flush pressure transducer system (Tru-Wave PX600F; Ed-
wards Lifesciences, Irvine, CA). The subject’s breathing cycle was
monitored using a custom-constructed tension sensor fixed to a freely
expandable band placed around the chest/abdomen (adapted from a
RESPeRATE device; InterCure, New York, NY). The optimum lo-
cation for each subject was chosen as the site of maximum circum-
ferential strain during normal breathing.
Controlled respiration. To identify respiratory-related oscillations
of ARI and SBP, subjects were instructed to breathe at four fixed rates
(6, 9, 15, and 30 breaths/min) for 90 s each, in random order. This was
achieved with the aid of a large video monitor with a 19-inch diagonal
backlit screen mounted in easy line of site, on which was displayed a
computer-generated animated visual display representing lung vol-
ume, which cycled at the required breathing rate (implemented in
LabVIEW software; National Instruments, Austin, TX). Patients were
instructed to breath at the same rate as the movement of the cursor on
the screen. This was practiced before study commencement.
Protocol. Subjects were paced from the right ventricular apex using
a Biotronik (Berlin, Germany) stimulator (model UHS 3000) at 2
diastolic threshold and 2 ms pulse width, at a cycle length 20
beats/min faster than the intrinsic AF rate (median, 500 ms) to avoid
breakthrough intrinsic beats and counteract the expected increase in
intrinsic rate post atropine. A 2-min period of adaptation to the paced
cycle length was applied before starting the controlled breathing
Fig. 1. Electrophysiological measurements.
A: fluoroscopic image showing the position
of the two 10-pole recording catheters lo-
cated in the left ventricle (LV) and right
ventricle (RV). B: diagrammatic representa-
tion of the relationship between the unipolar
electrogram (UEG) and the intracellular ven-
tricular transmembrane potential (MP) dur-
ing an action potential (AP) showing that the
activation recovery interval (ARI) corre-
sponds to the action potential duration
(APD). C: example of ARI measurements of
the local UEG: times of activation are
marked with circles [minimal change in vol-
ume over time (dv/dtmin) of the QRS] and
repolarization with squares [maximal change
in volume over time (dv/dtmax) of the T
wave]. The interval between the 2 points is
the ARI, and values for each beat are shown
in milliseconds. Top: corresponding ARIs
plotted as function of time.
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protocol. First, a control period was established with the breathing
protocol performed in absence of any autonomic blocking agents. The
subject then received metoprolol at a dose sufficient to reduce the
intrinsic heart rate by 10 beats/min (iv; dose range, 2–10 mg), and
after 10 min for equilibration the breathing protocol was repeated.
Finally, the subjected was given atropine at a dose sufficient to
increase the intrinsic heart rate 10 beats/min faster than the starting
heart rate (iv; dose range, 600–1200 	g), and the breathing protocol
was once again repeated. During the experiment, electrograms, blood
pressure, and respiration were recorded synchronously.
Data analysis. Electrogram, blood pressure, and respiration record-
ings were sampled at 1,200 Hz (Ensite 3000; Endocardial Solutions)
and analyzed offline. Ventricular APDs at each recording site were
estimated from the UEG by measuring activation-recovery intervals
(ARIs) using the Wyatt method (53). This method has been validated
in theoretical, computational, and experimental studies (5, 21, 33, 40,
52). According to this method, activation is measured at the moment
of minimum dV/dt of the QRS complex of the UEG (5, 21, 33, 40, 53)
and repolarization at the moment of maximum dV/dt of the T-wave.
The relationship between APD and ARI is illustrated in Fig. 1B. In
this work, ARI was measured semi-automatically using a custom
algorithm written in MATLAB (Matlab Mathworks). Heuristic-based
screening was used to identify and discount any cases where the
T-wave was indistinct or corrupt.
Blood pressure recordings were analyzed for systolic blood pres-
sure (SBP) and the maximum rate of systolic pressure increase
(dP/dtmax) as a measure of myocardial contractility. To establish
evenly sampled series, any beats for which ARI or SBP measurement
could not be determined were replaced by linear interpolation between
the surrounding beats. If these surrogate beats constituted more than
10% of any series, the series was rejected.
Amplitude estimation of respiratory-related ARI and SBP
oscillations. The peak-to-peak amplitude of respiratory-related ARI
and SBP oscillations, hereinafter referred to as oscillations, was
estimated in the frequency domain using the Thomson’s multitaper
method with three Slepian tapers (48). This method was used because
of its robustness against noise. The power inside a breathing fre-
quency band, defined as the breathing frequency  10%, was mea-
sured and then converted to amplitude, which is half the peak-to-peak
amplitude. The ARI and SBP peak-to-peak amplitude was measured
in milliseconds and millimeters of mercury, respectively. The breath-
ing frequency was defined as the peak frequency in the power
spectrum of the respiratory signal.
Surrogate data analysis was used to establish a threshold to test
whether ARI oscillations were significant. Surrogate data series were
created by random permutations of the signal such that the amplitude
distribution remained intact, but the original (oscillatory) behavior
was destroyed (14). For each signal, 1,000 surrogate series were
generated and their corresponding spectra were computed. The thresh-
old function for significance was then determined for each frequency
bin as the upper 95th percentile of the surrogate distribution. ARI
oscillations were considered significant if the power at the breathing
frequency exceeded this threshold (P  0.05). Recording sites that
showed significant oscillations were selected for further analysis to
investigate the effect of autonomic drugs on the amplitude of the
oscillations.
Assessment of coupling and causality. Interactions between ARI,
SBP, and respiration (RESP) were characterized in the frequency
domain. Coupling was studied by means of coherence, which quan-
tifies the coupling strength between two signals as a function of
frequency. The coherence attains a value between 0, indicating ab-
sence of coupling, and 1, indicating full coupling. Directed coherence
was used to infer causality. Intuitively, the directed coherence repre-
sents the fraction of the power spectrum of a signal due to another
signal through direct or indirect pathways. This measure of causality
is grounded on the notion of Granger causality, stating that a process
is causal to another if the prediction of the second is improved by
incorporating the knowledge of the first (13). In this work, both
coherence and directed coherence are formulated in the framework of
an extended linear multivariate autoregressive (MVAR) model pro-
posed (11–13). This model takes into account both instantaneous and
lagged effects. The MVAR model is defined in Appendix A. Defini-
tions for coherence and directed coherence are provided in Appendix
B. The coefficients of the (multivariate) model were estimated using
the least-squares approach with a fixed model order of 10. The
resulting residuals of the trivariate model were tested for white noise
and independence.
Phase relationship between ARI oscillations in the left and right
ventricle. The phase relationship between left and right ventricular
ARI oscillations was studied by computing the mean phase lags for
the left and right ventricle recording sites. The lag was measured using
the Thomson’s multitaper cross-power spectrum computed to deter-
mine the phase at the breathing frequency using three tapers (23).
Recordings sites were included only if the signal exhibited signif-
icant amplitude and coherence at the breathing frequency. The rela-
tionship was then investigated by subtracting the mean phase from the
left and right ventricle.
Statistical analysis. For all subjects, mean values obtained for
dP/dtmax, SBP, amplitude of ARI, and SBP oscillations and the
(directed) coherence measures were averaged across the four respira-
tory rates. The effect of -blocker and atropine infusion was then
investigated by comparing control and -adrenergic blocking (BB)
values and BB and BB 
 atropine (AT) values using the two-tailed
paired Wilcoxon signed-rank test for statistical significance. Results
were considered significant at P  0.05.
RESULTS
The effect of autonomic blocking agents on blood pressure.
Figure 2 shows the effect of autonomic inhibitors on mean
blood pressure indexes. After administration of -adrenergic
blocking agents (metoprolol), the mean dP/dtmax was signifi-
cantly decreased [1,271 ( 646) vs. 930 ( 433) mmHg/s; P
0.01]. The mean SBP showed a tendency to decrease [baseline
133 ( 21) vs. metoprolol 128 ( 25) mmHg; P  0.06].
Addition of atropine was associated with a further significant
decrease of the mean dP/dtmax [930 ( 433) vs. 887 ( 436)
mmHg/s; P  0.05]. The mean SBP showed also a significant
decrease following the addition of atropine: 128 ( 25) vs. 122
( 26) mmHg; P  0.05.
Significant ARI and SBP oscillations were observed in all
subjects at all breathing frequencies in 61% and 92% of the
available recordings, respectively.
Two examples of ARI and SBP time series during paced
breathing at 6 and 15 breaths/min are shown in Fig. 3. In both
cases, ARI and SBP exhibit oscillatory behavior at the breath-
ing frequency.
The peak-to-peak amplitude of ARI oscillations was ranging
from 1.0 to 16.0 ms (left ventricle, 1.0–12.9 ms; right ventricle,
1.0–16.0 ms). The effect of autonomic blocking agents on the
mean peak-to-peak amplitude of respiratory-related ARI and
SBP oscillations is shown in Fig. 4. After administration of
-adrenergic blockers, the mean ARI peak-to-peak amplitude
decreased [6.6 ( 1.9) vs. 5.1 ( 2.4) ms; P  0.04; Fig. 4A].
The main effect was in the left ventricle, which showed a
significant reduction in peak-to-peak amplitude [6.2 ( 1.4) vs.
4.4 ( 1.0) ms; P  0.008; Fig. 4C]; in the right ventricle the
differences were not statistically significant [6.0 ( 2.2) vs. 4.9
( 2.7) ms; P  0.2; Fig. 4D]. Addition of atropine did not
result in any further changes of the ARI peak-to-peak ampli-
tude in both left and right ventricle.
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The peak-to-peak amplitude of SBP oscillations was ranging
from 0.7 to 17.0 mmHg. The mean peak-to-peak amplitude of
SBP oscillations showed a significant reduction following the
administration of -adrenergic blockers [8.4 ( 1.6) vs. 6.2 (
2.0) mmHg; P  0.002; Fig. 4B]. Subsequent addition of
atropine was not associated with any significant change [6.2 (
2.0) vs. 6.0 ( 2.4) mmHg; P  0.8].
In the LV the absolute ARI shows a tendency to increase at
the sites where ARIs were measured after administration of the
-blocker: control, 189 ms ( 25 ms), -blocker: 191 ms (
23 ms); this would be consistent with a reduced sympathetic
action on APD. Subsequent atropine administration shortened
ARI to 189 ( 20 ms), consistent with reduced parasympa-
thetic restraint on residual sympathetic tone resulting in APD
shortening.
Assessment of the interactions between ARI, SBP, and
respiration. Significant coherence (P  0.05) was detected
between ARI, SBP, and RESP, significant in all subjects. The
coherence was significant in 47% of the ARI signals. Figure 5
shows the mean coherences between ARI, SBP, and RESP. For
example, Fig. 5, left, shows that the mean coherence (coupling
strength) between ARI and RESP was strong, being 0.76 on a
scale of 0 to 1. The mean coherence was not affected by the
administration of autonomic inhibitors: ARIN RESP: 0.76 (
0.12) vs. 0.76 ( 0.12) vs. 0.75 ( 0.11); ARIN SBP: 0.71 (
0.11) vs. 0.71 ( 0.11) vs. 0.71 ( 0.11); SBPN RESP: 0.92
( 0.07) vs. 0.93 ( 0.07) vs. 0.93 ( 0.07) for control,
-blocker, and subsequent addition of atropine.
The results of the directed coherence analysis are presented
in Fig. 6. Figure 6A shows a graphical representation of the
(theoretical) possible interactive pathways between all pro-
cesses. The directed coherence describes the coherence accord-
ing to the direction of information transmission by measuring
the relative power contributions for all processes (ARI, SBP,
and respiration). Figure 6B shows the mean directed coherence
at the breathing frequency during control, -blocker, and
subsequent addition of atropine. Regarding the observed ARI
oscillation, during control, the directed coherence from respi-
ration to ARI (RESP ) ARI) was 0.70 ( 0.17), which means
that, at the breathing frequency, on average, 70% of the ARI
signal power could be explained by the respiratory signal.
In contrast, the directed coherence from SBP to ARI
(SBP ) ARI) was found to be marginal: SBP ) ARI: 0.07
( 0.06), indicating that the causal interaction from SBP to
ARI was weak.
High directed coherence was also found from respiration to
SBP (RESP ) SBP): 0.70 ( 0.17), whereas, as expected, the
directed coherence from ARI to SBP (ARI ) SBP) was low:
0.11 ( 0.05).
After administration of -adrenergic blockers, the directed
coherence from respiration to ARI was significantly reduced:
0.70 ( 0.17) vs. 0.50 ( 0.23), P  0.05. The directed
coherence from SBP to ARI showed a tendency to increase, but
remained very small: SBP ) ARI: 0.07 ( 0.06) vs. 0.12 (
0.07), P  0.06.
Regarding SBP oscillations, RESP ) SBP was not affected
by -blocker: 0.76 ( 0.17) vs. 0.75 ( 0.11), P  0.9. When
compared with RESP ) SBP, ARI ) SBP was very small
during both control and -blocker: 0.11 ( 0.05) and 0.06 (
0.06), respectively (P 0.05). Subsequent addition of atropine
did not result in any further changes of the directed coherences
(RESP ) ARI, SBP ) ARI, RESP ) SBP, and ARI ) SBP).
Investigation of the phase of left and right ventricular ARI
oscillations. The phase lag between respiration and ARI was
investigated for left and right ventricular recordings. During
control, on average, ARI oscillations in the LV lagged behind
RV oscillations: the mean relative phase difference was stati-
cally different from 0: 37 ( 46) dgr, P  0.05. The phase
difference did not change after administration of -blocker: 37
( 46) vs. 17 ( 45) dgr, P  0.6. However, the phase
difference was not statically significant from 0 anymore (P 
0.2). Addition of atropine was not associated with additional
changes: 17 ( 45) vs. 4 ( 78), P  0.7. Various phase
differences between RV and LV were observed between sub-
jects. Figure 7 shows an example of LV and RV ARI signals
that are approximately in phase (Fig. 7, left) and in anti-phase
(Fig. 7, right).
DISCUSSION
The duration of the ventricular action potential plays a
crucial role in maintaining electrical stability and in arrhyth-
mogenesis. Oscillations of APD in ventricular myocardium
have recently been shown to occur at the frequency of respi-
ration in human subjects (18, 19). To investigate the underlying
mechanism, we have used infusion of autonomic blocking
agents together with causal coherence analysis in subjects with
Fig. 2. Left: maximum rate of systolic pressure increase (dP/
dtmax) was significantly reduced after administration of the
-adrenergic blocking (BB) agent metoprolol. Subsequent ad-
dition of atropine (AT) was associated with a further small but
significant reduction. Right: systolic blood pressure (SBP)
showed no significant change following metoprolol but a sig-
nificant reduction following the addition of atropine. Error bars
indicate SE. C, control. *P  0.05; **P  0.01.
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healthy ventricles while recording a measure of ventricular
endocardial APD using catheter electrodes, SBP, and respira-
tion. The main findings were as follows: 1) we confirmed the
presence of oscillations in APD and SBP at each of four
controlled respiratory frequencies: 6, 9, 15, and 30 breaths/
min; 2) the -adrenergic blocking agent metoprolol resulted in
a decrease in the amplitude of APD oscillation; 3) IV admin-
istration of atropine following metoprolol was without effect
on LV or RV ARI oscillation amplitude; 4) coherence analysis
showed a significant linear coupling between respiration, APD,
and SBP at the breathing frequency; 5) analysis of the directed
coherence showed a high directed coherence from respiration
to APD and from respiration to SBP. -Adrenergic blockade
reduced the contribution of respiration to APD oscillations.
Methodological considerations. The unipolar signal re-
corded using the multipolar catheters as used here (St. Jude
Fig. 3. Respiratory-related ARI and SBP oscillations. A: example of ARI, SBP, and respiration (RESP) recordings for 0.1 Hz (6 breaths/min) breathing. Cyclical
variation was observed in both ARI and SBP at the breathing frequency. PSD, power spectral density. B: example of ARI, SBP, and RESP recordings for 0.25
Hz (15 breaths/min) breathing. Cyclical variation was observed in both ARI and SBP at the breathing frequency.
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Medical) has been extensively validated as a true representa-
tion of the local endocardial activity, and the derived ARI
measure as representative of the local APD (5, 40, 53), and has
been further validated in the context of the protocol used in the
present study (52). Respiratory frequency was well controlled
by the subjects, but we did not measure tidal volume, arterial
PCO2, and pH, which may affect APD. However, we measured
blood gasses and discussed this issue in a previous communi-
cation and concluded that any possible influence would be
small (19). In these studies autonomic blockade was not
complete. The dosage of metoprolol and atropine was titrated
on an individual patient basis to achieve a target change in
heart rate. This is a regime used in the clinical scenario where
complete blockade is avoided as the border between complete
blockade and overdose is narrow and unpredictable. As a
result, we cannot exclude the possibility that the level of
blockade may have affected our results. It is well known that
there is regional variation in parasympathetic innervation,
which is greatest at the base and decreases toward the apex, as
well as epicardial to endocardial differences. The electrode
arrays were located over the mid- and lower third of each
ventricle where stable recordings are best obtained. It is pos-
sible, therefore, that a response to atropine occurred in the
more basal regions, which we did not detect.
APD oscillations-mechanisms. We are at present unaware of
any reported observations on the effect of autonomic blocking
agents on the respiratory-related oscillations of ventricular
APD. Respiration physically alters membrane potentials of
sympathetic and parasympathetic preganglionic motoneurones
and thereby continuously modulates sympathetic neuronal and
vagal motorneurone activity over a wide range of frequencies
(8), both of which are known to modulate APD (30, 32, 35, 50,
55). Our results show a reduction in respiratory-related ARI
oscillation following administration of the -blocking agent
metoprolol with further reduction following atropine, suggest-
ing a role for autonomic nerve activity. One possibility is a
baroreflex-mediated effect on the autonomic modulation of
individual myocytes and hence APD in response to cyclic
variation in the hemodynamics during the respiratory cycle.
Although the exact relation between cardiopulmonary hemo-
dynamics and right and left ventricular pressure-volume rela-
tions has been the subject of debate, a general consensus is that
during inspiration the fall in intrathoracic pressure results in
increased filling of the right heart with increased right ventric-
ular stroke volume. The increased pleural pressure increases
left ventricular afterload and together with the increased right
ventricular volume result in reduced stroke volume during
inspiration (17, 24, 26, 41, 49). In RR interval studies, it has
been shown that the influence of SBP variability on RR
variability was high during rest (36–39). The methodology
used in this work did not reveal a strong causal interaction from
SBP to ARI respiratory oscillations (Fig. 6). This should be
interpreted within the limit of a linear model and does not
exclude a more complex involvement of blood pressure in the
generation ARI oscillation. For example, a change in intraven-
tricular pressure may induce regional changes in cardiac strain
that could in turn cause ARI oscillations via the mechano-
electric feedback pathway (44, 46). Therefore, blood pressure
changes, which only partially reveals heterogeneous cardiac
strain, may be involved in the generation of ARI oscillations
without necessarily exhibiting a linear interaction with them.
Another possible mechanism is central gating of autonomic
neural traffic by central respiratory networks (15), arising as a
result of brainstem interactions (6) or entrained by cortical
activity during controlled breathing (10). We could not exclude
the possibility that the cardioselective -adrenergic blocking
agent metoprolol we used, being moderately lipophilic and
therefore capable of passing the blood brain barrier, could have
exerted a central effect.
Parasympathetic activity decreases during inspiration and,
therefore, could potentially influence APD by the ACh-acti-
vated K
 current IK, ACh, now recognized as being widely
represented in ventricular myocardium (7). In the present study
the administration of atropine after -blockade induced no
further effect on the amplitude of the ARI oscillations, sug-
gesting no significant involvement of this current.
The -adrenergic signaling cascade involves phosphoryla-
tion of a number of target proteins, and it is at present unclear
as to whether the time constants of the phosphorylation/de-
phosphorylation process would be capable of following the
breathing frequencies used in the present study. An alternative
possibility is that sympathetic activity may act indirectly by
interacting by modulating mechano-electric coupling (MEC).
MEC whereby changes in myocardial fiber stretch/strain
alter the electrophysiology (29, 44, 46) has been shown to be
substantially enhanced by -adrenergic blocking agents (22),
and therefore the reduction in the oscillation of APD that we
Fig. 4. Mean values of peak-to-peak amplitude of respiratory-related oscilla-
tions of ARI and SBP during control (C), following administration of -ad-
renergic blocking (BB) agents and after subsequent addition of atropine (AT

BB). After administration of -blockers, the amplitude of LV ARI and SBP
oscillations were significantly reduced, and a trend to reduction was seen for
RV ARI oscillations. *P  0.05; **P  0.01.
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observed after administration of metoprolol would be consis-
tent with MEC as an underlying mechanism. The effects of
MEC on APD are complex depending on the nature and timing
of the mechanical perturbation (3, 27, 42, 47). In general
increased stretch tends to shorten APD. Increased fiber length
increases the affinity of Troponic C for calcium, which slows
calcium release from TnC resulting in a reduced calcium
transient, decreased NaCa exchange current, and APD short-
ening. Increased fiber shortening results in a decreased affinity
of TnC for calcium, faster calcium release, an increased cal-
cium transient, increased inward NaCaX, and APD prolonga-
tion. In addition stretch-activated channels either shorten or
lengthen APD dependent on the timing of the stretch relative to
the reversal potential ( 30 mv), such that early stretch
shortens and late stretch lengthens APD. Thus the overall
effect is likely to be a complex function of whichever mech-
anism is dominant. As described above, during inspiration LV
stroke volume decreases, which would be expected to reduce
stretch and fiber excursion, whereas opposite effects would be
expected in the RV. The marked variability that we observed in
phase of ARI oscillations that we observed between endocar-
dial left ventricular free wall and right ventricular septum
would be consistent with such a mechanism. Discordant ARI
oscillations in the LV and RV increased the regional ARI
differences between LV and RV. We observed that the disper-
sion of ARI (APD) between left and right ventricle could
increase up to 40 ms when ARI oscillations reached their
peak in the RV and its trough in the LV at the same time.
Because ARI is a component of total repolarization and re-
gional differences in repolarization are important in arrhyth-
mias based on reentry, the cyclical variation in dispersion of
ARI due to respiration may contribute to the conditions for
reentry to occur.
Conclusion
The dynamics of ventricular repolarization play a critical
role in maintaining electrical stability. We have investigated
the role of the autonomic nervous system in generating oscil-
lations in ventricular APD at the respiratory frequency in
humans with healthy ventricles. Ventricular APD and SBP
exhibited oscillations at each of four controlled respiratory
frequencies. The -adrenergic blocking agent metoprolol
partly but not completely reduced the APD oscillation. The
addition of a parasympathetic blocking agent (atropine) was
without any additional effect. Directed coherence as a measure
of causality indicated respiration rather than (femoral artery)
SBP as a major cause of APD oscillation. -Adrenergic block-
ade reduced the contribution of respiration to APD oscillations.
The results are consistent with a role of the sympathetic
nervous system combined with an additional mechanism.
APPENDIX A: MULTIVARIATE AUTOREGRESSIVE MODEL
In this study, ARI, SBP, and RESP are a joint multivariate zero-
mean process: Y(n)  [yARI(n), ySBP(n), yRESP(n)] T. Here, ARI is
numbered as process 1, SBP is process 2, and RESP is process 3. The
set was described as a multivariate autoregressive (MVAR) process
defined as:
Yn
k1
p
AkYn k Un
where p is the model order, A(k), k  1, , p, are the 33 matrices
containing the coefficients aij(k) that describe the linear interaction at
lag k from yj(n-k) to yi(n) (i,j  1,2,3), and U(n)  [u1(n), u2(n),
u3(n)]T is a vector of zero-mean white noise processes with diagonal
covariance matrix U. This strictly causal model representation (k0)
cannot describe zero-delay correlations among the observed series Y,
which are thus explained by correlations among the input noises U. To
overcome this problem, series Y can be described including instanta-
neous effects [yi(n) to yj(n)] into the interactions allowed by the model
as proposed by Faes and Nollo (12). This is achieved by extending the
MVAR process:
Yn
k0
p
BkYn kWn
Like U(n), W(n)  [w1(n), w2(n), w3(n)]T is a vector of uncorre-
lated processes with diagonal covariance matrix W. Instantaneous
Fig. 5. Mean coherence measures the cou-
pling strength between ARI and respiration
(left), between SBP and RESP (middle), and
between ARI and SBP (right). Significant
coherence was detected in all subjects and
was unaffected after administration of auto-
nomic blocking agents.
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effects are modelled in the form of the coefficients bij(0) of the matrix
B(0). B(0) is a lower triangular matrix with null diagonal and can only
be solved by imposing a priori knowledge of the structure of instan-
taneous causation, i.e., the time-series have to be ordered in a way that
instantaneous effects are allowed from one process to another but not
vice versa. The instantaneous effects were ordered based on informa-
tion of the physiological system: respiration was measured before ARI
and before SBP due to the pulse transit time and the time delay
between electrical and mechanical activation.
APPENDIX B: DEFINITIONS OF SPECTRA, COHERENCE, AND
DIRECTED COHERENCE FOR MVAR MODELS
The spectral representation of the MVAR process is derived con-
sidering the Fourier transform of the MVAR process:
Y f B fY fW f
The transfer function that links input and output is the inverse of
the coefficients of B:
Fig. 6. Assessment of the causal interactions
between respiration (RESP), ARI, and SBP.
A: possible (theoretical) interactive path-
ways between all processes. B: for all pro-
cesses the mean relative power contributions
related to all processes (the directed coher-
ence) at the breathing frequency. Black
quantifies the contribution of respiration;
densely hatched represents SBP and lightly
hatched ARI. The directed coherence was
measured during control (C), following ad-
ministration of -adrenergic blocking (BB),
and subsequent addition of atropine (BB 

AT). For example, during control, the di-
rected coherence from respiration to ARI
(left) is 0.70, indicating that respiration ex-
plains 70% of ARI signal power at the
breathing frequency. Administration of
-blocker agents significantly reduced the
contribution of respiration to respiratory-re-
lated oscillations of activation recovery in-
tervals (P  0.05).
Fig. 7. Two examples of oscillations in the RV and LV. Right:
example in which both oscillations are approximately in phase.
Left: example in which the oscillations are approximately in
anti-phase. Note the different time scales for clarity.
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H f I B f1
where I is the identity matrix. The spectral matrix is then defined as:
S f H f  HH f
where the superscript H stands for the Hermitian transpose and 
is the covariance matrix. Its compact form is written as:
Sij f hi f  hj f
Under the assumption that the input white noises are uncorrelated,
their covariance matrix  reduced to the diagonal matrix   diag
i
2, where i
2 is the variance of wi.
S can be factorized in:
Sij f 
m 1
3
m
2 Him fHjm  f
The coherence between yi and yj is defined as:
ϒij f
Sij f
	Sii fSjj f
ϒij f
hi f hjH f
	hi f hiH f	hj f hjH f
 
m 1
3 mHim f
	Sii f
mHjm
  f
	Sjj f
 
m 1
3
im f jm  f
The last term contains the so-called directed coherence. The di-
rected coherence () from yi to yj is defined as:
ij f
 jHij f
	m 13 m2 Him f2
APPENDIX C: METHODOLOGICAL CONSIDERATIONS FOR
FREQUENCY DOMAIN MEASURES OF CAUSALITY
For this study, respiration was required to be voluntarily controlled,
and the tidal change voluntarily adjusted to suit the wide range of
rates, thus avoiding hyper- or hypoventilation. By controlling the
respiratory frequency, we endeavored to maximize stationarity of
respiratory modulation of APD. Estimation of the amplitude using the
power spectra are, therefore, likely to have produced the average
frequency content of the ARI and SBP signal over the entire recording
time of 90 s. To provide a good representation of the frequency
content, Thomson’s multitaper spectra were used to estimate the
amplitude of ARI and SBP oscillations. When compared with the
Fourier Transform, this method reduces the amplitude estimation bias
by obtaining multiple estimates from the same sample and averaging
over all the tapered spectra (48). The cyclical variation of ARI and
SBP was quantified as peak-to-peak amplitude, since this measure
represents the absolute changes in APD.
Frequency domain measures of causality have been used previ-
ously to investigate causal interactions between spontaneous variabil-
ity of the heart period (RR interval), SBP, and the respiratory flow (36,
39). To the best of our knowledge, our work is the first application in
studying cardiorespiratory interactions between ventricular endocar-
dial APD, SBP, and RESP. In this work, we used a MVAR model that
describes both lagged and instantaneous effects as proposed by Faes
and colleagues (12, 38, 39). The use of a strictly causal MVAR
models to describe multiple time series with zero-lag correlations may
lead to incorrect estimates of the lagged effects and thus to erroneous
causality inferences.
MEC is the process by which mechanical forces on the myocar-
dium can alter its electrical properties (3, 27, 29, 42, 47). In contrast
with the baroreceptor reflex, MEC may act almost instantaneously
(i.e., before arrival of the next heart beat). Consequently, to achieve a
full description of the correlation structure of the observed signals, we
used an extended MVAR model that combines both instantaneous and
lagged effects. When neglecting instantaneous effects, we discovered
cross-correlation between the residuals, indicating that causality mea-
sures would have been adversely affected when excluding instanta-
neous effects (12, 13). The analysis showed that the directed coher-
ence from ARI to RESP and from SBP to RESP was (very) low,
which corresponds to our expectations, since these pathways do not
have any physiological meaning. With respect to nonparametric meth-
ods, MVAR analysis presents the advantage of infer directionality and
causality through the parameterization of the mutual interactions
between processes (37).
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Oscillations of arterial pressure occur spontaneously at a frequency of approximately
0.1Hz coupled with synchronous oscillations of sympathetic nerve activity (“Mayer
waves”). This study investigated the extent to which corresponding oscillations may occur
in ventricular action potential duration (APD). Fourteen ambulatory (outpatient) heart failure
patients with biventricular pacing devices were studied while seated upright watching
movie clips to maintain arousal. Activation recovery intervals (ARI) as a measure of
ventricular APD were obtained from unipolar electrograms recorded from the LV epicardial
pacing lead during steady state RV pacing from the device. Arterial blood pressure
was measured non-invasively (Finapress) and respiration monitored. Oscillations were
quantified using time frequency and coherence analysis. Oscillatory behavior of ARI at
the respiratory frequency was observed in all subjects. The magnitude of the ARI variation
ranged from 2.2 to 6.9ms (mean 5.0ms). Coherence analysis showed a correlation with
respiratory oscillation for an average of 43% of the recording time at a significance level of
p < 0.05. Oscillations in systolic blood pressure in the Mayer wave frequency range were
observed in all subjects for whom blood pressure was recorded (n = 13). ARI oscillation in
the Mayer wave frequency range was observed in 6/13 subjects (46%) over a range of 2.9
to 9.2ms. Coherence with Mayer waves at the p < 0.05 significance level was present for
an average of 29% of the recording time. In ambulatory patients with heart failure during
enhanced mental arousal, left ventricular epicardial APD (ARI) oscillated at the respiratory
frequency (approximately 0.25Hz). In 6 patients (46%) APD oscillated at the slower Mayer
wave frequency (approximately 0.1Hz). These findings may be important in understanding
sympathetic activity-related arrhythmogenesis.
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INTRODUCTION
Oscillatory activity is a ubiquitous property of autonomic nerves
innervating the heart, and is considered by some to facilitate syn-
chronization of nerve traffic and hence potentiate the response.
Oscillations at a low frequency of approximately 0.1Hz, known as
Mayer waves, occur in arterial pressure coupled with synchronous
sympathetic efferent nerve activity and are exaggerated dur-
ing enhanced sympathetic activity (Julien, 2006; Malpas, 2010).
The mechanism of these systolic blood pressure oscillations is
thought to involve sympathetic modulation of peripheral vascu-
lar resistance and the baroreflex response, although their exact
relationship remains to be determined (Julien, 2006; Malpas,
2010). Since sympathetic nerves are known to innervate ven-
tricular myocardium, and elicit changes in the potassium and
calcium channels, both of which are important components of
the cardiac action potential, it is possible that oscillations in
APD may also occur at this slower frequency (Zipes and Jalife,
1999; Workman, 2010; Taggart et al., 2011; Shen and Zipes,
2014). Such time-varying and regional oscillation of APD could
have important implications for arrhythmogenesis, since beat
to beat variability in APD has been associated with ventricu-
lar arrhythmogenesis and sudden cardiac death (Nearing and
Verrier, 2002; Thomsen et al., 2007; Qu et al., 2010; Heijman
et al., 2013; Xie et al., 2014). We have previously reported
oscillations of ventricular action potential duration (APD) in
humans occurring at free and voluntarily-controlled respiratory
frequencies (Hanson et al., 2012). These data in subjects whose
heart rate was paced at a fixed rate indicated that the vari-
ability in APD was independent of respiration-induced changes
in heart rate. However, to the authors’ knowledge, variation
of APD in synchronization with Mayer waves has not been
reported.
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In order to study this relationship we recruited patients with
heart failure in whom a biventricular pacing resynchronization
device had been implanted. This enabled ambulatory recording
of electrophysiology to be made directly from the left ventric-
ular epicardium. As mental stress is known to enhance Mayer
wave oscillations in blood pressure (Lucini et al., 2002), we
devised a protocol whereby subjects were studied while watching
emotionally-charged movie clips to elicit and maintain a state of
arousal. A unipolar electrogram (UEG) was recorded from an epi-
cardial electrode of the device and activation-recovery intervals
(ARI) were obtained as a surrogate measure of APD. We observed
oscillatory behavior of APD (ARI) in synchrony with respiration
and blood pressure Mayer waves.
MATERIALS AND METHODS
Ethical approval: The study was approved by the local Ethics
Committee (Ref: 05/Q0702/89) and conformed to the standard
set by the Declaration of Helsinki (latest revision: 59th WMA
General Assembly). Written informed consent was obtained from
all subjects.
SUBJECTS AND PROTOCOL
Studies were performed in 14 ambulatory (outpatient) subjects
with heart failure (all male, age 48–80 (Table 1). All subjects
were undergoing treatment via implanted bi-ventricular cardiac
resynchronization devices, which had been implanted for at least
6 months prior to study. Beta-adrenergic blocking agents were
discontinued for 5 days prior to the study. Recordings were
made with the subjects seated upright and stationary, facing a
large display screen (approximately 1m diagonal width, at a dis-
tance of 2.2m) wearing over-the-ear headphones in a quiet room
with dimmed lighting. To elicit and maintain heightened arousal
of the sympathetic nervous system throughout the duration of
Table 1 | Subject characteristics.
Subject Age Gender Diagnosis NYHA Ejection
(years) Class fraction (%)
1 77 M NICM 2 23
2 67 M NICM 2 30
3 69 M IHD 1 35
4 77 M IHD 3 30
5 61 M IHD 2 55
6 63 M NICM 2 45–50
7 63 M IHD 1 45
8 68 M IHD 2 40
9 67 M NICM 1 37
10 80 M IHD 2 40
11 72 M NICM 2 65
12 80 M NICM 1 60–65
13 48 M NICM 2 39
14 59 M IHD 1 49
Range 48–50 1–3 23–65
Mean ± SD 68 ± 9 42 ± 12
IHD, Ischemic heart disease; NICM, non-ischemic cardiomyopathy.
the investigation, subjects were presented with excerpts con-
taining dramatic sequences from the psychological horror film
“The Shining” (Kubrick, 1980). Three excerpts were chosen,
allowing three physiological recordings as described in Section
Physiological Recordings. This study did not attempt to identify
physiological changes in response to the specific stimuli, which
are highly subjective.
PHYSIOLOGICAL RECORDINGS
APD is strongly dependent on the interval between beats, which
fluctuates over a wide range of frequencies from 0 up to half the
heart beat frequency (i.e., every other beat); in this study, that
confounding variation was isolated by maintaining the subjects’
heart rate at a constant rate by right ventricular pacing (Hanson
et al., 2012; Child et al., 2014), using their implanted pacing
device. The pacing rate was chosen as a minimum rate sufficient
to maintain continuous capture. Recordings were made after a
minimum adaptation period of 2min of pacing.
The implanted cardiac resynchronization device was also used
to record unipolar electrograms from the left ventricular epi-
cardial lead, sampled at 512Hz. For a comparison between
the unipolar electrogram and monophasic action potential. The
devices used in this study were able to store five separate
recordings of 30 s duration; a continuous recording of approxi-
mately 100 s was constructed by overlapping the 30 s recordings.
Activation-recovery intervals (ARI) were measured from the time
of minimum dV/dt of the electrogram QRS complex, represent-
ing local activation time, to the time of maximum dV/dt of the
subsequent T-wave, representing local repolarization time (Wyatt
et al., 1981; Haws and Lux, 1990; Coronel et al., 2006; Potse et al.,
2009). The time resolution of ARI measurements was 1.95ms
(1/512Hz). Ectopic beats occurred infrequently (median 0.68%
of beats across all recordings) and were removed from analysis
together with the successive beat. Afterwards, linear interpola-
tion was applied to fill in missing ARI values (Task Force of
the European Society of Cardiology and the North American
Society of Pacing and Electrophysiology, 1996). Recordings in
which ectopic beats comprised more than 10% of the total num-
ber of beats were rejected from the analysis (only 1 recording in
this study).
Breathing activity was recorded by measuring chest cir-
cumference: a custom-adapted tension sensor (adapted from a
RESPeRATE device, InterCure Inc., New York, NY, USA) fixed
to an expandable elastic band was placed around the subject’s
abdomen. Tension in the elastic band was directly proportional
to circumference, and hence inspiration. The signal was digitized
and sampled at 6Hz.
Arterial blood pressure was measured non-invasively using
a finger cuff (Finometer pro, Finapres Medical Systems B.V.,
Amsterdam, The Netherlands). The signal was digitized and sam-
pled at 1 kHz. Systolic blood pressure for each beat was computed
as the maximum blood pressure measured from the pressure
waveform using a script written in MATLAB (Mathworks, Inc.,
Natick, MA, USA).
These physiological recordings were synchronized using a
short-duration electrical “spike” signal which was recorded across
all measurement systems.
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FIGURE 1 | Illustration of time-frequency analysis of the respiratory
signal and the definition of the respiratory frequency band. The upper
panel (A) shows the time series of the respiratory signal. The
corresponding time-frequency spectrum is presented in the middle panel
(B). The intensity of a specific frequency is given by the grayscale (white:
low intensity, black: high intensity). An enhanced frequency band is clearly
visible at the respiratory frequency (approximately 0.28Hz in this example).
The frequency spectrum (C) provides a cross-section of the time-frequency
plot at 60 s, shown by a dashed line in (B). The respiratory frequency band
is defined by taking the maximum amplitude frequency ± the spectral
resolution.
ANALYSIS OF DATA
Respiratory frequency oscillation
To quantify the respiratory frequency over the duration of the
recordings we applied time-frequency analysis, which computes
the frequency spectrum as a function of time. In Figure 1, the
upper panel (A) shows the time series of the respiration signal.
In the middle panel (B), the time-frequency representation is
shown: the horizontal axis represents time, the vertical axis gives
the frequency and the amplitude is visualized by the grayscale.
A high intensity (dark color) band is found around the respi-
ratory frequency (approximately 0.28Hz). The lower panel (C)
demonstrates how the respiratory frequency band is defined as
the dominant frequency ± the spectral resolution inside a high
frequency band (0.15–0.5Hz).
The time-frequency method used in this study is based
on Cohen’s class of quadratic time-frequency distributions, the
smoothed pseudo-Wigner-Ville distribution (SPWVD). Previous
research has demonstrated that this method provides good
temporal and frequency resolution and is suitable to study
cardiovascular interactions (Orini et al., 2012a). The spectral
resolution depends on the SPWVD smoothing function, and was
defined by the width of the smoothing function at the level of 50%
of the maximum amplitude (Figure 1C).
To test whether ARI was oscillating with respiration, we eval-
uated if the ARI and respiration signals were coupled at the res-
piratory frequency. Coupling was studied using time-frequency
coherence, Equation 1:
γ(t, f ) = |Sxy(t, f )|√
Sxx(t, f )Syy(t, f )
γ(t, f ) ∈ [0, 1] (1)
where: γ(t,f ) quantifies the strength of the linear coupling
between signals x and y at time, t, and frequency, f. The strength
of the coupling is defined between 0 (absence of correlation) and
1 (complete correlation). Sxx and Syy are the time-frequency (TF)
spectra of the x and y respectively (from the autocorrelation of
each signal), and Sxy is the cross-time-frequency spectrum, which
is the TF spectrum of the cross-correlation between x and y. The
cross-correlation evaluates the similarity between the two signals.
Mayer-wave frequency oscillation
In the second part of the analysis, the ARI signals were exam-
ined for oscillations at Mayer-wave frequencies. The relationship
between Mayer waves in blood pressure and slow oscillations in
ARI was studied as follows:
1. First, the blood pressure signals (BP) were analyzed for pres-
ence of Mayer waves. Mayer waves were assumed to be present
in the signal if the average frequency spectrum contained
a significant peak (see following Section Determination of
Statistical Significance) in the low frequency band (0.04–
0.15Hz). The Mayer frequency was then defined as the peak-
frequency ± the spectral resolution of the average frequency
spectrum.
2. Time intervals were identified in which oscillatory behavior in
ARI and/or blood pressure was statistically significant at the
Mayer frequency.
3. The obtained intervals were categorized into the four possible
conditions depending whether Mayer waves were present in
BP and/or ARI measures:
Condition BP ARI
1 × ×
2 × X
3 X ×
4 X X
XPresence of Mayer waves in the signal; × Absence of Mayer waves.
A final step was applied in condition 4: to investigate whether the
Mayer-wave oscillations in BP and ARI were significantly cou-
pled. This was assessed by the TF coherence method described
previously.
Determination of statistical significance
To determine the average peak to peak amplitude of the
significant ARI oscillations we computed the amplitude spectrum
and measured the peak at the respiratory and Mayer frequency.
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The time frequency spectra contain components of signals
across the frequency range, including some measurement noise,
and it is important to identify whether the magnitudes of oscil-
lations at respiratory and Mayer wave frequencies are significant
in comparison to the noise. The method involves creating surro-
gate data (Faes et al., 2004): the samples of the measured signals
were randomly shuffled to create a surrogate signal having the
same important features at equal magnitudes while being com-
pletely uncoupled. This process was repeated 10,000 times to
obtain a distribution of time frequency spectra and time fre-
quency coherence values created by random. Consequently, the
values of the real data signals were assumed to be significant if
they exceeded a threshold set at the 100(1-α) percentile of the
noise distribution, where α is the significance level of the sta-
tistical test. In this study, the threshold for significance was set
at α = 5%.
RESULTS
Due to the challenging logistics of recording from multiple
measurement systems concurrently it was not possible to
achieve complete recordings in every instance, however record-
ings were obtained from 8/14, 13/14, and 14/14 subjects for
the three recording periods, respectively. One electrophysi-
ological recording was not analyzed because of the pres-
ence of multiple escape—un-paced—beats. One respiratory
recording was rejected because it did not show a clear res-
piratory component. In one subject blood pressure mea-
surements were not obtainable. A total of 33 ARI, 30
blood pressure, and 32 respiratory traces obtained from 14
subjects were analyzed. The average paced heart rate was
85 bpm.
ARI OSCILLATIONS AT RESPIRATORY FREQUENCY
All patients showed significant ARI oscillation at the respiratory
frequency (Table 2). The average ARI peak to peak differences
per patient were between 2.2 and 6.9ms and averaged 5ms.
Figure 2 shows an example in which ARI oscillations at the res-
piratory frequency were observed during the entire recording
period. The two uppermost plots, Ai and Bi show the time series
of ARI and respiration respectively. The ARI exhibits cyclical vari-
ation at a frequency similar to the respiratory pattern, notably
in the absence of respiratory sinus arrhythmia since the heart
rate is paced (at 80 bpm in this case). Plots Aii and Bii show the
corresponding time-frequency spectra. The ARI time-frequency
spectrum shows an enhanced amplitude (higher intensity) at the
respiratory frequency band (approximately 0.25Hz) indicating
that the ARI is oscillating at this frequency for the duration of the
recording (in addition to transitory oscillations at other frequen-
cies). The cross-time-frequency spectrum (plot C) shows a high
intensity inside the respiratory frequency band which demon-
strates a correlation between ARI and respiration at the respira-
tory frequency. The time-frequency coherence analysis (plot D)
shows that the coupling between ARI and respiration is statisti-
cally significant at the respiratory frequency for the whole length
of the recording. In all other subjects coupling between ARI and
respiration occurred intermittently during the recordings. The
average coupling time was about 43% of the total recording time
for each subject.
Table 2 | Oscillatory behavior of ARI.
Oscillations at respiratory frequency Oscillations at Mayer frequency
Subject Coupling Amplitude, ms Duration, % of total recording Coupling Amplitude, ms Duration, % of total recording
1 + 5.7 9 − − −
2 + 2.3 57 − − −
3 + 3.5 27 − − −
4 + 6.9 40 − − −
5 + 3.9 61 − − −
6 + 3.6 42 + 5.5 19
7 + 4.4 95 − − −
8 + 3.5 36 − − −
9 + 2.7 52 + 2.9 8
10 + 2.2 34 + 5.4 33
11 + 5.2 21 + 3.6 66
12 + 4.4 16 − − −
13 + 2.8 68 X 9.2* X
14 + 2.4 42 + 3.4 18
Range 2.2–6.9 9–95 2.9–9.2 8–66
Mean ± SD 3.8 ± 1.4 43 ± 23 5.0 ± 2.3 29 ± 23
In all subjects, ARI showed oscillations at the respiratory frequency. In 6 subjects we observed significant slow oscillatory behavior in the Mayer frequency range,
which was coupled in 5 subjects with Mayer waves in blood pressure (BP not available in 6th subject). The amplitude quoted is the average peak to peak amplitude
over the total duration of oscillation for each subject. Duration represents the total period for which oscillation was both of significant magnitude (p < 0.05) and
coupled to oscillation in BP, expressed as a fraction of the total duration of the three recording periods. SD, standard deviation; x, data not available. *, Blood pressure
recordings not available; –, no significant oscillation recorded; +, coupling significant at p < 0.05.
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FIGURE 2 | Example plot showing oscillations in the ARI signal at the
respiratory frequency. The top graphs (Ai,Bi) show the time series of
ARI and respiration. The corresponding time-frequency spectra are plotted
below, (Aii,Bii). The high intensity band in the time-frequency spectrum
of the respiratory signal (Bii) represents the frequency of the respiratory
signal (approximately 0.25Hz). High intensity is also seen in the ARI
time-frequency plot (Aii) in this frequency band. Oscillation is also
present at other frequencies and times across the spectrum. The cross
time- frequency spectrum (C) shows that the ARI and respiratory signal
are correlated at the respiratory frequency and the other variations in
each signal are not correlated. The results of coherence analysis in the
lower panel (D) show the coherence at the respiratory frequency is
significant at p < 0.001, indicating that both signals are coupled at this
frequency. NS = not significant.
ARI OSCILLATIONS AT MAYER-WAVE FREQUENCIES
Significant Mayer waves were observed in all patients in whom
blood pressure recordings were available, (13/14). Oscillatory
behavior—of ARI at the Mayer wave frequency was observed in
6/13 (46%) of subjects (Table 2). The average peak to peak ARI
differences ranged from 2.9 to 9.2ms between subjects. An exam-
ple is shown in Figure 3 in which ARI oscillates at a frequency
of 0.05Hz and has a maximum peak-to-peak amplitude of
approximately 15ms.
Synchronization of low-frequency oscillations in ARI and
Mayer waves is shown in Figure 4. Figures 4Ai,Bi show the
time series of ARI and systolic blood pressure with clearly-
visible waves in the blood pressure occurring at a 10 s period.
The time frequency spectrum of this signal, Figure 4Bii, shows
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FIGURE 3 | An example is shown for one subject illustrating ARI time series (A) oscillating with a peak-to-peak amplitude of 10–15ms. The lower
panels (B) show the corresponding time-frequency spectra. The spectra show an increased intensity at a frequency of 0.05Hz.
a high intensity at 0.1Hz. The ARI time-frequency spectrum
Figure 4Aii also shows increased intensity at 0.1Hz. The cross-
time-frequency spectrum, Figure 4C, confirms a correlation
between ARI and systolic blood pressure at this frequency. Finally,
coherence analysis shown in the lower panel, Figure 4D, demon-
strates that the slow oscillations in ARI are significantly coupled
with oscillations in systolic pressure, throughout 78% of the
recording time (average: 66% over all 3 recordings for this subject,
summarized in Table 2).
When Mayer waves were present in BP, significant ARI oscil-
lations in the Mayer frequency range were observed an average
of 29% of the time, across all recordings and patients. On occa-
sions when oscillations of ARI and systolic pressure were both
present, they were coupled at the significance level of p < 0.05 for
75–100% of the duration of the oscillatory period. When Mayer
waves were absent in blood pressure, there were some instances of
significant ARI oscillations in the Mayer frequency range; across
all recordings and patients this occurred for 8% of the time. Data
for all patients are summarized in Table 2.
There was no relation between ejection fraction (EF) or heart
failure class and the occurrence of slow oscillating behavior in
ARI that was correlated with Mayer waves. However, five of
the six patients that showed slow oscillating behavior had non-
ischemic cardiomyopathy and only 1 had ischemic heart disease
(IHD). None of the other patients with IHD showed these slow
oscillations.
DISCUSSION
Ambulatory heart failure patients exhibited oscillation of left
ventricular epicardial APD (measured as ARI) at two main
frequencies. Oscillations in APD were present for all subjects at
the respiratory frequency which were strongly correlated with
respiration. Oscillations in APD were also present at a slower fre-
quency (approximately 0.1Hz) in a proportion of subjects which
were coupled with systolic blood pressure oscillations. These APD
oscillations were independent of beat to beat interval, which was
constant (paced).
Ventricular activation exhibits cyclical variation such that the
interval between heartbeats varies with the respiratory cycle,
increasing with expiration and decreasing with inspiration,
known as respiratory sinus arrhythmia (Anrep et al., 1936; Cohen
and Taylor, 2002; Eckberg, 2009). It was recently reported that
ventricular APD (measured as ARI) also varies cyclically with res-
piration (Hanson et al., 2012). This study in subjects with normal
ventricles examined 10 left and 10 right ventricular endocardial
sites at breathing frequencies of 6, 9, 12, 15, and, 30 breaths
per min. Cyclical variation of APD at the respiratory frequency
was observed with maximum magnitudes over a range from 0 to
26ms. The present observations corroborate the existence of APD
oscillations in humans and extend the findings to ambulatory
patients with heart failure.
Oscillations in arterial pressure have long been known to
occur at a frequency slower than respiration, known as Mayer
waves (Mayer, 1876; Julien, 2006; Malpas, 2010). The present
results demonstrate for the first time measurements of ventric-
ular APD oscillations at the frequency range of the known Mayer
wave oscillations, which were observed in a paced, heart-failure
human model. Although commonly occurring at a frequency
of approximately 0.1Hz, Mayer waves occur over a fairly wide
range of frequencies spanning the range of 0.03 to 0.15Hz
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FIGURE 4 | Example measurements from one subject showing oscillatory
behavior of ARI at the Mayer frequency. The upper panels (Ai,Bi) show the
time series of ARI and blood pressure, respectively. Blood pressure shows
prominent oscillation with a 10-s period; ARI shows oscillation at this rate as
well as variation at higher frequencies. The corresponding time-frequency
spectra, (Aii,Bii), show high-intensity bands highlighting the presence of
waves at a Mayer wave frequency (0.1Hz). The cross time-frequency
spectrum (C) demonstrates that the ARI and blood pressure are correlated at
the Mayer frequency and not at other frequencies of oscillation. The results of
coherence analysis in the lower panel (D) show the coherence at the
respiratory frequency is significant at p < 0.001, indicating that both signals
are coupled at this frequency over most of the recording.
(Cohen and Taylor, 2002). The frequency range of the slow oscil-
lations we observed was 0.04 to 0.12Hz.
EXPERIMENTAL MODEL
Themethodology employed in this study was novel: the study was
designed to enable measurements of epicardial ventricular APD
in ambulatory humans during a period of enhanced emotional
arousal. The left ventricular pacing electrode of the biventricu-
lar pacing device enables recordings to be made of UEGs from
the epicardium, while steady-state pacing was maintained from
the right ventricular electrode in order to isolate changes in ARI
(APD) from cycle length-dependent effects.
Mayer oscillations are associated with oscillations of sympa-
thetic nervous tone (Cevese et al., 2001; van de Borne et al., 2001):
these subjects were studied while seated in an upright position
which is known to facilitate sympathetic activation. Sympathetic
activity may have been further exaggerated in this heart failure
patient group, whose hemodynamic function is less than nor-
mal, particularly during the pacing strategy employed in this
experiment. Emotional arousal was enhanced by the use of movie
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excerpts which are considered to be among the most-powerful
stimuli to elicit affective responses in the laboratory setting
(Westermann et al., 1996; Schaefer et al., 2010). In this study we
made no attempt to investigate how oscillatory APD behavior
changes in response to different degrees of stress and tranquility,
which is a highly-subjective measurement, but focussed on estab-
lishing the existence of these phenomena under conditions likely
to enhance their presence.
The time frequency coherence method applied in this study
accounts for the time-varying nature (non-stationarity) of the
oscillations in ARI, systolic blood pressure and respiration sig-
nals. It has been demonstrated recently that the Cohen’s class
distributions used for this study can be used to reliably quantify
the dynamic interactions between cardiovascular signals, such as
heart rate variability, BP and respiration (Orini et al., 2012a,b).
The statistical significance of the time frequency coherence was
assessed by using surrogate data analysis to establish the “noise
floor” of the recordings to determine the confidence interval.
Subsequently it was demonstrated that oscillations in ARI and BP
showed significant coupling at the respiratory rate and at Mayer
wave frequencies with significance levels reaching p < 0.001 for
periods.
In this study, we examined whether slow oscillatory behavior
in both APD and blood pressure was present or absent at the same
time. The results suggest that if Mayer waves are absent in blood
pressure, oscillations in APD at theMayer wave frequency are also
likely to be absent. On the other hand, when Mayer waves were
observed in blood pressure, they were sometimes but not always
accompanied by coupled oscillations in APD. It should be noted
that since APD variation may be heterogeneous, it is possible that
APD oscillation was present in ventricular regions which were
not captured by the single-site epicardial recording used here (see
Limitations).
UNDERLYING MECHANISMS
At the respiratory frequency
These results support a relationship between respiration and
electrophysiology, demonstrating significant coupling between
oscillation in ARI and BP with respiration. A previous study
employed a constant-rate breathing protocol to observe rate-
dependence and phase relationships (Hanson et al., 2012); in this
study there was natural variation in each subject’s breathing rate
and statistical coupling was retained. We have previously pro-
posed and discussed in some detail several possible mechanisms
as underlying the APD oscillations seen at the respiratory fre-
quency in subjects with normal ventricles (Hanson et al., 2012).
In brief: One possibility is mechano-electric feedback whereby
changes in ventricular load alter the electrophysiology (Kohl et al.,
2006; Taggart and Sutton, 2011). Respiration results in a cycli-
cal change in ventricular filling and hence in myocardial loading
conditions (Guz et al., 1987). Furthermore, these effects are more
pronounced when cycle length is maintained constant by con-
stant pacing as was the case in the present study (Innes et al.,
1987). Previous studies in humans have shown that altering ven-
tricular loading alters ventricular APD over a range comparable
to that seen in the present study (Taggart and Sutton, 2011).
Two other mechanisms which have been proposed to account
for respiratory related oscillations of sinus node firing could be
operative (Task Force of the European Society of Cardiology and
the North American Society of Pacing and Electrophysiology,
1996; Malliani, 2000; Cohen and Taylor, 2002; Eckberg, 2009;
Karemaker, 2009). The baroreflex mechanism attributes fluctu-
ations in RR interval to baroreflex-induced fluctuations in vagal
activity in response to respiration induced changes in stroke vol-
ume (de Boer et al., 1987; Innes et al., 1993). An alternative mech-
anism is central gating of autonomic drive to the myocardium by
central respiratory networks (Spyer and Gilbey, 1988; Dergacheva
et al., 2010). In this heart failure model we observed similar
magnitudes of variation in ARI as those observed in normal ven-
tricles (Hanson et al., 2012), however this was only a single-point
measurement and it is likely that ARI variation was heteroge-
neous across the myocardium as previously observed. Multi-site
mapping is recommended to identify whether diseased ventricles
exhibit a higher-degree of local heterogeneity in ARI as a result of
respiratory-related variation.
At Mayer-wave frequencies
The presence of significant coupling between ARI and systolic
blood pressure suggests the possibility that both signals may be
driven by a common source. That possibility is further supported
by occurrences of significant oscillations at Mayer frequencies in
ARI in the absence of oscillations in BP, and vice-versa. The data
do not wholly support a model of ARI oscillation being depen-
dent on BP oscillation, nor vice-versa. The experimental model
was not able to identify phase relationships between oscillations
in ARI and BP since the periods of oscillation and coupling var-
ied and steady-state oscillation was not observed. Mayer wave
oscillations on systolic blood pressure are generated by oscilla-
tions of sympathetic tone (Cevese et al., 2001; van de Borne et al.,
2001). Two mechanisms have been proposed to explain their con-
sistent frequency. One theory attributes the rhythmicity of Mayer
waves to pacemaker-like activity of an oscillator in the brain-
stem or spinal cord region generating sympathetic nerve activity.
An alternative theory proposes that Mayer waves are oscillatory
responses to hemodynamic changes and governed by the mag-
nitude of the hemodynamic change and the sensitivity of the
sympathetic limb of the baroreflex (for review see Julien, 2006
and Malpas, 2010). The mechanism underlying the synchronous
slow oscillations in APD has yet to be determined. Either of the
above mechanisms could be associated with phasic autonomic
input to the ventricular myocardium and a direct effect on the
cellular electrophysiology. Our study does not allow discrimi-
nation between the two possibilities. Mechano-electric feedback
may play a role whereby the APD oscillations are secondary to
the phasic mechanical stimuli accompanying the oscillations in
systolic pressure. In patients with heart failure the myocardial
stress may be different to that in normal hearts because of altered
diastolic stiffness. Further work is recommended to elucidate the
mechanisms.
LIMITATIONS
In this study, it was not possible to pace and record from the same
lead due to electrical interference, hence the RV was paced and
LV sensed. This pacing protocol may have significantly affected
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the haemodynamic efficiency. In our previous study frequency in
subjects with normal ventricles, we observed that the presence
and magnitude of APD oscillation on the endocardium at the
respiratory was inhomogeneous (Hanson et al., 2012). However,
the electrophysiological measurements in the present study were
obtained from single site recordings on the left ventricular epi-
cardium, and therefore we cannot comment on whether the
oscillatory behavior we observed on APD was a local or general-
ized phenomenon. In our previous study in which blood pressure
was recorded directly from the aorta, we performed phase analysis
between BP and APD; this was not possible in the present study
owing in part to the technical limitations of the non-invasive sys-
tem (Finometer pro, Finapres Medical Systems B.V., Amsterdam,
The Netherlands). Intra-arterial measurements were precluded
in this set-up as they were not appropriate for this ambulatory
patient group. The question as to whether slow wave APD oscilla-
tions are confined to heart failure patients or also occur in normal
subjects cannot be addressed at the present time owing to the
inability to perform comparable intracardiac electrophysiology
measures in normal subjects.
IMPLICATIONS
In general, oscillatory behavior of APD such as APD alternans
or beat to beat APD variability, reflect repolarization instabil-
ity and an increased susceptibility to arrhythmogenesis (Nearing
and Verrier, 2002; Thomsen et al., 2007; Qu et al., 2010; Heijman
et al., 2013; Xie et al., 2014). It remains to be determined whether
the APD oscillation we observed, particularly at the slower fre-
quencies, represents simply a benign enhancement of normal
physiology or whether it represents a destabilization of the repo-
larization process which may have consequences in the context of
arrhythmogenesis.
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