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We study summation of sequences and integration in the quantum model of
computation. We develop quantum algorithms for computing the mean of sequen-
ces that satisfy a p-summability condition and for integration of functions from
Lebesgue spaces Lp([0, 1]d), and analyze their convergence rates. We also prove
lower bounds showing that the proposed algorithms are, in many cases, optimal
within the setting of quantum computing. This extends recent results of G. Brassard
et al. (2000, ‘‘Quantum Amplitude Amplification and Estimation,’’ Technical
Report, http://arXiv.org/abs/quant-ph/0005055) on computing the mean for
bounded sequences and complements results of E. Novak (2001, J. Complexity 17,
2–16) on integration of functions from Hölder classes. The analysis requires an
appropriate model of quantum computation, capable of covering the typical
features of numerical problems such as dealing with real numbers and real-valued
functions and with vector and function spaces. We develop and study such a
model, which can be viewed as a quantum setting for information-based complexity
theory. © 2002 Elsevier Science (USA)
1. INTRODUCTION
Quantum algorithms and complexity are by now well studied for various
discrete problems. This includes such milestones as Shor’s factorization
(1994) and Grover’s search algorithm (1996). Much less is understood
about numerical problems, computational problems of analysis. These
problems are typically defined on a continuum and/or take values in a
continuum, such as the field of real or complex numbers, domains in finite
dimensional vector spaces or even infinite dimensional normed spaces such
as function spaces.
First results related to this direction concern the counting problem
(Boyer et al., 1998) and the computation of the mean (Grover, 1998;
Brassard et al., 2000) of finite sequences which satisfy a uniform bound
(e.g., whose elements belong to the interval [0, 1]). Matching lower bounds
were obtained by Nayak and Wu (1999) using the polynomial method of
Beals et al. (1998). Abrams and Williams (1999) proposed certain quantum
algorithms for integration. Novak (2001) was the first to provide quantum
integration algorithms with matching upper and lower bounds. He studied
an important class of integrands—functions which belong to Hölder
spaces. His work is closely related to information-based complexity—a
framework in which the complexity of numerical problems is studied (in
the classical setting).
Mainly due to efforts within this theory, for many important problems
of numerical analysis matching upper and lower complexity bounds (or in
other words, optimal convergence rates) are now known for both the clas-
sical deterministic and randomized settings. It is a challenging task to study
these problems in the setting of quantum computation. Once such results
are obtained, one can compare them to the deterministic and randomized
classical results to understand the possible speedups by quantum algo-
rithms. Novak (2001) took the first step toward this; the present paper as
well as related work, Heinrich and Novak (2001a,b) and Heinrich (2001),
goes further along this line.
In the present paper we study quantum summation of sequences satisfy-
ing p-summability conditions. These classes are larger than that of uni-
formly bounded sequences (precise definitions are given in Section 3) and
cannot be handled by the previous algorithms. But the solution of this
problem is needed for the understanding of quantum integration in various
function spaces (other than Hölder classes) characterized by p-integrability
conditions, such as Lebesgue spaces Lp([0, 1]d), studied here in Section 5,
and the Sobolev spaces analyzed in Heinrich (2001). In the present paper
we therefore develop quantum algorithms for computing the sum of such
sequences. We also prove lower bounds that, in many cases, match the
obtained upper bounds, showing the optimality of the algorithms. (The
picture is completed in Heinrich and Novak, 2001b, where the case is
settled which is left open here.) These results enable us to completely
determine (in one case, up to a logarithmic factor) the optimal order of
convergence of quantum integration in Lebesgue spaces Lp([0, 1])d).
Comparing the results for both summation and integration with the
randomized classical setting, we observe a considerable gain by quantum
computing—the quantum speed of convergence equals the square of the
randomized classical one. The gain over deterministic classical algorithms
can even be exponential (see the details in Section 5 and 6).
To put the problem formulations and the results on a firm mathematical
basis, it was necessary to extend the usual model of quantum computation
(we follow Beals et al., 1998) to the setting of numerical problems, to the
fields of real or complex numbers, normed spaces of functions etc. This
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extension was widely inspired by the approach of information-based com-
plexity theory to numerical problems in the classical settings and can be
viewed, in fact, as a quantum setting of this theory.
The paper is organized as follows. The general approach is presented in
Section 2. Upper bounds for summation of p-summable sequences and
respective algorithms are contained in Section 3. General results concerning
lower bounds as well as their application to summation are given in Section
4. Section 5 is devoted to the application of the previous results to integra-
tion of functions from the Lebesgue spaces Lp([0, 1]d). Finally, in Section 6
we give comparisons to results in the classical deterministic and ran-
domized settings and comment on some further related issues.
For background reading in quantum computing we refer to the surveys
Ekert et al. (2000), Shor (2000) and the monographs Pittenger (1999),
Gruska (1999), and Nielsen and Chuang (2000). For notions and results in
information-based complexity theory see themonographs Traub et al. (1988),
Novak (1988), and the survey Heinrich (1993) of the randomized setting.
2. A GENERAL FRAMEWORK FOR NUMERICAL
QUANTUM ALGORITHMS
We are given nonempty sets D and K, a nonempty set F of functions on
D with values in K, and a function S from F to a normed space G. By a
normed space we always mean a normed linear space over K, where K is
either R or C, the field of real or complex numbers. We seek to compute
(approximately) S(f) for f ¥ F, where f can only be accessed through its
values (that is, we assume that f is given as a black box—given t ¥ D, this
black box returns f(t) ¥K).
This general framework includes, on the one hand, the binary case,
where D={0, ..., N−1}, K={0, 1}, F consists of all Boolean functions,
i.e., all functions from D to K, and S maps F to G=R (which contains
{0, 1}). On the other hand, in numerical problems, D is usually some
subset of Rd, K=K, F is usually a subset of a normed linear space of
functions (or tuples of functions) from D to K, and S is a mapping (also
called the solution operator) from F to G, where G is either K or a normed
space of functions.
We want to study algorithms and the complexity of solving these
problems on a quantum computer. For this purpose, we adopt the stan-
dard notation of quantum computing. Let H1 be the two-dimensional
complex Hilbert space C2, {e0, e1} its unit vector basis, let
Hm=H1 é · · · éH1
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be the Hilbertian tensor product of m copies of H1. We use the standard
identifications such as writing ei or |iP for ej0 é · · · é ejm−1 , where
i=;m−1k=0 jk2m−1−k is the binary expansion of i. When identifying Hm with
Hm1 é · · · éHma , where ;ak=1 mk=m, we also identify ei with the respec-
tive ei1 é · · · é eia and |i1P ... |iaP, and finally also i itself with (i1, ..., ia) in
the respective way. For convenience we use the following notation,
Z[0, N) :={0, ..., N−1}
for N ¥ N (as usual, we let N={1, 2, ...} and N0=N 2 {0}). Let
Cm={|iP: i ¥ Z[0, 2m)} be the set of basis vectors of Hm, also called classi-
cal states, or basis states, and let U(Hm) denote the set of unitary operators
on Hm.
First we introduce the notion of a quantum query (in our setting of
D, K, F, G and S). A quantum query on F is given by a tuple
Q=(m, mŒ, mœ, Z, y, b), (1)
where m, mŒ, mœ ¥ N, mŒ+mœ [ m, Z ı [0, 2mŒ) is a nonempty subset, and
y: ZQ D
b: KQ Z[0, 2mœ)
are arbitrary mappings. The meaning of these components will be
explained below. Such a tuple Q defines a query mapping (we use the same
symbol Q)
Q: FQU(Hm)
fQ Qf
as follows: Let any h ¥ Cm be represented as h=|iP |xP |yP with |iP ¥ CmŒ,
|xP ¥ Cmœ, |yP ¥ Cm−mŒ−mœ (if m=mŒ+mœ, we drop the last component).
Then Qf is the unitary operator defined uniquely by its action on Cm,
Qf |iP |xP |yP=˛ |iP |x À b(f(y(i)))P |yP if i ¥ Z|iP |xP |yP otherwise, (2)
where here and in the sequel À always means addition modulo the respec-
tive power of 2, here modulo 2mœ. Let m(Q) denote the first component
of Q, that is, the total number of qubits. If m(Q)=m, we also say that Q is
an m-qubit quantum query.
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This notion contains the binary black box query typically used in
quantum computation (see,e.g., Beals et al., 1998) as a particular case: Such
a binary query associates to a {0, 1}-valued function o defined on Z[0, 2mŒ)
the operator Qo which maps |iP |xP |yP to |iP |x À o(i)P |yP, where |iP ¥ CmŒ
and |xP ¥ C1. In our situation we have to deal with two more general
domains: D and K. The mapping y: iQ y(i) ¥ D describes the (chosen by
the algorithm designer) correspondence of binary strings with certain ele-
ments of the domain of definition of functions from F. Since at request y(i)
the black box returns f(y(i)), which is an element of K, we need a second
mapping b, which maps (’’codes’’) elements from K into binary strings.
(This is also chosen by the algorithm designer.) As usual, the untouched
part |yP stands for ‘‘working bits.’’
Note that, by definition, a quantum query on F is also a quantum query
on any other nonempty subset F1 ıF(D, K) and, in particular, on
F(D, K) itself. HereF(D, K) denotes the set of all functions from D to K.
Indeed, the mapping Qf is defined for each f ¥F(D, K).
Next we define quantum algorithms in the general framework of
D, K, F, G and S. It will be convenient for us to introduce algorithms with
multiple measurements. We show later in this section how they can be
simulated by algorithms with one measurement. Let us first describe
informally what we mean by a quantum algorithm with k measurements:
Such an algorithm starts with a fixed basis state b0 and applies in an alter-
nating way unitary transformations (not depending on f) and a certain
query, associated with the algorithm. After a fixed number of steps the
resulting state is measured, which gives a (random) basis state t0. This state
is memorized and then transformed (e.g., by a classical computer) into a
new basis state b1. This is the starting state to which the next sequence of
quantum operations is applied (with possibly another query and number of
qubits). The resulting state is again measured, which gives the (random)
basis state t1. This state is memorized, and b2 is computed from t0 and t1,
and so on. After k such cycles, we obtain t0, ..., tk−1. Then finally an
element of G—the output of the algorithm—is computed (e.g., again on a
classical computer) from the results of all measurements: f(t0, ..., tk−1).
Now we formalize this: A quantum algorithm on F with no measure-
ment is a tuple
A=(Q, (Uj)
n
j=0),
where Q is a quantum query on F, n ¥ N0, and Uj ¥U(Hm) (j=0, ..., n),
with m=m(Q) (in the case n=0, no query Q is needed). Given such an A
and f ¥ F, we let Af ¥U(Hm) be defined as
Af=UnQfUn−1...U1QfU0. (3)
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We denote by nq(A) :=n the number of queries and by m(A)=m=
m(Q) the number of qubits used by A. We also introduce the following
notation. Let Af(x, y) for x, y ¥ Z[0, 2m) be given by
Af |yP= C
x ¥ Z[0, 2m)
Af(x, y) |xP. (4)
Hence (Af(x, y))x, y is the matrix of the transformation Af in the canonical
basis Cm.
A quantum algorithm on F with output in G (or shortly, from F to G)
with k measurements is a tuple
A=((Aa)
k−1
a=0, (ba)
k−1
a=0, f),
where k ¥ N, and Aa (a=0, ..., k−1) are quantum algorithms on F with no
measurements. To explain the other components, set ma=m(Aa). Then
b0 ¥ Z[0, 2m0),
for 1 [ a [ k−1, ba is a function
ba: D
a−1
i=0
Z[0, 2mi)Q Z[0, 2ma),
and f is a function with values in G,
f: D
k−1
a=0
Z[0, 2ma)Q G.
We also say that A is a quantum algorithm with measurement(s), or just a
quantum algorithm.
Let P0(G) denote the set of all probability measures on G whose support
is a finite set. The output of A at input f ¥ F will be an element
A(f) ¥P0(G) (we use the same symbol A for the mapping A: FQP0(G)).
We define A(f) via a sequence of random variables (ta, f)
k−1
a=0 (we assume
that all random variables are defined over a fixed—suitably large—proba-
bility space (W, S, P)). So let f ¥ F be fixed. Now let ta, f be such that
P{t0, f=x}=|A0, f(x, b0)|2 (5)
and, for 1 [ a [ k−1, let
P{ta, f=x | t0, f=x0, ..., ta−1, f=xa−1}=|Aa, f(x, ba(x0, ..., xa−1))|2. (6)
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Clearly, this defines the distribution of (ta, f)
k−1
a=0 uniquely. Let us define for
x0 ¥ Z[0, 2m0), ..., xk−1 ¥ Z[0, 2mk−1)
pA, f(x0, ..., xk−1)=|A0, f(x0, b0)|2 |A1, f(x1, b1(x0))|2...
...|Ak−1, f(xk−1, bk−1(x0, ..., xk−2))|2. (7)
It follows from (5) and (6) that
P{t0, f=x0, ..., tk−1, f=xk−1}=pA, f(x0, ..., xk−1). (8)
Finally we define the output of A at input f as
A(f)=dist(f(t0, f, ..., tk−1, f)),
the distribution of f(t0, f, ..., tk−1, f). This random variable takes only
finitely many values in G, and hence the support of A(f) is finite (and no
measurability problems related to the target space G will arise). It follows
from (8) that for any subset C ı G
A(f)(C)= C
f(x0, ..., xk−1) ¥ C
pA, f(x0, ..., xk−1). (9)
We note that, analogously to quantum queries, a quantum algorithm on F
is automatically also a quantum algorithm on any nonempty F1 ı
F(D, K).
The number nq(A) :=;k−1a=0 nq(Aa) is called the number of queries used
by A. This is the crucial quantity for the purposes of our query complexity
analysis. (In Section 6 we give some comments on the cost in the bit-
model.)
Let 0 [ h < 1. For an algorithm A as above we define the (probabilistic)
error at f ¥ F as follows. Let z be a random variable with distribution
A(f). Then
e(S, A, f, h)=inf{e |P{||S(f)−z|| > e} [ h}
(note that this infimum is always attained). Hence e(S, A, f, h) [ e iff the
algorithm A computes S(f) with error at most e and probability at least
1−h. We put
e(S, A, F, h)=sup
f ¥ F
e(S, A, f, h)
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(we allow the value+. for this quantity). Furthermore, we set
e(S, A, f)=e(S, A, f, 1/4)
and similarly,
e(S, A, F)=e(S, A, F, 1/4)
(the choice of 1/4 is arbitrary—any fixed constant < 1/2 would do). The
central quantity of our study is the n-th minimal (query) error, defined for
n ¥ N0 by
eqn(S, F)=inf{e(S, A, F) | A is any quantum algorithm with nq(A) [ n},
that is, the smallest error which can be reached using at most n queries. The
query complexity is defined for e > 0 by
compqe (S, F)=min{nq(A) | A is any quantum algorithm with e(S, A, F) [ e}
(we put compqe (S, F)=+. if there is no such algorithm). It is easily
checked that these functions are inverse to each other in the following
sense: For all n ¥ N0 and e > 0, eqn(S, F) [ e if and only if compqe1 (S, F) [ n
for all e1 > e. Hence it suffices to determine one of them. We shall usually
choose the first one.
Our first general result shows the tight relation between algorithms with
several measurements and (the conceptually simpler) algorithms with one
measurement. It states that an algorithm with several measurements can
always be represented equivalently by an algorithm with one measurement
and twice the number of queries (at the expense of an increased number of
qubits).
Lemma 1. For each quantum algorithm A from F to G with k measure-
ments there is a quantum algorithm A˜ from F to G with one measurement
such that nq(A˜)=2nq(A) and
A˜(f)=A(f)
for all f ¥ F.
Proof. By ‘‘ath quantum cycle’’ we mean the quantum operations in the
original algorithm before the first measurement if a=0, and between the
ath and the (a+1)-st measurement if 1 [ a [ k−1. The idea of the proof is
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easy: We simulate the k queries by one query and instead of intermediate
measurements we ‘‘store’’ the results of the cycles in different components
until the final measurement (a pseudo-code is given below). Let us now
formalize this and check that the corresponding probabilities coincide. Let
the original algorithm be given by
A=((Aa)
k−1
a=0, (ba)
k−1
a=0, f),
where
Aa=(Qa, (Uaj)
na
j=0),
and
Qa=(ma, m
−
a, m
'
a , Za, ya, ba).
By adding, if necessary, qubits that are set to zero and remain so during the
whole ath cycle we may assume without loss of generality that m −a — mŒ.
Let1 k0=Klog kL, define m˜Œ=mŒ+k0, and Z˜ ı Z[0, 2 m˜Œ) by
1 Throughout this paper log stands for log2.
Z˜={(a, i) | 0 [ a [ k−1, i ¥ Za}.
Now we define
y˜: Z˜Q D
y˜(a, i)=ya(i) for (a, i) ¥ Z˜.
Moreover, we set
m˜œ=C
k−1
a=0
m'a ,
b˜: KQ Z[0, 2 m˜œ)
b˜(s)=(b0(s), ..., bk−1(s)) for s ¥K,
m˜=k0+m˜œ+C
k−1
a=0
ma,
Q˜=(m˜, m˜Œ, m˜œ, Z˜, y˜, b˜).
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Let us fix the following notation: Consider the splitting
Hm˜=Hk0 éHm˜œ éHm0 é · · · éHmk−1 .
The representation of a basis state
|iP |uP |x0P ... |xk−1P
refers to this splitting. We also need refined splittings. We represent
Hm˜œ=Hm'0 é · · · éHm'k−1 ,
and
|uP=|u0P ... |uk−1P
corresponds to that splitting. Similarly,
Hma=HmŒ éHm'a éHm−mŒ−m'a
with the respective
|xaP=|iaP |yaP |zaP.
Next we define the following unitary operators on Hm˜ by their action on
the basis states,
J |iP |uP |x0P ... |xk−1P=|iP |ı uP |x0P ... |xk−1P,
where ı means substraction modulo 2 m˜œ and ı u stands for 0ı u,
C |iP |uP |x0P ... |xk−1P=|i À 1P |uP |x0P ... |xk−1P,
for a=0, ..., k−1, j=0, ..., na,
Ta |iP |u0P ... |uaP ... |uk−1P |x0P ... |iaP |yaP |zaP ... |xk−1P
=|iP |u0P ... |uaP ... |uk−1P |x0P ... |iaP |ya À uaP |zaP ... |xk−1P,
U˜aj |iP |uP |x0P ... |xaP ... |xk−1P=|iP |uP |x0P ...(Uaj |xaP)...|xk−1P,
Pa |iP |uP |x0P ... |iaP |yaP |zaP ... |xk−1P
=|iP |iaP |uP |x0P ... |yaP |zaP ... |xk−1P,
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and finally, for a=1, ..., k−1,
Ba |iP |uP |x0P ... |xa−1P |xaP ... |xk−1P
=|iP |uP |x0P ... |xa−1P |xa À ba(x0, ..., xa−1)P ... |xk−1P.
Now we present the simulation of the queries Qa, f by Q˜f: Let 0 [ a [ k−1.
It is readily checked that if we apply the operator P−1a Q˜fPa to the state
|aP |0P|x0P ... |xk−1P,
we get
|aP |b˜(f(y˜(a, ia)))P |x0P ... ...|xk−1P
=|aP |b0(f(ya(ia)))P ... |bk−1(f(ya(ia)))P |x0P ...... |xk−1P,
provided ia ¥ Za. Applying then Ta to this state gives
|aP |b˜(f(y˜(a, ia)))P |x0P ... |iaP |ya À ba(f(ya(ia)))P |zaP ... |xk−1P
=|aP |b˜(f(y˜(a, ia)))P |x0P ...(Qa, f |xaP)...|xk−1P.
Next J is applied, which yields
|aP |ı b˜(f(y˜(a, ia)))P |x0P ...(Qa, f |xaP)...|xk−1P,
and finally the application of P−1a Q˜fPa produces
|aP |0P |x0P ...(Qa, f |xaP)...|xk−1P.
If ia ¨ Za, this also holds, which is checked in the same way. Hence we
showed that
P−1a Q˜fPaJTaP
−1
a Q˜fPa |aP |0P |x0P ... |xaP ... |xk−1P
=|aP |0P |x0P ...(Qa, f |xaP)...|xk−1P. (10)
The new algorithm can now be described as follows:
initialize |0P |0P |b0P |0P ... |0P
for a=0, ..., k−1 do
apply U˜a, 0 (beginning of ath cycle of original algorithm)
for j=1, ..., na
apply P−1a Q˜fPaJTaP
−1
a Q˜fPa
apply U˜aj (end of ath cycle of original algorithm)
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if a ] k−1
apply Ba+1 (computing ba+1 as initial state of next cycle)
apply C (increasing the counter by one)
measure all qubits corresponding to the components
Hm0 , ..., Hmk−1 (let |x0P ... |xk−1P be the result)
compute f(x0, ..., xk−1).
The starting passage through the outer loop (a=0) acts as
|0P |0P |b0P |0P (k−1)Q |1P |0P 1C
x0
A0, f(x0, b0) |x0P |b1(x0)P2 |0P (k−2).
The passage with index a, 1 [ a [ k−2, maps each basis state of the form
|aP |0P |x0P ... |xa−1P |yP |0P (k− a−1)
into
|a+1P |0P |x0P ... |xa−1P 1C
xa
Aa, f(xa, y) |xaP |ba+1(x0, ..., xa)P2 |0P (k− a−2).
Finally, the last passage (a=k−1) acts as
|k−1P |0P |x0P ... |xk−2P |yPQ
|k−1P |0P |x0P ... |xk−2P 1 C
xk−1
Ak−1, f(xk−1, y) |xk−1P2 .
From this it follows that the overall result of the algorithm before mea-
surement is the state
C
x0, ..., xk−1
A0, f(x0, b0) A1, f(x1, b1(x0))...
...Ak−1, f(xk−1, bk−1(x0, ..., xk−2)) |k−1P |0P |x0P ... |xk−1P.
The probability of measuring |x0P ... |xk−1P is thus
|A0, f(x0, b0)|2 |A1, f(x1, b1(x0))|2...|Ak−1, f(xk−1, bk−1(x0, ..., xk−2))|2,
which equals
P{t0, f=x0, ..., tk−1, f=xk−1},
by (7) and (8). This proves the lemma. L
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Remark. If the queries of all cycles share the same b, that means, there
are mœ ¥ N and b: KQ Z[0, 2mœ) such that m'a=mœ and ba=b for all a,
then we can construct A˜ in such a way that nq(A˜)=nq(A). Indeed, we just
need the following changes in the proof above. We put
m˜œ=mœ, b˜=b, m˜=k0+C
k−1
a=0
ma,
and consider the splitting
Hm˜=Hk0 éHm0 é · · · éHmk−1 .
We modify C, U˜aj and Ba in an obvious way, corresponding to this repre-
sentation of Hm˜. Next we define Pa ¥U(Hm˜) by setting
Pa |iP |x0P ... |iaP |yaP |zaP ... |xk−1P=|iP |iaP |yaP |x0P ... |zaP ... |xk−1P.
In the construction of the algorithm A˜ we use P−1a Q˜fPa instead of
P−1a Q˜fPaJTaP
−1
a Q˜fPa. Then (10) turns into
P−1a Q˜fPa |aP |x0P ... |xaP ... |xk−1P=|aP |x0P ...(Qa, f) |xaP)...|xk−1P.
The rest of the proof goes through with obvious notational changes.
We will sometimes write that we repeat a quantum algorithm a number
of times, or, more generally, that we apply to f ¥ F a finite sequence of
algorithms Ai from F to Gi (i=0, ..., M−1) and combine the results by
the help of a classical computation. Let
k: G0× · · · ×GM−1 Q G
be any mapping. Using our notion of a quantum algorithm with mea-
surements, a formal representation of the composed algorithm A, which we
write symbolically as
A=k(A0, ..., AM−1), (11)
can easily be given as follows: Let
Ai=((Ai, a)
ki −1
a, 0 , (bi, a)
ki −1
a=0 , fi),
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put k=;M−1i=0 ki, let the set
U={(i, a) | i=0, ..., M−1, a=0, ..., ki−1}
be equipped with the lexicographical order, and let
f=k(f0, ..., fM−1).
Then we define
k(A0, ..., AM−1)=((Av)v ¥ U, (b
−
v)v ¥ U, f).
Here b −i, a is the formal extension of bi, a: Put mi, a=m(Ai, a) for (i, a) ¥ U and
define
b −i, a: D
i−1
j=0
D
kj −1
h=0
Z[0, 2mj, h)×D
a−1
h=0
Z[0, 2mi, h)Q Z[0, 2mi, a),
as
b −i, a(x0, 0, ..., xi−1, ki−1 −1, xi, 0, ..., xi, a−1)=bi, a(xi, 0, ..., xi, a−1).
The next result gives some further description of the composition and is
readily checked using the definition of a quantum algorithm. We need the
following notation: For probability measures mi ¥P0(Gi) (i=0, ..., M−1)
let k(m0, ..., mM−1) ¥P0(G) be the measure induced by m0× · · · ×mM−1 via k
on G, that is, for C ı G,
k(m0, ..., mM−1)(C)=(m0× · · · ×mM−1)(k−1(C)).
Lemma 2. For each f ¥ F,
k(A0, ..., AM−1)(f)=k(A0(f), ..., AM−1(f)),
or stated equivalently, if (zi)
M−1
i=0 are independent random variables with dis-
tribution Ai(f) respectively, then
k(A0, ..., AM−1)(f)=dist(k(z0, ..., zM−1)).
Moreover,
nq(k(A0, ..., AM−1))= C
M−1
i=0
nq(Ai).
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The following lemma concerns the special case of repeating an algorithm.
It describes a standard technique of boosting the success probability. For
completeness, we include the short proof. Let G=R, M ¥ N, and denote by
k0: RMQ R the mapping given by the median; that is, k0(a0, ..., aM−1) is
the value of the K(M+1)/2L-nd element of the non-decreasing rearrange-
ment of (ai). For any algorithm A from F to R denote k0(AM) :=
k0(A, ..., A).
Lemma 3. Let A be any quantum algorithm and S be any mapping from
F to R. Then for each f ¥ F,
e(S, k0(AM), f, e−M/8) [ e(S, A, f).
Proof. Fix f ¥ F. Let z0, ..., zM−1 be independent random variables
with distribution A(f). Let qi be the indicator function of the set
{|S(f)−zi | > e(S, A, f)}. Then P{qi=1} [ 1/4. Hoeffding’s inequality,
see, e.g., Pollard (1984, p. 191), yields
P 3 CM−1
i=0
qi \M/24 [ P 3 CM−1
i=0
(qi−Eqi) \M/44 [ e−M/8.
Hence, with probability at least 1−e−M/8,
|{i | |S(f)−zi | [ e(S, A, f)}| >M/2,
which implies
|S(f)−k0(z0, ..., zM−1)| [ e(S, A, f).
L
Another way of building new algorithms from previous ones will also be
important for us. To explain it, let ” ] F ıF(D, K) and ” ] F˜ ı
F(D˜, K˜), where D, D˜, K, K˜ are nonempty sets. In the construction of a
new algorithm A on F we sometimes construct from f a function f˜=
C(f) ¥ F˜ to which we want to apply an already developed algorithm A˜ on
F˜. By definition, the algorithm A on F can only use queries Q on F itself,
while we need to use Q˜C(f), where Q˜ is a query on F˜. Nevertheless often a
solution can be found as follows: We simulate Q˜C(f) either as Qf with a
suitable query Q on F or as Bf, where B is an algorithm without mea-
surement on F. The details are given below.
The first result covers the simple situation where one query is just
replaced by another. Let g: D˜Q D and +: KQ K˜ be arbitrary mappings
and define C: FQ F˜ by
C(f)=+ p f p g. (12)
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Lemma 4. Let C be a mapping of the form (12). Then for each query Q˜
on F˜ there is a query Q on F such that m(Q)=m(Q˜) and for all f ¥ F
Qf=Q˜C(f).
Proof. Let
Q˜=(m˜, m˜Œ, m˜œ, Z˜, y˜, b˜).
Then we define
Q=(m˜, m˜Œ, m˜œ, Z˜, y, b),
where y=g p y˜ and b=b˜ p +. Now the lemma follows directly from the
query definition. L
The second result in this direction is slightly more technical. We assume
that we are given a mapping C: FQ F˜ of the following type: There exist
mg ¥ N and mappings
g: D˜Q D
b: KQ Z[0, 2m
g
)
+: D˜×Z[0, 2m
g
)Q K˜
such that for f ¥ F and s ¥ D˜
C(f)(s)=+(s, b p f p g(s)). (13)
Lemma 5. Let Q˜ be a quantum query on F˜ and let C be a mapping of the
above form (13). Then there is a quantum algorithm without measurement B
on F such that nq(B)=2, m(B)=m(Q˜)+mg and for all f ¥ F, x ¥ Z[0, 2m(Q˜)),
Bf |xP |0Pmg=(Q˜C(f) |xP) |0Pmg,
where |0Pmg stands for the zero state in Z[0, 2m
g
).
Proof. Let
Q˜=(m˜, m˜Œ, m˜œ, Z˜, y˜, b˜),
and put
m=m˜+mg, mŒ=m˜Œ, mœ=mg,
Z=Z˜, y=g p y˜,
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let b be as above and define
Q=(m, mŒ, mœ, Z, y, b).
We represent
Hm=Hm˜Œ éHm˜œ éHm˜−m˜Œ−m˜œ éHmg,
a basis state of which will be written as
|iP |xP |yP |zP.
Define the permutation operator P by
P |iP |xP |yP |zP=|iP |zP |xP |yP,
the operator of sign inversion
J |iP |zP |xP |yP=|iP |ı zP |xP |yP,
and finally
T |iP |zP |xP |yP=|iP |zP |x À b˜ p +(y˜(i), z)P |yP
if i ¥ Z, and
T |iP |zP |xP |yP=|iP |zP |xP |yP
if i ¨ Z. We define B by setting for f ¥ F,
Bf=P−1QfJTQfP.
Let us trace the action of Bf on
|iP |xP |yP |0P.
First we assume i ¥ Z. The transformation QfP leads to
|iP |b(f(y(i)))P |xP |yP=|iP |b p f p g p y˜(i)P |xP |yP.
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Then the above is mapped by T to
|iP |b p f p g p y˜(i)P |x À b˜ p +(y˜(i), b p f p g p y˜(i))P |yP
=|iP |b(f(y(i)))P |x À b˜(C(f)(y˜(i)))P |yP,
and P−1QfJ gives
|iP |x À b˜(C(f)y˜(i)))P |yP |0P=(Q˜C(f) |iP |xP |yP) |0P.
The case i ¨ Z is checked analogously. L
Corollary 1. Given a mapping C: FQ F˜ as in (12) or (13), a normed
space G and a quantum algorithm A˜ from F˜ to G, there is a quantum algo-
rithm A from F to G with
nq(A)=˛nq(A˜) in case of (12)2nq(A˜) in case of (13)
and for all f ¥ F
A(f)=A˜(C(f)).
Consequently, if S˜: F˜Q G is any mapping and S=S˜ p C, then for each
n ¥ N0
eqn(S, F) [ eqn(S˜, F˜) in case of (12), and
eq2n(S, F) [ eqn(S˜, F˜) in case of (13).
Proof. Let
A˜=((A˜a)
k−1
a=0, (b˜a)
k−1
a=0, f˜), A˜a=(Q˜a, (U˜a, j)
na
j=0),
and m˜a=m(A˜a). Then for f ¥ F, 0 [ a < k,
A˜a, C(f)=U˜a, na Q˜a, C(f)U˜a, na−1...U˜a, 1Q˜a, C(f)U˜a, 0.
In case of (12) we obtain A by just replacing Q˜a by Qa from Lemma 4. It
follows from (7) and (9) that
A(f)=A˜(C(f)).
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In case of (13) we replace Q˜a by Ba from Lemma 5, U˜a, j by Ua, j=
U˜a, j é IdHmg , where IdHmg is the identity on Hmg, the state |b˜0P by
|b0P=|b˜0P |0Pmg and, for 1 [ a [ k−1, the mappings
b˜a: D
a−1
i=0
Z[0, 2 m˜i)Q Z[0, 2 m˜a)
by
ba: D
a−1
i=0
(Z[0, 2 m˜i)×Z[0, 2m
g
)Q Z[0, 2 m˜a)×Z[0, 2m
g
),
defined by
ba((x0, y0), ..., (xa−1, ya−1))=(b˜a(x0, ..., xa−1), 0).
Finally, we replace
f˜: D
k−1
a=0
Z[0, 2 m˜a)Q G
by
f: D
k−1
a=0
(Z[0, 2 m˜a)×Z[0, 2m
g
))Q G,
defined as
f((x0, y0), ..., (xk−1, yk−1))=f˜(x0, ..., xk−1).
It follows that
Aa, f((x, y), (z, 0))=˛ A˜a, C(f)(x, z) if y=00 otherwise,
and therefore, by (7),
pA, f((x0, y0), ..., (xk−1, yk−1))
=˛pA˜, C(f)(x0, ..., xk−1) if y0=·· ·=yk−1=0
0 otherwise,
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which together with (9) yields
A(f)=A˜(C(f)).
This proves the first part of the statement. The second part is an obvious
consequence. L
Finally we state some elementary but useful properties of eqn. For l ¥ K
define lS: FQ G by (lS)(f)=lS(f) (f ¥ F). Furthermore, in the case
K=K we denote lF={lf | f ¥ F}.
Lemma 6. Let S, T: FQ G be any mappings, n ¥ N0 and assume that
eqn(S, F) is finite. Then the following hold:
(i)
eqn(T, F) [ eqn(S, F)+sup
f ¥ F
||T(f)−S(f)||.
(ii) For each l ¥ K,
eqn(lS, F)=|l| e
q
n(S, F).
(iii) If K=K and S is a linear operator from F(D, K) to G, then for
all l ¥ K,
eqn(S, lF)=|l| e
q
n(S, F).
Proof. The first two statements are simple consequences of the defini-
tions. Let us verify the third one. Let F˜=lF, and let C: FQ F˜ be defined
as C(f)=lf, which is of the form (12). We assume l ] 0, the case l=0
following trivially from (ii). Since S is linear, we have
l−1S p C=S,
and hence, by Corollary 1 and statement (ii) above,
eqn(S, F) [ |l|−1 eqn(S, F˜)=|l|−1 eqn(S, lF).
Replacing F by lF and l by l−1, we get
eqn(S, lF) [ |l| eqn(S, F),
which completes the proof. L
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3. QUANTUM SUMMATION
In this section we study summation of sequences or, what is essentially
the same, the computation of the mean, on a quantum computer. For a
fixed N ¥ N we set D=Z[0, N), K=R, G=R, and for 1 [ p [., we let
LNp denote the space of all functions f: DQ R, equipped with the norm
||f||LNp=
1 1
N
C
N−1
i=0
|f(i)|p21/p
if p <. and
||f||LN.= max0 [ i [N−1
|f(i)|.
(Note that LNp is just the space Lp(D, m), where m is the equidistribution
on D.) Define SN: L
N
p Q R by
SNf=
1
N
C
N−1
i=0
f(i).
We let
F=BNp :=B(L
N
p )={f ¥ LNp | ||f||LNp [ 1}
be the unit ball of LNp . We also define
BN.,+={f: DQ R | 0 [ f(i) [ 1 for all i}
and
BN., 0={f: DQ {0, 1}}.
When we consider BN., 0, we put K={0, 1}. Clearly,
BN., 0 …BN.,+ …BNp …BNq
whenever 1 [ q < p [.. Therefore, we will also consider SN as acting on
BN., 0 and B
N
.,+. We use the following standard representations depending
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on the range of f ¥ F: Given a, b ¥ R, a < b, and o ¥ N, define
bo, a, b: RQ Z[0, 2o) by
bo, a, b(x)=˛2o−1 if x \ b0 if x < a
i if
x−a
b−a
¥ 5 i
2o
,
i+1
2o
2 , i ¥ Z[0, 2o).
(14)
So for a [ x < b,
bo, a, b(x)=#2o x−ab−a$ ,
and hence, for a [ x [ b,
a+(b−a) 2−obo, a, b(x) [ x [ a+(b−a) 2−o(bo, a, b(x)+1). (15)
Furthermore, let us introduce the function co, a, b: Z[0, 2o)Q R by setting
for y ¥ Z[0, 2o)
co, a, b(y)=a+(b−a) 2−oy. (16)
Then (15) yields for a [ x [ b,
co, a, b p bo, a, b(x) [ x [ co, a, b p bo, a, b(x)+(b−a) 2−o. (17)
First we state the basic result on quantum counting due to Brassard et al.
(2000).
Lemma 7. There is a constant c > 0 such that for all n, N ¥ N there is a
quantum algorithm A from BN., 0 to R such that nq(A) [ n and for each
f ¥BN., 0
e(SN, A, f) [ c(`SNf n−1+n−2).
Remark. Throughout this paper we often use the same symbol for pos-
sibly different positive constants (also when they appear in a sequence of
relations). These constants are either absolute or may depend only on
p—the summability parameter of the Lp-spaces considered (in all lemmas
and theorems this is precisely described anyway by the order of the quanti-
fiers).
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Proof. We refer to Brassard et al. (2000) for details of the algorithm, its
analysis, and the resulting estimates. For us, there remains one detail to be
verified. Their algorithm makes use of the controlled application of the
Grover iterate and assumes that an implementation of this procedure is
available. This means, roughly, if Y stands for the Grover iterate, we must
be able to implement an operation which maps an element |iP |kP to
(Yk |iP) |kP (that is, different basis elements may be subject to different
powers of Y). Since Y involves a query call, it is not immediately clear how
this could be achieved within the rules developed in Section 2, that is, in
our model of computation and its way to use queries. So we supply the
needed argument here. It is a simulation procedure, similar to the ones
above.
The parameters of the algorithm will be the following. The algorithm has
one measurement, and the query Q is determined by
mŒ=KlogNL, mœ=1, mg=Klog nL,
m=mŒ+2mg+1, Z=Z[0, N),
y: ZQ Z[0, 2mŒ) the identical embedding, and
b: {0, 1}Q {0, 1} the identity
(recall that K={0, 1}). Let
Hm=HmŒ éH1 éHmg éHmg,
and let the basis state
|iP |xP |jP |kP
correspond to this splitting. Let Fn, mg be the n-term quantum Fourier
transform on mg qubits,
Fn, mg |kP=˛ 1`n Cn−1y=0 e2piky/n |yP if k < n
|kP otherwise
Define F ¥U(Hm) by
F |iP |xP |jP |kP=|iP |xP |jP(Fn, mg |kP).
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Furthermore, let V0 ¥U(HmŒ) be the Walsh–Hadamard transform WN, if N
is a power of 2, and let V0=FN, mŒ, if not. Define X0 ¥U(HmŒ) by
X0 |iP=˛ −|iP if i=0|iP otherwise,
and unitary transforms on Hm by
V |iP |xP |jP |kP=(V0 |iP) |xP |jP |kP,
X |iP |xP |jP |kP=˛ (X0 |iP) |xP |jP |kP if j < k
|iP |xP |jP |kP otherwise,
T |iP |xP |jP |kP=˛ (−1)x+1 |iP |xP |jP |kP if j < k
|iP |xP |jP |kP otherwise,
C |iP |xP |jP |kP=|iP |xP |j À 1P |kP.
Now we define the algorithm as follows. For f ¥BN., 0 set
Yf=CVXV−1QfTQf.
The unitary transform of the algorithm is given by
F−1Yn−1f FV.
The initial state is
b=|0P |0P |0P |0P.
Let us now follow the action of the algorithm. The element b is trans-
formed by FV into
(V0 |0P) |0P |0P(Fn, mg |0P).
Note that this vector is a linear combination of basis states of the form
|iP |0P |0P |kP
with i < N and k < n. Next we consider the application of Yf to a basis
state of the form
|iP |0P |jP |kP (18)
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with i < N and k < n. First we assume j < k. Then QfTQf produces
(−1)f(i)+1 |iP |0P |jP |kP.
After the application of CVXV−1 we get
(−1)f(i)+1 (V0X0V
−1
0 |iP) |0P |j À 1P |kP,
which is a linear combination of vectors of the form
|iŒP |0P |j À 1P |kP
with iŒ <N. If j \ k, the application of Yf to (18) gives
|iP |0P |j À 1P |kP.
It is now clear that Yf=CVXV−1QfTQf realizes the Grover iterate on the
first component if j < k and that Yn−1f is the controlled (by k) application
of it. The whole algorithm, considered just on the first and last component
|iP |kP, is the algorithm ‘‘Est_Amp’’ of Brassard et al. (2000), if we define f
on the measured state
|yP=|iP |xP |jP |kP
as
f(y)=sin2 1p k
n
2 .
The required estimate (with a concrete value of the constant) is contained
in Theorem 12 of that paper. Since our implementation requires 2(n−1)
queries, we rescale n and modify the constant appropriately. L
The next result is essentially a translation of Lemma 7 into the setting of
BN.,+. The idea of using comparison queries is due to Abrams and
Williams (1999).
Lemma 8. There is a constant c > 0 such that for all n, n, N ¥ N there is
a quantum algorithm A from BN.,+ to R such that nq(A) [ nn and for each
f ¥BN.,+
e(SN, A, f, 2−n) [ c(`SNf n−1+n−2).
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Proof. We shall reduce the problem of computing the mean of real
valued functions from BN.,+ to that of {0, 1}-valued functions from B
N0
., 0
for some N0 and thus to quantum counting. Let o ¥ N be such that
2o \ n2 and put N0=N2o. We shall apply Corollary 1 with F=BN., + and
F˜=BN0., 0. Let A˜ be any algorithm from B
N0
., 0 to R with one measurement,
which satisfies the conclusion of Lemma 7 with nq(A˜) :=n˜ [ n. Let A˜ be
given by
A˜=(A˜0, b˜, f˜), A˜0=(Q˜, (U˜j)
n˜
j=0),
with
Q˜=(m˜, m˜Œ, m˜œ, Z˜, y˜, b˜),
where Z˜ ı Z[0, 2 m˜Œ), y˜: Z˜Q Z[0, N0), and b˜: {0, 1}Q Z[0, 2 m˜œ). We iden-
tify
Z[0, N0)=Z[0, N)×Z[0, 2o)
and write correspondingly for z ¥ Z˜,
y˜(z)=(i(z), y(z)). (19)
Now let b=bo, 0, 1 as defined in (14). For each f ¥BN.,+ define C(f) ¥
BN0., 0 by setting for (i, y) ¥ Z[0, N)×Z[0, 2o)=Z[0, N0)
C(f)(i, y)=˛1 if y < b(f(i))
0 otherwise.
Note that
|{y: C(f)(i, y)=1}|=b(f(i)),
and consequently
SN0C(f)=N
−12−o C
N−1
i=0
b(f(i)).
It turns out that the means of f and C(f) are close to each other, namely,
by (15),
SN0C(f) [ SNf [ SN0C(f)+2
−o [ SN0C(f)+n
−2.
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The mapping C: fQ C(f) is easily seen to be of the form (13) (with
g(i, y)=i and b as defined above). By Corollary 1 there is an algorithm A
on BN.,+ such that nq(A)=2nq(A˜) and A(f)=A˜(C(f)). To estimate the
error of A, fix any f ¥BN.,+ and let z be a random variable with distribu-
tion A˜(C(f)). Then, with probability at least 3/4,
|SNf−z| [ |SNf−SN0C(f)|+|SN0C(f)−z|
[ n−2+c(`SN0C(f) n−1+n−2)
[ cŒ(`SNf n−1+n−2).
Finally we use Lemma 3 to boost the success probability by repeating A c1n
times, where c1=K8/log eL, and computing the median, which gives the
desired error estimate
e(S, Ag, f, 2−n) [ cŒ(`Snf n−1+n−2)
for the algorithm Ag=k0(Ac1n), whose number of queries is bounded by
2c1nn. A scaling of n at the expense of enlarging the constant gives the
result as required. L
Now we are ready to estimate the numbers eqn(SN, B
N
p ). Note that this is
nontrivial only when n < N. For n \N a classical computer suffices, or, to
put it more formally into our framework, we have eqn(SN, B
N
p )=0, since
with N queries (and a suitable number of qubits) the sum can be deter-
mined up to each degree of precision by, e.g., simulating a classical com-
putation.
The following is the main result of this section. For the sake of later ref-
erence we also include the already known case p=. due to Brassard et al.
(2000), which we deduce formally from the case 2 < p <., but which is, in
fact, an immediate consequence of the previous two lemmas.
Theorem 1. Let 1 < p [.. Then there is a constant c > 0 such that for
all n, N ¥ N, n > 2
eqn(SN, B
N
p ) [ c ˛n−1 for p > 2n−1 log3/2 n log log n for p=2
n−2(1−1/p) for p < 2.
Proof. The idea is to split the problem into a hierarchy of levels. This is
done by slicing the function f ¥BNp dyadically, that is, by considering only
that part of f which lies in a fixed interval of the form [2a−1, 2a) or
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(−2a, −2a−1], and scaling. The crucial point is an estimate of the number of
non-zero entries in this slice, which is a consequence of the LNp norm
bound. This allows to distribute the computational sources (the number of
queries) in an optimal way over the levels and to use the dependence of the
precision of the algorithm on the size of the mean in Lemmas 7 and 8.
Then the results of the levels are combined classically to yield the final
approximation.
Let 1 < p <.. Fix k ¥ N0 (to be specified later) and define for f ¥ LNp
Ikf={i ¥ Z[0, N) | |f(i)| \ 2k},
for s=0, 1,
J0, sf ={i ¥ Z[0, N) | 0 [ (−1)sf(i) < 1},
and for a=1, ..., k,
Ja, sf ={i ¥ Z[0, N) | 2a−1 [ (−1)sf(i) < 2a}.
Note that
N−12pk |Ikf | [
1
N
C
i ¥Ikf
|f(i)|p [ ||f||pLNp ,
hence
|Ikf | [N2−pk ||f||
p
LNp
. (20)
Hölder’s inequality together with (20) gives
: 1
N
C
i ¥Ikf
f(i) : [ 1 1
N
|Ikf |21/pŒ 1 1N Ci ¥Ikf |f(i)|p2
1/p
[ 2−pk/pŒ ||f||p/p
−
LNp
||f||LNp=2
−(p−1) k ||f||pLNp , (21)
where 1/p+1/pŒ=1. Furthermore,
1
N
C
1 [ a [ k, s=0, 1
2p(a−1) |Ja, sf | [ ||f||
p
LNp
, (22)
which gives, in particular,
|Ja, sf | [N2−p(a−1) ||f||
p
LNp
(a \ 1). (23)
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Now define ga, sf ¥BN.,+ for 0 [ a [ k, s=0, 1,
ga, sf (i)=˛ (−1)s 2−af(i), i ¥Ja, sf0, otherwise.
Consequently, 0 [ ga, sf [ 1, so ga, sf ¥BN.,+. Clearly,
SN g
a, s
f [N−1 |Ja, sf | (24)
and
SNf=
1
N
1 C
0 [ a [ k, s=0, 1
C
i ¥Ja, sf
f(i)+ C
i ¥Ikf
f(i)2
= C
0 [ a [ k, s=0, 1
(−1)s 2aSN g
a, s
f +
1
N
C
i ¥Ikf
f(i). (25)
Now we compute SN g
a, s
f by the algorithm from Lemma 8 for all a and s,
and from the results (in a classical way) the first sum of Eq. (25). Fix
na, na ¥ N (to be specified later) and let, according to Lemma 8, A˜a be an
algorithm on BN.,+ such that nq(A˜a) [ nana and for all g ¥BN.,+,
e(SN, A˜a, g, 2−na) [ c(`SN g n−1a +n−2a ). (26)
We define for x ¥ R, s=0, 1,
+0, s(x)=˛ (−1)s x if 0 [ (−1)sx < 10 otherwise,
and for a=1, ..., k,
+a, s(x)=˛ (−1)s 2−ax if 2a−1 [ (−1)sx < 2a0 otherwise.
Furthermore, we let g be the identity on Z[0, N). Then for each f ¥ LNp ,
ga, sf =+a, s p f p g.
By Corollary 1 there is an algorithm Aa, s on L
N
p with
nq(Aa, s)=nq(A˜a)
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and
Aa, s(f)=A˜a(g
a, s
f ) (27)
for all f ¥ LNp . We define A as being composed of Aa, s (in the sense of (11))
as
A= C
0 [ a [ k, s=0, 1
(−1)s 2aAa, s.
To estimate the error of A, fix any f ¥ LNp and let {za, s | 0 [ a [ k, s=0, 1}
be independent random variables with distribution Aa, s(f) respectively.
Define
z= C
0 [ a [ k, s=0, 1
(−1)s 2aza, s. (28)
It follows from Lemma 2 that
A(f)=dist(z). (29)
By (26) and (27), we have, with probability at least 1−2−na,
|SN g
a, s
f −za, s | [ c(`SN ga, sf n−1a +n−2a ),
and therefore, with probability at least 1−2;ka=0 2−na,
: C
0 [ a [ k, s=0, 1
(−1)s 2a(SN g
a, s
f −za, s) : [ c C
0 [ a [ k, s=0, 1
2a(`SN ga, sf n−1a +n−2a ),
hence, by (25) and (28),
|SNf−z| [ c C
0 [ a [ k, s=0, 1
2a(`SN ga, sf n−1a +n−2a )+: 1N Ci ¥Ikf f(i) : ,
which, together with (29), (21), (24), and (23), gives
e 1SN, A, f, 2 Ck
a=0
2−na 2
[ c C
0 [ a [ k, s=0, 1
2a(`SN ga, sf n−1a +n−2a )+2−(p−1) k ||f||pLNp
[ c C
0 [ a [ k, s=0, 1
2a(`N−1 |Ja, sf | n−1a +n−2a )+2−(p−1) k ||f||pLNp (30)
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[ c C
k
a=1
(2 (1−p/2) an−1a ||f||
p/2
LNp
+2an−2a )
+cn−10 +2
−(p−1) k ||f||pLNp (31)
(recall the remark about constants after Lemma 7). Moreover, we have
nq(A) [ 2 C
k
a=0
nana. (32)
Now we choose the parameters k, na, and na in a suitable way and prove the
error estimates. First we consider the case 2 < p <.. Here we put
k=! 1
p−1
log n" . (33)
Defining na=K2 log(a+1)L+4, we have
2 C
k
a=0
2−na [ 18 C
k
a=0
(a+1)−2 < 14 . (34)
Finally, let
na=K2 (1/2−p/4) anL. (35)
This together with (32) implies
nq(A) [ 2 C
k
a=0
(K2 log(a+1)L+4)K2 (1/2−p/4) anL [ c1n (36)
for some constant c1 > 0. It follows from (34), (31), (35), and (33) that
e(SN, A, f) [ e 1SN, A, f, 2 Ck
a=0
2−na 2
[ c C
k
a=1
(2 (1/2−p/4) an−1 ||f||
p/2
LNp
+2pa/2n−2)+cn−1+n−1 ||f||pLNp
[ c(n−1 ||f||p/2
LNp
+2(1−p/2) kn−1+n−1+n−1 ||f||pLNp
[ cn−1 max(||f||pLNp , 1).
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Consequently,
e(SN, A, B
N
p ) [ cn−1,
which together with (36) implies the desired result in the case 2 < p <..
Note that the case p=. also follows since BN. ıBNp for any p <..
Now we suppose 1 < p < 2. Here we choose
k=!2
p
log n" , (37)
na=K2−(1/2−p/4)(k− a)nL, (38)
and na=K2 log(k− a+1)L+4, which implies that (34) holds again.
Furthermore, by (32),
nq(A) [ 2 C
k
a=0
(K2 log(k− a+1)L+4)K2−(1/2−p/4)(k− a)nL [ c1n. (39)
We get from (34), (31), (38), and (37) that
e(SN, A, f)
[ c C
k
a=1
(2 (1−p/2) a+(1/2−p/4)(k− a)n−1 ||f||
p/2
LNp
+2a+(1−p/2)(k− a)n−2)
+cn−10 +2
−(p−1) k ||f||pLNp
[ c C
k
a=1
(2 (1/2−p/4)(k+a)n−1 ||f||
p/2
LNp
+2k−p(k− a)/2n−2)
+c2(1/2−p/4) kn−1+2−(p−1) k ||f||pLNp
[ c(2(1−p/2) kn−1 ||f||p/2
LNp
+2kn−2+2(1/2−p/4) kn−1+2−(p−1) k ||f||pLNp )
[ cn−2(1−1/p)max(||f||pLNp , 1). (40)
Now (39) and (40) yield the needed result.
Finally, we consider the case p=2. Here we define
na — n0=Kn(log n)−1 (log log n)−1L (41)
(recall that we assumed n > 2, so n0 is well-defined and n0 \ 1), furthermore
k=Klog n0L (42)
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and
na — n0=Klog(k+1)L+3. (43)
It follows that
2 C
k
a=0
2−na [
1
4
C
k
a=0
1
k+1
[
1
4
(44)
and, by (32),
nq(A) [ 2(k+1) n0n0 [ c1n. (45)
By (44) and (30), the error satisfies
e(SN, A, f) [ c C
1 [ a [ k, s=0, 1
2a`N−1 |Ja, sf | n−1a
+c C
k
a=1
2an−2a +cn
−1
0 (||f||
2
LN2
+1).
Hölder’s inequality, applied to the first sum, gives
e(SN, A, f) [ c(2k)1/2 1N−1 C
1 [ a [ k, s=0, 1
22a |Ja, sf |21/2 n−10
+c C
k
a=1
2an−20 +cn
−1
0 (||f||
2
LN2
+1),
and by (22), (41), and (42), we finally get
e(SN, A, f) [ c(k1/2n−10 ||f||LN2+2
kn−20 +n
−1
0 (||f||
2
LN2
+1))
[ cn−1 log3/2 n log log n max(||f||2LN2 , 1).
This implies the statement for p=2. L
Remark. Since quantum algorithms are not linear, the statement of
Theorem 1 does not give any information on f ¥ LNp of norm greater than
one. Our proof, however, does. It shows that the algorithm developed for
fixed 1 < p <. and n, N ¥ N has the property that for all f ¥ LNp
e(SN, A, f) [ c ˛n−1 max(||f||pLNp , 1) if 2 < p <.n−1 log3/2 n log log n max(||f||2LN2 , 1) if p=2
n−2(1−1/p)max(||f||pLNp , 1) if 1 < p < 2.
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4. LOWER BOUNDS
In this section we derive lower bounds on the quantities eqn(S, F), first in
the general setting and then for F=BNp , S=SN. Let D and K be nonempty
sets, let L ¥ N, and to each u=(u0, ..., uL−1) ¥ {0, 1}L let an fu ¥F(D, K)
be assigned such that the following is satisfied:
Condition (I). For each t ¥ D there is an a, 0 [ a [ L−1, such that fu(t)
depends only on ua, in other words, for u, uŒ ¥ {0, 1}L, ua=u −a implies
fu(t)=fuŒ(t).
This type of function system will play a key rôle in our lower bound
proofs. Condition (I) is easily seen to be equivalent to the following
Condition (Ia). There are functions g0, g1 ¥F(D, K) and a decompo-
sition D=1L−1a=0 Da with Da 5 DaŒ=” (a ] aŒ) such that for t ¥ Da
fu(t)=˛g0(t) if ua=0g1(t) if ua=1.
The first result is based on the polynomial method by Beals et al. (1998)
and extends their Lemma 4.1 to our general setting
Lemma 9. Let L ¥ N, let (fu)u ¥ {0, 1}L ıF(D, K) be a system of functions
satisfying condition (I), and let A be a quantum algorithm on F(D, K)
without measurement, m=mq(A), n=nq(A). Then for all x, b ¥ Z[0, 2m),
Afu (x, b) (defined in (3) and (4)), considered as a function of u, is a complex
multilinear polynomial in the variables u0, ..., uL−1 of degree at most n.
Proof. Let
A=(Q, (Uj)
n
j=0), Q=(m, mŒ, mœ, Z, y, b).
Fix b ¥ Z[0, 2m) and define wj(u) and pj(x, u) for j=0, ..., n by
wj(u)=UjQfuUj−1Qfu ...U1QfuU0b= C
x ¥ Z[0, 2m)
pj(x, u) |xP.
Then
pn(x, u)=Afu (x, b). (46)
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Of course, p0(x, u) are constants, and thus are polynomials of degree 0 in u.
Now we proceed by induction over j. Assume that for some j, 0 [ j < n, the
pj(x, u) are polynomials of degree [ j in u. Define qj(x, u) by
Qfuwj(u)= C
x ¥ Z[0, 2m)
qj(x, u) |xP.
Since
Qfuwj(u)=Qfu C
x ¥ Z[0, 2m)
pj(x, u) |xP= C
x ¥ Z[0, 2m)
pj(x, u) Qfu |xP,
and since Qfu is a bijection on the basis states, we get
qj(x, u)=pj(Q
−1
fu x, u).
Now fix x ¥ Z[0, 2m). Represent |xP as |iP |yP |zP with i ¥ Z[0, 2mŒ),
y ¥ Z[0, 2mœ) and z ¥ Z[0, 2m−mŒ−mœ). According to the query definition (2),
we have Qfu |xP=|iP |yP |zP if i ¨ Z. Hence, in this case qj(x, u)=pj(x, u),
so deg qj(x, · ) [ j. If i ¥ Z, then
Q−1fu |xP=|iP |yı b(fu(y(i)))P |zP.
Using condition (I) above, let a be such that 0 [ a [ L−1 and fu(y(i))
depends only on ua. We denote fu(y(i))=s0 for ua=0 and fu(y(i))=s1 for
ua=1. It follows that
Q−1fu |xP=|iP |yı b(fu(y(i)))P |zP=˛ |iP |yı b(s0)P |zP=: |x0P if ua=0|iP |yı b(s1)P |zP=: |x1P if ua=1.
Consequently,
qj(x, u)=pj(Q
−1
fu x, u)=(1−ua) pj(x0, u)+ua pj(x1, u),
which implies deg qj(x, · ) [ j+1. Now
wj+1(u)=Uj+1Qfuwj(u)=Uj+1 C
y ¥ Z[0, 2m)
qj(y, u) |yP,
which gives
pj+1(x, u)= C
y ¥ Z[0, 2m)
Uj+1(x, y) qj(y, u),
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where (Uj+1(x, y))x, y ¥ Z[0, 2m) is the matrix of the transformation Uj+1 in the
canonical basis. Since the Uj+1(x, y) are scalars not depending on u, and
since deg qj(x, · ) [ j+1, it follows that deg pj+1(x, · ) [ j+1. This com-
pletes the induction and shows that deg pn(x, · ) [ n. Now the lemma
follows from (46) and the observation that, since the ui take only the values
0 and 1, we can replace any polynomial by a multilinear one without
changing its values on {0, 1}L. L
Corollary 2. Let L ¥ N and assume that (fu)u ¥ {0, 1}L ıF(D, K) satis-
fies condition (I). Let A be a quantum algorithm from F(D, K) to a normed
space G. Then for each subset C ı G,
p(u)=A(fu)(C)
is a real multilinear polynomial of degree at most 2nq(A).
Proof. This follows readily from Lemma 9 and relations (7) and (9). L
The next lemma is based on the results of Nayak and Wu (1999). To
state it, we introduce some further notation. Define the function +(L, a, aŒ)
for L ¥ N, 0 [ a ] aŒ [ L by
+(L, a, aŒ)== L
|a− aŒ|+
minj=a, aŒ `j(L−j)
|a− aŒ|
. (47)
Note that j(L−j)=(L/2)2−(L/2−j)2, so this expression is minimized iff
|L/2−j| is maximized. For u ¥ {0, 1}L set |u|=;L−1a=0 ua.
Lemma 10. There is a constant c0 > 0 such that the following holds: Let
D, K be nonempty sets, let F ıF(D, K) be a set of functions, G a normed
space, S: FQ G a function, and L ¥ N. Suppose (fu)u ¥ {0, 1}L ıF(D, K) is a
system of functions satisfying condition (I). Finally, let 0 [ a ] aŒ [ L and
assume that
fu ¥ F whenever |u| ¥ {a, aŒ}. (48)
Then
eqn(S, F) \ 12 min{||S(fu)−S(fuŒ)|| | |u|=a, |uŒ|=aŒ} (49)
for all n with
n [ c0+(L, a, aŒ). (50)
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Proof. Nayak and Wu (1999, Theorem 1.1) showed that there is a con-
stant c > 0 such that for all L ¥ N and 0 [ a ] aŒ [ L the following holds: If
p is an L-variate real polynomial such that
−1/4 [ p(u) [ 5/4 for all u ¥ {0, 1}L,
3/4 [ p(u) [ 5/4 if u ¥ {0, 1}L, |u|=a,
and
−1/4 [ p(u) [ 1/4 if u ¥ {0, 1}L, |u|=aŒ,
then
deg p \ c+(L, a, aŒ), (51)
where + was defined in (47). For j=a, aŒ, denote
Gj={S(fu) | |u|=j} (52)
and
d=d(Ga, GaŒ), (53)
where for X, Y ı G,
d(X, Y)= inf
x ¥X, y ¥ Y
||x−y||.
(For x ¥ G we write d(x, Y) instead of d({x}, Y).) Now let A be any
quantum algorithm from F to G with nq(A)=n and
e(S, A, F) < d/2. (54)
As we mentioned after the definition, a quantum algorithm on F is also a
quantum algorithm on F(D, K). For each u ¥ {0, 1}L, let zu be a random
variable with distribution A(fu). Define
p(u)=A(fu){g ¥ G | d(g, Ga) < d/2}=P{d(zu, Ga) < d/2}.
It follows that
0 [ p(u) [ 1 (55)
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and, by Corollary 2, p is a real polynomial satisfying
deg p [ 2n. (56)
Because of (48) and (54), we have for |u|=a,
3/4 [ P{||S(fu)−zu || < d/2}
[ P{d(zu, Ga) < d/2}=p(u). (57)
On the other hand, for |u|=aŒ,
1/4 \ P{||S(fu)−zu || \ d/2}
\ P{d(zu, GaŒ) \ d/2}
\ P{d(zu, Ga) < d/2}=p(u). (58)
From (55)–(58) and (51), we infer
2n \ deg p \ c+(L, a, aŒ).
Now choose any c0 < c/2. Then n [ c0+(L, a, aŒ) implies eqn(S, F) \ d/2,
which, because of (52) and (53), is the same as (49). L
The following theorem is the main result of this section. The case p=.
is due to Nayak and Wu (1999), and the case 2 [ p <. is a direct conse-
quence. For the sake of completeness we include this part in the proof
below. (Another reason for this is that we use a slightly more general
notion of query, so this way we formally check that their bound holds true
also for our model.)
Theorem 2. Let 1 [ p [.. Then there are constants c0, c1, c2 > 0 such
that for n, N ¥ N,
eqn(SN, B
N
p ) \ c2 ˛n−2(1−1/p) if 1 [ p < 2 and n [ c0 `N
n−1 if 2 [ p [. and n [ c1N.
Proof. Let c0 be the constant from Lemma 10. Let 1 [ p < 2 and
n [ c0 `N. (59)
Define
L=Kc−20 n
2L, a=0, aŒ=1.
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It follows from (59) that 1 [ L [N. Moreover,
n [ c0 `L=c0+(L, a, aŒ) (60)
and
L < c−20 n
2+1 [ (c−20 +1) n2. (61)
PutM=NL−1NM. Hence 1 [M [N and
M [ L−1N [ 2M. (62)
Define kj (j=0, ..., L−1) by
kj(i)=˛ (N/M)1/p if jM [ i < (j+1) M0 otherwise.
Note that kj ¥BNp and
SNkj=(MN−1)1−1/p.
For each u=(u0, ..., uL−1) ¥ {0, 1}L define
fu=C
L−1
j=0
ujkj. (63)
Since the functions kj have disjoint supports, the system (fu)u ¥ {0, 1}L satis-
fies condition (I). Lemma 10 and relation (60) together with (62) and (61)
give
eqn(SN, B
N
p ) \ 12 min {|SNfu−SNfuŒ | | |u|=0, |uŒ|=1}
=12 (MN
−1)1−1/p \ 12 (2L)
−(1−1/p) \ c2n−2(1−1/p)
for some constant c2 > 0. This proves the statement in the first case.
Now we consider the case 2 [ p [.. Since BN. …BNp whenever p <., it
suffices to prove the lower bound for p=.. We set c1=2−1(c−10 +2)−1 and
assume n [ c1N. Let
L=2Kc−10 n+1L, a=L/2−1, aŒ=a+1=L/2.
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It follows that L \ 4 and
+(L, a, aŒ) > min
j=a, aŒ
`j(L−j)=`L2/4−1 \ c−10 n. (64)
Moreover, since 1 [ n [ c1N, we get
L=2Kc−10 n+1L [ 2(c−10 n+2) [ 2(c−10 +2) n [N. (65)
Now letM=NL−1NM, then (62) holds again. Set
kj(i)=˛1 if jM [ i < (j+1) M0 otherwise
for j=0, ..., L−1, and let fu be again defined by (63). Clearly, (fu)u ¥ {0, 1}L
satisfies condition (I) and fu ¥BN. for all u ¥ {0, 1}L. Lemma 10, together
with relations (64), (62), and (65), gives
eqn(SN, B
N
.) \
1
2
min{|SNfu−SNfuŒ | | |u|=a, |uŒ|=a+1}
=
1
2
MN−1 \
1
4L
\ c2n−1
for some c2 > 0. L
Remark. Comparing Theorem 2 with Theorem 1, we see that matching
upper and lower bounds were obtained except for the case of 1 [ p < 2,
n \ c0 `N. This case is settled in Heinrich and Novak (2001b).
5. INTEGRATION IN Lp([0, 1]d)
Here we present an application of the summation results to integration
of functions. Further results will be contained in Heinrich (2001). Let
1 [ p [., d ¥ N, D=[0, 1]d and let Lp(D) denote the usual space of
p-integrable with respect to the Lebesgue measure functions on D,
equipped with the norm
||f||Lp(D)=1F
D
|f(t)|p dt21/p
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if p <. and
||f||L.(D)=ess sup
t ¥ D
|f(t)|.
Let Id: Lp(D)Q R be the integration operator, defined for f ¥ Lp(D) by
Idf=F
D
f(t) dt.
In this section we will consider G=R and S=Id. We want to integrate
functions from the unit ball B(Lp(D)) in the quantum model of computa-
tion developed in Section 2. Strictly speaking, Lp(D) consists of equiva-
lence classes of functions being equal almost everywhere. Hence, function
values are not well-defined, in general. This changes, however, if we con-
sider subsets of Lp(D) which consist of continuous functions or, more pre-
cisely, of equivalence classes which contain a (unique) continuous function.
This is how we shall approach the integration problem—we study it for
certain subsets E …B(Lp(D)). We shall assume that E is an equicontinuous
set of functions on D. Since D is compact, equicontinuity is equivalent to
uniform equicontinuity, and the latter means that for each e > 0 there is a
d > 0 such that for s, t ¥ D, ||s− t||. [ d implies |f(s)−f(t)| [ e for all
f ¥ F. Note also that it follows readily from the Arzelà–Ascoli theorem
that E …B(Lp(D)) is equicontinuous iff E is relatively compact in the space
C(D) of continuous functions on D, equipped with the sup-norm. (A
similar approach was chosen in Novak, 1988, to discuss restricted Monte
Carlo methods.)
Theorem 3. Let 1 [ p [.. Then there are constants c1, c2 > 0 such that
for all d, n ¥ N, n > 2,
c1n−1 [ sup
E …B(Lp(D))
eqn(Id, E) [ c2n−1, 2 < p [.
c1n−1 [ sup
E …B(L2(D))
eqn(Id, E) [ c2n−1 log3/2 n log log n
c1n−2(1−1/p) [ sup
E …B(Lp(D))
eqn(Id, E) [ c2n−2(1−1/p), 1 [ p < 2,
where the supremum is taken over all equicontinuous subsets E of B(Lp(D)).
Proof. First we prove the upper bounds. Let E …B(Lp(D)) be equi-
continuous and let n ¥ N. For k ¥ N let
D= 0
2dk−1
i=0
Di
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be the partition of D into 2dk congruent cubes having disjoint interiors. Let
si be the point in Di with the smallest Euclidean norm. Let Pk be the
operator of piecewise constant interpolation with respect to the partition
(Di)
2dk−1
i=0 in the points (si)
2dk−1
i=0 (to avoid ambiguity, if a point belongs to
more than one of the sets Di, we assign to it the value f(si) for the smallest
such i). Since E is equicontinuous, there is a k ¥ N such that
||f−Pkf||L.(D) [ n
−1 (66)
for all f ¥ E. Fix this k and put N=2dk. It follows that
sup
f ¥ E
|Idf−Id(Pkf)| [ n−1. (67)
Moreover, defining
C: EQ LNp by C(f)(i)=f(si) (i=0, ..., N−1),
we get
Id(Pkf)=
1
N
C
N−1
i=0
f(si)=SN p C(f). (68)
Note that for f ¥ E …B(Lp(D))
1 1
N
C
N−1
i=0
|C(f)(i)|p21/p=1F
D
|Pkf(s)|p ds21/p=||Pkf||Lp(D)
[ ||f||Lp(D)+||f−Pkf||Lp(D)
[ ||f||Lp(D)+n
−1 [ 2.
Consequently, C maps E into 2BNp . Clearly, C is of the form (12). Lemma 6,
Corollary 1, and relations (67) and (68) imply
eqn(Id, E) [ n−1+eqn(SN p C, E) [ n−1+eqn(SN, 2BNp )
=n−1+2eqn(SN, B
N
p ),
and hence Theorem 1 yields the upper bound.
To verify the lower bounds, fix a s with 0 < s < 1 and let k be a contin-
uous function on Rd with
supp k ı [0, 1]d, 0 [ k [ 1 and Idk=s.
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Fix n ¥ N and choose N=2dk in such a way that
c0 `N \ 2n and c1N \ 2n, (69)
where c0 and c1 are the constants from Theorem 2. Set
ki(t)=k(2k(t−si)) (i=0, ..., N−1),
with the si as in the preceding part of the proof. Consequently,
Idki=2−dkIdk=s2−dk=sN−1. (70)
Choose mg ¥ N so that
2−m
g
[ 2−1n−2N−1/p, (71)
and let
b=bmg, −N1/p, N1/p: RQ Z[0, 2m
g
)
and
c=cmg, −N1/p, N1/p: Z[0, 2m
g
)Q R
be the functions defined in (14) and (16). Since |f(i)| [N1/p for f ¥BNp
and 0 [ i < N, we get from (17) and (71)
c p b p f(i) [ f(i) [ c p b p f(i)+n−2 (f ¥BNp ), (72)
and consequently,
||c p b p f||LNp [ 1+n
−2 [ 2. (73)
Now define
C: BNp Q Lp(D) by C(f)= C
N−1
i=0
c p b p f(i) ki.
To see that C is the form (13), we introduce g: DQ Z[0, N) for s ¥ D as
g(s)=min{i | s ¥ Di}.
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By the definition of ki we have that ki(s) ] 0 implies i=g(s). It follows
that for s ¥ D,
C(f)(s)=c p b p f(g(s)) kg(s)(s).
Defining +: D×Z[0, 2m
g
)Q R by
+(s, y)=c(y) kg(s)(s),
we get
C(f)(s)=+(s, b p f p g(s)),
which shows that C is of the form (13). We conclude from Corollary 1
eq2n(Id p C, BNp ) [ eqn(Id, C(BNp )). (74)
For f ¥BNp and 1 [ p <.,
||C(f)||pLp(D)=F
D
C
N−1
i=0
|c p b p f(i)|p |ki(t)|p dt
= C
N−1
i=0
|c p b p f(i)|p F
D
|ki(t)|p dt
=2−dk C
N−1
i=0
|c p b p f(i)|p F
D
|k(t)|p dt
[N−1 C
N−1
i=0
|c p b p f(i)|p [ 2p,
by (73). The case p=. follows analogously. We define E=12 C(BNp ),
which is a subset of B(Lp(D)). Since the functions ki are continuous, and
|f(i)| [N1/p for all f ¥BNp , the equicontinuity of E easily follows.
Furthermore,
Id p C(f)=Id C
N−1
i=0
c p b p f(i) ki
= C
N−1
i=0
c p b p f(i) Idki
=sN−1 C
N−1
i=0
c p b p f(i).
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Therefore, for f ¥BNp ,
|Id p C(f)−sSN(f)| [ sN−1 C
N−1
i=0
|c p b p f(i)−f(i)| [ sn−2.
Lemma 6 and relation (74) give
seq2n(SN, B
N
p )=e
q
2n(sSN, B
N
p ) [ eq2n(Id p C, BNp )+sn−2
[ eqn(Id, C(BNp ))+sn−2 [ 2eqn(Id, E)+sn−2,
and the result follows from relation (69) and Theorem 2. L
6. COMMENTS
Our results were formulated in the language of information-based com-
plexity theory—the minimal error at given cost (number of function values,
functionals, etc., in our case queries). Lower bounds in terms of the
number of queries mean the more that no algorithm can have better
arithmetic (bit) cost. On the other hand, if we have upper bounds on the
number of queries, this does not necessarily mean a corresponding estimate
of the cost in the bit model. However, for the problems considered in this
paper we encounter a situation which is largely parallel to the experience in
information-based complexity: As a rule, the developed algorithms, which
are optimal in the query sense, show a similar behaviour (usually up to
certain logarithmic terms) in their arithmetic (bit) cost. Let us have a closer
look at our algorithms from this point of view.
We define the bit cost of one query of the type (1) to be mŒ+mœ (the
number of bits to be processed). When we consider the bit cost, let us
assume that both N and n are powers of two, which is no loss of generality
since the other cases can be reduced to that. We also assume n < N, see the
remarks before Theorem 1. The algorithm from Lemma 7 makes one mea-
surement and can be implemented on O(logN) qubits using O(n logN)
quantum gates (see, e.g., Nielsen and Chuang, 2000, for the notion and
standard choices of quantum gates). The algorithm of Lemma 8 requires
O(logN) qubits, O(nn logN) gates and makes O(n) measurements. Finally,
the algorithm from Theorem 1 needs O(logN) qubits, O(n logN) gates and
O(log n log log n) measurements for p <. (one measurement if p=.).
To discuss the algorithm of Theorem 3, let us introduce the following
quantity for an equicontinuous subset E …B(Lp(D)) and e > 0:
o(E, e)=min {k ¥N | |f(s)−f(t)|[ e whenever f ¥ E, s, t ¥D, ||s−t||. [ 2−k}.
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Then for a given E …B(Lp(D)) we have to compute the mean of N=2dk
numbers, where it suffices to take k=o(E, 1/n). If N [ n, this can be done
with O(log n) qubits, O(N log n) gates, and one measurement (see the
remarks before Theorem 1). If n < N, this can be implemented on
O(do(E, 1/n)) qubits, with O(dno(E, 1/n)) gates and O(log n log log n)
measurements for p <. and one measurement for p=.. (The constants
in the O-notation do not depend on E and d.)
Next let us compare the results obtained above to the classical determi-
nistic and Monte Carlo setting. We denote the respective quantities by edetn
and emcn . This discussion is carried out in greater detail in Heinrich and
Novak (2001a), where also the related definitions and references can be
found. The following table contains the order of the respective quantities,
that is, the behaviour up to constants. We also omitted the additional log-
arithmic factor in the case p=2. Furthermore, we assume for the case BNp
that n [ c1N, where, in the classical settings, c1 is any constant with
0 < c1 < 1, while in the quantum setting for 2 [ p [., c1 is the constant
from Theorem 2. Moreover in the quantum setting for 1 [ p < 2, we
assume n [ c0 `N, with c0 from Theorem 2, as well. Finally, when we
write BLp , we mean (in all three settings) the supremum over all equicon-
tinuous subsets E …B(Lp([0, 1]d)) as in the previous section.
edetn e
mc
n e
q
n
BNp , 2 [ p [. 1 n−1/2 n−1
BNp , 1 [ p < 2 1 n−1+1/p n−2+2/p
BLp , 2 [ p [. 1 n−1/2 n−1
BLp , 1 [ p < 2 1 n
−1+1/p n−2+2/p
The result on BLp in the randomized setting can be found in Heinrich
(1993). The respective statement for the deterministic setting is easily
derived using standard methods of information-based complexity theory. A
little further below we indicate the proof of a somewhat stronger result.
It might be illustrative to formulate the results in terms of complexity.
Here we impose the corresponding restrictions. We always assume e [ e0
for some constant e0 > 0. In the quantum setting, the case 1 < p < 2 holds
only for N \ c(1/e)p/(p−1), for some constant c > 0. Again, the case p=2
holds up to logarithmic terms.
compdete comp
mc
e comp
q
e
BNp , 2 [ p [. N min((1/e)2, N) min((1/e), N)
BNp , 1 < p < 2 N min((1/e)
p/(p−1), N) min((1/e)p/(2(p−1)), N)
BLp , 2 [ p [. . (1/e)2 (1/e)
BLp , 1 [ p < 2 . (1/e)p/(p−1) (1/e)p/(2(p−1))
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In the case BL1 we have . in all three settings. For BN1 we have N in both
classical settings, while in the quantum setting our results give the lower
bound `N and the (trivial) upper bound N. The question of the correct
order of complexity in this case is answered in Heinrich and Novak
(2001b).
We see that for the problems considered here quantum algorithm reach a
quadratic speedup over classical randomized ones, and—at least as far as
the pure number of queries is concerned (disregarding the bit cost and
number of qubits)—an arbitrary large speedup over classical deterministic
algorithms. Let us discuss this last point in some more detail and also
address the bit issue again. Namely, we show that there are equicontinuous
sets E in B(L.([0, 1])) with arbitrarily slowly decreasing e
det
n (I1, E). More
precisely, for any sequence (en)n ¥ N with
0 < en [ 1, en+1 [ en [ 2e2n, and lim
nQ.
en=0 (75)
there is an equicontinuous set E …B(L.([0, 1])) such that for all n ¥ N
edetn (I1, E) \ en/32. (76)
Indeed, we define E as the set of functions f on [0, 1] such that for all
k ¥ N and s, t ¥ [0, 1], |s− t| [ 2−k implies |f(s)−f(t)| [ e2k. Let
k(t)=˛ t if 0 [ t [ 1/2(1−t) if 1/2 < t [ 1
0 otherwise,
and put for k ¥ N and 0 [ i [ 2k−1
kk, i(t)=e2kk(2k(t−2−ki)).
It is easily checked that for any ai ¥ {−1, 1} (i=0, ..., 2k−1),
C
2k−1
i=0
aikk, i ¥ E
and I1kk, i=2−(k+2)e2k. A standard argument from the deterministic setting
of information-based complexity theory (see, e.g., Novak, 1988, Proposi-
tion 1.3.5 b) yields
edet2k−1(I1, E) \ e2k/8 \ e2k−1/16,
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which implies (76). Recall, on the other hand, that by Theorem 3,
eqn(I1, E) [ cn−1.
Now let us turn to the bit cost. We show that an exponential speedup
is possible. Fix any c with 0 < c [ 1. We choose e1=1 and en=
(log n)−c (n > 1). This sequence satisfies (75). Let E …B(L.([0, 1])) be the
corresponding set constructed above, so that
edetn (I1, E) \ (log n)−c/32 (n > 1),
which means that for any e with 0 < e [ 1/32 we need at least 2 (1/32e)
1/c
, that
is, exponentially many operations to reach the error e deterministically. By
the construction of the set E we have
o(E, 1/n) [ Kn1/cL,
which implies, by the discussion at the beginning of this section, that in the
quantum setting, an error of e can be reached with O(1/e) queries, one
measurement, O((1/e)1/c) qubits and O((1/e)1/c+1) gates, that is, with
polynomial total cost.
Finally we discuss the relation to some concepts of information-based
complexity theory. A look at our notion of a query might lead to the
impression that it covers only what is called standard information, that is,
function values of f, while in information-based complexity also more
general types of information are considered (e.g. arbitrary linear func-
tionals or scalar products with certain basis functions). This could be rele-
vant not only in finite elements methods, but also in the case that function
values are not well-defined. Let us show how our approach also covers this
situation.
So let F and K be nonempty sets, S: FQ G be a mapping from F to a
normed space G and let L be a nonempty set of mappings from F to K. We
seek to approximate S again, but now the algorithm is supposed to use
information about f ¥ F of the form l(f) for l ¥ L. Let us define a
L-based quantum algorithm from F to G to be simply a quantum algo-
rithm A fromF(L, K) to G. Introduce the mapping
Y: FQF(L, K)
defined for f ¥ F by
Y(f)(l)=l(f) (l ¥ L).
The error of A at f ¥ F is defined as follows. Let z be a random variable
with distribution A(Y(f)). Put
e(S, A, f, h)=inf{e |P{||S(f)−z|| > e} [ h}.
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Various further quantities like e(S, A, F), eqn(S, F, L) etc. can be defined
on this basis as in Section 2. The results of Section 2 as well as the general
results of Section 4 remain valied for this situation if formulated
appropriately, that is, if applied to A as an algorithm from F(L, K) to G.
The resulting form of the unitary mappings associated with the query is
worth mentioning: Let Q be one of the queries being part of A. Since A is
an algorithm onF(L, K), its queries have the form (1), where everything is
as specified there except that
y: ZQ L.
Let us denote li=y(i) for i ¥ Z. Then an element f ¥ F gives rise to the
following unitary operator implementing the query
QY(f) |iP |xP |yP=˛ |iP |x À b(li(f))P |yP if i ¥ Z|iP |xP |yP otherwise.
ACKNOWLEDGMENTS
I am grateful for stimulating discussions with Erich Novak and Henryk Wozniakowski on
quantum computing. Furthermore, I appreciate valuable comments by Art Werschulz, Harald
Pfeiffer, and the referees. Parts of this work were done while I was visiting the Department of
Computer Science of the Columbia University, New York, and the Department of Mathema-
tics of the Hong Kong Baptist University. I thank Joe Traub, Henryk Wozniakowski, and
Fred Hickernell for their hospitality.
REFERENCES
1. D. S. Abrams and C. P. Williams, ‘‘Fast Quantum Algorithms for Numerical Integrals
and Stochastic Processes,’’ Technical Report, http://arXiv.org/abs/quant-ph/9908083,
1999.
2. R. Beals, H. Buhrman, R. Cleve, M. Mosca, and R. de Wolf, Quantum lower bounds
by polynomials, in ‘‘Proceedings of 39th IEEE FOCS,’’ pp. 352–361, 1998; see also
http://arXiv.org/abs/quant-ph/9802049.
3. M. Boyer, P. Brassard, P. Høyer, and A. Tapp, Tight bounds on quantum searching,
Fortsch. Phys. 46 (1998), 493–505; see also http://arXiv.org/abs/quant-ph/9605034.
4. G. Brassard, P. Høyer, M. Mosca, and A. Tapp, ‘‘Quantum Amplitude Amplification and
Estimation,’’ Technical Report, http://arXiv.org/abs/quant-ph/0005055, 2000.
5. G. Brassard, P. Høyer, and A. Tapp, Quantum counting, in ‘‘Lecture Notes in Comput.
Sci.,’’ Vol. 1443, pp. 820–831, Springer-Verlag, New York/Berlin, 1998; see also
http://arXiv.org/abs/quant-ph/9805082.
6. A. Ekert, P. Hayden, and H. Inamori, Basic concepts in quantum computation,
http://arXiv.org/abs/quant-ph/0011013, 2000.
QUANTUM SUMMATION 49
7. L. Grover, A fast quantum mechanical algorithm for database search, in ‘‘Proc. 28
Annual ACM Symp. on the Theory of Computing,’’ pp. 212–219, ACM Press, New York,
1996; see also http://arXiv.org/abs/9605043.
8. L. Grover, A framework for fast quantum mechanical algorithms, in ‘‘Proc. 30 Annual
ACM Symp. on the Theory of Computing,’’ pp. 53–62, ACM Press, New York, 1998; see
also http://arXiv.org/abs/quant-ph/9711043.
9. J. Gruska, ‘‘Quantum Computing,’’ McGraw–Hill, London, 1999.
10. S. Heinrich, Random approximation in numerical analysis, in ‘‘Functional Analysis’’
(K. D. Bierstedt, A. Pietsch, W. M. Ruess, and D. Vogt, Eds.), pp. 123–171, Dekker,
New York, 1993.
11. S. Heinrich, Quantum integration in Sobolev classes, J. Complexity (2001) submitted; see
also http://arXiv.org/abs/quant-ph/0112153.
12. S. Heinrich and E. Novak, Optimal summation and integration by deterministic, ran-
domized, and quantum algorithms, in ‘‘Monte Carlo and Quasi-Monte Carlo Methods,
2000’’ (K.-T. Fang, F. J. Hickernell, and H. Niederreiter, Eds.), Springer-Verlag, Berlin,
2001; see also http://arXiv.org/abs/quant-ph/0105114.
13. S. Heinrich and E. Novak, On a problem in quantum summation, J. Complexity, (2001b)
submitted; see also http://arXiv.org/abs/quant-ph/0109038.
14. A. Nayak and F. Wu, The quantum query complexity of approximating the median and
related statistics, in ‘‘STOC, May 1999,’’ pp. 384–393, 1999; see also http://arXiv.org/
abs/quant-ph/9804066.
15. M. A. Nielsen and I. L. Chuang, ‘‘Quantum Computation and Quantum Information,’’
Cambridge Univ. Press, Cambridge, UK, 2000.
16. E. Novak, ‘‘Deterministic and Stochastic Error Bounds in Numerical Analysis,’’ Lecture
Notes in Mathematics, Vol. 1349, Springer-Verlag, New York/Berlin, 1988.
17. E. Novak, Quantum complexity of integration, J. Complexity 17 (2001), 2–16; see also
http://arXiv.org/abs/quant-ph/0008124.
18. A. O. Pittenger, ‘‘Introduction to Quantum Computing Algorithms,’’ Birkhäuser, Boston,
1999.
19. D. Pollard, ‘‘Convergence of Stochastic Processes,’’ Springer-Verlag, New York, 1984.
20. P. W. Shor, Algorithms for quantum computation: Discrete logarithms and factoring, in
‘‘Proceedings of the 35th Annual Symposium on Foundations of Computer Science,’’
pp. 124–134, IEEE Computer Society Press, Los Alamitos, CA, 1994; see also http://
arXiv.org/abs/quant-ph/9508027.
21. P. W. Shor, Quantum computing, ‘‘Documenta Mathematica,’’ Extra Volume ICM 1998,
Vol. I, pp. 467–486, 1998.
22. P. W. Shor, Introduction to quantum algorithms, http://arXiv.org/abs/quant-ph/
quant-ph/0005003, 2000.
23. J. F. Traub, G. W. Wasilkowski, and H. Woz´niakowski, ‘‘Information-Based Complex-
ity,’’ Academic Press, San Diego, 1988.
50 S. HEINRICH
