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Waiting time distribution and the zero-frequency full counting statistics of unidirectional electron
transport through a double quantum dot molecule attached to spin-polarized leads are analyzed
using the quantum master equation. The waiting time distribution exhibits a non-trivial dependence
on the value of the exchange coupling between the dots and the gradient of the applied magnetic
field, which reveals the oscillations between the spin states of the molecule. The zero-frequency
full counting statistics, on the other hand, is independent of the aforementioned quantities, thus
giving no insight into the internal dynamics. The fact that the waiting time distribution and
the zero-frequency full counting statistics give a non-equivalent information is associated with two
factors. Firstly, it can be explained by the sensitivity to different timescales of the dynamics of the
system. Secondly, it is associated with the presence of the correlation between subsequent waiting
times, which makes the renewal theory, relating the full counting statistics and the waiting time
distribution, not longer applicable. The study highlights the particular usefulness of the waiting
time distribution for the analysis of the internal dynamics of mesoscopic systems.
PACS numbers: 72.70.+m, 73.63.Kv, 73.23.Hk
I. INTRODUCTION
Investigation of current fluctuations is a valuable tool
for characterization of the physical mechanism of elec-
tronic transport in mesoscopic systems, in both sequen-
tial tunneling and coherent regimes. In particular, the
shot noise, resulting from charge quantization, was found
to provide information about the statistics and charge of
quasiparticles, or the presence of interactions [1]. Due
to this fact, noise has already been widely studied, both
experimentally and theoretically, in the variety of sys-
tems, including multilevel quantum dots [2–5], quantum
dot spin valves [6–8], magnetic tunnel junctions [9–11],
systems of capacitively coupled charge impurities [12],
quantum dots [13] or metallic islands [14], quantum dot
molecules [15–17], nanoelectromechanical systems [18],
quantum dots strongly coupled to electromagnetic cavi-
ties [19], molecules with strong electron-vibrational cou-
pling [20, 21], quantum dots in the cotunneling [22–24]
or Kondo [25–28] regimes, or systems realizing Majorana
fermions [29].
Current fluctuations are most often characterized by
the full counting statistics (FCS) [30, 31] which evalu-
ates the probability distribution function of the number
of charges transferred in the given time interval ∆t. The
studies have mainly focused on the zero-frequency FCS,
which assumes ∆t→∞ and thus analyzes the long-time
behavior of current fluctuations. Less common approach,
the waiting time distribution (WTD) [32], evaluates the
distribution of the time intervals separating the subse-
quent transport events. In contrast to the zero-frequency
∗ krzysztof.ptaszynski@ifmpan.poznan.pl
FCS, WTD is clearly related to the short-time dynam-
ics of the system. For example, in some case the co-
herent oscillations between the quantum states of the
studied system can be revealed by the clearly observ-
able oscillatory behavior of WTD [32–34]. While FCS
and WTD are mostly studied theoretically, they can be
also accessed experimentally using single electron count-
ing techniques [35]. For example, FCS has been used
to characterize the switching between energy states of a
quantum dot [36], and WTD has been applied to inves-
tigate the spin-orbit and hyperfine interactions or charge
decoherence in a double quantum dot [37, 38], or state
degeneracies in a single quantum dot [39]. It is worth
mentioning that both formalisms have been used also be-
yond the field of electronic transport, for example in the
study of quantum optical [40–43] or biomolecular sys-
tems [44–46].
One may ask if the complementary use of WTD and
FCS gives a more complete information about the dy-
namics of the system, or if it sufficient to use only one
of these approaches to characterize the system. In some
cases, the latter conclusion may be true. For example,
Bruderer et al. [47] have presented a method which, in
the cases considered, have enabled the full reconstruc-
tion of the generator of the dynamics of the system using
the zero-frequency FCS only. As a matter of fact, when
statistics of current fluctuations satisfy the renewal prop-
erty, i.e. the subsequent waiting times are independent
and identically distributed random variables, there ex-
ist exact identities between the cumulants of FCS and
WTD [48, 49]. As a result, n cumulants of either FCS
or WTD give exactly the same information. However,
when subsequent waiting times are correlated the situa-
tion is different. In such a case, the cumulants of FCS
and WTD become independent [50] and can give com-
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2plementary information about the transport mechanism.
For example, my previous work [51] has shown that the
joint use of FCS and WTD may reduce the order of cu-
mulants needed to fully reconstruct the generator of the
dynamics of the system.
This paper goes even further – it shows, that when
the renewal property is not satisfied, it is possible that
the waiting time distribution gives information about the
dynamics of the system which cannot be provided by
the zero-frequency full counting statistics. This conclu-
sion is drawn from the analysis of unidirectional elec-
tron transport through a double quantum dot attached
to spin-polarized leads studied by means of the quantum
master equation. The analyzed system is similar to the
one recently realized experimentally by Fa´bia´n et al. [52].
The studied quantum dot molecule exhibits the coherent
spin oscillations in the singlet-triplet space resulting from
the exchange interaction between spins. This dynamics
is shown to produce the correlation between subsequent
waiting times, which makes the renewal theory no longer
applicable; in result WTD and the zero-frequency FCS
are independent. The oscillations between the spin states
result in a quite nontrivial dependence of WTD on the
value of the exchange coupling and gradient of the ap-
plied magnetic field. In contrast, the zero-frequency FCS
gives no insight into the internal dynamics. This fact can
be intuitively explained as the result of sensitivity of the
used approaches to different timescales of the dynamics:
WTD is clearly related to the short-time dynamics, while
the zero-frequency FCS to the long-time one.
The paper is organized as follows. Section II specifies
the analyzed model of a double quantum dot system. Sec-
tion III presents the methods used to describe electronic
transport and to calculate statistics of current fluctua-
tions. In Sec. IV the results are presented and discussed.
Finally, Sec. V brings conclusions following from my re-
sults. Appendix contains full matrix representation of
the Liouvillian of the system.
II. MODEL
I consider a system of two tunnel-coupled single-level
quantum dots attached to two collinearly polarized ferro-
magnetic leads (arranged in either parallel or antiparal-
lel way). Similar double quantum dot molecules coupled
to spin-polarized electrodes have been already examined
theoretically [7, 53]. In particular, the previous theoret-
ical studies have focused on transport in the sequential
tunneling [54–58], cotunneling [59] and Kondo [60–62]
regimes. The analyzed system is described by the Hamil-
tonian which can be separated into four terms [7, 54–56]:
Hˆ = HˆL + HˆR + HˆD + HˆT . (1)
The first two terms of the Hamiltonian describe non-
interacting itinerant electrons in the left (L) and the
right (R) lead. They are expressed in the following way:
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FIG. 1. Scheme of the double quantum dot attached to two
spin polarized leads with spin polarization pL (left lead) and
pR (right lead). Parameters U and  denote the intra-dot
Coulomb interaction and the orbital energy respectively. U12
– inter-dot Coulomb interaction, t12 – hopping parameter, J
– exchange interaction between dots, B – magnetic field (with
a mean value B), ∇B – magnetic field gradient. Transport is
unidirectional, as indicated by arrows. Γα – mean tunneling
rates (averaged over spin polarizations).
Hˆα =
∑
kσ αkσc
†
αkσcαkσ, where α ∈ {L,R}, αkσ is the
energy of the electron with a wave vector k and spin
σ ∈ {↑, ↓}, and c†αkσ (cαkσ) denotes the creation (anni-
hilation) operator associated with a such electron. The
third term HˆD, describing the double dot system, is given
by the expression [55, 63–65]
HˆD =
∑
jσ
d†jσdjσ + t12
∑
σ
(
d†1σd2σ + d
†
2σd1σ
)
(2)
+
∑
j
Unˆj↑nˆj↓ +
(
U12 − J
2
)
nˆ1nˆ2 − 2J Sˆ1 · Sˆ2
+ γ(B + ∆B)Sˆz1 + γ(B −∆B)Sˆz2 ,
where d†jσ (djσ) is the creation (annihilation) operator of
the electron with spin σ in the first (j = 1) or the second
(j = 2) quantum dot,  is the corresponding particle en-
ergy (here assumed to be the same on both dots), and t12
is the interdot hopping integral; U and U12 are the values
of the intradot and the interdot Coulomb interaction, re-
spectively, and particle number operators are defined as
nˆjσ = d
†
jσdjσ, nˆj = nˆj↑ + nˆj↓. J is the exchange inter-
action between spins in the left and the right dot, with
J > 0 (J < 0) corresponding to the ferromagnetic (anti-
ferromagnetic) interaction. Sˆj = (1/2)
∑
σσ′ d
†
jσσσσ′djσ′
denotes the spin operator, where σ = (σx, σy, σz) is the
vector of Pauli matrices. Finally, the last two terms of
HˆD describe the Zeeman splitting, where γ denotes the
gyromagnetic ratio and Sˆzj = (nj↑ − nj↓)/2 is the opera-
tor of the spin projection on the magnetic field direction
(which defines the z-axis). Here, for the sake of simplic-
ity, the magnetic field is defined as a sum of all possi-
ble contributions, including the external magnetic field,
the stray magnetic field generated by the ferromagnetic
electrodes [52] or the effective magnetic field associated
3with the exchange coupling of the quantum dots to the
leads [66] (one should be aware, that the latter contribu-
tion is dependent on the parameters of the system, e.g.
level positions, tunnel couplings or spin polarizations of
leads). The magnetic field can be in general inhomoge-
neous (being equal to B + ∆B at the first and B −∆B
at the second dot), which can make the Zeeman split-
ting in the dots unequal. Such inhomogeneous fields with
high magnetic field gradients can be created using the mi-
cromagnets [67–69]. Alternatively, the difference of the
Zeeman splittings can be generated by making the gyro-
magnetic ratios is the dots unequal [70–72]. The whole
Hamiltonian HˆD is quite complex, including many dif-
ferent parameters. However, in the later discussion the
transport model will be analyzed, in which only the in-
fluence of the last three terms of the Hamiltonian HˆD on
transport will be important.
The term HˆT describes the tunneling between the dou-
ble quantum dot and the leads. It is expressed in the
following way [7, 54–56]:
HˆT =
∑
kσ
(
tL1c
†
Lkσd1σ + t
∗
L1d
†
1σcLkσ
)
(3)
+
∑
kσ
(
tR2c
†
Rkσd2σ + t
∗
R2d
†
2σcRkσ
)
,
where tαj denotes the matrix element corresponding to
the tunneling between the lead α and the j-th dot. The
coupling strength between the j-th dot and the lead α
for a specific spin polarization can be written as Γσαj =
2pi|tαj |2ρσα, where ρσα denotes the spin-dependent density
of states in the lead α (with spin polarization assumed
to be parallel to the z-axis). The spin polarization of the
lead α is defined as pα = (ρ
↑
α − ρ↓α)/(ρ↑α + ρ↓α). Coupling
strengths can be then written as Γ↑αj = (1 + pα)Γαj and
Γ↓αj = (1 − pα)Γαj , where Γαj = (Γ↑αj + Γ↓αj)/2. In
the following part of the paper, coupling strengths are
denoted in the simplified manner: ΓL1 = ΓL, ΓR2 = ΓR,
ΓσL1 = Γ
σ
L, and Γ
σ
R2 = Γ
σ
R.
One should be aware that the considered model does
not include many physical effects which can be profound
in real systems. For example, the model neglects the
decoherence [73] and the spin relaxation [74] associated
with the external electromagnetic environment, or the
dependence of the tunneling rates on the spin state asso-
ciated with the spatial distribution of the electron wave
function [75]. However, the simplicity of the consid-
ered model facilitates the interpretation of results, which
makes it a good starting point for the analysis of more
realistic situations.
III. METHODS
Now, the methods used to describe transport through
the double quantum dot molecule are presented. I fo-
cus on the transport regime in which only the single
and the double occupancy of the whole system is al-
lowed. To achieve such a regime, the parameters are
assumed to fulfill the following conditions:  = −U12,
U12  kBT , µL − 2|t12| − γ(|B|+ |∆B|) − |J | 
kBT , U − µL − 2|t12| − γ(|B|+ |∆B|) − |J |  kBT ,
−µR − 2|t12| − γ(|B|+ |∆B|) − |J |  kBT and U +
µR − 2|t12| − γ(|B|+ |∆B|) − |J |  kBT where µL
(µR) is the electrochemical potential of the left (right)
lead. Moreover, it is assumed that the single dot can
be occupied by at most one electron. Although for a
finite value of the exchange coupling J there is always
a finite probability of a double occupancy of a single
dot [76, 77], for sufficiently low values of J it can be
safely neglected in the discussion of transport. Thus,
there are eight quantum states within the transport win-
dow, which in the localized basis can be denoted as
{|↑0〉, |↓0〉, |0↑〉, |0↓〉, |↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉}, where the first
and the second position in the ket correspond to the first
and the second dot, respectively; arrows denote the spin
orientation of the occupying electron and 0 denotes the
absence of the electron. Furthermore, since the separa-
tion of the electrochemical potentials of the leads from
the relevant energy levels of the double quantum dot sys-
tem is assumed to be large in comparison with kBT , ther-
mally excited tunneling against the bias can be neglected
and transport can be considered as unidirectional. In
such a case, in the regime of the weak coupling between
the dots and the leads, transport can be well described
by the Markovian master equation [78, 79]. In the local-
ized basis one obtains the generalized master equation
(GME) [17] which describes the time dependence of the
density matrix of the system. It can be written in the
Lindblad form
dρ
dt
= −i
[
HˆD, ρ
]
(4)
+
∑
σ,σ′
ΓσL
2
(
2l†σσ′ρlσσ′ − lσσ′ l†σσ′ρ− ρlσσ′ l†σσ′
)
+
∑
σ,σ′
Γσ
′
R
2
(
2r†σσ′ρrσσ′ − rσσ′r†σσ′ρ− ρrσσ′r†σσ′
)
,
where ρ is the density matrix and the Lindblad operators
describing the tunneling through the left and right junc-
tion, respectively, are defined as l†σσ′ = |σσ′〉〈0σ′| and
r†σσ′ = |σ0〉〈σσ′|. Here, and in the whole paper, I take
~ = 1.
Finally, I present the methods used to describe the
waiting time distribution and the full counting statistics.
The description largely follows the one included in my
previous paper [51], and the reader is referred to it for
a more detailed discussion. The master equation is now
written in the Liouville space [80, 81]:
ρ˙(t) = Lρ(t), (5)
where ρ(t) is the state vector in the Liouville space, which
contains both diagonal and off-diagonal elements of the
density matrix of the system (i.e. the state probabilities
4and the coherences), and L is the square matrix repre-
senting the Liouvillian. Full matrix forms of ρ(t) and L
are presented in Eqs. (A.1)-(A.2) in the Appendix.
To calculate the waiting time distribution the approach
of Brandes [32] is used. The distribution of waiting times
between jumps of types k and l is denoted as wkl(τ). Here
the term “jump of type k” refers to the specific tunneling
process: the subscript L is related to the electron jump
from the left lead to the first dot, and the subscript R is
associated with the tunneling from the second dot to the
right lead. It is assumed, that the counting procedure
do not distinguish the spin of the transferred electrons,
which corresponds to standard single charge counting
experiments. One can consider distributions of waiting
times either between subsequent tunnelings through the
same junction [wLL(τ) and wRR(τ)], or between jumps
through different junctions [wLR(τ) and wRL(τ)]. The
Laplace transform of the distribution wkl(τ) reads [32]
wkl(s) =
∫ ∞
0
e−sτwkl(τ)dτ =
Tr[Jl(s− Lkl0 )−1Jkρ0]
Tr[Jkρ0] ,
(6)
where k, l ∈ {L,R}. Jk and Jl are the operators con-
taining all off-diagonal elements of the Liouvillian corre-
sponding to the jumps through the k and the l junction,
respectively. Elements of the Liouvillian included in the
jump operators are explicitly presented in Eq. (A.2) in
the Appendix. The more elaborate discussion of the con-
struction of the jump operators can be found in the paper
of Brandes [32]. The operator Lkl0 = L−Jk−(1−δkl)Jl is
the reminder of the Liouvillian, and ρ0 is the vector of the
stationary state (the solution of the equation Lρ = 0).
The distribution wkl(τ) is the inverse Laplace transform
of wkl(s). It is often convenient to consider cumulants
of the distribution rather than the whole distribution it-
self. The cumulants of WTD can be calculated using the
formula [32]
κkln = (−1)n
{
dn ln[wkl(s)]
dsn
}
s=0
, (7)
where κkln is the nth order cumulant of the distribution
wkl(τ).
Additionally, the useful information about the trans-
port mechanism can be provided by the joint distribu-
tion of two subsequent waiting times τkl and τlm (with
k, l,m ∈ {L,R}), denoted as wklm(τkl, τlm) [51]. Its
Laplace transform is defined as [51]
wklm(s, z) (8)
=
∫ ∞
0
dτlm
∫ ∞
0
dτkle
−sτkl−zτlmwklm(τkl, τlm)
=
Tr[Jm(z − Llm0 )−1Jl(s− Lkl0 )−1Jkρ0]
Tr[Jkρ0] .
This distribution can be used to calculate the cross-
correlation (covariance) of two successive waiting
times [51]
〈∆τkl∆τlm〉 =
{
∂
∂s
∂
∂z
ln[wklm(s, z)]
}
s=0,z=0
, (9)
where ∆τij = τij − 〈τij〉 is the deviation from the
mean. It is convenient to analyze the normalized cross-
correlation [51] (i.e. the Pearson correlation coeffi-
cient [82])
NCC =
〈∆τkl∆τlm〉√〈∆τ2kl〉〈∆τ2lm〉 , (10)
where 〈∆τ2ij〉 = 〈τ2ij〉 − 〈τij〉2 = κij2 is the variance of the
waiting time distribution. It has a value between −1 and
1, where the former (latter) limit is associated with the
perfect negative (positive) correlation [82]. The equality
NCC = 0 is the necessary (however not sufficient) con-
dition of the statistical independence of the subsequent
waiting times [51, 82].
Finally, the full counting statistics is considered. FCS
analyzes the distribution of the number of particles tun-
neling through the single junction in a given time interval
∆t. I focus on the zero-frequency FCS which assumes
∆t → ∞. In such a case, distributions measured at the
left and the right junction are the same due to Kirchoff’s
current law. The calculated quantities are the nth or-
der scaled cumulants of the FCS, defined in the following
way: cn = lim∆t→∞ Cn(∆t)/∆t, where Cn(∆t) is the nth
order cumulant of the number of jumps through a single
junction taking place in the time interval ∆t. Scaled cu-
mulants up to the Nth order can be calculated using the
following set of equations [47, 83]:{
dn
dχn
det [λ(χ)− L0 − J eχ]
}
χ=0
= 0, (11)
cn =
[
dn
dχn
λ(χ)
]
χ=0
,
where n ranges from 1 to N , χ is a counting field, λ(χ) is
a scaled cumulant generating function with the property
λ(0) = 0, J is either JL or JR, and L0 = L − J . Since
λ(χ = 0) = 0, knowledge of the exact form of λ(χ) is not
necessary for the calculation. A more elaborate discus-
sion of FCS formalism can be found in Refs. [31, 84, 85].
IV. RESULTS
In this section I analyze the influence of the coherent
oscillations between the spin states of the molecule on
current fluctuations. Such oscillations take place because
the electron tunneling may initialize the states |↑↓〉 and
|↓↑〉 which, in general, are not eigenstates of the Hamil-
tonian HˆD but their superpositions. The eigenstates cor-
responding to the zero spin z-component read as
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FIG. 2. Scheme of the Bloch sphere of the qubit in the S−T0
space. The z-axis is defined as parallel to the vectors describ-
ing the states |S〉 and |T0〉, and the x-axis is parallel to the
vectors of the |↑↓〉 and |↓↑〉 states. The rotation axis denotes
as ω is located in the xz plane, forming an angle θ with the
z-axis.
|ψP 〉 = 1√
2
[
cos
(
θ
2
)
|S〉+ sin
(
θ
2
)
|T0〉
]
, (12)
|ψA〉 = 1√
2
[
− sin
(
θ
2
)
|S〉+ cos
(
θ
2
)
|T0〉
]
. (13)
where |S〉 = (|↑↓〉 − |↓↑〉)/√2 and |T0〉 =
(|↑↓〉+ |↓↑〉)/√2 are the singlet and the triplet
states, respectively, and θ is an angle defined by
following equations: cos θ = J/
√
J2 + (γ∆B)2 and
sin θ = γ∆B/
√
J2 + (γ∆B)2. For θ = 0 these eigen-
states are equivalent to |S〉 and |T0〉 states, respectively,
and for θ = pi/2 they are equivalent to the |↑↓〉 and |↓↑〉
states. Dynamics of the spin states can be described
as a qubit rotation on the Bloch sphere (Fig. 2), with
the direction of the rotation axis defined by the angle θ
and the angular frequency of the rotation being equal
to ω =
√
J2 + (γ∆B)2. The states |ψP 〉 and |ψA〉 are
then associated with vectors parallel and antiparallel
to the qubit rotation axis. For θ = 0 the qubit rotates
along the equator of the Bloch sphere which corresponds
to the coherent oscillations between the states |↑↓〉 and
|↓↑〉. One may note a resemblance of the considered dy-
namics to the principle of operation of the singlet-triplet
qubits [69, 73, 74, 86–88]. It should be mentioned, that
the influence of the coherent oscillations between the
spin states on transport through the double quantum
dot system has been already studied by Sa´nchez et
al. [89]. However, in this paper both the mechanism
generating the oscillations and the transport regime
(associated with the choice of the system parameters)
are significantly different from the ones considered
therein.
The section is divided into two subsections, analyzing
the cases of the homogeneous (Sec. IV A) and the inho-
mogeneous magnetic field (Sec. IV B), respectively. For
the homogeneous magnetic field it will be shown that
the waiting time distribution exhibits the nontrivial de-
pendence on the value of the exchange coupling between
dots while the zero-frequency full counting statistics is
independent of this parameter. Since this dependence
is observable only for sufficiently low values of J , in the
next subsection I consider the case of the inhomogeneous
magnetic field in which the dependence of WTD on the
direction of the rotation axis can be observed also for
high values of J .
A. ∇B = 0
I begin my analysis by considering the case when the
external magnetic field is homogeneous (∇B = 0), and
therefore the states |↑↓〉 and |↓↑〉 are degenerate. To
simplify the analysis I assume that |t12|  |J |,ΓL,ΓR.
In such a case, due to large value of the inter-dot tun-
nel coupling, the coherent oscillations between the states
|σ0〉 and |0σ〉 are so fast, that these states are non-
distinguishable in timescales corresponding to the tun-
neling between the leads and the dots. Therefore, for
the sake of simplicity of the qualitative discussion of
the transport mechanism, one may effectively reduce the
rank of the density matrix of the system by replacing
four diagonal elements corresponding to the dot-localized
states (|σ0〉 and |0σ〉) with two elements associated with
the subspaces of states corresponding to different spin
orientations: |↑〉 ≡ {|↑ 0〉, |0↑〉} and |↓〉 ≡ {|↓ 0〉, |0↓〉}.
It can be done because the probabilities of these states
and subspaces are strictly related [P (|σ〉) = 2P (|0σ〉) =
2P (|σ0〉)], and therefore the master equation can be eas-
ily rewritten to describe the dynamics in the reduced
basis. The reduced Liouvillian of the system is presented
in Eq. (A.3) in the Appendix. Figure 3 (a) shows the
graphical representation of the model of the dynamics of
the system obtained after the reduction of the basis.
At first, WTD is analyzed. Let us start with the dis-
tribution of waiting times between the jump from the
molecule to the right lead and the successive jump from
the left lead to the molecule, denoted as τRL. This
distribution, describing the filling of the singly-occupied
molecule by the second electron, has a simple exponential
form: wRL(τ) = ΓLe
−ΓLτ . The mean time 〈τRL〉 is equal
to 1/ΓL. The distribution depends only on the parameter
ΓL because the rate of electron tunneling to the left dot
does not depend on the spin state of the electron occu-
pying the molecule. It is independent of the polarization
of the left lead, which influences only the proportion of
the number of ↑ and ↓ spins tunneling to the molecule.
The distribution of the waiting times between the jump
from the left lead to the first dot and the successive jump
from the second dot to the right lead, denoted as τLR, is
much more complex since the rate of electron tunneling to
the right lead depends on the spin state of the molecule.
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FIG. 3. (a) Six-state model of the dynamics of the system
for ∇B = 0. Red arrows with bullet tails correspond to the
tunneling from the molecule to the right lead, while black ar-
rows to the tunneling from the left lead to the molecule. The
violet double-ended arrow in the middle denotes coherent os-
cillations between states. The tunneling rates ΓσL are divided
by 2 since the electron can tunnel to the molecule only when
the left dot is empty (state |0σ〉 is occupied). (b) Simplified
five-state model for J  ΓL,ΓR. |Sz = 0〉 is the subspace
containing the states |↑↓〉 and |↓↑〉.
The formula describing the waiting time distribution is
in general complicated and depends on the parameters
ΓR, pL, pR and J . In particular, dependence on J shows
the influence of the coherent oscillations between the spin
states. The mean waiting time 〈τLR〉, however, is inde-
pendent of J and equal to (1− pLpR)/ΓR(1− p2R). This
may be nonintuitive, since the coherent oscillations cause
the spin-flip in the right dot, which should affect the rate
of electron tunneling. However, it appears that two oppo-
site spin-flip processes (↑→↓ and ↓→↑) equilibrate them-
selves, thus leaving the spin population of the right dot
intact.
The dependence of the shape of WTD of J can be,
however, observed when one analyzes the higher cumu-
lants of the distribution. In this work I will focus on the
randomness parameter RLR, associated with the second
cumulant, which characterizes the spread of the distribu-
FIG. 4. Dependence of the Fano factor F (black dashed line)
and the randomness parameter RLR (red solid line) on |J |/ΓR
for pL = 0 and pR =
√
2/2 ≈ 0.7. Fano factor calculated in
the limit of ΓL  ΓR.
tion around the mean value. It is defined as follows
RLR =
κLR2
(κLR1 )
2
=
〈∆τ2LR〉
〈τLR〉2 , (14)
where κLRn are the cumulants of wLR(τ) [see Eq. (7)] and
〈∆τ2LR〉 is the variance of this distribution. This parame-
ter, similarly to the distribution wLR(τ), is dependent on
J , as well as on parameters ΓR, pL, and pR. For pL = 0
it is given by the expression
RLR = 1 + 2p
2
R [1 +
4J2
2J2 + (1− p2R)Γ2R
(15)
− 2J
2(5− p2R)
4J2 + (1− p2R)Γ2R
]
.
The red solid line in Fig. 4 presents the dependence of
the randomness parameter on the ratio |J |/ΓR (which
can be tuned by the gate voltages [52, 94]) for pL = 0
and pR =
√
2/2 ≈ 0.7 (it is independent of the sign
of J). The qualitative character of the dependence of
RLR on |J |/ΓR appears to be independent of the spin
polarizations of the leads (assuming pR 6= 0). For J =
0 the randomness parameter is maximized. With the
increase of |J |, RLR decreases, reaching the minimum
for a certain finite value of |J |/ΓR. As |J | rises further,
RLR tends asymptotically to some finite value which is
lower than the one corresponding to J = 0.
To explain this behavior, let us focus on three char-
acteristics points: J = 0, |J |  ΓR and the minimum
of RLR [see Fig. 5 (a)]. Since the polarization of the
left lead influences the results only quantitatively and
does not lead to qualitatively new effects, I assume that
pL = 0. The waiting time distribution wLR(τ) for J = 0
7FIG. 5. (a) Waiting time distribution wLR(τ) for |J | = 0
(black dotted line), |J |/ΓR = 1/2 for which RLR is mini-
mized (red solid line) and |J |  ΓR (blue dashed line). (b)
Oscillatory behavior of wLR(τ) for |J |/ΓR = 3. All results for
pL = 0 and pR =
√
2/2 ≈ 0.7.
is given by the double-exponential function
wLR(τ, pL = 0, J = 0) (16)
=
1
2
ΓR
[
(1 + pR)e
−(1+pR)ΓRτ + (1− pR)e−(1−pR)ΓRτ
]
.
It is a sum of two separate exponential distributions cor-
responding to different spin transport channels, which is
associated with the fact, that electrons with spins ↑ and ↓
preserve their spins for the whole time during which they
occupy the molecule (due to J = 0). Since the timescales
of the tunneling for ↑ and ↓ spins differ, the waiting times
tends to deviate from the mean value. This explains the
relatively high value the randomness parameter.
Next, I analyze the case of |J |  ΓR. In such a
case the oscillations between the states |↑↓〉 and |↓↑〉
are so fast (relatively to the timescale of the tunnel-
ing through the right lead), that distinctive character
of these states is not observed. Therefore, one may fur-
ther reduce the rank of the density matrix by replac-
ing the diagonal elements corresponding to the states
|↑↓〉 and |↓↑〉 by a single element corresponding to the
subspace |Sz = 0〉 ≡ {|↑↓〉, |↓↑〉} [with the probability
P (|Sz = 0〉) = 2P (|↑↓〉) = 2P (|↓↑〉)]. In this way one ob-
tains the effective five-state model of the dynamics of the
system [see Fig. 3 (b)]. The waiting time distribution is
now given by the triple-exponential function
wLR(τ, pL = 0,|J |  ΓR) (17)
= ΓR
[
1
2
e−ΓRτ +
1− pR
4
(1 + pR)e
−(1+pR)ΓRτ
+
1 + pR
4
(1− pR)e−(1−pR)ΓRτ
]
,
in which the successive terms are associated with differ-
ent transport channels. The first term of WTD is related
to the tunneling from the |Sz = 0〉 subspace, and is ex-
pressed as the product of the probability that this sub-
space is generated after the tunneling from the left lead,
equal to 1/2, and the exponential term describing the
distribution of waiting times corresponding to the tun-
neling in this transport channel only. The exponential
term decays with a rate equal to the mean tunneling rate
ΓR, which is associated with the mixing of states |↑↓〉 and
|↓↑〉. Analogously, the second term of WTD is a product
of the probability that the state |↑↑〉 is generated after
the tunneling from the left lead, equal to (1−pR)/4, and
the exponential term (1 + pR)ΓRe
−(1+pR)ΓRτ [here the
factor (1 + pR)ΓR before the exponent is a normalizing
constant]. As one can note, for pR > 0 the probabil-
ity of generation of the state |↑↑〉 is decreased. It is due
to the accumulation of the spin ↓ electrons in the right
dot, which results from the fact that tunneling from the
|Sz = 0〉 subspace produces the |↓〉 rather than the |↑〉
subspace [cf. Fig. 3 (b)]. The third term can be described
in a way analogous to the former. As Fig. 5 (a) shows, the
probability density of very short waiting times (close to
0) is decreased in comparison with the case analyzed pre-
viously, while for waiting times close to the mean value
it is increased. This explains the smaller value of the
randomness parameter.
For intermediate values of |J | the formula describing
the waiting time distribution is complicated. Let us de-
scribe qualitatively the case of the minimal value of RLR
[the red line in Fig. 5 (a)], assuming pR > 0. For τ = 0
the probability density wLR(0) is more or less similar to
the one corresponding to |J |  ΓR [in a specific case
shown in Fig. 5 (a) they are equal]. As previously, this
results from the decreased population of spin ↑ electrons
in the right dot. However, in contrast to the case of
|J |  ΓR, the frequency of oscillations is now compara-
ble with the timescale of the tunneling through the right
lead. Thus, populations of states |↑↓〉 and |↓↑〉 are not
immediately equilibrated after the tunneling from the left
lead, but the probability of the state |↑↓〉 remains larger
for some finite time. Due to this fact, wLR(τ) decreases
below the value corresponding to |J |  ΓR for small val-
ues of τ . For τ comparable with a mean waiting time
8〈τLR〉 the population of the state |↓↑〉 is, on the other
hand, increased due to the qubit rotation. This results
in the rise of wLR(τ) to values greater than the ones
observed for |J |  ΓR. In consequence, WTD is more
concentrated around the mean value, which results in the
decrease of the randomness parameter.
In Fig. 5 (a) the oscillations between the spin states
are not clearly visible: for J = 0 they do not occur,
for |J |  ΓR they are too fast to be observed, and for
|J |/ΓR = 1/2 WTD decays with a rate faster than the
frequency of the oscillations. The oscillatory behavior of
the waiting time distribution, resulting from the oscil-
lations between the spin states, can be however clearly
seen for moderately high values of |J |/ΓR, as shown in
Fig. 5 (b). It can be interpreted as follows: For τ = 0 the
population of the state |↑↓〉 is higher than of the state
|↓↑〉, and therefore the probability of tunneling is rela-
tively low. For Jτ = ωτ ≈ (n + 1/2)pi (where ω is the
angular frequency of oscillations and n is an integer) the
spin states are reversed, and WTD reaches the local max-
ima (the maxima are slightly shifted due to the presence
of the exponential decay). Conversely, for Jτ ≈ npi the
state |↑↓〉 is again more populated and WTD reaches the
local minima.
Let us now analyze the zero-frequency full counting
statistics, which describes the long time behavior of cur-
rent fluctuations. I focus on the second-order cumulant
by analyzing the Fano factor
F =
c2
c1
= lim
t→∞
〈[∆n(∆t)]2〉
〈n(∆t)〉 , (18)
where cn are the cumulants of FCS [see Eq. (11)], 〈n(∆t)〉
is the mean number of electrons flowing through the
molecule in the time interval ∆t and 〈∆n([∆t)]2〉 is the
variance of this number. It is equivalent to the Fano
factor defined as F = S(0)/2e〈I〉, where S(0) is the zero-
frequency noise power and 〈I〉 is the mean current [90].
In the considered system the Fano factor reads
F =
Γ2L
(
1− p2Lp2R − 2pLpR + 2p2R
)
+ Γ2R
(
p2R − 1
)2
[ΓL(pLpR − 1) + ΓR (p2R − 1)]2
.
(19)
The noise in the system can be either sub-Poissonian
(F < 1) or super-Poissonian (F > 1). The former case is
characteristic for systems with a Coulomb blockade [31].
For pL = pR = 0 and ΓL = ΓR the Fano factor reaches
the minimal value 1/2 – the same as in the symmetrically
coupled single quantum dot in the strong Coulomb block-
ade regime [31]. On the other hand, the super-Poissonian
noise enhancement, appearing for sufficiently large val-
ues of pR, at first look can be interpreted as a result
of the phenomenon referred to as the dynamical chan-
nel blockade [5, 6]. This phenomenon can be described
as follows: competition between transport of ↑ and ↓
electrons, corresponding to either the fast or the slow
tunneling to the right lead, increases the randomness of
the number of particles transferred in a given time inter-
val, thus leading to the noise enhancement. As a mat-
ter of fact, the expression for the Fano factor given by
Eq. (19) is exactly the same as in the case of single quan-
tum dot in a strong Coulomb blockade regime attached
to spin-polarized leads, the exemplary case of the dynam-
ical channel blockade [6]. One should be aware, however,
that the dynamical channel blockade in itself do not gen-
erate the waiting time correlations [51], which – as it will
be shown – are present in the considered system.
It is also apparent, that the Fano factor depends on
the parameters ΓL, ΓR, pL and pR, however is indepen-
dent of J . The same was found to be true also for higher
cumulants of FCS. This contrasts with the dependence
of the variance and higher cumulants of WTD on J . To
be more explicit, let us compare the Fano factor and the
previously considered randomness parameter RLR. I fo-
cus on the case of ΓL  ΓR, when the dynamics of the
system is wholly determined by the slowest processes –
tunneling through the right lead and coherent oscillations
between spin states. Such a choice of parameters is very
convenient since it does not affect the most interesting
phenomena taking place in the system, because the tun-
neling through the left lead is a trivial Poissonian process;
on the other hand, it greatly simplifies the interpretation
of results by removing the uninteresting dependence of
the studied quantities on ΓL. In such a limit, for pL = 0,
the Fano factor is given by the very simple expression
F = 1 + 2p2R. (20)
In systems described by the renewal theory, which as-
sumes that the successive waiting times are indepen-
dent and identically distributed random variables (the
assumption referred to as the renewal property), the iden-
tity F = RLL = RRR holds [48, 49]. Therefore, in the
considered limit of ΓL  ΓR (when RLL = RRR = RLR),
the identity F = RLR should hold if the system is re-
newal. A comparison of Eqs. (15) and (20) shows that
this identity is satisfied only for J = 0 [cf. Fig. 4], pR = 0
(when the tunneling to the right lead is spin-independent)
or pR = ±1 (when the current is blocked). This indicates
that for |J | > 0 with |pR| ∈ (0, 1) the renewal property
does not hold any longer, which means that the subse-
quent waiting times are correlated [50].
Why the zero-frequency FCS does not depend on J ,
while WTD does? It results from the fact, that the zero-
frequency FCS is sensitive only to the long-time behavior,
while WTD focuses on the short-time one. It appears,
that the long-time behavior is determined by the values
of tunneling rates for different spin polarizations, as well
as by populations of electrons with specific spin orienta-
tions in the right dot. Both factors are not influenced
by the oscillations between the spin states because, as
previously mentioned, the coherent oscillations leave the
spin population of the right dot intact. One should note,
however, that this lack of the dependence of FCS on J is
a feature of the specific model considered in this paper,
which assumes the unidirectionality of transport. When
9FIG. 6. Normalized cross-correlation of two successive times
τRR for pL = 0, pR =
√
2/2 ≈ 0.7 and ΓL  ΓR.
the assumption that all relevant system states are well
within the transport window does not hold any longer
and thermally excited tunneling cannot be neglected, J
appears to affect both the current and the zero-frequency
FCS [58, 91–93]. However, even is such a case its influ-
ence is often not very significant [7]. It should be also
noted that the dependence on J can be observed when
one analyzes the finite-frequency FCS. However, it does
not provide much new information in comparison with
WTD, therefore I do not discuss this issue further in this
paper.
As mentioned, the inequality of the Fano factor and
the randomness parameter implies the breaking of the
renewal property, which can be shown directly by de-
termining the correlation of the subsequent waiting
times [51, 95, 96]. Figure 6 shows the dependence of
the normalized cross-correlation of waiting times τRR [see
Eq. (10)] on |J |/ΓR. As one can observe, for J = 0
the correlation does not occur. As a matter of fact,
in this case the joint distribution of two subsequent
waiting times τRR, denoted as wRR(τ1, τ2), is equal to
the product of two single waiting time distributions:
wRR(τ1, τ2) = wRR(τ1)wRR(τ2). This results from the
absence of interaction between spins, which makes tun-
neling events uncorrelated.
Then, I consider the case of |J |  ΓR, focusing on the
case of pL = 0. The dynamics is described by the effec-
tive five-state model [Fig. 3 (b)]. Let us analyze the pro-
cess starting with the tunneling from the |↑↑〉 state. For
pR > 0, the waiting time τLR associated with this transi-
tion would be probably shorter than the mean. Then, due
to pL = 0, the state |↑↑〉 or the subspace |Sz = 0〉 would
be generated with the equal probability. Therefore, the
next waiting time would be probably either shorter than
the mean one if the state |↑↑〉 was generated, or close
to the mean one if the subspace |Sz = 0〉 was produced.
Thus, the subsequent waiting times would tend to be
positively correlated. The positive waiting time correla-
tions in the process starting from the tunneling |↓↓〉 can
be shown in a similar way. In result, the whole dynam-
ics is associated with the positive cross-correlation of the
successive waiting times.
Lastly, NCC reaches its maximum for some finite value
of |J |/ΓR. In such a case, the mechanism leading to the
cross-correlation is much more complex. Let us consider
a one factor which seams to be important. For pR > 0,
if the first waiting time τRR is long, it can be supposed
that either the |↓↓〉 or |↑↓〉 state was previously gener-
ated. If the latter is the case, with the high probabil-
ity the electron jump occurred only after the rotation
to the |↓↑〉 state took place. Thus, whichever of states
|↓↓〉 or |↑↓〉 was previously generated, the jump to right
lead would leave the molecule in the |↓〉 rather than |↑〉
subspace. This, in turn, leads to the increased probabil-
ity that the next waiting time will be also longer then
the mean one, which results in the positive waiting time
cross-correlation.
B. ∇B 6= 0
The previous section has shown that the waiting time
distribution is dependent on the value of the exchange
coupling J , and therefore on the frequency of the coher-
ent oscillations. However, the dependence of the ran-
domness parameter and the cross-correlation of waiting
times is visible only for small values of J – for sufficiently
high values of J (more or less |J | > 3ΓR) they become
nearly constant. In experimentally relevant situations,
however, the exchange coupling may be much larger than
the values of the tunneling rates, which in single elec-
tron counting experiments must be sufficiently small due
to limited frequency bandwidth of detectors [35]. This
section shows that the dependence of the waiting time
distribution on the spin dynamics can be observable also
for high values of J when one applies the inhomogeneous
magnetic field (∇B 6= 0), which changes the direction of
the qubit rotation axis.
As in the previously considered case, the assumption
|t12|  |J |,ΓL,ΓR is taken. It is also assumed that
|t12|  γ|∆B|. This assumption provides, that in both
singly-occupied states probabilities of the occupancy of
the first and the second dot are the same and therefore,
as in the previous subsection, one may work in the re-
duced space [with the Liouvillian presented in Eq. (A.3)
in the Appendix]. Figure 7 shows the dependence of the
Fano factor F and the randomness parameter RLR on the
angle between z-axis of the Bloch sphere and the qubit
rotation axis denoted as θ (see Fig. 2). Similarly to the
previously considered case, the Fano factor is given by
Eq. (19) and does not depend on either J or θ. The ran-
domness parameter is, on the other hand, dependent on
both parameters. The dependence on the angle θ is ob-
servable also for high values of J . Interestingly, the value
of the exchange coupling J affects the character of the
dependence on the angle θ qualitatively. For small val-
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FIG. 7. Dependence of the Fano factor F and the random-
ness parameter RLR on the angle between z-axis of the Bloch
sphere and the rotation axis denoted as θ. Black dashed line
– the Fano factor (the same for all values of J and θ), red line
– J = 0.5ΓR, blue line – J = 1.5ΓR, violet line – J = 100ΓR.
All results for pL = 0 and pR =
√
2/2 ≈ 0.7. Fano factor
calculated in the limit of ΓL  ΓR.
ues of J the randomness parameter rises monotonically
in the range of θ ∈ [0, pi/2]. It can be interpreted as the
result of the reduced probability of the |↑↓〉 ↔ |↓↑〉 tran-
sition due to the increased value of ∆B. For θ = pi/2
the oscillations between these states do not occur, which
corresponds to the case of J = 0 from the previous sec-
tion; in result the randomness parameter RLR reaches its
maximum and, for ΓL  ΓR, is equal to the Fano factor.
For high values of J the dependence on θ is, on the
other hand, non-monotonic. To explain this behavior
qualitatively, I will focus on the limit of |J |  ΓR and
consider dynamics of the system described by the di-
agonalized master equation (DME) [17]. In contrast to
GME, this approach uses the basis of the eigenstates of
the Hamiltonian HˆD instead of the basis of the localized
states, and therefore only the dynamics of diagonal ele-
ments of the density matrix (state probabilities) is con-
sidered. In general, DME does not fully describe the co-
herent dynamics of the system [17]. However, it appears
that for high values of J it captures the dependence on
the angle θ quite well, because the eigenstates are mod-
ified by the presence of the magnetic field gradient and,
on the other hand, timescales of the coherent oscillations
and electron tunneling are well separated.
In the DME approach, the rate equation for the single
diagonal element ρii (the probability of the eigenstate
|φi〉) reads
dρii
dt
=
∑
j 6=i
(Γj→iρjj − Γi→jρii) , (21)
Γ
ψP ψA
↑
ΓL/2
↑
ΓR
↑
ΓL/2
↑
ΓLB
(-)/4
↑
ΓLB
(+)/4
↑
ΓLB
(+)/4
↑
ΓLB
(-)/4
↑
ΓRB
(+)/2
↑
ΓRB
(+)/2
↑
ΓRB
(-)/2
↑
ΓRB
(-)/2
↑
FIG. 8. Six-state model of the dynamics of the system for
∇B 6= 0 and J  ΓR,ΓL. Red arrows with bullet tails cor-
respond to the tunneling from the molecule to the right lead,
while black arrows to the tunneling from the left lead to the
molecule. Γ↑α = (1+pα)Γα, Γ
↓
α = (1−pα)Γα, B(±) = 1±sin θ.
States |ψP 〉 and |ψA〉 as in Eqs. (12)–(13).
where
Γi→j =
∑
σσ′
ΓσL
∣∣∣〈φj |l†σσ′ |φi〉∣∣∣2 (22)
+
∑
σσ′
Γσ
′
R
∣∣∣〈φj |r†σσ′ |φi〉∣∣∣2 .
and the operators l†σσ′ and r
†
σσ′ are defined as in
Eq. (4). Using these rate equations one obtains
the effective six-state model (Fig. 8) in the basis
{|↑〉, |↓〉, |↑↑〉, |ψP 〉, |ψA〉, |↓↓〉}, where the |ψP 〉 and |ψA〉
states were defined in Eqs. (12)–(13). The Liouvillian
corresponding to this model is presented in Eq. (A.4) in
the Appendix. It can be noted that the tunneling rates
are linear functions of sin θ (see the description of Fig. 8).
Therefore, in the following I will focus on the dependence
of the analyzed quantities on sin θ rather than on the an-
gle θ itself.
Figure 9 shows the dependence of the Fano factor and
the randomness parameter RLR on sin θ with pL = 0 and
ΓL  ΓR for two different values of pR. One can ob-
serve, that the shape of RLR − sin θ curve depends on
the value of pR. For relatively small pR = 0.35 the de-
pendence of the randomness parameter on sin θ is mono-
tonic, similarly to the case of small J in Fig. 7. As pre-
viously, it can be explained as the result of the reduced
probability of the |↑↓〉 ↔ |↓↑〉 transition, here defined as
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FIG. 9. Dependence of the Fano factor F (black lines) and the
randomness parameter RLR (green lines) on sin θ for pL = 0
and pR = 0.35 (dashed lines) or pR = 0.9 (solid lines) in the
limit of J  ΓL,ΓR. Fano factor calculated in the limit of
ΓL  ΓR.
FIG. 10. Waiting time distribution wLR(τ) for sin θ = 0
(black dotted line), sin θ = 0.875, which is close to the mini-
mum of RLR (red solid line) and sin θ = 1 (blue dashed line)
in the limit of J  ΓL,ΓR. Results for pL = 0 and pR = 0.9.
〈ψi| ↑↓〉〈↓↑ |ψi〉 (with i ∈ {A,P}). The non-monotonic
behavior appears, on the other hand, for high pR = 0.9.
As Fig. 10 shows, the reduction of the randomness pa-
rameter for sin θ ≈ 0.875 is the result of the increased
probability of the waiting time being close to the mean.
To explain this behavior of the waiting time distribution
wLR(τ), let us analyze its exact form obtained using the
DME approach:
wLR(τ) = A↑↑e−(1+pR)ΓR +AψP e
−(1−pR sin θ)ΓR (23)
+AψAe
−(1+pR sin θ)ΓR +A↓↓e−(1−pR)ΓR .
The successive terms of this formula are the waiting time
distributions corresponding to the tunneling from the
states |↑↑〉, |ψP 〉, |ψA〉 and |↓↓〉, respectively. For sin θ = 0
FIG. 11. Dependence of amplitudes of terms of Eq. (23) on
sin θ in the limit of J  ΓL,ΓR for pL = 0 and pR = 0.9. A↑↑
– black dotted line, AψP – blue solid line, AψA – red dashed
line, A↓↓ – green solid line.
and sin θ = 1 the dynamics is analogous to the cases of
|J |  ΓR and J = 0, respectively, and therefore the for-
mula is reduced to the triple-exponential or the double-
exponential form given by Eq. (17) or Eq. (16). Now,
let us analyze the behavior of the amplitudes A↑↑, AψA ,
AψP , A↓↓, which are equal to probabilities that the states
|↑↑〉, |ψA〉, |ψP 〉 or |↓↓〉 are generated, multiplied by the
corresponding departure rates from these states. I focus
on the case of sin θ > 0 and pR = 0.9. Results are shown
in Fig. 11. For sin θ = 0 the amplitude A↑↑ is significantly
low. This can be explained as follows: due to pR ≈ 1
transitions from the |ψP 〉 and |ψA〉 states to the |↑〉 sub-
space are suppressed, and the dynamics of the systems is
dominated by the transitions occurring in the lower part
of Fig. 8 (containing the states |ψP 〉,|ψA〉, |↓↓〉 and the
|↓〉 subspace). Probabilities of the subspace |↑〉 and the
state |↑↑〉, and consequently also the amplitude A↑↑, are
significantly reduced. When sin θ rises, the amplitude
AψP increases, and it exceeds the amplitude AψA be-
cause, due to the high value of sin θ, the transitions from
the |↓〉 subspace to the |ψA〉 state are suppressed. As
one may notice, the increased probability of the waiting
time being close to the mean for sin θ = 0.875 (Fig. 10,
red solid line), and therefore also the reduced value of the
randomness parameter, is associated with the large value
of the amplitude AψP . As a matter of fact, the departure
rate from the |ψP 〉 state, equal to 1/(1 − pR sin θ)ΓR, is
very close to the mean waiting time 1/(1−p2R)ΓR, which
makes WTD more concentrated around the mean value.
However, at the same time, for high values of sin θ the
amplitude A↑↑ also rises due to the increased rate of gen-
eration of the subspace |↑〉 by tunneling from the state
|ψP 〉. This, alongside with the blocking of the |↑〉 → |ψP 〉
transition, leads to the decrease of the amplitude AψP for
sin θ close to 1, which increases the value of the random-
ness parameter. Finally, for sin θ = 1 all amplitudes be-
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FIG. 12. Normalized cross-correlation of two successive times
τRR in the limit of J  ΓL,ΓR for pL = 0, pR = 0.9 and
ΓL  ΓR.
come equal, since the oscillations between the spin states
do not occur, and therefore all states are generated with
the same probability.
As in the case of ∇B = 0, the inequality of the ran-
domness parameter and the Fano factor is the result of
the breaking of the renewal property, which is well re-
vealed by the presence of the waiting time correlations.
As Fig. 12 indicates, for pL = 0 and pR = 0.9 the normal-
ized cross-correlation exhibits the non-monotonic depen-
dence on sin θ, which corresponds to the non-monotonic
behavior of the randomness parameter. Since the lim-
its of sin θ = 0 and sin θ = 1 correspond to the cases of
|J |  ΓR and J = 0 from Sec. IV A, let us focus on the
case of sin θ ≈ 0.875, when the cross-correlation reaches
the maximum. As can be inferred from a model of the
dynamics shown in Fig. 8, for large values of sin θ transi-
tions |↓〉 → |ψA〉 and |↑〉 → |ψP 〉 are suppressed. Thus,
the dynamics of the system can be described as follows:
the initial state is one of the states or subspaces of the top
right part of Fig. 8 (|↑↑〉, |↑〉 or |ψA〉). After the certain
time spent in the top right part, transition |ψA〉 → |↓〉
takes place, and then the evolution occurs within the bot-
tom left part of Fig. 8 (containing the |↓↓〉, |ψP 〉 states
and the |↓〉 subspace), until the transition |ψP 〉 → |↑〉 is
realized. Thus, one can observe the switching between
the two subspaces of the whole system, which are associ-
ated with different timescales of the tunneling to the right
lead: the states |↑↑〉 and |ψA〉 from the top right part are
associated with the high departure rates [(1+pR)ΓR and
(1 + pR sin θ)ΓR, respectively], while the states |↓↑〉 and
|ψP 〉 from the bottom left part are associated with the
low departure rates [(1−pR)ΓR and (1−pR sin θ)ΓR, re-
spectively]. The stochastic switching between the trans-
port channels with different timescales of the tunneling,
referred to as the telegraphic switching, has been already
shown to generate the waiting time correlations [51]. For
sin θ close to 1, however, the other process starts to be
important: transport in the clockwise direction along the
trajectory |ψP 〉 → |↑〉 → |ψA〉 → |↓〉 → |ψP 〉. It leads
to the intermingling of short and long waiting times,
which reduces the value of the cross-correlation, and fi-
nally makes it vanish for sin θ = 1.
V. CONCLUSIONS
Unidirectional electron transport in the double quan-
tum dot attached to the spin-polarized leads has been
studied by means of the Markovian quantum master
equation. The study has focused on the analysis of
current fluctuations described by the zero-frequency full
counting statistics and the waiting time distribution. In
particular, the dependence of FCS and WTD on the ex-
change coupling between dots J and the difference of val-
ues of the magnetic field applied to dots ∆B has been in-
vestigated. The waiting time distribution has been shown
to exhibit a quite nontrivial dependence on J and ∆B,
well revealed by the non-monotonic behavior of the ran-
domness parameter. It is a result of the rich and com-
plex internal dynamics associated with the coherent os-
cillations between the spin states. In contrast, the zero-
frequency full counting statistics is in no way dependent
on these parameters. It only reveals the noise enhance-
ment resulting from the spin polarization of leads, and
does not provide any information about the internal dy-
namics of the molecule. Importantly, such a nonequiva-
lence of the information provided by the used approaches
is possible only when the subsequent waiting times are
correlated and therefore the renewal theory, relating FCS
and WTD, is not applicable. As a matter of fact, break-
ing of the renewal property is clearly shown by determin-
ing the cross-correlation of the subsequent waiting times.
These results lead to the more general conclusion:
there are transport systems, for which the waiting time
distribution gives information about the hidden dynam-
ics of the system which is not provided by the zero-
frequency full counting statistics. It can be explained
by the sensitivity of WTD to the short-time dynamics,
which contrasts with the focusing of the zero-frequency
FCS on the long-time one. This highlights the useful-
ness of the analysis of the waiting time distribution in
the field of electronic transport, as well as in the study
of the internal dynamics of other types of open quantum
systems, for example optical ones. Moreover, although
the effects analyzed in this paper are quantum mechani-
cal in nature, the conclusion drawn here is not restricted
to quantum systems, since Markovian models similar to
the one shown in Fig. 8 can describe also the classical
stochastic dynamics. This fact can be important, for ex-
ample, for the developing field of statistical kinetics of
biomolecular systems [44–46, 97].
13
ACKNOWLEDGMENTS
I thank B. R. Bu lka for the careful reading of the
manuscript and the valuable discussion, and J. Martinek
for useful remarks. This work has been supported by
the National Science Centre, Poland, under the project
2016/21/B/ST3/02160.
Appendix: Matrix form of the Liouvillian
Here I present the full matrix form of the Liouvillian
obtained using Eq. 4. The following notation of the sys-
tem states is used: |1〉 ≡ |↑0〉, |2〉 ≡ |↓0〉, |3〉 ≡ |0↑〉,
|4〉 ≡ |0↓〉, |5〉 ≡ |↑↑〉, |6〉 ≡ |↑↓〉, |7〉 ≡ |↓↑〉, |8〉 ≡ |↓↓〉.
The state vector in the Liouville space is defined as
ρ = (ρ11, ρ22, ..., ρ88,R13, I13,R24, I24,R67, I67)T ,
(A.1)
where ρij are elements of the density matrix,Rij = <[ρij ]
and Iij = =[ρij ]. All coherences (off-diagonal elements of
the density matrix) not included within the defined vec-
tor can be neglected, because they are not generated by
any term of the Liouvillian. The Liouvillian generating
the evolution of the state vector takes the form
L =

0 0 0 0 Γ↑R Γ
↓
R 0 0 0 −2t12 0 0 0 0
0 0 0 0 0 0 Γ↑R Γ
↓
R 0 0 0 −2t12 0 0
0 0 −2ΓL 0 0 0 0 0 0 2t12 0 0 0 0
0 0 0 −2ΓL 0 0 0 0 0 0 0 2t12 0 0
0 0 Γ↑L 0 −Γ↑R 0 0 0 0 0 0 0 0 0
0 0 0 Γ↑L 0 −Γ↓R 0 0 0 0 0 0 0 −2J
0 0 Γ↓L 0 0 0 −Γ↑R 0 0 0 0 0 0 2J
0 0 0 Γ↓L 0 0 0 −Γ↓R 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −ΓL γ∆B 0 0 0 0
t12 0 −t12 0 0 0 0 0 −γ∆B −ΓL 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −ΓL −γ∆B 0 0
0 t12 0 −t12 0 0 0 0 0 0 γ∆B −ΓL 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −ΓR 2γ∆B
0 0 0 0 0 J −J 0 0 0 0 0 −2γ∆B −ΓR

. (A.2)
All parameters which are not included in the Liouvillian
do not influence the dynamics, as long as conditions de-
fined in the first paragraph of Sec. III are met. Elements
included in the jump operator JL are underlined and el-
ements included in the operator JR are boldfaced.
In the limit |t12|  ΓL,ΓR, |J |, γ|∆B| the oscillations
between the states |0σ〉 and |σ0〉 are much faster then
the other timescales of the system, and in result one can
assume ρ11 = ρ33, ρ22 = ρ44. In such a case state of
the system can be described using the reduced state vec-
tor ρred = (2ρ11, 2ρ22, ρ55, ρ66, ρ77, ρ88,R67, I67)T . Here,
two first elements of the vector correspond to the pop-
ulations of the subspaces |↑〉 ≡ {|↑ 0〉, |0↑〉} and |↓〉 ≡
{|↓ 0〉, |0↓〉}. Dynamics of the reduced vector is gener-
ated by the reduced Liouvillian
Lred = (A.3)
−ΓL 0 Γ↑R Γ↓R 0 0 0 0
0 −ΓL 0 0 Γ↑R Γ↓R 0 0
Γ↑L/2 0 −Γ↑R 0 0 0 0 0
0 Γ↑L/2 0 −Γ↓R 0 0 0 −2J
Γ↓L/2 0 0 0 −Γ↑R 0 0 2J
0 Γ↓L/2 0 0 0 −Γ↓R 0 0
0 0 0 0 0 0 −ΓR 2δ
0 0 0 J −J 0 −2δ −ΓR

,
where δ = γ∆B. For ∆B = 0 it corresponds to the
graphical model presented in Fig. 3 (a).
Finally, I present the Liouvillian obtained using
the DME approach. Here also the limit |t12| 
ΓL,ΓR, |J |, γ|∆B| is taken and the subspaces |↑〉
and |↓〉 are considered instead of the single-electron
states. The state vector is defined as ρDME =
(ρUU , ρDD, ρ55, ρPP , ρAA, ρ88)
T , where ρUU and ρDD are
populations of the subspaces |↑〉 and |↓〉, while ρPP and
ρAA are populations of the states ψP and ψA defined in
Eqs. (12)-(13). The corresponding Liouvillian reads
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LDME = (A.4)
−ΓL 0 Γ↑R Γ↓RB(+)2 Γ↓RB(−)2 0
0 −ΓL 0 Γ↑RB(−)2 Γ↑RB(+)2 Γ↓R
Γ↑L/2 0 −Γ↑R 0 0 0
Γ↓LB
(−)
4 Γ
↑
LB
(+)
4 0 −ΓRC(−) 0 0
Γ↓LB
(+)
4 Γ
↑
LB
(−)
4 0 0 −ΓRC(+) 0
0 Γ↓L/2 0 0 0 −Γ↓R

,
where B
(±)
2 = (1 ± sin θ)/2, B(±)4 = (1 ± sin θ)/4 and
C(±) = 1±pR sin θ. It corresponds to the graphical model
of the dynamics presented in Fig. 8.
Among the Liouvillians presented above, this given by
Eq. (A.2) is the most general and captures all physics
of transport in the regime considered in this paper.
The Liouvillian given by Eq. (A.3) is valid in the limit
|t12|  ΓL,ΓR, |J |, γ|∆B|. It simplifies the qualita-
tive discussion of the dependence of the studied quan-
tities on J . The Liouvillian given by Eq. (A.4) is the
least general – it works well only when the condition
|t12| 
√
J2 + (γ∆B)2  ΓR is met. However, it sim-
plifies the qualitative discussion of the dependence of the
dynamics on the angle θ.
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