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Abstract—In this paper, we consider the downlink precoder
design for two-user power-domain multiple-input multiple-output
(MIMO) non-orthogonal multiple access (NOMA) systems. The
proposed precoding scheme is based on simultaneous trian-
gularization and decomposes the MIMO-NOMA channels of
the two users into multiple single-input single-output NOMA
channels, assuming low-complexity self-interference cancellation
at the users. In contrast to the precoding schemes based on
simultaneous diagonalization (SD), the proposed scheme avoids
inverting the MIMO channels of the users, thereby enhancing
the ergodic rate performance. Furthermore, we develop a power
allocation algorithm based on the convex-concave procedure, and
exploit it to obtain the ergodic achievable rate region of the
proposed MIMO-NOMA scheme. Our results illustrate that the
proposed scheme outperforms baseline precoding schemes based
on SD and orthogonal multiple access for a wide range of user
rates and performs close to the dirty paper coding upper bound.
The ergodic rate region can further be improved by utilizing
a hybrid scheme based on time sharing between the proposed
MIMO-NOMA scheme and point-to-point MIMO.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) non-orthogonal mul-
tiple access (NOMA) is a hybrid technology combining the
advantages of the multiple spatial streams facilitated by MIMO
with the non-orthogonal reception enabled by NOMA [1].
MIMO-NOMA is one of the promising candidate technologies
for the fifth generation (5G) and beyond communication
systems. Furthermore, power-domain NOMA, which utilizes
superposition coding at the transmitter and successive interfer-
ence cancellation (SIC) based decoding at the receiver [1], is
of interest owing to its simplicity and compatibility with the
existing 4G networks.
Several works have shown that power-domain MIMO-
NOMA enables significantly higher data rates compared to
MIMO orthogonal multiple access (OMA) [2], [3]. However,
a careful MIMO precoder design was found to be crucial for
realizing the potential performance gains of MIMO-NOMA [4].
To this end, multiple precoding schemes for MIMO-NOMA
have been reported in literature [4]–[10]. Furthermore, power
allocation for MIMO-NOMA systems was investigated in [11],
[12]. Moreover, in order to reduce the decoding complexity
at the users, precoder designs that simultaneously diagonalize
the users’ MIMO channels were reported in [13] and [14]
and a simultaneously triangularizing uplink precoder design
was proposed in [15]. The optimal power allocation for the
precoder in [13] was studied in [16].
The simultaneous diagonalization (SD) based precoding
schemes in [13] and [14] enable low-complexity decoding at the
users by decomposing the MIMO-NOMA channels of the users
into multiple parallel single-input single-output (SISO)-NOMA
channels. Furthermore, both schemes exploit the available null
spaces of the MIMO channels of the users for enabling inter-
user-interference free communication, thereby enhancing the
ergodic rate performance. However, both precoding schemes
achieve SD by inverting the MIMO channels of the users,
which limits their performance.
In this paper, we investigate the precoder design for a
two-user power-domain MIMO-NOMA downlink system via
simultaneous triangularization (ST). ST can overcome the
limitations of SD as it avoids channel inversion. Nevertheless,
ST can also decompose the MIMO-NOMA channels into SISO-
NOMA channels, assuming low-complexity self-interference
cancellation at the users, and takes advantage of the null spaces
of the MIMO channels of the users for enabling inter-user-
interference free communication.
The main contributions of this paper are as follows.
• Exploiting the QR decomposition, we develop an ST
MIMO-NOMA precoding scheme and a low-complexity
decoding scheme, which decompose the downlink MIMO-
NOMA channel into multiple parallel SISO-NOMA chan-
nels, assuming self-interference cancellation at the users.
• We develop a power allocation algorithm based on the
convex-concave procedure (CCP) [17], [18] and exploit
it to obtain a lower bound on the ergodic achievable rate
region of the proposed MIMO-NOMA scheme.
• We study the convergence of the proposed power alloca-
tion algorithm and the ergodic achievable rate region of
the proposed MIMO-NOMA scheme based on computer
simulations. Furthermore, we compare the ergodic achiev-
able rate region of the proposed scheme with those of
dirty paper coding (DPC) [19], SD precoding [13], [14],
and OMA.
The remainder of this paper is organized as follows. We
describe the system model in Section II. In Section III,
we present the proposed ST MIMO-NOMA precoding and
decoding schemes. The proposed power allocation algorithm
is provided in Section IV, and simulation results are presented
in Section V. The paper is concluded in Section VI.
Notation: Boldface capital letters X and lower case letters x
denote matrices and vectors, respectively. XT and XH denote
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the transpose and Hermitian transpose of matrixX , respectively.
Cm×n and Rm×n denote the sets of all m× n matrices with
complex-valued and real-valued entries, respectively. The (i, j)-
th entry of matrix X is denoted by [X]ij and the i-th entry of
vector x is denoted by [x]i. In denotes the n×n identity matrix,
and 0 denotes the all zero matrix of appropriate dimension. The
circularly symmetric complex Gaussian (CSCG) distribution
with mean vector µ and covariance matrix Σ is denoted by
CN (µ,Σ); ∼ stands for “distributed as.”
II. SYSTEM MODEL
We consider a two-user1 downlink transmission, where the
BS is equipped with N antennas, and the users employ M1 and
M2 antennas, respectively. Furthermore, we assume that the
first user is located farther away from the BS and experiences
a higher path loss compared to the second user.
The MIMO channel matrix between the BS and user k is
modeled as
1√
Πk
Hk, (1)
where matrix Hk ∈ CMk×N captures the small-scale fading ef-
fects, and its elements [Hk]ij ∼ CN (0, 1), i = 1, . . . ,Mk, j =
1, . . . , N, k = 1, 2, are statistically independent for all i, j, k.
The scalar Πk > 0, k = 1, 2, models the path loss between the
BS and user k, where Π1 > Π2. Perfect knowledge of both
MIMO channel matrices, H1 and H2, is assumed at the BS
whereas perfect knowledge of their respective MIMO channel
matrices is assumed at the users.
Let L = min {M1 +M2, N} denote the symbol vector
length, and let s1 = [s1,1, . . . , s1,L]T ∈ CL×1 and s2 =
[s2,1, . . . , s2,L]
T ∈ CL×1 denote the symbol vectors intended
for the first and the second users, respectively. We assume that
the sk,l ∼ CN (0, 1), k = 1, 2, l = 1, . . . , L, are statistically
independent for all k, l. We construct the MIMO-NOMA
symbol vector s = [s1, . . . , sL]T as follows
s = diag
(√
p1,1, . . . ,
√
p1,L
)
s1 + diag
(√
p2,1, . . . ,
√
p2,L
)
s2, (2)
where pk,l ≥ 0, k = 1, 2, l = 1, . . . , L, is the transmit power
allocated to the l-th symbol of user k. The MIMO-NOMA
symbol vector is precoded using a linear precoder matrix P ∈
CN×L such that
tr
(
Pdiag (p1,1 + p2,1, . . . , p1,L + p2,L)P
H
)
≤ PT , (3)
where PT denotes the maximum available transmit power,
resulting in transmit signal x = Ps.
At user k, k = 1, 2, the received signal, yˆk ∈ CMk×1, is
given by
yˆk =
1√
Πk
Hkx+ zˆk =
1√
Πk
HkPs+ zˆk, (4)
1We restrict the number of paired users to two for problem tractability and
to limit the overall decoding complexity at the receivers as pairing K > 1
users necessitates K(K − 1)/2 successive interference cancellation stages.
For K > 2 users, a hybrid approach, such as in [13, Section V-B], can be
employed where users are divided into groups of two users and each group
is allocated orthogonal resources. Within each two-user group, the proposed
MIMO-NOMA scheme can be applied.
where zˆk ∼ CN (0, σ2IMk) denotes the additive white
Gaussian noise (AWGN) vector at user k. Furthermore, at
user k, signal yˆk is processed by a unitary detection matrix
Qk ∈ CMk×Mk leading to
yk = Qkyˆk =
1√
Πk
QkHkPs+ zk, (5)
where zk = Qkzˆk ∼ CN (0, σ2IMk). yk is subsequently used
for detection.
III. PROPOSED ST PRECODING SCHEME
In this section, we present the proposed ST precoding scheme
and derive expressions for the resulting achievable rates of the
users.
A. Simultaneous Triangularization
Let M¯1 = min {M1, L−M2} , M¯2 = min {M2, L−M1} ,
and M = N − M¯1 − M¯2. ST of H1 and H2 is compactly
stated in the following proposition.
Proposition 1. Let H1 and H2 be as defined in Section
II. Then, there exist unitary matrices Q1 ∈ CM1×M1 ,Q2 ∈
CM2×M2 , and a full matrix X ∈ CN×L such that
Q1H1X =
[
R1 0
]
, (6)
Q2H2X =
[
R′2 0 R
′′
2
]
, (7)
where R1 ∈ CM1×(M+M¯1),R′2 ∈ CM2×M , and R′′2 ∈
CM2×M¯2 . Furthermore, R1 and R2 =
[
R′2 R
′′
2
] ∈
CM2×(M+M¯2) are upper-triangular matrices with real-valued
entries on their main diagonals.
Proof. Let H¯1 ∈ CN×M¯1 and H¯2 ∈ CN×M¯2 be matrices that
contain a basis for the null space of H1 and H2, respectively.
Let K ∈ CN×M denote the matrix containing a basis for the
null space of
[
H¯
H
1 H¯
H
2
]
. When the null spaces of H1 and
H2 are trivial, i.e., when M1,M2 ≥ N, then K = IN . Let,
by QR decomposition,
Q1R1 = H1
[
K H¯2
]
, (8)
Q2R2 = H2
[
K H¯1
]
. (9)
Then, (6) and (7) are satisfied by setting
X =
[
K H¯2 H¯1
]
, (10)
and choosing Q1 = QH1 and Q2 = QH2 from (8) and (9)
above, to obtain
Q1H1X =
[
QH1H1
[
K H¯2
]︸ ︷︷ ︸
R1
QH1H1H¯1︸ ︷︷ ︸
0
]
, (11)
Q2H2X
(a)
=
[
QH2H2K︸ ︷︷ ︸
R′2
QH2H2H¯2︸ ︷︷ ︸
0
QH2H2H¯1︸ ︷︷ ︸
R′′2
]
, (12)
where (a) holds because the QR decomposition in (9) is
unaffected by the zero columns introduced in the middle.
B. Proposed Precoding Scheme
Based on Proposition 1, the precoder matrix can be chosen
as P = X, and the detection matrices of users 1 and 2 can be
chosen directly as Q1 and Q2 for users 1 and 2, respectively
2.
Hence, the received signal at the users, based on (5), can be
simplified to
y˜k =
1√
Πk
Rks˜k + z˜k (13)
where, based on Proposition 1, symbol vectors s˜k ∈
C(M+M¯k)×1 are defined as [s˜k]l = sl, l = 1, . . . ,M,
[s˜1]l+M = sl+M , l = 1, . . . , M¯1, and [s˜2]l+M = sl+M+M¯1 ,
l = 1, . . . , M¯2, and z˜k contains the corresponding elements of
zk.
As symbols sl, l = M+1, . . . ,M+M¯1, are only transmitted
to user 1, p2,l = 0 for l = M + 1, . . . ,M + M¯1. Similarly,
p1,l = 0 for l = M + M¯1 + 1, . . . , L. Power allocation
coefficients pk,l, k = 1, 2, l = 1, . . . ,M, can be used to adjust
the rates of users 1 and 2. Lastly, the Mk×(M+M¯k) matrices
Rk, k = 1, 2, are of the form
ρ
(k)
1,1 . . . ρ
(k)
1,M+M¯k
0
. . .
...
... 0 ρ(k)
M+M¯k,M+M¯k
0 0 0
. (14)
C. Decoding Scheme
Let sˆk,l, k = 1, 2, l = 1, . . . , L, denote the detected symbols
corresponding to transmitted symbols sk,l. As the rates of sk,l,
k = 1, 2, l = 1, . . . , L, are chosen such that they lie within
the achievable rate region, perfect decoding, i.e., sˆk,l = sk,l,
is assumed in the following.
From the upper triangular structure of Rk in (14), and
based on (6) and (7), we note that the symbols corresponding
to the last M¯k columns of Rk, k = 1, 2, which are only
transmitted to user k, contain no inter-user-interference and are
therefore decoded directly, in reverse order. Next, the symbols
corresponding to the first M columns of Rk, k = 1, 2, which
are transmitted to both users, are decoded as in SISO-NOMA
[1], also in reverse order. For each symbol, the self-interference
of the previously decoded symbols is eliminated. The decoding
process is described in detail below.
The first user decodes the symbols as follows.
1) If M¯1 > 0, symbols s1,l, l = M + 1, . . . ,M + M¯1,
are decoded, in reverse order, starting from the self-
interference free element [y˜1]M+M¯1 given in (13). For
each subsequent symbol, the self-interference from the
previously decoded symbols is eliminated, resulting in
the self-interference free signal
[yˆ1]l = [y˜1]l −
M+M¯1∑
l′=l+1
√
p1,l′
Π1
ρ
(1)
l,l′ sˆ1,l′ =
√
p1,l
Π1
ρ
(1)
l,l s1,l + [z˜k]l, (15)
2Note that although the proposed scheme utilizes QR decomposition based
detection matrices, other reception schemes such as zero forcing can also be
utilized for the proposed precoder in (10).
for l = M + 1, . . . ,M + M¯1 (in reverse order), which
is decoded.
2) Next, if M > 0, symbols s1,l, l = 1, . . . ,M, which
contain inter-user-interference from s2,l, l = 1, . . . ,M,
are decoded directly as in SISO-NOMA, in reverse order.
Then, as above, for each symbol, the self-interference
from the previously decoded symbols is eliminated,
resulting in the self-interference free signal
[yˆ1]l = [y˜1]l −
M∑
l′=l+1
√
p1,l′
Π1
ρ
(1)
l,l′ sˆ1,l′ −
M+M¯1∑
l′=M+1
√
p1,l′
Π1
ρ
(1)
l,l′ sˆ1,l′
=
√
p1,l
Π1
ρ
(1)
l,l s1,l +
M∑
l′=l
√
p2,l′
Π1
ρ
(1)
l,l′s2,l′ + [z˜k]l, (16)
for l = 1, . . . ,M (in reverse order), which is decoded.
Note that the residual inter-user-interference from sym-
bols s2,l, l = 1, . . . ,M, cannot be eliminated and is
treated as noise.
Analogously, at the second user decodes the symbols as follows.
1) If M¯2 > 0, symbols s2,l, l = M + M¯1 + 1, . . . ,M +
M¯1 + M¯2, are decoded, in reverse order, starting from
the self-interference free element [y˜2]M+M¯2 given in
(13). For each symbol, the self-interference from the
previously decoded symbols is eliminated, resulting in
the self-interference free signal
[yˆ2]l−M¯1 = [y˜2]l−M¯1 −
M+M¯1+M¯2∑
l′=l+1
√
p2,l′
Π2
ρ
(2)
l−M¯1,l′−M¯1 sˆ2,l′
=
√
p2,l
Π2
ρ
(2)
l−M¯1,l−M¯1s2,l + [z˜k]l−M¯1 , (17)
for l = M + M¯1 + 1, . . . ,M + M¯1 + M¯2 (in reverse
order), which is decoded.
2) Next, if M > 0, symbols sk,l, k = 1, 2, l = 1, . . . ,M,
are decoded as in SISO-NOMA [1] where the first user’s
symbols are decoded directly and the second user’s
symbols are decoded after SIC, in reverse order. In this
case also, for each symbol, the self-interference from the
previously decoded symbols is eliminated, resulting in
the self-interference free signal
[yˆ2]l = [y˜2]l −
M∑
l′=l+1
1√
Π1
ρ
(2)
l,l′(
√
p1,l′ sˆ1,l′ +
√
p2,l′ sˆ2,l′)
−
M+M¯1+M¯2∑
l′=M+M¯1+1
√
p2,l′
Π2
ρ
(2)
l−M¯1,l′−M¯1 sˆ2,l′
= ρ(2)l,l
(√
p1,l
Π2
s1,l +
√
p2,l
Π2
s2,l
)
+ [z˜k]l, (18)
for l = 1, . . . ,M (in reverse order), which is decoded
as in SISO-NOMA.
As seen from the decoding scheme above, the MIMO-NOMA
channels of the users are decomposed to scalar channels.
Furthermore, the second user is always the SIC user, i.e.,
no SIC capability is necessary at the first user.
Remark 1. From (15) and (17), we observe that the proposed
MIMO-NOMA precoding scheme exploits the available null
spaces of the MIMO channel matrices of the users for
transmitting M¯1 and M¯2 symbols inter-user-interference free
to users 1 and 2, respectively.
D. Computational Complexity
For an m× n matrix X , a matrix X¯ containing a basis for
the null space can be computed using the QR decomposition,
which entails a complexity of O(2nm2) [20, Alg. 5.2.5].
Hence, constructing the precoder matrix in (10) entails a total
complexity of O(2NM21 + 2NM22 + 2N(N −M)2) at the
BS for computing H¯1, H¯2, and K via the QR decomposition.
Next, at user k, k = 1, 2, detection matrix Qk, which is also
computed using the QR decomposition, and self-interference
cancellation entail complexities of O(2M3k) and O(M2k) ,
respectively. Therefore, the proposed scheme entails an overall
worst case complexity of O(N3) , which is identical to that
of the SD schemes in [13] and [14].
E. Achievable Rates
At the first user, based on (16), the achievable rate after
self-interference cancellation, is given by
R
(1)
1,l = log2
1 + 1Π1 p1,l
∣∣∣ρ(1)l,l ∣∣∣2
σ2 + 1Π1
∑M
l′=l p2,l′
∣∣∣ρ(1)l,l′ ∣∣∣2
 , (19)
for l = 1, . . . ,M, and, based on (15), by
R
(1)
1,l = log2
1 + p1,l
∣∣∣ρ(1)l,l ∣∣∣2
Π1σ2
 , (20)
for l = M + 1, . . . ,M + M¯1. Furthermore, as mentioned in
Section III-B, R(1)1,l = 0 for l = M + M¯1 + 1, . . . , L.
Similarly, at the second user, the achievable rate for s1,l, l =
1, . . . ,M, after self-interference cancellation, based on (18), is
given by
R
(2)
1,l = log2
1 + 1Π2 p1,l
∣∣∣ρ(2)l,l ∣∣∣2
σ2 + 1Π2 p2,l
∣∣∣ρ(2)l,l ∣∣∣2
 . (21)
Note that the difference to (19) arises because the inter-user-
interference from symbols s2,l, l = 1, . . . ,M, can be eliminated
at the second user as both users’ symbols are decoded per
SISO-NOMA.
In order to ensure that symbols s1,l, l = 1, . . . ,M, can be
decoded at both users, the rates are chosen as the instantaneous
minimum rate. Hence,
R1,l = min
{
R
(1)
1,l , R
(2)
1,l
}
, (22)
for l = 1, . . . ,M, and R1,l = R
(1)
1,l for l = M + 1, . . . , L.
Lastly, at the second user, based on (18), for l = 1, . . . ,M,
the achievable rate after SIC and self-interference cancellation
is given by
R2,l = log2
1 + p2,l
∣∣∣ρ(2)l,l ∣∣∣2
Π2σ2
 , (23)
and, based on (17), for l = M +M¯1 +1, . . . , L, the achievable
rate after self-interference cancellation is given by
R2,l = log2
1 + p2,l
∣∣∣ρ(2)l−M¯1,l−M¯1∣∣∣2
Π2σ2
 . (24)
Furthermore, as mentioned in Section III-B, R2,l = 0 for
l = M + 1, . . . ,M + M¯1.
IV. POWER ALLOCATION
In this section, we present a low-complexity algorithm for
power allocation.
We begin by noting that the columns of matrix X in (10)
are unit norm, and hence, the condition in (3) simplifies to
L∑
l=1
(p1,l + p2,l) ≤ PT . (25)
Next, the weighted sum rate of the users can be expressed
as
R =
L∑
l=1
(µR1,l + (1− µ)R2,l), (26)
where µ ∈ [0, 1] is a fixed weight which can be chosen to adjust
the achievable rates of user 1 and 2 during power allocation
[21, Sec. 4]. In order to maximize the weighted sum rate (or
equivalently to minimize the negative weighted sum rate) we
formulate the following optimization problem:
P1: min
pk,l≥0 ∀ k,l
−R s.t. (25). (27)
The rate region of the proposed ST MIMO-NOMA scheme
can be obtained by solving P1 for different values of µ.
Optimization problem P1 is non-convex in the optimization
variables pk,l, k = 1, 2, l = 1, . . . ,M, due to their coupling
in (19) and (21). Hence, computationally efficient convex
optimization methods cannot be applied to obtain the global
optimum. Instead, in the following, we reformulate problem P1
as a difference of convex (DC) programming problem which
can be solved using the efficient CCP [17], [18] to obtain a
suboptimal solution.
A. Convex-Concave Procedure
We note, based on (19) and (21), that the non-convexity of
P1 is due to −R1,l, l = 1, . . . ,M. Hence, first, we rewrite
(19) as
R
(1)
1,l= log2
(
σ2 +
1
Π1
M∑
l′=l
p2,l′
∣∣∣ρ(1)l,l′ ∣∣∣2 + 1Π1 p1,l
∣∣∣ρ(1)l,l ∣∣∣2
)
︸ ︷︷ ︸
R
(1,1)
1,l
− log2
(
σ2 +
1
Π1
M∑
l′=l
p2,l′
∣∣∣ρ(1)l,l′ ∣∣∣2
)
︸ ︷︷ ︸
R
(1,2)
1,l
, (28)
for l = 1, . . . ,M, where R(1,1)1,l and R
(1,2)
1,l are both jointly con-
cave in the optimization variables pk,l, k = 1, 2, l = 1, . . . ,M.
Analogously, (21) can be rewritten as R(2)1,l = R
(2,1)
1,l −R(2,2)1,l ,
where, R(2,1)1,l and R
(2,2)
1,l are similarly defined as R
(1,1)
1,l and
R
(1,2)
1,l . Hence, (22) can be simplified to
R1,l = min
{
R
(1,1)
1,l −R(1,2)1,l , R(2,1)1,l −R(2,2)1,l
}
(a)
= min
{
R
(1,1)
1,l +R
(2,2)
1,l , R
(2,1)
1,l +R
(1,2)
1,l
}
− (R(1,2)1,l +R(2,2)1,l ), (29)
where (a) is obtained using the relation
min {A−B,C−D} = min {A+D,C+B} − (B+D). (30)
As the minimum of two concave functions is concave and the
sum of two concave functions is concave [22], −R1,l in (29)
is in DC form. Hence, P1 is a DC optimization problem.
Next, in accordance with CCP, we construct a linear
underestimator for −R1,l, l = 1, . . . ,M, based on a first-order
approximation, around a feasible point q = {q1, . . . , qM} as
R˜1,l(q) = min
{
R
(1,1)
1,l +R
(2,2)
1,l , R
(2,1)
1,l +R
(1,2)
1,l
}
+
(
R
(1,2)
1,l +R
(2,2)
1,l
)∣∣∣
q
− ∂
∂p2,l
(
R
(1,2)
1,l +R
(2,2)
1,l
)∣∣∣∣
q
(p2,l − ql)︸ ︷︷ ︸
fl(p2,l,q)
, (31)
where fl(p2,l, q) is given in (32) on top of the next page. Lastly,
the approximate weighted sum rate, based on (31), is obtained
by substituting R˜1,l for R1,l, l = 1, . . . ,M, in (26) as
R˜(q) =
M∑
l=1
µR˜1,l(q) +
L∑
l=M+1
µR1,l +
L∑
l=1
(1− µ)R2,l. (33)
Exploiting (33), the weighted sum rate optimization problem
can be approximated as
P2(q): min
pk,l≥0 ∀ k,l
−R˜(q) s.t. (25), (34)
which is a convex optimization problem. A suboptimal solution
to P1 is found by solving P2(q) repeatedly using CCP as
described in the following.
Let q(n) denote the value of q in the n-th iteration. Starting
from q(0) = 0, in iteration n = 1, 2, . . . , in accordance with
the CCP, the convex problem P2(q(n−1)) is solved to obtain
the solution p(n)k,l , k = 1, 2, l = 1, . . . , L. The obtained solution
is used to update q(n), which in the following iteration tightens
the linear underestimator in (31). The iterations are continued
until convergence (upto a numerical tolerance); the CCP is
guaranteed to converge to a stationary point of P1 [17], [18].
The proposed algorithm is summarized in Algorithm 1.
V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
ST MIMO-NOMA scheme using computer simulations. We
assume that the first and the second user are located at distances
of d1 = 250 m and d2 = 50 m from the BS, respectively.
The path loss is modeled as Πk = d2k, i.e., Π1 = 250
2 and
Π2 = 50
2. Furthermore, we assume PT = 30 dBm and σ2 =
−35 dBm.
Figure 1 shows the convergence behavior of Algorithm 1
for different numbers of transmit and receive antennas and
µ = 0.5. From the figure, we observe that the convergence rate
of the algorithm is similar for different antenna configurations.
In each considered case, the algorithm converges in less than
ten iterations. Hence, in the following, we set the number of
iterations in Algorithm 1 to ten.
Figure 2 compares the ergodic rate region of the proposed ST
MIMO-NOMA scheme with the ergodic rate regions of DPC,
SD precoding in [13] and [14], and OMA. The ergodic rate
region of the proposed scheme is computed by varying µ in
(26); the ergodic rate regions of SD precoding are obtained via
power allocation analogous to the proposed scheme; the DPC
upper bound is obtained by exploiting the broadcast channel
(BC)-multiple access channel (MAC) duality, as in [19]; and the
proposed hybrid scheme is obtained by time sharing between
the proposed ST MIMO-NOMA scheme and point-to-point
MIMO.
From Figure 2, we observe that the proposed scheme
performs close to the DPC upper bound with a gap of about
2 bits per channel use (BPCU). Furthermore, we observe that
the proposed scheme outperforms SD precoding and OMA
for a wide range of user rates. However, OMA is superior for
rate pairs close to point-to-point MIMO. The gap to the DPC
upper bound and the performance loss compared to OMA for
some user rates are caused by the cancellation of the received
signal components corresponding to the off-diagonal elements
of the triangularized channel matrix in the proposed scheme.
The energy of these signal components cannot be exploited for
decoding.
VI. CONCLUSION
In this paper, we studied the downlink precoder design for
two-user power-domain MIMO-NOMA. First, we presented a
method to simultaneously triangularize the MIMO channel
matrices of the users using QR decomposition. Next, we
utilized ST to design precoding and detection matrices which
decompose the MIMO-NOMA channels of the users to SISO-
NOMA channels, assuming low-complexity self-interference
cancellation at the users. The proposed precoding matrix
exploits the null spaces of the MIMO channel matrix of the
users, when available, to transmit inter-user-interference free
symbols. We also developed a power allocation algorithm
based on CCP, which can be used to obtain a lower bound
on the ergodic achievable rate region of the proposed ST
MIMO-NOMA scheme. The ergodic achievable rate region
was compared to those of DPC, SD precoding [13], [14], and
OMA. Computer simulations revealed that the proposed MIMO-
NOMA scheme performs close to the DPC upper bound and
outperforms SD precoding [13], [14], and OMA over a wide
range of user rates. Further performance improvements were
obtained with a hybrid scheme which performs time sharing
between the proposed ST MIMO-NOMA scheme and point-
to-point MIMO.
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