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state  Re124W  (left)  and  Re126WW  (right).  Red:  dmp‐indole;  black:  Re‐indole;  blue:  indole‐
indole. Simulated  solution  structures are  close  to  crystal  structures where Re‐W and dmp‐W 
shortest distances of 6.3, 3.4 Å (Re124WCuII; PDB: 2I7O) and 6.9, 3.5 Å (Re122WWCuII; 6MJS) 
were determined (1, 2). Periods of  long dmp‐W124 distances  in Re126WW correspond to the 
"distant"  conformation where  the Re  complex  rotated  around  the Re‐N(H126) bond, placing 
dmp away from the W124 indole. The distant conformation was not found for Re124W. 
 
Fig. S2. Experimental and calculated UV‐vis spectra of  [Re(im)(CO)3(dmp)]+  in water  (Re,  left), 
Re124W (middle) and Re126WW (right). The calculated spectra were obtained using TDDFT at 
the  PBE0‐GD3BJ/6‐31+G(d)/SDD  level  and  averaged  over  40  snapshots  taken  from MM/MD 
trajectories. For Re124W and Re126WW, the whole QM part (Fig. 1) was considered in TDDFT 
calculations and  the surroundings  (solution and  the  rest of  the protein) were  included within 
the  electrostatic  interaction  as  point  charges  taken  from MM  simulations.  60  lowest  singlet  
excited  states  were  determined  for  each  geometry.  1  or  10  nm  Gaussian  broadening  was 
applied for averaged spectra. 






































of Re124W  (left) and Re126WW  (right). The  red  curves  in  the  lower panels  show  smoothed 
trajectories (40 point FFT).  
   






































































































*Re  state  in  Re126WW  state  using  electron  detachment  and  attachment  densities  (3). 




















































































































































































Fig.  S6. UKS/MM/MD  spin  and  charge  trajectories  of  the  lowest  triplet  excited  state  *Re  of 
Re126WW showing variable CT –  IL mixing. Limiting *(dmp)  IL  is described by spin 0 at Re 
and 2 at dmp;  limiting CT by spin 1 at both dmp and Re(CO)3. Note the slightly more positive 
charge on W124 than W122 in most trajectories. Numbered vertical lines denote starting times 
for  TDDFT  dynamics.  Spin  expressed  as  a  difference  between  ‐  and  ‐spin  electron 
populations. Charges obtained by Mulliken population analysis. 
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Fig.  S8.  Lowest  triplet‐state  charge  dynamics  of  Re126WW.  The  panels  X‐#  show 
TDDFT/MM/MD charge trajectories of the  lowest triplet excited state calculated from starting 
points specified on the UKS trajectories (X = MM starting point; # = UKS starting point). Red and 
black vertical  jumps signify state crossings  involving electron transfers  from W124 and W122, 







































































































Fig. S8.  continued. Note  that F‐1 and F‐2  correspond  to  the  "distant"  conformation with  the 
dmp ligand rotated away from W124.  
   


























































































mechanically. Black‐bold: H2O  closest  to  the W124 N–H  group. Red‐bold: H2O  closest  to  the 
W122 N–H group. Dotted vertical line denotes the *Re/CS1 crossing time. 
Bottom‐right: Trajectories of the charge at the O atom of each of the 20 H2O molecules treated 
quantum mechanically. Horizontal  dashed  line  at  ‐0.8476  e  shows  the  partial  charge  of  the 
oxygen atom of the SPC/E water model used together with the AMBER 14 force field. The figure 


















































Recalculation of  the charge and spin distribution  in  the  lowest excited state along  the 
trajectories A‐1, A‐2, and B‐3 by the UKS method reproduced the state crossings exhibited by 
the  TDDFT  originals  (Fig.  S11).  The  UKS  B‐3  trajectory  exhibited  extensive  charge  and  spin 
delocalization  between  W124  and  W122•+  in  CS2,  manifested  by  large  anticorrelated 
oscillations after ~1.1 ps (Fig. S11c). 
TDDFT  trajectories  calculated  with  the  long‐range  corrected  CAM‐B3LYP  functional 
instead of PBE0 did not  show  state  crossings because  all CS  states were  initially  too high  in 
energy. However, recalculating A‐1 with CAM‐B3LYP at PBE0‐obtained geometries showed the 
*Re/CS1 crossing, although it was spread over a longer time interval and reversible (Fig. S12a). 
CAM‐B3LYP  recalculation  of  the A‐1  region  around  4  ps  reproduced  a  stable  CS1  state  (Fig. 
S12b). CAM‐B3LYP UKS A‐1 trajectory (Fig. S12c) exhibited a change  in the  lowest triplet state 
character  to  CS1  at  1.012  ps,  similarly  to  PBE0  (Fig.  S11a).  However,  a  gradual  decrease 
(increase) of W124  (dmp) charges after 1.020 ps  indicated either  reversibility of  the *Re/CS1 
conversion or increasing delocalization. Recalculation of parts of B‐3 and A‐2 trajectories deep 
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calculation  at  PBE0‐obtained  A‐1  geometries  in  the  crossing  region.  b:  TDDFT QM/MM/MD 
calculation  in  the  CS1  region  starting  from  the  PBE0‐obtained  geometry  at  4003  fs.  c: UKS‐
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Fig.  S13.  Electronic  coupling  between  the  lowest  *Re  and  CS1  states  in  Re124W  calculated 
along  TDDFT  QM/MM/MD  trajectories  up  to  the  state  crossing;  the  last  bar  occurs 
approximately  at  the  time  corresponding  to  ~1/2  of  the  charge  jump. Coupling  values were 
























































































































Fig. S14. Electronic coupling between  the  lowest *Re and CS1 states  (CS2 on A‐2 and C‐1)  in 
Re126WW  calculated  along  TDDFT  trajectories  up  to  the  state  crossing;  the  last  bar  occurs 
































































































































dmp–indole  orientations  are  shown  for  typical  cases  in  Figs.  S15,  S16.  There  is  no  single 
structural  factor  determining  the  coupling  magnitude;  and  all  factors  must  be  considered 
together with the predominant *Re character discussed  in the main text. The closest distance 
has only a small effect, probably owing to its small range and multiple dmp–indole interactions 
that need not be  fully  represented by  the  closest‐distance  value.  Some  trends  are  apparent 
when comparing trajectories of the same *Re character. For example, coupling decreases in the 
order M‐2 > N‐2 > N‐1 as  the closest aromatic C‐C distance  increases and all  three cases are 




The angle between dmp and  indole planes matters as well. The  strongest  coupling  in 
Re124W occurs  in  slightly  tilted configurations  (~30), although a nearly parallel N‐2  (3.3)  is 
also relatively well coupled, probably owing to good spatial overlap between the aromatic rings 
(Fig.  S15)  and  a  short distance. Generally,  the mutual orientation of  the overlapping  rings  is 
more  important that the absolute overlap magnitude. Two relative  indole–dmp positions that 
result in strong coupling are demonstrated in Fig. S15 by the K‐1 (similar to K‐2) and M‐2 cases. 
N‐1  is  an  extreme  case with minimal  overlap  but with  a  reasonable  coupling  that  could  be 
maintained  through  a  dmp  CH3  group  lying  at  a  short  distance  just  underneath  the  indole 
benzene  ring  (Fig.  S14). Weakly  coupled  P‐2  has  a  large  spatial  overlap  of  a  different  kind 


























    (fs)  (meV)  (deg)  (Å)  (Å)    (Å2) 
K‐1   IL  339  97.0  27.0  3.10  2.41  M  1.28 
K‐2   IL  722  92.1  33.8  2.95  2.52  A  1.08 
L‐1   CT  784  54.7  33.8  3.15  2.04  M  1.40 
M‐1   IL/CT  196  40.7  35.9  3.30  2.61  M  2.88 
M‐2   IL  157  92.2  29.9  3.28  2.55  M  1.56 
N‐1   IL  118  35.2  27.7  3.67  2.51  M  0.08 
N‐2   IL  189  65.0  3.3  3.40  2.98  M  2.47 
O‐1   CT/IL  480  32.0  18.6  3.31  2.82  A  0.91 
O‐2   CT/IL  408  44.9  21.4  3.39  2.16  M  0.90 
P‐1   CT/IL  2071  63.3  23.3  3.34  2.58  M  3.30 
P‐2   CT  365  13.2  6.4  3.59  3.12  M  3.17 




















    (fs)  (meV)  (deg)  (Å)  (Å)   
A‐1   IL/CT  1103  41.7  74.8  3.34  2.18  A 
A‐3   IL/CT  266  3.3  75.3  3.47  2.31  A 
B‐1   CT  2018  0.6  87.5  3.62  2.32  A 
B‐2   IL  1366  32.1  75.0  3.49  2.64  A 
B‐3   CT/IL  526  3.4  81.7  3.75  2.66  A 
C‐2   IL  210  13.6  68.8  3.81  2.49  M 
C‐3   IL  752  9.9  76.4  3.75  2.70  M 
D‐1   IL/CT  502  9.8  93.3  3.56  2.16  A 
D‐3   CT  529  0.1  87.2  3.72  2.30  A 








Fig. S15.  Snapshots of Re124W  trajectories at *Re/CS1  crossing: Projection of  indole  (green) 
and dmp (red) aromatic rings to a common plane. The trajectory and crossing time at which the 
snapshot was taken are shown in the top left corner of each panel. K‐1 (97 meV, indole above 
the  central  C5‐C6  bond)  and M‐2  (97 meV,  indole  above  the  C3‐C4  bond)  are  examples  of 














to  the  indole  plane  tilting  away  from  the  dmp C7‐C8  bond. B‐1  is  very weakly  coupled  (0.6 










Fig.  S17.  Frontier  molecular  orbitals  of  Re124W  important  for  *Re–CS1  coupling  and 
*ReW122 ET. Interactions of the indole‐localized HOMO with LUMO, LUMO+1, HOMO‐2 and 
HOMO‐6  are  expected  to  make  important  contributions.  HOMO‐2,  and  HOMO‐6  are 
depopulated  in  the  *Re  state  whose  CT  and  IL  components  have  large  HOMO‐2LUMO, 










Fig.  S18.  Frontier  molecular  orbitals  of  Re126WW  important  for  *Re–CS1  coupling  and 
W124*Re  ET.  (The  Re  complex  is  placed  on  the  right‐hand  side.)  Interactions  of  indole‐
localized HOMO and HOMO‐2 (left column) with LUMO, LUMO+1, HOMO‐6 and HOMO‐11 are 
expected to make important contributions. HOMO‐6 and HOMO‐11 are depopulated in the *Re 







































fs  of  each  trajectory  (black),  last  100  fs  before  the  crossing  (red),  and  first  100  fs  after  the 
crossing – in the CS1 region. 
Bottom: g(r) calculated over 100‐fs intervals of the trajectory A‐1 shown as solid lines. Bold‐red: 




































*Re, first 100 fs
*Re, 100 fs before crossing






Fig.  S21.  Time‐evolution  of  shortest W122‐indole  – water  (blue,  black)  distances  and  of  the 
W122‐indole – O(A119) (red) distance along typical TDDFT trajectories of *Re124W. Top panels: 
NH–O  distances,  bottom  panels: N–O  distances.  Vertical  black  lines mark  times  of  *Re/CS1 

























































































































Average N–H–O(A119) angles over  individual Re124W  trajectories are: 129  (K‐1), 139  (K‐2), 




















Lower  row:  Trajectories  showing  sequential  *Re/CS1  and  CS1/CS2  crossings  (B‐3)  or 
direct *Re/CS2 crossing (A‐2, C‐1). Most of the time, A119 O is the second closest oxygen atom 
to  the  indole NH, usually within H‐bonding distance. The CS1/CS2 crossing at B‐3 occurs  in a 
situation where the alanine oxygen is closer to the indole NH but shortly before its replacement 
by a water oxygen atom. Both indole and nearby water O atoms lie close to the indole plane at 
the  time  of  crossing  (8  and  20,  resp.)  and  the  N–H–O  angles  are  147  (A119)  and  139 
(nearest H2O). The *Re/CS2 crossing at A‐2 and C‐1 occurs when the indole is primarily water‐
solvated but alanine and second‐nearest water oxygen atoms are at comparable distances and 
close  to  the  indole plane. At  the A‐2  trajectory,  the N–H–O angles are 110  (A119) and 147 
(nearest H2O). At C‐2, the N–H–O angles are 138 (A119) and 152 (nearest H2O). 
 














































































































were  covered  with  triangles  and  the  potential  was  calculated  in  their  centers.  ‐values 














































E, tot, H2O, tot(W)






















































E, tot, H2O, tot(W)






















































=  proximal  indole).  Features  marked  *  (O‐1)  and  double  arrow  (N‐2)  result  from  charge 
fluctuations  between  the  *Re(His)(CO)3(dmp)  complex  and  W122  and  reflect  interactions 
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dmp.  Potentials  generated  by  all  atoms  (tot),  H2O  molecules  (H2O),  and  by  all  classically 
treated atoms (MM) are compared. 
 
The  crossing  region  aside,  time  evolution  of  tot(Re)  is mostly  driven  by water  fluctuations 
around  the  three CO  ligands. This  is demonstrated  in  the bottom panels, where Re, dmp, as 
well as CO  trajectories largely follow H2O(CO) that exhibits the largest fluctuation amplitudes. 
Similarly, indole‐related trajectories essentially follow H2O(NH) (top panels). Finer features and 
oscillations  occasionally  observable  at  tot(Re)  and  tot(W)  trajectories  arose  from 
intramolecular vibrations and transient *Re–indole charge delocalization.  (Features at ~400  fs 































































Fig.  S29.  Re126WW  D‐1  trajectories  of  tot,  H2O,  and  MM  at  the W122  indole  and  its NH 
fragment.  
   































layers closer  to W122 on going  to CS2. Additional water molecules come  from  the vicinity of 
W124, where g(r) decreases and shifts farther. 
   











































As  for  other  trajectories  (Figs.  6,  S24),  tot(W124)  drops  instantaneously  upon 
*ReW124 ET (*Re/CS1 boundary) due to a short‐range coulombic interaction with ReI(dmp•–) 
and,  to  a  lesser  extent,  enhanced  solvation.  tot(W122)  slightly  increases  because  of  the 
proximity  of  the  positive  charge  at W124•+.  H2O(W122)  slowly  decreases  in  the  CS1  state, 
probably owing  to an  increasing number and  reorientation of water molecules  in  the W124–
W122 region  (compare Fig. S29). The second hop, W124•+W122  (CS1/CS2),  is accompanied 
by "instantaneous" switching of tot values between W124 and W122. tot(W124) returns to its 
level in *Re before any ET, while tot(W122) becomes strongly negative. H2O(W122) change is 
smaller  (~25% of  the  total) and slower,  taking ~250  fs  to complete. Since  the sharp (W122) 





Re  are  essentially  parallel  along  the whole  B‐3  trajectory,  ruling  out  any major  contribution 
from protein motions on this timescale. As in other cases, variations of (W) mostly copy (NH) 
for both W122 and W124.   













































458  fs  (C‐1).  Blue: tot  generated  by  all  atoms  in  the  system;  red: H2O  generated  by water 
molecules. The two curves increase almost parallel before the *Re/CS2 crossing. Bottom panels 
(black):  Differences  between  the  blue  and  red  curves,  tot  –  H2O,  oscillate  along  their 
average values, not exhibiting any systematic trend. This observation supports the notion that 
the  tot  time  dependence  follows  that  of  H2O  and  that  the  decisive  stabilization  of  CS2 
relative  to CS1  is due  to solvation by water. The same conclusion holds  for MM.  (Note  that 
both H2O and MM at W122 are larger than at W124 while tot(W122) is lower than tot(W124). 
This observation points  to  the  importance of electrostatic  interactions within  the QM part of 
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ET)  in  *Re126WW  calculated  along  trajectories  A‐2  (left)  and  C‐1  (right)  shortly  before  the 
*Re/CS2  crossing  (marked by dash‐dot vertical  lines). On A‐2, note  that CS2 approaches *Re 
several times without crossing. On C‐1, the CS2 state originally lies at high energies, out of the 
set of  the  six  investigated  lowest  triplet  states.  Its energy drops  sharply during  the  last 10  fs 
before crossing, through avoided crossings with CS1 and, finally, with *Re. Neither case shows 








reveal vibrational modes  that contribute  to  the  reorganization energy  (10). Averaging  twelve 
sufficiently  long  TDDFT  Re124W  and  Re126WW  trajectories  yielded  vibrational  frequencies 
218040,  163050,  1220100,  and  700180  cm–1. Multiplication  by  a  scaling  factor  (11)  of 
0.9512  (correction  for PBE0  functional, 6‐31G(d) basis set) produces values 2070, 1550, 1160, 
670 cm–1 that are attributable to the totally symmetrical in‐phase CO stretching (expt. value for 
*Re:  ~2042  cm–1),  aromatic  (dmp  or  indole)  C‐C/N  stretching  (1550  cm–1)  and  deformation 








Re124W and Re126WW systems were divided  into QM  (quantum) and MM  (classical) 
parts  shown  in  Fig.  1.  The QM  regions were  defined  as  Re(CO)3(dmp)(H124)G123W122  and 









MD  simulations  started with  ground‐  and excited‐state MM/MD,  followed by  six UKS 
QM/MM/MD  runs  that  started  with  geometries  and  velocities  taken  from  six  different 
snapshots  of  the  excited‐state MM/MD  trajectories  for  each  (Re124W,  Re126WW)  protein. 






parameters  (19)  for  the MM  part  of  the  system.  In  order  to  properly  parametrize  the QM‐
region,  we  developed  unique  sets  of  parameters  for  the  Re(im)(CO)3(dmp)+  complex  in  its 
ground  and  lowest‐triplet  electronic  states.  The  parameter‐fitting  procedure  is  described 
together with  the  summary  of  resulting  parameters  used  in MM/MD  in  section  S13.6.  DFT 
(ground‐state) or UKS (*Re state) CM5 charges (20) were used for all atoms of the QM region. 




employed. The vicinity of  the CuI atom was not  investigated  in  this work. To keep a  realistic 
geometry, we restrained the Cu‐ligand distances using data from Table 1 of ref. (23). The SPC/E 
model was used for explicit water surroundings. Since the Terachem‐Amber QM/MM does not 
support  periodic  boundary  conditions  (PBC), we  employed  harmonic  potential  on  all water 
molecules  to  keep  them  in  the  spherical  water  “cap”  around  the  protein,  and  the  whole 
solvated system was simulated as a  large cluster  in a gas phase. Electrostatics was accounted 
for by a very large Coulomb cut‐off. MM/MD simulations of the ~60 ns length were performed 







were performed at  the QM/MM  level  in Terachem 1.9  (16, 25) – Amber 14  (19)  framework. 




correction  (D3)  (30).  Individual  triplet states  (*Re,  in some  test cases also CS1 and CS2) were 
calculated by  the unrestricted KS procedure  (UKS).  Simultaneous  calculations of  sets of  low‐
lying  triplet  states utilized TDDFT with a closed  shell  reference  state  (i.e.,  the  system ground 
state calculated at each time step). Several testing calculations were performed with the long‐
range‐corrected functional CAM‐B3LYP (31), see section S6. 
Excited‐state MD  simulations were performed with  a  1  fs  time  step using  the  SHAKE 
algorithm (32). Production runs were performed at 300 K employing the Berendsen thermostat 
(24). The CM‐motion was removed every 1 ps. The total simulation times were up to 10 ps for 







trajectory).  This  procedure  was  tested  on  the  A‐1  trajectory,  for  which  we  did  not  find 
significant  changes  upon  increasing  the  number  of  roots.  The  multiscale 
MM/MDUKS/MM/MDTDDFT/MM/MD  procedure  changed  stepwise  the  system 
configuration in the direction of the transition state, i.e. above the *Re energy minimum. This is 
documented by g(r) around the W124 indole in Re126WW shifting at each computational step 





Fig.  S35. Water  distribution  around W124  indole  in  Re126WW  at  individual  computational 
steps.  
Green: g(r) averaged over the MM/MD trajectory of the *Re state. Magenta: g(r) averaged over 








using  the  fragment  charge differences method  (FCD)  (6)  for  structures  selected  from  TDDFT 













TDDFT before x (*Re)











                                          S1 , 
where E1 and E2 represent energies of adiabatic states. In this study, the adiabatic states were 
determined  within  the  corresponding  QM  parts  of  Re124W  and  Re126WW  using  TDDFT 
calculations  at  the  PBE0/6‐31G(d)  level with  LANL2DZ  basis  set  for  the  Re  atom.  Six  lowest 
triplet  states  were  considered  and  the  surroundings  were  included  by  adding  electrostatic 
interactions with point charges from the MM part into the QM Hamiltonian. In the case of the 
*Re/CS1  crossing,  the  acceptor  was  identified  with  the  Re(im)(CO)3(dmp)+ moiety  and  the 
donor with  the W122/W124  indole  (for Re124W/Re126WW).  For  the  crossing with  the CS2 
state  in  Re126WW,  the  W122  indole  represents  the  donor  and  either  Re(im)(CO)3(dmp)+ 






PBE0  values  (used  throughout  this  work)  with  those  calculated  using  long‐range  corrected 
functionals  CAM‐B3LYP,  B97X‐D3,  and  B97X‐V  that  also  differ  in  the  amount  of  the  HF 
exchange in the short‐range region. Test calculations were performed at the crossing times on 
Re124W trajectories M‐2 and L‐1, which were chosen because of different electronic structures 
of the  lowest triplet state  (*Re): 3IL and 3CT/3IL, respectively. Data  in Tab. S3 show that  long‐
range corrected functionals and decreasing HF exchange push the CS1 state up  in energy and 
increase charge delocalization between the excited Re complex and the W122 indole in the CS1 





values calculated with  long‐range corrected  functionals are comparable  to or  larger  than  the 
PBE0 ones, supporting the adiabaticity conclusion discussed in the main text. 
 





Functional  HF (%)  Target state  Q(*Re)  Q(W122)  Principal excitation (%)  Hab (meV) 
PBE0  25  T2 (CS1)  0.866  0.160  75 (HOMOLUMO)  92.2 
CAM‐B3LYP  20  T5 (CS1)  0.938  0.095  82 (HOMOLUMO)  122.7 
B97X‐D3  19.57  T7 (CS1)  0.692  0.338  58 (HOMOLUMO)  127.7 
Trajectory L‐1 at 784 fs 
Functional  HF (%)  Target state  Q(*Re)  Q(W122)  Principal excitation (%)  Hab (meV) 
PBE0  25  T2   (CS1)  0.950  0.084  87 (HOMOLUMO)  54.7 
CAM‐B3LYP  20 
T5   (mixed)  0.577  0.465  51 (HOMOLUMO)  100.5 
T23 (CS1)  0.854  0.202  51 (HOMO‐2LUMO+1)  39.7 
B97X‐D3  19.57 
T18 (CS1)  0.878  0.165  54 (HOMO‐2LUMO)  147.1 
T36 (CS1‐type)  0.756  0.294  45 (HOMO‐2LUMO+1)  50.9 
B97X‐V  16.7 
T19 (mixed)  0.691  0.342  40 (HOMO‐2LUMO)  103.0 













                                                   S2 . 
Atomic  charges  from  the Amber  force  field and Mulliken atomic  charges were employed  for 






was  equidistantly  covered  by  500  points  using  a  Fibonacci  lattice.  For  this  set  of  points, 
Delaunay  triangulation  was  performed.  In  the  middle  of  each  triangle  belonging  to  the 
envelope, the electrostatic potential  was calculated and eventually averaged over the whole 





and  from  water  molecules  only  (H2O).  Their  differences  provided  further  information  on 
electrostatic  interactions within  the QM part and on  the  influence of  the  rest of  the protein 
and/or the solvent, since the electrostatic potential is additive. 
Correlations between  the  time evolution of  the electrostatic potential and  the energy 
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The proximal distribution  function g(r)  is a simple‐to‐implement variation of  the  radial 
distribution  function  (34).  The  use  of  proximal  distribution  functions  is  beneficial  when 
describing  a  solution  structure  (e.g.  hydration)  near  non‐spherical  molecules  where  a 





Since  we  were  interested  in  the  time  evolution  of  hydration  of  the  QM‐domain,  we  have 
defined the proximal regions around its ET‐relevant groups, namely dmp, the three CO ligands, 




time‐evolution  of  the  hydration was  investigated. Our main  focus was  on  the  vicinity  of  the 
electronic‐state crossing. Here, the temporary gi(r, tmin < t < tmin+dt) was obtained by averaging 





In  the  first  instance, solution structures of ground and *Re excited‐state Re124W and 
Re126WW were obtained by classical MM/MD simulations that required developing new sets 
of bonding and nonbonding parameters for Re(im)(CO)3(dmp)+ in the ground‐ and lowest triplet 
states  (im =  imidazole, a part of H124 or H126).  (Using standard GAFF  (General Amber Force 
Field)  parameters  was  not  sufficient  because  coordination  to  the  Re  atom  strongly  affects 
charge distribution and bonding in the dmp and im ligands and more than one type of aromatic 
















Tab. S4. Atomic Cartesian  coordinates of  the  [ReI(im)(CO)3(dmp)]+  structure optimized at  the 
PBE0/6‐311+G(d)/PCM‐H2O level. Atom types assigned according to Fig. S36. 
 
 Fragment Atom type Element xyz 
1 His QR C -0.922699 -0.000472 3.874928 
2 His ND N -2.280557 -0.000436 3.696782 
3 His GN H -2.978015 -0.000509 4.428168 
4 His QS C -2.539975 -0.000292 2.381949 
5 His G H -3.535265 -0.000237 1.964826 
6 His NE N -1.406139 -0.000214 1.691551 
7 His QU C -0.386876 -0.000335 2.619891 
8 His G H 0.653147 -0.000311 2.334377 
9 Re Re Re -1.277489 0.000060 -0.494741 
10 dmp N8 N 0.423267 -1.326407 -0.239821 
11 dmp QN C 0.392958 -2.655361 -0.219845 
12 dmp GA H -0.581864 -3.121397 -0.307275 
13 dmp QA C 1.545785 -3.435973 -0.098889 
14 dmp GA H 1.442469 -4.515917 -0.090076 
15 dmp QC C 2.793651 -2.847992 0.005106 
16 dmp QT C 4.033925 -3.673951 0.130818 
17 dmp GC H 4.562766 -3.449125 1.064193 




19 dmp GC H 3.794913 -4.739410 0.121265 
20 dmp QD C 2.845428 -1.426330 -0.009067 
21 dmp QA C 4.060613 -0.681187 0.100099 
22 dmp GA H 4.999736 -1.216328 0.188226 
23 dmp QA C 4.060626 0.681115 0.100213 
24 dmp GA H 4.999757 1.216225 0.188430 
25 dmp QD C 2.845452 1.426297 -0.008827 
26 dmp QC C 2.793701 2.847959 0.005585 
27 dmp QT C 4.033990 3.673874 0.131429 
28 dmp GC H 3.794987 4.739338 0.122172 
29 dmp GC H 4.562904 3.448797 1.064702 
30 dmp GC H 4.727429 3.470503 -0.692583 
31 dmp QA C 1.545845 3.435979 -0.098317 
32 dmp GA H 1.442549 4.515923 -0.089322 
33 dmp QN C 0.393005 2.655407 -0.219401 
34 dmp GA H -0.581809 3.121474 -0.306754 
35 dmp N7 N 0.423292 1.326456 -0.239598 
36 dmp QM C 1.635915 0.715101 -0.131748 
37 dmp QM C 1.635901 -0.715091 -0.131867 
38 CO(eq) Q7  C -2.623315 -1.349694 -0.637772 
39 CO(eq) O O -3.421601 -2.187744 -0.721469 
40 CO(eq) Q8  C -2.623300 1.349860 -0.637531 
41 CO(eq) O O -3.421639 2.187884 -0.720983 
42 CO(ax) Q9  C -1.082735 0.000113 -2.398290 





its  composing  atoms, we  generated  a  set  of  different  geometries  produced  from  the  DFT‐
optimized  [Re(im)(CO)3(dmp)]+  structure  (to  fit  intramolecular  parameters)  and  systems 
containing  the complex and a small "test" molecule  (to  fit atomic charges and LJ parameters 










scans)  a  randomly  selected  atom.  In  this  way,  9559  systems  were  prepared.  Interaction 
energies  between  the  complex  and  test  molecules  were  then  calculated  by  DFT  and 
subsequently used for fitting of non‐bonding parameters in the MM energy expression (eq. S4). 
Structures  of  the  Re  complex  for  fitting  bonding  parameters  (force  constants, 
equilibrium bond distances, angles, and dihedral angles) were prepared in four different ways: 
a)  scanning potential energy  surfaces  (PES) along normal  vibrational modes; b)  from PES  for 
stretching  Re‐ligand  bonds  or  imidazole  rotation  relative  to  the  rest  of  the  complex;  c) 
geometries  from DFT QM/MM/MD dynamics of  the Re  complex  solvated with explicit  (MM) 
water;  and  d)  structures  generated  from MM/MD  iteratively  using  parameters  fitted  in  the 
previous  step.  Including  the  latter  structures  helped  us minimizing  weak  sites  of  previous 
parameter sets  in two  iterative steps. Energies of all these structures were then calculated by 
DFT and used in parameter fitting. 
All  DFT  calculations  of  [Re(im)(CO)3(dmp)]+  structures  and  energies  used  in  the 
parameter‐fitting  procedure  were  carried  out  with  G16  (35)  at  the  B3LYP‐GD3BJ/6‐
31++G(d,p)/SDD level and using the Stuttgart‐Dresden averaged relativistic pseudopotential for 
the  Re  atom.  Structures  for  PES  scans  along  the  vibrational  normal  modes  (of  the  found 




Configurations with  too  close  contacts,  i.e., where  atoms were  closer  than  the  sum of  their 
covalent  radii, were  excluded. All  these  calculations were  performed  for  systems  in  the  gas 
phase. Classical MM/MD  (c),  and  also QM/MM/MD  (d)  simulations of  the Re  complex  in  an 
explicit water solution served for verification of the newly generated parameters (calculation of 
radial  distribution  functions  (RDFs)  and  velocity  power  spectra)  as  well  as  a  source  of 
geometries  subsequently used  in  the  fit. They were carried out  in  the Amber 14  (19), where 
G16  (35) was called as  the external program  for DFT calculations of energies and  forces. The 
QM part contained only the Re complex while the solvent was described at an MM level using 
































          S4  
The first three terms represent bonding  interactions ‐ the first sum describes bond stretching, 
the second one bending of bonding angles, and  the  following one  is associated with dihedral 
angles.  The  last  term  includes  electrostatic  interactions  and  LJ  potentials  describing  non‐
bonding  interactions where  the 1‐4  terms are scaled  in accord with  the Amber program  (i.e., 
the electrostatic term  is divided by the factor of 1.20 and the LJ potential by 2.00). 𝑟 ,𝜙 ,𝜃  
represent  equilibrium bond  lengths,  angles,  and dihedral  angles,  respectively. 𝑘 , 𝑘 ,𝑘   are 










𝐸 𝐱 ,𝛂 𝛅 𝐸 𝐱 ,𝛂 𝐉 𝐱 ,𝛂 𝛅 ;  𝐉 𝐱 ,𝛂
𝜕𝐸 𝐱 ,𝛂
𝜕𝛂
                S6  
leads to the final equation for the shifts 𝛅 of the parameters: 
𝐉 𝐖𝐉 𝜆𝑑𝑖𝑎𝑔 𝐉 𝐖𝐉 𝛅 𝐉 𝐖 𝚫𝐄 𝐄 .                S7  
Seeking  the  best  set  of  the  parameters  𝛂  proceeded  in  an  iterative  way  and  the  LAPACK 
libraries  were  used  for  solving  equation  S7.  Individual  deviations  between  QM  and  MM 
energies  in  the  sum  in  equation  S5  can  be  scaled  by weights 𝑤   in  order  to  emphasize  the 
importance of some structures.  In equation S7,  the weights 𝑤  are  included  in  the matrix 𝐖. 
The second term on the  left side of equation S7 serves to  influence the speed of convergence 
via the damping parameter 𝜆. 
Fitted values of  force constants and equilibrium bonding parameters are  listed  in Tab. 
S5;  fitted  LJ  parameters  are  summarized  in  Tab.  S6.  Test  MM/MD  calculations  showed 
unrealistically  large deviations of Re‐N  and Re‐C bond  lengths  from  their equilibrium  values. 






















Re‐NE  126.52  2.190    Q8‐OQ  936.07  1.161 
Re‐N8  66.02  2.172    Q7‐OQ  936.07  1.161 
Re‐N7  66.02  2.172    QN‐QA  460.01  1.401 
Re‐Q9  368.42  1.913    QN‐GA  412.16  1.084 
Re‐Q8  318.99  1.911    QA‐QC  490.87  1.388 
Re‐Q7  318.99  1.911    QA‐GA  411.90  1.085 
NE‐QS  329.11  1.330    QC‐QD  349.33  1.427 
NE‐QU  283.68  1.386    QC‐QT  277.17  1.502 
N8‐QN  447.86  1.335    QD‐QM  605.74  1.414 
N8‐QM  397.32  1.369    QD‐QA  230.34  1.434 
N7‐QM  499.59  1.369    QM‐QM  545.21  1.436 
N7‐QN  495.94  1.335    QA‐QA  154.70  1.366 
ND‐QS  578.11  1.353    QR‐QU  540.92  1.369 
ND‐QR  529.91  1.380    QR‐G  346.62  1.078 
ND‐GN  587.17  1.011    QU‐G  519.97  1.077 
QS‐G  435.10  1.079    QT‐GC  377.01  1.091 










Angle type  Force const.  Equil. angle    Angle type  Force const.  Equil. angle 
NE‐Re‐N8  81.45  87.597    N8‐QN‐GA  44.63  115.208 
NE‐Re‐N7  81.45  87.597    QA‐QN‐GA  23.57  123.317 
NE‐Re‐Q9  25.18  177.413    QN‐QA‐QC  66.45  120.123 
NE‐Re‐Q8  14.10  90.579    QN‐QA‐GA  70.48  120.117 
NE‐Re‐Q7  14.10  90.579    QC‐QA‐GA  22.46  122.143 
N8‐Re‐N7  128.41  75.102    QA‐QC‐QD  21.10  117.241 
N8‐Re‐Q9  45.51  92.521    QA‐QC‐QT  77.56  120.820 
N8‐Re‐Q8  5.00  172.326    QD‐QC‐QT  33.28  122.907 
N8‐Re‐Q7  16.44  98.119    QC‐QD‐QM  75.96  117.114 
N7‐Re‐Q9  65.25  87.618    QC‐QD‐QA  103.52  125.299 
N7‐Re‐Q8  16.44  98.119    QM‐QD‐QA  74.15  117.697 
N7‐Re‐Q7  64.55  168.092    N8‐QM‐QD  68.28  122.917 
Q9‐Re‐Q8  63.19  91.234    N8‐QM‐QM  96.70  117.689 
Q9‐Re‐Q7  63.19  91.234    QD‐QM‐QM  36.53  120.369 
Q8‐Re‐Q7  27.28  90.722    N7‐QM‐QM  96.70  117.689 
Re‐NE‐QS  35.22  127.740    N7‐QM‐QD  68.28  122.917 
Re‐NE‐QU  5.00  126.671    N7‐QN‐QA  25.79  123.053 
QS‐NE‐QU  158.86  105.815    N7‐QN‐GA  44.63  115.208 
Re‐N8‐QN  5.66  126.056    QD‐QA‐QA  78.34  122.093 
Re‐N8‐QM  5.00  114.565    QD‐QA‐GA  47.63  119.523 
QN‐N8‐QM  64.42  120.645    QA‐QA‐GA  27.54  118.759 
Re‐N7‐QM  27.37  114.980    ND‐QR‐QU  81.07  105.710 
Re‐N7‐QN  5.00  125.425    ND‐QR‐G  68.99  120.621 
QM‐N7‐QN  100.79  118.848    QU‐QR‐G  5.00  132.593 
QS‐ND‐QR  138.94  108.407    NE‐QU‐QR  122.73  108.999 
QS‐ND‐GN  28.64  124.388    NE‐QU‐G  68.26  121.739 
QR‐ND‐GN  28.12  122.782    QR‐QU‐G  13.45  129.517 
NE‐QS‐ND  57.80  111.258    QC‐QT‐GC  42.41  110.046 
NE‐QS‐G  5.00  125.981    GC‐QT‐GC  35.69  108.721 
ND‐QS‐G  53.21  122.749    HC‐CT‐QR  50.00  109.500 




Re‐Q8‐OQ  64.91  177.229    CT‐QR‐QU  70.00  120.000 
Re‐Q7‐OQ  59.71  175.045    CX‐CT‐QR  63.00  113.100 







Dihedral type  Barrier/2  Phase shift  Period.  Dihedral type  Barrier/2  Phase shift  Period. 
N8‐Re‐NE‐QS  0.010  322.405  1.00  Re‐N7‐QM‐QD  0.010  180.000  2.00 
N8‐Re‐NE‐QU  0.010  142.396  1.00  QN‐N7‐QM‐QM  7.628  180.000  2.00 
N7‐Re‐NE‐QS  0.010  37.562  1.00  QN‐N7‐QM‐QD  5.293  180.000  2.00 
N7‐Re‐NE‐QU  0.010  217.553  1.00  Re‐N7‐QN‐QA  8.591  180.000  2.00 
Q9‐Re‐NE‐QS  0.010  359.976  1.00  Re‐N7‐QN‐GA  1.775  180.000  2.00 
Q9‐Re‐NE‐QU  0.043  179.966  1.00  QM‐N7‐QN‐QA  5.505  180.000  2.00 
Q8‐Re‐NE‐QS  0.126  134.585  1.00  QM‐N7‐QN‐GA  7.842  180.000  2.00 
Q8‐Re‐NE‐QU  0.094  314.576  1.00  QR‐ND‐QS‐NE  14.216  180.000  2.00 
Q7‐Re‐NE‐QS  0.010  225.382  1.00  QR‐ND‐QS‐G  0.010  180.000  2.00 
Q7‐Re‐NE‐QU  0.010  45.373  1.00  GN‐ND‐QS‐NE  2.434  180.000  2.00 
NE‐Re‐N8‐QN  0.010  87.485  1.00  GN‐ND‐QS‐G  1.555  180.000  2.00 
NE‐Re‐N8‐QM  0.010  269.601  1.00  QS‐ND‐QR‐QU  13.601  180.000  2.00 
N7‐Re‐N8‐QN  0.010  0.594  1.00  QS‐ND‐QR‐G  0.010  180.000  2.00 
N7‐Re‐N8‐QM  0.010  182.710  1.00  GN‐ND‐QR‐QU  2.660  180.000  2.00 
Q9‐Re‐N8‐QN  0.010  269.284  1.00  GN‐ND‐QR‐G  1.723  180.000  2.00 
Q9‐Re‐N8‐QM  0.010  91.399  1.00  N8‐QN‐QA‐QC  7.781  180.086  2.00 
Q8‐Re‐N8‐QN  0.631  16.352  1.00  N8‐QN‐QA‐GA  4.908  180.000  2.00 
Q8‐Re‐N8‐QM  0.550  198.467  1.00  GA‐QN‐QA‐QC  2.596  180.000  2.00 
Q7‐Re‐N8‐QN  25.071  178.341  1.00  GA‐QN‐QA‐GA  4.351  180.000  2.00 
Q7‐Re‐N8‐QM  25.420  0.457  1.00  QN‐QA‐QC‐QD  3.137  180.000  2.00 
NE‐Re‐N7‐QM  0.010  90.402  1.00  QN‐QA‐QC‐QT  4.400  180.000  2.00 
NE‐Re‐N7‐QN  0.010  272.516  1.00  GA‐QA‐QC‐QD  5.579  180.000  2.00 
N8‐Re‐N7‐QM  0.010  177.291  1.00  GA‐QA‐QC‐QT  5.105  180.000  2.00 
N8‐Re‐N7‐QN  0.010  359.405  1.00  QA‐QC‐QD‐QM  8.909  180.000  2.00 
Q9‐Re‐N7‐QM  3.731  268.603  1.00  QA‐QC‐QD‐QA  0.639  180.000  2.00 
Q9‐Re‐N7‐QN  0.010  90.716  1.00  QT‐QC‐QD‐QM  3.800  180.000  2.00 




Q8‐Re‐N7‐QN  0.010  181.660  1.00  QA‐QC‐QT‐GC  0.010  180.000  3.00 
Q7‐Re‐N7‐QM  0.271  161.545  1.00  QD‐QC‐QT‐GC  0.379  0.000  3.00 
Q7‐Re‐N7‐QN  0.182  343.658  1.00  QC‐QD‐QM‐N8  4.569  180.000  2.00 
NE‐Re‐Q9‐OQ  0.586  180.145  1.00  QC‐QD‐QM‐QM  1.809  180.000  2.00 
N8‐Re‐Q9‐OQ  0.010  217.625  1.00  QA‐QD‐QM‐N8  0.010  180.000  2.00 
N7‐Re‐Q9‐OQ  0.010  142.649  1.00  QA‐QD‐QM‐QM  4.248  180.000  2.00 
Q8‐Re‐Q9‐OQ  0.010  45.524  1.00  QC‐QD‐QA‐QA  0.010  180.000  2.00 
Q7‐Re‐Q9‐OQ  0.010  314.750  1.00  QC‐QD‐QA‐GA  1.677  180.000  2.00 
NE‐Re‐Q8‐OQ  0.010  123.748  1.00  QM‐QD‐QA‐QA  0.138  180.000  2.00 
N8‐Re‐Q8‐OQ  0.010  194.513  1.00  QM‐QD‐QA‐GA  1.751  180.000  2.00 
N7‐Re‐Q8‐OQ  0.010  209.836  1.00  N8‐QM‐QM‐N7  14.294  180.000  2.00 
Q9‐Re‐Q8‐OQ  0.010  301.649  1.00  N8‐QM‐QM‐QD  0.010  180.000  2.00 
Q7‐Re‐Q8‐OQ  0.010  32.383  1.00  QD‐QM‐QM‐N7  10.833  180.000  2.00 
NE‐Re‐Q7‐OQ  0.010  236.296  1.00  QD‐QM‐QM‐QD  3.068  180.000  2.00 
N8‐Re‐Q7‐OQ  0.010  150.210  1.00  N7‐QM‐QD‐QC  0.924  180.000  2.00 
N7‐Re‐Q7‐OQ  0.302  165.522  1.00  N7‐QM‐QD‐QA  0.010  180.000  2.00 
Q9‐Re‐Q7‐OQ  0.010  58.396  1.00  QC‐QA‐QN‐N7  6.130  180.000  2.00 
Q8‐Re‐Q7‐OQ  0.010  327.662  1.00  GA‐QA‐QN‐N7  0.010  180.000  2.00 
Re‐NE‐QS‐ND  31.757  0.003  1.00  QD‐QA‐QA‐QD  9.516  180.000  2.00 
Re‐NE‐QS‐G  0.010  180.000  2.00  QD‐QA‐QA‐GA  9.488  180.000  2.00 
QU‐NE‐QS‐ND  4.620  180.000  2.00  GA‐QA‐QA‐GA  1.181  180.003  2.00 
QU‐NE‐QS‐G  11.835  180.000  2.00  ND‐QR‐QU‐NE  5.924  180.000  2.00 
Re‐NE‐QU‐QR  3.566  180.000  2.00  ND‐QR‐QU‐G  0.010  180.000  2.00 
Re‐NE‐QU‐G  0.788  180.000  2.00  G ‐QR‐QU‐NE  5.972  180.000  2.00 
QS‐NE‐QU‐QR  16.218  180.000  2.00  G ‐QR‐QU‐G  0.010  180.000  2.00 
QS‐NE‐QU‐G  10.210  180.000  2.00  HC‐CT‐QR‐ND  0.000  0.000  2.00 
Re‐N8‐QN‐QA  0.010  180.000  2.00  HC‐CT‐QR‐QU  0.000  0.000  2.00 
Re‐N8‐QN‐GA  1.058  180.000  2.00  HC‐CT‐QR‐ND  0.000  0.000  2.00 
QM‐N8‐QN‐QA  0.010  180.000  2.00  HC‐CT‐QR‐QU  0.000  0.000  2.00 
QM‐N8‐QN‐GA  4.155  180.000  2.00  CT‐QR‐ND‐GN  1.400  180.000  2.00 
Re‐N8‐QM‐QD  0.010  180.000  2.00  CT‐QR‐ND‐QS  1.400  180.000  2.00 
Re‐N8‐QM‐QM  0.977  180.000  2.00  CT‐QR‐QU‐NE  5.150  180.000  2.00 
QN‐N8‐QM‐QD  0.010  180.000  2.00  CT‐QR‐QU‐G  5.150  180.000  2.00 
QN‐N8‐QM‐QM  0.010  180.000  2.00  CX‐CT‐QR‐ND  0.000  0.000  2.00 








Atom Type  𝑟 /2  𝜖    Atom Type  𝑟 /2  𝜖 
Re  3.934  0.500    QC  1.843  0.419 
NE  1.484  0.500    QD  1.568  0.258 
N8  1.614  0.500    QM  1.534  0.500 
N7  1.614  0.500    QR  1.831  0.098 
ND  1.690  0.129    QU  1.628  0.500 
QS  1.742  0.227    OQ  1.566  0.049 
Q9  1.024  0.500    QT  1.678  0.292 
Q8  1.544  0.085    GA  1.071  0.010 
Q7  1.544  0.085    GN  0.500  0.216 
QN  1.730  0.072    G  1.094  0.010 




describing  intermolecular  interactions. The fitting procedure described  in the previous section 
provided a set of "fitted charges" at [ReI(im)(CO)3(dmp)]+ atoms (Fig. S6) that were compared 
with  atomic  charges  calculated  using  several  different  QM  approaches  at  the  optimized 
geometry: Natural Population Analysis  (NPA)  (38,  39), Hirshfeld  analysis  (40), CM5  (20),  and 
RESP (41, 42). Fitting was initially started using in eq. S4 either NPA or RESP sets of charges. The 
latter was  selected  as  the method  to  calculate  atomic  charges  recommended  in  the Amber 
manual (19). However, we found that RESP strongly over‐polarized atomic charges, particularly 
at the Re atom and CO ligands. Atomic charges producing the smallest deviations in the fitting 
procedure  ("Fitted"  in  Tab.  S7)  were  therefore  obtained  starting  from  the  NPA  set.  CM5 
population  analysis was  the  only  one  that  did  not  produce  overpolarized  carbonyl  groups. 
Hence,  in  ground  and  excited‐state MM/MD  simulations  of whole  Re124W  and  Re126WW 
















from  the  ground  state  parametrization  (to  mitigate  high  demands  of  excited‐state  QM 
calculations). On the other hand, equilibrium lengths and angles of Re‐ligand bonds and bonds 
within  dmp were  taken  from  the UKS  lowest‐triplet  structure  optimized  in  the  Cs  symmetry 
(Tab. S8). Excited‐state CM5 atomic charges were used  for the whole QM part of the system, 
assuming  Cs  symmetry  for  Re  complex.  (Note  that  UKS‐optimized  *Re  structure  showed 
asymmetric Re‐N7 and Re‐N8 bond  lengths and  the  im plane oriented approximately parallel 




Tab. S7. Atomic charges  for  [ReI(im)(CO)3(dmp)]+ used  in MM simulations of  the ground‐ and 
*Re  states.  They  were  determined  using  the  CM5  analysis  (20)  at  the  UKS  PBE0‐GD3BJ/6‐








 Atom type GS (ReW) GS(ReWW) *Re(ReW) *Re(ReWW) Fitted (GS) 
1 QR 0.0914 0.0904 0.1058 0.0950 -0.1069 




3 GN 0.3714 0.3666 0.3880 0.3688 0.3548 
4 QS 0.1696 0.1697 0.1784 0.1802 -0.0070 
5 G 0.1635 0.1637 0.1598 0.1605 0.2449 
6 NE -0.3470 -0.3647 -0.3622 -0.3704 -0.3657 
7 QU 0.0049 0.0028 0.0059 0.0080 -0.0362 
8 G 0.1347 0.1318 0.1465 0.1340 0.2893 
9 Re 0.6318 0.6355 0.7522 0.7541 0.2760 
10 N8 -0.3442 -0.3335 -0.3603 -0.3808 -0.5515 
11 QN 0.0817 0.0801 0.0696 0.0171 -0.1051 
12 GA 0.1467 0.1415 0.1403 0.1176 0.2729 
13 QA -0.0809 -0.0786 -0.1074 -0.0900 0.2258 
14 GA 0.1308 0.1170 0.1201 0.1104 0.0738 
15 QC 0.0335 0.0365 0.0156 0.0066 -0.2327 
16 QT -0.2152 -0.2194 -0.2211 -0.2295 -0.4416 
17 GC 0.1178 0.1103 0.1085 0.0949 0.1786 
18 GC 0.1072 0.1075 0.1051 0.0905 0.1786 
19 GC 0.1145 0.1033 0.1080 0.0925 0.1786 
20 QD 0.0061 0.0073 -0.0066 0.0047 0.2336 
21 QA -0.0682 -0.0751 -0.0805 -0.0744 -0.2698 
22 GA 0.1264 0.1266 0.1259 0.1174 0.1770 
23 QA -0.0681 -0.0751 -0.0831 -0.0668 -0.2698 
24 GA 0.1249 0.1273 0.1216 0.1199 0.1770 
25 QD 0.0091 0.0053 -0.0073 -0.0048 0.2336 
26 QC 0.0354 0.0331 0.0016 0.0330 -0.2327 
27 QT -0.2216 -0.2152 -0.2251 -0.2131 -0.4416 
28 GC 0.1047 0.1122 0.1001 0.1027 0.1786 
29 GC 0.0969 0.1128 0.1036 0.1060 0.1786 
30 GC 0.1123 0.1135 0.1038 0.1084 0.1786 
31 QA -0.0769 -0.0747 -0.1090 -0.0927 0.2258 
32 GA 0.1341 0.1314 0.1226 0.1213 0.0738 
33 QN 0.0746 0.0804 0.0245 0.0778 -0.1051 
34 GA 0.1344 0.1401 0.1289 0.1349 0.2729 
35 N7 -0.3495 -0.3331 -0.3915 -0.3525 -0.5515 
36 QM 0.1300 0.1265 0.0818 0.1087 0.2109 
37 QM 0.1147 0.1251 0.0876 0.0985 0.2109 
38 Q7  0.0823 0.0653 0.1495 0.0733 0.2286 
39 O -0.1913 -0.1961 -0.1207 -0.1842 -0.1662 
40 Q8  0.0513 0.0457 0.1177 0.0829 0.2286 
41 O -0.2060 -0.2075 -0.1385 -0.1659 -0.1662 
42 Q9  0.0565 0.0621 0.0784 0.1156 0.2286 






















Re‐N7  2.172  2.182(4)  2.043  2.103  2.124 
Re‐N8  2.172  2.167(4)  2.155  2.103  2.124 
Re‐NE  2.190  2.185(5)  2.146  2.122  2.136 
Re‐C1  1.913  1.915(6)  1.963  1.988  1.957 
Re‐C2  1.911  1.907(6)  1.981  1.956  1.941 
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