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第1章
緒論
近年，ニューラルネットワーク (Neural Network) に代表される機械学習手法の発展と，
アクセラレータとして広く用いられている GPU の演算性能の向上に伴って，大量のデー
タに内在する特徴を活用した様々なサービスが実現できるようになった．とりわけ画像に
対しては，2次元畳み込みニューラルネットワーク (Convolutional Neural Network, CNN)
の活用により、写真から人物やペットの顔を高精度に検出，分類する，特定の被写体を取
り除き欠落部分を自動的に補間する，パラメータを与えることにより自然な画像を人工的







み演算をより小さな演算に分解する [3, 4, 5, 6]，量子化や枝刈り (プルーニング, Pruning)











の一つは，低解像度画像から高解像度画像を再構成する超解像 (Super Resolution) であ
る．畳み込みニューラルネットワークを用いた超解像にはいくつかの手法が提案されてい
る [11, 12, 13, 14] が，GPU を用いた実装が主流であり，テレビジョンなどの組み込み
機器での活用には，消費電力やレイテンシの点で課題がある．そこで本研究では，Field-
























ムの設計を扱う．さらに第 5 章で，Lucas-Kanade オプティカルフローと Band-Limited







Field-Programmable Gate Array (FPGA) は，構成を電気的に変更して任意の論理回
路を実現できる集積回路であり，プログラマブル・ロジック・デバイス (Programmable
Logic Device, PLD) の一種である [16]．1985年に米 Xilinx社が初めて製品化した．
典型的な FPGAは，プログラマブルな論理ブロックを多数備えている．一般的に，論
理ブロックは複数の論理セルから成り，論理セルは，複数入力のルックアップテーブル
(Look-Up Table, LUT) や D型フリップフロップ等で構成されている．LUT はスタティッ
クメモリ (SRAM) を用いて実装したものが主流であり，これを書き換えることにより，論
理積，論理和，その他様々な論理を表現できる．LUT の入力数 (アドレスのビット幅) は
回路規模や動作周波数のバランスに関わり，ベンダや製品によって異なるが，Xilinx 社の
現行製品では主に 6 入力 LUT が用いられている．単独の LUT で表現できない複雑な論







ドウェア記述言語 (Hardware Description Language, HDL) を用いたレジスタ転送レベ
ル (Register Transfer Level, RTL) で行う．また，C言語等による抽象度の高い記述から









2 理論 2.2. ニューラルネットワーク
恵を受けられるため，実製品における性能差は縮まると考えられる．こういった背景から，













相互に結びついている．ノードの模式図を図 2.1 に示す．ノード i の出力 ui は，通常，






ただし，wi,j は入力 xj に対する重み，bi はバイアスと呼ばれ，いずれもノードごとに固
有の値をとる．また，f は活性化関数 (Activation Function) と呼ばれる関数であり，以
下のようなものが広く用いられている．
• 標準シグモイド関数 f(x) = 1
1+e−x
• 双曲線正接関数 f(x) = tanh(x)
• ReLU [18, 19, 20] f(x) = max(0, x)





2 理論 2.3. ニューラルネットワークの学習
ニューラルネットワークの構造には種々のものがあるが，ここでは代表的な順伝播型
ニューラルネットワーク (Feedforward Neural Network) についてのみ述べる．このモデ
ルでは，ノード間の結合にループが存在せず，信号は入力層から隠れ層，そして出力層へ
と一方向に流れる．順伝播型ニューラルネットワークの一種である多層パーセプトロン








過程を一般に学習 (Learning) あるいは訓練 (Training) と呼び，学習済みのパラメータを
用いて問題解決を行うことを推論 (Inference) と呼ぶ．学習は，教師あり学習 (Supervised













等を用いる．ただし，n は出力ノード数であり，oi 及び ti は，それぞれ訓練データに対
する出力ノード i の出力及び教師データである．また，多クラス分類モデルでは，ソフト
5











また，出力ノード数 n は分類クラス数に等しく，教師データ ti は，正解クラスでは 1，そ
れ以外のクラスでは 0 をとる one-hotのラベルである．ソフトマックス交差エントロピー










(ti log ti − ti log pi)
から定数である
∑













多層ネットワークの学習を，特に深層学習 (Deep Learning) と呼ぶ．深層学習において
は，現在のノードの重みや，選択した活性化関数の種類により，誤差が逆伝播する過程に












2 理論 2.4. 畳み込みニューラルネットワーク
化 (Regularization) 手法が多く提案されている．例として，L2ノルム等を用いて出力の
大きさにペナルティを与えるシンプルな手法のほか，学習時に一部のノードをランダムに
無効化する Dropout [24]，各層の出力を正規化する Batch Normalization [25] 等が挙げ
られる．
2.4 畳み込みニューラルネットワーク






サイズのフィルタ F (i, j) との畳み込み演算は以下のように定義できる．





X(i+ k, j + l)F (k, l)
ただし，演算後の画像は (n − (m − 1)) × (n − (m − 1)) サイズであり，i，j の範囲は









CNNにおけるノードの模式図を図 2.3に示す．ノード i の出力画像 Ui は，式 (2.1) に





Xj ∗ Fi,j + bi

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区切り，各画素を 1画素に置き換えるプーリング (Pooling) と呼ばれる操作を行う．プー
リングの手法としては，領域内の最大値を用いる最大値プーリング (Max Pooling)，平均


























減させる方法のほか，PCA Color Augmentation [27]を利用する方法がある．
PCA Color Augmentation は，主成分分析 (Principal Component Analysis, PCA) に
基づいてランダムな色情報の変化を加える手法である．まず，入力された RGB画像をチャ
ネルごとに分解し，3つのベクトルX1, X2, X3 を得る．続いて，これらのベクトルから
3× 3 の分散共分散行列 Σi,j = E[(Xi − µi)(Xj − µj)] (1 ≤ i ≤ 3, 1 ≤ j ≤ 3) を求め，Σ
8
2 理論 2.5. データ拡張
オリジナル 水平・垂直反転 回転 スキュー
拡大・縮小 色相変化 彩度変化 明度変化
図 2.4: 2次元画像におけるデータ拡張の例
を固有値分解することで固有値 λi と 固有ベクトル pi を求める (1 ≤ i ≤ 3)．これらの値
に基づき，RGBチャネルごとの増減量 (∆r, ∆g, ∆b) が以下のようにして得られる．
(∆r, ∆g, ∆b)
T = (p1, p2, p3)(α1λ1, α2λ2, α3λ3)
T
ただし，αi は，正規分布 N(0, 0.12) 等からサンプリングされる乱数である．
αi を変更することで，画像のカラーバランスを大きく損ねることなく，様々なバリエー
ションを作り出せる．実際に PCA Color Augmentationを適用した画像例を図 2.5に掲
載する．PCA Color Augmentationの考え方は，RGB 画像に留まらず様々な多次元デー
タに応用可能であるため，輝度を用いる方法と比べて汎用性に優れている．









2 理論 2.6. Residue Number System (RNS)
2.6 Residue Number System (RNS)
Residue Number System (RNS) [28]は，数値を複数の法 (Modulus)による剰余 (Residue)
の組で表現する仕組みである．RNS は，互いに素な法 mi から構成される基底 M =
{m0, m1, ..., mn−1} により定義され，全ての法の積 D =
∏n−1
i=0 mi が RNSのダイナミッ
クレンジとなる．
RNSでは，0 ≤ X ≤ D−1 を満たす任意の整数 X を，剰余の組 {xi | xi = X mod mi}
で表せる．この表現の一意性は，中国の剰余定理 (Chinese Remainder Theorem) により
保証されている．また，あるしきい値 t (0 ≤ t < D − 1) を超える X をX −D とみなす
ことにより，負の数を表現することもできる．この場合，X の範囲は t− (D−1) ≤ X ≤ t
となる．M = {2, 5} (D = 10) の場合の例を表 2.1 に示す．
表 2.1: RNS表現の例
RNS {2, 5} 符号なし 符号あり (t = 4)
(0, 0) 0 0
(1, 1) 1 1
(0, 2) 2 2
(1, 3) 3 3
(0, 4) 4 4
(1, 0) 5 -5
(0, 1) 6 -4
(1, 2) 7 -3
(0, 3) 8 -2
(1, 4) 9 -1
RNS表現 {xi | xi = X mod mi} から元の整数 X への変換は，全ての法 mi に対して





mk (pi ∈ {0, 1, ...,mi − 1})
wi ≡ 1 (mod mi)
を満たすような重み wi を用いると，
wk ≡


















y = 1 を拡張ユークリッド互除法により解
く (y mod mi = pi)，あるいは pi を総当たりにより決定することで求められる．重みを
事前に計算しておくことにより，RNS から整数への変換は，重み付き総和のダイナミッ
クレンジによる剰余をとることで簡単に行える．例として，M = {2, 5} に対する重みは
{1× 5, 3× 2} = {5, 6} であるから，
(1, 2)RNS = (5× 1 + 6× 2) mod 10 = 17 mod 10 = 7
となる．
RNSにおける加算，減算及び乗算は，要素ごとのモジュロ演算により行う．M = {2, 5}
の符号付き RNS (t = 4) における演算例を以下に挙げる．
3 + (−5) = (1, 3)RNS + (1, 0)RNS
= ((1 + 1) mod 2, (3 + 0) mod 5)RNS = (0, 3)RNS = −2
−1− (−4) = (1, 4)RNS − (0, 1)RNS
= ((1− 0) mod 2, (4− 1) mod 5)RNS = (1, 3)RNS = 3
2× (−2) = (0, 2)RNS × (0, 3)RNS













より小さな法を用いてさらに分解する Nested RNS [29] も提案されている．
分解にあたっては，想定される演算に基づいて十分なダイナミックレンジを確保しな
ければならない．例として，法 17 を分解する場合を考える．RNS 上で，2 × 2 の画像
とフィルタの畳み込みを行う場合，積 4 個の加算が行われるため，必要なダイナミック
レンジは 172 × 4 = 1156 である．したがって，法 17 は，より小さい法より成る基底











プトップコンピュータ等のモバイルデバイスにおいては，すでにフル HD (1920 × 1080)
解像度が一般的となり，WQHD (2560 × 1440) やそれ以上の解像度も広く用いられるよ
うになっている．また，テレビジョンや PCモニタといった中大型ディスプレイにおいて
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なものが提案されている [35, 36]が，近年提唱された手法として，畳み込みニューラルネッ
































C. Dongらにより発表された論文 [11, 12]では，3層の畳み込みニューラルネットワークを
用いた静止画像の超解像システムが提案されている．提案されたモデルは Super-Resolution
13
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[12] に示された基本構成では，各層のフィルタサイズが入力層から順に 9 × 9，1 × 1，
5× 5であるから，出力画像の 1画素は入力画像の 13× 13画素から生成されることにな
る．しかし，入力画像は事前に拡大されているため，例えば縦横 2倍の超解像を適用する










なネットワーク構造を導入した超解像システムである DRCN (Deeply-Recursive Convo-
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3.2.3 サブピクセル再構成手法
W. Shiらは，SRCNNのように事前拡大を用いず，低解像度空間で処理を行い，品質の向
上を実現した超解像システムを提案し，Efficient Sub-Pixel Convolutional Neural Network
(ESPCN) と呼称している [13]．




Shuffler とも呼ばれる．例えば，縦横 2倍の超解像を行う場合，図 3.2に示されているよ
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J. Caballeroらは，動画像の超解像をターゲットとした ESPCNの派生システムVESPCN





3.2.4 Generative Adversarial Networkを用いた手法
C. Ledig らによって提案された SRGAN [14] は，Generative Adversarial Network
(GAN) [1] を応用した超解像システムである．






















図 3.3: 平均誤差ベースの超解像と SRGANの違い
ただし，入力画像に対応する真の高解像度画像に近いかどうかではなく，あくまでも高
16

























CPU 上で別途プログラムを動作させ，そこから適宜 GPU に演算を発行するという形態
を採る．また，高パフォーマンス GPU は一般に消費電力も大きい．これらの理由により，
組み込み系の機器での可用性には制限がある．また，GPU 処理を行う場合，外部から入
力された映像はまず CPU 側のメインメモリに格納され，そこから GPU へ転送されて処


















な事前拡大を用いる手法では，入力画像をあらかじめ 2× 2 倍に拡大し，出力画像と同じ
サイズにしておくことで，図 3.1に示されているように，出力画像の各画素を異なるパッ
チに対応付けることができる．一方，事前拡大を行わない場合，入力空間の大きさが出力








































3× 3 に統一し，ネットワークの深さは 4層とする．ただし，この層数は畳み込み層の数
に基づくものであり，入力層は層数に含めていない．したがって，隠れ層は 3層となる．
学習時に誤差逆伝播が効率良く行われるよう，各層には ResNet [23] に見られるショート
カット接続を導入している．
フィルタサイズ 3× 3 で 4 層のネットワークの場合，3.3.2項で述べたパッチサイズは
19
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ネットワークの活性化関数には，Leaky ReLU [21] f(x) = max(ax, x) (0 < a < 1) を
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つながる．一方 Leaky ReLU は，負領域においても 0 でない重み a を持つため，この問
題を緩和できると期待される．両活性化関数の比較については 3.6.3項にて行う．本シス












の各層において，入力された 2進数固定小数点数 X が，n ビットの小数部を持つものと
する．このとき，X を 2n 倍することにより整数とみなしたもの，つまり 2nX が RNS
表現に変換される．続いて，同じく 2n 倍された上で RNS 表現に変換されたフィルタ係
数 2nF との乗算が行われ，積 22nXF を得る．これは，小数部が 2n ビットに増加したこ
とと等価であるが，RNSにおける除算の困難性から，ビットの切り詰めは行われず，その




ある層の入力数 (前層の出力数) が i，出力数 (ノード数) が j，フィルタ画素数が k で
あるとき，パイプラインに展開される乗算回数は ijk，加算回数は ijk − 1 であるのに対





ある SystemVerilog を用いてレジスタ転送レベル (Register Transfer Level, RTL) で設計
されており，全体の構成を概観すると図 3.6のようになる．
3.4.1 入力
本システムは，外部から，入力画像の RGB 画素値 (in r，in g，in b) が，ラスタスキャ
ンにより座標 (in vcnt, in hcnt) とともに与えられることを前提に設計されている．なお，
21




















画素値は 8ビットの符号なし整数であり，in vcnt，in hcntはそれぞれ，画像の左上を原点
としたときの垂直及び水平座標である．入力画像のサイズはQuarter HD (960×540)であ






構成するとシステムが複雑化する．そこで今回の実装では，4 画像を 1 ストリームにイン
タリーブすることとした．また反転そのものは，入力時ではなく，ネットワークの各層で
畳み込みのたびに行うため，ここでは単に入力の 1 画素を 2× 2 = 4 回出力するだけで良
い．つまり，ニアレストネイバー法による拡大と等価である．したがって，反転のための
大きなフレームバッファ等は不要で，レイテンシの増大もない．このインタリーブの様子
を図示したものが図 3.7である．また，反転の種別は，表 3.1に示すように，垂直座標 v
と水平座標 h それぞれの偶奇の組み合わせに対応している．
22
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ピクセルクロックの 4 倍となる．そのため，図 3.6にあるように，クロックドメイン間で
画素値や座標データを受け渡すためにデュアルクロック FIFOを用いている．渡された画
素値 (計 24ビット) は，座標に応じて RAM に格納される．また，出力の基準となる座標
を，入力座標を (v, h) としたとき，(2v, 2h) をベースとし，RAM に十分な画素が保存さ
れるまでに必要なレイテンシを考慮して生成する．生成された出力座標をもとに，RAM
から対応する画素値を読み出すことで，インタリーブされた画素ストリームを生成する．
具体的には，生成された出力側の座標を (v, h) とすると，以下の式のように表される．












入力された 8 ビット整数の各画素値を，n(≥ 8) ビットの小数部を持つ 0 から 1 までの固
定小数点数に変換する．続いて 4つの layer モジュールを通して超解像を適用し，復元さ
れた画素値を再び 8 ビット整数に変換して，座標とともに出力する．なお，固定小数点画
素値 x の整数への変換は，以下のように，最近値への丸めによって行う．










とにより整数とみなして，rns encoder モジュールにより RNS 表現への変換を行う．RNS
表現はひとまとまりのビット列にパックされ，RNS 専用の加算器及び乗算器のモジュー
ルを用意することにより，固定小数点数と同様に扱えるように設計している．
続いて，変換された RNS ストリームそれぞれについて，シフトレジスタと FIFOを用
いて実装された移動ウインドウで，フィルタと同サイズ，つまり 3 × 3 の小画像を得る．
3.4.2項で述べたインタリーブのため，ここでは 1 画素ずつ間隔を空けながら画素を取り
出す必要があることに注意されたい．FIFOはデュアルポート RAMを用いた設計となっ




































図 3.8: layer モジュールの構成図
25
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3.4.5 rns encoder モジュール
rns encoder モジュールは，入力された 2進数整数 X = 2nx を，RNS表現 {xi | xi =
X mod mi} に変換する機能を司る．基底 M = {mi} はパラメータにより指定できる．本
システムが実装される Xilinx Virtex UltraScale FPGAでは，LUTを 6入力 1出力 また
は 5入力 2出力 のいずれかで構成できることから，効率的な実装のため，法 mi は 5ビッ
ト以下のものに制限している．ここで，法 mが nビットであるとは，任意の整数 xに対し
て x mod m を n ビットの 2進数で過不足なく表現できる，すなわち 2n−1 + 1 ≤ m ≤ 2n
であることを意味するものとする．したがって，今回の実装では 2 ≤ mi ≤ 32 である．こ
の制約のもとでも，法をM = {7, 11, 13, 17, 19, 23, 25, 27, 29, 31, 32} とすれば，ダ
イナミックレンジ D > 247 となり，ニューラルネットワークの数値表現として実用上十
分なダイナミックレンジが得られる．
本モジュールは，M に含まれる各々の法mに対して，LUTを用いた剰余計算を行う．ま
ず，入力値X を下位から 6ビットごとに区切り，分割された各ブロックXi (i = 0, 1, 2, ...)に






mod m = X mod m







6  LUT 6  LUT 6  LUT
図 3.11: rns encoder モジュールにおける剰余計算
3ビットの法 (5 ≤ m ≤ 8) に対するモジュロ加算器は，6 入力 LUTを用いることで容
易に実現できる．出力が 3ビットであるため，必要な LUTの数は 3である．法が 4ビッ
ト (9 ≤ m ≤ 16) または 5ビット (17 ≤ m ≤ 32) である場合は，図 3.12に示す通り，各
入力 x, y をそれぞれ，下位 3ビット xl, yl と残りの上位ビット xu, yu に分割する実装
となっている．
4ビットの法においては，xl と yl を加算した後，得られた 4ビットの和 sl = xl+yl と，
残された各 1ビットの xu 及び yu，計 6ビットを 6入力 LUTに与えて結果 (8(xu+ yu)+
sl) mod m = (x + y) mod m を得る (図 3.12 (a))．必要な LUTの数は 8である．一方，
27
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5ビットの法においては，下位 3ビット及び上位 2ビットに分割した上で 2数の加算を行
い，得られた 6ビットの和 x+ y を 6入力 LUTに与えて剰余 (x+ y) mod m を得る (図
3.12 (b))．必要な LUT数は 11である．なお，実際に使われる LUT数は，合成ツールの






















進数整数への変換，活性化関数 (Leaky ReLU) の適用及びビット切り詰めを行う．なお，




が n ビットであるとき，この乗算は n 入力 LUT n 個を用いて容易に実現できる．論理合
成時に，パラメータとして与えられた real型係数 w は，小数部ビット幅に応じて整数に
変換され，それに基づいて以下のような値を持つ LUTが自動的に構築される．
LUT[x] = (x× ⌊2nw + 0.5⌋) mod mi









2n ではなく 22n である点が異なる．
バイアスの加算後は，rns decoder モジュールにより RNS表現から 2進数整数への変
換が行われ，活性化関数 (Leaky ReLU) の適用と，小数部ビットの増加分を切り詰めるた





3.4.7 rns decoder モジュール
rns decoder モジュールは，rns encoder とは逆に，RNS表現から 2進数整数への変換
を行う機能を備え，2.6節にて示した変換式 (2.2) にあたる機能が，パイプラインで実装
されている．図 3.13がその構成図である．
本モジュールはまず，入力されたそれぞれの法における剰余 xi と，対応する重み wi と










最後に，s のダイナミックレンジ D による剰余を取ることで，2進数整数 X を求める．
s mod D =
n−1∑
k=0
(wkxk mod D) mod D =
n−1∑
k=0
(wkxk) mod D = X
s と D はいずれも大きな整数であるので，3.4.5項で述べたような手法での剰余計算は難
しい．そこで本モジュールでは，s ≤ n(D− 1) < nD であることに着目し，⌊log2(n− 1)⌋
から 0 までの各整数 k を用いて，s が 2kD 以上ならば 2kD を引くという操作を順に行
うことで，所望の結果を得る．この比較及び減算の回数は ⌊log2(n− 1)⌋+1 で固定である
ため，パイプラインの流れを乱すことはない．
なお，ここで得られた X は符号なし整数である．本来の符号付き整数に変換するため
には，しきい値 t との比較を行い，t < X ならば D を引くという操作を行う．
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図 3.13: rns decoder モジュールの構成図
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Chainer [39] 5.3.0を用いる．Chainer では，NVIDIA 社の GPU 向けコンピューティン
グプラットフォーム CUDA を用いて，GPU により高速に学習を進めることができる．ま
た，学習及び評価に必要となる各種の処理は，Python 上で数値計算ライブラリ NumPy
1.16.2，コンピュータビジョンライブラリ OpenCV-Python [40] 4.0.1.24，画像処理ライ
ブラリ scikit-image [41] 0.12.3 を用いて行う．
3.5.2 データセットと学習手順
ネットワークの学習に用いる学習データセットと，超解像品質の評価に用いる評価デー











チサイズ (画像の枚数) は 8 としている．ミニバッチの生成手順を図 3.15に示す．なお図
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まず，読み出された 8枚の画像から，512× 512 の小画像を切り出す．切り出し位置は，
Pythonの random.randint()関数を用いてランダムに決定する．次に，データ型を 8ビッ
トの符号なし整数から，Chainerで使用される 32ビットの浮動小数点数 (numpy.float32)
にキャストした後，データ拡張 (Data Augmentation)のため，2.5節で述べた PCA Color
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パターンの変形を加える．こうして生成された 8枚の小画像を，OpenCV の resize() 関
数により面積平均法 (cv2.INTER AREA) で 256× 256 に縮小した画像群が訓練ミニバッチ
となり，垂直及び水平座標がいずれも偶数である画素 (3.3.2項で述べた，4画素のうち左




には平均二乗誤差 (Mean Squared Error, MSE) を，学習率 (Learning Rate) の調整を行
う最適化関数には Adam [42] を採用した．いずれも Chainerで標準関数として提供され
ているものである．Adamのパラメータについては，論文 [42] の推奨値かつデフォルト






事前拡大手法においては，図 3.16に示すように，256× 256 サイズでランダムに小画像
を切り出し，データ拡張を適用したものがそのまま教師ミニバッチとなり，教師ミニバッチ























を 4倍にする Space to Depth 変換により生成される．これは Chainerの space2depth()
関数を使い，スケーリングファクター引数 r に 2 を指定することで実現できる．関数
33
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の入力画像を I とし，そのサイズを (C, V, H) としたとき，出力画像 O のサイズは
(4C, V/2, H/2) となり，その対応関係は以下のように表される．
O(c, v, h) = I(c mod C, 2v + ⌊c/(2C)⌋, 2h+ ⌊c/C⌋ mod 2)
ただし，C は画像のチャネル数，V は高さ，H は幅である．今回の場合，C = 3 (RGB)，




















































号対雑音比 (Peak Signal-To-Noise Ratio, PSNR) 及び Structural Similarity (SSIM) [43]
を用いる．SSIM は構造的な類似性に着目した画質評価指標で，PSNR 等と比較して，主
観画質評価との相関に優れているとされる．
画像 x 及び y の間の SSIM は以下の式により算出される．
SSIM(x, y) =








ここで，µx 及び σ2x はそれぞれ x の平均及び分散であり，µy 及び σ
2
y についても同様で
ある．σxy は x と y の共分散であり，c1 及び c2 は値を安定させるためのパラメータであ
る．SSIMは，2 画像が完全に同一である場合のみに最大値の 1 をとる．
評価データセットの各入力画像に対して超解像を適用し，scikit-imageの compare psnr()
及び compare ssim() 関数を用いて PSNR 及び SSIM を算出する．各関数のパラメー




32.2730，SSIM が 0.9221 である．
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れている事前拡大手法 (PE) 及びサブピクセル再構成手法 (SP) のそれぞれについて，複
数のネットワークサイズ (16/20/25) を組み合わせた 9 構成で 5000 イタレーションまで
学習を進め，その過程で品質に生じる差異を評価する．その結果は 3.6.2項で扱う．また，
3.3.3及び 3.5.2項で言及したように，本研究では基本的に，ネットワークの活性化関数と
して Leaky ReLU を，学習時のデータ拡張として PCA Color Augmentation を適用する
が，これらが及ぼす影響を検証するため，別途活性化関数として ReLU を用いた構成や，
PCA Color Augmentation を無効化した構成も用意し，比較することとする．その結果は
3.6.3項で扱う．
評価したシステム構成の一覧を表 3.3に示す．ここで，「PCA CA」は PCA Color Aug-
mentation の略である．また「フィルタパラメータ数」はフィルタ係数の総数を意味し，
ネットワークの規模や演算量の目安となるものである．サブピクセル再構成手法のみ出力












パラメータ数1 2 3 4
PE16+CA
事前拡大




PE20+CA 20 20 20 3 Yes 8280
PE25+CA 25 25 25 3 12600




16 16 16 12 6768
SP20+CA 20 20 20 12 Yes 9900
SP25+CA 25 25 25 12 14625
SP25 25 25 25 12 No 14625
Flip16+CA
反転
16 16 16 3 5472
Flip20+CA 20 20 20 3 Yes 8280
Flip25+CA 25 25 25 3 12600
Flip25 25 25 25 3 No 12600
Flip25+CA
(ReLU) 25 25 25 3 Yes ReLU 12600
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3.6.2 超解像手法とネットワーク規模による品質の変化
Flip+CA, SP+CA, PE+CA の 3 手法それぞれに対し，各層の出力チャネル数を 16,

















倍である SP25+CA と SSIM において同等の品質を得られ．Flip16+CA については，パ






のイタレーション数をまとめたものが表 3.4 である．図 3.18のグラフと一致する結果が
得られていることが分かる．また，最高の PSNR を達成したパラメータを使った実際の






























































図 3.18: 基本 9 構成の超解像品質の比較
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図 3.19: 基本 9 構成における超解像画像の例 (1)
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図 3.20: 基本 9 構成における超解像画像の例 (2)
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図 3.21: 基本 9 構成における超解像画像の例 (3)
41
3 リアルタイム超解像システムの実装と評価 3.6. 評価と考察














Flip25+CA (ReLU) 33.8703 4863
Bicubic 32.2730 -
3.6.3 Leaky ReLU と PCA Color Augmentation の導入による影響
本システムでは，活性化関数として Leaky ReLU [21] f(x) = max(ax, x) (a = 0.25)
を，データ拡張アルゴリズムの一つとして PCA Color Augmentation を採用している．
そこで，これらの導入が及ぼす影響を検証するため，3.6.2項で用いたシステム構成の一
部について，活性化関数を一般的な ReLU f(x) = max(0, x) に置き換えたもの，あるい
は PCA Color Augmentation を無効化したものを用意し，学習を進めることとした．そ
の際の超解像品質の推移を示したものが，図 3.22 である．また，最高の PSNR を示した
時点における超解像画像の例を図 3.23 にいくつか示す．
まず，Leaky ReLUを用いた基本構成である Flip25+CA と，活性化関数を ReLU に置
き換えた Flip25+CA (ReLU) を図 3.22 で比較すると，SSIM では ReLU が上回る傾向
を示したものの，PSNR ではほぼ同等となっている．これは，ピークの PSNRをまとめ





べたところ，表 3.5に示すように，ReLUでは Leaky ReLUと比べて負の側に大きく偏っ
ていることが明らかとなった．この現象は，3.3.3節で述べたように，ReLUではいかなる
負の値も 0 としてしまうために起こると考えられる．例えば第 3層を見ると，ReLUのダ












































Flip25 + CA (ReLU)
(b) SSIM
図 3.22: PCA Color Augmentation の有無と活性化関数の選択による超解像品質の比較
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図 3.23: PCA Color Augmentationと活性化関数の選択による超解像画像の比較
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表 3.5: 活性化関数の直前における各層の値の分布
構成 層 最小値 最大値 分布幅
Flip25
1 -3.8580 3.6966 7.5547
2 -13.7951 4.3780 18.1731
3 -9.6116 4.5791 14.1907
4 -2.6467 2.6428 5.2895
Flip25+CA
1 -3.8831 3.8661 7.7492
2 -15.1395 4.6456 19.7851
3 -12.6653 5.7528 18.4181
4 -2.3151 1.9435 4.2587
Flip25+CA (ReLU)
1 -5.6665 2.1775 7.8440
2 -50.9858 4.7033 55.6891
3 -80.3211 11.2341 91.5553




次に，PCA Color Augmentationについて評価する．図 3.22のグラフから，PCA Color
Augmentation の導入により，品質が向上する傾向が見て取れる．特に SSIM においてそ
の変化は一貫しており，Flip, SP, PE いずれの構成においても品質の向上が認められる．
また PSNR についても，表 3.4 から，ピーク値は改善していることが分かる．本研究の
超解像システムは，FPGA の資源制約を考慮して小規模なネットワークを採用している
が，それでも PCA Color Augmentation によるデータ拡張の導入は，超解像品質の向上
に貢献することが確かめられた．
3.6.4 固定小数点演算による品質の変化











また，実際の超解像画像の例を図 3.24に示す．ここでは 8 ビットにおいても，視認でき
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本項では，Flip16+CA，Flip20+CA，Flip25+CA の 3 構成を FPGAに実装し，資源
使用量及び最大動作周波数を比較する．学習パラメータは，いずれの構成でも表 3.4 で示
した時点のものを使い，小数部のビット幅には，3.6.4項での評価結果を基に，8ビットを





表 3.7: 各層における RNSの構成
層 Flip16+CA Flip20+CA Flip25+CA
1
M = {5, 7, 9, 11, 13, 32} M = {5, 7, 9, 11, 13, 16} M = {5, 7, 9, 11, 13, 16}
t = 524288 t = 327680 t = 327680
2
M = {5, 7, 11, 13, 17, 32} M = {5, 7, 9, 11, 13, 32} M = {5, 7, 9, 11, 13, 32}
t = 786432 t = 425984 t = 360448
3
M = {5, 7, 9, 11, 13, 32} M = {5, 7, 9, 11, 13, 32} M = {5, 7, 9, 11, 13, 32}
t = 458752 t = 458752 t = 458752
4
M = {5, 7, 8, 9, 11, 13} M = {5, 7, 9, 11, 13, 16} M = {5, 7, 8, 9, 11, 13}
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小数点数と同じように扱える設計となっているため，演算モジュールを SystemVerilog の





シミュレーションには Cadence Xcelium 18.09 を，合成及び実装には Xilinx Vivado
2019.2を用い，ターゲットとする FPGAは Virtex UltraScale xcvu095-ffva2104-2-eであ




資源 Flip16 Flip20 Flip16 Flip20 Flip25 使用可能
LUT
210224 303958 236792 320646 456349
537600
39.10% 56.54% 44.05% 59.64% 84.89%
LUTRAM
1396 1714 2525 3103 3300
76800
1.82% 2.23% 3.29% 4.04% 4.30%
FF
245383 355501 231730 310662 430744
1075200
22.82% 33.06% 21.55% 28.89% 40.06%
BRAM
201 249 379 445.5 550.5
1728
11.63% 14.41% 21.93% 25.78% 31.86%
DSP
768 768 0 0 0
768
100.00% 100.00% 0.00% 0.00% 0.00%
CARRY8
27826 43203 1356 1672 2067
67200
41.41% 64.29% 2.02% 2.49% 3.08%
Fmax (MHz) 149.2 142.2 155.7 148.2 146.7 -
表 3.8 に示されているように，固定小数点演算を用いた実装では，DSP ブロックの使
用率が 100% となっている．これは，乗算演算子 (*) からツールが自動的に DSPを推論
するためである．ただし，ネットワーク全体で必要な乗算回数は，Flip16+CA で 5472，
Flip20+CA で 8280 であり，利用可能な DSPブロック数である 768を大きく超過してい
るため，max dsp オプションで上限値を指定することで，超過分は論理ブロックで実現さ
れるようにしている．また，加算が多用されているため，桁上がりを高速に伝播させるた
めのキャリーブロック (CARRY8) の使用率が DSPを除いて最も高く，Flip25+CA 構成
については，論理合成後の使用率が 106.19% と搭載資源量を超過し，実装ができなかっ
た．また，LUT の使用率も 94.20% と高値であった．
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演算では不可能であった Flip25+CA の実装も可能となっている．RNS 実装において使用












レイテンシは，構成によりわずかな差異があるが，概ね 300 µs 程度である．このレイ
テンシは，大部分が各層でのバッファリングによるものであるため，ほぼ受容野のサイズ
に依存して決まり，ネットワーク規模の違い，あるいは固定小数点実装，RNS実装の別に








Residue Number System (RNS) を用いることにより，加算及び乗算を小さな数のモジュ
ロ演算に分解し，LUTでの効率的な実装により資源使用量の削減を図っている．加えて，



















についても向上することが確認された．一方で LUTRAM 及び Block RAM の使用量に
ついては増加が認められたが，使用率は LUTと比べて小さく，ネットワーク規模を制限
するものではなかった．加えて，本システムは 60 fpsのフレームレートに対応でき，全体




に最適化することや，Squeeze-and-Excitation Network (SENet) [45] 等の画像の大域情報
を活用するアーキテクチャの導入が挙げられる．また，第 4章で述べる手術画像セグメン
テーションシステムのネットワークに導入した，畳み込み演算を空間方向とチャネル方向











































4.2.1 Fully Convolutional Network
J. Longらによって提案された Fully Convolutional Network (FCN) [46]は，ネットワー





行えない．そこで FCNでは，全結合層を 1× 1 の畳み込み (Pointwise Convolution) に置
き換えることで，空間情報を保持した尤度マップを得るようにしている．ただし，プーリ
ング層を経たことで解像度が低下しているため，このままでは粗い尤度マップしか得られ























































図る研究が多く行われている．例えば，Xception [3] や MobileNet [4] では，Depthwise
Separable Convolution と呼ばれるテクニックを導入し，軽量なネットワークを実現して
いる．これは，従来の畳み込み層を Depthwise Convolution (チャネルごとに独立した畳
み込み) と Pointwise Convolution (1 × 1 フィルタを使った畳み込み) に分離し，効率的
な特徴抽出を実現するものである．
Depthwise Separable Convolution では，Pointwise Convolution の部分が計算量やパ
ラメータ数で支配的になりやすい．そこで，Pointwise Convolution の部分を，Grouped
Convolution などの手法により，小さな Pointwise Convolution の集まりに分解して近似












4.3.2 Depthwise Separable Convolution
Depthwise Separable Convolution (以下単に Separable Convolution，あるいは Sep-
Convと呼ぶ)は，図 4.2に示すように，通常の畳み込み層を，深さごとの畳み込み (Depth-
wise Convolution) と点ごとの畳み込み (Pointwise Convolution) に分離するテクニック
である．これは，空間方向 (同一チャネルにおける近接画素間) の相関と，深さ方向 (チャ
ネル間) の相関は独立しており，互いに分離可能であるという仮定に基づいている．[3] や
[4] にて示されているように，Separable Convolution の導入により，推論精度に大きな低
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図 4.2: 通常の畳み込みと Separable Convolution の比較
フィルタサイズが K × K であり，入力と出力のチャネル数がそれぞれ M と N で
あると仮定すると，通常の畳み込み層 (図 4.2 (a)) におけるフィルタパラメータの総数
は K2MN となる．一方 Separable Convolution では，Depthwise Convolution におい
てK2M，Pointwise Convolution において MN，合わせて K2M +MN = M(K2 +N)
までパラメータ数が削減される．フィルタサイズは K = 3 が用いられることが多いた
め，一般的なネットワークでは K2 と比べて N がはるかに大きく，このため，Pointwise
Convolution がパラメータ数において支配的になりやすい．
[5] や [6] では，このような場合に，Pointwise Convolution の分解が有効であることが
示されている．例えば [6] においては，Grouped Convolution とチャネルのシャッフル操
作を組み合わせている．Pointwise Convolution を G 個のグループに分割して行うこと





ンプルな Separable Convolution のみを採用する．
Pointwise Convolution に引き続き，Leaky ReLU [21] f(x) = max(ax, x) (0 < a < 1)
が活性化関数として適用される．今回，a = 0.25 としている．一般的な ReLU f(x) =
max(0, x) と比べ，負の領域でも 0 でない傾き a を持つため，深いネットワークでも
55
4 手術画像セグメンテーションシステムの実装と評価 4.3. 設計
勾配消失を起こしにくいという利点がある．なお，Depthwise Convolution と Pointwise
Convolution の間では活性化関数は適用されない．
4.3.3 ネットワーク構造
ネットワークの基本構造としては，[47] や [48] 等で見られるエンコーダ・デコーダモデ
ルを採用する．図 4.3 に示すように，ネットワーク全体は，Extract，Reduce，Merge と
名づけた 3つのサブネットワークと，1 × 1 の畳み込み層 (Pointwise Convolution) から




つである Reduce と Merge を繰り返し再利用するものである．それぞれの利用回数を「再
帰レベル」と呼ぶこととし，L (= 1, 2, ...) で表す．なお，L はパラメータにより任意に




















図 4.3: 再帰レベル L = 3 の場合のネットワーク構成図
まず，入力された RGB画像は Extract サブネットワークを通り，C チャネルの特徴マッ
プに変換される．なお，図 4.3では入力画像のサイズが 400× 400 となっているが，これ
は 4.4節にて述べる学習時に用いられるサイズである．ネットワークには全結合層が含ま
れないため，S = 2Lk (k ∈ N) を満たすいかなるサイズの画像も受け入れることができる．
続く Reduce サブネットワークは，2S × 2S サイズの特徴マップを S ×S の特徴マップ
に集約する役割を担う．Reduce は計 L 回適用され，入力画像の大局的なコンテキストを
考慮しやすくする．ここで，Fn (0 ≤ n ≤ L) を n 個目の Reduce が出力した特徴マップ
とする．ただし，F0 は Extract の出力とする. すると，入力画像を I としたとき，Fn は
56
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以下のように定式化できる．
F0 = Extract(I)
Fi+1 = Reduce(Fi) (0 ≤ i ≤ L− 1)
なお，いずれの Fn も出力チャネル数は C である．
残る Merge サブネットワークでは，まず FL と FL−1 を入力とする．前者は内部でアッ
プサンプリングされた後，後者と連結されて 2C チャネルの特徴マップとなり，続く畳
み込み層により C チャネルの出力特徴マップに統合される．この出力は，同様の仕組み
により今度は FL−2 と統合される．このようにして Merge を L 回適用することにより，
Extract と Reduce が出力した各スケールの特徴マップ群 (F0, F1, ..., FL) は単一の特徴




F ′L = FL
F ′i = Merge(Fi, F
′
i+1) (0 ≤ i ≤ L− 1)
統合された特徴マップ F ′0 は，最後に用意された 1× 1 の畳み込み層により，X チャネ
ルの尤度マップ H に変換される．ここで X は，セグメンテーション対象となるクラスの
総数である．4.4.1項で述べるように，今回のアプリケーションである腹腔鏡下胆嚢摘出
術のセグメンテーションでは，X は 4 に設定されている．最終的に，入力画像中の画素
(x, y) が属するクラスは以下のように推測される．
class(I(x, y)) = argmax(H(x, y))




ながる．再帰レベル L と分類精度との関係については 4.5.2項で評価することとする．
この再帰的ネットワーク構造に，本研究ではさらに，G. Huang らにより提案された
Stochastic Depth 正則化 [51] を組み合わせることで，よりいっそうの過学習抑制を図って
いる．Stochastic Depthは，ネットワークの各層を，その深さに依存する一定の確率でバ
イパスする学習方法である．今回の設計では，2つのサブネットワーク Reduce と Merge





(1− pL) (1 ≤ n ≤ L) (4.1)
ただし，pL はハイパーパラメータであり，今回は pL = 0.5 としている．したがって，
pn = 1− n/(2L) である．
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き，一切の処理を行わない．なお，詳細な説明は 4.3.4 項に譲る．Stochastic Depth は，
Dropout [24] に類似した正則化機構として働き，ネットワークが過学習に陥るのを防ぐ．
加えて，Stochastic Depth は実質的な再帰レベルを減少させる効果をもたらすため，学
習速度を向上させる．一方推論時には，確率 pn で起こるバイパスを，pn によるスケー
リングに置き換える．これにより，セグメンテーションの結果は決定論的なものとなる．




















図 4.4: Stochastic Depthに基づくサブネットワークのバイパス
4.3.4 サブネットワーク
各サブネットワークの構成を図 4.5に示す．Extract は 4つの畳み込み層を備えており，
初めの層に限っては，Separable Convolution ではなく，Leaky ReLU を活性化関数とし
た一般的な 3× 3 の畳み込みを行う．これは，入力チャネル数 (図 4.2 における M に相
当) が 3 (RGB) と小さく，パラメータ数が小さいためである．C を出力チャネル数 (N)
とすると，この最初の畳み込み層は 32 × 3×C = 27C のパラメータを持つ．一方，残る
3 つの畳み込み層は， 3× 3 の Separable Convolution を用いており，M = N = C であ
る．したがって，それぞれが持つパラメータ数は C2 +9C である．なお，Extract に限ら
ず，ネットワーク内の各層では，3× 3 畳み込みに先立って幅 1 のゼロパディングが行わ
れるため，入力と出力の特徴マップのサイズは変化しない．これにより，Merge における
連結が容易に行える．
Reduce や Merge も含め，それぞれのサブネットワークにおいて全ての畳み込みが完了



























































Reduce は，3つの Separable Convolution層から構成されている．最初の層では，Depth-
wise Convolution をストライド幅 2 で行うことにより，入力された特徴マップ Fn−1 をダ
ウンサンプリングしている (Strided SepConv)．3つの層がそれぞれ持つパラメータ数は，
Extract と同様に C2 +9C である．ストライド幅は影響しない．またショートカット接続
部分にも，ダウンサンプリングのため，平均値プーリング (Ave. Pool) が用いられている．
ショートカットされた入力値を足す Identity Mappingの前に，Batch Renormalizationの
適用と，Stochastic Depth 正則化のために用意された重み係数 wn の乗算がなされる．x
を，一様分布 U(0, 1) からサンプリングした乱数であるとしたとき，学習プロセスにおけ
る wn は以下のように決定される．
wn =
1 (x ≤ pn)0 (otherwise)
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ただし，pn は式 (4.1) で示された，そのサブネットワークがバイパスされない確率であ
る．wn = 0 であるとき，サブネットワークの出力は単にダウンサンプリングされた入力
値 Fn−1 と等しく，畳み込み層や Batch Renormalization層は意味を成さない．実際の実
装では，それらは条件分岐により無効化され，演算は一切行われない．推論プロセスにお
いては，4.3.3項で述べたように，wn = pn となる．なお，Stochastic Depth は無効化も
でき，この場合は学習，推論の別を問わず wn = 1 となる．
他の 2つのサブネットワークと異なり，Merge はサイズの異なる 2つの特徴マップ F ′n
と Fn−1 を入力とする．前段の Merge から入力される小さい特徴マップ (F ′n) に対して
は，Separable Convolution を用いたアップサンプリング畳み込み (UpConv) 層が適用さ
れ，Extract から入力される大きい特徴マップ (Fn−1) と連結できるようになっている．こ
のアップサンプリング畳み込み層に対し，本研究では，4.3.5項で述べる 2種類のアップ
サンプリング技法を適用し，評価することとする．いずれの技法を用いた場合でも，パラ
メータ数は変わらず，C2 + 9C である．連結された 2C チャネルの特徴マップは，続く 2
つの Separable Convolution層により C チャネルの特徴マップに統合される．この 2層
が持つパラメータ数は，それぞれ 2C2 + 18C，C2 + 9C である．Merge もショートカッ
ト接続を備えており，Fn−1 と，ニアレストネイバー法によりアップスケーリングされた




サブネットワーク SepConv あり SepConv なし
Extract 3C2 + 54C 27C2 + 27C
Reduce 3C2 + 27C 27C2
Merge 4C2 + 36C 36C2
1× 1 Conv 4C 4C
合計 10C2 + 121C 90C2 + 31C
ネットワーク全体のフィルタパラメータ数を，表 4.1 にまとめる．ここから，Separable
Convolution を使用した場合の総パラメータ数は 10C2 + 121C であることが分かる．特
記すべき点として，この数字は再帰レベル L の影響を受けない．Separable Convolution
を使用しない場合，パラメータ数は 90C2+31C に増加する．例として C = 20 とすると，





本研究では，一般的な手法である転置畳み込み (Transposed Convolution) と，反転に基
60
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(a) 転置畳み込み (b) 反転に基づくサブピクセル再構成
図 4.6: アップサンプリング手法の比較
転置畳み込みは，逆畳み込み (Deconvolution) や Fractionally-Strided Convolution な
どとも呼ばれ，畳み込みニューラルネットワークのアップサンプリング層として広く用い





を示す．入力特徴マップのサイズを (C, V, H) とする．ただし，C はチャネル数，V は
高さ，H は幅である．まず，入力特徴マップに 3種類の反転 (水平反転，垂直反転，両反
転の併用) を適用する．続いて，オリジナルも含めた 4 種類の特徴マップそれぞれに，同
一の畳み込み層を用いた畳み込みを行う．それぞれの結果を，最初と同じ反転を再度適用
して本来の向きに戻してから，チャネル方向に連結した後，Depth to Space 変換により，
アップサンプリングされた特徴マップを得る．なお，Depth to Space 変換は，3.5.3項で
述べた Space to Depth 変換と対を成すもので，サイズ (4C, V, H) の入力特徴マップ Fin
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とサイズ (C, 2V, 2H) の出力特徴マップ Fout との対応関係は以下のように表される．











d = (v mod 2)× 2 + (h mod 2)
ただし、F (c, v, h) はチャネル c の座標 (v, h) における値を意味する．これらの手続き
を図示したものが図 4.6 (b) である．Depth to Space 変換のテクニックは，3.2.3項で述






本研究では，いずれのアップサンプリング手法においても 3×3の Separable Convolution
を用いている．したがって，反転に基づくサブピクセル再構成では，Depthwise Convolution
においてフィルタとの畳み込みが行われる画素数はチャネルあたり 9 である．一方転置

























る．データセットに含まれる画像の例を図 4.8 に示す．画像サイズは 640 × 512 である．












4 手術画像セグメンテーションシステムの実装と評価 4.4. 学習
表 4.2: データセットにおける各クラスの分布
クラス 表示色 学習 評価 合計
背景・器具 黒 65.46% 64.97% 65.34%
胆嚢 青 21.37% 22.35% 21.61%
胆嚢管 緑 4.96% 5.49% 5.09%
総胆管 赤 8.21% 7.18% 7.96%










同様に Chainer [39] 5.3.0 を利用する．また，訓練や評価で必要となる画像処理について




• 回転．cv2.warpAffine() 関数を用いて，一様分布 U(0, 2π) からサンプリング
したランダムな角度による回転を行う．入力画像は，ジャギーの発生を抑えるため
Lanczos4 [53] アルゴリズムで補間 (cv2.INTER LANCZOS4) するが，ラベル画像は 4









と定め，最終的に 400 × 400 にリサイズすることで，400/(400/s) = s の拡縮倍率
が得られる仕組みとなっている．s の値域から，切り出しサイズは 300× 300 から
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最適化関数には Adam [42] をデフォルトパラメータ (α = 0.001，β1 = 0.9，β2 = 0.999，
ϵ = 10−8) で利用している．データセットの全画像の学習が完了すると，順序をシャッフ
ルした上で再び最初から学習を続けていく．
小画像切り出し    〜 66































ここで，X = 4 は分類するクラス数であり，ti は教師ラベル画像においてクラス i に属
する画素の総数，ni は，クラス i に属する画素のうち，正しくクラス i に分類された画









65.0% と高い値になってしまう．一方 Mean Accuracy を用いた場合，分類精度は 25.0%
となり，より適切な評価が可能となる．
4.3節で述べた設計上の工夫と，4.4節で述べた PCA Color Augmentationの有効性を
評価するため，表 4.3にまとめた計 12 のシステム構成において，Mean Accuracy に基づ
いた分類精度を求める．なお，Flip，Trans はそれぞれ，4.3.5項で示した反転に基づくサ
ブピクセル再構成と転置畳み込みを表しており，SD は Stochastic Depth，CA は PCA
Color Augmentation の略である．また，C は各サブネットワークの出力チャネル数であ
り，L は再帰レベルを指す．C は Flip30 L4+SD 構成のみ C = 30 とし，他の構成は全て










まず，複数の再帰レベルと Stochastic Depth 正則化の有無を組み合わせた複数の Flip
構成 (Flip L1, L2, L2+SD, L4, L4+SD) で分類精度を評価する．図 4.10が，それぞれの
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表 4.3: 評価したシステム構成の一覧
Stochastic PCA Color
名称 UpConv 再帰構造なし C L Depth Augmentation
Flip L1 - 20 1 - -
Flip L2 - 20 2 - -
Flip L2+SD - 20 2 Yes -
Flip L4 - 20 4 - -
Flip L4+SD Flip - 20 4 Yes -
Flip L4+CA - 20 4 - Yes
Flip L4+SD+CA - 20 4 Yes Yes
Flip30 L4+SD - 30 4 Yes -
FlipNR L4+SD Yes 20 4 Yes -
Trans L1 - 20 1 - -
Trans L2+SD Trans - 20 2 Yes -
Trans L4+SD - 20 4 Yes -
構成における学習中の分類精度の変化を表している．なお，視認性を確保するため，3.6
節と同様，近似曲線による表示となっている点に注意されたい．この結果から，再帰レベ
ル L を大きくし，さらに Stochastic Depth を組み合わせることで，より優れたピーク精
度が得られると言える．L が大きくなると，ネットワークがそれぞれの出力画素を生成す
るために参照する入力画像中の領域，つまり受容野が広がる．詳細な評価は 4.5.3項で行




じる傾向が見られる．図 4.10 を見ると，この現象は L = 4 の構成で顕著であることが
分かる．ピークに達した後でも，学習中のソフトマックス交差エントロピー誤差に増加は
見られなかったことから，これは過学習の発生を示唆するものである．この精度低下は，
Stochastic Depth の併用により抑制されており，Stochastic Depth が過学習の軽減に有
効であることを示している．一方，L = 1 の構成では，パラメータ数が同等であるにもか
かわらず精度低下が見られない．考えられる要因としては，受容野が小さいため，データ
セットへの過剰な適応が難しくなったということが挙げられる．しかしながら，L = 1 に
おける分類精度は比較対象中で最低であるため，この再帰レベルを採用すべき理由はない．
次に，PCA Color Augmentation がもたらす影響について評価を行う．図 4.11 は，Flip
L4 と L4+SD 構成を用いて，PCA Color Augmentation の有無による分類精度の変化を
比較したグラフである．このグラフから，PCA Color Augmentation を併用した場合，過



























































図 4.11: Flip 構成の PCA Color Augmentation の有無による分類精度の比較
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データセットに含まれている画像は，4.4.1 項で述べたように実際の手術映像からキャ
プチャしたもので，ホワイトバランスや明るさ，照明条件が適切にコントロールされてい































図 4.12: Flip，Flip30，FlipNR 構成 (L4+SD) の分類精度の比較
続いて，本研究で導入した再帰的ネットワーク構造と，チャネル数 C が分類精度に与え
る影響を評価するため，L4+SD を採用した Flip (パラメータ数 6640)，Flip30 (パラメー
タ数 12630)，FlipNR (パラメータ数 18600) の 3 構成で分類精度を比較した．その結果が





の差異を比較した．その結果を図 4.13 に示す．学習データセットを用いた場合 (図 4.13
(a))，パラメータ数が多い構成ほど高いピーク精度を実現しており，特に FlipNR の品質






























































































図 4.14: Flip 構成と Trans 構成での分類精度の比較
最後に，L1，L2+SD，L4+SD を用いた Flip と Trans 構成の比較を行い，2つのアッ
プサンプリング手法が分類精度に与える影響を評価する．その結果は図 4.14に示すとお
りであり，いずれの手法においても L が大きくなるにつれて精度は向上しているが，同
一の再帰レベルでは Flip の精度がより優れていることが分かる．特に L = 4 の場合にお
いて差が大きい．4.3.5項で比較したように，転置畳み込みはゼロパディングの後に行わ














55.1% の評価精度を達成している．また，図 4.15 に，表 4.4の各構成を用いた実際のセ
グメンテーション結果の例をいくつか示す．L = 1 の場合，それぞれのクラスが細かく散
71
4 手術画像セグメンテーションシステムの実装と評価 4.5. 評価と考察
表 4.4: 各システム構成におけるピーク分類精度
Name Mean Accuracy (%) イタレーション
Flip L1 40.7 1905
Flip L2 43.6 1336
Flip L2+SD 43.3 1436
Flip L4 52.3 910
Flip L4+SD 55.1 1059
Flip L4+CA 46.8 1906
Flip L4+SD+CA 49.3 1912
Flip30 L4+SD 53.9 266
FlipNR L4+SD 53.7 326
Trans L1 39.6 802
Trans L2+SD 42.5 1468
Trans L4+SD 45.5 1748








く．各サブネットワークの出力特徴マップのサイズを r (つまり，r× r) としたとき，その
特徴マップの生成に関与する入力特徴マップ中の領域，すなわち受容野のサイズは図 4.16
のようになる．(a) Extract はリサンプリングを行わず，3× 3 の畳み込みを 4 回行うだけ
であるため，受容野のサイズは容易に求められ，r+8 である．r = 1 とすると，r+8 = 9
となる．つまり，Extract の出力特徴マップの各画素は，入力 RGB 画像中の 9× 9 画素
から生成される．(b) Reduce は，幅 2 のストライドを用いたダウンサンプリングを行う
ため，Extract よりも受容野が大きく，そのサイズは 2r+9 である．したがって，Reduce
の出力 1 画素は 11 × 11 画素から生成される．Merge の受容野は，採用するアップサン
プリング手法により若干変化する．具体的には，(c) 転置畳み込みを用いる場合のサイズ
は ⌈r/2⌉+ 3 であるのに対し，(d) 反転に基づくサブピクセル再構成を用いる場合のサイ
ズは ⌈r/2⌉+ 4 と，1 画素分大きい．これは，転置畳み込みにおけるゼロパディング後の
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入力画像 Flip L1
Flip L2 Flip L2+SD
Flip L4 Flip L4+SD
Flip L4+CA Flip L4+SD+CA
Trans L1 Trans L2+SD
Trans L4+SD Flip30 L4+SD
FlipNR L4+SD 教師ラベル画像
背景・器具 胆嚢 胆囊管 総胆管
図 4.15: セグメンテーション結果の例
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(d) 反転に基づくサブピクセル再構成を用いた Merge の受容野
図 4.16: 各サブネットワークの受容野の大きさ
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表 4.5: 再帰レベル L の変化による受容野の大きさの変化
L 1 2 3 4
Flip 27 63 135 271






RGB画像中の受容野のサイズは，r の初期値を 1 とし，先述したサブネットワークごと
のサイズ計算式を繰り返し適用することで求められる．例として，転置畳み込みを用いた
構成で L = 3 の場合，
rM1 = ⌈1/2⌉+ 3 = 4
rM2 = ⌈4/2⌉+ 3 = 5
rM3 = ⌈5/2⌉+ 3 = 6
rR1 = 2× 6 + 9 = 21
rR2 = 2× 21 + 9 = 51
rR3 = 2× 51 + 9 = 111
rE = 111 + 8 = 119
となる．ただし，rMi, rRi はそれぞれ Merge，Reduce を i回通過した時点，rE は Extract
を通過した時点での受容野の大きさである．つまり，ネットワーク全体としての受容野の
大きさは 119 (119× 119) となる．この計算過程を図示したものが図 4.17 である．また，
同様の計算により算出した，L = 1, 2, 3, 4 の受容野の大きさを表 4.5にまとめる．ここ
から，L が 1 大きくなるたびに受容野の大きさが 2 倍程度に増大すること，反転に基づ
くサブピクセル再構成を用いたほうが転置畳み込みよりも受容野が大きくなることが読み
取れる．このことは，4.5.2項の評価において Flip 構成が Trans 構成よりも高い品質を実
現できた一因と考えられる．
4.5.4 推論速度
GPU を用いた場合の推論速度を，デスクトップ PC (OS: Ubuntu 14.04, RAM: 64 GB,
CPU: Intel Core i7-5930K，GPU: NVIDIA GeForce GTX 1080) を用いて評価した．こ
こで用いるシステム構成は，4.5.2項での分類精度評価において最良の結果を達成した Flip
L4+SD とする．なお，推論は，学習時と同様に Chainer を用いて行う．
プロトタイプの腹腔鏡操作ロボットで用いられているカメラの解像度に合わせ，640×480
画素 (VGA) の動画ファイルを入力として評価を行ったところ，約 17 fps (frames per
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(a) 転置畳み込み (b) 反転に基づくサブピクセル再構成
図 4.17: L = 3 の場合におけるシステム全体での受容野の大きさ
second) のフレームレートでセグメンテーションが実行できることが分かった．Flip L4
とほぼ同等の構成で，Separable Convolution の代わりに通常の 3× 3 畳み込みを用いた
場合，理論上の計算量はより大きいにもかかわらず，40 から 50 fps が得られることを
確認している．このような速度低下が見られる理由として，今回の実装では，Chainer の
chainer.links.Convolution2D() クラスにおいて，groups 引数に入出力チャネル数と













4 手術画像セグメンテーションシステムの実装と評価 4.6. 総括
帰構造に Stochastic Depth 正則化を組み合わせている．これらの工夫により，パラメータ
数を増やすことなくピークの分類精度を向上させることができ，小規模な学習データセッ




る可能性が示唆された．システムはシングルの NVIDIA GeForce GTX 1080 GPU を用






と組み合わせることができる．例として，Squeeze-and-Excitation Network (SENet) [45]
























































5 画像ベースのリアルタイム振動検出システムの実装と評価 5.2. 関連研究
あるため，Lucas-Kanade (LK) 法 [55] を簡略化して利用する．また後者に対しては，適
応型バンドパスフィルタの一種である Band-Limited Multiple Fourier Linear Combiner
(BMFLC) [56] を導入する．BMFLC は入力信号を，事前に定義された周波数帯域内にあ
る複数の正弦波を合成したものとして再構成するものであり，位相遅れのないバンドパス
フィルタとして振る舞う．さらに，組み込みのフレームワークでリアルタイム処理を実現








は，生理的振戦の推定及びキャンセリングのため，Weighted Frequency Fourier Linear









た As’arry らは，粒子群最適化 (Particle Swarm Optimization) と差分進化 (Differential
Evolution) を用いて，振戦抑制のための作用力制御を行う仕組みを設計し，シミュレー
ションにより有効性を評価した [59]．Sajith らは，振動成分の検出のために触覚デバイス




Soran らは，サポートベクターマシン (Support Vector Machine, SVM) に基づくモー
ションフィルタリング技術を用いた振戦検出システムを開発した [62]. このシステムの処
理は，肌領域の検出，Lucas-Kanade (LK) オプティカルフローによる特徴量抽出，周波
数領域における SVM を用いた振動情報検出の 3 段階に分けられる．周波数成分に着目し
たアプローチにより，高い認識精度を達成したものの，振戦抑制に不可欠な時間領域にお
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ズム，Lucas-Kanade (LK) オプティカルフローと Band-Limited Multiple Fourier Linear
Combiner (BMFLC) についてその概要を述べる．
5.3.1 オプティカルフローと Lucas-Kanade 法
オプティカルフローは，動画像における隣接フレーム間の物体の動きを 2次元ベクトル
場として表現したものである．時刻 t における座標 (x, y) の画素 I(x, y, t) が，時刻
t+∆t において (x+∆x, y +∆y) に移動したとし，移動後にも画素値 (輝度値) は変化
しないと仮定すると，以下の式が得られる．
I(x, y, t) = I(x+∆x, y +∆y, t+∆t) (5.1)
ここで，画像が微分可能 (変化が滑らか) であり，また画素の移動量は小さいと仮定して，
右辺を 1次の項までテイラー展開すると
























Ixu+ Iyv + It = 0 (5.3)
が近似的に成り立つ．ここで Ix = ∂I/∂x および Iy = ∂I/∂y は画素値の水平および垂直
方向の勾配を表しており，It = ∂I/∂t は時間微分 (フレーム間の画素値の変化) を表して
いる．また，(u, v) = (∆x/∆t, ∆y/∆t) が (x, y) におけるオプティカルフローである．
なおこの式は，以下のようにも導ける．あるフレームにおける座標 (x′, y′) の画素値
I1(x
′, y′)を，(x, y) における勾配 Ix，Iy を用いて平面で近似すると，
I1(x
′, y′) = Ix(x
′ − x) + Iy(y′ − y) + I1(x, y)
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となる．続いて，次のフレームで，画像全体が (u, v) だけ平行移動したとすると，この
フレームにおける画素値 I2(x′, y′) は，
I2(x
′, y′) = Ix((x
′ − u)− x) + Iy((y′ − v)− y) + I1(x, y)
と表される．したがって，
I2(x
′, y′)− I1(x′, y′) = −Ixu− Iyv
となり，It = I2(x′, y′)− I1(x′, y′) とおけば，式 (5.3) が導かれる．
式 (5.3) は 2 つの未知数 u と v を含むため，この式単独では解を一意に定めることは
できない．そこで，オプティカルフローを推定するためにいくつかの手法が提案されてい
るが，今回の研究では Lucas-Kanade (LK) 法 [55] を用いる．この手法では，以下の追加
条件を仮定する．
• 対象物体上の各画素の動きは 1 画素未満と小さい
• 小さな局所領域内においては，物体の動きは一様である
これらの条件下においては，式 (5.3) が局所領域内の全ての画素で成立する．したがって，







































Band-Limited Multiple Fourier Linear Combiner (BMFLC) [56]はこうした適応型推定
フィルタの一種であり，事前定義された周波数範囲内に限定されたフーリエ級数モデルに
基づいている．図 5.1に示すように，注目する周波数範囲 [f0, f1]を，同一の周波数幅を持
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サブバンド
図 5.1: G に基づく周波数範囲の分割
つ L 個のサブバンドに分割する．それぞれのサブバンドは，L = (f1−f0)G，fr = f0+ rG
とすると [fr, fr+1] (0 ≤ r < L) と表される．




{wr,k sin (2πfrtk) + wr+L,k cos (2πfrtk)}
= wTk xk (5.5)
ただし，kはサンプルのインデックス，tk [sec]は kにおける時刻, wk = [w1,k, · · · , w2L,k]T
は適応重みベクトルである．また，xk = [x1,k, · · · , x2L,k]T は以下の式により与えられ
る参照入力ベクトルである．
xr,k =
sin (2πfrtk) (0 ≤ r ≤ L− 1)cos (2πfr−Ltk) (L ≤ r ≤ 2L− 1) (5.6)
重みベクトルwk は，式 (5.5)におけるフーリエ係数に対応しており，Least Mean Square
(LMS) アルゴリズム [66] により，以下のように更新される．
εk = sk − ŝk = sk −wTk xk (5.7)
wk+1 = wk + 2µεkxk (5.8)
ここで µ は適応ゲインパラメータであり，収束の速度と安定性のバランスを取る役割を
担っている．参照入力ベクトル xk は，式 (5.6) に示されているように帯域制限された正
弦波信号から成るため，BMFLC は位相遅れのないバンドパスフィルタとして振る舞う．
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資源を消費してしまうことから，VGA (640× 480) を用いることとする．VGA のカメラ
が 90◦ の水平視野角を持ち，手から 50 cm 離れて設置されていると仮定すると，1 画素
は手の位置において約 1.56 mm に相当する．また，LK オプティカルフローがサブピク
セルの精度を持つことから，1.56 mm 未満の振幅の振戦も検出可能である．したがって，
VGA 解像度は実用的な設定であると言える．
[67] で示された振戦の特性に基づき，本研究では周波数範囲が 8 から 12 Hz の振動成
分の検出を目指す．12 Hz の振動を検出するためには，フレームレートは最低でも 24 fps
(frames per second) が必要であり，より高いほうが望ましい．動画像のフレームレートと
しては 30 あるいは 60 fps が一般的であり，フレームレートはフレームバッファの大きさ
に影響しないことから，最大動作周波数の許す限り高く設定できる．そのため，今回はフ
レームレートとして 60 fps をターゲットに定めた．
また，効果的な振戦抑制を達成するためには，BMFLC を用いたバンドパスフィルタ
のレイテンシを小さく抑えなければならない．正弦波信号 sin θ を，逆位相の正弦波信号
− sin θ でキャンセルする場合を考える．逆位相信号に d rad の位相遅れがあると仮定す
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ると，キャンセル後の信号は，以下のように表される．
sin θ − sin(θ − d) = sin θ − sin θ cos d+ cos θ sin d
= (1− cos d) sin θ + sin d cos θ
=
√
(1− cos d)2 + sin2 d sin(θ + α)
=
√
2(1− cos d) sin(θ + α)




ら，12 Hz の振動の振幅を 90% 低下させるために許されるレイテンシは 1.3 msec 程度で
あり，99% の抑制の場合は 130 µsec となることが分かる．
5.4.2 設計概要
5.4.1 で定めた要件に基づいて，システムの設計を行った．図 5.3 は，提案システムの構
成を大まかに示したものである．システムは，of モジュール，of2bmflcモジュール，そし
て bmflc モジュールから構成されている．まず，カメラから入力される 8 ビットのグレー
スケール画像は，of モジュールにストリームとして入力される．つまり，1クロックにつ
き 1画素が，ラスタスキャンの要領で入力される．of モジュールは LKオプティカルフ
ロー (u, v) を各画素について計算するもので，完全にパイプライン化されている．of モ
ジュールの出力は of2bmflc モジュールに与えられ，ロバストな平均オプティカルフロー
(ū, v̄) がフレームごとに生成される．そして最終的に bmflc モジュールが，事前に定義さ
れた周波数範囲内の振動成分 (∆x, ∆y) を推定し，出力する．
of と of2bmflc モジュールはピクセルクロックと同期して動作する一方，bmflc モジュー
ルは，5.5 節で説明するように，より高速な別のクロックにより駆動される．クロックド
メインをまたいだデータの受け渡しには，シンプルなハンドシェイクに基づくシンクロナ
イザを用いた．ū と v̄ は 1 フレームに 1 回しか生成されないため，この手法で十分な通
信速度が得られる．
5.4.3 of モジュール
of モジュールは，図 5.4 及び 5.5 に示すような深いパイプライン構造により，入力画
像から各画素の LK オプティカルフロー (u, v) を計算する．これは，[68]から着想を得
たものである．
図 5.4 はモジュールの前段部であり，オプティカルフローの計算に必要な水平方向の勾
配 Ix，垂直方向の勾配 Iy，そして時間方向の変化 It を計算する役割を担う．まず，入力
されたフレーム k の画素 pk の周辺 3× 3 画素を，FIFO とシフトレジスタを組み合わせ
た移動ウインドウにより得る．この小画像に，水平及び垂直方向のソーベルフィルタを適
用することで，Ix および Iy が得られる．なお，ソーベルフィルタのカーネルについては
図 5.4 に示すとおりであり，絶対値として 0，1 もしくは 2 しか含まないため，シフトと
加減算器のみで実装でき，乗算器を必要としない．一方 It については，FIFO として構
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図 5.4: of モジュールの前段部の構成
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築されたフレームバッファにより，前のフレームにおける画素値 pk−1 を取得し，pk との
減算を行うことで得られる．Ix および Iy とタイミングを合わせるためのバッファが挿入
されていることに注意されたい．








× × × × × ×
図 5.5: of モジュールの後段部の構成
図 5.5 に示すモジュール後段部では，前段部で求めた Ix, Iy, It を用いて，5.3.1節の






















y , IxIt および IyIt のストリームを得るために，5つの乗算が並列に




オプティカルフロー (u, v) を求める．ここで，図 5.5 の大部分の演算は整数演算により
行えるが，最終段のパイプライン除算器についてのみ，固定小数点演算を用いている点に
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注意されたい．そのため，オプティカルフローの最終出力 u および v は，整数部 11 ビッ












する．本モジュールは u 及び v のそれぞれに対して別に用意されており，その構造は，図
5.6 に示されるとおりである．このモジュールは入力されたオプティカルフローの値を積
算し，フレーム内のオプティカルフロー値の総和を求める．ただし，ノイズの影響を緩和
するため，絶対値がしきい値 t > 0 を上回るオプティカルフローのみを利用するようにし

















構造にはなっていない．これは，ū と v̄ は 1 フレームに 1 回しか与えられず，完全パイプ
ラインで構築する必要がないためである．こうすることで，状態間で共通する演算では演
算器を共有でき，資源使用量の削減につながる．以下，bmflc モジュールの入力信号 (フ
レーム k における ū または v̄) を sk と表記する．
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図 5.6: of2bmflc モジュールの構成
State 0においては，入力された位相 θに対応する正弦関数 sin θの値を出力する sin calc
モジュールを用いて，次フレームの時刻 tk+1 に対応する，式 (5.6)で示した参照入力ベ
クトル xk+1 を計算する．このモジュールは，内部のルックアップテーブル (LUT) に，
θ ∈ [0, π/2] に対応する正弦関数 sin θ の値計 1024 エントリを保持している．なお，この
LUT は Block RAM を用いた ROM として実装されている．位相 θ (0 ≤ θ < 2π) が 12
ビットの整数として与えられると，下位の 10 ビットをテーブルのインデックス計算に，残
りの 2 ビットを象限の選択に利用して，sin θ を出力する．cos θ = sin(θ+ π/2) の関係を
利用することで，xk+1 全体をこのモジュール 1 つで用意できる．
State 0 における参照入力ベクトルの準備が完了すると，bmflc モジュールは State 1
に遷移し，of2bmflc からフレームごとの平均オプティカルフロー sk が送信されるまで待
機する．その後 State 2 において，前回のサイクルで用意された参照入力ベクトル xk に
2µεk = 2µ(sk− ŝk) が乗じられ，式 (5.7) 及び (5.8) で示したように，その積が現在の重み
ベクトル wk に加算されることで，重みベクトルが wk+1 に更新される．最終的に State 3
において，式 (5.5) に従い，xk+1 と wk+1 の内積が計算され，推定された信号値 ŝk+1 と
して出力されることになる．なお，State 2 および 3 の全演算は，(11 + n) ビットの固定
小数点演算である．
88

















図 5.7: bmflc モジュールの処理の流れ
今回の実装では，設計パラメータは以下のように設定している．
µ = 2−7, G = 4, f0 = 8, f1 = 12
つまり，ターゲットとする周波数範囲は 8 から 12 Hz であり，調波の数 L は L = (12−
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5.5.1 ハードウェア実装
提案システムは，SystemVerilogを用いたレジスタ転送レベル (Register Transfer Level,
RTL)記述で FPGAに実装した．FPGAにパイプライン実装することでレイテンシが抑え
られるのみならず，その再構成可能な性質により，ASIC (Application-Specific Integrated




論理合成および実装には Xilinx Vivado 2018.3 を用い，ターゲットとする FPGA は，
KC705 評価ボード上に搭載された Xilinx Kintex-7 XC7K325T FPGA である．評価にあ
たっては，OmniVision Technologies 社製の OV9620 CMOS カメラを入力デバイスとす
る．このカメラは，VGA 解像度 (640× 480) の映像を 60 fps で出力する．
of および of2bmflc モジュールについては，図 5.3 にもあるように，カメラデバイスの




















点数 (Float64) を用いて Python によるソフトウェア実装により生成した結果と比較する
と，n = 21 においてはほぼ同じ結果が得られていることが分かる．この結果から，n = 21
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図 5.8: 固定小数点演算の評価用に生成した画像
表 5.1: 小数部ビット幅による of2bmflc モジュールの出力値の変化
n 9 12 15 18 21 Float64
ū1 0.730469 0.731201 0.731415 0.731422 0.731426 0.731426
v̄1 -0.113281 -0.113770 -0.113861 -0.113869 -0.113870 -0.113870
ū2 -0.035156 -0.036133 -0.036285 -0.036293 -0.036293 -0.036293
v̄2 0.662109 0.662842 0.663086 0.663090 0.663094 0.663094
ū3 -0.765625 -0.767822 -0.767914 -0.767941 -0.767942 -0.767943
v̄3 0.041016 0.042480 0.042664 0.042671 0.042675 0.042675
ū4 0.074219 0.074463 0.074677 0.074692 0.074694 0.074694
v̄4 -0.761719 -0.763184 -0.763275 -0.763287 -0.763290 -0.763290
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一方 bmflc モジュールに対しては，2 または 10 Hz の正弦波信号を与えて評価を行っ
た．図 5.9 に，入力信号と，それぞれの小数部ビット幅における推定出力を示す．いずれ
の周波数においても，n = 21 であれば Float64 と視覚上ほぼ同等の結果が得られている
ことが分かる．n = 15 についても良好であるが，2 Hz の信号 (図 5.9 (a)) においてわず
かな誤差が見受けられる．n = 12 になると誤差が明確に現れ始め，n = 9 では信号に正
しく追従できなくなっている．それぞれのビット幅における Float64 に対する平均絶対誤
差 (Mean Absolute Error, MAE) を表 5.2 にまとめる．ここからも，n が増加するにつれ
て精度が改善していることが分かる．なお，BMFLC は適応アルゴリズムであるため，こ
れらの誤差が経時的に蓄積することはないと考えられる．
表 5.2: 小数部ビット幅による，bmflc の出力の Float64 に対する平均絶対誤差






図 5.9 から，BMFLC がバンドパスフィルタとして機能していることも確認できる．(a)
2 Hz の信号は，検出対象の周波数範囲 (8 から 12 Hz) から外れているため，入力信号に
対して大きく減衰している一方，(b) 10 Hz の信号は入力信号に近い振幅が得られている．
また，(b) では入力と出力の位相が一致していることも分かる．このことは，BMFLC が
位相遅れのないバンドパスフィルタとして振る舞うことを裏付けるものである．




5.5.2 項での評価に基づき，小数部ビット幅として 21 ビットを採用し，Vivado を用い
たターゲット FPGAへの論理合成および実装を行った．その結果，設計したハードウェ
アは問題なく実装され，全てのタイミング制約を満たした．
表 5.3 に，FPGA の資源使用量をモジュールごとに分けてまとめる．ここから，提案シ
ステムは LUT，FF，DSP について 10% 前後の資源を消費していることが分かる．なお，
LUT と FF の資源使用量合計が各モジュールの総和と一致しないが，この差はクロック
ドメイン間のハンドシェイクシンクロナイザによるものである．一方 Block RAM に関し









































図 5.9: 小数部ビット幅による bmflc の出力の変化
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いる．しかし全体としては，Block RAM を除いて提案システムはコンパクトであり，組
み込み環境での実装にも適することが示された．
表 5.3: FPGA の資源使用量
モジュール LUT FF DSP BRAM
of 20182 20565 24 171
of2bmflc 830 622 6 0
bmflc 3232 6954 24 1
合計 24247 28279 54 172
使用率 (%) 11.90 6.94 6.43 38.65
5.5.4 スループットとレイテンシ
今回の実装における最大動作周波数 Fmax は，ピクセルクロックドメイン (27 MHz) で
は 99.5 MHz，高速クロックドメイン (100 MHz) では 113.8 MHz であった．このように，
タイミング制約を十分に満たしているため，ピクセルクロックに同期したパイプラインで
ある of と of2bmflc モジュールは，60 fps のリアルタイム性能を達成したこととなる．こ
れらのパイプラインモジュールにおけるレイテンシは表 5.4 にまとめたとおりである．た










一方，bmflc モジュールでのフィルタリングに要するレイテンシは 74 クロックサイク
ル，つまり 0.74 µsec である．5.4.1 項で述べたように，12 Hz の振動を 99% キャンセ
ルするために許容される最大のレイテンシは 130 µsec であることを考えると，bmflc モ
ジュールにおけるレイテンシはほとんど無視できる．カメラの 1 フレームは同期領域を含
めて 16.67 msec にあたることも考えると，提案システムはレイテンシの観点からも十分
なリアルタイム性を達成していることが示されたと言える．
さらに，パフォーマンスの比較のため，C++ と OpenCV を用いて提案システムのソ
フトウェア版を実装した．このソフトウェアを，Intel Core i7 2.67 GHz CPU を搭載した
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Linux デスクトップ PCで実行したところ，実行時間は 48.91 msec であり，FPGA 版が







ら振動成分を検出させた．BPM (Beats Per Minute) の設定として，120 と 200 の 2 つ
を使用する．メトロノームは，振り子が左右に振れるたびに音を発生させる器具であるた
め，これらの BPM は，それぞれ毎分 60 および 100 往復，つまり 1 Hz および 1.67 Hz
の機械的振動に相当する．記録された結果を図 5.10 (a) から (d) に示す．120 BPM およ
び 200 BPM における of2bmflc の出力に対応する図 5.10 (a) および (c) から，振り子の
振動成分が適切に検出されていることが分かる．加えて，いずれの BPM に対応する周波
数もバンドパスフィルタの通過帯域 (8 から 12 Hz) 外であるため，bmflc の出力にあたる
図 5.10 (b) および (d) を見ると，検出された振動が適切に除去されていることが分かる．
続いて，より実践的な映像における実用性を検証するため，カメラの前で手を振る実験
を行った．初めは手をゆっくり動かし，その後，振戦を模擬した速い動きに切り替えた．
その結果を図 5.11 (a) から (d) に示す．図 5.11 (a) および (b) から，遅い動きは of2bmflc
により適切に検出されたが，周波数が 8 Hz を大きく下回るため，bmflc により正しくフィ
ルタリングされていることが分かる．これは，提案システムを振戦抑制機構と組み合わせ
た場合に，ゆっくりとした自発的な手の動きを妨げないことを示している．一方，図 5.11
(c) および (d) から，振戦を模擬した速い動きは，bmflc で取り除かれることなく出力さ
れていることがうかがえる．また，BMFLC が位相遅れを生じさせないことも改めて確認
された．これは，振戦抑制のためのフィードバック制御において不可欠な特性である．






ラルネットワークのモデルの一つである ResNet [23] をベースとしており，プロトタイプ
のネットワークの学習にあたっては，[72] で提供されているデータセットを利用している．
システムの入力画像と出力結果，正解ラベル画像の例を図 5.12 に示す．
入力画像 (a)が与えられると，システムはそれぞれの画素を手術器具 (白)とその他 (黒)
の 2 クラスに分類する．ネットワークの学習は，出力 (b) が正解ラベル画像 (c) に近づく
ように進められる．この分類により，手術器具のオプティカルフローのみに注目できるよ
95






0 50 100 150 200
(a)






0 50 100 150 200
(b)






0 50 100 150 200
(c)
(c) 200 BPM における of2bmflc の出力








(d) 200 BPM における bmflc の出力
図 5.10: メトロノームの映像から抽出した振動成分
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(c) 速い動きにおける of2bmflc の出力








(d) 速い動きにおける bmflc の出力
図 5.11: 手の動きから抽出した振動成分
(a) 入力画像 (b) 出力クラス画像 (c) 正解ラベル画像
図 5.12: 器具検出システムの処理結果の例
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表 5.5: プロトタイプ手術器具検出用ネットワークの構成
層 名称 出力サイズ
- Input 3× 640× 480
1 Initial Conv. 8× 320× 240
2-7
Bottleneck 3.1 32× 160× 120
Bottleneck 3.2 32× 160× 120
8-16
Bottleneck 4.1 64× 80× 60
Bottleneck 4.2 64× 80× 60
Bottleneck 4.3 64× 80× 60
17-22
Bottleneck 5.1 32× 160× 120
Bottleneck 5.2 32× 160× 120
23-28
Bottleneck 6.1 8× 320× 240
Bottleneck 6.2 8× 320× 240
29 Last Conv. 2× 640× 480
うになり，振戦の検出精度が向上することが期待される．図 5.12 (b) が示すように，ソフ
トウェア実装された現在のプロトタイプシステムでは，手術器具のエリアを概ね正しく抽
出できており，Pixel Accuracy においておよそ 96.63% の精度を達成している．これはつ
まり，評価データセット中の 96.63% の画素が正しく分類されていることを示している．










Lucas-Kanade オプティカルフローと BMFLC によるバンドパスフィルタを，倍精度浮動
小数点演算と遜色ない精度を達成できる小数部ビット幅を用いて，固定小数点演算による
パイプライン構造で実装している．その結果，VGA 解像度の動画像を 60 fps で処理でき





























表現に Residue Number System (RNS) を導入することで，演算を LUT により効率的に
実現し，資源使用量の削減を図った．また，活性化関数に Leaky ReLU を採用し，RNS
に必要なダイナミックレンジの低減を実現した．PSNR および SSIM に基づく品質評価
の結果，反転手法の導入により，事前拡大手法やサブピクセル再構成手法を用いる場合と
比べ，同等のネットワーク規模でより高い品質が得られることが確認できた．またハード
ウェア実装では，Quarter HD (960× 540) からフル HD (1920× 1080) への超解像を 60
fps で実行でき，レイテンシも 300 µs と小さく抑えられていた．
手術画像セグメンテーションにおいては，Depthwise Separable Convolution を用いた
エンコーダ・デコーダ構造のネットワークに，内包するサブネットワークを繰り返し利用




いる場合と比べ，より高い精度を実現できた．さらに，GeForce GTX 1080 を用いた性能
評価では，腹腔鏡の自律制御に十分なフレームレートである 17 fps を達成した．
画像ベース振動成分検出では，Lucas-Kanade オプティカルフローと，位相遅れのない
バンドパスフィルタとして機能する，Band-Limited Multiple Fourier Linear Combiner
(BMFLC) を組み合わせた設計を行った．オプティカルフローのフレームごとの統計情報
を用いることで，ノイズの影響を受けづらい頑健な検出を実現するとともに，深いパイプ
ライン構造を持たせた FPGA 実装により，VGA 解像度 (640× 480) で 60 fps のフレー
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