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I would like to explain first how I came to this subject. About four years
ago I became interested in the possibility of extending the algebraic methods
of conformal field theory to more general quantum field theories and espe-
cially to perturbative quantum field theory. It is known that the models of
conformal field theory admit a purely algebraic description. This happens
not only in two space–time dimensions, where we have an infinite dimen-
sional group of conformal transformations but also in higher dimensions.
The possibility of a purely algebraic description of conformally invariant
quantum fields is mainly due to the simple type of the singularities of the
products of these fields. These singularities, at least in the presence of the
most strong conformal invariance that is so called global conformal invari-
ance1, are singularities on light–like distances of rational type. The (purely)
algebraic structure, which describes a Globally Conformal Invariant QFT is
called vertex algebra but it could be also called Operator Product Expan-
sion (OPE) Algebra because it just describes the OPE of all local fields in
the theory in algebraic terms.
In such a way a question arises whether we can find more wide algebra
of functions, which would be sufficient for describing the singularities of the
∗Talks given at the Conference on Algebraic and Combinatorial Structures in Quantum
Field Theory, Carge`se, March 31, 2009 and at the Conference “Algebraic Methods in
Quantum Field Theory” 50 Years of Mathematical Physics in Bulgaria on the occasion
of the 75th anniversary of Ivan Todorov, Sofia, May 15, 2009. Based on the paper:
arXiv:0903.0187
1The notion of “global conformal invariance” was introduced almost 10 years ago in
the paper “Rationality of conformally invariant local correlation functions on compactified
Minkowski space” by N.M. Nikolov and I.T. Todorov (Commun. Math. Phys. 218 (2001)
417-436).
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products of quantum fields in a more general situation. We may look for
this algebra as a certain differential–algebraic extension of the algebra of ra-
tional functions with light–cone singularities. We have somewhat analogous
situation to the situation in abstract algebra, where one starts with the field
of rational numbers and then introduces the algebraic numbers and even
further, the “differential algebraic numbers” known as periods.
The problem of finding of appropriate function spaces for describing the
correlation functions in quantum field theory I have investigated first in the
direction of developing general theory of OPE algebras, their deformation
theory and its relation to perturbative quantum field theory. Now, I am
preparing the results of this my long research, which are still not complete.
But at some point I decided to look at the problem from the point of view
of perturbative quantum field theory and especially from the point of view
of the Gell–Mann–Low renormalization group and then I found much easier
and even nice picture. In this talk I will present this my research.
So, this talk will be devoted to renormalization theory in configuration
spaces for Euclidean perturbative quantum field theory. Such an approach,
named after H. Epstein and V. Glaser, was long ago developed on Minkowski
space and even on pseudo–Riemann manifolds but it was not systematically
considered on Euclidean space. I will make some introductory remarks to
this subject: why renormalization in configuration spaces?
The renormalization theory is usually considered in momentum space,
where there are general methods to deal with Feynman integrals. On the
other hand, the renormalization on configuration space has a direct geomet-
ric interpretation allowing generalization even on manifolds. This geometric
interpretation is completely lost in momentum space, or at least it becomes
rather implicit. Another feature of the Epstein-Glaser renormalization is
that it is done for the products of fields. This also facilitates the generaliza-
tion of to perturbation theory on manifolds but still it has the disadvantage
of being rather complicated technically, especially for concrete calculations.
One of the results I will present is an analog of the Epstein–Glaser ap-
proach, which is entirely stated in terms of renormalization of integrals of
functions. It is an old idea that renormalization is a problem of extending
distributions. In this work we axiomatize these extension maps and call
them renormalization maps. This approach then has the additional advan-
tage of being independent of concrete models of quantum fields like the ϕ4–
theory or quantum electrodynamics etc. This is because we just consider the
renormalization maps as acting on certain function spaces regardless of any
model of perturbative QFT. In this way we get rid of the technical difficulties
present in one or other models, in other words, we separate them from the
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renormalization problem. Furthermore, reformulating the renormalization
problem as operations on spaces of functions, makes the geometric interpre-
tation possible. This is because the function spaces on which we define these
renormalization maps are the spaces of regular functions on certain domains.
Hence, the geometric properties of these domains determine the ambiguity
of the renormalization. Our main goal in this work is to use this geometric
characterization of the renormalization ambiguity in order to derive an alge-
braic algorithm for determining the Gell–Mann–Low renormalization group
action, i.e., the action of the one parameter group R+ on the space of cou-
pling constants, which is induced by the scaling transformations (in terms
of formal diffeomorphisms). In particular, we are interested in algebraic
algorithms for calculating the perturbative expansions of β–functions and
anomalous dimensions.
So, the renormalization in the approach I am presenting is introduced
by a system of linear maps each of them being applied on a certain algebra
of smooth functions that are not globally defined and as a result producing
everywhere defined distributions:
algebra On of
non globally defined
smooth functions
 Rn→

space of
globally defined
distributions
 .
I begin with the definition of the algebras of regular functions on which
we apply the renormalization maps. Shortly speaking, this is a sequence
of algebras O2, O3, . . . , On, . . . etc., where On is an algebra of translation
invariant functions of n vector arguments and these functions one can think
of as coming from Feynman diagrams. More precisely we assume that the
algebra On is linearly spanned by finite linear combinations of products of
the form
G =
∏
16j < k6n
Gjk
(
xj − xk
)
, xk ∈ E ≡ R
D ,
where xk = (x
1, . . . , xD) are Euclidean vectors and the functions Gjk(x)
belong to the algebra O2, which is a subalgebra of the algebra C
∞
(
E
∖
{0}
)
of the smooth functions outside the origin. One can think of the algebra
O2 as an algebra containing the propagators of the theory. In this way the
algebras On for n > 2 are entirely determined by the algebra O2.
One technical assumption for the algebra O2, and thus for all other On, is
that it is closed with respect to multiplication of its elements by polynomials
as well as with respect to applying derivatives.
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A main example is obtained by setting O2 to be the algebra of rational
functions of the form polynomials over powers of the Euclidean square x2 =
(x1)2 + · · · + (xD)2,
O2 =
{ p(x)
(x2)N
: p(x) – polynomial, N ∈ N
}
(x = x1 − x2) .
In this case On is the algebra of rational functions that are ratios of trans-
lation invariant polynomials of n vectors and powers of the product of all
Euclidean squares of the mutual differences:
On =
{
p(x1 − xn, . . . , xn−1 − xn)( ∏
j < k
(xj − xk)2
)N : p – polynomial, N ∈ N
}
.
This example would correspond to the case when we perturb free massless
fields and consider the mass terms in the Lagrangian as perturbations. This
is convenient if we wish to work algebraically as much as possible.
Another remark: the algebra On consists of translation invariant func-
tions, which are regular on the so called configuration space
Fn =
{
(x1, . . . , xn) ∈ E
n : xj 6= xk (∀j 6= k)
}
.
From the point of view of the algebraic geometry On is the ring of regular
functions on the quasiaffine manifold that is the complement of union of
quadrics
Fn;C =
{
(x1, . . . , xn) ∈ C
Dn : (xj − xk)
2 6= 0 (∀j 6= k)
}
.
Now, the renormalization maps we shall define as linear maps
Rn : On → D
′
(
E×n
/
E
)
without any requirement of continuity with respect of some nontrivial topol-
ogy. These linear map are supposed to fulfill the following axiomatic condi-
tions (r1)–(r4).
The first condition (r1) is the permutation symmetry: Rn
(
σ∗G
)
=
σ∗Rn(G), ∀σ ∈ Sn, where σ
∗F (x1, . . . , xn) := F (xσ1 , . . . , xσn).
I shall use the convention that for every non-empty finite subset S of
the set of natural numbers N we define an algebra OS isomorphic to On if n
is the number of elements of S, but OS is spanned by products of 2–point
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functions of differences of vectors indexed by the elements of the set S (i.e.,∏
j, k∈S, j <k Gjk
(
xj − xk
)
) Then we define also renormalization maps
RS : OS → D
′
(
ES
/
E
)
setting
RS(G) = (σ
∗)−1Rn
(
σ∗G
)
,
where σ : {1, . . . , n} ∼= S and σ∗G(x1, . . . , xn) := G(xσ1 , . . . , xσn). I will
often use these set–subscript notations because of their convenience for the
related combinatorics and everywhere further S and S′ will denote finite
subsets of the set of positive integers.
The next condition (r2) is preservation of certain filtrations defined by
the notion of the scaling degree:
Scaling degree of RnG 6 Scaling degree of G .
The scaling degree gives the rate of the singularity for coinciding arguments.
In particular, we require that all the elements of our algebras have finite
scaling degrees.
The next condition (r3) requires commutativity between the renormal-
ization maps and the multiplication by polynomials
Rn
(
pG
)
= pRnG, p = p(x1 − xn, . . . , xn−1 − xn) is a polynomial.
I consider in this property only polynomials since I wish to work algebraically
but if we work on manifolds then it is natural to require commutativity be-
tween the renormalization maps and multiplication by everywhere smooth
functions. In the latter case the above property becomes very natural from
geometric point of view since it allows us to make localization (i.e., to use
localization techniques like partition of unity). We shall also see in what
follows that the above property (r3) is crucial for the reduction of our co-
homological analysis to de Rham cohomologies of configuration spaces.
The last requirement (r4) is nonlinear and relates recursively Rn with
the renormalization maps of lower order. To introduce it I shall introduce
first some notations. Let P be a partition of the set S = {j1, . . . , jn}(
•
j1
•
j2
•
j3
)
· · ·
(
· · · •
jk
· · ·
)
· · ·
(
· · · •
jn
)
.
Then we shall identify P also with the equivalence relation on S whose
equivalence classes coincide with the elements of P. This equivalence rela-
tion I shall denote by ∼P. Then I define the following open subsets of the
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Cartesian power ES , one for every S–partition P:
FP =
{
(xj1 , . . . , xjn) ∈ E
S : xj 6= xk (∀j ≁P k)
}
.
Also for a completely multiplicative elements
G =
∏
j, k∈ S
j < k
Gjk
(
xj − xk
)
I introduce the decomposition,
GS = GP ·
∏
S′ ∈P
GS′ ,
where GP contains all two–point functions between nonequivalent points
GP =
∏
j ≁P k
j <k
Gjk
(
xj − xk
)
and the remaining two-point functions are combined into products
GS′ =
∏
j, k∈S′
j <k
Gjk
(
xj − xk
)
.
Under these conventions the forth requirement on the renormalization maps
states that:
RSGS
∣∣∣
FP
= GP ·
∏
S′ ∈P
RS′GS′ .
Here GP is a multiplicator on FP.
From an axiomatic point of view it is enough to impose the condition
(r4) only for partitions with two elements. By convention for elements S′
of the partition P, which contain one element we set GS′ = 1. Similarly, if
the partition P consists of one element we set GP = 1. Then as a particular
case of (r4) we obtain that
RnG
∣∣∣
Fn
= G ,
i.e., the renormalization maps provides extensions of smooth functions on
the configuration spaces Fn to everywhere defined distributions.
Let me summarize the axiomatic conditions on the renormalization maps:
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(r1) is the permutation symmetry;
(r2) is the preservation of the filtrations;
(r3) is commutativity of renormalization maps with the multiplication
by polynomials;
(r4) is the recursive relation
RSGS
∣∣∣
FP
= GP ·
∏
S′ ∈P
RS′GS′ .
Now, I shall show briefly how these maps can be combined within the
Euclidean perturbative quantum field theory.2 There we need to define
products of interactions
I1(x1) · · · In(xn),
as quadratic forms on the Euclidean Fock space. Here, every Ik(x) is a Wick
polynomial of the basic fields ϕ(x) and its derivatives ∂rϕ(x):
Ik(x) = :Polynomial
(
ϕ(x), ∂xϕ(x), . . .
)
: .
Note that Ik(x) is well defined only as a quadratic form on the Euclidean
Fock space but it is not representable by operator if its degree as a polynomial
is larger than 1. The latter is in contrast to the situation on the Minkowski
space, where we have well defined Wick monomials due to the possibility of
multiplying Wightman distributions. Thus, in order to define the product
I1(x1) · · · In(xn) of Wick monomials of Euclidean fields we need renormal-
ization. To this end we formally decompose I1(x1) · · · In(xn) by the Wick
theorem:
I1(x1) · · · In(xn) =
∑
A1,...,An
GA1,...,An(x1, . . . , xn) :ΦA1(x1) · · ·ΦAn(xn) : ,
where the normal products are quadratic forms smoothly dependent on x1,
. . . , xn and GA1,...,An are functions belonging to the algebra On. The func-
tions GA1,...,An come from the Wick pairings and they belong to the algebra
On. Then the renormalized product of interactions is defined as(
I1(x1) · · · In(xn)
)ren
=
∑
A1,...,An
Rn
(
GA1,...,An
)
(x1, . . . , xn)
× :ΦA1(x1) · · ·ΦAn(xn) : .
2the material in this paragraph is not published in the paper arXiv:0903.0187
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In fact, we have a formula
I1(x1) · · · In(xn) =
∏
16j < k6n
exp
(∑
r,s
Cr,s
(
xj − xk
) ∂
∂ϕr(xj)
∂
∂ϕs(xk)
)
× :I1(x1) · · · In(xn) : .
ϕr(x) := ∂
r
x1ϕ(x), Cr,s
(
x1 − x2
)
:= ∂rx1∂
s
x2
〈
ϕ(x1)ϕ(x2)
〉
.
This formula is convenient since the prefactor has the multiplicative form
used in the renormalization recursion.
Let us come back to the axiomatic requirements for the renormalization
maps:
(r1) permutation symmetry;
(r2) preservation of the filtrations;
(r3) commutativity of renormalization maps with the multiplication by
polynomials;
(r4) recursive relation
RSGS
∣∣∣
FP
= GP ·
∏
S′ ∈P
RS′GS′ .
In fact, I shall not consider these conditions as a definition of renormal-
ization maps but I shall give a construction for these maps by means of
simpler objects and these I shall consider as the exact definition of renor-
malization.
To this end let me point out that the open sets FP that I defined in
the condition (r4) form an open covering of the complement of the total
diagonal ∆S:
ES\∆S =
⋃
P is a proper
S–partition
FP .
Then we obtain a linear map
•
RS : OS → D
′
temp
((
ES
/
E
)∖
{0}
)
,
where the subscript “temp” means that we consider distributions with a
finite scaling degree. (Note that
(
ES
/
E
)∖
{0} ∼=
(
ES\∆S
)/
E and a distri-
bution on
(
ES
/
E
)∖
{0} is the same as a translation invariant distribution
on ES defined outside the total diagonal ∆S .) I shall call these linear maps
•
RS secondary renormalization maps and they are completely determined by
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RS′ for sets S
′ containing less than n elements. Then to construct RS we
should compose
•
RS with a linear map
PS : D
′
temp
((
ES
/
E
)∖
{0}
)
→ D ′
(
ES
/
E
)
,
RS = PS ◦
•
RS ,
OS
•
RS−→ D ′temp
((
ES
/
E
)∖
{0}
)
PS−→ D ′
(
ES
/
E
)
.
These maps I shall call primary renormalization maps.
The axiomatic conditions on PS are the following.
(p1) PSu
∣∣∣ (
ES
/
E
)∖
{0}
= u, i.e. PS makes extension of distributions.
(p2) Preservation of the filtrations.
(p3) Orthogonal invariance. (This is with respect to all Euclidean trans-
formations of ES
/
E. It then will imply both, the permutation symmetry of
Rn and their orthogonal invariance with respect to E.)
(p4) Commutativity with the multiplication by polynomials.
(p5) If u(x) ∈ D ′
(
ES\S
′)
is a distribution supported at zero and v(y) is
a distribution belonging to D ′temp
((
ES
′/
E
)∖
{0}
)
then
PS(u⊗ v) = u⊗ PS′v .
I shall not consider here the construction of these renormalization maps
but it can be found in my paper (Sect. 2.5).
Before I proceed to the announced topic on anomalies and cohomologies
I will consider briefly the problem of changing the renormalization. The
following statement holds:
Theorem. Let {Pn}
∞
n=2 and {P
′
n}
∞
n=2 be two systems of primary renormal-
ization maps, which define the systems {Rn}
∞
n=2 and {R
′
n}
∞
n=2 of renormal-
ization maps, respectively. Then for every finite S ⊂ N and a multiplicative
element GS ∈ OS the following formula holds:
R′S GS =
∑
P is a
S–partition
(
RS/P⊗ idD ′
P,0
)
◦ n.f.P
(
GP
∏
S′ ∈P
QS′ GS′
)
.
Here QS =
(
P ′S − PS
)
◦
•
RS
′ are linear maps OS → D
′
S,0 := D
′
[
0 ∈ ES
/
E
]
(distributions supported at the origin) if |S| > 1, otherwise, QS′ GS′ = 1;
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S/P := {max S′ : S′ ∈ P}; n.f.P is the linear map n.f.P : OP⊗ D
′
P,0 →
OS/P⊗D
′
P,0 .
The details on this theorem can be found in my paper (Sect. 2.6) and
here I would like to point out that the change of the renormalization is char-
acterized by a sequence of linear maps Qn : On → D
′
n,0, Q1 = 1, satisfying
the properties
(c1) permutation symmetry;
(c2) preservation of the filtrations;
(c3) commutativity with multiplications by polynomials.
The set of all such systems of linear maps form a group with a multiplication
Q′′S GS =
∑
P is a
S–partition
(
Q′S/P⊗ idD ′P,0
)
◦ n.f.P
(
GP
∏
S′ ∈P
QS′ GS′
)
.
This group I called “universal renormalization group” and it corresponds to
Stueckelberg renormalization group in our formalism.
When we apply the renormalization maps to a perturbative quantum
field theory with some fixed initial field content we obtain a representa-
tion of the above universal renormalization group in the group of all formal
diffeomorphisms of the coupling constants that parameterize all possible in-
teractions for the fixed set of initial fields. A key role in the derivation of
this representation play the formulas
R′S GS =
∑
P is a
S–partition
(
RS/P⊗ idD ′
P,0
)
◦ n.f.P
(
GP
∏
S′ ∈P
QS′ GS′
)
and
I1(x1) · · · In(xn) =
∏
16j < k6n
exp
(∑
r,s
Cr,s
(
xj − xk
) ∂
∂ϕr(xj)
∂
∂ϕs(xk)
)
× :I1(x1) · · · In(xn) : ,
which I have already presented. It is important here the multiplicative
form of the prefactor and by a preliminary investigations of mine, for the
description of the action of the universal renormalization group by formal
diffeomorphisms it would be convenient to introduce a certain coalgebraic
structure in the space of all interactions.
I proceed to the anomalies in perturbative quantum field theory. We
speak about anomalies when a symmetry of the unrenormalized, or bare,
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Feynman integrals is broken after the renormalization. It is clear that for this
a main role plays the absence of commutativity between the renormalization
maps and the action of linear partial differential operators.
By construction the renormalization maps commute with the multipli-
cation by polynomials and then what remains as a source for the anomalies
are the commutators[
∂xµ
k
, Rn
]
=
[
∂xξ , Rn
]
, ξ = (k, µ) .
Let us denote ωn; ξ :=
[
∂xξ , Rn
]
and apply the main formula
Rn = Pn ◦
•
Rn .
We obtain a decomposition,
ωn; ξ = γn; ξ +
•
ωn; ξ (n > 2), ω2; ξ ≡ γ2; ξ ,
γn; ξ :=
[
∂xξ , Pn
]
◦
•
Rn (n > 2) ,
•
ωn; ξ := Pn ◦
[
∂xξ ,
•
Rn
]
(n > 2) ,
where the important point is that
•
ωn; ξ are recursively determined due to the
commutator with the secondary renormalization maps: it will produce at
least one delta function or its derivatives supported on some partial diagonal
and after that we have a renormalization on less than n variables.
On the other hand, γn; ξ are linear maps On → D
′
n,0 = D
′
[
0 ∈ En
/
E
]
,
i.e. they produce distributions supported at zero, or, in other words, total
delta functions and derivatives. Thus, γn; ξ are simpler linear maps than
ωn; ξ. Our idea is to characterize γn; ξ by cohomological equations such that
the ambiguity in their solutions to be exactly corresponding to the renor-
malization ambiguity. Such a system of equations is the following:[
∂xξ , γ2; η
]
−
[
∂xη , γ2; ξ
]
= 0 ,[
∂xξ , γn; η
]
−
[
∂xη , γn; ξ
]
= −
[
∂xξ , Pn
]
◦
[
∂xη ,
•
Rn
]
+
[
∂xη , Pn
]
◦
[
∂xξ ,
•
Rn
]
(n > 2) .
It can be verified by straightforward computations. We see that the right
hand side looks like a differential of a one–form. Later we shall reduce this
expression to such a differential. For the right hand side it is important
to note that it is determined by the renormalization recursion. The reason
is the same as above: the second commutators in both terms contains a
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secondary renormalization map and then they produce at least one delta
function or its derivatives supported at some partial diagonal; this reduces
the number of points and thus also the order of the renormalization. The
main result here is
Theorem. Let n > 2; given a system of primary renormalization maps P2,
P3, . . . , Pn (which therefore determine renormalization maps R2, R3, . . . ,
Rn), let {γn; ξ}ξ be defined by P2, P3, . . . , Pn and {γ
′
n; ξ}ξ be a solution of
the cohomological equations, which differs from {γn; ξ}ξ by an exact solution,
i.e., the difference γ′n; ξ − γn; ξ is of a form
γ′n; ξ − γn; ξ =
[
∂xξ , Qn
]
(ξ = 1, . . . ,D(n− 1)), for some linear map
Qn : On → D
′
n,0 .
Then there exists a primary renormalization map P ′n, which together with
P2, . . . , Pn−1 determines a system of renormalization maps R2, . . . , Rn−1
and R′n and a primary renormalization cocycle coinciding with {γ
′
n; ξ}ξ.
In this way the set of all renormalizations determines a cohomology class
and the above equations fix this cohomology class. Another important corol-
lary is that if the cohomologies related to the differential in the right hand
side are zero, then every solution of these equations would correspond to
some renormalization map and there will be no need to find what is exactly
this renormalization map. Unfortunately, if one starts with the algebras of
rational functions, which we have set in the beginning then these cohomolo-
gies are nonzero, although they are finite dimensional since they correspond
to de Rham cohomologies of the so called Bernstein D-modules. So, this is
exactly the reason why we need to introduce transcendental extensions in
order to describe the anomalies in perturbative quantum field theory and in
particular, for calculating beta functions.
I shall now give a reduction of the objects, which we have to determine
by the cohomological equations to simpler objects. These were the maps
γn; ξ and I will call them (primary) renormalization cocycles. An important
feature of these maps γn; ξ is that they commute with the multiplication by
polynomials. In particular,
[
xη, γn; ξ
]
= 0, i.e., xηγn; ξG − γn; ξ(x
ηG)= 0. It
follows then that γn; ξ has the following form
γn; ξ(G) =
∑
r∈NN0
(−1)|r|
r!
Γn; ξ
(
xrG
)
δ(r)(x) ,
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where Γn; ξ are linear functionals on On belonging to the subspace
3
O
∨
n :=
{
Γ ∈ O ′n : ∃N s.t. Γ
(
G
)
= 0 if Sc.d.G 6 N
}
.
Because of the condition on the linear functionals to belong to the subspace
O
∨
n the sum in the above formula is finite. Moreover, the correspondence
γn; ξ ↔ Γn; ξ is one–to–one and the commutator
[
∂xη , γn; ξ
]
is transformed
to the dual derivative −Γn; ξ ◦ ∂xη of the linear functional Γn; ξ. In this way
we reduce the description of every map γn; ξ to one linear functional Γn; ξ
(defined on the same domain as γn; ξ). This is the point where the condition
(r3) plays a crucial role, as I mentioned before. Let us organize Γn; ξ into a
1–form
Γn =
N∑
ξ=1
Γn; ξ dx
ξ ∈ Ω1
(
O
∨
n
)
:= O ∨n ⊗ Λ
1E ,
with coefficients in the differential module O ∨n . Then the cohomological
equations can be written in terms of these linear functionals as
dΓ2 = 0 ,
dΓn =
n−1∑
m=2
Γn−m+1
◦
∧ Γm (n > 2) ,
where
◦
∧ is a non–associative and non–graded–commutative bilinear opera-
tion defined in the following way,(
Γn−m+1
◦
∧ Γm
)(
GS
)
=
∑
S′ ( S
|S′|=m
∑
r
′ ∈NN
′
0
1
r′!
ΓS/S′
(
∂
r
′
x
′GP(S′)
∣∣∣
x′ = 0
)
∧ ΓS′
(
x′r
′
GS′
)
.
Still one can show that the latter operation is a graded pre–Lie operation. If
we further organize the sequence {Γn} into a single object the cohomological
equations read even more compactly,
dΓ = Γ
◦
∧Γ ,
and this shows their integrability since this is the form of Maurer-Cartan
equations in a graded differential Lie algebra.
3We changed the notation O•n used in the paper arXiv:0903.0187 to O
∨
n .
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Now, I shall consider the problem of determining the cohomology spaces
H1
(
O
∨
n
)
of the complex Ωk
(
O
∨
n
)
:= O ∨n ⊗Λ
kE, which control the ambiguity
of the solutions of the cohomological equations. I have shown in my paper
(Theorem 3.4 of Sect. 3.2) that we have the following natural duality:
H1
(
O
∨
n
)
∼=
(
HD(n−1)−1
(
On
))′
,
where D(n − 1) is the top degree. Let me remind you that the algebra On
coincides with the algebra of regular functions on the complement of the
union of quadrics
Fn;C =
{
(x1, . . . , xn) ∈ C
Dn : (xj − xk)
2 6= 0 (∀j 6= k)
}
modulo translations. And so,
H1
(
O
∨
n
)
∼=
(
H
D(n−1)−1
DR
(
Fn;C
/
CD
))′
.
If we work instead of with the algebras On with (translation invariant) C
∞–
functions on
Fn =
{
(x1, . . . , xn) ∈ E
n : xj 6= xk (∀j 6= k)
}
then we would of obtain the de Rham cohomologies of the space Fn
/
E
of codegree 1. It is known that they are zero for n > 3 (see, e.g., E.R.
Fadell and S.Y. Husseini, Geometry and Topology of Configuration Spaces,
Springer). In this way we arrive to the idea to look for an intermediate
differential–algebraic extension,
On ⊆ O˜n ⊆ C
∞
temp
(
Fn
)
,
which would trivialize the cohomologies
HD(n−1)−1
(
O˜n
)
= 0 .
Let me mention a strategy for solving the cohomological equations:
dΓ2 = 0 ,
dΓn = Fn
[
Γ1, . . . ,Γn−1
]
=
n−1∑
m=2
Γn−m+1
◦
∧ Γm (n > 2) ,
for Γn =
∑
ξ Γn; ξ dx
ξ, where Γn; ξ : On → R, which then, let me remind
you, would determine the renormalization cocycles:
γn; ξ :=
[
∂xξ , Pn
]
◦
•
Rn =
∑
r
(−1)|r|
r!
(
Γn; ξ ◦ x
r
)
δ(r)(x) .
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Assume:
∃ Kn : Ω
D(n−1)−1
(
O˜n
)
→ ΩD(n−1)−2
(
O˜n
)
, Kn ◦ d+ d ◦ Kn = id .
Then a solution of the cohomological equations is:
Γn = Fn ◦ Kn .
Let me briefly demonstrate how all the above ideas look in two space–
time dimensions. There the quadrics are reducible and introducing the “Eu-
clidean light–cone coordinates”:
(x1, x2) ↔ (z, w) : z := x1 + i x2 and w := x1 − i x2
we obtain decompositions for the algebras On:
On
∼= Q
[
z1, . . . , zn−1
][(∏
j
zj
)−1(∏
j <k
(zj − zk)
)−1]
⊗ Q
[
w1, . . . , wn−1
][(∏
j
wj
)−1(∏
j < k
(wj − wk)
)−1]
.
There is a result (F.C.S. Brown, Multiple zeta values and periods of
moduli spaces M0,n, math/0606419) stating that the algebra of the so called
multiple polylogarithms provides a differential extension
Q
[
z1, . . . , zn−1
][(∏
j
zj
)−1(∏
j <k
(zj − zk)
)−1]
⊂ Multiple Polylogs
(
z1, . . . , zn−1
)
,
which trivializes all the de Rham cohomologies. Thus, we set:
O˜n =(
Multiple Polylogs
(
z1, . . . , zn−1
)
⊗Multiple Polylogs
(
w1, . . . , wn−1
))Monod–
romy ,
which in fact, requires an additional extension of the scalars:
Q ⊂ Ring of multiple zeta values.
In this way the linear functionals that determine the renormalization cocy-
cles would take values in the ring of multiple zeta values. Since these maps
are algebraically related to the Gell–Mann–Low renormalization group ac-
tion, and in particular, to the series of the beta functions and anomalous
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dimensions, it follows that the coefficients of the latter series will be multiple
zeta values for any theory in two space–time dimensions.
Now the problem in higher dimensions looks like to find an higher di-
mensional analog of the multiple polylogarithms:
Q
[
x1, . . . , xn−1
][(∏
j
x2j
)−1(∏
j <k
(xj − xk)
2
)−1] ?
⊂ O˜n .
I have recently found a candidate for a such an extension related to the
problem of inverting the Laplace operator on rational functions. One needs
such an extension for developing a rigorous notion of perturbative operator
product expansion algebras and solving there field equations. The extension
O˜n I obtained requires again only the extension of the scalars from the field
of rational numbers to the ring of multiple zeta values. So, it seems from
this point of view that such a transcendental extension is sufficient for the
purposes of the perturbative quantum field theory.
As a conclusion I would like to mention that the renormalization in con-
figuration spaces provides a geometric insight to the problem what are the
transcendental extensions, which we need for the function spaces that would
be appropriate for the description of the correlation functions in perturba-
tive quantum field theory. It is important also to stress that we play with the
renormalization ambiguity in order to find an algorithm for the Gell–Mann–
Low renormalization group action, on the space of all possible interactions.
Of course, it would be trivial to play with the full renormalization ambiguity
in order to fix the series of the beta function in a particular theory. With
our method we intend to fix simultaneously the structure of infinite number
of formal power series including not only the beta functions for all theories
but also the series of the anomalous dimensions.
Based on the additional results on perturbative operator product expan-
sion algebras, which I have mentioned the above, I would conjecture also
that: the coefficients of the beta functions in any perturbative quantum
field theory on even space–time dimensions are multiple zeta values.
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