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A B S T R A C T
This paper proposes a Fireﬂy algorithm based technique to optimize the control variables for simulta-
neous optimization of real power loss and voltage stability limit of the transmission system.Mathematically,
this issue can be formulated as nonlinear equality and inequality constrained optimization problem with
an objective function integrating both real power loss and voltage stability limit. Transformers taps, uniﬁed
power ﬂow controller and its parameters have been included as control variables in the problem for-
mulation. The effectiveness of the proposed algorithm has been tested on New England 39-bus system.
Simulation results obtained with the proposed algorithm are compared with the real coded genetic al-
gorithm for single objective of real power loss minimization and multi-objective of real power loss
minimization and voltage stability limit maximization. Also, a classical optimization method known as
interior point successive linear programming technique is considered here to compare the results of ﬁreﬂy
algorithm for single objective of real power loss minimization. Simulation results conﬁrm the potenti-
ality of the proposed algorithm in solving optimization problems.
© 2016, Karabuk University. Publishing services by Elsevier B.V.
1. Introduction
In recent years, the Optimal Power Flow (OPF) has become an
essential tool in power systems planning, operation and control for
both integrated and deregulated power industries. OPF is stated as
a nonlinear, nonconvex, static optimization problemwith both dis-
crete and continuous variables. The OPF problem solution aims to
optimizecertainobjective functions likeReal PowerLoss (RPL) through
optimal adjustment of various control variables,while satisfying both
equality and inequality constraints. RPL minimization, generation
cost minimization and voltage stability enhancement are the dif-
ferent objectives of OPF problem. Themathematical formulation of
OPF problem was ﬁrstly presented by Dommel and Tinny [1] and
then the issue has been handled by several researchers. In the lit-
erature, there are many conventional techniques such as Newton
based programming method [2], Linear programming method [3]
and recently Interior point method [4] to solve the OPF problem.
With the development of Flexible AC transmission Systems
(FACTS) technology, there is a possibility of controlling power ﬂow
to improve power system performance without generation resched-
uling and topology changes. Among all the FACTS controllers, Uniﬁed
Power Flow Controller (UPFC) is a popular device that provides
ﬂexibility in OPF by means of shunt and series compensation [5,6].
Glanzman and Anderson [7] coordinated several FACTS devices to
avoid congestion, to provide secure transmission with reduced RPL.
But, it is a well known fact that a secure operation of power system
is not possible unless the optimization problem takes into account
the system voltage security in its solution. Continuation Power Flow
(CPF), a powerful tool, gives the information about the percentage
of overloading capability of the systemwithout voltage collapse [8].
In Reference [9], Milano et al. successfully included CPF problem
into an OPF problem to address simultaneously both the security
and the voltage collapse issues. voltage stability limit (VSL) is deﬁned
as themaximum percentage overloading (λmax) capability the system
can withstand without voltage collapse, which is considered as
another objective function along with the RPLminimization, thereby
redeﬁning the task as multi-objective optimization problem. The
diﬃculty with the traditional techniques lies in the fact that they
are more sensitive to initial points due to non monotonic solution
surface and so not able to ﬁnd the global optimum. To overcome
the restrictions of traditional algorithms, meta-heuristic algo-
rithms have been applied to work out OPF problems. Recently, nature
inspired meta-heuristic algorithms show a powerful and eﬃcient
performance for dealing with high dimension nonlinear OPF prob-
lems. In all meta-heuristic search techniques, much effort has been
devoted to make an appropriate trade-off between exploration and
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exploitation in searching for the optimal solutions. Many meta-
heuristic algorithms have been applied to solve OPF problems, such
as Particle Swarm Optimization (PSO) [10], Tabu Search (TS) algo-
rithm [11], Bacteria Foraging Algorithm (BFA) [12], Differential
Evolution (DE) algorithm [13], and Gravitational Search Algorithm
(GSA) [14]. More recently, harmony search algorithm [15,16], Krill
Herd (KH) algorithm [17–22] and monarch butterﬂy optimization
[23] perform powerfully and eﬃciently in solving highly non linear
optimization problems.
In the present paper, a meta-heuristic algorithm known as FA
is employed to solve the combined OPF and CPF problem of RPLmin-
imization and VSL maximization. The FA is developed by “Xin-She
Yang” [24–32] based on the ﬂashing behavior of the ﬁreﬂies which
are available in nature. A comprehensive review of FA and its merits
and demerits is given in Reference [27]. In Reference [33], the authors
have applied FA to solve Economic Load Dispatch Problem (ELDP)
and recently it has been applied to solve OPF problem, incorporat-
ing Thyristor Controlled Series Capacitor (TCSC) to enhance power
transfer capability of transmission line [34]. In this work, the control
variables like transformer tap positions, UPFC location and its vari-
ables are optimized with the FA to optimize the single objective
function of RPL minimization and multi-Objective of RPL minimi-
zation and VSL maximization, keeping all the variables within the
limits. For both cases of single and multiple objectives, the opti-
mization is carried out in three ways. First, only transformer taps
are optimized, second UPFC location and its variables are only op-
timized with ﬁxed optimized tap positions, and ﬁnally both the
transformer taps and UPFC variables are simultaneously opti-
mized. New England 39-bus system is considered as the test system
for simulation purpose. The simulation results are compared with
the results of IPSLP method and RCGA method to show the poten-
tiality of the proposed algorithm.
The structure of this paper is organized as follows. Section 2 pres-
ents the mathematical formulations of single and multi-objective
optimization problems along with principle of operation of UPFC.
Section 3 describes global numerical optimization, the FA. The RCGA
method is presented in section 4. Section 5 describes IPSLP tech-
nique. In section 6, the results of the proposed FA are compared with
the results of RCGA and IPSLP methods. Finally, section 7 provides
the conclusion and points out the path of the future work.
2. Statement of the problem
Problem: To solve single objective function problem of RPL min-
imization andmulti-objective function problem of RPLminimization
and maximization of VSL of the New England 39 bus test systems,
connected with UPFC by using IPSLP, RCGA and FA. Here, both se-
quential and simultaneous allocation of transformer taps and UPFC
are carried out for comparison.
2.1. Problem formulation of OPF
Mathematically, OPF problem of RPL minimization can be for-
mulated as follows:
Minimize F x u
Subject to g x u
h x u
,
,
,
( )
( ) =
( ) ≤
0
0 (1)
F(x, u) is the ﬁtness function equating to the RPL of the test
system. g(x, u) is a set of non linear equality constraints to repre-
sent power ﬂow, and h(x, u) is a set of nonlinear inequality
constraints i.e., bus voltages, transformer tap setting values, lineMVA
limits, etc. Vector x consists of state variables or dependent vari-
ables and vector u consists of independent variables or control
variables. In this research work, the control variables are trans-
former tap values, which can vary in between 0.85 and 1.15 in step
of 0.05, series injected voltage magnitude (Vse) of UPFC with the
ranges [0, 0.3 p.u.] and series injected voltage phase angle (δse) of
UPFC with the range [0,2π]. All these control variables are opti-
mized with IPSLP, RCGA and FA to minimize the RPL of the test
system. Here, theminimum and themaximum voltages of load buses
are considered as 0.9 p.u. and 1.1 p.u. for the test system.
2.2. OPF formulation considering with VSL
The single objective function could be extended further with the
inclusion of VSL, results a new ﬁtness function. The VSL can be cal-
culated through continuation power ﬂow (CPF) technique which
introduces load parameter (λ) stated as the percentage increase of
load and generation from its base value. The resulting load and gen-
eration equations in terms of the load parameter are given as follows:
P PLi Li= +( )0 1 λ (2)
Q QLi Li= +( )0 1 λ (3)
P PGi Gi= +( )0 1 λ (4)
The load parameter (λ) can be increased until the system soon
reaches the edge of instability,which is also called as notchpoint (NP)
of the P–V curve. So themaximumvalue of the load parameter (λmax)
is known as voltage stability limit (VSL). The objective is to
Optimize F x u
Subject to g x u
h x u
, ,
,
,
maxλ( )
( ) =
( ) ≤
0
0 (5)
Since both the RPL and voltage stability limits are in different
range of values, the ﬁtness function is formulated as a weighted sum.
The reciprocal of VSL is sum to original cost function and overall
cost function can be minimized. The ﬁtness function to be opti-
mized now can be represented as follows:
F x u W G x u W V, , ,max maxλ λ( ) = ∗ ( ) + ∗ ( )1 2 (6)
whereG x u RPL,( ) =
V VSLλ λmax max( ) = =1
W1 is the weight adjustment for RPL and W2 is the weight ad-
justment forVSL. Ideally,W1andW2areadjusted so that theweighted
values of RPL and VSL are similar in value. To ﬁnd out this critical
point in the system, the process of CPF [8] is carried out for each so-
lutiongenerated. The load is increased in steps, and for each increment,
the values are calculated by the process of prediction and correction.
2.3. Uniﬁed power ﬂow controller
The UPFC structure shown in Fig. 1 basically shares the same dc-
link to operate the two switching converters supplied by a common
energy stored dc capacitor. The shunt and series transformers are
used to couple the switching converter 1 and switching converter
2 to the power system network respectively. The converter 1 is con-
nected in shunt to bus i while the converter 2 is connected in series
between bus i and bus j. The series converter injects the necessary
control voltage with the desiredmagnitude and phase angle through
the coupling transformer to control the ﬂow of required active and
reactive power in the transmission line. The basic function of shunt
converter is to interchange the real power with the power system
network to maintain the energy stored at the common dc-link
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capacitor. The shunt converter is also capable to interchange the re-
active power with the power system network thereby providing
independent control of shunt reactive power compensation. Only
one UPFC with injection model [35,36] is connected in the test
system for simultaneous optimization of RPL and VSL enhance-
ment. The UPFC injection model is shown in Fig. 2.
3. Fireﬂy algorithm
3.1. Overview
Fireﬂies use ﬂash signals to attract other ﬁreﬂies for potential
mates. Based on this behavior, a metaheuristic algorithm was de-
veloped by Xin-She Yang [24–26]. All the ﬁreﬂies are considered
unisexual and their attraction is directly proportional to the inten-
sity of their ﬂash. Therefore, if a ﬁreﬂy particle had the choice of
moving toward either of two ﬁreﬂies, it will bemore attracted toward
the ﬁreﬂywith higher brightness andmoves in that direction. If there
are no ﬁreﬂies nearby, the ﬁreﬂy will move in a random direction.
The brightness of ﬂash is associated with the ﬁtness function. The
light intensity also obeys the inverse square law as in Equation (7)
I r
I
r
s( ) = 2 (7)
where I(r) is the light intensity at a distance r and Is is the inten-
sity at the source. For a given medium with ﬁxed absorption
coeﬃcient γ, the light intensity I varies with the distance r and is
given in Equation (8) as
I I r= −( )0 2exp γ (8)
Here, I0 is the original light intensity, γ is the absorption coeﬃ-
cient and r is the distance between the ﬁreﬂies. As a ﬁreﬂy’s
attractiveness is proportional to the light intensity seen by adja-
cent ﬁreﬂies, the attractiveness β of a ﬁreﬂy can be deﬁned as
β β γ= −( ) ≥( )0 1exp r mm (9)
where β0 is the attractiveness at r = 0. For two ﬁreﬂies i and j, r is
calculated as
r x x x xij i k j kk
d
i j= −( ) = −
=
∑ , , 21 (10)
Equation (10) is the distance between any two ﬁreﬂies i and j
at xi and xj respectively. In each generation, the ﬁreﬂies move to
nearby ﬁreﬂies having more brightness as determined by Equa-
tion (11) as
x x r x xi i ij i j= + −( ) −( )+β γ αε0 2exp (11)
where α is the randomization parameter and ε is the vector of
random numbers taken from Gaussian distribution. Here α con-
trols the step size. The value α is chosen to be 0.3, which controls
randomly. Movement of the ﬁreﬂies at the end of each genera-
tion, the ﬁreﬂies are ranked based on their brightness, and the best
ﬁreﬂy in each generation is found. The ﬁreﬂies are made to move
in subsequent generations and in each generation; the light inten-
sities of each ﬁreﬂy is updated with respect to the ﬁtness function.
At the end of all the generations, the ﬁreﬂy with the highest bright-
ness, i.e., the best ﬁtness value, is concluded as the optimal solution
to the problem. The algorithm is found to be effective in solving noisy
problems too. The number of ﬁreﬂies is usually 20–40; in this case,
the number of ﬁreﬂies is chosen to be 30. The randomness in the
movement of the ﬁreﬂy can be controlled by varying the parame-
ter δ. In the problem, the value of δ is chosen to be 0.97. A higher
valuewill facilitatemore randommovement by the ﬁreﬂies and assist
them in avoiding convergence to a local minimum.
3.2. Main algorithm
The basic steps of the FA can be summarized as the following:
Step 1: Initialization of the ﬁreﬂy algorithm
(i) The dimension of the problem
(ii) The number of ﬁreﬂies
(iii) The maximum number of iterations
(iv) The values of α, β, γ and δ are chosen.
(v) Iteration counter i = 0
Step 2: Increment the iteration counter i = i+1
Step 3: Calculate the ﬁtness of the ﬁreﬂies in every iteration by
using the ﬁtness functions as given in Equations (1) and (6) and
associate light intensity of each ﬁreﬂy to the same.
Step 4: Sort the ﬁreﬂies with varying intensities and ﬁnd the best
ﬁreﬂy in each iteration.
Step 5: Vary the light intensity perception of all other ﬁreﬂies
based on the distance between them.
Step 6: Move the ﬁreﬂies based on attraction, which depends
on light intensities and also control parameters.
Step 7: If the stopping criteria in not reached, go back to step 2
else go to step 8.
Step 8: Display the results with the ﬁreﬂy particle of highest light
intensity.
The parameters of the FA are given in Table 1 and the ﬂow-
chart is shown in Fig. 3.
Fig. 1. Device basic arrangement.
( )sinsj s i j ijp rb VV θ γ= − +
( )cossj s i j ijQ rbVV θ γ= − +
( )sinp rb V Vsi s i j ijθ γ= +
2 cossi s iQ rb V γ=
Xs
j jV θ∠i iV θ∠
Fig. 2. UPFC injection model.
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4. Real coded genetic algorithm (RCGA)
4.1. Overview
Real coded Genetic Algorithm is chosen over standard GA owing
to its advantages in solving optimization problem with continu-
ous and discrete parameters. RCGA mimics the process of natural
selection which results in evolution of organisms with better ad-
aptation to the environment [37–39]. The same behavior is used to
solve multi-dimensional complex problems. The method has been
proven effective for solving problems than binary coded algo-
rithm. The algorithm considers solutions as genes and performs gene
manipulation. The discrete values are stored with preset resolu-
tions, whereas the continuous values are encoded as they are. The
control parameters of RCGA are as given in Table 2.
The probability of mutation is valued at 0.12. A higher value will
result in chaotic nature and convergence is affected. A lower value
results in convergence at local minima. The following steps are per-
formed to solve the ﬁtness function for optimal solution.
4.2. Main algorithm
The basic steps of the RCGA can be summarized as follows:
Step 1: Initialize the population with random solutions within
the limits.
Step 2: Find the ﬁtness value of the solutions using the ﬁtness
functions as given in Equations (1) and (6).
Step 3: Crossover: Two random solutions Xi and Xj are chosen and
crossover function is performed, in which parts of two parents
combine to form a new offspring. Unlike standard GA, in RCGA,
this is done with real values as X_new = (1 − λ)*Xi + λ*Xj, where λ
is the crossover parameter.
Step 4: Mutation: A part of the solution is mutated to a new
random value. This results in a new value which is different from
the previous solution. This is controlled by a probability factor
called probability of mutation.
Step 5: Elitism: The number of members in the population is
maintained in every generation. The weakest members are re-
placed by newer offspring/mutants that have better ﬁtness in
every generation
Step 6: Find the best member in every generation.
Step 7: Steps 2–6 are repeated until the number of iterations has
reached a preset limit.
Step 8: The results are displayed for the best solution.
5. Interior point successive linear programming (IPSLP)
technique
The OPF problem of RPL minimization can be formulated as
follows:
Minimize F x x u u
Subject to g x x u u
h x x u
0 0
0 0
0 0
0
± ±( )
± ±( ) =
± ±
Δ Δ
Δ Δ
Δ Δ
,
,
, u( ) ≤ 0 (12)
where x0, u0 are the initial values of x and u;
Δx, Δu indicate the step length from initial point
and g, h indicate the linear approximation of non linear problem.
IPSLP Algorithm:
Step 1: Solve the power ﬂow problem.
Step 2: Linearize the Optimal power ﬂow (OPF) problem and for-
mulate it as ﬁtness function.
Step 3: Linearize the incremental network model.
Step 4: Compute the linearly constrained OPF by primal–dual in-
terior point method.
Step 5: Update the control variables by Δu; solve the exact non-
linear power ﬂow problem.
Step 6: Evaluate the cost function for the updated control
variables.
Step 7: If the optimality solution is reached, then terminate the
algorithm; otherwise, go to step 2 and continue.
6. Simulation results and discussion
The effectiveness of the proposed method has been tested on the
New England 39 bus test system [40] shown in Fig. 4. The test system
Table 1
Parameters of FA.
S. No. Parameters Quantity
1 Number of ﬁreﬂies 30
2 Maximum iterations 100
3 Randomness (α) 0.3
4 Absorption coeﬃcient (γ) 1.0
5 Attractiveness (β) 0.2
Start
Initialization of parameters
Generate random variables
While 
Iter < max
Evaluate light intensities based on 
fitness function
Find best firefly
Move fireflies based on attraction
Iter = iter+1
TerminateNo
Yes
Fig. 3. The ﬂowchart of FA.
Table 2
Parameters of RCGA.
S. No. Parameters Quantity
1 Population size (NP) 40
2 Number of generations 30
3 Cross over probability (Pc) 0.6
4 Lambda (λ) 0.5
5 Probability of mutation (Pm) 0.12
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characteristics are given in Table 3. The test system has 10 genera-
tors at buses from 30 to 39 and 12 transformers T1 to T12 located
in the lines 2–30, 10–32, 12–11, 12–13, 19–33, 19–20, 20–34, 22–35,
23–36, 25–37, 29–38, 31–6 respectively.
A software program for IPSLP, RCGA and FA has written in
MATLAB 8.3 version and run on core i5, 2.50 GHz and 4.0 GB RAM
computer. Power ﬂow is solved for the base case to ﬁnd RPL and
the VSL is obtained using CPF technique. For the test system with
nominal values of taps, the RPL is 0.4378 p.u. and the VSL is 0.81.
Next, the proposed methodology is applied to optimize only RPL
(denoted as FAS) and simultaneously optimize the RPL and VSL
(denoted as FAM) of power system. Simulation results for differ-
ent cases are discussed below.
6.1. Case 1: transformer taps only optimized
6.1.1. Case 1.1: optimization of RPL only (single objective case)
When only transformer taps are optimized with IPSLP tech-
nique for single objective of RPL, the loss is reduced from 0.4378
p.u. to 0.4266 p.u. With the optimized taps, the CPF is run for
estimating the VSL and found the value of 0.78. For the same case
with the RCGA, the RPL and VSL obtained are 0.42141 p.u. and 0.75
respectively. Similarly, the transformer taps are optimized with FA
for the same single objective of RPL, the loss are further reduced
to 0.4203 p.u. and the VSL is 0.81. The optimized transformer taps
along with RPL and VSL are given in Table 4, which indicates the
Fig. 4. New England 39 bus test system.
Table 3
Test systems characteristics.
S. No. Data Quantity
1 Number of buses 39
2 Generator buses 10
3 Load buses 29
4 Transmission lines 46
5 Transformers 12
6 Total load (MW) 6097.10
Table 4
Optimized transformer taps only (transformer taps as control variables).
Control
variables
Optimization of only RPL
(single objective case)
Optimization of both
RPL and VSL
(multi-objective case)
IPSLP RCGASa FASb RCGAMc FAMd
T1 1.10 1.05 1.15 1.10 1.10
T2 1.10 1.15 1.10 1.05 1.05
T3 0.95 1.10 1.05 1.10 1.05
T4 1.10 1.05 1.05 1.05 1.05
T5 1.10 1.05 1.15 1.00 1.10
T6 1.00 1.05 1.10 1.10 1.10
T7 1.10 1.05 1.10 1.00 1.05
T8 1.10 1.10 1.10 1.10 1.10
T9 1.10 1.05 1.10 1.15 1.15
T10 1.10 1.05 1.10 1.05 1.05
T11 1.05 1.10 1.15 1.05 1.10
T12 1.10 1.10 1.10 1.10 1.10
RPL 0.4266p.u. 0.42141p.u. 0.4203p.u. 0.436912p.u. 0.43082p.u.
VSL 0.78 0.75 0.81 0.84 0.84
Bold font has been used to indicate the proposed algorithm and better performance.
a
RCGA is applied to optimize only RPL denoted as RCGAS.
b
FA is applied to optimize only RPL denoted as FAS.
c
RCGA is applied to optimize both RPL and VSL denoted as RCGAM.
d
FA is applied to optimize both RPL and VSL denoted as FAM.
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potentiality of the FA over the IPSLP and RCGA methods in loss re-
duction. In the single objective case, VSL is not included in the ﬁtness
function. Figs. 5–7 show the PV curves of the weakest bus for case
1.1 by IPSLP, RCGA and FA respectively. The performance charac-
teristics of RCGA and FA are shown in Fig. 8.
6.1.2. Case 1.2: optimization of both RPL and VSL (multi objective
case)
When both RPL and VSL are optimized, the cost function is modi-
ﬁed. The reciprocal of VSL is added to the RPL and the optimization
is carried out with RCGA and FA methods. Transformer tap values
along with RPL and VSL are given in Table 4. From the results, it is
seen that the VSL is improved but losses are increased marginally
with both the methods. Even RPL is increased slightly, the
overall multi-objective function that is the sum of RPL and recip-
rocal of VSL is reduced with both the methods compared to single
objective case. It is noticed here that with the proposed method the
overall multi-objective function (RPL + 1/VSL) is further reduced
showing a better performance than the RCGA. Figs. 9 and 10 show
the PV curve of the weakest bus for case 1.2 by RCGA and FA
respectively.
6.2. Case 2: UPFC location and its variables are optimized by keeping
the taps in ﬁxed position
6.2.1. Case 2.1: optimization of RPL only (single objective case)
With the optimized transformer tap values, the UPFC location
and its parameters are optimized with IPSLP, RCGA and FA tech-
niques. In the test system, only 32 lines were considered for
connecting the UPFC as the remaining 14 lines consist transform-
ers and feeding generator powers to the network [39]. In IPSLP
technique, the UPFC is connected in all the 32 lines considering one
at a time, as it cannot be linearized through perturbation and so it
is not a control variable. Here, the RPL are reduced from 0.4266 p.u.
to 0.3798 p.u. with the best location and UPFC injection voltage in
each succession of linearization. With optimized UPFC variables, the
CPF is carried out to calculate the VSL and obtained value is 0.84.
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Fig. 5. P–V curve of the weakest bus for case 1.1 (IPSLP).
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Fig. 6. P–V curve of the weakest bus for case 1.1 (RCGAS).
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Fig. 7. P–V curve of the weakest bus for case 1.1 (FAS).
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Fig. 8. Performance characteristics of RCGA and FA for case 1.1.
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In the case of RCGA and FA, the line at which UPFC should be con-
nected is decided randomly out of 32 lines selected in the initial
stage. So with RCGA and FA, the line number in which UPFC is to
be connected also becomes a control variable alongwith others.With
RCGA and FA methods, the UPFC location and its variables are op-
timized keeping the optimized transformer taps ﬁxed and found that
the losses are reduced from 0.42141 p.u. to 0.37056 p.u. with RCGA
and 0.4203 p.u. to 0.3545 p.u. with FA as given in Table 5 along with
optimized UPFC location and its parameters. The VSL values cal-
culated from the two methods are also given in Table 5. From the
results, it is clear that when a nonlinear device like UPFC is con-
nected in the system, both RCGA and FA are able to ﬁnd the global
minimum, whereas IPSLP algorithm converges at local minimum
only. As UPFC is connected in the system, there is further reduc-
tion in the losses obtained with RCGA and FA compared to case 1.1.
Moreover, the FA gives global value of RPL showing the strength in
optimizing the losses compared to RCGA. Figs. 11–13 show the PV
curves of theweakest bus for case 2.1 by IPSLP, RCGA and FAmethods
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Fig. 9. P–V curve of the weakest bus for case 1.2 (RCGAM).
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Fig. 10. P–V curve of the weakest bus for case 1.2 (FAM).
Table 5
Optimized UPFC parameters keeping optimized taps in ﬁxed position.
Control
variables
Optimization of only RPL
(single objective case)
Optimization of both
RPL and VSL
(multi-objective case)
IPSLP RCGASa FASb RCGAMc FAMd
UPFC series
injected
voltage
(Vse)
0.0099 p.u. 0.0234 p.u. 0.0294 p.u. 0.0100 p.u. 0.0096 p.u.
UPFC series
injected
voltage
phase
angle
(δse)
1.040 rad 1.6774 rad 1.9330 rad 1.000 rad 0.9134 rad
UPFC
location
3–4 16–19 26–29 21–22 26–27
RPL 0.3798 p.u. 0.37056 p.u. 0.3545 p.u. 0.390307 p.u. 0.3742 p.u.
VSL 0.84 0.84 0.900 0.990 1.020
Bold font has been used to indicate the proposed algorithm and better performance.
a
RCGA is applied to optimize only RPL denoted as RCGAS.
b
FA is applied to optimize only RPL denoted as FAS.
c
RCGA is applied to optimize both RPL and VSL denoted as RCGAM.
d
FA is applied to optimize both RPL and VSL denoted as FAM.
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Fig. 11. P–V cure of the weakest bus for case 2.1 (IPSLP).
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Fig. 12. P–V cure of the weakest bus for case 2.1 (RCGAS).
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respectively. The performance characteristics of the RCGA and FA
for single objective case are also shown in Fig. 14.
6.2.2. Case 2.2: optimization of both RPL and VSL (multi objective
case)
With the optimized transformer taps in ﬁxed position, the UPFC
location and its parameters are optimized by RCGA and FA for multi
objective case of RPL and VSL. Table 5 shows the optimized UPFC
location and its parameters along with RPL and VSL. Although the
loss in this case is marginally increased compared to single objec-
tive case, the overall multi-objective function i.e., the sum of RPL
and reciprocal of VSL, is reduced with both RCGA and FA methods.
Also, compared to case 1.2, the multi objective function (RPL + 1/
VSL) is further reduced because of introduction of the UPFC. It is
noticed here from the results that the reduction of RPL and im-
provement of VSL, i.e., reduction of multi-objective function, is
obtained with FA showing the eﬃcacy over the RCGA. The PV curves
for the weakest bus of RCGA and FA are shown in Figs. 15 and 16.
6.3. Case 3: simultaneous optimization of UPFC location and its
variables along with taps
6.3.1. Case 3.1: optimization of RPL only (single objective case)
With the IPSLP technique, the UPFC variables along with taps (12
transformer taps, UPFC series injected voltage magnitude and Phase
angle) are simultaneously optimized and found that the RPL is 0.3947
p.u. and VSL is 0.87. Similarly, with RCGA and FA techniques, the
UPFC location and its variables along with taps are simultane-
ously optimized. The values of RPL and VSL along with optimized
UPFC parameters and transformer taps are given in Table 6. It is ob-
served from the simulation results that the losses obtained from
FA technique are low as compared to IPSLP and RCGA techniques.
Also it is noticed from the previous results of case 1.1 and case 2.1
that the losses are further reduced as in this case control variables
are simultaneously optimized with RCGA and FA. Figs. 17–19 show
the PV curves of the weakest bus for single objective case by IPSLP,
RCGA and FA respectively. The performance characteristics of RCGA
and FA for single objective case are shown in Fig. 20.
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Fig. 13. P–V curve of the weakest bus for case 2.1 (FAS).
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Fig. 14. Performance characteristics of RCGA and FA for case 2.1.
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Fig. 15. P–V curve of the weakest bus for case 2.2 (RCGAM).
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Fig. 16. P–V curve of the weakest bus for case 2.2 (FAM).
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6.3.2. Case 3.2: optimization of both RPL and VSL (multi objective
case)
With RCGA and FA techniques all the variables are simultane-
ously optimized for multi-objective case and obtained the values
of RPL and VSL given in Table 6. Here the losses are marginally in-
creased compared to single objective case, but overall multi-
objective function i.e., the sum of RPL and reciprocal of VSL, is
reduced with both RCGA and FAmethods. Compared to case 1.2 and
case 2.2, themulti objective function (RPL + 1/VSL) is further reduced
as the control variables are simultaneously optimized. Also it is
noticed here from the results that the reduction of RPL and
Table 6
Simultaneously optimized parameters of UPFC along with transformers tap settings.
Control
variables
Optimization of only RPL
(single objective case)
Optimization of both
RPL and VSL
(multi-objective case)
IPSLP RCGASa FASb RCGAMc FAMd
T1 1.00 1.00 1.10 1.10 1.00
T2 1.00 0.95 1.00 1.10 1.05
T3 1.05 0.95 1.00 1.15 1.05
T4 1.00 1.00 1.00 0.95 1.05
T5 1.05 1.05 1.00 1.00 1.10
T6 1.05 1.05 1.00 1.00 1.10
T7 1.05 1.00 1.00 1.15 1.05
T8 1.05 1.05 1.05 0.95 1.05
T9 1.05 1.10 1.00 1.00 1.00
T10 1.00 1.05 1.05 1.10 1.10
T11 1.05 0.95 1.05 1.00 1.05
T12 1.05 1.00 1.00 0.95 1.05
UPFC series
injected
voltage
(Vse)
0.010 p.u. 0.012167 p.u. 0.0225 p.u. 0.030000 p.u. 0.0168 p.u.
UPFC series
injected
voltage
phase
angle
(δse)
1.000 rad 0.937246 rad 1.2759 rad 1.000 rad 1.2544 rad
UPFC
location
4–14 17–18 16–24 28–29 16–19
RPL 0.3947 p.u. 0.3694 p.u. 0.3463 p.u. 0.381822 p.u. 0.3617 p.u.
VSL 0.870 0.870 0.930 0.990 1.080
Bold font has been used to indicate the proposed algorithm and better performance.
a
RCGA is applied to optimize only RPL denoted as RCGAS.
b
FA is applied to optimize only RPL denoted as FAS.
c
RCGA is applied to optimize both RPL and VSL denoted as RCGAM.
d
FA is applied to optimize both RPL and VSL denoted as FAM.
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Fig. 17. P–V curve of the weakest bus for case 3.1 (IPSLP).
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Fig. 18. P–V curve of the weakest bus for case 3.1 (RCGA).
0 0.2 0.4 0.6 0.8 1 1.2
0
0.2
0.4
0.6
0.8
1
1.2
Load parameter (Lambda)
V
ol
ta
ge
 in
 p
.u
 
FAS
Fig. 19. P–V curve of the weakest bus for case 3.1 (FAS).
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Fig. 20. Performance characteristics of RCGA and FA for case 3.1.
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improvement of VSL i.e., reduction of multi-objective function, is
obtained with FA indicating potentiality and superiority over the
RCGA. P–V curves of the weakest bus (multi objective case) are
shown in Figs. 21 and 22.
6.4. Robustness evaluation
To test the robustness of FA, 10 trial runs were performed for
New England 39 bus test system. Tables 7–9 show the results of RPL
values for case studies 1.1, 2.1 and 3.1. It can be seen here that the
optimal RPL obtained by the proposed FA for all the three cases is
always nearer to the average value, which is also lesser than RCGA,
showing the robustness and superiority of the proposed FA method
for the OPF problem of RPL minimization.
7. Conclusion
FA method has been successfully implemented in this paper to
ﬁnd the optimum control variables for OPF problem of RPL mini-
mization (single objective case) and for simultaneous optimization
of RPL and VSL (multi-objective case). Transformers tap settings, UPFC
location, series injected voltage magnitude and phase angle of UPFC
have been considered as control variables. From the results, it is ob-
served that optimization of the control variables for single objective
of RPL led to deterioration of VSL, but for multi-objective case, even
though the loss has increased slightly, the combined cost function
has reduced with signiﬁcant improvement in VSL. Simulation results
of the proposed method are compared with the results of the IPSLP
method for single objective of RPL and found that the FA method
is superior in loss minimization as the IPSLP technique is not able
to ﬁnd global optimum because non linear device like UPFC is in-
troduced in the system. Also, to compare the simulation results of
the proposed algorithm for both single and multi-objective cases,
RCGA technique was considered. The results obtained with the FA
in all the cases are much better and hence it is concluded that the
proposed method has the ability to obtain near global solution with
stable convergence characteristics for optimization problems. Thus,
the proposed FA may be recommended as a promising algorithm
for solving some more complex engineering optimization prob-
lems for the future researchers.
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