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Abstract
The ignition process initiates the combustion in spark-ignition engines. Therefore, understanding the ignition process is 
an important aspect in developing more efficient combustion engines. In this thesis, the vibrational temperature of an 
ignition spark in air under atmospheric pressure and room temperature is observed in spatial and temporal resolution. 
The temperature is determined by comparing simulated spectra with the measured spectra of the second positive system 
of  N2 between 360 and 381 nm. Changing the dwell time had no significant effect on the vibrational temperature of the 
three spark phases. In the breakdown the vibrational temperature is about 3300 K. The vibrational temperature of the 
following arc discharge is in the range of 3750 K to 4350 K. The glow discharge is divided into the negative glow and the 
positive column. Both show similar vibration temperatures in the range of 3500 K to 3900 K.
Keywords Ignition system · Vibrational temperature · Dwell time · Breakdown · Arc discharge · Glow discharge
1 Introduction
The climate target of the European Union (EU) for 2030 is 
a 40% reduction of greenhouse gases compared to 1990 
and an increase in energy efficiency of 32.5% [1]. Fur-
thermore, the long-term strategy is a climate-neutral EU 
in 2050 [2]. Kramer et al. [3] shows, that by 2030 vehicles 
with internal combustion engines will still be the majority. 
In order to achieve the climate targets nevertheless, fuels 
from renewable sources will make an important contribu-
tion, as several life cycle analyses and studies show [4–6]. 
Since the production of these fuels is also linked to high 
energy requirements [7], it is important to further optimize 
combustion engines to make them more energy efficient.
Diluted or lean mixtures can improve the efficiency 
and reduce the pollutant emissions [8–10] such as  NOx 
of internal combustion engines. In order to ignite these 
mixtures, a higher energy input from the ignition spark 
is required [11–13]. Besides the higher inflammation 
probability, this can also lead to increases spark plug wear. 
Furthermore, the flame speed decreases with diluted and 
lean mixtures and the cyclic-fluctuations increase [14, 15], 
which reduces the efficiency of the engine. This can be 
counteracted with higher flow velocities. These contrib-
ute to the support of flame propagation, but also lead to 
higher cyclical-fluctuations due to quenching effects on 
the flame kernel. Furthermore, these cyclic-fluctuations 
can also be caused by unfavorable mixture conditions at 
the spark plug [16]. As an alternative to the improved flow, 
pre-chamber spark plugs can increase the flame velocity 
due to their high penetration depth of the torch jets by 
igniting more mixture volumetrically [17, 18]. Due to the 
potential problems of pre-chamber flushing, the compat-
ibility of the ignition system with regard to exhaust gas 
recirculation (EGR) [19] must be high. Because of the com-
promise between inflammation probability and spark plug 
wear, the ignition process and the physic of the ignition 
spark must be further observed. In particular, the effect of 
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the different spark phases and their influence and ignition 
must be investigated.
In 1977 Rudolph Maly described for the first time the 
ignition spark in its three discharge phases breakdown, 
arc and glow discharge [20]. He also described the physi-
cal mechanism and properties behind these discharges 
in detail in further publications [21–23]. Due to the high 
currents in the breakdown, which he estimated accord-
ing to Ohm’s law, he assumed a temperature of 60,000 K 
for this discharge. By using arcs with high current of 10 A, 
he determined a temperature of 5000 K to 6000 K, which 
only varied slightly with the arc current. For the glow dis-
charge Maly determined about 3000 K under steady-state 
conditions. Later spectroscopic observations by Oliveira 
et al. [24] measured, under atmospheric pressure using the 
second positive system (SPS) of  N2 (C-B), gas temperatures 
between 1600 K and 2800 K, and electron temperatures 
between 17,000 K and 20,000 K. In comparison, Hnatiuc 
et al. [25] used the OH (A-X) band at 306 nm to estimate 
rotational temperature, and the SPS of  N2 for vibrational 
temperature. Hnatiuc assumed the electron temperature 
is higher than 10,000 K due to the reduced electric field. 
Time resolved temperature measurements with variation 
of the ignition system were performed by Huang et al. [26]. 
They calculated the rotational and vibrational temperature 
of the ignition spark to be 1400 K to 2600 K and 3700 K to 
4300 K, respectively, observing the  N2 SPS.
In this work, the vibrational temperature is determined 
in high spatial and temporal resolution with the SPS of  N2. 
The vibrational-exciting molecules serve as energy stores, 
which can make the plasma more reactive [27, 28]. There-
fore, the vibrational temperature is an important param-
eter for understanding the inflammation behavior of the 
three different spark phases. These resolutions allow the 
vibrational temperature determination of the different dis-
charge phases and their characteristic plasma structure. 
This resolution of the plasma structure is particularly nec-
essary in the case of glow discharge and the breakdown. In 
the different areas of the glow discharge different electron 
supply mechanisms and acceleration mechanisms can be 
observed, which could have an influence on the different 
plasma temperatures. In addition, the plasma tempera-
tures can vary over the spark gap during the breakdown 
through the forming of streamers. The experiments were 
performed in an air atmosphere at a pressure of one bar 
and a temperature of 23 °C. Thus, the applied method shall 
be evaluated for later experiments under higher pressures 
in a heated pressure chamber. The aim of this investiga-
tions is to evaluate the influence of the dwell time on the 
vibrational temperature. The overall aim is to find out the 
different plasma properties of the ignition spark and their 
influence on the inflammation process in spark-ignition 
engines (SI engines). This contributes to increasing the 
efficiency of SI engines.
This work is divided into five sections. In Sect. 2 and the 
underlying first three subsections, the ignition system as 
well as the electrical and the spectroscopic measurement 
setup are explained. In the second half of this section, first 
the calculation of the electrical energy and the methodol-
ogy for excitation and determining vibrational tempera-
ture are explained. The last sub-section of Sect. 2 contains 
the measurement uncertainty in the determination of the 
vibrational temperature. Sect. 3 shows the results of the 
electrical energy and the vibrational temperature of the 
three spark phases breakdown, arc discharge and glow 
discharge each in a sub-section. The penultimate Sect. 4 
the results are discussed, with the emphasis on the influ-
ence of the dwell time. In the last Sect. 5 a short conclusion 
is given.
2  Measurement setup and methodology
The following section contains information about the 
measurement setup and the methodology used.
2.1  Measurement setup
This section provides an overview of the measuring instru-
ments used. First, the electric circuit of the used ignition 
system is explained, followed by the presentation of the 
electrical measurement setup. The third part contains the 
spectroscopic measurement setup. In the last section, the 
trigger chain for generating the time-resolved measure-
ments is explained.
2.1.1  Ignition system
The electric parameters of the ignition system contain the 
energy sources of the ignition spark. Figure 1 shows the 
electric circuit of the ignition system used. Due to the loca-
tion and type of the energy stores in the circuit, their asso-
ciated time constants differ. Therefore, these energy stores 
release their energy in different time intervals, which fed 
the different spark phases. For example, the only system 
parameter, that can be completely discharged during the 
short breakdown phase of approximately 10 ns [29], is the 
capacitor  CSP2, which is located in the spark plug below the 
suppression resistor  RSP. For this reason, in earlier work [30] 
the division into the four spark phases breakdown, capac-
itive arc phase, inductive arc phase and glow discharge 
was chosen. This convention is based to the original sub-
division of the three phases breakdown, (instationary) arc 
phase and glow phase described by Maly [20–23].
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In this work, a common cassette coil is used. The charg-
ing time of the primary circuit (dwell time) is given by the 
length of the trigger signal. The ignition coil provides an 
initial spark current of 150 mA and an energy of 90 mJ at 
maximum dwell time of 3.3 ms. The power supply is a 12 V 
car battery.
A spark plug with a nickel electrode is used. The elec-
trode gap is 0.9 mm with a diameter of the center elec-
trode of 2.5 mm. The value of the suppression resistor  RSP 
is 6.5 k . The capacitance of the capacitors  CSP1 +  CSP2 
is 12.5 pF and was measured with a HAMEG LCR METER 
HM8018. Considering the geometry of the spark plug, the 
capacitance of the capacitor  CSP2 is 8.33 pF. With the same 
measurement instrument the inductance of the spark plug 
of 530 µH was measured. This inductance is negligible 
compared to the inductance of  101 H of the coil [32]. The 
capacitance of the cable is also negligible.
2.1.2  Electric measurement setup
A Tektronix P6015A is used to measure the high voltage. 
This is connected to the ignition coil and the spark plug via 
two ignition cables. The high-voltage probe has a cut-off 
frequency of 75 MHz. With the connected 3 m cable of the 
corresponding compensation box, the rise time is 4.67 ns.
A Pearson 2877 current monitor is used for current 
measurement. The lower cut-off-frequency is 300 Hz, the 
upper 200 MHz. Its rise time is 2 ns. Two current clamps 
are installed to measure the current from the spark plug 
capacitors. One in front of the spark plug on the high-volt-
age probe and the other on the ground path of the system.
The data are recorded by a LeCroy Waverunner 6030A 
oscilloscope with a bandwidth of 350  MHz. The input 
resistance is 1 M with an input capacitance of 20 pF. Both, 
the high-voltage probe and the current clamps are con-
nected with an input coupling of 1 M . Due to the large 
amount of data and the storage speed of the oscilloscope, 
a sampling rate of 10 MS/s is chosen. Figure 2 shows the 
arrangement of the overall system.
2.1.3  Spectroscopic measurement setup
To collect the light from the plasma, a Hamamatsu A4869 
lens is used. The lens has a transmission coefficient above 
70% in the measured wavelength range of 300 nm to 
800 nm. The light is directly guided to the entrance slit of 
the spectrograph, which width is set to 200 µm. The spec-
trograph is an Acton SP2556 from Princeton Instruments 
with a focal length of 500 mm. In this work the spectro-
graph uses a 600 grooves/mm grating.
The spectra are recorded by a PI-MAX 2 intensified 
charge-couple device camera (iCCD camera) from Prince-
ton Instruments. The full-size resolution of the CCD is 
1024 × 256 pixels. In this case, the ignition spark uses 74 
pixels in height. With the grating used, the detector cov-
erage in the wavelength direction is 85 nm. Therefore, 
a maximum resolution of 0.08 nm/pixel is possible. The 
instrumental broadening function is 4.9 Å (which is the 
full width at half maximum, FWHM), measured with a LOT-
Oriel LSP035 mercury-argon lamp.
The Winspec software is used to operate the spectro-
graph. Winspec is also used for the main control of the 
trigger chain, which is explained in the following subsec-
tion. All operation settings are made by the software. For 
all measurements the gain is set to 255, which is the maxi-
mum possible gain. The gate duration is not constant and 
depends on the point in time of the ignition spark.
2.1.4  Trigger chain
The initial trigger signal originates from Winspec. The 
initial trigger pulse is transmitted to the programmable 
Fig. 1  Electric circuit of the 
ignition system used. The spark 
plug includes two capacitors 
with different time constants. 
(inspired by [31])
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timing generator (PTG). First, the PTG sends the charging 
signal to the Hameg HM8139 function generator, which 
transmits a transistor-transistor logic signal (TTL signal) 
with the length of the dwell time to the ignition coil. 
This charging signal is also used as trigger signal for the 
oscilloscope.
A second time-delayed trigger signal is sent from the 
PTG to the iCCD camera. This delay is set by Winspec and 
depends on the gate opening duration of the iCCD camera 
and point in time of the ignition spark. The breakdown is 
measured with a gate opening duration of 500 ns. Then, 
the gate opening duration is increased to 10  µs until 
100 µs after the breakdown. After that, the gate duration 
is 100 µs until the end of the ignition spark. The delay of 
the PTG trigger signal after each time step has the same 
duration as the gate opening duration in the previously 
measured time step. 20 images are created per time step. 
Therefore, several hundred sparks must be generated.
Finally, the gate opening is recorded with the oscil-
loscope. In this way, the image of the iCCD camera can 
be assigned to the point of time in the spark. In the post-
processing, the images are sorted by point in time of the 
spark based on their distance from the breakdown.
The procedure is equivalent to earlier publications [30, 
33].
2.2  Methodology
This subsection is divided into four parts. In the first part, 
the energy calculation of the electrical measurement is 
explained. Then, the excitation of the vibrational levels and 
their effects on the spectra are explained. The third part 
shows the calculation method for determining the vibra-
tional temperature. Finally, the measurement uncertainty 
of the temperature determination is discussed.
2.2.1  Electrical measurement determination
The calculation of the energy from the electrical measure-
ment depends on the spark phase. Due to the short dura-
tion of the breakdown in which mainly the capacitance of 
 CSP2 discharges, the energy content of the breakdown EB is 
calculated by the following Eq. (1).
With the voltage UB before the breakdown.
In the arc and the glow phase of the discharge, the 
discharge energy ED is calculated from the product of the 
voltage UD and the current ID , which is integrated over the 
time dt. Due to the position of the voltage measurement 
upstream of the suppression resistor of the spark plug RSP , 
the voltage drop across the spark plug resistor must be con-
sidered. This is done by subtracting the product of the sup-
pression resistor and the measured current from the meas-
ured voltage. To get information about the electrical energy 
to the measured spectra, only the energy during the CCD 
open time is calculated ( t0 =begin CCD window, tD = end 












Fig. 2  Schematic of the electric 
and spectroscopic setup
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A Matlab script is used to calculated the energy distribu-
tion of the different phases.
2.2.2  Vibrational excitation
The vibrational excitation of molecules is due to electron 
impact. In case of molecular nitrogen, the excitation to the 
second positive system (SPS) is described by Eq. (3).
Like the rotational excitation, the vibrational excitation 
within an electronically excited state has several energetic 
levels. Their energy can be at first approximately calculated 
from the harmonic oscillator using the Schrödinger’s equa-
tion. However, due to the shape of the potential wall and 
the possibility of a transition with v ≠ ±1 , in practice the 
calculation is based on the anharmonic oscillator. The dif-
ficulty to describe the anharmonic oscillator analytically 
leads to the series development according to Dunham 
[34], which is shown in Eq. (4).
With the constants e , xe , ye , and ze from the develop-
ment of the Dunham series. The variable v indicates the 
vibrational level and can take the values v = 0, 1, 2,… . 
Furthermore, this series development is coupled with the 
rotational equivalent by the Hund’s coupling cases.
The result of these different transitions is shown in 





g (both black), with different vibrational 
levels of the upper ( v′ ) and the lower ( v′′ ) (both blue) elec-
tronic excited states, and rotational levels J’ and J′′ (both 
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red) are schematically shown. In the picture b), the result 
of these transition is shown as a spectrum in the wave-
length range from 310 to 390 nm. Several groupings of 
transitions are shown, according to the difference between 
the lower and upper energy levels v . Each of these group-
ings starts at its longest wavelength with the transition 
from the upper energy level v� = 0 to a lower energy level 
of v�� = 0 − v . Towards the shorter wavelengths within 
these groupings, the energy level v′ increases while v 
remains constant. This is illustrated by the blue lines of the 
transitions v = −1 . The rotational bands (red) lie between 
the individual vibrational lines. The energy contained in 
these vibrational excited levels is often referred as tem-
perature and can be expressed in the unit kelvin. A calcula-
tion of the vibrational temperature can be achieved by 
using these vibrational transitions at the same v or at 
different v and the same upper level v′.
2.2.3  Vibrational temperature determination
The comparison of simulated and experimentally deter-
mined spectra is a common method for determining 
oscillation temperature of non-equilibrium plasma 
[35–37]. The Matlab code SPARTAN 2.6 [38, 39], which 
uses the described relations described in the previous 
section, serves as the simulation tool. Both, the vibra-
tional and the rotational temperature are varied in the 
simulations. In addition, the instrumental broadening 
function is transferred to the simulation. The simulated 
temperature range is from 300 K to 6050 K for rotational 
temperature and from 1950 K to 11,000 K for vibrational 
temperature. The step size between each simulation is 
250 K and 50 K for the rotational and vibrational tem-
perature, respectively. The electron temperature is set to 
10,000 K in each simulation. Thus, the measured spectra 
are compared with about 4300 simulated spectra stored 
Fig. 3  a Schematic illustration 
of the electronic (black), vibra-
tional (blue) and rotational 
(red) energy levels of the 
SPS of  N2. b Shows a spec-
trum resulting from different 
transitions in the SPS from (a). 
The v shows the difference 
from the vibrational level of 
the higher electronic level 
to the vibrational state v′ to 
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in a comparison database. The comparison is done by 
cross correlation in direction of the wavelength axis. The 
simulated spectrum with the largest cross correlation 
coefficient is selected and its temperature is taken as 
the vibrational temperature.
The observed spectra of the SPS is the following tran-






 , within the wave-
length range of 365 nm to 380.5 nm. This wavelength 
range is frequently used in the literature [40–43]. In this 
wavelength range, the vibrational states are hardly 
superimposed by other species such as the first negative 
system (FNS), nickel from the cathode material or atomic 
oxygen. The following Fig. 4 shows some spectra with 
different vibrational temperatures. The rotational and 
electron temperature are fixed at 3000 K and 10,000 K in 
this figure. To compare the shape of the spectra, they are 
normalized to their maximum value. From the graph it 
can be seen, that with increasing vibration temperature 
the distinction between two temperature levels become 
more and more difficult. This influence on the calculation 
error of the vibrational temperature is discussed in the 
next section.
In order to calculate the spectra with the explained 
method, some assumptions have to be made, which are 
explained in the following.
First, SPARTAN uses a Maxwellian electron energy 
distribution function (EEDF) to calculate Doppler broad-
ening, photoionization transitions, photodissociation 
transitions and Bremsstrahlung transitions. For vibra-
tional temperature calculation only the effect of Dop-
pler broadening D is considered, since it is included 
in the calculation of the temperature. For estimation of 
this effect Eq. (5) is used.
For the approximation we use the wavelength 0 = 380 nm 
(which corresponds approximately to the transition 
v = −2 and v� = 0 ), the speed of light c, the Boltzmann 
constant kB , the mass of molecular nitrogen mN2 and the 
gas temperature Tg = 2300 K , which was obtained from 
the rotational temperature of a previous work [44]. These 
values result in a Doppler broadening of 2.47 pm, which 
is negligible compared to the instrumental broadening of 
490 pm.
SPARTAN assumes a Boltzmann equilibrium of the rota-
tional levels to calculate the line intensity. Furthermore, a 
Boltzmann population of the vibrational levels is assumed. 
The most likely error in this assumption is the neglect-
ing of overpopulated vibrational levels. Several studies 
[45–48] show, that the overpopulation of the vibrational 
levels becomes significant at vibrational quantum num-
bers of about three or higher. Considering the transitions 
of vibrational quantum numbers zero to two, as shown in 
Fig. 5, the influence of overpopulation is not expected to 
be dominant. An overpopulation, if it mainly affects the 
vibrational quantum numbers greater than or equal to 
one, would lead to a slight overestimation of the vibra-
tional temperature.
The simulation does not include quenching effect of 
other species. By considering the deactivation constants of 
the vibrational levels from v� = 0 − 3 for different quench-
ing partners shown in [49] (which show similar values for 
all vibrational levels for same quenching partners), we 
assume that the quenching effects act in the same way 
on all observed energy levels. Therefore, we are allowed 
to assume that quenching is negligible.
2.2.4  Measurement uncertainties
To determine the error in the computational process, four 
simulated spectra with different vibrational and rotational 
temperatures are used. The selected steps of 2050  K, 
2550 K, 5050 K and 9800 K are exemplary and result from 
the determined vibrational temperatures during the igni-
tion spark, which are common in this investigation. The 
rotational temperatures of 300 K and 2800 K used are 
derived from breakdown, arc and glow discharge tem-
peratures from previous observations [44]. These spectra 
are superimposed by various noises from 5 to 50%. The 
noise is multiplied with the intensity of the signal, which is 
then normalized. They are then analyzed by the computa-














g,v = −2 at various 
vibrational temperatures between 2000  K and 10,000  K with an 
instrumental broadening function of 0.49 nm
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Table 1. Errors of this magnitude occur only in poor signal-
to-noise ratios. For medium and high signal-to-noise ratios 
with noise of up to 20%, the error in determining the vibra-
tional temperature is less than 7%, which is in the order of 
magnitude of other investigations on laboratory plasma 
[25, 36, 37, 50], which is obviously not the same as plasma 
in the ignition spark. As an example for the temperature 
determination, the spectrum in the negative glow region 
a) and the positive column region b) is shown in Fig. 5. 
As the vibrational temperature increases, the maximum 
error ER increases due to the smaller difference between 
the spectra.
Assuming an exponential behavior of the maximum 
error, it can be estimated by the following Eq. (6). For cal-
culation, the three maximum errors at a rotational tem-
perature of 2800 K are used.
The coefficient of determination  R2 of this function is 
0.999. Therefore, it is a sufficiently good approximation to 
the maximum error.
3  Results
The following section contains an overview of the elec-
trical and temperature measurements. First, the electri-
cal results are evaluated. Then, the results of the vibra-
tional temperature of the breakdown, the arc discharge 
and the glow discharge are each presented in a separate 
subsection.
All tests are performed with air at atmospheric pressure 
and a temperature of 23 ◦C.
3.1  Electrical results
The averaged results of the calculated supplied electric 
energy are shown in Table 2. The breakdown has an energy 
of approx. 0.1 mJ and does not change with the dwell time. 
In contrast to the breakdown energy and duration, the arc 
discharge energy and duration depend on the dwell time. 
The energy decreases from 3.8 mJ at 100% dwell time to 
0.1 mJ at 25% dwell time. This reduction of arc discharge 
is also reflected in the duration, which decreases from 
43.2 to 17 µs from the 100 to 75% dwell time. A further, 
but smaller reduction follows up to a duration of 2 µs at a 
dwell time of 25%. The glow discharge behaves similarly. 
A continuous decrease in the energy from 18.9 to 4.8 mJ 
with decreasing dwell time is observed. In contrast, a small 
increase in glow discharge duration of approx. 50 µs is 




Fig. 5  Two spectra with different signal-to-noise ratios (SNR) and 
the corresponding fit. a Fit of a spectrum in the negative glow of 
a glow discharge with high signal-to-noise ratio of 7.75. b Fit of a 
spectrum in the positive column of a glow discharge with a low 
signal-to-noise ratio of 1.44. The given signal-to-noise ratio is calcu-
lated from the quotient of the signal intensity and the background 
noise
Table 1  Calculated maximum absolute and percentage error at dif-
ferent vibrational  (TVib) and rotational temperatures  (TRot)
TVib TRot Maximum error/K Maxi-
mum 
error/%
2050 300 250 12.2
2550 2800 350 13.7
5050 2800 550 10.9
9800 2800 1650 16.8


















100 0.1 3.8 18.9 43.2 1013
75 0.1 1.0 16.7 17.0 1069
50 0.1 0.2 12.1 7.7 927
25 0.1 0.1 4.8 2.0 572
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observed by reducing the dwell time from 100 to 75%. 
This is most likely due to the reduction of the arc discharge 
duration.
In addition to the averaged results, the cumulative 
electrical energy as a function of time and the discharge 
mechanism is shown in Fig. 6. The arc discharge is domi-
nant only in the first about 40 µs and at a dwell time of 
100%. In this time interval, the current is high, resulting in 
high current densities and thus an increased possibility for 
arc discharges. If the dwell time is reduced, the current at 
the beginning of the inductive discharge decreases. This 
leads to less arcing and a lower energy input into the gas.
3.2  Vibrational temperature in the breakdown
Figure 7 shows the vibrational temperature of the break-
down above the discharge gap with different dwell times. 
For all dwell times, the trends are similar, considering 
the error of ±380 K to ±460 K (depending on the meas-
ured temperature). From a temperature of about 2500 K 
±320 K at the cathode, an increase to 4250 K ±480 K can be 
observed at a distance of 0.06 mm from the cathode. This 
can be explained by the acceleration of the electrons from 
the cathode, which leads to this increase [42]. At the dwell 
time of 100%, the signal-to-noise ratio did not allow evalu-
ation of the first 0.07 µm. After this peak, a slight decrease 
of vibrational temperature to about 3300 K is measured 
up to a distance of 0.75 mm from the cathode. Following 
this minimum, an increase in the vibrational temperature 
is calculated. This is most probably due to a decrease of 
the signal-to-noise ratio, which could lead to a higher cal-
culated vibrational temperature.
3.3  Vibrational temperature in the arc phase
As discussed in Sect. 3.1, a relatively stable arc only occurs 
at a dwell time of 100%. For this reason, Fig. 8 shows only 
the 100% dwell time curve above the distance from the 
cathode. The envelope curve shows the maximum error 
calculated from Eq.  (6). Similar to the breakdown, the 
vibrational temperature increases strongly up to a distance 
of approximately 0.05 mm from the cathode. The maxi-
mum vibrational temperature at this distance is 8350 K 
Fig. 6  Cumulative energy of 
the breakdown (’B’, solid line), 
arc discharge (’A’, dotted line) 
and glow discharge (’G’, dashed 
line) at an ignition coil dwell 
time of 100% (green), 75% 
(blue), 50% (orange) and 25% 
(yellow)
Fig. 7  Vibrational temperature during the breakdown depending 
on the distance to the cathode
Fig. 8  Vibrational temperature during the arc phase in dependence 
from the distance to the cathode
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±1200 K. After that, the vibrational temperature decreases 
to values of 3750 K ±400 K. At a distance of approximately 
0.5 mm from the cathode, a slight increase in the vibra-
tional temperature to about 4350 K in is measured. Due 
to the measuring principle, arc and glow discharges may 
both occur during the accumulation time of the CCD. Due 
to the strong intensity of radiation of the negative glow 
of glow discharges, the range between 0.1 and 0.5 mm is 
affected by this overlap. By neglecting the small cathode 
and anode drop area of a few mean free path lengths (one 
mean tree path length in air under standard conditions is 
between 65 and 68 nm [51–53]), the arc discharge con-
sists only of a positive column. In this area the intensity 
of radiation is mainly caused by electron impacts. Due to 
the overlap between the negative glow of the glow and 
the positive column of the arc discharge, an average tem-
perature is determined from both. The hotter area of the 
positive column (from 0.5 mm to the end) suggests that 
the temperature in the overlap area is underestimated.
3.4  Vibrational temperature in the glow phase
Compared to arc discharges, the plasma structure of 
glow discharges varies much more across the discharge 
gap [54]. Figure  9 shows the vibrational temperature 
(solid lines) and the intensity of radiation (dashed lines) 
at 200 µs (green) and 400 µs (blue) across the discharge 
gap at a dwell time of 50%. As with the breakdown and 
the arc discharge, the vibrational temperature of the glow 
discharge has its maximum of 6500 K ±830 K at a distance 
of 0.05 mm from the cathode. Between 0.1 and 0.45 mm 
the negative glow results in a high intensity of radiation 
and a vibrational temperature of 3500 K ±400 K. With 
decreasing intensity from a distance of 0.45 mm from the 
cathode, the vibrational temperature increases to 4350 K 
±490 K. After that, only a weak radiation is measured. the 
vibrational temperature in this area is constant at a value 
of 3900 K ±440 K. With decreasing intensity of radiation 
starting at 0.8 mm, the vibrational temperature increases 
slightly, which is most probably again due to the lower 
signal-to-noise ratio.
To determine the influence of the dwell time on the 
vibrational temperature, the values of the negative glow 
(from 0.1 to 0.4 mm), and the values of the positive col-
umn (from 0.5 to 0.8 mm) are each averaged. The depend-
ence of the vibrational temperature in the negative glow 
and the positive column from the dwell time is shown in 
Figs. 10 and 11. The different colored lines are indicating 
different time intervals during the discharge. The vibra-
tional temperature in the negative glow is independent 
of the dwell time at 3500 K ±400 K. Only the t = 600 μs 
and t = 900 μs intervals show an effect at 25% and 50% 
dwell time and increase to a vibrational temperature of 
3800 K ±430 K. This is due to the discharge end in these 
time intervals for the two dwell times mentioned (showed 
in Table 2), which causes the intensity to drop sharply. As 
described above, the signal-to-noise ratio decreases and 
Fig. 9  Vibrational tempera-
ture (solid lines) and intensity 
(dashed lines) at 200 µs (green) 
and 400 µs (blue) after break-
down depending the distance 
to the cathode
Fig. 10  Vibrational temperatures of different time intervals in the 
negative glow depending on the dwell time of the ignition coil
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the calculated vibrational temperature may increase as a 
result. This relativizes the higher vibrational temperature.
In the positive column the significantly lower intensity 
leads to higher variations of the calculated vibrational 
temperature. The mean value of approximately 3900 K 
seems to be independent from the dwell time, consider-
ing the uncertainty of ±440 K.
4  Discussion
No influence of the dwell time on the vibrational tem-
perature and the electrical energy of the breakdown was 
measured. As mentioned in Sect. 2.2.1, the energy of this 
discharge is supplied mainly by the capacitor  CSP2 of the 
spark plug. In addition, the breakdown voltage can be 
estimated by Paschen’s law, which is independent from 
the dwell time and is a function of the gas, electrode gap 
and pressure. The above mentioned parameters have been 
fixed in all tests. Therefore, no change in the static break-
down voltage according to Paschen’s law is to be expected. 
Also influence of the dwell time on inhomogeneities of the 
electric field or over-voltage effects due to the rise time of 
capacitor charging are negligible. Therefore, there is no 
influence of the dwell time on Eq. (1), which makes the 
supplied energy independent of the dwell time. In the 
breakdown the measured constant vibrational tempera-
ture confirms this assumption.
Only at 100% dwell time the arc discharge is the domi-
nant source of radiation in the first 40 µs of the discharge. 
Therefore, the spectrum of the arc discharge is only slightly 
distorted by a small occurrence of the glow discharge dur-
ing the accumulation time of the CCD. As the dwell time 
decreases, the current at the beginning of the inductive 
discharge is reduced. This is in contrast to the high cur-
rents needed for arc discharges. Below 75% dwell time 
the current at the beginning of the inductive discharge 
is lower than 100 mA, which turned out to be a limit for 
arcing in earlier researches [44].
The vibrational temperature of the negative glow and 
the positive column of the glow discharge is independent 
from the dwell time. Only the intensity, and therefore the 
number of excited molecules decreases. A spark plug with 
a cathode diameter of 2.5 mm is used. Photographs of the 
entire ignition spark, as shown as an example in Fig. 12, 
showed, that the discharge at no time covers more than 
half of the cathode. The glow discharge thus has enough 
space to propagate, since it strives for a constant current 
density. Consequently, an increase in current leads to an 
increase in the discharge diameter and not to an increase 
in current density, which means that the vibrational tem-
perature remains constant [55].
5  Conclusion
We have developed a method for measuring and calcu-
lating the vibrational temperature of an ignition spark 
plasma in spatial and temporal resolution. First tests by 
variation of an ignition system control parameter, the 
dwell time, and its effect on the vibrational temperature 
in different phases of the ignition spark were performed. 
In addition, we are able to calculate the energy distribu-
tion to the breakdown, arc, and glow phase of the igni-
tion spark with electrical measurements. These electrical 
Fig. 11  Vibrational temperatures of different time intervals in the 
positive column depending on the dwell time of the ignition coil
Fig. 12  Photograph of a typical ignition spark with an exposure 
time of 1/25 s. The picture shows the distribution of the discharge 
over the 2.5  mm wide cathode surface. At no time, the discharge 
covers the entire cathode
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measurement results are assigned to the spectroscopic 
measured values, which allows the evaluation of the influ-
ence of different parameters of the ignition system on the 
ignition spark.
The vibrational temperature of the breakdown was 
in the range of 3300 K ±360 K and is independent of the 
dwell time due to its capacitive discharge behavior.
Shortening the dwell time resulted in less arcing due 
to the lower initial current in the inductive part of the 
discharge. Therefore, a stable arc discharge of sufficient 
length could only be observed at the maximum dwell 
time of the ignition coil. The vibrational temperature of 
the observed arc discharge is in the range of 3750 K ±430 K 
to 4350 K ±490 K.
The glow discharge is mainly divided in the two areas 
of negative glow and positive column. By changing the 
dwell time, no influence of the vibrational temperature in 
the negative glow and the positive column is observed. 
This is most probably due to the fact, that the glow dis-
charge has a constant current density and sufficient space 
to propagate. The vibrational temperature ranges from 
3500 K ±400 K to 3900 K ±440 K in the negative glow and 
the positive column, respectively.
The next steps in planned research activities will be the 
calculation of the electron temperature and the electron 
density of the ignition phases. In addition, further tests will 
be performed under elevated pressure and temperature 
conditions in a heated pressure chamber designed for this 
purpose.
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