We have used Chandra to resolve the nearby 70 Oph (K0 V+K5 V) and 36 Oph (K1 V+K1 V) binary systems for the first time in X-rays. The LETG/HRC-S spectra of all four of these stars are presented and compared with an archival LETG spectrum of another moderately active K dwarf, ǫ Eri. Coronal densities are estimated from O VII line ratios and emission measure distributions are computed for all five of these stars. We see no substantial differences in coronal density or temperature among these stars, which is not surprising considering that they are all early K dwarfs with similar activity levels. However, we do see significant differences in coronal abundance patterns. Coronal abundance anomalies are generally associated with the first ionization potential (FIP) of the elements. On the Sun, low-FIP elements are enhanced in the corona relative to high-FIP elements, the so-called "FIP effect." Different levels of FIP effect are seen for our stellar sample, ranging from 70 Oph A, which shows a prominent solar-like FIP effect, to 70 Oph B, which has no FIP bias at all or possibly even a weak inverse FIP effect. The strong abundance difference exhibited by the two 70 Oph stars is unexpected considering how similar these stars are in all other respects (spectral type, age, rotation period, X-ray flux). It will be difficult for any theoretical explanation for the FIP effect to explain how two stars so similar in all other respects can have coronae with different degrees of FIP bias. Finally, for the stars in our sample exhibiting a FIP effect, a curious difference from the solar version of the phenomenon is that the data seem to be more consistent with the high-FIP elements being depleted in the corona rather than a with a low-FIP enhancement.
INTRODUCTION
Extensive surveys by the Einstein and ROSAT X-ray satellites have shown that all late-type main sequence stars are surrounded by T ≥ 10 6 K coronae analogous to the more easily observed corona surrounding our own Sun (e.g., Schmitt & Liefke 2004) . Although the mechanism or mechanisms responsible for heating these outermost stellar atmospheric regions to such high temperatures are not entirely understood, it is clear that coronal heating and coronal structure are controlled by magnetic activity. On the Sun, magnetic fields are associated with a number of fascinating phenomena: sunspots, flares, the solar wind, coronal mass ejections, prominences, etc. Lack of spatial resolution makes most of these phenomena difficult to study on stars, so most of what we know about stellar magnetic activity comes solely by studying their global radiation. Since X-rays are produced by stellar coronae, stellar X-ray luminosities have become one of the primary measures of coronal activity, and much work has been done to see how activity as measured by X-ray emission correlates with other stellar properties such as age and rotation. A thorough review of X-ray studies of stellar coronae is provided by Güdel (2004) .
X-ray spectroscopy provides more diagnostic information on the characteristics of stellar coronae than the X-ray luminosity. The numerous pulse height spectra obtained by satellites such as Einstein, ROSAT, and ASCA provide some information about the X-ray spectra of many stars, but their very low spectral resolution (R ≡ λ/∆λ 50) severely limits the usefulness of such data. In contrast, the grating spectra produced by the now defunct Extreme Ultraviolet Explorer (EUVE), and by the current Chandra and XMM-Newton missions can resolve individual lines, providing a more complete arsenal of spectroscopic techniques for inferring coronal characteristics.
For example, such spectra allow more precise determinations of coronal emission measure distributions, which indicate the temperature distribution of the emitting plasma. These spectra often contain density-sensitive lines that allow the measurement of coronal densities (e.g., Ness et al. 2002) . Finally, elemental abundances in stellar coronae can be estimated from X-ray spectra. Much attention has been focused on these abundances, since coronae often exhibit curious abundance patterns that depend on first ionization potential (FIP) . For the Sun and other stars of modest or low activity, elements with low FIP are often observed to have enhanced abundances relative to high FIP elements (Feldman & Laming 2000) . This is the so-called "FIP effect." However, coronae of very active stars are often found to behave differently, either having no FIP effect or even an inverse FIP effect where low FIP elements are depleted rather than enhanced in the corona relative to high FIP elements (e.g., Audard et al. 2003) . The origin of these coronal abundance effects is an active area of theoretical study (e.g., Laming 2004 ).
We report here on X-ray spectra obtained by Chandra's Low Energy Transmission Grating (LETG), using the HRC-S detector. Our new observations are of two moderately active K dwarf binaries, 70 Oph (K0 V+K5 V) and 36 Oph (K1 V+K1 V). Chandra's superb spatial resolution allows these binaries to be resolved for the first time in X-rays, meaning that these two observations provide spectra of all four stars in the two binary systems. In addition to these data, we also analyze archival LETG/HRC-S spectra of another moderately active K dwarf, ǫ Eri (K1 V). The properties of the five stars in our sample are summarized in Table 1. Our goal is to compare the X-ray spectra of these five very similar K dwarfs with very similar coronal activity levels, in order to see whether these stars have identical coronal properties. In the case of the 70 Oph and 36 Oph binaries, we can actually compare spectra of stars that are coevol, and therefore have identical ages, presumably identical photospheric abundances, and rotation rates that are observed to be nearly identical in both cases (see Table 1 ). Another reason behind our choice of targets is that these are among the few solar-like stars with measured mass loss rates, which provides us the opportunity to compare coronal properties with the strengths of the stellar winds that emanate from these coronae.
The wind measurements, which are based on H I Lyman-α absorption from the interaction regions between the winds and the interstellar medium (Wood et al. 2005a) , suggest that despite their similarities the three stellar systems have significantly different mass loss rates. With respect to the solar mass loss rate ofṀ ⊙ = 2×10 −14 M ⊙ yr −1 , the stellar mass loss rates range from 15Ṁ ⊙ for 36 Oph up to 100Ṁ ⊙ for 70 Oph (see Table 1 ). (Unfortunately, the wind-ISM interaction regions that are used to measure the stellar winds encompass both stars in the 36 Oph and 70 Oph systems, so wind measurements can only be made for the combined winds of these binaries.) We will see whether there are differences in the coronal X-ray spectra of these stars that may be connected with these differences in wind strength.
OBSERVATIONS AND DATA ANALYSIS
The Chandra LETG/HRC-S observations are summarized in Table 2 . Both 36 Oph and 70 Oph are binary systems with separations of ∼ 5 ′′ . Chandra easily resolves these binaries, but the standard pipeline processing does not properly separate the spectra of the two stars. Thus, we have processed the data ourselves using version 3.2.1 of the CIAO software, and version 3.0.1 of the CALDB calibration database. This reprocessing was not strictly necessary for ǫ Eri, but we did it anyway for the sake of consistency. We followed appropriate analysis threads provided by the Chandra Science Center (see http://asc.harvard.edu/ciao/threads/gspec.html). Although the HRC-S detector has little intrinsic energy resolution, the pulse height information that is provided can still be used to reject a non-trivial number of background counts, thereby reducing detector background. Thus, the CIAO data reduction includes this correction using the recommended "light" background filter.
Observations with the LETG/HRC-S combination yield a zeroth order image of the target at the aimpoint, with two essentially identical X-ray spectra dispersed in opposite directions along the long axis of the HRC-S detector (i.e., a plus order and a minus order spectrum). The spectrum is dominated by the first order, but weaker higher orders are superimposed on the first order spectrum. The 36 Oph and 70 Oph observations were each scheduled when the binary axis was roughly perpendicular to the dispersion direction, in order to produce two parallel stellar spectra that are separated as much as possible. The spectra cover an effective wavelength range from 5 − 175Å, with a resolution of F W HM ≈ 0.06Å throughout.
The spatial resolution in the cross-dispersion direction worsens at long wavelengths where the spectrum is furthest from the focal point. For this reason the standard default spectral extraction window has a bow tie shape that increases in width at the long wavelength ends of both plus and minus spectral orders, with a similarly shaped background region surrounding it. However, using such an extraction window for the 36 Oph and 70 Oph data would lead to source confusion due to the presence of more than one source. Thus, we experiment with different extraction windows. We ultimately decide to use a conservatively broad window with a width of 30 pixels centered on each stellar spectrum for λ < 90Å. It is necessary to broaden the window for λ > 90Å. To avoid overlapping source windows for the two components of our binaries, for each star we expand the window only in the direction away from its companion star by 30 pixels. At the longest wavelengths, we have to accept that there is some degree of unresolvable blending. However, there are very few lines detected with λ > 90Å for 36 Oph and 70 Oph (see §4), so this is tolerable. Since ǫ Eri is not a binary, we can simply expand the extraction window for λ > 90Å in both directions to a full width of 90 pixels. In addition to the source windows, we extract spectra from two 120-pixel windows on each side of the stellar spectra to serve as background measurements.
After processing the data with the CIAO software, we coadd the resulting plus and minus order spectra. For each star, a wavelength shift of 1 or 2 pixels (1 pixel=0.0125Å) has to be applied to either the plus or minus order to ensure that the two orders are properly aligned before coaddition. The detector background is then subtracted from the data using the background spectra described above.
THE ZEROTH ORDER IMAGES
Before showing the spectra, it is useful to consider first the zeroth order images that are also provided by the LETG/HRC-S observations. Figure 1 shows these images for the 36 Oph and 70 Oph binaries. Chandra is the first X-ray satellite capable of truly resolving these star systems. Prior to Chandra, the best spatial resolution available was from ROSAT's High Resolution Imager (HRI). ROSAT/HRI observed both 36 Oph and 70 Oph (Schmitt & Liefke 2004) . In each case, an asymmetry in the HRI image has the appropriate orientation to suggest that both stars are contributing to the emission, but it is impossible to say more than that from those data. In contrast, Figure 1 shows how easily Chandra resolves the binaries. For 36 Oph, we measure a separation of 5.132 ± 0.007 ′′ and a position angle of 141.01 ± 0.12 • , while for 70 Oph these quantities are 4.708 ± 0.005 ′′ and 137.75 ± 0.09 • , respectively. The stellar separation shown in Figure 1 is also indicative of the separation of the spectra at short wavelengths, though as mentioned in §2 the spatial resolution deteriorates at long wavelengths. For both binaries, the A component is slightly brighter, with 36 Oph A and 70 Oph A accounting for 58.2% and 60.4% of the total X-ray flux, respectively.
The zeroth order images also provide light curves for our targets, which are useful to see whether our spectra are affected by any flaring. The light curves are shown in Figure 2 . Some modest, gradual variability with timescales of hours is present for our targets, but the closest thing to a flare is the peak seen for 36 Oph B at t = 31 ksec, where the flux briefly increases by about a factor of 2. Even if this is a weak flare, it is not strong enough to significantly affect the nature of the spectrum, so no attempt is made to remove it from the data.
SPECTRAL ANALYSIS

Line Identification and Measurement
The final processed spectra of our five K dwarf stars are shown in Figure 3 . The spectra are rebinned by a factor of 3 to improve signal-to-noise (S/N). We use version 4.2 of the CHIANTI atomic database to identify emission lines (Dere et al. 1997; Young et al. 2003) . The identified lines are shown in Figure 3 and listed in Table 3 . Table 3 lists counts for the detected lines, which are measured by direct integration from the spectra. Line formation temperatures are quoted in the third column of the table, which are based on maxima of contribution functions computed using the ionization equilibrium computations of Arnaud & Rothenflug (1985) . Uncertainties quoted in Table 3 are 1σ. For all undetected lines, we quote 2σ upper limits based on summing in quadrature the uncertainties in 5 bins surrounding the location of the line, and then multiplying this sum by 2.
We measure all lines that appear visually to be at least marginally detected. However, all cases in which the uncertainty implies a < 2σ detection must be considered questionable. After the analysis described in §4.4 is completed, we confirm a posteriori that these questionable detections are at least plausible based on the derived emission measure distributions and abundances (which are constrained primarily by the stronger emission lines in the analysis). Many of the emission lines are blends. We list in Table 3 all lines that we believe contribute a significant (i.e., 10%) amount of flux to the feature based on the line strengths in the CHIANTI database. This determination is reassessed after emission measure distributions are estimated, and model spectra can be computed from them and compared with the data (see §4.4 and Fig. 3 ). A few of the features identified in Figure 3 are blends of lines of different species (see Table 3 ). Although we measure counts for these blends and list them in Table 3 , these measurements are not used in any of the following analysis.
Coronal Densities
One coronal property that can in principle be inferred from high-resolution X-ray spectra is the density. The best density diagnostics available in our spectra are various He-like triplets: Si XIII λ6.7, Mg XI λ9.2, Ne IX λ13.6, and O VII λ21.8. In order of increasing wavelength, these triplets each consist of a resonance line, an intersystem line, and a forbidden line. The ratio of the intersystem and forbidden lines is density sensitive.
Unfortunately, the S/N of the Si XIII, Mg XI, and Ne IX triplets in our spectra is generally not sufficient to allow for a precise density measurement. Due to blending, we simply list in Table 3 the total flux from the Si XIII and Mg XI triplets, and for Ne IX there is no attempt to separate the fluxes of the resonance and intersystem lines. For ǫ Eri, there is sufficient S/N to separate these lines using profile-fitting techniques and careful correction for blends (e.g., numerous Fe XIX blends for the Ne IX triplet). Ness et al. (2002) have already performed this analysis for ǫ Eri, so we do not repeat it here.
Since the O VII triplet is the only case where the lines are sufficiently separated and observed with reasonable S/N for all of our stars, we focus our attention on these lines. Line ratios of f /i ≡ λ22.101/λ21.807 are computed from the fluxes in Table 3 , and we then use the same prescription as Ness et al. (2002) to convert these ratios to electron densities (in cm −3 ), which utilizes the results of collisional equilibrium models from Porquet et al. (2001) . The resulting densities are listed in Table 4 . For 36 Oph B and the two 70 Oph stars, the line ratios are consistent with the low density limit of the diagnostic, so we can only quote upper limits for n e . We note that our ǫ Eri measurement is consistent with the log n e = 10.03 ± 0.23 result from Ness et al. (2002) based on these same O VII lines. A solar coronal density derived from these same O VII lines, log n e = 9.4, is also listed in Table 4 for the sake of comparison. This value is based on the average f /i ratios observed from a collection of rocket measurements of various active regions (McKenzie 1987) . With the possible exception of 36 Oph A, the coronal densities of our moderately active K dwarfs are not clearly different from the solar value.
All five spectra are basically consistent with a coronal density of log n e ≈ 10.0. There is some suggestion that 36 Oph A might have a slightly higher density. The smaller f /i ratio for 36 Oph A is apparent in Figure 3 . However, the uncertainty in this ratio is too large to clearly demonstrate higher densities, and the error bar of the log n e = 10.55 ± 0.51 measurement for 36 Oph A overlaps the values or upper limits quoted for the other stars. Thus, we conclude that there is no convincing evidence that the coronal densities of our five stars are different.
Flux Ratios
In §4.4, we compute absolute abundances and emission measure distributions. However, since our primary science goals are comparative in nature (see §1), we can learn a lot by simply comparing the observed line fluxes of our stars with each other without going through the more complex analysis of §4.4. Thus, in Figure 4 we compare the line fluxes of various pairs of stars by plotting line flux ratios versus line formation temperatures, using different symbols and colors to indicate high-FIP (FIP > 10 eV) and low-FIP (FIP < 10 eV) elements. In cases where there is more than one line of a given species, we simply add fluxes of all lines detected for both stars before computing the flux ratio.
In order to expand the temperature regime explored in this analysis, we have supplemented our Chandra line measurements with UV measurements from spectra taken by the Hubble Space Telescope (HST). These observations, which utilize the Space Telescope Imaging Spectrometer (STIS) instrument on HST, are available for ǫ Eri, 70 Oph A, and 36 Oph A. The STIS observations of ǫ Eri and 70 Oph A use the E140M grating, covering a wavelength range of 1150 − 1730Å at a spectral resolution of R ≈ 45, 000, while the available 36 Oph A spectrum uses the E140H grating, covering a wavelength range of 1160 − 1357Å at a higher resolution of R ≈ 110, 000. The UV line measurements are listed in Table 5 along with line formation temperatures from Arnaud & Rothenflug (1985) .
All but one of the HST lines are formed either in the chromosphere (3.8 < log T < 4.3) or transition region (4.3 < log T < 5.8), but there is one coronal line (with log T > 5.8), the Fe XII line at 1242.01Å. The ǫ Eri and 70 Oph A fluxes for this line are taken directly from Ayres et al. (2003) . Most of the fluxes in Table 5 are our own measurements of the archival HST spectra based on direct flux integration of the lines, with the following exceptions. Most of the ǫ Eri fluxes are taken from Sim & Jordan (2005) , and the fluxes of the H I Lyman-α line at 1215.671Å are taken from Wood et al. (2005b) , who have corrected for interstellar absorption.
The flux ratio plots in Figure 4 illustrate many interesting similarities and differences in the spectra of our K dwarfs. Panel (c) compares fluxes of the two 36 Oph stars. The flux ratios are generally consistent with the flux ratio seen in the zeroth-order Chandra image of the binary (see §3), with one notable exception. For the O VII lines, the 36 Oph A/36 Oph B ratio is lower than one would expect. This is also suggested by the noticeably different O VIII/O VII ratios for these 2 stars apparent in Figure 3 . This may be indicative of small differences in the coronal emission measure distributions, with 36 Oph A having a slightly hotter corona.
Much more dramatic differences are seen in Figure 4a , which compares the line fluxes of the two 70 Oph stars. The 70 Oph A/70 Oph B ratios are higher for the low-FIP lines than the high-FIP lines, the implication being that 70 Oph A's corona apparently has a much more prominent FIP effect than its companion star. The spectral differences between the two stars that lead to this result are readily apparent in Figure 3 . (Compare, for example, the relative strengths of the Fe XVII and O VIII lines.) This substantial difference in coronal FIP effect is very surprising considering just how similar the two 70 Oph stars are. Since they are members of the same star system, they clearly have the same age, and these stars also have very similar spectral types, rotation rates, and X-ray surface fluxes (see Table 1 ). Why do these coronae then exhibit different levels of FIP bias? We will return to this issue in §5.1. Figure 4b indicates that 70 Oph A not only has a stronger FIP bias than 70 Oph B, but also clearly has a stronger FIP effect than ǫ Eri, at least in the corona. A relative lack of available low-FIP lines at lower temperatures means that it is not entirely clear whether this difference also exists at transition region temperatures, but the effect certainly seems to be stronger in the corona. The origin of the FIP effect is generally assumed to lie in the chromosphere, where the low-FIP elements are ionized but the high-FIP elements are not. Thus, one would naively expect the FIP effect to be just as apparent in the transition region as it is in the corona. But Figure 4b suggests that the relative strength of a FIP effect can be different between the corona and transition region. This is consistent with solar observations, which show a curious absence of a FIP effect in the transition region . Perhaps this difference is symptomatic of the transition region emission arising in large part from different magnetic structures than the coronal emission, a conclusion supported by images of the Sun's corona and transition region, which have very different appearances (Feldman & Laming 1994 ).
For both 70 Oph A and 36 Oph A, line ratios with ǫ Eri are generally lower in the corona than in the transition region (see Figs. 4b and 4d ). This is consistent with a higher degree of coronal heating for ǫ Eri, which is perhaps not surprising since ǫ Eri is a faster rotator and is slightly more active than 70 Oph A and 36 Oph A (see Table 1 ).
Emission Measure and Abundance Analysis
For a more quantitative assessment of the abundances and temperatures of the coronal plasma responsible for the X-ray emission, we perform an emission measure analysis for our five stars based on the line measurements listed in Table 3 . This analysis requires assumptions of collisional ionization equilibrium, Maxwellian velocity distributions, and uniform abundances throughout the corona. The emission measure distribution (in units of cm −3 ) is defined as
where dV is a coronal volume element. The observed flux for a given line can then be expressed as
where d is the stellar distance and G(T, n e ) is the line contribution function, which includes both the line emissivity and the assumed elemental abundance of the atomic species in question.
Computing a line flux from a known emission measure distribution and with a known elemental abundance is trivial using equation (2). However, the inverse problem of inferring EM(T) and elemental abundances from a set of observed line fluxes in a self-consistent manner is challenging, and a single, unique solution is not strictly obtainable. We use version 2.1 of the PINTofALE software developed by Kashyap & Drake (2000) to perform these calculations, which tackles the inverse problem using a Markov Chain Monte Carlo approach (Kashyap & Drake 1998 ).
Before using the measured line counts in Table 3 in the emission measure analysis, we must divide them by the exposure times in Table 2 , and we must also correct for interstellar absorption. Interstellar H I column densities are listed in Table 1 for all of our targets. These columns are measured from H I Lyman-α absorption (Wood et al. 2005b ). The column densities are converted to wavelength dependent transmittance curves using the prescription of Morrison & McCammon (1983) , which provide the necessary information to correct line fluxes for ISM absorption.
Finally, wavelength-dependent effective area curves must be derived for our spectra. The spacecraft dithering that is done during every Chandra observation to smooth detector nonuniformities results in slightly different effective areas from one observation to the next; the exact dithering pattern yields a different aspect solution for converting detector coordinates to spatial coordinates. Deviance from the standard effective area curve is especially noticeable near the two gaps in the HRC-S detector (at ∼ 53Å for the minus order spectrum and ∼ 63Å for the plus order spectrum), because their exact wavelengths depend on the source position as well as on the aspect solution. Thus, effective area curves must be computed separately for each of our sources, which we do using the appropriate CIAO routines. Since the lines listed in Table 3 are all first order lines, we only have to compute first order effective area curves for the emission measure analysis. However, we also compute effective areas for orders 2-5 to assist in the computation of the synthetic spectra shown in Figure 3 (see below). Table 3 are considered in the emission measure analysis, with a few exceptions. Blends of lines of different species are not considered. In cases of blends of lines of the same species, we use the predicted line strengths from CHIANTI to divide the flux among the blended lines. The density sensitive lines of the He-like triplets are not included (see §4.2). The PINTofALE software allows for consideration of upper limits, so the 2σ upper limits listed in Table 3 are taken into account in the analysis. To improve constraints on the emission measure distributions, we also include the Fe XII λ1242 line from the HST spectra (see Table 5 ). The HST and Chandra data are not simultaneous, so variability is potentially a problem for the Fe XII measurements. However, the Fe XII data points in Figures 4b and 4d are basically consistent with the Chandra data points, so we do not believe this is a major issue.
All lines listed in
The CHIANTI database is the source of our line emissivities (Dere et al. 1997; Young et al. 2003) . We assume a density of log n e = 10, which is consistent with the measurements in §4.2 for all of our stars. Temperature-dependent ionization fractions are taken from Mazzotta et al. (1998) based on their collisional equilibrium calculations. The solar photospheric abundances of Grevesse & Sauval (1998) are used for our initial assumed abundances. For elements with detected lines we can compute abundances during the course of the emission measure analysis. However, line measurements alone only allow relative abundances to be computed, meaning the derived emission measure distribution cannot be normalized to an absolute value (though the shape of the distribution can be established). Thus, in the initial emission measure computation the Fe abundance is fixed at the solar photospheric value, and other abundances are measured relative to that. In order to determine the absolute Fe abundance and thereby properly normalize the emission measure distribution, the line-to-continuum ratio must be assessed, a process that will be described below. Figure 5 shows the emission measure distributions derived by the PINTofALE software using 0.1 dex increments in log T . The derived abundances relative to Fe are listed in Table 4 . The emission measure uncertainties shown in Figure 5 and the abundance uncertainties quoted in Table 4 are 90% confidence intervals.
As mentioned above, the only way to determine absolute Fe abundances, Fe/H, and thereby properly normalize the emission measure distributions is to assess the relative strengths of the line and continuum emission. Figure 6 shows how this is done, using the ǫ Eri spectrum as an example. The bottom panel shows a smoothed version of the ǫ Eri spectrum, and several model spectra computed assuming different values for Fe/H. Higher Fe/H values correspond to lower emission measures, so higher Fe/H leads to a lower continuum. In deciding what Fe/H value leads to the best fit, we believe it is better for the model spectrum to underestimate the observed fluxes than to overestimate it, since missing lines in the atomic database could potentially explain an underestimate. With this in mind, we decide that [Fe/H] = 0.7[Fe/H] ⊙ leads to a best fit to the data, which is shown in Figure 6 . This result and values measured for the other stars are listed in Table 4 .
The upper panel of Figure 6 shows the same best fit as in the bottom panel, but explicitly shows the contribution of the continuum to the total flux of the model spectrum, and also shows the contributions of higher orders 2-5 to the total model spectrum, illustrating that these higher orders can contribute a significant amount of flux at certain wavelengths. The best-fit model spectra for all of our stars are shown in Figure 3 , assuming our best estimates for Fe/H. The emission measure distributions shown in Figure 5 are normalized based on these absolute abundance determinations.
The EM(T) curves of the five K dwarfs are very similar, both in their shape and in their magnitude, emphasizing once again the similarity of these stars and their coronae. All show a dramatic increase in emission measure from log T = 5.9 to log T = 6.1. The existence of this "cliff" relies entirely on measurements (or upper limits) of the Fe IX λ171 line and a few Ne VIII lines (see Table 3 ), which are the only lines formed at temperatures low enough to constrain EM(T) below log T = 6.0. All the EM(T) curves in Figure 5 also have peaks near log T = 6.5 − 6.6, while at higher temperatures the emission measures decrease. Based on these results, we conclude that there is no evidence from these data that the coronae of the five K dwarfs have any substantial differences in temperature distribution, though small variations are present, as suggested by the different O VIII/O VII ratios for 36 Oph A and B, for example.
The only clear signature of coronal differences among these stars is from the abundance measurements. In Figure 7 , the coronal abundances listed in Table 4 are plotted relative to the stellar photospheric abundances listed in Table 1 . Note that these photospheric abundances, which are quoted relative to solar abundances, are measured by direct line-by-line comparison of solar and stellar absorption lines, meaning that the abundances are truly relative abundances that do not assume any absolute abundance measurements for the Sun or the stars (Allende Prieto et al. 2004 ). We use the Grevesse & Sauval (1998) solar photospheric abundances listed in Table 4 to convert the relative abundances in Table 1 to absolute reference photospheric abundances, for use in the creation of Figure 7 . There are no photospheric abundances for 36 Oph B or 70 Oph B (see Table 1), so we simply assume that these stars have abundances identical to their companion stars, 36 Oph A and 70 Oph A, respectively. Also, there are no stellar measurements of N, Ne, or S abundances for any of the stars, so we simply assume that the relative O abundances quoted in Table 1 apply to these other 3 elements.
The abundances in Figure 7 are plotted versus FIP, where a dotted line is used to divide the elements into low-FIP and high-FIP regimes. A few of the stars seem to show some evidence for a solar-like FIP effect (e.g., 70 Oph A, 36 Oph AB), with the low-FIP elements being higher in abundance relative to the high-FIP elements. However, neon seems to be discrepant, with higher abundances than the other high-FIP elements. Another curious aspect of these measurements is that even for those stars that show the solar-like FIP bias (i.e., high low-FIP abundances), the measurements are different from the standard solar-like FIP bias in that they seem to be more consistent with the high-FIP elements being depleted in the corona rather than the low-FIP elements being enhanced.
The apparent lack of any evident low-FIP abundance enhancements in the corona for any of our stars originates from our measurements of the absolute Fe/H abundances using the line-tocontinuum ratios (see Fig. 6 Fig. 7) . Similar Fe/H values are measured by Telleschi et al. (2005) from XMM spectra of six solar-like G stars, and many of these stars show evidence for high-FIP depletions in the corona similar to those seen for 70 Oph A and 36 Oph AB in Figure 7 . Some analyses of solar flare X-ray spectra have also found similar abundance patterns (Fludra & Schmelz 1995) . These results seem to suggest that stellar fractionation processes are capable of both depleting high-FIP elements and enhancing low-FIP elements, depending on the circumstances. These issues will be discussed more in §5.2. Confidence in a true commonality for this high-FIP abundance pattern suffers from the size of the error bars in the abundance measurements, particularly for C and N (see Fig. 7 ), but high Ne/O ratios have been found to exist for many stellar coronae (Drake & Testa 2005) . We list Ne/O ratios for our stars in Table 4 . These ratios are all about a factor of 2 larger than the solar value of Ne/O = 0.18 (Grevesse & Sauval 1998; Schmelz et al. 2005; Young 2005 ). The average and standard deviation of the K dwarf Ne/O ratios are Ne/O = 0.37 ± 0.04, which agrees well with the average value of Ne/O = 0.41 derived by Drake & Testa (2005) from a much larger sample of stars.
The Drake & Testa (2005) sample consists almost entirely of very active stars. That our sample yields similar results demonstrates that the high coronal Ne/O ratios extend to less active stars, though it must be emphasized that our sample of K dwarfs are still significantly more active than the comparatively inactive Sun. Coronal abundance measurements for stars as inactive as the Sun are difficult, since their faintness in X-rays makes it difficult to obtain X-ray spectra with sufficient S/N to measure precise abundances.
DISCUSSION
The 70 Oph Abundance Discrepancy
Perhaps the most interesting result of our analysis is the coronal abundance difference between the two members of the 70 Oph binary, which is unexpected since these two stars are so similar in all other respects. Previous stellar observations have shown that the traditional solar-like FIP effect is generally observed for stars of low to moderate activity (Laming et al. 1996; Drake et al. 1997; Laming & Drake 1999) . In contrast, for very active stars an inverse FIP effect is generally observed, where low-FIP elements have coronal abundances that are lower relative to photospheric values than is the case for high-FIP elements (Brinkman et al. 2001; Drake et al. 2001; Güdel et al. 2001; Huenemoerder et al. 2001; Sanz-Forcada et al. 2003) Coronae of stars of intermediate activity are generally found to have abundances with little or no dependence on FIP Audard et al. 2001; Ball et al. 2005) . Thus, the general picture is of the FIP effect being dependent on activity, with the low-FIP element abundances decreasing in the corona with increasing activity (Audard et al. 2003; Telleschi et al. 2005 ).
However, if two stars as similar as 70 Oph A and B can have drastically different levels of FIP bias, this makes it very difficult for any simple paradigm to explain why different stars have different coronal abundance patterns.
One potential way out of this dilemma is to appeal to time dependent effects to explain the curious 70 Oph results. Time variations in FIP bias are observed in solar active regions, which emerge with nearly photospheric abundances and then acquire a FIP bias that increases on a timescale of days (Widing & Feldman 2001) . Perhaps at the time of our Chandra observation of 70 Oph, the visible part of 70 Oph B's corona was dominated by young active regions while the visible part of 70 Oph A's corona was dominated by old active regions, in which case the observed difference in FIP behavior is temporary. The only way to test this hypothesis would be to reobserve 70 Oph, preferably several times. Sanz-Forcada et al. (2003) looked for abundance variations in multiple observations of the very active K dwarf AB Dor, with the observations encompassing a range of activity levels for the star. However, no abundance variability was found.
Depletions of High-FIP Elements in Stellar Coronae
Another puzzling result to arise from our coronal abundance analysis is the apparent depletion of high-FIP elements in the corona with respect to the photosphere, at least for a few of our stars. Although the origin of the FIP effect and inverse FIP effect is not well understood, the cause is thought to lie in the chromosphere, where the low-FIP elements are ionized and therefore subject to forces that the neutral high-FIP elements are not subject to. The general assumption is that these forces, whatever their nature, preferentially act on low-FIP elements, which leads to these elements having nonphotospheric abundances in the corona. For the Sun and relatively inactive stars, the low-FIP coronal abundance trend is towards high abundances, while for very active stars the trend is towards low abundances.
In this simple scenario, the elements with the highest FIP should always have coronal abundances closest to the photospheric values since they are less subject to whatever forces are causing the FIP effect. This, however, is not consistent with what we see in our data. For example, for every single one of our stars the coronal O abundance is farther from the photospheric abundance than the Fe and Si abundances, with the data suggesting a depletion of O in the corona in every case. Note that measured photospheric O, Si, and Fe abundances exist for our stars and are taken into account in the analysis (see Table 1 ), so a lack of photospheric reference abundances is not an issue here, though it is often a problem in interpreting the coronal abundance measurements for very active stars (see, e.g., Sanz-Forcada et al. 2004 ). Telleschi et al. (2005) Another observational result that the simple FIP-dependent scenarios cannot easily explain is that the Ne/O ratios of many different stars are the same, regardless of whether the stars generally show a solar-like FIP effect, no FIP effect, or an inverse FIP effect. All of our stars and all of those in the larger sample of Drake & Testa (2005) suggest Ne/O ≈ 0.4. Either the processes that cause the observed coronal abundance anomales are not dependent on FIP in any simple, monotonic fashion, or there are other fractionation forces at work that have nothing to do with FIP whatsoever.
Some solar flare observations have also suggested abundance patterns similar to that seen for 70 Oph A in Figure 8 , with high-FIP elements being depleted in the corona (Veck & Parkinson 1991; Fludra & Schmelz 1995) . The Ne/O ratios observed from solar active regions also show substantial variation about the mean solar value of 0.18, demonstrating a deviation from the average FIP effect even in relatively quiescent plasma (Schmelz et al. 1996) . It has been proposed that photoionization by coronal X-rays can lead to nonequilibrium ionization conditions in the atmospheric regions where fractionation is taking place (Shemi 1991) . Since Ne, for example, has a higher photoionization cross section than O, Ne could be photionized while O remains neutral despite Ne having a higher FIP. Analogous effects have been proposed to explain a factor of 2 depletion of He in the solar wind (von Steiger & Geiss 1989; von Steiger et al. 2000) .
For active stars, the irradiation of stellar atmospheres by coronal X-rays would be more intense, potentially making such photoionization effects more important. This could perhaps explain the high Ne/O ratios seen for active stars, but it does not obviously explain other aspects of the observed abundance patterns, such as why high-FIP elements can be depleted in stellar coronae. Clearly, we are still far from understanding the fractionation forces operating in stellar atmospheres, and far from understanding why they appear to operate so differently on different stars.
The Ne/O Controversy
The whole issue of Ne/O ratios deserves additional comment since solar/stellar Ne and O abundances have recently become controversial topics. The discord began when complex 3D hydrodynamic models of the solar atmosphere were used to reassess solar abundances, and it was then claimed that the abundances of many light elements such as C, N, and O needed to be revised downward by 25 − 35% (Allende Prieto et al. 2001 Prieto et al. , 2002 Asplund et al. 2005) . Unfortunately, these suggested changes seriously damage the remarkably good agreement that exists between models of the solar interior and various helioseismological measurements, when older abundances are used (Basu & Antia 2004; Bahcall et al. 2005a ).
It has been noted that these problems can be mitigated by increasing the assumed solar Ne abundance by a factor of 2-3 (Antia & Basu 2005; Bahcall et al. 2005b ). The reason why such an increase can be reasonably proposed is that the solar Ne abundance is poorly known. There are no spectroscopic diagnostics of Ne in the photosphere, which means that the solar Ne abundance must be inferred from coronal or transition region measurements. But this is dangerous given the existence of fractionation processes that result in differences between coronal and photospheric abundances (see §5.2).
When Drake & Testa (2005) demonstrated that stellar Ne/O ratios have values consistent with Ne/O = 0.41, which is significantly higher than the ratio assumed for the Sun (Ne/O = 0.18), they proposed that the stellar measurements represent a better estimate of the solar/stellar photospheric Ne/O ratios than the lower solar ratio. Not only would this explain the remarkably consistent stellar Ne/O ratios, but it would also solve the discrepancies between solar interior models and helioseismology induced by the revised C, N, and O abundances. Unfortunately, very recent reassessments of the solar coronal Ne/O ratio based on both full-disk and spatially resolved data seem to confirm that the solar Ne/O ratio is truly a factor of 2 lower than those observed from the stars in the Drake & Testa (2005) sample, which are more active than the Sun (Young 2005; Schmelz et al. 2005) . Thus, the evidence at present seems to suggest that the Sun really does have a different coronal Ne/O ratio than active stars. (2005) find Ne/O ≈ 0.14 for β Com, though with large uncertainties. A compilation of measurements in Güdel (2004) , including those mentioned above, provides some evidence for a weak correlation of Ne/O with activity.
As mentioned in §4.4, the high Ne/O ratios seen for our K dwarfs are significant because they demonstrate that the high Ne/O ratio found by Drake & Testa (2005) applies to stars less active than most of those in their sample. But our K dwarfs are still significantly more active than the Sun. There are two possible explanations for the different Ne/O ratios that exist for the Sun and more active stars: (a) The stellar Ne/O measurements are representative of the true cosmic abundance and the low solar Ne/O measurements are a product of some fractionation mechanism operating in the solar atmosphere but not the active stars, or (b) The solar Ne/O measurement is characteristic of the true cosmic abundance and the high stellar ratios are due to a fractionation mechanism that is not present for the Sun. At first glance, the latter interpretation seems more likely, partly because the low solar Ne/O abundances are known to exist down to at least transition region temperatures (Young 2005) , and partly because it is easier to imagine active stars having strong fractionation effects that result in substantial differences between coronal and photospheric Ne/O ratios. However, this would leave the solar interior problems unresolved.
Without direct photospheric measurements of Ne, it is not possible to say much about solar/stellar Ne abundances with any great amount of confidence. Perhaps for Ne it is best to measure the cosmic abundance from a very different astronomical source. We note that Gloeckler & Geiss (2004) have estimated O and Ne abundances in the local ISM using Ulysses and ACE measurements of pickup ions within our solar system, and they find Ne/O ≈ 0.41. This is in better agreement with the active star ratio than the solar ratio, though it must be noted that the ISM measurements come with their own set of systematic uncertainties and assumptions regarding dust depletion, deflection at the heliopause, and ISM ionization fraction.
Do Winds Correlate with Coronal FIP Bias?
A major motivation behind our Chandra observations was to see whether coronal differences in our K dwarf sample could be correlated with observed differences in the strengths of their winds. However, the only coronal properties that clearly vary in this sample of stars are the abundances. The overall coronal activity levels of these stars are about the same, and the Chandra data cannot distinguish any significant density or temperature differences in the stellar coronae.
Can the observed abundance variations be correlated with wind strength? The mass loss rates per unit surface area of 36 Oph, ǫ Eri, and 70 Oph (in solar units) are 18.1, 49.3, and 85.7, respectively (see Table 1 ). (Unfortunately, we only know the combined mass loss rates for the 36 Oph and 70 Oph binaries and not the contributions of the individual stars.) The 36 Oph binary has the weakest wind, and both stars have coronae that show a modest FIP effect (see Fig. 8 ). This suggests a potential connection between weak winds and strong FIP bias. The stronger wind and weak-or-no FIP effect of ǫ Eri would support such a connection, but the fact that 70 Oph consists of both a high FIP-bias star (70 Oph A) and a no-or-inverse FIP-bias star (70 Oph B) complicates the interpretation of its high mass loss measurement. If the FIP-bias/wind anticorrelation suggested by 36 Oph and ǫ Eri is true, that would imply that 70 Oph B must be responsible for most of 70 Oph's strong wind. Small number statistics preclude any definitive conclusions on the nature of any FIP/wind connection, but we note that for the Sun different levels of FIP bias are seen for low and high speed streams (von Steiger et al. 2000) . This suggests that a FIP/wind connection of some sort is not implausible, but it must be noted that our X-ray spectra will be characteristic of brighter, high density plasma still confined in coronal loops rather than outflowing wind material, so any FIP/wind connection would have to be indirect.
SUMMARY
We have analyzed Chandra LETG/HRC-S spectra of five very similar moderately active K dwarf stars (36 Oph AB, 70 Oph AB, and ǫ Eri), measuring emission measure distributions and coronal abundances from the spectra for all five stars. Our results are summarized as follows:
1. Our observations of 36 Oph and 70 Oph have resolved these binaries in X-rays for the first time,
showing that 36 Oph A and 70 Oph A account for 58.2% and 60.4% of the binaries' X-ray emission, respectively.
2.
We estimate coronal densities from the flux ratios of the O VII λ21.8 triplet lines. All five stars have densities consistent with log n e ≈ 10.0.
3. The emission measure distributions of our five K dwarfs are very similar, so there is no evidence for significant coronal temperature variations among these stars.
4. Elemental abundances are the only coronal properties that clearly are different within our sample of moderately active K dwarfs. The two extremes are 70 Oph A, which shows a prominent solar-like FIP effect, and 70 Oph B, which has no FIP bias at all or possibly even a weak inverse FIP effect. The strong abundance difference between 70 Oph A and 70 Oph B is very surprising, considering how similar these two stars are in almost every other respect. This will be very difficult for any simple model of the FIP effect to explain, though we cannot rule out the possibility that the apparent 70 Oph AB discrepancy could be a temporary product of coronal abundance variability, such as that seen during the evolution of solar active regions.
5. For our stars, high-FIP elements generally seem to be depleted in the corona relative to the photosphere, which is very different from the standard picture of the solar FIP effect, with low-FIP elements enhanced in the corona and high-FIP elements unchanged from photospheric abundances. It is very unlikely that any simple fractionation model based on FIP as the sole discriminant is likely to explain the variety of abundance patterns that have been observed in stellar coronae.
6. The Ne/O ratio is essentially the same for our five stars, Ne/O = 0.37 ± 0.04. This value is a factor of 2 higher than the solar value but it agrees very well with the measurement of Ne/O = 0.41 from Drake & Testa (2005) based on a large selection of stars. Our stellar sample is generally less active than the Drake & Testa (2005) sample, so our measurements demonstrate that high stellar Ne/O coronal abundance ratios extend to lower activity levels.
7.
A small sample size precludes any definitive conclusions about whether the coronal abundance variations we see in our data are connected in any way with variations that also exist in measured mass loss rates for these stars. The 36 Oph AB and ǫ Eri measurements could suggest an anticorrelation between coronal FIP bias and wind strength, which would mean that 70 Oph B would have to be responsible for the particularly strong wind observed from the 70 Oph binary. Unfortunately, this prediction is untestable at the present time. c Mass loss rate measurements from astrospheric absorption detections, where for 36 Oph and 70 Oph the measurement is for the combined mass loss from both stars of the binary. The scale is about 0.14 ′′ per pixel.
-27 - Fig. 2 .-X-ray light curves for our targets computed from the zeroth-order images in the Chandra LETG/HRC-S data, using 10 minute time bins. The spectra have been rebinned by a factor of 3 to improve S/N. For λ > 35Å, the spectra are also smoothed for the sake of appearance. Red lines are synthetic spectra produced from derived emission measure distributions and coronal abundances (see §4.4), and green lines indicate the contributions of higher orders (2 − 5) to the model spectra. 
