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Abstract Formal grammars like L-systems have long been used to describe plant growth dynamics.
In this article, they are used for a new purpose. The aim is to build a symbolic method derived from
computer science that enables the computation of the distribution associated to the number of complex
structures in plants whose organogenesis is driven by a multitype branching process. To that purpose,
a new combinatorial framework is set in which plant structure is coded by a Dyck word. Moreover,
the organogenesis is represented by stochastic F0L-systems. By doing so, the problem is equivalent to
determining the distribution of patterns in random words generated by stochastic F0L-system. This
method leads directly to numerous applications like parametric identiﬁcation for plant growth model.
Keywords Dyck word, stochastic F0L-system, plant organogenesis model, symbolic method
1 Introduction
In botany, the organogenesis is the process
during which the buds of a plant produce new
organs. Formal grammars have long been used
to describe plant organogenesis. In particular,
the parallel rewriting grammar introduced by
[1] (called L-system) is well adapted to model
the evolution of branching patterns and its al-
gorithmic power has been broadly taken ad-
vantage of since [2]. It has thus provided eﬃ-
cient algorithms and subsequently software lan-
guage for plant simulation (see [3]). For struc-
tures as complex as trees, bud production rules
are inﬂuenced by many factors and are usually
modelled by stochastic processes. In that case,
the organogenesis is represented by stochastic
0L-systems. This type of grammar gives in-
teresting results from simulation and graphical
points of view by increasing the realistic aspect
of geometric plants (see [4]). However, their
full mathematical potential has not been taken
advantage of.
In this article, stochastic 0L-systems are
used for a new purpose. The objective is to
write a method allowing the computation of the
distribution associated to the number of com-
plex structures in plants whose organogenesis is
driven by a multitype Galton-Watson branch-
ing process. This method relies on a symbolic
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approach derived from theoretical computer
science and the analysis of algorithm (see [5]).
Plants are seen as combinatorial structures. In
this new combinatotial framework, plant topol-
ogy is described by a Dyck word. The evolu-
tion of the structure of the plant is given by a
set of stochastic rules contained in a stochastic
F0L-system. Therefore, this framework allows
the use of powerful methods of combinatorics
such as the symbolic method (see [5]). Includ-
ing a symbolic approach in a dynamic branch-
ing structure gives a more complete descrip-
tion of the system. It enables the computation
of the distribution of patterns in a sequence
of words whose dynamic evolution is driven by
a branching process. Such results have many
applications: comparison of stochastic models,
parameter identiﬁcation . . .
Some basic concepts of botany and the
main features of stochastic organogenesis mod-
els driven by a multitype branching process are
ﬁrst recalled in Section 2. Then, a new com-
binatorial framework is set up in Section 3.
Plants are seen as labelled plane rooted trees.
It allows the description of their structures by
Dyck words. The evolution rules of the organo-
genesis model are represented by a stochastic
F0L-system. Section 4 proposes a symbolic
method adapted to plant growth models. In
the last section, we show how to use the sym-
bolic method for the parameter identiﬁcation
of the stochastic processes during plant devel-
opment.
2 Stochastic modelling of organogenesis
with a multitype branching process
Models of plant development (or organo-
genesis) describe the dynamic creation of or-
gans (internodes, buds, leaves, ﬂowers or fruits)
and how they arrange to form plant structure.
When the smallest scale of interest is that of
organs (and not cells), discrete models are gen-
erally used to simulate plant structural devel-
opment.
2.1 Modelling of plant structure
In this article, only the above ground parts
of plants are considered. As explained in [6],
organogenesis results from the functioning of
undiﬀerentiated cells constituting the apical
meristem and located at the tip of axes. When
in active phase, this meristem forms buds that
will develop into agglomerates of organs com-
posed of one or several phytomers (also called
metamers). A phytomer is a botanical entity
chosen as the elementary unit used to repre-
sent the plant architecture. It is composed of
an internode bearing buds (terminal and lat-
eral) and a leaf (see Figure 1). Depending on
the type of plant, the internode may also bear
ﬂowers and fruits.
Fig. 1. Example of phytomer
Concerning the architecture of the plant,
axis and architectural units can be listed into
diﬀerent categories depending on their mor-
phological parameters (length, diameter, . . .).
These categories will be called Morphologi-
cal Categories (= MC) in the sequel. Other
names can be found in the literature (for exam-
ple, [6] introduced the concept of physiological
age to represent the diﬀerent types of axes re-
sulting from the meristematic diﬀerentiation in
a plant; the concept of MC is more general and
is chosen to allow cases that do not correspond
to the strict botanical concept of physiological
age). By convention, the terminal bud of an
axis is thus characterized by the MC of the phy-
tomer that bears it (Figure 2 gives an example
of plant with two MCs).
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Fig. 2. Example of plant with two Morphological
Categories (= MC). The fruit has no MC attached.
In the sequel, an organ will be character-
ized by its type (internode, bud, fruit, . . .) and
by its botanical characteristics (MC, Chrono-
logical Age, . . .).
2.2 Stochastic organogenesis
Plant development can be discretised in
time. The time between the appearances of
new shoots (i.e. the time step of the discrete
model) deﬁnes theGrowth Cycle (= GC). For
example, most temperate trees grow rhythmi-
cally, new shoots appearing at spring. If we do
not consider polycyclism and neoformation, the
GC corresponds to one year. The Chronolog-
ical Age (= CA) of a plant (or of an organ) is
deﬁned as the number of GCs it has existed for.
The structure of a plant changes from one
GC to another. For example, a bud may create
new organs or the botanical characteristics of
an organ may change (such as its CA). A set of
rules called evolution rules deﬁnes the way
organs evolve from one GC to another. In a
stochastic organogenesis model, an organ may
have several possible evolutions. In that case, a
probability of occurrence is associated to each
of these. As explained in [7], the probabilities
involved in the organogenesis model are the re-
sult of botanical phenomena (bud survival, bud
dormancy, diﬀerentiation, . . .).
In this article, we consider a class of
organogenesis models that satisfy the following
hypotheses:
1. at each GC, the organs behave indepen-
dently: the evolution of an organ is not
inﬂuenced by the other organs of the
plant.
2. the probabilities of evolution associated
to an organ depend only on its type and
its characteristics.
Under these hypotheses, a plant structure
of CA N is built recursively by using the fol-
lowing algorithmic procedure:
• Initialisation: the structure of the plant
at GC 0 is given by a seed (i.e. a bud of
MC 1).
• for all n = 0 · · ·N−1: the plant structure
at GC n+1 is built from the plant struc-
ture at GC n by replacing randomly all
the organs by one of their possible evo-
lutions according to their probabilities of
occurrence.
The underlying stochastic process associ-
ated to this class of organogenesis models is
a multitype Galton-Watson branching process
(see [8] and [9]). As a matter of fact, the or-
gans used to build plant structure can be seen
as individuals in a population process. There-
fore, the previous algorithmic procedure cre-
ates a Markovian sequence of random plants
indexed by the GCs. The evolution rules asso-
ciated to the organogenesis model are usually
represented by a set of stochastic automata (see
[2] and [4] and Figure 3).
Fig. 3. Example of stochastic automaton for an
organogenesis model
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Figure 3 shows an example of organogene-
sis model with one MC. p represents the death
probability for a bud. In this example, a bud
has a probability p to die and a probability
1−p to create one internode with two lateral
buds. Note that there is no stochastic automa-
ton concerning the possible evolutions of an
internode. In that case, it means that intern-
odes do not evolve from one GC to another
(they stay in the same state with a probability
equal to 1). The plant on the right is one pos-
sible structure occurrence after two GCs. The
associated probability of occurrence is p(1−p)2.
In the sequel, S will denote a stochas-
tic organogenesis model driven by a multi-
type branching process. A `plant' refers to
a branched structure generated from a seed
(i.e. a bud of MC 1) according to the evo-
lution rules of S. In the following section, a
combinatorial framework is set up to describe
plant architecture and its evolution. The struc-
ture of a plant is given by a Dyck word in a
bijective way. Since the organogenesis is driven
by a multitype Galton-Watson branching pro-
cess, the evolution rules can be represented by a
stochastic 0L-system (see [10] for more details).
3 Plants as combinatorial structures
3.1 Some combinatorial concepts
We recall some basic deﬁnitions and prop-
erties of combinatorics (see [5] and [11] for more
details).
Deﬁnition 1 (Plane Rooted Tree =
PRT). A rooted tree is a connected and acyclic
graph with a node speciﬁcally distinguished
called root. A plane tree is deﬁned as a tree
in which subtrees coming from a common node
are ordered and represented from left to right.
Figure 4 gives examples of PRT. The trees
(2) and (3) are equivalent as rooted trees, but
they become distinct objects when regarded as
PRTs.
Fig. 4. Examples of plane rooted trees
PRTs can be coded in several ways. One of
the most classical one is the Dyck word coding
(see [12]). The latter relies on a tree traversal
using the preﬁx order (see [5], page 74):
Deﬁnition 2 (Preﬁx order). A PRT
is traversed according to the preﬁx order if it
is traversed starting from the root, proceeding
depth-ﬁrst and left-to-right, and backtracking
upwards once a subtree has been completely
traversed.
Figure 5 gives an example of preorder
traversal.
Deﬁnition 3 (Dyck word coding). Ev-
ery PRT is described by a Dyck word on the
alphabet V1 = {z, z′} as follows:
• the tree is traversed according to the pre-
ﬁx order.
• an edge visited from the parent node to
the child node is represented by the letter
z.
• an edge visited from the child node to the
parent node is represented by the letter z′.
In the case of labelled trees (trees with
characteristics attached to nodes and edges), a
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new code deriving from Dyck word coding can
be used:
Deﬁnition 4 (Extended Dyck word
coding). Let L = {l1, . . . , lM} be a set of la-
bels. Every labelled PRT with labels in L is
described by an extended Dyck word on the al-
phabet V2 = {zl1 , z′l1 ,. . . , zlM , z′lM} as follows:
• the tree is traversed according to the pre-
ﬁx order.
• an edge with a label li and visited from
the parent node to the child node is rep-
resented by the letter zli.
• an edge with a label li and visited from
the child node to the parent node is rep-
resented by the letter z′li.
3.2 Coding a plant structure with a
Dyck word
Every plant generated by the organogen-
esis model S can be represented by a labelled
PRT:
Deﬁnition 5 (Labelled PRT associ-
ated to a plant). Let P be a plant generated
by the organogenesis model S. Let us build a
labelled PRT from the plant P as follows:
• Every organ is represented by an edge and
ends with a node at each extremity.
• Two connected organs are represented by
two edges having a common node.
• The root is the node below the edge rep-
resenting the internode at the basis of the
plant.
• The label of an edge is given by the botan-
ical information of the associated organ:
its nature (bud, leaf, internode, . . .) and
its characteristics (MC, CA, . . .).
• The label of a node (diﬀerent from the
root) is the label of the edge below it. The
root has the label of the edge above it.
Such PRT is called the labelled PRT associated
to the plant P .
N.B.: the labelled PRT deﬁned in Deﬁni-
tion 5 is unique for a given plant structure and
the converse is true.
Since a plant can be represented by a la-
belled PRT, it has an associated extended Dyck
word. Let OS be the minimal set of letters
coding for the type of organs needed to de-
scribe plant structures generated by S. Gen-
erally, the letter b codes for a bud, m for
an internode, L for a leaf and F for a fruit.
In the same way, let CS be the minimal set
of all possible characteristics associated to S.
In Figure 5, the extended Dyck word associ-
ated to the plant (i.e. to its PRT) is thus















m,1 where the ﬁrst letter of a label rep-
resents the type of an organ and the second its
MC. Note that no MC is associated to leaves
and fruits.
Fig. 5. Correspondence between plants and la-
belled plane rooted trees. For the sake of clarity,
only the labels of edges are represented.
For the sake of clarity, some conventions
of coding will be used in the sequel:
• Every organ of nature o ∈ OS having the
characteristics c ∈ CS is represented by
the symbols oc and o
′
c (instead of zo,c and
z′o,c).
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• For some organs (buds, leaves, fruits, . . .),
it is not necessary to represent the visit
from the child node to the parent node of
the associated edge. As a matter of fact,
a visit from the parent node to the child
node is always immediately followed by
a visit from the child node to the parent
node. Thus, only the symbol represent-
ing the visit from the parent node to the
child node is used to describe that type
of organ.
By taking into account the previous con-
ventions of coding, the plant of Figure 5 is thus







In the sequel, the set of all labelled PRTs
generated by organogenesis model S is denoted
by T S . Let V S = {oc, o′c}o∈OS ,c∈CS be the min-
imal alphabet containing all the letters needed
to describe plant structures generated by S,
WV S the set of all words built on V
S andDWV S
the set of all extended Dyck words generated by
S (with the previous conventions of notation).
Let DV S : T S → DWV S be the map which as-
sociates for each labelled PRT t its correspond-
ing extended Dyck word DV S (t). Then, DV S is
a bijection from T S to DWV S (see [12]).
3.3 Growth dynamics and L-systems
In Section 3.2, it was proved that the struc-
ture of a plant at a given GC can be represented
by an extended Dyck word. We are now in-
terested in the evolution of the structure with
respect to its CA starting with a seed (or a
bud). As for stochastic organogenesis models
driven by multitype branching processes, this
evolution is given by a Markovian sequence of
random plants indexed by the GCs (see Sec-
tion 2.2). Thus, it can be described by a se-
quence (tn)n∈N of T S (or the corresponding se-
quence (DV (t
n))n∈N of DWV S ). To complete
the combinatorial framework, we need to deﬁne
tools which describe the stochastic organogen-
esis model when the structure is coded by an
extended Dyck word (i.e. tools which enable
the building of DV (t
n+1) from DV (t
n)).
Stochastic 0L-systems are well suited to
achieve this goal (see [4], [13] and [3]). They are
generative parallel rewriting grammars whose
production rules are associated to a set of prob-
ability distributions.
Deﬁnition 6 (Stochastic 0L-
system). Let V be an alphabet and WV the
set of all words built on V . A stochastic 0L-
system is a construct L = 〈ωa, pi〉 where:
• ωa ∈ WV is called the axiom.
• pi is a transition matrix from V to WV
(i.e., ∀(u, v) ∈ V ×WV , 0 ≤ piu,v ≤ 1 and∑
w∈WV piu,w = 1) with a ﬁnite number of
non-zero components.
A stochastic 0L-system L = 〈ωa, pi〉 generates
a random sequence of words (wn)n∈N built on
the alphabet V . By deﬁnition, the axiom is the
word which initiates the sequence generated by
L. Then, w0 = ωa. We get w
n+1 by replacing
randomly every letter x of wn by a word y with
a probability pix,y (note that the evolution of
a letter is independent from the evolution of
the other letters). By doing so, we create a
Markov chain on WV : (w
n)n∈N. We can now
deﬁne a more general class of 0L-systems called
stochastic F0L-system, extending the classical
deﬁnition of F0L-system ([14], p. 89) to the
stochastic case:
Deﬁnition 7 (Stochastic F0L-
system). Let V be an alphabet and WV the
set of all words built on V . A stochastic F0L-
system is a construct L = 〈A, pi〉 where:
• A is a non empty subset ofWV (called the
set of axioms of L).
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• for every ωa ∈ A, L[ωa] = 〈ωa, pi〉 is a
stochastic 0L-system (called component
system of L).
The stochastic organogenesis model S can be
described by a stochastic F0L-system L =
〈WV S , pi〉. The evolution rules of S are de-
scribed by a set of stochastic automata (cf Sec-
tion 2.2). This set is used to ﬁll the transi-
tion matrix pi. Let us take the example of
Figure 6. From the stochastic automata, we
deduce pib1,b1 = p, pib1,m1b2b1m′1 = 1− p and
pib2,m2b2m′2 = 1. Note that the evolution rules
concerning the internodes of MC 1 and MC 2
are not speciﬁed. In that case, it means that
they stay in the same state from one GC to an-
other. Therefore, pim1,m1 = 1 and pim2,m2 = 1.
All the other components of pi are equal to 0.
Fig. 6. Stochastic automata and the associated
stochastic F0L-system
The stochastic F0L-system L = 〈WV S , pi〉
generates a Markov chain on DWV S , (w
n)n∈N,
coding for plant structures. The associated
Markov kernel Π (called Markov kernel asso-
ciated to L) can be built very easily from pi
(see [10] for more details). For all (u, v) ∈
WV S × WV S , (Πn)u,v is the probability to get
the word v by using the stochastic 0L-system
L[u] after n steps. w0 codes for the seed (i.e.
a bud of MC 1). Since the evolution rules of S
are contained in pi, wn+1 is built randomly from
wn by using the same rules as those described
by S. Therefore, studying the evolution of
plant structures generated by S is completely
equivalent to studying the sequence (wn)n∈N
from a combinatorial point of view.
In the sequel, L = 〈WV S , pi〉 will de-
note a stochastic F0L-system associated to the
stochastic organogenesis model S. When no
confusion arises concerning the model used,
the letter S will not be speciﬁed in the corre-
sponding sets. In that case, L = 〈WV , pi〉. Π
will denote the Markov kernel associated to L.
For all s ∈ WV , DW pi,nV [s] (⊂ DWV ) denotes
the set of all possible extended Dyck words
generated by the component system L[s] after
n steps. Let T pi,n[s] = D−1V (DW pi,nV [s]) be the
set of all labelled PRTs (T pi,n[s] ⊂ T ) gener-
ated by L[s] after n steps.
4 The symbolic method
The symbolic method is a very eﬀective
method to analyse combinatorial structures
and, as a consequence, plays an important role
in analytic combinatorics (see [5] for more de-
tails). As far as plants are concerned, it enables
us to compute not only the distribution of the
number of organs (of any type) but also of spe-
ciﬁc structures in the plant architecture.
4.1 Combinatorial class and Generating
function
In this section, basic tools of combinatorics
are recalled (see [5] for more details).
Deﬁnition 8 (Combinatorial Class). A
combinatorial class, or simply a class, is a ﬁ-
nite or denumerable set on which a size func-
tion is deﬁned, satisfying the following condi-
tions:
• the size of an element is a non-negative
integer.
• the number of elements of any given size
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is ﬁnite.
For example, for all n ∈ N, DW pi,nV [s] is a com-
binatorial class. Many size functions can be
deﬁned ( counting the number of letters coding
for internodes, . . .).
Deﬁnition 9 (Stochastic Combinato-
rial Class). A stochastic combinatorial class
is a set SC = {(t, pt), t ∈ C} such that:
• C is a combinatorial class.




The set SDW pi,nV [s] = {(w, (Πn)s,w), w ∈
DW pi,nV [s]} is a stochastic combinatorial class.
Deﬁnition 10 (Generating Function
(= GF) associated to a size function in
a stochastic combinatorial class). Let C be
a combinatorial class and SC = {(t, pt), t ∈ C}
a stochastic combinatorial class. Let m be a
size function in C. The generating function Ψ
associated to m in SC is a mapping from [0, 1]
to [0, 1] deﬁned as follows:




GF are very useful to analyse a stochastic com-
binatorial class SC from a probabilistic point
of view. Suppose we are interested in getting
the distribution of a particular characteristic c
in SC. Let m be the size function (SC → N)
such that, for all t ∈ SC,m(t) gives the number
of c in the element t. By reordering the terms
of the GF,we get the following power series:







p(k) is the probability to get k characteristics c
in an element of SC. Therefore, by determin-
ing the coeﬃcients of the GF associated to s in
SC, we get the distribution of c in SC.
4.2 Description of the method
Suppose we are interested in getting the
distribution of a particular structure (a speciﬁc
sequence of phytomers, a particular element in
the plant, . . .) in a plant of CA n generated
by the stochastic organogenesis model S. This
particular structure can be coded on the alpha-
bet V by a word u. Therefore, this problem is
equivalent to determining the distribution of a
pattern u in the stochastic combinatorial class
SDW pi,nV [s].
Deﬁnition 11 (Counting Func-
tion). The counting function c is a map from
WV × WV to N such that, for all (w, u) ∈
WV ×WV , c(w, u) gives the number of patterns
u in the word w.
For all u ∈ WV and n ∈ N, the mapping
w 7→ c(w, u), from DW pi,nV [s] to N, is a size
function for the combinatorial class DW pi,nV [s].
Therefore, to get the distribution of a pattern
u in SDW pi,nV [s], we need to compute the GF
associated to the size function w 7→ c(w, u) in
SDW pi,nV [s]. In the sequel, we will call GF asso-
ciated to a pattern u in SDW pi,nV [s] the previous
GF. It will be denoted by ψn[s](z):









where P n,s(k) is the probability to get k pat-
terns u in a plant structure generated by L[s] =
〈s, pi〉 after n steps. However, this GF is rarely
determined directly. Usually, we get it from
functional equations which are most of the time
recurrence relations between ψn[s] and ψn+1[s].
To obtain these equations, we use a symbolic
approach as developed in [5].
Let C be a combinatorial class and SC =
{(t, pt), t ∈ C} a stochastic combinatorial class.
Suppose we are interested in a particular size
function m taking its argument in C. Thus, we
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want to determine the GF ψ associated to m
in SC. The idea of the symbolic method is to
build an equation which decomposes SC into
smaller classes either of the same type or of
simpler types (in the sequel, we will refer to
this equation as the set equation). Then, it
is transformed into an equation composed of
the GFs of the previous combinatorial classes.
When it is possible, we can solve directly the
transformed equation and we get Ψ. When the
structure of the class SC is too complex, we
extract recurrence relations satisﬁed by the co-
eﬃcients of Ψ from the transformed equation.
When dealing with plants, for a given
n ∈ N, we have C = DW pi,nV [s] and SC =
SDW pi,nV [s] where s is an extended Dyck word
coding for a seed. The idea is to decompose
DW pi
n




′] with k < n and s′ ∈ WV . By doing
so, we get a set equation which can be trans-
formed into an equation composed of GFs.
The symbolic method can be decomposed
into the following steps:
1. Identify the structure of the plant and all
stochastic behaviours.
2. Deduce the associated stochastic au-
tomata.
3. Find the appropriate alphabet V to de-
scribe the plant and write the stochastic
F0L-system L = 〈WV , pi〉.
4. Identify the pattern u ∈ WV whose dis-
tribution you want to compute.
5. Write the structural property associated
to each DW pi,nV [s] for n ∈ N where s is
an extended Dyck word coding for a seed
and try to decompose it into a combina-
tion of sets of type DW pi
k
V [s
′] with k < n
and s′ ∈ WV .
6. Write the transformed equation satis-
ﬁed by the GF ψn[s] associated to u in
SDW pi,nV [s] for each n ∈ N.
7. Either solve directly the set of trans-
formed equations or ﬁnd a recurrence re-
lation between ψn[s] and ψn+1[s] with
n ∈ N.
8. Extract from these equations the coeﬃ-
cients of the GFs.
4.3 Examples
4.3.1 Example with simple elements
We want to compute the distribution as-
sociated to the number of internodes in the fol-
lowing plant growth model: a plant with only
one MC and a dormancy probability p. The be-
haviour of a bud is characterized by Figure 7.
The alphabet is simply V = {m,m′, b} where
m codes for an internode and b for a bud.
Fig. 7. Plant with one morphological category and
dormancy probabilities
The transition matrix of the associated
stochastic F0L-system L = 〈WV , pi〉 can be eas-
ily deduced from Figure 7. We have pib,b = p,
pib,mbm′ = 1 − p, pim,m = 1 and pim′,m′ = 1. All
the other components of pi are equal to zero.
The pattern of interest is m. From Figure 7,
we deduce that a word w ∈ DW pi,n+1V [b] can be:
- either a word v ∈ DW pi,nV [b] with a prob-
ability p,
- or a word of the form mvm′ with v ∈
DW pi,nV [b] with a probability 1− p.
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where P n,b(k) is the probability to get k in-
ternodes in a plant structure generated by the
organogenesis model described in Figure 7 after



























ψn+1[b](z) = pψn[b](z)+(1−p)zψn[b](z) = (p+(1−p)z)ψn[b](z)
(1)
Given that ψ0[b] = 1, the solution of the pre-
vious geometric progression is then:
ψn[b](z) = (p+ (1− p)z)n





pn−k(1 − p)k if
0 ≤ k ≤ n and 0 otherwise.
N.B.: as detailed in [10], the underly-
ing stochastic process in this section is that
of a Galton-Watson multitype branching pro-
cess (see [8] and [9]). As a matter of fact,
let Bn and Mn be two random variables on
some probability space (Ω,F ,P) (where P is
a probability measure) such that Bn and Mn
give respectively the number of letters b and
m in a word generated randomly by either the
component system L[b] or the component sys-







Watson multitype branching process. Let Φn
be the probability generating function associ-
ated to (Bn,Mn) for all n ∈ N. In that case,
Equation 1 is simply the translation of the
composition formula for branching processes:
Φn+1 = Φ1(Φn) ([15]).
4.3.2 Example with a complex structure
In this section, we introduce an exam-
ple which illustrates well the beneﬁt of the
symbolic approach. We want to compute the
distribution associated to the number of `Y-
structures' (see Figure 8).
Fig. 8. Example of Y-structure
The plant development model is given by
Figure 9.
Fig. 9. Leeuwenberg type growth model with death
probability
The alphabet is V = {m,m′, b, d} where d
represents a dead bud and the stochastic F0L-
system can be easily deduced from Figure 9.
We have pib,d = p, pib,mbbm′=1−p, pim,m = 1,
pim′,m′ = 1 and pid,d = 1. All the other compo-
nents of pi are equal to zero. Counting the num-
ber of `Y-structures' is equivalent to counting
the number of patterns m′m. Thus, the pat-
tern of interest is m′m. As for the structural
property of DW pi,nV [s], we have to break down
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the structure of a PRT in a way which high-
lights how Y-structures appear in the topology
and how they are connected to substructures
(see Figure 9). From Figure 9, we deduce that
a word w ∈ DW pi,n+1V [b] can be:
- either a dead bud d with a probability p,
- or a word of the form mvm′ with v ∈
DW pi,nV [bb] with a probability 1 − p. In
that case, v represents a branched struc-
ture.












where P n,b(k) is the probability to get k Y-
structures in a plant generated by the organo-
genesis model described in Figure 9 after n








= p+ (1− p)ψn[bb](z) (2)
Now, we need to ﬁnd a recurrence relation
for ψn[bb](z). It can be deduced straightfor-
ward by the decomposition of Figure 10:
Fig. 10. Decomposition of branched structures of
CA n+ 1
We deduce that a word w ∈ DW pi,n+1V [bb]
(i.e. a branched structure) can be:
- two dead buds dd with a probability p2.
- one branched structure mvm′ with v ∈
DW pi,nV [bb] and one dead bud d (either vd
or dv) with a probability p(1−p) for each
case.
- two branched structures mv1m
′ and
mv2m
′ with (v1, v2) ∈ DW pi,nV [bb] ×

























Since c(mvm′d,m′m) = c(dmvm′,m′m) =
c(v,m′m) and c(mvm′mvm′,m′m) =
2c(v,m′m) + 1, we get:
ψn+1[bb](z) = p2+2(1−p)pψn[bb](z)+(1−p)2z (ψn[bb](z))2
(3)
By identifying the coeﬃcients of the power
series involved in Equations 2 and 3 , we get the
distribution of Y-structures. The same method
would work to compute, for example, the dis-
tributions associated to the number of apexes
(i.e. terminal nodes in a tree).
5 Application to parameter identiﬁca-
tion
In plant stochastic organogenesis model,
the parameters identiﬁcation of the automata
may be delicate and necessitates an important
sampling work. For stochastic organogenesis
models driven by a multitype branching pro-
cess, classical methods based on branching pro-
cesses have already been established (see [16]
and [17]). These methods rely on the calibra-
tion of the parameters so that the theoretical
mean and variance associated to the number
of phytomers (computed from the model) are
the closest to the experimental ones. However,
phytomers are not always easily identiﬁable in
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a plant. Therefore, the idea is to use a botani-
cal structure that is more easy to identify and
to count (for example apices or Y-structures, cf
Section 4.3.2). By confronting the theoretical
distribution of this structure to the experimen-
tal one, we are able to ﬁnd the best set of pa-
rameters that will give to the model the closest
behaviour to real plants. However, this the-
oretical distribution can rarely be determined
with classical branching process methods. In
that case, the symbolic method of Section 4
provides a good alternative.
Let S be a stochastic organogenesis model
driven by a multitype branching process and
L = 〈WV , pi〉 the associated stochastic F0L-
system. Suppose we are interested in comput-
ing the theoretical distribution of a particular
structure in random plant architectures gener-
ated by S. This particular structure is coded
on the alphabet V by the word u. Let ψn[s]
be the GF associated to u in SDW pi,nV [s] where
s ∈ WV is the word coding for a seed. As men-
tioned in Section 4.2, the theoretical distribu-
tion is given by the coeﬃcient of ψn[s] seen as
power series:









Since card(DW pi,nV [s]) < ∞ (the stochas-
tic automata can only generate a ﬁnite num-
ber of structures), then, for all n ∈ N,
max{c(w, u)|w ∈ DW pi,nV [s]} exists and is ﬁ-
nite. In that case, we set:
∀n ∈ N, Ln = max{c(w, u)|w ∈ DW pi,nV [s]}
Thus, for all l > Ln, pn,s(l) = 0. Let φn be a
vector in [0, 1]L
n+1 such that:
∀n ∈ N, φn = (pn,s(0), pn,s(1), . . . , pn,s(Ln))
Generally, the symbolic method leads to a re-
cursive equation between ψn[s] and ψk[r] with
k ∈ K and r ∈ R where K and R are respec-
tively ﬁnite subsets of {0, . . . , n − 1} and WV .
For the sake of clarity, we will suppose that the
method gives us a recursive equation between
ψn[s] and ψn−1[s] (the extension to the general
case is straightforward). Therefore, by identify-
ing the coeﬃcients of the power series, we get a
set of recurrence relations between the compo-
nents of φn and φn−1 which enables the build-
ing of φn from φn−1. The stochastic automata
depend on a set P of parameters which have
a botanical meaning (survival probability,. . .).
As a consequence, the set of recurrence rela-
tions between the components of φn and φn−1
depends also on P and, thus, φn = φn(P ).
Suppose we have a plot of plants of CA
N ∈ N r {0}. For each of these plants, we
measure the number of characteristics u. By
doing so, we get the experimental distribu-
tion of the particular structure: {pexp(l)}l∈N.
Suppose that there exists l > LN such that
pexp(l) 6= 0, then the organogenesis model is not
well deﬁned. As a matter of fact, for l > LN ,
pN,s(l) = 0. In that case, φN cannot get as close
as we want to the experimental distribution. In
that case, the organogenesis model (i.e. the au-
tomata) needs to be modiﬁed. Then, the model
S is said to be well deﬁned if:
min{l ∈ N|P exp(l) = 0} > LN
Let φexp be a vector in [0, 1]L
N+1 such that:
φexp = (pexp(0), pexp(1), . . . , pexp(LN))
The set of parameters P is estimated by the
least square estimator Pˆ :
Pˆ = argmin
P∈[0,1]card(P )
∥∥∥φexp − φN(P )∥∥∥2
2







Several optimisation algorithms can be
used to ﬁnd Pˆ . One of the most appropriate al-
gorithms to solve the minimisation problem is
the Levenberg-Marquardt algorithm (see [18]).
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6 Conclusion
In this article, a symbolic method was set
to analyse complex structures in plants whose
organogenesis is driven by a multitype branch-
ing process. To that purpose, a new combinato-
rial framework was introduced. Plant structure
is represented by a plane rooted tree and, as a
consequence, can be coded by a Dyck word.
The evolution rules of the organogenesis model
are given by a stochastic 0L-system. By doing
so, the evolution of plant structure is coded by
a Markovian sequence of Dyck words. There-
fore, studying plant structure and its develop-
ment is completely equivalent to studying the
Markovian sequence from a combinatorial point
of view. A symbolic method was then estab-
lished and enables the computation of the dis-
tribution associated to the number of complex
structures in plant topology.
This result has numerous applications. For
instance, in this article, we have shown that
such a method can be used for parameter iden-
tiﬁcation. Moreover, it can also be used to
compare stochastic organogenesis models. As
a matter of fact, by confronting the theoreti-
cal distribution of a structure of a given type,
we are able to choose the model which has the
closest behaviour to that of real plants.
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