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Abstract
In this thesis we present a mathematical model and numerical simulations of one-dimensional
arrays of small tunnel junctions to investigate correlated charge transport and other transport
properties. Our primary motivation for this research is the recent discrepancies between theo-
retical models and experimental observations in the literature. Several experimentally observed
behaviours can not be explained or predicted by the orthodox theory of junction array physics,
which has successfully and fully predicted and described charge transport in single tunnel junc-
tions since the 1980s. These findings highlight the need for a complete theoretical framework
for multi-junction systems.
We consider linear and bilinear junction arrays in both the normal and superconducting trans-
port regimes. We primarily focus on the correlated charge transport regime, which we find is
optimal in the low current (voltage) limit. We initially simulate clean arrays and then investigate
the e↵ect of both the weak and maximal background charge disorder limits on correlated trans-
port and the current-voltage characteristics. Disorder, most important at small bias voltages,
impedes charge correlations and shifts threshold voltages. At high voltages we find very little
di↵erence across the disorder strengths.
An intriguing behaviour of tunnel junction devices manifests when we apply a small o↵set
voltage across the arrays. This voltage o↵set enforces di↵erent charge patterns within the array
and as a result the current exhibits significant periodic modulation as a function of the o↵set.
Through quantitative analysis, the specific charge patterns can be identified. Notwithstanding
that the integrity of these patterns is largely compromised in the presence of disorder, the current
continues to exhibit substantial periodic o↵set voltage dependence.
In the superconducting regime we discuss the interplay between the di↵erent charge carriers and
di↵erences in the conduction and transport properties between the normal and superconducting
limits. We simulate unexplained experimental observations by including charge disorder and
sub-gap leakage into our model.
This work contributes to the knowledge of these devices and the development of a microscopic
junction array model which correctly and completely explains all experimental e↵ects. Further-
more, this thesis demonstrates the rich physics contained within these relatively simple circuits
and through several of the behaviours reported above, the possibility for even more new e↵ects
to be discovered.
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Chapter 1
Introduction and motivation
1.1 Introduction to single electronics
As the name suggests, single electronics relies on the manipulation and detection of single
charges in low temperature mesoscopic devices, such as tunnel junction arrays, which are the
system of interest in this thesis. A Josephson junction array is a synthetic quantum system
consisting of small superconducting islands separated by thin insulating barriers, through which
discrete charges can quantum mechanically tunnel from one island to another. Arrays of tunnel
junctions are fascinating devices as they straddle the boundary between discrete systems such
as quantum dots and single electron transistors (SETs) and more continuous systems such as
one-dimensional quantum wires. As such, they exhibit a range of interesting behaviours based
on the interplay between hopping amplitude (Josephson energy EJ), charging energy EC and
charge interaction length ⇤, including spatial and temporal charge correlation, quantum phase
slips and quasicharge depinning.
These devices display correlated transport properties due to the inherent electrostatic interac-
tions of excitations moving through the array [1], which can extend across many junctions. The
characteristic charge interaction length ⇤ defines the distance over which electrons on di↵erent
islands interact due to the Coulomb repulsive force and is determined by the ratio of the circuit
capacitances. This interaction between physical charge carriers decays exponentially with ⇤
and therefore the extension of excitations in the array can be of the order of ⇤. If the island
capacitances are su ciently small, the energy of the system changes appreciably with the ad-
dition or subtraction of a single electron (or Cooper pair). At small bias voltages (less than
the characteristic voltage threshold), the discrete nature of the energy levels associated with
charge states can suppress tunnelling. This process is called Coulomb blockade. For the case
of a junction array, the charges can tunnel in a correlated fashion due to the mutual repulsion.
These correlated charges have been observed directly in real time as periodic, discrete spikes of
current, each associated with one electron [2].
Even since the prediction of single charge tunnelling in small metallic tunnel junctions [3, 4,
5], the field of low temperature nanoelectronics has developed rapidly. This development has
seen the creation of many multiple junction devices, including arrays consisting of hundreds of
junctions [6, 7], increasing the complexity of the charge dynamics significantly. Exploring and
understanding the structure and dynamics of low energy excitations in multi-junction systems
has become important in improving the accuracy and design of these circuits.
The main motivations for the research contained in this thesis are twofold. Firstly single electron
devices, such as tunnel junction arrays, are candidate devices for quantum metrology [8, 9],
specifically current standards. Secondly recent experiments [10, 11, 12, 13] have demonstrated
e↵ects that are not predicted in the orthodox theory of Josephson junction array physics. As
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FIG. 1.1: Quantum metrological triangle linking frequency f , voltage V and current I via
fundamental constants. The relations linking f , V and I are shown for integer n and q = 1, 2 for
single electrons and Cooper pairs, respectively. Closing the triangle, via a current-to-frequency
conversion, is yet be realised to metrological accuracy.
such, there is a need for a detailed microscopic model which correctly predicts and interprets
these e↵ects.
1.2 Applications in quantum metrology
The quantum metrology triangle [14, 15], Fig. 1.1, uses the quantisation of observables in certain
low temperature systems to define standardised units of voltage V , resistance R and current I
solely in terms of fundamental constants of nature. By combining three quantum electrical
e↵ects - the Josephson e↵ect, the quantum Hall e↵ect and the single electron transport e↵ect
- these electrical units can be defined by the precise counting of quanta (elementary charge e
and magnetic flux quantum  0 = h/2e). However, while the volt V and the ohm ⌦ can be
(and are) defined in terms of physical constants, the ampere A still relies on classical apparatus
and measurement. Furthermore, to create a redundancy to improve the consistency of these
relations, the three e↵ects must be combined in a single experiment.
The Josephson e↵ect relates frequency and voltage via an AC current which flows across the
junction with a well defined frequency f = 2eV/h. When a Josephson junction is irradiated with
electromagnetic radiation, discrete values of voltage V = hf/2e (Shapiro steps) are measured
across the junction. As a result, a frequency-to-voltage conversion coe cient KJ = 2e/h =
483597.9 GHz/V defines the volt.
The quantum Hall e↵ect defines the ohm by directly linking voltage and current. In a two-
dimensional semiconductor in a high magnetic field, quantised plateaux appear in the transverse
resistance in units of the von Klitzing constant RK = h/ne2 = 25812.807 ⌦, where n is an integer.
The ratio between the Hall voltage and the perpendicular current is the Hall resistance.
A device that can generate quantised current by transferring n electrons at frequency f could be
used as a quantum current standard with magnitude I = nef . However, for a practical standard,
currents at the 10 9 ampere level are required [16], corresponding to GHz transport frequencies,
measured to an accuracy of approximately one part in 108 [17, 18]. This combination of high
current and accuracy has thus far proven elusive.
While there are several proposed devices for a quantum mechanical definition of the ampere
based on the Coulomb blockade of tunnelling, including charge pumps and turnstiles [19, 20, 21,
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22, 23, 24], sluice pumps [25, 26] and quantum dot arrays [27, 28, 29], it is this latter device,
realised with an array of tunnel junctions, that is the focus of this thesis.
1.3 Conduction of individual electrons
The mid to late 1980s witnessed the rapid development of single electronics. Among many
advances were those that predicted and described new single charge tunnelling e↵ects. Fulton
and Dolan demonstrated the existence of single electron charging e↵ects with an SET [30].
Single charge tunnelling in small metallic tunnel junctions was proposed [3, 31, 4] and was
shortly thereafter observed [32, 33]. It was also during this time that single electron tunnelling
oscillations were suggested [3, 31], in which the junction exhibits temporally correlated voltage
oscillations with a frequency related to the current by f = I/e. This e↵ect is a direct result of the
discrete, charging and discharging of the island (i.e., the synchronous, individual charge transfer
through the junction). The superconducting analogue of SET oscillations, Bloch oscillations,
where the charge carriers are Cooper pairs and the characteristic frequency becomes f = I/2e,
was also reported [34, 14, 35].
It took nearly another 20 years before real time detection of single electron tunnelling events was
observed [36, 37]. However, as the charges in these experiments were not temporally correlated,
the relation I = ef can not be satisfied and so neither system can be used as a metrological
current device. Individual time correlated electrons were first counted in real time as they
tunnelled through an array of normal tunnel junctions in 2005 by Bylander et al. [2]. This
work was then expanded to the study of superconducting arrays, in which a crossover from
single electron to single Cooper pair tunnelling was observed [13]. While the currents in both
experiments were too small for current standards, current quantisation of ef was experimentally
demonstrated for the first time.
Single electron devices are used to generate frequency-locked single electron transport for ap-
plications such as measurement science and clocked single photon sources [38, 39, 40]. For the
realisation of a current quantum standard, the proposed device needs to operate at the order
of a hundred pA and at a relative uncertainty less than 10 8 [41]. Numerous quantised current
source architectures have been proposed, including quantum phase slip wires, self-assembled
quantum dot structures, mechanical shuttles and tunnel junction arrays. We now introduce two
of the most studied and promising candidates based on tunnel junctions, the electron pump and
the turnstile and discuss their practicality as quantised current standard devices in the context
of recent experiments.
A single electron pump consists of multiple series-coupled tunnel junctions, where each island is
capacitively coupled to a gate electrode. Contrary to the junction arrays studied in this thesis,
in which a transport voltage is applied across the array to allow Coulomb blockade to enforce
spatial and temporal correlations on the charges, a pump imposes an external RF on the charges.
A synchronised sequence of applied gate voltage pulses transfers a single electron per cycle of
the active signal to produce a quantised current in units of ef through the N -junction pump.
As the pumping direction is determined by the phase di↵erence of external gate pulses, the bias
voltage can be zero. The pumped electrons are counted via an SET coupled to the array. This
process was first demonstrated in a three junction pump in 1992 [21]. Similar pumps with five
[42] and seven [23] junctions were demonstrated in 1994 and 1996, respectively with improved
accuracy.
To generate su ciently large current, electrons must be pumped at an appreciable rate. For a
practical current standard, this corresponds to GHz transport frequencies. Although a pump
comprised of metallic islands is the most accurate, its slow pumping speeds mean that it is
an impractical current standard. However, its speed has been increased to GHz frequencies by
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constructing the islands from graphene [43]. The intrinsic RC time of tunnel junctions limits
their operation speed to about 10 MHz. Much faster pumps that operate at GHz frequencies
have been built including one-dimensional semiconducting channels driven by surface acoustic
waves (SAWs) [44, 45]. These devices have limited accuracy (of the order of 10 2) however
compared to those based on tunnelling. A GHz pump that has generated a lot of interest is
the semiconductor 2DEG pump with modulated barriers [16]. While this device pumps to an
accuracy of < 10 4 at a maximum frequency of 3.4 GHz, the accuracy that such barrier tuning
imposes on the current is as yet not fully understood.
Errors in the pump rate have been shown to decrease by applying a perpendicular-to-plane
magnetic field. Increasing the magnetic field flattens and extends the quantised current-voltage
plateaux, greatly improving accuracy [46]. There is some disagreement in the literature as to
whether there is a field limit on this improvement [47, 48] or it is continuous [49]. At a magnetic
field of 14 T, a quantum dot based pump recently generated currents of order 150 pA measured
to an accuracy of 1.2 ppm [50]. While this current is su cient for a quantum capacitance
standard based on electron counting [51], the current magnitude and accuracy are slightly less
than the metrological current standard threshold.
Operating in the superconducting state, pumping Cooper pairs [52, 53] can generate higher
current but can also introduce larger errors. Cooper pair pumping can be achieved in a sluice
[25, 26, 54, 55], which consists of a superconducting SET (SSET) connected to the leads by two
superconducting quantum interference devices (SQUIDs) that function as tuneable Josephson
junctions. A sluice also utilises Coulomb blockade, in which periodic modulation of the gate
charge and the magnetic flux through the SQUIDs allows for the controlled transfer of individual
Cooper pairs. Using this device, current of the order of 1 nA and an error rate of 2 % have been
obtained at 10 MHz [26]. Possible sources of error in the Cooper pair pump rate include leakage
current, quasiparticle poisoning, Landau-Zener tunnelling and photon assisted tunnelling.
Single electron turnstiles [19, 22] are very similar to single electron pumps. The di↵erence is
that in a turnstile the external drive frequency is applied to only one gate electrode coupled to
the middle island, which acts like a single electron box. The array is also driven by a finite DC
bias voltage, which determines the direction of charge transport, allowing an electron to enter
(or exit) from either end of the turnstile. An AC voltage is applied to the gate to modulate
the potential of the corresponding island with a frequency. One electron is transferred from
source to drain for every cycle of the gate voltage, creating plateaux in the I-V characteristics
at I = ±ef .
The simplest turnstile consists of four metallic tunnel junctions [19]. At zero bias voltage, the
device operates like the single electron trap, whereby an electron can enter the gated island by
tuning the frequency. It can then leave the island by lowering U (or the gate frequency). When
a small bias voltage is applied, the direction of charge transport can be controlled, allowing
controlled electron transfer. While turnstiles can reach very small error rates, the concession is
pumping speeds of only MHz. For example, current of the order of fA at an accuracy of the
order of 1⇥ 104 has been achieved at operation frequencies of 20 MHz [56].
Current magnitude in both pumps and turnstiles can be increased, without sacrificing accuracy,
by connecting multiple devices in parallel. The parallelisation of ten hybrid turnstiles has re-
sulted in currents exceeding 100 pA [57]. The synchronous operation of two semiconducting
electron pumps has demonstrated current >100 pA with an accuracy of <20 ppm [58]. The
practicality of non-superconducting device parallelisation however may be limited by the tun-
nelling of o↵set charges [24]. Cotunnelling can be a significant source of error because it can
leave the charge state of a blockaded island unchanged but still transfer an electron, leading to
transfer errors but cotunnelling can be e↵ectively suppressed by connecting several junctions in
series [24].
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1.4 Josephson junction arrays
Another possible candidate for a current standard device is quantum dot arrays, realised as the
system of investigation in this thesis as (normal conducting) tunnel junction and (supercon-
ducting) Josephson junction arrays. While junction arrays are simple devices, they display a
range of complex and interesting behaviours. Although one-dimensional arrays of tunnel junc-
tions have been a topic of interest for several decades [14, 4, 59, 27, 2, 17, 60, 61], new and
unexpected e↵ects are still being reported [13, 11, 10] that can not be completely described by
current microscopic theory.
A one-dimensional array of Josephson junctions consists of a regular network of superconducting
islands coupled by tunnel junctions. Tunnelling events lower the free energy of the system by
adding, subtracting or rearranging charges. The transport properties can be measured, for
example, via an SET coupled to one of the islands. The array is characterised by the conjugate
variables of charge and phase which depend on the two energy scales of Josephson EJ and
charging EC energies. In the EJ   EC limit, the phase of each island is well defined and the
array exhibits superconducting transport. On the other hand, in the EJ ⌧ EC limit, the charge
on each island is well defined, leading to Coulomb blockade of Cooper pair tunnelling which
pins the Cooper pairs to the electrodes (even though the junction is still in the superconducting
state). This sharp quantum phase transition between a superconducting and an insulating state
occurs even at temperatures approaching 0 K. Tunnelling blockade is also observed when the
Josephson energy is of the order of the charging energy EJ ⇠ EC . The work in this thesis
concerns the EJ ⌧ EC regime therefore charge is the degree of freedom that characterises our
junction array model.
Under appropriate biasing conditions, the charge interaction length ⇤ gives the distance over
which the potential from one excess electron is screened by the potential of an excess electron
on a neighbouring island. In other words, an electron on an island extends its electric field to a
characteristic distance which is given by ⇤ ⇡pCJ/CG for CJ   CG. This distance is a function
of the junction CJ and ground CG capacitances and has units of island number. The strength of
this charge interaction decays logarithmically up to ⇤ and exponentially when ⇤ is exceeded. It
is this interaction energy that enforces spatial correlations within the array, which is the topic
of study in this thesis. Examples of such correlations include quasi-periodic charge states that
can manifest as quasi-bound charge pairs, solitons or the formation of a Wigner lattice. The
repulsive interaction experienced by a pair of charges on sites m and n is U / e |m n|/⇤.
1.5 Theoretical inconsistencies with experiment and open
questions
One of the primary motivations for this work is the inconsistencies between theoretical pre-
dictions and experimental observations. The orthodox model of Josephson junction physics
[62, 14, 63, 64, 65, 18], developed in the 1960s-1980s, correctly predicts and explains the be-
haviour of single Josephson junctions. This model is insu cient however for multi-junction
systems, failing to predict some recently experimentally observed behaviours.
For example, in a bilinear array of Josephson junctions (i.e., two linear chains of junctions,
capacitively coupled, see chapter 3), the driven array is voltage swept across the Coulomb
blockade threshold, while the passive array is unbiased, i.e., V = 0, to generate a drag current.
At high magnetic field, when current is assumed to be mediated by electrons, the drag current
has opposite polarity to the driven current. Conversely, when the magnetic field is suppressed
and current is assumed to be comprised of Cooper pairs, the drag current has the same polarity
as the driven current [10]. This current reversal as a function of field strength indicates a
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substantially di↵erent mechanism of current induction in Josephson junction arrays from that
in arrays of normal tunnel junctions.
Another unexplained observation concerns a bilinear array wherein each island of one array is
capacitively coupled to two islands in the other array. In this experiment both arrays are voltage
biased. One array is voltage swept across the Coulomb blockade threshold, while a small fixed
voltage (approximately the threshold of the swept array) is applied across the other array. At
small fixed bias, the current magnitudes of both currents (although small) are identical. The
swept array then exhibits a sharp switch-on of a linear transport behaviour, while the fixed array
shows a constant current (over the voltage range studied) [11].
In Ref. [12] Ho et al. reported that in the large EC limit (EC   EJ), charge transport within
a junction array is mediated by Cooper pairs and quasiparticles and in the small EC limit
(EC ⌧ EJ), Cooper pair solitons and quasiparticle solitons. However, the results were unable
to reconcile the qualitatively di↵erent transport properties of Cooper pairs and quasiparticles in
ultra-small junction circuits.
Bylander et al. [13] observed a smooth transition from single electron e to Cooper pair 2e
transport in a Josephson junction array. This is in contrast to the usual discontinuity seen in
quasiparticle hopping experiments and which is inconsistent with numerical simulations using
the orthodox theory of single charge tunnelling [61]. In addition, supercurrent was detected in
the limit of small EJ , behaviour that has yet to be explained theoretically.
The stability of the Cooper pairs within the array is also an open question. Are they being
injected into the array? Are they forming (breaking apart/unbinding) within the array itself?
Other open questions involve identifying the dominant charge carriers in di↵erent transport
regimes, the interplay of Cooper pairs and quasiparticles (normal electrons) and the formation
of solitons within the array.
The focus of this thesis is therefore to determine the natural e↵ects described by the orthodox
theory and those which the theory fails to accurately predict which need to be described by
other physics.
1.6 Outline of this thesis
We give a brief overview in chapter 2 of the established background knowledge and literature
needed for this thesis as well as the theoretical methods and tools used in the numerical simu-
lations.
In chapter 3 we present our mathematical model for normal conducting tunnel junction arrays.
This includes the derivation of the Hamiltonian for both linear and bilinear circuits as well as
derivations of expressions for the interaction length, interaction energy and threshold voltage
for both systems.
In chapter 4 we present the results of our numerical simulations for normal conducting tunnel
junction arrays. We simulate single charge tunnelling in linear and bilinear arrays with both
straight and slanted capacitance coupling. We discuss the emergence, stability and breakdown
of correlated charge transport within these devices. Results on the instability of the conducting
state are also shown.
Chapter 5 introduces charge filling factors in a clean and homogeneous linear array model. We
then extend this model to include various strengths of background charge disorder to determine
which aspects of this analysis are preserved, presenting results for the two limiting cases of
maximal and weak disorder. At the end of the chapter we discuss the potential for experimental
observation of filling factors and their applicability in other areas of physics.
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Chapter 6 starts with a discussion of our superconducting junction array model. For the linear
model, we investigate the interplay of the charge carriers and compare our superconducting
simulations with those of the normal conducting regime. The e↵ect of disorder on the transport
properties in the superconducting limit is also discussed. At the end of the chapter we introduce
the Dynes parameter into our bilinear array simulations to model sub-gap processes and discuss
our results in the context of recent array experiments [11].
The last chapter, chapter 7, summarises the main results of the thesis and suggests possible
future work.
Chapter 2
Background and theoretical methods
In this chapter we present a brief overview of the literature and knowledge required for the
understanding and appreciation of this thesis. We introduce the theoretical methods and tools
used in the numerical simulations and present the single electron transistor (SET) as a model
for junction transport.
2.1 Charging energy of small metallic islands
Charging e↵ects were first observed and interpreted in 1951 [66] in granular, thin metal films
as what we now know as Coulomb blockade of tunnelling [67]. A theoretical study describing
single electron e↵ects and charge transport in granular systems was conducted in 1975 [68] and
expanded in the mid-1980s to describe the orthodox theory of single electron tunnelling [34, 14].
In a small metallic island the tunnelling charge is discrete, whereas the charge in the electrodes
is considered continuous. Charges can not be transferred classically through the barrier but
only through quantum tunnelling. The energy required to add an additional charge to the
island is the characteristic charging energy EC = e2/2CJ (i.e., the energy needed to charge the
capacitor). If the island’s geometry is su ciently small (of the order of several nm2), it will have
a capacitance of the order of fF. The island will then be dominated by the electrostatic energy
of individual electrons, where the energy to charge it by one electron dominates the thermal
energy kBT for su ciently low temperature (typically T ⌧ 1K). If this energy is unavailable,
either as thermal energy or electric potential, tunnelling is suppressed. At low bias voltages,
tunnelling can also be suppressed if the island is already charged as the small island capacitance
can prevent another electron from tunnelling. When the tunnelling resistance is greater than
the von Klitzing (quantum) resistance for single electrons Rt > RK = h/e2 ⇡ 25.8 k⌦, quantum
fluctuations of the charge can be neglected.
2.2 The single electron transistor as a model for junction
transport
In this section we discuss the physics of a single electron transistor (SET) as it relates to the
transport properties of tunnel junctions. We consider the normal state SET where the leads
and the island are metallic but not superconducting. For a more complete discussion of charge
transport in an SET see Ref. [69].
To precisely control and measure the movement of single electrons, an SET exploits Coulomb
blockade, in which the energy cost of putting an electron on the island prevents electron tun-
nelling. While many electrons are simultaneously transferred from the source to the drain in a
8
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FIG. 2.1: Circuit diagram of an SET which consists of a metallic island connected to two metallic
leads by insulating tunnel junctions, each with a capacitance C1,2. The tunnel junctions are
voltage biased by V1 and V2 with the total bias voltage Vbias = V2 V1. The island is capacitively
coupled to ground with capacitance CG. The rate at which electrons tunnel between the island
and the leads is controlled via tuning of the gate voltage Vg.
metal oxide semiconductor field e↵ect transistor (MOSFET), in an SET electrons are transferred
one-by-one, i.e., charge does not flow continuously but in quantised units (multiples of e). The
charge configuration of the SET is characterised by the number of excess electrons on the island.
An SET has three terminals: the source, drain and gate. The drain and source electrodes
are connected through tunnel junctions to one common electrode with a low self-capacitance,
the island. The electrical potential of the island is tuned by a third electrode, the gate Vg,
capacitively coupled to the island, see Fig. 2.1. It is via tuning of this gate voltage that the
position of the energies of the di↵erent charge states of the island are controlled, allowing the
manipulation of individual electrons.
2.2.1 Sequential tunnelling and the master equation
In an SET a tunnelling event changes the electrostatic energy by
 E(±) (Qg) =
Q2g
2C⌃
  (Qg ± e)
2
2C⌃
= ⌥ e
C⌃
⇣
Qg ± e
2
⌘
(2.1)
where the gate charge is Qg = CGVg and the total capacitance of the island with respect to
ground is C⌃ = C1 + C2 + CG (neglecting any stray capacitance). The charging energy as a
function of gate charge is shown in Fig. 2.2
The orthodox theory tunnelling rate for electrons passing through the barrier is
  =
1
e2Rt
 E
1  exp
h
  E
kBTe
i (2.2)
where the electron tunnelling rate only depends on the energy di↵erence  E between the initial
and final charge configurations. This rate is valid for finite temperature. Eq. 2.2 is derived from
the more general normal electron tunnelling rate in Eq. 2.20 and assumes P (E E0) =  (E E0)
and integration over the Fermi functions, where
f (E) (1  f (E + E)) = f (E)  f (E + E)
1  exp
h
  E
kBTe
i (2.3)
When Te ! 0, only transitions which decrease E are possible (i.e., tunnelling can only occur
when  E > 0) and exp[  E/kBTe] ⇠ 0 and the tunnelling rate reduces to
  =
 E
e2Rt
(2.4)
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FIG. 2.2: Charging energy of a single electron box as a function of applied gate charge for
di↵erent numbers n of excess electrons on the island. Here we focus on the non-superconducting
case (Josephson energy EJ = 0).
Transport through an SET is predominantly a result of sequential tunnelling, a first order
process, in which electrons tunnel from the source to the drain (or drain to source) by individual,
instantaneous tunnelling events according to the rates   (Eq. 2.2). The rates are dependent on
the applied voltage di↵erence and the change in the charging energy of the island. Tunnelling
through an SET can be modelled with a master equation, which governs the probabilities of the
island being in charge state n. It is this master equation, in addition to the transition rates,
that determines the current through the SET. In an SET four di↵erent transitions are possible:
from the left lead to the island (L ! I), from the right lead to the island (R ! I), from the
island to the left lead (I ! L) and from the island to the right lead (I ! R). Therefore, an
island in the initial charge state n can either add or subtract an electron. The master equation
for sequential tunnelling is given by
d
dt
p (n, t) =  [ LI (n) +  IL (n) +  RI (n) +  IR (n)] p (n, t)
+ [ LI (n  1) +  RI (n  1)] p (n  1, t)
+ [ IL (n+ 1) +  IR (n+ 1)] p (n+ 1, t) (2.5)
where p(n, t) is the probability distribution of n electrons on the island, n + 1 is an electron
being added to the island and n   1 is an electron being subtracted from the island. We only
describe the first order tunnelling perturbation (sequential tunnelling), higher order processes
such as coherent oscillations or cotunnelling are ignored.
One can calculate the current by determining the number of tunnelling events, both left and
right, across a junction. For example, the current through the left junction is given by
IL (t) =  e
X
n
[ LI (n)   IL (n)] p (n, t) (2.6)
A similar expression describes current through the right junction.
2.2.2 Coulomb blockade in a single electron transistor
In the blockaded state, when the gate voltage Vg is zero, no accessible energy levels are within
tunnelling range of an electron in the source electrode and all energy levels in the island with
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FIG. 2.3: Coulomb blockade oscillations in the current as a function of gate voltage due to the
periodic modulation of the charging energy at an e↵ective electron temperature of Te = 10 mK.
The period of the oscillations is  Vg = e/CG. In the Coulomb blockade valleys (I1,2 = 0),
transport is suppressed because there is a stable number of electrons on the island (n, n+ 1 or
n 1). When the energy level of the island is lowered, by Vg, an electron tunnels onto the island
resulting in a current peak. Oscillations can be observed when 0 < Vbias < EC/e. At high bias,
Vbias   EC/e, the island is no longer tuned by Vg and oscillations are destroyed.
lower energies are occupied so current does not flow. However, when a voltage is applied to the
gate electrode or when the bias voltage between the source and drain is increased, the energy
levels of the island are lowered or the energy di↵erence between the source and island changes
sign, respectively and Coulomb blockade is lifted. An electron can tunnel onto the island,
occupying a previously vacant energy level, when the energy of the island equals EC = e2/2C⌃,
Eq. 2.1. From there it can tunnel into the drain electrode where it inelastically scatters and
reaches the drain electrode Fermi level. In other words, current flows through the device due to
the di↵erence between the Fermi functions in the two contacts. One electrode keeps filling up
the level(s) while the other empties them. Coulomb blockade occurs when the energy cost of
putting an electron on the island prevents an electron tunnelling. The critical voltage needed to
transfer an electron onto the island is given by the Coulomb gap energy e/C. The energy levels
of the island are evenly spaced with a separation of  E, resulting from the self-capacitance of
the island. Current only flows when the number of electrons in the gate (VgCG/e) is half-integer.
Consequently, the current (conductance) oscillates as a function of Vg, as illustrated in Fig. 2.3.
Coulomb blockade can modify the I-V characteristics of the SET to exhibit a Coulomb staircase
[70], the step-like dependence of the average charge on the gate voltage, whereby each step
corresponds to the addition of one electron as a function of monotonically increasing gate voltage.
The addition of a single charge is step-like due to the discreteness of electron transfer. As Vg is
increased, the optimal number n in the lowest energy charge state changes and an electron has
su cient energy to overcome the charging energy and tunnel onto the island, which blocks the
tunnelling of a second electron. The threshold voltage for the nth step is
Vn = ±2 (2n  1)EC|e| (2.7)
This step-like behaviour only holds at low temperatures. As temperature increases, the Coulomb
staircase is gradually smeared out by thermal fluctuations, eventually becoming linear, see
Fig. 2.4.
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FIG. 2.4: Temperature dependence of the average number of charges hni on the island as a
function of gate voltage, illustrating the Coulomb staircase. The gate charge Qg = CVg. Five
di↵erent temperature dependences are shown: Te = 10, 100, 200, 300 and 400 mK. At low
temperature, the device exhibits step-like behaviour due to Coulomb blockade, where each step
corresponds to the addition of an electron on the island. At higher temperature, the steps
become more rounded and eventually become washed out and the SET then exhibits linear
transport.
FIG. 2.5: Current as a function of bias (V2   V1)/2 and gate Vg voltage at an e↵ective electron
temperature of Te = 10 mK. Coulomb diamonds manifest as a result the discrete energy levels
of the island. Regions with a stable electron number on the island consequently exhibit finite
conductance. Regions where the electron number fluctuates exhibit sequential tunnelling. The
Coulomb diamonds are e-periodic in the induced gate charge. This plot is a numerical solution
calculated by Eq. 2.5 and Eq. 2.6.
2.3. Microscopic theory of superconductivity 13
Coulomb blockade can also manifest as diamonds as a function of both Vg and the source-drain
bias voltage, as shown in Fig. 2.5. The region inside the diamonds shows a finite conductance
due to a stable electron number on the island. This charge stability can also be seen in Fig. 2.3
where we plot Coulomb oscillations in the current as a function of Vg. The conductance peaks in
Fig. 2.3 occur near where the diamonds touch (at V = 0). These periodic points also correspond
to degenerate charge states. At higher temperatures, current acts classically and the fringes of
the diamonds become washed out.
To achieve Coulomb blockade, three criteria must be satisfied. Firstly the bias voltage must
be lower than the elementary charge divided by the self-capacitance of the island Vbias < e/C.
Secondly the temperature has to be su ciently low so that the charging energy dominates over
the thermal energy of the charge carriers EC   kBTe or else the electron will be able to pass
the island via thermal excitation instead of being blocked by the charging energy. Lastly the
tunnelling resistance should be greater than the quantum resistance Rt   RK = h/e2 = 25.8 k⌦,
which is derived from Heisenberg’s uncertainty principle, so that the discrete charging energy
levels of the circuit are not smeared by quantum fluctuations of the charge on the island. As a
result, quantum fluctuations of the number of electrons on the island are negligible and charge
is quantised.
2.3 Microscopic theory of superconductivity
An understanding and appreciation of Josephson junctions necessitates knowledge of the mi-
croscopic theory of superconductivity (BSC theory [71]). Here we provide a brief qualitative
discussion of the basics of BSC theory needed for chapter 6 of this thesis.
Superconductivity is the phase transition into a state where the material shows no dissipation in
electrical transport and magnetic fields are expelled (the Meissner e↵ect) at near absolute zero
temperatures. This sudden loss of resistance was first observed in 1911, in mercury, by Onnes but
it was not until 1957 that Bardeen, Cooper and Schrie↵er correctly described superconductivity
in what is known as BCS theory [71]. Despite its success in explaining conventional superconduc-
tivity, BCS theory does not provide a complete explanation for more exotic behaviours such as
high temperature superconductivity and superconductivity in hybrid superconductor systems.
When a superconducting metal is subjected to near absolute zero temperature (below the char-
acteristic superconducting transition temperature Tc), a second order phase transition occurs.
At this temperature, the metal is no longer in the normal state where it has electrical resistance
but in the superconducting state where it has exactly zero resistance to the flow of DC current.
Accordingly, superconductors have (theoretically) infinite electrical conductivity, allowing them
to maintain a current indefinitely with no applied voltage.
The mechanism with which electrons acquire a finite attractive interaction when they usually
repel each other with the Coulomb iteration was proposed by Cooper in 1956 [72]. When an
electron (negatively charged) moves through a superconductor it attracts the positively charged
atoms of the lattice - by the exchange of phonons - toward itself. This small concentration
of positive electric charge attracts a subsequent electron, with this electron e↵ectively being
attracted by the electron ahead. This correlation causes the motion of one electron to induce
equal and opposite motion in the other. Electrons become coupled with one electron having
spin down and the other having spin up with equal and opposite momentum. Such couplings
of electrons are called Cooper pairs, which form a single macroscopic quantum state described
by the superconducting order parameter  =  0ei , where   ⇤ is the density of Cooper pairs.
Cooper showed an instability, in which the pairing process diverges and all electrons change into
the BCS ground state, which is fundamentally di↵erent and not a perturbation of the normal
Fermi liquid. The fluid flows without resistance or voltage drop through the lattice. The pairing
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of electrons to form Cooper pairs is unique to superconductivity. While, for example, electrons
in non-superconducting iron may become weakly attractive, this attraction is destroyed by the
metal’s strong magnetic moments.
The energy required to disentangle a Cooper pair into two quasiparticles is two times the super-
conducting gap energy  . Quasiparticles are fermionic bound states (a superposition) of both
electron- and hole-like excitations that are promoted to the excited states in the conduction
band of the superconductor, they therefore di↵er from normal electrons in a non-superconductor.
There are a large number of states available to quasiparticles at energies just above the gap.
The energy gap is temperature dependent and at zero temperature can be estimated by [73]
 (0) = 1.76kBTc (2.8)
When T ⇡ Tc,
 (T )
 (0)
⇡ 1.74
✓
1  T
Tc
◆1/2
(2.9)
from which one can see that the gap vanishes at T = Tc.
2.3.1 Josephson junctions
A Josephson junction is a thin insulating layer separating two superconducting islands. This
dielectric barrier is su ciently thin so that, in the superconducting state, Cooper paired electrons
can tunnel through it at an appreciable rate even when no voltage is applied across the barrier.
This (super) current can flow in either direction with any magnitude up to the value of the critical
current Ic, above which normal conduction is no longer suppressed. This superconducting state is
characterised by a magnitude and a phase. The current depends on the relative phase di↵erence
  of the quantum mechanical wavefunctions of the charge carriers either side of the junction
  =  2    1 (2.10)
which can be defined by
  =
2e
~   = 2⇡
 
 0
(2.11)
where  0 = h/2e is the magnetic flux quantum and 2e/~ is the Josephson constant (the inverse
of the flux quantum). While the tunnelling of a Cooper pair through the gap produces a phase
di↵erence that results in a slight shift of the two eigenvalues, its energy remains unchanged (as
in all tunnelling processes).
A Josephson junction has an associated Josephson energy EJ =  0IC/2⇡, which is a measure
of the coupling strength across the junction. As the junction is a capacitor, the capacitance
introduces the energy scale EC = e2/2CJ , which is the energy required to increase the charge
on the junction by a single Cooper pair 2e (or e for single electrons).
2.3.2 Josephson e↵ects
There are two significant e↵ects observed in Josephson junctions, which were predicted and
described by Josephson in 1962 [62]. The first is the DC Josephson e↵ect.
In a Josephson junction the wavefunctions of the superconducting condensates in the two elec-
trodes overlap thus causing a coherent coupling across the junction that allows the transfer of
Cooper pairs. A DC current IJ flows through the junction which is proportional to the sine of
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the phase di↵erence  . This is the DC Josephson e↵ect [62] and is expressed by the current-phase
equation (the first Josephson equation)
IJ = Ic sin( 2    1)
= Ic sin
✓
2⇡ 
 0
◆
(2.12)
where   =  2    1 is the phase di↵erence between the wavefunctions on opposite sides of the
junction (i.e., the phase di↵erence of the superconducting order parameter). The critical cur-
rent Ic is the characteristic maximum current that can support Cooper pair tunnelling without
voltage drop. When exceeded, resistance is no longer completely suppressed even though the
superconductor may still be in the superconducting state. Above Ic, an additional voltage devel-
ops across the junction which oscillates in time (an AC voltage), reducing Ic, thereby generating
additional normal current and a larger AC voltage. At zero magnetic field, Ic is governed by
the Ambegaokar-Barato↵ relation [74]
Ic =
⇡ (T )
2eRt
tanh
 (T )
2kBT
(2.13)
where Rt is the normal state resistance of the junction.
The second Josephson junction phenomenon emerges when a constant DC voltage is applied
across the junction. Unlike a non-superconducting material, in which a constant voltage will
only drive a constant DC current, in a Josephson junction the constant voltage simultaneously
generates high frequency AC current through the junction. This is the AC Josephson e↵ect [62].
When a voltage di↵erence is applied across the junction, the phase di↵erence   evolves in time
according to the Gor’kov-Josephson phase evolution equation (second Josephson equation)
d 
dt
=
2eV
~ =  ˙ (2.14)
Together with the first Josephson equation in Eq. 2.12, this gives the AC Josephson e↵ect
IJ = Ic sin(2⇡fJ t), fJ = V
2e
h
⌘ V
 0
(2.15)
where the current IJ oscillates with a well defined period at the Josephson frequency fJ .
If an oscillatory microwave signal of frequency fµw is applied across the junction, the microwaves
phase lock the Josephson oscillations, giving rise to a phase modulation of the current. The
resonances at
Vn =
h
2e
nfµw (2.16)
where n is an integer, realise as steps in the current at fixed DC voltages, known as Shapiro steps
[75]. This e↵ect is used to define the volt with the frequency-to-voltage conversion coe cient
KJ = 2e/h = 483597.9 GHz/V.
At zero voltage, one can express the (non-linear) inductance of the junction by V = LJdI/dt.
From the Josephson relations (Eq. 2.12 and 2.15), in the small current limit the Josephson
inductance is defined as
LJ =
 0
2⇡Ic
(2.17)
The tunnelling energy across the junction can also be derived from the Josephson relations
(Eq. 2.12 and 2.15) as E =
R
dtIJV (for finite voltage), yielding
E = const.  EJ cos , EJ =  02⇡ Ic (2.18)
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At low temperature, Eq. 2.13 and 2.18 give the Josephson energy
EJ =
RQ
Rt
 
2
(2.19)
where RQ is the quantum resistance for the charge 2e, RQ = h/4e2 ⇡ 6.45 k⌦. As the AC
current has an amplitude Ic and frequency ⌫ = 2eV/h, the quantised energy h⌫ is equal to the
change in energy when a Cooper pair is transferred across the junction, 2eV .
2.4 Charge tunnelling rates and incoherent transport
In all of our simulations current is mediated by incoherent charge tunnelling and cotunnelling
processes are neglected as first order processes are assumed to dominate [24]. From perturba-
tion theory, in non-superconducting junctions the single electron tunnelling rate (the normal
transition rate) between islands is given by [65]
 Normal ( E) =
1
e2Rt
Z +1
 1
dEdE0f(E)
⇥
1  f(E0 +  E)⇤P (E   E0) (2.20)
where  E is the energy di↵erence between initial and final charge configurations, f(E) = 
1 + e E
  1
is the Fermi function and P (E   E0) models the e↵ects of dissipation and noise
(see below). All of the numerical simulations of the normal conducting arrays in chapters 4-5
use this rate.
In the simulations of the superconducting arrays in chapter 6 we use the quasiparticle and Cooper
pair transition rates. For the equilibrium quasiparticle rates, we have to include the e↵ects of
the superconducting gap  . The tunnelling rate for equilibrium quasiparticles is governed by
[65]
 EQP( E) =
1
e2Rt
Z +1
 1
dEdE0
NS(E)NS(E0 +  E)
N(0)2
⇥ f(E) ⇥1  f(E0 +  E)⇤P (E E0) (2.21)
The expression for quasiparticle tunnelling is the same as that for normal electron tunnelling
(Eq. 2.20) with the inclusion of the quasiparticle density of states
NS(E)
N(0)
=
( |E|
(E2  2)1/2 for |E| >  
0 for |E| <   (2.22)
P (E) theory [1, 65, 76] models the energy interaction between the system and the environment
and in the low Ohmic impedance limit [65] (defined below) is given by
P (E) =
exp ( 2 /↵)
  (2/↵)
1
E

⇡
↵
E
EC
 2/↵
(2.23)
where   = 0.577... is the Euler constant,   is the quasiparticle tunnelling rate given in Eq. 2.21
and we introduce the dimensionless conductance parameter
↵ =
RK
Rt
(2.24)
which is proportional to the lead conductance [65] and which shifts and controls the width of
the P (E) peak.
For incoherent Cooper pair hopping, the Cooper pair transition rate is given by
 CP( E) =
⇡
2~E
2
JP ( E) (2.25)
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FIG. 2.6: Transition rates   as a function of energy di↵erence  E between charge states for
normal electrons, equilibrium quasiparticles and Cooper pairs. As P (E) is strongly peaked at
E = 0, we approximate it as a  -function (no dissipation) for the equilibrium quasiparticle rate.
The P (E) for Cooper pairs is the same as that for normal junctions except for a factor of 22 in
front of the phase-phase correlation function J(t) (Eq. 2.27) due to the charge of Cooper pairs,
which is twice the electron charge. The Cooper pair P (E) therefore has an impedance four
times larger than that of single charges. A detailed discussion of tunnelling rates and di↵erent
electromagnetic environment models can be found in Ref. [65] and Ref. [69].
Phase correlation theory models the junction capacitance and its electromagnetic environment
with an infinite number of harmonic oscillators and views tunnelling as a perturbation. The re-
sult is the probability P (E) that a tunnelling charge will exchange energy E with its environment
[18]. P (E) theory describes the probability P (E) for energy exchange between the tunnelling
charge and the environmental modes (i.e., dissipation) once the external impedance is known.
The probability of the environment absorbing energy from a tunnelling event is described by
[77]
P (E) =
1
2⇡~
Z +1
 1
dt exp

J(t) +
i
~Et
 
(2.26)
where J(t) is the phase-phase correlation function which is given by
J(t) = 2
Z 1
0
d!
!
ReZt(!)
RK
 
e i!t   1  (2.27)
at zero temperature, where Zt(!) is the environmental impedance and the resistance quantum
RK = h/e2. The total impedance seen by a junction is given by Zt(!) =
⇥
i!CJ + Z(!) 1/2
⇤ 1
.
When Z ⌧ RQ = h/4e2 = 6.45 k⌦, the phase fluctuations described by J(t) vanish and P (E)
approaches a delta-function centred around zero. This low impedance limit corresponds to the
fact that in the absence of environmental modes only elastic tunnelling processes are possible
[65]. Conversely, when Z   RQ, P (E) approaches  (EC   e2/2C) - a delta-function centred at
the charging energy.
For the impedance caused by an external circuit, an ideal Ohmic resistor described by the
frequency-independent impedance Z(!) = R is a more realistic model than the single mode.
Throughout this thesis we consider the low impedance environment limit [1] where Rt/RQ ⌧ 1
so we can e↵ectively set Z(!) = 0 (i.e., the tunnelling charge can not exchange energy with
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the environment). For a more detailed discussion of P (E) theory see, for example, Ref. [65] or
Ref. [77].
2.5 Kinetic Monte Carlo and the correlation function
We use the kinetic Monte Carlo (KMC) method [59, 4, 18] to model the charge dynamics
of arrays of tunnel junctions. By exploring stochastic sequences of transitions, KMC generates
highly accurate and sophisticated simulations of the incoherent temporal evolution of the system
that replicate experimental observations. Here we give a brief overview of the Gillespie algorithm
[78] that we employ in our simulations. For a more detailed discussion of the KMC algorithm we
refer the reader to Ref. [79] or Ref. [80]. We also introduce the correlation function to measure
the statistical correlations within the charge distribution of the KMC data.
2.5.1 Kinetic Monte Carlo method
At each time-step, the charge state of the array can transition from its initial state into any one
of a given number of possible final charge states. The choice of process is dependent upon the
rates. The transition processes and their associated rates are inputs to the KMC algorithm. The
method keeps a cumulative record of all possible transitions. The transition rate associated with
transition i is governed by the rate equation given in Eq. 2.20, 2.21 or 2.2, for example. The
transition rate associated with the ith transition  i (where i loops over all possible transitions)
will depend on the energy required for a charge to tunnel  Ei (i.e., the (free) energy di↵erence
between initial and final configurations) as well as the temperature of the environment T .
Since the processes are independent, the total rate  tot of the system is given by the cumulative
sum of the rates
 tot =
X
i
 i (2.28)
As the probability that the system transitions from some initial state is proportional to  tot,
each set of transitions i has a transition probability per unit time pi =  i/ tot, where
P
i pi = 1.
The charge state of the system is evolved by generating a random number u between 0 and  tot
0 < u   tot (2.29)
The probability that the system transitions from some initial state state is proportional to the
rate  i. If u is between 0 and  1, the system goes into state 1; between  1 and  1 +  2, it goes
into state 2, etc. As a result, each set of transitions i has a transition probability per unit time
given by pi =  i/ tot, where
P
i pi = 1. Selecting an event by Eq. 2.29 ensures that faster events
(events with higher rates) dominate, while slower events are rare. In other words, a tunnelling
event is randomly chosen with probability proportional to the tunnelling rate for that event.
The list of partial sums is searched to find the event to carry out i by finding the i for which
 i 1 < u   i. Subsequently, the simulation time is advanced by
 t =   lnu
0
 tot
(2.30)
where u0 is a new random number and  t is the time between tunnelling events (the time the
system spends in a specific charge configuration i). This time-interval represents a single KMC
time-step. Logarithmic time steps are chosen to get an exponential distribution of the rates
[79]. The states are discrete and it is assumed that the transitions are instantaneous (i.e., the
time spent between states is zero). Once the event i has been executed, all  i which may have
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changed due to the transition are recalculated and the list of events is updated according to
the change that that transition induced in the system. This procedure is repeated to realise the
next time-step, keeping track of all quantities, until good statistics are obtained.
Kinetic Monte Carlo algorithm
Each consecutive step of the KMC algorithm used in this work is outlined below.
1. Set the time t = 0.
2. Construct a list of the rates of all possible transitions in the system
 i = { 1, 2, 3, ... N}).
3. Calculate the cumulative function  tot =
P
i  i. Retain the partial sums  i.
4. Generate a random number u 2 (0, tot].
5. Searching the list of partial sums, find the event to carry out i by finding the i for which
 i 1 < u   i.
6. Carry out event i.
7. Recalculate all  i which may have changed due to the transition and update the list of
events.
8. Generate a new random number u0.
9. Update the time by t = t+ t, where  t =   1tot ln(1/u0).
10. Return to step 2.
We use the rejection-free Gillespie algorithm (steps 3-6), which is appropriate for highly disparate
rates. In step 4, since  tot is the sum of the rates, a transition is realised at every time-step.
In step 9 the average of ln(1/u0) is equal to unity therefore the same average time-scale can be
obtained by  t =   1tot without a random number. This gives the same long-time average of the
time-step because the average of log(u0) is -1. Nevertheless, because Poisson processes are not
temporally periodic, including the random number gives a better description of the stochastic
nature of the processes.
2.5.2 Correlation function
To investigate the correlated transport and the charge-charge correlations within the array, we
introduce the correlation function hni(⌧)nj(0)i to measure the statistical correlations within
the charge distribution, where ni is the charge on site i and ⌧ is some time delay. As we are
interested in the (higher order) statistics of the current, not just the average, we compute the
autocorrelation function of the charge on a particular site as a function of time.
To numerically compute the correlation function, we define a polling interval which is the inverse
bandwidth  t = 1/BW. Therefore, one can see that if the BW is 1 MHz for example,  t
will be 1 µs. Our KMC simulations result in an output consisting of vectors of successive
charge configurations and times between each transition, from which average quantities can
be easily computed. To compute the charge-charge correlation function, we linearly sample
the charge vector data at a particular site at a high bandwidth > 20 GHz and then compute
the autocorrelation function. To further investigate the correlations, we compute the power
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spectral density (i.e., the fast Fourier transform of the autocorrelation function) F [hni(⌧)nj(0)i].
The Fourier transform of the autocorrelation can be computed directly [59, 4] however we find
this method to be less e cient and more sensitive to numerical noise. While state-of-the-art
charge detectors have a significantly lower BW (typically of MHz) than the 20 GHz used in our
simulations, the parameters in our model (CJ , Rt) could be optimised to reflect the experimental
detection window of the chosen detector.
Chapter 3
Normal conducting tunnel junction
arrays: Mathematical model
In this chapter we introduce the linear and bilinear junction array models that we study in this
work and the theoretical description that we derive to model these systems. The linear tunnel
junction array has been studied theoretically and experimentally in great detail [14, 4, 59, 27,
81, 2, 17]. As a result, the Hamiltonian and analytical expressions for the interaction length [82]
and threshold voltage [4] have appeared in the literature. In this chapter however we present
complete derivations of these expressions and introduce an expression for the interaction energy
between two charge carriers.
The bilinear array [83, 84, 85, 86, 11, 87] on the other hand has not been as extensively studied
in the literature. We give the bilinear array electrostatic Hamiltonian as well as complete
derivations for the interaction length [88] and interaction energy. Various threshold voltages
have been published for a bilinear circuit, including in which only one array is driven [88],
for a symmetric dual array bias with slanted capacitance coupling [89] and the Cooper pair
soliton injection voltage [27]. We however present an expression for electron injection assuming
a symmetric (positive) bias with straight coupling between the arrays. To the best of our
knowledge these expressions for the bilinear array have not been published (prior to publication
in Ref. [60]).
3.1 The tunnel junction array circuits
In this section we present the two fundamental models of the tunnel junction arrays that are
used throughout this thesis. The first is the linear tunnel junction array, which consists of a
one-dimensional chain of N islands and N + 1 identical tunnel junctions, depicted in Fig. 3.1.
For the purpose of deriving the Hamiltonian, in sections 3.1-3.2 we will consider Josephson (i.e.,
superconducting) junctions, which are characterised by a non-zero Josephson energy EJ and a
phase  .
A Josephson junction - two plates of superconducting metal separated by a thin tunnel barrier
- is a parallel plate capacitor, which can be characterised by the its properties given by the
Josephson energy EJ and Josephson capacitance CJ and the variables that describe its state
given by the charge Q and the quantum mechanical phase di↵erence  . In the circuit diagram in
Fig. 3.1 a boxed cross represents both the pure superconducting tunnel element and the parallel
plate capacitor of a Josephson junction. Each island is capacitively coupled to a ground plane
through a ground capacitor CG with phase  . The array can be driven by applying voltage to
either or both ends of the array. To clearly distinguish the applied voltages, V1 is the left input
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+
 V1
+
 
CJ , EJ , , Rt
CG, 
+  
+
 
V2
FIG. 3.1: Linear junction array circuit diagram consisting of N islands and N + 1 junctions.
The voltage sources are connected directly to ground. Voltage can be applied at either or both
ends of the array and the transport properties are measured. Each junction is characterised
by a Josephson capacitance CJ , a Josephson energy EJ , a Josephson junction phase   and a
tunnelling resistance Rt. Each island is capacitively coupled to a ground plane through a ground
capacitor CG with phase  . The chosen sign labelling convention for the elements is labelled.
+
 V3
+
 
CJ , EJ , , Rt
CG, 
CC
+  
+
 
+
 
 
+
+  
V4
+
 
+
  V2V1
FIG. 3.2: Bilinear junction array circuit diagram consisting of two identical, capacitively coupled
linear arrays. Voltage can be applied at either or both ends of a single array or both arrays. Each
island is capacitively coupled to the corresponding parallel island in the opposite array with a
junction capacitance CC . The chosen sign labelling convention for each element is labelled. The
voltage sources are connected directly to ground.
voltage and V2 is the right input voltage. Throughout this thesis, unless stated otherwise, we
consider a symmetric voltage bias where V1 =  V2 = V/2. The sign labelling convention of the
circuit current is solely for the purpose of deriving the Hamiltonian and is not the only nor a
preferred direction of current flow. Suppressing superconductivity, we set Ic = 0 and solve for
the electrostatics of the problem, which is relevant in the limit of single charge tunnelling.
The second circuit used in this thesis is the bilinear tunnel junction array, shown in Fig. 3.2. The
bilinear model consists of two one-dimensional linear arrays of N +1 identical tunnel junctions.
The two arrays are capacitively coupled by CC , so charges can not tunnel between the two arrays
therefore the two arrays are galvanically isolated but electrostatically coupled.
In the bilinear case several biasing configurations are possible. We consider three di↵erent
biasing regimes: symmetric single array, symmetric dual array and antisymmetric dual array
(escalator) biasing. In the symmetric single array case a symmetric potential bias V is only
applied to a single array, i.e., V1 =  V2 = V/2. In the symmetric dual array biasing regime
a symmetric potential V is applied to both arrays, i.e., V1 = V3, V2 = V4. Finally in the bias
regime we term escalator biasing a symmetric bias is applied to both arrays but with opposite
sign, i.e., V1 =  V3, V2 =  V4.
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3.2 Hamiltonian derivation
We begin by deriving the Hamiltonian for both the linear and bilinear array models in the nearest
neighbour capacitance limit. The quantum mechanical description of the array is derived from
the classical circuit theory description. To construct a complete analytical description of the
electrostatics of the nanocircuits, we follow the method used in Ref. [90] and [91] and recently
summarised in Ref. [92].
Kirchho↵’s circuit laws are used to determine the circuit dynamics. Resulting from conservation
of electric charge, Kirchho↵’s current law (KCL) states that the directed sum of currents entering
a node is equal to the sum of currents exiting the node. Therefore, at any node the algebraic
sum of the currents is zero
kX
n=1
In = 0 (3.1)
where n is the total number of branches with currents entering or exiting the node. In addition,
Kirchho↵’s voltage law (KVL) is a consequence of conservation of energy and states that the
directed sum of the voltages around any closed loop is zero
kX
n=1
Vn = 0 (3.2)
where n is the total number of voltages in the closed loop.
3.2.1 The linear model
We consider one voltage loop for each island (node) consisting of two ground capacitors and one
Josephson junction, see Fig. 3.3. Applying KVL around each loop, one can see from Fig. 3.3
that the KVL equations (in the absence of an applied magnetic flux) are
for n = 1
V1    ˙1    ˙1 = 0
for n = N + 1
 ˙N    ˙N+1   V2 = 0
for 2  n  N
 ˙n 1    ˙n    ˙n = 0 (3.3)
Rearranging Eq. 3.3 for   and taking the time derivative (@/@t) gives
 ¨n =  ¨n 1    ¨n (3.4)
As KCL holds at each island, we write down the KCL equations for each node in the circuit, see
Fig. 3.3
  I 
n
+ I n + I
 
n+1 = 0 (3.5)
These equations also show the chosen circuit labelling convention. The current can be written
in terms of capacitance and the time derivative of the phase across the capacitor. We then take
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FIG. 3.3: Linear junction array circuit diagram showing the location of a single arbitrary node
and the equation of motion (EOM) for n = 1 (green loop). According to Kirchho↵’s circuit
laws, the voltage around each loop and the sum over the currents at any node (indicated in red
and blue) are zero.
an additional time derivative (@/@t) to arrive at the general KCL equations for any given value
of n
  CJ  ¨n + CG ¨n + CJ  ¨n+1 = 0 (3.6)
This gives a coupled system of second order di↵erential equations for the phases. They represent
the dynamics of the node phases - the equations of motion (EOM) - and their solutions yield
the dynamics of the total circuit. It will be shown that these equations are identical to the
Euler-Lagrange equations (Eq. 3.12). Substituting Eq. 3.4 into Eq. 3.6 expands and eliminates
the  ¨ terms, reducing the number of unknown variables, allowing one to solve for  ¨n
  CJ
⇣
 ¨n 1    ¨n
⌘
+ CG ¨n + CJ
⇣
 ¨n    ¨n+1
⌘
= 0 (3.7)
The Lagrangian
We designate the generalised coordinates - the generalised charge Q and the phase  . The charge
Q, the number of charges stored on the island between two junctions (i.e., the charge on the
ground capacitor), is expressed in units of e. The quantised operators have the commutation
relation
[Qn, n] = ie (3.8)
and are therefore conjugate and subject to Heisenberg’s uncertainty principle. From Lagrange’s
equations, the charge at site Qn for the conjugate variables is defined by
Qn =
@L
@ ˙n
(3.9)
Traditionally the EOM are calculated by the Lagrangian formalism, i.e., the direct substitution
of a Lagrangian into the Euler-Lagrange equation, Eq. 3.12. We however reverse this approach,
as KCL has given us the EOM, we must now match them to a Lagrangian. This is an important
point because in principal the system is not described by a singular Lagrangian but rather by
a set of equivalent Lagrangians, which give identical EOM. Once we have found a Lagrangian,
we can then check that it gives the correct EOM by di↵erentiating with respect to  ˙n, which
should yield the Euler-Lagrange equation. We know from the EOM (Eq. 3.7) and the general
form of capacitances that the Lagrangian should have the following form
L =
X
n

CJ
2
 ˙2n +
CG
2
 ˙2n
 
(3.10)
Estimating a Lagrangian by matching the EOM (Eq. 3.7) with this general form of the La-
grangian, we use the following ansatz,
L =
NX
n

CG
2
 ˙2n +
CJ
2
⇣
 ˙n    ˙n+1
⌘2 
(3.11)
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Note that while the CJ( ¨n 1  ¨n) terms in Eq. 3.7 are not explicitly evident in this Lagrangian,
it will be shown that these terms emerge when d/dt(@L/@ ˙n) is calculated in Eq. 3.17. From
the Euler-Lagrange equation, we derive an equation of motion.
d
dt
✓
@L
@q˙
◆
  @L
@q
= 0
d
dt
✓
@L
@ ˙n
◆
 
◆
◆
◆7
0
@L
@ n
= 0
d
dt
✓
@L
@ ˙n
◆
= 0 ) EOM (Eq. 3.7) (3.12)
where L( ˙n) (not L( n,  ˙n)). The @L/@ n term goes to zero because the Lagrangian is not a
function of  . Di↵erentiating d/dt(@L/@ ˙) must also give back the system of EOM (Eq. 3.7),
i.e., the Euler-Lagrange equations, which allows us to verify that our form of the Lagrangian is
correct.
Beginning by substituting for the Lagrangian, then by evaluating the partial derivatives, we ob-
tain a second order ordinary di↵erential equation (ODE), where  ˙p is the generalised momentum
for the pth ground capacitor
@L
@ ˙p
=
@
@ ˙p
X
n

CG
2
 ˙2n +
CJ
2
⇣
 ˙n    ˙n+1
⌘2 
(3.13)
The full Lagrangian description of the circuit is given by summing over all of the capacitance
phases ( ˙), di↵erentiating with respect to both  ˙n and  ˙n+1. Using the chain rule, we arrive at
@L
@ ˙p
=
X
n
"
CG
2
2 ˙n
@ ˙n
@ ˙p
+
CJ
2
2
⇣
 ˙n    ˙n+1
⌘ @ ˙n
@ ˙p
  CJ
2
2
⇣
 ˙n    ˙n+1
⌘ @ ˙n+1
@ ˙p
#
(3.14)
letting
@ ˙n
@ ˙p
=  np (3.15)
@L
@ ˙p
=
X
p
CG ˙p + CJ
⇣
 ˙p    ˙p+1
⌘
  CJ
⇣
 ˙p 1    ˙p
⌘
(3.16)
Substituting in the original n indices and taking the time derivative gives
d
dt
✓
@L
@ ˙n
◆
=
X
n
h
CG ¨n + CJ
⇣
 ¨n    ¨n+1
⌘
  CJ
⇣
 ¨n 1    ¨n
⌘i
(3.17)
Therefore, we have shown that the Euler-Lagrange equation is equivalent to the equation of
motion in Eq. 3.7. More precisely, with the correct Lagrangian, it gives us the equation of
motion. The CJ( ¨n   ¨n+1) and  CJ( ¨n 1   ¨n) terms represent the junction in front and the
junction behind the nth site, respectively.
While the Lagrangian is the summation of all terms n = 0 to n = N , expanding L for just a few
terms (n = 0, 1, 2, 3, ...N) allows us to simplify the expression and construct a capacitance matrix
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and therefore determine the value of any matrix element. From the Lagrangian in Eq. 3.11,
L =
NX
n

CG
2
 ˙20 +
CJ
2
( ˙0    ˙1)2
+
CG
2
 ˙21 +
CJ
2
( ˙1    ˙2)2
+
CG
2
 ˙22 +
CJ
2
( ˙2    ˙3)2
+
CG
2
 ˙23 +
CJ
2
( ˙3    ˙4)2 + . . . .
+
CG
2
 ˙2N +
CJ
2
( ˙N    ˙N+1)2
 
(3.18)
Expanding for several values of n,
n = 0
L =
X
n

CJ
2
⇣
V 21   V1 ˙1    ˙1V1 +  ˙21
⌘
n = 1
+
CG
2
 ˙21 +
CJ
2
⇣
 ˙21    ˙1 ˙2    ˙2 ˙1 +  ˙22
⌘
n = 2
+
CG
2
 ˙22 +
CJ
2
⇣
 ˙22    ˙2 ˙3    ˙3 ˙2 +  ˙23
⌘
n = 3
+
CG
2
 ˙23 +
CJ
2
⇣
 ˙23    ˙3 ˙4    ˙4 ˙3 +  ˙24
⌘
+ . . . .
n = N
+
CG
2
 ˙2N +
CJ
2
⇣
 ˙2N    ˙NV2   V2 ˙N + V 22
⌘ 
(3.19)
We assume the operators are non-commutative (i.e.,  ˙n ˙n+1 is a di↵erent phase vector from
 ˙n+1 ˙n) to keep the terms in a form in which the indices can be clearly distinguished in the
capacitance matrix. We identify a capacitance matrix Cmn which describes the capacitance be-
tween any two circuit nodes m and n. From the expanded Lagrangian (Eq. 3.19) the capacitance
matrix takes the form
Cmn =
0BBBBBBB@
CG + 2CJ  CJ 0 . . .
 CJ CG + 2CJ  CJ
0  CJ . . . . . .
...
. . .
. . .
. . .
. . .
. . .
1CCCCCCCA (3.20)
The main diagonal elements (the Cnn terms) are strictly positive and represent the energy
required to bring a charge from the edge (when it is grounded) to an island deep in the array. This
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is the self-energy of the charge soliton. The super- and sub-diagonal elements correspond to the
Cn,n+1 andCn+1,n neighbouring island terms, respectively and are the capacitance contributions
from the charge interacting within the array (the negative of the capacitance coupling between
each node).
We can now write the Lagrangian in Eq. 3.11 in terms of a capacitance matrix Cmn
L =
NX
m=1
NX
n=1

1
2
Cmn ˙m ˙n
 
 An ˙n (3.21)
with
An =  n1CJV1 +  nNCJV2 (3.22)
 ab =
⇢
1 if a = b
0 if a 6= b (3.23)
The source term  n1 ( nN ) is equal to one for site 1 (N) and zero everywhere else. To prove
that the rewritten L (Eq. 3.21) is correct, it should give back the Lagrangian terms previously
expanded in Eq. 3.19. We show (m,n) = (1, 1), (1, 2), (2, 1), (2, 2).
L =
NX
m=1
NX
n=1

1
2
Cmn ˙m ˙n
 
 An ˙n
L = 1
2
(CG + 2CJ)  ˙
2
1   CJV1 ˙1
+
1
2
( CJ) ˙1 ˙2
+
1
2
( CJ) ˙2 ˙1
+
1
2
(CG + 2CJ) ˙
2
2
+ . . . . . (3.24)
Therefore, we see that L (Eq. 3.19) is satisfied.
We now calculate Qn (Eq. 3.9), this time for the rewritten Lagrangian (Eq. 3.21). As  ˙m ˙n
represents two di↵erent coordinates, for example,  ˙n ˙n+1 and also  ˙m+1 ˙m, we take the deriva-
tive only with respect to one  ˙n but we have to take into account that  ˙n appears in terms
corresponding to di↵erent n, n+1, n 1. Since L is a sum over n, @/@ ˙n must take any possible
value of n. In addition,  ˙m ˙n are vectors and can not be separated, i.e., one can not di↵erenti-
ate with respect to one part and ignore the other part so it is necessary to take the derivative
with respect to  ˙n and  ˙m. To keep track of which indices are m and which n, we introduce p.
This method correctly results in two contributions from n. Beginning with the definition of the
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conjugate variable in Eq. 3.9, we again let @ ˙n/@ ˙p =  np
Qp =
@
@ ˙p
 
NX
m=1
NX
n=1

1
2
Cmn ˙m ˙n
 
 An ˙n
!
=
NX
m=1
NX
n=1
1
2
Cmn
"
@ ˙n
@ ˙p
( ˙m) +
@ ˙m
@ ˙p
( ˙n)
#
  @ ˙n
@ ˙p
(An)
=
NX
m=1
NX
n=1
1
2
Cmn np ˙m +
1
2
Cmn mp ˙n    npAn
=
NX
m=1
1
2
Cmp ˙m +
NX
n=1
1
2
Cpn ˙n  Ap (3.25)
Qp =
NX
n=1
Cnp ˙p  Ap (3.26)
which allows us to calculate the charge on any island within the array.
The Hamiltonian
We now calculate the Hamiltonian, beginning with the Hamiltonian defined as the Legendre
transformation of the Lagrangian
H =
X
j
@L
@q˙j
q˙j   L
=
X
j
pj q˙j   L
=
X
n
Qn ˙n   L (3.27)
Substituting in the original indices in Eq. 3.26 and rearranging for  ˙m allows us to express phase
in terms of charge. Using Einstein’s summation convention,
 ˙m = C
 1
mn (Qn +An) (3.28)
So as not to confuse the index with the site number n, we let
 ˙n = C
 1
np (Qp +Ap)
 ˙m = C
 1
mk (Qk +Ak) (3.29)
where Cmn = Cnm, so Cmn is a symmetric and invertible matrix. Its inverse is also symmetric
therefore C 1mn = (C 1mn)T = C 1nm. We can now express the Hamiltonian in terms of the circuit
capacitances (i.e., solely in terms of charge)
H =
X
n
QnC
 1
np (Qp +Ap)  L (3.30)
=
X
n
QnC
 1
np (Qp +Ap)
 
"
1
2
X
n
X
m
CmnC
 1
np (Qp +Ap)C
 1
mk(Qk +Ak) 
X
n
AnC
 1
np (Qp +Ap)
#
(3.31)
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The Q terms are charge terms and the A terms are source terms.
Identifying the Kronecker delta-functionX
n
CmnC
 1
np = 1 =  mp (3.32)
the Hamiltonian can be rewritten as
H =
X
n
QnC
 1
np (Qp +Ap) 
1
2
X
m
 mp(Qp +Ap)C
 1
mk(Qk +Ak) +
X
n
AnC
 1
np (Qp +Ap)
=
X
n
(Qn +An)C
 1
np (Qp +Ap) 
1
2
X
m
 mp(Qp +Ap)C
 1
mk(Qk +Ak) (3.33)
As the delta-function includes a summation over n, by substitution this summation has been
eliminated. Since p = m and k = n, the Hamiltonian can be further simplified
H =
X
n
(Qm +Am)C
 1
mn(Qn +An) 
1
2
X
m
(Qm +Am)C
 1
mn(Qn +An)
=
1
2
X
m
X
n
(Qm +Am)C
 1
mn(Qn +An)
=
1
2
X
m
X
n
C 1mn(Qm +Am)(Qn +An) (3.34)
Expanding the brackets
H = 1
2
X
m
X
n
C 1mn [QnQm +QnAm +AnQm +AnAm] (3.35)
where
QnQm = QmQn (3.36)
QnAm +AnQm = Qn( n,1CJV1 +  n,NCJV2) + ( n,1CJV1 +  n,NCJV2)Qm
= (Qn +Qm) [ n,1CJV1 +  n,NCJV2]
= 2Qm [ n,1CJV1 +  n,NCJV2] (3.37)
AnAm = ( n,1CJV1 +  n,NCJV2) ( n,1CJV1 +  n,NCJV2) (3.38)
The AnAm term is just a constant because it does not contain any charge Qn terms. We now
arrive at the electrostatic Hamiltonian of the linear tunnel junction array
H = 1
2
X
m,n
C 1mn [QnQm + 2Qm[ n,1CJV1 +  n,NCJV2]] (3.39)
H =
X
m,n

1
2
C 1mnQnQm +C
 1
mnQm n,1CJV1 +C
 1
mnQm n,NCJV2
 
(3.40)
While this Hamiltonian represents the total electrostatics of the circuit, it does not include all
of the system energy, specifically the work done by the voltage sources in displacing the charges.
To account for this contribution it is essential to monitor the net number of charges which have
tunnelled into and out of the device.
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3.2.2 The bilinear model
We now turn our attention to the bilinear array, where we denote the upper array i and the
lower array j. Similarly to the linear model, we begin by applying KVL around each loop (see
Fig. 3.4) to determine the KVL equations for the circuit (in the absence of an applied magnetic
flux). We consider two loops for each island (node), each containing two ground capacitors and
one Josephson junction, see Fig. 3.4. We could also consider a third loop which includes two
coupling capacitors and two Josephson junctions however these equations are overly constrained
(redundant). For 2  n  N ,
 ˙jn 1    ˙jn    ˙jn = 0
 ˙in 1    ˙in    ˙in = 0 (3.41)
Rearranging for   and taking the time derivative (@/@t) gives
 ¨jn =  ¨jn 1    ¨jn
 ¨in =  ¨in 1    ¨in (3.42)
While many loops are possible, we only identify as many equations as necessary to eliminate all
variables until only the capacitance phases ( in and  jn) remain.
We also write down the KCL equations for both an upper and lower array node (see Fig. 3.4)
and take the second time derivative (@2/@t2)
CG ¨in   CJ  ¨in + CJ  ¨in+1 + CC ¨Cn = 0
CG ¨jn   CJ  ¨jn + CJ  ¨jn+1   CC ¨Cn = 0 (3.43)
Expanding and eliminating the  ¨ terms by substituting for Eq. 3.42 gives
CG
⇣
 ¨in
⌘
  CJ
⇣
 ¨in 1    ¨in
⌘
+ CJ
⇣
 ¨in    ¨in+1
⌘
+ CC
⇣
 ¨in    ¨jn
⌘
= 0
CG
⇣
 ¨jn
⌘
  CJ
⇣
 ¨jn 1    ¨jn
⌘
+ CJ
⇣
 ¨jn    ¨jn+1
⌘
  CC
⇣
 ¨in    ¨jn
⌘
= 0 (3.44)
which are the circuit equations of motion (EOM).
The Lagrangian
Similarly to the linear array case, from the EOM (Eq. 3.44) and the general form of capacitances,
a Lagrangian should have the following form
L =
X
n

CJ
2
 ˙2n +
CG
2
 ˙2n +
CC
2
 ˙2n
 
(3.45)
Estimating a Lagrangian by matching the EOM (Eq. 3.44) with this general form gives
L =
NX
n

CG
2
 ˙2in +
CG
2
 ˙2jn +
CC
2
⇣
 ˙in    ˙jn
⌘2
+
CJ
2
⇣
 ˙in+1    ˙in
⌘2
+
CJ
2
⇣
 ˙jn+1    ˙jn
⌘2 
(3.46)
The full Lagrangian description for the bilinear model is given by di↵erentiating the first branch
with respect to @/@ ˙ip and the second with respect to @/@ ˙jp according to the Euler-Lagrange
equation (Eq. 3.12), where  ip is the generalised momentum for the pth island of the upper
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+
 V3
+
 
CJ , EJ , , Rt
CG, 
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FIG. 3.4: Bilinear junction array circuit diagram showing the location of two arbitrary nodes
and two equations of motion (EOM) (green loops). The sum over the currents at any node
(indicated in red and blue) is zero.
array and  jp correspondingly for the lower array. Di↵erentiating the upper (i) array using the
chain rule, we arrive at
@L
@ ˙ip
=
@
@ ˙ip
X
n

CG
2
 ˙2in +
CG
2
 ˙2jn +
CC
2
( ˙in    ˙jn)2 + CJ
2
( ˙in+1    ˙in)2 + CJ
2
( ˙jn+1    ˙jn)2
 
(3.47)
=
X
n
"
CG
2
2 ˙in
@ ˙in
@ ˙ip
+
CC
2
2( ˙in    ˙jn)@ ˙in
@ ˙ip
+
CJ
2
2( ˙in+1    ˙in)@ ˙in+1
@ ˙ip
  CJ
2
2( ˙in+1    ˙in)@ ˙in
@ ˙ip
#
(3.48)
letting
  ˙n
  ˙p
=  np
@L
@ ˙ip
=
X
n
h
CG ˙ip + CC( ˙ip    ˙jp) + CJ( ˙ip    ˙ip 1)  CJ( ˙ip+1    ˙ip)
i
(3.49)
Substituting in the original n indices and taking the time derivative gives
d
dt
✓
@L
@ ˙in
◆
=
X
n
h
CG ¨in + CC( ¨in    ¨jn) + CJ( ¨in    ¨in 1)  CJ( ¨in+1    ¨in)
i
(3.50)
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We use the same method to di↵erentiate the lower (j) array,
@L
@ ˙jp
=
@
@ ˙jp
X
n

CG
2
 ˙2in +
CG
2
 ˙2jn +
CC
2
( ˙in    ˙jn)2 + CJ
2
( ˙in+1    ˙in)2 + CJ
2
( ˙jn+1    ˙jn)2
 
(3.51)
=
X
n
"
CG
2
2 ˙jn
@ ˙jn
@ ˙jp
  CC
2
2( ˙in    ˙jn)@ ˙jn
@ ˙jp
+
CJ
2
2( ˙jn+1    ˙jn)@ ˙jn+1
@ ˙jp
  CJ
2
2( ˙jn+1    ˙jn)@ ˙jn
@ ˙jp
#
(3.52)
=
X
n
h
CG ˙jp   CC( ˙ip    ˙jp) + CJ( ˙jp    ˙jp 1)  CJ( ˙jp+1    ˙jp)
i
(3.53)
d
dt
 
@L
@ ˙jn
!
=
X
n
h
CG ¨jn   CC( ¨in    ¨jn) + CJ( ¨jn    ¨jn 1)  CJ( ¨jn+1    ¨jn)
i
(3.54)
We have shown that the Lagrangian (Eq. 3.46) satisfies the EOM (Eq. 3.44) because Eqs. 3.50
and 3.54 are equivalent to the EOM for the ith and jth arrays, respectively.
We expand the Lagrangian (Eq. 3.46) to obtain
L =
NX
n

CG
2
 ˙2in +
CG
2
 ˙2jn +
CC
2
( ˙2in    ˙in ˙jn    ˙jn ˙in +  ˙2jn)
+
CJ
2
( ˙2in+1    ˙in+1 ˙in    ˙in ˙in+1 +  ˙2in) +
CJ
2
( ˙2jn+1    ˙jn+1 ˙jn    ˙jn ˙jn+1 +  ˙2jn)
 
(3.55)
We then expand the Lagrangian for n = 0, 1, 2, 3, ...N ,
L =
X
n

CG
2
V 21 +
CG
2
V 23 +
CC
2
⇣
V 21   V1V3   V3V1 + V 23
⌘
+
CJ
2
⇣
 ˙2i1    ˙i1V1   V1 ˙i1 + V 21
⌘
+
CJ
2
⇣
 ˙2j1    ˙j1V3   V3 ˙j1 + V 23
⌘
+
CG
2
 ˙2i1 +
CG
2
 ˙2j1 +
CC
2
( ˙2i1    ˙i1 ˙j1    ˙j1 ˙i1 +  ˙2j1)
+
CJ
2
( ˙2i2    ˙i2 ˙i1    ˙i1 ˙i2 +  ˙2i1) +
CJ
2
( ˙2j2    ˙j2 ˙j1    ˙j1 ˙j2 +  ˙2j1)
+
CG
2
 ˙2i2 +
CG
2
 ˙2j2 +
CC
2
( ˙2i2    ˙i2 ˙j2    ˙j2 ˙i2 +  ˙2j2)
+
CJ
2
( ˙2i3    ˙i3 ˙i2    ˙i2 ˙i3 +  ˙2i2) +
CJ
2
( ˙2j3    ˙j3 ˙j2    ˙j2 ˙j3 +  ˙2j2)
+
CG
2
 ˙2i3 +
CG
2
 ˙2j3 +
CC
2
( ˙2i3    ˙i3 j3    ˙j3 ˙i3 +  ˙2j3)
+
CJ
2
( ˙2i4    ˙i4 ˙i3    ˙i3 ˙i4 +  ˙2i3) +
CJ
2
( ˙2j4    ˙j4 ˙j3    ˙j3 ˙j4 +  ˙2j3) + . . . .
+
CG
2
 ˙2iN +
CG
2
 ˙2jN +
CC
2
( ˙2iN    ˙iN  ˙jN    ˙jN  ˙iN +  ˙2jN )
+
CJ
2
(V 22   V2 ˙iN    ˙iNV2 +  ˙2iN ) +
CJ
2
(V 24   V4 ˙jN    ˙jNV4 +  ˙2jN )
 
(3.56)
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Similarly to the linear case, we assume non-commutativity and rewrite the Lagrangian in terms
of capacitances,
L =
NX
m=1
NX
n=1

1
2
Cmn ˙m ˙n
 
 An ˙n (3.57)
with
An =  in,1CJV1 +  in,NCJV2 +  jn,N+1CJV3 +  jn,2NCJV4 (3.58)
To prove that the rewritten L (Eq. 3.57) is correct, it should give back the Lagrangian terms
previously expanded in Eq. 3.56. Therefore, we show (m,n) = (i1, i1), (i1, i2), (i2, i1), (i2, i2),
(i1, i3), (i1, j1).
L = 1
2
(CG + 2CJ + CC)  ˙
2
i1   CJV1 ˙1
+
1
2
( CJ)  ˙i1 ˙i2
+
1
2
( CJ)  ˙i2 ˙i1
+
1
2
(CG + 2CJ + CC)  ˙
2
i2
+
1
2
(0)  ˙i1 ˙i3
+
1
2
( CC)  ˙i1 ˙j1
+ . . . . . (3.59)
Consequently, we see that L (Eq. 3.56) is satisfied.
We construct a capacitance matrix from the expanded Lagrangian (Eq. 3.56), which takes the
form
Cmn =
0BBBBBBBBBBBBBBB@
CG + 2CJ + CC  CJ 0 0 . . .  CC 0 . . .
 CJ CG + 2CJ + CC  CJ 0 0 . . .  CC 0
0  CJ CG + 2CJ + CC  CJ 0 0 . . .  CC
0 0  CJ . . . . . . . . . . . . . . .
... 0 0
. . .
. . .
. . .
. . .
. . .
 CC ... 0 . . . . . . . . . . . . . . .
0  CC ... . . . . . . . . . . . . . . .
... 0  CC . . . . . . . . . . . . . . .
1CCCCCCCCCCCCCCCA
(3.60)
The bilinear array capacitance matrix is essentially a double copy of that of the linear array
except for the inclusion of the coupling terms. The first super-diagonal elements Cn,n+1 and the
first sub-diagonal elements Cn+1,n correspond to the static coupling between adjacent islands in
the upper array. The second super-diagonal elements Cnm and the second sub-diagonal elements
Cmn correspond to capacitance coupling between arrays. When n = N +1, the matrix elements
[iN + 1, j   1] and [j   1, iN + 1] correspond to a static coupling between the start and the
end of the array. This is the case of a closed ring, which is not the system we consider so these
capacitances are set to zero. The upper right and lower left quadrant elements represent the
capacitance coupling between arrays, i.e., the coupling capacitances. If the coupling capacitors
are set to zero, the two junction arrays are independent.
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To calculate Qn (Eq. 3.9), we take the derivative with respect to both  ˙m and  ˙n for the
rewritten Lagrangian (Eq. 3.57). Following the procedure that we used for the linear case in
section 3.2.1, we arrive at Eq. 3.26
Qp =
NX
n=1
Cnp ˙p  Ap
where charge vector Q enumerates the charge state of 2 ⇥ N sites, comprised of two arrays of
length N each.
The Hamiltonian
Again as in the linear case, we calculate the Hamiltonian, beginning with the Hamiltonian
defined as the Legendre transformation of the Lagrangian and we arrive at Eq. 3.34,
H = 1
2
X
m
X
n
C 1mn(Qm +Am)(Qn +An)
Aside: For clarity, because the circuit is bilinear, H can also be written as
H =
X
n
⇣
Qin ˙in +QCn ˙Cn +Qjn ˙jn
⌘
  L (3.61)
Expanding the brackets,
H = 1
2
X
m
X
n
C 1mn [QnQm +QnAm +AnQm +AnAm] (3.62)
where
QnQm = QmQn (3.63)
QnAm +AnQm = Qn( in,1CJV1 +  in,NCJV2 +  jn,N+1CJV3 +  jn,2NCJV4)
+ ( in,1CJV1 +  in,NCJV2 +  jn,N+1CJV3 +  jn,2NCJV4)Qm
= (Qn +Qm) [ in,1CJV1 +  in,NCJV2 +  jn,N+1CJV3 +  jn,2NCJV4]
= 2Qm [ in,1CJV1 +  in,NCJV2 +  jn,N+1CJV3 +  jn,2NCJV4] (3.64)
AnAm = ( in,1CJV1 +  in,NCJV2 +  jn,N+1CJV3 +  jn,2NCJV4).
( in,1CJV1 +  in,NCJV2 +  jn,N+1CJV3 +  jn,2NCJV4)
= a constant (note the absence of Qn terms) (3.65)
The energy of the bilinear tunnel junction array is then given by
H = 1
2
X
m,n
C 1mn [QnQm + 2Qm [ in,1CJV1 +  in,NCJV2 +  jn,N+1CJV3 +  jn,2NCJV4]] (3.66)
H =
X
m,n

1
2
C 1mnQnQm +  in,1C
 1
mnQmCJV1 +  in,NC
 1
mnQmCJV2
+  jn,N+1C
 1
mnQmCJV3 +  jn,2NC
 1
mnQmCJV4
 
(3.67)
The general form of the Hamiltonian for the bilinear array is identical to that of the linear array
except for the two additional voltage source terms.
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3.3 Interaction length
The Coulomb repulsive interaction between charges decays exponentially over a characteristic
length ⇤ that is determined by the ratio of the circuit capacitances. We observe that this
interaction length characterises the spatial separation between charges i and j and in the low
bias regime enforces charge periodicity. In this section we derive equations for the interaction
length in both the linear and bilinear array models which will be useful in subsequent chapters.
We define   = 1/⇤ throughout as the inverse interaction length.
3.3.1 The linear model
We begin by deriving the   approximation from [82],
  = ln

Ce↵ + CG
Ce↵   CG
 
(3.68)
with the e↵ective capacitance
Ce↵ =
q
CG
2 + 4CJCG (3.69)
  = ln
"p
CG
2 + 4CJCG + CGp
CG
2 + 4CJCG   CG
#
(3.70)
Simplifying   by dividing through by CG gives
  = ln
24
q
1 + 4CJCG + 1q
1 + 4CJCG   1
35 (3.71)
Rewriting as cosh , using the following identity
2 coth 1 x = ln

x+ 1
x  1
 
(3.72)
  = 2 coth 1
 r
1 +
4CJ
CG
!
 
2
= coth 1
 r
1 +
4CJ
CG
!
(3.73)
Now using the identity
coth 1 x = ± cosh 1

xp
x2   1
 
(3.74)
 
2
= ± cosh 1
24
q
1 + 4CJCGq
(1 + 4CJCG )  1
35 (3.75)
Dividing through by 4CJ/CG gives
 
2
= ± cosh 1
"r
CG
4CJ
+ 1
#
cosh
 
2
=
r
CG
4CJ
+ 1 (3.76)r
cosh + 1
2
=
r
CG
4CJ
+ 1 (3.77)
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using the identity cosh x2 =
q
coshx+1
2 . Equating both sides then gives
2 cosh  = 2 +
CG
CJ
(3.78)
For CG/CJ ⌧ 1, we expect a long interaction length (1/ ) and therefore  ⌧ 1. Expanding for
small   (using Taylor series expansion),
coshx = 1 +
✓
x2
2!
◆
+
✓
x4
4!
◆
+
✓
x6
6!
◆
+ ... =
1X
n=0
x2n
(2n)!
(3.79)
2 cosh  ⇡ 2 + 2
✓
 2
2!
◆
+ 2
✓
 4
4!
◆
+O( 6) (3.80)
Equating both sides gives
2 cosh  ⇡ 2 +  2 = 2 + CG
CJ
(3.81)
 2 +  2 =  2 +
CG
CJ
  =
r
CG
CJ
(3.82)
which corresponds to the result in Ref. [82].
3.3.2 The bilinear model
In the bilinear model we consider two di↵erent cases for the interaction length  ±. The first
case  + corresponds to CC ! 0, which is equivalent to the   of the linear case. When CC 6= 0,
an additional length scale is introduced defined by   . In the CC = 0 limit we recover the linear
case, Eq. 3.78,
2 cosh + = 2 +
CG
CJ
 + = cosh
 1
✓
1 +
CG
2CJ
◆
(3.83)
In the CC 6= 0 limit
2 cosh   = 2 +
CG
CJ
+ 2
CC
CJ
(3.84)
   = cosh 1
✓
1 +
CG
2CJ
+
CC
CJ
◆
(3.85)
The coupling term  ± can therefore be written as
2 cosh ± = 2 +
CG
CJ
+
CC
CJ
(1⌥ 1) (3.86)
For CG, CC ⌧ CJ ,
 + ⇡
r
CG
CJ
(3.87)
   ⇡
r
CG + 2CC
CJ
(3.88)
3.4. Interaction energy 37
3.4 Interaction energy
In this section, to understand the origin of correlated transport, we derive the interaction energy
between two charges i and j in both models by taking the analytic form of the capacitance
matrices [82, 88, 93, 94].
3.4.1 The linear model
We derive the interaction energy between two charges in the array ~n =  i+  j using an analytic
inversion of the linear capacitance matrix [82] in Eq. 3.20.
C 1ij =
1
CJ
cosh
⇣
(N + 1  |j   i|) 
⌘
  cosh
⇣
(N + 1  i  j) 
⌘
2 sinh  sinh(N + 1) 
(3.89)
where N is the number of islands and N + 1 is the number of tunnel junctions. Ignoring any
applied voltage (V1 = V2 = 0), the system can be described by the Hamiltonian (Eq. 3.40)
H = ~nTC 1ij ~n (3.90)
where ~n (a specific charge configuration) is in units of qe and the first term is the onsite energy.
Assuming an infinite array (i.e., N ! 1), we calculate the interaction energy between two
charges i and j close to the centre of the array (i, j ⇡ N/2). We begin by deriving the interaction
energy between i and j, assuming i 6= j,
Eij = ~nj
TC 1ij ~ni (3.91)
=
ninj
CJ
cosh(N + 1  |j   i|)   cosh(N + 1  i  j) 
2 sinh  sinh(N + 1) 
(3.92)
where ~ni =  N
2
and ~nj =  j . Using the following identity
cosh(x) ⌘ 1
2
 
ex + e x
 
(3.93)
cosh(N + 1  |j   i|)  = 1
2
0@e (N+1)e  |j i| +⇠⇠⇠⇠⇠⇠⇠⇠:0, for N!1e  (N+1)e |j i|
1A (3.94)
Similarly,
cosh(N + 1  i  j)  = 1
2
0@e (N+1)e  (i+j) +⇠⇠⇠⇠⇠⇠⇠⇠:0e  (N+1)e (i+j)
1A (3.95)
sinh(x) ⌘ 1
2
 
ex   e x  (3.96)
sinh(N + 1)  =
1
2
 
e (N+1)  ⇠⇠⇠⇠⇠:
0
e  (N+1)
!
(3.97)
Eij =
1
CJ
ninj
"
1
2
e (N+1)e  |j i|   e (N+1)e  (i+j)
2 sinh (12e
 (N+1))
#
(3.98)
If i ⇡ N/2 and j ⇡ N/2, then e (N+1)e  (i+j) ⇡ 1 and e  (i+j) ⇡ 0
Eij =
ninj
CJ
 
e  |j i|
2 sinh 
!
(3.99)
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By a small angle approximation, for  ⌧ 1, sinh  ⇡  +O( 3) and we can approximate Eij as
Eij =
ninj
2
p
CJCG
e  |j i| (3.100)
Next we derive the self-interacting energy of charge i,
U(ni, nj) = niC
 1ni + njC 1nj + 2niC 1nj (3.101)
niC
 1ni =
ni2
2CJ
cosh(N + 1)   cosh 0
2 sinh  sinh(N + 1) 
(3.102)
⇡ ni
2
4CJ
1
sinh 
(3.103)
Similarly for the self-interacting energy of charge j. This gives for the total energy
U(ni, nj) =
ni2
4CJ
1
sinh 
+
nj2
4CJ
1
sinh 
+
ninj
2CJ
 
e |j i|/⇤
sinh 
!
(3.104)
where   = 1/⇤ and sinh  ⇡pCG/CJ . In the limit of long interaction length (⇤  1) this gives
U(ni, nj) =
ni2
4
p
CJCG
+
nj2
4
p
CJCG
+
ninj
2
p
CJCG
e |j i|/⇤ (3.105)
This expression is composed of two charging energy terms plus an interaction energy term.
3.4.2 The bilinear model
Similarly to the linear case, we can use the analytic inversion of the bilinear capacitance matrix
[88], given in Eq. 3.60, to obtain expressions for the interaction energy between two charges.
The charge configuration of the bilinear array consists of both an upper and lower array charge
configuration ~nU and ~nL, respectively,
~nBilinear =
✓
~nU
~nL
◆
(3.106)
The inverse capacitance matrix is given by [88]
C 1 =
1
CJ
 
A B
B A
!
(3.107)
where
Aij =
1
2
[Rij( +) +Rij(  )]
Bij =
1
2
[Rij( +) Rij(  )] (3.108)
Rij( ±) =
cosh ((N + 1  |i  j|) ±)  cosh ((N + 1  i  j) ±)
2 sinh ± sinh(N + 1) ±
(3.109)
We consider two cases for the interaction energy in the bilinear array, where charges i and j are
in the same array and where charges i and j are in di↵erent arrays. In the first case charges i
and j are interacting in the same array, such that ~nU =  i +  j and ~nL = 0.
H = ~nTC 1~n (3.110)
= H1 +H2 +Hint (3.111)
=
ni2
2CJ
Aii +
nj2
2CJ
Ajj +
ninj
CJ
Aij (3.112)
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Using the same method as in the linear case, for the first term H1,
ni2
2CJ
Aii =
ni2
2CJ
1
2

cosh(N + 1) +   cosh(N + 1) +
2 sinh + sinh(N + 1) +
+
cosh(N + 1)     cosh(N + 1) +
2 sinh   sinh(N + 1)  
 
(3.113)
=
n2i
8CJ sinh +
+
n2i
8CJ sinh  
(3.114)
and similarly for the other two terms. The total energy is then given by
U(ni, nj) =
ni2
8CJ sinh +
+
ni2
8CJ sinh  
+
nj2
8CJ sinh +
+
nj2
8CJ sinh  
+
ninj
4CJ
e  +|i j|
sinh +
+
ninj
4CJ
e   |i j|
sinh  
(3.115)
When CC = 0,  + =    =   and we regain the linear case.
In the case where charges i and j are in di↵erent arrays,
H = ni
2
2CJ
Aii +
nj2
2CJ
Ajj +
ninj
CJ
Bij (3.116)
Hint = ninj
CJ
1
2
[Rij( +) Rij(  )] (3.117)
=
ninj
CJ
1
2

cosh(N + 1  |i  j|)) +   cosh(N + 1  i  j) +
2 sinh + sinh(N + 1) +
  cosh(N + 1  |i  j|)     cosh(N + 1  i  j)  
2 sinh   sinh(N + 1)  
 
(3.118)
⇡ ninj
4CJ
e  +|i j|
sinh +
  ninj
4CJ
e   |i j|
sinh  
(3.119)
Therefore, the interaction energy (including the charging energy terms calculated previously) is
expressed as
U✏(ni, nj) =
ni2
8CJ
✓
1
sinh +
+
1
sinh  
◆
+
nj2
8CJ
✓
1
sinh +
+
1
sinh  
◆
+
ninj
4CJ
 
e  +|i j|
sinh +
+ ✏
e   |i j|
sinh  
!
(3.120)
where ✏ = ±1 corresponds to charges within the same array or di↵erent arrays, respectively and
 ± is defined by Eq. 3.86.
2 cosh ± = 2 +
CG
CJ
+
CC
CJ
(1⌥ 1) (3.121)
When CC , CJ   CG,  + ⌧    so the interaction term is weakened for i ⇡ j but returns to the
 + expression for |i  j|  0 (long interaction length).
Interacting dipoles in the bilinear model
Another charge configuration of interest is the e↵ective interaction energy for two charge dipoles
(i.e., four charges). This case is particularly relevant for the escalator (antisymmetric dual array)
biasing regime, in which a symmetric bias is applied to both arrays but with opposite sign, i.e.,
V1 =  V3. We consider two positive charges in the upper array ~nU =  i +  j and two negative
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charges in the lower array ~nL =   i    j . We sum over all charge interactions between all four
charges, taking care of the sign when sign(ni) 6= sign(nj).
H = 2ni
2
CJ
Aii +
2nj2
CJ
Ajj +
4ninj
CJ
Bij (3.122)
H1 = 2ni
2
CJ
1
2
[Rii(  )] (3.123)
=
2ni2
CJ
1
2

cosh(N + 1)     cosh(N + 1)  
2 sinh   sinh(N + 1)  
 
(3.124)
=
ni2
2CJ
1
sinh  
(3.125)
Similarly for the other two terms, the interaction energy is then expressed as
U(ni, nj) =
ni2
2CJ
1
sinh  
+
nj2
2CJ
1
sinh  
+
ninj
CJ
e   |i j|
sinh  
(3.126)
Therefore, the interacting dipoles have a characteristic length given by   , rather than  + in
the usual bilinear case and much larger charging energy when compared to an equivalent linear
array (1/2 sinh     1/4 sinh ).
3.5 Threshold voltage
A similar analysis to that of the interaction energy can be used to determine the threshold voltage
where conduction begins, which is crucial for investigating the Coulomb blockade regime and
the origin of correlated transport (chapters 4-6).
3.5.1 The linear model
To find the threshold voltage for a symmetric bias, we set the voltage (chemical potential qeV )
equal to the energy of a charge on the first island (where ~n is in units of qe, with qe =1, 2 for
electrons or Cooper pairs, respectively) [82].
H = ~nTC 1~n+ CJV1
qe
~nTC 1 n1 +
CJV2
qe
~nTC 1 nN (3.127)
qeV
q2e
=  n1C
 1 n1 +
CJV1
qe
 n1C
 1 n1 +
CJV2
qe
 n1C
 1 nN (3.128)
V
qe
= C 111 +
CJV1
qe
C 111 +
CJV2
qe
C 11N (3.129)
C 111 =
1
CJ
cosh(N + 1)   cosh(N   1) 
2 sinh  sinh(N + 1) 
(3.130)
⇡ 1
CJ
1
2(e
 (N+1)   e (N 1))
2 sinh 12e
 (N+1)
=
1
CJ
1  e  (N 1)
2 sinh 
=
1
2CJ sinh 
⇣
1  e 2 
⌘
(3.131)
C 11N =
1
CJ
cosh(N + 1 N + 1)   cosh(N + 1  1 N) 
2 sinh  sinh(N + 1) 
(3.132)
=
1
CJ
(cosh 2   1) (3.133)
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Assuming asymmetric biasing (V1 = V, V2 = 0),
V
⇢qe
= qeC
 1
11 +
CJ
⇢qe
V1C
 1
11 (3.134)
V (1  CJC 111 ) = qeC 111 (3.135)
Vth =
qeC
 1
11
(1  CJC 111 )
(3.136)
=
qe
2CJ sinh 
⇣
1  e 2 
⌘ 1✓
1  (1 e 2 )2 sinh 
◆ (3.137)
=
qe
 
1  e 2  
2CJ sinh   CJ (1  e 2 ) (3.138)
For  ⌧ 1, we expand to second order in  ,
Vth =
qe(1  e 2 )
2CJ (2 sinh   (1  e 2 )) (3.139)
Divide through by (1  e 2 ) and simplify
Vth =
qe
2CJ
✓
2 sinh 
(1 e 2 )   1
◆ (3.140)
2 sinh 
(1  e 2 ) =
2
⇥
1
2(e
    e  )⇤
(1  e 2 ) =
e    e  
e  (e    e  ) =
1
e  
= e  (3.141)
The threshold voltage can now be expressed as
Vth =
qe
2CJ(e    1) (3.142)
where we have recovered the expression for the threshold voltage given in Ref. [4]. For   ⌧ 1,
e  = 1 +  +O( 2)
Vth ⇡ qe2CJ  (3.143)
or recalling that   =
p
CG/CJ from Eq. 3.82
Vth ⇡ qe
2
p
CJCG
(3.144)
3.5.2 The bilinear model
For the bilinear array, we derive the threshold voltage for two di↵erent biasing regimes. Firstly
we consider symmetric single array bias while the other array is voltage fixed. Secondly we
consider the escalator bias regime. Both regimes are defined in section 3.1.
We begin by calculating threshold voltage for a symmetric single array bias with fixed V3,
assuming positive voltage. The conditions for conduction are
qeV1   E(~nU =  1)
qeV3   E(~nL =  1) (3.145)
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As in the linear case, we set the voltage (chemical potential qeV ) equal to the energy of a charge
on the first island (where ~n is in units of qe).
H = ~nTC 1~n+ CJV1
qe
~nTC 1 U1 +
CJV3
qe
~nTC 1 L1 (3.146)
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qeA11
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+
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V1(1 A11) = qeA11
CJ
+ V3B11 (3.149)
V1th =
qeA11
CJ
+ V3B11
(1 A11) (3.150)
V1th =
qeA11
CJ(1 A11) +
V3B11
(1 A11) (3.151)
Therefore, we can write the symmetric voltage threshold as
V1th =
8>><>>:
qeA11
CJ(1 A11) +
V3B11
(1 A11) , V3 > 0
qeA11
CJ(1 A11) , V3 6 0
(3.152)
For large N , where
A11 =
1
2

(1  e 2 +)
2 sinh +
+
(1  e 2  )
2 sinh  
 
(3.153)
(1  e 2 +)
2 sinh +
=
(1  e 2 +)
2⇥ 12(e +   e  +)
=
1  e 2 +
e +   e  + (3.154)
Factorising (recalling e  e  = 1 and e e  = e2 ) gives
=
e 2 +(e +   1)(e + + 1)
e  +(e +   1)(e + + 1)
=
e 2 +
e  +
= e  + (3.155)
Similarly for   , gives e    therefore
A11 =
1
2
h
e  + + e   
i
(3.156)
Similarly for B11,
B11 =
1
2

(1  e 2 +)
2 sinh +
  (1  e
 2  )
2 sinh  
 
(3.157)
B11 =
1
2
h
e  +   e   
i
(3.158)
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The threshold voltage is similar for V3, where the conduction threshold is whichever of the two
(V1th or V3th) is lower. For the specific case of symmetric bias (i.e., V1 = V3), Eq. 3.152 simplifies
to
Vth =
qeA11
CJ(1 A11  B11) (3.159)
Using a similar method, we can also calculate the threshold voltage for the escalator bias case.
The injection of dipole states in the escalator biasing regime is the limiting factor when calculat-
ing Vth. In this case a hole can not tunnel through one array unless its matching electron is also
injected in the other array. The analytic threshold voltage solution for the escalator bias case
is not included here because it proves to be an inaccurate method for calculating the threshold
voltage for this regime and is not consistent with the numerical result. This will be discussed in
more detail in chapter 4.
In summary, for both the linear and bilinear tunnel junction array models, we have derived the
Hamiltonian and equations for the interaction length, interaction energy and threshold voltage.
We will use the Hamiltonian in all of our numerical simulations to calculate the energy of the
system before and after individual charge transitions, which is crucial in accurately simulating
the charge dynamics of the arrays. The expression for the interaction length will be used to
choose the simulated parameter regimes to be in the length regime of interest. This is essential
when investigating correlated charge transport, which is the focus of chapter 4, where we will
also use the interaction energy equation to understand the origin of the correlated transport.
Lastly the threshold voltage equation will be demonstrated throughout to define the Coulomb
blockade and conductance regimes.
Chapter 4
Normal conducting tunnel junction
arrays: Correlated charge transport
In this chapter we present numerical simulations of clean (no disorder), one-dimensional tunnel
junction arrays in the large EC limit (negligible EJ), using the mathematical model given in
chapter 3. In this regime the current is comprised entirely of electrons due to single electron
tunnelling. We begin by simulating the charge dynamics in linear and bilinear junction arrays
to investigate conduction processes and correlated charge transport. We discuss the emergence,
stability and breakdown of correlated charge transport within these circuits. For the bilinear
case, we consider the three voltage biasing regimes discussed in section 3.1 (i.e., symmetric single
array, symmetric dual array and escalator). We discuss the instability of the conducting state
and the manifestation of anticorrelated transport through the array. At the end of the chapter
we report on a second coupling capacitance topology, slanted coupling. The key results of this
chapter are published in Ref. [60] and Ref. [95].
We apply a DC voltage bias V across arrays of tunnel junctions and allow interaction between
charges to enforce spatial and temporal correlations on the electrons. Without bias the array
creates a potential energy barrier, preventing the injection of excess electrons into the array
(i.e., creating a local energy minimum). Voltage is applied across the array, lowering the energy
barrier for one of the two tunnelling directions.
We simulate single electron tunnelling using the kinetic Monte Carlo algorithm, discussed in
section 2.5.1. We use at least 106 Monte Carlo steps and ensure the system has equilibrated
(i.e., reached a steady state) before collecting statistics. We also perform ensemble averaging to
achieve better statistics, for example, we take data in 20-100 sets of 105 steps before averaging
over all sets. As the time is di↵erent for each set, we can average over all times or we can set
the time to a specific value. This is equivalent to setting a BW and sampling at intervals.
All simulations presented in this chapter assume an electron temperature of Te = 30 mK. At this
temperature, the total capacitance of each island is su ciently small so that the charging energy
EC = e2/2C⌃ of the islands is much greater than the energy of thermal fluctuations kBT . We
assume that Rt is much greater than the von Klitzing resistance Rt   RK = h/e2. Throughout
these simulations Rt = 106 ⌦ but the exact value is unimportant as this simply rescales the
time between Monte Carlo steps. We can also reasonably assume that the energy relaxation is
significantly faster than all other dynamics, allowing the electrons to be described by a Fermi
distribution. These conditions ensure that the system is always in a well-defined charge state
therefore the orthodox theory of single electron tunnelling [14, 63, 64, 65, 18] applies.
A dipole state is created within the array when a charge induces a neighbouring charge of
opposite polarity. The creation and recombination of such dipole states increases with interaction
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FIG. 4.1: (a) Current-voltage characteristics numerically calculated at the first junction and
characterised by a Coulomb blockade - a zero-current state for bias |V | below the characteristic
Vth = 4.53 e/CJ , calculated from Eq. 3.138. (b) Average charge density |n¯| within the array as
a function of V . For V & 13.8 e/CJ , on average the charges are separated by less than ⇤, which
ultimately leads to the breakdown of correlated transport (see Fig. 4.3). Note that we plot the
modulus of the charge vectors from KMC due to the symmetric bias. The analytical threshold
voltage, calculated from Eq. 3.138, shows good agreement with the numerical simulation.
length ⇤ as the charges can exert a greater influence on their nearest neighbour sites and the
creation of a hole is more energetically favourable [96]. The energy required to create a dipole
within the array, relative to the energy of a single charge, is
U (1, 1) /U (1, 0) = 1/2⇤ (4.1)
In an experimental array, uncontrolled charged impurities (background charges) induce an ad-
ditional random o↵set charge on each island. Such background charges a↵ect both threshold
voltages and the soliton flow [97, 17, 81]. Arrays with a short soliton length are more sensitive
to these irregularities in the potential from island to island. In this chapter we neglect charge
disorder as we specifically consider correlations in relatively long arrays (i.e., N   ⇤). The role
of random o↵set charges is however considered in chapters 5 and 6.
While correlated transport has been measured in bilinear tunnel junction arrays via correlated
noise measurements of the current [11], it has not been measured at the level of single charges.
This analysis provides a theoretical comparison for current and future bilinear array experiments.
4.1 The linear array
To investigate correlated charge transport, we initially focus on the linear junction array model
given in chapter 3. The linear array consists of N = 50 islands, driven by a symmetric voltage
bias (V1 =  V2 = V/2), see Fig. 3.1. The ground and junction capacitances are CG = 2 aF and
CJ = 50 aF, respectively, which gives our interaction length ⇤ = 5.
The current-voltage response for the array is shown in Fig. 4.1(a), where the analytical voltage
threshold (Eq. 3.138) shows good agreement with the numerical threshold. The average charge
density for the entire array is plotted in Fig. 4.1(b).
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FIG. 4.2: (a) Charge occupancy as a function of time and position within the array at V = 6.2
e/CJ . Correlated electrons (red) and holes (blue) flow in opposite directions, where white
represents the zero charge state. Many dipole states form near the recombination site. (b)
Average charge distribution hni as a function of both position within the array and voltage V .
For low voltages, there are periodic oscillations in the charge distribution. This can be attributed
to the (temporally) correlated transport seen in the charge occupancy (a) and the e↵ect of the
boundaries of the array. The oscillations are suppressed at high V .
Fig. 4.2(a) shows the distribution of charges as a function of time and position within the array.
We see that both charge carriers - electrons and holes - exhibit strong time-correlated charge
transport at every site. Due to the symmetric potential V , electrons recombine in the middle of
the array with holes tunnelling in the opposite direction, resulting in a net flow of current. Note
that in the simulations we track movement of electrons only and so a hole is simply the lack of
an electron relative to the surrounding charge state. The correlations are wider at the centre
of the array as the potential drop between sites is not even throughout the length of the array,
i.e., there is not a uniform drop in potential per site. We can also see evidence of correlated
transport in the average charge distribution within the array (Fig. 4.2(b)). At low V , the charge
distribution exhibits periodic oscillations, a signature of correlated transport. At large V , the
higher average charge densities suppress correlations.
To investigate these correlations, we compute the power spectrum of charge fluctuations
F [hni(⌧)nj(0)i] (see Fig. 4.3), which is discussed in section 2.5.2. The correlation functions
show clear and distinct peaks, indicating strong correlations in the transport carriers in these
junction arrays. The correlations are robust due to the large correlation length (⇤ = 5). This is
consistent with the charge occupancy diagram Fig. 4.2(a), where we also saw strong correlations
between charge carriers - even the annihilation of the electron-hole pairs occurs periodically.
As V increases and the applied bias exceeds the force of Coulomb repulsion, correlations are
suppressed. We see this as the gradual broadening, flattening and finally disappearance of the
frequency peak. Our simulation of the power spectrum of potential fluctuations of an island is
comparable to the measured power spectral density in Ref. [2], which showed increasing peak
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FIG. 4.3: Power spectrum of charge fluctuations computed at n = 5 for increasing voltage in
steps of 1.56 e/CJ . Curves are vertically displaced for clarity. For increasing voltage, the peak
frequency increases but the peak amplitude diminishes due to higher average charge densities,
which reduce the formation of correlated charge states. At low voltages, the peak frequency fp
corresponds to an e↵ective charge carrier of precisely e, i.e., fp = I/e.
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FIG. 4.4: Current-voltage characteristics of the (a) upper and (b) lower arrays with weak CC .
V1 (V2) is applied to the upper (lower) array. All three biasing regimes are represented. White
contour lines show the analytical conduction voltage Vth calculated from Eq. 3.152.
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frequencies fp corresponding to larger currents via fp = I/e, demonstrating time correlation
between consecutive tunnelling events. Also congruent with our simulation, peak broadening
was observed at large currents [2].
This breakdown of correlated transport can be understood from Fig. 4.1(b). Correlated charge
transport begins at the onset of conduction Vth when at least one charge is present in the array.
For ⇤ = 5, one could expect that the optimal separation between charges is ⇠ 5 sites, i.e., this is
the period. Therefore, there are optimally ⇠ 10 charges in the array at any one time. However,
increasing V injects more charge carriers into the array, increasing the charge density (thereby
reducing the average charge separation). As charges are pushed closer and closer together, the
applied voltage overwhelms the Coulomb force responsible for periodic separation of the charges.
When charges can no longer maintain their well-defined positions with respect to one another,
correlations are destroyed and so the peaks are suppressed. We observe transport through the
array to become predominately uncorrelated when V & 15.6 e/CJ .
The strength of the correlations also varies with position within the array, where correlations
become progressively weaker towards the centre where opposing carriers recombine. This is
consistent with the charge distribution, which is approximately zero at the centre of the array.
Charges are correlated as soon as they are injected into the array from a voltage source (i.e.,
from the first island).
4.2 The bilinear array
We now turn our attention to the bilinear array model given in chapter 3. The bilinear array
consists of two N = 50 linear arrays of islands, see Fig. 3.2. The two arrays are capacitively
coupled by CC (i.e., not by tunnel junctions), so charges can not tunnel between the two arrays.
We consider three di↵erent biasing regimes: symmetric single array, symmetric dual array and
antisymmetric dual array (escalator) biasing. In the symmetric single array case, a symmetric
potential bias V is only applied to the upper array, i.e., V/2 = V1 =  V2. In the symmetric dual
array biasing regime, a symmetric potential V is applied to both arrays, i.e., V/2 = V1 = V3.
Finally in the escalator biasing regime, a symmetric bias is applied to both arrays but with
opposite sign, i.e., V/2 = V1 =  V3. We also investigate two limiting cases of coupling strength:
weak CC = CG and strong CC = 5⇥ CG = CJ/5.
In Fig. 4.4 we plot the current-voltage characteristics for weak CC and show the analytical
threshold voltages for the upper and lower arrays calculated by Eq. 3.152. The region between
these lines represents the Coulomb blockade state, wherein there is zero charge flow. Outside
these lines (i.e.,   Vth) the array conducts although conduction begins slowly. The current-
voltage characteristics for strong CC are similar except for the increased Coulomb gap along the
line corresponding to escalator bias due to the dipole injection e↵ect.
Static states: Single array biasing
Applying a symmetric single array bias (V1 6= 0, V2 = 0) and weakly coupling the arrays
(CC = CG) allows the passive array to feel the potential of the driven array. While it is not
su cient to produce drag (parasitic) current, static (defunct) charge states are created in the
passive array, whereby holes are injected from the left and electrons are injected from the right.
These charges penetrate a finite distance into the array but do not result in a net current but
rather in stationary charge states (or charge polarisation). While these states are not temporally
correlated, they do exhibit spatial correlation. As a result, in the single array bias regime we do
not observe moving charge correlations in the driven and passive arrays simultaneously (Fig. 4.5)
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FIG. 4.5: Charge occupancy diagrams for symmetric single array bias V1 = 7.8 e/CJ within
the (a) driven and (b) passive arrays with weak CC . The driven rail exhibits strong charge
correlation. In the passive array we see stationary charge states, i.e., the array does not conduct
at this value of V .
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FIG. 4.6: Average charge distribution hni per site for symmetric single array bias. For (a)
weak CC , the peaks in the driven array charge distribution at low V are indicative of correlated
transport. Inset: Stationary states form in the passive array. (b) Strong CC reduces correlations
in the driven array and (inset) induces a greater number of static states in the passive array.
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FIG. 4.7: Charge occupancy diagrams for symmetric dual array bias V = 7.8 e/CJ within the
(a) upper and (b) lower arrays with weak CC . In (c), the superposition of (a) and (b), the
currents are out of phase with one another, evidence of anticorrelated transport.
FIG. 4.8: Charge occupancy diagrams for symmetric dual array bias V = 7.8 e/CJ within the
(a) upper and (b) lower arrays with strong CC . The upper and lower array recombination sites
move in unison, creating an unequal number of electrons (holes) in each array. In (c), where (a)
is superimposed on (b), we see that the currents are out of phase with one another, suggesting
that the currents are anticorrelated.
because the energy di↵erences of the two arrays are too great and inter-array correlations are
always destroyed before a drag current is observed.
Fig. 4.6 shows the average charge distribution within the array for both weak and strong CC .
In each case, the main figure shows the driven array, whereas the inset shows the passive array.
The oscillations in the driven array charge distribution for weak CC at low V , Fig. 4.6(a), are
a signature of correlated transport. As V is increased the site occupancy in the driven array
becomes much greater than one and correlations are suppressed. One typically expects larger CC
to lead to current drag e↵ects however increasing CC suppresses charge correlation in the driven
array at lower V and creates a greater number of static states in the passive array (Fig. 4.6(b)),
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as discussed above. Therefore, single array biasing can not induce a parasitic current while also
displaying correlated transport.
Synchronised correlations: Dual array biasing
We now turn our attention to equally driving both arrays, looking for synchronised correlations.
First we consider a symmetric dual array bias (V1 = V3). The space-time diagrams show
strong correlated transport in both arrays for both weak and strong CC , as shown in Fig. 4.7
and Fig. 4.8. In addition, when the upper and lower array charge occupancy diagrams are
superimposed, we see that the correlations are synchronised. Rather than seeing the current
correlations precisely overlap, we see that the correlations tend to be out of phase with one
another, signifying charge locking, which results in strong (anti) correlations between the charge
states in the two arrays.
The power spectrum of charge fluctuations (Fig. 4.9) shows clear and distinct peaks, indicating
strong correlations within an array. As the applied voltage begins to dominate over Coulomb
repulsion, the robust frequency peak gradually decays and flattens out, indicating that correla-
tion has been lost. Similarly to the linear case, the strength of the correlations varies at di↵erent
positions within the array. The charge carriers become increasingly correlated as they tunnel
towards the centre of the array away from edge e↵ects. The spectral response is also near iden-
tical for symmetric sites (upper and lower arrays). As seen in the linear case, the correlations
are weakest in the centre of the array due to the reduced average charge occupancy.
We now consider an escalator bias (i.e., antisymmetric biasing of both arrays, V1 =  V2). In
this regime both arrays show very strong spatial and temporal charge correlations in the current
carriers (Fig. 4.10). The correlations in each array are nearly identical in space and time,
suggesting that the bond between each electron-hole pair (inter-array dipole states) is very strong
and that they tunnel as an e↵ective single entity through the circuit (even though we do not
consider cotunnelling in our model). It is considerably more energetically favourable for a dipole
to tunnel as a unit than for a dipole to break up or induce excess charge. The power spectral
density for an escalator bias (Fig. 4.11(a)) also shows strong correlations between charges. In
addition the average charge distribution for both a symmetric dual array and escalator bias
(Fig. 4.12) shows correlations of the charges. The oscillations in the charge distribution are more
pronounced for escalator bias due to the strongly correlated transport, whereas for symmetric
bias, recombination site drift tends to average out the charge distribution oscillations.
From the expression for the interaction energy for the escalator bias case (Eq. 3.126), where
we have two charge dipoles (four charges) interacting, we calculate that the interacting dipoles
have separation 1/   ⇡ 1.53 for strong CC and much larger charging energy when compared
to an equivalent linear array (1/2 sinh     1/4 sinh ). This configuration is considerably
more energetically favourable than less symmetric arrangements of the four charges, resulting
in strongly locked (and correlated) electron-hole pairs. This creation of quasibound dipole pairs
also results in a slightly larger Coulomb gap for escalator bias, see Fig. 4.11(b) and Fig. 4.14(b).
The reduced energy required to create a dipole pair means that a smaller voltage bias is required
to induce flow when compared to the symmetric bias case.
Anticorrelated charge transport
We now consider the temporal correlations of charges between arrays, hni(⌧)nj(0)i. This is a
measure of the anticorrelation of the pairs, i.e., correlation between arrays. This enables us to
determine when the charges and therefore currents are correlated or anticorrelated.
The cross-correlation functions (Fig. 4.13) show that a symmetric dual array biased array with
weak CC exhibits strong correlations between arrays towards the ends of the array. However,
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FIG. 4.9: (a) Power spectrum of charge fluctuations for symmetric dual array bias with weak CC
calculated at n = 5, for increasing voltage in steps of 1.56 e/CJ . Curves are vertically displaced
for clarity. Similarly to the linear case, as voltage increases, the peak frequency increases lin-
early with increasing current but higher voltage weakens the correlations. (b) Current-voltage
characteristics of the upper array computed at the first junction. Lower array characteristics
are identical for this bias type. Strong CC (black) induces slightly larger current and a smaller
Coulomb gap than weak CC (blue). The analytical threshold voltages (dashed lines) are shown,
calculated from Eq. 3.159.
FIG. 4.10: Charge occupancy diagrams for escalator bias V = 6.2 e/CJ within the (a) upper
and (b) lower arrays with weak CC . (c) shows (a) superimposed on (b) where nearly identi-
cal correlations suggest temporally correlated currents with charge carriers consisting of very
strongly bound dipole states.
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FIG. 4.11: (a) Power spectrum of charge fluctuations for escalator bias with weak CC calcu-
lated at n = 5, for increasing voltage in steps of 1.56 e/CJ . Curves are vertically displaced
for clarity. Similarly to the linear and symmetric dual array cases, as voltage increases, the
peak frequency increases linearly with increasing current but higher voltage weakens the cor-
relations. (b) Current-voltage characteristics of the upper (solid line) and lower (dashed line)
array computed at the first junction. Strong CC (black) induces slightly larger currents and
larger Coulomb gaps than weak CC (blue).
the functions are weaker towards the centre as a result of the slight recombination site drift.
These observations are consistent with the synchronised correlations in the outer edges of the
array and slight drift of the recombination site in the charge distribution plots. Note that at
⌧ = 0, the functions are negative at all three positions and the functions have the same period,
which shows that the entire upper and lower array charges are anticorrelated.
Due to the extreme drifting of the recombination site in the strong CC case, there is significant
loss of cross-correlation. There is however an overall anticorrelation between arrays which in-
creases towards the centre of the array. This result is a direct consequence of the anticorrelation
behaviour of the recombination site drift.
When an escalator bias is applied with weak CC , the charges between arrays are strongly
locked together with only a slight drift of the recombination site. This is also apparent in the
cross-correlation functions, where the charges between the two arrays are strongly correlated
at the edges but weaker at the centre. This is an important point for experiments in which
an SET is used to measure current correlations through a symmetrically biased array. Placing
the SET in the middle of the array would result in weak current correlation measurements that
are not indicative of those in the entire array. This point of minimum correlation can also be
modified by applying an asymmetric bias (V1 6=  V2), such that the charge state of the array is
either electron or hole dominated. An escalator bias with strong CC produces an anticorrelation
between arrays considerably stronger than that produced in the symmetric dual array, strong
CC case, again due to the locking of e↵ective dipole states.
In Fig. 4.14 we investigate cross-correlation in more depth by plotting a correlation map as a
function of applied voltage. This map is calculated for the cross-correlations of charges at n = 5,
at zero time lag ⌧ , i.e., hni(0)nj(0)i. As we saw in the cross-correlation functions, the charges
are either uncorrelated or anticorrelated. For weak CC , charges are most strongly anticorrelated
for an escalator bias (sweeping top left to bottom right), which is also consistent with the cross-
correlation functions. The strength of the correlations decreases with increasing voltage. The
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FIG. 4.12: Average charge distribution hni per site in the upper arrays for (a) symmetric dual
array and (b) escalator biasing, for weak CC . Insets: Lower array average charge distribution.
anticorrelation peaks in the lower-left and upper-right corners correspond to a symmetric dual
array bias. The solid white lines show the analytical threshold voltages for the upper and lower
arrays, calculated by Eq. 3.159. The peaks within the Coulomb gap represent anticorrelations
between static states in the undriven array and current in the driven array.
In the limit of strong CC , we see that charges are again strongly anticorrelated for an escalator
bias (sweeping top left to bottom right). There are a greater number of peaks within the
Coulomb gap corresponding to anticorrelations between static states in the undriven array and
current in the driven array. For strong CC , the injection of dipole states in the escalator biasing
regime has a larger Coulomb gap, as previously seen. In this case, a hole can not tunnel through
one array unless its matching electron is also injected in the other array.
4.3 The bilinear tunnel junction array with slanted coupling
Throughout this thesis we have considered straight coupling, whereby each island is capacitively
coupled to one island in the other array. However, in this section we introduce a di↵erent circuit
topology called slanted coupling. In this case, each island is capacitively coupled to two islands
in the other array, excluding the boundaries, as shown in Fig. 4.15. Although there have been
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FIG. 4.13: Cross-correlation functions calculated at V = 7.8 e/CJ in the centre of the array
(n = 25) and the outer edge (n = 35 and n = 45) for symmetric dual array bias with (a)
weak and (b) strong CC and escalator bias with (c) weak and (d) strong CC . The functions are
strongest in the escalator bias, strong CC regime.
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FIG. 4.14: Correlation map over the V1   V2 plane at n = 5 with (a) weak and (b) strong ca-
pacitance coupling CC . The currents are either uncorrelated (zero) or anticorrelated (negative).
White contour lines show the analytical conduction voltage Vth calculated via Eq. 3.159.
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FIG. 4.15: Bilinear junction array circuit diagram with slanted capacitance coupling. Each
island is capacitively coupled to two islands in the opposite array by 2CC , excluding the boundary
islands N/2 and N/2+1, which are coupled to a single island by CC . The bilinear array diagram
is identical to that in Fig. 3.2 except for the coupling topology.
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FIG. 4.16: Upper array current-voltage characteristics for straight (grey) and slanted (orange)
coupling for symmetric (dashed) and escalator (solid) voltage bias. Strong CC is used in all
cases. The oscillations in the conductance are signatures of charge filling factors within the
array, see chapter 5. Both voltage regimes demonstrate identical I-V characteristics at V & 22
e/CJ .
studies of small tunnel junction arrays with slanted coupling, these studies focused primarily
on current-voltage characteristics [89], the current mirror e↵ect [83, 87] and/or superconducting
transport [98, 11]. We focus on the nature of the correlations in space and time of the current
and compare these observations with those in section 4.2 for straight coupled arrays. The
two coupling regimes were compared in Ref. [98], where it was found that the two topologies
are indistinguishable in the long-time and large-length limits. Ref. [98] however focused on the
superconducting EC   EJ limit, whereas our work concerns the non-superconducting EC   EJ
limit.
The Hamiltonian of the system is the same as for that of straight coupling in Eq. 3.67. The
capacitance matrix is also the same as for the straight coupling case, Eq. 3.60, except for the
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inclusion of additional coupling terms (shown in bold)
Cmn =
0BBBBBBBBBBBBBBB@
CG + 2CJ + 2CC  CJ 0 . . .  CC 0 . . .
 CJ CG + 2CJ + 2CC  CJ . . . . . .  CC . . .
0  CJ CG + 2CJ + 2CC . . . . . .  CC . . .
...
...
. . .
. . .
 CC ... . . .
0  CC . . .
...  CC . . .
...
...
. . .
1CCCCCCCCCCCCCCCA
(4.2)
Note that the boundaries (N/2 and N/2 + 1) are only coupled to one island and so have the
matrix element CG+2CJ+CC . The Hamiltonian used for our numerical simulations is otherwise
the same as that given in chapter 3 for the bilinear model. We also use this Hamiltonian for
the slanted capacitance circuit topology to simulate bilinear array experiments [11] in section
6.3. Throughout this section we consider two di↵erent biasing regimes, symmetric dual array
biasing and escalator (antisymmetric dual array) biasing and both weak and strong coupling, as
was investigated in the straight coupling case (section 4.2).
As we saw in section 4.2 in the case of an escalator bias with straight coupling, when a single
electron is placed on a site in the upper array, the energy of the system will be lower if an electron
is removed from a neighbouring site in the lower array. In other words, an electron-hole pair
forms which does not have the possibility to recombine. This low-energy state can be conserved
only if the electron and the hole tunnel simultaneously (cotunnelling) through the array, resulting
in identical currents of opposite signs in the two arrays [63, 83, 99]. This is a second order process
(via a quantum mechanical virtual state), making cotunnelling less likely. In the case of slanted
coupling however the low-energy state can be preserved for sequential tunnelling [83, 99, 89]
(a first order process). It has been suggested that this correlated sequential tunnelling process
might be more favourable than the second order process of cotunnelling.
Fig. 4.16 shows the current-voltage response for both straight and slanted coupling. Slanted
coupling induces slightly higher currents and a smaller Coulomb blockade in both biasing regimes
compared to the straight coupling case. Furthermore, both bias regimes converge to an identical
equilibrium state above V ⇡ 23 e/CJ . The small trough in the symmetric bias, slanted coupling
current-voltage response (at approximately V = 5.4 e/CJ) represents a commensurate filling
factor state of 1 in 6 sites occupied. Similarly, for escalator bias with slanted couplings, we see
variations in the conductance (at low voltage), which correspond to other filling factors. These
subtle e↵ects are enveloped at high voltages as the system is far from equilibrium. Charge filling
factors are discussed in detail in chapter 5.
4.4 Instability of the conducting state
In both the straight and slanted circuit geometries, we observe that the position within the
array at which the positive and negative charge carriers recombine (the recombination site)
is not always the central site and is not fixed. In both the linear and bilinear arrays, the
recombination site can drift several sites, left or right, from the centre of the array. However,
under certain conditions, in the bilinear array, the current recombination site can drift much
more widely. While we measured drifting of the current recombination site in all biasing regimes,
the e↵ect is most prominent with an equal symmetric dual array bias.
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FIG. 4.17: Multiple histograms of the charge distribution plotted as a function of Monte Carlo
time-step for the symmetric dual array biased array with straight coupling at V = 6.2 e/CJ .
Electrons (holes) are represented by red (blue) and the recombination site (i.e. point of zero
charge) by white. The colour scale is truncated for clarity. For weak CC , we see fluctuation of
the opposing charge recombination site back and forth between ⇠ 15 sites from either end of
both the (a) upper and (c) lower arrays. Strong CC causes the recombination site in both the
(b) upper and (d) lower arrays to fluctuate much more erratically, almost along the full length
of the arrays. Note the anticorrelation of the upper and lower array charge distributions.
Firstly for an equal symmetric dual array bias with straight coupling, Fig. 4.17 shows fluctuation
of the recombination site in both upper and lower arrays for weak and strong CC . For weak
CC , we see the variation of the recombination site as it drifts between approximately n = 15
and n = 35 in the upper array. The di↵erent possible charge states of these sites all have
approximately the same energy therefore the recombination is equally likely to occur at any of
these sites. Strong CC causes the recombination site to fluctuate much more erratically, almost
along the full length of the arrays. The drifting of the recombination site is also evident in the
charge distribution within the array as a function of time (Fig. 4.8), where we see each array
dominated by a particular charge carrier (i.e., electrons or holes). In general, the recombination
site in each array is not locked and in fact we see strong anticorrelation between the two arrays of
the entire charge distribution. As the recombination site fluctuates back and forth in a particular
array, the corresponding recombination site in the other array mirrors this behaviour in such
a way as to guarantee an e↵ective net charge of zero for almost the entire circuit. This is due
to the interplay between the injection of electrons and holes in the individual arrays and that
of the tendency to form electron-hole pairs between arrays. In this regime, the recombination
site fluctuates widely as the array is searching for the lowest energy configuration. Since, in this
regime, behaviour is dominated by the interplay of dipole interaction and charge injection, this
results in the formation of a bistable state within the array.
In the case of symmetric bias, slanted coupling, Fig. 4.18(e) and (f), in addition to stochastically
fluctuating along the length of array, the recombination site can also reach a metastable state
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at the end of the array in the long time limit, which depends sensitively on CC . For all charge
distributions in Fig. 4.18, empty arrays are simulated and time is plotted from t = 0 to show
the first charge injections and the rapid locking of the recombination site.
For both coupling strengths and circuit topologies, as the voltage is increased, the recombina-
tion site moves closer towards the centre of the array. However, higher voltage weakens the
correlations and transport begins to consist of a di↵usive mixture of electrons and holes, as was
observed for straight coupling in section 4.2 and Ref. [61].
We see in the case of escalator biasing (Fig. 4.18(c), (d), (g) and (h)) however that the recombi-
nation site drifts considerably less and remains at approximately the centre of the array in the
long time limit in both circuit topologies. The locking of the recombination site in this regime is
due to charges between the upper and lower array forming dipole states. These dipole states lock
the array into its most stable charge distribution and force the array to resist the asymmetrical
injection or creation of charges which may break apart these pairs. As the charge distributions
are plotted from t = 0 (without an equilibrium phase), we see that correlated charge states
form almost immediately, illustrating how easy it is for the charges to form dipole states in this
regime. For strong inter-array coupling, banks of charge (polarisation states) form at the end of
the arrays although correlated transport is still evident within the centre of the array.
In conclusion we observe that slanted coupling modifies the correlated transport behaviour within
the arrays which results in di↵erent recombination site positions and fluctuations compared to
straight coupling. However, both circuit topologies show instability of the charge distribution
during the conducting state. This analysis of the large fluctuations of the charge distribution
and the instability of the conducting state within these arrays provides a greater understanding
of the transport properties within these devices and information for optimum charge sensor
positions.
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FIG. 4.18: Upper array charge distribution for symmetric dual array bias with (a) weak and
(b) strong CC and for escalator bias with (c) weak and (d) strong CC with straight coupling.
Equivalent charge distributions for slanted coupling (e-h). All charge distributions are measured
close to Vth at V = 6.2 e/CJ . The array is initially empty and time is plotted from t = 0 (to
t = 62 ns) to show the first charge injections and the rapid locking of the most stable charge
configuration at the specific value of CC . In the escalator bias, strong CC , straight (slanted)
coupling case, the colour scale is truncated for clarity and actually varies from approximately
+3 (+4) to  3 ( 4). The current consists of correlated electrons and holes which annihilate at
the recombination site, resulting in current flow. The dominance of a particular charge carrier
within the array can be seen as well as the position of the recombination site as a function of
time.
Chapter 5
Normal conducting tunnel junction
arrays: Charge filling factors
As we showed in chapter 4, in the low bias regime charges within a junction array tend to
be equidistant and in long arrays, at the onset of charge injection, a charge pattern quickly
emerges. These patterns are dependent on the charge filling within the array, which is an
additional modifier of the current. Di↵erent patterns emerge when certain filling factors are
enforced by applying an o↵set voltage U , which changes the chemical potential, resulting in
variation in the charge periodicity within the array. For example, a specific charge configuration
can maximise the current signal while another can quench it.
This chapter concerns charge filling factors within linear arrays of tunnel junctions, due to the
interplay of specific low voltage biasing conditions and interaction length ⇤. We investigate the
ideal clean array limit as well as the e↵ects of random o↵set charges (disorder). We specifically
focus on the signatures of filling factors and background disorder in the current-voltage charac-
teristics of the device. This work considers charge transport within tunnel junction arrays but
is also applicable to other one-dimensional systems such as arrays of quantum phase slip (QPS)
elements [100].
We begin by introducing our junction array model and the filling factor parameter regime. We
then present numerical simulations of the ideal clean array case which we expand into the weak
and maximal disorder limits to investigate filling factor dependence in the presence of disorder.
At the end of the chapter we discuss other areas of physics where this work may be applicable
and the potential for experimental observation of filling fractions. The main results of this
chapter have been published in Ref. [101].
5.1 Applying an o↵set voltage: Mathematical model
We simulate a one-dimensional linear junction array model where the current is comprised
entirely of electrons due to single electron tunnelling. Similarly to the system we studied in
chapter 4, we consider an array of N = 50 islands each with a junction capacitance CJ = 50
aF and an e↵ective capacitance to ground CG = 2 aF. The array is driven by a voltage bias
consisting of a small symmetrically applied fixed bias V and a tuneable o↵set voltage U . The
charge interaction length ⇤ =
p
CJ/CG = 5 for these simulations unless otherwise specified.
We assume an e↵ective electron temperature of Te = 30 mK throughout. The o↵set voltage
required for an integer filled array (quenched current) is given by
UQ filled =
Qe
CG
(5.1)
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FIG. 5.1: I-V -U characteristics for 20 di↵erent o↵set voltages from U = 0 to U = 0.5 e/CG.
Due to the voltage o↵set U , the I-V responses are not simply linear within this V range and the
threshold voltage is also U -dependent. The current at fixed o↵set voltage bias is also plotted
(magenta line) for V = 0.1 e/CG.
where Q 2 Z. This expression can be used to calibrate U . For example, when the array is in the
array voltage U = e/CG (80 mV), the lowest energy charge state is ~qT = 111 . . . 1, the integer
filled state.
The system Hamiltonian is similar to that given in Eq. 3.40, which was derived in section 3.2.1,
except for the inclusion of an o↵set voltage. The Hamiltonian consists of a charge interaction
term and two voltage source terms and is given by
H = 1
2
~qTC 1~q + ~ 1C 1~qCJ
✓
V
2
+ U
◆
+ ~ NC
 1~qCJ
✓
 V
2
+ U
◆
(5.2)
for a particular charge configuration ~q, where V is a small, fixed bias and U is the varying o↵set
voltage. Charges can incoherently tunnel from island to island parameterised by a tunnelling
resistance Rt.
5.2 The clean array
We begin by considering an ideal model wherein the array is clean and homogeneous - there is
no background charge disorder. The analytical threshold voltage for a current to flow through
the array (at Te = 0) [27, 60] was derived in section 3.5 (Eq. 3.144) and is expressed as
Vth =
e
2
p
CJCG
(5.3)
in the limit of long interaction length (⇤   1) and assuming an initially empty array. In
this chapter we show that the threshold voltage and the current response are highly variable,
depending on the characteristic value of the o↵set voltage U which controls the filling fractions
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FIG. 5.2: Current response as a function of U and V in steps of 0.025 e/CG. The current-voltage
characteristics are non-monotonic functions of U due to charge filling factors within the array.
The fine structure is sharpest at approximately V = 0.1 e/CG. While the finer charge filling
structure is lost at large V , this structure is preserved for smaller V before becoming washed
out by noise. The period of the current in U is given by e/CG (dashed-dotted line).
within the array, as shown in Fig. 5.1. This behaviour is periodic in U , which is the focus of
this chapter, and is shown for half a period via the magenta line in Fig. 5.1. Throughout this
chapter we normalise the current to V/N/Rt, i.e., the response expected from a perfect ohmic
wire of equivalent total resistance.
The U -dependence can also be seen in Fig. 5.2 where we plot the current response as a function
of U and V . The current is a periodic function of the o↵set voltage U for all simulated values of
V , where the period of the current in U / e/CG (the e↵ective voltage on the ground capacitor).
Due to particle-hole symmetry, the response is symmetric about the point U = e/2CG. The fine
structure, seen at smaller voltages, is lost as V is increased and the response flattens out and
becomes more rounded. It is this fine structure that is a signature of charge filling fractions.
From the current modulation in U , we can identify charge correlation patterns, i.e., peaks,
troughs and dislocations in the patterns, as shown in Fig. 5.3. We can understand this structure
by considering the filling factors of the array. For small V , current blockade is observed at
integer filling, i.e., the array is uniformly filled and it is di cult to move this pattern forward
by injecting another charge or otherwise disrupting the pattern. In other words, integer filling
factors correspond to states in which the charge configuration is rigid therefore the system
requires significantly more energy to break this pattern and allow conduction to commence.
This energy can be given to the system in the form of either o↵set or fixed voltage, as seen in
Fig. 5.2.
Fractional filling on the other hand allows current to flow more easily due to the presence of
unoccupied sites between current carrying charges. For a perfectly periodic charge distribution
that matches the boundary conditions of the array, we also see quenching. However, when
the periodicity of the charges is disrupted, either via mismatch with the boundary or (near)
degeneracy of two di↵erent charge configurations, current can flow more easily via interconversion
of these charge states. As an example, periodic p/q filling fractions (e.g., p/q = 1/3) are more
di cult to move forward, resulting in current quenching. The combination of two di↵erent filling
fractions (e.g., p/q = 1/3 and p/q = 1/2) is easier to transfer through the array because the
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FIG. 5.3: I-U response at ⇤ = 5 and ⇤ = 15 for V = 0.1 e/CG and V = 0.0226 e/CG, re-
spectively. Dominant p/q filling fractions are labelled for specific features. At ⇤ = 5, mixing
of di↵erent filling fractions is seen due to the short interaction length-scale. The autocorrela-
tion functions hni(0)ni+m(0)i, shown for the first 15 sites, provide a quantitative approach to
identifying the filling fractions within the array. The autocorrelation shows the washing out of
the filling factors as they approach 1/⇤ = 1/5. The colour bar denotes the magnitude of the
autocorrelation function.
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two patterns can be interchanged. Therefore, as a function of U , we see current maxima and
minima as aperiodic and periodic charge patterns, respectively. This e↵ect can clearly be seen
in Fig. 5.3 for the case of ⇤ = 15.
However, when the average spacing between charges approaches the interaction length ⇤, we
see a greater mixing of the filling fractions and the troughs in the current magnitude shift. As
p/q ! 1/⇤, we see peaks rather than troughs at rational values of p/q. This can be more
clearly seen in Fig. 5.3 for the case of ⇤ = 5. When the mean charge separation is less than
1/⇤, for example, 1/2, mixing of the charge configurations is weaker. To identify filling factors
(p/q), we compute the time averaged charge autocorrelation function hni(0)ni+m(0)i to measure
the statistical correlations within the charge distribution. Mixing at small ⇤ = 5 can also be
seen in the autocorrelation functions in Fig. 5.3, where the fractions are no longer clear and
distinct but become blurred. This is contrasted with the clarity of the same filling factors in the
autocorrelation for large ⇤ = 15.
We observe splittings associated with defects in the dominant patterns, for instance, at ⇤ = 5,
1/2 filling in Fig. 5.3. The way in which these patterns match against the boundary conditions
splits the equivalency of the di↵erent degenerate configurations. For example, at ⇤ = 5, 1/2
filling we see that slightly above or below p/q = 1/2 gives a slightly lower current (the trough-
peak-trough structure). This feature is not seen at ⇤ = 15, p/q = 1/2 because at large interaction
lengths, averaging over a greater number of sites suppresses this e↵ect. This is controlled by how
easy it is to break the pattern, i.e., by adding an additional electron (or lack thereof) to make
the pattern shift by half a period. As an example, the (metastable) state ~qT = 10101011010101
is slightly harder to move along the array than the ‘perfect’ pattern of ~qT = 10101010101010.
Therefore, depending on the matching of the boundary conditions and the presence of defects
changes whether we see a peak or a trough. As the length of the array is not infinite, boundary
e↵ects are significant and the periodicity of the filling factors is strongest at the centre of the
array.
5.3 The disorder model
Experimentally, imperfections or a degree of disorder is always prevalent in the system (e.g.,
in the substrate and within the junctions themselves) therefore the inclusion of disorder makes
our analysis more applicable to experimental observations. An important question is therefore
which features of this analysis are preserved in an inhomogeneous array.
Owing to their nanoscale geometry and as a result, large charging energy, these systems are
highly sensitive to even small fractional random o↵set charges in the surrounding substrate.
The e↵ects of random charge disorder have been investigated in various single charge devices
including transistors [102, 103] and arrays [104, 97, 105, 106] however these studies focused
primarily on the shift in the threshold voltage and/or properties of the device noise. The e↵ect
of background charge polarisation in the substrate of a tunnel junction array was investigated
in Ref. [81] and the e↵ect of this background was found to be non-trivial. That work involved
putting a random fractional charge on a random number of islands in the array and allowing it
to come to equilibrium at zero bias.
We specifically focus on the signatures of filling factors and background disorder in the current-
voltage characteristics of the device and the transport properties at small fixed bias. Experiments
thus far in this regime are consistent with maximal disorder behaviour [7]. In su ciently long
devices maximal disorder is expected to completely suppress the U -dependence of the transport
properties by self-averaging. The devices fabricated so far however are too short for full self-
averaging as seen in standard condensed matter systems. It is therefore important to study the
U -dependence in short arrays even in the case of maximal disorder. Furthermore, improvements
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FIG. 5.4: I-U characteristics at V = 0.1 e/CG as a function of island disorder strength in steps of
0.01 from ⌘ = 0 to ⌘ = 0.1. Each plot is ensemble averaged over 50 di↵erent disorder realisations.
Even at very low disorder (⌘ = 0.01), while the structure remains largely unchanged, the current
magnitude is reduced. The magnitude of the current continues to decrease with increasing
disorder strength.
in fabrication technologies may reduce disorder in these devices. Therefore, it is important to
understand the e↵ects of varying levels of disorder and to which degree disorder would have to
be reduced to see real improvements in the behaviour of these devices.
In this section we extend our ideal model to include various magnitudes of background charge
disorder, investigating the weak and maximal disorder limits, and consider the e↵ect disorder
has on the charge filling structure. We simulate boxed disorder (a uniform distribution) by
adding a random fractional charge to each site, q 2 [ ⌘e,+⌘e]. The maximum/minimum value
of disorder on any given site is given by ±⌘e, where ⌘ indicates the width of the disorder
distribution. This type of potential disorder simulates static background charges and is often
used to study mesoscopic systems [97, 81, 107].
5.3.1 The weak disorder limit
We define the weak disorder limit as ⌘  0.1, where the disorder distribution is randomly
distributed across the islands with a maximum possible value of ⌘. The e↵ect of the background
on the current-voltage response can be seen even at nominal disorder (e.g., ⌘ = 0.01), as shown
in Fig. 5.4. While the structure remains largely unchanged, as the magnitude of static o↵set
charges increases, the current magnitude steadily decreases. The response becomes increasingly
noisier and eventually only the most prominent structure remains (e.g., integer and 1/2 integer
filling). However, even at very small current magnitude (strong disorder) periodic structure in
U remains. We see in Fig. 5.4 that current scales as ⌘ because disorder constricts the conduction
channel, making it more di cult for charge to flow (as opposed to a clean array). As a result, at
strong disorder, a larger V is required to overcome the random static background charges and
force current through the array.
In the weak limit (⌘ = 0.1) there is already appreciable variance between individual disorder
realisations, which can be seen in Fig. 5.6. For this reason, we always average over a significant
number of realisations when considering disorder.
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FIG. 5.5: I-U response at V = 0.2 e/CG for various disorder strengths in steps of 0.1 from ⌘ = 0
to ⌘ = 0.6, ⌘ = 1 is also shown (dotted line). Each plot is ensemble averaged over 50 di↵erent
disorder realisations. Points of maximal and minimal current at zero disorder are shown (dashed
lines). The system reaches maximal disorder at ⌘ = 0.5. When 0.5 < ⌘ < 1, the current exhibits
oscillatory behaviour however the system reaches maximal disorder again at ⌘ = 1. The mean
current across U and the variance in the disorder realisations for 0.1  ⌘  1 is shown via error
bars which depict one standard deviation.
While analysis of the weak limit is a systematic approach to investigate the parameter regime
from the clean array limit, these devices are expected to be maximal disordered [7]. Therefore,
in the next section we continue to systematically increase the disorder strength until we reach
maximal disorder.
5.3.2 The maximally disordered array
Maximal disorder should be reached at ⌘ = 0.5 as this value of disorder corresponds to the point
where any value larger than 0.5 can be negated by one additional charge tunnelling onto the
island. Indeed, at ⌘ ⇡ 0.5 our model shows maximal disorder and all of the structure is lost and
charge filling factors are no longer seen. We see in Fig. 5.5 that the current is approximately
constant across U at ⌘ = 0.5, indicating that maximal disorder has been reached (for this value
of V ) and a lack of U -dependence. Then at ⌘ = 0.6   0.9 the current oscillates again, with
opposite curvature (on average) to the ⌘  0.4 currents, with the current once again becoming
approximately constant at ⌘ = 1.
Fig. 5.5 also shows the average current across U and the variance in the disorder realisations
for 0.1  ⌘  1 is shown via error bars which depict one standard deviation. The variance
between individual disorder realisations increases most sharply between ⌘ = 0.1 and ⌘ = 0.2.
Subsequently, with increasing disorder magnitude, the variance slowly increases until maximal
disorder is reached at ⌘ = 0.5. This e↵ect can also be seen in Fig. 5.6, where we show the
variance in 50 individual disorder realisations for four di↵erent disorder strengths.
To understand this behaviour, we consider three di↵erent values of disorder; less than, equal
to and greater than maximal disorder, depicted in Fig. 5.7. When the disorder distribution
is broader than maximal disorder (⌘ = 0.5), adding an individual whole charge causes the
distribution to wrap back around (or fold back) into the interval ±0.5. This folded disorder
distribution can be mapped back to the original box-distribution form with an additional ‘base’
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FIG. 5.6: Variance in 50 individual disorder realisations for four di↵erent values of ⌘. The
average of the 50 realisations is shown via the white line. The variance increases with ⌘ until
maximal disorder is reached (⌘ = 0.5). At ⌘ = 0.7, opposite current curvature (compared to
⌘ = 0.3) can be seen, as discussed in section 5.3.2.
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FIG. 5.7: Pictorial representation of the probability distribution of the disorder as a function
of ⌘ showing moderate and maximal disorder (⌘ = 0.5) and the folding of the charge disorder
back in on itself to maximal disorder when ⌘ > 0.5. For very broad distributions, ⌘   0.5, the
⌘-dependence will abate due to decreasing ‘base’ to ‘top’ ratio.
contribution spanning the whole [ 0.5, 0.5] interval by a shift of 0.5e (corresponding to the
opposite current curvature observed in Fig. 5.5).
In Fig. 5.8 we plot the current response as a function of ⌘ for three di↵erent values of ⇤ at
both the maximal and minimal I-U points. The applied voltage is scaled such that V = 0.8Vth
for each value of ⇤, where Vth is calculated via Eq. 5.3. In the clean array limit, the maximum
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FIG. 5.8: Current response as a function of ⌘ for ⇤ = 5, 10, 15, ensemble averaged over 100
di↵erent disorder realisations. The current response is shown for both Imax (triangles) and
Imin (circles), i.e., the points of maximal and minimal (zero) current, respectively, in the I-U
response. By increasing disorder, the formation of regular patterns in the array is suppressed.
As there are no more discernible patterns, the di↵erence between Imin and Imax vanishes. The
values of Lcorr corresponding to the three values of ⇤ (dashed lines) and maximal disorder (solid
line) are also shown. Lcorr is calculated via Eq. 5.4 which links the correlation length directly
with the disorder magnitude ⌘.
current depends on the interaction length because the current response in the transport regime is
not exactly Ohmic but shows a linear current-voltage dependence with a non-zero current o↵set.
The maximum/minimum currents as a function of U for all studied values of ⇤ equilibrate at
approximately ⌘ = 0.5, i.e., maximal disorder. This is because disorder suppresses the current
variations as a function of U , seen in Fig. 5.5. The oscillatory behaviour of the current at
0.5 < ⌘ < 1 can also be seen, with the currents at ⌘ = 0.5 and ⌘ = 1 equal for each value of ⇤
due to maximal disorder folding. Note that throughout this discussion ⇤ < N .
5.3.3 Disorder correlation length
To better understand the role of the background charge disorder, we introduce the concept
of a disorder correlation length, the distance over which charges on adjacent islands are still
correlated. Beyond this length, the background disorder has the e↵ect of randomising the
electrostatic environment that the charges see and therefore islands separated by more than this
length can be considered independent. Assuming that the cumulative e↵ect of charge disorder
can be thought of as a random walk style process [108], we define the disorder correlation length
as
⌘
p
Lcorr =
1
2
(5.4)
where ⌘ is the value of charge disorder. When ⌘   0.5, Lcorr  1, which corresponds to a
delta-correlated disorder since the minimal length-scale of the system is the inter-site-distance
L = 1. Such a delta-correlated disorder corresponds to the maximal disorder model [108, 109, 7].
Conversely, ⌘ ! 0 corresponds to Lcorr !1, i.e., the clean array limit.
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FIG. 5.9: Current-o↵set voltage dependence slightly below and at the maximal disorder limit
(⌘ = 0.4 and ⌘ = 0.5, respectively) at V = 0.2 e/CG. Both disorder distributions display strong
(periodic) U -dependence. The dashed-dotted lines show the period of the current in U .
When V is constant, Lcorr = 20, 35, 50 have near identical I-U characteristics as a function of
N . Previous work [110] on the N -dependence of the threshold voltage considered the onset of
transport and a di↵erent correlation length was used. In contrast to that work, our system
exhibits similar behaviour whether Lcorr is equal to, less or greater than N . In Ref. [110], at
N = Lcorr, the onset of transport changes from a boundary to a bulk e↵ect and consequently
the dependence of Vth on N changes. Here however we are focussing on a tunnelling array that
is already in the transport regime and the modulation of the current due to a change in filling
factors is naturally a bulk e↵ect.
5.3.4 Summary
As we have shown, filling factors are extremely sensitive to the presence of background static
o↵set charges. Consequently, we predict that it would be di cult to experimentally observe these
e↵ects as the intrinsic disorder in experimental devices likely approaches or exceeds the limit for
their observation. However, while small p/q filling fractions are expected to be unobservable in
present day devices, observation and reproducibility of larger factors may be possible (excluding
in maximally disordered arrays). For example, current blockade near integer filling should be
rather robust against static o↵set charges.
One e↵ect that we expect to clearly manifest in experimental data is substantial periodic modu-
lation in U where the degree of current modulation is indicative of the magnitude of the charge
disorder, even in a maximally disordered device. While the current at maximal disorder in Fig
5.5 appears approximately constant (on average) on this scale, a degree of U -dependence is still
present, which is clearly shown in Fig. 5.9. Investigating the di↵erential conductance (dI/dV )
as a function of U may be a more viable experimental approach to observe this dependence
and compare with numerical simulation. Our simulations only show moderate reproducibility of
the current structure in this limit due to di↵erent disorder realisations. Data taken at elevated
(sub-Kelvin) temperatures should show a more reproducible U -dependence because the array
can get stuck in specific metastable states at lower temperatures. At higher temperatures this
e↵ect should average out.
While the maximal disorder analysis is applicable to Josephson junction arrays, where back-
ground charge o↵sets dominate the behaviour, signatures of charge filling factors could also be
observable in other one-dimensional systems. The clean array analysis is applicable to arrays
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of quantum phase slip (QPS) elements [100] where the e↵ects of localised flux disorder should
be much weaker and should display longer disorder correlation lengths. Disorder in QPS arrays
is expected to be strongly suppressed as these devices are based on quantised magnetic fluxes
instead of electric charge.
Further analyses, both simulation and measurement, are necessary to fully explain the charge
filling e↵ect. One possible extension of this work is the investigation of filling factors in the
EJ & EC limit. Data in the EJ & EC limit may be more reproducible than in the EJ ⌧ EC
limit (which was investigated in this chapter) because as large EJ results in the delocalisation
of charge states, the disorder should be fundamentally di↵erent in this regime.
Throughout this chapter we have assumed a static disorder model, whereby the random o↵set
charges on the islands vary slowly on the time-scale of the experiment. Dynamic disorder
on the other hand is a result of the disorder varying rapidly on the same time-scale. At the
time of writing it is not known which limit accurately models charge disorder in junction arrays,
although the static disorder model has been shown to describe the threshold for conduction in the
EJ > EC limit [7]. Another possible extension of this work is therefore comparing experimental
conductance data to simulations of di↵erent disorder models with varying strengths to identify
the correct disorder limit.
Chapter 6
Superconducting Josephson junction
arrays
We now turn our attention to superconducting arrays of tunnel (Josephson) junctions. In the
normal conducting limit, current through the junction is mediated only by normal electrons,
as discussed in chapters 3-5. In the superconducting limit on the other hand quasiparticles
and Cooper pairs emerge as the current carriers. This results in a mixture of quasiparticle and
Cooper pair tunnelling and as a consequence the transport landscape can change dramatically
as both of these charge carriers compete for dominance within the array.
This chapter begins with a discussion of our junction array model in the superconducting regime.
For the linear model, we discuss the di↵erences between our normal and superconducting state
simulations and the interplay of charge carriers within the array. We then elucidate the role of
random background charge disorder on the transport properties of the superconducting linear
array. At the end of the chapter we use our bilinear array model to simulate unexplained
experimentally observed behaviours [11] by including random charge disorder and finite sub-gap
conductance, modelled by the Dynes parameter  .
6.1 The superconducting junction array model
To investigate charge transport in the superconducting limit, we consider the contribution of
both equilibrium quasiparticles and incoherent Cooper pairs, the tunnelling rates for which are
given by Eq. 2.21 and Eq. 2.25, respectively. Although non-equilibrium quasiparticles are an im-
portant loss mechanism in Josephson junction devices [111, 112, 113, 114], we assume full thermal
equilibrium [115, 116, 117] exponentially suppresses the density of non-equilibrium quasiparticles
within the e↵ective electron temperature range studied. Therefore, these contributions are not
considered. We also assume instantaneous recombination such that two quasiparticles on a single
site will quickly form a Cooper pair thereby negating the need to distinguish between a doubly
occupied site (two quasiparticles) and a Cooper pair. As we consider low impedance junctions,
we model the electromagnetic environment P (E) with the low impedance limit, governed by
Eq. 2.23, throughout.
In the superconducting limit we introduce an additional energy scale, the Josephson energy EJ ,
which we calculate according to the standard relationship [73]
EJ =
✓
~
2eRt
◆✓
⇡ 
2e
◆
tanh
✓
 
2kBT
◆
(6.1)
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where   is the superconducting energy gap of Al (assuming Al/Al2O3/Al tunnel junctions).
When we consider the current characteristics as a function of an applied magnetic field B, we
assume the Josephson energy displays the usual magnetic field dependence [73]
EJ(B) =
✓
~
2eRt
◆
⇡ (B)
2e
tanh
✓
 (B)
2kBT
◆
(6.2)
We calculate the relative superconducting gap size by [73]
 (B)
 (0)
=
s
1  B
2
B2c
(6.3)
where Bc is the critical magnetic field. This expression results in a ratio between 0 and 1. For
these simulations we assume that the critical field for our aluminium Josephson junction array
model is Bc = 650 mT [13]. Although we want to note that the critical field depends on film
quality and thickness and recent experiment shows a field closer to Bc = 500   550 mT [118].
To calculate the superconducting gap size as a function of B we can see from Eq. 6.3 that
 (B) =
s
1  B
2
B2c
⇥ (0) (6.4)
where  (0) is the size of the superconducting gap at zero field B = 0. With the inclusion of
this discussion our superconducting junction array model follows that given in chapter 3.
6.2 The linear array
We simulate a symmetrically biased linear array of N = 50 Josephson junctions with values of
the junction capacitance CJ = 412.6 aF and ground capacitance CG = 25.9 aF such that ⇤ ⇡ 4.
We focus on the EC   EJ limit throughout and calculate the charging energy by
EC = (e
2/2)/ (1/CG + 2/CJ) (6.5)
which gives EC = 3.5 meV for our capacitance values. Eq. 6.2 gives a Josephson energy of
EJ = 129 µeV (such that EJ ⌧ EC) and we assume a superconducting gap of   = 200 µeV,
unless otherwise stated. Throughout this chapter, we assume an e↵ective electron temperature
of Te = 100 mK. We consider a junction resistance of Rt = 5 k⌦, which gives ↵ ⇡ 0.1937, from
Eq. 2.24.
In the linear case the threshold voltage for quasiparticles or Cooper pairs to be injected from
the voltage source at zero magnetic field is given by [61]
V th =
e
2CJ [exp (1/⇤)  1] (6.6)
where  =1, 2 for quasiparticles or Cooper pairs, respectively. For our parameters this gives
V 1th = 1.7604 e/CJ and V
2
th = 3.6057 e/CJ . Below the characteristic Vth, transport of charges
through the array is impeded due to the presence of an energy gap given by the charging energy
EC .
6.2.1 The interplay of charge carriers
Although recent work by Pop et. al [119] is a step forward, in Josephson junction circuits
the interplay between quasiparticles and Cooper pairs is not fully understood [2, 13]. It is
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FIG. 6.1: Current-voltage characteristics showing the individual quasiparticle and Cooper pair
current contributions (logarithmic current scale) at B = 0. From the onset of conduction, trans-
port is Cooper pair dominated. Then when V & 36 e/CJ (V & 20.45V 1th e/CJ and V & 9.97V 2th
e/CJ), quasiparticles are the dominant charge carrier and Cooper pair transport gradually de-
cays to zero. At higher voltages transport displays linear voltage dependence. The analytical
threshold voltages (dashed lines) for injection of quasiparticles and Cooper pairs are calculated
via Eq. 6.6. The dashed-dotted line shows the voltage at which Cooper pairs have su cient
energy to decay into quasiparticle excitations, eV ⇡ N2 . Inset: Percentage of total transitions
as a function of voltage for both charge carriers (linear scale). The crossover from quasiparticle
to Cooper pair dominated transport has a lower voltage threshold than that for the current re-
sponse because even though Cooper pair tunnelling has decreased, there are still many Cooper
pairs in the array.
known however that this interplay depends on the delicate balance of system parameters, which
can be manipulated to give dominance to either charge carrier. To systematically investigate
how the conduction and transport properties change when moving from the normal to the
superconducting limit, we devise a series of tests beginning with an investigation of the charge
carrier contributions within the current. Fig. 6.1 shows the logarithmic current-voltage response
of the individual quasiparticle and Cooper pair currents (which combined give the total current
flowing through the array). From the onset of conduction, current is dominated by Cooper pair
transport until V ⇡ 36 e/CJ , when quasiparticle transport begins to exceed that of Cooper
pairs. Although it may appear that the onset of conduction for both charges is approximately
equivalent, as Eq. 6.6 shows, quasiparticle injection does indeed precede that of Cooper pairs.
This is not seen in Fig. 6.1 because unlike initial Cooper pair injection, quasiparticles are injected
into the array at a slower rate. Consequently, for V . 13 e/CJ , quasiparticle transport plays an
important role as the charge density within the array is closer to zero. When the applied voltage
reaches N2  (  per electron), the array has su cient energy to break Cooper pairs, creating
quasiparticle excitations. While the Cooper pair current response near threshold is fairly smooth,
it becomes increasingly noisy as more Cooper pairs and quasiparticles are injected/created. Noise
in the quasiparticle current is evident at and slightly above threshold because it is competing
with Cooper pair transport.
Due to the interplay of the charge carriers, it is important to note that numerical simulations of
quasiparticle current with and without the Cooper pair tunnelling rate are not cumulative, i.e.,
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FIG. 6.2: The relative fraction of Cooper pair tunnelling as a percentage of the total tunnelling
events within the array as a function of voltage and magnetic field (plotted for V > 5 e/CJ).
At  (0) = 200 µeV, transport is dominated by incoherent Cooper pair tunnelling at small
bias. Quasiparticle transitions increase with magnetic field, which almost completely suppresses
Cooper pair transport at  (B)/ (0) = 0.3. All values of low to moderate magnetic field
(0.5   (B)  1.0) show an exponential decrease in Cooper pair tunnelling with increasing
voltage.
the quasiparticle current without a Cooper pair contribution is di↵erent to that with Cooper
pairs. However, when the Cooper pair current contribution is su ciently small, the quasiparticle
currents are almost identical.
The inset of Fig. 6.1 shows the percentage of total tunnelling events as a function of voltage
(linear scaling). At low bias the array is initially dominated by Cooper pair transitions, which
form static (non-conducting) states because there is insu cient voltage to push them through
the array. As the voltage increases, the number of quasiparticle transitions sharply increases
until, at V ⇡ 28 e/CJ , the frequency of quasiparticle and Cooper pair tunnelling is equivalent.
Quasiparticle events quickly increase to dominate transport at higher voltages while Cooper pair
transitions exponentially decay to zero. When V & 79 e/CJ , Cooper pair events consist of less
than 5% of total charge transitions.
In Fig. 6.2 we show the relative fraction of Cooper pair tunnelling as a function of both voltage
and magnetic field. The EJ and   are varied according to the relationships in Eq. 6.2 and
Eq. 6.4, respectively. When  (B)/ (0) & 0.5, Cooper pairs are the dominant charge carrier at
small bias. As magnetic field increases ( (B) & 0.57 T), the closing of the superconducting gap
increases the rate of quasiparticle tunnelling across the entire voltage range. Simultaneously,
the reduction in EJ degrades Cooper pair transport. When the charge density within the array
is low (in the small biasing limit V . 10 e/CJ), we see quasiparticles disrupt the Cooper
pair current which manifests as noise in Fig. 6.2. At large magnetic fields  (B)/ (0) . 0.4,
transport through the array is composed almost entirely of quasiparticles due to the diminishing
superconducting gap.
We also investigate the e↵ect of increasing the Josephson energy. While keeping the ratio  /EC
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FIG. 6.3: Current-voltage characteristics as a function of EJ/EC (logarithmic current scale).
To avoid numerical noise from the finite simulation time, we only include statistically signifi-
cant data. The curves are (nearly) identical when EJ/EC . 1/180 showing that transport is
quasiparticle dominated.
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FIG. 6.4: The individual quasiparticle (blue) and Cooper pair (red) current I contributions as a
function of applied magnetic field B at fixed V = 12.9 e/CJ . Also shown is the superconducting
gap size   as a function of B (green). We choose a critical field of Bc = 0.65 T. The supercon-
ducting gap only appreciably decreases at high field strength. At B ⇡ 0.6 T, the gap   is nearly
closed therefore transport is predominately mediated by quasiparticles. Inset: Percentage of
total transitions as a function of magnetic field for both charge carriers.
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FIG. 6.5: Charge distribution within the array as a function of time at V = 5.9 e/CJ . Two
di↵erent modes of electrical transport are simulated; the quasiparticle tunnelling rate only (a)
and both the quasiparticle and Cooper pair rates (b). The presence of Cooper pairs allows
charge to move faster through the array than with quasiparticles alone. Cooper pairs destroy
quasiparticle charge correlation and we see the mechanism of moving quasiparticle and Cooper
pair states (at this voltage).
constant, we consider Josephson energies varying between EJ = 11.7 µeV (EJ/EC = 1/300)
and EJ = 350 µeV (EJ/EC = 1/10), for which the current-voltage response is shown in Fig. 6.3.
At large EJ we see smaller threshold voltages as the Cooper pairs can more easily enter the
array. Therefore, Cooper pairs are an important contribution at large EJ/EC . When EJ/EC .
1/180, there is little di↵erence between the responses, indicating that transport is quasiparticle
dominated. In the small bias limit, current decreases with increasing voltage which is likely
a result of the choice of P (E) function used in the simulations. As this behaviour is not seen
experimentally, this suggests that another P (E) is needed to more accurately model the response
at threshold.
Thus far we have discussed current as a function of voltage. We now investigate current as a
function of magnetic field strength. When the external magnetic field increases, the supercon-
ducting gap decreases and subsequently superconductivity (in the form of Cooper pair transport)
becomes progressively weaker (before being (almost) completely destroyed at Bc = 0.65 T). This
relationship between gap size and field strength is shown via the green line in Fig. 6.4, where
we see that at low values of B, the curve is relatively flat and it is not until high B that the
size of the gap quickly shrinks to zero. The values of EJ and   are varied according to the
relationships in Eq. 6.2 and Eq. 6.4, respectively.
Fig. 6.4 also shows the individual charge currents as a function of external magnetic field at
fixed V = 12.9 e/CJ . While the Cooper pair current continuously decreases with increasing
field strength, the quasiparticle current remains fairly constant until B ! Bc = 0.65 T, when
current is quenched before a sharp increase in quasiparticle transitions. At B = 0.6 T, the
high field almost completely suppresses superconductivity. Although EJ is small, the quasipar-
ticle gap is not completely closed. This causes a stalemate between the Cooper pairs and the
quasiparticles, which e↵ectively get in the way of each other, quenching current flow. One may
naively expect current to scale as the square of the incoherent Cooper pair rate or E2J , as has
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FIG. 6.6: Current-voltage characteristics as a function of disorder strength ⌘. Each curve is
averaged over 100 di↵erent disorder realisations. Disorder shifts the bias position, which while
highly dependent on ⌘, as voltage increases this dependence becomes weaker and at V & 23 e/CJ
all of the responses are converged (i.e., there is no di↵erence between disorder strength) and the
current shows linear voltage dependence. The conduction threshold increases (on average) as ⌘
increases (below maximal disorder).
been experimentally observed in Ref. [120] for example. In our parameter regime however, we
observe an EJ current dependence, which implies many-body e↵ects.
The inset of Fig. 6.4 shows the total tunnelling events as a function of magnetic field for quasi-
particles and Cooper pairs. As we saw in the main figure, Cooper pair tunnelling decreases
with increasing field strength. As B ! 0.58 T, there is substantial Cooper pair jitter within the
array, whereby charges continuously tunnel back and forth through a single junction.
The results of Fig. 6.4 show good qualitative agreement with experimental observations by
Bylander et. al [13]. That work showed the e↵ective average charge as a function of parallel
magnetic field B|| for a fixed current, which displays the same profile as that in Fig. 6.4 and
similar regions of dominant Cooper pair transport, coexisting single electron and Cooper pair
transport and predominate single electron transport.
Just above analytical threshold at V . 5.15 e/CJ , charges form static states within the array.
It is only when V ⇡ 5.15 e/CJ that the array starts to conduct. The charge distribution within
the array at fixed V = 5.9 e/CJ (just above threshold) is shown in Fig. 6.5 for quasiparticles
only and both quasiparticles and Cooper pairs. We do not see the same di↵usive transport in
the low biasing limit as in the normal regime (chapter 4). In this parameter regime (Rt = 5
k⌦) the distribution instead shows Cooper pairs moving through a quasiparticle gas with some
correlation between charges. The charge distribution for quasiparticles only is similar to that
of normal electrons in the large EC limit (chapter 4), where we saw strong correlations between
sites. At this voltage, the inclusion of the Cooper pair rate results in correlated transport
via conversion of negative (-1) states into Cooper pairs moving through positive (+1) states.
This transport mechanism of quasiparticle-Cooper pair conversion through quasi-static states is
similar to that reported in Ref. [61]. Due to the symmetric voltage however, at the centre of
the array, transport is mediated by quasiparticles, whereby electrons and holes annihilate. This
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transport mechanism is faster than that of quasiparticles alone, resulting in higher currents.
At larger tunnelling resistances (e.g., Rt = 10 k⌦), the array displays similar strong charge
correlation in the low biasing limit as that seen in the normal conducting regime in chapter 4.
6.2.2 The e↵ect of disorder
In chapter 5 we investigated the e↵ect of disorder in a normal conducting array. In this section
we investigate the role disorder plays in a superconducting array, focusing on the e↵ect on the
current-voltage characteristics, using the same disorder model as we used in chapter 5. In the
superconducting limit maximal disorder should correspond to ⌘ = 1.0, i.e., when the disorder is
negated by the addition of a whole Cooper pair.
Disorder induces a similar e↵ect in the superconducting array as it does in the normal array.
Similarly to the normal array, we see the e↵ect of low disorder in the current response (Fig. 6.6),
which displays correlated transport and a shift in the threshold voltage. The size of the threshold
shift depends not only on the width of the disorder distribution but also on the specific disorder
realisation. While disorder (⌘ < 1) increases the threshold voltage, maximal disorder (⌘ = 1)
reduces threshold. Regardless of whether the array is clean or maximally disordered (or anywhere
in between), the current quickly equilibrates to an equilibrium state just above threshold (by
V ⇡ 23 e/CJ).
6.3 The bilinear array
We now turn our attention to the bilinear Josephson junction array model, as defined in chapter
3 and section 6.1. In this section we use this model to simulate the current-voltage character-
istics observed in the Josephson junction array experiment in Ref. [11] to investigate several
unexplained e↵ects. We present numerical simulations for a range of disorder strengths and
include a Dynes parameter to model sub-gap leakage when the array is deep in the insulating
state.
We consider the voltage bias regime used in Ref. [11], in which one array is fixed at V3 =
V4 = +0.28 mV while a symmetric bias is applied to the other array and swept across the
range [-2 2] mV. We use the slanted capacitance coupling circuit topology defined in section 4.3
and depicted in Fig. 4.15 throughout. We consider a N = 40 site array, consisting of N + 1
Josephson junctions. The following capacitance values from Ref. [11] are used, CJ = 710 aF
and CC = 198.8 aF. The applied magnetic field is B = 25.8 mT and we assume Rt = 9.6
k⌦, EC = 112 µeV, EJ = 67.146 µeV (EJ/EC = 0.6) and an e↵ective electron temperature of
Te = 300 mK. This temperature is chosen to optimise the current magnitude that was observed in
the experimental current-voltage response. We should note that this temperature is higher than
the dilution refrigerator temperature T = 20 mK reported in Ref. [11]. However, the refrigerator
temperature is not necessarily equivalent to the electron temperature because electrons lose
energy as they tunnel from one site to the next which heats up the islands, particularly for slow
thermalisation time, which we account for in our simulations by assuming a higher temperature.
The quoted parameters from Ref. [11] were either experimentally measured or estimated from
sample geometry for one of the arrays. As the experimental parameters for the other array are
so similar, we assume the same parameters for both arrays in our simulations. As Ref. [11] does
not specify the measured ground capacitance, the critical field or the size of the superconducting
gap, we estimate these values to be CG = 100 aF, Bc = 650 mT and   = 200 µeV, respectively.
This gives an interaction length of ⇤ ⇡ 3.01.
In the bilinear case the threshold voltage for quasiparticles or Cooper pairs to be injected from
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FIG. 6.7: Numerical simulations of the current-voltage characteristics using the circuit parame-
ters contained in Ref. [11]. Both the swept (solid) and fixed (dashed) array currents are shown,
where V3 =  V4 = 0.28 mV. Each curve is averaged over 100 individual realisations. Currents
are shown for a clean (black) and a maximally disordered (green) array. The analytical threshold
voltages (dashed-dotted lines) for the injection of quasiparticles and Cooper pairs are calculated
via Eq. 6.7.
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FIG. 6.8: Numerical simulations of the current-voltage characteristics at maximal disorder (⌘ =
1), using the circuit parameters contained in Ref. [11]. Both the swept (solid) and fixed (dashed)
array currents are shown. Each curve is averaged over 100 individual realisations. The applied
V3 is varied in steps of Vth/2. A voltage of V3 = 2Vth gives good agreement with the current
magnitudes of the experimental I-V response [11], while still displaying Coulomb blockade.
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the voltage source is given by
V th =
e
2
p
CJ (CG + CC)
(6.7)
where  =1, 2 for quasiparticles or Cooper pairs, respectively. For the parameters contained in
Ref. [11], this gives V 1th = 0.1739 mV and V
2
th = 0.3478 mV.
6.3.1 Using our model to simulate experimental observations
Symmetrically biasing both arrays, Ref. [11] reported a mirror current up to approximately
300 pA. In the positive small voltage threshold the currents of both arrays flow in the same
direction. Conversely, in the negative voltage threshold the currents flow in opposite directions.
Furthermore, both currents have equal magnitude. This is in contrast to the behaviour observed
in both normal conducting short [84] and long [87] arrays, in which the currents are never of
equal magnitude at any voltage (at or above threshold).
We begin by simulating the I-V response for the ideal case (i.e., no disorder), see Fig. 6.7.
Ref. [11] reported a sharp current switch-on in both arrays near threshold and mirror current
at small bias. In our model, while the swept array exhibits a sharp transition from insulating
to conducting behaviour in the ideal case, the fixed array does not exhibit any mirror current
behaviour. The numerical threshold voltage (shown in Fig. 6.7) and magnitude of the currents
are congruent with Ref. [11] although we do not see current symmetry in the fixed array at
negative and positive voltage.
As we assume that the array is maximally disordered [7], we compare the ideal case with a
disorder model, also shown in Fig. 6.7. In the presence of maximal disorder (⌘ = 1) the swept
array current response is smoother at low bias. Disorder also smooths out the fixed array current
response at small negative voltages. Therefore, we see that, of the two models, the clean array
more closely models the experimental I-V characteristics. However, we still see neither mirror
current nor a sharp threshold response and symmetry in the fixed array current.
It has been shown for both normal and superconducting arrays that both currents are equal in
magnitude when the fixed array is biased just below the threshold for Coulomb blockade [83].
In Ref. [11] one array is fixed at V3 = 0.28 mV because this value is just below the threshold of
the swept array. As we observe a larger threshold of V Sth ⇡ 0.45 mV (see Fig. 6.7), we choose
to let V3 = 2 ⇥ 0.28 mV = 0.56 mV in section 6.3.2, which, it can be seen from Fig. 6.8, gives
good agreement with the current magnitudes of the experimental response. Fig. 6.8 shows that
when the fixed voltage exceeds threshold voltage of the driven array V3 & V Uth , the fixed array
no longer exhibits a Coulomb gap.
6.3.2 Adding a Dynes parameter to our model
While we have thus far assumed that the arrays are in thermal equilibrium so that density of non-
equilibrium quasiparticles is exponentially suppressed (as discussed in section 6.1), quasiparticle
leakage (i.e., a small current, linear in voltage) has been found to persist at low temperature
[121, 111, 122]. It is therefore necessary to include these contributions in our theoretical model
to more accurately simulate experimental observations.
The Dynes model is based on an expression of the BCS DOS with lifetime broadening [126, 127].
The Dynes DOS for the S electrode is given by [113, 117]
nDS =
     Re
 
E/ + i p
(E/ + i )2   1
!      (6.8)
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FIG. 6.9: Current-voltage response numerical simulations as a function of Dynes parameter  
for both zero and maximal disorder strength ⌘. Both the swept (solid) and fixed (dashed) array
currents are shown. Each curve is averaged over 100 individual realisations. At   ⇡ 10 3  the
Dynes model reproduces several of the features observed in experimental measurements including
strong Coulomb blockade in the fixed array with a sharp current switch-on and constant current
(on average) above threshold. The swept array also exhibits the sharp switch-on that was
reported [11].
where E is the energy,   is the BCS energy gap and the Dynes parameter   e↵ectively expresses
the quasiparticle DOS in the middle of the gap as a fraction of the density in the normal state.
As opposed to the ideal BCS DOS (  = 0), which results in vanishing DOS within the gap, a
non-vanishing   introduces states within the gap region |E| <   [113].
Sub-gap leakage can potentially arise from Andreev current, smeared density of states (DOS)
of the superconducting electrodes, non-vanishing DOS in the insulator within the gap, non-
equilibrium quasiparticles, the electromagnetic environment and physical imperfections in the
junction. Although there has been much recent theoretical and experimental progress towards
understanding the origin and behaviour of these processes, a complete description is, at the time
of writing, still an area of active research [123, 124, 125]. To account for the e↵ect of sub-gap
states on quasiparticle tunnelling, we include sub-gap processes by considering the broadening
of the quasiparticle peak, modelled by the Dynes parameter  .
In Fig. 6.9 we investigate varying Dynes parameter strengths in both clean and maximally
disordered arrays. We consider Dynes parameters varying between   ⇡ 10 4  and   ⇡ 10 1 .
Despite both current magnitudes showing good agreement with experiment [11], our simulations
show that the currents are not equal in magnitude at any voltage in this parameter regime.
In the negative voltage threshold the currents do flow in opposite directions due to the fixed
+V . A Dynes parameter of   ⇡ 10 3  shows good agreement with some of the features of
the experimental current-voltage characteristics [11], reproducing the strong Coulomb blockade
and the sharp current switch-on that was suppressed at maximal disorder in Fig. 6.8. This
value of   also displays very little di↵erence between the clean and maximally disordered limits.
Nevertheless, our model does not predict the perfect (or any) current mirror at small bias that
was reported.
The discrepancies between the experimental results and our theoretical simulations may be at-
tributed to a number of factors or assumptions. Firstly the perfect current mirror measured may
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be due to cotunnelling, which is not present in our numerical simulations. Quasi-bound states
which tunnel collectively could be an important transport mechanism, especially if they dominate
over single charge rates. While our model assumes incoherent Cooper pair tunnelling, coherent
Cooper pair tunnelling processes could also form an important component of the transport pro-
cess. The very sharp current response measured at small bias suggests that the experimental
superconducting gap is smaller than our estimate for the simulations. Non-equilibrium quasi-
particles consist of electrons and holes on a site that can give energy to the tunnelling electrons.
This bath is not considered in our model. Furthermore, we do not consider the resistance of the
substrate, rather we assume that CG is in direct contact (in a parallel configuration) and that
the e↵ect is instantaneous (there is no delay). Charge parity, whether the number of electrons
on an island is even or odd, has been shown to have a significant e↵ect on charge transport
[107, 128]. For instance, electron tunnelling is easier with odd parity because even charge states
pair up. Although we did not consider the parity e↵ect in our model, it remains an interesting
avenue to possibly explain results of small Josephson junction circuit experiments [11] and could
be investigated in future work.
Chapter 7
Conclusion and outlook
Motivated by inconsistencies between theory and experiment, in this thesis we have studied
charge correlation e↵ects and other transport properties in one-dimensional linear and bilinear
low capacitance tunnel junction arrays. Understanding the conduction and transport properties
within these circuits is paramount to the development of a complete theoretical microscopic
model of multi-junction systems which correctly and fully predicts and describes experimental
behaviours and can be used to improve future array experiments. Furthermore, understanding
correlated charge transport within these devices is important in the study of junction arrays for
quantum current standards.
In this thesis, we have presented a detailed mathematical model of these devices, including
derivations of the Hamiltonian, interaction length, interaction energy and threshold voltage for
both linear and bilinear circuit geometries. We have studied clean and disordered arrays in both
the normal and superconducting limits. We focused on the large EC limit, where the single
junction charging energy is much greater than the characteristic Josephson coupling energy EJ .
Our simulations showed that a low voltage (low current state) is optimal to observe correlations
in the current because the average charge density is low and the charges are ideally separated by
approximately ⇤. We have shown that these devices exhibit strong correlation between charges,
which is a requisite of a current standard device. However, we have also shown that correlations
within the charge distribution are strongly dependent upon the voltage bias applied across the
array and at the necessary current magnitude, correlations are completely destroyed. This casts
doubt on the device’s potential as a metrological current device. This problem could be overcome
however by combining many devices in parallel, which would increase the absolute current. The
large EJ limit where conduction is dominated by either quasiparticles or Cooper pairs could
also be investigated to maximise current. In either case, background charges may be a limiting
factor in the achievable precision for a current standard with these circuits.
We have identified fluctuations of the recombination (electron-hole annihilation) site in di↵erent
parameter regimes. In array experiments, which are tuned to minimise this e↵ect (regulating
the recombination site to approximately the centre of the array), it is important that the device
used for charge sensing, for example, an SET, is placed clear of this site. Readout at this site is
an unreliable source of the correct charge transitions through the array since the charge of an
electron-hole pair tunnelling onto the island would annihilate, registering as zero charge by the
SET and generating errors in the count rate.
We found that the current within an array driven by a small fixed bias V and a tuneable
o↵set voltage U can exhibit significant modulation across U . The structure of this modulation
is characteristic of charge correlation patterns, which are periodic in U . The filling fractions
within the current can be tuned via the voltage to maximise or quench the current signal.
Filling factors are highly sensitive to the presence of background charges and small fractions
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can not be observed in the limiting case of maximal disorder. We have shown that when the
disorder distribution is broader than maximal disorder, the addition of a whole charge forces
the distribution to fold back into the maximal disorder interval. While this work predicts large
filling fractions to be observable and strong U -modulation at maximal disorder, junction array
experiments could test these predictions of our model and investigate the reproducibility of the
current response. Other possible expansions of this work are discussed in section 5.3.4.
In the superconducting limit, we studied the e↵ect of quasiparticles and Cooper pairs on the
linear circuit dynamics as a function of both voltage and magnetic field and the influence of
charge disorder on the current-voltage characteristics. The disordered linear array model exhibits
shifts in the voltage threshold with a strong dependence on the individual disorder realisations,
which equilibrate to an equilibrium state just above threshold, similarly to the normal conducting
case. For the bilinear array, we used our theoretical model to simulate an experimental current-
voltage response [11], systematically varying the fixed voltage and disorder strength. Various
values of the Dynes parameter were included in the numerical simulations to model sub-gap
processes, which are an important modifier of the array’s conduction properties. While the
simulations showed good agreement with the current magnitudes, Coulomb blockade and sharp
threshold voltage of the experimental current-voltage characteristics [11], our model does not
predict the perfect current mirror that was reported. Possible extensions of this work, including
potential reasons for this discrepancy, are discussed in section 6.3.2.
Although this work has contributed to the knowledge of the transport properties in multi-
junction systems, several inconsistencies between theoretical predictions and experimental ob-
servations remain open questions. For instance, additional investigation is required to determine
the mechanism responsible for the reported current reversal above and below the critical field
[10]. Further work could include, for example, investigating Andreev reflections as the origin
of the reversal. Nevertheless, there remains experimental e↵ects to be understood and as this
thesis has shown, new physics to be discovered in junction array circuits.
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We study theoretically the nature of correlations in space and time of the current in a one-dimensional bilinear
array of tunnel junctions in the normal conduction limit, using the kinetic Monte Carlo method. The bilinear array
consists of two parallel rows of tunnel junctions, capacitively coupled in a ladder configuration. The electrostatic
potential landscape and the charge-charge interaction length both depend on the circuit capacitances, which in
turn influence transport and charge correlations in the array. We observe the formation of stationary charge states
when only one rail is voltage biased. When a symmetric bias is applied to both rails, the site at which the positive
and negative charge carriers recombine can drift throughout the array. We also calculate charge densities and
auto- and cross-correlation functions.
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I. INTRODUCTION
Tunnel junction arrays are interesting devices as they
straddle the boundary between discrete systems such as
quantum dots and single-electron transistors (SETs) and more
continuous systems such as one-dimensional (1D) quantum
wires. Arrays of tunnel junctions are also a candidate device
for a quantum definition of the ampere.1 Such devices display
correlated transport properties due to the inherent electrostatic
interactions of excitations moving through the array,2 which
can extend across many junctions. These interactions can
manifest as quasibound charge pairs, solitons, or the formation
of a Wigner lattice, where the latter is central to their use
in metrology. These correlated charges have been observed
directly in real time as periodic, discrete spikes of current,
each associated with one electron.3
Bilinear arrays of tunnel junctions consist of two parallel
linear arrays (rails) of tunnel junctions capacitively coupled
by a capacitance CC [see Fig. 1(b)]. Charge transport through
bilinear arrays can be carried by effective excitons,4 whereby
electrons flow through one rail and holes flow in the other
rail. This phenomenon is due to the long-range Coulomb
potential of individual charge carriers, which enables the
rails to exchange momentum and energy and forms the
basis of the current drag effect.5,6 Even in the limit of zero
tunneling between rails, Coulomb interactions between rails
are sufficient to open a charge gap and generate correlations
between charges in opposite rails. Correlated transport has
been measured in bilinear tunnel junction arrays via correlated
noise measurements of the current,6 however, it has not been
measured at the level of single charges.
In this paper we study the nature of the correlations in
space and time of the current in a biased bilinear array
in the normal conduction limit. We begin by discussing
the transport properties in a 1D linear array consisting of
N = 50 identical islands separated by N − 1 identical tunnel
junctions [Fig. 1(a)] to provide a comparison to the 1D bilinear
array, which consists of two N = 50 capacitively coupled
tunnel junction arrays [Fig. 1(b)]. As the probability for
cotunneling events spanning the system dramatically decreases
with increasing resistance R, cotunneling is neglected and
charge transport is dominated by incoherent single-electron
transitions.
As an electron propagates along the array, it not only raises
the potential of its island, but also the surrounding islands,
thereby preventing other electrons from tunneling into the area.
This exponential repulsive interaction U experienced by a pair
of charges on sites m and n is
U ∝ e−|m−n|/!, (1)
where the length ! depends on the circuit capacitances—
the junction CJ and the gate capacitance CG—and can be
approximated by7,8
! ≈
√
CJ
CG
. (2)
This interaction length characterizes the spatial separation
between charges and therefore the properties of the correlated
transport.
We used the stochastic kinetic Monte Carlo (KMC)
method9,10 to model the charge dynamics in nonlinear time. By
exploring stochastic sequences of transitions via the Gillespie
algorithm,11 KMC generates highly accurate and efficient
simulations of the temporal evolution of the system that repli-
cate experimental observations. Following the usual orthodox
theory,12–16 the transition rate associated with transition i → j
is governed by
"i→j = #E
q2e RT
1
e#E/kBT + 1 , (3)
where #E is the change in energy of the transition, qe is
the elementary charge, RT is the junction tunnel resistance,
kB is the Boltzmann constant, and T is the electron tem-
perature. The time between tunneling events #t (i.e., the
time the system spends in a specific charge configuration i)
represents a single KMC time step. The KMC algorithm is
repeated, keeping track of all quantities, until good statis-
tics are obtained. We use at least 106 Monte Carlo steps
and ensure the system has equilibrated before collecting
statistics.
All simulations presented here assume an electron temper-
ature of T = 30 mK. At this temperature the total capacitance
of each island is sufficiently small so that the charging energy
EC = q2e /2C$ of the islands is much greater than the energy
of thermal fluctuations kBT . We assume that RT is much
245101-11098-0121/2013/88(24)/245101(10) ©2013 American Physical Society
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FIG. 1. (a) Linear array circuit diagram consisting of N − 1
tunnel junctions. Voltage can be applied at either or both ends and each
junction has a junction capacitance CJ . Each island is capacitively
coupled to a ground plane through a ground capacitorCG. (b) Bilinear
array circuit diagram consisting of two capacitively coupled linear
tunnel junction arrays. Each island is capacitively coupled to the
corresponding parallel island in the opposite rail by a capacitance
CC .
greater than the quantum (Klitzing) resistance RT " RK =
h/q2e . For these simulations RT = 106 !, but the exact value
is unimportant as this simply rescales the time between
Monte Carlo steps. The ground and junction capacitances
are CG = 2 aF and CJ = 50 aF, respectively, which gives
our interaction length " = 5. We can also reasonably assume
that the energy relaxation is significantly faster than all other
dynamics, allowing the electrons to be described by a Fermi
distribution. These conditions ensure that the system is always
in a well-defined charge state, therefore the orthodox theory
of single-electron tunneling14–16 applies.
Beginning with an empty array, we equilibrate the cir-
cuit (evolve until a stable charge configuration is reached)
before collecting statistics. In an experimental array, un-
controlled charged impurities (background charges) induce
an additional random offset charge on every island. Such
background charges affect both threshold voltages V(th) and
the soliton flow.17–19 Arrays with a short soliton length
are more sensitive to these irregularities in the potential
from island to island. Here we neglect background charges
as we specifically consider correlations in relatively long
arrays.
II. LINEAR ARRAY
We begin by summarizing the important results for corre-
lated charge transport in a symmetrically biased (V = −U =
#V/2) linear array of N = 50 islands [see Fig. 1(a)]. This
investigation provides a comparison to that of the bilinear
array.
Using the N ×N capacitance matrix,
Cmn =

CG + 2CJ −CJ 0 . . .
−CJ CG + 2CJ −CJ . . .
0 −CJ . . . . . .
.
.
.
.
.
.
.
.
.
, (4)
and the method proposed by Devoret20 and recently sum-
marized by Fay et al.,21 we describe the system by the
Hamiltonian,
H =
∑
n,m
[
1
2
C−1mnQnQm + δn,1C−1mnQmCJV
+ δn,NC−1mnQmCJU
]
, (5)
where Qn is the charge on the nth site and δ is the Kronecker
delta function. Using the Hamiltonian we can compute the
energy of an arbitrary charge configuration.
Taking the analytic form of the Hamiltonian, we can
understand the origin of correlated transport. Using an analytic
inverse of the capacitance matrix,8 we derive the interaction
energy between two charges in the linear array. Assuming
an infinite array (i.e., N →∞) and setting V = U = 0, the
interaction energy between two charges Qm and Qn close to
the center of the array (m,n ≈ N/2) is given by
U (Qm,Qn) = Q
2
m
4CJ
(
1
sinh λ
)
+ Q
2
n
4CJ
(
1
sinh λ
)
+ QmQn
2CJ
(
e−|n−m|/"
sinh λ
)
, (6)
whereλ = 1/". In the limit of long interaction length ("" 1)
this gives
U (Qm,Qn) = Q
2
m
4
√
CJCG
+ Q
2
n
4
√
CJCG
+ QmQn
2
√
CJCG
(e−|n−m|/"). (7)
This expression is composed of two charging energy terms
plus an interaction energy term.
A similar analysis can be used to determine the thresh-
old voltage where conduction begins. To find V(th) we set
the voltage equal to the energy of a charge on the first
island,8
V(th) = qe2CJ (eλ − 1) . (8)
In the limit of long interaction length ("" 1) this gives
V(th) ≈ qe2√CJCG
, (9)
where, for our model, Eq. (8) gives #V(th) = 14.5 mV.
The charge occupancy diagram in Fig. 2(a) shows that
both charge carriers—electrons and holes—exhibit strong
time-correlated charge transport at every site n. Due to the
symmetric potential #V , charges of the same sign cannot
tunnel from one end of the array to the other. Instead electrons
recombine in the middle of the array with holes tunneling
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FIG. 2. (Color online) (a) Charge occupancy diagram as a
function of time and position within the linear array at!V = 20 mV.
Correlated electrons (red) and holes (blue) flow in opposite directions.
White represents the zero charge state. Many dipole states form near
the recombination site. (b) Average charge distribution as a function of
position. For low voltages there are periodic oscillations in the charge
distribution. This can be attributed to the (temporally) correlated
transport seen in (a) and the effect of the boundaries of the array.
in the opposite direction, resulting in a net flow of current.
Furthermore, the correlations are more spread out at the center
of the rail as the potential drop between sites is not even
throughout the length of the array, i.e., there is not a uniform
drop in potential per site.
A dipole state is created within the array when a charge
induces a neighboring charge of opposite polarity. The creation
and recombination of such dipole states increases with "
as the charges can exert a greater influence on their nearest
neighbor sites and the creation of a hole is more energetically
favorable.22 The energy required to create a dipole within the
array (relative to the energy of a single charge) is
U (1,−1)/U (1,0) = 1/2", (10)
therefore the energy required to create a dipole decreases as
the separation between charges (") increases.
We can already see evidence of correlated transport in the
average charge distribution within the array [Fig. 2(b)]. At
low !V , the charge distribution exhibits periodic peaks, a
signature of correlated transport.
To investigate these correlations, we compute the charge-
charge correlation spectrum F[〈Qn(τ )Qm(0)〉] (see Fig. 3).
In principle, we can calculate the correlations between
charges directly from the KMC output.9 However, we find
that performing a linear sampling of the data (we use a
bandwidth BW = 20 GHz throughout) and then taking the
fast Fourier transform (FFT) provides a more efficient method
for calculating the spectrum of the charge-charge correlations.
Note that while state-of-the-art charge detectors have a lower
BW than the 20 GHz used in our simulations, the parameters
in our model (CJ , RT ) could be optimized experimentally to
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FIG. 3. (Color online) Spectral response of the linear array
charge-charge correlation function measured at n = 5, for increasing
voltage in steps of 5 mV. For increasing voltage, the peak frequency
increases but the peak amplitude diminishes due to higher average
charge densities which reduce the formation of correlated charge
states. At low voltages, the peak frequency fp corresponds to
an effective charge carrier of precisely qe, i.e., fp = I/qe. Inset:
Current-voltage characteristics measured at the first junction and
characterized by a Coulomb blockade—a zero-current state for bias
|!V | below the characteristic !V(th) = 14.5 mV [Eq. (8)].
produce spectra within the detection window of the chosen
detector.
The correlation functions show clear and distinct peaks,
indicating strong correlations in the transport carriers in these
junction arrays. The correlations are robust due to the large
correlation length (" = 5). This is consistent with the charge
occupancy diagram Fig. 2(a), where we also saw strong
correlations between charge carriers—even the annihilation of
the electron-hole pairs occurs periodically. As !V increases
and the applied bias exceeds the force of Coulomb repulsion,
correlations begin to decay. We see this as the gradual flattening
out and disappearance of the correlation peak.
This breakdown of correlated transport can be understood
from Fig. 4, where we show the average charge density
for the entire array. Correlated charge transport begins at
the onset of conduction !V(th) when at least one charge is
present in the array. For " = 5, one could expect that the
optimal separation between charges is ∼5 sites, i.e., this
is the period. Therefore there are optimally ∼10 charges
in the linear array at any one time. However, increasing
!V injects more charge carriers into the array, increasing
the charge density (thereby reducing the average charge
separation). As charges are pushed closer and closer together,
the applied voltage overwhelms the Coulomb force responsible
for periodic separation of the charges. When charges can no
longer maintain their well-defined positions with respect to
one another, correlations are destroyed and so the peaks are
suppressed. We observe transport through the array to become
predominately uncorrelated when !V ! 50 mV.
The strength of the correlations also varies with position
within the array, where correlations become progressively
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FIG. 4. (Color online) Average charge density within the linear
array as a function of !V . For !V ! 44 mV, on average the
charges are separated by less than ". For higher voltages, the charge
separation is reduced and this ultimately leads to the breakdown of
correlated transport (see Fig. 3).
weaker towards the center where opposing carriers recombine.
This is consistent with Fig. 2(b), where the charge distribution
is approximately zero at the center of the array.
III. BILINEAR ARRAY
We now turn our attention to a bilinear array, consisting
of two N = 50 linear arrays of islands [see Fig. 1(b)]. The
two arrays are capacitively coupled by CC (i.e., not by tunnel
junctions), so charges cannot tunnel between the two rails.
We consider three different biasing regimes: symmetric
single-rail, symmetric dual-rail, and antisymmetric dual-rail
(escalator) biasing. In the symmetric single-rail case, a
symmetric potential bias !V is only applied to the upper rail,
i.e., !V1/2 = V1 = −U1. In the symmetric dual-rail biasing
regime, a symmetric potential !V is applied to both rails,
i.e., !V1 = !V2. Finally, in the bias regime we term escalator
biasing, a symmetric bias is applied to both rails, but with
opposite sign, i.e., !V1 = −!V2. Two different coupling
strengths are also investigated: weak CC = CG and strong
CC = 5× CG = CJ/5.
We use the method discussed in Sec. II to construct the
capacitance matrix,
Cmn =

CG + 2CJ + CC −CJ 0 0 . . . −CC 0 . . .
−CJ CG + 2CJ + CC −CJ 0 0 . . . −CC 0
0 −CJ CG + 2CJ + CC −CJ 0 0 . . . −CC
0 0 −CJ . . . . . . . . . . . . . . .
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
. (11)
Note that the bilinear array capacitance matrix is essentially a
double copy of the linear array except for the inclusion of the
coupling terms. Similarly, the Hamiltonian is given by
H =
∑
n,m
[
1
2
C−1mnQnQm + δn,1C−1mnQmCJV1
+ δn,N+1C−1mnQmCJV2 + δn,NC−1mnQmCJU1
+ δn,2NC−1mnQmCJU2
]
, (12)
where we can now apply a bias voltage at either end of both
rails.
There are two cases for the interaction energy in the bilinear
array, either where charges m and n are in the same rail or
where charges m and n are in different rails. Similarly to the
linear case, we can use the analytic inversion of the bilinear
capacitance matrix23 to obtain expressions for the interaction
energy between two charges Qm and Qn,
U$(Qm,Qn) = Q
2
m
8CJ
(
1
sinh λ+
+ 1
sinh λ−
)
+ Q
2
n
8CJ
(
1
sinh λ+
+ 1
sinh λ−
)
+ QmQn
4CJ
(
e−λ+|m−n|
sinh λ+
+ $ e
−λ−|m−n|
sinh λ−
)
, (13)
where $ = ±1 corresponds to charges within the same rail or
different rails, respectively, and where λ± is defined by
2 cosh λ± = 2+ CG
CJ
+ CC
CJ
(1∓ 1). (14)
Again, similarly to the linear case, we calculate !V(th) for
fixed !V2 for a symmetric bias, assuming positive voltage,
!V1(th) =
{ qeA11
CJ (1−A11) + !V2B11(1−A11) , !V2 > 0,
qeA11
CJ (1−A11) , !V2 " 0,
(15)
where A11 = 12 [e−λ+ + e−λ− ] and B11 = 12 [e−λ+ − e−λ− ] for
large N . The threshold voltage is similar for !V2, where the
conduction threshold is whichever of the two (!V1(th) or!V2(th) )
is lower.
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FIG. 5. (Color online) Current-voltage characteristics of the (a)
upper and (b) lower rails with weak CC . !V1 (!V2) is applied to the
upper (lower) rail. White contour lines show the analytical conduction
voltage !V(th).
In Fig. 5, we plot the current-voltage characteristics for
weak CC and show the threshold voltages for the upper and
lower rails, calculated by Eq. (15). The region between these
lines represents the Coulomb blockade state, wherein there
is zero charge flow. Outside these lines (i.e., ! !V(th)), the
rail conducts, although conduction begins slowly. The current-
voltage characteristics for strong CC are similar except for the
increased Coulomb gap along the line corresponding to escala-
tor bias, due to the dipole injection effect, discussed in Sec. V.
IV. STATIC STATES: SINGLE-RAIL BIASING
When a symmetric single-rail bias (!V1 != 0, !V2 = 0) is
applied and the rails are decoupled (i.e., CC = 0), as expected
no parasitic current or static charge states are induced in the
undriven rail because the rails are independent, whereas weak
CC (i.e., CC = CG) allows the undriven rail to weakly feel the
potential of the driven rail. While it is not sufficient to produce
parasitic current, static charge states are created in the undriven
rail, whereby holes enter from the left and electrons enter from
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FIG. 6. (Color online) Charge occupancy diagrams for symmetric
single-rail bias !V1 = 25 mV within the (a) driven and (b) undriven
rails with weak CC . In the undriven rail, we see stationary charge
states, i.e., the rail does not conduct at this value of !V1.
the right [Fig. 6(b)]. These charges penetrate a finite distance
into the array but do not result in a net current, but rather in
stationary charge states (or charge polarization). While these
states are not temporally correlated, they do exhibit spatial
correlation. As a result, in the single-rail bias regime, we
do not observe moving charge correlations in the driven and
undriven rails simultaneously because the energy differences
of the two rails are too great and interrail correlations are
always destroyed before a drag current is observed.
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FIG. 7. (Color online) Average charge distribution per site for
symmetric single-rail bias. For (a) weak CC , the peaks in the driven
rail charge distribution at low !V1 are indicative of correlated
transport. Inset: Stationary states form in the undriven rail. (b) Strong
CC reduces correlations in the driven rail and (inset) induces a greater
number of static states in the undriven rail.
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Figure 7 shows the average charge distribution within the
array for both weak and strong CC . The peaks in the driven
rail charge distribution for weak CC at low !V1 [Fig. 7(a)]
are a signature of correlated transport, whereas stationary
states form in the undriven rail. As !V1 is increased, the site
occupancy in the driven rail becomes much greater than one
and correlations are suppressed.
One typically expects larger CC to lead to current drag
effects, however, increasing CC suppresses charge correlation
in the driven rail [Fig. 7(b)] at lower!V1 and creates a greater
number of static states in the undriven rail, as discussed above.
We therefore see again that single-rail biasing cannot induce
a parasitic current while also displaying correlated transport.
V. SYNCHRONIZED CORRELATIONS:
DUAL-RAIL BIASING
We now turn our attention to equally driving both rails,
looking for synchronized correlations. First, we consider
a symmetric dual-rail bias (!V1 = !V2). The space-time
diagrams show strong correlated transport in both rails for
both weak (Fig. 8) and strong (Fig. 9) CC . In addition,
when the upper and lower rail charge occupancy diagrams are
superimposed, we see that the correlations are synchronized.
Rather than seeing the current correlations precisely overlap,
we see that the correlations tend to be out of phase with one
another, signifying charge locking, which results in strong
(anti-) correlations between rails (i.e., cross correlations).
The autocorrelation functions in Fig. 10 show clear and
distinct peaks, indicating strong correlations within a rail.
As the applied voltage begins to dominate over Coulomb
repulsion, the robust correlation peak gradually decays and
flattens out, indicating that correlation has been lost. Similarly
to the linear case, the strength of the correlations varies at
different positions within the array. The charge carriers become
increasingly correlated as they tunnel towards the center of the
array away from edge effects. The autocorrelation functions
are also near identical for symmetric sites (upper and lower
rails). As seen in the linear case, the correlations are weakest
5 10 15 20 25 30
20
40
Si
te
 n
um
be
r
5 10 15 20 25 30
20
40
Si
te
 n
u
m
be
r
5 10 15 20 25 30
20
40
Time [ns]
Si
te
 n
u
m
be
r
(a)
(b)
(c)
FIG. 8. (Color online) Charge occupancy diagrams for symmetric
dual-rail bias !V = 25 mV within the (a) upper and (b) lower rails
with weak CC . (c) shows (a) superimposed on (b). The currents are
out of phase with one another, evidence of synchronized correlations.
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FIG. 9. (Color online) Charge occupancy diagrams for symmetric
dual-rail bias !V = 25 mV within the (a) upper and (b) lower rails
with strong CC . The upper and lower rail recombination sites move
in unison, creating an unequal number of electrons (holes) in each
rail. In (c), where (a) is superimposed on (b), we see that the currents
are out of phase with one another, suggesting that the currents are
anticorrelated.
in the center of the array due to the reduced average charge
occupancy.
For the specific case of symmetric bias, Eq. (15) simplifies
to
!V(th) = qeA11
CJ (1− A11 − B11) , (16)
which for our model gives!V(th) = 13.5 mV for weak CC and
!V(th) = 11.9 mV for strong CC . These thresholds compare
well to the current-voltage characteristics given in Fig. 10.
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FIG. 10. (Color online) Spectral response of the charge-charge
correlation function for symmetric dual-rail bias with weak CC
calculated at n = 5, for increasing voltage in steps of 5 mV. Similarly
to the linear case, as voltage increases, the peak frequency increases
linearly with increasing current, but higher voltage weakens the
correlations. Inset: Current-voltage characteristics of the upper rail
measured at the first junction. Lower rail characteristics are identical
for this bias type. Strong CC (black) induces slightly larger currents
and smaller Coulomb gaps than weak CC (gray).
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FIG. 11. (Color online) Charge occupancy diagrams for escalator
bias!V = 20 mV within the (a) upper and (b) lower rails with weak
CC . (c) shows (a) superimposed on (b). Nearly identical correlations
suggest temporally correlated currents with charge carriers consisting
of very strongly bound dipole states.
We now consider an escalator bias (i.e., antisymmetric
biasing of both rails,!V1 = −!V2). In this regime, both rails
show very strong spatial and temporal charge correlations in
the current carriers (see Fig. 11). The correlations in each
rail are nearly identical in space and time, suggesting that
the bond between each electron-hole pair (interrail dipole
states) is very strong and that they tunnel as an effective
single entity through the circuit (even though we do not
consider cotunneling in our model). It is considerably more
energetically favorable for a dipole to tunnel as a unit than for a
dipole to break up or induce excess charge. The autocorrelation
functions for an escalator bias in Fig. 12 also show strong
correlations between charges. In addition, the average charge
distribution for both a symmetric dual-rail and escalator bias
show correlations of the charges (Fig. 13). The oscillations in
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FIG. 12. (Color online) Spectral response of the charge-charge
correlation function for escalator bias with weak CC calculated at
n = 5, for increasing voltage in steps of 5 mV. Inset: Current-voltage
characteristics of the upper (solid) and lower (dashed) rails measured
at the first junction. StrongCC (black) induces slightly larger currents
and Coulomb gaps than weak CC (gray).
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FIG. 13. (Color online) Average charge distribution per site in the
upper rails for (a) symmetric dual-rail and (b) escalator biasing (for
weak CC). Insets: Lower rail average charge distribution.
the charge distribution are more pronounced for escalator bias
due to the strongly correlated transport, whereas for symmetric
bias, recombination site drift tends to average out the charge
distribution oscillations.
We can calculate the interaction energy for the escalator
bias case, where we have two charge dipoles (i.e., four charges)
interacting,
U (Qm,Qn) = Q
2
m
2CJ
(
1
sinh λ−
)
+ Q
2
n
2CJ
(
1
sinh λ−
)
+ QmQn
CJ
(
e−λ−|m−n|
sinh λ−
)
. (17)
Therefore the interacting dipoles have separation 1/λ− ≈ 1.53
for strongCC and much larger charging energy when compared
to an equivalent linear array (1/2 sinh λ− # 1/4 sinh λ). This
configuration is considerably more energetically favorable
than less symmetric arrangements of the four charges, resulting
in strongly locked (and correlated) electron-hole pairs.
This creation of quasibound dipole pairs also results in a
larger Coulomb gap for escalator bias [see Figs. 12 and 16(b)].
The reduced energy required to create a dipole pair means that
a larger voltage bias is required to induce flow when compared
to the symmetric bias case.
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FIG. 14. (Color online) Multiple histograms of the charge distribution plotted as a function of Monte Carlo time step for the symmetric
dual-rail biased array at !V = 20 mV. Electrons (holes) are represented by red (blue) and the recombination site (i.e., point of zero charge)
by white. The color scale is truncated for clarity. For weak CC , we see fluctuation of the opposing charge recombination site back and forth
between ∼15 sites from either end of both the (a) upper and (c) lower rails. Strong CC causes the recombination site in both the (b) upper and
(d) lower rails to fluctuate much more erratically, almost along the full length of the rails. Notice the anticorrelation of the upper and lower rail
charge distributions.
VI. FLUCTUATION OF THE RECOMBINATION SITE
We observed that the position within the array at which
the positive and negative charge carriers recombine (the
recombination site) in symmetrically biased arrays is not
always the central site and is not fixed. In both the linear
and bilinear arrays, the recombination site can drift several
sites left or right from the center of the rail. However, under
certain conditions, the current recombination site can drift
much more widely. While we measured drifting of the current
recombination site in all biasing regimes, the effect is most
prominent with an equal symmetric dual-rail bias. Figure 14
shows fluctuation of the recombination site in both rails for
both weak and strong CC . For weak CC , we see the variation
of the recombination site as it drifts between approximately
n = 15 and 35 in the upper rail. The different possible charge
states of these sites all have approximately the same energy,
therefore the recombination is likely to occur at any of these
sites.
Strong CC causes the recombination site to fluctuate much
more erratically, almost along the full length of the rails. The
drifting of the recombination site is also evident in Fig. 9,
where we see each rail dominated by a particular charge carrier
(i.e., electrons or holes). In general, the recombination site in
each rail is not locked, and in fact we see strong anticorrelation
of the entire charge distribution. As the recombination site
fluctuates back and forth in a particular rail, the corresponding
recombination site in the other rail mirrors this behavior in
such a way as to guarantee an effective net charge of zero
for the entire circuit. This is due to the interplay between the
injection of electrons and holes in the individual rails and that
of the tendency to form electron-hole pairs between rails.
VII. ANTICORRELATED CHARGE TRANSPORT
We now consider the temporal correlations of charges
between rails, 〈Qm(0)Qn(τ )〉. This is a measure of the
anticorrelation of the pairs, i.e., correlation between rails.
This enables us to determine when the charges and therefore
currents are correlated or anticorrelated.
We see from the cross-correlation functions in Fig. 15(a)
that a symmetric dual-rail biased array with weak CC exhibits
strong correlations between rails towards the ends of the array.
However, the functions are weaker towards the center as a
result of the slight recombination site drift. These observations
are consistent with the synchronized correlations in the outer
edges of the array and slight drift of the recombination site
in Fig. 8(c). Note that at τ = 0, the functions are negative at
all three positions and the functions have the same period,
which shows that the entire upper and lower rail charges are
anticorrelated.
Due to the extreme drifting of the recombination site in the
strong CC case, there is significant loss of cross correlation
[see Fig. 15(b)]. There is, however, an overall anticorrelation
between rails which increases towards the center of the array.
This result is a direct consequence of the anticorrelation
behavior of the recombination site drift.
When an escalator bias is applied with weakCC , the charges
between rails are strongly locked together with only a slight
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FIG. 15. (Color online) Cross-correlation functions calculated at
!V = 25 mV in the center of the array (n = 25) and the outer edge,
n = 35 and n = 45 for symmetric dual-rail bias with (a) weak and
(b) strong CC and escalator bias with (c) weak and (d) strong CC .
drift of the recombination site [see Fig. 11(c)]. This is also
apparent in the cross-correlation functions in Fig. 15(c), where
the charges in the two rails are strongly correlated at the
edges, but weaker at the center. This is an important point
for experiments in which a SET is used to measure current
correlations through a symmetrically biased array. Placing the
SET in the middle of the array would result in weak current
correlation measurements that are not indicative of those in
the entire array. This point of minimum correlation can also be
modified by applying an asymmetric bias (V1 != −U1), such
that the charge state of the array is either electron or hole
dominated.
An escalator bias with strong CC produces an anticorre-
lation between rails considerably stronger than that produced
in the symmetric dual-rail, strong CC case, again due to the
locking of effective dipole states.
In Fig. 16, we investigate cross correlation in more depth
by plotting a correlation map as a function of applied voltage.
This map is calculated for the cross correlations of charges
at n = 5, at zero time lag τ [i.e., 〈Qm(0)Qn(0)〉]. As we saw
in the cross-correlation functions (Fig. 15), the charges are
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FIG. 16. (Color online) Correlation map over the!V1-!V2 plane
at n = 5 with (a) weak and (b) strong CC . The currents are either
uncorrelated (zero) or anticorrelated (negative). White contour lines
show the analytical conduction voltage !V(th).
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either uncorrelated or anticorrelated. For weakCC , charges are
most strongly anticorrelated for an escalator bias (sweeping top
left to bottom right), which is also consistent with the cross-
correlation functions (Fig. 15). The strength of the correlations
decreases with increasing voltage. The anticorrelation peaks
in the lower-left and upper-right corners correspond to a
symmetric dual-rail bias. The solid white lines show the
analytical threshold voltages for the upper and lower rails,
calculated by Eq. (15). The peaks within the Coulomb gap
represent anticorrelations between static states in the undriven
rail and current in the driven rail.
For strong CC , we see that charges are again strongly
anticorrelated for an escalator bias (sweeping top left to bottom
right). There are a greater number of peaks within the Coulomb
gap corresponding to anticorrelations between static states in
the undriven rail and current in the driven rail. For strong CC ,
the injection of dipole states in the escalator biasing regime
has a larger Coulomb gap, as previously seen in Fig. 12. In this
case, a hole cannot tunnel through one rail unless its matching
electron is also injected in the other rail.
VIII. CONCLUSION
This work focuses on the nature of the correlations in
space and time of the current in a biased bilinear array of
nonsuperconducting tunnel junctions. We have demonstrated
that both high !V and strong interrail capacitance destroy
charge correlations within a rail. When only one rail is biased,
the undriven rail does not show temporal correlated charge
transport, however, static quasiparticle states are created which
show some spatial correlation. When both rails are biased
we observe temporally and spatially synchronized correlations
between rails. Furthermore, both an escalator and symmetric
dual-rail bias induce anticorrelated currents. We also observed
significant drifting of the recombination site in a symmetrically
biased array.
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Abstract—We study a bilinear array of normal tunnel junctions
in order to theoretically investigate the nature of correlations in
space and time of the current. The bilinear array consists of two
parallel rows of tunnel junctions which are capacitively coupled
in either a straight or slanted coupling configuration. We use
the kinetic Monte Carlo algorithm to simulate the time evolution
of the array. We show that while slanted coupling modifies the
correlated transport behaviour within the array compared to
straight coupling, both circuit topologies show instability of the
charge distribution during the conducting state.
I. INTRODUCTION
While tunnel junction arrays are simple devices, they exhibit
a range of interesting and complex behaviours. An important
example is that charges flow though the device in a quasi-
periodic (temporally correlated) fashion. This makes them a
candidate device for use in quantum metrology, such as in cur-
rent standards [1], [2], [3]. However the practical implantation
of such a quantum metrological standard requires a thorough
understanding of the interplay of the charge carriers, the role
of background charges and precise control and manipulation of
the electron dynamics. Currently this fundamental theoretical
knowledge is incomplete.
Transport within junction arrays can consist of quasi-
periodic charge states, which form as a result of the long-range
Coulomb potential between individual charges. This repulsive
interaction U experienced by a pair of charges on sites m and
n is U ∝ e−|m−n|/Λ, where the length Λ (measured in the
number of islands) depends on the circuit capacitances—the
junction CJ and the gate capacitance CG, see Fig. 1). For
CG, CC " CJ , Λ ≈
√
(CG + 2CC)/CJ , where CC is the
coupling capacitance between rows of tunnel junctions. This
interaction length characterises the spatial separation between
charges and therefore the properties of the correlated transport.
A bilinear array consists of two linear tunnel junction ar-
rays which are capacitively coupled. This capacitive coupling
between arrays can take the two common forms, straight or
slanted (see Fig. 1(a) and Fig. 1(b), respectively). Although
there have been studies of small tunnel junction arrays with
slanted coupling, these studies focused primarily on current-
voltage characteristics [4], the current-mirror effect [5], [6]
and/or superconducting transport [7], [8]. Here we investigate
the nature of the correlations in space and time of the current in
a biased one-dimensional (1D) bilinear tunnel junction array
with slanted coupling, in the normal conduction limit (i.e.,
superconductivity is suppressed). We then compare our results
with our previous work on correlated transport in junction
arrays with straight coupling [9]. While correlated transport
has been measured in bilinear tunnel junction arrays via cor-
related noise measurements of the current [8], it has not been
measured at the level of single charges. This analysis provides
a theoretical comparison for current and future bilinear array
experiments.
We begin by discussing our theoretical model. Following
this, we consider the current-voltage characteristics, correlated
transport and the instability of the conducting state within the
array for different parameter regimes.
II. MODEL FOR NORMAL CONDUCTION
We consider a biased bilinear array of tunnel junctions
which consists of two parallel linear arrays (rails) of tunnel
junctions capacitively coupled by a capacitance CC (i.e., not
by tunnel junctions), so charges cannot tunnel between the
two rails, see Fig. 1. Each rail consists of N = 50 islands
separated by identical tunnel junctions. Each junction has an
effective capacitance CJ and a capacitance to ground CG. We
investigate two different circuit topologies: straight and slanted
coupling. The straight coupling case capacitively couples each
island to the corresponding parallel island in the opposite
rail, Fig. 1a. The slanted coupling case capacitively couples
each island to two islands in the other array, excluding the
boundaries, see Fig. 1b.
The energy of the system is given by
H =
∑
n,m
[
1
2
C−1mnQnQm + δn,1C
−1
mnQmCJV1
+ δn,N+1C
−1
mnQmCJV2 + δn,NC
−1
mnQmCJU1
+ δn,2NC
−1
mnQmCJU2
]
(1)
for a particular charge configuration Q and bias V , U . The
source terms are included via the Kronecker delta function
δn. The capacitance matrix of the system is given by (2),
where η = 0, 1 for straight or slanted coupling, respectively.
Throughout this paper we consider two different biasing
regimes: symmetric dual-rail biasing and antisymmetric dual-
rail (escalator) biasing. In the symmetric dual-rail case, a
978-1-4799-3522-2/14/$31.00 © 2014 IEEE ICONN 201421
Cmn =

CG + 2CJ + CC(1 + η) −CJ 0 . . . −CC 0 . . .
−CJ CG + 2CJ + CC(1 + η) −CJ . . . . . . −CC . . .
0 −CJ CG + 2CJ + CC(1 + η) . . . . . . −ηCC . . .
...
...
. . . . . .
−CC
...
. . .
0 −CC . . .
... −ηCC . . .
...
...
. . .

(2)
+
−V2
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−
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+
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Fig. 1. Bilinear array circuit diagrams consisting of two linear tunnel junction
arrays capacitively coupled by a capacitance CC . We define positive current
to flow from left to right in each array. Voltage can be applied at either or
both ends and each junction has an effective capacitance CJ . Each island is
capacitively coupled to a ground plane through a ground capacitor CG. (a) In
the straight coupling regime each island is coupled to one island in the other
array. (b) In the slanted coupling case each island is coupled to two islands
in the other array, excluding the boundaries.
symmetric potential V1 = −U1 = ∆V1/2 is applied to both
rails, i.e., ∆V1 = ∆V2, where ∆V1,2 is the voltage drop
(V1,2−U1,2) across the rail. In the escalator case, a symmetric
bias is applied to both rails, but with opposite sign, i.e.,
∆V1 = −∆V2.
To simulate the charge dynamics of the array we use the ki-
netic Monte Carlo (KMC) algorithm. The ground and junction
capacitances are CG = 2 aF and CJ = 50 aF, respectively,
which gives our (uncoupled) interaction length Λ = 5. Two
different coupling strengths are investigated: weak CC = CG
and strong CC = 5× CG = CJ/5. All simulations presented
here assume an effective electron temperature of T = 30
mK. We assume that the orthodox theory of single-electron
tunnelling applies [10], [11], [2], [12], [13]. Cotunnelling is
neglected and charge transport is assumed to be dominated by
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Fig. 2. (Colour online) Current-voltage characteristics for straight (grey) and
slanted (orange) coupling for symmetric (dashed) and escalator (solid) bias.
Strong CC is used in all cases. Inset: Onset of conduction. Inset has same
units as main graph.
the first-order process of incoherent single-electron transitions
[9].
III. ARRAY CONDUCTION
In the case of an escalator bias with straight coupling, when
a single-electron is placed on a site in the upper rail, the
energy of the system will be lower if an electron is removed
from a neighbouring site in the lower rail. In other words, an
electron-hole pair forms which does not have the possibility
to recombine. This low-energy state can be conserved only if
the electron and the hole tunnel simultaneously (cotunnelling)
through the array, resulting in identical currents of opposite
signs in the two rails [14], [5], [15]. This is a second-order
process, making cotunnelling less likely.
In the case of slanted coupling however, the low-energy
state can be preserved for sequential tunnelling [5], [15], [4]
(a first-order process). It has been suggested that this correlated
sequential tunnelling process might be more favourable than
22
Fig. 3. (Colour online) Charge distribution within the upper rail for
symmetric dual-rail bias with (a) weak and (b) strong CC . The array was
initially empty and time is plotted from t = 0 to show the first charge
injections and the rapid ‘locking’ of the most stable charge configuration
at the specific value of CC . Charge distribution within the upper rail for
escalator bias with (c) weak and (d) strong CC . All charge distributions are
measured at∆V = 20mV with straight coupling. In the escalator bias, strong
CC case, the colour scale is truncated for clarity and actually varies from
approximately +3 to −3. Correlated electrons (red) and holes (blue) flow in
opposite directions. White represents the zero charge state.
the second-order process of cotunnelling via a quantum-
mechanical virtual state.
Fig. 2 shows the current-voltage response for both straight
and slanted coupling. The small trough in the symmetric bias,
slanted coupling current-voltage response (at approximately
17 mV) represents a commensurate filling factor state of 1
in 6 sites occupied. Similarly, for escalator bias with slanted
couplings we see variations in the conductance (at low voltage)
which correspond to other filling factors. These subtle effects
are swamped at high voltages as the system is far from
equilibrium.
Fig. 4. (Colour online) Equivalent charge distributions to Fig. 3 for slanted
coupling. (a) Weak and (b) strong CC for symmetric and (c) weak and (d)
strong CC for escalator bias. In the escalator bias, strong CC case, the colour
scale is truncated for clarity and actually varies from approximately +4 to
−4.
IV. CORRELATED TRANSPORT AND INSTABILITY OF THE
CONDUCTING STATE
Correlated charge transport can be seen in Fig. 3 and Fig. 4,
where we plot the charge distribution within the array as a
function of time, close to the threshold voltage Vth. The voltage
regime is important because a low voltage (low current state)
is optimal to observe correlations in the current [9] because
the average charge density is low and the charges are ideally
separated by approximately Λ.
The current consists of correlated electrons and holes which
annihilate at a specific position within the array (the recom-
bination site), resulting in current flow. The dominance of a
particular charge carrier within the rail may be seen, as well
as the position of the recombination site. We began these
simulations with an empty array and plotted time from t = 0
23
to show the first charge injections and the rapid ‘locking’ of
the recombination site.
In the case of symmetric bias, straight coupling, the re-
combination site continuously drifts back and forth along the
array as a function of time. In this regime, the recombination
site fluctuates widely as the array is ‘searching’ for the
lowest energy configuration. Since this regime does not have
a single minimal energy charge configuration, this results in
the formation of a bistable state within the rail. In the case of
symmetric bias, slanted coupling, in addition to stochastically
fluctuating along the length of rail, the recombination site can
also reach a metastable state at the end of the rail in the long
time limit, which depends sensitively on CC .
We see in the case of escalator biasing however, that the
recombination site drifts considerably less and remains at
approximately the centre of the array in the long time limit.
The ‘locking’ of the recombination site in this regime is
due to charges between the upper and lower rails forming
dipole states. These dipole states ‘lock’ the array into its most
stable charge distribution and force the array to resist the
asymmetrical injection or creation of charges which may break
apart these pairs.
As the charge distributions are plotted from t = 0 (without
an equilibrium phase), we see that correlated charge states
form almost immediately, illustrating how easy it is for the
charges to form dipole states in this regime. For strong interrail
coupling, banks of charge (polarisation states) form at the end
of the rails, although correlated transport is still evident within
the centre of the array.
While the charge distributions in Fig. 3 and Fig. 4 are
only of those in the upper rail, it should be noted that as the
recombination site fluctuates back and forth in a particular rail,
the corresponding recombination site in the other rail mirrors
this behaviour in such a way as to guarantee an effective net
charge of zero for the entire circuit.
In both coupling regimes with symmetric bias, as the voltage
is increased, the recombination site moves closer towards
the centre of the array. However higher voltage weakens the
correlations and transport begins to consist of a diffusive
mixture of electrons and holes [9], [16].
The instability of the conducting state has ramifications for
experiment, such as junction array single-electron counting
experiments [3], [17]. In such experiments the electron charge
is measured at a specific position along the array with a charge
sensor such as a radio-frequency single-electron transistor (rf-
SET). This analysis of the large fluctuations of the charge
distribution and the instability of the conducting state within
these arrays may provide a greater understanding of the
transport properties within these devices and information for
optimum charge sensor positions.
V. CONCLUSION
We have demonstrated the correlated incoherent transport of
quasiparticles within a slanted coupling bilinear junction array
and compared the results to previous work on these arrays
where a straight coupling configuration was used. Slanted
coupling modifies the correlated transport behaviour of the
array which results in different recombination site positions
and fluctuations The results demonstrate that both straight and
slanted coupling show instability of the charge distribution
during the conducting state.
ACKNOWLEDGMENT
KAW acknowledges the financial support of the Australian
Nanotechnology Network (ANN).
REFERENCES
[1] D. V. Averin and A. A. Odintsov, “Macroscopic quantum tunneling of
the electric charge in small tunnel junctions,” Phys. Lett. A, vol. 140,
no. 5, pp. 251–257, 1989.
[2] H. Grabert and M. H. Devoret, Eds., Single charge tunneling: Coulomb
Blockade Phenomena in Nanostructures, ser. NATO Advanced Studies
Institute, Series B: Physics. New York: Plenum, 1992, vol. 294.
[3] J. Bylander, T. L. Duty, and P. Delsing, “Current measurement by real-
time counting of single electrons,” Nature, vol. 434, no. 7031, pp. 361–
364, 2005.
[4] G. Y. Hu, R. F. O’Connell, and J. Y. Ryu, “Slanted coupling of one-
dimensional arrays of small tunnel junctions,” J Appl. Phys., vol. 84,
no. 12, pp. 6713–6717, 1998.
[5] P. Delsing, D. B. Haviland, and P. Davidsson, “Capacitively coupled
1D-arrays of small tunnel junctions,” Czechoslovak Journal Of Physics,
vol. 46, no. 4, pp. 2359–2360, 1996.
[6] Y. Mizugaki and H. Shimada, “Monte Carlo study of charge transport
in slantingly coupled arrays of small tunnel junctions,” Phys. Rev. B.,
vol. 71, no. 11, p. 7, 2005.
[7] M.-S. Choi, M. Y. Choi, and S.-I. Lee, “Capacitively coupled Josephson-
junction chains: straight versus slanted coupling,” Journal of Physics -
Condensed Matter, vol. 12, no. 6, pp. 943–957, 2000.
[8] H. Shimada and P. Delsing, “Current mirror effect and correlated
Cooper-pair transport in coupled arrays of small Josephson junctions,”
Phys. Rev. Lett., vol. 85, no. 15, pp. 3253–3256, 2000.
[9] K. A. Walker and J. H. Cole, “Correlated charge transport in bilinear
tunnel junction arrays,” Phys. Rev. B., vol. 88, p. 245101, 2013.
[10] K. K. Likharev and A. B. Zorin, “Theory of the Bloch-wave oscillations
in small Josephson junctions,” J. Low Temp. Phys., vol. 59, no. 3-4, pp.
347–382, 1985.
[11] D. V. Averin and K. K. Likharev, “Single electronics: A correlated
transfer of single electrons and Cooper pairs in systems of small tunnel
junctions,” in Mesoscopic Phenomena in Solids, B. L. Altshuler, P. A.
Lee, and R. A. Webb, Eds. Amsterdam: Elsevier, 1991, pp. 173–272.
[12] G.-L. Ingold and Y. V. Nazarov, “Charge Tunneling Rates in Ultrasmall
Junctions,” in Single Charge Tunneling: Coulomb Blockade Phenomena
in Nanostructures, H. Grabert and M. H. Devoret, Eds. New York:
Plenum, 1992, pp. 21–107.
[13] C. Wasshuber, Computational Single-Electronics. Wien: Springer, 2001.
[14] D. V. Averin, A. N. Korotkov, and Y. V. Nazarov, “Transport of electron-
hole pairs in arrays of small tunnel junctions,” Phys. Rev. Lett., vol. 66,
no. 21, pp. 2818–2821, 1991.
[15] P. Delsing and D. B. Haviland, “A current mirror based on single
electron devices,” Applied superconductivity, vol. 6, no. 10-12, pp. 789–
793, 1998.
[16] J. H. Cole, J. Leppa¨kangas, and M. Marthaler, “Correlated transport
through junction arrays in the small Josephson energy limit: incoherent
Cooper-pairs and hot electrons,” arXiv.org, 1310.0868, 2013.
[17] J. Bylander, T. L. Duty, G. Johansson, and P. Delsing, “Crossover from
time-correlated single-electron tunneling to that of Cooper pairs,” Phys.
Rev. B., vol. 76, no. 2, 2007.
24
1Scientific RepoRts ȁ ͻǣͷͽͻͽ͸ ȁ ǣ ͷͶǤͷͶ͹;Ȁͷͽͻͽ͸
ǤǤȀ
 Ƥ    
     

 Ǥ ǡ   Ƭ  Ǥ 
  Ǧ            
  Ƥ       Ǥ     Ƥ  
    ơ ǡ          ȋ 
    ơȌǤ  ơ         
             
  Ǥ        Ƥ        
        ǡ     Ǥ
Since the prediction1–3 and subsequent observation4,5 of single charge tunnelling in small metallic tunnel 
junctions, the !eld of low temperature nanoelectronics has developed rapidly. Fabrication of ultrasmall 
metallic islands allows the discrete nature of the island charge states to be observed. "is leads to the 
suppression of conduction at low bias voltages, due to Coulomb blockade. However, introducing multiple 
junctions increases the complexity of the charge dynamics signi!cantly. Exploring and understanding the 
structure and dynamics of low energy excitations in multi-junction systems and the e#ect of random 
o#set charges has become important in improving the accuracy and design of these circuits.
An example of such a multi-junction circuit is a tunnel junction array which consists of a chain of 
small metallic islands separated by tunnel barriers, see Fig. 1. Transport through the array can be corre-
lated due to the interplay between the bias voltage across the array and the Coulomb repulsive interaction 
between charges. "is interaction decays exponentially over a characteristic length Λ that is determined 
by the ratio of the circuit capacitances. Consequently, in the low bias regime, charges within a junction 
array tend to be equidistant and in long arrays, at the onset of charge injection, a charge pattern quickly 
emerges.
"ese patterns are dependent on the charge !lling within the array, which is an additional modi!er 
of the current. Di#erent patterns emerge when certain !lling factors are enforced by applying an o#set 
voltage U, which changes the chemical potential, resulting in variation in the charge periodicity within 
the array. For example, a speci!c charge con!guration within the array can mean the di#erence between 
a maximal current signal and current quenching.
Owing to their nanoscale geometry and as a result, large charging energy, these systems are highly 
sensitive to even small fractional random o#set charges in the surrounding substrate. "e e#ects of 
random charge disorder have been investigated in various single charge devices including transistors6,7 
and arrays8–11, however, these studies focussed primarily on the shi% in the threshold voltage and/or 
properties of the device noise.
"e e#ect of background charge polarisation in the substrate of a tunnel junction array was inves-
tigated in ref. 12 and the e#ect of this background was found to be non-trivial. "at work involved 
putting a random fractional charge on a random number of islands in the array and allowing it to come 
to equilibrium at zero bias. However, our work concerns the transport properties at small !xed bias. 
Experiments thus far in this regime are consistent with maximal disorder behaviour13. In su&ciently 
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long devices maximal disorder is expected to completely suppress the U-dependence of the transport 
properties by self-averaging. !e devices fabricated so far however are too short for full self-averaging 
as seen in standard condensed matter systems. It is therefore important to study the U-dependence in 
short arrays even in the case of maximal disorder.
Improvements in fabrication technologies may reduce disorder in these devices. !erefore, it is 
important to understand the e"ects of varying levels of disorder and to which degree disorder would 
have to be reduced to see real improvements in the behaviour of these devices. We investigate charge 
#lling factors by simulating a junction array model in the charging energy limit (negligible Josephson 
energy) with zero disorder. We then extend this model to include various strengths of background charge 
disorder and consider the e"ect disorder has on the charge #lling structure. We speci#cally focus on the 
signatures of #lling factors and background disorder in the current-voltage characteristics of the device.
 
We begin by considering an ideal model wherein the array is clean and homogeneous - there is no back-
ground charge disorder. We consider a one-dimensional linear array consisting of N = 50 islands each 
with a junction capacitance CJ = 50 aF, an e"ective capacitance to ground CG = 2 aF and an e"ective 
electron temperature of Te = 30 mK. !e array is driven by a symmetric voltage bias consisting of a small 
#xed bias V and varying o"set voltage U, see Fig. 2. !e current-voltage characteristics are non-monotonic 
functions of U due to charge #lling factors within the array. We consider the normal conducting regime 
where the current is comprised entirely of electrons due to single electron tunnelling. !e charge inter-
action length can be approximated by Λ = /C CJ G , where Λ = 5 (or Λ = 15, where speci#ed) for our 
simulations. !e Hamiltonian consists of a charge interaction term and two source terms and is given by
δ δ= + 
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
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for a particular charge con#guration dq. !e two source terms δ
d
1 and δ
!"
N are equal to one for site 1 and 
N, respectively and zero everywhere else. !e electrostatic interactions of the array are described by the 
N × N capacitance matrix
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Figure 1. Top: Schematic of the junction circuit we simulate, consisting of a linear chain of N + 1 tunnel 
junctions each with junction capacitance CJ. A symmetric bias V is applied across the array with an 
additional o"set U relative to ground and each island is capacitively coupled to a ground plane through CG. 
Bottom: I-V-U characteristics for 20 di"erent o"set voltages from U = 0 to U = 0.5 e/CG. Due to the voltage 
o"set U, the I-V responses are not simply linear within this V range and the threshold voltage is also  
U-dependent. !e current at #xed o"set voltage bias is also plotted (magenta line), for V = 0.1 e/CG.
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and the charges can incoherently tunnel from island to island parameterised by a tunnelling resistance 
Rt. We simulate the charge dynamics of the array using the kinetic Monte Carlo (KMC) method3,14–17. At 
each Monte Carlo step, all possible single electron movements are computed. !e rate for each of these 
transitions is given by18
∫δ δΓ( ) = ( ) − ( + ) ( )−∞
+∞
E
e R
dEf E f E E1 [1 ]
3t2
where δE is the energy di"erence between initial and #nal charge con#gurations and f(E) is the Fermi 
function. In general, the in$uence of the circuit impedance on the transition rate can be included via 
P(E)-theory18. However, as CG/CJ ≪ 1, we can consider the junction array to be a low impedance envi-
ronment19. In this limit, P(E) ≈ δ(E), resulting in the expression given in Eq. 3 for the transition rates. 
!ese rates are used to select which transition occurs, based on a weighted probability. !e total current 
is then computed based on the net movement, le% and right, of charges over many Monte Carlo steps. To 
ensure the array has equilibrated, Monte Carlo steps of 105–106 are used before collecting statistics with 
an additional 105–106 steps and ensemble averaging over multiple data sets when considering disorder. 
For a detailed review of the KMC algorithm, we refer the reader to ref. 20 or ref. 21.
We can also calculate the analytical threshold voltage for a current to $ow through the array (at 
Te = 0)16,22. In the limit of long interaction length (Λ ≫ 1) and assuming an initially empty array
=
( )
V e
C C2 4J G
th
where e is the elementary charge. !e threshold voltage and the current response are highly variable, 
depending on the characteristic value of the o"set voltage U which sets the #lling fractions within the 
array, as shown in Fig. 1. !is behaviour is periodic in U, which is the focus of this paper, and is shown 
for half a period via the magenta line in Fig. 1.
!e U-dependence can also be seen in Fig. 2 where we plot the current response as a function of U 
and V. !e current is a periodic function of the o"set voltage U for all simulated values of V, where the 
period of the current in U ∝ e/CG (the e"ective voltage on the ground capacitor). !erefore, the o"set 
voltage required for an integer #lled array (point of zero current) is UQ−#lled = Qe/CG, where '∈Q . Due 
to particle-hole symmetry, the response is symmetric about the point U = e/2CG. !e #ne structure, seen 
at smaller voltages, is lost as V is increased and the response $attens out and becomes more rounded. It 
is this #ne structure that is a signature of charge #lling fractions.
In order to identify #lling factors (p/q), we compute the time averaged charge-charge autocorrela-
tion function 〈 ni(0)ni+m(0)〉 to measure the statistical correlations within the charge distribution. As the 
length of the array is not in#nite, boundary e"ects are signi#cant and the periodicity of the #lling factors 
is strongest at the centre of the array.
From the current modulation in U, we can identify charge correlation patterns, i.e., peaks, troughs 
and dislocations in the patterns, as shown in Fig. 3. We can understand this structure by considering 
the #lling factors of the array. Current blockade occurs at integer #lling, i.e., the array is uniformly #lled 
and it is di'cult to move this pattern forward by injecting another charge or otherwise disrupting the 
pattern. In other words, integer #lling factors correspond to states in which the charge con#guration is 
Figure 2. Current response as a function of U and V in steps of 0.025 e/CG. !e #ne structure is sharpest 
at approximately V = 0.1 e/CG. While the #ner charge #lling structure is lost at large V, this structure is 
preserved for smaller V before becoming washed out by noise. !e period of the current in U is given by 
e/CG (dashed-dotted line).
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rigid, therefore, the system requires signi!cantly more energy to break this pattern and allow conduction 
to commence.
Fractional !lling, on the other hand, allows current to "ow more easily due to the presence of unoccu-
pied sites between current carrying charges. For a perfectly periodic charge distribution that matches the 
boundary conditions of the array, we also see quenching. However, when the periodicity of the charges is 
disrupted, either via mismatch with the boundary or (near) degeneracy of two di#erent charge con!gu-
rations, current can "ow more easily via interconversion of these charge states. As an example, periodic 
p/q !lling fractions (e.g., 1/3 !lling) are more di$cult to move forward, resulting in current quenching. 
%e combination of two di#erent !lling fractions (e.g., 1/3 and 1/2 !lling) is easier to transfer through the 
array because the two factors can be interchanged. %erefore, as a function of U, we see current maxima 
and minima as aperiodic and periodic charge patterns, respectively. In Fig. 3, this e#ect can clearly be 
seen for the case of Λ = 15.
However, when the average spacing between charges approaches the interaction length Λ , we see a 
greater mixing of the !lling fractions and the troughs in the current magnitude shi'. As p/q → 1/Λ , we 
see peaks rather than troughs at rational values of p/q. %is can be more clearly seen in Fig. 3 for the 
case of Λ = 5. When the mean charge separation is < 1/Λ , for example, 1/2, mixing of the charge con-
!gurations is weaker. Mixing at small Λ = 5 can also be seen in the autocorrelation functions in Fig. 3, 
where the fractions are no longer clear and become blurred, in contrast with the clarity of the same !lling 
factors in the autocorrelation for large Λ = 15.
We observe splittings associated with defects in the dominant patterns, for instance, at Λ = 5, 1/2 
!lling in Fig. 3. %e way in which these patterns match against the boundary conditions splits the equiv-
alency of the di#erent degenerate con!gurations. For example, at Λ = 5, 1/2 !lling, we see that slightly 
above or below p/q = 1/2 gives a slightly lower current (the trough-peak-trough structure). %is feature 
is not seen at Λ = 15, p/q = 1/2 because at large interaction lengths averaging over a greater number of 
sites washes out this e#ect.
%is is controlled by how easy it is to break the pattern, i.e., by adding an additional electron (or lack 
thereof) to make the pattern shi' by half a period. As an example, the (metastable) state 
=
dq 10101011010101T  is slightly harder to move along the array than the ‘perfect’ pattern of 
=
dq 10101010101010T . %erefore, depending on the matching of the boundary conditions and the pres-
ence of defects changes whether we see a peak or a trough.
ơ  
Experimentally, imperfections or a degree of disorder is always prevalent in the system (e.g., in the sub-
strate and within the junctions themselves), therefore, the inclusion of disorder makes our analysis more 
applicable to experimental observations. Furthermore, an important question is which features of this 
analysis are preserved in an inhomogeneous array. In this section, we extend our model by including 
Figure 3. I-U response at Λ = 5 and Λ = 15 for V = 0.1 e/CG and V = 0.0226 e/CG, respectively. Dominant 
p/q !lling fractions are labelled for speci!c features. At Λ = 5, mixing of di#erent !lling fractions is seen 
due to the short interaction length-scale. %e charge-charge autocorrelation functions 〈 ni(0)ni+m(0)〉 , shown 
for the !rst 15 sites, provide a quantitative approach to identifying the !lling fractions within the array. 
%e autocorrelation shows the washing out of the !lling factors as they approach 1/Λ = 1/5. %e colour bar 
denotes the magnitude of the autocorrelation function.
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various background charge disorder and investigating the weak and maximal disorder limits. We simu-
late boxed disorder (a uniform distribution) by adding a random fractional charge to each site, q ∈ [− ηe, 
+ ηe]. !e maximum/minimum value of disorder on any given site is given by ± ηe, where η indicates 
the width of the disorder distribution. !is type of potential disorder simulates static background charges 
and is o"en used to study mesoscopic systems9,12,23.
!e e#ect of the background on the current-voltage response can be seen even at nominal disorder 
(e.g., η = 0.01). While the structure remains largely unchanged, the current magnitude steadily decreases, 
as shown in Fig. 4. As the magnitude of static o#set charges increases, the response becomes noisier and 
eventually only the most prominent structure remains (e.g., integer and 1/2 integer %lling). However, 
even at very small current magnitude (strong disorder) periodic structure in U remains. !e current 
scales as η because disorder constricts the conduction channel, making it more di&cult for charge to 
'ow (as opposed to a clean array). At strong disorder, a larger V is required to overcome the random 
static background charges and force current through the array.
Maximal disorder should be reached at η = 0.5 as this value of disorder corresponds to the point 
where any value larger than 0.5 can be negated by one additional charge tunnelling onto the island. 
Indeed, at η ≈ 0.5, our model shows maximal disorder and all of the structure is lost and charge %ll-
ing factors are no longer seen. In Fig.  5, we show that the current is approximately constant across 
U at η = 0.5, indicating that maximal disorder has been reached (for this value of V) and a lack of 
U-dependence. !en at η = 0.6–0.9, the current oscillates again, with opposite curvature (on average) to 
the η ≤ 0.4 currents, with the current once again becoming approximately constant at η = 1. In order to 
understand this behaviour, we consider three di#erent values of disorder; less than, equal to and greater 
than maximal disorder, depicted in Fig.  6. When the disorder distribution is broader than maximal 
disorder (η = 0.5), adding an individual whole charge causes the distribution to wrap back around (or 
fold back) into the interval ± 0.5. !is folded disorder distribution can be mapped back to the original 
box-distribution form with an additional ‘base’ contribution spanning the whole [− 0.5, 0.5] interval by 
a shi" of 0.5e (corresponding to the opposite current curvature observed in Fig. 5).
In Fig. 7, we plot the current response as a function of η for three di#erent values of Λ at both the 
maximal and minimal I-U points. !e applied voltage is scaled such that V = 0.8Vth for each value of Λ , 
where Vth is calculated via Eq. 4. In the clean array limit, the maximum current depends on Λ because 
the current response in the transport regime is not exactly Ohmic, but shows a linear current-voltage 
dependence with a non-zero current o#set. !e maximum/minimum currents as a function of U for all 
studied values of Λ equilibrate at approximately η = 0.5, i.e., maximal disorder. !is is because disorder 
suppresses the current variations as a function of U, seen in Fig. 5. !e oscillatory behaviour of the cur-
rent at 0.5 < η < 1 can also be seen, with the currents at η = 0.5 and η = 1 equal for each value of Λ due 
to maximal disorder folding. Note that throughout this discussion Λ < N.
To better understand the role of the background charge disorder, we introduce the concept of a dis-
order correlation length, the distance over which charges on adjacent sites are still correlated. Beyond 
this length, the background disorder has the e#ect of randomising the electrostatic environment that the 
charges see and therefore, islands separated by more than this length can be considered independent. 
Assuming that the cumulative e#ect of charge disorder can be thought of as a random walk style pro-
cess24, we de%ne the disorder correlation length as
Figure 4. I-U characteristics at V = 0.1 e/CG as a function of site disorder strength in steps of 0.01 from 
η = 0 to η = 0.1. Each plot is ensemble averaged over 50 di#erent disorder realisations. Even at very low 
disorder (η = 0.01), while the structure remains largely unchanged, the current magnitude is reduced. !e 
magnitude of the current continues to decrease with increasing disorder strength.
www.nature.com/scientificreports/
6Scientific RepoRts ȁ ͻǣͷͽͻͽ͸ ȁ ǣ ͷͶǤͷͶ͹;Ȁͷͽͻͽ͸
η = ( )L
1
2 5corr
where η is the value of charge disorder. When η ≥ 0.5, Lcorr ≤ 1, which corresponds to a delta-correlated dis-
order since the minimal length-scale of the system is the inter-site-distance L = 1. Such a delta-correlated 
disorder corresponds to the maximal disorder model13,24,25. Conversely, η → 0 corresponds to Lcorr → ∞, 
i.e., the clean array limit.
When V is constant, Lcorr = 20, 35, 50 have near identical I-U characteristics as a function of N (data 
not shown). In contrast to the N-dependence of the threshold voltage26, the system exhibits similar 
behaviour whether Lcorr is equal to, less or greater than N. At N = Lcorr, the onset of transport changes 
from a boundary to a bulk e"ect and consequently, the dependence of Vth on N changes. Here, however, 
Figure 5. I-U response at V = 0.2 e/CG for various disorder strengths in steps of 0.1 from η = 0 to 
η = 0.6, η = 1 is also shown (dotted line). Each plot is ensemble averaged over 50 di"erent disorder 
realisations. Points of maximal and minimal current at zero disorder are shown (dashed lines). #e system 
reaches maximal disorder at η = 0.5. When 0.5 < η < 1, the current exhibits oscillatory behaviour, however, 
the system reaches maximal disorder again at η = 1. #e mean current across U and the variance in the 
disorder realisations for 0.1 ≤ η ≤ 1 is shown via error bars which depict one standard deviation.
Figure 6. Pictorial representation of the probability distribution of the disorder as a function of η 
showing maximal disorder and the folding of the charge disorder back in on itself to maximal disorder 
(η = 0.5). For very broad distributions, η ≫ 0.5, the η-dependence will abate due to decreasing ‘base’ to ‘top’ 
ratio.
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we are considering a tunnelling array that is already in the transport regime and the modulation of the 
current due to a change in !lling factors is naturally a bulk e"ect.

In conclusion, we have studied charge !lling factors as they manifest in a (unrealistic) clean tunnel junc-
tion array. #ese e"ects are predicted to be di$cult to observe experimentally as the intrinsic disorder in 
experimental devices likely approaches or exceeds the limit for their observation. However, while small 
fractional !lling factors are expected to be unobservable in present day devices, our model predicts 
that observation and reproducibility of larger factors may be possible (excluding maximally disordered 
arrays). For example, current blockade near integer !lling should be quite robust to static o"set charges. 
Signatures of charge !lling factors could also be observable in other one-dimensional systems. #e clean 
array analysis is applicable to arrays of quantum phase slip elements27 where the e"ects of localised %ux 
disorder should be much weaker and should display longer disorder correlation lengths. #e maximal 
disorder analysis is more applicable to Josephson junction arrays, where background charge o"sets dom-
inate the behaviour.
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