The primary goal of transport theory is to compute the rate at which parts of the phase space of a given dynamical system move from one region to another. In this Letter we present a new approach for the identification of those regions in phase space which are relevant for transport computations. More concretely, we construct a decomposition into almost invariant sets -that is those sets which represent the main sources and sinks for transport phenomena -using return time dynamics. We illustrate this technique by partitioning a certain Poincaré section in the planar circular restricted three body problem into various sets.
Introduction
Transport phenomena occur in several research areas, for instance in fluid mixing [20, 15, 18, 14] , in molecular dynamics [21, 19] , N-body problems in physical chemistry [13, 11, 9] and the transport of material through the solar system [1, 7, 8] . In particular, in celestial mechanics one of the most difficult and interesting problems is to compute the transport probabilities of asteroids to the terrestrial planets.
Recently, new techniques have been developed for the computation of these transport rates [7, 8, 9] . These techniques are based on short time simulations for a large number of globally distributed initial conditions in order to track the evolution of measures under the influence of the given dynamics. This avoids possible inaccuracies that one would get using (comparatively few) long term simulations. Our techniques are based on the set oriented approach introduced by Dellnitz and Hohmann [3, 4] and its extensions during the last few years (see e.g. [6] ).
There are several methods that can be used for the identification of the relevant regions for transport. Dellnitz and Junge [5] introduced the concept of almost invariant sets -that is, sets that are characterized by a small probability that typical trajectories beginning in the set will leave this set in a short time -and used a spectral approach for the identification of these sets. In [7] the authors use graph partitioning algorithms to decompose the phase space into almost invariant sets.
In this paper we introduce a new approach. We analyze the distribution of return times on a Poincaré section Σ of the planar circular restricted three body problem to obtain a decomposition of Σ into almost invariant sets. This idea is related to the work of Mezić and Wiggins [17] . They developed a method for the computation of invariant sets of a dynamical system which is based on the notion of an ergodic partition. The computation involves choosing a set of suitable test functions and calculating their time-averages along the orbits. Then the ergodic sets are identified as those on which the time-averages of these functions are constant. One difference between this method and ours is that we use short time simulations for chosen initial conditions whereby Mezić and Wiggins use long term computations. Another difference is that we are not detecting invariant sets. With the underlying set oriented approach in combination with the return time dynamics, we obtain a decomposition into almost invariant sets from which one is able to compute transport rates.
In principle, the consideration of times, in the broadest sense, is not new. For instance Easton et al. [10] and Meiss [16] use exit time plots for the decomposition of phase space into different regions -a method that can be applied to problems of arbitrary dimension. The disadvantage of their method is that, in general, regions with the same exit time do not necessarily belong to the same region. We avoid this problem by using the information of the return times in combination with the information on the evolution of measures.
The paper is organized as follows. Initially, we introduce the notion of the first return time and the definition of the transfer (or Perron-Frobenius) operator as well as the set oriented numerical method employed for its discretization. Then we describe the general idea of computing higher iterates of return times. That means, we are interested in the time particles need to cross a Poincaré section n-times. To do this we combine information about the first return time with the information given by the transfer operator. We apply this methodology to the example under consideration, namely a Poincaré return map in the planar circular restricted three body problem with the Sun and Jupiter as primaries. In this example we show how to construct a partition into almost invariant sets based on a distribution of the return times.
Basic Concepts and Definitions
In this section we describe the concept of first return times. Moreover, we discuss transfer operator techniques and the set oriented numerical method employed for its discretization.
First return times
We consider a dynamical systemẋ = g(x) with x ∈ M ⊂ R d and a smooth function g : M → R d . The vector field g generates a flow ϕ t : M → M with a family of smooth functions ϕ t (t in some interval I ⊂ R) defined for all x ∈ M . We reduce the system to a time discrete one using a Poincaré map. Thus, we consider a local compact cross section Σ ⊆ M which is transverse to the flow ϕ t . The Poincaré map F : U → Σ for a point q ∈ U ⊆ Σ is defined by
where τ (q) is the time taken for the orbit ϕ · (q) which starts at q to first return to Σ. We call τ (q) the first return time of q (see for example [12] ).
The transfer operator
As already mentioned in the introduction we are going to combine return time dynamics with the evolution of sets by studying the global dynamical behavior of the underlying system F . More generally, we are interested in the evolution of a probability measure ν on M that is in terms of the transfer operator (or PerronFrobenius operator) associated with F . This is the linear operator P : M → M defined as
on the space M of probability measures on M .
To compute the quantities of interest, we need a finite-dimensional approximation of P . A detailed description of the following can be found in [7] and references therein.
Consider a covering of M by a finite collection B = {B 1 , . . . , B b } of compact sets, that is a partition
where m denotes the volume measure. Then the discretized transfer operator P B can be represented by the transition matrix
P B is a stochastic matrix where the columns sum to unity.
Set oriented numerical methods
Set oriented numerical methods can be used for the computation of various objects of interest such as attractors, invariant manifolds and almost invariant sets. We give a short introduction to the basic concept of these methods and refer to [3, 4, 6] for a detailed description. The underlying approach consists of two steps which are repeated iteratively. Initially a (large) compact set B 0 = {Q} ⊂ M is chosen in such a way that it covers the object of interest. The subdivision step divides this set into smaller pieces. In the following selection step a specified criterion defines which subsets are to be kept and which ones can be removed because of having an empty intersection with the desired object. The realization of this step strongly depends on the object of interest. The subdivision step is repeated only for the remaining boxes in the covering, and so on. In this way a sequence B 0 , B 1 , . . . of finite collections of compact subsets of M is generated such that the diameter diam(B k ) = max B∈B k diam(B) converges to zero for k → ∞. Consequently, we end up with a covering of the object of interest at a certain level of accuracy. Figure 1 illustrates the basic concept of the algorithm. Boxes that will be removed in the selection step are indicated by light shading, whereas the dark ones will be subdivided further.
The set oriented algorithms are implemented in the dynamical systems software package GAIO (Global Analysis of Invariant Objects, see [2] ).
Return Time Dynamics

General methodology
Our aim is to partition the phase space M using the information of the first return time in combination with the transition matrix. Starting with a box covering B of the region of interest, assign to each of these boxes a first return time. We do this by averaging the return times of initial conditions in each box B ∈ B. This means, we take k test points in each box B i and compute the first return time τ (1) ij , j = 1, . . . , k, for all of these points. We denote the average by τ This first return time only contains the information regarding one return, therefore it reveals nothing about the long-term behavior of particles. Thus it is necessary to compute the time particles need to cross the Poincaré section n-times to obtain a picture of the global dynamics. This is also motivated by the considerations of The light boxes will be deleted during the selection step and the dark boxes will be further subdivided.
Mezić and Wiggins [17] . Since information of the long-term behavior is stored in the transfer operator we now show how to obtain a vector of higher return times using τ (1) and P B .
The following example outlines the basic idea. Example. Figure 2 shows a box covering B with 8 boxes. The corresponding 5 . This procedure can be applied to all boxes, and one obtains
for the second average return time, where I 8 denotes the 8 × 8 identity matrix.
Motivated by the fact that we are interested in the relative distribution of return times and not in the actual times particles need to cross the Poincaré section we insert a normalization factor in each step (here 1 2 ). For the next iteration one adds the return times of those boxes that can be reached in this step. This information is coded in P 2 B and therefore, the third average return time of all 8 boxes is defined by
For the n-th iterate we obtain
where n > 1 and τ (1) := τ (1) I b . The factor 1 n is used for the normalization. Observe, that the transition matrix P B is a sparse matrix, but as soon as one computes its powers, the resulting matrices are typically no longer sparse. In order to avoid this problem we prove the following proposition.
Proposition 3.1. The n-th average return time given by (2) can be expressed as
Proof:
which proves the statement. Thus, the n-th average return time can be computed using (3) where only the transition matrix P B itself but not powers of it are used. Every iterate consists of matrix-vector multiplications that can be implemented efficiently since P B is sparse.
The planar circular restricted three body problem
The methods developed in this paper are now applied to the planar circular restricted three body problem (PCR3BP). We choose a rotating coordinate system with the origin at the center of mass and the two main bodies -the Sun and Jupiter in our example -on the x-axis at (−µ, 0) and (1 − µ, 0), respectively. Let (x, y) be the position of a particle in the plane with p x =ẋ − y and p y =ẏ + x as the conjugate momenta. The Hamiltonian for the motion of a particle in the field of the Sun and Jupiter is given by
where E is the energy, r S and r J are the distances from the particle to the Sun and Jupiter respectively, m S = 1 − µ and m J = µ are the normalized masses of the Sun and Jupiter, respectively [22] . The particle moves on a 3-dimensional energy manifold (defined by a particular value of E) embedded in the 4-dimensional phase space with coordinates (x, y,ẋ,ẏ).
In this paper we consider an energy value E = −1.52 for which the energetically forbidden region is closed, that is trajectories of particles starting in the interior region have no possibility of passing to the exterior region or vice versa (see Figure 3(a) ). This also means we focus on the interior region and consider a Poincaré surface-of-section (s-o-s), defined by
The coordinates on the section are (x,ẋ). So our s-o-s becomes a two-dimensional manifold, thereby reducing the system to an area and orientation preserving map on a subset of R 2 . Figure 3(b) shows the mixed phase space structure on this s-o-s. In each B i we use 324 test points in a regular grid. Note that this amount of test points is not necessary for the return time computation but for the determination of the transition matrix -both computations are carried out simultaneously. Figure 4 shows this covering. Each box B i is colored according to its average first return time τ (1) i , where the dark region inside indicates a long return time and the dark region surrounding the whole object a short return time. Note that in this example the return time τ (1) (q) exists for all q ∈ B 0 .
As an example of the computation of higher return times τ (n) we set n = 50000 and use equation (3) . Figure 5 shows the distribution of return times. The dark region inside indicates long return times whereas the dark region near the boundary Obviously, the use of first and higher return times result in different pictures. For example, in Figure 4 trajectories starting in the dark area inside on the left need the longest time to come back to the Poincaré section. In contrast to that, it is the middle dark region in Figure 5 that exhibits the highest return times for n = 50000. This also shows the necessity of looking at higher return times to obtain a picture of the long-term behavior of particles.
Note that the computations of the average first return time for each box can be done in parallel in order to reduce the computational time.
Partition of phase space
In section 3.1 we introduced a methodology for the computation of average return times for a box covering of the region of interest. In the example considered in this paper, we observe that the return time distribution defines different regions in phase space ( Figure 5 ). Motivated by the work of Mezić and Wiggins [17] , for a decomposition of the phase space into invariant sets one would need to identify those regions where the time-averages are constant. Since we use a box covering of the region of interest we are typically only able to detect almost invariant sets. We do this by identifying those regions in phase space with similar return times. For the example under consideration, Figure 6 (a) shows the sorted and therefore monotonically increasing vector τ (50000) normalized to the unit interval. Note that if the slope of this curve is almost zero then the corresponding boxes have similar return times. To detect these regions we consider a histogram of τ (n) . Regions with almost zero slopes of the curve of τ (n) correspond to peaks in the histogram (see Figure 6 (b)).
Since we are interested in the partitioning of phase space into different regions we need an appropriate decomposition of the return time vector. The idea is to find minima between two peaks in the histogram. A steep segmentof the curve of τ (n) corresponds to a minimal bar in the histogram. We denote the vector of the time values corresponding to such minima byτ . In Figure 6 (b) the peaks are labeled and the minimal valuesτ = {0.245, 0.435, 0.535, 0.605} are indicated by vertical lines. The corresponding partition into five sets is shown in Figure 7 . We useτ in order to define a decomposition of M in the following way: the different sets M j , j = 1, . . . , 5, are defined by M j = {B i ∈ B :τ j−1 < τ (50000) i ≤τ j } whereτ 0 = 0,τ 5 = 1 and
Observing that the point 1. in Figure 6 (b) is on the boundary of the support of the invariant measure (which we know from computations using the method introduced in [5] ) we choose the next smaller value to the right as the first minimum. After this first identification, all other values ofτ are obtained using the method described above. A more formal approach to the overall identification methodology is currently under investigation.
In [7, 8] the authors used graph partitioning methods for the identification of almost invariant sets. An approach for the computation of transport rates between regions of interest with set oriented methods was also developed in [7] . This approach can be applied to every decomposition of phase space to obtain transport rates. It can also be used to quantify transport rates in the example considered in this paper. 
Conclusion and Future Research
In this paper we introduced a method that uses return times for the detection of almost invariant sets. Starting from a box covering of the region of interest we computed an average return time for each box using a method which combines the information regarding return times with the information on the evolution of measures. We applied the method to the planar circular restricted three body problem.
We note that our method is not restricted to the planar case. In fact, in [9] a higher dimensional problem was studied using a similar strategy of return time dynamics. The results obtained with this method compared well to other well-known results for solving the problem. Thus, we believe that this method will be powerful for systems of higher dimensions too.
Since we use the heuristical approach of a histogram for the identification of minimal time values there is still potential for optimizing the obtained values. Thus, the overall idea is to use the method described in this paper to obtain a first guess for the decomposition of the region of interest into almost invariant sets. For instance, using this guess as a predictor one could apply graph partitioning methods to refine this decomposition until a prescribed level of accuracy is reached.
