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Abstract
This article proposes a simple efﬁcient direct method for solving Volterra integral equation of the ﬁrst kind. By using block-pulse
functions and their operational matrix of integration, ﬁrst kind integral equation can be reduced to a linear lower triangular system
which can be directly solved by forward substitution. Some examples are presented to illustrate efﬁciency and accuracy of the
proposed method.
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1. Introduction
The integral equation method is widely used for solving many problems in mathematical physics and engineering.
These problems are often reduced to integral equations of the ﬁrst kind. This article proposes a novel direct method to
solve these equations. Integral equations of the ﬁrst kind are inherently ill-posed problems, meaning that the solution
is generally unstable, and small changes to the problem can make very large changes to the answers obtained [2,4,5].
This ill-posedness makes numerical solutions very difﬁcult, a small error may lead to an unbounded error. To
overcome the ill-posedness, different regularization methods were proposed in [9,2]. Some approaches use the basis
functions and transform the integral equation to a linear system. For integral equations of the ﬁrst kind, the obtained
linear systems usually have a large condition number and must be solved by an appropriate method such as CG, PCG,
etc., [6,7]. These methods are very difﬁcult to apply and count of operations is very high.
Operational matrix of block-pulse functions (BPFs) is used in this paper and by it, ﬁrst kind Volterra integral equation
reduces to a well-condition linear lower triangular system of algebraic equations that can be solved directly.
First of all, we brieﬂy describe some characteristics of BPFs and its operational matrix of integration, then we propose
a direct method for solving Volterra integral equations of the ﬁrst kind. Finally, we apply the proposed method on some
examples showing the accuracy and efﬁciency of the method.
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2. Block-pulse functions
BPFs are studied by many authors and applied for solving different problems; for example, see [3].
2.1. Deﬁnition
An m-set of BPFs is deﬁned over the interval [0, T ) as
i (t) =
{
1,
iT
m
 t < (i + 1)T
m
,
0, otherwise,
(1)
where i = 0, 1, . . . , m − 1 with a positive integer value for m. Also, consider h = T/m, and i is the ith BPF.
In this paper, it is assumed that T = 1, so BPFs is deﬁned over [0, 1), and h = 1/m.
There are some properties for BPFs, the most important properties are disjointness, orthogonality, and completeness.
The disjointness property can be clearly obtained from the deﬁnition of BPFs:
i (t)j (t) =
{
i (t), i = j,
0, i = j, (2)
where i, j = 0, 1, . . . , m − 1.
The other property is orthogonality. It is clear that∫ 1
0
i (t)j (t) dt = hij , (3)
where ij is the Kroneker delta.
The third property is completeness. For every f ∈L2([0, 1)) when m approaches to the inﬁnity, Parseval’s identity
holds:∫ 1
0
f 2(t) dt =
∞∑
i=0
f 2i ‖i (t)‖2, (4)
where
fi = 1
h
∫ 1
0
f (t)i (t) dt . (5)
2.2. Vector forms
Consider the ﬁrst m terms of BPFs and write them concisely as m-vector:
(t) = [0(t),1(t), . . . ,m−1(t)]T, t ∈ [0, 1) (6)
above representation and disjointness property, follows:
(t)T(t) =
⎛
⎜⎜⎜⎜⎝
0(t) 0 · · · 0
0 1(t) · · · 0
...
...
. . .
...
0 0 · · · m−1(t)
⎞
⎟⎟⎟⎟⎠ , (7)
T(t)(t) = 1, (8)
(t)T(t)V = V˜(t), (9)
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where V is an m-vector and V˜ = diag(V ). Moreover, it can be clearly concluded that for every m × m matrix B:
T(t)B(t) = BˆT(t), (10)
where Bˆ is an m-vector with elements equal to the diagonal entries of matrix B.
2.3. BPFs expansion
The expansion of a function f (t) over [0, 1) with respect to i (t), i = 0, 1, . . . , m− 1 may be compactly written as
f (t) 
m−1∑
i=0
fii (t) = F T(t) = T(t)F , (11)
where F = [f0, f1, . . . , fm−1]T and fi’s is deﬁned by (5).
Now, assume k(t, s) is a function of two variables inL2([0, 1) × [0, 1)). It can be similarly expanded with respect
to BPFs such as
k(t, s)  T(t)K(s), (12)
where(t) and(s) arem1 andm2 dimensional BPF vectors respectively, and K is them1×m2 block-pulse coefﬁcient
matrix with kij , i = 0, 1, . . . , m1 − 1, j = 0, 1, . . . , m2 − 1, as follows:
kij = m1m2
∫ 1
0
∫ 1
0
k(t, s) i (t) j (s) dt ds. (13)
For convenience, we put m1 = m2 = m.
2.4. Operational matrix
Computing
∫ t
0 i () d follows:
∫ t
0
i () d=
⎧⎪⎨
⎪⎩
0, t < ih,
t − ih, ih t < (i + 1)h,
h, (i + 1)h t < 1.
(14)
Note that t − ih, equals to h/2, at mid-point of [ih, (i + 1)h]. So, we can approximate t − ih, for ih t < (i + 1)h,
by h/2.
Now, expressing
∫ t
0 i () d, in terms of the BPFs follows:∫ t
0
i () d 
[
0, . . . , 0,
h
2
, h, . . . , h
]
(t) (15)
in which h/2, is ith component.
Therefore∫ t
0
() d  P(t), (16)
where Pm×m is called operational matrix of integration and can be represented:
P = h
2
⎛
⎜⎜⎜⎜⎜⎜⎝
1 2 2 · · · 2
0 1 2 · · · 2
0 0 1 · · · 2
...
...
...
. . .
...
0 0 0 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎠
. (17)
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So, the integral of every function f (t) can be approximated as follows:
∫ t
0
f () d 
∫ t
0
F T() d  F TP(t). (18)
3. Direct method to solve Volterra integral equation of the ﬁrst kind
The results obtained in previous section are used to introduce a direct efﬁcient and simple method to solve ﬁrst kind
Volterra integral equations.
Consider Volterra integral equation of the ﬁrst kind of the form:
∫ t
0
k(t, s)x(s) ds = f (t), 0 t < 1, (19)
where f and k are known but x is not. Moreover, k(t, s) ∈L2([0, 1) × [0, 1)) and f (t) ∈L2([0, 1)).
Approximating functions f, x, and k with respect to BPFs gives
f (t)  F T(t) = T(t)F ,
x(t)  XT(t) = T(t)X,
k(t, s)  T(t)K(s), (20)
where the vectors F, X, and matrix K are BPFs coefﬁcients of f (t), x(t), and k(t, s), respectively. In (20), X is the
unknown vector.
Substituting (20) into Eq. (19) gives
F T(t) 
∫ t
0
T(t)K(s)T(s)X ds
T(t)K
∫ t
0
(s)T(s)X ds. (21)
Using Eq. (9) follows:
F T(t)  T(t)K
∫ t
0
X˜(s) ds
T(t)KX˜
∫ t
0
(s) ds. (22)
Using operational matrix P, in Eq. (22) gives
F T(t)  T(t)KX˜P(t) (23)
in which KX˜P is an m × m matrix. Eq. (10) follows:
T(t)KX˜P(t) = XˆT(t), (24)
where Xˆ is an m-vector with components equal to the diagonal entries of matrix KX˜P .
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So, the vector Xˆ can be written as follows:
Xˆ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h
2
k0,0x0
hk1,0x0 + h2 k1,1x1
hk2,0x0 + hk2,1x1 + h2 k2,2x2
...
hkm−1,0x0 + hkm−1,1x1 + · · · + h2 km−1,m−1xm−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (25)
Also, we can write
Xˆ = h
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2
k0,0 0 0 · · · 0
k1,0
1
2
k1,1 0 · · · 0
k2,0 k2,1
1
2
k2,2 · · · 0
...
...
...
. . .
...
km−1,0 km−1,1 km−1,2 · · · 12 km−1,m−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
x0
x1
x2
...
xm−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (26)
Now, combining (23) and (24), and replacing  with = gives
Xˆ − F = 0 (27)
or
h
i∑′
j=0
kij xj = fi, i = 0, 1, . . . , m − 1, (28)
where
∑′ means that the last term has factor 12 .
If Eq. (19) has a unique solution then Eq. (28) will be a well-condition linear lower triangular system of m algebraic
equations for them unknowns x0, x1, . . . , xm−1, which can be easily solved by forward substitution. So, an approximate
solution x(t)  XT(t) can be computed for Eq. (19) without using any projection methods. Also, Eqs. (25) and (26)
show that we do not need to evaluate kij for j > i. These advantages of the method make it very simple and cheap as
computational point of view.
4. Numerical examples
The directmethod presented in this article is applied to some examples. Some examples are selected fromdifferent ref-
erences, so the numerical results obtained here can be comparedwith both the exact solution and other numerical results.
The computations associated with the examples were performed using Matlab 7.
Example 1. Consider the following integral equation [7,8]:∫ t
0
cos(t − s)x(s) ds = t sin t , (29)
with the exact solution x(t)=2 sin t , for 0 t < 1. The numerical results are shown in Table 1. These results have good
accuracy in comparison with the numerical results obtained by using combination of Spline-collocation method and
Lagrange interpolation (see [7]).
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Table 1
Numerical results for Example 1
t Exact solution Approximate solution,
m = 64
Approximate solution,
m = 128
0 0 0.010417 0.005208
0.1 0.199667 0.197570 0.192399
0.2 0.397339 0.382942 0.398412
0.3 0.591040 0.605205 0.589930
0.4 0.778837 0.781174 0.785758
0.5 0.958851 0.967335 0.963098
0.6 1.129285 1.126666 1.122812
0.7 1.288435 1.276056 1.289847
0.8 1.434712 1.446451 1.433200
0.9 1.566654 1.569934 1.572171
Table 2
Numerical results for Example 2
t Exact solution Approximate solution,
m = 32
Approximate solution,
m = 64
0 1 0.989584 0.994792
0.1 0.904837 0.891689 0.905768
0.2 0.818731 0.820394 0.824711
0.3 0.740818 0.739236 0.735426
0.4 0.670320 0.680130 0.669613
0.5 0.606531 0.600213 0.603372
0.6 0.548812 0.540837 0.549376
0.7 0.496585 0.497594 0.500213
0.8 0.449329 0.448370 0.446058
0.9 0.406570 0.412520 0.406141
Also, Rashed [8] has solved integral equation (29) by an expansion method. Comparing this method with the direct
method, shows that the number of calculations of the direct method presented in this article is lower.
Example 2. For the following ﬁrst kind Volterra integral equation:∫ t
0
et+sx(s) ds = tet , (30)
with exact solution x(t) = e−t for 0 t < 1, Table 2 shows the numerical results.
Example 3. Consider the following Volterra integro-differential equation [1]:∫ t
0
cos(t − s)x′′(s) ds = 2 sin t (31)
with the initial conditions x(0) = 0 and x′(0) = 0, and the exact solution x(t) = t2. For m = 8, the direct method gives
the solution x′′(t) = 2 with the computed error (1/m∑mi=0 e2m(ti))1/2  1.7E − 14, where em(ti) = x′′(ti) − x′′m(ti),
x′′(t) is the exact solution and x′′m(t) is the approximate solution of the Eq. (31) obtained by proposed method. Hence,
using initial conditions and two times integration of x′′(t), conclude the exact solution.
For this example, comparing the direct method with the Chebyshev polynomial approach presented in Ref. [1]
shows that the accuracy of two methods are nearly equal. But, it seems the number of calculations of direct method is
lower.
E. Babolian, Z. Masouri / Journal of Computational and Applied Mathematics 220 (2008) 51–57 57
Example 4. For the following ﬁrst kind Volterra integral equation [4,5]:∫ t
0
cos(t − s)x(s) ds = sin t (32)
the direct method gives the exact solution x(t) = 1.
5. Comment on the results
The direct method based on BPFs and its operational matrix to solve Volterra integral equation of the ﬁrst kind
arising in many physical and engineering problems is presented. This approach transforms a Volterra integral equation
of the ﬁrst kind to a linear lower triangular system of algebraic equations. Its applicability and accuracy is checked on
some examples. In these examples the approximate solution is brieﬂy compared with exact solution only at 10 speciﬁc
points. But, it must note that at mid-point of every subinterval [ih, (i + 1)h], for i = 0, 1, . . . , m − 1, the approximate
solution is more accurate and this accuracy will increase as m increases. On the other hand, some points farther to
mid-points may get worse as m increases. Of course these oscillations are negligible. This can be clearly followed from
deﬁnition of operational matrix P. As illustrated in Eqs. (14) and (15), the diagonal elements h/2 of operational matrix
P are approximate values of t − ih. Note that, at mid-point of every subinterval [ih, (i + 1)h] the diagonal elements
of operational matrix are exactly h/2. In general, the results illustrate efﬁciency and accuracy of the method.
The beneﬁts of this method are low cost of setting up the equations without applying any projection method such as
Galerkin, collocation, etc. Also, the linear system Eq. (28) is a lower triangular system which can be easily solved by
forward substitution with O(m2) operations. Therefore the count of operations is very low.
Finally, this method can be easily extended and applied to systems of Volterra integral equations of the ﬁrst kind.
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