Vision is arguably the most widely used sensor for position and velocity estimation in animals, and it is increasingly used in robotic systems as well. Many animals use stereopsis and object recognition in order to make a true estimate of distance. For a tiny insect such as a fruit fly or honeybee, however, these methods fall short. Instead, an insect must rely on calculations of optic flow, which can provide a measure of the ratio of velocity to distance, but not either parameter independently. Nevertheless, flies and other insects are adept at landing on a variety of substrates, a behavior that inherently requires some form of distance estimation in order to trigger distance-appropriate motor actions such as deceleration or leg extension. Previous studies have shown that these behaviors are indeed under visual control, raising the question: how does an insect estimate distance solely using optic flow? In this paper we use a nonlinear control theoretic approach to propose a solution for this problem. Our algorithm takes advantage of visually controlled landing trajectories that have been observed in flies and honeybees. Finally, we implement our algorithm, which we term dynamic peering, using a camera mounted to a linear stage to demonstrate its real-world feasibility.
Introduction
Many animals rely heavily on vision to gather information about their position and velocity relative to objects in the world around them. As an animal moves, it perceives apparent motion of these objects, with nearby objects moving faster than distant ones. This phenomenon is referred to as optic flow and essentially provides a measure of the ratio of forward movement to the distance of surrounding objects [1] . This coupled relationship intuitively suggests that estimating either absolute distance or velocity from optic flow is challenging. Indeed, it is not immediately clear whether an accurate estimate of both position and velocity from optic flow is possible at all.
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Optic flow is only one of many sensory modalities available to most animals, and given additional sensory information it is possible to derive accurate estimates of velocity and position. For example, terrestrial animals might count strides, as supported by experiments in desert ants [2] . Another theoretical possibility for walking animals is to use visual odometry based on ventral optic flow, with the system calibrated by proprioceptive information that accurately measures the distance between the eye and the ground [3] . Animals with high acuity vision and long-term memory might estimate distance to recognizable objects by remembering their typical size [4] . Perhaps the most straightforward strategy is stereopsis, which can provide a distance estimate based on parallax [4, 5] . As will become clear in our subsequent discussion, however, none of these approaches are plausible for small flying insects. How is it then possible for a fruit fly or honeybee to avoid some objects and land on others, without knowing either how fast they are going or how far away the obstacles are located?
Growing evidence from studies of insects and birds reveals a clever algorithm that solves this problem, at least in the context of landing. Although the details vary across the studies, the core strategy is that by maintaining a constant rate of optic flow, an animal can decelerate to a safe touchdown velocity without needing to directly measure either its velocity or distance to target [6] [7] [8] . Because optic flow essentially provides a measure of the ratio of velocity to distance (units of s −1 ), it is often instead referred to as the inverse of timeto-contact (the time it would take for the animal to hit an object assuming it is on a collision course and maintains its initial speed and heading). A controller implementing this simple law would cause an animal to decelerate in such a way that its velocity would be inversely proportional to the distance to nearby objects. These observations have inspired the implementation of similar algorithms on robotic aircraft to achieve smooth automated landings [9] .
Although the constant optic flow algorithm offers a robust strategy for deceleration, other components of landing behavior may require different sensory mechanisms. For example, at some point before contact the animals need to extend their legs to help touch down safely. For animals that tuck their legs tightly during flight, this motion would ideally happen at a short and consistent distance from the landing target. Indeed, both flies and honeybees appear to have this capacity [6, 10] . Furthermore, tethered flight experiments with fruit flies have demonstrated that leg extension behavior is triggered by visual cues [11, 12] . Honeybees have also been shown to rely exclusively on visual cues to accurately determine the distance to targets such as artificial flowers [13] [14] [15] . These observations suggest that somehow insects are able to measure some feature that is tightly correlated with distance using only vision, yet the precise details of how this might be accomplished are not known.
In this paper we present a novel algorithm, termed dynamic peering, that we propose as a potential model for how insects accomplish this task as well as being a useful algorithm for small scale and computationally limited robotics applications where traditional forms of distance estimation such as stereo, sonar, and laser rangefinders are too large, heavy, costly, or computationally intensive. Image based sensing also has the advantage that it is a passive system, rather than needing to send out or receive active signals.
Review of visual distance estimation in biological systems
Before beginning the derivation of the dynamic peering algorithm, we present a brief review of experimentally confirmed mechanisms for vision based distance estimation in biological systems (see also [16] ). Perhaps the most familiar mechanism for estimating distance from visual information, on which humans heavily rely, is object recognition. Given a recognizable object and knowledge of its typical size, it is possible to estimate the distance to the object. This process is, however, a cognitively complex task that relies on high acuity vision, many layers of visual processing, and a large memory of objects. It is thus an unlikely general mechanism for insects, which have neither the high acuity vision nor the neural capacity necessary for this approach. Another strategy is to use an image-forming lens with a shallow depth of field, which makes it possible to calculate depth from the level of defocus [17] . Such a mechanism, however, is incompatible with the optics of compound eyes [18] . The simplest, and most widely used mechanism for estimating distance-both in biology as well as in computer vision and roboticsis stereopsis. Stereopsis works by calculating the parallax between two (or more) simultaneous images of the same object taken from different viewpoints to triangulate the absolute distance to the object. Many factors play a role in the accuracy of this method, however a simplified distance estimate error (e d ) from a stereoscopic camera pair is given by:
where d is the distance to the target, l is the interocular distance, f is the focal length of the lens, and ξ is the pixel resolution [19] . To use this equation with biological systems, we rewrite the equation using the relationship: ξ
where θ is the angular resolution of the visual system. Substituting (2) in (1) yields:
To gain intuitive insight into this relationship, consider the human visual system, which has an interocular distance of approximately 65 mm and a stereoscopic angular resolution of 0.003
• [20] . Given these parameters, the minimum theoretical error in distance estimates is described by the blue curve in figure 1 . Next, consider the visual system of the fruit fly, which has an interocular distance of approximately 0.3 mm.
Although the precise angular resolution of the flies' visual system is not known, we can approximate it by the ommatidial acceptance angle of 5
• , yielding the red curve in figure 1 . Given these results, stereopsis might provide useful information for behaviors that involve operating at very close distances, for example when a male chases a female during courtship. However, it is unlikely that flies could use stereopsis to trigger leg extension during flight, which occurs when they are approximately 1 cm from the target [6] , at which distance the minimum error using stereopsis would be approximately 3 cm. Although details vary, such limitations are general for most insects given their small values of interocular distance.
A related, time domain approach to stereopsis is to use sequential images from a single moving eye that has traversed some known distance between acquisitions. Some insects, such as locusts, use this approach to estimate distances before jumping or attacking prey by moving their heads back and forth in a regular fashion, a behavior known as 'peering' [21] [22] [23] . For this approach to work, the distance between the positions at which the two images are acquired must be known. This distance could, for example, be calculated if the velocity and time interval are known, or determined directly via proprioceptive sensory feedback [24] . However, because a flying animal has no accurate measure of its true groundspeed (only its airspeed), this method is not feasible for estimating distance for landing behaviors.
Suppose that rather than moving an eye or camera at some known velocity, it is accelerated at a known rate. The acceleration could either be produced along the direction of travel in the case of a straight trajectory, or by changes in direction. As we will show in the following section, knowledge of the acceleration and the time interval between image acquisitions is sufficient to estimate both velocity and absolute distance. This approach, which we term dynamic peering, has the intuitive functionality of the nonlinear observer we will develop more formally in the following sections.
Modeling and observability analysis
Of the approaches for vision based distance estimation described above, only dynamic peering has the potential for use by a small flying insect, and thus also by a similarlyscaled robot. In this section, we will take a control theoretic approach to formalize this concept and construct a nonlinear observer that can estimate distance if, and only if, certain controls (actuation patterns) are applied. In order to simplify the system so that the principles are as transparent as possible, we will focus on the problem of landing on a large flat target given a system with simple linear dynamics limited to a single translational degree of freedom. In the final section, we describe a physical implementation of the proposed observer, which demonstrates its feasibility in the real world. Finally, we will propose some methods that would allow our algorithm to be implemented by higher degree of freedom systems in complex environments. Throughout the following sections, we will use the term 'camera' and 'robot' to represent a simple imaging device and some moving agent, but the terms 'eye' and 'animal' could be used as well. Geometric relationship of the moving camera and a reference object, as referenced in (4)- (5).
Problem statement
Given a single camera and control over forward acceleration, an agent flying toward a flat surface must decelerate to a safe speed and estimate the distance in order to prepare for touchdown.
Analysis
As the camera approaches the surface, from its perspective, textures on the wall will appear to move across its visual field at some angular velocity that is a function of its forward flight speed, the distance to the wall, and the heading angle between the texture and the agent's trajectory. If we assume perfectly spherical optics, this relationship can be described as follows,
where d h is the distance to the object, v h is the velocity in the direction of d h , α is the position of the object on the camera's retina, andα is the angular velocity (e.g. optic flow) of the object relative to the camera, see figure 2 . Assuming spherical lens geometry, α corresponds directly to the heading of the object relative to the camera. Thus, for each direction α, the ratio v h /d h is directly proportional tȯ α by a constant of −1/tan (α). In the case that the camera is moving directly toward a flat wall, we can relate all such measurements for different α's and rewrite (4) in terms of the forward velocity (v) and the distance to the wall (d):
By only using measurements corresponding to small α (e.g. from the center of its field of view), the equation further simplifies to:
These simplifications make it possible to estimate v/d as the mean of −α/α across all (small) α. In the following sections we use this relationship to describe optic flow as v/d. Note that although this relationship appears to be poorly defined at α = 0,α also tends toward zero in this direction, and the limit remains well-defined. In a real-world implementation where noise is unavoidable, this relationship is prone to producing large errors. In our implementation section, we discuss a simple solution to this problem.
Next consider a robot equipped with a single camera flying straight toward a static object. The equations of motion can be written as:
where d is the distance to the object, v is the forward flight speed, and u is the control input (which is equivalent to acceleration with these dynamics). With optic flow as the system's only sensory input, we can write the observations as:
Although the dynamics are linear, the observation equation, y, is nonlinear. In order to use linear systems analyses, we begin by linearizing the system about a nominal trajectory, (d t (t ), v t (t )). This choice allows us to write the system in the canonical state space form:
where, for our system, the terms are defined as follows:
To address the question of whether or not it is possible to estimate distance and velocity using only optic flow, we examine the system's observability (a measure for how well the states of a system, such as position and velocity, can be inferred given the available sensory measurements [25] ). First, we check the linear observability condition for an arbitrary nominal trajectory by calculating the rank of the observability matrix:
This matrix is full rank along any trajectory provided that neither the velocity nor distance is zero, suggesting that the system is observable. Because in practice we are concerned with non-zero velocities at non-zero distances, this limitation is not critical. This conclusion, however, goes against the intuition presented in the introduction, which suggested that it should be difficult, if not impossible, to extract either distance or velocity from optic flow. To explore this discrepancy, we use an alternative check for calculating the observability of a linear time-varying system, the observability Gramian:
where C (defined in (8b)) is time varying. The advantage of this approach is that the condition number (the ratio of the minimum and maximum singular values of a matrix), termed the local estimation condition number, is a direct measure of the well-posedness of the estimation problem [26] . The smaller the condition number, the better posed the estimation problem. Calculating (10) analytically is often challenging for complex systems. Instead, it is possible to numerically estimate the observability Gramian, termed the empirical local observability Gramian, by simulating the system and comparing the outputs y for perturbations ±ε of the initial condition [26, 27] . It can be shown that as ε → 0, the estimate converges to the result from (10) . Using this approach on our system shows that the condition number for a constant velocity trajectory approaches infinity for any time interval (figure 3, black trace), suggesting the system is not in fact observable in a linear sense. However, significantly smaller condition numbers exist if we consider non-constant velocity trajectories ( figure 3 ). For a more direct confirmation that non-zero control inputs are required for the system to be observable, we can employ a nonlinear observability analysis, which draws on Lie algebraic tools to account for the contribution of active controls.
A brief review of the key elements will be presented here; for a more detailed discussion see [25] . The Lie derivative of the observation equation, y = h (x), with respect to a vector field, f i (x) ∈ R n , where x ∈ R n , is defined as:
Intuitively, the Lie derivative represents the change in a function or vector field along a vector field. Applied to the observability problem presented in this paper, L f i h is the change in the observations (y = h(x) = optic flow) along either the drift dynamics, f 0 = Ax, or the control direction,
Because the drift dynamics cannot be turned off, we take a repeated Lie derivative with respect to both f 0 and f 1 in order to calculate the change in the observations with respect to the control. This repeated Lie derivative is defined as:
Next, define the observability Lie algebra, O, which is the collection of Lie derivatives of the observations, h, with respect to the drift dynamics and each of the controls. In the case of our problem: Condition number of the empirical local observability Gramian for a constant velocity trajectory (black) approaches infinity, whereas a constant acceleration trajectory (blue) or a constant optic flow trajectory (red) achieves significantly lower condition numbers. The constant optic flow trajectory is obtained by using the controller given by (14) , and will be discussed at length later in the paper. system) at all states, the system is said to be observable. If O must include Lie derivatives between h and a control vector, f , in order to become full rank, this control dimension must be actuated in some way in order for the system to be observable. In our system, the terms suggests that in order for the system to be fully observable, some acceleration must be applied. That is, if the cameraequipped robot were approaching the wall at constant velocity, we would not be able to observe d and v separately. If the camera accelerates, however, such an observation is possible. These results are consistent with our conclusions from the observability Gramian analysis in figure 3 , and is the critical feature of our proposed method.
In principle, we could conclude our analysis at this point and simply implement an unscented Kalman filter (UKF) or particle filter to estimate the unobserved states [28] and ensure that the system accelerates sufficiently often. Unfortunately, however, the observability Lie algebra calculation does not give any indication of what that control needs to be; only that it cannot be identically zero. To address this limitation, previous studies have developed methods that use the condition number of the observability Gramian to rank potential trajectories [27] . In this paper, we take a bio-inspired approach as described below.
Consider the landing algorithm presented in the introduction, where an animal maintains a constant rate of optic flow in order to guarantee a safe landing velocity at touchdown. This motion can be accomplished by using a simple proportional feedback controller on the velocity:
where r = v/d, and r d is the desired ratio of v/d. To understand the implications of such a controller we write:
Rewriting this equation yields the following equation for distance:
Thus, given non-zero control, it possible to estimate distance directly from the control input and a measurement of r along with its derivative, both of which can be extracted from measurements of optic flow. It is important to note, however, that this relationship has several pitfalls, particularly for a noisy system. As we will describe in the implementation section, current computer vision methods for calculating optic flow are indeed noisy, so these pitfalls present a real problem. In the case thatṙ + r 2 = 0, the distance estimate approaches infinity. Although this will theoretically not happen if the acceleration is sufficiently large, there is no such guarantee in a noisy system. Given the bio-inspired controller that maintains a constant rate of optic flow (ṙ = 0), however, we can simplify the distance estimate in (17) to:
where r d is the desired rate of optic flow, u is the control input (acceleration), and d is the distance to the target. This equation evolves with time according to:
where t is time, and d 0 is the (unknown) initial distance. In this way, we have removed the potential for dividing by zero, and all the effects of noise reside within the relative safety of the numerator. Furthermore, by using (19) we have reduced our estimation problem to that of estimating a single parameterthe initial distance-allowing us to calculate a clean distance estimate with a sequential least squares (SLS) filter [28] . This approach is, of course, limiting for general applications. However, in the context of landing, where a constant rate of optic flow controller is ideal, these constraints do not present a critical problem. On the contrary, they provide an exceptionally elegant method for triggering behaviors such as leg extension based on the internal state of control (or the measured value of acceleration). In the discussion, we explore the possibilities for expanding this approach to more general cases.
Implementation
As a proof-of-concept physical demonstration of the distance estimation algorithm presented in the previous section, we implemented it using a camera (Basler Ace 640-100 gm) equipped with a 1.4 mm fisheye lens (Fujinon C Mount 1.4 mm CCTV Fish-Eye) mounted to a linear stage. The camera was driven by a computer controlled servo along a 1.5 m track toward a panoramic image of a forested scene. All the image processing and estimation were done on a desktop computer running Ubuntu Linux. Images were acquired with the open source camera aravis driver, and the rectified images were published on a Robot Operating System (ROS fuerte) network. All subsequent processing was done in Python. We used OpenCV's implementation of the Lucas-Kanade algorithm to calculate optic flow over a region of interest that corresponded to an approximately 45
• field of view in the horizontal direction. For simplicity, we restricted our analysis to the optic flow along the horizontal dimension. Figure 4 shows a representative measurement of optic flow along this axis. Recall from (5) that optic flow (α) is equal to − tan(α)v/d. In order to extract v/d, we fit a line to the central portion of this curve using a RANSAC algorithm [29] , and used the slope of this line as the estimate for v/d. Note that this approach circumvents the potential for dividing by zero at small α and also makes the algorithm robust to poor camera alignment and noisy optic flow estimates.
In order to use these optic flow estimates for our estimation problem, we first had to calibrate the system, since the LucasKanade algorithm provides normalized values between ± 1. To calibrate the system, we drove the camera at various known rates of v/d and recorded the associated slope. After collecting several of these points, we did a least squares fit to determine the relationship between our slope estimate and the true v/d.
Next, we implemented a simple proportional controller (14) with gain k = 6 to adjust the acceleration of the camera such that it maintained the desired value of optic flow. The acceleration commands were turned into updated velocity commands based on the operating frequency of the control loop and were sent to an Arduino Uno board over USB. The Arduino continuously generated step and direction commands that were sent to the stepper motor controller, which in turn moved the camera. These step commands served as our ground truth of the actual distance and velocity of the camera to which we could compare our algorithms' estimates. The rate limiting step of our implementation was the communication to the Arduino board, resulting in a 50 Hz operating frequency, which was sufficient for our demonstration purposes.
To estimate the distance, we used a two-step process. For each cycle of the 50 Hz control loop, we estimated distance using (18). These distance estimates were then run through a SLS filter to estimate the initial distance d 0 in (19) . Because (18) is only valid when the system is moving with the desired rate of optic flow, we kept the covariance in the SLS filter artificially high until the desired rate of optic flow was reached. Our software, as well as the data collected using this system, are freely available online at www.github.com/florisvb/dyneye.
Results and discussion
The camera started out at zero velocity 1.5 m away from the target, quickly accelerated up to the desired optic flow set-point, and subsequently began gently decelerating as it approached the target so as to maintain the desired constant rate of optic flow. Figure 5 shows a comparison between the actual position, the nonlinear observer estimates at each time point calculated using (18) , and the SLS filtered estimates. Figures 4  and 5 are also provided as a movie (see supplemental materials (available from stacks.iop.org/BB/9/025002/mmedia)). We also implemented a square-root UKF [30] and found very similar performance to the SLS results but with much greater computational overhead (not shown for the sake of graphical clarity).
Because our nonlinear observer (18) only provides valid information when the system is close to the desired trajectory, the position and velocity estimates show large initial errors. These initial errors are an artifact of our system starting out at zero velocity and initially needing to accelerate to reach the desired optic flow rate. The initial errors are more pronounced in experiments with higher rates of optic flow, as the system took longer to reach the target level. This left little space on our limited track to operate at the final desired rate. In a freely moving system, deceleration could be triggered when the optic flow reaches the desired threshold, and subsequent distance and velocity estimates would be accurate so long as the system maintained the target level of optic flow. For very slow rates of optic flow (r > −0.01), the poor estimates are most likely due to insufficient changes in pixel values between sequential image acquisitions to calculate accurate measures using the Lucas-Kanade algorithm. This limitation could potentially be solved by using longer delays between image acquisitions.
Applications to robotic systems
The approach presented here is best suited for landing applications due to our trajectory choice; however, by integrating the algorithm into a more complex trajectory it could provide more general utility in navigation tasks. For example, a flying robot could periodically approach the ground below it with constant optic flow to estimate its altitude and use this measurement as a calibration for other optic flow estimates. Recall that optic flow alone can provide relative measurements to different objects, so if the distance to any one of these objects is known, the others can be calculated as well. Between these bouts, the robot could use other bioinspired visual cues to maintain a constant altitude, such as local horizon following [31] . Although our implementation made use of a full desktop computer, this use was purely for convenience. Optic flow can be calculated with simple parallel analog circuits, without the need for extensive memory [32] . We restricted our analysis to a single degree of freedom system for simplicity, however the principles presented here can be generalized to three-dimensional motion. In three dimensions, the non-zero acceleration requirement can also be satisfied by non-zero angular accelerations, i.e. changes in direction [33] .
Implications for landing insects
The dynamic peering algorithm presented here provides a plausible mechanism for how insects might estimate distance in order to trigger leg extension or any other behavior during landing maneuvers. Once the animal starts decelerating in preparation for landing by maintaining a constant rate of optic flow, it could trigger leg extension when either its internal control signal, or a measured value of acceleration, reaches a particular threshold. This threshold would always correspond to the same distance if the animal uses the same rate of optic flow for regulating its deceleration, a hypothesis supported by behavioral observations [6, 7] . Such a threshold calculation could be easily implemented by the nervous system with as little as a single neuron. To our knowledge, this is a novel and plausible principle. Insects, such as flies [34] [35] [36] , are known to use optic flow to regulate their velocity by adjusting acceleration, suggesting that such an internal control signal is indeed present.
To experimentally test whether insects use dynamic peering, one could construct an experiment in which animals are tricked into decelerating faster or slower than usual by using a virtual reality system. If the insects use an approach similar to what we describe, their leg extension behavior would be correlated with their internal control commands, and thus the observed acceleration behavior. Unfortunately this type of experiment is challenging to perform, as it requires free flight observations of leg extension behavior and simultaneous control of the visual stimulus in closed loop. As reported previously, flies landing on a target typically extend their legs after having first initiated a deceleration [6] . However, flies that approached the target but did not decelerate, did not extend their legs. These results suggest that leg extension is not simply triggered by object size or image velocity, but rather it depends on some aspect of the flies' internal state, or their deceleration behavior, an observation that is consistent with our model for distance estimation. Tethered flight experiments in fruit flies, as well as other insects, have shown that visual stimuli are sufficient to elicit strong leg extension responses [11, 12] . These results from tethered flies seem contradictory to our hypothesis because the flies extend their legs without physically decelerating. However, in these tethered flight experiments it is impossible to know if the flies were attempting to decelerate. Assuming they were, this behavior could be explained if they used an internal signal (e.g. efferent copy) of the control output. It is also possible that there are multiple sensory-motor pathways that can elicit leg extension.
Our analysis focused on a single degree of freedom trajectory, which is consistent with the landing behavior of fruit flies which do not make significant changes in heading after initiating deceleration prior to landing [6] . Additional degrees of freedom in the system would make it possible for an insect to extract a true depth estimate from optic flow simply by changing direction by a known amount. Previously published results from experiments with honeybees are consistent with this option, having shown that they do actively change direction in a stereotypical fashion in order to determine the height of objects above the ground using optic flow information [14] .
Summary
To summarize, in this paper we used tools from control theory to show that non-zero acceleration is necessary and sufficient to estimate distance from optic flow with a single camera. There are, however, an infinite number of possible trajectories that satisfy these requirements, many of which will fail in realworld noisy implementations. In order to choose a trajectory that provides an accurate estimate of distance, we turned to biological inspiration from landing insects, which decelerate so as to keep their optic flow at a constant value. This choice of trajectory simplifies the estimation problem to a single parameter (initial distance), resulting in an accurate estimate of distance from SLS filtering. Our dynamic peering algorithm provides a plausible, and testable, mechanism for how insects might trigger leg extension prior to landing, as well as being a novel method for estimating distance with a single camera in robotic systems.
