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Software Reliability Model with 
Optimal Selection of Failure Data 
Norman F. Schneidewind, Fellow, IEEE 
Abstruct-In the use of software reliability models it is not 
necessarily the case that all the failure data should be used to 
estimate model parameters and to predict failures. The reason for 
this is that old data may not be as representative of the current 
and future failure process as recent data. Therefore, it may be 
possible to obtain more accurate predictions of future failures 
by excluding or giving lower weight to the earlier failure counts. 
Although “data aging” techniques such as moving average and 
exponential smoothing are frequently used in other fields, such 
as inventory control, we did not find use of data aging in the 
various models we surveyed. One model that includes the concept 
of selecting a subset of the failure data is the Schneidewind Non- 
Homogeneous Poisson Process (NHPP) software reliability model. 
In order to use the concept of data aging, there must be a criterion 
for determining the optimal value of the starting failure count 
interval. We evaluated four criteria for identifying the optimal 
starting interval for estimating model parameters. Three of the 
criteria are novel. WO of these treat the failure count interval 
index as a parameter by substituting model functions for data 
vectors and optimizing on functions obtained from maximum 
likelihood estimation techniques. The third one uses weighted 
least squares to maintain constant variance in the presence of 
the decreasing failure rate assumed by the model. The fourth 
criterion is the familiar mean square error. Our research showed 
that significantly improved reliability predictions can be obtained 
by using a subset of the failure data, based on applying the 
appropriate criteria, and using the Space Shuttle On-Board 
software as an example. 
Index Tem-NHPP software reliability model, optimal selec- 
tion of failure data, Space Shuttle application. 
I. INTRODUCTION 
N THE USE of software reliability models it is not nec- I essarily the case that all the failure data should be used 
to estimate model parameters and to predict failures. The 
reason for this is that old data may not be as representative 
of the current and future failure process as recent data (i.e., 
the reliability of the software may change over time). More 
specifically, changes in reliability trends could be caused 
by dependency of faults (i.e., some faults mask others) and 
variation in the time between failure occurrence and fault 
correction. If the failure process remains the same over a long 
series of observations, we should use a great deal (or all) of the 
failure data; if there is a significant change in the process, we 
should use only the most recent observations [3]. Therefore, 
it may be possible to obtain more accurate predictions of 
future failures by excluding or giving lower weight to the 
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earlier failure counts. Although “data aging” techniques such 
as moving average and exponential smoothing are frequently 
used in other fields, such as inventory control, we did not 
find use of data aging in the many models we examined in 
various papers and reports that contain surveys of models 
[l], [2], [6]-[9], [14]. However, trend analysis for selecting 
failure data for displaying trends in accordance with a model’s 
assumptions has been studied [l l] ,  [16] and neural networks 
have been applied to trend analysis [12]. Another approach 
is to use a filter and window to select a specified number of 
the most recent predictions when deciding on the weights to 
use for combining predictions from various reliability growth 
models [ 151. While these approaches involve evaluating model 
trends or predictions for selecting reliability data, one software 
reliability model that has a built-in method for optimally 
selecting a subset of the failure data is the Schneidewind Non- 
Homogeneous Poisson Process (NHPP) software reliability 
model [17], [NI, [21]. In order to use the concept of data 
aging (i.e., giving more weight to recent failure counts), there 
must be a criterion for determining the optimal value of s, 
an index in the range 1 5 s 5 t, which is the starting value 
of equal-length failure count intervals. In this model one may 
choose to use all the failure counts in the execution intervals 
from 1 to t (Method l) ,  exclude counts from 1 to s - 1 (Method 
2), or use an aggregate count from 1 to s - 1 and individual 
counts from s to t (Method 3). 
A. Importance of Research 
The importance of this research is that significant improve- 
ments were obtained in the accuracy of predicting failure count 
and time to failure by not using all the observed failure data 
as we will illustrate in the examples. The focus of this paper 
is on the development, evaluation, and application of criteria 
for: first, estimating the optimal value of s, s*, for a given 
criterion, where “optimal” will be defined for each criterion; 
second, evaluating the accuracy of predictions that are obtained 
by using each criterion. This allows us to identify s** the 
value of s* that produces the most accurate predictions. We 
note that to evaluate the criteria, s* is found before predicting 
reliability, using observed failure data, and s** is identified 
after the predictions, using predicted data and a criterion which 
is independent of the criteria being evaluated. Once the best 
criterion is found, we use its s* to make future reliability 
predictions. 
This research was conducted on the Schneidewind model 
and the criteria were applied to the Space Shuttle on-board 
flight software. Since this model is used to assist IBM- 
U.S. Govemment work not protected by US. Copyright 
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Fig. 1. Method 1: Predicted failures and failure rate, and actual failure count, for s = 1. 
Houston in making software reliability predictions for the 
Space Shuttle software, we were motivated to find generic 
methods for optimal failure data selection and to apply these 
methods to obtain the most accurate predictions possible for 
the Space Shuttle [2], [20]. The concepts developed here have 
general applicability to other models but in order to realize the 
advantages of optimal data selection, it would be necessary to 
modify the parameter estimation methods used in those models 
to explicitly allow for subsets of the failure data to be used. 
Our research had four objectives: 1) find a criterion that can 
consistently identify the optimal s* ,  s**, where “optimal” is 
defined as the value of s* across criteria that produces the 
most accurate failure predictions; 2) develop a direct solution 
for s* such that the criterion function would not have to be 
evaluated for every value of s; 3) find a criterion that is simple 
to compute (related to 2); and 4) demonstrate that s* > 1 can 
produce more accurate failure predictions than s = 1 for the 
Space Shuttle software. 
Before discussing the criteria for selecting s, we provide 
an overview of the Schneidewind model parameter estimation 
in order to establish the rationale for data aging. After the 
overview, we develop four criteria for optimal selection of 
s for Method 2. Each criterion is evaluated with respect to 
three Space Shuttle modules by computing the values of the 
criteria for various values of s and plotting the results. We then 
assess which criterion provides the most accurate cumulative 
failure predictions; also, we apply one of the criteria to time 
to next failure predictions. As a by-product of this analysis we 
show that dramatic improvements can be made in prediction 
accuracy by not using all the failure data. We close with 
conclusions about the utility of the data aging approach and 
the best criterion to use for data aging, and with a discussion 
of extensions to this research. 
11. OVERVIEW OF SCHNEIDEWIND 
MODEL PARAMETER ESTIMATION 
The method of maximum likelihood is used to estimate the 
model parameters a and p, for a given s, where a is the failure 
rate at t = 0 and p is the failure rate time constant (i.e., a 
measure of how fast the failure rate decays-the smaller the 
value of p, the faster the failure rate decreases). 
We define three interval count ranges that are pertinent 
to parameter estimation and reliability prediction, given that 
1 5 i 5 t is the range of observed failure data: 
Parameter Estimation Range (Observed): The subset of 
1 5 i 5 t that is used for estimating a and p. 
Prediction Range (Observed): The subset of 1 5 a 5 t that 
is used for making predictions that are compared to observed 
failure data for goodness of fit analysis. 
Prediction Range (Future): The range t < i 5 T that is 
used for future predictions. 
A.  Parameter Estimation: Method 1 
Use all of the failure counts from interval 1 through t (1 = 
s 5 t). This method is used if it is assumed that all of the 
historical failure counts from 1 through t are representative of 
the future failure process. With Method 1 we give equal weight 
to counts in intervals 1,. . , t when we estimate a and p so 
that each interval has a weight of l / t .  Fig. 1 shows predicted 
cumulative failures and failure rate and actual failure count, all 
beginning at t = 1 signifying the prediction range (observed) 
starts at t 2 1. Equations (1) and (2) are used to estimate p 
and a, respectively [6]-[8], [17], [18]. 
PXt 
1 - exp ( -Pt )  
a =  
where xk+1 are actual failure counts in 1, 2, . . . , k + 1, . . . , t 
and X t  is the actual cumulative failure count in 1, t. 
B. Parameter Estimation: Method 2 
Use failure counts only in the intervals s through t (1 5 
s 5 t). This method is used if it is assumed that only the 
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Fig. 2. Method 2 Predicted failures and failure rate, and actual failure count, for s = 6. 
historical failure counts from s through t are representative of 
the future failure process. With Method 2 we give zero weight 
to counts in intervals 1, . . . , s - 1 and weight l / ( t  - s + 1) 
to counts in intervals s,-..,t when we estimate a and P; 
thus the more recent counts in intervals s, . . . , t are given 
more weight than in Method 1. Fig. 2 shows the predicted 
cumulative failures and failure rate and actual failure count, all 
beginning at t = s signifying the prediction range (observed) 
starts at t 2 s. Equations (3) and (4) are used to estimate P 
and a, respectively [6]-[8], [17], [18]. 
(4) 
PXS, t a =  
1 - exp (-P(t - s + 1)) 
where xs+k are actual failure counts in s, s + 1,. . ' , s + 
k: , . . . , t  and X,,t is the actual cumulative failure count in 
s, t. We note that Method 2 is equivalent to Method 1 for 
s = 1. 
C. Parameter Estimation: Method 3 
Use the cumulative failure count in the interval 1 through 
s - 1 and individual failure counts in the intervals s through 
t (2 5 .$ 5 t). This method is used if it is assumed that the 
historical cumulative failure count from 1 through s - 1 and the 
individual failure counts from s through t are representative 
of the future failure process. With Method 3 we give weight 
(s - l ) / t  to the cumulative count in the intervals 1, . . , s - 1 
(i.e., equivalent to the count in a single interval of length s - 1) 
and weight l / t  to counts in the intervals s , . . . , t  when we 
estimate a and P; thus the more recent counts in intervals 
s, . . . , t are given the same weight as Method 1. Although 
the weight of (s - l ) / t  for a single interval of length s - 1 is 
equivalent to a weight of l / t  for s - 1 intervals, effectively the 
counts in intervals 1, . . . , s - 1 are given less emphasis because 
they are aggregated. This method is intermediate to Method 1, 
which uses all the data, and Method 2, which discards "old" 
TABLE I 
PARAMETER AND PREDICTION RANGES 
Parameter Range Prediction Range Prediction Range 
(Observed) (Observed) (Future) Method 
1 s = l  l < i < t  t < i < T  
t < i < T  
3 2 < s < t  l < Z j t  t < i < T  
2 l < s < t  s < i < t  
data. Fig. 3 shows predicted cumulative failures and failure 
rate and actual failure count, all beginning at t = 1 signifying 
that the prediction range (observed) starts at t 2 1. Equations 
(5) and (6) are used to estimate P and a, respectively [6]-[8], 
[171, [W. 
(3 - 1)X.s-1 
exp(P(s - 1)) - 1 
xs, t 




1 - exp (-pt) a =  
where Xs-l is the actual cumulative failure count in 1, s - 1. 
We note that Method 3 is equivalent to Method 1 for s = 2. 
The treatment of failure counts for parameter estimation 
purposes is elaborated in Fig. 4 where all the actual counts of 
Fig. 1 are used for Method 1, only the actual counts starting at 
s of Fig. 2 are used for Method 2, and the actual cumulative 
count for 1, . . . , s - 1 and individual counts in s, . + . , t of Fig. 
3 are used for Method 3. 
The three methods are summarized in Table I with respect 
to the observed parameter estimation range and the prediction 
range-bserved (i 5 t) and future (i > t)-where T is the 
upper limit of the prediction range. 
As developed in [17], [18], the log of the generalized 
likelihood function that is applicable to the three methods is 
given by 
log L = Xt[log Xt - 1 - log (1 - exp ( -Pt ) ) ]  
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Fig. 3. Method 3: Predicted failures and failure rate, and actual failure count, for s = 8. 
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Fig. 4. Treatment of failure counts for parameter estimation. 
(7) 
where X, is the actual cumulative failure count and the 
predicted count in 1, t is given by 
Ft = (a/P)[1 - exp (-Pt)l  (8) 
where X,-l is the actual cumulative failure count and the 
predicted count in 1, s - 1 is given by 
F5-1 = (a /P ) [1 -  exp (-P(s - 1))l (9) 
where Xs.t is the actual cumulative failure count and the 
predicted count in s, t is given by 
F . ,  t = (a/P>[1 - exp ( -P( t  - + 1))l (10) 
and a and 
In Method 1 [17], [18] we use all the failure counts in 1, t. 
Thus in (7) X5-l = 0, X5, = X t ,  and (7) becomes 
logL = logXt - 1 - log [I - exp (-Pt>] + log [I - exp ( -P)]  
- kxl+k/Xt. (12) 
are parameter estimates. 
t-1 
k=O 
111. OPTIMAL SELECTION OF FAILURE DATA USING METHOD 2 
Only Method 2 and its special case s = 1, corresponding 
to Method 1, are covered in this paper. As stated, Method 2 
disregards failure counts for intervals 1, + . , s - 1 (except for 
Method 1, where s = 1). In this section we evaluate Method 
2 with respect to four criteria, each of which is designed to 
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TABLE I1 
O m m  STARTTNG INTERVAL 
Method 2 
Parameter Estimation Range 
S* 
Criterion Module 1 Module 2 Module 3 
1 8 6 5 
2 11 8 13 
3 12 2 7 
4 11 7 10 
4 11 6 4 
MRE 11 6 4 
Prediction Range s** 
TABLE I11 
ANALYSIS OF OPrlMAL STARTING INTERVAL 
Method 2 
Prediction Range MRE for s* 
Criterion Module 1 Module 2 Module 3 Average 
1 0.0048 0.041 0.036 0.027 
2 O.oooO95 0.057 0.16 0.072 
3 0.0019 0.202 0.046 0.083 
4 O.oooO95 0.063 0.083 0.049 
All data 0.038, s = 1 0.202, s = 2 0.096, s = 1 0.112 
TABLE IV 
TIME TO NEXT FAILURE 
(Current Time: t = 20) 
Method 2 
Predicted Predicted (All Actual 
(Intervals) (Intervals) (Intervals) 
Module s* (MSE) (Using s*) Data) 
2 6 7.72 2.03 (s = 2) 8 
3 2 3.07 2.99 (s = 1) 4 
identify s*. In all examples, Q and P are estimated in the 
range t = 1-20 and failure count predictions are made in the 
range T = 21-30, where an interval is 30 days of continuous 
execution of the Space Shuttle software. We show plots for 
each criterion for Module 1 and summarize results for Modules 
1, 2, and 3 in Tables 11-IV. The observed failure data are 
shown in the Appendix. Fortunately for the U.S. space program 
and the astronauts, the failures are sparse! Despite the sparsity 
of failures the model, with the aid of data aging, can predict 
quite accurately, as will be seen. 
A. Criterion 1: s* = s where log L(Q, P, s )  is Maximum 
This criterion is based on the following novel concept: If the 
model is a good representation of the observed failure counts, 
then it should be possible to substitute predicted failure counts 
for the corresponding actual failure counts in the likelihood 
function so that we can maximize it with respect to s (i.e., we 
treat s as a third parameter). We refer to this type of likelihood 
function as one which uses model functions to distinguish it 
from the usual case of using data vectors in the likelihood 
function. If we represent the original, generalized likelihood 
function (7), which is not differentiable in s, as follows: 
z (a ,  P7 3, t ,  xs-17 X S , t ,  xt7 X S + k )  (13) 
then the idea is to substitute the corresponding predictor 
functions for the actual failure counts to form a new likelihood 
function as follows: 
L(Q7 P,  s 7  t ,  F S - l >  F S , t ,  Ft7 f S + k ) ‘  (14) 
The maximum value of this function can be identified 
and used as a criterion for selecting s*. What is desired is 
a procedure for obtaining the best estimates of a, P, and 
s that will maximize the likelihood function simultaneously 
in one step. Unfortunately, we are forced to do iterative 
optimization because a value of s must be selected to estimate 
Q from (dlogZ/da), = 0 and P from (dlogZ/dP), = 0 for 
1 5 s 5 t. Once these parameters are estimated, s can be 
estimated from the maximum value of log L(a,  ,#, s) and the 
optimal triple (0, ,B, s) can be selected. 
Since in Method 2 [17], [18] we ignore failure counts in 
1, s - 1, xl, x2,-..,xs-1 = 0 + Xs- l  = 0 and X t  = X s , t ,  
and t in (7) must be replaced by t - (s - 1) = t - s + 1 
and s + k - 1 must be replaced by s + k - 1 - (s - 1) = I C .  
Therefore, (7) becomes 
logL=logXs , t  -1- log[1-exp(- ,#( t - s+1)) ]  
t - s  
+ log [I - exp (-PI] - P k x s + k / x s ,  t .  (15) 
k=O 
If s = 1 in (15), we obtain (12). Thus for s = 1, Method 
2 is equal to Method 1. 
Now, after substituting (10) for X s , t  and (11) for Xs+k 
in (15), respectively, and deriving an expression for the 
summation term in (15), we obtain 
logL = log [ (a/P)( l  - exp (+))I - 1 
- P[exp ( -Ps)  - exp ( -Pt>[ ( t  - s ) ( l -  exp ( -P ) )  + 111 
1 - exp (-,B(t - s + 1)) 
(16) 
Equations (159, the likelihood function using data vectors, 
and (16), the likelihood function using model functions, are 
plotted in Fig. 5 for Module 1 of the Space Shuttle software. 
Both equations are shown to see whether (16) has the same 
pattern as (15); it does. The plots have negative values because 
the likelihood function is the log of a product of probability 
density functions. The maximum (least negative) values of (16) 
occur at s* = 8, 6, and 5 for Modules 1, 2, and 3, respectively 
(see Table 11). Equation (16) is too complex to solve for 
d log L/ds  = 0 directly in order to obtain s*. Therefore, s* is 
obtained from the maximum value of (16). 
B. Criterion 2: s* = s where ldlogL/dp(p, s)l is Minimum 
This criterion is based on a second novel concept related to 
the concept of Criterion 1: If the model is a good representation 
of the data, and considering the fact that P was estimated from 
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Fig. 6.  Method 2, Criterion 2, Module 1. 
is minimum (i.e., a direct solution of d log L/dp = 0 for 
.s* cannot be obtained because of the complexity of the 
equation). As in the case of Criterion 1, Criterion 2 is based on 
using model functions, but uses a derivative of the likelihood 
function. Criterion 2 is inherently inferior to Criterion 1 
because it only optimizes with respect to Q and P while the 
latter optimizes with respect to a,  P, and s. In both cases P 
is optimized over the range of s, 1 5 s 5 t. The advantage 
of Criterion 2 is that (17) is a simpler function than (16) to 
evaluate. 
Now, after substituting (10) for xs, t and (11) for x s + k  in 
(3) and deriving an expression for the summation term in (3), 
we obtain 
t - s + l  
exp(P(t - s + 1)) - 1 - 
1 - d log L 
dP exp(P) - 1 
Equation (17) is plotted in Fig. 6 for Module 1. The 
minimum values of (17) occur at s* = 11, 8, and 13 for 
Modules 1, 2, and 3, respectively (see Table 11). 
C. Criterion 3: Weighted Least Squares: 
s* = s where (18) is Minimum 
In the original model [17], [18], the method of weighted 
least squares (WLS = mean weighted squared difference 
between predicted and actual interval failure counts xi) was 
used to choose the optimal value of s (the one yielding the min- 
imum value of W L S )  for prediction purposes. Weighted least 
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Fig. 7. Method 2, Criterion 3, Module 1. 
squares was used because the model assumed an NHPP and 
exponentially decreasing failure rate with increasing s which 
implies a decreasing variance between expected and actual 
failure counts over time. Since an assumption of the method 
of least squares is constant variance, the squared deviations 
are weighted by the appropriate factor to maintain constant 
variance over time (i.e., weights are inversely proportional to 
variance) [4], [5]. In the original model, W L S  was computed 
by using all the failure counts. Equation (18) at the bottom 
of the page generalizes W L S  to allow for not using all the 
failure counts. The original model W L S  is obtained from (18) 
by letting s = 1. Although W L S  seemed to be a reasonable 
criterion at the time because it comports with the assumptions 
of the model, experience suggests that other criteria should 
be evaluated with the objectives of providing values of s that 
result in better predictions and a reduction in the computation 
required to apply the criteria. 
Equation (18) is plotted in Fig. 7 for Module 1. The 
minimum values of (18) occur at s* = 12, 2, and 7 for 
Modules 1, 2, and 3, respectively (see Table 11). 
0 2 4 6 6 1 0 1 2  
Starti- Intmrvrl Cm) 
Fig. 8. Method 2, Criterion 4, Module 1: Parameter estimation range (1-20) 
and prediction range (21-30). 
(19) 
The MSET criterion for time to next failure(s) is similarly 
defined and is given by (20) at the bOttom of the page, where 
Tf; is the actual time to the next Fi failure(s), i is the current 
time, and X,,i failures have been observed between s and i. 
The rationale of the fourth and last criterion is to minimize 
the sum of the variance and the square of the bias of predicted 
failure count or time to failure [lo]. Equation (19) is plotted 
in Fig. 8 for Module 1 for both parameter estimation and 
prediction (future) ranges. The minimum values of (19) occur 
at s* = 11, 7, and 10 for Modules 1, 2, and 3, respectively 
(see Table 11). The minimum values of (20) occur at s* = 6 
and 2 for Modules 2 and 3, respectively (see Table IV). It 
was not possible to satisfy the condition indicated in (20) for 
Module 1; therefore, no result is shown. 
D. Criterion 4: Mean Square Error: s* = s Iv. EVALUATION OF CRITERIA 
where (19) or (20) is Minimum 
The MSEF [2] computes the mean of the sum of the 
squared differences between model predictions and actual 
cumulative failure counts X,,i in the range s 5 i 5 t ,  where 
A* 
Now we evaluate how good a job the four criteria did in 
identifying s** with respect to the prediction of cumulative 
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Fig. 10. Method 2, Module 1: Predicted and actual cumulative failures. 
We calculate goodness of fit for 10 intervals into the future 
and compare predicted cumulative failures (21) with actual 
cumulative failures for those intervals [14]. Both M S E F  (19) 
and mean relative error ( M R E )  are plotted, as a function of s, 
for the prediction range T = 21-30 for Module 1 in Fig. 9 in 
order to identify s** = 11 (value of s where M S E  and M R E  
are minimum). Mean relative error [13], [19] is given by 
M R E  = C(lXi - Fil /Xi ) /N (22) 
2 
for N intervals. 
Equation (22) is used to provide a measure of prediction 
accuracy that is independent of any of the criteria being eval- 
uated. Table I1 summarizes the results obtained for s* for the 
four criteria as applied to the three modules in the parameter 
estimation range t = 1-20. These results are compared with 
those obtained for s** in the prediction range T = 2 1 3 0  by 
using the M S E  and M R E  criteria, emphasizing the latter 
since it is an independent criterion. Table 111 shows the M R E  
values in the prediction range for each criterion's s* for the 
three modules, and the averages for the three modules. Also 
shown in Table 111 are the M R E  values for using all the data 
and their average (s = 2 is the starting interval when all the 
failure data are used for Module 2 because parameter estimates 
could not be obtained for s = 1). The most significant finding 
derived from these tables is that all criteria produced better 
predictions than using all the data for the three modules. 
Secondly, the tables show that both Criterion 2 and Criterion 
4 produced s** (s* = 11) for Module 1, Criterion 1 produced 
s** (s* = 6) for Module 2, and none of the criteria produced 
s** for Module 3, although Criterion 1 came close (s* = 5). 
Thirdly, Criterion 1 was the best on the basis of average 
M R E ,  with Criterion 4 making a respectable showing. 
In order to compare cumulative failure predictions that use 
s* with those that use s = 1, 2 and compare both to the actual 
cumulative failures, we show Figs. 10-12 for Modules 1-3, 
respectively. All three figures show much better predictions 
using s* as opposed to using all the data, with the latter 
exhibiting overshoot. In fact, in the case of Fig. 10 (Module 1) 
only four failures out of a total of thirteen produced a much 
more accurate prediction than the one obtained by using all 
the data! 
B. Time to Next Failure 
A summary of time to next failure results is shown in Table 
IV, where the predictions were obtained using (23) [2] and s* 
was obtained using (20) for Modules 2 and 3 
TAt) = [(log [a/(. - P(Ft + XLl, t))l)/Pl 
- (t - s + l ) ,  for a > P(Ft + Xs, t )  (23) 
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V. CONCLUSIONS 
Our four research objectives were stated in the Introduc- 
/-* tion. The results we obtained with respect to achieving these 
objectives are as follows. 1) Rather than finding a single 
criterion that was consistently superior, we found that all 
criteria did better than using all the failure data, whether the 
found that Criterion 1 (maximum likelihood estimation using 
model functions) had the minimum average error. However, 
- ss6 
-+- ..I
Llctu.1 - prediction was cumulative failures or time to next failure. We 
I I I 1 I I Criterion 4 ( M S E F ) ,  with the second lowest average error, 
f 
Fig. 12. Method 2, Module 3: Predicted and actual cumulative failures. 




0 10 16 PO 26 30 
WIrrmt C x . P u t i a  Ti- (intrrurl) 
Fig. 13. Method 2, Module 2: Predicted and actual time to next failure. 
where the current time is t, and we predict the time for Ft 
failures (one or more) to occur, and X+ failures have been 
observed between s and t. 
Again it is seen that using s* produces better predictions 
than using all the failure data. An example of prediction 
accuracy obtained by using s* = 6 for Module 2 is shown 
in Fig. 13 where (23) is plotted for various current execution 
M S E F  so that the model user can see the fit with the data 
in this range; the same statement applies to MSET.  2) We 
were unable to solve for s* directly because the expressions 
for Criterion 1 and Criterion 2 are too complex. 3) Although 
we could not find a criterion that could be evaluated in a 
single step, a program could be written to evaluate a criterion, 
say M S E F  and MSET,  find s*, and select the best model 
for the user. 4) We demonstrated significant improvements in 
failure prediction, both cumulative failures and time to next 
failure by using data aging. Although the results from three 
modules may not be considered definitive, we note that there 
were fourteen cases (four criteria applied to three modules for 
cumulative failure prediction and one criterion applied to two 
modules for time to failure prediction) in which data aging 
produced superior predictions and none in which this was not 
the case. This result is significant for increasing the accuracy of 
software reliability predictions for the Space Shuttle. Since the 
other Space Shuttle modules have failure count distributions 
over execution time that are similar to the ones analyzed, we 
assume data aging is applicable in general to the Space Shuttle 
software. Our results suggest that other software reliability 
models could benefit from using data aging. 
The next stage of our research will involve the use of other 
failure data sets to determine whether data aging is applicable 
to a different environment. In addition we will analyze the 
four criteria relative to the use of Method 3. 
APPENDIX 
OBSERVED FAILURE COUNTS 
(Interval = 30 days execution time) 
Module 3 Module 2 Interval Module 1 times and contrasted with actual time to next failure. 
1 1 0 0 
C. Mean Relative Error 2 1 0 0 
3 1 0 0 
4 2 0 0 
5 1 0 3 
Potentially, M R E  itself could be used as a criterion for 
selecting s* in the parameter estimation range because of its 
accuracy in identifying s** = 11, 6, and 4 for Modules 1, 2, 6 0 2 1 
and 3, respectively, in the prediction range (see Table 11); its 7 0 1 0 
average error is 0.020, smaller than any average error in Table 8 2 3 1 
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DISCLAIMER 
The analysis of experimental results of the intermediate 
software failure data in this paper should not be construed 
as a prediction of the final Space Shuttle software reliability. 
Rather, the Space Shuttle data are used as real project examples 
for the purposes of developing, enhancing, and validating 
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