Abstract. Several algorithms for efficiently evaluating trigonometric polynomials at irregularly spaced points are presented and analyzed. The algorithms can be viewed as approximate generalizations of the fast Fourier transform (FFT), and they are compared with regard to their accuracy and their computational efficiency.
1. Introduction. The problem of efficiently computing discrete Fourier transforms of nonequispaced data has been addressed by several authors in recent years [1, 2, 3, 5, 6, 9] . Applications involving such computations include the tracking of Lagrangian particles [7] , the implementation of semi-Lagrangian methods [8] , and spectral methods on adaptive grids. In each case, the evaluation of trigonometric or Chebyshev polynomials at irregularly spaced points can become the dominant computational expense.
The difficulty is readily expressed. Given a (complex) sequence {û p } Thus the original summation is replaced by an approximation which may be evaluated relatively rapidly, with the amount of work proportional to that required by a standard FFT on a regular grid, and the constant of proportionality related to the accuracy required. The purpose of this report is to provide a comparative overview of some of the methods available.
The main part of the review is in the second section with a description of several approaches, including cubic spline (CS) interpolation through values on the equally spaced grid [8] , a local Chebyshev (LC) approximation [9] , Boyd's Euler sum (ES) acceleration [3] , a method due to Dutt and Rokhlin (DR) [5] , a new implementation of Lagrange polynomial interpolation (PI), and an algorithm based on local Taylor polynomials (TP) [1] . In each case the approximation properties of these approaches are examined by a mixture of analytical and empirical means. The third section contains a comparison of the relative efficiency of the various approaches, with some sample timings. The report ends with a brief discussion of what happens in two or more dimensions, and some conclusions are drawn.
1.1. Some notation. Throughout, u (and sometimes v) will be trigonometric polynomials of degree N , defined in terms of their Fourier coefficientsû p , −N ≤ p ≤ N , by (1.1). We shall make frequent reference to regular grids, {x j }, with x j = jh and h = π/M , M ≥ N . The values {u j = u(x j )} of u on such a regular grid may be found by first padding the vector of Fourier coefficients with an appropriate number of zeros and applying an FFT of size 2M .
Analyzing the properties of the underlying approximations.
Insight into the approximation properties of the various approaches may be obtained by considering how they perform on the Fourier modes φ p (x) = e i px . Suppose that the approximation involved in one of the algorithms has the effect of replacing a trigonometric polynomial u(x) by some function Au(x). Then because of linearity we can write so that the error in the approximation of u can be bounded in terms of the Fourier coefficientsû p and the sizes of the errors incurred by replacing φ p (x) by Aφ p (x).
The algorithms to be considered here in detail all involve at some stage computations on a (possibly oversampled) regular grid {x n } of spacing h = π M . In each case the approximation is invariant with respect to shifts by multiples of h, in the sense that Aφ p (· + jh) = φ p (jh)Aφ p (·). Thus in general an estimate of φ p − Aφ p ∞ may be found by considering the range of values |x| ≤ 1 2 h. A further consideration is that there are applications where the points x k are to be found in small neighborhoods of the points {x n } on the regular grid. This can occur for example in the context of semi-Lagrangian methods [8, 9] ; if the time step is small, the change of variable induced by the use of Lagrangian variables between time levels has the effect of moving points only slightly away from their starting positions on the regular grid.
Let r = max k min n |x k − x n | (as in subsection 2.2). Then r ≤ 1 2 h, and the terms E p defined by
may be used to estimate the error
We shall seek to obtain estimates for E p for each of the algorithms we shall be comparing. These estimates will provide a means of comparing the various approaches, highlighting the dependence on the frequency p, and in practice they are useful for predicting appropriate values of the various parameters involved in order to guarantee a given level of accuracy.
2. A review of methods. In this central section we give a description of various approaches for evaluating trigonometric polynomials at irregulary spaced points, some of which have already appeared in the literature, and others of which are new.
Cubic spline interpolation.
A technique which is routinely employed in the meteorological community, where semi-Lagrangian advection schemes have proved to be effective [8] , is to make use of spline interpolants to evaluate u(x) between equally spaced mesh points. It is found in that context that cubic spline interpolation provides an acceptable compromise between accuracy and expense, while also having a useful mass-conservation property.
When the function u to be approximated is periodic, the cubic spline interpolant is given via the values at the closest four grid points of a related function v, whose Fourier coefficients are given in terms of the coefficients of u bŷ
Suppose that x lies between x n and x n+1 . We write x = x n + sh, and the formula is
where the values v j = v(jh) may be calculated at the cost of a single FFT on the coefficientsv p .
2.1.1. Approximation properties. The cubic spline approximation to φ p can be written
for s ∈ [0, 1]. The error in this expression can be expanded in powers of ph as follows:
The error is thus seen to be fourth order in ph. Moreover, it is small when s ≈ 0 or s ≈ 1, so that the cubic spline approximation is more accurate at points that are near points on the regular grid.
Local Chebyshev approximation (LC).
An alternative was introduced in [10, 9] , and can be viewed as a local Chebyshev approximation, whereby the domain is split into a set of subintervals, and, in each of them, the function is replaced by a projection onto the space of Chebyshev polynomials on that subinterval.
Here we take M = N , and centered on each grid point x n we set a subinterval [x n − r, x n + r], with r chosen so that
When r = 1 2 h, the union of the subintervals covers the whole domain; values of r smaller than 1 2 h are allowed in order to account for the situation when the points {x j } are to be found in small neighborhoods of the points {x n } on the regular grid.
The approximation can be defined in the following manner. Set K ≥ 0, and, for k = 0, . . . , K and n = 0, . . . , 2N − 1, let u k n be the coefficient of the kth Chebyshev polynomial in a local Chebyshev expansion of u(x) about the point x n , given by
is the Chebyshev weight, and
Then, if x n is the nearest grid point to x j ,
For each value of k, the set of coefficients {u k n } 2N −1 n=0 may be calculated by means of the FFT from the Fourier coefficients of u. By expanding the right-hand side of (2.3) we find that
a k (p) can be shown to be given by the formula
and to satisfy the three-term recurrence
Thus if a 0 (p) is calculated via (2.7), then (2.8) may be used to calculate a k (p) for higher values of k via the Thomas algorithm, using the approximation a K+1 (p) = 0.
The algorithm is then the following: 
and an upper bound on the error is
In the worst-case scenario, with r = 
The errors predicted by (2.9) for various values of |p|r are plotted in Figure 2 .1. These are maximum errors in x plotted against K, and the amount of work is roughly proportional to K (see below). The convergence is seen to be faster than exponential, and to improve as |p|r is reduced. Thus the approximation improves both when lower frequencies are considered (when p is small compared to N ), and when the points are clustered near to grid points (when r < 1 2 h).
Euler sum acceleration (ES).
Euler sum acceleration [3] works by applying the Euler transformation to significantly speed up the convergence of a (nearly) alternating series ∞ n=0 a n , so that a partial sum such as K n=0 a n is replaced by
In the present context, the function u(x) can be written as a combination of cardinal functions on the equally spaced grid
is the (real) trigonometric polynomial of degree 2M that satisfies C j (x k ) = δ jk . If we reorder this summation, starting from the point x n that is closest to x and working outward, we obtain, in each direction, a nearly alternating series to which the Euler transformation can be applied. Roughly speaking, the smoother u is (on the scale of the grid), the closer each series will be to being truly alternating, and in this case the Euler transformation will produce two rapidly converging series, which can be truncated with minimal error.
The approximation resulting from truncating after K terms in each direction is
where x n is the nearest grid point to x.
The requirement that u be smooth on the scale of the grid for the truncation of the Euler summation to be accurate means, for general u, that it is necessary to oversample. In [3] it was shown that a factor-of-two decrease in the size of each successive term in the Euler-transformed series results from oversampling by a factor of three, i.e., by taking M = 3N . The following algorithm results:
1. Precompute the factors w
Perform an FFT of size 2M on the vectorû padded with zeros to obtain values of u on a regular grid of spacing h = π/M (O(M log M ) operations). 3. For each "target point" x j , compute x n , the nearest point on the regular grid to x j , evaluate C n+k (x j ) for −K ≤ k ≤ K, and approximate u(x j ) via (2.11) (O(N K) operations).
Approximation properties.
The analytical analysis of the accuracy of the Euler sum acceleration approach provided in [3] is qualitative rather than quantitative, and is used to determine the level of oversampling required to give satisfactory convergence as K is increased. Quantitative estimates of E ES p may be obtained empirically, and some such results are reproduced in Figure 2 .2. The curves shown are plots of the maximum error in approximating e i px for |x| ≤ π 2M as a function of K, for values of p ranging from M down to M/6. Recalling that N = max|p|, the rationale for employing M = 3N may be clearly seen from the deterioration in the convergence rate for |p| > M/3, and from the absence of any advantage in taking |p| < M/3.
The Dutt-Rokhlin approximation.
In [5] , the authors study the Fourier series of functions of the form
By approximating ψ by a truncated Fourier series, with coefficients that decay rapidly, they were able to obtain an approximation to e i cy of the form By relabeling (y → ph, c → x/h), the following approximation to e ipx may be derived:
This results in the following algorithm for evaluating (1.1).
1. 
There are three parameters that may be varied in this account: M , K, and b. As in the case of the Euler sum acceleration approach, it is necessary to choose M > N in order to obtain satisfactory convergence as K is increased. In [5] a value M = 2N was found to provide the best results in terms of computational efficiency. However, the authors gave no indication of how the parameter b was to be chosen in practice, beyond saying that they used the values b = 0.5993 when K = 5 and b = 1.5629 when K = 14. Some methods of choosing an appropriate value for b, and the effect of varying b on the accuracy of the approximation, will be discussed below.
2.4.1. Approximation properties. As for the Euler sum acceleration approximation, practical error estimates for the Dutt-Rokhlin algorithm must be obtained on the maximum norm of the error. Better values may of course be found for specific situations by minimizing the right-hand side of (1.5) directly, but the cost outweighs the resulting gains in accuracy. In Table 2 .1 values of b and the corresponding values of E DR are given for a range of values of K and for M = 2N . It was found that in each case the maximum value of E DR p was for the case p = N , but also that the ratio E DR N /E DR 0 is bounded independently of K and M .
In Figure 2 .3 the errors shown in Table 2 .1 are plotted as a function of K, along with corresponding results for the cases M = 1.5N , M = 3N , and M = 4N . (It is necessary to take M > N to obtain convergence as K increases.) It can be seen that a law of diminishing returns applies as M is increased. As mentioned above, the choice M = 2N was made in [5] as representing an efficient compromise between the cost of increasing M and the increasing values of K necessary to maintain accuracy as M is lowered.
Polynomial interpolation through neighboring grid points (PI).
This alternative is based on using simple PI of the original function through neighboring values on an oversampled grid. Constructing the interpolant via the Lagrange cardinal functions is discussed in [3] . If the nearest K points are used, the approximation takes the form
For each target point x = x n + sh, the evaluation of all of the cardinal functions is an O(K 2 ) procedure. For the relatively large values of K that are necessary to achieve high accuracy, the cost becomes prohibitive. But it is an unnecessary cost. The Newton form of the same approximation can be written (2.14)
where we have used u n [j : k] to denote the (k − j)th difference of u between the points x n+j , . . . ,x n+k . Because the polynomial terms in the above expression may be calculated recursively, the cost of calculating all of them is O(K) operations. The same is true of the difference terms u n [j : k]. They satisfy the recursion
and in addition, there is a relationship between neighboring differences
so that (2.15b) may be written
Thus, for example, the set of differences {u n [−1 : 2]} 0≤n≤2M −1 may be calculated from the set {u n [−1 : 1]} 0≤n≤2M −1 in 2M operations. The following algorithm for evaluating (1.1) results.
1. Use an FFT of size 2M to obtain the values of u on the regular grid of spacing h = π/M (O(M log M ) operations). 2. For j = 0, . . . , 2N − 1, find n such that x n = nh is the nearest point on the grid to x j . Replace
The above approach will provide v j ≈ u(x j ) for each j. Once the value of M has been determined, the approximation can be progressively refined until sufficient accuracy is reached (i.e., the value of K can be varied dynamically). Insight into the effect of varying M will be provided below.
2.5.1. Approximation properties. Theoretical error estimates are well known for this approximation. The error in the approximation of e i psh using values at the nearest 2M + 1 integers to s is bounded by
Employing a crude upper bound on the polynomial terms in the above expression we arrive at the bound
In Figure 2 .4, estimates for the error in polynomial interpolation of e i px using (2.18) are displayed for various values of |p| M , up to a maximum of M/2. For larger values of p, the estimates deteriorate, and for |p| larger than about 5M/7, the estimates begin to diverge as K increases. Thus choosing M ≥ 2N would seem sensible in order to guarantee satisfactory convergence. [1] have published an algorithm similar to the local Chebyshev approach of [9] (subsection 2.2), but using a truncated Taylor expansion in place of the Chebyshev polynomial approximation (2.4). Thus their algorithm takes on exactly the same form as that of subsection 2.2, but with the terms a k (p) given instead by a k (p) = (i p) k k! , and the Chebyshev polynomials T k (y) replaced by y k . Thus, for given K, the amount of work involved in steps 2 and 4 of the algorithm in subsection 2.2 is reduced by a factor of approximately two, whereas the cost of steps 1 and 3 remains the same. In particular, the number and size of the FFTs to be performed are the same, for given K.
Taylor polynomial approximation (TP). Anderson and Dahleh
However, for a given accuracy, the local Chebyshev approximation will in general require a smaller value of K. The analytical estimate E T P p for the maximum error in approximating φ p using a Taylor polynomial of degree K is This is similar in form to (2.9) (see also Figure 2 .1), but is larger by a factor of 2 K . The comparison in terms of the overall work count is not clear. In the numerical experiments described below, the two methods show almost identical performance.
The authors of [1] also make use of their Taylor polynomial approach as part of an algorithm for performing the inverse calculation of deriving the coefficientsû p of the trigonometric polynomial that interpolates the values of u at a set of unevenly spaced points. Their use of the GMRES iteration compares well with the techniques used in [6] (see below) for the same problem.
Other approaches.
2.7.1. The fast multipole method (FMM). In [4] it was suggested that the FMM might prove to be useful for interpolation problems of the type we are considering here. This possibility is investigated specifically for the Fourier case in [6] , where the authors derive a formula for evaluating at an arbitrary set of points the interpolating trigonometric polynomial for any other set of point/value pairs. The fast multipole method is for calculating sums of the form
where φ is singular at 0 but smooth everywhere else. The interpolation formula derived in [6] fits into this framework. The interval of interest is split up into a hierarchy of subintervals, with the size of the finest subintervals being determined by the accuracy required. On each of the finest subintervals, the sum defining f (x) is split into contributions from the x k lying in the same subinterval and the neighboring two subintervals, and contributions from each interval further afield. The nearby contributions are evaluated exactly, and the other contributions are replaced by values of a Chebyshev polynomial interpolant, and the coefficients of this interpolant are calculated in a recursive manner from coefficients of similar interpolants formed at coarser levels of subdivision.
The findings of [6] for the application of this in the Fourier case are mixed. In comparison with the approach of [5] , the FMM comes off rather worse for the problem of interpolating onto an irregular grid that we are considering here. But the authors also perform the inverse calculation: finding values on a regular grid from values on an irregular grid, and in this case the FMM approach is relatively successful, performing only slightly worse than the algorithms in [5] (see below).
Beylkin's USFFT. In [2]
1 an approach is described for the evaluation of the Fourier transform of functions with singularities. The idea is again to replace the exact Fourier transform with an accurate approximation that may be calculated rapidly. In this case the approximation is based on a projection onto a subspace of a multiresolution analysis. At an intermediate stage, sums of the form (1.1) occur, and these are evaluated by calculating the interpolant of u(x) in the space spanned by Kth-order central B-splines with knots on a regular grid of spacing h = π/M . A value of M = 2N , corresponding to oversampling by a factor of two, is used in order to attain the desired accuracy.
This algorithm (for evaluating (1.1)) is closely related to that of of [5] . Indeed, an approximation corresponding to (2.13) is employed: the term e 
The algorithm results from making the corresponding substitutions in the description of the Dutt-Rokhlin algorithm. Beylkin's method is simpler in the sense of having no arbitrary constant analogous to the factor b occurring in the Dutt-Rokhlin method.
In terms of accuracy (as a function of K), the results reported in [2] correspond closely to those in Table 2 .1, and in terms of computational performance the two methods are also found to be very similar.
Other polynomial approximations.
A range of other approximations can be devised. For example, the appproach used in constructing the local Chebyshev approximation could equally well be used to obtain a local Legendre polynomial approximation (or indeed one involving any other Jacobi polynomial). Experiments conducted using Legendre polynomials indicate that the resulting algorithm performs marginally less well than the Chebyshev version, but is otherwise qualitatively very similar.
Another alternative is to seek to generalize the polynomial interpolation approach. For example, Hermite interpolation could be used: interpolating either the function and its first derivative at the nearest 2K + 1 points on the regular grid, or perhaps the function and its first K derivatives at the nearest two grid points. The approximations generated in this manner converge rapidly. However, there is (to the author's knowledge) no analogue of the Newton divided difference formula for interpolating function values. Without such a formula, the algorithms are O(K 2 ) in operations counts, and thus rapidly become uncompetitive.
Comparative remarks.
Apart from the cubic spline approximation, all of the methods considered in this section exhibit at least exponential accuracy as the parameter K is increased. The cubic spline analysis was included because the method is used in industrial applications. The results indicate that in comparison with the other approaches, it is quite inaccurate. However, the other methods all rely to a greater or lesser extent on the use either of oversampling or of multiple FFTs for their accuracy, and this may be relatively expensive. We shall provide experimental results that enable a direct comparison to be made below.
The implication of the exponential accuracy of the methods is that in each case the amount of work involved will increase as at most the logarithm of the required accuracy. However, there are some more subtle differences which will affect the relative efficiency of the approaches in various situations. In practice, the function u to be interpolated will often exhibit some decay in the size of its Fourier coefficients. Thus the size of the overall error, estimated via (1.5), will not depend solely on max p E p , but instead on p |û p |E p , so that greater weight will be given to errors incurred at low values of |p|. Methods exhibiting rapid decay of E p as |p| decreases may be at an advantage.
The second situation which will affect the relative performance of the methods discussed is that in which the points x j are clustered around points on the regular grid. Here the range of x over which the error should be measured is restricted to [−rh/2, rh/2] for some r ≤ 1. For cubic spline interpolation, the error will decrease as r. For the local Chebyshev and the Taylor polynomial approximations, the error behaves as r K+1 as r is decreased. This behavior may be seen in Figure 2 .1. For the other algorithms, there is no significant advantage in reducing r. The problem as written is slightly underdetermined: we have 2N equations for 2N + 1 unknowns. The extra equation can be obtained by demanding that in addition
This is consistent with the solution normally employed when the points x j are given by x j = jπ/N , in which case the coefficients are given bŷ
and may be determined rapidly by means of the FFT.
Algorithms for the general case are considered in [1, 5, 6] . The general interpolation formula of [6, Theorem 2.3] can be applied equally well to the inverse problem as to the forward problem. In comparison with their work in [5] , the authors cite this FMM-based method as providing a unified approach to both problems (somewhat less efficient when applied to the forward problem, considerably more efficient for the inverse problem), whose complexity is independent of the distribution of the nodes, and which can be generalized to complex data points.
Both [1] and [5] base their approaches for the inverse problem on the corresponding algorithms for the forward problem described above (TP and DR, respectively). Both tackle the problem via the iterative solution of a linear system of equations of the form Aû = u (formed in the current setting from (2.21) and (2.22)), but make use of different iterative procedures.
The algorithm DR [5] for multiplication by A can be easily adapted to enable the efficient multiplication by its complex conjugate A * . The authors then show that A * A is Toeplitz, and that its distinct elements can be computed by again making use of the algorithm DR: multiplication by A * A can then be performed by applying the FFT, and the conjugate gradient method employed to multiply by (A * A) −1 . The identity
Numerical experiments confirm the efficiency of the resulting algorithm, at least as long as the nodes do not deviate significantly from the equally spaced grid. In the experiments reported in [5, 6] , the nodes are at most a distance 0.1π/n from the corresponding equally spaced nodes.
In [1] a preconditioned GMRES iteration is employed. The preconditioner is an application of (2.23) to the data. When the nodes are equally spaced this of course provides the solution directly. As the nodes deviate more significantly from this case the condition number κ(A) deteriorates, and the required number of iterations increases. Here too the experiments reported involve nodes that deviate by at most 0.1π/n from the equally spaced grid. In comparison with the use of the conjugate gradient iteration, this approach has the advantage of requiring no knowledge of the conjugate operator A * , but if a significant number of iterations becomes necessary, it can be very expensive in terms of storage.
Experimental results.
In this section we present some results from experiments in which the algorithms described above were used to evaluate (approximately) sums of the form (1.1). The algorithms were implemented as FORTRAN programs on a SPARC 20 workstation, compiled using "f77-fast" (i.e., fully optimized). For each experiment, relative errors in the evaluation of (1.1) are presented, together with timings obtained by averaging results given by etime and dtime over 50 runs of the program. The errors are in the maximum norm, calculated via the formula
The results given in this section are for illustrative purposes only. The actual times taken by the programs will vary according to the machine architecture, the compilation options, and the particular way each algorithm has been coded. With regard to the latter point, in each case care has been taken to code the method as efficiently as possible. In Figure 3 .1 the error is plotted, on a log 10 scale, against the average CPU time taken (in seconds), for the methods LC, ES, DR, PI, and TP. In each case the accuracy has been controlled by increasing the parameter K. Errors of less than 10 −10 were produced with the values of K listed in Table 3 .1. For the Dutt-Rokhlin method, M = 2, and b was chosen according to the values set out in Table 2 .1. For the Euler sum acceleration and polynomial interpolation algorithms, M = 3 was used. The variable N has been set to 1024. The exponential accuracy of each of these methods is evident from Figure 3 .1, as is the fact that, with the possible exception of the Euler sum acceleration algorithm, there is not much to choose between them in this general case. For comparison, the cubic spline approach yielded an error of 0.27 in a time of 0.04 seconds.
In Figure 3 .2, details are given of the time required by the various algorithms to provide specified levels of accuracy. For comparison, the times taken for the direct, exact evaluation of (1.1) are shown, as well as the cost of performing a single FFT on the data (as would be all that was necessary if the points x j were evenly spaced on [0, 2π]). It can be seen that each of the exponentially accurate methods is essentially O(N log N ) in expense (the lines are more or less parallel with the line for the single FFT), and so they are asymptotically much less expensive than performing a full evaluation. The break-even points range from N = 32 to N = 256, depending on the method used and the level of accuracy enforced. In two dimensions the approximate methods will confer much more of an advantage.
Evaluation of smooth functions.
The functions used to illustrate the performance of the various algorithms in the previous section, while providing a severe test, are not typical of the functions encountered in practical applications, where the Fourier coefficientsû p will not be uniformly large, but will exhibit some sort of decay as p → ∞. In this section we attempt to model such cases. The target points are chosen as in the general case, but now |û p | is chosen so that |û p | = (1 + |p| 2 ) −s/2 for some s > 0, modeling the situation that would be expected when u had some degree of smoothness associated with it.
In Figure 3 .3, results are shown for s = 1 and s = 4, with N again chosen to be 1024. For DR and ES, the results are relatively independent of s, but for LC, TP, and PI, the accuracy, and thus the efficiency, improves as s increases, i.e., the smoother u is. This is consistent with the analysis provided above, where, especially for PI, but also for LC and TP, a significant improvement in accuracy was predicted for Fourier modes e i px as the ratio |p|/M decreased. For comparison again, with N = 1024, the cubic spline approach yielded errors of 0.013 for s = 1 and 1.7 × 10 −10 for s = 4 (reflecting the fact that the error is fourth order in |p|/M ). Errors of less than 10
were produced for the rest of the methods with the values of K listed in Table 3 .2.
Similar behavior can be observed in Figure 3 .4, where time is displayed as a function of N for each of the methods in consideration, for s = 1 and for s = 4, with error levels 10 −5 and 10 −10 . The "jumps" in the curves that may be observed clearly in the graphs corresponding to s = 4 are caused by variations with N of the value of K necessary to produce the required accuracies.
It should be noted that the values for the parameter b used in the Dutt-Rokhlin algorithm were optimized for the general case, and not for the particular distributions of |û p | considered here. It is possible that the performance of DR could have been marginally improved by alternative choices for b. However, the selection of optimal values for b is a relatively expensive process, and it is not practicable to embark on that selection for each particular function u encountered in practice. It was this consideration that governed the choice to stick with the values of b provided in Table  2 .1.
3.3. Evaluation at points clustered around a regular grid. For these experiments u is determined as in the general case, but now the target points x are chosen so as to be close to points on a regular grid of size 2N . Each point x j is chosen at random from the interval [(1 − r 2 )jπ/N, (1 + r 2 )jπ/N ], where r, which here denotes the ratio of the size of these intervals to the maximum size necessary to completely cover the interval, is set to be between 0 and 1.
In Figure 3 .5, results are displayed for r = 0.1 and r = 0.01, with N again chosen to be 1024. In this situation, while the other algorithms show only modest improvement, the local Chebyshev and Taylor polynomial approximations have a clear advantage. In both cases, the approximation is essentially local in nature and is designed to take full advantage of the clustering of the target points. For comparison again, the cubic spline approach yielded errors of 3.2 × 10 −2 for r = 0.1 and 3.3 × 10 −3
for r = 0.01. Errors of less than 10 −10 were produced for the other methods with the values of K listed in Table 3 .3. Figure 3 .6 also demonstrates the advantage enjoyed by the local Chebyshev and Taylor polynomial approximations in this situation. 
Conclusions.
Various approaches to the problem of efficiently evaluating trigonometric polynomials at sets of unequally spaced points have been described and analyzed in detail. Five of the algorithms offer exponential accuracy, and comparable levels of efficiency, and are at least an order of magnitude faster than a full, exact evaluation. In certain practically occurring situations, in particular when the function u is well resolved and smooth, or when the target points x j are clustered around points on a regular grid, some differences between the methods begin to emerge. When u is smooth, both polynomial interpolation and the local Chebyshev and Taylor polynomial approximations enjoy a relative advantage from increased accuracy; and local Chebyshev and Taylor polynomial approximations also come into their own when the target points deviate only slightly from points on a regular grid, as can occur for example in semi-Lagrangian applications.
The methods all have straightforward tensor-product extensions to higher dimensions, as demonstrated in [10, 2] , although some are more suited to such extension than others. For each of them, any relative advantage in computing time they offer over the full evaluation in one dimension will be greatly increased, and this will be especially so for methods involving low values of K and/or M .
