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Abstraet--A novel predictor-corrector method is developed for the numerical solution of fourth order 
parabolic partial differential equations (PDEs) occuring in the deflection of a Euler-Bernoulli beam hinged 
at both ends. The scheme is fourth order accurate in time and computationally efficient on serial or parallel 
machines as compared to implicit methods. 
1. INTRODUCTION 
Fourth order parabolic partial differential equation (PDE) given by 
02/,/ 04U 
Fltw--a=f(x,t) ,  /.t>O, [Xo<x <Xi ]x t>O,  dt 2 (1) 
occurs in the study of transverse vibrations of thin elastic Euler-Bernoulli beam [1]; u represents 
the transverse displacement of the beam, x and t are distance and time variables respectively,f (x, t) 
is the externally applied force and/~ is the ratio of the moment of the modulus of elasticity about 
the elastic axis of the beam to its mass density per unit length. The initial and boundary conditions 
for the Euler-Bernoulli beam hinged at both ends are given by 
and 
Ou 
u(x,O)--go(x), -gi(x,O)=gl(x), Xo<~X <~x, (2) 
02U 02U 
U(Xo, t) = u(X1, t) = 0; ~ (X0, t) = ~x 2 (Xl, t) = 0, t > 0. (3) 
Direct explicit and implicit finite difference numerical methods for the approximate solution of 
equation (1) (without the forcing term) with conditions (2) and (3) have been developed by 
Collatz [2], Crandall [3], Conte [4], Albrecht [5], Jain et al. [6] and Twizell and Khaliq [7]. Evans 
[8], Fairweather and Gourlay [9], Richtmyer and Morton [10] and ter Maten [11], reduce 
equation (1) to a system of two simultaneous second order parabolic PDEs and then construct 
finite-difference schemes for solving numerically such a system. A detailed discussion on each of 
these approaches i given in Refs [7, 11, 12]. If the bending moment is not prescribed at the end 
points of the beam the procedure of reducing the fourth order PDEs to a system of second order 
PDEs cannot be applied. Direct difference schemes are then constructed to find the solution of 
equation (1). 
In the present paper a predictor-corrector scheme is developed which is direct and fourth order 
accurate in time. As far as we know, this type of approach as not been reported in the literature 
for the numerical solution of fourth order parabolic equations. We restrict our attention to the 
fourth order parabolic PDE of one space variable, although in principle the idea carries over to 
two space variables (vibrating plate). The ratio of the moment of the modulus of elasticity about 
the elastic axis of the beam to its mass density per unit length is assumed constant. If it depends 
on space variable [/~ =/~(x)], then /~ must be calculated at each grid point, i.e. /~(x)=/~(xi), 
i = 1,2 . . . .  N (see Khaliq and Twizell [12]). However, no change to the predictor-corrector 
algorithm developed in Section 2 is necessary. 
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2. DEVELOPMENT OF NUMERICAL  METHODS 
Assuming that u = u(x, t) is sufficiently often differentiable, the spatial derivative in equation (1) 
is approximated by usual second order central difference approximant. This produces a system of 
ordinary differential equations (see for example Refs [7, 12]) 
D2U(t) ffi d2U(t) 
dt 2 = -#AU-  f(x, t), 
U(0)--g0, DU(O)fg~. (4) 
The vector U(t) = [U~, U2 . . . . .  Us] ~, T denoting the transpose, is the vector of computed 
solution at N grid points at time t. The vector U may have different interpretations if finite element 
or a spectral method, rather than finite difference, were employed to discretize the space derivative. 
The matrix .4 in equation (4) is a square matrix of order N given by 
5 -4  
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with eigenvalues 
~, = 16h-' sin4[s~/{2(N + 1)}], s -- 1, 2 . . . . .  N. 
The solution of equation (4) is seen to satisfy a recurrence relation 
U(t + 1) - 2 cos(ID2)U(t) + U(t - 1) ffi 0, (5) 
where t = nl and 1 is time step. It is this relation which will be used to develop the numerical 
methods. 
Using the (1,0) Pad6 approximant to the cosine function in equation (5) gives 
U.+ I ffi (21 - #I2A )U" - U"- l _ #12f., 
where 
f" ffi f(nl) and U" ffi U(nl). (6) 
The principal part of local truncation error of equation (6) is given by 
J. -2  (~6u , 4 (~4U 
, #h + / (7) 
Stability criterion is obtained by employing the Von neumann necessary condition for stability, 
from which it follows that equation (6) is stable only for 
I < I (I '~ '/2 
The method was first developed by Collatz [2]. 
Using the (I, I) Pad6 approximant for the cosine function in equation (5) gives 
( I+~#FA)U"+' f (2 I -~#1'A)U ' - ( I+~#I2A)U" - ' -~#I2( f '+ '+ 10f" + f"- ' ) .  (8) 
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The principal part of local trunction error of equation (8) is given by 
i -2 dru t 6 c96u 
g/.th ~--gxr-T~l t~t6. 
The Von Neumann stability analysis hows that the method is stable for r ~< (3/8/~) 1/2. Equation (8) 
requires a quin-diagonal solver to find the solution at each time step. The methods (6) and (8) may 
be used in a predictor-corrector combination, which gives the following algorithm: 
U n + I = (21 - I.tl2A )l.I n - U n - I _/.tl2fn 
¢t 2 
U" +1 = (2I - ~ld2A )U" - ( I  + ~I~12A)U"-I _ !2idEA U n +1 _ #P if, +1 + 10f ~ + f"- 1) 
12" 
U" = U "+ 1. (9) 
The principal part of local truncation error of the predictor-corrector scheme (9) is given by 
c~6u i 6 ~ru 
and is stable for r ~< (3/4/~) I/2. 
Algorithm (9) has less truncation error constant and better stability interval as compared to 
methods (6) or (8). It avoids evaluation of quin-diagonal solver (implicitly) at each time step. If 
non-linearity is involved in equation (4), the evaluation of Jacobian is not required to compute the 
solution using algorithm (9), however, step size must be controlled to ensure that stability condition 
is not violated. The predictor-corrector scheme (9) maintains its order of accuracy (fourth order 
in time) if f -  f(x, u, t) and/~ -=/~(x) in equation (4). 
3. COMPUTATIONAL ASPECTS 
The method of Jain et aL [6] requires a quin-diagonal sparse system solver (Gaussian elimination) 
implicitly and matrix-vector products at each time step to compute the numerical solution of 
equation (1). However, scheme (9) requires only matrix-vector products at each time step to 
compute the soution. The predictor-corrector scheme is attractive in parallel computing since the 
parallel Gaussian elimination algorithm is not required to compute the solution. 
Several of today's supercomputers (e.g. Cray) do not have hardware for performing divisions 
(or more basic: reciprocals)---they only have hardware for multiplications and additions. Recipro- 
cals are computed using Newton's iterative method involving scalar multiplications and additions. 
Since the predictor-corrector scheme (9) requires ignificantly fewer arithmetic operations (particu- 
larly divisions) as compared to the implicit methods, equation (8) and Ref. [6], it will be 
computationally less expensive on serial machines. 
4. NUMERICAL  RESULTS 
Problem [6] 
with initial conditions 
a2U c~4u 
~-~+~x4=0,  0<x<l ,  t>0,  
~U 
u(x ,O)=~(2X2- -X  3 -  1); ~-(X, 0 )=0,  0~<x~<l 
and boundary conditions 
u(O, t )=u(1 ,  t )=O,  t>0 
c32u (0, t) d2u 
dx 2 = ~-ix2 (1, t) = 0, t>0.  
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Table I. Errors in the displacement, h = 0.1, r = 1.0/V/'6 
x 
0.1 0.2 0.3 0.4 0.5 
Jain et al. [6] 100 -0 .62( -4 )  -0.61 ( -4 )  -0.11 ( -4 )  0.19(-4)  0.19(-4)  
Scheme (9) 100 -0.68 ( -4 )  -0.51 ( -4 )  0.92 ( -5 )  0.48 ( -5 )  0.31 ( -5 )  
The theoretical solution of  the problem is 
u(x, t) = - 8 sin rtx ~ sin 2 ½jn cosj2n:t/( jsn5). 
j= l  
In order to provide a comparison of  scheme (9) with the direct method of  Jain et al. [6], errors 
in the displacement are listed in Table 1. Comparison of  Table 1 with Table II of  Jain et al. 
[6, pp. 1365] shows that the novel algorithm (9) gives better results at the expense of  very low 
computat ional  cost. 
5. SUMMARY 
The fourth order parabolic PDE (Euler-Bernoulli beam hinged at both ends) is semi-discretized 
using finite-difference replacement for the spatial derivative. Thus reducing the PDE into system 
of  second order inhomogeneous ordinary differential equations. The solution of  this second order 
system is seen to satisfy a recurrence relation which involves cosine function. Numerical methods 
are thus developed by replacing the cosine function by Pad6 approximants. These numerical 
methods are used in predictor-corrector combination. The predictor-corrector scheme is seen to 
possess better stability interval and less truncation error constant hen the corrector. The novel 
predictor-corrector scheme is compared theoretically and computational ly with the existing direct 
methods. 
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