Kumar and Shibu proposed a modified version of intervened Poisson distribution (IPD), namely the modified intervened Poisson distribution (MIPD) for tackling situations of further interventions useful for certain practical problems. Here we consider some finite mixtures of MIPD and study some of its important properties. The identifiability condition of the mixture distribution is derived and the parameters of the mixture model are estimated by various methods such as method of factorial moments and method of maximum likelihood. In addition, this mixture model is fitted to some real life data sets.
Introduction
Finite mixtures of distributions have provided a mathematical based approach to the statistical modeling of a wide variety of random phenomena. Because of their usefulness as an extremely flexible method of modeling, finite mixture models have an increasing attention over the years from practical and theoretical point of view. Indeed, in the past decade the extent and the potential of the application of finite mixture models have widened considerably. Application of mixture models spread over astronomy, biology, genetics, medicine, psychiatry, economics, engineering, marketing and other fields in the biological, physical and social sciences. For details see McLachlan and Peel [7] . In these applications, finite mixture models support a variety of techniques in major areas of statistics including cluster and latent class analysis, discriminant analysis, image analysis and survival analysis. There is a vast literature available on finite mixture models. For example, see Everitt and Hand [2] , Titterington et al. [12] and the review article of Titterington [11] .
Cohen [1] introduced zero truncated Poisson distribution (ZTPD) to describe a chance mechanism whose observational apparatus becomes active only when at least one event occurs. Singh [10] considered a numerical example to illustrate the statistical application of the ZTPD in such situations. Later, a modified version of ZTPD is introduced by Shanmugam [8] which he termed as the intervened Poisson distribution (IPD). The IPD has been found applications in several areas of research such as reliability analysis, queuing problems, epidemiological studies etc. For example, see Huang and Fung [3] and Shanmugam [8, 9] . During the observational period, the failed units are either replaced by new units or rebuilt. This kind of replacement changes the reliability of a system as only some of its components have longer life. Kumar and Shibu [5] modified the IPD in order to incorporate the situation of further intervention and Kumar and Shibu [6] obtained alternative form of the truncated IPD.
Here, we develop certain finite mixtures of the modified IPDs (MIPDs). This mixture model can address the situations of further interventions. The paper is organized as follows. In section 2, we present some important aspects of the IPD and MIPD and in section 3, we consider some finite mixtures of MIPDs of order g (denoted by MIPD g ). Further we obtain its identifiability conditions and some of its important properties in that section. Estimation of the parameters of MIPD g by method of factorial moments and method of maximum likelihood are discussed in section 4 and illustrated using certain real life data sets.
2
The intervened Poisson distribution and its modified form Shanmugam [8] developed the intervened Poisson distribution as in the following:
He assumed that there is an intervention during the observational period and its effect is to change the Poisson parameter  to  . Let
U is the number of cases before intervention and 2 U is the number of cases after intervention. The observational apparatus is activated only when 1 0 U  .
Hence, 1
U is assumed to be a zero truncated Poisson variate with parameter  , and 2
U is an independent Poisson variate with parameter  . Shanmugam [8] obtained the distribution of U and its statistical properties, and gave an example to illustrate its application. The probability mass function ( pmf) of the IPD is given by
with > 0 and for those values of on the positive integers, and zero elsewhere.
The mean and variance of the IPD with pmf (2.1) are ) , 
Result 2. 4 The r-th factorial moment 
in (2.11), then we get the rth factorial moment of ) ,
Result 2.5 A simple recurrence relation for the probabilities of
Result 2. 6 Recurrence relation for the factorial moments
Mixtures of modified intervened Poisson distribution
In this section, first we present some general idea about mixture distribution. Let X be a discrete random variable with pmf ) ( , the components of the mixture. We denote  as the collection of all distinct parameters occurring in the components and  as the complete collection of all distinct parameters occurring in the mixture model.
be the class of distribution functions from which mixtures are to be formed. We identify the class of finite mixtures of  with the appropriate class of distribution functions, defined by
so that Ĥ is the convex hull of  , we denote ) , ( We need the following theorem from Titteringtonet.al. (1985) in order to establish the identifiability condition of the mixture models considered in this paper.
Theorem 3.1 (Titterington et.al. [12] ) A necessary and sufficient condition for Ĥ to be identifiable is that  is linearly independent over the field of real numbers.
Now, we present the definition and some important properties of finite mixtures of ) , , ( 
Now from equations (3.5), (3.6) and (3. 
Equations (3.8) and (3.9) yield the following. F are linearly independent. Now, the argument can be extended to case of any positive integer g and thus the proof follows. 
The proof is simple and hence omitted. 
Now the proof follows from (2.11) and (3.1).
Estimation
In this section we discuss the estimation of the parameters of the mixture model 2 MMIPD by method of factorial moments and method of maximum likelihood. In the method of factorial moment estimation, the first seven population factorial moments of 2 MMIPD are equated to the corresponding sample factorial moments and obtain the following system of equations:
In method of maximum likelihood estimation, the parameters of the mixture models are estimated by maximizing the following log likelihood function with respect to the parameters.
where f(x) is the probability model of the mixture, x n is the observed frequency of x events and z is the highest value of x observed. Thus the maximum likelihood estimates of the parameters of the 2 MMIPD are obtained by solving the following system of equations in which for Tables 1 and 2 . The dataset given in table 1 indicates the distribution of number of articles on theoretical Statistics and Probability for years 1940-49 and initial letter N-R of the author's name. For reference, see [4] . The second data set given in table 2 represents the distribution of 1534 biologists according to the number of research papers to their credit in the review of applied entomology, volume 24, 1936. For details, see [13] . Also, we compare the estimates of parameters of 2 
MMIPD
with two component mixture of intervened Poisson distribution (TMIPD) and two component mixture of truncated Poisson distribution (TMTPD). From Tables 1 and 2 , it is seen that 2 MMIPD gives the best fit over TMIPD and TMTPD. For the data-set in Table 1 , we assume that 
