We introduce p-equivalence by asymptotic probabilities, which is a weak almost-equivalence based on zero-one laws in finite model theory. In this paper, we consider the computational complexities of p-equivalence problems for regular languages and provide the following details. First, we give an robustness of p-equivalence and a logical characterization for p-equivalence. The characterization is useful to generate some algorithms for p-equivalence problems by coupling with standard results from descriptive complexity. Second, we give the computational complexities for the p-equivalence problems by the logical characterization. The computational complexities are the same as for the (fully) equivalence problems. Finally, we apply the proofs for p-equivalence to some generalized equivalences.
Introduction
The study of the equivalence problem of regular languages dates back to the beginning of formal language theory. This problem is a fundamental problem and regular languages have many applications (see e.g., [1] ). Regular expressions (REG), nondeterministic finite state automaton (NFA), and deterministic finite state automaton (DFA) are normally used to represent regular languages. Both the equivalence problem for NFAs and REGs are known as PSPACE-complete [15] and the equivalence problem for DFAs is known as NL-complete [12] .
In recent years, some almost-equivalences for regular languages were introduced. These equivalences are weaker than the (fully) equivalence. For example, two languages, L 1 and L 2 , are f -equivalent [2, 3] if their symmetric difference, L 1 △ L 2 1 , is a finite set; and two languages, L 1 and L 2 , are Eequivalent [8] if their symmetric difference, L 1 △ L 2 , is a subset of E, where E is a regular language. In [8] , it is pointed out that both f -equivalence problems and E-equivalence problems for NFAs are PSPACE-complete; and both f -equivalence problems and E-equivalence problems for DFAs are NLcomplete, where the regular language E is given by a DFA A E as an input. In this paper, we define another almost-equivalence (p-equivalence). p-equivalence is defined as follows. Let µ n (L) be µ n (L) = the number of strings of length n that are in L the number of strings of length n .
That is, µ n (L) is the probability that a randomly chosen string of length n is in a language L. The asymptotic probability of L, µ(L), is defined as µ(L) = lim n→∞ µ n (L) if the limit exists. Then, we define that two languages, L 1 and L 2 , are p-equivalent if µ(L 1 △L 2 ) = 0.
The definition is based on the asymptotic probabilities in finite model theory, which are defined as follows. Let µ n (Φ) be µ n (Φ) = the number of finite graphs with n nodes that satisfy Φ the number of finite graphs with n nodes .
That is, µ n (Φ) is the probability that a randomly chosen graph with n nodes satisfies a first-order sentence Φ. (Note that this definition can be extended to any finite σ -structures from finite graphs.) The asymptotic probability of Φ, µ(Φ), is defined as µ(Φ) = lim n→∞ µ n (Φ) if the limit exists. Then, we define that Φ is almost surely valid if µ(Φ) = 1. In finite model theory, the next two theorems are some interesting results in decidability between validity and "almost surely" validity. Theorem 1.1 (Trakhtenbrot [26] ). For any vocabulary σ with at least one binary relation symbol, it is undecidable whether a first-order sentence Φ of vocabulary σ is valid over finite σ -structures. Theorem 1.2 (see e.g., Corollary 12.11 [13] ). There is an algorithm that given as input a finite σ -structure and a first-order sentence Φ of vocabulary σ , decides whether Φ is almost surely valid.
Relative to finite σ -structures, Theorem 1.2 tells us that it is decidable whether a sentence is almost surely valid, whereas Theorem 1.1 tells us that it is undecidable whether a sentence is valid. One of our main motivation to consider p-equivalence is as follows: Does there exist some differences in decidability or in computational complexity between equivalence and p-equivalence?
(In this paper, however, in the class of regular languages, we prove that there is no differences in computational complexity between equivalence and p-equivalence, e.g., the p-equivalence problem for REGs is also PSPACE-complete.)
Our results and contributions.
In this paper, we give the computational complexities of the p-equivalence problems for regular languages. Moreover, we also give these complexities of some generalized equivalence problems.
First, we give a simple characterization of p-equivalence, coupled with standard results from descriptive complexity [11] , which is used to decide the p-equivalence problem for various representations of regular languages.
Second, we prove the computational hardness for the p-equivalence problems by modifying the proofs of the computational hardness for (fully) equivalence problems.
Finally, we give the computational complexities for equivalence problems for some generalized equivalences based on the proofs for the p-equivalence problems. These results give a robustness of equivalence problems for regular languages in terms of the computational complexities when the equivalence is generalized.
Paper outline.
The remainder of this paper is organized as follows: Section 2 gives the necessary definitions and terminology for languages, automaton, and p-equivalence; Section 3 shows some fundamental results of p-equivalence; Section 4 describes the computational complexity upper bounds of both the p-equivalence problems and some generalized equivalence problems; Section 5 describes the computational complexity lower bounds of both the p-equivalence problems and some generalized equivalence problems; Section 6 remarks about the problem to decide whether a given regular language obeys zero-one law [20] based on previous sections.
Preliminaries
In this paper, we consider three well-known standard models for regular languages, regular expression (REG), deterministic finite state automaton (DFA), and nondeterministic finite state automaton (NFA).
Let A be a finite alphabet and let A * [A n ] be the set of all strings [of length n] over A.
REG
The syntax for REG is defined as follows:
Then, L(α) (the language of REG α) is inductively defined as follows:
We may omit · (i.e., α 1 α 2 denotes α 1 · α 2 ). ε denotes the empty string.
DFA A DFA A is a 5-tuple (Q, A, δ , q 0 , F), where (1) Q is a finite set of states; (2) A is a finite alphabet; (3) δ : Q × A → Q is a transition function; (4) q 0 ∈ Q is the initial state; and (5) F ⊆ Q is a set of acceptance states. We inductively define δ (q, s) by using the definition of δ (q, a) as follows. If
NFA A NFA A is a 5-tuple (Q, A, δ , q 0 , F), where (1) Q is a finite set of states; (2) A is a finite alphabet;
The almost equivalence by asymptotic probabilities and the zero-one law for formal language theory
The zero-one law in finite model theory is a property which means "almost surely true" or "almost surely false" (see e.g., [13, Section 12] ). In formal language theory, zero-one law is investigated by Sin'ya [20] as follows; A language L obeys zero-one law if almost all strings are in L or almost all strings are not in L. In other words, a language L obeys zero-one law if L is "almost empty" or "almost full". Formally, "almost empty" and "almost full" are defined by asymptotic probabilities. Let L be a language. We define
is the probability that a string of n length given by uniform randomly is in L. We then define the asymptotic probability of L as µ(
We say that L obeys zero-one law if L is almost empty or almost full.
In this paper, we now define p-equivalence by asymptotic probabilities as follows; we say that two languages, L 1 and
for two regular expressions, α 1 and α 2 . Note that whether two languages are p-equivalent is relative to a given alphabet A. Example 2.1. We first consider a few simple examples about the asymptotic probabilities µ.
• Obviously, µ(A * ) = 1 and µ( / 0) = 0.
•
Hence, µ(L(α 1 )) does not exist.
We now consider a few simple examples about p-equivalence.
This property is similar to p-equivalence. Actually, when |A| ≥ 2, if L has polynomial density, then µ(L) = 0 holds. However, these properties are not equivalent because the converse does not clearly hold.
Remark. The asymptotic probability over finite strings is like a concrete example of the asymptotic probability over finite σ -structures. Precisely, these are different in that the former is for languages and the latter is for formulas. As for regular languages, regular languages are precisely those definable in monadic second-order logic over finite strings (MSO[<]) [6] . Thus, the asymptotic probability for regular languages is regarded as a concrete example of the asymptotic probability over finite σ -structures. In additon, the zero-one law considered in this paper is not about "without order", but about "with order". (This difference is important. For example, first-order logic without order (FO) has zero-one law, while first-order logic with order (FO[<]) does not [13] .)
Descriptive Complexity
In this paper, we use the following results from descriptive complexity. 
]). SO(TC) = PSPACE
TC is a special function such that, for any binary relation R, TC(R) is the transitive closure of R. DTC is also a special function such that, for any deterministic binary relation R (i.e, (q, q ′ ) ∈ R ∧ (q, q ′′ ) ∈ R → q ′ = q ′′ ), DTC(R) is the transitive closure of R.
Fundamental results of p-equivalence
In this section, we give some fundamental results of p-equivalence.
First, p-equivalence is an equivalence relation (i.e., 
p-equivalence and f -equivalence
In this subsection, we show a relationship between p-equivalence and f -equivalence. ( 
A robustness of p-equivalence
We have defined the asymptotic probability of L as (1) µ n (L) = |{s∈A n |s∈L}| |A n | . However, some other definitions of the asymptotic probability of L have been considered, for example,
, where A <n = 0≤k<n A k . (µ n is used by [4] , Salomaa and Soittola [19] , Sin'ya [20] , and us; µ * n is used by Berstel [4] ; δ n is used by Berstel et al. [5] . More details are written in [21] .) Let µ * (L) = lim n→∞ µ * n (L) and δ (L) = lim n→∞ δ n (L) in the same way as µ(L). Proposition 3.2 says that the three almost equivalences defined by µ, µ * , and δ are all equivalent over regular languages. To prove it, we recall the following two theorems. 
The DFA condition
In [20] , the zero-one law regarding the above asymptotic probabilities is introduced and some algebraic characterizations are given. We now give the DFA condition, which is different from the characterisations in [ 
µ(L(A )) = 0 means that either the limit does not exist, or the limit exists and is not equal to 0.
≤ . . .
(by using (1) repeatedly) 
|S q | . Let s ′ be a string such that δ (q ′ , s ′ ) = q and |s ′ | ≤ |S q | (note that we can reach q from any state q ′ ∈ S q at most |S q | steps.). Then,
We now introduce the xor automatons of two DFAs.
be DFAs. Then, the xor automaton of A 1 and
Then, the next proposition easily follows.
Proposition 3.3. For any DFAs
Moreover, note that we can construct A 1 ⊕ A 2 from A 1 and A 2 in logarithmic space.
The computational complexity upper bounds of p-equivalence problems
In this section, we show the computational complexity upper bounds of p-equivalence problems. In particular, in terms of the (fully) equivalence problems for REGs, some algorithms have already been developed. One approach is to transform two regular expressions into two equivalent NFAs by Meyer and Stockmeyer [22, Proposition 4.11] . We now give algorithms for the p-equivalence problems by using standard results from descriptive complexity [11] . These algorithms are given by the condition in Lemma 3.1. We prove the next theorem.
Theorem 4.1.
The p-equivalence problem for DFAs is in NL.

The p-equivalence problem for unary DFAs is in L.
The p-equivalence problem for NFAs is in PSPACE.
The p-equivalence problem for unary NFAs is in coNP.
Proof.
1. We first give a reduction from a DFA to a first-order structure. Let M A = Q, {R a } a∈A , R − , q 0 , F be the first-order structure corresponding to a DFA A = (Q, A, δ , q 0 , F), where (1) R a ⊆ Q 2 is a binary relation such that (q 1 , q 2 ) ∈ R a ⇐⇒ δ (q 1 , a) = q 2 for any a ∈ A; and (2) R − ⊆ Q 2 is a binary relation such that
be two given DFAs. Then, the first-order structure M A 1 ⊕A 2 can be constructed in logarithmic space. The DFA condition in Lemma 3.1, ∃q ∈
, where R * − 2 is the reflective transitive closure of R − . Thus, by NL = FO(TC) (Theorem 2.1), the p-equivalence problem for DFAs is in NL.
2. In the case of |A| = 1, the sentence written in FO(TC), ∃q.(
, is also written in FO(DTC) because R − is deterministic by that A 1 ⊕ A 2 is also unary DFA. Therefore, by L = FO(DTC) (Theorem 2.2), the p-equivalence problem for unary DFAs is in L.
be two given NFAs. Then, we construct a second-order structure from these NFAs. Let
(Note that we can construct M A 1 ⊕A 2 from A 1 and A 2 in polynomial space.) This structure corresponds to the xor automaton of the two DFAs given by powerset construction of these NFAs. Then, the DFA condition in Lemma 3.1 can be written in SO(TC) as ∃Q.
, where R * − is the reflective transitive closure of R − . Therefore, by PSPACE = SO(TC) (Theorem 2.3), the p-equivalence problem for NFAs is in PSPACE.
4. In this case, we give a coNP algorithm for the p-equivalence problem directly because it may be easier than using Fagin's Theorem [11] . Let A be the n × n adjacency matrix generated from a unary NFA A = ({1, . . . , n}, {0}, δ , 1, F ). More precisely, A is an adjacency matrix such that (1) (A) i, j = 1 if j ∈ δ (i, 0), and (2) (A) i, j = 0 if j ∈ δ (i, 0). It is immediate that 0 n ∈ L(A ) if and only if there exists a number j ∈ F such that (A n ) 1, j = 1. The following algorithm (Algorithm 1) is based on the next lemma. Then, we give an algorithm (Algorithm 1) to search a number n such that satisfies the condition 1 and the condition 2 in Lemma 4.1. Nondeterministically "guess" the binary representation of n, and test whether there is a path in the adjacency matrix of A 1 and A 2 of length n to accepting states. This idea is based on [15, Theorem 6 .1] that states that the equivalence problem for unary NFAs is in coNP. The algorithm runs in nondeterministically polynomial time.
Lemma 4.1. For any unary NFAs,
, where A 1 and A 2 are the adjacency matrices generated from two unary NFAs, A 1 and A 2 , respectively.
In Algorithm 1, if any process in the algorithm returns True, it is shown that L(A 1 ) ≃ p L(A 2 ). Otherwise (i.e., if there exists a process such that returns False), it is shown that L(A 1 ) ≃ p L(A 2 ). Therefore, the p-equivalence problem for unary NFAs is in coNP.
Some generalized equivalence problems
We conclude this section with a result for some generalized equivalence problems. 
The x-equivalence problem for unary DFAs is in L.
Therefore, we can reduce the membership problem for nondeterministic linear-space bounded Turing machine to the x-equivalence problem for REGs by using the same reduction in Theorem 5.1. Hence, (1) is proved.
(2) and (3) are also proved in the same way as (1). (2) is followed by that For example, f -equivalence and E-equivalence satisfy the condition of x-equivalence, where E is a finite set. Hence, for any finite set E, the E-equivalence problem for NFAs [8] is also PSPACE-complete, whereas E is fixed.
The computational complexities of zero-one law
We define the zero-one problem as the problem to decide whether a given language L obeys zero-one law [20] (i.e., µ(L) = 0 or µ(L) = 1). (In terms of time complexity, the zero-one problem for DFA is O(|A|n) [20] , where |A| is the size of alphabet and n is the number of states.)
In this section, we show that the zero-one problem and the p-equivalence problem are the same in terms of the computational complexities. 
Conclusion and Future Work
We have got the following results (Table 1) . In regular languages, the p-equivalence problems and the (fully) equivalence problems are the same in terms of the computational complexities. Moreover, we have got the same complexity computational results for some generalized equivalence problems.
One of the possible future works is to study about p-equivalence for more complex language classes (e.g., context free languages). In connection with almost-equivalence, it is also interesting to characterize hyper-minimization based on p-equivalence like [ 
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