In this paper, we investigate the convergence behavior of a Runge-Kutta type modified Landweber method for nonlinear ill-posed operator equations. In order to improve the stability and convergence of the Landweber iteration, a 2-stage Gauss-type Runge-Kutta method is applied to the continuous analogy of the modified Landweber method, to give a new modified Landweber method, called R-K type modified Landweber method. Under some appropriate conditions, we prove the convergence of the proposed method. We conclude with a numerical example confirming the theoretical results, including comparisons to the modified Landweber iteration.
Introduction
This paper is concerned with nonlinear operator equations F (x) = y, (1.1) where F : D(F ) → Y , with D(F ) ⊂ X. Such problems often arise from real-life case studies, cf., e.g., [2, 3, 11] . We restrict our attention to real Hilbert spaces X and Y with inner products (·, ·) and norms · , respectively; they can always be identified from the context in which they appear. Let us assume throughout that (1.1) has a solution x * (which need not be unique). Throughout this paper we assume that y ∈ H are the available approximate data with 2) where denotes the noise level. Then, a numerically stable and reliable approximation can merely be obtained by the use of regularization techniques [4, 9] . In contrast to Tikhonov regularization, several iteration methods for nonlinear operators were under investigation during the last years. In the paper of Hanke et al. [5] the well-known Landweber iteration for linear ill-posed problems has been extended to the nonlinear case.
Comparing to regularization an analysis of continuous processes is based on the investigation of the asymptotical behavior of nonlinear dynamical systems in Banach or Hilbert space [1, 7] . In [10] , Tautenhahn studied the continuous Landweber methoḋ
x(t) = −F (x(t))
* (F (x(t)) − y), x(0) = x 0 , (1.3) where x 0 ∈ H is some element and F (·) * denotes the Hilbert space adjoint operator of the Fréchet derivative F (·).
In [6] , Li et al. used Runge-Kutta methods to numerically solve the continuous initial value problem (1.3) and obtained a new modified Landweber method which is called R-K type Landweber method:
In order to prove the convergence of (1.4), a locally uniformly bounded Fréchet derivative
Furthermore, the following assumption
is used. This assumption guarantees that for all x,x ∈ B (x 0 ).
holds. However, in the regularized Gauss-Newton method an additional term − (t)(x(t) − ) appears. To highlight the importance of this term, we consider the following continuous process:
For the continuous initial value problem (1.8), by using Euler method with step 1, we can obtain the modified Landweber iteration [8] 
Its convergence and stability were proven in [8] if the iteration is stopped at k * ( ) according to the posterior stoping criterion
for some sufficiently large > 0 (where is a positive constant depending on ). Moreover, it was proven for Frechét-differentiable F , that if the sourcewise representation x * − = F (x * ) * holds, then the modified Landweber iteration (1.9) is convergent with a convergence rate O( √ ). Similarly, by using 2-stage Runge-Kutta type explicit method with step 1 to numerically solve (1.10), in case of perturbed data we can get the following iteration:
with x 0 = x 0 . We call this method Runge-Kutta type modified Landweber method. In Section 2 we show that this method is convergent and stable for an appropriate choice of { k }, if the operator F satisfies (1.5) and (1.6). Moreover, we prove a convergence rate result under the usual sourcewise representation x * − =F (x * ) * in Section 3. In Section 4 the proposed iteration is applied to solve the nonlinear ill-posed convolution problem. The numerical results show the method's effectiveness.
Convergence of the R-K type modified Landweber iteration
In this section a convergence analysis for the R-K type modified Landweber iteration (1.11) is considered when
Before we state convergence and stability result for the modified Landweber iteration, we give some auxiliary results concerning the coefficients k . Lemma 2.1 (Scherzer [8] 
Proof. In view of the idea of [6] this proof will be followed from [8] .
Remark 2.3. In view of (x) ∈ B (x 0 ), the properties (1.5) and (1.6) for (x) also hold. Therefore if x k ∈ B /2 (x * ) the properties (1.5) and (1.6) for z k also hold.
Firstly, we consider the relationship between y − F (z k ) and y − F (x k ) . By (1.7) and (1.11) we have
where
Secondly, we have
In the following it is proven that the error of the R-K type modified Landweber iteration is asymptotically monotonically decreasing. 
with satisfying
Proof. From (1.11) and x * ∈ B /8 ( ) it follows that
From (2.6) we have
To simplify the notation we put k :
Obviously by (2.1) we have k 1. Then the first term in the right-hand side of (2.9) can be estimated as follows:
And the second term in the right-hand side of (2.9) can be estimated as follows:
As for the last term, we have
(2.13) Using (2.11)-(2.13) in (2.9) yields
For the stopping criterion (2.7), for 0 k < k * , it follows from (2.14) that
By (2.8) we have
Using (2.1), it follows by induction that
which especially shows (see Lemma 2.2)
and 
Proof. If the iteration is terminated by the stopping criterion (1.10), then for 0 k < k * , it follows from Theorem 2.4 that x k+1 − x * 1 2 , and thus
Consequently, it follows from (2.7) and (2.8) that
In the case of noise free data ( = 0) from (2.14) we also obtain the result. 
Proof. Let x * be any solution of (1.1) in B /8 (x 0 ) ∩ B /8 ( ), and set
Then, for each n m,
Firstly, we verify that { e k } k∈N is convergent. Since { e k : k ∈ N } is bounded, { e k } k∈N has a convergent subsequence { e n(k) } k∈N to some 0 (where we assume for simplicity that n(·) is a strictly monotonically increasing function on N). Let { e s(l) } l∈N (where s(·) is a strictly monotonically increasing function on N) be a subsequence of { e k } k∈N . For given sufficiently large l ∈ N , the maximal index k such that s(l) n(k) holds, will be denoted byk(l). Using this notation we get the following estimate:
(1 − r ).
It follows from (2.2), by taking into account Lemma 2.1, that lim sup
Analogously one verifies that
Since e n(k(l)) → , for l → ∞, we have
Now, using subsequence-subsequence arguments, it can be shown that
Next, we show that e k is a Cauchy sequence. For j k we choose l with j l k such that
We have From (2.17) it follows that, for k → ∞, the last terms on each of the right-hand side of (2.18) converge to 0.
From (2.16) it follows
|(e l − e j , e l )| e l
Now, we estimate each term on the right-hand side (2.19) separately. Firstly, from (2.5) we have
Therefore we estimate the second term of (2): With these estimates we have shown that e k and thus x k are Cauchy sequences. We denote by x * the limit of x k and observe that x * is a solution of (1.1). We can prove the uniqueness of the solution according to the method of [8] . 
The proof will be followed from [8] .
Convergence rates of the R-K type modified Landweber iteration
In this section we consider convergence rate results for the R-K type modified Landweber iteration. 
where max{L,L} 1 8 . Moreover, let the following sourcewise representation be satisfied:
For fixed 0 < < 1 assume that 
is satisfied, and
As for z k , x k , we have the following results. From (3.1) it follows that
and
By the definition of z k , we have
Therefore, we can obtain
Suppose the assumptions of Lemma 3.1 be satisfied. Set
Moreover, let the following closeness condition be satisfied:
If the R-K type modified Landweber iteration is terminated by the stopping principle (2.7), where satisfies
is assumed, then, for > 0,
Proof. Similar arguments as for the verification of convergence rates of the modified Landweber iteration [8] were used by assumption x 0 − x * 2 / 0 Ĉ . From (2.9) it follows that
Similar to (2.10), by (3.7), we have
To simplify the notation, we put k :
The first term in the right-hand side of (3.13) can be estimated as follows:
(3.14)
and the third term in the right-hand side of (3.13) can be estimated as follows:
The fourth term in the right-hand side of (3.13) can be estimated as follows:
Moreover, the last term in the right-hand side of (3.13) can be estimated as follows:
Using (3.14)-(3.17) in (3.13) yields
If the modified Landweber iteration is terminated by the stopping principle (2.7), we can get
Since I ( k ) is monotonically increasing (as a function of k 0 ),
Thus the induction is complete.
Numerical examples
In this section we show that the convergence results of the last section are applicable to nonlinear ill-posed convolution problem and numerically compare the R-K type modified Landweber iteration (1.11) with the modified Landweber iteration [8] .
The problem under consideration is the solution of nonlinear ill-posed convolution problem, with the operator F given by
In [9] it was proven that this operator is Frechét-differentiable with a Lipschitz-continuous derivative. Moreover, it was verified that F satisfied (1.5) and (1.6) locally. Thus the general results of Section 2 are applicable.
For numerical computations, we assume that the exact solution is x * (t) = 1, and the initial element is x 0 (t) = 1.5. The parameters are chosen by experience via various numerical examples. We choose y = t and = 5 in the posteriori stopping criterion (2.7). According to Section 2 the choice k = 1/2(k + l 0 ) , where l 0 = 1000 and = 0.99, was used. Using the stopping rule, we can get the following numerical result by using the Matlab.
Here k * and x k * denote the stopping steps, the approximate solution, respectively. T is the CPU time, whose unit is second. Comparing Tables 1 and 2 , we can see that, the proposed method is indeed a widely convergent method. Moreover, a convergence rate O( √ ) is guaranteed, which could also be noticed from Table 2 . Table 1 The result of modified Landweber iteration [8] k * x k * − x * F (x k * ) − y T 
Conclusions
In this paper we have proposed the Runge-Kutta type modified Landwebeer method for nonlinear ill-posed operator equations. The method's convergence properties and convergence rate are obtained, and the performance of the method is testified by numerical examples. Compared with Scherzer's modified Landweber iteration, the proposed method is stable, widely convergent. However, the proposed R-K type modified Landweber method requires twice as many evaluations of F per step. So it is an interesting work to construct different modified Landweber method.
