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?????????????????????? gaussian mixture model????????
????????????????? 2007???????2010?? L2-normalization??
?????????????? [10,11]??????????FV????????????
















???? neural network?????????? SVM?????????????????





























































?????????????????????ground truth??? bounding box?????
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??????????????????????He?????? spatial pyramid pooling
?????????????? [26]??????????????????Girshick???
Fast R-CNN?Ren???? Faster R-CNN??? [27, 28]????RoI pooling ?????
???????????????????????????????????????Faster
R-CNN??region proposal network??? Fast R-CNN???????????????
?????????????????








?????????????????????????gray level co-occurrence matrix,







?????????????? 3?????? neural network???? 98%??????
??????????? [32]?Bashish???????????????????????
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3.1 integral channel feature


















• I : ????














???? I ????????? Ω???????????????????? C ? Eq.
(3.1)??????????????????
C = Ω(I) (3.1)






filter(x− i, y − j) · I(i, j) (3.2)
??Ω??????????Ω??????? (shift invariance)???????????
???????? Ω???? I ??? I ′??????????????????????



































































Algorithm 1 AdaBoost Algorithm
1: ???????? x?????? c????? (x1,c1),(x2,c2),...(xn,cn)
2: ????????? w1i = 1n , (i = 1, 2, ...n)





wtiI(ht(xi) ̸= ci) ( I(·)????? )
5: αt ⇐ 12(1−etet )
6: w(t+1)i ⇐ wti exp(−αtctht(x))
7: wi????
8: end for




















































• ???Positive : ??????
• ???Negative : ???????????????
• True Positive(TP) : ??????????????????????
• False Negative(FN): ?????????????????????????????
?????????
• True Negative(TN) : ????????????????????????
• False Positive(FP): ???????????????????????
??????? (= false positive rate?#ofFP#ofN ) ? γ????? (= #ofFN#ofP )? β??????1
L??AdaBoost??????? cascade?????????? γo????? βo?????













βl = 0.1 ?????????????Eq. (3.5)?Eq. (3.6)???cascade??????? 10



























Algorithm 2 attentional cascade algorithm
Input: ???????? P = {Pt,Pv}????????? N = {Nt,Nv},
?????? γo???????????? γl???? βl?
????????????Nl
1: γˆo ← 1????? l ← 0?
2: while γˆo > γo do
3: l ← l + 1?u← 10−2?sl ← 0?Tl ← 1?
4: Pt,Nt ?AdaBoost??? H(x) = sign[∑Tlt=1 αtht] ???
5: Pt,Nt ???Pv,Nv,?AdaBoost??? H(x) = sign[∑Tlt=1 αt(ht + sl)] ???
???????????????????? γt, γv???? βt, βv???
6: γˆl ← max(γt, γv), βˆl ← max(βt, βv)
7: if γˆl ≤ γl and βˆl ≤ βl then
8: γˆo ← γˆo × γˆl
9: else if γˆl ≤ γl and βˆl > βl then
10: sl ← sl + u
11: 5???
12: else if γˆl > γl and βˆl ≤ βl then
13: sl ← sl − u
14: 5???
15: else
16: if Tl > Nl then
17: sl ← −1
18: while βˆl > 0.01 do
19: 5,6???
20: end while
21: γˆo ← γˆo × γˆl
22: else
























































???????)3,000???????????? 750???? 2,250?? training?????
?? 250???? 750?? validation????????
ICF?????????????????????????? 10??????
• ?? I? LUV????????????? (3??)
• ?? I????? (1??)






3.4.2???????? cascade????????????? 2?? cascade???????
????????????? 10??20????????
??????????????????????? 0????????????????
???????????????????? Fig. 3.8, Fig. 3.9??????
Fig. 3.8: ?????? 1
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Fig. 3.9: ?????? 2
??????????????????
Algorithm 3 Detection Algorithm
Input: ?????RGB?????Z(W ×Hpx.)????? cascade??? (L?),
??????? sz??????Rneg ∈ φ??????Rpos ∈ φ
1: Q ∈ {[h, h+ (m× sz)], [w,w + (m× sz)] ⊂ Z,m ∈ N}
2: for l = 1 to L do
3: for Q \Rneg do
4: Zroi = ∃Q \Rneg
5: Zroi? l???AdaBoost?????????????????
6: AdaBoost????????????????
7: if Zroi??????? l???AdaBoost???????????? then
8: if l = L then
9: Rpos?Zroi???
10: else

























• D = {(x1,d1), (x2,d2), ...(xN ,dN)} ????????????????
• x : W ×W ??????????????????????????
• h : ???H ×H???????
• z : ????????????????????????
• a : ??????????????????????????








































????Eq. (4.3)?????Rectified Linear Unit???ReLU?????






















































wpqk(xi+p,j+q,k − x¯ij) (4.6)
??????????????????????????Eq. (4.7)???????Eq. (4.8)
?????????





































dnk log yk(xn;w) (4.10)
???Eq. (4.10)????????????????Eq. (4.10)????????????
??w?????????? w = argminwE(w) ??????????????????
?? E(w)?????????????2 ???????????????w??????
????????????????????????????
??E????∇E = ∂E∂w ???????????????????? t???????
??????wt?????????????????????????? Eq. (4.11)??
?????










?? 2????????? Eq. (4.12)?Eq. (4.13)??????
wt+1 = wt − ϵ∇En (4.12)























???? ??? ????? ???????






















































































































































































































































































































































































































































???? ?? ??????? ????????? ?????
???? - 224× 224× 3
conv1 convolution 5× 5 107× 107× 3 stride=2
conv2 convolution 4× 4 107× 107× 48
pool2 max pooling 3× 3 53× 53× 48
norm2 LCN 53× 53× 48
conv3 convolution 5× 5 53× 53× 96 padding=2
pool3 max pooling 3× 3 26× 26× 96 stride=2
norm3 LCN 5× 5 26× 26× 96
conv4 convolution 5× 5 24× 24× 192 padding=1
pool4 max pooling 5× 5 12× 12× 192





?? epoch 30 epoch
?????? 10 ?
learning rate 8.0× 10−5
momentum 0.9













?? 224 × 224pixel????????????????????? (ii)????????

























???????????? (Accuracy)??? (Sensitivity, SE.)???? (Specificity?SP.)
?????????????????????????????????????????
?????????????????????
???????????? Eq. (4.14)?Eq. (4.16)??????????
Accuracy[%] =
TP + TN




















???????k = 64?SVM??????RBF??????????????γ = 8.0×10−3
?C = 1.0????
????4-fold cross validation?????????????Table. 4.2.3??????
Table. 4.4: ????????????
?? Accuracy[%] Ave. Sensitivity[%] Specificity[%]
BoVW + SVM 34.2 29.0 70.4
CNN 56.2 54.5 68.1
Sensitivity???????????????????????? Sensitivity? Table. 4.5
???
Table. 4.5: ??????? Specificity??
?? SE. MYSV [%] SE. ZYMV [%] SE. CCYV [%] SE. CMV [%] SE. PRSV [%] SE. WMV [%] SE. KGMMV [%]
BoVW + SVM 53.8 28.5 33.3 38.6 27.9 4.1 16.7





??? 1,000??????????????????? 8,000?????? 1,000??????






Accuracy[%] Ave. Sensitivity[%] Specificity[%]
good w/o aug. 55.5 54.6 61.4
good w/ aug. 84.0 83.8 85.5
bad w/o aug. 50.2 48.8 59.5
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