We present a new implementation of the Ab Initio Multiple Cloning (AIMC) method, which is applied for nonadiabatic excited-state molecular dynamics simulations of photoinduced processes in conjugated molecules.
Introduction
Modeling photoinduced dynamics in realistic extended conjugated molecular systems represents one of the major goals in the field of organic photophysics. 1 A great variety of new light harvesters are continuously synthesized and are the subject of intensive experimental and theoretical investigations. 2, 3 The characterization of their optical and electronic properties allows the prediction of their performance in nanophotonic devices such as sensors, solar cells, and a variety of other solar energy conversion applications. [4] [5] [6] [7] [8] Photoexcitation and the subsequent nonradiative electronic and vibrational energy relaxation and redistribution are fundamental processes associated with the efficient conversion of light energy into other usable forms of energy. These processes commonly involve several coupled electronic excited states that introduce transient coherence effects, exciton self-trapping, differential intramolecular energy transfer pathways and optically induced electronic density fluxes. 9 An adequate theoretical treatment of such processes can be achieved by using direct or on-the-fly non-adiabatic molecular dynamics methods. [10] [11] [12] A sub-family of these approaches, based on trajectory surface hopping (SH) algorithms, [13] [14] [15] [16] have been extensively used to study the photophysics and photochemistry of a wide variety of organic molecules: dendrimers, [17] [18] [19] [20] nanohoops, [21] [22] [23] fluorenes, 24 fullerenes, 25 Ru(II)-based complexes, 26 chlorophylls, [27] [28] [29] 41, 42 and NEXMD (Non-adiabatic EXcited-states Molecular Dynamics), 12, 43 among others.
Despite the success and improvements of direct SH methods, they cannot incorporate nuclear quantum effects in a natural and straightforward manner. Computationally more expensive alternatives are given by methods of Quantum Direct Dynamics (QDD), 11 where the effects of nuclear quantum dynamics are included by considering ensembles of coupled trajectory-guided Gaussian basis functions (TBF) that cover the most important parts of the nuclear wave packet, optimizing the number of necessary basis functions. QDD methods differ by the type of guiding trajectories. The variational multi-configuration Gaussian (vMCG) approach [44] [45] [46] relies on coupled non-classical variational trajectories. Due to its computational cost and numerical instabilities, current vMCG implementations have only been tested for relatively small organic molecules. As an alternative, the Ab Initio Multiple Spawning (AIMS) [47] [48] [49] method makes use of a much simpler choice for the evolution of the TBFs. The motion of the centres of Gaussians is determined classically on different electronic excited states. Throughout an AIMS simulation, the basis set is expanded (spawned) in an adaptive way according to transient couplings between states. AIMS was shown to be accurate enough to reproduce spectroscopic measurements for a large variety of conjugated organic molecules. [50] [51] [52] The Multiconfigurational Ehrenfest (MCE) method, 53 which is also based on TBFs moving along independent trajectories, is conceptually in between vMCG and AIMS. MCE employs Ehrenfest mean field trajectories, and the interaction between TBFs determines the evolution of their amplitudes, which is found by solving the time-dependent Schrödinger equation. Since trajectories are propagated independently, different strategies of efficient sampling can be designed. Swarms, pancakes, and trains are among the different sampling techniques that can be applied within the MCE framework. 53 These techniques were proven to significantly improve the accuracy of MCE results. The MCE approach has been successfully applied to simulate photoinduced processes in real molecular systems 54, 55 including dendritic branches. 56 Ehrenfest TBFs represent a good way of guiding the basis when electronic states remain coupled for significant amounts of time throughout the photoinduced nonadiabatic process. However, this way of guiding the basis can become unphysical when two or more electronic states are significantly populated and the appropriate potential energy surfaces have significantly different gradients. In these situations the average is no longer a faithful representation of the whole. In order to overcome this limitation of MCE, the Ab Initio Multiple Cloning (AIMC) [57] [58] [59] algorithm has been developed. In the AIMC approach, the bifurcations of the wave function after leaving the non-adiabatic coupling region are taken into account through the cloning procedure: each time certain cloning conditions are fulfilled, the basis set is expanded by adding a new TBF that has nonzero Ehrenfest amplitude for only a single state, while the original TBF retains contributions of all other electronic states.
Original versions of MCE and AIMC are formulated in the adiabatic basis representation. 55, 57 However, photoinduced process in extended polyatomic molecules can involve spatially separated noninteracting electronic states that share the same energy range without significant overlap between their wave functions. 60 If such states experience unavoided crossings, the nonadiabatic coupling has sharp peaks strongly localized in the proximity of the exact crossing points while vanishing elsewhere. In these situations, called trivial unavoided crossings, the molecular system must follow the diabatic pathways. Otherwise, unphysical intramolecular energy redistribution could take place in the simulations. 61 Within the MCE approach, these sharp crossings make the adiabatic electronic states change instantly within the Gaussian width. In order to deal with these situations, Multiconfigurational Ehrenfest in Time-Dependent Diabatic Basis (MCE-TDDB) 56 was developed. In the MCE-TDDB approach, the electronic part of each TBF is represented in a diabatic electronic basis that coincides with an adiabatic basis in the centre of the Gaussian. This diabatic basis changes as the TBF moves, and the amplitude swaps of electronic states at trivial unavoided crossings can be reproduced. Various MCE based methods including MCE-TDDB have recently been reviewed. 53 Light harvesting molecular systems, which are composed of a large number of chromophore units, are expected to experience multiple energy relaxation pathways involving events of wave function bifurcation. 62 In order to adequately simulate such processes using MCE, cloning algorithms should be included. In a previous work, 56 we presented our MCE-TDDB approach that makes use of excited state energies, gradients and non-adiabatic coupling terms calculated on the fly using the Collective Electron Oscillator (CEO) method. [63] [64] [65] [66] The method was applied to the simulation of the photoinduced dynamics of a model branched dendritic molecule. In this work, we present a further development of MCE-TDDB, the AIMC-TDDB method, that incorporates expanding the TBFs by cloning events. Following our previous MCE-TDDB development, the ultrafast dynamics of electronic and vibrational energy transfer between two-and three-ring linear poly(phenylene ethynylene) (PPE) units linked by metasubstitution is studied. This molecular system represents a building block of more complex light harvesting PPE dendrimers, such as the nanostar.
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The paper is organized as follows. In Section 2 we describe the MCE-TDDB method and cloning algorithm. The computational details are described in Section 3. The results of our simulations are presented and discussed in Section 4. Finally, the conclusions are summarized in Section 5.
MCE-TDDB method
MCE-TDDB is an efficient implementation of the ab initio MCE approach suitable to simulate photoinduced ultrafast electronic and vibrational energy relaxation and redistribution in large conjugated molecules. While the method has been presented in previous work, 56 for the sake of completeness, we briefly reproduce its basic equations below.
Expansion of the wave function
Within the MCE approach, the molecular wave function |C(t)i is expanded in a basis of TBFs |c n (t)i as:
jCðtÞi ¼ X n c n ðtÞ c n ðtÞ j i;
where:
is composed of nuclear |w n (t)i and electronic |j n (t)i parts. The nuclear parts |w n (t)i are coherent states (CS) 69 running over Ehrenfest trajectories. In the coordinate representation, these CS are given by Gaussian functions centred in the Ehrenfest trajectories with coordinates R n and momenta P n :
where N dof is the number of degrees of freedom of the system, a is a width parameter and g n is a phase. According to the average tested parameters given by Thompson et al., 70 we set a = 4.7 Bohr
À2
for hydrogen atoms and a = 22.7 Bohr À2 for carbon atoms.
The electronic part, |j n (t)i, is expanded in terms of eigenfunctions:
In the original MCE approach, |f (n)
I i are adiabatic states, |f (n) I i = |f I (r;R)i that parametrically depend on the nuclear degrees of freedom and, thus, are the same for all TBFs. However, in extended polyatomic molecules, |f I (r;R)i can change significantly with R on the length scale of the nuclear Gaussian TBF widths, in particular, at trivial unavoided crossings. 71, 72 An adiabatic representation becomes inappropriate in such situations. Instead, we are using time-dependent diabatic electronic states that coincide with adiabatic states in the centre of each Gaussian |f (n)
I i = |f I (r;R n (t))i. The TDD basis does not depend explicitly on R and couplings between states originate from their time-dependence through nuclei motion. The TDD basis should not be confused with a diabatic basis, where different states are coupled through the off-diagonal matrix elements of the potential energy operator.
The equations of dynamics in the TDD basis are similar to those in an adiabatic basis, except that the electronic states are now different for different TBFs, and the overlaps between them must be calculated and taken into account. When electronic states change smoothly, these overlaps are close to Kronecker's d IJ for all couples of TBFs with non-zero nuclear part overlap; in this case the TDD approach is equivalent to an adiabatic approach. However, when adiabatic wave-functions change sharply, e.g., at trivial unavoided crossings, the overlap matrixes will be significantly different, and the use of the TDD basis ensures correct evolution of the whole wave-function (1) in the latter case.
Evolution of TBFs
The motion of the centres of the Gaussians is given by the usual Hamilton equations:
:
while the phase g n from CS is propagated semiclassically:
The Ehrenfest force that guides each trajectory n is written as: 
where
is the Ith adiabatic potential energy surface and d It is important to stress that the force F n includes two terms. [73] [74] [75] The first term in eqn (8) 
where : R n Ád IJ are the scalar nonadiabatic coupling terms (NACTs).
It is easy to see that the first term of eqn (9) introduces fast oscillations of the phases of complex a (n) I amplitudes. In order to avoid numerical inaccuracies associated with these oscillations, we use:
I is the part of the classical action related to the potential energy of the adiabatic state I:
To solve eqn (9) numerically, we separate the time evolution of Z (n)
I,r and imaginary Z (n) I,i parts, which leads to the coupled equations:
Evolution of the amplitudes of TBFs
Within the MCE approach, the couplings between TBFs are described by the evolution of amplitudes c n , which is obtained by substituting eqn (1) into the time-dependent Schrödinger equation:
The kinetic energy matrix elements can be obtained analytically as:
while the potential energy matrix elements are approximated using the generalized first-order bra-ket averaged Taylor expansion:
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This expression can be rewritten as:
Finally, the term of eqn (15) reflecting the time-dependence of TBFs is evaluated as:
The overlaps hf
J i between the electronic parts of different TBFs can, in principle, be calculated directly. However, we found it more convenient propagating them together with the basis:
Such an approach may slightly overestimate the electronic overlaps, but the accuracy is compatible with other approximations used in this work. However, the propagation of overlaps, as well as the propagation of Ehrenfest amplitudes a I , cannot reproduce instant swaps of electronic states at trivial unavoided crossings. In order to take these swaps into account, we analyse the overlaps calculated directly at every time step and swap the states when necessary. This includes both the swap of Ehrenfest amplitudes and the appropriate change of overlaps in eqn (22) , so that the total wave-function remains the same.
Calculation of observables
As it was shown in our previous work, 56 the expectation value of any operator acting on the electronic subspace can be calculated as:
In this way, electronic state populations can be obtained by replacing N in eqn (24) and (23) by the adiabatic population operator P K = |f
Our current implementation of the MCE approach applies the CEO method [63] [64] [65] [66] at the configuration interaction singles (CIS) level of theory for on-the-fly calculation of excited state energies, gradients and non-adiabatic coupling terms. Within the CEO approach, the CIS eigenstates, written in the atomic orbital (AO) basis, are frequently denoted as transition density matrices (or electronic normal modes) and can be formally written as: 64, 76 (r (n)
where |f (n) g i is the ground state wave function, and ĉ † i and ĉ j are the electron creation and annihilation operators, respectively, with subscripts i and j referring to the AO basis functions. Diagonal elements (r (n) I ) i,i are relevant to the changes in the distribution of electronic density on the ith orbital in the case of bound excitonic states caused by excitation. 77 During the dynamics, the intramolecular electronic energy redistribution can be followed using the time-dependent spatial localization of r (n) I . Generally, to describe cases of tightly bound Frenkel and charge-transfer delocalized Wannier excitons, the entire transition density matrix needs to be analysed. 77, 78 However, in the present case of localized Frenkel-type excitons with relatively weak charge transfer character, an analysis of the diagonal part suffices. Consequently, the fraction of r (n)
I localized on a specific segment or chromophore unit X can be defined as: 
after introducing the operatorr X such that:
and substituting it into eqn (23), we obtain: 
Since oscillations of the distance between atoms are usually much smaller than the distance itself, we can use the following approximation:
Using the expression for matrix elements hw n |R (i) |w m i, 57 and taking into account that the imaginary part of all matrix elements vanishes with the double sum running over scripts m and n; eqn (31) takes the form: 
n is a part of the coordinate vector for the centre of the nth Gaussian TBF that represents the coordinates of the ith atom.
Cloning algorithm
Ehrenfest TBFs move on average potential energy surfaces (PES) given by contributions of the different electronic excited states that participate in the process. This approach is especially efficient in large conjugated molecules where a wave packet undergoes frequent transition between many coupled electronic states. Nevertheless, the motion on Ehrenfest PESs is not always a faithful representation of the dynamics: splitting of the wave packet should be taken into account when the average force is sufficiently different from the forces for significantly populated individual states. In order to deal with this case, the cloning algorithm 57 is applied: the original basis set of TBFs is expanded by ''cloning'' one TBF into two copies in a way that does not alter the original wave function. This is done by creating one of the clones |c n 1 i in a pure state and the other clone |c n 2 i containing all the remaining electronic states:
The corresponding amplitudes for these two new TBFs are set to:
Thus, the contribution of the original TBF to the total wavefunction is replaced by the equal contribution of a linear combination of its clones: c n |c n i = c n 1 |c n 1 i + c n 2 |c n 2 i.
Each TBF can clone several times during the dynamics. Each time it clones, a trajectory is branched into two, increasing the basis set sampling and, therefore, the computational cost. However, due to the rescaling of the amplitudes, the contribution of each new clone to the whole wave function decreases (see eqn (36) ). Despite the fact that the integral contribution of these low-amplitude trajectories can be significant, further cloning would be inefficient, as far as an effect per cloning event is concerned. Thus, in the present work, we limited the number of consecutive cloning events to a maximum value of N cln = 4 per initial TBF.
Generalized cloning criteria
The cloning procedure should be applied throughout the simulation whenever the Ehrenfest approximation fails to lead to the correct outcome of the process. However, the additional computational cost should be minimized and justified only by a significant contribution to the final accuracy of the results. Therefore, cloning events should be restricted to situations in which certain cloning criteria are fulfilled.
Previous cloning criteria 57 require imposing absolute threshold values for the breaking force and module of the non-adiabatic coupling vector. However, if we want to use the method for the simulation of the photoinduced dynamics of a large variety of organic molecules with different extended conjugated lengths and mimic different environment and temperature effects, the values of cloning thresholds should be optimized for each particular case. So, it would be useful to develop more general cloning criteria that are defined according to the relative magnitudes and directions of the different components of the Ehrenfest force. Consequently, the thresholds for such cloning criteria do not need to be re-optimized every time, as they are weakly sensitive to the molecular system or the number of excited states involved in the process under study.
Criterion #1. Cloning events should take place only when at least two adiabatic electronic states are sufficiently populated. Otherwise, the amplitude of one of the clones will be too small and will not further improve sampling. The number of electronic excited states significantly populated can be monitored by the distribution width W n for the expansion of |j n (t)i in terms of |f (n) I i (see eqn (4)) defined as:
Values of W n E 1 indicate a complete localization of |j n (t)i on a single electronic state, while values of W n E N correspond to a uniform distribution of |j n (t)i among all states. Therefore, by restricting cloning events to situations in which:
we guarantee that at least two electronic excited states are significantly populated.
Criterion #2. Clonning events should prevent situations in which the nuclear motion guided by the average Ehrenfest force lacks physical significance. In such cases, the Ehrenfest TBF could fail to explore dynamically important regions of the configurational space. Following the original idea of the breaking force introduced by Makhov et al., 57 we quantify the mismatch between the Ehrenfest weighted average force (first term in eqn (8)) and the force
max evaluated on the most populated state, by using a pseudoangle y (n) that is defined as: max but also the difference in their magnitudes. In the case when both magnitudes are equivalent, eqn (40) , y (n) is reduced to a standard definition of the angle between two vectors. It is also important to stress that this criterion accounts only for the contributions of the gradients of each adiabatic state to the Ehrenfest force (first term in eqn (8)) and does not consider the nonadiabatic contributions. Here, it is suitable to identify situations in which the average Ehrenfest force lacks physical meaning, as the different adiabatic forces move nuclei in a bifurcated way.
We clone if:
in order to amend the unphysical nuclear motion driven by eqn (8).
Criterion #3. We limit the cloning to regions of phase space where the electronic states are not strongly coupled, limiting the rate of basis set growth: without this criterion, a TBF would clone multiple times while passing through a conical intersection. These regions are defined by the ratio of two terms in eqn (8) 
Therefore, criterion #3 addresses situations in which the nonadiabatic contribution to the Ehrenfest force has a significant relative value compared to the contribution of adiabatic forces. Three different values of d clone,3 have been tested. In this work we use d clone,3 = 0.05 unless specifically indicated.
Our three cloning criteria have been chosen in order to be rather independent of the molecular system under study. Nevertheless, they need to be tested on different polyatomic molecules. Outside certain limits, inadequate values of these criteria could lead either to computationally intractable growth in the number of TBFs or to avoiding cloning events altogether.
Computational details
The photoinduced unidirectional electronic and vibrational energy transfer between two-and three-ring linear poly(phenylene ethynylene) units linked by meta-substitution (see scheme in Fig. 1 ) is simulated using the AIMC-TDDB method. This molecular system has been previously studied 56 using our implementation of direct MCE-TDDB specifically developed to deal with large conjugated molecular systems. Excited state energies, gradients and non adiabatic couplings are calculated on the fly using CEO 77 with the configuration interaction singles (CIS) formalism implemented with the semiempirical Austin Model 1 (AM1) Hamiltonian. 79 Our simulations have included six singlet electronic states (S 1 -S 6 ). The initial 100 Ehrenfest TBFs were propagated at constant energy for 150 fs using a time step of 0.02 fs. This basis set was finally expanded to 483 TBFs when cloning events were included. The initial conditions (geometries and nuclei velocities) were obtained by sampling previous 1 ns ground state dynamics equilibrated at 300 K using Frank-Condon excitation with a laser pulse of FWHM = 100 fs centred at 348 nm, which corresponds to the maximum of the absorption spectra shown in Fig. 1 .
All Ehrenfest TBFs were calculated independently. The whole molecular wave function (eqn (1)) as well as electronic overlaps (eqn (22) ) were propagated in a ''post-processing'' procedure, providing a framework for extremely efficient parallelization of calculations.
Results and discussion
As it was mentioned above, our approach is based on three cloning criteria. On one hand, the first two criteria are designed to ensure meaningful nuclear motion with Ehrenfest TBFs. The purpose of both criteria is optimization of the efficiency of TBFs to explore the dynamically important regions of the conformational space. On the other hand, our third criterion is not strictly necessary and it has been mainly proposed in order to control the rate of basis set growth. 57 A further analysis of the effect of d clone,3 on cloning events is shown in Fig. 2(a) , where the % of cloning events per original TBF is displayed. As we can see, values of d clone,3 = 0.02 and 0.03 are too restrictive since they lead to B50% and 70% of trajectories without cloning events. In contrast, d clone,3 = 0.05 leads to 70% of original TBFs experiencing cloning events. This can be explained by analyzing Fig. 2(b) , which shows the time evolution of the average and standard deviation of the left side of (42) A comparison of distributions of cloning events according to the state that was cloned (i.e., was taken as a specific state in one of the clones) is presented in Fig. 3 . It shows that larger values of d clone,3 decrease the % of events when state S 1 is cloned, while that for state S 2 remains essentially the same. That is, the S 2 /S 1 cloning ratio increases.
While cloning S 1 or S 2 has an essentially equivalent effect on the dynamics when other states have low populations, these events are associated with different regions of the configuration space with different relative values of nonadiabatic coupling. Previous work 80 has shown that while the nuclear motion on S 2 pulls the system close to regions of strong coupling between the states, the motion on the S 1 state moves it away. Therefore, as it is expected, larger values of d clone,3 introduce more cloning events in the regions of relatively large coupling, that is, situations in which S 2 is the most populated state. Moreover, this behaviour has been shown to guarantee successful S 2 -S 1 unidirectional energy transfer associated with the efficient energy funnelling in light-harvesting dendrimers through the so-called Shishiodoshi mechanism. 81 Therefore, a larger number of events when state S 2 is cloned compared to state S 1 reinforces these features by emphasizing the role of the nuclear differential motion on S 2 . Fig. 4 compares the time evolution of the average populations for the lowest six electronic excited states evaluated using the uncoupled Ehrenfest TBFs (EHR) and AIMC approaches. Our previous work 56 shows that the EHR and MCE-TDDB methods produce almost equivalent results due to nuclear decoherence provided by the large number of degrees of freedom at room temperature. The MCE-TDDB calculations have been previously performed in the basis of a swarm of interacting coherent state trains. Each swarm consists of one central trajectory and 9 satellites. So, herein we restrict our comparison of AIMC-TDDB results with those obtained using the EHR dynamics. As it has been previously reported, 56 an initially large oscillatory population exchange takes place between S 1 and S 2 states during the first 20 fs of dynamics after photoexcitation. Since our simulations start from specific states selected according to contributions to the absorption spectra at the laser wavelength (see Section 3 and ref. 56) , no cloning events are expected at short times. This is due to criterion #1, the restriction that requires a significant population of at least two electronic states. Therefore, cloning effects are evidenced at longer times. One can see that the EHR results show faster damping of S 2 -S 1 oscillations at longer times compared to the AIMC-TDDB results. Thus, the use of TBF cloning enhances the oscillatory interchange of energy between these states. This is in agreement with Fig. 5 showing the time dependence of NACT 1,2 averaged over all EHR and AIMC-TDDB trajectories. Larger values of NACT 1,2 for the latter indicate that branching of trajectories at cloning points makes the S 1 and S 2 states remain coupled at longer times. According to the previous studies of PPE dendritic molecules, 80, 82 the nuclear motion on S 2 pulls the TBF close to regions of the configuration space with strong nonadiabatic coupling. Therefore, this is an expected effect of cloning since, as surface hopping, it highlights nuclear state-specific motions. Nevertheless, surface hopping methods feature classically forbidden hops that hinder S 1 -S 2 energy transfer. Because of that, while the surface hopping technique does not lead to oscillations between S 1 and S 2 populations, 56 the AIMC-TDDB method does. Besides, we notice that the incorporation of cloning leads to a faster relaxation rate to the S 1 state. Namely, the AIMC-TDDB results lie in between the EHR and surface hopping results obtained using the NEXMD approach. Therefore, the effect of state-specific motions on S 1 prevails at long times. Nuclear motions on the S 2 state lead to regions of the conformational space with a smaller energy gap between the S 1 and S 2 states, keeping both surfaces close to each other and inducing more efficient coupling between them. Finally, we should mention that the use of cloning reduces the residual populations of higher-energy states (S nZ3 ). These states contribute with weak quasi-random fluctuations of the Ehrenfest force, which may provide a natural decoherence. 56 A detailed analysis of the effect of TBF cloning on the coherence, however, is outside the scope of this work. Our model dendritic molecule can be interpreted as a combination of two independent linear chromophore units with weak coupling between them, that is, a two-ring linear PPE unit linked by meta-substitution to a three-ring linear PPE unit. 56, 80 While the S 2 state is mainly localized on the two-ring linear PPE unit, the lowest S 1 state is mainly localized on the three-ring unit. The efficient energy funnelling in light-harvesting dendrimers is conditioned by successful two-ring -three-ring unidirectional energy transfer. Fig. 6 displays the time evolution of the fraction of electronic transition density hr X i (eqn (29)) localized on the two-and three-ring linear PPE units obtained from the EHR and MCE-TDDB simulations. After an initial photoexcitation with the exciton equally distributed between both chromophore units, an effective exciton spatial localization on the three-ring unit is observed during the 150 fs of our simulations. The initial large oscillation in the spatial localization is consistent with the oscillatory population exchange that takes place between the S 2 and S 1 states (shown in Fig. 4 ). As we have previously mentioned, cloning events do not take place during the first 20 fs of the dynamics after photoexcitation. Therefore, no differences between simulations with and without cloning are expected. Furthermore, despite a relatively larger oscillatory behaviour for AIMC-TDDB simulations in the range of B20-40 fs after photoexcitation, no significant differences can be observed between both methods. Intramolecular vibrational energy redistribution has shown to be concomitant with intramolecular electronic energy transfer, with the nuclear motions of the ethynylene bonds playing a critical role in the process. 56, 80 Fig. 7 shows the lengths hw n 8R i À R j 8w m i for the three ethynylene bonds of the molecule as a function of time during MC-MCE and EHR simulations. Both methods were able to reproduce an initial excitation and subsequent relaxation of the ethynylene bond localized in the two-ring unit, as well as the gradual excitation at longer times of ethynylene bonds in the three-ring unit. The use of eqn (32) for calculation of hw n 8R i À R j 8w m i in AIMC-TDDB simulations introduces additional nuclear decoherence effects with respect to decoupled EHR dynamics.
This can be seen during relaxation after B80 fs of the ethynylene bond in the two-ring unit. Therefore, we confirm that EHR dynamics overestimate nuclear coherence included in the AIMC simulations.
Conclusions
Here we numerically improve the previously developed MCE-TDDB approach by introducing a cloning procedure which adapts the basis set to nonadiabatic dynamics and report a new AIMC-TDDB implementation. Multiple cloning can be viewed as an efficient way to perform Multiple Spawning, [47] [48] [49] which was developed previously to provide a rigorous description of surface hoping. We apply AIMC-TDDB on the system previously studied by MCE-TDDB and observe that cloning affects the results and therefore improves the accuracy of the calculation. We report that the use of cloning in the AIMC-TDDB approach enhances the population exchange between electronic states due to reinforced state specific nuclear motions. The AIMC-TDDB results show more efficient final electronic energy relaxation to the lowest S 1 state and lie in between Ehrenfest results and previous surface hopping results. However, in the linear phenylene ethynylene molecule considered in this work, the effect of cloning is not as significant as it was in photodynamical systems studied previously. 57, 58 This validates our results obtained for the same molecule previously without cloning. This confirms that in systems where many electronic states are strongly coupled with each other, the methods based on Ehrenfest trajectories are efficient and accurate.
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