ABSTRACT The problem of resource provisioning and content placement in cloud-based content delivery networks is studied, and a two-stage resource provisioning and cloud assignment is proposed based on dynamic large and small-scale fluctuations of user demand rates as well as considering a constrained minimum lease time for resources. In the first stage, we perform resource provisioning while costs of resources, quality of service (QoS) violation, and cloud-based root server redirection are included in the optimization, and constraints of QoS and limited resource of cloud sites are taken into account. In the second stage, cloud site assignment is conducted where for fixed allocated resources, QoS violation and cloud-based root server redirection costs are minimized or reduced using three different proposed schemes. We further show that reassignment of cloud sites during rising demand rates within a lease time period improves revenue, while reassignment is not very effective for falling demand rates.
I. INTRODUCTION
Content Delivery Networks (CDNs) have generally been implemented to improve the quality of service (QoS) and to provide load balancing in content provider networks with high traffic loads. In a CDN, the content originated from a content provider is replicated over properly placed local surrogate servers and user requests are redirected to the best server based on network quality indexes. Traditional CDNs use a distributed network of caches and servers to reduce delay, jitter, server and network congestion and other factors that affect the user's Quality of Experience (QoE). However nowadays, many end users receive such services on a variety of platforms, including mobile devices and tablets. Furthermore, the widespread use of broadband access around the world has significantly scaled up user demand for streaming popular events such as international sport matches, live events, and news. Traditional CDNs are often too architecturally rigid to deal with the mobility and quick scaling of user demands, which may result in either poor quality of experience for the users, or require over-engineering of infrastructure which increases capital expenditure (CAPEX) and operational expenditures (OPEX) cost unnecessarily.
The advent of cloud computing has opened a new paradigm in computer networks as the modern concept of virtual network deployment is introduced. CCDNs, also known as virtual CDNs (vCDNs), are based on implementing CDN functions over programmable general purpose hardware in distributed cloud sites (CSs) [1] . Exploiting cloud computing in CDNs (i.e. CCDNs) enables opportunities for cost-efficient, agile and on-demand resource provisioning. Resources in CCDN are bandwidth (content rates to be served), virtual machines (VM), and storage (number of stored contents) [2] . Similar to CDNs, resource allocation is one of the main challenges in CCDNs; resources are needed to be assigned effectively in such a way to minimize the total rental resource cost while guaranteeing a desired level of service performance. QoS violations, power usage, and the number of service redirections can also be included in the cost function.
A variety of resource provisioning algorithms can be proposed based on the type of cost/revenue model, methods of QoS measurements, and implementation aspects. Resource provisioning and user assignment in CCDNs can be implemented in a semi-or fully-dynamic approach where allocation decisions can be frequently updated based on user demand fluctuations and network conditions. The traditional CDN resource allocation algorithms are often static over long periods of time, thus inefficient in dynamic cloud-based environments. On the other hand, algorithms based on dynamic models suffer from high overhead, and thus, significant challenges in implementation are inevitable [3] . Hence, either over-provisioning in semidynamic based algorithms or under-provisioning in full dynamic ones increase cost because of the waste in resources.
Our goal here is to enhance the current content placement and resource allocation methods by integrating additional features that are important to service providers, namely, multiple priority classes, dynamic demand changes, and multi-level penalties for violating QoS requirements. In particular, we propose an optimization scheme that re-adjusts resource assignments at two different time-scales: global replanning at macro-intervals, and local re-adjustment at microintervals. We show how this two-state design fares against other approaches in different scenarios.
The remainder of this paper is organized as follows: In Section II, the prior work and our contributions are presented. The system model is presented in Section III. In Section IV, we formulate the problem of resource planning and user assignment and propose our two stage algorithms. Numerical results are evaluated in Section V and the paper is concluded in Section VI.
II. RELATED WORK AND CONTRIBUTIONS

A. INITIAL WORK
There is a rich body of work on CDN resource provisioning where different formulations and algorithms have been proposed based on different adopted cost models, and QoS considerations. The reader is referred to [4] for a comprehensive study on traditional CDN resource management. Research on CCDN, however, is still in early stages. Initial work mainly focused on implementing different CDN features over a cloud system. For instance, a CDN architecture called MetaCDN, proposed in [5] , provides an interface to be used in content delivery. Also, Srinivasan et al. [6] propose a CCDN called ActiveCDN to dynamically deploy CDN functions on physical nodes on an as-needed basis. From resource management perspective, advantages of CCDNs over CDNs include real-time allocation based on temporary demand variations and dynamic adaptation to possible variation of cloud provider prices and/or content provider loads. To this end, a trend of resource management on CCDN has started to emerge [7] - [9] . In the seminal work of [7] , heuristic algorithms are proposed for replica placement and distribution path construction in offline and online scenarios. Offline algorithms are based on past user request patterns while online algorithms are triggered by real-time demand requests. Other pioneering work include [8] and [9] . In [8] , a cloud-based live media streaming architecture is proposed to facilitate media streaming migration to cloud. In [9] , the bandwidth provisioning and multiplexing are studied for video-on-demand applications. All aforementioned published results are based on simplified assumptions such as infinite storage/bandwidth capacities, rental resource costs, and single content.
B. FULL/SEMI-DYNAMIC MODELS
Resource provisioning can be done either in a full or semi dynamic scenario. In semi dynamic or static scenario, following the conventional CDN approach, all resources are assigned based on pre-estimated network parameters, and are fixed over a period of time that is at least equal to the minimum leasing period of the resources as set by the cloud provider. Examples of such related work include [10] - [14] . In particular, Papagianni et al. [10] proposed a general model of multi-provider cloud network and a hierarchical framework for resource management, where the problem is decomposed into graph partitioning for cloud provider assignment, and replica placement within each partition. In full dynamic scenario, however, resource provisioning algorithms must accommodate network dynamics such as demand variations. Related work include, e.g., [2] , [7] , [15] . In particular, Hu et al. [2] elegantly model network dynamics, and design its algorithms with emphasis on restrictive features of CCDN resource management algorithms such as: i) required time for initializing configuration, ii) significant overhead for the update operation, and iii) fixed minimum lease times that can be much larger than the variation times of network conditions. The proposed algorithms in [2] attempt to effectively use previous leased resources to serve as many users as possible and minimize rental costs for the new resources that are needed to be leased.
C. QoS CONCERNS
QoS plays an important role in resource provisioning algorithm designs [3] , [11] , [15] - [18] . Comprehensive studies of QoS implementation in cloud environments were offered in [3] and [16] . In CCDN resource provisioning, QoS is usually included into optimization constraints and/or objectives. QoS can be usually reflected in constraints as the delay experienced by end users, which can be obtained by measuring the round trip time (RTT), mainly a function of distance in corresponding physical substrate. In some works such as [2] and [7] , QoS is simply modelled to be a presumed input in a way that a set of low delay cloud sites for each user group is pre-assigned before resource provisioning. More generic delay constraint assumptions are considered in [15] and [18] , where the coverage area is partitioned into different regions and an average delay constraint per region is considered in the formulation. In [17] , different delay thresholds for each user group is considered. In [19] a sophisticated model based on an exponential weighted function of different network parameters is presented for QoS and used as a constraint in a cost minimization based algorithm.
Other than constraints, QoS is also taken into account in the cost function of the optimization formulation. For instance, in [11] , QoS violation is included as a cost to be minimized. In [20] , design and implementation of a CDN-as-a-service (CDNaaS) architecture is presented and an evaluation of QoE based on a real test of mean opinion score (MOS) is presented.
D. PERFORMANCE MODELS AND ALGORITHMS
Typically in the optimization model for resource provisioning, cloud sites and corresponding storage and bandwidth are assigned to serve partitioned groups of users. Several reports focus on deployment and delivery cost models for leasing resources such as storage and bandwidth for content delivery (see e.g., [1] , [21] - [23] ). In particular, Llorca et al. [1] proposed resource provisioning algorithms for implementation in a software defined virtual CDN (SDvCDN). Similar algorithms can also be found in [24] . Other network cost considerations are also included in the literature, such as update cost, which is the cost of updating content from root server to cloud caches [7] , [25] , and QoS awareness in [11] and [26] . In [27] , a review of the different models of replica server placement in CDN is presented that sheds light on the future possible similar researches in CCDN. More recently, resource provisioning models are extended to include energy consumption concerns (see e.g., [28] - [31] ). Other than cost models, there is a body of work that considers revenue models in order to maximize total expected revenue while assigning resources. For instance, in [32] , a fast resource placement algorithm (FRP) is proposed to obtain maximum average resource revenue from distributed clouds. In [33] and [34] , cloud assignment is studied in a mobile wireless network where a rate and traffic load are studied. For more information about resource assignment models and applications in traditional CDN with cloud implementations, the reader is referred to [35] where the most relevant work are compared in different modeling aspects including objectives, constraints and assumptions.
E. MOTIVATIONS AND CONTRIBUTIONS
The previously-proposed resource provisioning algorithms do not efficiently deal with dynamic scenarios with high demand variations that might occur much more frequently than typical minimum resource allocation times. To overcome this problem, we propose to use a combination of resource re-allocation and user re-assignment at two different time scales, as we shall explain in Section III. Furthermore, very few works have considered QoS optimization in dynamic scenarios and even in those works, demand variations in small time scales and the derived costs of root server redirection are not considered. Therefore, an integrated approach is necessary to include both QoS and dynamic demand. We also need to take into account the implementation constraints such as minimum lease time limits for resource allocations and releases, especially in scenarios with high demand variations.
In this paper, we address the following shortcomings of previous works:
1) We present a CCDN resource allocation scheme that takes into account all the following design requirements:
• Dynamically adjusting resource assignments based on demand rate variations,
• Addressing QoS violations as well as root cloud site redirection as costs that have to be minimized,
• Considering multiple classes of services to allow for priority-based resource allocation in CCDN.
2) we address dynamic nature of demands accompanied with restrictive features of CCDN, including: significant overhead for the update operation which limits us in the updating rate of resource re-planning; and limited fixed minimum lease time of the resources. To this end, we propose to design resource management at two different time scales: the macrointervals which align with minimum resource lease times, and micro-intervals that reflect the changing demand volumes.
Resource allocation is planned at macro-intervals, while usercloud assignments are recalculated at each micro-interval to minimize the total cost. Section IV will provide a more detailed mathematical description of this operation.
3) We exploit flexibilities offered in CCDN for on-demand modification of the resources at the virtual surrogate servers based on the volume and distribution of user demands as they change in each macro-interval, and the high rate of user access and reassignments through the cloud. Our proposed method builds on these cloud features to provide a highly dynamic resource allocation mechanism for cloud-based content delivery networks.
The main contributions of this work are listed below.
• We propose a two-stage planning strategy in a CCDN that exploits both semi-and full-dynamic approaches in resource allocation and user assignment. In the first stage, considering long-term resource reservation approach in macro-intervals, we determine the initial assignment of users to available cloud sites and determine the optimal bandwidth allocation at each site.
In the second stage, we adjust user reassignment to the appropriate cloud sites based on instantaneous changes in demand during micro-intervals while maintaining the resource allocation from the first stage to conform to minimum lease times.
• We present three approaches for user re-assignments: global reassignment that optimally reassign users across the sites, sub-optimal reassignment that provides a relaxation of some constraints in the global reassignment scheme, and local scaling which is also sub-optimal and simpler to implement.
III. NETWORK MODEL
In this section, we describe the general system model that will be used throughout this paper. We use |.| to denote cardinality of a set and bold letters for matrix/vector. For instance, y denotes a matrix with elements y ij , or a vector with elements y j . We assume a cloud-based multi-site content delivery network whose objective is to serve groups of users, U = {i} |U | i=1 located in |U| abstracted locations, by contents originated from a source cloud site C 0 using a set of |C| cloud sites, C = {j} |C| j=1 . We label user group i and cloud site j by U i and C j , respectively (see Fig. 1 ). Without loss of generality, we assume a single cloud provider. This service model applies to multicast distribution of content (for instance: stored video, mobile device firmware upgrade, live events, etc.)
In the multicast clustered graph model illustrated in Fig. 1 , each U i is served by C 0 through virtual servers on the cloud site(s) C j (hereafter referred to as surrogate servers) with specific costs of storage and bandwidth. Each surrogate server contains three types of resources: one or more virtual machines (VMs), storage (number of contents stored) and bandwidth (number of contents served per second). We assume that a single size content is being distributed by the multicast network. Following the same model used in [2] , we can simplify our cloud model by assuming that due to the single size content, serving each individual request consumes a unit amount of VM and bandwidth and as such, the consumed bandwidth itself is also a representative of the consumed VM resource. Differences between cloud sites are taken into account as different bandwidth limits per server, bandwidth and storage costs, revenue units and penalties, as described later. The bandwidth reflects the communication capability of the surrogate server that is upper-limited to B j for each cloud site C j . Before any resource planning and user assignment, the network manager is provided with an initial estimation of network parameters such as user demands, d i , relative inter-node delays, etc.
We associate QoS with the total server-host delay that each user group can tolerate. Any delay below a predefined threshold is deemed acceptable. We use a multi-step QoS requirement in our model in which a request should first be routed through a local surrogate server that can provide the acceptable delay level. If such surrogate server is not found, the request can be redirected to the closest surrogate server and a QoS penalty is added to the cost. We call such surrogate server an exceeded-delay site, because even though it does not satisfy the QoS requirement, it is still closer to the user than the root site is; and as such, incurs less QoS penalty than redirecting to the root server.
If no local surrogate server has sufficient resources to accommodate the request, it will be redirected to the root server that provided the original content. An additional root redirection cost is associated with this option. It is assumed that the root server has unlimited resources. However the redirection and QoS penalties in the revenue/cost function aim to prioritize local surrogate servers over the root server; i.e., redirection cost as well as increased delay to the root server would discourage the planner from serving all requests from the root server. Therefore, this model assumes that requests would not be dropped if the required QoS might not be satisfied temporarily. The dynamic optimization engine will continue to try to satisfy their QoS requirements in the subsequent interval.
We assume each user group requests a service type k ∈ K, K = {k} |K| k=1 , that determines priority of user groups to be served based on the corresponding revenue to be obtained. The higher-priority service types generate more revenue for the service provider; however, they also include higher penalties for violating QoS. As a result, any optimal solution should prioritize to maintain QoS for high-priority service types in resource assignment and re-adjustment phases.
IV. RESOURCE MANAGEMENT FORMULATION
Let T be the minimum time duration that a resource can be assigned in a cloud site, also called a macro-interval. This interval is typically set based on the minimum required lease times by each cloud provider. For instance in Amazon Web Services, T is one hour. We assume that the number of cloud sites, the number of user groups and all unit prices will remain unchanged during each T period. The initial planning and user assignment occurs at the beginning of each macrointerval T .
We divide T into N sub-slots or micro-intervals, denoted by τ , where T = N τ, N ∈ N. We assume that user demands can vary within T but constant during each τ , where Fig. 2 ). Our objective is a resource planning scheme that lasts in each macro-interval T , and re-plans periodically at the beginning of the next macro-interval. Since user demands vary during each period we adjust user assignment accordingly at nτ when n is not a multiple integer of N and we re-plan the resource allocation when n is multiple integer of N . Hereinafter, since we periodically perform resource planning and user assignment, for the sake of notation simplicity, we only focus on the first period, i.e., n ∈ {0, . . . , N − 1}.
A. RESOURCE PLANNING IN MACRO-INTERVALS
Here, we present our resource planning approach. First, the net revenue function is introduced, then the optimization problem is presented.
Let 
For cloud site C j assigned to the user U i to serve x ij > 0 portion of d i , the delay D ij is experienced at U i . For a given delay threshold D U , we say C j is an exceeded-delay cloud site if D ij > D U . For an exceededdelay cloud site C j , a binary variable q ij is assigned which is 1, if C j is selected and 0, otherwise. We denote price of the unit of the exceeded-delay as p q , p q < p b 0i . (see Table 1 ). The total revenue taken out of served user groups is as follows:
The first term in (1) represents the gross revenue obtained from the network where I ik is an indicator with I ik = 1, if U i asks for service type k and I ik = 0, otherwise. Moreover, k∈K I ik = 1. The remaining terms in (1), written in the parentheses, account for the cost of the resource provisioning. Since our control variables x ij , q ij , and z j are not appeared in the first term, we can exclude the first term from the optimization. Hence, hereinafter we only concentrate on the cost terms in the parentheses, of the problem to be minimized. Each term of the cost function is explained in the following. The second term in (1) is the cost of the rented bandwidth by users at each surrogate server. The third term is the cost of storage as well as the bandwidth required for content placement from the root site to each surrogate server. The fourth term is the cost of redirected user groups to the surrogate servers that violate QoS, i.e., exceeded-delay surrogate servers. The server-host delays of these sites exceed a predefined delay threshold but is less costly than redirecting them to the root server. The last term is the cost of redirected user groups to the root site C 0 for those requests that could not be accommodated by the local surrogate servers or the exceeded-delay surrogate servers. The definition of variables and parameters are summarized in Table 1 .
The objective is to minimize the cost function while guaranteeing bandwidth and delay constraints. The optimization 
Note that the optimization engine does not drop any request even if its QoS requirement is violated temporarily, however will attempt to re-adjust user assignments in the next macrointerval to bring their QoS back to the accepted level. Constraint (2b) captures the bandwidth limit at each surrogate server. Constraint (2c) states U i is served by C j if C j contains the content. Constraint (2d) is the delay constraint and ensures each user group assignment is not served with a delay higher than D U , unless a non-zero cost is burdened in the cost function. Constraint (2e) guarantees that the demand d i of U i is served by all surrogate servers collectively.
The optimization problem (2) is a linear mixed-integer programming and can be solved using off-the-shelf tools such as CPLEX. We use superscript * to refer q * ij , x * i0 , x * ij , z * j , for i ∈ U and j ∈ C, as the optimal values of q ij , x i0 , x ij , z j , respectively, obtained by solving the optimization problem (2).
B. USER REASSIGNMENT IN MICRO-INTERVALS
As mentioned earlier, we assume that once the network resource planning stage is completed, the amount of resources are locked in each site for the macro-interval period Fig. 2 ). To handle dynamic variation of demand during this period, we perform user reassignment based on variations of demands in each microinterval time instance τ . In the sequel, we present three different approaches for user reassignment during microintervals: global reassignment, suboptimal reassignment, and local scaling. We will also compare these three approaches against an optimal benchmark scenario (which may be computationally infeasible in practice) where the global optimization problem is solved in every micro-interval, and compare the performance and cost associated with each approach.
1) GLOBAL REASSIGNMENT
In the resource planning stage, appropriate cloud sites and required bandwidths are determined and are paid for. Let z * j , x * ij , i ∈ U, j ∈ C be optimal values of z j , x ij obtained by solving the optimization problem (2) . Cloud site C j is selected iff z * j = 1. Moreover, the corresponding assigned bandwidth for each selected cloud site is given by
where C * = {C j |z * j = 1} is the set of the selected cloud sites. As the resources are being leased for the entirety of the macro-interval, we are not allowed to withdraw leased resources for reduced demands at each τ . However, we can adjust user assignment such that root redirection and delay excessive costs, i.e., third and fourth terms in (2), are minimized. In other words, we can redirect users based on the following optimization problem:
where d i (n), n = 1, . . . , N − 1, is the demand rate of U i in micro-interval time instant n. Note that z * j and b * j are input parameters obtained from (2) .
The total cost of the system in global reassignment stage includes the cost of resources in the planning stage in (2), i.e., the optimum values of the first two terms in (2a), and the cost of reassignment stage in (4), i.e., the optimal value of the objective function in (4a). Note that the cost of resources in the planning stage is fixed during macro-interval. However, the cost of reassignment stage in (4) is changed at the beginning of each micro-interval n, n = 1, . . . , N − 1 due to the demand variations of each user, d i (n).
2) SUB-OPTIMAL REASSIGNMENT
In order to reassign users in each τ , we can also simplify optimization problem (4a) to obtain a sub-optimal solution. Using the fact x ij ≤ q ij , we replace q ij with x ij to remove the integer variable q ij and the corresponding constraint (4d). Then, we have the following linear optimization to assign users:
where
Note that we used the equality constraint (5c) to remove variable x 0i in the objective function. In the simulation results we show this sub-optimal solution performs very close to the optimal one, i.e., global reassignment scheme.
3) LOCAL SCALING
Rather than solving the optimization problem (4a) at each time instant nτ , n = 1, . . . , N − 1, a simple approach can be redirecting of increased demands to the root cloud site and cutting off decreased demands from the root or other exceeded-delay surrogate servers. We call this approach as local scaling as the user assignment is performed from a local user perspective. The total cost is computed as explained in the sequel. Let rp tot (0) denote the total cost obtained from resource planning stage, i.e., the optimal value of the objective function (2a). Also,
. . , N − 1 denotes the demand deviation for user group U i . For an increased demand, i.e., i (n) > 0, since it is redirected to the root cloud site, the total cost is obtained by adding rp tot (0) to the corresponding root redirection cost, i.e., i (n)p b i0 . However, if the demand is decreased, i.e., i (n) < 0, the corresponding cost is deducted from rp tot (0), where we have two cases here: 1) if the value of decreased demand is less than the previous root redirected
, we need to deduct the corresponding root redirection cost, i.e., i (n)p b i0 , from rp tot (0). 2) if the value of decreased demand is more than the previous root redirected demand d i (0)x * 0i , not only is the previous root redirection cost, i.e., p b i0 d i (0)x * i0 , deducted but also a set of exceeded-delay cloud sites are cut off and their corresponding cost are deducted. This set can be determined such that the cloud sites with the highly exceeded-delay costs VOLUME 6, 2018 are cut off. Note that x * i0 , i ∈ U, is the optimal value of x i0 obtained from (2) .
In other words, the total cost is expressed as
where δ ls i (n), n = 1, . . . , N − 1, is the amount of cost changing for each U i due to the demand deviation i (n), and is given by
where φ i (n) is the exceeded-delay cost of a subset of exceeded-delay cloud sites. In order to determine φ i (n) optimally, we need to cut cloud sites with high exceeded-delay costs. For each
} as the set of exceeded-delay cloud sites assigned in the resource planning stage. For each U i , the following Knapsack problem provides us the optimal φ i (n) as well as the set of cloud sites with highly exceeded-delay.
The constraint (7a) reflects the fact that portions of demand d i (0) served by selected exceeded-delay cloud sites, i.e.,
u j as well as the root cloud site, i.e., d i (0)x * i0 , must be less than the demand deviation, | i (n)|. Note that x * i0 , x * ij are solutions of resource planning stage in (2).
4) GLOBAL OPTIMUM
To compare the presented approaches, we consider an optimal scenario as benchmark; that a joint resource planning and user assignment is performed in each time instant nτ which means solving optimization problem (2) frequently at each micro-interval. Note that the difference between this scenario and the Global reassignment (the first method) is that in Global reassignment, resource allocation was performed at macro-intervals, and only user reassignment (but no new resource allocation) was possible in micro-intervals; while in the Global optimum method, new resource allocation can be done at all micro-intervals as well.
It must be further noted that while the results from the global optimum scenario might not be practically feasible due to CCDN resource lease time limits, it nevertheless provides us a lower bound of the cost and will be used as a benchmark here. Therefore, the proximity of the proposed methods to the provided lower bound, deduces the proper performance of our methods.
V. PERFORMANCE RESULTS AND COMPARISONS
We developed a number of scenarios to analyze and compare the performance of different allocation algorithms from Section IV. Our main target is to minimize the cost and maximize the revenue. We used a number of different topologies and ran simulations with a range of cost parameters such as bandwidth and storage costs and penalties for QoS violation. Simulations were set up in MATLAB/CPLEX environment. In the simulation results we aim to obtain insights about the impact of different parameters over the cost performance. Also, we compare performances of three proposed schemes with each other as well as the lower bound cost performance i.e., global optimum. Our simulation setup follows the model used in [2] and [7] .
A. MAIN SIMULATION PARAMETERS AND ASSUMPTIONS
In the first setup, we assume a rectangular map covering a 1000 × 1000 km 2 area on which the geo-locations of the cloud sites are predefined on a grid. The abstract locations of user groups (each representing a specific population size) are generated based on a uniform distribution within the same area. A root server with unlimited resources supplies the content, which then would be distributed to surrogate cloud sites. If a user request cannot be accommodated by any surrogate server, it will be redirected to the root site.
Our simulation setup follows assumptions considered in [2] and [7] . For interval [a, b] , let U [a, b] and U (a, b) denote uniform distribution for discrete and continues variables, respectively. Also, U (S) denote uniform distribution over set S. The demand rate of user group d i , is assumed to be linearly proportional to its corresponding population p i , d i = p i and p i ∼ U [100, 200] . To model dynamic behavior in each time instant nτ , we use the model
where µ(n) = an + b is for linear time dependent variations within each period T , a = A ∈ {0.2, 1} and b = 0 for n ≤ N 2 , and a = −A and b = aN for n > N 2 , N being the number of micro-intervals in each period T . This arrangement allows a dynamic demand that increases linearly to the middle of the observation interval and then decreases back to the original value, allowing us to test the performance of the algorithms under increasing and decreasing load conditions. We assume inter-node delay D ij time unit and distance l ij (km) are related as D ij = l ij + , where ( , ) = (0.02, 5) [7] . The maximum delay threshold was chosen to be D U = 6 time unit for this scenario. We set the same bandwidth parameters B j = 10 3 andb j = 10 −2 for all cloud sites. Note that all parameters are normalized by appropriate factors.
All leasing/penalty price units are normalized such that prices of bandwidth and storage units follow p b j ∼ P b ini × U ({1, 2, 3}) and p s j ∼ P s ini × U ({1, 2}), respectively. P b ini and P s ini are price unit factors for bandwidth and storage and are set as simulation parameters. This arrangement allows moderate differences between the resource capacities of different cloud sites. Similarly, the penalty price of the exceeded-delay unit, p q , which also represents QoS penalty factor, is a simulation parameter. We consider |K| = 2 types of services; i.e., a premium service (k = 1) and a standard service (k = 2), in which the unit profit for the premium service is P h times more than the standard service.
B. IMPACT OF BANDWIDTH COST AND PENALTIES
For the purpose of this analysis, the value of normalized bandwidth cost factor P b ini and QoS penalty factor p q were changed between 0.1 to 1. Each simulation included 30 micro-intervals τ and 50 independent T intervals runs for statistical accuracy. In our simulations for the six surrogate servers at predefined locations, 24 user groups were randomly distributed in the grid.
Our results show that the total resource cost increases with bandwidth cost, however this increase is not linear (see Fig. 3 ). This indicates that the optimization of user assignment offsets some of the increase in the unit bandwidth cost by reallocating them to root site when such reallocation becomes less costly than rerouting it to a surrogate site. A comparison between different allocation algorithms is provided in Fig. 4 , where the total cost incurred during the entire simulation for each method is normalized by the global optimum solution. The results show that both sub-optimal and global reassignment methods perform very close to the lower bound performance i.e., global optimum approach. Furthermore, sub-optimal reassignment method performs as similar as global reassignment method. The local scaling approach underperforms the global optimum method by about 10-15%, however the difference becomes even smaller as the bandwidth unit cost factor increases.
The QoS Penalty factor p q identifies the normalized penalty cost for violating the QoS requirements, i.e. delay threshold in our scenario. In this case, the system attempts to use another surrogate or root server in a way that the total cost (now including the QoS violation penalty) is minimized. Our results in Fig. 5 indicated a small increase in cost when the penalty was increased ten-fold, which means the system does its best to minimize such penalty and maintain QoS. The overall penalty increase for using the local scaling algorithm was about 2.5% higher than the joint optimal solution. Similar to Fig. 4 , we can see that our proposed methods achieve a close performance to the global optimum approach as a lower bound. Our simulations did not show a statistically significant difference in cost when the unit profit ratio P h was changed.
C. IMPACT OF TRAFFIC LOAD CHANGE
We also studied the performance of the proposed algorithms in a scenario where the demand (i.e. the population size) of user groups increase and then decrease rapidly during an observation interval T consisting of 100 micro-interval τ . The purpose of this study was to determine how quickly the proposed algorithms could react to sudden dynamic demand changes, i.e. a spike in demand over a short period of time or an abrupt drop in interest from the users. Examples of VOLUME 6, 2018 such use cases include live streaming of large events such as Olympic openings and such, where millions may tune it within a very short time, and then disconnect together at the end of the ceremony. This study would compare the performance of the proposed resource allocation algorithms with regard to cost optimization in such scenarios. Fig. 6 shows the average demand (and thus, gross revenue) variation during the observation interval, in which the demand increases linearly to a peak value and then decreases linearly to the initial value at the end of the observation interval. Fig. 7 depicts the cost for each algorithm during microintervals, normalized by the value obtained from the global optimum method. As it is seen, the relative cost of all three algorithms increases in comparison with the global optimum scenario as the demand increases; the worst-case scenario being the local scaling method that would cost about 12% more than the optimal value at the peak demand value (a 35% increase, as per Fig. 6 ). In Fig. 8 , the percentage of total root redirection per user group, for Premium (navy blue color) and Standard (yellow color) services has been shown. The height of each bar corresponds to total root redirection per user group that is
, with x * i0 being a solution for the resource planning optimization problem. Here we assume B j = 300 to highlight root redirection role in the performance. It is observed that, as expected, increasing the number of cloud sites leads to decreasing percentage of total root redirection. Also, fraction of redirection for Standard service is always higher than the Premium service such that as more cloud sites are available to serve Premium service users, only Standard service users are redirected to the root cloud site.
In Fig. 9 , we show the cost of different schemes versus |C| within a period T for the fixed increasing of the demand rate by µ(n) = 25. While more cost efficiency is obtained if more cloud sites are considered in the network, the improve- ment is not significant for high number of cloud sites. The reason is that upon |C| reaches to a number in which the probability of redirection to the root cloud site is decreased, e.g., |C| = 5 in Fig. 9 , having more cloud sites only improves resource provisioning cost which is not as significant as root cloud site redirection cost. The results is also shown for µ(n) = −25, where we can see less gap between curves due to the same reason of decreasing probability of root cloud site redirection. Within a time period of leased resources, we can conclude that for the case of rising demand rates, re-assignmentbased approaches such as the global reassignment method are advised in order to use resources as efficient as possible. On the other hand for falling demand rates, simple suboptimal algorithms, e.g., local scaling, can be used due to non-significant cost gap comparing to reassignment-based algorithms.
In Fig. 10 , we study how estimation/prediction accuracy affects the cost performance. We assume demand rate of each user group is increased by a constant factor µ i (n) = +50, and resource provisioning is performed based on deviated demandd i from the biased one d i . We plot the cost versuŝ d i − d i . As it is seen in Fig. 10 , the algorithms demonstrate minimum cost when resource provisioning is performed based on the exact estimation/prediction of the demand in the period, i.e., ind i = d i + µ i (n). In particular, we can see resource provisioning based on over estimated demand, i.e.,d i > d i +µ i (n), cannot improve the performance. We can also see that estimation error has less effect for global user reassignment or sub-optimal reassignment approaches than local scaling.
VI. CONCLUSION AND FUTURE WORK
We studied resource provisioning and content placement in CCDN. Considering the limitations on lease time for resources as well as dynamic nature of the network demand rates, we proposed a two-stage resource provisioning and cloud site assignment. All costs including resource costs, QoS violation and root cloud site redirection, were considered in the planning stage to allocate and deploy appropriate resources for the cloud-based content-delivery network. In the second (dynamic) stage, users were re-assigned dynamically based on changes in network status and demand but without any changes in allocated resources.
We proposed three algorithms for re-assignment of users to content-delivery sites based on the fluctuations of the demand rates as well as the required QoS for each user group. We added another element of flexibility by allowing violation of QoS requirement at a penalty.
We compared our algorithms with a global optimum method. Our results show merits of our algorithms in performance and the adaptive ability they have in demand rate fluctuations. We also concluded that as long as sufficient cloud sites are available to prevent the root site redirection, adding more cloud sites does not significantly improve the performance.
We are currently working on extending these results by considering a number of novel scenarios for CCDN. The rise in deployment of software-defined networks would allow a more integrated approach to cloud design. While there have been some prior works on efficient allocation of cloud nodes on a software-defined substrate, the multilayer optimization of a CDN-over-SDN architecture still needs significant more research. We are in the process of developing methods to include SDN performance parameters in the objective function for CCDN resource allocation.
Furthermore, the use of QoE in resource assignment algorithms can be further enhanced. This issue is of particular interest due to the subjective characteristics of QoE, in contrast to the objective nature of QoS as well as inherent relationship between QoE and QoS. To this end, in our recent work [36] we presented a QoE-aware resource assignment in a Markov based network modeling where we assume a linear relationship between QoE and delay as a network parameter. This model can be enhanced by considering recent subjective QoE models that have been proposed for multimedia streaming, or even more complex crowd-sensing models.
The stochastic and correlated nature of user demands can also be included in CCDN modeling and evaluation. For instance, algorithms for demand prediction can effectively enhance performance in CDN [35] which can be extended to CCDN context.
