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EXTENSION OF ISOMETRIES FROM THE UNIT SPHERE OF A
RANK-2 CARTAN FACTOR
ONDRˇEJ F.K. KALENDA AND ANTONIO M. PERALTA
Abstract. We prove that every surjective isometry from the unit sphere of a
rank-2 Cartan factor C onto the unit sphere of a real Banach space Y , admits
an extension to a surjective real linear isometry from C onto Y . The conclusion
also covers the case in which C is a spin factor. This result closes an open
problem and, combined with the conclusion in a previous paper, allows us to
establish that every JBW∗-triple M satisfies the Mazur–Ulam property, that
is, every surjective isometry from its unit sphere onto the unit sphere of a
arbitrary real Banach space Y admits an extension to a surjective real linear
isometry from M onto Y .
1. Introduction
Tingley’s problem, i.e. the question whether any surjective isometry between
the unit spheres of two normed spaces admits a real-linear extension, has defined
an active and fruitful line of research in recent years. This problem was named
after D. Tingley who was the first author studying this question in the setting of
finite dimensional Banach spaces (see [45] where he proved that such an isometry
preserves antipodality). The reader should note that Tingley’s problem remains
open even for two-dimensional Banach spaces. The simplicity of the problem makes
the question as attractive as difficult, and a fruitful mathematical machinery has
been developed to find positive solutions to Tingley’s problem in concrete classes
of Banach spaces (see, for example, the surveys [48, 40] and the recent references
[8, 20, 23, 24, 25, 37, 42]).
A Banach spaceX satisfies theMazur–Ulam property if every surjective isometry
from its unit sphere, S(X), onto the unit sphere of any real Banach space admits
an extension to a surjective real linear isometry between the corresponding spaces.
This property was first termed by L. Cheng and Y. Dong in [9], probably due to
the natural connections between Tingley’s problem and the Mazur–Ulam theorem.
The study of the Mazur–Ulam property in different classes of Banach spaces is now
a day a challenging subject of study for researchers (cf. [8, 11, 12, 30, 38, 41, 46]).
For the sake of brevity, we shall focus on two recent contributions on the Mazur–
Ulam property. In the first one, M. Mori and N. Ozawa prove that unital C∗-
algebras and real von Neumann algebras are among the spaces satisfying the Mazur–
Ulam property (cf. [38]). Additional examples of Banach spaces satisfying the
Mazur–Ulam property have been found in [2], where it is proved that if M is a
JBW∗-triple but not a Cartan factor of rank two, thenM satisfies the Mazur–Ulam
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property. The problem whether every rank-2 Cartan factor satisfies the Mazur–
Ulam property remained as an intriguing open question. Among the examples of
rank-2 Cartan factors which are not covered by the main result in [2] we find the
spin factors which constitute an important model in physics (cf. [3, 27, 31]). This
note is aimed to present a complete solution to this problem. Our main result is
the following theorem.
Theorem 1.1. Let C be a rank-2 Cartan factor. Then C satisfies the Mazur–
Ulam property, that is, for each real Banach space Y , every surjective isometry
∆ : S(C) → S(Y ) admits an extension to a surjective real linear isometry from C
onto Y .
This result can be now combined with the main conclusion in [2] to deduce the
following corollary.
Corollary 1.2. Every JBW∗-triple M satisfies the Mazur–Ulam property, that is,
every surjective isometry from the unit sphere of M onto the unit sphere of an
arbitrary real Banach space Y can be extended to a surjective real linear isometry
from M onto Y .
Along this note, the closed unit ball of a Banach space X will be denoted by BX .
The symbol T will stand for the unit sphere of C. The basic notions and results
on JB∗-triples and Cartan factors are surveyed in section 2, where we also obtain
some new results on the properties of the surjective isometries from the unit sphere
of a JB∗-triple onto the unit sphere of a real Banach space.
Let us briefly comment the strategy of the proof. The basic aim consists in
verifying the assumptions of the following technical lemma.
Lemma 1.3. [38, Lemma 6], [18, Lemma 2.1]) Let ∆ : S(X)→ S(Y ) be a surjective
isometry between the unit spheres of two real normed spaces. Assume we can find
two families of functionals {ϕi}i ⊂ BX∗ and {ψi}i ⊂ BY ∗ such that ϕi = ψi∆
for every i, and that the family {ϕi}i is norming for X. Then, ∆ extends to a
surjective real linear isometry.
Hence, Theorem 1.1 follows from the just mentioned lemma and Proposition 4.4,
since the pure atoms addressed in this proposition are just extreme points of the
unit ball of C∗, which form a norming set. To prove the final proposition we use
the results from Section 3 on the structure of spin factors and on the behaviour
of isometries on self-adjoint parts of Peirce-2 subspaces (see Proposition 3.9) and
some results on automorphisms of Cartan factors given in Section 4.
Let us further remark that some important steps of our proof are specific for
the case of rank-2 Cartan factors, in particular one of the key steps consists in
using Lemma 3.8 precisely for rank-2 Cartan factors. So, the current paper is a
real complement to the results of [2], where the Mazur-Ulam property is proved for
all JBW∗-triples except for Cartan factors of rank 2. Let us also point out that
many of the results of Section 2 are proved in a more general setting, some of them
even for general JB∗-triples. But investigation of Mazur-Ulam property for general
non-dual JB∗-triples will probably need some new methods.
2. JB∗-triples and rank
A JB∗-triple, as introduced in [33], is a complex Banach space E admitting a
continuous triple product {·, ·, ·} : E×E×E → E, which is symmetric and bilinear
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in the first and third variables, conjugate linear in the second variable, and satisfies
the following axioms:
(a) (Jordan identity)
L(a, b)L(x, y) = L(x, y)L(a, b) + L(L(a, b)x, y)− L(x, L(b, a)y)
for a, b, x, y in E, where L(a, b) is the operator on E given by x 7→ {a, b, x} ;
(b) L(a, a) is a hermitian operator with non-negative spectrum for all a ∈ E;
(c) ‖{a, a, a}‖ = ‖a‖3 for each a ∈ E.
The class of JB∗-triples contains, but is not limited to, all C∗-algebras and the
spaces B(H,K), of all bounded linear operators between complex Hilbert spaces H
and K, with triple product
(1) {x, y, z} = 1
2
(xy∗z + zy∗x).
It follows than any complex Hilbert space is a JB∗ triple (when identified with
B(C, H)).
An important subclass of JB∗-triples is formed by JB∗-algebras. Recall that a
real (respectively, complex) Jordan algebra is a (not-necessarily associative) algebra
over the real (respectively, complex) field whose product is abelian and satisfies the
Jordan identity:
(a ◦ b) ◦ a2 = a ◦ (b ◦ a2).
A Jordan Banach algebra is a normed Jordan algebra A whose norm is complete
and satisfies ‖a◦b‖ ≤ ‖a‖ ‖b‖, a, b ∈ A. A JB∗-algebra is a complex Jordan Banach
algebra A equipped with an algebra involution ∗ satisfying
‖ {a, a∗, a} ‖ = ‖a‖3, for all a ∈ A,
where {a, a∗, a} = 2(a ◦ a∗) ◦ a − a2 ◦ a∗. If A is a C∗-algebra, it becomes a JB∗-
algebra when equipped with the Jordan product a ◦ b = 12 (ab + ba). Moreover, by
[4, Theorem 3.3], every JB∗-algebra A becomes a JB∗-triple when equipped with
the triple product
{a, b, c} = (a ◦ b∗) ◦ c+ (c ◦ b∗) ◦ a− (a ◦ c) ◦ b∗.
By analogy with von Neumann algebras, a JBW∗-triple is a JB∗-triple which is
also a dual Banach space (and, similarly, a JBW∗-algebra is a JB∗-algebra which
is also a dual Banach space). The bidual of a JB∗-triple is a JBW∗-triple with
respect to a triple product extending the one of E [14]. J.T. Barton and R.M.
Timoney proved in [1] that every JBW∗-triple admits a unique isometric predual
and its triple product is separately weak∗ continuous.
Additional examples of JB∗- and JBW∗-triples are given by the so-called Cartan
factors. Suppose H1 and H2 are two complex Hilbert spaces, the triple product
given in (1) defines an structure of JB∗-triple on the space L(H1, H2), of all bounded
linear operators between H1 and H2. Those JB
∗-triples of the form L(H1, H2)
are called Cartan factors of type 1. Clearly the space K(H1, H2), of all compact
operators from H1 into H2 is a JB
∗-subtriple of L(H1, H2). In order to describe the
next two Cartan factors, let j be a conjugation (i.e. a conjugate linear isometry or
period 2) on a complex Hilbert space H . The assignment x 7→ xt := jx∗j defines a
linear involution on L(H) (which can be represented as the transpose with respect
to a suitable orthonormal basis). A Cartan factor of type 2 (respectively, of type
4 O.F.K. KALENDA AND A.M. PERALTA
3 ) is a complex Banach space which coincides with the JB∗-subtriple of L(H) of
all t-skew-symmetric (respectively, t-symmetric) operators.
The Cartan factors of type 4, also called spin factors, are defined as complex
Hilbert spaces X provided with a conjugation x 7→ x, with the triple product and
the norm given by
(2) {x, y, z} = 〈x|y〉z + 〈z|y〉x− 〈x|z〉y,
and
(3) ‖x‖2 = 〈x|x〉 +
√
〈x|x〉2 − |〈x|x〉|2,
respectively. All we need to know about Cartan factors of types 5 and 6 is that
they are finite dimensional (see [32, §3] or [34, page 199]) for additional details).
Let E be a JB∗-triple. Elements in E which are fixed points for the triple product
are called tripotents. Each tripotent e ∈ E induces a decomposition of E in terms
of the eigenspaces of the operator L(e, e) given by
(4) E = E0(e)⊕ E1(e)⊕ E2(e),
where Ek(e) := {x ∈ E : L(e, e)x = k2x} is a subtriple of E (for k = 0, 1, 2). The
natural projection of E onto Ek(e) is called the Peirce-k projection and will be
denoted by Pk(e). We shall apply later that Peirce projections are all contractive
(cf. [26]). The so-called Peirce rules predict the triple products among Peirce
subspaces in the following way:
{Ek(e), El(e), Em(e)}⊆ Ek−l+m(e), and {E0(e), E2(e), E}={E2(e), E0(e), E}={0},
where Ek−l+m(e) = {0} whenever k− l+m is not in {0, 1, 2}. Another connection
with the Jordan theory tells that E2(e) is a unital JB
∗-algebra with respect to the
product and involution given by x ◦e y = {x, e, y} and x∗e = {e, x, e} , respectively.
Furthermore, E2(e) is a JBW
∗-algebra when E is a JBW∗-triple. The self-adjoint
or hermitian part of E2(e) will be denoted by E2(e)sa, that is,
E2(e)sa = {x ∈ E2(e) : x∗e = x}.
A tripotent e in E is called minimal (respectively, complete or maximal) if
E2(e) = Ce 6= {0} (respectively, E0(e) = {0}). We shall say that e is a unitary
tripotent if E2(e) = E.
Two tripotents u, v in a JB∗-triple E are called collinear (u⊤v in short) if u ∈
E1(v) and v ∈ E1(u). We shall say that u governs v (u ⊢ v in short) if v ∈ U2(u)
and u ∈ U1(v).
Elements x and y in a JB∗-triple E are called orthogonal (x ⊥ y in short) if
L(x, y) = 0 (equivalently L(y, x) = 0, compare [7, Lemma 1.1]). If e and v are
tripotents in E, it can be shown that e ⊥ v if and only if e ∈ E0(v). A subset
S ⊆ E is said to be orthogonal if 0 /∈ S and x ⊥ y for every x 6= y in S. The rank of
a JB∗-triple E is defined as the minimal cardinal number r satisfying card(S) ≤ r
whenever S is an orthogonal subset of E. It is known that a JB∗-triple E is a
reflexive Banach space if it has finite rank (cf. [5, Proposition 4.5] and [10, Theorem
6]).
We shall also employ the natural partial order on the set of tripotents in a JB∗-
triple E defined in the following way: Given two tripotents u, e in E, we shall say
that u ≤ e if e− u is a tripotent in E and e− u ⊥ u.
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Let ϕ be a norm-one functional in the dual, E∗, of a JB∗-triple E. Suppose e
is a tripotent in E satisfying ϕ(e) = 1. Then ϕ = ϕP2(e) and ϕ|E2(e) is a positive
norm-one functional in the dual of the JB∗-algebra E2(e) (cf. [26, Proposition 1]).
Another technical result, due to Friedman and Russo, required for later purposes,
affirms the following:
(5) e ∈ E is a tripotent, x ∈ S(E) with P2(e)(x) = e⇒ x = e+ P0(e)(x),
(see [26, Lemma 1.6]). We shall say that a tripotent e ∈ E has rank k if the
JB∗-triple E2(e) has the same rank.
Let X be a real or complex Banach space with dual space X∗. Suppose F and
G are two subsets of BX and BX∗ , respectively. Then we set
F ′ = F ′,X
∗
= {a ∈ BX∗ : a(x) = 1 for x ∈ F},
G′ = G′,X = {x ∈ BX : a(x) = 1 for a ∈ G}.
Clearly, F ′ is a weak∗-closed face of BX∗ and G′ is a norm closed face of BX . We say
that F is a norm-semi-exposed face of BX (respectively, G is a weak∗-semi-exposed
face of BX∗) if F = (F ′)′ (respectively, G = (G′)′). It is known that the mappings
F 7→ F ′ and G 7→ G′ are anti-order isomorphisms between the complete lattices
Sn(BX), of norm-semi-exposed faces of BX , and Sw∗(BX∗), of weak∗-semi-exposed
faces of BX∗ , and are inverses of each other. A face of BX is called proper if it does
not coincide with the whole BX , therefore every proper face of BX is contained in
the unit sphere of X .
In a JBW∗-triple M , every weak∗-closed face of BM is weak∗-semi-exposed and
the assignment
(6) u 7→ ({u}′)′ = u+ BM0(u)
is an anti-order isomorphism from the partially ordered set of tripotents in M onto
the partial ordered of weak∗-closed faces of BM (cf. [17, Theorem 4.6]). Further-
more, every norm closed face of BM∗ is norm-semi-exposed and is of the form {u}′
for a tripotent u ∈ M (see [17, Theorem 4.4]). The main results in [16] and [22]
establish that norm closed faces of the closed unit ball of a JB∗-triple E and weak∗
closed faces of the closed unit ball of its dual are in one-to-one correspondence with
the compact tripotents in E∗∗.
Let us give the first observation on the metric structure of the unit sphere of a
JB∗-triple.
Lemma 2.1. Let e be a non-zero tripotent in a JB∗-triple E. Suppose x is a norm-
one element in E such that ‖e+x‖ = 2 then ‖e+P2(e)(x)‖ = 2 and ‖P2(e)(x)‖ = 1.
Proof. Let us take a norm-one functional ϕ ∈ E∗ satisfying ϕ(e + x) = 2. It
then follows that 1 = ϕ(e) = ϕ(x) = ϕP2(e)(x) ≤ ‖P2(e)(x)‖ ≤ 1, and thus
2 = ϕ(e + P2(e)(x)) ≤ ‖e+ P2(e)(x)‖ ≤ 2, which gives the desired statement. 
One of the interesting geometric properties of JB∗-triples guarantees that the
extreme points of the closed unit ball of a JB∗-triple E are precisely the complete
tripotents in E (cf. [4, Lemma 4.1] and [35, Proposition 3.5]).
Every proper norm closed face of the closed unit ball of a JB∗-triple E is norm-
semi-exposed (cf. [16, Corollary 3.11]). It is shown in the proof of [19, Proposition
2.4] that every norm-semi-exposed face of the closed unit ball of E is an intersection
face in the sense employed in [38, Lemma 8], that is, every norm-semi-exposed face
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of the closed unit ball of E coincides with the intersection of all maximal proper
norm closed faces containing it. Combining these arguments with the just quoted
Lemma 8 in [38] we get the following lemma.
Lemma 2.2. ([38, Lemma 8], [19, Proposition 2.4], [16, Corollary 3.11]) Let ∆ :
S(E) → S(Y ) be a surjective isometry where E is a JB∗-triple and Y is a real
Banach space. Then ∆ maps proper norm closed faces of BE to intersection faces in
S(Y ). Furthermore, if F is a proper norm closed face of BE then ∆(−F ) = −∆(F ).
The next corollary is a straightforward consequence of the previous lemma.
Corollary 2.3. Let ∆ : S(E)→ S(Y ) be a surjective isometry where E is a JB∗-
triple and Y is a real Banach space. Suppose u is a complete tripotent in E, then
∆(u) is an extreme point of BY and ∆(−u) = −∆(u).
Corollary 2.4. Let ∆ : S(E)→ S(Y ) be a surjective isometry where E is a JB∗-
triple and Y is a real Banach space. Suppose e is a non-zero tripotent in E, then
∆(−e) = −∆(e).
Proof. Let us consider the norm closed proper face FEe = e + BE0(e). It is easy
to check that e (respectively, −e) is the unique element in FEe (respectively, in
−FEe ) whose distance to any other element in FEe (respectively, in −FEe ) is smaller
than or equal to 1. Therefore ∆(−e) (respectively, ∆(e)) is the unique element in
∆(−FEe ) (respectively, in ∆(FEe )) satisfying ‖∆(−e)− b‖ ≤ 1 for all b ∈ ∆(−FEe )
(respectively, in ∆(FEe )). Lemma 2.2 assures that −∆(e) ∈ ∆(−FEe ), and for each
b ∈ ∆(−FEe ) = −∆(FEe ), there exists x ∈ FEv such that −b = ∆(x), then we have
‖ −∆(e)− b‖ = ‖ −∆(e) + ∆(x)‖ = ‖x− e‖ ≤ 1,
which guarantees that ∆(−e) = −∆(e). 
It follows from the study on the geometric structure of the predual of a JBW∗-
triple in [26] that the extreme points in the closed unit ball of the dual space, E∗,
of a JB∗-triple E are in one-to-one correspondence with the minimal tripotents in
E∗∗ via the following correspondence:
(7)
For each ϕ ∈ extBE∗ there exists a unique minimal tripotent v ∈ E∗∗
satisfying ϕ(x)v = P2(v)(x) for all x ∈ E∗∗,
(see [26, Proposition 4]). Extreme points of BE∗ are called pure atoms. For each
minimal tripotent v in E∗∗, we shall write ϕv for the unique pure atom associated
with v.
Another ingredient in our arguments is related to the facial structure of JB∗-
triples. By the JB∗-triple version of Kadison’s transitivity theorem (see [6, Theorem
3.3]), each maximal norm closed proper face of BE is of the form
(8) FEv = (v + BE∗∗0 (v)) ∩ E,
where v is a minimal tripotent in E∗∗ (see [6, Corollary 3.5] and [16]).
The following two results have been borrowed from [2].
Lemma 2.5. [2, Lemma 4.7] Let E be a JB∗-triple and let Y be a real Banach
space. Suppose ∆ : S(E)→ S(Y ) is a surjective isometry. Then for each maximal
proper norm closed face F of the closed unit ball of E the set
supp∆(F ) := {ψ ∈ Y ∗ : ‖ψ‖ = 1, and ψ−1({1}) ∩ BY = ∆(F )}
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is a non-empty weak∗ closed face of BY ∗; in other words, for each minimal tripotent
v in E∗∗ the set
supp∆(F
E
v ) := {ψ ∈ Y ∗ : ‖ψ‖ = 1, and ψ−1({1}) ∩ BY = ∆(FEv )}
is a non-empty weak∗ closed face of BY ∗ .
The next corollary is one of the consequences of the fact that the closed unit ball
of every JBW∗-triple M satisfies the strong Mankiewicz property (cf. [2, Corollary
2.2]).
Corollary 2.6. [2, Corollary 4.1] Let M be a JBW∗-triple, let Y be a Banach
space, and let ∆ : S(M)→ S(Y ) be a surjective isometry. Suppose e is a non-zero
tripotent in M , and let FMe = e + BM0(e) =
(
e+ BM∗∗0 (e)
) ∩M denote the proper
norm closed face of BM associated with e. Then the restriction of ∆ to FMe is an
affine function. Furthermore, there exists a real linear isometry Te from M0(e) onto
a norm closed subspace of Y satisfying ∆(e+ x) = Te(x) +∆(e) for all x ∈ BM0(e).
If E is a reflexive JB∗-triple, then all minimal tripotents in E∗∗ are actually in
E, and hence all maximal proper norm closed faces of BE are of the form FEe , where
e is a minimal tripotent in E. Since, by Zorn’s lemma every convex subset in S(E)
is contained in a maximal convex subset, the next result is a consequence of the
previous Corollary 2.6 and these comments (compare also [44, Lemma 3.2]).
Corollary 2.7. Suppose ∆ : S(E) → S(Y ) is a surjective isometry, where Y is
a real Banach space and E is a reflexive JB∗-triple. Then ∆|F is affine for each
convex subset F ⊂ S(E).
Our next corollary gathers some interesting consequences. We recall that every
JB∗-triple having finite rank is reflexive and hence a JBW∗-triple (cf. [5, Proposi-
tion 4.5]).
Corollary 2.8. Let ∆ : S(E) → S(Y ) be a surjective isometry, where Y is a real
Banach space and E is a finite rank JB∗-triple with rank at least two. Suppose e1
is a minimal tripotents in E. Let Te1 : E0(e1) → Y be the real linear isometry
satisfying ∆(e1 + x) = ∆(e1) + Te1(x) for all x ∈ BE0(e1), whose existence is given
by Corollary 2.6. Then the following assertions hold:
(a) ∆(e1 + e2) = ∆(e1) + ∆(e2), for every tripotent e2 ∈ S(E0(e1));
(b) Te1(e2) = ∆(e2), for every tripotent e2 ∈ S(E0(e1));
(c) Let ∆˜ : S(E)→ S(Y ) be another surjective isometry. Then ∆ = ∆˜ if and only
if ∆(v) = ∆˜(v) for every minimal tripotent v in E;
(d) Let ϕ ∈ E∗ and ψ ∈ Y ∗ be functionals. Then the following statements are
equivalent:
(d.1) ψ∆(z) = Reϕ(z), for all z ∈ S(E);
(d.2) ψ∆(e) = Reϕ(e), for every complete tripotent e ∈ E;
(d.3) ψ∆(v) = Reϕ(v), for every minimal tripotent v ∈ E.
Proof. (a) By Corollary 2.6 ∆|FEej is an affine function for every j = 1, 2. So, by
Corollary 2.3 we have
∆(e1) = ∆
(
1
2
(e1 + e2) +
1
2
(e1 − e2)
)
=
1
2
∆(e1 + e2) +
1
2
∆(e1 − e2),
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and
∆(e2) = ∆
(
1
2
(e1 + e2) +
1
2
(−e1 + e2)
)
=
1
2
∆(e1 + e2) +
1
2
∆(−e1 + e2)
=
1
2
∆(e1 + e2)− 1
2
∆(e1 − e2),
where in the last equality we applied Corollary 2.4. Both identities together give
∆(e1) + ∆(e2) = ∆(e1 + e2) as desired.
(b) The element e1 + e2 lies in F
E
e1
. We deduce from Corollary 2.6 and (a) that
∆(e1) + Te1(e2) = ∆(e1 + e2) = ∆(e1) + ∆(e2),
and hence Te1(e2) = ∆(e2).
(c) The “only if” implication is clear. Let us assume that ∆(v) = ∆˜(v) for
every minimal tripotent v in E. By applying that E has finite rank we deduce that
any complete tripotent in E is the sum of a finite collection of pairwise orthogonal
minimal tripotents. Hence by (a) we get that ∆(v) = ∆˜(v) for every complete
tripotent v in E. It follows that ∆ and ∆˜ coincide on each proper closed face.
Indeed, let F ⊂ S(E) be a proper closed face. Then ∆ and ∆˜ are two continuous
affine mappings on F (by Corollary 2.7) which coincide on extreme points of F (note
that extreme points of F are also extreme points of BE , thus complete tripotents),
so they coincide on F by the Krein-Milman theorem (note that F is weakly compact
due to the reflexivity of E). Since any element of the sphere is contained in a proper
closed face by the Hahn-Banach theorem, we see that ∆ and ∆˜ coincide.
(d) The implication (d.1)⇒ (d.3) is clear. The implication (d.3)⇒ (d.2) follows
from (a) using the fact that any complete tripotent is the sum of a finite collection
of pairwise orthogonal minimal tripotents.
(d.2)⇒ (d.1) We proceed similarly as in (c). The right-hand side is a continuous
affine mapping on E, the left-hand side is a continuous mapping which is affine at
each proper closed face of BE. Thus, having the equality on extreme points, we get
equality at each proper closed face, hence on S(E).

3. Structure of spin factors and applications to finite-rank Cartan
factors
We recall the following result from [38].
Lemma 3.1. [38, Lemma 21] Let 1 denote the unit element of the C∗-algebra
A =M2(C) and let tr denote the normalized trace. The real linear subspace
H := {x ∈ Asa : tr(x) = 0}
is a real Hilbert space with Asa = R1 ⊕1 H, and if an element x ∈ S(A) satisfies
‖1± x‖ = 2, then x ∈ H.
In this section we shall establish a similar conclusion for spin factors and then
apply it for general Cartan factors.
Along this section X will stand for a fixed spin factor.
Set
X− = {x ∈ X : x = x}.
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Then ‖x‖ = ‖x‖2 =
√
〈x|x〉 for all x ∈ X−, hence X− is a real Hilbert space. In
particular, 〈a|b〉 = 〈b|a〉 ∈ R for all a, b ∈ X−. Further, clearly X = X− ⊕ iX−,
and hence dimC(X) =dimR(X
−).
It is easy to check that every norm-one element e ∈ X− is a unitary element
in X , i.e., it is a tripotent with X2(e) = X . Moreover, given another norm-one
element y ∈ X− with 〈e|y〉 = 0, the elements e1 = e+iy2 and e2 = e−iy2 are two
mutually orthogonal minimal tripotents in X with e = e1 + e2. It can be also
checked that
X1(e1) = X1(e2) = {c+ id : c, d ∈ X−, e, y ⊥2 c, d} = {e, y}⊥2,
where ⊥2 is used to denote orthogonality in the Hilbert space (X, 〈·|·〉).
If X is one dimensional, then X = C has rank one. When X is two-dimensional
we find an orthonormal basis {x1, x2} of X−. The elements e1 = x1+ix22 and e2 =
x1−ix2
2 are mutually orthogonal minimal tripotents in X , thereforeX
∼= Ce1⊕∞Ce2
is not a factor. For these reasons it is standard to assume that dim(X) ≥ 3 and we
shall do so.
It is known that every spin factor (unless the one-dimensional case) has rank 2
(this easily follows from the above description of tripotents, see also [34, Table 1 in
page 210] or [32, Table in page 475]).
Let us recall that any two minimal tripotents in a Cartan factor C are inter-
changed by a triple automorphism on C (cf. [34, Proposition 5.8]). The case of
spin factors is easy and can be described in a canonical way. It is done in the
following lemma which easily follows from the above description of tripotents.
Lemma 3.2. (i) Let T ∈ L(X−) be a unitary operator on the real Hilbert space
X− and let α be a complex unit. Then the operator
a+ ib 7→ α(T (a) + iT (b)), a, b ∈ X−,
is a triple automophism of the spin factor X which is simultaneously a unitary
operator on the Hilbert space (X, 〈·|·〉). Actually, every triple automorphism
on X is of this form;
(ii) Any two unitary tripotents in X are interchanged by a triple automorphism
of the form from (i);
(iii) Any two minimal tripotents in X are interchanged by a triple automorphism
of the form from (i) (we can obtain even α = 1).
Proof. Statement (i) is in [29, Theorem in page 196]. The other statements are
consequences of the first one. 
We continue by an extension of the first statement of Lemma 3.1 to spin factors.
Proposition 3.3. Let e be a unitary (i.e. rank-2) tripotent in a spin factor X.
Then
X2(e)sa = Re⊕1 He,
where
He = {e}⊥2X2(e)sa
is a real Hilbert space contained in X2(e)sa. Furthermore, on He the norms ‖ · ‖
and ‖ · ‖2 coincide.
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Proof. By Lemma 3.2(ii) it is enough to prove the statement for one suitably chosen
unitary tripotent. So, take the tripotent ie where e ∈ X− is a norm-one element.
Let us describe the hermitian part of X2(ie). Suppose x ∈ X2(ie)sa, that is
x = {ie, x, ie} = −2〈e|x〉e+ x,
and consequently,
−〈e|x〉e = x− x
2
= −x− x
2
= 〈e|x〉e.
Therefore 〈e|x〉 = it with t ∈ R and x = a − ite for some a ∈ X−. Since 〈e|x〉 =
〈e|a〉+ it, it follows from the above that
a− ite = x = −2〈e|x〉e+ x = −2〈e|a〉e− 2ite+ a+ tie,
which proves that 〈e|a〉 = 0. Conversely, if a ∈ X− and 〈e|a〉 = 0, then clearly
a− ite ∈ X2(ie)sa. Thus
X2(ie)sa = Rie⊕Hie,
where
Hie = {e}⊥2X− = {ie}⊥2X2(ie)sa
is a real Hilbert space and ‖z‖ = ‖z‖2 for all z ∈ Hie. It remains to compute the
norm. Accordingly to the formula of the spin norm in (3), for each a + ite with
t ∈ R, a ∈ {e}⊥2
X−
, we have
‖a+ ite‖2 = ‖a+ ite‖22 +
√
‖a+ ite‖42 − |〈a+ ite|a+ ite〉|2 = (‖a‖2 + |t|)2 .
We have shown that
(9) X2(ie)sa = iRe⊕1 {e}⊥2X−
and the proof is completed. Observe that, unlike in Lemma 3.1, the space He may
be infinite-dimensional. 
Now let us focus on extending the second statement of Lemma 3.1. It is done in
the assertion (ii) of the following lemma.
Lemma 3.4. Let X be a spin factor with dim(X) ≥ 3. Assume that e ∈ X is a
unitary tripotent. Then the following assertions are true.
(i) Denote by S2(C) the space of symmetric 2 × 2 complex matrices considered
as a JB∗-subalgebra of M2(C). Then for each z ∈ X there is a mapping
ι : S2(C)→ X with the following properties:
(a) ι is an (isometric) unital Jordan ∗-monomorphism of S2(C) into X =
X2(e) (in particular, ι(1) = e);
(b) ι is an isometry if S2(C) is equipped with the normalized Hilbert-Schmidt
norm and X is equipped with the hilbertian norm ‖ · ‖2;
(c) M = ι(S2(C)) contains z (and also e = ι(1)).
(ii) If, moreover, z ∈ S(C) and ‖e±z‖ = 2, then z ∈ He∩M, whereM = ι(S2(C))
is the subtriple given in the previous item for z, and, moreover, z is a unitary
tripotent in X.
Proof. (i) By Lemma 3.2(ii) we can assume that e ∈ X−. Let z = a + ib with
a, b ∈ X−. Since dim(X) ≥ 3, we can find an orthonormal system of the form
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{e, c, d} in X− such that a, b ∈ spanR{e, c, d}. It is now enough to define ι as the
linear extension of the assignment(
1 0
0 1
)
7→ e,
(
i 0
0 −i
)
7→ c,
(
0 i
i 0
)
7→ d.
Indeed, the three matrices form an orthonormal basis of S2(C) when equipped with
the normalized Hilbert-Schmidt norm, thus (b) is obviously valid. To prove (a) it
is enough to observe that ι(1) = e, which is the unit of X2(e),(
i 0
0 −i
)∗
=
(−i 0
0 i
)
7→ −c = {e, c, e} = c∗e ,(
0 i
i 0
)∗
=
(
0 −i
−i 0
)
7→ −d = {e, d, e} = d∗e
and (
i 0
0 −i
)2
=
(−1 0
0 −1
)
7→ −e = {c, e, c} = c ◦e c,(
0 i
i 0
)2
=
(−1 0
0 −1
)
7→ −e = {d, e, d} = d ◦e d,(
i 0
0 −i
)
◦
(
0 i
i 0
)
= 0 7→ 0 = {c, e, d} = c ◦e d.
Finally, the validity of (c) is obvious.
(ii) Assume z ∈ S(C) and ‖e ± z‖ = 2. Take the mapping ι from (i). By
property (a) we see that ι−1(z) ∈ S(S2(C)) and ‖1 ± ι−1(z)‖ = 2. Having in
mind that S2(C) is a JB
∗-subalgebra of M2(C), we deduce from Lemma 3.1 that
ι−1(z) ∈ H, so z ∈ ι(H ∩ S2(C)). Applying (a) we see that z ∈ X2(e)sa. Further,
since H ⊥ 1 in the Hilbert-Schmidt inner product, property (b) shows that z ⊥2 e
in X . Hence z ∈ He. Further, since ‖z‖ = ‖z‖2 = 1, z is easily seen to be a unitary
tripotent in X . 
Next we focus on the way the structure of spin factors may be applied to general
rank-2 Cartan factors. The first step is the following lemma which is essentially
contained in the classification of JB∗-triples of finite rank (cf. [32, Theorem 4.10],
[34] and [26]), and was compiled in [21, Lemma 2.7] from where we have borrowed
it.
Lemma 3.5. [21, Lemma 2.7] Let e1 and e2 be two orthogonal minimal tripotents
in a JBW∗-triple M . Then M2(e1 + e2) is either C⊕∞ C or a spin factor.
Let e1 and e2 be two orthogonal minimal tripotents in a JB
∗-triple E. It follows
from the weak∗-density of E in E∗∗ that e1 and e2 are minimal tripotents in E
∗∗.
Clearly, e1 ⊥ e2 in E∗∗. So, by Lemma 3.5 the Peirce subspace E∗∗2 (e1+e2) is either
C ⊕∞ C or a spin factor. Since E2(e1 + e2) is weak∗-dense in E∗∗2 (e1 + e2), and
every spin factor is reflexive, we can deduce that E2(e1 + e2) also is either C⊕∞ C
or a spin factor. So, we get the following improvement of Lemma 3.5.
Lemma 3.6. Let e1 and e2 be two orthogonal minimal tripotents in a JB
∗-triple
E. Then E2(e1 + e2) is either C⊕∞ C or a spin factor.
The next ingredient is the following lemma which may be seen as a variant of
Lemma 3.4(i) for general Cartan factors.
12 O.F.K. KALENDA AND A.M. PERALTA
Lemma 3.7. Let C be a Cartan factor of rank at least 2 and let v, w ∈ C be two
minimal tripotents. Then either for B =M2(C) or B = S2(C) there is an isometric
triple monomorphism ι : B → C such that v, w ∈ ι(B) and v = ι
(
1 0
0 0
)
.
Proof. The assertion follows from [25, Lemma 3.10]). To explain it let us recall
some terminology from [13, 39].
An ordered quadruple (u1, u2, u3, u4) of tripotents in a JB
∗-triple E is called a
quadrangle if
u1⊥u3, u2⊥u4, u1⊤u2⊤u3⊤u4⊤u1 and u4 = 2 {u1, u2, u3} .
An ordered triplet (v, u, v˜) of tripotents in E, is called a trangle if
v⊥v˜, u ⊢ v, u ⊢ v˜ and v = Q(u)v˜.
Now let us proceed with the proof. By applying Lemma 3.10 in [25] we conclude
that one of the following statements holds:
(a) There exist minimal tripotents v2, v3, v4 in C such that (v, v2, v3, v4) is a quad-
rangle and w ∈ span{v, v2, v3, v4};
(b) There exist a minimal tripotent v2 ∈ V , and a rank-2 tripotent u ∈ C such
that (v, u, v2) is a trangle and w ∈ span{v, u, v2}.
If (a) takes place, we take B =M2(C) and define ι by(
1 0
0 0
)
7→ v,
(
0 1
0 0
)
7→ v2,
(
0 0
1 0
)
7→ v4,
(
0 0
0 1
)
7→ v3.
If (b) takes place, we take B = S2(C) and define ι by(
1 0
0 0
)
7→ v,
(
0 0
0 1
)
7→ v2,
(
0 1
1 0
)
7→ u.
It is easy to check that ι satisfies the required properties. 
We can now improve the conclusion in Lemma 2.1.
Lemma 3.8. Let C be a Cartan factor of rank greater than or equal to 2, and let
e be a rank-2 tripotent in C. Then C2(e) is a spin factor. Furthermore, suppose
x is a norm-one element in C such that ‖e± x‖ = 2. Then P2(e)(x) is a complete
tripotent in C2(e) lying in He, and x = P2(e)(x) + P0(e)(x). If C has rank-2 then
x is a complete tripotent in C.
Proof. Since e = v +w where v and w are mutually orthogonal tripotents, Lemma
3.6 shows that C2(e) is either a spin factor or C⊕∞ C. But the second possibility
is excluded by Lemma 3.7. Indeed, let B and ι be provided by this lemma. Since
v ⊥ w, we deduce that ι−1(w) is a scalar multiple of
(
0 0
0 1
)
, hence ι−1(e) is
unitary in B. It follows that the dimension of C2(e) is at least 3. Hence, C2(e)
must be a spin factor.
We consider next the second statement. Under these hypotheses, it follows from
Lemma 2.1 that ‖e±P2(e)(x)‖ = 2 and ‖P2(e)(x)‖ = 1. Thus, we can deduce from
Lemma 3.4(ii) that u = P2(e)(x) is a rank-2 (complete) tripotent in C2(e) lying in
He. Therefore P2(u)(x) = P2(e)(x) = u and (5) implies that
x = P2(u)(x) + P0(u)(x) = u+ P0(e)(x).
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Finally, if we assume that C has rank-2, then u and emust be complete tripotents
in C, and thus x = P2(e)(x) = u. 
The next proposition on the existence of a real linear extension on a large real
linear subspace is a key step in our arguments.
Proposition 3.9. Let ∆ : S(C) → S(Y ) be a surjective isometry, where Y is a
real Banach space and C is a rank-2 Cartan factor. Let e be a rank-2 tripotent in
C. Then the restriction ∆|S(C2(e)sa) admits a real linear extension to C2(e)sa.
Proof. Lemma 3.8 proves that C2(e) is a spin factor whose Hilbert norm is denoted
by ‖.‖2. By Proposition 3.3 we know that
(10) C2(e)sa = Re ⊕1 He
where He is a real Hilbert space on which ‖ · ‖ coincides with ‖ · ‖2. Corollary 2.4
gives ∆(−e) = −∆(e) (note that C may be infinite dimensional, thus we cannot
apply Tingley’s original theorem [45, Theorem in page 377]). Further, since on He
the two mentioned norms coincide, each element b ∈ S(He) is a unitary tripotent
in C2(e), in particular another use of Corollary 2.4 yields ∆(−b) = −∆(b).
We will mimic some ideas due to Mori and Ozawa [38, Lemma 22]. Let F :
C → Y denote the positive homogeneous extension of ∆, that is, F (0) = 0 and
F (x) = ‖x‖∆( x‖x‖ ) for all x ∈ C\{0}. To prove that ∆|S(C2(e)sa) admits a real
linear extension to C2(e)sa it is enough to show that F is additive on C2(e)sa.
The first step is to observe that
(11) F (te + sb) = tF (e) + sF (b) whenever s, t ∈ R, b ∈ S(He).
But this is easy if we recall that ∆(−e) = −∆(e), ∆(−b) = −∆(b) and the segments
[(−1)ke, (−1)jb] are contained in S(C) for k, j ∈ {0, 1}, thus ∆ is affine on each of
this segments by Corollary 2.7.
Let us continue by proving that F is additive on He. The first step to this aim
is to show that
(12) F (b+ c) = F (b) + F (c) whenever b, c ∈ He and ‖b‖ = ‖c‖.
It it enough to consider the case when b and c are linearly independent (over R)
and ‖b‖ = ‖c‖ = 1.
For any λ ∈ [−1, 1] we deduce using (11) that
‖2(1− |λ|)e + λ(b+ c)‖ = ‖((1 − |λ|)e + λb)− (−(1− |λ|)e − λc)‖
= ‖∆((1 − |λ|)e + λb)−∆(−(1− |λ|)e − λc)‖
= ‖2(1− |λ|)∆(e) + λ(∆(b) + ∆(c))‖ .
Taking µ = ‖b + c‖ = ‖∆(b) + ∆(c)‖ > 0 and λ = 22+µ ∈ (0, 1) in the previous
identity we deduce that∥∥∥∥e±∆−1( 1µ (∆(b) + ∆(c))
)∥∥∥∥ = ∥∥∥∥∆(e)± 1µ (∆(b) + ∆(c))
∥∥∥∥
=
1
λµ
‖2(1− λ)∆(e) ± λ(∆(b) + ∆(c))‖
=
1
λµ
‖2(1− |λ|)e + λ(b + c)‖ =
∥∥∥∥e± 1µ (b+ c)
∥∥∥∥ = 2,
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where the last equality follows from (10). Now, by applying Lemma 3.8 to e and
x = ∆−1
(
1
µ
(∆(b) + ∆(c))
)
∈ S(C), we deduce that x ∈ S(He).
If µ ≤ 1 it follows that
1− µ+ ‖µx− b‖ = ‖(1− µ)e+ µx− b‖ = ‖∆((1− µ)e+ µx) −∆(b)‖
= ‖(1− µ)∆ (e) + µ∆(x)−∆(b)‖ = ‖(1− µ)∆ (e) + ∆(c)‖
= ‖F ((1 − µ)e+ c) ‖ = ‖(1− µ)e + c‖ = 2− µ,
where we used (10) (in the first and last equalities) and (11) (in the third and fifth
equalities). This proves that ‖µx− b‖ = 1.
If µ ≥ 1, we similarly obtain
1− 1
µ
+
∥∥∥∥x− 1µb
∥∥∥∥ = ∥∥∥∥x− ((1− 1µ
)
e +
1
µ
b
)∥∥∥∥ = ∥∥∥∥∆(x) −∆((1− 1µ
)
e+
1
µ
b
)∥∥∥∥
=
∥∥∥∥∆(x) − (1− 1µ
)
∆(e)− 1
µ
∆(b)
∥∥∥∥ = ∥∥∥∥ 1µ∆(c)−
(
1− 1
µ
)
∆(e)
∥∥∥∥
=
∥∥∥∥∆( 1µc−
(
1− 1
µ
)
e
)∥∥∥∥ = 1,
witnessing that
∥∥∥x− 1µb∥∥∥ = 1µ and thus ‖µx − b‖ = 1. We have therefore shown
that ‖‖b+ c‖x− b‖ = 1. Similar arguments give ‖‖b+ c‖x− c‖ = 1.
Finally, working in the Hilbert space He with the vectors b, c, x ∈ S(He) satis-
fying ‖‖b+ c‖x− b‖ = 1 and ‖‖b+ c‖x− c‖ = 1, we obtain
〈x|b〉 = 〈x|c〉 = 1
2
‖b+ c‖,
hence x = b+c‖b+c‖ , which finishes the proof of (12).
Finally, since He is a Hilbert space, to prove the additivity of F on He it is
enough to prove that
F (tb0 + sc0) = tF (b0) + sF (c0) whenever s, t ∈ R
and b0, c0 are orthogonal elements of norm one.
Note that the linear span of b0 and c0 is canonically isometric with C considered as
a two-dimensional real Hilbert space. Therefore it is enough to prove the following
claim.
Claim. Let Y be a real normed space and G : C → Y be a continuous positive
homogeneous mapping satisfying G(−z) = −G(z) for z ∈ C and G(a+ b) = G(a)+
G(b) if |a| = |b|. Then G is real linear.
Proof of the claim. Since G is positive homogeneous and continuous, it is enough
to prove that
G
(
cos
(
kpi
2n
)
+ i sin
(
kpi
2n
))
= cos
(
kpi
2n
)
G(1) + sin
(
kpi
2n
)
G(i),
for all n ∈ N ∪ {0}, k ∈ Z. This may be proved by induction on n. The case n = 0
follows from the assumption that G(−z) = −G(z) for z ∈ C.
Assume the statement holds for some n ∈ N∪ {0}. Take any k ∈ Z. If k is even,
the respective equality (for n + 1 and k) is covered by the induction hypothesis,
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so it is enough to consider k odd, i.e., k = 2l + 1 for some integer l. We set
γ =
∣∣∣e ilpi2n + e i(l+1)pi2n ∣∣∣ and observe that
e
i(2l+1)pi
2n+1 =
1
γ
(e
ilpi
2n + e
i(l+1)pi
2n ).
Hence
G
(
cos
(
(2l + 1)pi
2n+1
)
+i sin
(
(2l + 1)pi
2n+1
))
= G
(
e
i(2l+1)pi
2n+1
)
=
1
γ
(
G
(
e
ilpi
2n
)
+G
(
e
i(l+1)pi
2n
))
=
1
γ
(
cos
(
lpi
2n
)
G(1) + sin
(
lpi
2n
)
G(i)
+ cos
(
(l + 1)pi
2n
)
G(1) + sin
(
(l + 1)pi
2n
)
G(i)
)
= cos
(
(2l + 1)pi
2n+1
)
G(1) + sin
(
(2l + 1)pi
2n+1
)
G(i),
which completes the induction step and hence the proof of the claim. 
Summarizing, since we have proved that F is real linear on He and (11), we may
conclude that F is real linear on C2(e)sa. 
When in the proof of [38, Lemma 23], Proposition 3.9 replaces [38, Lemma 22]
we can obtain the next lemma.
Lemma 3.10. Let ∆ : S(C) → S(Y ) be a surjective isometry, where Y is a real
Banach space and C is a rank-2 Cartan factor. Let ϕv be a pure atom on C, where
v is a minimal tripotent in C, and let ψ ∈ supp∆(FCv ). Suppose e is a rank-2
tripotent such that v ≤ e. Then ψ∆(x) = Reϕv(x) for all x ∈ S(C2(e)sa) and for
all x ∈ Tv ⊕ T(e − v).
Proof. Set v2 = e− v. Then v2 is a minimal tripotent orthogonal to v. Proposition
3.9 assures that ψ∆ admits a real linear extension, which we will denote by ϕ, on
C2(e)sa = Re ⊕1 He (cf. Proposition 3.3). In this case ϕ is a norm-one functional
in the dual of C2(e)sa. By the assumption we get that ϕ(v − v2) = ψ∆(v − v2) =
1 = ϕv(v − v2) as v − v2 ∈ FCv . Since v − v2 ∈ S(He) and He is a real Hilbert
space, we deduce that ϕ(x) = Reϕ(x) = 〈x|v − v2〉 for x ∈ He. Since, moreover,
ϕ(e) = ψ∆(e) = 1 = ϕv(e), we infer that ϕ = Reϕv on C2(e)sa.
For the final assertion fix β ∈ T and consider the mapping
θ : α 7→ ψ∆(αv + βv2), α ∈ BC.
By Corollary 2.6 we know that this mapping is affine on BC. Further, v±βv2 ∈ FCv ,
hence ψ∆(v ± βv2) = 1. Since v − βv2 is a tripotent, Corollary 2.4 shows that
ψ∆(−v + βv2) = −1. It follows that θ(0) = ψ∆(βv2) = 0, so θ is (a restriction of)
a real linear mapping. Moreover, clearly ‖θ‖ = 1. Taking into account that C is a
real Hilbert space, necessarily
ψ∆(αv + βv2) = θ(α) = Reα = Reϕv(αv + βv2).

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4. Extending automorphisms and the final step
In this section we shall complete the proof of our main result using Lemma 1.3.
The role of the family (ϕi) from this lemma will be played by extreme points of the
dual unit ball, hence by the functionals Reϕ, where ϕ ∈ S(E∗) is a pure atom (note
that E is considered as a real space). To verify the assumptions of Lemma 1.3 we
will use the characterization from Corollary 2.8(d), namely the condition (d.3). This
will be done using Proposition 3.9 with the help of some results on automorphisms
exchanging minimal tripotents. Let us start by some results on automorphisms and
their extensions.
Let a be an element in a JB∗-triple E. It follows from the axioms in the definition
of JB∗-triples that the operator L(a, a) is hermitian with non-negative spectrum,
and hence eitL(a,a) is a surjective (isometric) automorphism on E for every t ∈ R.
Each automorphism of the form eitL(a,a) is called an inner automorphism on E. In
the case of finite dimensional JB∗-triples, inner automorphisms were deeply studied
by O. Loos in [36] (see also [43]).
Let e be a tripotent in E. Since L(e, e) = P2(e)+
1
2P1(e), it can be easily checked
that
(13) eitL(a,a) =
∞∑
k=0
intn
n!
L(e, e)n = eitP2(e) + e
i t2P1(e) + P0(e),
which coincides with the automorphism Sλ with λ = e
i t2 in [26, Lemma 1.1].
Suppose B is a JB∗-subtriple of a JB∗-triple E. Clearly, every inner automor-
phism of the form eitL(a,a) (where a ∈ B) admits an obvious extension to an inner
automorphism of E. This can be applied to prove the following two lemmata.
Lemma 4.1. Let E be a JB∗-triple. Suppose M2(C) is a JB
∗-subtriple of E and
Φ :M2(C)→M2(C) is the JB∗-triple automorphism defined by
Φ(x) =
(
α1 0
0 α2
)
x
(
β1 0
0 β2
)
,
where α1, α2, β1, β2 are fixed elements in T. Then there exists a JB
∗-triple auto-
morphism Φ˜ : E → E whose restriction to M2(C) is Φ.
Proof. It is clear that Φ is indeed an automorphism of M2(C). Further, it is clear
that
Φ(x) = γ
(
1 0
0 α
)
x
(
1 0
0 β
)
(x ∈ B)
where γ = α1β1, α = α2α
−1
1 and β = β2β
−1
1 are complex units. It is enough to
show that the automorphism Φ0 = γ
−1Φ can be extended to E.
To this end pick t0, t1 ∈ R such that eit0 = αβ and e2it1 = αβ . We consider the
tripotents
e2 =
(
0 0
0 1
)
, w1 =
(
0 1
0 0
)
, and w2 =
(
0 0
1 0
)
.
We deduce from (13) that
eit0L(e2,e2)(x) =
(
1 0
0 ei
t0
2
)
x
(
1 0
0 ei
t0
2
)
,
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e−it1L(w1,w1)(x) =
(
0 e−i
t1
2
1 0
)
x
(
0 e−i
t1
2
1 0
)
,
and
eit1L(w2,w2)(x) =
(
0 1
ei
t1
2 0
)
x
(
0 1
ei
t1
2 0
)
for all x ∈ B =M2(C). Since
Φ0 = e
−it1L(w1,w1) ◦ eit1L(w2,w2) ◦ eit0L(e2,e2),
we see that Φ0 is the composition of three inner automorphisms on M2(C) and
hence it can be extended to a JB∗-triple automorphism, Φ˜, on E. This completes
the proof. 
Similar arguments to those given above are also valid to prove our next lemma.
As before, S2(C) will stand for the Cartan factor of all complex symmetric matrices
with complex entries (equivalently, a three dimensional spin factor).
Lemma 4.2. Let E be a JB∗-triple. Suppose S2(C) is a JB
∗-subtriple of E and
Φ : S2(C)→ S2(C) is the JB∗-triple automorphism defined by
Φ(x) =
(
α1 0
0 α2
)
x
(
β1 0
0 β2
)
,
where α1, α2, β1, β2 are fixed elements in T with α1β2 = α2β1. Then there exists a
JB∗-triple automorphism Φ˜ : E → E whose restriction to S2(C) is Φ.
Proof. Under the hypothesis of the lemma, we observe that
Φ(x) =
(
α1 0
0 α2
)
x
(
β1 0
0 β2
)
= α1β1
(
1 0
0 α2α1
)
x
(
1 0
0 β2β1
)
= α1β1
(
1 0
0 α
)
x
(
1 0
0 α
)
= α1β1e
it0L(e2,e2)(x),
where α = α2α1 = β2β1, e2 =
(
0 0
0 1
)
, and t0 ∈ R with eit0 = β2. This gives
the desired conclusion because eit0L(e2,e2) is an inner automorphism on S2(C). 
The previous two lemmata will be used together with Lemma 3.7 and the fol-
lowing one.
Lemma 4.3. Let B = M2(C) or B = S2(C) and let u ∈ B be a unitary element.
Set v =
(
1 0
0 0
)
. Then there are complex numbers c1, c2, d1, d2 ∈ T such that the
following assertions are valid.
(i) The mappings defined by the formula
Ψ1(x) =
(
c1 0
0 c2
)
x
(
d1 0
0 d2
)
and Ψ2(x) =
(
1 0
0 c2d1
)
x
(
1 0
0 c1d2
)
are automorphisms of B;
(ii) Ψ−11 (u) is a hermitian matrix with real entries and zero trace;
(iii) Ψ1 and Ψ2 commute with the Peirce projections of v;
(iv) Ψ1 = Ψ2 on B1(v);
(v) Ψ2(v) = v.
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Proof. Assume first that B = M2(C). As observed by Mori and Ozawa in the
comments preceding [38, Lemma 23], in this case, there exist complex numbers
c1, c2, d1, d2 ∈ T and t ∈ [0, 1] such that
(14) u =
(
c1 0
0 c2
)(
t
√
1− t2√
1− t2 −t
)(
d1 0
0 d2
)
.
The numbers chosen in this way obviously have all the properties.
Next assume that B = S2(C). The remark from [38] may be applied as well, so
we may choose c1, c2, d1, d2 ∈ T such that (14) holds. Since the middle matrix on
the right-hand side is symmetric, the only additional thing to be assured is that
the mappings Ψ1 and Ψ2 preserve symmetry of matrices, i.e. that c1d2 = c2d1. If
t 6= 0, it is satisfied automatically due to the symmetry of u. If t = 0, it is not
satisfied automatically, but u is then a diagonal matrix and hence we may easily
achieve even c1 = d1 and c2 = d2. This completes the proof. 
The next proposition is the last step to the proof of our main result.
Proposition 4.4. Let ∆ : S(C)→ S(Y ) be a surjective isometry, where Y is a real
Banach space and C is a rank-2 Cartan factor. Let ϕv be a pure atom in C
∗, where
v is a minimal tripotent in C, and let ψ ∈ supp∆(FCv ). Then ψ∆(x) = Reϕv(x),
for all x ∈ S(C).
Proof. We observe that Corollary 2.8(d) tells that it suffices to prove that
ψ∆(w) = ϕv(w) for every minimal tripotent w ∈ C.
We fix an arbitrary minimal tripotent w ∈ C. Let B and ι be given by Lemma 3.7
applied to v and w. Set e = ι(1). Another use of Corollary 2.8(d) shows that to
prove the equality ψ∆(w) = Reϕv(w) it is enough to prove that
ψ∆(u) = ϕv(u), for every rank-2 tripotent u ∈ ι(B).
Let us fix a rank-2 tripotent u ∈ ι(B). Then ι−1(u) is a rank-2 tripotent in B,
hence it is a unitary element of B. Let Ψ1 and Ψ2 be the automorphisms of B
provided by Lemma 4.3. For j = 1, 2 let Φj be an automorphims of C extending
ι ◦Ψj ◦ ι−1. It exists by Lemma 4.1 or by Lemma 4.2.
By property (ii) from Lemma 4.3 we have
ι−1(Φ−11 (u)) = Ψ
−1
1 (ι
−1(u)) =
(
t s
s −t
)
for some s, t ∈ R. Hence we have
ψ∆(u) = ψ∆Φ1
(
ι
(
t s
s −t
))
= tψ∆Φ1
(
ι
(
1 0
0 −1
))
+ sψ∆Φ1
(
ι
(
0 1
1 0
))
,
by Proposition 3.9 applied to the surjective isometry ∆Φ1|S(C).
We consider next the surjective isometry ∆Φ2|S(C). Since Φ−12 (v) = v the re-
spective pure atom is
ϕvΦ2 = ϕΦ−12 (v)
= ϕv
and the associate face is
Φ−12 (F
C
v ) = F
C
Φ−12 (v)
= FCv .
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Since
ψ ∈ supp∆(FCv ) = supp∆Φ2(Φ−12 (FCv )) = supp∆Φ2(FCv ),
we get
ψ∆Φ1
(
ι
(
0 1
1 0
))
= ψ∆Φ2
(
ι
(
0 1
1 0
))
= Reϕv
(
ι
(
0 1
1 0
))
= 0
= Reϕv
(
Φ1ι
(
0 1
1 0
))
.
Indeed, the first equality follows from property (iv) in Lemma 4.3, the second
one from Lemma 3.10 and the last two equalities follow from the definition of ϕv
together with property (iii) from Lemma 4.3.
Another application of property (iii) from Lemma 4.3 gives
Φ1ι
(
1 0
0 −1
)
= ιΨ1
(
1 0
0 −1
)
∈ Tv ⊕ T(e− v),
hence by Lemma 3.10 we get
ψ∆
(
Φ1ι
(
1 0
0 −1
))
= Reϕv
(
Φ1ι
(
1 0
0 −1
))
.
Combining the above we obtain
ψ∆(u) = tψ∆Φ1
(
ι
(
1 0
0 −1
))
+ sψ∆Φ1
(
ι
(
0 1
1 0
))
= tReϕv
(
Φ1ι
(
1 0
0 −1
))
+ sReϕv
(
Φ1ι
(
0 1
1 0
))
= ReϕvΦ1ι
(
t s
s −t
)
= Reϕv(u)
which completes the proof. 
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