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INTRODUÇÃO 
O interesse pelo problema da maximalidade de grupos 
fuchsianos começou com Siegel na década dos 30; ele mostrou que 
SL2 (ZZ) é maximal. Mais recentemente, em 1963, Greenberg estu-
dou a rnaximalidade de grupos fuchsianos; ele mostrou que 11 em g~ 
ral'' os grupos fuchsianos, se procurarmos extensões de Índice 
finito, são maximais. Greenberg apresentou também uma lista de 
pares de grupos {r
0
, r} com f
0 
contendo r corno subgrupo de 
Índice finito. Mais tarde, Maclachlan tratou de grupos de segurr 
da espécie. Recentemente Singerman exibiu um critério para que 
um tal grupo r
0 
contivesse um r como subgrupo de Índice fi-
nito e determinou todos estes pares {r
0
, r} • Nosso propósito 
é, seguindo Singerman, determinar todos os pares {r0 , r} com r 
triangular e de domínio fundamental compacto. 
Para atingirmos este objetivo, no capitulo I inicial-
mente introduz±mos as transformações lineares e analisamos a re 
lação que há entre elas e o .grupo de matrizes. Classificamos o 
SL2 (:R) de acordo com o conjunto dos pontos fixos de suas tran! 
formaçõesv em três classes de transformações:hiperbÓlicas, par~ 
bÕlicas e ellpticas. 
No capitulo II, definimos alguns elementos da geome-
tria não-euclideana necessários ao nosso trabalho, tais como: 
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comprimento de arco, área, retas e polígonos não-euclideanos. . . 
Vimos que o comprimento de arco e área não-euclideanos são in-
variantes sob todas as transformações do SL2 (~). Demonstra-
mos também o teorema de Gauss-Bonnet, o qual nos dá a área nao 
euclideana de um pollgono não-euclideano de n lados. 
Introduzimos no capítulo III os grupos fuchsianos,i~ 
to • e, subgrupos discretos do SL2 (lR) • Em seguida, vimos quais 
as condições que deve satisfazer um conjunto fechado do plano 
hiperbÓlico, para que seja uma região fundamental de um grupo 
fuchsiano. Vimos também, que todo grupo fuchsiano admite uma 
região fundamenta~. Ainda neste capitulo demonstramos alguns 
resultados importantes sobre a medida da região fundamental,en 
tre eles os teoremas de Siegel; e a importância destes resul-
tados, estã no fato de que a medida de uma região fundamental, 
depende somente do grupo fuchsiano e não da particular região 
fundamental considerada. 
Finalmente no capitulo IV, introduzimos os grupos 
triangulares e estudamos a maximalidade destes. Um grupo trian 
gular r é maximal, se não existe outro grupo triangular con-
tendo r como subgrupo de !ndice finito. Seguindo Singerman 
vimos que, dado um grupo triangular r
0 
, a existência de um 
subgrupo r com !ndice finito depende da existência de um gru 
po de permutações apropriado. Através das condições dadas por 
Singerman, pudemos determinar a lista completa dos pares{r
0
,r} 
com r c: r e o triangulares, no caso em que a 




Neste capítulo estudaremos as transformações linea-
res do ponto de vista tanto geométrico como analítico. Inicial 
mente introduziremos as transformações lineares e exigiremos 
do leitor certa familiaridade com conceitos básicos da teoria 
de Variável Complexa. Analisaremos a relação que há entre as 
transformações lineares e o grupo de matrizes: veremos que o 
PSL2 (lR) nada mais é que o grupo das transformações lineares 
que levam o semi-plano superior nele mesmo. Sob o ponto de vis 
ta geométrico estudaremos inversão em um circulo, sua constru-
ção geométrica e a relação que há entre inversões e transforma 
-çoes lineares. 
Finalmente-, faremos a classificação das transforma 
çoes do SL2 (JR) de acordo com o conjunto dos pontos fixos de 
suas transformações. Tal classificação irá dividir o SL2 (lR) 
em três classes de transformações: hiperbólicas, parabólicas e 
elípticas. 
1.1. A TRANSFOR!-IACÃO LINEAR 
Neste parágrafo vamos introduzir as transformações 
lineares, e estabelecer relações com o grupo de matrizes. 
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Consideraremos neste parágrafO transformações defini 
das no plano complêXo estendido C U {~} e tomando valores em 
DEFINIÇÃO 1.1.1 : A transformação 
T(z) = az +h 
cz + d ' 
(1) 
onde a, b, c, d sao constantes e ad - bc # O , é chamada u 
OBSERVACÃO : A transformação linear assim definida 
pode levar a uma certa confusão com o conceito de transforma-
ção linear da teoria de espaço vetorial. O nome mais adequado 
deveria ser transformação linear projetiva, porém, por um abu-
so de linguagem e, seguindo a nomenclatura usual dos autores 
do campo, continuaremos a chamá-la·de transformação linear. 
Se ad - bc = O , a equação (1) reduz-se a T(z) = 
= constante, e este caso é sem interesse. Vamos então nos limi 
tar aos casos onde det(T) * O • Podemos ainda sempre supor 
det(T) = 1, pois multiplicando a matriz (: :) por ±v ad-bc 
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nao alteramos T ~ 
O segundo membro de (1) ê urna função analítica. de z 
se z * -d -c ~ A transformaçao linear tem, portanto, a propried~ 
de de conforrnalidade: isto é, quando uma figura é transforma-
da, ângulos são preservados em medida e sinal. A transformação 
linear é também biunivoca. 
Veremos agora que toda transformação biunivoca e con 
for.me·do plano em si mesmo é linear. Para a demonstração do te 
crema seguinte, do qual segue este resultado como corolário, ~ 
tilizaremos alguns resultados da teoria de Variável Complexa. 
TEOREMA 1.1.2 : Se, exceto para um número finito de 
pontos, o plano é levado sobre uma região do plano por uma fun 




os pontos excetuados. Como f(z) é conforme, ela é anal!tiea 
exceto noS pontos isolados q1 , ••• ,qn. 
Agora qi não é urna singularidade essencial. De fa-
to, se q
1 
fosse uma singularidade essencial a função tornaria 
certos valores um número infinito de vezes na vizinhança do 
ponto, e isto contraria o fato de f(z) ser biunívoca <rA.lll. 
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Portanto f(z) ou permanece .finita na vizinhança de 
q
1 
; e portanto é analítica ai se propriamente definida;ou tem 
um polca Logo f(z) é uma função racional de z • 
Urna função racional que nao é constante toma todo va 
ler rn vezes, onde m é o número de seus pelos. Já que ·f(z) 
é biunívoca, ela tem um pelo simples de primeira ordem. 
crever: 
Se o pelo está em um ponto finito qk podemos es-
Se 
Al 
z' = + 
z-qk 
o pelo está 
z'= A z +A 1 o 
Ao 
no 
A z + Al - Aoqk o 
Al "' O = ' z-qk 
infinito, • temos: nos 
Em qualquer caso a função é linear. • 
• 
COROL~RIO·l ~ Toda transformação biunívo~a e confor 
me do plano em si mesmo é linear. 
DEMONSTRAÇÃO : 
Não definimos conform~lidade quando um dos pontos en 
volvidos está no infinito. Então exceto para o ponto z = m e 
o ponto que é levado em z'= ~ , a transformação ê conforme. A 
plicando o teorema 1-~1.2. obtemos o resultado desejado. • 
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Vamos agora relacionar as tra~sformações lineares 
com o grupo de matrizes~ 
DEFINIÇÕES 1.1.3.: 
(1) G = { az + b : a, b, c, d E ~ e ad - bc ~ o} 
cz + d 
(2) GL2 (~)= { (: :) a, b, c, d E ~ , det C :) ~ o} 
vacas de 
OBSERVAÇÃO : O conjunto de todas as aplicações biun! 
~ U {oo} em si mesmo, com a operação de composição, 
tem urna estrutura de grupo. Daí segue-se que um conjunto de 
transformações lineares, finito ou ihfinito, é um grupo se: 
a) a inversa de cada transformação do conjunto é uma 
transformação do conjunto: 
b) a composição de duas quaisquer transformações do 
conjunto é urna transformação do conjunto. 
Claramente GL2 (~) é um grupo, pois o produto de ma 
trizes não-singulares é uma matriz não-singular e o mesmo acon 
tece com os inversos. 
TEOREMA 1.1.4. : G -e um grupo. 
DEMONSTRAÇÃO 
De fato, basta verificarmos a) e b). 
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Seja T (Z) 
az + b transformação qualquer de = uma 
cz + d 
G. A inversa de T, T-1 (z) -dz + b tem determinante = ' cz - a 
(-d).(-a)- bc = ad- bc *O, logo 
a 1z + b1 Sejam T1 (z) = 
é uma transformação de 
e 
a 2z + b 2 
c 1 z + d 1 
transformações quaisquer de G, então 
T(z) , tem determinante 
(ala2 + blc2) (b2cl + dld2) - (alb2 + bld2) (cla2 + c2dl) = 




Logo T é uma transformação de G • Portanto G é 
• 
TEOREMA 1.1.5. : A aplicação ,P : GL2 («:) -> G de 
finida por az + b 
cz + d 
é um homomorfismo 




De fato, mostremos inicialmente que $ é um homamor-
fismo. 
- 7 
e duas matrizes 
quaisquer de GL2 (~) • 
(z) = 
a 1a 2z +a1b 2 + b1c 2z + h 1d 2 
c 2z + d 2 = ----"------"----- =-
Cla2z+clb2 + d 1c 2z+d1d 2 
c 2z + d 2 
(a2z +b~ + bl al 
c 2z +d = = 
cl cz+b~ 
c 2z + d 
+ dl 
~ a2z+b2) = w<M1 > = c 2z+d 2 
= 1jJ (M1) o 1j!(M2 ) (z) 
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Portanto ~ é um homomorfismo. 
Vamos agora determinar o núcleO da 1J1 • 
Seja I a transformação identidade I(z) = z e 
uma matriz qualquer, então, para todo z temos: 
f(M) (z) = I(z) => az +b 2 = z => cz + (d -a) z - b = O 
cz+ d 
mas, uma função polinomial é zero se e somente se todos coefi-
cientes são nulos, logo: c = b = O e a =d • 
Então o núcleo da W consiste das matrizes escala-
res G :) com À E a: • • 
DEFINIÇÃO 1.1. 6 
Verifica-se facilmente que SL2 (~) é um subgrupo de 
GL
2 
(G:) , pois det (Ml'M
2
) = det (M1 ) . det (M 2 ) quaisquer que se 
jam as matrizes 
TEOREMA 1.1. 7 f (SL
2 
(d:)) = G • 
DEMONSTRAÇÃO : 
De fato, trivialmente temos que ${SL2 (~)) ~ G • 
Resta mostrarmos que 
Seja então T e G uma transformação linear qualquer 




-./'ad- bc Vad-bc 
Tornando M= ·ternos que 
c d 
V ad- bc V ad -bc 
det (M) = 1 e ~(M) (z) = az+ b 
cz+ d 
= T (z) • 
Portanto para todo T E G , existe M E SL
2 
(C) tal 
que T = 1jJ (M) • Logo T E 1jJ (SL
2 
(O:)) e assim G c: 1jJ (SL
2 
(C)). 
TEOREMA· 1.1.8 : o núcleo do homomorfismo W em 
DEMONSTRAÇÃO : 
Já mostramos que o núcleo da W em GL2 (C) é dado 
por NG = {: :) : À e a:} • 
Para determinarmos o núcleo da $ em SL2 (~) ,temos 
que exigir que as matrizes de NG tenham determinante igual a 
1 . Então : 
det ~: :~ = 1 => À2 = 1 => À = ± 1 • 
Logo o núcleo da ~ em SL 2 (O:) - Ns {±I} • • e = 
• 
10 
OBSERVAÇÃO : Do teorema l.le7 temos que IJ! • e um 
homomorfismo sobrejetor. 
TEOREMA 1.1.9 : 
DEMONSTRAÇÃO : 
De fato, do teorema 1.1.5 segue-se que : 
No teorema 1.1.7 e 1.1.8 segue-se que : 
Dai temos o nosso resultado. • 
DEFINIÇÃO 1.1;10 : Chamamos o grupo SL2 (€)/ (±I) 
de g~upo lin~a~ p~oj~tLvo, e denotamos por PSL2 (~) • 
DEFINICÃO 1.1.11 : 
(1) GL2 (~) ={C :) :a, b, c, d B ~e det~: :~*O} 
(2) SL2 (~) = {M B GL2 (:R): det(M)= 1} 
(3) PSL
2 
(~) = SL2 (JR)/ (±I) 
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OBSERVAÇÃO : O grupo SL
2 
(lRl. tem )lina topologia na-
tural, isto é, a topologia induzida pelo conjun.to das matrizes 
2 x 2 com coefiencientes reais M
2 
(JR) ~ JR 4 Com esta topolo-
gia o SL 2 (m) é um grupo topolÓgico no sentido que as opera-
çoes produto e inverso são continuas. 
Consideraremos o PSL2 (E) como grupo topológico quo-
ciente de SL2 (lR} pela relação de equivalência determinada 
por ±I • 
• 
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1.2. OS PONTOS FIXOS DA TRANSFORMAÇÃO LINEAR 
Os pontos fixos da transformação linear T (z) = az + b 
cz +d 
sao obtidos resolvendo a equação: 
az+ b z = ou cz 2 + (d -a)z- b"O 
cz+ d 
TEOREMA 1.2.1 : A Única transformação linear com 
mais de dois pontos fixos é a transformação identidade. 
DEMONSTRAÇÃO : 
(2) 
Para resolvermos a equaçao (2) temos que analisar al-
guns casos: 
1) c~ o 
Seja 6 = 
mos: 
i) Se 6 ~ o 
~1 • ~2 = 
(d -a) 2 + 4bc 
6 = (a + d) 2 -
a equaçao 
a- d ±-.!"7' 
2c 
(2) 
• Fazendo ad-bc=1 te 
4 
tem as raizes: 
ii) Se ll=O, isto é, se a+d=±2, a equaçao (2) 





2) c= O 
Se c= O devemos ter a'* O e d 4: O pois de ou-
tro modo o determinante seria zero. 
i) a*d . Neste caso, resolvendo a equaçao (2) en 
centramos raiz b também -a • e, como ~ e 
d-a 
pont;o fixo, temos 2 pontos fixos: 
b e 
d-a 
i i) a= d • A transfonnação toma a forma: T (z) = z + b 1 , 
que é uma translação, e, neste caso apenas o = 
é ponto fixo. 
Em qualquer.caso nao existe mais que dois pontos fi-
xos, a menos que a equaçao {2) seja identicamente nula, isto 
é : c =O , d ;::a e b = O • Então a transformação torna a forma 
T(z)=z. 
Portanto, a Única transformação com mais de dois pon-
tos fixos é a identidade. • 
Uma outra maneira de enunciar o teorema acima seria : 
"Qualquer transformação linear diferente da identidade tem no má 
ximo dois pontos fixos". 
;;. -.--.~- TEOREMA- 1.2.2 : Existe uma Única transformação li-




Provaremos inicialmente a existência. 
Se nenhum dos seis valores é infinito, consideramos a 
transformação definida por; 
{z'- z' ) (z' - z o ) (z- z1 J (z 2 - z 3) 1 2 3 = (3) 
(z' - z' ) (z' z o ) (z- z2) (z1 - z 3) 2 1 3 
Esta equaçao é da forma (1) quando resolvida para z' 
em termos de z • Ela obviamente transforma z 1 , z 2 , z 3 
z2, z3 ; pois ambos os membros de (3) sao iguais a zero qua~ 
do z = z1 , z' = zi ; eles são ambos infinito quando z = z 2 , 
z'= zo • 2 • e sao ambos iguais a 1 quando z' = z' 3 
Se um dos pontos dados está no infinito ternos que 
substituir o membro de (3) no qual esse ponto ocorre. 
Se z1 = m ' z2 = m ou z3 = m ' substituirnos o se-
gundo membro de (3) por: 
z2 - z3 z - z1 z z1 
' ' ou 
respectiva-
z z.2 zl- z3 z - z2 
mente. 
Se zo = m zo = m l • 2 ou z' 3 = m • substituimos o pri~ 
m.eiro membro de (3) por: 
z• z' zo- zo zo - zo 2 3 1 1 respectiva-• • ou z• z' 2 zo 1 - z' 3 zo - z' 2 
mente. 
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Logo em qualquer caso existe uma transformação linear 
com a propriedade desejada. 
Vamos agora mostrar a unicidade. 
Suponhamos que existem duas transformações T e S que 
levam em 
Consideremos a transformação -1 T S • Ternos que 
= z2 
= z3 
Portanto T-1s tem mais que dois pontos fixos, e pe-
lo teorema anterior temos que T-1s = I e daí. S =T • • 
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1.3. GEOMETRIA DAS TRANSFORMACÕES 
Inicialmente vamos ver,ern que se torna o círculo e a 
reta,quando a transformação linear ( 1) -e aplicada. Antes pois, 
vejamos corno ê a equação geral de uma reta e de um círculo em 
termos de z • 
A equação: 
( 4) 
onde as constantes sao reais, é a equaçao geral de um circulo 




nao sao ambos nulos. 
Seja z =x +iy então z = x- iy Obtemos então: 
1 -x = ""2(z+z) ' y 
i - -= ---z--Cz - z) , zz = 
Substituindo na equaçao (4) obtemos: 
Azz + 1 -2-(b1 
1 
-2-(b1 
Pondo 1 B = --2-Cb1 - ib2) , esta toma a seguinte forma: 
AzZ + Bz + Bz + c= o 
onde A e C são reais. A equação (5) é a equaçao geral de um 
circulo se A+ O e de uma reta se A= O , B + O • 
(5) 
TEOREMA 1.3.1 : Seja L um círculo ou uma reta. En-
tão a imagem de L ·por uma transformação linear ou é um circulo 
ou é uma reta. 
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DEMONSTAAÇÃO ; 
A equaçao de L é dada pela equaçao ( 5) • 
Seja az +b w = uma transformação linear qualquer.Sua 
cz + d 
inversa é dada por -dw + b - -iiw +fi z= ;ez= _ 
cw-a cw-a 
Substituindo z e z na equaçao (5) ternos: 
A(-dw+bl(-dw+fil + B (-dw+bl + 
(cw -a)(cw-ãl (cw-al 
- <-iiw+ fiJ 
B -'-::'::"-~-'­(ew- ãJ 
+ c : o (6) 
A(-dw+bl (-dw+fil+B(-dw+bl (cw-ãl+B(-dw+bl (cw-al+C(cw-al (cw-ãJ: o 
(Add - Bcd- Bcd + ccclwW + 
+ (-Abd +Bãd + Bbc- cãc)w + 
+ (-Abd + saii + Bbc -caclw + 
+ (Abb- Bãb- iiaE + caãl : O ( 7) 
Na equaçao (7) , o coeficiente de ww é real, o ter-
mo constante também é real, e o coeficiente de -w é o conjugado 
do coeficiente de w Portanto a equaçao (7) é a equação de um 
circulo ou uma reta. • 
sejam ~ : {z E ~ : Im(z) > O} o semi-plano superior 
que também chamaremos de plano hlp~AbÕll~o e 
11>: {z E ~ : [z [ < 1) o disco aberto unitário 
de centro na origem. 
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PROPOSIÇÃO 1.3.2 : A transformação T (z) - z-1 1e-
z+ 1 




Vamos determinar a transformação que leva os pontos 
O, i, m em -1, O, 1 respectivamente. 
Pelo teorema 1.2.2 a transformação é dada por: 
{z' - z') (z' - z' } 1 2 3 
----=----'=------"'- -
(z'- z' } (z' - z' } 2 1 3 
substituindo então os valores temos: 
(z' - (-1)) (O- 1) -(z'- O) (-1 -1) z -o z-i -> 
Devido a unicidade temos que 
em 1> • • 
z' = z- 1 
z+ i 




Calculemos agora o subgrupo de G que leva H em H. 
Antes vejamos o que acontece com uma transformação linear que 
leva IH em IH • 
PROPOSIÇÃO 1.3.3 : Urna transformação g E G leva IH 
em IH se e somente se satisfaz as condições: 
(a) g(eixo real} = eixo real 
(b) Irn[g(i)] >o 
DEMONSTRAÇÃO : 
De fato, suponhamos inicialmente que g leva IH em 
IH • 
A condição (b) é trivialmente satisfeita devido a 
definição de ~, e a continuidade de g • 
Para mostrarmos (a), seja x um real qualquer finito 
ou infinito. Ternos que: 
g(x) não está em IH, pois caso contrário, como a in-
-1 • i versa de g, g , tarnbem leva ffi em IH , ter amos que x está 
em IH o que é uma contradição. 
g (x) nao está no ·semi-plano inferior -iH , pois caso 
contrário, teriamos que, pela continuidade de g , pontos de IH 
vizinhos a x seriam levados fora de ffi, o que é uma contradi-
-çao. 
Portanto g(x) só pode ser real. 
Reciprocamente suponhamos satisfeitas as condiçÕes 
(a) e (b) por uma transformação g € G • 
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Pela condição {b} 1 g(i) está em ~ . Seja P um ou 
tro ponto qualquer de m 
Suponhamos que g(P) nao está em H 
Se g(P} está no eixo real obtemos um absurdo pois 
-g e bijetora e g(eixo real} = eixo real. 
Se g(P) está no semi-plano inferior então o segrnen-
to Pi (que vai qo ponto P até o ponto i) terá como imagem ~ 
ma curva que tem um ponto extremo em IH , que é g(i) , e o ou-
tro ponto extremo g (P) em -JH • Pelo Teorema de Jordan esta 
curva corta o eixo real em um ponto. Seja Q este ponto, en-
tão g-l(Q) está no segmento Pi , por construção, e no eixo 
real por (a) , o que dá urna contradição. 
Logo g(P) está em IH e assim g leva IH em IH. • 
OBSERVAÇÃO : Prova-se facilmente que o conjunto 
G
1 
= {g E G : g OH) =JH} é um subgrupo de G • 
TEOREMA 1.3.4 : O subgrupo G
1 
de G que leva IH em 
IH, é isomorfo ao PSL2 (JR) • 
DEMONSTRAÇÃO : 
Consideremos o homomorfismo $ do teorema 1.1.5 e 
tomemos a restrição de W a SL2 (JR) que denotaremos por Wg 
.<.:.En-tão 
Agora mostremos que Ws (SL2 (JR)) = Gl • 
21 
Inicialmente vamos mostrar que $
5 
(SL 2 (IR)) ~ G1 
• 
Seja g = az + b E 1)! ( SL ( lR)) então 
cz + d s 2 
a, b, c, d E lR 
e ad - bc = 1 • Temos que mostrar que g leva IH em lH • Para 
isto basta mostrarmos que: g(eixo real) =eixo real e 
Im[g(i)] >o • 
Corno a, b, c, d sao reais, trivialmente temos que 
se z é real, g (z) = az + b 
cz + d 




Portanto g E G1 • 
é real • 
= 
l 
2 2 > o • 
c + d 
)i , logo 
Resta mostrar agora que G1 ~ $ 5 (sL 2 (n0) • 
Seja g urna transformação qualquer de Gl . Temos 
que encontrar uma matriz M E SL 2 
(lR) tal que g = i>s(Ml • 
Agora g E Gl implica pela proposição 1.3 .3 que-: 
g(eixo real = eixo real e 
Im[g(i)] >o • 
Consideremos agora os dois casos: 
19) g(~) = ~ ou 
29) g (m) = r < m 
19) Se g(-) = m temos que g(z) = az+ b com a-:#0. 
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Desde que z real implica g (~) = az. + b real ternos 
que a e b sao reais, pois g(O)=b e g(l)';'a+b. 
Desde que Im[g(i)] > O temos que a> O • 
a 
..ra 
Seja então M = 
o 
















29) Se · g (m) =r , consideramos a transformação 
dada por 1 h (z) = --'=--- Notemos -que h (r) = m 
r-z 
Fazendo a composição de h com g , observemos que h.g (eo) =co. 
Já mostramos que .p (SL2 (IR ll:: G1 então h ·E G1 • Co-
mo G1 é um subgrupo temos que hg E G1 • 









(IR)) é um grupo temos que 
g E Ws (SL2 (lR) ) 
Em qualquer caso temos que g E $ 5 (sL 2 (m)) • 
Portanto 
Agora consideremos o diagrama: 
G 
' SL 2 (IR'/) 
(±I) 
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Pelo teorema dos isomorfimos temos que: 
Desde que 






SL2 (JR)/ (±I) 
ternos que: 
OBSERVAÇÃO : Este teorema que acabamos de demonstrar 
nos permite identificar o PSL 2 (IR) com G1 , isto é, dizer que 
o PSL2 (lR) é constituído das transformações lineares que le-
vam ~ em IH • Desde que uma transformação linear é conforme,co~ 
tinua e tem inversa também contínua, podemos ainda dizer que, o 
PSL
2 
(lR) é isomorfo ao grupo de todos os homeomorfisrnos confor-
mes do semi-plano superior IH • 
TEOREMA 1.3.5 : A transformação T(z) = az +c , com -cz +a 
aa -cÕ =1 leva o circulo unitário nele mesmo e ID em m. 
DEMONSTRACÃO : 
De fato, seja Q o circulo unitário. 
A equação de Q é: lzl=l ou zz -1=0 • 
Aplicando a transformação linear w = az + b 
cz + d 
, e atra 
vês da equaçao (7) , Q é transformado em : 
(dd -cclwW + (-bd + ãc)w + (-bd +ac)w + bii - aa = o • 
Para que Q . seja transformado em Q , devemos ter : 
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ll -bd +aÕ ~o 
2l dd -cc ~aã- bb *o . 
De 1} temos: bd = ãc => bâ = aõ => b a ~ -~ ~ c d 
então : b =lê e a= ~d • 
Substituindo em 2) temos: 
dd -cc = ~di:d -· ~CÀC = ~;: (dd- ccl* o => H= 1 • 
Ternos ainda: ad- bc = 1 , substituindo a e b 
mos: ~dd- ~cc = 1 => ~ (dd -Õc} = 1 • 
- -Como dd - cc é real temos que À é real. 
Portanto À = ± 1 . 
O sinal de À depende do sinal de dd -cc • 
obte-
Se ID -e levado em ID ' o ponto -d -- ' que é levado c 
no 00 ' deve estar fora do círculo e assim ~-~ I > l • 
1=ª--1 > 1 => c - • _E!_ > 1 => dd > CC => dd -CC > o • c c 
Desta forma À = 1 . Portanto b = C e d =a • 
Logo T(z} = az +c leva Q ê!ll Q !! ID ê!ll JD • 
cz +a 
OBSERVACÃO : o grupo de transformações de m 
= ( az + ~ : 
cz +a 
a, c ~ c:r:: e aã -cc = 1 } 
e onde w é a transformação linear W(z} = 






DEFINICÃO 1.3.6 : Dizemos que um grupo de transforma 
ções é tftan~itivo em um conjunto se, dados dois elementos quais 
quer deste conjunto, existe uma transformação que leva um ele-
mente no outro. 
PROPOSICÃO 1.3, 7 : SL2 (JR) é transitivo em IH • 
DEMONSTRACÃO : 
De fato, sejam z1 = a1 + B1i e z 2 = a 2 + B2i 
pontos quaisquer em IH • 
A transformação linear: 
+ 
T(z) = 
leva z 1 em z 2 , e, a matriz : 
(a2Bl- alB2) 
..; el Bz 
o 
Portanto SL2 (lR) é transitivo em IH • • 
dois 
OBSERVAçKO : A açao do SL2 (R) em IH com a topolo-
gia euclidiana é cont!nua. 
Seja l o conjunto de todas as retas perpendiculares 
ao eixo real e de todos os círculos ortogonais ao eixo rea1. 
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OBSERVAÇÃO: Dizemos que, um.clrculo é ortogonal ao 
eixo real, se a tangente ao círculo no ponto em que este inter-
cepta o eixo real é perpendicular ao eixo real. 
Mostraremos agora que o SL2 {lR) age em .! e, em se-
guida que a ação é transitiva. 
PROPOSICÃO 1. 3.8 . Se f_ E l e g E SL2 (lR) então . 
gf_ E l • 
DEMONSTRAÇÃO . . 
com efeito, se l E l temos que f_ -e uma reta per-
pendicular ao eixo real ou um circulo ortogonal ao eixo real. 
Se g. E SL2 (IR} ternos pelo teorema 1.3.1 que, gt ou 
é uma reta ou é um circulo. Já que, a transformação linear sen-
do conforme, preserva ângulos, temos que gl ou é uma reta P~E 
pendicular ao eixo real ou um círculo ortogonal ao eixo real. 
Portanto gl E l . • 
Antes de mostrarmos que a açao do SL2 (lR) em l é 
transitiva, precisamos da definição de Órbita de um ponto em um 
grupo de transformações. 
DEFINICÃO 1.3.9 : Chamamos de Õ~bi~a d~ um pon~o p 
em um g~upo de ~~aM6Mma~ã~• r ao conjunto rp = {gp : g s r}, 
OBSERVAÇÃO : Podemos também definir Órbita de um par 
de pontos da seguinte forma: "a órbita do par de pontos (p,q) 
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em r -e o conjunto r(p,ql = llgp, gql :geri • 
TEOREMA 1.3.10 : SL 2 (1R) é transitivo em t. • 
DEMONSTRAÇÃO : 
Inicialmente mostraremos que SL2 (lR) é transitivo no 
conjunto dos pares de pontos distintos do eixo real estendido. 
Para isto basta provarmos que a Órbita do par (O,~) inclue to 
dos os pares. 
Se consideramos o par (p,q) , onde p > q 






leva o par (p,q) em (O,~) • Assim T-l(O,~) = (p,q) • 
pertence à órbita de (O,m) • 
Loga 
Se tornamos o par {p,~) onde p ê finito, a trans-
formação S(z) = z +p E SL2 (lR) leva (O,m) em (p,m) e deste 
modo o par (p,~} também está na órbita de (O,•) • 
Corno todos os pares de pontos distintos de m~u {•} 
sao ou de forma (p,q) com p e q finitos, ou da forma (p,-)-
com p finito, temos que todos os pares estão na órbita de 
(O ,co) E isto mostra que dados dois pares quaisquer, sempre e-
xiste urna transformação que leva um no outroa Portanto sL2 (El' 
é transitivo no conjunto dos pares de pontos distintos do eixo 
real estendido a 
Observemos que um circulo ortogonal ao eixo real ter 
um par de pontos distintos finitos (p,q) no eixo real, e uma 
reta perpendicular ao eixo real tem um par (p,~) no eixo real, 
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sendo que pode ser considerado corno um clrculo de raio infinito. 
Observemos também que, dois pontos distintos finitos e a .condi-
ção de perpendicularismo ao eixo real determinam um único círcu 
lo ortogonal ao eixo real, e, no caso de um ponto ser infinito, 
urna Única reta perpendicular ao eixo real. 
Devido a estas observações e ao fato do SL2 (JR} ser 
transitivo no conjunto dos pares de pontos distintos do eixo 
real estendido, temos que SL2 (IR) ê transitivo em t. • • 
Existe uma Intima relação entre a transformação li-
near de variável complexa e a transformação geométrica conheci-
da como "inversão em um circulo". 
Consideremos um circulo de centro o e raio r que 
chamaremos de O(r) • Seja P um ponto qualquer do plano. 
DEFINICÃO 1.3.11 : o ponto "inveJt.Ao de P eom Jte.6-
pe.ito ao c.l.Jt.c.ulo O (r) •• será o ponto P1 , na semi-reta õP , 
tal que - 2 OPl o OP ~ r o 
Através de urna simples construção podemos encontrar 
geometricamente o ponto inverso de um ponto dado. 
·Primeiramente consideraremos o caso em que P está 






P, ' ' o ' \ \ ' ; 







Traçamos inicialmente a semi-reta ~ e em seguida o 
c1rculo de diâmetro OP ~ A intersecção deste circulo como O(r) 
dá dois pontos. Seja T um destes pontos. Quando T é projeta 
do na semi-reta ~ dá o ponto P1 , o "inverso de P com res 
peito ao círculo O{r}". 
Para provarmos que realmente P1 é o inverso de P , 
notemos que os triângulos l!.(OTP) e !!. (OPl T) sao semelhantes 
e dai OPl OT OPl 
= OT2 2 -assim obtemos . OP = = r que e = ' 
OT OP 
o resultado desejado. 
Agora consideremos o caso em que P está no interior 





Inicialmente traçamos a semi-reta ~ e em seguida 
a perpendicular a ~ passando por P • Um ponto de intersec-
ção desta com o circulo O(r) chamaremos de T ~ Agora, traçan 
do a tangente ao circulo O(r) no ponto T , onde esta inter-
ceptar a semi-reta õP teremos o ponto P1 , o "inverso de P 
com respeito ao circulo O(r)". 
A prova de que P1 é o "inverso de P com respeito 
a O{r)" é como no caso anterior, baseada na semelhança de tri 
ângulos. 
Notemos agora que se o ponto P pertence ao circulo 
O(r) , o ponto inverso de P com respeito a O(r) é o pró-
prio P • 
PROPOSIÇÃO 1.3.12 : P é um ponto fixo de urna inver-
-sao se e somente se ele está no circulo de inversão. 
DEMONSTRAÇÃO ~ 
De fato, suponhamos que P -e um pon.to fixo de uma 
inversão. Então - 2 OP. OP = r logo OP =r de onde concluímos 
que P pertence a O(r) • 
Então 
Reciprocamente suponhamos que P pertence a O(r) • 
== 2 OP = r e assim OP .OP =r Portanto P é um ponto 
fixo pela inversão. • 
OBSERVAÇÃO : O inverso do ponto O , o centro do 
circulo de inversão, não está definido, e, nenhum ponto tem O 
como sua imagem. Mas, para que a inversão seja urna transforma-
çao do plano estendido, tomemos o ~ como sendo o inverso de 
o e O o inverso de ~ • 
PROPOSICÃO 1.3.13 : Seja P1 o inverso de P com 
respeito a O(r) • Qualquer círculo passando por P e P1 
togonal a o (r) • 
DEMONSTRACÃO : 
-e or 
Seja C um circulo qualquer passando por P e P 1 • 
Traçando a tangente õT a c sendo T ponto de tangência te-
mos: 
OT
2 = e dai OT =r • 
Logo T pertence ao circulo O(r) .. 
--· ;_-,:;. ___ -· Como o_s raios em T são perpendiculares temos que os 
circulas C e O (r) · sao ortogonais.. • 
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Agora vamos determinar uma exp~essao analítica para 
a inversão em um circulo. 
Sejam P e P1 pontos inversos com respeito ao círcu 
lo O(r) e sejam P, P1 e O os pontos z, z 1 e k no diagra-
ma de Argand. 
A condição: = 2 OP
1 
• OP =r nOs dá a equaçao: 
I (z1 - k) (z- k) I = r
2 (a) 
e o fato de que os pontos O, P, P1 sao colineares dá: 
arg (z
1
- k) = arg (z - k) (b) 
Desde que arg (z- k) = -arg {Z'- k> , as duas equaçoes 
(a) e {b) são satisfeitas se e somente se: 
(8) 
Esta é a equaçao da inversão em termos de variáveis 
complexas. 
Podemos também achar a forma explÍcita para inversão. 
Seja O(r) o circulo dado pela equação (5) : 
Azi + Bz + âi +C= O onde A e C sao reais e 




onde o centro e o raio sao facilmente determinados. O centro é 
A 
e o raio jBB~AC 
A2 
Substituindo estes valores na.equaçao (8) ternos: 
Simplificando obtemos: 
(9) 
Temos então· uma relação entre z e seu inverso z1 
obtida da equação de O(r) se substituimos nela z por z
1 
• 
Resolvendo (9) temos a forma explÍcita da inversão: 
(10) 
Az + B 
OBSERVAÇÃO Podemos provar como no teorema 1.3.1 
que se l e t e cr é uma inversão então al B l • 
Quando A = O ternos que ( 5) é a equaçao de uma reta 
e, ainda podemos usar (9) e (10) para a inversão. Quando A 
tende a zero, P e P1 atingem posições tais que O(r) é a me-
diatriz do segmento PP1 • A inversão então torna-se uma refle-
xão na reta O(r) • Para mostrarmos isto analiticamente, seja 
z 2 um ponto de O(r) Usando (10) temos: 
-l'iz2 ~c iiZ +c 
+ 
B B I = I 
ii 
B = I •2 - • I 
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Logo todos os pontos de O(r) sao equidistantes de P e P
1 
• 
TEOREMA 1.3.14 : A transformação linear leva dois 
pontos que sao inversos um do outro com respeito a um circulo, 
em dois pontos que sao inversos um do outro com respeito ao 
circulo transformado. 
DEMONSTRAÇÃO : 
Com efeito, sejam z e z1 pontos inversos com res-
peito ao círculo dado por (5) , então (9) é satisfeita. 
Sejam w e w1 os transformados de z e z1 pela 
transformação (1), então: 
-dw +b 1 
' 
-z ~ -a:;; +ii 
cw -a 
Substituindo em (9) temos: 
(-dw1 + bl (-dw+ ii> 
A + -< -_d_w-'l,_+_b_> < -dw + ii> B + B +c~ o 
(cw1 - a) (Õw- a) (cw1 - a) (cw - ã> 
Esta equaçao é a mesma que (6) exceto que w é subs-
tituído por w1 ; portanto, simplificando obtemos (7) com w 
substituído por w1 • Esta é a condição para que w e w1 sejam 
pontos inversos com respeito ao circulo transformado (7). • 
TEOREMA' 1. 3.15 : A composição de um número par de in 
versoes é equivalente a uma transformação linear. 
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DEMONSTRAÇÃO : 
Já vimos que a forma explÍcita da 




e, esta pode 
AZ + B 
ser escrita como uma composição de duas transformações: 
' 
A primeira é urna reflexão do eixo real e a segunda é 
urna transformação linear. 
A primeira preserva a medida dos ângulos mas inverte 
seus sina.is, a segunda não faz alteração. Logo a inversão é in-
versamente conforme. Isto segue também do fato que o segundo 
membro de {10) é uma função analítica de z 
De (10) vemos também que a cada z corresponde um 
único z 1 , e, por outro lado, a cada z1 corresponde um único 
z • Portanto a inversão é biunivoca. 
Desde que a inversão é urna transformação do pl~no bi-
un!voca, que preserva a medida do ângulo mas troca seu sinal,te 
mos que, o resultado da composição de duas inversões ou de um 
número par de inversões, é uma transformação biunívoca que pre-
serva medida e sinal dos ângulos. LQgo é biunívoca e conforme. 
Pelo teorema 1.1.2 temos que esta:'~ê ·Uma transformação linear. • 
Provaremos também que qualquer transformação linear é 
constituida de uma sucessão de um número par de inversões. Mas, 
antes vamos analisar algumas das mais simples transformações li 
neares,e achar pares de inversões a que elas são equivalentes. 
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1. TRANSLACÃO : T (z) = z + b 
Por esta transformação, cada ponto do plano é transla 
<-> dado paralelamente a reta Ob (fig. (3)) , à distância igual 
ao comprimento do segmento Oh • 
b 
fig. (3) 
- <-> duas retas perpendiculares a reta Oh, 
sendo que uma dista da outra a metade do comprimento de Ob • 
A reflexão em L1 seguida pela reflexão em L2 , é 
equivalente à translação dada~ De fato, pelo teorema 1.2.2 bas 
ta observarmos como três pontos são tranforrnados. Notemos que 
os pontos de L1 são mantidos fixos pela primeira refleXão e 
são transladados da maneira desejada pela segunda reflexão. 
2. ROTAÇÃO : T(z) = e1ez 
Cada ponto sofre uma rotação sobre a origem de um ân-
gulo e • 
Sejam L1 e L2 duas retas passando pela origem tal 
que o ângulo entre elas é e 
2 




Um reflexão em L1 , seguida por urna reflexão em L2 , 
claramente dá uma rotação aos pontos de L1 como querernosa Por 
tanto as duas reflexões são equivalentes à rotação desejada. 
3. HOMOTETIA DA ORIGEM : ~(z) - Az , A> O • 
Cada ponto é transformado em um ponto com o mesmo ar-
gumento, mas com o módulo multiplicado por A • Se A < 1 , te 




Esta transformação é equivalente a uma inversão em 
um circulo 01 com centro na origem e raio r-1 (fig. (5)) se-
guida de uma inversão em um circulo Q2 com centro na origem 
e raio r2 = rl...rA . De fato, se z' -zl , sao os suces-
-2 z •• 2 si vos transformados de z, temos . z1 .z = rl zl = r 1A • . • • 
2 
portanto z' = 
r 1A 2 .A z Az : = rl -2 = . ~ 
zl rl 
4 • A TRANSFORMAÇÃO T(z) = -1 
z 
Esta transformação pode ser escrita da seguinte for-
ma; 
• z' = 
1 
E isto é uma reflexão no eixo imaginário, seguida 








Agora podemos demonstrar o seguinte teorema: 
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TEOREMA 1.3 .16 : Qualquer transfor!l)ação linear é e-
quivalente à composição de um número par de inversões em circu 
los. 
DEMONSTRAÇÃO : 
De fato, seja a transformação linear: z' == az +b 
cz +d 
Se c * O , podemos escrever: 
z• - a bc - ad = = - 1 • c c (cz +d) 
supondo ad - bc = 1 • Isto podemos escrever como a seguinte se-
quência de transfOrmações: 
= z + d c 
1 , z' = z4 + z3 
a 
c 
Já provamos que a primeira, terceira e qua~ta destas 
transformações, cada uma delas é equivalente a um par de inver-
soes. • 
A segunda transformação : pondo 
A i6 = e , A > O ; pode ser separada em duas : 
' 
cada uma delas equivalente a um par de inversões. 
Se c= O , a transformação tem a forma: z' = az + 13 • 
Pondo a.= Ae19 , esta é equivalente à seguinte sequê~ 
c ia: 
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onde cada uma delas é equivalente a um par de inversões. 
Assim fica provado o teorema. • ·. 
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1.4. OS TR~S TIPOS DE TRANSFORMAÇÕES DO SL 2 (m) 
Vamos classificar o SL
2
(m) de acordo com o conjun-
to dos pontos fixos de suas transformações. 
Para encontrarmos os pontos fixos da transformação: 
T(z) = az +b 
cz +d 
, onde a, b, c, d e 1R e 
-basta resolvermos a equaçao : 
cz 2 + (d -a) z - b =O 
Consideremos inicialmente c ~ O • 
ad -bc =1 
Temos três possibilidades para as raizes desta equa-
çao do 29 grau : 
{i) Duas raizes reais e distintas. 
(ii) Uma raiz real. 
(iii) Duas raízes complexas conjugadas. 
Vamos analisar cada urna dás possibilidades: 
CASO (i) 
A transformação com dois pontos fixos reais e distin-
tos recebe o nome de h~pe~bõtica . 
Notemos que qualquer transformação linear que leva oo 
no m deve tomar a forma w = kz + l e se também leva O no O 
então .t. =O 
Seja T ·uma transformação hiperbÓlica com ponto~ fi-
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xos p e q no IR 0 U {~} com p>q e· w= Tz Pondo 
w1 = 





temos que w1 = o, ~ correspo!!. 
de a z1 = o, ~ o Então a relação entre w1 e z1 torna a forma: 
(11) 
Notemos que esta é uma transformação já conhecida, a saber, u-
ma homotetia da origem. 
CASO (ii) 
A transformação com um ponto fixo real recebe o nome 
de p<Vc.11.bÕV.e11. o 
Seja T uma transformação parabólica com um ponto 
fixo real p e w= T z • Pondo 
1 
w -p 
e 1 temos que w - ~ 1- cor-
z-p 
responde a z1 =co • Então a relação entre w1 e z 1 é da forma 
w1 = kz1 + l . Mas k = 1 pois se k '* 1 teriarnos um segundo 
ponto fixo. Então a relação -e : 
(12) 
Notemos que (12) e uma translação. 
CASO (iii) 
A transformação com dois pontos fixos complexos conj~ 
gados recebe o nome de el1pticd. 
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Seja T uma transformação eliptica.com pontos fixos 
a e a • Suponhamos que a esteja em IH . Então a está em """ . 
Pondo 
= w -a z·- a ternos O,m w1 e z1 = que w1 = - -w -a z -a 
corresponde a z1 = O, m 
a forma 
Então a relação entre w1 e z1 toma 
onde A nao é necessariamente real. 
Como as transformações do SL2 (lR) levam o eixo real 
nele rnesrno,temos que z real implica w real e se z e w sao 
ambos reais temos: 
I : =~ I = I z-a = 1 
Portanto I X I = 1 e assim X é da forma e 16 • 
Então uma transformação elíptica pode ser escrita na 
forma : 
Notemos que (13) é uma rotação. 
Consideremos agora c= O • 
A transformação do SL2 (:R) : T (z) = 
T (z)= ~ z + b d • Como c= o ternos que d +O 
az + b 




ad =1 • 
Então a transformação pode ser escrita na seguinte forma: 
T(z) = a'z+b' (14) 
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Esta transformação nada mais é que a composição de uma hiperbó-
lica (a' é real) com uma parabÓlica. 
O que acabamos de fazer prova o seguinte teorema : 
TEOREMA 1. 4 .1 Qualquer transformação do SL2 (lR) -' e 
conjugada a um dos três tipos: 
Hiperbó"lica . w= k z (k > O) . 
Parabólica ' w = z+t 
Ellptica ' w = e te. 
OBSERVACÕES : 
1) Notemos que somente a transformação elíptica tem 
um ponto fixo em 8 • 
2) Um grupo, que é gerado por uma transformação el!p-
tica, é finito se e somente se o multiplicador é do tipo 
i1ra 
e p , onde a, p -sao inteiros relativamente primos, e, neste 
caso ele tem ordem 2p • Caso contrário, pode se mostrar que o 
grupo gerado por uma transformação ellptica é denso em lzl= 1. 
TEOREMA 1.4.2 : Qualquer elemento de G
1 
é produto de 


















De fato, as respectivas matrizes dos elementos (1), 
(2) e (3) acima são : 
e • 
~ suficiente provar que cada ma. triz de SL2 (JR) é pr2_ 
duto de matrizes dos tipos acima. Seja então (ac bd>\ ~ t) E SL2 (lR) • 
Se a ~ O podemos escrever : 
(a b\ (a O ) ( 1 O\ (1 l) c d} = O a-1 ac 1} O ~ 
e (1 o) (o 1)(1 -ac)(o 1)(-1 o\ ac 1 = ~1 O O 1 -1 O o -1} 
Se a= O então bc = -1 e 
• 
COROLJ\RIO : Toda transformação em PSL2 (JR) é produ-
to de um número par de inversões em elementos do conjunto l . 
DEMONSTRACÃO : 
Com efeito, toda transformação em PSL2 (lR) é produto 
de transformação do tipo : 
w_= kz, k >O; w =- 1 e w = z +e , c E lR • -z 
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e por 1 e 3.16. estas transformações são p-rodutos de duas inver-
sões em elementos de l • • 
OBSERVAÇÃO : Seja G(2) o grupo gerado por todas as 
inversões em elementos de l • Então 
[G(2) : PSL2 (JR))=2 






Neste capitulo faremos um breve apanhado sobre geom~ 
tria não-euclideana (N.E.), definindo alguns elementos neces-
sários ao nosso trabalho, tais como comprimento de arco, área 
e retas N.E. Os pontos da geometria N.E. sao os pontos do se-
mi-plano superior IH. Os pontos de eixo real chamamos de pon 
tos no infinito ou pontos ideais. 
Se tomarmos o modelo do disco D , os pontos da geo-
metria N.E. serão os pontos do interior do disco e os pontos 
do círculo !z! =1 serão os pontos no infinito ou ideais. 
Provaremos que o comprimento de arco e área N.E. sao 
invariantes sob as transformações do SL2 (E) • um· outro resul 
tado importante que .também provaremos é o teorema de. Gauss-
Bonnet que nos dá a área N.E. de um políqono N.E. de n lados. 
2.1. COMPRIMENTO DE ARCO E ÂREA N.E. 
Inicialmente vamos definir compr~ento de arco N.E. 
e área N.E., e, em seguida mostraremos que assim definidos, es-
tes são invariantes sob todas as transformações do SL2 (JR) • 
DEFINICÃO 2.1.1 : O comprimento N.E. de um elemento 
de arco, ds , é dado por : 
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d 2 y 
DEFINICÃO 2.1.2 : O comp~im~nto de a~co N.E. de uma 
curva continuamente diferencial por partes C , de equação : 
x=x(t) , y=y(t) , tE [a,b] , é dado por : 
"- -~' ·-
f r )~~)2 + (~)2 .t(C) ds dt dt = = y 
c a 
-DEFINIÇÃO -2 .1. 3 : A a~ea N.E. de um subconjunto men 
surável E de _ H é dada por : 
p (E) = ff 
E 
OBSERVACÃO : As vezes é mais conveniente usar coar-
denadas polares (r, 9) , em vez de coordenadas cartesianas e 
as fÓrmulas acima tornam-se : 
+ e p(E) =fi 
E 
TEOREMA 2.1.4 : o comprimento de arco e área N.E. 
sao invariantes sob todas as transformações do SL 2 (~). 
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DEMONSTRAÇÃO ; 
Se c =I= O , a transformação: T (z) = az+b 
cz+d 
pode ser escrita na seguinte forma: 
T (z) = 












Notemos que kl ' P e k2 
sao reais e p > o 
Podemos ainda escrever esta transformação 




) (z) onde 





e k 2 
d =-·C • 
forma 
(i) w1 e w2 sao transformações parabólicas do tipo 
w = z + k (k real) , as quais são translações. Como cada transla-
ção desloca os pontos paralelamente ao eixo real, temos que 
deixa dx, dy e y ·inalterados. Portanto Comprimento de arco 
e área N.E. são invariantes sob este tipo de transformação. 
(ii) V(z) = pz (p real e > O) é uma transformação 
hiperbÓlica. Seja C uma curva qualquer e E um suconjunto 
qualquer então: 
ç PY 
= J j dx2 
y 
c l(C) l (V (C)) = J 









P (E) • 
Logo o comprimento de arco e área -N.E. sao invarian-
tes sob este tipo de transformação. 
obtemos: 
(iii) Uz = - 1 
z 
Fazendo urna mudança para coordenados polares {r,B) , 
u (r, e l = < 1 
r 
, 1!'-8). 
Substituindo nas fórmulas é facilmente visto que com-
primento de arco e área N.E. são novamente invariantes. 
Portanto temos que qualquer transformação do SL2 (lR) 
deixa invariante o comprimento de arco e área N .E. • 
OBSERVACÕES : 
1) Em m o correspondente comprimento de arco .inva-
riante é: 
onde w = u +iv • A verificação que o ds 2 é invariante pelo 
grupo de automorfismos de D é similar, e a omitiremos. 
2) Podemos verificar da mesma maneira acima que ds 2 
é invariante pelo grupo G(2) de todas as inversões em elemen 
tos de IH • 
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PROPOSICÃO 2.1.4 : A bola aberta não-euclideana de 
centro P e raio r : 
B(P,r) = (Q : d(P,Q) < r} 
é uma bola aberta euclideana, isto é, a topologia induzida .Pela 
métrica N.E. coincide com a topologia usual de m 
DEMONSTRACÃO : 
De fato, basta mostrarmos que o círculo N.E. de cen-
tro P e raio r , {Q : d(P,Q) =r}, é um círculo euclideano. 
-wi-1 z = 
w-1 leva circulo de centro na ori-Como a transformação 
gem e raio r < 1 , em circulo de centro em i , é suficiente mos 
trarmos que em D .todo circulo N.E. de centro na origem é eu-
clideano. 
No caso de D , o ds 2 em coordenadas polares fica: 
Seja C um circulo N.E. em D com centro na ori-
gem O e raio r • Seja Q um ponto qualquer de C • O seg-




1-1- ri = log -
1-r 
que é independe"nte de e • Assim o círculo N.E. de centro O e 
raio r coincide com o circulo euclideano de centro O e raio 
log li~~~ . • 
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2.2. RETAS N.E. E POL!GONOS N.E. 
Seja l o conjunto definido no parágrafo 1.3 do ca 
pitulo 1. Vamos agora definir retas N.E. 
DEFINICÃO 2.2.1 : Chamamos de ~e~a~ N.E. à todas as 
intersecções dos elementos do conjunto l com o semi-plano 
superior IH • 
PROPOSIÇÃO 2.2.2 : As retas N.E. sao levadas nelas 
mesmas pelas transformações do SL2 (IR) • 
DEMONSTRAÇÃO : 
Segue-se da proposição 1.3.7. • 
OVSERVAÇÃO' : . As retas N .E. têm equaçÕes : • 
2 
A[z[ + Bx+C =O • 
Existe uma Única reta N.E. passando por dois pontos 
dados. De fato, sejam z1 = x 1 + y1 i e z 2 = x2 + y2i 
pontos quaisquer de ~ • 
Se temos que a reta é a única 
N.E. que passa por z1 e z 2 • 





A(x~ + y~) + Bx1 + C=O 
2 2 A(x 2 + y 2 ) + Bx2 +C= O 
e desde que a matriz (xl 
1
) 
x 2 l 
tem determinante igual a 
x1 - x 2 ~ O ternos que este sistema admite solução. Podemos su-
por um deles diferente de zero, digamos A ~ O , e encontrar B 
e c em função de A • Deste modo vamos encontrar urna única e-
quação de reta N.E. passando por z1 e z 2 .. 
Notemos que as posições relativas de duas retas N.E. 
sao: concorrentes., coincidentes ou paralelas, tais como na geo-
metria euclideana, exceto no caso do paralelismo. Na geometria 
N.E. duas retas paralelas podem se interceptar no m e neste 
caso chamam-se retas paralelas de mesmo ponto ideal. 
EXEMPLOS : 
1) Retas Concorrentes : 
a) b) 
2) Retas paralelas de mesmo ponto "ideal. 
a) b) 
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3} Retas Paralelas 
a) b) 
.00 
DEFINIÇÃO 2.2.3 : Chamamos de Jegmenxo de ~ex~ N.E, 
ligando os pontos· p e q , ao arco ligando p e q contido na 
reta N.E. que passa por estes dois pontos. 
TEOREMA 2. 2-.4 : Se p e q sao pontos de IH , se c
1 
é o segmento de reta N.E. ligando p e q e se c 2 
outro arco diferenciável por partes ligando p e q e 




Podemos supor, sem perda de generalidade, que c 1 es...: 
tá contido no eixo imaginário, usando a transitividade do 
SL
2 
(lR) no conjunto das retas N .E .. e a invariança do compri-
mento de arco pelo SL2 (lR) • 
Suponhamos que c 2 é parametrizada por : 
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x~x(t) 'y~y(t) 'to o;; to;; t1 
o ponto (O ,k
1
) • Então : 
dx ~ 0 
dt 
e 













OBSERVAÇÃO : A igualdade pode ocorrer somente se 
~ tem sinal constante, isto é, se 
dt 
DEFINICÃO 2.2.5 : O comprimento N.E. do segmento de 
reta N.E. ligando p e q é chamado a dill.tâ.nc.ia. N.E., d(p,q) , 
de p até q • 
OBSERVACÃO Notemos que d(p,q) é uma distância em 
IH ; e para isto basta somente verificarmos a desigualdade trian 
gular: 
d(p,r) + d(r,q) > d(p,q) 
Ela segue-se do teorema 2.2.4 se tomar.mos c 2 como sendo a 
reta quebrada prq • 
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DEFINIÇÃO 2.2.6 : Um subconjunto E contido em IH 
é chamado c.onvex.o se o segmento de reta ligando dois _pontos 
quaisquer de E está contido em E . 
Se L é uma reta N.E. dada por: 
%(z) = A!z!
2 
+ Bx +C= O 
então o conjunto { z E ~ : % (z) > O } (respectivamente % (z)<O) 
é convexo, e é chamado um semi-plano aberto. 
O conjunto { z E IH : % (z) > O } (respectivamente 
~(z) < 0} também é convexo, e é chamado um semi-plano fechado. 
TEOREMA 2.2.7 . Se p e q sao pontos de ~ então . 
o conjunto: 
(i) { z . d (z ,p) . = d(z,q)} é uma reta N .E. 
(ii) { z : d (z,p) < d(z,q)} define um semi-plano a-
berto. 
(iii) { z : d (z ,p) <d(z,q)} define um semi-plano f e-
chado. 
DEMONSTRAÇÃO : 
Observemos inicialmente que a reta euclideana pq 
ou é paralela ao eixo real, ou corta o eixo real em um ponto. 
Consideremos então os dois casos: 
19 CASO : Suponhamos que a reta euclideana pq é 
paralela ao eixo real (fig. (7)). Então Im(p) = Im(q) • Deste 
modo p é a imagem de q pela reflexão em uma reta L orto-
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gonal ao eixo real. 
Se z é um ponto de L , temos pela. simetria eucli-
deana que d (z,p) = d (z,q) • 
Se z está no mesmo lado de L que p , a reta N.E. 
ligando z e q corta L em r digamos. Então: 
d(q,z) = d(q,r) + d(r,z) 
= d(p,r) + d(r,z) 
> d(p,z) pela desigualdade triangu-
lar. 
Logo o conjunto { z : d(z,p) < d(z,q)} define um se-
mi-plano aberto. L 
·---
fig. (7) 
29 CASO : Suponhamos que a reta euclideana pq nao 
é paralela ao eixo real, então ela corta o eixo real em um pon~ 
to o digamos. Seja L1 o circulo com centro O e com p e q 





Escolhemos uma transformação T do SL2 (lR) tal que 
T(L1 ) é o eixo imaginário. Então T{p) e T(q) sao imagens re-
fletidas em relação ao eixo imaginário. Assim segue o resultado 
pelo 19 Caso. • 
Nosso próximo objetivo é demonstrar o teorema de 
Gauss-Bonnet. Antes porém precisamos de alguns elementos da ge2 
metria N.E. que ainda não definimos. Vamos inicialmente definir 
triângulo N.E. limitado. 
DEFINIÇÃO 2.2.8 : Chamamos de t~fânguto N.E. limita 
do à intersecção de três semi-planos fechados tais que cada se-
mi-plano contém o ponto intersecção das retas suportes dos ou_: 
tros dois. 
EXEMPLOS : 
Na figura abaixo temos três triângulos N.E. limitados 
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eixo real 
Na geometria N.E. convêm também considerar triângulos 
ilimitados, isto é, admitir a possibilidade das retas suportes 
dos semi-planos acima se encontrarem num ponto ideal ou infini-
to. 
EXEMPLOS : 
1) Triângulos N.E. ilimitados com um vértice infinito. 
eixo real 
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2) Triângulo N.E. ilimitados com dois vértices infini-
to. 
3) Triângulo N.E. ilimitados com três vértices no infi 
nito .. 
De modo análogo podemos definir polígono N.E. como ·in-
tersecção de semi-planos fechados. Devemos também considerar po-
lÍgonos ilimitados, isto é, com vértices no m • Vamos então age 
ra demonstrar o teorema de Gauss-Bonnet. 
TEOREMA 2.2.9 : (Teorema de Gauss-Bonnet). A área N.E. 
de um polígono N.E. de n lados com ângulos -e : 
(n-2)"- "1 - "2 - • :. - "n • 
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DEMONSTRAÇÃO : 
Primeiramente vamos considerar um triângulo limitado 
pelo círculo unitário e as retas x =p, x = q onde -1 < p< q< 1 • 
Sejam a,B os ângulos mostrados na fig. (9) e o terceiro ângu-
lo entre as duas paralelas é. zero. 
fig. (9) 




= J ( J 
2 
~ )ax = 





Consideremos agora um triângulo N.E. com um vértice 
c no eixo real (fig. (10}). Podemos aplicar uma transformação' 
do SL2 (JR) que leva C no m sem alterar a área N.E. e os ân 
gulas. 
Portanto a área deste triângulo ABC é dada como no 











A reta N.E. AB corta o eixo real em dois pontos. Cha 
memos um deles de D • Traçando a reta N.E. CD temos que: 
~(~ABC) = ~(~ACD) - ~(~BCD) 
Mas, como o ~ACD e ~BCD tem um vértice no eixo 
real, suas áreas são dadas como no caso anterior. Então: 
Logo obteremos : 
~ (~ABC) = -<X -y+ a1 • 
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-Desde que 6 + 61 = 11" temos que : 
p (l>ABC) = .. -" - B - y 
Dado um poligono N.E. de n lados com ângulos 
a 1 , a 2 , ••• ,an , podemos dividi-lo em n- 2 triângulos N.E. 
Aplicando o resultado acima para cada triângulo e adicionando 
depois as áreas, obtemos a fÓrmula desejada: 
• 
TEOREMA 2. 2 .10 : Seja z = x + iy um ponto fixo de IH 
e C um subconjunto compacto de IH • Sejai 
s = { g e SL2 (lR) : gz e c } 
DEMONSTRAÇÃO : 
Seja s 1 = ( (a,b,c,dl e :m
4 
então s • e compacto • 
az+b E C , ad - bc = 1} 
cz+d 
O conjunto S é a imagem contínua de s 1 pela apli 
-caçao natural que leva (a,b,c,d) na transformação w = az +b 
cz + d 
Para mostrarmos que S é compacto basta mostrarmos que s 1 é 
compacto. Para isto precisamos mostrar que s1 é fechado e li 
mitado. 
Mostremos inicialmente que s 1 é fechado. 
De fato, seja {gn} uma sequência de pontos em s 1 
tal que gn ---> g
0 
• Como gz->gz n o e c é compacto en-
• 
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Mostremos agora que s1 é limitado. 





C é um subconjunto compacto de IH , e y é uma fun-
ção continua que deve atingir seu limite superior. Portanto y 
tem um limite superior positivo em C e Irn(w) tem um limite 
superior positivo. 
Irn {_ az + b) = y 2 ;. kl onde kl > O 
\ cz + d I cz+d I 
(II) 
(II) implica que Então c e d sao 
limitados. 
(I) implica que I az + b I < k I cz + d I . Portanto a e 
b são limitados. 
Logo o corijurito é limitado. Portanto r S -e com-
pacto. • 
TEOREMA 2.2.11 : Se c 1 e c 2 sao subconjuntos com-
pactos de m , então o conjunto; 
é compacto. 
DEMONSTRAÇÃO : 
De fato, fixemos um ponto . p ê IH e sejitm os conjun-
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tos: 
Então s 1 e s2 são compactos pelo teorema 2o2ol0o 
O conjunto {g SL2 (lR) gCl n c2 .;, ll' } 
• -1 e o e s2sl o ' 
que também é compacto. • 
OBSERVAÇÃO: Convém observar que há a possibilidade 
de termos polígonos, isto é, intersecções de semi-planos com 







çujos lados sao círculos de centro 1 n e raio 
1 
2n o 
Podemos também ter polígonos com área infinita, por 
exemplo os seguintes triângulos N.E. : 
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pois nestes casos a integral que dá a área diverge. 
CAPÍTULO III 
REGIÕES FUNDAMENTAIS 
Inicialmente introduziremos os grupos fuchsianos e 
depois veremos quais as condições para que um conjunto fechado 
F seja,uma região fundamental para um grupo fuchsiano. Mais 
para frente ainda,verernos que todo grupo fuchsiano admite uma 
região fundamental; pois construiremos a chamada região de Di-
rich1et. 
Será importante para nós obtermos também algumas in-
formações sobre a medida da região fundamental. Para tal vere-
mos alguns resultados sobre a medida da região fundamental, en 
tre eles os teoremas de Siegel. 
3.1. GRUPO FUCHSIANO 
Seja r um subgrupo de SL2 (lR), 
DEFINIÇÃO 3 .1.1 : Dizemos que r é um gJr.<LpO 6<Leh-




DEFINIÇÃO 3 .1. 2 : Um ponto de IH é chamado um r -
ponto &ixo se ele é fixo por alguma transformação, diferente da 
identidade, de um grupo fuchsiano r . o conjunto de todos os 
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r - pontos fixos é chamdo o conjunto de. pontos fixos de r • 
DEFINIÇÃO ~.1.3 : Chamamos de ehtdb~l~zddo~ de um 
ponto de H em r ao conjunto de todas as transformações de r 
que deixam fixo este ponto. 
PROPOSIÇÃO 3~1.4 : Os estabilizadores de diferentes 
elementos de uma Órbita são conjugados. 
DEMONSTRAÇÃO : 
Seja {p, p 1 , p 2 , p 3 , ••• } a Órbita do ponto p • 
Tomemos dois elementos distintos desta órbita, dig~ 
os estabilizadores de 
respectivamente. Mostremos então que eles são conjugados. 
Como estão na órbita de p temos que e-
xiste uma transformação h tal que h(pi) = pj • 
temos que g(pi) Para qualquer 
Então h(g(p1ll = Pj e da! 
hE. h -l c: E. • Trocando 




~ p • i . 
-1 h 
e 
-1 h por h , obt~os h -lE h c E j - i 
i por j , h por 
e da! Ej = hE1h-l • Por 
tanto ~~ h-l E =i = j . • 
PROPOSIÇÃO 3.1.5 : O conjunto de pontos fixos de r 
é levado em si mesmo por r • 
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DEMONSTRAÇÃO : 
Mostremos que a Órbita de um ponto fixo consiste in-
teiramente de pontos fixos. 
Seja então p um ponto fixo qualquer, digamos gp= p. 
Seja {p, p1 , p 2 , ••• } a órbita de p , onde p1 = g 1p • Mos-
trem os que cada • fixo. pi e 
Como gip = pi e gp= p ternos: gigp=pi ' mas 
-1 então -1 Pondo -1 h p =g. pi gig 9 i (pi} = pi • 9 i 99 i = temos 1 
h (pi} e assim 
. 
ponto fixo. Como a Órbita de que = pi pi e um 
um ponto fixo consiste inteiramente de pontos fixos temos que o 
conjunto de pontos fixos de r é levado em si mesmo por r . • 
PROPOSIÇÃO 3.1.6: Seja z=x +iy um ponto fixo de 
M e C um subconjunto compacto de IH • Seja também 
S = { g 8 SL
2 
( lR} : gz 8 C} 
s nr é finito. 
Se r é um grupo fuchsiano então 
DEMONSTRAÇÃO : 
Já sabemos pelo Teorema 2.2.10. que 5 é compacto. Ag2_ 
ra como r é um subgrupo discreto de SL2 (JR} temos que S n f 
é finito, pois é a intersecção d~ um subconjunto compacto com 
um subconjunto discreto de SL2 (IR). • 
PROPOSIÇÃO 3.1.7 : Seja r um grupo fuchsiano.Então 
para cada p € IH exi~te uma vizinhanç~ V de p tal que, se 
' 
g e r , então gp = p o: 
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DEMONSTRl\CÃO : 
Já que a métrica N.E. define a topologia usual em 
~ , a bola fechada N.E. B(p,p) = {z : d(z,p) ~ p} é compacta. 
Pela proposição 3.1.6 temos que o conjunto dos y E r tal que 
yp E B(p,p) é finito. Seja 
d(p, yp) , y S r . Seja V= 
pl o menor valor positivo de 
1 B(p, --2- p1 ) A vizinhança V as-
sim definida satisfaz a condição desejada. • 
PROPOSIÇÃO 3 .1. 8 Os pontos fixos de r sao isola-
dos. 
DEMONSTRAÇÃO : 
Seja p um ponto fixo de f • 
Mostremos que existe urna vizinhança de p que não 
contém nenhum outro ponto fixo de r . 
Seja V a vizinhança definida na proposição 3.1.7. 
Suponhamos que z S V é tal que yz =z para algum "y E r . En 
tão temos que yV n V #< !I o que implica yp = p • Então z = p 
pois nenhum elemento de SL2 (lR) tem mais que um ponto fixo em 
H • • 
PROPOSIÇÃO 3.1.9 : Se f é grupo fuchsiano então o 
norrnalizador em r de um elemento eliptico de ordem finita é 
um grupo ciclico finito gerado por um elemento elíptico. 
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. DEMONSTRAÇÃO : 
Seja T um elemento ellptico de r com pontos fi-
xos a e ã . Podemos escrever T de forma: 
w-a 18' "'Z'•a 
= e 
w-" 
Qualquer elemento U de r que comuta com T deve 
levar o par (a, a) em si mesmo pois: 
Ua = UTa = TUa e isto implica que -Ua = a ou Ua = a 
uã = UTa = TUã e isto implica que Ua =a ou uã =a. 
Desde que somente um dos pontos fixos a e ã está 
em ru temos que U deve fixar ambos a e a • Então U é uma 





Reciprocan)ent.e qualquer transformação nest.a forma co 
muta com T • Portanto o norrnalizador de T consiste precisa-
mente de todas aquelas transformações com o mesmo conjunto de 
pontos fix9s que T • 
se o elemento eliptico tem ordem finita, então exis-
tem inteiros rn, n tais que me = mr e a transformação el{p-· 
tica gera um grupo ciclico finito. • 
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3.2. REGIÃO FUNDAMENTAL DE UM"GRUPO FUCHSIANO 
DEFINIÇÃO 3.2.1 : Seja r um grupo fuchsiano. Um 
conjunto fechado F {com interior F0 ) é chamado uma ~eglão 
6undamental para r se: 
(i} F é uma r-cobertura (isto ê, F contêm pelo me 
nos um elemento de cada Órbita). 
(ii) é um r-revestimento (isto - o -e, F contem no 
máximo um elemento de cada Órbita). 
(iii) A medida N.E. da fronteira de F -e zero. 
Consideremos agora o seguinte conjunto: 
K(z) = {g 8 r : z 8 gF} 
Observemos que a condição (i} mostra que K{z) nao é vazio. Po 
demos ainda definir para um subconjunto qualquer A de IH o con 
junto ~(A) do seguinte modo: 
K(A) = {g 8 r : A n gF ~ ~} 
PROPOSICÃO 3.2.2 : 
(1) K(A U B) = K(A) u K(B) 
( 2) K(A) = U{K(z)} 
z6A 
(3) Se A::> B então K(A) ::> K(B) 
( 4) Se g f; r então K(gz) = gK(z) 
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DEMONSTRAÇÃO . • 
De fato : 
(l) K(A u B) = {g e r . (A . u B) n gF ~ JJ l = 
= {g e r . (A . n gF) u (B n gF ) ~ jJ) = 
= { g e r : A n gF ~ !Jl u {g e r : B n gF ~ !Jl = 
= K (A) U K (B) 
(2) Se g e K(A) temos que A n gF ~ jJ o que impli 
ca que existe z s A n gF , logo z e A e z e gF e dai 
g e K(z) • Logo K (A) c: V{K(z)}. 
Se 
então z e gF 




g eU{K(zl} temos que g e K(z) 
zeA 
para algum z e A . Portanto 
onde eoncluirnos que g 8 K(A). 
para algum z e A, 
z e A n gF ' 
logo 
Logo 
(3) Trivial p.ois gF n B c: gF n A e se g,F n B ~ jJ 
então gF n A ~ jJ • 
( 4) Temos: 
K (gz) = {h e r : gz e hF} = 
= {h e r : z e g-lhF) = 
= {h e r : g-1h e K (z)) = 
= {h E r : h e gK (z)) = gK{z) 
DEFINIÇÃO 3.2.3 : (Siegel) Dizemos que F é Uma !te-
giio 6undamental noAmal se, para cada z e F(e portanto, pela 
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invariança, para todo z E IH) ~ existe um abe~to v contêndo 
z tal que K(V) é finito. 
TEOREMA 3.2.4 : Seja F uma região fundamental nor-
mal para r . Então, cada z _t IH tem uma vizinhança u tal 
que K(z) = K(U) • 
DEMONSTRACÃO : 
Desde que F é normal, para cada z E~ existe uma 
vizinhança V de z tal que K(V) é finito. Agora K(z) c K(V) 
e assim K(V) 
Seja 
K(z) também é finito. 
A= u (gF) 
geK(V)-K(z) 
• A é um conjunto fechado 
porque é a união finita de fechados e z t A , por definição de 
A • 
Pondo U = V - A temos que u -e um conjunto aberto 
contendo z . Suponh~o~ que g E K(U) c K(V) e g t K(z) , 
Como g t K(z) implica que g E K(v) - K(z), ternos 
que gF c A pela definição de A. Desde que U = V -A ternos 
gF n U = J ·' o que contraria o fato de aue g e K (U). Logo 
g e K(U) implica g e K(z). Portanto K(U) c K(z), e corno 
K(z) c K(U) ternos que K(U) = K(z) • • 
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3.3. REGIÃO DE DIRICHLET 
Mostraremos agora que todo grupo fuchsiano admite uma 
região fundamental. Para tal ê suficiente, dado um grupo fuch-
siano, exibir a região fundamental. 
Seja r. um grupo fuchsiano e p um ponto não-fixo 
por r Podemos agora construir uma região fundamental baseada 
em p do seguinte modo: 
DEFINICÃO 3.3.1 : Chamamos o conjunto: 
F= {z : d(z,p) C d(gz,p) , g 8 r} 
de ~eg~~o de Vi~ichtet para r baseada em p • 
OBSERVAÇÃO : A desigualdade que define F pode ser 
reescrita da seguinte forma: 
-1 d(z,p) C d(z,g p) 
o que mostra que F é a intersecção de semi-planos fechados 
{Teorema 2.2.7) , e, portanto fechado e convexo. Podemos dizer 
também através desta desigualdade, de um modo mais simples, como 
F é construido. Construimos F baseada em p escolhendo os e-
lementos de cada Órbita que tem distância mínima com p , como 
mostra o seguinte teorema~ 
-~ ----,'--~· 
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TEOREMA 3.3.2 : Seja B um subconjunto qualquer de 




= inf{d(gz,p) : g S B} 
~g0 E B tal que d 0 = d(g0 z,p) • 
DEMONSTRAÇÃO : 
Seja g 1 e B • A bola fechada N.E. com centro p e 
raio d(g1 z,p) é compacta, logo ela contém somente um número 
finito de elementos da órbita de z, e deste modo, somente um 
número finito de elementos gz onde g E B • Neste conjunto fi 
nito tem um elemento cuja distância N.E. até p é mínima. Is 
to prova o teorema. • 
Vamos agora definir o seguinte conjunto: 
E= {z: d(z,p) < d(gz,p) , ido~< g e r} 
Este conjunto nada mais é que: 
• 
{z E F : z e u ce (g) : g E r , g "' id} } 
onde !(g) é a reta {z : d(z,p) = d(z,qp)} • 
OBSERVAÇÃO : Se indicarmos a região de Dirichlet ba-
seada em p por Fp , temos que Fgp = gFP , pois a transfor.m!· 
çao que leva p em gp também leva o semi-plano determinado por 
p e q no semi-plano determinado por gp e gq • 
LEMA 3.3.3 :. z E E se e somente se K(z) = {id} • 
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DEMONSTRAÇÃO : 
Seja q um ponto qualquer de E Então q nao es-
tã em nenhuma das retas l (g) : d (z ,p) = d (z ,gp} • Então 
d(q,p) < d(q,gp) para todo g B r , g * id . Mas, como 
d (q,p) = d (q,g -l (gp)) , temos que : d (q,gp) > d (q ,g -l (gpl) .Por 
tanto g ~ F = gF para todo gp . p g B r , g * id. Logo K(q)={id}. 
Reciprocamente, suponhamos que K(q) = {id} • Então 
q ~ gFP para todo g B r , g * id • Assim q ~ Fp n gFP para 
todo g E f , g * id • Logo q t l(g) para todo g * id • Por-
tanto q e E • • 
TEOREMA 3.3.4 : E é o interior de F e F -e urna r e-
gião fundamental normal. 
DEMONSTRAÇÃO : 
Basta provarmos as seguintes afirmações: 
(1) F é urna r- cobertura 
(2) E é um r-revestimento 
(3) K(z) é finito e todo z tem urna vizinhança V 
tal que K(V) = K(z) • 
(4) E é o interior de F 
(5) A fronteira de F tem medida zero. 
Vamos então fazer a prova de cada uma destas. 
(1) Seja 
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z E IH • Então o elemento · g z da Órbita o 
de z que tem distância mínima de p (o qual existe pelo Teore 
ma 3.3.2 ) satisfaz a relação: 
d(g
0
z, p) C d(g g
0
z, p) , g E r 
e, portanto pertence a F . Logo F contém pelo menos um ele-
mente de cada órbita. 
(2) Mostremos agora que E contém no máximo um ele-
mento de cada Órbita. 
Se z € E e g + id , a relação: 
·d(gz,p) > d(z,p) = d(g-l gz,p) 
mostra que gz não está em E • Logo E é um r-revestimento. 
(3) Mostremos inicialmente que K (z) - finito. e 
Se z E gF temos que g-1. E F e assim a-distância 
-1 -minimal. Digamos -1 k • Como d(g z,p) e d(g z,p) = 
K(z) = {g E r : z E gF} . temos que K(z) é o conjunto dos g e r 
para os quais d(g-1z,p) = .d(z,gp) = k. Desde que a bola N.E. 
de centro z e raio k é compacta, K(z) é finito. 
Provemos agora que cada z tem uma vizinhança V tal 
que K(V) = K(z) • 
Seja k +2E o minimo das d (z ,gp) para g S r - K (z). 
Pelo teorema 3.3.2 este mínimo é atingido, logo E é positi-
vo. 
Seja v a bola aberta N.E. com raio E e centro z . 
Provemos agora que K(V) = K(z) , 
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Para qualquer g E K(z) temos· que z E gF e assim 
V n gF "' i! , o que implica g e K (V) • Portanto K ( z) c: K (V) • 
Resta provar que K(V) c: K(z) 
Se g 8 K(V) , deve existir w e V n gF • Então w E V 
e w S gF . Agora w e V implica que d(z,w) <e e w e gF 
implica d(w,gp) ~ d(w,hp) para qualquer h E K(z) Então: 
d(z,gp) ~ d(w,z) + d(w,gp) < d(w,hp) + < ~ 
~ d(w,z) + d(z,hp) + < < k + 2< • 
Portanto d (z ,gp) < k + 2E , e pela escolha de e: te 
mos que g E K(z) • Logo K(V) c: K(z) • 
(4) Pela definição de E temos que E c F . Agora E 
contém o interior de F . De fato, qualquer ponto z de F tal 
que d(z,p) ~ d(gz,p} não é um ponto interior, pois qualquer 
vizinhança de+e contém pontos w tais que d{w,p) > d(qw,p), 
os quais não podem estar em F Precisamos agora mostrar somen 
teJque E • e aberto. Mas, isto segue-se do fato que se z s E 
então K(z) = {id} ' e para todo z E E 
existe uma vizinhança 
v de z tal que K(V) = K (z) = {id} ' logo v c: E Portanto 
E é aberto. Desde que E c: F tal que E aberto e E contém 
o interior de F , temos que E é o interior de F , pois o in 
terior de F é o maior aberto que está contido em F • 
(5} A fronteira de F tem medida zero, pois esta é u 
ma propriedade geral dos conjuntos convexos. De fato, 
F -E c: u{l(g) : g E r} • Como l(g) é uma reta N.E., p(l(g))=O 
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e como r é enumerável então ~(F -E} <: l: ~ (l (g}} = Q , 
Isto completa a demonstração. • 
OBSERVAÇÃO : r é enumerável pois é subgrupo discreto 
de SL2 Cm), que satisfaz o 29 axioma da enumerabilidade. Um es 
paç9 topológico X satisfaz o 29 axioma da enurnerabilidade se 
possui urna base enumerável. 
Vamos fazer agora algumas considerações sobre a fron-
teira da região de Dirichlet. 
Seja F a região de Dirichlet de um grupo fuchsiano 
r baseada em p • A fronteira de F está contida na união das 
retas N.E. {z : d(z,p} = d(z,gp} , g 8 r} • A intersecção de 
F com um destes conjuntos é um subconjunto convexo fechado da 
reta e consiste ou de um segmento de reta {caso mais geral) ou 
de um simples ponto. Os segmentos de retas são chamados a4~hta~ 
de F • Os pontos das extremidades dos segmentos juntamente com 
os simples pontos (que tornam-se ppntos extremidades de segmen-
tos também) são chamados vént~ce4. 
Podemos referir a F como um polígono embora ele pos-
sa ter um número in'f ini to de lados. 
DEFINIÇÃO 3.3.4 : Chamamos de tdd~~thagem de Vi~~eh­
let à configuração formada por F , s~as arestas e vértices,jun 
to com todas as imagens gF : g H r e todas as suas arestas e 
vértiCes. 
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DEFINIÇÃO 3,3,5 : As imagens_ de F0 pelas g E r 
sao chamadas 6aee~ da ladrilhagern. 
DEFINICÃO 3.3.6 : As imagens sob r das arestas e 
vértices de F sao chamadas- arestas e vértices da ladrilhagern. 
Vamos ver agora qual a condição para que um ponto de 
IH seja um vértice. 
TEOREMA 3.3.7 : Um ponto z em IH é um vértice da 
ladrilhagem se e somente se K(z) tem pelo menos três elemen-
tos. 
DEMONSTRAÇÃO: 
Um ponto z pertence ao interior de uma face samen-
te se K(z) = {id} , pois o interior de uma face contém no má-
ximo um elemento de cada Órbita. 
z pertenc.e a. uma aresta somente se z es.~ã em duas 
regiões fundamentais que tem esta aresta em comum, digamos 
g1F e g2F • Então z pertence a uma aresta se e somente se 
K(z) = {gl,CJ2} • 
A Última possibilidade é z estar em um vértice. Is 
to acontece somente se K(z) tem pelo menos três elementos, 
pois caso contrário cairia em um dos casos anteriores. • 
DEFINIÇÃO 3.3.8 : Dois vértices de F -sao chamados 
cong~uente~ se existe,uma g de r que_ leva um no outro. Um 
conjunto de vértices é chamado úm conjunto congruente se todos 
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os vértices estão na mesma órbita. 
PROPOSIÇÃO 3.3.9 
gruente é finito. 
DEMONSTRAÇÃO : 
Cada conjunto de vértices 
Seja gz um vértice congruente a z • 
con-
gz e F implica que z E g-lF e isto ocorre somente 
se g-1 e K(z) Como K (z) -e um conjunto finito~ obtemos nos-
so resultado. • 
OBSERVAÇÃO : Lembremos que os estabilizadores de 
diferentes elementos de uma Órbita sao conjugados, então todos 
os estabilizadores dos vértices de um conjunto congruente tem 
a mesma ordem. 
TEOREMA 3.3.10 : Se sao os ângulos 
de um conjunto congruente de vértices e se K é a ordem do es 
tabilizador de qualquer um destes vértices, então: 







Sejam z 1 , z 2 , ••• , zr os vértices. do conjunto con 
gruente. Seja E(z1 ) o estabilizador de z 1 
e sejam 
as faces que se encontram em 
Desde que zl e giF -e equivalente a 
-1 -1 segue-se que gl ' ... ' gt sao os elementos de r que le-
varn zl em zl' z2' ••• ' ou 
Agora, existem exatamente K- elementos que levam z1 
em z1 , pois se g é um deles os outros são os elementos do 
conjunto gE (z
1
) • Então t = Kr • 
A soma de todos os ângulos encontrando em na la 
drilhagem de Dirichlet é 2n Mas estes ângulos sao os ângu-
los yl' y2' ... ' Yr 
Portanto 
Finalmente 
t> 3 e assim Kr > 
cada um repetido K vezes. 
K(yl + y2 + ... 
desde que zl 
3 . Portanto 
+ y ) = r 2n • 







3.4. A MEDIDA DA REGIÃO FUNDAMENTAL 
Neste parágrafo vamos provar alguns resultados impo~ 
tantes sobre a medida da região fundamental de um grupo 
fuchsiano. A importância destes resultados está no fato de que 
a medida de uma região fundamental depende somente do grupo r 
e não da particular região fundamental considerada como mostra 
o seguinte resultado: 
TEOREMA 3.4.1 : Se F1 e F2 sao duas r-regiÕes 
' 
fundamentais, então ~CF1 l = ~CF2 ) • 
DEMONSTRAÇÃO : 
Sejam E1 e E2 os interiores de F1 e F 2 respect~­
vamente. Como as medidas das fronteiras de F1 e F2 são nulas 
temos que ~CE1 ) = ~(F1 ) e ~(E2 ) = ~CF2 ) 
Fl ::> Fl n 
Agora, 1.1(F
1
) ;;. :!: 
ger 
gE2 para todo g E 
Devido à invariança 
Então :!: 
ger 
~(Fl n gE2 ) porque 
r . 
ternos que: 
-e uma cobertura para E2 te-




Analogamente concluímos que ~{F 2 ) ~ ~(F1 ) • 
• 
Veremos agora a relação que há entre a medida da re-
gião fundamental· e o número de arestas. Já mostramos em 2.2.9, 
que se o polígono F tem um número finito de lados, com possi 
velmente no máximo vértices no infinito, então ~(F) é finita. 
Mostremos agora a recíproca. 
TEOREMA 3.4.2 : (Siegel). Se a região de Dirichlet 
F tem medida finita, então ela tem-um número finito de ares-
tas. 
DEMONSTRAÇÃO : 
Notemos que toda aresta de F tem ou um ponto final 
em H ou um ponto final no eixo real. Chamando os pontos fi-
nais de vértices, precisamos mostrar apenas que o número de 
vértices é finit~. Mais precisamente, iremos mostrar que, se 
~(F) < (n -2)~ , o número de vértices não excede 3n. 
Suponhamos que F tem N vértices e que aqueles 
que estão em IH formam conjuntos congruentes. Suponhamos que 
N1 deles estão em IH que N2 estão no eixo real. 
A soma dos ângulos dos vértices em IH , pelo teorema 
3.3.10. , nao excede 
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Seja F1 a cobertura convexa dos N vértices, um po 
lígono convexo cujos ângulos dos vértices em ~ nao sao .maio-
res que os correspondentes ângulos de F (desde que F1 está 
contido em F) e cujos ângulos dos vértices no eixo real são to 
dos nulos. Pelo Teorema de Gauss-Bonnet temos: 
Logo: (n- 2)~ >~(F) > 
N < 3n • • 
> (N-2)1r - . 




N = (-- 2)~ 
3 
e daí tiramos que 
Enunciaremos agora um outro teorema de Siegel muito im 
portante sobre medida da região fundamental. Não provaremos tal 
teorema porque a sua demonstração envolve o conceito de genus, o 
qual não foi tratado em nosso trabalho. 
TEOREMA 3.4.3 : (Siegel) ~ara qualquer grupo fuchsiano, 
~(F) > _!.._ 
21 • 
Suponhamos· que um grupo fuchsianO r admita um subg~ 
po r1 COJil Índice finito N ' isto é, [ r : r 11 = N . Então 
r = u{yj r1 : j=l, ••• ,N} • Seja F . -a reg~ao fundamental para 
r e F1 a região fundamental para r1 . A medida de F1 é 
maior que a de F • Vemos isto através do seguinte resultado: 
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LEMA 3.4.4 ; Fl- U{yj F; j -l, ••• ,N} é região 
fundamental para rl • 
DEMONSTRAÇÃO ; 
De fato, mostremos que F
1 
satisfaz as três 




1) Como ~- U{gF : g E r} segue-se que 
IH -U{gyj F : g E rl j-l, ••• ,N}-' 
-U{U{gyj F . j-l, ••• ,N} . . g € r1l -. 
-U{gF1 : g s r 1} . 
Portanto F1 
• r l-cobertura. e uma 
2) Mostremos agora que F1 contém no máximo um ele-
menta de cada órbita em r 1 De fato, observemos primeiramente 
que corno é aberto e g E r é um homeomorfismo então: 
j=l,. •• ,N}= F' 
1 
e esta última união é densa em F1 • 
z = gz 
1 para algum g e rl • 
Pela continuidade de g , podemos encontrar vizinhanças: 
V(z), V(z
1
J c: Fo 
1 com 
gV (z) -V(z1 ) • Como F' 1 é densa em 
F1 segue-se que existem pontos z• E V (z) n F' 1 e 
z' V(z1
) n F' tais que zi = gz' • Seja z' o 1 E 1 1 E yiF e 
z' o • g(ylo) n y.F
0 
"' ? LogO 
o o 
E yjF ' isto e, . g(yl ) -yiF ~ 
ou seja gyj = yi.,e fixado os representantes de r módulo rl 
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e dai . o y.Fo temos que '(1 ~ '(j segue-se que g(yll ~ e como 
J 
yjF • e região fundamental para r • temos g ~ id • 
3) Temos que ar
1 
c u a lrll ou seja 
o .;; ~ta F 1 l .;; ~ ~(ay.Fl ~ o J 
Portanto Fl é região fundamental para rl • • 
TEOREMA 3.4.5 : Seja r um grupo fuchsiano e r1 
um subgrupo de Índice finitow Se F e F1 são regiões fundamen 




Seja [r : r 1 1~ r 
Lema 3.4.4. temos que: 
e r~u{yll' j~ l, ••• ,rl • Pelo 
Fl ~ U{yj F: j~l, ••• ,r} 
Como ~ (y·.F) ~ \1 (F) 
J 
para todo -j = 1, ... ,r temos que: 
• 
OBSERVAÇÃO : Finalmente observemos que se F for u-
ma região fundamental para r , então r é gerado pelas trans-
formações g tais que gF n F~~ • (Ver [M.l] , Teorema 19) • 
CAP!TULO IV 
GRUPOS TRIANGULARES 
Vamos inicialmente introduzir os grupos triangulares e 
depois estudar a maximalidade destes. Sabemos que os grupos fuch 
sianos "em geral", são maximais. Iremos primeiramente analisar 
quando um grupo triangular, que é um caso particular de grupo 
fuchsiano, contém outro. A partir desta análise encontraremos a 
lista completa dos pares (grupo e subgrupo) no caso normal e não 
normal. 
Antes de iniciarmos o estudo dos grupos triangulares , 
façamos algumas considerações sobre grupos fuchsianos. 
Definimos grupos fuchsianos como sendo subgrupos fini-
tamente gerado de SL
2 
{lR) • Lembremo-nos que, passando o SL
2 
(lR) 
ao quociente por (±I) obtemos PSL2 (1R). Já é sabido gue a ima-
-gem inversa de um subgrupo discreto no quociente, e um subgrupo-
discreto de SL2 (IR).·Mas, o contrário nem sempre é válido.No ca 
so, facilmente vemos que, a aplicação quociente leva um subgrupo 
discreto de SL2 (JR) em um subgrupo discreto de PSL2 (lR) • Podemos 
então sem maiores problemas definir.mos grupos fuchsianos como 
sendo subgrupos discretos de PSL2 (m). Lembremos ainda que, o 
PSL2 (JR) é o grupo de todos os homeomorfisrnos conformes do semi..:. 
plano superior ~ • 
Consideraremos em nosso trabalho, somente os grupos· 
fuchsianos de região fundamental com área finita, isto é, grupo~· 
fuchsianos de l a_ • · d" f h i s espec2e1 mas 1remos apenas uc s ano , para 
simplificarmos a linguagem. 
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4 .1. DEFINIÇÕES 
Vamos agora introduzir os grupos triangulares. Pri-
meiramente consideremos urna .familia de triângulos N.E., à , a 
tais que: 
1) u aa = IH 
2) Se 
respectivamente então 
e ao a sao os interiores de 
a 0 n a 0 = ~ <=> a+ a • 
a a 
3) se aa n aa é um lado !aa de ambos 
então a inversão neste lado leva a 
a sobre aa . 
DEFINIÇÃO 4.1.1 : Dizemos que tal famÍlia forma uma 
teeelagem t~langula~ do plano hiperbólico. 
Seja b 0 um desses triângulos e a 1 , a2 e 





é chamado o gkupo de ~ime~~la~ do tftlân 
â , e, e um subgrupo do grupo das inversões G(2). Para 
o 
as reflexões a 1 , a2 e cr 3 temos as seguintes relações: 
2 
"i = 1 para i= 1, 2, 3 
r 
(cri " ) ij = 1 com i + j e j 
(rij = m se o vértice correspondente está no m) • 
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consideremos agora a intersecção do grupo r* com o 
grupo das transformações lineares G1 • O grupo G1 foi defi-
nido no primeiro capitulo, e é isomorfo ao PSL2 (~) pelo teo-
rema 1.3.4. 
Seja então: r = r* n G 1 
r é um subgrupo discreto de G1 , pois tem região 
fundamental que consiste de dois triângulos adjacentes (pelo 
Lema 3.4.4.). Portanto é um grupo fuchsiano. 
DEFINICÃO 4 .1.2 : O grupo r= r* n G1 chama-se glt!! 
po tlt.i.<tngulaJt. 
Agora para simplificarmos a notação, façamos a seguin-
te troca de variáveis: 
0 1°2 = x1 ' "2"3 = x2 ' "J"1 = XJ 
r12 = m1 ' r23 = m2 • r3l =m 3 
Podemos definir r de um out~o modo, através do se-
guinte teorema: 
TEOREMA 4 .1.3 Se r - triangular então : e um grupo 










Ver [ M.l], teorema 32 com g =O 
DEFINICÃO 4.1.4. Dizemos que [m1 , m2 , m3 J é o tipo 
do grupo triangular r . 
Vejamos agora um resultado muito importante que dá a 
condição de existência de um triângulo N.E. 
TEOREMA 4 .LS . Dados '"l' '"2' '"3 E 71.+ U{=} existe . 
triângulo de ângulos 1T 1T ..L) um <-m, """"iil' se e somente se l 2 '"3 
l + 1 + l < l Se l l + _L< l • + 
'"l '"2 '"3 '"l m2 m3 
o triângulo gera urna tecelaqern triangular do plano hiperbÓlico. 
DEMONSTRAc!\0: 
Sabemos por outras citações que esta prova se encon-
tra no artigo de Schlegel [S.l] , porém não tivemos acesso a e-
le. 
Vamos mostrar agora, gue os centros de rotação dos e-
lementos de ordem finita de r , são vértices da tecelagem tri-
angular. 
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LEMA 4 .1. 6 : Seja r um grupo triangular definido 
ml m2 m3 
1 Então todo elemento de por: xl ~ x2 ~ x3 ~ xlx2x3 ~ • o r-
dem finita r - conjugado r* m para algum em e em a xj ' 
j = 1, 2, 3 e mlmj • 
DEMONSTRAÇÃO : 
De fato, corno 6 é domÍnio fundamental para r* , to 
do elemento de ordem finita em r* admite um representante em 
' h t d ' 0 • t f' r* • Os ve"rti-u e nen um pon o e u e um pon o 1xo para 
ces de â são pontos fixos pelas transformações de r Reei-
procamente, seja z ponto fixo de r . Mostremos que z tem 
que ser um vértice de l!J: Caso contrário z está numa aresta 
e não é vértice, e então existe urna transformação (reflexão 
na aresta} tal que a. z = z 
J 
Por construção da tecelagem, 
é a Única transformação em r* que deixa z fixo. Agora, todo 
vértice P da tecelaqem, é ponto fixo para r e e conjugado 
* em r a um vértice de 8 • Assim o grupo de isotropia OP de 
p tem ordem para algum j . Finalmente seja g e r com 
ordem finita rn • Como g é elíptica, g tem um ponto fixo P 
em ~ e consequentemente P é conjugado em r* a um vértice 
de e m divide • 
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4.2. MAXIMALIDADE 
Vamos ver agora, quando um grupo triangular admite 
subgrupo. Primeiramente vamos definir rnaximalidade para um 
grupo fuchsiano qualquer. 
DEFINIÇÃO -4.2 .1 : Dizemos que um grupo fuchsiano 
r é maximal, se não existe outro grupo fuchsiano contendo r 
corno subgrupo de Índice finito. 
A fórmula de Riemann-Hurwitz para um grupo triangu-
lar r com tipo -e: 
M(r) = 1 - 1 1 
OBSERVACÃO: Se F é a região fundamental para o 
. 
grupo triangular r de tipo [ml' m2, rn3 1, pelo teorema de 
Gauss--Bonnet temos que: 1J (F) = 2 (1r 
é formado .por dois triângulos adjacentes de àngulos 
w 
Iil ' 1 
w , Ii1" • 
3 
Então ~(F) = 2w M(r) 
pois F 
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Nosso problema agora é encont~ar condições para que 
um grupo triangular admita sub~rupo. Antes porém, precisamos de 
um resultado auxiliar, a saber: 
PROPOSICÃO 4.2.2 : Seja r um grupo triangular. Se 
r 1 c r é um subgrupo de indice finito, então: 
I r 
DEMONSTRAÇÃO : 
Do teorema 3.4.5. temos que mas co-
~(F1 l = 2~M(r1 l e ~(F) = 2~M(r) temos o resultado desejado. • 
Observemos que em geral tem-se: 
PROPOSIÇÃO 4.2.3 Se r é um grupo fuchsiano e r 
contém um grupo triangular r
1 
, então r é triangular. 
DEMONSTRAÇÃO: 
Seque-se da Proposição 1 de [ s .2 1 • • 
Seja r um grupo triangular e r
1 
um subgrupo tria~ 
gular de r . Então f age nas classes {gfl , g E f} como um 
grupo de permutações. Esse grupo de permutação não é qualquer, 
:.-. tem suas propriedades caracteristicas, propriedades estas desen 
volvidas por Singerman (8.3] e que são contadas no seguinte 
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teorema; cuja prova vale para um grupo fuchsiano qualquer, mas 
que por simplicidade nos restringiremos ao caso dos grupos tri-
angulares. 
TEOREMA 4.2.4 : Seja r um grupo triangular com ti-
po [m1 , m2 , m3 J. Ent~o r contém um subgrupo r 1 com Indice 
N com tipo: 




1; pi = 3 , se e somente se: 
i=l 
a) existe um grupo de permutações finito G transiti 
vo em N pontos, e um epirnorfismo e :r ---> G satisfazendo a 
seguinte condição: 
"a permutação 6(xj) tem precisamente pj ciclos 
rn. rn. 
_L 
' ... , • nü n. J pj 
b) 
M <r 1 > = N 
M (r) 
·DEMONSTRAÇÃO : 
Suponhamos que existe tal grupo G de permutações. 
Seja G
1 
c G o estabilizador de um ponto. Como G é 





) então [r: r
1
J = N • 
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Sejam r 1r 1 , ••• ,yNrl as classes laterais à esquerda 
módulo r1 • 
Se y E r então y induz uma permutação nas r
1
-
classes por levar: 
Pondo e (y) = g e e(yi) =gi temos que g induz 
a mesma permutação nas G1-classes lateriais à esquerda: 
g 1G1 , ••• ,gNGl , por levar: 
porque yy1r1 = yrrl se e somente se gg1G1 = grGl 
Sejam x1 , x 2 , x3 os geradores de r . 






suponhamos que 9(xj) tem um ciclo de comprimento 
k • Observemos que a ordem de um ciclo é seu comprimen 
to e divide a ordem de e(xj) Então existem k classes 
r 1r 1 , ... ,yKrl tais que são permutadas por este ciclo, isto é, 
e então: -1 X~ E r1 
-1 l 





é um período de r1 ' pois 
-1 oS 
n.1 -1 m. 
(y1 y ) ) = yl xj Jyl = 1 . l 
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.Precisamos agora mostrar que existe uma correspondê~ 
cia biunlvoca entre ciclos diferentes de comprimentos menores 
que mj e geradores correspondentes a xj • 
Inicialmente observemos que ciclos diferentes de com 
primentos diferentes dão diferentes periodos. Isto segue do 
que fizemos acima pois partimos de um ciclo de comprimento k 
m. 
e chegamos em um periodo njl = ~ Então para mostrar-
mos que existe tal correspondência basta provarmos que ciclos 
diferentes de mesmo comprimento dão períodos diferentes. 
Suponhamos então que tenhamos dois ciclos diferentés 
de comprimento k correspondentes ao mesmo gerador. Então e-
xistem, digamos, k classes tais que 
e k classes tais que 
Deste modo obtemos: 
e 
• 
Corno estes dois ciclos dão o mesmo período temos que 
e 
um À e rl tal que: 
Pondo -1 yl 
assim obtemos: 
À -1 "11 
são conjugados em 
À-l(h-1 k x. 1 J 
,f: ,k yl = x. J J 
hl)À 






k x. yl J 
k ,k -1 e xj = yl X. yl J 
e dai temos que: 
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e isto implica que está no centralizador de 




onde 1 <; p <; rnj • 
e assim: 
Então 
De modo análogo podemos mostrar que dois períodos dis 
tintos não podem ser obtidos do mesmo ci~lo. 
Mostramos então que para cada ciclo de comprimento m~ 
mor que mj na permutação e (xj) existe um e somente um per!~ 
do induzido por mj em r 1 . Também se rn. J 
induz um período 
nju_ no subgrupo r 1 , então obtemos um ciclo na permutação 
~ e(xj) • de comprimento = f. digamos. Portanto temos o c i-nju 
elo xjyr1 
2 
yf 1, ... , f. algum e r • xj xj yr 1 para y . 
Reciprocamente, suponhamos que r contém um subgrupo. 
r
1 
com Índice N e com tipo: 
SU:ponh~os que 
3 
onde ~ P1 = 3 • 
1=1 
sao induzidos por m1 • 
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r age nas rl-classes como um grupo de permutações. 
Seja K o subgrupo de r de índice finito consis-
tindo de todos os elemento que fixam toda classe. Então K ~f 
Seja G =r/ . 
K 
e dai y ê r
1 
• Claramente temos que 
Seja 





e e-1 (G1 l = r1 • 
A ação de f nas r 1-classes ~nduz a mesma ação de 
G nas G
1
-classes e segue-se que 9 tem as propriedades dese 
jadas. 
b) segue-se da proposição 4.2.2. • 





demos escrever o tipo de r 1 de modo mais simples. 
DEFINIÇÃO 4.2.5 : módulo -e 
o menor inteiro r 1 tal que 
tipo 
OBSERVAÇÃO : r i divide m1 • 
Seja com lndice [F2 : r 1J= N e r 2 com 
[rn
1
, rn2 , m31. Vamos escrever o tipo de r 2 de um outro 
UNICAMP 
BifíL!:lTfC~ rq,ITPAl 
- - ' ' . ' -
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modo. Podemos rearranjar os períodos de_mane~ra que tem 
expoente rn
1 
módulo r 1 somente para O< i_< p e os outros 
xi+p tem expoente n1 < mi+p • Então r 2 tem tipo: 
onde p + q = 3 e 1 < t. < 00 • 
1 
o seguinte teorema diz qual é o tipo de rl • 
TEOREMA 4.2.6 . Se r 1 "" r2 então o tipo de . 
. N N 
[ tl 
nl n 
q J q N , ••• ,tq onde :r --= 3 i=l I) i 
rl é: 
significa que o período t 1 ocorre vezes) • 
DEMONSTRAÇÃO : 
. 
Seja agindo em sua representação regular, o 
grupo de permutações finito G do teorema anterior, e 
9 : r 2 --> G o homomorfismo natural. 
Se i .;; p temos que a ordem de módulo é 
m1 . Como 6 é um homomorfismo ternos que a ordem de 6(x1 ) tarn· 
bém • e <x1 l 
• permutação de N letras Cada ciclo e mi • e uma • 
de e (x1 J corresponde a uma Órbita em < xi> (onde <xi> é 
o subgrupo de r2 gerado por xi) de uma classe yirl • Como 
a ordem de módulo rl 
. 
temos que toda Órbita terá xi e m. • 1 
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o mesmo número de elementos, isto é, m1 elementos. Desde que 
temos N classes, teremos N órbitas de mi elementos. 
Mas, como cada Órbita 
mi 
corresponde a um ciclo temos que 
e um produto de m1-ciclos. 
tem ordem pois tem expoente 




n. = m.i+p 
1 ti 
4.2.4. temos o resultado desejado. 
Observando que para i <: q , pelo te 
• 
Como foi descrito em [A.2] , os grupos fuchsianos 
sao maximais quase sempre. Entre os grupos triangulares, que 
são casos particulares dos fuchsianos, são poucos os que admi-
tem subgrupos também triangulares. Nosso principal objetivo de 
agora em diante, se resume em encontrar a lista completa des-
ses grupos. Vamos fazer a lista dos pares (grupo e subgrupo) 
no caso normal e no caso não-normal. Já temos as ferramentas 
necessárias para este trabalho. Façamos primeiramente o caso em 
que a inclusão é normal. 
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CASO NORMAL 
Estamos interessados em achar todos os pares r, r 
0 
tal r "' r Índice finito. Se - o tipo de r que com cr e e o - tipo de r o Portanto nosso 00 e o ' escrevemos O<l 00 • 




Sejam r, ro grupos triangulares com tipos cr, ao 
respectivamente e tais que com índice N • 
Podemos supor que r 0 tem tipo: 
e que r tem tipo: 
N N 
[ tl nl ' ••• 'tq nq ] • 
Como o índice é finito temos pelo teorema 4~2.2. : 
Usando a fÓrmula de Riemann-Hurwitz obtemos: 
q 
N 1 1 - ); 
N = i=l 
ni ti 
p 1 
q 1 1 - ); E 








Desde que N deve ser um inteiro, podemos analisar 
as diversas possibilidades para os rn1 , nas quais isto aconte 
ce. 
Eliminamos o caso em que p = O pois teríamos N = 1, 
que nao nos interessa. 
Temos: 
Consideremos então primeiramente o caso em que p = 1. 




~ = -=,=....... m -1 
1 
e 71. somente se 
pois um número dividido por seu antecedente dá um inteiro so-
mente se se é igual a 2. Então rn1 = 2 • 
Consideremos agora o caso em que p =2 . Então: 
1 
N = ---~---







=> __!_ + 1 + 1 1 -= N ml m2 • 
-Nosso problema agora consiste em resolver a equaçao: 
+ __!_ = N 1 . 
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Se rn1' rn2' N> 3 temos que ; 
1 + 1 + 1 < 1 
rn1 rn2 N 
. 
Então pelo deles • < menos um e 
Suponhamos que m1 = 2 então 
_1_ + 1 1 -= ""2 m1 N 
Agora se temos 
3 • 
+ _1_ < 
N 





Observemos que m2 nao pode ser 2. Pois neste caso 
ter!amos N = w , o que nao nos interessa. 
Se m2 = 3 obtemos N=6 
Se m2 = 4 obtemos N= 4 
Vamos agora supor m1 = 3 então: 
1 + 1 2 --= 3"" • m2 N 
Observemos N> 3 -que m2' na o ocorre 
+ _1_ < 
N 
2 
-3- • Então pelo menos um deles ê 
Se = 2 






< 3 , digamos 
Assim encerra todas as possibilidades. Façamos agora 
um resumo de todos os resultados obtidos: 
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1) p = lr q = 2r ml = 2r N=2 . 
2) p= 2, q=l 
a) ml = 2 m2 = 3 N=6 
b) ml = 2 m2 = 4 N= 4 
c) ml = 3 m2 = 2 N=6 
d) ml = 3 m2 = 3 N= 3 
Observemos que a) e c) sao as mesmas soluções. 
Vamos analisar cada um destes resultados. 
l) p =.1 r q = 2 r m1 = 2 , N = 2 
-Neste primeiro caso lembremos como sao os tipos do 
grupo ro e do subgrupo r 
N N 
. . 
o= [t1 nl, •• ·.,tqnq J onde 
Neste caso temos : q= 2 e 
. 2 
2 2 2 l: = 3 => + = 
i=l ni nl n2 
Facilmente vemos que nl = 
Então temos: 
N=2 então . . 
3 • 
l e n2 = 2 . 
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2) p=2, q=l. 
Neste caso ternos: N --= 
a) m
1 
= 2 , m
2 






= 4, N = 4 • 
Neste caso ternos 4 = -3-
N 
3 
então n1 = 2 • 
. Eliminamos este caso 
porque n
1 
tem que .ser inteiro. 




= [ 3, 3, t 1] e a= [t1 , t 1 , t 1] 
Estes resultados obtidos provam o seguinte teorema: 
TEOREMA 4.2.7 . A seguinte é a completa lista de ti . 
pos a, ao representando grupos triangulares tais que a .., ao 
a ao :fndice 
[ t,t,t] [3,3,t] 3 
[ t,t,t] [ 2,3,2t] 6 





Vamos encontrar agora todos os tipos cr, cr
0 
represen 
com Índice fi tando grupos triangulares para os quais 
nito e a inclusão é não normal. 
o c: o 
o 
TEOREMA 4. 2 ... 8: A seguinte é a completa lista de ti-
pos cr, cr
0 
representando grupos triangulares para os quais 






















[ n,2n,2n J 



























de Riemann-Hurwitz indice N - dado· por: o e 
1 1 1 1 - !.1 - --
N = 
m1 n1 
1 1 1 1 - -:r m n 
A primeira condição é N > 2, porque a inclusão é 
não-normal. Outra condição é que os períodos de a devem divi 
dir os períodos de cr
0 
• 
Podemos supor ! < m < n e Como 
os períodos l 1 , m1 , n1 dividem os períodos l, m, n podemos 
ainda escrever que : !1, m1, n1 < n • Então: 
1 3 ---n n-3 
N< = 
1 1 __ 1_ 1 1 
<1-·--:r - fi> n (1- -y- - -) -1 n m 
valor 1 a 
A função f (x) = x-3 ax-1 , quando X-->~ 




1 -:r- 1 m 
Através desta desigualdade, e sabendo que 
vamos agora eliminar diversas possibilidades. 
Vejamos então para quais valores de !, m 
1 
i l < 3 1 - -:r --m 
1 -
1 ...L> 1 => .1 ...L< 2 T 3 -:r+ 3 m m 
tende ao 




Consideremos agora os seguintes casos: 
1) Se .e.= 2 obtemos m > 6 • 
Eliminamos então os casos para os quais l. = 2 e 
m > 6 • Resta analisar quando l = 2 e m < 6 • Obtemos os se 
guintes tipos: [ 2,2,n], [ 2,3,n], [ 2,4,n], [ 2,S,n] e [ 2,6,n] • 
Como 
Como 
2) Se .e.= 3 obtemos m > 3 • 
Então eliminamos os caso para os quais l = 3 e rn > 3 • 
l < rn, resta a considerar apenas o caso: [3,3,n] 
3) Se . .e. = 4 obtemos m > 2 • 
Então eliminamos os casos para os quais l = 4 e m>2 • 
m > .e_ -nao resta nenhum outro caso a considerar. 
4) Se .e. > 4 





1 1 + -4- = -2- < 
Então nao temos nenhum caso a considerar. 
• 
Resumindo, obtemos os seguintes resultados: 
(2,2,n], [2,3,n], [2,4,n], [2,5,n], [2,6,n], [3,3,n]. 
Ainda podemos eliminar alguns desses casos. 
Consideremos o tipo [2,2,n]. o subgrupo triangular 





N = = 3~n • 
1 
1 l 1 - -- - - -2 2 n 
Como n > 2 temos N < 1 Então eliminamos este 
caso pois N>2. 
Consideremos o tipo [2,S,n] • O subgrupo triangular 
de maior Índice tem tipo [n,n,n) • Então o Índice é dado por: 
1 3 -
-n 10(n- 3) 
N = = 
1 
1 1 1 3n -10 - -2- - -5- - n 
Como n > 5 temos que :::.1.:..0 ""( n~--=-3_,_) c; 4 o 
3n -10 
Facilmente concluirnos que a Única possibilidade para 
neN serinteirosé: n=S e N=4.Masse[S,S,5]~[2,S,S], 
pelo teorema 4.2.4, teríamos urna imagem homomórfica de [2,2,5) 
agindo transitivamente em 4 pontos. Um elemento de ordem 5 de 
veria então fixar todos os 4 pontos e isto implicaria; pelo 
teorema 4.2.4. , que existiriam 4 per!odos 5 em a , uma con-
tradição. Portanto.eliminamos também este caso. 
Consideremos o tipo [2,6,n]. O subgrupo triangular 
de maior Índice tem tipo [n,n,n]. Então o Índice é: 
1 3 - n 
N = = 1 
1 
•t 1 1 - 2 - 6 - n 
Portanto este caso está também eliminado, porque N>2a 
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-Consideremos o tipo { 3f3,n]·~ O subgrupo triangular 
de maior índice tem tipo [n,n,n] e o índice é 3 • Mas este 
caso já ocorreu no teorema 4.2.7. Toda tal inclusão é normal, 
porque o Único grupo de permutação possível é 1l
3 
em sua re-
presentação regular. Logo este caso também vamos eliminar. 
Portanto, nós devemos somente considerar cr0 = [ 2,3,n 1 
ou [ 2,4,n 1 e determinar se as duas condições nos subgrupos 
sao satisfeitas. Então nós temos que olhar para o grupo de pe~ 
mutações apropriado. Alguns casos são facilmente eliminados. 









então o Índice seria 15 e assim o elemento de ordem 2 no 
grupo de permutação deveria fixar pelo menos um ponto. Mas, en 
tão pelo teorema 4.2.4., teriamos um período 2 no subgrupo. 
Outros casos são mais dificeis para eliminar. Por exemplo 
. 
[ 3 f 7 f 7 1 $ [ 2 f 3 f 71 com Índice 16. Tentativas e erros mostram 
que não existe imagem homomórfica de [2f3f7] agindo transiti 
vamente em 16 pontos. 
Agora vamos exibir todos os grupos de permutações 
nos casos A- K do teorema. Se r 
0 
tem tipo [ .t, m, n] e re 
presentação: 
nós precisamos apenas escrever as permutações 9(x), e(y) e 
e(xy) , onde e é o homomorfismo do teorema 4.2.4. 
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ecxl e (y1 e Cxyl 
A (1,22)' (2, 71, (3,11)' (1,22,21, (3,12,7l., (1,2, ••• ,7}, 
(4,17)' (5,20!, (6,12)' (4,18,111, (8,23,9), (8,9, •.. ,14), 
(9,1_4} 1 (13,19) 1 (10,18) 1 (5,21,177 1 ("6-,13,201, (15, .•. ,21), 
(8,23)' (15,24)' (16,211. (10,19,14)' (15,24,16). (22)' (23) ,(24). 
B (1,3)' (2,8) '(7 ,51' (1,4,5), (2,8,3), (1,2, ... , 7), 
(6,9),(4). (7 ,6,9). (8),(91. 
c (1,8) '(2,71 'Cl,41 '(5,61. (1,8,2)' (3,5, 7!, (41' (6!. (1, ••• ,7),(8). 
D (12,5)' (4,6)' (3,9)' (12,6,5), (11,2,1-l. (1,. .• ,8}, 
(2,8)' (1,111, (10' 7!. (9,4,7)' (10,8,3I. (9 ,lO), (11), (12). 
E (7 ,9} 1 (10,_4) 1 (8,6} 1 (8, 7,91 1 (5,4,1QI 1 (1, ... ,8), 
(3,5)' (1,2). (1,3,6)' (2). (91, (lO). 
F (1,10!' (6,6}, (11,4! (1,10 ,2)' (4,11,51' (1, .... ,9)., 
(3,5)' (12, 71' (2,91. (7 ,12,8}' (~,3,61. (101, Clll, (121. 
G (1,6)., (2,3),(4,5}. (1,6,2,4!, Cl1, CSL (1, ••• ,5},(6}. 
H (1,31' (4,51' (2,6!. (1,4,51, (;;!,6,31, {1, ••• ,4}' (5}' (6}. 
I (1,3)' (2,41. (1,3,2,4L (1,2!' (3)' (4). 
J (1,4)' (2,3). (1,4,21' (3). (1,2,3) '(4). 
K (1,3) '(2}. (1,3,2}. (1,21' {3}. 
Consideremos o caso A. Neste caso x tem ordem 2. 
e(x) nao tem nenhum ciclo de comprimento menor que 2. Então 
nao há contribuição para geradores de r • O gerador y tem or 
dem 3 e 6(y) nao tem nenhum ciclo de comprimento menor que 3. 
Logo também não há contribuição nenhuma para os geradores de r. 
~gora (xy) tem· ordem 7 e 6(xy) tem ciclos de comprimento 
menores que 7 Neste caso há contribuição para os geradores 
de r • Estes 3 clclos tem comprimento 1 , logo os períodos 
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para T são ·7, 7, 7 • Devido a existência do grupo de permu-
tações apropriado,, temos que realmente existe o subgrupo (7, 7, 7] • 
De modo similar encontramos todos os outros casos.Ob-
temos assim a lista completa dos tipos cr, cr
0 
representando 
grupos triangulares para os quais com índice finito, 
e a inclusão é não normal. • 
Vamos agora exibir as regiÕes fundamentais para al-
guns desses pares obtidos. 
Primeiramente consideremos no caso normal o par 
com indice 2. A figura abaixo re-
presenta os triângulos correspondentes às tecelagens associadas 







Consideremos agora, no caso não-normal os resultados 
H e K • Vamos exibir os triângulos das tecelagens correspon-
dentes a 
CASO H : 
c 
CASO K : 
A 
c 
a= [n,4n,4n] , cr
0 
= [ 2,3,4n], N =6 • 
A 
6 ABC --> fJ 




cr = [2,n,2n], cr
0 
= [2,3,2n], N=3. 
6 ABC -> fJ 
6 ADC 
D B 
OBSERVAÇÃO : Pode-se mostrar que SL
2 
(1Z) o conjunto 
de todas as matrizes em SL2 (~) com coeficientes inteiros, nada 
mais é que [2,3,~1, e que [2,~,ooJ é subgrupo de índice 3, 
r 3,3,m] é subgrup·o de Índice 2 e r co,m,m] é subgrupo de Índi 
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Neste caso o - r f ce 6 ' I co m lXI 1 nada mais é que r(2) onde 
r (2) a 5 ±I modulo 2} = [ g 6 SL2 ( lZ) : ~
Congruência de n!vel 2. -= subgrupo de 
Também SL 2 {:ZZ )/ ~ 5 3 (grupo de permutações 
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