In physics-based engineering modeling, the two primary sources of model uncertainty, which account for the differences between computer models and physical experiments, are parameter uncertainty and model discrepancy. Distinguishing the effects of the two sources of uncertainty can be challenging. For situations in which identifiability cannot be achieved using only a single response, we propose to improve identifiability by using multiple responses that share a mutual dependence on a common set of calibration parameters. To that end, we extend the single response modular Bayesian approach for calculating posterior distributions of the calibration parameters and the discrepancy function to multiple responses. Using an engineering example, we demonstrate that including multiple responses can improve identifiability (as measured by posterior standard deviations) by an amount that ranges from minimal to substantial, depending on the characteristics of the specific responses that are combined.
Introduction
The quantification of model uncertainty is important to better understand how a computer model represents physical reality. Two primary sources of uncertainty that account for differences between a computer model and physical reality are parameter uncertainty and model discrepancy [1] . Parameter uncertainty results from unknown calibration parameters of the computer model, whereas model discrepancy results from missing physics and other inaccuracies of the computer model. Identifiability of the calibration parameters and the discrepancy function (which represents the effects of model discrepancy) is important because it allows one to (1) learn the underlying values of the calibration parameters, (2) better understand the deficiencies of the computer model, and (3) more accurately predict the experimental response. However, as demonstrated in our companion paper [2] , distinguishing these two sources of uncertainty based on using only a single response is usually difficult (albeit possible in some situations).
In engineering systems where there is a lack of identifiability with a single response, we propose in this paper the use of multiple responses as additional information to improve identifiability. In this work, multiple responses are considered to be a collection of single responses of different quantities (e.g., load force, displacement, stress, etc.), each of which can also be measured over time and/or space. When the multiple responses are mutually dependent on the same set of calibration parameters, the information obtained from them can be combined to better infer the true value of the calibration parameters. We note that multiple responses usually can be "measured" for free in computer simulations, as they are automatically calculated in the simulation. Hence, the added cost of observing multiple responses is that associated with their measurement in the physical experiments.
To quantify the uncertainty that results from having to interpolate the responses between discrete input sites at which they are observed in expensive computer simulations or physical experiments, multiple response surrogate models are necessary. One existing body of work uses a multiple response Gaussian process (MRGP) model, which is defined by its mean and covariance functions, as a surrogate model representing only the computer model. Most existing work uses the same mathematical structure for the mean function. However, for the covariance function two different mathematical structures are common. References [3] [4] [5] [6] assign an indexing variable to each response, which is treated as an additional input over which the covariance function is defined. This is only applicable if the multiple responses are inherently ordered in a manner that permits such an indexing.
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More recently, Conti et al. [7] [8] defined a covariance function that is the combination of a spatial correlation function and a discrete covariance matrix, the latter representing the covariance between responses. This covariance parameterization is relatively simple yet flexible, and the resulting MRGP model is a straightforward extension of the well established single response Gaussian process model [8] . Therefore, we adopt this covariance function to construct the MRGP model for both the computer model and the discrepancy functions.
Although using multiple responses to quantify computer model uncertainty based on experimental data has been considered in previous literature, the "multiple responses" were restricted to a single response measured at multiple spatial and/or temporal locations [9] [10] [11] [12] .
Furthermore, the prior work focuses solely on predicting the experimental response and not on identifiability of the calibration parameters and the discrepancy functions. As demonstrated in our companion paper [2] , different combinations of the calibration parameters and the discrepancy functions can often result in the same experimental response prediction, which is the root of the identifiability problem.
In our companion paper [2] , we shed light on the challenging problem of identifying the calibration parameters and the discrepancy function when combining single-response data from a computer model and physical experiments. The main objective of this paper is to show that identifiability can be improved by including multiple responses in the model updating formulation. We first extend the single response modular Bayesian approach [1] to multiple responses in Section 2, which we use to calculate the posterior distributions of the calibration parameters and the discrepancy functions. In Section 3, we apply the multiple response modular Bayesian approach to the same simply supported beam example introduced in [2] . Whereas identifiability was not achievable using only a single response in [2] , we show here that identifiability can be substantially enhanced using certain combinations of multiple responses. Section 4 concludes the paper.
Multiple Response Modular Bayesian Approach
In [2] , we reviewed the single response modular Bayesian approach to calculate the posterior distributions, which quantify the posterior uncertainty of the calibration parameters and the discrepancy function, by integrating data from both simulations and experiments. In this section, we extend the modular Bayesian approach to incorporate multiple responses. To do this, we reformulate the model updating formulation of Kennedy and O'Hagan [1] as model to the computer model and the discrepancy functions in two separate modules (Modules 1 and 2). These two MRGP models account for the interpolation uncertainty, which is a result of having to interpolate between the observations of the finite set of simulation and experimental data [1] [2] 13] . After fitting each MRGP model, one calculates the posterior distributions of the calibration parameters, the discrepancy functions, and the experimental responses (Modules 3 and 4). Details of each module in the multiple response modular Bayesian approach are provided in the following subsections.
Multiple Response Gaussian Process Model for the Computer Model (Module 1)
In Module 1, a MRGP model is fitted to the computer responses and used to infer their values at input sites other than those that were simulated. Following Conti et al. [7] [8] , the prior for the MRGP model is
where Gaussian process model when q = 1. We use a Gaussian correlation function Reference [7] provides some justification, beyond the relatively simple parameterization that results in tractable computations, for using the covariance structure in Eq. y can be standardized to have a sample mean of 0 and a sample standard deviation of 1 [17] . Details of the MLE algorithm can be found in Appendix A. 
Multiple Response Gaussian Process Model for the Discrepancy Functions (Module 2)
The MRGP model of the experimental response is the sum of two MRGP models representing both the computer model y i m (x,θ θ θ θ) and the discrepancy functions δ i (x). This MRGP model will then infer the experimental response y i e (x) at any point x.
To define the MRGP model for the experimental response, we first need to define the MRGP model for the discrepancy functions, which is the focus of Module 2. The prior of the MRGP model for the discrepancy functions is ( ) 
Posterior of the Calibration Parameters (Module 3)
Module 3 calculates the posterior of the calibration parameters using the MLEs of the hyperparameters from Modules 1 and 2, the simulation data, and the experimental data. The posterior of the calibration parameters is
where φ φ φ φ are the MLEs of ϕ = {ϕ m , ϕ
T is the complete response data, and p(θ θ θ θ) is the prior of the calibration parameters (e.g., a uniform distribution defined a 
Prediction of the Experimental Responses and Discrepancy Function (Module 4)
After estimating the hyperparameters in Modules 1 and 2 and collecting the simulation and experimental data, the conditional (given a specific value of θ θ θ θ) posterior distribution for the experimental responses can be calculated at any point x. The unconditional posterior distribution is then obtained by marginalizing the conditional posterior distribution with respect to the posterior of the calibration parameters calculated in Module 3, as discussed in Appendix E.
Therefore, the marginalized posterior distribution of the multiple experimental responses accounts for parameter uncertainty, model discrepancy, interpolation uncertainty, and experimental uncertainty (see our companion paper [2] for more details on the sources of uncertainty). Since the discrepancy functions are also represented by a MRGP model, their posterior distributions can be calculated in a similar manner. One should note that the MRGP model prediction of the discrepancy functions will depend on the value of the calibration parameters. Therefore, similar to the prediction of the physical experiments, we marginalize the prediction of the discrepancy functions with respect to the posterior distribution of the calibration parameters.
Identifiability: A Simply Supported Beam
In this section, we revisit the simply supported beam example, introduced in our companion paper [2] , to show how using multiple responses can improve the identifiability of the calibration parameters and the discrepancy functions. Briefly (refer to [2] for details), the simply supported beam is fixed at one end and supported by a roller on the other end. A static force is applied to the midpoint of the beam to induce various responses, e.g., deflection and stress. The magnitude of this force was chosen as the design variable x, while Young's modulus was treated as the calibration parameter θ. For generating the "physical experiment" (which we take to be the same computer simulations but with a more sophisticated material law) data, the true value of the calibration parameter is set to * θ = 206.8 GPa. However, we treat * θ as unknown during the analysis and assign a uniform prior distribution over the range 150 ≤ θ ≤
Identifiability with Single Responses
Before using multiple responses for the simply supported beam, we first examine the resulting identifiability from using only single responses. Table 1 Because of the relatively large amount of experimental data and no experimental uncertainty, the posterior distribution of the experimental response for each single response was accurate and precise (see Fig. 8 (a) of ref. [2] for y3 of this paper). Even so, the calibration parameter and the discrepancy function are not identifiable as evident from the high uncertainty reflected by their posterior distributions, as shown in Fig. 2 for responses 1 through 4 (similar results were obtained for y5 and y6 but are not shown due to space). Table 2 shows the resulting posterior mean and standard deviation of the calibration parameter for each single response. The large posterior standard deviations in Table 2 again indicate a lack of identifiability. Since the experimental data are already relatively dense, additional data will not improve identifiability when using only a single response. Instead, in the remainder of this section we explore the use of multiple responses to enhance identifiability. 
Identifiability with Multiple Responses
With the goal of enhancing identifiability, the procedure described in Section 2 combines information from multiple responses. In general, there will often be many responses that are automatically calculated in the computer model and that could potentially be measured Table 3 shows the resulting posterior mean and standard deviation of the calibration parameter for each set of responses. In cases where the posterior distribution is not normal, as in Table 3 , is defined as ( ,
σ . We focus on this as the key metric, as it represents the improvement in identifiability that is achieved by considering multiple responses in this example. The posterior standard deviations in absolute terms are also important, but these depend on a host of other complex factors and considerations.
To better visualize improved identifiability, Fig. 3 shows the posterior distributions of the calibration parameter and the discrepancy functions for three sets of multiple responses with different degrees of identifiability improvement. The sets of responses shown in Fig. 3 (a) , (b), and (c) will from hereon be referred to as Case 1, 2, and 3, respectively, and are labeled in Table   3 . These three cases were chosen as a representative set of the 15 combinations of responses show in Table 3 .
As can be seen in Table 3 and Fig. 3 , the extent of the identifiability improvement varies widely from pair to pair. In Case 1, the combination of the strain y 1 and the plastic strain y 2 enhances identifiability little beyond that of a single response, and the resulting posterior distributions in Fig. 2 (a) and (b) for the single responses are similar to those in Fig. 3(a) for the pair of responses (a 14 % improvement, from Table 3 ). In contrast, in Case 2, the combination of the plastic strain y 2 and the angle of deflection y 3 resulted in a much more substantial improvement in identifiability. Specifically, the posterior distributions shown in Fig. 3(b) represent a 59% improvement in posterior standard deviation (see Table 3 ). Fig. 3 Posterior distributions of the discrepancy functions and the calibration parameter using multiple responses for (a) y 1 and y 2 , (b) y 2 and y 3 , ad (c) y 3 and y 4 .
In Case 3, the combination of the angle of deflection y 3 and the internal energy y 4 resulted in even more substantially enhanced identifiability. The corresponding posterior distribution in Fig. 3(c) is much more narrowly dispersed (a 79% improvement, from Table 3 ) than for the single response cases. Additionally, the posterior mean of the calibration parameter is quite close to the true value of posteriors of the discrepancy functions δ 3 (x) and δ 4 (x) capture the true functions with relatively small uncertainty. These three cases are representative of the varied improvements in identifiability for all pairs of responses listed in Table 3 .
In the simply supported beam example, 12 out of the 15 pairs of responses resulted in an identifiability improvement of 25% or more. The degree of improvement varied from little (e.g., 14%) to moderate (e.g., 24% and 32%) to substantial (e.g., 87%). This example illustrates that if identifiability cannot be obtained using a single response, multiple responses may be used to achieve improved identifiability.
Conclusions
Computer models in engineering applications are not perfect representations of physical reality, and distinguishing between the sources of model uncertainty is often difficult. In this work, we have shown that identifiability can be enhanced by using multiple responses in model By applying the multiple response modular Bayesian approach developed in this work to the simply supported beam example, we showed that including multiple responses can improve identifiability. In this example, the majority of paired responses resulted in an identifiability improvement of over 50%, and some pairs resulted in an improvement of over 85%. Across all pairs, the resulting improvement in identifiability varied from 14% to 87%. Overall, the simply supported beam example illustrates the effectiveness of using additional information from multiple responses to improve identifiability, when identifiability cannot be achieved using a single response.
As with the single response modular Bayesian approach, one limitation of the proposed multiple response modular Bayesian approach is the computational cost, which is predominantly affected by the number of observations (see our companion paper [2] ). Using additional responses also increases the computational cost, but not as significantly as adding observed data. Although in the examples the number of calibration parameters was less than or equal to the number of responses, this is not a requirement for identifiability (much like how regression modeling with a single response variable can be used to fit a model with multiple parameters).
Of course, using more responses will generally improve identifiability, but this improvement will depend on the specifics of the system (including the form of the computer model, the physical experiments, and the discrepancy functions), the multiple responses being measured (as seen in Fig. 2 and Fig. 3 ), and the location of the measurements in x. In light of this, it is difficult to generalize how many responses are necessary to achieve identifiability based on the number of calibration parameters.
Future research is needed to better understand why certain combinations of multiple responses improve identifiability much more than others. This understanding could be used to develop a systematic methodology for choosing the additional responses to measure experimentally that result in optimal improvement in identifiability. In the simply supported beam example, it appears that combining the two most similar responses (y 1 and y 2 , which are both strains) results in the least improvement. But no other clear patterns emerge from the example. Further study of this important issue is the subject of ongoing research.
Together, this paper and the companion paper [2] shed light on the challenging problem of identifying calibration parameters and discrepancy functions when combining data from a computer model and physical experiments. They demonstrate that identifiability is often possible and can be reasonably achieved with proper analyses in certain engineering systems.
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The MLE of B m is found by setting the derivative of Eq. (A2) with respect to B m equal to zero, which gives
The MLE of Σ m is found using result 4.10 of ref. [19] , which yields 
where the outer expectation and covariance are with respect to the posterior distribution of the calibration parameters. Eqs. (E5) and (E6) are derived using the law of total expectation and the
