Abstract-The work presented here proposes a new voice conversion (VC) approach based on hidden Markov models (HMMs) for spectral conversion and excitation estimation. This paper is divided in two main parts: First, an initial HMM-based VC system is presented and compared to a state-of-the-art ML-GMM VC system in a monolingual conversion scenario with parallel training data; The second part shows the necessary modifications to use the HMM VC system in a cross-lingual conversion scenario and compares it with a cross-lingual VC system based on artificial neural networks (ANNs). The results of the tests show improved performance of the proposed HMM VC system compared with both the ML-GMM and ANN-based VC alternatives, while at the same time keeping most of the flexibility afforded by the ANN approach with respect to training data requirements.
I. INTRODUCTION

U
NDER normal conditions human beings are able to identify individual speakers solely from their voices. Voice Conversion (VC) systems are designed with the objective of transforming segments of speech from a given source speaker so that it can be identified as spoken by a different target speaker, without altering the linguistic content of the original utterance. Several applications for voice conversion have been proposed in the literature, including: personalization of text-to-speech systems [1] , [2] , movie dubbing [3] , foreign language learning [4] , and as a component in speech-to-speech translation systems [5] .
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training mode involves three main operations: feature extraction, feature alignment, and feature mapping. The transformation mode, on the other hand, extracts the same source speech features as in training and then applies pre-defined conversion rules to estimate the equivalent target features. The final step is the synthesis of converted speech from those converted features. Both training and conversion begin with the extraction of features from a speech waveform. Previous studies on speaker identification by humans have helped to determine which speech features are more important for successful voice conversion. It has been found that average F0 and speaking rate are of great importance for a convincing conversion at the suprasegmental level [6] - [8] . At the segmental level, research efforts have been largely based on the classic excitation-filter model of speech production [9] - [11] , which treats speech as the output of a time-varying filter (representing the vocal tract) when excited by a source signal (representing the glottal excitation). Most of the previous work in the area has focused on finding an effective mapping between source and target short-time vocal tract representations, as they have been found to be closely related to the perception of speaker identity [6] , [12] . Several different sets of vocal tract features have been proposed for extraction. Formant frequencies and bandwidths [13] , [14] , Log Area Ratios (LAR) [15] , Mel-Frequency Cepstral Coefficients (MFCCs) [4] and reflexion coefficients [16] , have all been proposed for use in VC systems. In addition to the short-time vocal tract representation, the excitation signal also contains valuable information not only for speaker identification but also for speech naturalness [17] - [19] . However, due to difficulties with modeling and processing of the excitation signal, it has received less attention in voice conversion systems than vocal tract features. Nonetheless, there is evidence that including processing of the excitation signal, as well as the more commonly used pitch, speaking rate, and short-time vocal tract representations, in a VC system can improve the overall performance [11] , [18] , [20] .
Training ends with the estimation of mapping functions between target and source feature spaces using machine learning algorithms. Initial attempts used mapping functions based on Vector Quantization (VQ) [21] , where the features from target and source speakers are clustered separately, and then a correspondence between the two resulting codebooks is defined. The conversion results from VQ-based approaches are considered acceptable. Other approaches have used Artificial Neural Networks (ANNs) [22] - [24] and Self-Organizing Maps (SOMs) [25] as mapping functions, with similar results to VQ-based techniques that use large codebooks. Currently, most VC systems use Gaussian Mixture Models (GMMs) for converting speech features [18] , [26] - [28] , mainly because GMM-based systems have shown better converted speech quality than previous approaches, and GMMs have also been applied with success to speaker identification, which is a problem closely related to VC [29] . The work presented here shows an alternative VC framework that differs from the previous works by focusing concurrently on the following aspects:
• Most approaches to VC are one-source speaker to one-target speaker methods, meaning that the transformation function needs to be completely re-trained every time a new source or target speaker is considered [18] , [26] , [27] , [30] . More recent works have proposed methods that allow the conversion of an arbitrary source speaker without need to re-train [23] , [31] . However those source-independent VC systems focus on building detailed acoustic models of the target speaker that are dependent on the phonetics of the language spoken by this target speaker. Such models are not appropriate in scenarios such as cross-lingual VC, where the converted speech needs to be synthesized in a language different from the one spoken by the target speaker. Therefore, only the acoustics of the particular target speaker should be captured independent of the language being used. The method proposed here builds models for the acoustic characteristics of the source speaker's language as well as specific characteristics of the target speaker, while achieving independence from a particular source speaker.
• In previous works the excitation signal is modeled as a simple combination of periodic and random pulses [23] , [27] , [30] , [31] , or when a more involved model is used, with a corresponding strategy for its conversion [18] , only static, i.e. frame-by-frame, features are used. Here a method proposed previously by the authors [20] , [32] is incorporated to deal with the excitation signal, capturing more details about the target speaker by considering the dynamic effects between consecutive speech frames.
• Careful manual or automatic phonetic labeling of the training data is usually required in order to find a mapping between the features of target and source speakers representing the same phonemes [18] , [22] , [26] , [27] , [30] . Such labeling and mapping may not be practical or feasible in some scenarios, particularly in cross-lingual VC where the phoneme sets are different in most cases. Similar to [23] , the proposed approach presented here automatically groups and maps relevant features regardless of their phonetic interpretation, but while [23] uses ANNs, here Hidden Markov Models (HMMs) are used in order to better capture the dynamic relationship between features in consecutive speech frames. Standard GMM-based VC systems [18] exploit only static relationships between source and target speakers feature vectors ignoring the effect surrounding frames have on the current one, caused by the continuous nature of speech. Some newer methods have been proposed that try to exploit dynamic characteristics of the feature vectors in order to improve VC performance. For example, in [33] the standard GMM method is extended by concatenating each feature vector with a vector of dynamic features (deltas) for that time frame. Then, the linear estimation equations from [10] are recalculated so the target features can be estimated from these new extended feature vectors. An alternative approach was proposed in [34] . That work uses linear estimation based on kernel transformation instead of joint GMMs. Additionally, dynamic information between frames is captured by extending the transformation kernel for each frame using the kernels from the previous and following frames. A recent approach [35] uses a weighted linear combination of speech segments, called exemplars, which span multiple consecutive source frames to construct the target frames. The linear combination weights are constrained to be sparse to avoid over-smoothing, and high-resolution spectra are employed in the exemplars directly without dimensionality reduction to maintain spectral details. This approach still requires parallel data for training. On the other hand, the work presented here uses HMMs in order to model the inter frame dynamic characteristics and is a modified version, plus a more detailed description and additional testing, of the one presented by the authors in [36] . Previous approaches have used HMMs to capture dynamic temporal relationships between target and source features [31] , [37] - [39] . However, those earlier proposals require phonetic labeling or parallel data for the training speech, making them not easily applicable in scenarios of cross-lingual conversion with no bi-lingual training data. On the other hand the HMM-based system proposed here eliminates the phonetic labeling and parallel data training requirement. Moreover works like [31] , [37] - [39] focus on using HMMs to transform vocal tract spectral features, while, as mentioned above, the approach described here combines conversion of spectral features with estimation of target excitation features, both using HMMs. Therefore the proposed work expands on the use of HMMs for voice conversion and compare its performance with VC systems based on GMMs and ANNs.
The rest of this paper is organized as follows: Section II describes the proposed HMM-based VC approach in a monolingual conversion scenario and assuming that a parallel database is available for training, a GMM-based VC system using dynamic features based on [33] is presented as comparison; Section III presents the comparative performance of the two monolingual VC systems based on subjective listening tests; Section IV move onto the modifications needed on the HMM-based VC system to use it on a cross-lingual conversion scenario, providing the ANN-based approach described originally in [23] as comparison; in Section V presents and discusses the results from cross-lingual listening tests using both VC systems described in the previous section; finally, Section VI summarizes this work and offers conclusions and future work.
II. MONOLINGUAL CONVERSION SCENARIO
A. ML-GMM Voice conversion
As stated in Section I, most state-of-the-art VC systems use some kind of GMM-based transformation function for mapping vocal tract features from source to target speakers. Instead of using a frame-by-frame conversion process as in conventional GMM-based VC, the method described on this section, and first proposed in [33] , uses a trajectory-based conversion process, written as , where is a mapping function. And vectors and are time sequences of the source and target feature vectors respectively. Therefore, all target feature vectors for a particular time sequence are estimated simultaneously. This algorithm converts a single source speaker into a single target speaker and works on monolingual data requiring a parallel training database, i.e. recordings of target and source speakers saying the same sentences must be available for training. Next, a summary of how this algorithm works is presented. For complete details please refer to [33] .
Spectral Conversion:
• 2D-dimensional source and target feature vectors are created, and , consisting of D-dimensional static and dynamic features at frame t [33] . Then the time sequences to be mapped are then:
• A join vector is defined and then used to compute a joint GMM model . Then, the following likelihood function is maximized to perform the spectral conversion: (3) where is a sequence of mixture components.
• The time sequence of converted feature vectors ( ) is determined using a Maximum Likelihood (ML) criteria:
The computation is performed by first making explicit the relationship between the sequence of static feature vectors and the sequence of static and dynamic feature vectors using the linear transformation , where is a -bymatrix. The Expectation-Maximization (EM) algorithm is used to iteratively compute the required parameters and finally getting . Please refer to [33] for a complete derivation and also a demonstration that a standard GMM-based VC system for spectral conversion is an approximation of the system on this section without dynamic features.
Excitation Estimation:
• The system proposed in [33] deals only with spectral transformation. However, the system proposed in the present work uses spectral transformation plus excitation estimation to perform voice conversion. Therefore, it was decided to extend the work in [33] with the excitation estimation procedure proposed in [10] . The objective of excitation training is to build a GMM-based classifier and an associated excitation codebook as a way to model the probabilistic relationship between the spectral feature vectors and the corresponding excitation vectors. First, p-dimensional spectral features ( ) are extracted for every voiced frame from the target training corpora. Then the corresponding magnitude and phase components of the excitation are computed by subtracting the magnitude and phase spectra from the original speech. Both spectral components of the excitation are re-sampled to 100 points to obtain training vectors of the same length. Next a Q-mixture GMM is trained on using the EM algorithm.
, represents a p-dimensional normal distribution with mean vector and covariance matrix , and represents the weight for the qth mixture. Then, , and are, respectively, the complete set of values of , and for q = 1 to Q. To populate a codebook with magnitude entries , the GMM posterior probabilities of for each class and frame are calculated as: (6) Then -th magnitude entry is computed as:
Each vector represents a weighted sum of all excitation magnitude spectra , with the weights corresponding to the degree of membership to class , i.e the fractional term in Equation (7). On the other hand, the phase component of each codebook entry is chosen using the phase from the excitation vector with maximum likelihood, i.e. maximum .
• To estimate excitations from a new set of spectral feature vectors ( ), the first step is to compute the GMM posterior probabilities for for all frames and classes using Equation (6) . Then, the estimated magnitude for the excitation is computed as a weighted sum of magnitude codebook entries. Universal HMM (U-HMM): Similar to universal speaker models used in fields like speaker identification, the universal voice model in the proposed HMM VC system is trained using speech from multiple speakers and represents the spectral feature space distribution for a particular training language. The goal of the universal model is to capture the acoustics of the source speaker language independent on the actual source speaker, enabling the use of the system by several source speakers without needing additional training. In this work the universal model is an HMM , where: • are the observations of the model, in this case the spectral features. For the proposed model LSFs are used as spectral features instead of Mel-cepstrum coefficients because previous work (e.g. [10] , [40] ) has found them to generate converted speech of higher quality with respect to other spectral features when used in conjunction with excitation estimation, as it is the case with the work presented here. The dimensionality L of the feature vector is a model parameter to be set.
• is the set of hidden states. It must be noted that on the proposed HMM-based system, contrary to other works like [31] , the model's states do not correspond directly to phonemes but rather to acoustical units determined dynamically and automatically from the training data. The number of states (N) is a model parameter to be set during training.
• is a N vector representing the set of initial states probability. During training the start of each segment of active speech is detected and used to compute .
• is a matrix containing the interstate transition probabilities.
• is the set of output probability distributions for each state. In the proposed model GMMs are used as output distributions, therefore the number of mixtures M is a model parameter to be set during training. To determine the universal voice model, HMMs with different values for N and M, as well as inter-state connection limitations (e.g. fully-connected, left-to-right) are trained and a ML criteria is used to select the model that better fits the training data. Training is performed unsupervised and with no manual training labels. Automatic labels are generated to mark and discard pauses in speech as well as to identify voiced and unvoiced speech segments. The procedure for determining optimal values for K, N, and M is discussed in Section II-C.
Target Adapted HMM (TA-HMM): The next step in training is to adapt the model so output densities resemble the feature space of target speaker. As presented in [36] , this task is accomplished using Constrained Maximum Likelihood Linear Regression (CMLLR), an algorithm used in HMM speech synthesis to perform speaker adaptation [41] , [42] . For each output mixture in the universal model, the CMLLR algorithm allows the computation of a target adapted mean vector and covariance matrix using the same adaptation matrix as follows: (11) (12) Where is an adaptation matrix and is a adaptation bias vector. The set is estimated maximizing the likelihood of the target adaptation data :
The elements of can be computed iteratively through the EM estimation algorithm using the original universal model parameters and the target training data as shown in [42] . As with the training of the universal voice model, model adaptation is performed unsupervised. The result is a target adapted speaker model , which has the same parameters as except for the output densities that have been replaced by target adapted ones using the procedure just described. During conversion, the models and are used to generate an estimated sequence of target spectral feature vectors from an input sequence of source spectral features using a 2-step procedure. First, the input vector of source spectral features from the test sentence is used with to find a corresponding state sequence through a Viterbi search. Second, an estimated sequence of target spectral feature vectors (i.e. observations) is obtained as the Maximum Likelihood (ML estimation) output sequence computed by using the state sequence as input to the model , since and share the same state set and transition probabilities.
(14)
Excitation Estimation HMM (E-HMM): Excitation estimation is done using an algorithm previously proposed by the authors [20] and shown in Fig. 3 . The proposed algorithm uses LSF vectors from the target speaker as HMM observations, , while the hidden states, , represent excitation classes and the transition probabilities, , represent the probability of switching from one excitation class to another in consecutive speech frames. For each class, the probability density function of the observations, , is modeled using a GMM. The resulting HMM is illustrated in Fig. 3 for a simple 3-state model. The training for the excitation estimation HMM begins by extracting a sequence of LSF vectors and its corresponding sequence of excitation vectors from the target training database. As described in [20] excitation magnitude and phase vectors are obtained by subtracting the LSF cepstral magnitude and phase from the original speech frames. Then, the LSF sequence is used directly to train a P-state HMM using Baum-Welch formulas, with the LSF probability density function associated to each state being a Q-mixture GMM. Next the LSF vectors and their associated excitations are classified into HMM states using the Viterbi algorithm. Each state represents the excitation magnitude and phase corresponding to the LSF with the highest probability of belonging to that state. The end result is then an HMM model , where: • Each state in the set is associated to an entry in a codebook of excitation magnitudes and phases. The number of states, and therefore the size of the codebook, is a model parameter P.
• are target speaker LSF vectors (estimated or natural). For convenience the dimensionality of is the same L used for spectral conversion.
• is a P vector with the initial state probabilities computed in the same way as for the model . • is a P P matrix of interstate transition probabilities computed via HMM training.
• are the set of output probability densities which in this case are GMMs. The number of mixtures per state Q is a model parameter. Once trained, the model can be used to estimate the corresponding sequence of excitation magnitudes and phases given a sequence of target spectral features by performing a Viterbi search. In the proposed VC system the sequence of features used as input for excitation estimation is in fact the sequence of converted spectral feature vectors generated as output of the spectral transformation procedure described in the previous subsection. The two sequences are then used, with F0 information converted as explained in Section II-D, to synthesize converted speech.
C. Parameter Determination
The proposed HMM VC system has four main parameters that need to be set empirically:
• N: Number of states for and .
• M: Number of mixtures per state for and .
• P: Number of states, and size of the excitation codebook, for .
• Q: Number of mixtures per state for . Following experience by the authors related to the evaluation of only the excitation estimation part of the proposed VC system [32] , [40] , P and Q were selected as 24 and 8 respectively for the subjective tests performed for this work. The values for N and M to use for the subjective tests were determined using an objective evaluation metric. While there is no consensus about which objective measure best correlates with subjective results in the topic of voice conversion [15] , [18] , [43] , spectral distortion (SD), as defined in Eq. (15), is one of the typically used measures [2] , [10] , [11] and was used here for objective testing. and are the magnitude spectrum of the two speech signals to be compared and evaluated at the th frame for the th frequency component, where is the number of frequency points, and is the number of frames. Overall, the SD performance showed little sensitivity with respect to the model parameters (the widest margin in SD performance across all cases is approximately 0.07 dB). However, in the M-M and F-M case (i.e. target is male), the choice of consistently produced more SD than for and . While there is no specific explanation for this, it does highlight the statistical differences that can manifest based on the target speaker when designing the parameters for a voice conversion system. Table I shows the average source-to-target SD (before conversion) for each conversion case, as well as the maximum reduction in SD (both in magnitude and as a percentage of the unconverted SD) achieved with the proposed system. As a result of this preliminary test, values of and were chosen to get a good trade-off between model complexity and expected performance.
D. F0 Transformation
The proposed HMM model in this work uses a common F0 conversion method presented in [18] , [23] which assumes the instantaneous F0 follows a Gaussian distribution. The expression in Eq. (16) is used to perform the transformation between speakers: (16) Where and are the F0 mean and variance for the target respectively, and are the F0 mean and variance for the source, is the instantaneous source F0, and is the estimated instantaneous target F0. This transformation method tries to make the estimated F0 contour to be in the range expected for the target speaker, which is important for identity perception [7] . At the same time the converted instantaneous F0 follows the general shape imposed by the source, which can be useful for conserving intonation cues [30] . An example of F0 conversion using this method is shown in Fig. 8 , where it can be seen that the instantaneous F0 values are changed to a different range while keeping the contour close in shape to the source speaker contour.
III. MONOLINGUAL TESTING
A. Speech Data
The monolingual conversion scenario utilized parallel training data, to cover this requirement the VOICES [10] database was selected. VOICES was built specially for voice conversion applications and contains parallel recordings from 10 different English speaking subjects. Four speakers, two males and two females, were selected for testing. The speech available from each speaker was divided into two non-overlapping sets: 35 sentences for training, and 15 sentences for testing. Four different conversion scenarios were tested: Male-to-Male (M-M), Female-to-Female (F-F), Female-to-Male (F-M), and Male-to-Female (M-F).
The original sampling rate of the database, 22 050 Hz, was used for processing. Speech analysis and synthesis was performed pitch-synchronously, dividing the speech waveform into two pitch-period long frames, with one pitch-period overlap between them. The pitch marks provided by the database were employed for aligning the speech frames and for computing F0 mean and variance. LSFs and LP excitations were used as features and were computed with a 24-order LP analysis. Regarding the excitation signal, unvoiced segments of speech have been previously found to contain no significant information about speaker identity [6] , [7] , consequently the excitation estimation algorithms were used only on voiced speech frames, while for unvoiced speech the unmodified source excitation was used. Synthesis of converted speech was carried out using Time Domain -Pitch Synchronous OverLap and Add (TD-PSOLA).
B. Evaluation Metrics
VC systems are commonly evaluated and compared using subjective listening tests [18] , [23] , [27] , [30] , [31] . Such testing is normally divided in two sections: speech quality and identity conversion evaluation. Speech quality was measured through a Mean Opinion Score (MOS) test, which required subjects to listen and evaluate sentences according to the scale explained in Table II . The goal here was to compare the perceived quality of the converted speech between the two systems under test. The objective of the identity conversion evaluation was to determine to which degree the converted speech was perceived as spoken by the target speaker, regardless of actual speech quality. This evaluation was carried out with an ABX test. On this test, listeners were initially presented with two sentences labeled 'A' and 'B', which randomly corresponded to natural speech from source and target speakers. Then the subjects listened to a sentence labeled 'X', which corresponded to converted speech from one of the systems under test. Listeners had to choose from which speaker, 'A' or 'B', the speech in 'X' came from, as explained in Table III . The testing program kept trace of who were speakers 'A' and 'B', i.e. source or target, in such a way that the closer the score was to 5 the better the identity conversion would be considered.
C. Monolingual Subjective Evaluation
For monolingual testing 15 subjects participated in listening tests to evaluate the synthesis quality (MOS score) and identity conversion quality (ABX score) for three different systems:
• ML-GMM: A state-of-the-art ML-GMM plus GMM excitation estimation VC system based on [33] and described in Section II-A. • HMM-Multi: A version of the proposed HMM spectral plus excitation VC system described in Section II-B where the universal model HMM (U-HMM) was trained using the training sentences from all speakers in the VOICES database, excluding the two speakers used as targets. While the corresponding target training sentences were used to train the target-adapted HMM (TA-HMM).
• HMM-S: A version of the proposed HMM spectral plus excitation VC system described in Section II-B but using only sentences from the particular source speaker to train U-HMM and then the target training sentences to train TA-HMM. Since one of the goals of this algorithm was to be used in cross-lingual/non-parallel training, it was important to determine what type of performance dips may occur when substituting an HMM trained specifically on the source speaker with a universal model. According to the results presented in [33] , given the number of training sentences used in this experiment (35) the optimum number of mixture components for the spectral ML-GMM conversion was chosen as 256. While for the GMM excitation estimation part the optimum number of mixtures, from [10] , was 64. It should be noted from Section II-A that training for spectral conversion and excitation estimation are separate procedures so they can use different number of mixtures. Moreover, in general the described ML-GMM system will use more mixtures for spectral conversion than for excitation estimation due to the inclusion of dynamic features in the first procedure. On the other hand, from the results in Section II-C, in this test the HMM spectral plus excitation system used 16 states and 8 mixtures per state for spectral conversion. While for excitation estimation were used 24 states and 8 mixtures per state. As before, training for spectral conversion and excitation estimation are separate procedures that do not require the use of the same number of model parameters.
For the MOS test, the listeners were presented with 10 converted sentences per each conversion case (M-M, F-F, M-F, F-M) and each VC system. MOS scores from all subjects were averaged per conversion type, as well as overall, and are reported in Table IV . The converted speech from all VC systems was found to be 'Fair' but not 'Good' according to the MOS scale, these results are in agreement with most current state-ofthe-art VC systems [23] , [33] . Comparing the overall MOS performance of the HMM systems versus the ML-GMM system, it was found that both HMM systems gave slightly better quality scores than the ML-GMM system for the testing set used in this experiment, although the difference is not statistically significant for . However, looking at each conversion case individually led to more interesting observations. For same gender conversions the three systems gave statistically equivalent performances for . Such a result is meaningful since HMM-Multi used a universal speaker model therefore smoothing over characteristics from multiple speakers, while the other two systems only had to model spectral characteristics from the particular source speaker used in testing. The cross-gender conversion cases gave further validation to the source-independent approach used by HMM-Multi. From Table IV it can be seen that the ML-GMM system obtained an statistically significant (for ) lower score with respect to its own scores in same gender conversion cases. On the other hand, HMM-Multi and HMM-S suffered no significant (for ) degradation in quality in cross-gender cases compared to same gender conversions. Moreover, HMMMulti kept its performance at the same level than HMM-S (for ). These results indicate that the HMM framework can match the quality performance of the ML-GMM approach in same gender conversions, while getting better performance for cross-gender cases, where the mismatch between source and target speakers is generally expected to be bigger. At the same time the use of a universal model (U-HMM) in HMM-Multi produces statistically similar results in quality compared to the use of the HMM-S model where there is dedicated training for each source speaker. Such a result is significant because it provides evidence that the HMM-Multi model (whose training flexibility will be essential in the cross-lingual experiment presented later) is still able to produce equivalent quality in speech to the HMM-S and ML-GMM models which are less flexible for training.
With respect to identity conversion, Table V shows that on the ABX test the three VC systems under comparison performed at the same level, with no statistically significant difference between them. As expected, in this case the cross-gender conversions had higher scores on average than the same gender conversions since listeners tend to give more importance to the generally bigger F0 gap when discriminating between genders [7] . Overall, the results suggest that the universal speaker model in HMM-Multi allows the system to be used by multiple source speakers without sacrificing identity or quality conversion performance, even with an improvement in synthesis quality for cross-gender conversions with respect to the ML-GMM system. It should be noted that the testing settings and procedure presented here were designed to compare the overall performance of the ML-GMM VC and HMM VC systems as described by its corresponding authors. The two systems differ in both spectral conversion strategy as well as excitation estimation technique and the test described here can not adequately separate the individual contributions of those two elements to the final performance of each system. However, previous work by the authors [32] , [40] dealt with the isolated impact of the proposed excitation estimation algorithm versus no excitation modification and versus the estimation algorithm used in the ML-GMM system. The results on those previous experiments showed that the proposed excitation estimation algorithm particularly improved cross-gender quality conversion, a phenomena that is also showing in the results reported here.
IV. CROSS-LINGUAL CONVERSION SCENARIO
In cross-lingual VC the language of the target speaker is different from the language of the source speaker. In order to perform parallel training for voice conversion under this scenario two alternatives have been proposed:
• If at least one of the speakers is bilingual in both languages involved, then it is possible to record a parallel database to use for training a standard VC system such as the GMMbased approach used in this work for monolingual testing [44] .
• If bilingual speakers are not available, then unit selection can be used to find and align equivalent units in the available training data from source and target speakers [45] . Approaches that do not require bilingual speakers or unit matching speech units between speakers could find broader application since they impose less requirements on the training data [23] . The next two sections describe two VC systems suitable for cross-lingual conversion without requiring bilingual speakers or unit selection. The first system is based on [23] which uses Artificial Neural Networks (ANN) for cross-lingual conversion and is used here as a comparative system. The second system is based on the HMM-based VC proposed in Section II-B to highlight the flexibility of this approach to be adapted from a monolingual to cross-lingual voice conversion task. While for monolingual VC with parallel training the GMM-based approach proposed in [18] has been frequently used as reference for subsequent systems, in the area of cross-lingual VC none of the proposed systems so far, e.g. [4] , [23] , [46] , [47] , has been established as the de facto standard to compare [23] , [47] . The approach in [23] was chosen for comparison in this work since it shares some characteristics with the proposed HMM VC, such as the property being usable by any arbitrary source speaker without retraining. However the cross-lingual results reported in [23] are limited to just Female-to-Male conversions and do not compare the results against and alternative cross-lingual VC. Here the system in [23] will be tested in more conversion scenarios and its performance compared with the proposed HMM VC system. Fig. 9 , shows a simplified diagram of the cross-lingual ANNbased VC system presented in [23] . The objective of this approach is to capture target speaker-specific characteristics using an ANN model. ANN models consist of interconnected processing nodes, where each node represents the model of an artificial neuron, and the interconnection between two nodes has a weight associated with it.
A. ANN Voice Conversion
From [23] , given two different representations, and , of the speech signal from the target speaker a multi-layer feed forward neural network is used to map one into the other, e.g. into . The feature set is selected as a relatively low dimensional representation of the linguistic information from the target training data. In particular, the work in [23] uses the first six formants and their bandwidths as . On the other hand, is a higher dimensionality speech representation that captures linguistic and speaker specific characteristics from the training data, [23] uses 25-dimension Mel-Frequency Cepstral Coefficients (MFCCs), commonly used in speech recognition, as . For conversion it is assumed that once the ANN has been trained to convert into it can be used to convert to , where are linguistic features from an arbitrary source speaker and is an approximation of the corresponding linguistic + speaker specific features for the target speaker. Then can be used to synthesize converted speech. To improve performance Vocal Tract Length Normalization (VTLN) is used on and as described in [23] . The tests reported in [23] show the performance results for several configurations of the ANN, concluding that a four-layered architecture 25L 50N 50N 25L (with 5125 parameters, where L represents "linear" activation function and N represents "tangential" activation function) provides better results when compared with other architectures.
B. HMM Cross-lingual Voice Conversion
The principle of mapping a linguistic (lower dimensionality) speech features into a speaker-specific (higher dimensionality) features can also be used in the HMM-based VC system proposed in Section II-B in order to make it more suitable for cross-language conversion applications. The modified HMM VC system uses a linguistic model specific to the source speaker language since it will be the language of the converted speech. Such VC system keeps the ability of using non-parallel training data and can be used by an arbitrary source speaker as long as the same training language is used. It is computed from U-HMM and the target training data in the same way described for the monolingual case, but using linguistic feature vectors as observations. • Speaker-Dependent Feature Estimator (SDFE): This model has no equivalent in the monolingual HMM VC system from Section II-B. The function of the SDFE is to take linguistic feature vectors and map them into speaker-specific feature vectors for the target speaker. This is done training a joint GMM for and and then using a linear estimator based on that joint GMM to estimate from , in the same way as target spectral features are estimated from source spectral features in [10] .
• Excitation estimation HMM: Corresponds to the model in the monolingual HMM VC system. It operates on speaker-specific feature vectors so its description is exactly the same as in Section II-B3.
Cross-lingual conversion using the proposed HMM VC system occurs as follows:
• First a new source speaker linguistic feature vector sequence is used with U-HMM to find a corresponding state sequence through a Viterbi search.
• Second, since U-HMM and TA-HMM share the same state set and transition probabilities, is used as input to TA-HMM to obtain a transformed sequence of target linguistic features using ML estimation, similar to what is done in the monolingual case described in Section II-B2 (17) • Next, the transformed target linguistic features are mapped into transformed speaker-specific target features using the SDFE operation described above.
• Then, the transformed target features are used as input to the model E-HMM to obtain an estimated sequence of excitations .
• Simultaneously, the source F0 trajectory is transformed into a target F0 trajectory as described in Section II-D.
• Finally, , and the estimated target F0 trajectory are used to synthesize converted speech.
V. CROSS-LINGUAL TESTING
A. Speech Data
In order to compare the ANN-based VC system from Section IV-A to the HMM-based VC system from Section IV-B in a cross-lingual scenario, a conversion experiment involving English language target speakers and Spanish language source speakers was run and evaluated using listening tests. As in the case of the monolingual test described in Section III-A, the VOICES database [10] was used for the English target speakers. For this experiment two subjects, one male and one female, were selected from the database. Since for this experiment target speaker data is not needed for testing or evaluation, all 50 sentences available from each speaker were used for training purposes. On the other hand, the Entropic Latino-40 speech database [48] was used for the Spanish source speakers. The Latino-40 database 
B. Evaluation Metrics
As in the monolingual case, the VC systems under test here were evaluated and compared using subjective listening tests. Again, speech quality and identity conversion were the two metrics used to evaluate performance. Speech quality was measured with a regular MOS test as described in Section III-B, however in order to measure identity conversion some variations needed to be introduced to the testing protocol described in the same section. First, the available speech data from source and target speakers was in different languages, so to avoid language bias the XAB test was modified. On this test, listeners were initially presented with one sentence labeled 'X', which corresponded to speech from the target speaker, and then with two more sentences labeled 'A' and 'B', in random order, which corresponded to converted speech from HMM VC and ANN VC respectively. Listeners had to choose if 'X' more closely resembled 'A' or 'B'. As shown in Table VI , scores closest to 5 indicated preference for the system 'A' (HMM VC) while scores closest to 1 indicated preference for system 'B' (ANN VC).
Additionally, a similarity test was introduced to measure the individual ability of each VC system to perform identity conversion, while the XAB test indicated which system is preferred by the listeners under a direct comparison. In the similarity test, listeners were presented with a converted sentence and a natural sentence of the target speaker. The listeners were then asked to provide a score indicating how certain they were that the two sentences were spoken by the same person. The range of the similarity test was from 1 to 5, where a score of 5 indicated that the listener was absolutely certain that both sentences were from the same speaker (better identity conversion) and a score of 1 indicated that the listener was absolutely certain that the two sentences were spoken by two different speakers (worst identity conversion). For all three tests listeners had to rate 10 examples of conversions for each conversion case (i.e., Male-to-Male 
C. Cross-lingual Subjective Evaluation
For the tests presented here the ANN-based system used an architecture 25L 50N 50N 25L, i.e. a 4-layer network with 25 linear (L) input and output nodes as well as 50 tangential (N) nodes in each hidden layer. The linguistic vectors were composed by the first six formants and their bandwidths, while the speaker-specific feature vectors consisted of 25-order MFCCs. On the other hand, for the cross-language HMM VC system were used the same model parameters as for the monolingual case. The linguistic vectors were composed by the first six formants and their bandwidths, while the speaker-specific feature vectors consisted of LSFs from a 25-order LP analysis.
Average MOS scores for each VC system and each conversion type, as well as overall, are consigned in Table VII . The results showed that both VC systems generated intelligible converted speech, however there is still ample room for improvement since the scores were still not quite in the 'Fair' MOS range. The ANN VC system results were consistent with what was reported in [23] , although the data set was completely different. For the HMM VC the MOS scores were lower than what was found in the monolingual case. However, for all conversion types except Female-to-Male, the HMM VC gave significantly ( ) higher MOS scores than the ANN VC. These results suggest that the HMM framework is a viable alternative for cross-lingual VC. The impact that the number of training speakers as well as the amount of speech available from each one can have on the performance of the HMM VC system should be explored in further experiments. Table VIII shows the similarity results for the VC systems under test (ANN VC vs HMM VC). The experiments in [23] only reported similarity results for Female-to-Male conversions, however those results are comparable with the ones obtained in our experiment for the same type of conversion. They indicated that listeners generally found the converted speech to sound closer to the target speaker. With respect to the HMM VC system, similarity scores were higher and statistically significant than scores for ANN VC. Moreover, the performance of the ANN VC scheme dipped for cross-gender conversions compared to same-gender conversions, while the scores for HMM VC were more consistent regardless of the type of conversion. Such relatively consistent identity conversion performance agrees with what was found in monolingual testing, supporting the conclusion that the proposed HMM VC scheme is less sensitive to the type of conversion (i.e., same or cross gender) than the alternatives tested here.
According to what was presented in Section V-B, converted sentences from both systems were used to perform a XAB test designed to measure which system listeners preferred from an identity conversion point of view. The resulting scores are recorded in Table IX , values over 3.0 indicate a preference for the HMM VC system, while values under 3 indicate a preference for the ANN VC system. It can be seen from Table IX that the average score for each type of conversion was over 3.5. Such result confirms that, on average, listeners found the HMM VC scheme to produce converted speech that sounds closer to the desired target speaker than the ANN VC. On the other hand, the average XAB results were also lower than 4.0 indicating that, on average, listeners were not completely sure the speech converted using HMM VC belonged to the target speaker, which shows that there is still room for improvement in identity conversion. The results were particularly stronger ( ) for cross-gender conversions, pointing again to a stronger identity conversion performance on those cases as previously indicated by the similarity test scores. The use of different features for the HMM VC and ANN VC systems (LSFs and MFCCs respectively) may be seen as possible source of unbalance in the obtained results. This critique is fair and further testing with equal features should be performed. However, for the work presented here the rationale was to compare the two systems using the input features that worked best for each one individually according to previous reports [23] , [36] . It should also be noted that the ANN VC system does not uses excitation estimation, therefore it would be interesting to do further testing to discriminate the contribution of the excitation estimation algorithm to the difference in performance found here between the two systems.
VI. CONCLUSION
The work presented here has proposed a new HMM-based VC system that is flexible enough in design to provide equivalent or better results to alternative methods for monolingual (ML-GMM) and cross-lingual (ANN) conversion scenarios. The results from listening tests indicate that the proposed system produces converted speech of at least the same quality than the alternative systems. With respect to identity conversion, the HMM VC scheme shows statistically significant improvement over the alternatives, especially for cross-gender conversions. Such results suggests that the ability of the HMM to capture the temporal relationship between spectral and excitation features in consecutive frames of speech results is effective in improving the effectiveness of a VC system. The resulting conversion scheme achieves synthesis quality rivaling ML-GMM-based VC but allows more flexibility since it does not require the availability of a parallel and phonetically labeled training database, even allowing cross-lingual conversions. At the same time, when the proposed HMM VC scheme is compared to the ANN VC system (which also generates synthesis quality similar to ML-GMM VC while not requiring parallel sentences and phonetic labels for training) in a cross-language conversion scenario, HMM VC was found to achieve higher and more consistent identity scores than the ANN VC system. Research is ongoing to measure the impact on performance of the HMM VC based on the number of speakers and amount of speech data per speaker available during training. Additionally, the model is being further adjusted to explore modifications that improve synthesis quality, particularly in cross-lingual conversion.
