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Many enumeration problems concerning sequences emerge as special cases of 
the combinatorial interpretation of the identity tr log(Z - B) = log det(Z - B), 
where B is a matrix over the ring of formal power series with zero constant term. 
The identity is obtained from the well-known formula of Jacobi, namely, det(eA) = 
etr(“‘. The problems include the derangement problem, the Simon Newcomb 
problem, the Smirnov problem, the Menage problem, and their various generali- 
zations. A conjecture is obtained for the enumeration of sequences with no in- 
creasing p runs. 
1. INTR~DuCTI~N 
A number of classical enumeration problems involving sequences concern 
the determination of the number of sequences with specified length and type 
over a subset of the integers, such that each sequence has a specified number 
of structural properties. The sequence (1,4, 3, 3,2) over { 1, 2, 3,4) has 
length 5, and type (1, 1, 2, 1) since there are one 1, one 2, two 3’s, and one 4. 
The sequence has one rise, namely, (1, 4), two falls, namely, (4, 3) and (3, 2), 
and one level, namely, (3, 3). Rises, levels, and falls are examples of structural 
properties. By sieving the set of sequences according to conditions placed on 
the rises, levels, and falls, a number of well-known problems involving 
sequences, partitions, compositions, and permutations emerge as special 
cases. Instead of considering the relative magnitudes of adjacent elements of a 
sequence we may record other structural properties, for example the occur- 
rence of relatively prime pairs or the occurrence of increasing p runs. 
The purpose of this paper is to demonstrate that this general class of 
enumeration problem is the combinatorial interpretation of a classical matrix 
identity from Lie algebras. The domain of validity of this identity is extended 
in Section 3 from the complex field, in which it is customarily stated, to the 
ring of formal power series with zero constant terms so that it may be applied 
combinatorially. The main enumerative theorem is given in Section 4, and 
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its applications to the Simon Newcomb problem, the Smirnov problem, and 
their various generalizations are given in Section 5. Although the solutions to 
these problems are already known, they are obtainable as immediate corol- 
laries of Theorem 5.1. The main theorem is applied in Section 6 to the 
enumeration of sequences with no increasing runs of length greater than or 
equal to three. A new ccnjecture, given in Section 7, is obtained by this means 
for the form of the generating functions, and its specialization to permuta- 
tions subsequently has been proved elsewhere by a more direct method. 
2. PRELIMINARY DEFINITIONS 
Let 9, = Ur=;=, 9’V,‘Z, where .9Tn = (1, 2 ,..., m} and m is positive, denote the 
set of sequences to be enumerated. We shall say that the sequence CJ = 
(01 ‘..., un) E Y,, has length X(o) = n, type -r(u) = b = (b, ,..., 6,) where u 
has 6, ones, b, twos ,.... Let 9 = {u, q, x1 ,..., x, , a, 6, x, y, z} be a set of 
indeterminates, and let 4 : Zm+I x ZZm+, --f 9%’ be a function such that 
(i) c#J(~, m + 1) = a,,j E %“,; (ii) $(m + 1, j) = b,j E sm. The function [ is 
the restriction of 4 to 9’m x sm, and it assigns pairs of adjacent elements in 
u E Ym to indeterminates in 9. The weight W(G) of u E Y,, encodes the length 
and type of CT, together with the structure of adjacent pairs of elements in u. 
The weight is defined by 
A(o) 
W(U) = XT(U) g f(ui , cr-J if h(u) > 2 
= x7b) if A(U) = 1 
=o if h(u) = 0. 
For a specific choice C$ = 4(l) of C$ where 
+(l)(i,,j) = x if i <j 
Y ifi>j 
Z ifi=j, 
where i,,j E LF~,~, an encoding of the number of rises, levels, and falls in u is 
obtained. Thus, for u = (1, 4, 3, 3,2) E YZ then w(u) = x2yz x1x2xZ2xq . 
With the substitution xi = uqiyi , i = l,..., 4 the weight becomes W(U) = 
u5q13x2yzy, y2 y32y, , where 5 is the length of the sequence and 13 is the sum of 
the digits which compose the sequence. The substitution accordingly extends 
the enumeration from sequences to partitions and compositions of integers. 
We return to this matter in Section 5. 
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The number of sequences in 9, of weight w’ is the coefficient of the mono- 
mial w’ in the ordinary generating function ‘iu, of Y?,, , defined by 
Y,,, = ab c W(U). 
cJE y,n 
We denote this number by [w’] !Pm, and the purpose of this paper is to 
obtain an expression for Y,,l by a method which utilizes directly the com- 
binatorial structure of the sequences. 
It is clear that many enumeration problems which concern sequences 
cannot be realized by such weight functions. The enumeration of Davenport- 
Shinzel sequences [6] and Skolem sequences [I 61 are examples of such 
problems. 
The following notation will be used extensively throughout the paper. Let 
E, /3 C Y,, and let A be an n x n matrix. Then A[a 1 p] is the submatrix of A 
intercepted between the rows of A with labels in 01 and columns of A with 
labels in p. The matrix A(a / /I) is defined to be A[JFn - = I P’“,, - /3]. If A is 
an n x II? matrix with elements a,, we write A = [aijlnXm. As usual tr(B). 
det(B), and per(B) denote, respectively, the trace, determinant, andpermanent 
of B, a square matrix. V? denotes the complex field. In order to simplify the 
row and column reductions of the generating functions, we assume that the 
generating functions are given up fo s@. 
3. PRELIMINARIES 
The corollary obtained in this section is central to the analysis of the class 
of sequence problems. 
LEMMA 3.1. If A E ,X,( %?), the set qf n :Y n matrices over @, therl det(eA) = 
etr(A) 
Proof. F? is algebraically closed, so A is similar to an upper triangular 
matrix (see [18]). [ 
The following theorem extends this result. 
THEOREM 3.1. Let m be ajnite positive integer. Let %,Jxl ,..., x,]] be the 
ring of formal power series over 97 in the indeterminates x1 ,..., x, with zero 
constant ferm, andno ferms with negative exponents. If A E J%!,(U,[[X, ,..., x,,J]) 
then det(eA) = FA). 
Proof. Let k = (k, ,..., k,,), x = (x, ,..., x,), and Ak = [f$Yx)lnxn, 
where 
f$‘(x) = c aij(k)Xk E%?~[x] and A = A,. 
k 
k&t~~~tk,<lL 
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Now det(&) and etrtAr) exist since f::‘(x) has zero constant term, so we may 
consider 
Q,(x) = det(/k) ~ etrtAk) E V[[x]]. 
Since det(eAk) and etrtAk) exist for all x E %P, then Qk(x) is convergent for all 
x E V”. Thus, by Lemma 3.1, !&(x) = 0 is the zero power series in V[[x]]. 
However. 
[x”] @,Jx) = [x”] @k(X) == 0, where k = k, + ... + Zc,, 
since ffj”)(x) has no negative exponents. Thus 0 = G&x) = det(eA) - etrta) 
and the theorem follows. 1 
COROLLARY 3.1. Let BE +s%fn(Vo[[xl ,..., x,,J]). Then log det (Z - B) = 
tr log (I - B). 
Proof. Now log(Z - B) = -B - $B2 - $B3 - ... exists since BE A%‘, 
(~ll[bl ,...’ x,]]). Moreover, log(Z - B) E &,(VJ[x, ,..., x,,J]) Thus, from 
Theorem 3.1 we have 
det(exp(log(Z - B))) = exp(tr(log(Z - B))), 
and the result follows. 1 
Corollary 3.1 represents almost a complete solution to the enumeration 
problems. Indeed, the enumeration problems under consideration may be 
regarded as combinatorial interpretations of this relation. The expression 
tr log (I - B) may be shown to be closely related to an enumerator of the 
sequences. The expression log det (I - B), on the other hand, is more 
susceptible to actual computation. The connection between tr log (I - B). 
for an appropriate matrix B, and the weight function W(U) for u ES,, is 
established in Section 4. We may regard the matrix B as the matrix which 
encodes the particular structural properties whose occurrences in sequences 
are to be recorded. 
4. THE MAIN THEOREM 
We proceed by obtaining a construction which relates the elements of .YwL 
to circular sequences rooted on the element m + 1. The following lemma 
connects the weights of elements of L$ to the weights of circular sequences 
over TvLfl which have a single occurrence of the element m + I. 
LEMMA 4.1. Let u = (a, ,..., a,) E 9& and let we(u) denote the weight of 
the circular sequence obtainedfrom u bJ- linking the ends of u. Then 
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0) 44 = 44 44~~~ 4, 
(ii) w,(o. u {m + 1)) = ab W(U) ifh(a) 3 1, 
=o lj- h(u) = 0, 
(iii) C me(u) = tr(XA)k, 
u=%+1 
where X = diag(x, ,..., x,+J and A = [uij] is an (m + 1) x (m + 1) matrix 
with u,j = +(i,j). 
Proof. (i). (ii). Trivial. 
(iii) tr(XA)lc = C (x. ... ~,,)(a~,~,a~,~, ... aik-l,i,ujk,i,) 11 
l<i,*...,i,<Itl+l 
and the result follows after rewriting (i, ,..., ik) as u. 1 
LEMMA 4.2. Let L&T”,“) = {u E ZZ’.mk 1u has exactly one occurrence of 
m>, and let C, denote the cyclic group of degree k. 
(i) If E E (Lm(Tmk))/Ck then 1 E / = k. 
(ii) If u, u’ E E then we(u) = ~,(a’). 
Proof. Straightforward. B 
The following definition is made as a consequence of Lemma 4.2(ii). 
DEFINITION 4.1. If E E (L,(Z,n”))/C,. then the weight we(E) of E is given 
by 
%W) = 44, where u E E. 1 
The following lemma establishes the combinatorial decomposition of 9, . 
LEMMA 4.3. 
,fjo (L+l(~23)/~T~-1 z fJ %mk x {m + 11, 
k=O 
where e denotes an w,-preserving isomorphism. 
Proof. Let E E L,+l(%~$)/Ck+, and select the element u* of E which 
terminates in m + 1 as the canonical element of E. Thus u* E 9,,,k x 
(m + l}. Moreover, u,(E) = ~,(a*) from Definition 4.1, so the isomorphism 
is w, preserving. Thus (L,+1(2Z’~~~))/Ck+, g TWk x {m + l} and the lemma 
follows since the union is disjoint. 1 
The following theorem obtains !Pm by translating Lemma 4.3 into gener- 
ating functions, 
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THEOREM 4.1 (Main theorem). Ler X = diag(x, ,..., x,+J and A = [aij] 
be the (m + 1) x (m + 1) wzafrix such that aij = +(i, j). Then 
Proof. From Lemma 4.3 we have, since G is w, preserving, 
W,(5), 
k-0 E : 
where E is summed over (L,,+,(Z~~~))/C,+, . We now expand both sides of 
this equation. From Lemma 4.2(i) and Definition 4.1 we have 
= [x,,+~] f. [I/(k t- l)] tr(X,4)k+1 
(from Lemma 4. I(iii)) 
= [x,,,+J tr log(Z - ,\‘A)-l 
= [x,,,] log det(Z - X,4-r (from Corollary 3.1). 
On the other hand, from Lemma 4. I (ii) 
Thus !PTn = [x,,+J log det (I -- X,4-l and the theorem follows. 1 
5. APPLICATIONS 
We now consider the enumeration of sequences with respect to rises, 
levels, and falls. In this case, let 4 = 4(l), where 4(l) is the function defined 
in Section 2, and let Y$ be the corresponding generating function, so the 
number of sequences of Ym of type b with i falls,j rises, and k levels is 
[xiy”z”][xb] Y$(x: .Y, ?‘, z). 
An expression for !Pc) IS given by the following theorem. 
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THEOREM 5.1. 
Proof. Let A = [aij] be an (m + 1) T (m + 1) matrix where Uij = 
@‘)(i,j). E pa d x n ing the determinant of the sum [13] we have 
det(Z - XA) = c (- 1)” .c$ xU1 ... x,, det A[a / OL], 
k=O - nl+1 
lal=k 
det A[a / LY] = {X(Z - 1))” - y(z - .Y)“](x - JJ)-’ where 1 01 1 = k. 
Thus 
det(Z - XA) = 
! 
m+1 m+1 
x n (1 + (4’ - z> xj] - J’ n (1 i- (X - Z) $1 (X - .I’-’ 
j=l j=l I 
and the theorem follows from Theorem 4.1. 1 
COROLLARY 5.1. (i) The generalized Smirnov problem: The number of 
sequences over L?Em ?f type b with I pairs of identical adjacent elements is 
[zZyb] Ym (x : 1) 1, z). 
(ii) The Smirnov problem [ 171: The number of sequences over .ZZm of 
type b with distinct adjacent elements is [x”] y&x : 1, 1, 0). 
(iii) The Simon Newcomb problem [ 141: The number of sequences over 
Zm of type b with exactly r rises is [y’x”] YW,(x : 1, y, 1). 
(iv) The number of partitions of n is [q”] !P=(q : 1, 0, 1) where q = 
(4, q2,...). 
(v) The number of partitions of n into distinct parts is 
[q”] !PJq : 1, 0, 0) where q = (q, q2 ,... ). 
Proof. Straightforward. 1 
Remark. Theorems 1 and 3 in Carlitz [2] follow from Theorem 5.1, with 
z==Oandz=l, respectively. The extraction of the appropriate coefficient 
from the generating functions given in Corollary 5.1 presents no difficulties. 
Corollary 5. I(ii) is [2, Theorem 21 (see also [S]). Corollary 5.l(iii) is [2, 
Theorem 41 (see also [7, formulas (3.7) and (6.3)]). Formula (3.17) [3] is 
obtained with xi = u (see also [15]). 
The following result given by Cartier and Foata [5] may be obtained 
directly from Theorem 5. I. 
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COROLLARY 5.2. Let pz’ be the exponential generating function for the 
number c$j), of F,,, with i fairs and j rises. 
Then 
where 
F,(1) = -.~y[(& - ezf)/(xeYt -- ye”“)]. 
Proof. Since adjacent elements are distinct then z = 0. Thus, from 
Theorem 5.1: 
Thus 
c(i*j) = [xiyj][xl ... x,] f, .&.(x1 $ 97% 
k=O 
-- [.uiyj] m !fi,{ 
= [.+yj][w”/m!] F(w). 
. . I  
11’ =7- x, + ... + x, 
f  .x,)fi 
Thus F(w) is identified as the exponential generating function for (c$j)}. 1 
The following observation may be made. 
THEOREM 5.2. Let B(“) -= [bfj] be the k x k matrix defined by 
Let 01 
Iail: 
zz = (011 
ni , i 
,.*., 
bij =X ifi <.j 
=J ifi >j 
=z if i = j. 
a,) be a partition of 9’m such that n = n, + ‘.* + nk and 
1, 2,..., m. Let A, be the matrix defined b-y 
Ae[a< 9 ajI x YJni,n, if i > ,j 
= xJni,“, if i--j 
_ B’“i’ if i y j, 
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where J,,j is the i x j matrix of “all 1’s.” Then 
per(&) = [x01 Ym*tx : x, y, 21, 
where 
Pro@ See Jackson [IO]. 1 
A combinatorial interpretation of this result is obtained by means of the 
following definition. 
DEFINITION 5.1. Let (z = (ol ,..., 0,) E 9,,,n. Then the ordered pair 
(ui , i) is called a fixed order rise, fixed order fall, or fixed order level if 
oi < i or ~~ > i or gi = i, respectively. 1 
COROLLARY 5.3. The number of sequences in 9?? of type b with i fixed order 
rises andj.fixed order levels is [ yiz5][xb] Ym*(x : 1, y, Z) 
Proqf Direct from Theorem 5.2, having substituted x = 1 since the 
enumeration is not indexed with respect to falls. g 
The derangement problem is obtained as the special case [x1 *.. x,] 
!Pm*(x : 1, 1, 0). By L’Hopital’s rule, the number of derangements of 9, is 
[ Xl ,..., .?lJ fi (1 + .&-l 1 - f ___ 
xj -l 
i=l 1 j=l 1 + .yj i 
= [s l ,. . ., .Y,&exp(-,Y1 - .x2 - ... - x,)){ 1 - (-Y1 + s:! + ... -L x,,,))-l 
~ ,ll! f (-lY __- 
.I ’ j=() .I’ 
as anticipated. 
A generalized form of the derangement problem for sequences in 9’,,L of 
type b, may be stated as follows. Let a be a sequence of type b,, in 9’,‘, . A 
derangement of u is a permutation such that no element is mapped into a 
position which was occupied by an element of the same type. Clearly the 
number of derangements of u is 
[Xb] Y*,*(x: 1. 1) 0) 
= [.q *. . 
i 
1-f x5 -l 
i=l j-1 1 + xj I 
= 1 
P1,....T&O 
(_l)hl+...+b,(_*)rl+...+r,~ (r1 ;!,-:,-+y)! fj ( p;) 
=(-l)r”xk![xk]fi 2 (?)k$, where b,+..+b,,,==n. 
P>O 5=1rj=o 3 
D. M. JACKSON 242 
But 
where Lj(X) == xi=, (i)( --I )” (xi/i!) is a Laguerre polynomial. This is a result 
obtained by Even and Gillis [9]. 
6. SEQUENCES WITH No FORBIDDEN SUBSEQUENCES 
Theorem 4.1 may be used to obtain a conjecture for the generating function 
for the number of sequences over Yym with no subsequences of the form 
(i + 1, i + 2,..., i -p) for i 3 0 and for some fixed p 3 2. Such sequences 
are called increasing p runs. As a preliminary we shall obtain the generating 
function for the number of sequences over ZE’,,, with no forbidden sub- 
sequences of length three. The following definition is needed. 
DEFINITION 6.1. Let 9::’ C ZFm3 b e a set of forbidden subsequences. 
The sequence g = (aI ,..., u,) E LYT,L is said to have no forbidden subsequence 
of length three in Fi;f’ if {(u, , u~+~ , ui,.*)~ i = I ,..., II - 2) n F”p) = { @j. 
The set of such sequences in ,z,, is denoted by .y7n1[P/z)]. 1 
The following lemma gives an expression for the generating function for 
the number of sequences in Y,,i[R$]. 
LEMMA 6.1. Let A(.Pj,y’) be the (m y I)’ 2 (m $- I)’ matrix u?rh row on 
colwnn indices in 2’ mil, lexicographical& ordered, dejined as, follows. A(.Fiz)) 
= [a,,] where 
(i) ifu = (i,,j) E Fn,2 and /3 == (k, I) E zF’?,~~ then: 
4, = 0 (a) fjZk 
-0 (b) if j = k and (i, j, I) E 3-h:) 
= ?I, (c) lf j = k and (i, j, 1) $ S$; 
(ii) ifat least one of i,,j, k, I is equal to m + 1 their: 
a SB = 0 (d) ij’.j + /i 
Tmy xj (e) (fj :: k. 
Then the number of sequences of type b in 9,[92)] is [xb] @(32’) where 
o(Fg)) = [xk,, ][(a/+) log det(1 - YA(F~‘))-l],=, and Y = diag( l,.... 1, ?:) 
is (m + 1)” X (IN + 1j2. 
Proof. We proceed by enumerating those sequences over Sf,,,, which 
encode sequences over F,,, with no forbidden sequences. Let 
p = (p1 ,..., pN ,3) t (Y,“,-) “-’ where p2 = (pi , qi) for i = i ,.... II -im 3. 
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Then p is an encoding T(o) of some sequence u E q,J iff p has a single element 
of the form (m + 1, m + 1) and each pair of adjacent elements pi , pi+l in p 
has the property that qi = pi+l . For this purpose p1 follows pnt3 circularly. 
Consider the pair (pi, pi+&. If p does not encode an element of Y?,, then 
a Qi.~lfl = 0, by conditions (a) and (d). If p encodes an element of Y,,& and 
( pi 3 P~+~ T qi+J E =C? then api.,ri+l = 0 by condition (b), while if (pi , pi+l , 
qi+J 6 9:’ then aoi,pi+l = xDttl by conditions (c) and (e). In the latter case, 
the element pi+l appears in the sequences u E .x,, , of which p is the encoding, 
and this occurrence is recorded by the indeterminate xDIcl. The 
single element (~2 + 1, in + 1) in 2:,+, serves as a root element for p to 
ensure that the encoding is bijective. No element in S$ contains m + 1, 
since the element nz + 1 occurs only as a root and does not restrict the 
adjacent elements in 0. 
According let 
A connection between the generating function for this set and for 9& is 
obtained as follows. If p E Ugj let T,, : Ug’ -+ Zmn be defined by T,(p) = 
p,). Now T,(p) is obtained by retaining the first n + 1 pairs of 
:“i2Pl 3 PA (Pz > P3) 2...> ( Pn 9 m + I), (m + 1, m + I), h + 1, PJ), and 
from each of these erasing the second element. Let w(p), the weight of p E Ug’, 
’ bedefinedby 
?Z+2 
4~) = ao,+3,pl g %Q,l 
so 
Now 
w(p) = xT(Tn(p))x;+l if T,(p) E .Yw, [&:‘I 
=o otherwise. 
o&F:‘) = 1 XT(C) (by definition) 
OS.!7 [F’S’] m m 
= Len+ll f c X~(T(d)X;,+l (since T, is bijective) 
n=O peup 
T(0)E.Y [.F@‘l m m 
= LGL+J f 1 W(P) (since w(p) = 0 if T,(p) E ,Ym[9>$]) 
?I=0 oEUE’ 
(since w(p) = 0 if p E %“,“,“c:” - Ut)). 
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But, from Theorem 4.1 
where Y’ = diag(y, ,..., Y(~++). But the enumeration is not indexed by the 
frequency of occurrence of the elements of 3k+1 in the members of 9’$‘, so 
we may set y1 =-=- I ,..., JJ(~~+~)~-~ = 1 and JJ(~+~)z = y. Thus 
O(FZ’) = [x” ,+,1[(~/8y,) log det(Z - YA(.F$‘)))-l],=, , 
as required. 1 
The matrix Z - YA(F$) may be reduced by determinant preserving row 
and column operations to a form which gives a simpler expression for the 
determinant. The following lemma describes this reduction in detail. 
LEMMA 6.2. There exists an m x m matrix %‘(Fg’> such that 
det(Z - YA(.F,($)) = det{XJ,+, $ (%‘(3$?‘) 0 [1 - YX,+I T -~,,b~-J~xd~, 
where Ji is the i x i matrix of all l’s amd X = diag(x, ,..., x,,~). 
Proof. The rows and columns of A(SE’) are indexed by elements of 
2Ti+1 . Let (i, j) E S~+l and denote the row and column of A(*,“‘) with this 
label by %‘i,j and %S,j , respectively. Let (k, 1) # (i,.j). Then let 9i.j = 9&,, + 
XRk,l denote the elementary row operation in which the result of adding 
k%??,,r to 9i,j is placed in row (i,j). Column operations are treated similarly. 
Now consider the following sets of operations, applied to YA(F$) - Z in 
the order listed below. 
(i) (W:,i = S?!ij - S?m+I,i ) i, j = I ,.,., m}; 
(ii) (9’: a.m.+1 = ~:(,m+1 - WY) Bm+l,m+l I i = L.., 4; 
(iii) 9 6+1,m+1 = (l/Y) ~7n+1,m+1; 
(iv) W m+1,mi1 = Y~m+l,m+l; 
(V) {9k+l,j = gm+l.j - Xj CT2 9j.k 1-i = l,-.-, 4; 
(vi) a permutation of the rows, and the identical permutation of the 
columns. 
But det (Y&F:‘) - Z) is preserved by this set of operations and we obtain 
det(YA(.Fi))-Z)=det 1% XJm”+N ], 
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where Z, is the s x s identity matrix, K is an s x (m + 1) (0, 1) matrix with 
at most one 1 in each row and column, L is an (m + 1) x s matrix over 
~01x1 >-*., &+A and N = diag(-I,..., -1, -1 - x,+~ +yx,+,). But the 
block matrix may be reduced directly to upper block triangular form by 
determinant preserving row operations. This identifies U(.92)) and the lemma 
follows. 1 
With the aid of this reduction, a simpler expression for the generating 
function of *4pm[PE’] may be obtained. 
THEOREM 6.1. The number of sequences of type (6, ,..., b,) in 9X-F:‘) is 
[xb] O(F~‘), where 
O(.&$) = det(%?)(det(%‘) J- i, adj(g) . x,~}-‘, 
where %? = %?(W3)), i, = (l,..., 1) with m components, x,, = (x, ,..., x,,J, and 
adj(%) is the classical adjoint of 59. 
Proof. From Lemmas 6.1 and 6.2 we have 
O(F$‘) = [xi+J[(a/S) log det(XJ,,, + B)-L, , 
where B = V 0 [l - YX~+~ + x,+J1,, . Now det(XJ,+, + B) may be 
expanded : 
m+1 
det(XJ,+, + B) = c c (-l)rr1+““0b+81”““~ det(XJ,+,[a: ] 81) 
k=O a,5Eb,+l 
lal=IBI=l 
x det(B(a I ,Qs)> 
= det(B) + C (- l)alfB1 x,~ det(B(ar I p)) 
=BC~fit+1 
~01~=~8~=1 
(since det(J,) = 1: 
if k = 0 or 1 
if k>2 1 
= det(B) + C Xi cofi&B) 
l<ii.jqn+l 
(where cof#) is the cofactor of the (i, j) element in ZI) 
= det(B){l + i,+J-‘x~,,} 
= (1 - YX~+~ + x,+J deVW + &,F1xd) + x,+~ det(@‘), 
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since det(B) = (1 -JIX,,+~ + x,,+~) det(%) and B-l = e-l + [(I -YX,,~+~ + 
xm+l)-l 11x1. Thus 
[x~,+,][(t3/iiy) log det(XJ,,,,~l + B))‘I,=,, =z (1 -+ i,%-knrI-’ 
and the theorem follows. 1 
7. SEQUENCES WITH No p RUNS 
For certain choices of the set 9;:) of forbidden 3-sequences, the matrix 
U(Sg)) may be constructed relatively easily. We shall be concerned with two 
cases: 
(i) 92) = set of increasing 3-runs on ZYym ; 
(ii) fli:) = set of increasing or decreasing 3-runs on ZZp, . 
Case (i) is sufficiently straightforward to provide the basis for a conjecture 
for the number of sequences in Sp, with no increasing p runs. Case (ii) is less 
tractable. 
COROLLARY 7.1. The number of sequences over fZ6 of type (b, ,..., b,) with 
no increasing 3-runs is [xix ... x:6] @a), where 
0~)-{1-((S1+-Yz-tX8~-Xq-tXj+Xfi) 
+ (x1x,x, + x3x3x4 + .~3X4X5 + w&J 
- (X1XZX3X~ + x.$-3x4x5 + X3X1X6XJ + x,x,x3x,x,x,~-' 
Proof. Let Fi3) = ((1, 2, 3), (2, 3,4), (3, 4, 9, (4, 5,6)]. Now from 
Theorem 6.1 we have 
Oc3) = det(‘%)(det(e) + is adj(%?) . T I  -1 6 -%I 1 
where V? E %?(Fi3)) is obtained by the procedure of Lemma 6.2 as % = 
tci~hx6 and 
Cij E -1 if i=j 
= (-l)j-i+ls:'_;i) if jai+2 
=o otherwise 
with .P) = x~+~x~+~ ... xi+ . 
given gy 
Now det (V) = 1, and adj (U) = [c&~~ is 
dj = -1 if j=j 
zz 0 if j-i=1 (mod3)andj>I 
= (-l)j-1 s:i;i) if j>i+2andj-j+ 1 (mod3) 
=o if j < i. 
The result follows immediately. 1 
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Corollary 7.1 furnishes evidence for the following conjecture concerning 
the enumeration of sequences with no p runs. 
Conjecture 7.1. Let ylc = CT=, x~+~x~+~ ... x~+~ for k 2 1, and y0 = 1. 
Then the number of sequence of type b in 9& with no increasing p runs is 
Verification of the specialization of this conjecture to the case of permuta- 
tions is given by the following theorem. Certain results have also been 
obtained by Abramson and Moser [l] 
THEOREM 7.1. The number of permutations of .9’, with no increasing 
p runs is 
[xm] j. i!xi[(l - sp-l)/(l - P)]“. 1 
Proof. See Jackson and Read [l I] l 
Clearly Theorem 6.1 may be applied to the enumeration of sequences over 
%“, of type b with no increasing or decreasing 3-runs. A subsequence of the 
form (xi+, , xi+D-l ,..., xi+t), for i > 0 is called a decreasing p run. The 
details are substantially more involved in this case, and insufficient evidence 
for a conjecture has been accumulated. However, certain generating functions 
for this case may be computed. The following corollary provides the basis for 
the computation. 
COROLLARY 7.2. The number of sequences in Ym of type b with no 
increasing or decreasing 3-runs is [xb] !l$‘, where 
Y!$ = det(D,){det(D,) + i,,, adj(D,) . x,,rl-l 
and the matrix D, = [dij]mxm is given by 
dij = -1 if i=j 
-0 if j-i= *l 
= (-])j-i-lsjb;i) (f jai-2 
= (-l)i-j-ls:i-j) if j<i-2. 
Proof. The set of forbidden subsequences of 
9:’ = {(I, 2,3,), (2, 3,4) ,..., (m - 2, m - 1, m), 
(3,2, 11, (4,3,2),..., Cm, m - 1, m - 2)). 
58&3/3-2 
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The result follows from Theorem 6.1 and the procedure given in Lemma 6.2 
for constructing @(SE’). This matrix is equal to D, . 1 
COROLLARY 7.3. 
y(3)= I - XpY22X3 
3 1 - (X, + x2 + x3) + 2x1x,x3 - XlX22X3 + XlX23X3’ 
Proof. From Corollary 7.2 we have 
so 
0 -X1X2 
1 - x1x22x3 0 0 1 1 
and det(D,) = 1 - x1x22x3 . The result follows immediately. [ 
EXAMPLE. The number of sequences of type (1, 2,2) in y3 with no 
increasing or decreasing 3-runs is 
[x1x22x32] !?p = ([X1X22X32] - [X31) f (Xl + X2 + X3 - 2x,x2x3 + xrxg2x3)j 
i=U 
=--I ++(-2)&;5!= 
1!2!2! 
19. 
The number of sequences of type (1, 2, 2) in y3 containing increasing or 
decreasing 3-runs is (5!/1!2!2!) - 19 = I I. These sequences are in fact 
(12323) (23321) (32123) 
( 12332) (33212) (32321) 
(23123) (21233) (32132) 
(23213) (31232) 
which corroborates the prediction. 
The generating functions YJ3), Yi3), Yi3), and Yi3) have also been obtained 
from Corollary 7.2. No evidence for a conjecture concerning the form of 
Y$, or in general Ym , (*) has emerged, but some of the polynomials are 
displayed for completeness in the Appendix. For permutations, however, the 
situation is more straightforward, and the following result may be obtained. 
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COROLLARY 7.4. The number of permutations of 5Ym with no increasing or 
decreasing p runs is 
[xm] f. i![(x - 2x p + x”+‘)/(l - x”)]. 
Proof. See Jackson and Read [l 11. 1 
We conclude this section by considering the enumeration of sequences in 
Ym with no increasing 3-runs and a prescribed number of rises, levels, and 
falls. Although artificial, this problem is of enumerative interest because it 
involves the “intersection” of the 3-runs problem and the rises, falls, and 
levels problem. It is natural to ask in what way the solution of the composite 
problem relates to the solution of its constituents. The answer is furnished by 
the following theorem. 
THEOREM 7. I. Let SF’* = [c$] be the m x m matrix defined by 
ci; = -1 if i=j 
= (-l)j-i-lyj-ist'_;i' if ,j > i + 2 
=o otherwise 
Let A, = [aii] be the m x m matrix defined by 
a,, = x if i <.j 
Z if i =,j 
Y ifi >j 
and D,,, = XA,+l + (%‘* @ [-ZX,+~ + XX,+,]~~~) where X = diag(x, ,..., 
x,,,+~). Then the number of sequences of type b, ,..., b, in Ym with no increasing 
3-runs and a prescribed number of rises, levels, andfalls is [x”] x:‘, where 
(3) 
Xm = z[det &+ll,m+l=Jdet D,+dn? + 1 I nl + 1)l 
ProoJ Let 9:) = ((1, 2, 3), (2, 3, 4) ,..., (m - 2, m - 1, m)}. Let B = 
[has] be the (m + 1)2 x (m + 1)2 matrix, with row and column indices in 
Tfn,l> defined as follows. 
(i) If 01 = (i, j) E %“,” and p = (k, Z) E %m2 then 
b,, = 0 if jfk 
=o if j = k and (i, j, 1) E 9::’ 
= QjXj if j = k and (i j I) $ 9”). 7 7 112 
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(ii) If at least one of i,,j, k, I is equal to m + 1 then 
b,, = 0 if,j # k 
= aij.Xj ifj = k. 
Then, from Lemma 6.1, we have 
xm (3) = [x~+,][@/~.Y’) log det(Z ~ Y’B)-‘lY,=, , 
where Y’ = diag(l,..., 1, y’) is (m + 1)2 x (m + 1)2. Now, using the proce- 
dure defined in Lemma 6.2 the following reduction of the determinant is 
obtained. 
det(Z - Y’B) = det(XA,+, + (g* 0 [--I + Y’ZXm-1 - wn+111x&. 
Thus 
detW& + %*I det(X&+, + W* 0 [-41~1))I;T,+1=o 
= -z 
GMX&+, + q* CD [-111x1)~21&&J . 
But 
detW&+l + w* 0 [-zllxl))lr,+l’o 
= det(XA,,+, -t- (U* @ [x - z]))~,,.,+~=~ - x det(A& + K*) 
= det D m+l lTm+l=l - x detGk -k U*). 
Moreover 
hWX&+, + V* 0 [-111,1))2 = {det(A& + g*))’ 
and det(AX, + V) = det D,+l(m + 1 1 m + 1). Thus, neglecting the terms 
in ~2’ which are independent of x1 , . . . , x, we have 
(3) = z det(&+l)~zm+,=l 
X7n det DmLl(m + 1 I m + 1) 
as required. 1 
It should be noted that the form of the encoding matrix Dmfl for this 
problem explicitly reveals the dependence on the encoding matrices Amfl and 
%* for the two constitutent subproblems. 
EXAMPLE. The generating function for the number of sequences of ,yV 
with prescribed rises, levels, and falls and no increasing 3-runs is 
z . [det(D,)l,,_,ldet(D,(4 I 4))1, 
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where 
-Xl Y XlY - WzY2 XIY 
X,Z-1 xzy x2 Y 
x3x xgz - 1 X3Y . 
X4X x4x x4x 1 
A conventional rise, level, and fall are associated with each sequence. 
These arise from the insertion of the element m + 1 into c = (aI ,..., an) E 
Sm’“, and correspond to the elements (un , m + l), (m + 1, m + l), and 
(m + 1, ul), respectively, in the encoding T(o) of u. Thus the number of 
sequences in Y3 of type (2, 1, 1) with no increasing 3-runs and with distinct 
adjacent elements is 
1 + y(xl + x'2 + x3) + y2(x,-~2 + x2x3 + -'i3xl) 
+ xy2x,x,x3 + xy2(x - y) x1x22x3 I 
1 - xy(x,x, + x2x3 + x3x1) - x2yx1x2x3 + x2y2x1x22x3 
= 3x”y + 2x2y2. 
The actual sequences are 
containing 2 rises and 1 fall, encoded as xy2, 
containing 2 falls and I rise, encoded as x2y, 
which corroborates the enumeration. 
8. CONCLUDING OBSERVATIONS 
The appearance of det(1 - XA)-1 in the statement of Theorem 4.1 indicates 
that the permanent of A is involved, and this has been investigated by 
Jackson [9]. The following expansion theorem for permanents and deter- 
minants by principal cofactors emerges in this context. 
THEOREM 8.1. Let A be an n x n matrix. Then 
6) per A = C-1)” =+G (-I)‘*’ I T I ! n det A[u 1 o(], 
n aE77 
(ii) det A = C-1)” 1 (-l)lVl / r I ! n per A[@ 1 011, 
P&-m aEa 
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where the sum is over allpartitions n qf 2n , / r / is the number of blocks of 7, 
and the product is over all blocks 01 of rr. 
Proof. By the MacMahon Master Theorem [I l] 
But 
per A = [x1 ... x,] det (I -- XA)-l. 
det(Z - XA) = fi; (- l)k c .x,~ ... x,, det(A[ol I a]) 
P=O CKF - n 
In~=k 
and (i) follows. Part (ii) is proved in a similar fashion. 1 
DEFINITION 8.1. An n x n matrix A is said to have property 9 iff 
det(Ab I ~1) = de%413 I PI> for all 01, /3 C Fn where 1 a: / = I fl I . I 
COROLLARY 8.1. Let P be an infinite-dimensional matrix with property 22, 
and let Pj be an arbitrary submatrix P[cy. 1 a] of P such that / 01 / = j. Then the 
generating functions 
m det(P,) 
F(w) = c jr w  and 
j=O ’ 
are connected by the relation 
F(-w) Q(w) = 1. 
Proof. Since P has property 9, we have from Theorem 8. I(i) 
per A, = (-1)‘” c (-1)1”1 / 77 /! nj<i a: I), 
n~~“, UE?r 
where f is a function such that f(0) = 1, f(j) = det A[u / oil, where I 01 I = j. 
Thus 
where the summation is over all j, ,...,j, such that j, + 1.. + j, = m and 
jl + 2j, + ... + nj, = n. Thus 
per A, = (-l)“[wfi/n!] f 1 i [wif(.j)/j!l 
m=n j=l 
= (- I)~[lv~/fz!](F(w))-', 
and the result follows. 1 
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We observe that the derangement problem, the Simon Newcomb problem, 
and the Smirnov problem and their various generalizations have encoding 
matrices which possess the property 9. The encoding matrices for the p-run 
problem do not have property 9. 
Other relations between adjacent elements may be employed. In the 
notation of Section 2, suppose that for i, j E ZYm then 
qP2)(i,j) = x if (i,,j) = 1 
=o otherwise, 
and a = b = 1. Let At2) = [a::‘] be the (m + I) x (171 + 1) matrix defined 
by ~15’ = @“)(i, j), and let 
?Pg) = [(~/~x,+,) log det(Z - XA(2))-1],+,=0 . 
Then [xb] !I’$ at x = I is the number of sequences of type b over ZZ’m such 
that adjacent elements are relatively prime. 
TABLE I” 
n 
1 1 
2 1 
3 3 
4 4 
5 28 
6 16 
7 256 
8 324 
9 3600 
10 3600 
11 129,774 
12 63,504 
13 3,521,232 
14 3,459,600 
1.5 60,891,840 
16 32,626,944 
17 8,048,712,960 
18 3,554,067,456 
19 425,476,094,976 
20 320,265,446,400 
21 12,474,417,291,264 
22 16,417,666,704,384 
23 2,778,580,249,611,264 
24 I, 142,807,773,593,600 
per (B+,) Prime factor decomposition 
1 
1 
3 
22 
22 . 7 
2’ 
.2R 
22 ’ 3” 
24 .32 .52 
24.32.52 
24.32. 17.53 
24. 34 ,72 
24 .3” 11 13 . 19 
24. 32. 52.312 
26.32-5.21143 
28 32 1192 
28 35 . 5 .232891 
210 38 .232 
21° . 35 .71 .24083 
210.36.51. ,312 
213 34. 103 . 182519 
210 . 34 . 112 . 12792 
210 .34 .7 337 .541 
214 . 3” . 52 . 586g2 
D The appearance of occasional large primes suggests that it is unreasonable to expect 
a closed form for the solution of this problem. The fact that B,j, j = 1, 2,... is a perfect 
square follows immediately from the Laplace expansion by the j even rows. 
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No further simplification of this expression has been found, and the 
matrix A@) does not have property 9. Since det(Z - X.4(2))-1 is related to 
per (A@‘), it is appropriate to consider the values of the permanent of a related 
set of matrices {B,} defined by 
B, = [l~j;)]~.~ , 
where 
b!?) = 1 1) if (i,j) = I 
=o otherwise. 
Table I gives the values of per (B,), n = I,..., 24 together with prime factori- 
zations. 
APPENDIX 
Table II gives an encoding of Yr), ?Pp), Yi3) as follows: 
The values of al”‘, pi”’ f or a value of i given in the body of the table are found 
in the appropriate columns of row i. If there is no asterisk in the appropriate 
column for k in row i then CX~“’ = 0 and @’ = 0. Dots in the body of the 
table signify zeros, and Cj ij , which is the degree of the term xi, is given for 
convenience. 
TABLE II 
k 
L-p’ /3?’ i, iz i, i, i, xi, 5 4 3 
1 , . . . . . 0 *** 
0 .- 1 , . . 1 * * * 
0 -* . , . . , *** 
0 -1 , . , *** 
0 -, . . 1 . I ** 
0 -, . 1 1 * 
0 2 1 1 1 . 3 *** 
0 2 .111. 3 ** 
0 2 ..I11 3 * 
-1 -I I 2 1 . 4 *** 
-1 -1 . 1 2 1 . 4 ** 
0 -2 1 1 1 1 . 4 ** 
0 -2 . 1 1 1 1 4 * 
-1 -1 . . 1 2 1 4 * 
-~__ 
Table continued 
a!” 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-1 
-1 
0 
0 
0 
0 
0 
0 
1 
0 
1 
0 
1 
0 
0 
0 
0 
0 
1 
1 
(k) 8, 
1 
1 
1 
1 
1 
I 
1 
1 
1 
3 
3 
-1 
-1 
-1 
--I 
--I 
-1 
-1 
2 
1 
2 
-1 
-1 
-1 
-1 
-1 
-1 
-1 
-1 
1 
1 
1 
1 
1 
1 
1 
1 
-~ 
1 
1 
1 
1 
1 
1 
1 
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TABLE II (continued) 
II I? 13 
1 3 -1 
1 3 
1 1 2 
1 2 1 
I 2 1 
I . I 
1 2 
I I 
. . I 
1 2 2 
1 2 
3 2 
2 3 
2 2 
1 2 
1 3 
1 2 
3 3 
3 2 
2 2 
1 2 
1 3 
1 3 
2 2 
2 3 
3 2 
3 3 
2 3 
3 3 
14 
1 
1 
1 
2 
1 
2 
3 
1 
2 
.~ 
1 
1 
1 
2 
2 
3 
1 
1 
2 
3 
3 
3 
3 
2 
2 
1 
- 
3 1 
2 1 
C i, 
6 
6 
9 
9 
9 
9 
9 
10 
10 
r 
* * * * * * * * * 
* * 
* * * * * * 
* * * * * 
* * * * * 
* * 
k 
4 3 
* * 
* 
* 
* 
* 
* 
* 
* 
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