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Program dela
V nalogi obdelajte problem detekcije pehotnih jarkov v slikah viˇsinskih map terena
posnetih z Lidarjem. Nalogo zastavite kot problem semanticˇne segmentacije, kjer
se vsaka tocˇka v sliki razvrsti v kategorijo jarka, oziroma v kategorijo ozadja. Kot
formalni okvir za nacˇrtovanje segmentacijskega algoritma izberite konvolucijske
nevronske mrezˇe. Predlagajte postopek predprocesiranja slike viˇsinske mape v obliko
primerno za obdelavo z metodo za avtomatsko segmentacijo. Nato predlagajte
tudi arhitekturo konvolucijske nevronske mrezˇe za izvedbo segmentacije ter po
potrebi postopek naknadne obdelave segmentacijske mape. Metodo evalvirajte na
realisticˇni podatkovni zbirki in jo primerjajte s sorodnimi deli.
Podpis mentorja: Podpis somentorja:

Povzetek
Naslov: Nevronska mrezˇa za detekcijo strelskih jarkov na podlagi Lidar digitalnega
modela viˇsin
V nalogi naslovimo problem detekcije strelskih jarkov na digitalnem modelu
viˇsin, ki je pridobljen s sistemom Lidar. Detekcija je izvedena s pomocˇjo tehnologije
segmentacijskih konvolucijskih nevronskih mrezˇ, ki v zadnjih letih krojijo sam
vrh pri resˇevanju problemov detekcije objektov ter segmentacije slik. Uspesˇna
detekcija jarkov ima tudi zgodovinski pomen, saj avtomatske metode detekcije
strelskih jarkov sˇe niso bile preizkusˇene, prav tako pa sistem Lidar omogocˇa
doslej nepredstavljivo natancˇno analizo terena. V nalogi predlagamo algoritem, ki
temelji na arhitekturi U-net in vsebuje postopke pred procesiranja ter naknadnega
procesiranja slik, saj zaradi narave problema, ki ga naslavljamo ni potrebno, da se
detekcija izvaja v realnem cˇasu. Rezultate predlagane metode (Fr13) primerjamo
z dvema modificiranima razlicˇicama (Fr9 ter Canny) ter sorodno metodo Edge.
Primerjavo izvedemo glede na meri F1 ter MCC in pokazˇemo, da odvisno od
tipa obmocˇja predlagane metode dosegajo od 10% do 30% boljˇse rezultate kakor
sorodna metoda. V sklopu dela primerjamo tudi rezultate metode Fr13 ter Fr9
ter pokazˇemo vpliv razlicˇnega nacˇina generacije ter perturbacije ucˇne mnozˇice v
primeru da imamo mocˇno neuravnotezˇen podatkovni niz.
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segmentacija, detekcija, zaznava, konvolucijske nevronske mrezˇe, strelski jarki

Abstract
Title: A neural network for trench detection based on Lidar elevation model
In the thesis we address the problem of infantry trench detection in terrain
images obtained with the Lidar system. Detection is performed using segmentation
convolutional neural network technology, which is currently outperforming other
methods when it comes to solving problems which require object detection and
image segmentation. Successful detection has historical meaning as well as the
automatic detection methods have not yet been used to address this problem. In
addition the Lidar system is now offering a view of terrain with unprecedented
precision. We present an algorithm based on the U-net architecture together
with image preprocessing and post processing steps, as due to the nature of the
problem the detection does not need to run in real time. We compare the results
of our method (Fr13) with two modified approaches (Fr9 and Canny) and a related
method - Edge. Comparison is performed using the F1 and MCC measures where
our method outperforms the Edge method by 10% to 30%. Based on the different
results achieved by methods Fr13 and Fr9 we present and discuss the implications
different methods of learning set generation and image augmentation have on the
learning process of neural networks, especially if original data is heavily unbalanced.
Keywords





Najbolj pogosta asocijacija za mnoge ob omembi prve svetovne vojne, je slika
vojakov, ki cˇepijo v strelskih jarkih cˇakajocˇ na zˇvizˇg piˇscˇalke, ki bo oznanil zacˇetek
napada. Cˇeprav naj bi bilo samo v zahodni Evropi izkopanih kar 40.000 [1]
kilometrov strelskih jarkov, pa jih je v prvotnem stanju danes ohranjenih zelo malo,
pomanjkljive pa so tudi geografske karte, kjer bi bil potek jarkov vrisan. Eno od
takih slabo evidentiranih obmocˇji, je tudi prizoriˇscˇe Sosˇke fronte, ki je potekala po
dolini reke Socˇe ter okoliˇskih vrhovih. Razlogov za tako stanje je vecˇ. Velika vecˇina
jarkov je bila namerno zasutih po vojni, saj so potekali preko kmetijskih povrsˇin,
velik delezˇ pa je bil zarasˇcˇen in pozabljen saj so potekalih po tezˇko dostopnih
obmocˇjih.
S hitrim razvojem in dostopnostjo satelitskih slik (npr. Sattelites.pro [2] ) ter
slik zajetih iz zraka (npr. Ortofoto [3]) smo dobili vpogled v obmocˇja, ki so nam bila
prej nedostopna, kar je pripeljalo do fascinantnih odkritji [4], kljub temu gozdovi
ter rastlinje ostajajo nepremostljive ovire, ki zakrivajo pogled na talne povrsˇine.
Na tem mestu pa se pokazˇejo prednosti sistema Lidar [5], ki je v zadnjih letih
postal eno glavnih orodij za oblikovanje modelov povrsˇja in okolice.
Lidar predstavlja anglesˇko kratico za Light Detection And Ranging oz. sistem
za detekcijo in merjenje razdalje s pomocˇjo svetlobe. Sistem je bil razvit okrog leta
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Slika 1.1: Primer slike, pridobljene s sistemom Lidar. Na levi je obmocˇje zajeto
s sistemom Ortofoto [3] na desni pa je prikazano isto obmocˇje zajeto s sistemom
Lidar. Opazimo lahko vrtacˇe ter strelske jarke, ki na levi sliki niso vidni.
1960, sˇirsˇi javnosti pa je postal znan leta 1971, ko je bil uporabljen za merjenje
povrsˇja lune na misiji Apollo 15 [6], ter kasneje sˇe na misijah Apollo 16 ter 17.
Sistem deluje na podoben nacˇin kot delujeta RADAR (angl. Radio Detection
And Ranging) ter SONAR (angl. Sound Navigation And Ranging), le da Lidar
namesto radijskih oz. zvocˇnih valov, za detekcijo objektov in dolocˇanje razdalje,
meri odbojni cˇas svetlobe. Prednost uporabe svetlobe za opravljanje meritev
je, da gre za valovanje s kratko valovno dolzˇno (Lidar tehnologija najpogosteje
uporabljajo valovno dolzˇino okrog 1000-1500 nm, ki je varna za ocˇi poleg tega
pa je oddajana z visoko-energijskim virom [7]), ki omogocˇa visoko natancˇnost.
Sistem na podlagi inercijskega sistema, odbojnih cˇasov in triangulacije ustvari
izjemno natancˇen oblak tocˇk [8], njegova glavna prednost pa je, da so rastlinje oz.
gozdovi v ugodnih razmerah premostljiva ovira. Detekcija in odstranitev vegetacije
v podatkih, pridobljenih z LIDAR tehnologijo, je opisana v cˇlanku [9]. Vsaj del
laserskega zˇarka namrecˇ pogosto presije skozi odprtine v drevesni krosˇnji do tal
in na ta nacˇin kot zadnji odboj ustvarja viˇsinsko tocˇko povrsˇja pod vegetacijo.
Detekcija povrsˇja pod gozdovi je vidna na Sliki 1.1 prakticˇna uporaba pa je lepo
prikazana v cˇlanku [10] ter v cˇlanku [11], kjer s pomocˇjo omenjenega sistema
ustvarijo model izgubljenega mesta v globokem pragozdu, ki so ga zgradili Maji.
Kljub temu, da s pomocˇjo sistema Lidar dobimo vpogled v prej prakticˇno
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nedostopna obmocˇja, pa ostaja problem detekcije in prepoznave strelskih jarkov
odprt. Zaradi kolicˇine strelskih jarkov ter njihove velikosti, je rocˇno vrisovanje
izjemno pocˇasno, hkrati pa hitro pride do napake zaradi velike kolicˇine podobnih
struktur (problem predstavljajo npr. ceste, vodotoki ipd.), ki jih s prostim ocˇesom
tezˇko locˇimo na sliki.
Prve korake k avtomatski detekciji so naredili [12], na podocˇju sorodnih pro-
blemov pa so se dolocˇeni avtorji ukvarjali z detekcijo cest s pomocˇjo sistema
Lidar [13, 14, 15], vendar gre vecˇinoma za detekcijo v kombinaciji z navadno ka-
mero, za potrebe samovozecˇih vozil. Noben od omenjenih pristopov pa v trenutnem
stanju ne nudi mozˇnosti avtomatske in zanesljive detekcije na realnih podatkih,
saj problem predstavljata tako kolicˇina samih jarkov kot tudi izjemna raznolikost
okolja v katerem se nahajajo, kar sˇe dodatno otezˇi detekcijo.
Glavni namen ucˇinkovite detekcije in kartiranja strelskih jarkov je predvsem
zgodovinski, saj nam bo omogocˇila boljˇse razumevanje dogodkov prve svetovne
vojne ter nam pomagala poiskati obmocˇja z zgodovinsko vrednostjo, ki bi lahko
presˇla pod ustrezno zasˇcˇito. Hkrati pa je mogocˇe, da razvite resˇitve koristijo pri
resˇevanju sorodnih problemov, kjer obstajajo potrebe po detekciji podolgovatih
struktur v slikah (npr. detekcija zˇivcev ali zˇil v medicinskih slikah).
1.2 Sorodna dela
Glavna naloga sistema za detekcijo strelskih jarkov je segmentacija dvodimenzi-
onalnih slik, kar je izjemno razsˇirjen problem, tako na podrocˇju racˇunalniˇskega
vida kot tudi umetne inteligence [16, 17, 18]. Trenutno na podrocˇju segmentacije
in prepoznave slik najboljˇse rezultate dosegajo pristopi z uporabo konvolucijskih
nevronskih mrezˇ, ki so postale dominantne z razvojem mrezˇe AlexNet [19]. Gre
za nevronske mrezˇe, kjer so zaporedno povezane plasti s konvolucijskimi filtri ter
obcˇasno (maksimalne) zbiralne plasti (angl. max pooling). Njihov uspeh se meri na
anotiranih ucˇnih nizih, kot na primer MNIST [20] (prepoznava sˇtevilk), CIFAR [21]
(prepoznava vsakdanjih predmetov iz desetih kategorij) ter ImageNet [17] (prepo-
znava predmetov). Novi, izboljˇsani pristopi k segmentaciji oz. detekciji na slikah
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trenutno sˇe vedno temelijo na konvolucijskih nevronskih mrezˇah, s poudarkom na
spreminjanju arhitekture - globine (sˇt. plasti) ali pa sˇirine (sˇt. parametrov oz.
nevronov) nevronske mrezˇe [22, 23].
V cˇlanku [24] je predstavljena primerjava arhitektur razlicˇnih konvolucijskih
nevronskih mrezˇ, glede na sˇtevilo ucˇljivih parametrov, ki jih mrezˇe vsebujejo. Prav
tako je pozornost namenjena vplivu pred-procesiranja oz. povecˇevanja sˇtevila ucˇnih
primerov z zrcaljenjem ter rotiranjem. Avtorji so uspesˇno dokazali, da se lahko
delovanje mrezˇe z t.i. ”umetnim”(novi ucˇni primeri so ustvarjeni z bogatenjem
(angl. augmentation) obstojecˇih ucˇnih primerov) povecˇevanjem ucˇnega niza precej
izboljˇsa. Hkrati so tudi dokazali, da ne glede na kolicˇino pred-procesiranja ucˇnih
podatkov, nevronske mrezˇe z vecˇjim sˇtevilo ucˇljivih parametrov dosegajo viˇsjo
natancˇnost.
Avtorji cˇlanka [25] so uporabili globoko nevronsko mrezˇo za detekcijo nevronskih
membran v prostorsko povezanih zaporedjih slik. Klasifikacija je potekala nad
vsako posamezno svetlobno tocˇko tako, da ima zadnja plast nevronske mrezˇe dva
izhodna nevrona namenjena klasifikaciji - cˇe se aktivira prvi gre za membrano, oz.
cˇe se aktivira drugi ne gre za membrano. Avtorji cˇlanka [16] so razsˇirili arhitekturo
nevronske mrezˇe iz cˇlanka [25] in jo poimenovali U-net. Poleg vzorcˇenja navzdol
(angl. downsampling), uporabljenega v [25] so implementirali sˇe vzorcˇenje navzgor
(angl. upsampling), tako da je izhodna plast nevronske mrezˇe enakih dimenzij kot
njen vhod. Nevronske mrezˇe so bolj podrobno predstavljene v Poglavju 2.1.1.
Z iskanjem strelskih jarkov se je ukvarjal tudi avtor cˇlanka [12], ki se je iskanja
lotil z bolj preprostimi metodami racˇunalniˇskega vida npr. z detekcijo robov.
Avtor za glajenje obmocˇji za razliko od nasˇega pristopa uporabi Gaussov filter, za
samo detekcijo pa filter Canny. Na ravninskih obmocˇjih, kjer sˇuma ni veliko s tem
pristopom dosezˇe visoko stopnjo natancˇnosti, problem pa se pojavi na razgibanih ne-
ravninskih obmocˇjih z veliko kolicˇino sˇuma, kjer se metoda ne obnese najbolje. Sam
pristop je zˇe v trenutni implementaciji kompleksen, cˇe pa bi ga zˇeleli izboljˇsati pa
bi potrebovali nesorazmerno veliko dela, saj bi morali dodati nove nacˇine filtriranja
za vsak posamezen tip obmocˇja, ki bi ga srecˇali. Kot najbolj sorodno delo nasˇi
magisterski nalogi, sluzˇi kot dobro osnova za primerjavo koncˇnih rezultatov, hkrati
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pa demonstrira visoko stopnjo generalizacije, ki jo zagotavlja nasˇ pristop, ki deluje
primerljivo na vseh tipih obmocˇji.
V cˇlankih [26, 27] so avtorji analizirali uporabnost sistema Lidar in podatkov
pridobljenih s to tehnologijo za detekcijo cest v samovozecˇih vozilih. Pri samo-
vozecˇih vozilih je Lidar prirjen na streho vozila. Za nasˇe potrebe so bili predvsem
uporabni pristopi ki so jih avtorji uporabili za pretvorbo tocˇkovnega oblaka v
dvodimenzionalne slike oz. znacˇilnice, nad katerimi se je izvajala detekcija. V
cˇlanku [26] se je detekcija izvajala s konvolucijsko nevronsko mrezˇo, v cˇlanku [27]
pa s podobnostjo med histogrami.
Za razvoj nasˇega pristopa so najbolj koristili prispevki avtorjev cˇlankov [16, 25],
ki so se ukvarjali z arhitekturami nevronskih mrezˇ, ter prispevki iz cˇlanka [12], ki
se nanasˇajo na pred- in post-procesiranje Lidar podatkov.
1.3 Prispevki
Prispevke magistrske naloge lahko razdelimo na vecˇ podrocˇji.
Glavni prispevek nasˇega magistrskega dela predstavlja razvoj algoritma v ka-
terem uporabimo konvolucijsko nevronsko mrezˇe, s tako imenovano arhitekturo
U-net [16], ki je bila prvotno razvita za resˇevanje medicinskih segmentacijskih
problemov. Prednost takega pristopa je visoka stopnja generalizacije, kar nam
omogocˇa, da arhitekturo in predlagane postopke iz magistrskega dela v bodocˇe upo-
rabimo tudi na sorodnih problemih. Hkrati pa je prednost uporabe konvolucijske
nevronske mrezˇe in predlaganih postopkov tudi ta, da dosega dobre rezultate na
relativno majhnih ter mocˇno neuravnovesˇenih ucˇnih nizih, ki se dostikrat pojavijo
pri resˇevanju realnih problemov.
Za uspesˇno ucˇenje nasˇega algoritma je bilo potrebno ustvariti rocˇno anotiran
podatkovni niz, kjer so z visoko natancˇnostjo vrisani strelski jarki, na slikah prido-
bljenih s sistemom Lidar. Pri pred-procesiranju podatkov predlagamo nov nacˇin
uporabe filtriranja s srednjo vrednostjo (angl. median filtering) za normalizacijo
podatkov. Predlagamo tudi nacˇin vpeljave sˇuma ter nakljcˇnega odmika vrednosti v
ucˇne podatke, ki jih kombiniramo z rotiranjem in zrcaljnjem opisanem v [24]. S tem
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pristopom dvignemo nivo generalizacije pri relativno majhnem ter neuravnovesˇenem
ucˇnem nizu.
Pri naknadnem procesiranju podatkov predlagamo nov nacˇin uporabe binarnih
morfolosˇkih operacij, s katerimi verjetnostno sliko, ki nastane kot rezultat nevronske
mrezˇe, spremenimo v binarno segmentacijsko sliko. Prednost takega pristopa je, da
lahko ucˇinkovito uporabimo verjetnostno sliko za odstranitev anomalij, ki nastanejo
med celotnim procesom detekcije. Z dolocˇeno mero zanesljivosti lahko s tem
pristopom tudi predvidimo, kje so potekali jarki, ki so zaradi takih ali drugacˇnih
razlogov bili unicˇeni (npr. gradnja cest). Velik del post-procesiranja temelji na
metodi detekcije robov, ki jo je leta 1998 predlagal Frangi [28].
1.4 Sestava magistrske naloge
Magistrska naloga je sestavljena iz sˇestih poglavij. V Poglavju 2 so predstavljeni
glavni pristopi in algoritmi, ki so bili uporabljeni pri nasˇem delu ter njihovo
teoreticˇno ozadje. V pogavju 3 je podrobneje predstavljen nasˇ pristop k resˇevanju
danega problema. V Poglavju 5 so prestavljene tehnicˇne podrobnosti nasˇega
pristopa; katere programske knjizˇnice smo uporabili, kako smo merili uspesˇnost,
kaksˇen je ucˇni niz, itd. V Poglavju 5 so predstavljeni pridobljeni rezultati, njihove
primerjave z referencˇnimi metodami. Hkrati je predstavljen vpliv spreminjanja
parametrov in pristopov na kakovost rezutatov. V Poglavju 6 so predsatvljeni nasˇi
zakljucˇki ter potencial za prihodnje delo in razvoj.
Poglavje 2
Metode
2.1 Konvolucijske nevronske mrezˇe
2.1.1 Nevronske mrezˇe
Zacˇetki razvoja nevronskih mrezˇ segajo v leto 1943, ko se pojavijo prvi preprosti
matematicˇni model cˇlovesˇkega nevrona [29]. Preskok se je zgodil leta 1949, ko je
Donald Hebb predlagal nov princip delovanja nevronov - Hebbovo pravilo (angl.
Hebb’s rule), ki temelji na tem da se krepijo povezave med nevroni, ki se aktivirajo
istocˇasno [30]. Prvi, ki mu je uspelo Hebbov nevron implementirati v praksi, je
bil leta 1957 Frank Rosenblat. Model nevrona, ki ga je uporabil Rosenblatt je
poimenovan Perceptron in je prikazan na Sliki 2.1. Podobno kot cˇlovesˇki nevron je
sestavljen iz treh delov. Na Sliki 2.1 levo, so prikazani vhodi v nevron x1, x2, . . . , xn
oznacˇeni z in(t). Tako kot cˇlovesˇki nevron (dendriti) ima tudi matematicˇni model
neomejeno sˇtevilo vhodov, ki jih lahko sprejme. Sredino nevrona predstavlja funkcija
w0(t), ki izracˇuna utezˇeno povprecˇje vhodnih signalov glede na utezˇi w1, w2, . . . , wn
in posreduje utezˇeno povprecˇje naprej po nevronu. Na Sliki 2.1 desno, pa imamo
aktivacijsko funkcijo, oznacˇeno s stopnicˇastim simbolom, ki dolocˇi izhodno vrednost
nevrona out(t). Stopnicˇasti simbol je uporabljen, ker se za aktivacijsko funkcijo v
primeru perceptrona navadno uporablja Heavisde-ova stopnicˇasta funkcija (angl.
Heaviside step function). Izhodni nabor funkcije tvorita samo vrednosti 0 ter 1,
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Slika 2.1: Perceptron - model cˇlovesˇkega nevrona.
odvisno od tega ali se vhodna vrednost nahaja levo ali desno od izbranega pragu
na sˇtevilski premici.
Z implementacijo prvega nevrona je raziskovalni svet zajel val optimizma, ki
je sˇel tako dalecˇ, da je Rosenblatt trdil, da je Perceptron zarodek elektronskih
racˇunalnikov, za katere pricˇakujejo, da bodo sposobni govoriti, hoditi, videti in se
bodo zavedali svojega obstoja. A kmalu se je izkazalo da imajo prvi nevroni in
nevronske mrezˇe dve precej hudi pomanjkljivosti, ki so po zacˇetnem zanosu razvoj
nevronskih mrezˇ potisnili na stranski tir za skoraj 20 let.
Prva pomanjkljivost je ta, da je posamezni nevron linearni binarni klasifikator,
kar pomeni, da je sposoben locˇiti dva razreda vhodnih podatkov, a le, cˇe so podatki
linearno locˇljivi. Perceptron namrecˇ deluje tako, da podatke locˇuje s prilagaja-
njem locˇevalne hiperravnine. Delovanje posameznega nevrona oz. perceptrona
je prikazano na Sliki 2.2. Cˇe je razredov vecˇ oz. jih ne moremo locˇiti z eno
hiperravnino, lahko vecˇ perceptronov povezˇemo v vecˇplastni perceptron, vseeno
pa morajo biti podatki linearno locˇljivi. Primer problema, kjer en sam perceptron
ni dovolj je prikazan na Sliki 2.3. Posamezni nevroni s stopnicˇasto aktivacijsko
funkicjo so namrecˇ linearni klasifikatorji. V primeru da vecˇ linearnih klasifikatorjev
povezˇemo med seboj z linearnimi operacijami (izhod enega nevrona je vhod v
naslednji nevron) bomo ustvarili nov linearni klasifikator, kar pomeni, da lahko
celotno vecˇplastno nevronsko mrezˇo nadomestimo z eno samo plastjo nevronov.
Nelinearnost je bila kasneje v nevronske mrezˇe vpeljana z uporabo bolj kompleksnih
aktivacijskih funkcij, ki so opisane v Poglavju 2.1.2 in omogocˇjajo veliko sˇirsˇo
uporabnost nevronskih mrezˇ.
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Slika 2.2: Primer delovanja perceptrona z dodajanjem novih vhodnih podatkov.
V zgornjem primeru locˇuje med psi in macˇkami in vhodnim podatkov prilagaja
hiperravnino oz. v tem primeru premico. Locˇitvena premica ni enolicˇno dolocˇena
in se spreminja z dodajanjem novih podatkov.
Druga pomanjkljivost pa je ta, da v cˇasu, ko so se razvili prvi nevroni oz.
nevronske mrezˇe, ni bilo algoritma, s katerim bi bilo mogocˇe nevronsko mrezˇo
ucˇinkovito ucˇiti. Poleg knjige [31], ki sta jo leta 1969 izdala Marvin Minsky ter
Seymour Paper, v kateri sta izpostavila vse pomanjkljivosti perceptronov, je bil to
glavni razlog da je razvoj na podrocˇju nevoronskih mrezˇ zastal.
Leta 1986 so se nevronske ter globoke nevronske mrezˇe (vecˇplastni perceptroni)
ponovno vrnile v ospredje. Geoffrey Hinton je v cˇlanku [32] predstavil algoritem za
ucˇinkovito ucˇenje globokih nevronskih mrezˇ, ki temelji na propagaciji napake skozi
mrezˇo v obratni smeri. Napaka je v primeru ucˇenja nevronskih mrezˇ definirana
kot razlika med izhodom nevronske mrezˇe ter zˇelenim izhodom, glede na izbrano
funkcijo za merjenje napake (npr. krizˇna entropija, povprecˇna kvadratna napaka
itd.). Primer preproste nevronske mrezˇe je prikazan na Sliki 2.4, kjer lahko vidimo
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Slika 2.3: Primer problema, kjer en sam perceptron ni dovolj. Cˇe zˇelimo razreda
locˇiti, bomo potrebovali najmanj dve locˇitveni premici, za kar potrebujemo ne-
vronsko mrezˇo ki ima tri nevrone, po enega za vsako locˇitveno premico, ter enega,
ki izhoda prvih dveh nevronov zdruzˇi v singualrni izhod. Zgornji graf simulira
delovanje funkcije XOR, ki je bila ena prvih osnovnih binarnih funkcij, s katero so
imeli perceptroni tezˇave, saj njenega delovanja ni mogocˇe simulirati z enim samim
nevronom.
tri (3) razlicˇne plasti nevronov. Nevronske mrezˇe so do danes bliskovito napredovale
in predstavljajo eno izmed najboljˇsih aproksimacijskih metod kar jih poznamo,
med drugim tudi zato, ker so sposobne visoke stopnje generalizacije, kar pomeni,
da jih lahko uporabimo za popolnoma razlicˇne naloge in dosegamo dobre rezultate.
Za lazˇjo predstavo vsestranskosti nevronskih mrezˇ je dovolj da predstavimo
nekaj najbolj odmevnih dosezˇkov v zadnjih letih razvoja na tem podrocˇju: razvoj
algoritma AlphaZero [33], ki se je sam naucˇil igrati go, sˇah ter sˇogi na prej
nedosegljivem nivoju, razvoj in uporaba nevronskih mrezˇ za vozˇnjo samovozecˇih
vozil [34], uporaba nevronskih mrezˇ za prepoznavo govora [35] in detekcijo ter
prepoznavo teksta [36].
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Slika 2.4: Primer preproste nevronske mrezˇe. Mrezˇa na sliki ima poleg vhodne in
izhodne plasti sˇe eno skrito plast (angl. Hidden layer) nevronov.
Vir: [37]
2.1.2 Aktivacijske funkcije
Aktivacijska funkcija igra kljucˇno vlogo v delovanju posameznega nevrona in po-
sledicˇno vpliva na delovanje celotne nevronske mrezˇe, saj preslika utezˇeno povprecˇje
vhodov v nevron v izhodno vrednost. Cˇe zˇelimo uporabiti nevronsko mrezˇo za
resˇevanje nelinearnih problemov, je aktivacijska funkcija tisti del, ki nam dovoli
vpeljavo nelinearnosti v sistem. Poleg same aktivacijske funkcije je pomemben tudi
njen prvi odvod, ki je uporabljen pri propagacijskem algoritmu za ucˇenje nevronske
mrezˇe. Odvod nam pove smer in velikost popravka napake, saj propagacijski
algoritem implementira gradientni spust. V nadaljevanju je predstavljenih nekaj
najbolj pogosto uporabljenih aktivacijskih funkcij.
Stopnicˇasta funkcija
Stopnicˇasta funkcija, prikazana na Sliki 2.5, je ena prvih predlaganih aktivacijskih
funkcij in simulira delovanje cˇlovesˇkega nevrona v binarnem smislu. Njena izhodna
vrednost je tako bodisi 0 bodisi 1 oz. nevron se bodisi aktivira bodisi ne. Problem te
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aktivacijske funkcije je, da je njen odvod nicˇelen (oz. enak Diracovi delta funkciji),
kar pomeni, da je neuporaben za gradientni spust. Enacˇba stopnicˇaste funkcije je
definirana na sledecˇ nacˇin:
f(x) =
0, x < 01, x ≥ 0 . (2.1)
Ko zgornjo enacˇbo odvajamo pa dobimo odvod ki je res enak Diracovi delta funkciji:
f ′(x) =
inf , x = 00, x 6= 0 , (2.2)
saj je njegova vrednost enaka 0 povsod, razen v tocˇki v kateri funkcija spremeni
vrednost, kjer pa je vrednost ovoda neskoncˇna.






Slika 2.5: Binarna stopnicˇasta funkcija. Izhodni vrednosti funkcije sta 0 ali 1,
prag kjer funkcija spremeni izhodno vrednost pa je 0.
Funkcija identitete
Funkcija identitete (angl. identity function), prikazana na Sliki 2.6, preslika vhodno
vrednost naravnost v izhodno:
f(x) = x. (2.3)
Funkcija identitete je odvedljiva s konstantnim odvodom, torej:
f ′(x) = 1, (2.4)
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a je sˇe vedno linearna, kar preprecˇuje nevronski mrezˇi, da bi lahko resˇevala bolj
kompleksne probleme. Prav tako njene izhodne vrednosti niso omejene, kar jo
naredi dovzetno za napake (angl. outliers) v ucˇnem nizu in lahko pripelje do
nekontrolirane rasti ali padca vrednosti utezˇi v nevronski mrezˇi.
Prednost linearne aktivacijske funkcije napram stopnicˇaste funkcije je, da iz
odziva nevrona lahko razberemo tudi intenziteto odziva in ne samo informacije o
tem ali se je nevron aktiviral ali ne. Hkrati pa izhodne vrednosti identicˇne funkcije
niso omejene, kar pomeni, da intenzitete ni mogocˇe pretvoriti v procentualne
vrednosti, saj maksimalna oz. minimalna vrednost odziva ne obstajata.





Slika 2.6: Identicˇna funkcija. Najbolj preprosta aktivacijska funkcija, ki simulira
delovanje nevrona na nacˇin ki izrazˇa tudi intenziteto aktivacije.
Sigmoidna funkcija
Sigmoidna funkcija (angl. Sigmoid function), prikazana na Sliki 2.7, je zaradi
svojih prakticˇnih lastnosti ena najbolj razsˇirjenih nelinearnih aktivacijskih funkcij.
Izhodne vrednosti funkcije so namrecˇ omejene na interval med 0 in 1, kar se lahko
naravnost uporabi kot intenzivnost aktivacije, izrazˇene v odstotkih, hkrati pa ima
funkcija zelo lepo definiran odvod, ki ga je mogocˇe izracˇunati naravnost iz vrednosti
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) = f(x)(1− f(x)). (2.6)
Vidimo, da lahko odvod res zapiˇsemo izrazˇen z vrednostjo funkcije, kar prihrani
veliko racˇunske mocˇi pri propagiranju napake skozi nevronsko mrezˇo.
Iz Slike 2.7 je razvidno da imajo najvecˇji vpliv na magnitudo odvoda vhodne
vrednosti okrog 0, vhodne vrednosti vecˇjih magnitud pa so zadusˇene k 0 oz. 1, kar
pomeni da je njihov odvod oz. vpliv na spremembo utezˇi nicˇeln. Za razliko od
identicˇne funkcije taksˇna aktivacijska funkcija naredi celotno nevronsko mrezˇo bolj
stabilno in odporno na napake v ucˇnih podatkih, a je potrebno podatke ustrezno
pripraviti in normalizirati na vrednosti okrog 0, saj jih drugacˇe sigmoidna funkcija
zadusˇi.






Slika 2.7: Sigmoidna funkcija.
Funkcija ReLU
Funkcija ReLU (angl. Rectified Linear Unit), prikazana na Sliki 2.8, je poleg
Sigmoidne funkcije ena najbolj razsˇirjenih nelinearnih aktivacijskih funkcij. V svoji
nevronski mrezˇi jo uporabljajo avtorji [16], po katerih smo povzeli arhitekturo nasˇe
nevronske mrezˇe za detekcijo strelskih jarkov. K popularnosti ReLU prispeva tudi
dejstvo, da je racˇunsko nezahtevna:
f(x) = max(0, x), (2.7)
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0, x < 0
1, x > 0
inf , x = 0
. (2.8)
Cˇe pogledamo Enacˇbo 2.8, lahko vidimo, da funkcija ReLU v tocˇki 0 ni odvedljiva,
kar v praksi resˇimo tako, da odvodu v tocˇki 0 priredimo izbrano vrednost, navadno
0, 0.5 ali 1. Druga alternativa, s katero se izognemo neodvedljivosti v tocˇki 0,
pa je uporaba aktivacijske funkcije Softmax [38], ki si jo lahko predstavljamo kot
zglajeno ReLu funkcijo, kar pomeni da je njen odvod definiran tudi v tocˇki 0.





Slika 2.8: Funkcija ReLU. Vse vrednosti manjˇse od 0 so zadusˇene, medtem ko
vrednosti vecˇje od 0 ostanejo nespremenjene.
Zaradi svojih lastnosti je bila izbrana kot aktivacijska funkcija v arhitekturi
U-net in posledicˇno tudi v nasˇem pristopu.
2.1.3 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe predstavljajo poddruzˇino nevronskih mrezˇ, ki se pri-
marno uporablja za resˇevanje vizualnih problemov (e.g. segmentacija slik, detekcija
objektov v slikah...). Kot navdih za razvoj konvolucijskih nevronskih mrezˇ je sluzˇil
cˇlovesˇki oz. zˇivalski vizualni korteks, kjer je zaznava okolja urejena hierarhicˇno.
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Posledicˇno imajo konvolucijske nevronske mrezˇe drugacˇno arhitekturo kakor tradici-
onalne nevronske mrezˇe. Njihova glavna prednost je v tem, da omogocˇajo doseganje
primerljivih oz. boljˇsih rezultatov z manjˇsim sˇtevilom nevronov in utezˇi kakor
tradicionalne nevronske mrezˇe.
Tako kot standardna nevronska mrezˇa je tudi konvolucijska nevronska mrezˇa
sestavljena iz treh (3) delov. Kot vidimo na Sliki 2.9 imamo vhodno plast, ki je pri
konvolucijskih nevronskih mrezˇah navadno slika oz. matrika. Jedro konvolucisjke
nevronske mrezˇe predstavljajo skrite plasti, kjer si izmenicˇno sledijo konvolucijske
in zbiralne plasti, na koncu pa sledi sˇe klasifikacijski del, ki ima obliko standardne
nevronske mrezˇe in poskrbi za koncˇno klasifikacijo in vrednosti v izhodi plasti.
Cˇe nekoliko posplosˇimo si lahko jedro konvolucijke nevronske mrezˇe predsta-
vljamo kot proces s katerim vhodni sliki na ”pameten”nacˇin zmanjˇsamo dimenzijo,
tako da v zadnjem koraku potrebujemo precej manj nevronov za uspesˇno klasifika-
cijo. S pametno zmanjˇsanjem dimenzije v nasˇem primeru mislimo na zmanjˇsanje
dimenzije slike, pri cˇemer ohranimo kar najvecˇ lastnosti prvotne slike (predvsem
prostorskih relacij med objekti). Predstavljajmo si, da zˇelimo prepoznati predmet
na sliki, ki je velikosti 500× 500 slikovnih tocˇk. Cˇe vsako slikovna tocˇka na sliki
predstavlja vhod v en nevron, pomeni, da bo imela nasˇa nevronska mrezˇa v prvi
plasti 500× 500 = 250000 nevronov. Cˇe pa vhodno sliko s pomocˇjo konvolucijske
nevronske mrezˇe uspesˇno (ohranimo cˇim vecˇjo kolicˇino lastnosti slike) zmanjˇsamo
na dimenzijo 50 × 50 slikovnih tocˇk, bo nasˇa nevronska mrezˇa potrebovala le sˇe
2500 nevronov, kar pripelje do znatne pohitritve delovanja.
Slika 2.9: Primer arhitekture konvolucijske nevronske mrezˇe. Vidimo lahko, da
jedro konvolucijskih nevronskih mrezˇ predstavljata naslednja dva tipa skritih plasti,
ki si izmenicˇno sledita: konvolucijske plasti ter zbiralne plasti (angl. pooling layers).
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2.1.4 Konvolucijske plasti
Konvolucija je matematicˇna operacija, ki zdruzˇi dva seta informacij. V konvolucijski
plasti nevronske mrezˇe to izgleda tako, da filter, navadno velikosti 3 × 3, drsi po
sliki, pri tem pa se isto lezˇecˇi elementi med seboj pomnozˇijo in sesˇtejejo v izhodno
vrednost. Primer vnosa in konvolucijskega filtra je prikazan na Sliki 2.10. Vsaka
konvolucijska plast navadno vsebuje vecˇje sˇtevilo filtrov, vsak od filtrov pa s
konvolucijo ustvari novo znacˇilnico. Cˇe je vhodna slika cˇrno belo in ima tako
dimenzije 250× 250× 1 in ima prva konvolucijska plast 32 konvolucijskih filtrov,
bo dimenzija izhoda prve konvolucijske plasti 250 × 250× 32.
Slika 2.10: Primer vnosa in konvolucijskega filtra. Delovanje konvolucijskega filtra
nad kosom matrike je prikazano v Enacˇbi 3.1.
Cˇe si zamislimo drsenje filtra iz Slike 2.10 po vhodni matriki, bo izhodni rezultat










1× 1 + 1× 0 + 1× 1 + 0× 0 + 1× 1 + 1× 0 + 0× 1 + 0× 0 + 1× 1 = 4, (2.9)
torej bo izhodna matrika v polju zgoraj levo imela vrednost 4.
Prav konvolucijski filtri so tisti elementi konvolucijske nevronske mrezˇe, ki jih
med ucˇenjem nevronske mrezˇe prilagajamo. Cilj ucˇenja je, da bi bil vsak od filtrov
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prilagojen tako, da bi poudaril dolocˇeno znacˇilnost v vhodni sliki npr. dolocˇeno
barvo, rob, oblino itd. V praksi se izkazˇe da so filtri velikosti 3x3 dokaj optimalni,
saj so racˇunsko nezahtevni za izvedbo konvolucije, hkrati pa zaradi hierarhicˇne
sturkture same nevronske mrezˇe simulirajo delovanje vecˇjih konvolucijskih filtrov
(npr. 5× 5 in 7× 7), ki so bili uporabljeni v prvih implementacijah konvolucijskih
nevronskih mrezˇ.
Na Sliki 2.11 so prikazani konvolucijski filtri enega nivoja konvolucijske mrezˇe
po ucˇenju. Prikazani konvolucijski filtri se nahajajo na prvem nivoju konvolucijske
nevronske mrezˇe imenovane AlexNet [17]. Filtri so velikosti 11× 11× 3, na njih
pa je lepo razvidno, da so se razlicˇni filtri prilagodili tako, da izrazijo dolocˇene
lastnosti vhodne slike. Filtri v prvih treh vrsticah poudarjajo robove in dolocˇene
oblike v vhodni sliki, spodnji filtri pa reagirajo predvsem na barve.




Zbiralne plasti (angl. pooling layers) so poleg konvolucijskih plasti glavni gradniki
konvolucijskih nevronskih mrezˇ. Uporabljajo se za zmanjˇsanje dimenzije vhoda, pri
cˇemer ohranjajo njegovo globino (e.g. velikost posamezne znacˇilnice se zmanjˇsa, ne
zmanjˇsa pa se sˇtevilo znacˇilnic). Z zmanjˇsanjem dimenzionalnosti se zmanjˇsa sˇtevilo
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ucˇljivih parametrov, kar pripelje do hitrejˇsega ucˇenja in pripomore k temu, da se
mrezˇa pretirano ne prilagodi ucˇnim podatkom (angl. overfitting). Pri zbiralnih
plasteh gre za obliko nelinearnega nizˇanja dimenzij, kar omogocˇa, da se razkrijejo
prostorske relacije med elementi, ki jih prej ni bilo mogocˇe zaznati (e.g. filter
je premajhen, da bi zajel celoten objekt, dokler vhodu na kasnejˇsi plastni ne
zmanjˇsamo dimenzij).
Proces zbiranja poteka tako, da vhodno sliko razdelimo na obmocˇja, ki se ne
prekrivajo (najbolj pogosto so obmocˇja dimenzije 2 × 2), nato pa vsako obmocˇje
nadomestimo z eno samo vrednostjo. Cˇe obmocˇje nadomestimo z maksimalno
vrednostjo v njem, gre za maksimalno zbiranje (angl. max pooling), lahko pa ga
nadomestimo s povprecˇno vrednostjo vseh vrednosti znotraj obmocˇja (angl. average
pooling).
Razlike med uporabo maksimalnega ter povprecˇnega zbiranja niso velike in so
mocˇno odvisne od specificˇnega problema, ki ga resˇujemo, ter podatkov, ki so nam
na voljo. Maksimalno zbiranje deluje bolje v primerih, ko je iskani vzorec zelo
izrazit, medtem ko povprecˇno zbiranje problem generalizira, saj vrednosti vseh
vhodov vplivajo na izhod. V splosˇnem pa naj bi maksimalno zbiranje dosegalo
nekoliko boljˇse rezultate [40].
Slika 2.12: Primer maksimalnega zbiranja. Vsako obmocˇje je nadomesˇcˇeno z
maksimalno vrednostjo v njem.
Vir: [39]
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2.1.6 Plasti nakljucˇnega izpusˇcˇanja
Plasti nakljucˇnega izpusˇcˇanja je prvi predlagal avtor [41], kot preprosto resˇitev pro-
blema pretiranega prileganja nevronskih mrezˇ ucˇnim podatkom (angl. overfitting).
Avtor [41] je v svojem delu iskal resˇitev za problem ucˇenja nevronske mrezˇe na
ucˇnem nizu, ki ni bil dovolj velik, da bi se bila nevronske mrezˇa sposobna naucˇiti
generalizacije. Kot so pokazali avtorji v cˇlankih [42, 43], najboljˇse rezultate dosega
model, kjer bi utezˇeno povprecˇili vse konfiguracije parametrov glede na posteriorno
verjetnost (angl. posterior probability), glede na ucˇni niz podatkov, ki je na voljo.
Tezˇavo predstavlja dejstvo da bi tak pristop lahko uporabili le cˇe bi imeli na voljo
neskoncˇno racˇunsko mocˇ.
Metoda nakljucˇnega izpusˇcˇanja simulira pristop avtorjev [42, 43] na racˇunsko
mnogo manj zahteven nacˇin. Vsakemu nevronu v nevronski mrezˇi je pred ucˇenjem
dolocˇena izbrana verjetnost. Verjetnosti bi lahko izracˇunali oz. dolocˇili na podlagi
rezultatov na validacijskem nizu, a se v praksi izkazˇe da konstantantna verjetnost
p = 0.5 za vse nevrone (razen za nevrone na vhodni plasti, kjer se navadno dolocˇi
veliko viˇsjo verjetnost, blizu 1 [41]) zagotavlja dobre rezultate za sˇirok nabor
problemov. Tekom ucˇenja nevronske mrezˇe se v vsakem ucˇnem koraku (angl.
passtrough) glede na verjetnot p posamezne nevrone(vkljucˇno z vsemi njihovimi
izhodnimi ter izhodnimi povezavami) izlocˇi iz mrezˇe, utezˇi pa se popravijo brez njih.
V fazi testiranja in klasifikacije so vsi nevroni aktivni, vrednosti utezˇi na njihovih
povezavah pa so pomnozˇene z verjetnostjo p za vsak posamezni nevron. Primer
mrezˇe z izlocˇenimi nevroni je prikazan na Sliki 2.13.
Dodatna prednost uporabe nakljucˇnega izpusˇcˇanja pa je hitrost ucˇenja, saj se v
vsakem ucˇnem koraku tudi do 50% vseh nevronov odstrani. Poslednicˇno je lahko v
vsakem koraku ucˇenju potrebno izracˇunati mnogo manj popravkov utezˇi, kar je
najbolj zamudni del ucˇenja.
2.2 Filtriranje z mediano
Filtriranje z mediano (angl. median filtering) je nacˇin nelinearnega filtriranja signala,
kjer se vrednost posameznega elementa (svetlobne tocˇke) nadomesti z vrednostjo
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Slika 2.13: Primer nakljucˇnega izpusˇcˇanja. V izbranem ucˇnem koraku je bila
priblizˇno polovica nevronov v mrezˇi odstranjena. Zaradi oblike mrezˇe je sˇtevilo
povezav drasticˇno upadlo.
Vir: [41]
mediane njegovih sosedov. Filtriranje z mediano je primarno uporabljeno za
odstranjevanja sˇuma iz slik, predvsem v primeru tocˇkovnega sˇuma, v posameznem
kanalu slike, ter ko zˇelimo na sliki ohraniti robove, saj filtriranje z mediano ne
ustvarja novih vrednosti v sliki, kot to pocˇnejo primerljive metode (npr. filtriranje
s povprecˇenjem [44]).
Delovanje filtra je prikazano na Sliki 2.14, kjer vdimo da je tocˇkovni sˇum skoraj
popolnoma odstranjen, saj imajo ekstremne vrednosti (v tem primeru koruptirane
svetlobne tocˇke) pri filtriranju z mediano prakticˇno nicˇeln vpliv na izhodno vrednost.
2.3 Bilinearna interpolacija
Za povecˇanje velikosti posamezne plasti v arhitekturi nevronske mrezˇe je potrebno
uporabiti enega od mnogih interpolacijskih algoritmov, ki so nam na voljo. Od-
visno od zˇelene natancˇnosti in hitrosti, so v praksi najvecˇkrat uporabljeni trije
(3): interpolacijski algoritem na podlagi najblizˇjega soseda (angl. nearest nei-
ghbour interpolation), bilinearna interpolacija ter kubicˇna konvolucija (angl. cubic
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Slika 2.14: Primer filtriranja z mediano.
Vir: [45]
convolution).
Algoritem za interpolacijo na podlagi najblizˇjega soseda izracˇuna interpolacijsko
vrednost na podlagi enega (1) elementa, bilinearna interpolacija na podlagi sˇtirih
(4) elementov, kubicˇna konvolucija pa na podlagi sˇestnajstih (16). Ocˇitno je, da
metoda najblizˇjega soseda deluje najhitreje, a so rezultati precej grobi, medtem ko
kubicˇna konvolucija zagotavlja najbolj gladke interpolacijske vrednost, a je zato
pocˇasnejˇsa. Bilinearna interpolacija je tako dostikrat izbrana kot srednja pot.
Linearna interpolacija sluzˇi kot ena najbolj preprostih metod interpoliranja
vmesnih vrednosti med dvema tocˇkama v prostoru, bilinearna interpolacija pa
deluje kot njena razsˇiritev v dvodimenzionalno domeno. Cˇe oznacˇimo poljubni
tocˇki kot a = (x0, y0) in b = (x1, y1), ter zˇelimo izracˇunati vmesno tocˇko c = (x, y),
jo lahko izracˇunamo po naslednji enacˇbi:
y = y0(1− x− x0
x1 − x0 ) + y1(1−
x1 − x
x1 − x0 ), (2.10)
kar lahko dodatno poenostavimo v:
y = y0(1− x− x0
x1 − x0 ) + y1(
x− x0
x1 − x0 ), (2.11)
kjer x−x0
x1−x0 predstavlja normalizirano razdaljo med izbrano tocˇko ter obema tocˇkama,
ki ju interpoliramo.
Pristop linearne interpolacije, kot je opisan zgoraj, lahko dokaj preprosto
razsˇirimo v dvo dimenzionalni prostor. V tem primeru namesto interpolacije med
dvema tocˇkama racˇunamo interpolacijo med sˇtirimi (4) tocˇkam. Primer bilinearne
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interpolacije je prikazan na Sliki 2.15. Analogno lahko linearno interpolacijo
razsˇirimo tudi v viˇsje dimenzijske prostore.
Pri bilearni interpolaciji pa vsaka tocˇka, katere vrednost interpoliramo, pade v
pravokotnik oz. kvadrat, ki ga definirajo sˇtiri (4) ostale tocˇke. To je tudi eden od
razlogov, da bilinearne interpolacije ne moremo uporabiti na slikah oz. matrikah
z manjkajocˇimi vrednostmi. Cˇe oznacˇimo tocˇke v vogalih kot a11 = (x1, y1),
a21 = (x2, y1), a12 = (x1, y2),a22 = (x2, y2) ter z f(a) funkcijo, ki definira vrednost
v tocˇki a, potem interpolirano vrednost v izbrani tocˇki b = (x, y), torej f(b) dobimo
na sledecˇi nacˇin. Najprej z linearno interpolacijo izracˇunamo dve (2) vmesni tocˇki:
f(x, y1) = f(a11)
x2 − x
x2 − x1 + f(a21)
x− x1
x2 − x1 , (2.12)
ter
f(x, y2) = f(a12)
x2 − x
x2 − x1 + f(a22)
x− x1
x2 − x1 , (2.13)
ki paroma interpolirata vogalni tocˇki v smeri x v razmerju glede na nasˇo izbrano
tocˇko. Nato pa izracˇunani vmesni tocˇki linearno interpoliramo sˇe v smeri y glede
na nasˇo izbrano tocˇko, da dobimo koncˇno vrednost bilinearne interpolacije, torej
f(x, y) = f(x, y1)
y2 − y
y2 − y1 + f(x, y2)
y − y1
y2 − y1 . (2.14)
Intuitivno opazimo, da je rezultat bilinearne interpolacije neodvisen od tega v
kateri smeri interpoliramo najprej, to pa lahko tudi pokazˇemo z dejstvom, da je
problem bilinearne interpolacije mocˇ zapisati na sledecˇi nacˇin:
f(x, y) = a0 + a1x+ a2y + a3xy, (2.15)
pri cˇemer konstante a0, a1, a2 ter a3 izracˇunamo kot resˇitev linearnega sistema:
1 x1 y1 x1y1
1 x1 y2 x1y2
1 x2 y1 x2y1
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Slika 2.15: Primer bilinearne interpolacije. Opazimo, da ima interpolacijska
krivulja v smeri osi x ter y obliko premice, saj gre za linearno interpolacijo, vzdolzˇ
katerekoli druge smeri v ravnini pa interpolacijske vrednosti lezˇijo na krivulji stopnje
2 (kvadratna krivulja).
2.4 Filtriranje s filtrom Frangi
Filter so leta 1998 predlagali avtorji [28] v cˇlanku, kjer resˇujejo problem detekcije zˇil
v medicinskih posnetkih. S tem ciljem so predlagali in razvili filter, ki je namenjen
detekciji in poudarjanju povezanih robov v slikah (npr. zˇile, reke itd.).
Ideja temelji na analizi obnasˇanja obmocˇja v sliki pri razvoju v Taylorjevo
vrsto ter lastnih vrednosti Hessove (angl. Hessian) matrike, ki predstavljajo druge
odvode. Lokalno obnasˇanje slike - L, lahko analiziramo z razvojem v Taylorjevo
vrsto v okolici tocˇke xo kot:
L(x0 + δxo, s) ≈ L(xo, s) + δxTo∇o, s+ δxToHo,sδxo, (2.17)
kjer ∇ predstavlja gradient v tocˇki xo, H pa Hessovo matriko oz. matriko drugih
odvodov v tocˇki xo pri skali s (s pride v posˇtev pri racˇunanju aproksimacije odvoda




L(x, s) = sγL(x) ∗ ∂
∂x
G(x, s). (2.18)
Parameter γ je avtor [46] vpeljal kot normalizacijski faktor v primeru, da zˇelimo
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primerjati pridobljene rezultate v razlicˇnih merilih. V primeru, da prednosti ne
dajemo nobenemu merilu lahko nastavimo γ = 1. G pa predstavlja Gaussov filter,








Cˇe analiziramo drugi Gaussov odvod, prikazan na Sliki 2.16, si lahko intuitivno
predstavljamo, kaj se zgodi pri konvoluciji. Zaradi svoje oblike bo filter poudaril
kontrast med obmocˇji dimenzij manjˇsih od (−s,s) (negativni del filtra) ter njihovo
okolico, v smeri odvoda.
Ko je Hessova matrika H izracˇunana, lahko analiziramo njene lastne vrednosti.
Za Hessove matrike namrecˇ velja da nam za enotski vektor d enacˇba:
v = dTHd, (2.20)
vrne vrednost drugega odvoda v smeri enotskega vektorja.
Slika 2.16: Drugi Gaussov odvod. Na desni so poudarjena nenicˇelna obmocˇja, ki
vplivajo na rezultat konvolucije. Vrednost s je v tem primeru nastavljena na s = 1.
Pri pristopu Frangi [28] se za enotska vektorja vzamejo smerni vektorji v smeri
karteznicˇnih osi, v 2-dimenzionalnem prostoru torej x in y. Vecˇja izmed lastnih
vrednosti Hesove matrike podaja usmeritev sturkture v sliki, saj bi morala biti
ukrivljenost (ki jo ponazarja drugi odvod) v smeri vzdolzˇ strukture najmanjˇsa
(manjˇsa lastna vrednost). Obe lastni vrednosti (λ1,λ2) pa dolocˇata ekscentricˇnost
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elipse, ki opisuje usmerjenost strukture. V idealnih pogojih bi morala biti elipsa,
izracˇunana za tocˇko, ki se nahaja v podolgovati strukturi, mocˇno ekscentricˇna,
torej:
λ1 ≈ 0 (2.21)
in
λ2 > λ1. (2.22)
Iz teh lastnosti avtorji izpeljejo filtrirno funkcijo:
Vo(s) =
 0 λ2 > 0eR2B2β2 (1− e− S2
2c2
) .
V zgornji enacˇbi velja RB = λ1/λ2 in predstavlja razmerje ekscentricˇnosti elipse
drugih odvodov. β in c sta konstanti, ki definirata prag v filtru ter s tem njegovo
obnasˇanje, obicˇajno se jih nastavi na β = c = 0.5 [28]. S pa je definiran kot norma
lastnih vrednosti:




in opisuje t.i. s¨trukturo drugega odvoda(¨angl. Second order structureness) [28].
Primer vhodne slike in rezultata filtriranja je prikazan na Sliki 2.17, kjer je za
vhodno sliko podana ena od sliki, ki jih na izhodu vrne nasˇa nevronska mrezˇa. Gre
sicer za izhodno sliko nad ucˇnim obmocˇjem, saj zˇelimo poudariti delovanje filtra in
ne nevronske mrezˇe.
2.5 Morfolosˇka obdelava binarnih slik
Morfolosˇka obdelava slik zajema celotno podrocˇje teorije in prakse, ki se ukvarja z
analizo in obdelavo binarnih oz. sivinskih slik. Vecˇina idej je izpeljana iz podrocˇja
matematicˇne topologije in teorije setov, glavna ideja pa je, da se za modifikacijo
slike uporabi t.i. strukturni element (angl. structuring element), ki je preprosta
vnaprej definirana struktura. Razlicˇni algoritmi nato sliko spreminjajo, glede na
prileganje strukturnega elementa strukturam v sliki. Glavnino teorije predstavljajo
naslednje sˇtiri (4) operacije, ki jih uporabimo tudi v nasˇem algoritmu:
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Slika 2.17: Filtriranje s filtrom Frangi. Na levi je prikazana vhodna slika, na
desni pa odziv filtra Frangi. Opazimo lahko, da filter vrne pozitivni odziv okrog
povezanih struktur, ostala obmocˇja pa so popolnoma negativna oz. cˇrna.
• Erozija (angl. erosion) - Erodirano strukturo dobimo tako, da za novo
strukturo vzamemo tisto, ki jo vriˇse srediˇscˇe strukturnega elementa, ko ga
vstavimo v prvotno strukturo (Slika 2.18 primer a) ). Osnovna struktura se
tako stanjˇsa oz. izgine, cˇe je strukturni element prevelik za to, da bi ga lahko
vstavili v strukturo.
• Dilatacija (angl. dilation) - Dilatacijo strukture dobimo tako, da za novo
strukturo vzamemo tisto, ki jo oriˇse rob strukturnega elementa, ko ga pri-
legamo osnovni strukturi z zunanje strani (Slika 2.18 primer b)). Osnovna
struktura se tako razsˇiri, vecˇ blizˇnjih sturktur pa se na ta nacˇin lahko spoji, kar
je v nasˇem primeru koristno, cˇe se med procesom detekcije iskana struktura
prekine.
• Odpiranje (angl. opening) - Pri odpiranju gre za zaporedno izvedbo najprej
Erozije nad osnovno strukturo, kateri sledi sˇe Dilatacija. Pri tem se osnovna
struktura nekoliko stanjˇsa oz. zmanjˇsa, njeni robovi pa lahko postanejo
zglajeni (odvisno od strukturnega elementa) (Slika 2.18 primer c) ). Pri
obdelavi binarnih slik se Odpiranje uporablja za odstranjevanje majhnih
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objekotv (sˇuma) v slikah.
• Zapiranje (angl. closing) - Pri zapiranju gre za zaporedno izvedbo naj-
prej Dilatacije nad osnovno strukturo, kateri sledi sˇe Erozija. Pri tem se
osnovna struktura nekoliko razsˇiri in dodatno zgladi (odvisno od strukturnega
elementa) (Slika 2.18 primer d) ). Pri obdelavi binarnih slik se Zapiranje
uporablja za odstranjevanje majhnih lukenj v objektih.
Slika 2.18: Osnovne morfolosˇke operacije, v vseh primerih je strukturni element
krog, katerega srediˇscˇe je prikazano z rdecˇo tocˇko.
a - Erozija: temno modri zunanji kvadrat je erodiran v manjˇsi svetlo modri kvadrat,
ki ga vriˇse srediˇscˇe strukturnega elementa.
b - Dilatacija: manjˇsi temno modri kvadrat je dilatiran v vecˇji svetlo modri kvadrat.
c - Odpiranje: rezultat odpiranja temno modrega kvadrata je svetlo modri kvadrat.




V tem poglavju predstavimo postopek detekcije strelskih jarkov ter obstojecˇe
algoritme, ki so pri tem uporabljeni. V Poglavju 3.2 prestavimo proces detekcije s
konvolucijsko nevronsko mrezˇo, kar predstavlja jedro nasˇega pristopa. V poglavju 3.3
pa predstavimo proces obdelave vmesnih rezultatov, s katerim izhod nevronske
mrezˇe pretvorimo v koncˇni rezultat.
3.1 Nevronska mrezˇa za detekcijo jarkov
3.1.1 Arhitektura nevronske mrezˇe
Za detekcijo je bila uporabljena arhitektura nevronske mrezˇe, ki jo je predlagal
avtor [16] in je prikazana na Sliki 3.1. Arhitektura U-net je bila izbrana zaradi
nacˇina ohranjevanja nacˇilnic med propagacijo. Namrecˇ, pri zmanjˇsanju dimenzije
slike, za katero so zadolzˇeni redukcijski bloki (levi del mrezˇe na Sliki 3.1), namrecˇ
izgubljamo dolocˇene znacˇilnice, cˇemur se ni mogocˇe izogniti - kadar koli izvajamo
redukcijo nad sliko, se bodo dolocˇene lastnosti slike izgubile. Ko se slikam povecˇuje
velikost nazaj na prvotne dimenzije (desni del mrezˇe na Sliki 3.1), se za povecˇanje
uporabi proces interpolacije, kjer niso vecˇ uposˇtevane lastnosti izgubljene med
redukcijo. Arhitektura U-net tako na posameznem nivoju mrezˇe (vodoravna plast)
zdruzˇi rezultat interpolacije ter vmesni rezultat redukcijskega bloka na istem nivoju
v upanju, da pridejo do izraza tudi znacˇilnice izgubljene med redukcijo.
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Izbrana arhitektura je tako sestavljena iz dveh glavnih tipov blokov: redukcijskih
(angl. downsampling) ter promocijskih (angl. upsampling). Redukcijski bloki vse-
bujejo konvolucijske filtre (v osnovnem modelu je filtrov 64 kot predlaga avtor [16]),
katerim sledi zbiralna plast (maksimalno zbiranje), kar je razlog za dvakratno
zmanjˇsanje dimenzije vhodne slike. Izhod enega redukcijskega bloka predstavlja
vhod v naslednji redukcijski blok, med prehodom pa se nad podatki izvedeta sˇe
dve operaciji: normalizacija (angl. batch norm), opisana v Poglavju 2.1.5, ter
nakljucˇno izpusˇcˇanje (angl. dropout), opisano v Poglavju 2.1.6.
V arhitekturi so zaporedno povezani sˇtirje redukcijski bloki. Vsak zmanjˇsa
vhodno sliko dvakrat, kar pomeni da je slika na izhodu iz zadnjega redukcijskega
bloka 16-krat manjˇsa. Konvolucijski filter velikosti 3 × 3 tako na zadnjem nivoju
simulira filter velikosti 48 × 48 nad vhodno sliko, kar omogocˇa mrezˇi, da bolje
prepozna prostorske relacije med iskanimi objekti.
Sˇtirim redukcijskim blokom sledijo sˇtirje promocijski bloki, ki poskrbijo da je
izhod nevronske mrezˇe enakih dimenzij kakor njen vhod. V posameznem promocij-
skem bloku si sledijo naslednje operacije, prikazane na Sliki 3.2
• bilinearna interpolacija - gre za eno od mnogih interpolacijskih metod, s
katerimi lahko izracˇunamo manjkajocˇe vrednosti v sliki oz. matriki. Njeno
delovanje in razlog za izbiro bilinearne interpolacije sta opisana v poglavju 2.3.
• spajanje - gre za enostavno stransko konkatenacijo matrik, kjer se matriki
velikosti m× n ter m× n zdruzˇi v matriko velikosti m× 2n, tako da se ju
polozˇi ena ob drugo. Ta operacija je na Sliki 3.1 prikazana z vodoravno sivo
pusˇcˇico in je ena od glavnih novosti, ki jih je arhitektura U-net uvedla na
podrocˇju nevronskih mrezˇ.
• konvolucija - poskrbi da spremeni dimenzijo vecˇje konkatinirane matrike na
zˇeljeno velikost, pri cˇemer zdruzˇi lastnosti obeh manjˇsih matrik.
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Slika 3.1: U-net arhitektura. Sestavljena je iz 4 blokov, ki so zadolzˇeni za
zmanjˇsanje dimenzije vhodne slike (prikazani na levi) ter sˇtirih blokov, ki so




Primer rezultata segmentacije, ki ga proizvede nevronska mrezˇa, je prikazan na
Sliki 3.3 ter Sliki 3.4. Primer je bil generiran v 14. epohi ucˇenja nevronske
mrezˇe, vendar, kot bomo pozneje pokazali, v nasˇem primeru dobimo primerljive
rezultate zˇe po treh do petih epohah. Opazimo lahko, da je rezultat segmentacije
sˇe nekoliko zamegljen ter da dolocˇena obmocˇja niso pozitivno oznacˇena v celoti -
najpogosteje se pojavijo manjˇse prekitnitve v rezultatu, medtem ko je v ucˇnem
nizu jarek neprekinjen. Kot koncˇni rezultat nasˇega algoritma zˇelimo vrniti binarno
segmentacijo, kjer bodo iskana obmocˇja oznacˇena kot pozitivna vse ostalo pa
kot negativno, zato je potrebno nad izhodom nevronske mrezˇe izvesti sˇe dodatne
operacije naknadnega procesiranja - glavno vlogo tukaj igrajo morfolosˇke spremembe
binarnih slik, upragovanje (angl. thresholding) ter detekcija robov.
32 POGLAVJE 3. DETEKCIJA STRELSKIH JARKOV
Slika 3.2: Delovanje promocijskega bloka.
Na Sliki 3.3 je na levi prikazana vhodna slika, nad katero nevronska mrezˇa
izvaja detekcijo oz. se iz nje ucˇi. Srednja slika predstavlja rocˇno vrisane jarke
(angl. ground truth), zadnja slika na desni pa predstavlja izhod nevronske mrezˇe.
Zˇelimo si, da bi se srednja ter desna slika kar najbolj ujemali. Zˇe s prostim ocˇesom
lahko ocenimo, da je delovanje nevronske mrezˇe dokaj solidno, saj se sliki razen v
odtenkih sivine bore malo razlikujeta.
Kljub dobremu ujemanju se je potrebno zavedati, da gre za rezultat, ki je nastal
nad sliko vsebovano v ucˇnem nizu; rezultati nad slikami oz. elementi, ki so v ucˇnem
nizu niso reprezentativni za koncˇno delovanje nevronske mrezˇe, saj hitro pride do
pretiranega prileganja podatkom. Prav tako je intuitivno jasno, da uspesˇnosti ni
mogocˇe objektivno meriti nad podatki iz katerih smo se ucˇili, bodisi pri ocenjevanju
delovanja nevronskih mrezˇ ali katerega koli drugega procesa v vsakdanjem zˇivljenu.
Na Sliki 3.4 je tako za primerjavo prikazana detekcija z nevronsko mrezˇo izvedena
nad obmocˇjem, ki ni bilo del ucˇnega niza in je mrezˇi neznano. Vidimo lahko, da
je detekcija dokaj uspesˇna, saj se vecˇina jarkov na levi sliki odrazi kot pozitivno
(belo) obmocˇje na desni sliki, ki jo vrne nevronska mrezˇa. V oznacˇenih obmocˇjih
vidimo, da je rezultat nevronske mrezˇe na dolocˇenih mestih prevecˇ robusten in
pretrgan, kar zˇelimo izboljˇsati z naknadnim procesiranjem.
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Slika 3.3: Primer izhoda nevronske mrezˇe med ucˇenjem. Na levi je prikazana
vhodna slika, nad katero nevronska mrezˇa izvaja segmentacijo, na sredini je prikazan
rocˇno vrisan ucˇni niz, na desni pa vmesni izhod, generiran v sˇtirinajsti epohi ucˇenja.
3.3 Naknadno procesiranje
3.3.1 Filtriranje
V prvem koraku naknadnega procesiranja je bilo potrebno izbrati primeren filter,
ki bi na izhodni sliki (npr. Slika 3.4) nevronske mrezˇe poudaril iskane znacˇilnice
ter oslabil ostale. Strelski jarki v sliki tvorijo podolgovate povezane strukture,
tako da smo najprej uporabili pristop s filtri za detekcijo robov v slikah, kot je
opisal avtor [12]. Preprostih jeder, ki temeljijo na prvih odvodih slike, je kar nekaj
(Sobel [47], Scharr (derivat Sobelovega filtra), Prewitt [48], Roberts [49], Canny [50]
etc.). V nasˇem pristopu smo se odlocˇili, da najprej poiskusimo s filtrom Canny, ki
se v teoriji najbolje obnese pri sˇumu v sliki ter pri detekciji robov oz. struktur, ki
so prekinjene. Detekcija s filtrom Canny je prikazana na Sliki 3.5.
Pri filtru Canny parameter σ definira velikost Gausovega filtra, s katerim je
slika zglajena pri prvem koraku detekcije, kar ima velik vpliv na rezultat. Vecˇji
kot je σ manj bo v rezultatu sˇuma, a le debelejˇsi oz. bolj izraziti robovi bodo
povzrocˇili pozitivni odziv filtra, medtem ko bodo manjˇse strukture prezrte. Iz slike
je razvidno, da filter Canny do dolocˇene mere prepozna zˇeljene strukture v sliki, a
je zaradi okoliˇskega sˇuma rezultat nezadovoljiv. Cˇe σ zmanjˇsamo, bodo strukture
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Slika 3.4: Primer izhoda nevronske mrezˇe nad neznanim obmocˇjem.
oznacˇene pravilno a bomo imeli prevecˇ sˇuma, z dvigovanjem vrednosti parametra
σ pa postanejo strukture prekinjene. Tudi s prekinjenimi strukturami bi lahko
nadaljevali in z morfolosˇkimi pristopi strukture povezali, a v nasˇem primeru so
drugi filtri proizvedli boljˇse rezultate za nadaljno delo.
Namesto filtra Canny smo tako izbrali filter Frangi [28], ki je opisan v Po-
glavju 2.4 in je proizvedel boljˇse odzive na iskanih strukturah. Druga prednost
uporabe filtra Frangi pa je ta, da za razliko od filtra Canny ne prizvede binarne slike
temvecˇ sivinsko. To nam v naslednjem koraku omogocˇa sˇiroko izbiro upragovalnih
(angl. thresholding) algoritmov, s katerimi lahko sˇe dodatno poudarimo iskane
strukture v koncˇni binarni sliki.
3.3.2 Upragovanje
Upragovanje (angl. thresholding) je korak, s katerim sivinsko sliko pretvorimo v
binarno, kjer so iskane strukture oznacˇene z vrednostjo ena ozadje oz. v nasˇem
primeru vse ostalo pa z nicˇ. Ideja upragovanja je preprosta - izberemo oz. dolocˇimo
pragovno vrednost (θth) in glede na vrednost klasificiramo nasˇo sliko. Vse elemente,
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Slika 3.5: Izhod filtra Canny. Na levi je prikazana vhodna slika, nad katero smo
izvedli detekcijo robov s pomocˇjo filtra Canny. Na srednji sliki je σ = 1 na desni
pa σ = 3.
ki imajo viˇsjo vrednost nastavimo na 1 ostale pa na 0.
V praksi pa se izkazˇe, da izbira pragovne vrednosti ni tako trivialna, kar se
kazˇe tudi v tem, da obstaja mnozˇica algoritmov za izracˇun optimalne pragovne
vrednosti. Na Sliki 3.6 je prikazanih nekaj upragovalnih algoritmov, ki smo jih
preizkusili. Z vrha slike si sledijo: filter ”Isodata” oz. metoda Ridler-Calvard [51],
ki prag dolocˇi na podlagi histogramov, na tak nacˇin, da je prag enak povprecˇni
vrednosti srednje vrednosti elementov pod pragom ter srednje vrednosti elemenov
nad pragom.
Metoda ”Li” [52], ki deluje tako da poiˇscˇe segmentacijo, ki minimizira navzkrizˇno
entropijo (angl. cross entropy) med osnovno in binarno sliko, pri cˇemer se primerjava
izvaja na nivoju posamezne svetlobne tocˇke.
Metoda upragovanja s srednjo vrednostjo [53], kjer se za pragovno vrednost
izbere povprecˇno vrednost vseh sivinskih vrednosti v sliki.
Metoda minimizacije [53], ki deluje tako, da za zˇeljeno sliko izracˇuna histogram,
nato pa histogram gladi toliko cˇasa, da na histogramu obstajata samo sˇe dva (2)
maksimuma/maksimalni tocˇki, pragovna vrednost pa je enaka njunemu povprecˇju.
Metoda Otsu [54], ki deluje tako, da poiˇscˇe optimalni prag, tako da je varianca
znotraj posameznega razreda (razred so vse vrednosti nad oz. pod pragom) mini-
malna oz. da je varianca med razredoma maksimalna (pristopa sta ekvivalentna).
Trikotniˇska metoda [55], ki je uporabna pri iskanju pragu, ko so sivinske
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vrednosti mocˇno neuravnotezˇene (histogram ima samo en izrazit vrh) in je prikazana
na Sliki 3.7. Pragovna vrednost je izracˇunana tako, da algoritem najprej poiˇscˇe
tocˇko na histogramu, ki maksimizira razdaljo med vrednostjo histograma v izbrani
tocˇki ter deljico ki povezuje vrh histograma ter najbolj oddaljenon tocˇko v njem.
Za pragovno vrednost pa je izbrana tocˇka s fiksnim odmikom A od izbrane tocˇke.
Metoda Yen [56], ki daluje tako, da iˇscˇe minimum strosˇkovne funkcije (angl.
cost function), ki zajema razliko med osnovno ter binarno sliko, ter kolicˇino bitov
potrebnih za opis binarne slike (entropija).
Na podlagi vizualnih rezultatov prikazanih na Sliki 3.6 smo tako kot avtor [12]
priˇsli do zakljucˇka, da je v nasˇem primeru trikotniˇska metoda upragovanja vracˇala
najbolj uporabne rezultate. Primerljivo dobro se je odrezala sˇe metoda Li, vendar
je bilo v tem koraku bolj pomembno, da upragovanje boljˇse zajame iskane strukture,
cˇeprav bi pri tem vrnila vecˇ sˇuma, saj je sˇum z morofolosˇkimi operacijami lazˇje
odstraniti, kakor povezati pretrgane strukture.
3.3.3 Obdelava binarne slike z morfologijo
V zadnjem koraku detekcije je upragovanje zdruzˇeno z morfolosˇkimi operacijami
opisanimi v Poglavju 2.5, kot je prikazano na Sliki 3.8. Morfolosˇka obdelava je
uporabljena zato, da iz rezultata upragovanja izlocˇimo sˇum in napacˇno prepo-
znane strukture (navadno manjˇsa obmocˇja brez drugih obmocˇji v blizˇini), hkrati
pa povezˇemo iskane strukture, ki so se tako ali drugacˇe med upragovanjem ali
pa detekcijo pretrgale. Cˇe korake morfolosˇke obdelave nekoliko poenostavimo,
zaporedno izvedemo morfolosˇko zapiranje, erozijo ter morfolosˇko odpiranje. Vmesni
koraki so vidni na Sliki 3.8.
Obdelava se zacˇne z izhodom nevronske mrezˇe, ki je sivinska oz. verjetnostna
slika, prikazana na Sliki 3.8 levo zgoraj. Nad njo se izvede upragovanje s Filtrom
frangi, ki v nasˇem primeru za vsako strukturo vrne dva robova, kar popravimo
z morfolosˇkimi operacijami. Nad rezultatom upragovanja se izvede mofolosˇko
zapiranje s krozˇnim elementom premera 5 svetlobnih tocˇk oz. metrov. Nato
algoritem odstrani vse ”luknje”oz. obmocˇja ki so z vseh strani obdana s pozitivnim
robom. Na ta nacˇin se zapolnijo vse luknje, ki imajo povrsˇino manjˇso kakor 256
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tocˇk. Relativno visoka meja 256 tocˇk je bila lahko izbrana, saj filter vrne prazna
obmocˇja le takrat ko gre za iskano obmocˇje ter ne ko gre za sˇum. V naslednjem
koraku so odstranjeni vsi pozitivni elementi, katerih povrsˇina je manjˇsa od 128
tocˇk, saj lahko z dokaj visoko verjetnostjo predvidevamo da gre pri takih odzivih
za sˇum. V zadnjem koraku nad pozitivnimi obmocˇji izvedemo erozijo z majhnim
krozˇnim elementom (premer 1 tocˇke) ter koncˇno binarno odpiranje (krozˇni element
s premerom dveh tocˇk).
Koncˇna primerjava med primerom morfolosˇke obdelave ter rocˇno vrisanimi
objekti pa je prikazana na Sliki 3.9. Desno na Sliki 3.9 je prikazana logicˇna
operacija IN med obema slikama, kar na sliki pusti le tiste objekte katere je nasˇa
nevronska mrezˇa pravilno prepoznala. Na sliki spodaj pa so z rdecˇo oznacˇeni tisti
objekti, ki jih nasˇ algoritem ni oznacˇil za pozitivne.
Slika 3.9: Koncˇna primerjava med rocˇno anotacijo na levi ter primerom izhoda
nevronske mrezˇe po morfolosˇkih operacijah.
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3.4 Postopek prepoznave
V Poglavjih 3.1, 3.2 ter 3.3 smo predstavili glavne sestevne dele nasˇega pristopa, ki
jim bomo v nadaljevanju izbrali oziroma priredili ustrezne parametre ter analizo
povezali v zakljucˇeno celoto. Postopek detekcije je podan na Sliki 3.10, kjer
so prikazani vsi glavni koraki postopka. Na Sliki 3.11 pa so prikazani ucˇinki
posameznega koraka s Slike 3.10 z vidika procesne obdelave uporabljenih podatkov
LIDAR DMV (Digitalni Model Viˇsin).
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Slika 3.10: Postopek detekcije. Vhodna slika je rasterizirano obmocˇje LIDAR
DMV, prikazano na Sliki 3.11b.
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Slika 3.11: Glavni koraki v postopku detekcije. Slika a prikazuje obmocˇje slikano
s sistemom Ortofoto [3], b prikazuje isto obmocˇje slikano s sistemom Lidar, hkrati
pa slika b predstavlja tudi sliko, ki jo kot vhodni parameter prejme nasˇa metoda.
c prikazuje obmocˇje obmocˇje po filtriranju ter normalizaciji, d prikazuje obmocˇje
po segmentaciji z nevronsko mrezˇo, e prikazuje obmocˇje po filtriranju s filtrom
Frangi [28], f pa prikazuje obmocˇje po obdelavi z morfologijo.
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3.4.1 Filtriranje
Filtriranje z medianinim filtrom je prvi korak v postopku detekcije. Kot vhod prejme
sivinsko sliko s obmocˇja posnetega s sistemom Lidar z 8-bitno globino (razpon
sivinskih vrednosti med 0 in 255, ki predstavlja intenziteto odboja laserskega snopa).
Noben od korakov segmentacije ni vezan na specificˇno velikost vhodne slike, tako
da je vhodna slika lahko poljubnih dimenzij; zaradi nacˇina zajema in shranjevanja
slik, gre navadno za obmocˇja velikosti 1000×1000 metrov oz. svetlobnih tocˇk. Slika
je v tem koraku filtrirana z medianinim filtrom velikosti 5 × 5 tocˇk, z namenom
odstranjevanja tocˇkovnega sˇuma in manjˇsih anomalij.
Delovanje medianinega filtra je opisano v Poglavju 2.2, prikaz delovanja pa je
viden na Sliki 3.11c, ki prikazuje obmocˇje na Sliki 3.11b, po filtriranju z mediano.
Obmocˇje na Sliki 3.11 je sicer sˇe normalizirano, a to ne vpliva na prikaz, saj
razmerja vrednosti ostanejo enaka.
3.4.2 Normalizacija
V procesu normalizacije izhodno sliko iz prejˇsnjega koraka filtriranja normaliziramo
na obmocˇje vrednosti med 0 in 1, hkrati pa odstranimo tudi vlive vecˇjih terenskih
znacˇilnosti na sliki (npr. hribov). Za vhod procesa normalizacije prejme dve sliki,
zacˇetno vhodno sliko s ter filtrirano sliko s′ iz prejˇsnjega koraka filtriranja.
Sliki se najprej odsˇtejeta, kar ustvari novo sliko s′′ = s′ − s, na kateri so
odstranjenje vse vecˇje terenske znacˇilnosti. V sliki s′′ so obcˇasno sˇe vedno prisotne
anomalije, ki se izrazˇajo v obliki tocˇkovnega sˇuma oz. v obliki posameznih tocˇk
katerih vrednosti mocˇno odstopajo. Za sliko s′′ je zato izracˇunana povprecˇna
vrednost vseh tocˇk v njej, nato pa je vrednost vseh tocˇk v sliki, ki za vecˇ kot
20% odstopajo od povprecˇne vrednosti, njihova vrednost nastavljena na povprecˇno
vrednost.
V zadnjem koraku je slika normalizirana na interval tako, da se najprej vsem
tocˇkam v sliki priˇsteje oz. odsˇteje izbrana vrednost xodmik tako, da je najmanjˇsa
vrednost v celotni sliki enaka 0. Nato se vrednost vsake od tocˇk deli z maksimalno
vrednostjo tocˇke v sliki, kar vrne sliko snormal z vrednostmi v razponu med 0 in 1.
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3.4.3 Segmentacija z nevronsko mrezˇo
Slika snormal, prikazana na Sliki 3.11c, predstavlja vhod v segmentacijsko nevronsko
mrezˇo, katere arhitektura je bila povzeta po cˇlanku [16] in je prikazana na Sliki 3.1.
Izhod nevronske mrezˇe je segmentacijska verjetnostna slika sout, prikazana na
Sliki 3.11. Pozitivna obmocˇja so oznacˇena z vrednostmi okrog 1 oz. 100%, kar se
na sliki pokazˇe s svetlo barvo. Za aktivacijsko funkcijo nevronov v mrezˇi je bila
izbrana funkcija ReLu, predstavljena v Poglavju 2.1.2.
3.4.4 Filtriranje
Nad segmentacijsko sliko sout, ki jo kot izhod vrne nevronska mrezˇa, v koraku
filtriranja pozˇenemo filter Frangi [28]. Parametra filtra frangi, sta bila nastavljena
na vrednosti: β1 = 2.5 in β2 = 3. β1 predstavlja obcˇutljivost filtra na strukture
katerih oblika odstopa od podolgovate (vecˇji β1 pomeni, da bo filter zaznal tudi
bolj okrogle oblike), β2 pa predstavlja obcˇutljivost filtra na sˇum (vecˇji β2 pomeni,
da bo filter bolje ignoriral sˇum, a bo hitreje izpustil tudi iskano obliko). Filter vrne
sliko sfilt, ki je prikazana na Sliki 3.11e.
3.4.5 Upragovanje
Filtrirana slika sfilt je v naslednjem koraku z upragovanjem spremenjena v binarno
sliko sbin. Proces upragovanja poteka tako da se vse tocˇke v sliki primerja z izbrano
pragovno vrednostjo vth. Vrednosti tistih tocˇk katerih vrednost je vecˇja od pragovne
se nastavi na 1, vrednosti ostalih tocˇk pa na 0. Pragovna vrednost je v nasˇem
algoritmu izracˇunana za vsako vhodno sliko posebaj, s trikotniˇsko metodo [55], ki
izracˇuna pragovno vrednost na podlagi histograma slike kot je to prikazano na
Sliki 3.7.
3.4.6 Morfologija
V zadnjem koraku segmentacije se nad upragovano sliko sbin izvede sˇe nekaj mor-
folosˇkih operacij, katerih namen je odstranjevanje sˇuma ter povezovanje pretrganih
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struktur v sliki. Morfolosˇka funkcija kot svoj vhod prejme sledecˇe parametre:
izhodno sliko prejˇsnjega koraka sbin, strukturni element e (prikazan v 3.1), velikost
lukenj hmax = 128 ter velikost sˇuma nmax = 256.
e =

0 0 1 0 0
0 1 1 1 0
1 1 1 1 1
0 1 1 1 0
0 0 1 0 0

. (3.1)
Nad vhodno sliko sbin se zaporedno izvedejo naslednje operacije: morfolosˇko
zapiranje s strukturnim elementom e; zapolnjevanje vseh negativnih obmocˇji katerih
povrsˇina je manjˇsa od hmax (delovanje je prikazano na Sliki 3.12); odstranjevanje
vseh pozitivnih obmocˇji katerih povrsˇina je manjˇsa od nmax (delovanje je prikazano
na Sliki 3.13) ter morfolosˇko odpiranje s strukturnim elementom e.
Izhodna slika sseg predstavlja koncˇni rezultat nasˇega algoritma.
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Slika 3.6: Primeri razlicˇnih upragovalnih algoritmov. Nad vsako sliko je napisano
ime upragovalnega algoritma, ki je bil uporabljen za iskanje pragovne vrednosti.
Algoritmi so bolj potrobno opisani v Poglavju 3.3.2.
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Slika 3.7: Trikotniˇska metoda upragovanja. Metoda deluje dobro na histogramih,
ki imaho en izrazit vrh.
Vir:[55]
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Slika 3.8: Koraki morfolosˇke obdelave. Koraki morfolosˇke obdelave in upragovanja
si v nasˇem algoritmu sledijo, tako kot je prikazano na sliki.
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Slika 3.12: Odstranjevanje negativnih obmocˇji. Na levi je obmocˇje, preden se
nad njim izvede odstranjevanje lukenj oz. majhnih negativno oznacˇenih obmocˇji.
Vidimo lahko da se taka obmocˇja pojavijo le v iskanih strukturah, ki po operaciji
postanejo polno povezane, kot je razvidno na desni sliki.
Slika 3.13: Odstranjevanje sˇuma. S slike na levi strani so bila odstranjena vsa
pozitivna obmocˇja katerih povrsˇina je manjˇsa kakor 256 tocˇk.




Podatki Lidar DMV uporabljeni v magistrski nalogi so bili zajeti v okviru projekta
Lasersko skeniranje in aerofotografiranje 2011 [57, 58], z namenom da bi Ministrstvo
za okolje in prostor:
zagotovilo doslej najnatancˇnejˇse podatke o reliefu za celotno obmocˇje
Slovenije, ki bodo sluzˇili predvsem za hidravlicˇne analize vodnih razmer,
izdelavi kart poplavne nevarnosti, simulaciji poplavnih obmocˇij, obliko-
vanju protipoplavnih ukrepov ter nacˇrtovanju in urejanju prostora. [57].
Rezultat meritev je trodimenzionalni oblak tocˇk, ki je nato rasteriziran v relief
terena s celicami velikosti 1 × 1m. Vsaka tocˇka je zajeta z maksimalno 30cm
horizontalne in 15cm vertikalne napake, rasterizirane celice pa so postavljene v
koordinatni sistem D48/TM [59] (drzˇavni koordinatni sistem republike Slovenije).
Prvotna predpostavka je bila, da bodo za detekcijo problematicˇne predvsem
cˇlovesˇke strukture v slikah (ceste), vendar se je izkazalo, da se je algoritem sposoben
dobro naucˇiti razlikovanja med cestami in strelskimi jarki, zahvaljujocˇ predvsem
postopkom predpriprave podatkov, kjer ceste postanejo precej manj izrazite kakor
so bile pred njo. Problem pa nekoliko nepricˇakovano povzrocˇajo manjˇsi vodotoki
oz. gorski potoki. Gre za vodotoke, katerih struga precej natancˇno ustreza obliki
strelskih jarkov - nekaj metrov sˇiroki, 0.5 do 1.5m globoki ter nepravilnih oblik.
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Zaradi tega se ohranijo med predpripravo podatkov oz. se med prepripravo njihove
znacˇilnosti sˇe dodatno okrepijo. Primer takega obmocˇja je viden na Sliki 4.1. Na
levi strani vidimo obmocˇje, nad katerim je detekcija slabsˇa, na desni pa je prikazan
izhod nevronske mrezˇe nad istim obmocˇjem. Opazimo lahko da je prepoznan le
del strelskih jarkov, saj so poleg tezˇavnega obmocˇja jarki na vhodni sliki precej
neizraziti, vidimo pa da je kot pozitivna obmocˇja nevronska mrezˇa oznacˇila vodotoke.
Dodatno lahko opazimo kako izraziti so vodotoki na vhodni sliki, kar je posledica
njihove strukture, ki je podobna strukturi strelskih jarkov, tako da jih koraki
predprocesiranja poudarijo. Na analiziranem obmocˇju ni bilo veliko vodotokov, saj
analizirano obmocˇje zajema predvsem krasˇki teren.
Nekaj dela je bilo usmerjenega v to, da bi se pri pripravi podatkov osredotocˇili
na vodotoke in podatke pripravili oz. izbrali tako, da bi se bila nevronska mrezˇa
sposobna naucˇiti razlik med jarki in vodotoki. V novejˇsi razlicˇici mrezˇe (rezultati so
predstavljeni v Poglavju 5.2.1) je bila ucˇna mnozˇica ustvarjena tako, da je vsebovala
procentualno vecˇ vodotokov in negativnih obmocˇji, kar je sicer podaljˇsalo ucˇni
cˇas a je mrezˇa dosegala boljˇse rezultate na tezˇavnih obmocˇjih. A v koncˇni fazi
se izkazˇe, da detekcija vodotokov kot pozitivnih obmocˇji ne predstavlja vecˇjega
problema, saj obstajajo karte dokumentiranih vodotokov, katere lahko uporabimo
za odkrivanje in odstranitev pozitivnih obmocˇji, ki sovpadajo z vrisanimi vodotoki
na kartah. Poleg tega ni mogocˇe enolicˇno opredeliti, ali so bile struge manjˇsih
vodotokov v cˇasu prve svetovne vojne uporabljane kot naravni zakloni, kar po drugi
strani potrjuje njihovo morfolosˇko prepoznavo kot strelske jarke.
4.0.1 Normalizacija podatkov
Podatki Agencije za okolje in prostor pridobljeni s sistemom Lidar so shranjeni
v obliki matrik velikosti 1000× 1000× 3. Vsaka tocˇka v matriki ima tako tri (3)
vrednosti, x, y ter z, kjer x in y predstavljata pozicijo tocˇke v prostoru po Horizon-
talnem drzˇavnem koordinatnem sistemu republike Slovenije (oznaka D48/GK), z
pa predstavlja njeno nadmorsko viˇsino, z natancˇnostjo do 15cm. Polozˇaj tocˇk v
prostoru je za ucˇenje nevronske mrezˇe nepomemben, tako da sta bili vrednosti x in
y med ucˇenjem in detekcijo odstranjeni. V nastali matriki velikosti 1000 × 1000 se
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Slika 4.1: Primer problematicˇnih vodotokov. Na levi sliki je prikazano vhodno
obmocˇje, kjer so z modro oznacˇeni vodotoki, z rdecˇo pa strelski jarki (strukture
potekajo ob barvnih cˇrtah). Na desni pa vidimo izhod nevronske mrezˇe nad tem
obmocˇjem.
tako nahajajo nadmorske viˇsine tocˇk, v teoreticˇnem razponu 0m (morska gladina)
do +2000m (visokogorje), kar ustvari potrebo po normalizaciji podatkov, predno
le-te uporabimo za ucˇenje nevronske mrezˇe.
V praksi se izkazˇe, da so nevronske mrezˇe sposobne veliko hitrejˇsega ucˇenja,
cˇe so podatki, ki prehajajo med razlicˇnimi plastmi nevronske mrezˇe v enakem
razponu oz. ob napacˇni izbiri aktivacijske funkcije in razpona podatkov mrezˇa
ne bo sposobna konvergence. Cˇe tako na primer za aktivacijsko funkijo prve
plasti nevronov izberemo sigmoidno funkcijo, podatki ki jih vnasˇamo pa imajo
vrednosti magnitude 103, pride do tega da se vedno aktivirajo vsi nevroni, saj
sigmoidna funkcija deluje na razponu med 0 in 1. S tem namenom je bila predlagana
dodatna normalizacijska plast [60] (angl. batch normalization), ki normalizira in
centrira serijo (angl. batch) ucˇnih podatkov med prehajanjem med dvema plastema
nevronske mrezˇe, na podlagi povprecˇne vrednosti in variance posamezne serije.
Normalizacija ucˇnih in kasneje testnih podatkov pred vnosom v nevronsko mrezˇo
52 POGLAVJE 4. PRIPRAVA IN PREDOBDELAVA PODATKOV
sicer ni striktno potrebna, saj se mrezˇa scˇasoma naucˇi normalizirati podatke sama,
a z rocˇno normalizacijo mocˇno olajˇsamo in pohitrimo postopek ucˇenja. Hkrati
je bila rocˇna normalizacija izvedena tako, da so se iskane znacˇilnosti (strelski
jarki) med samo normalizacijo poudarili oz. ohranili, ostale anomalije pa so bile
minimalizirane. V postopku normalizacije smo nadgradili postopek ki ga predlaga
avtor [12], z uporabo drugacˇnih konvolucijskih jeder pri filtriranju (filtriranje z
mediano namest z Gaussovim filtrom).
V prvem koraku normalizacije je bil izbran filter za glajenje. Cilj je bil uporabiti
filter, ki bi kar najbolje zgladil in odstranil iskani objekt, saj normalizacija poteka
tako, da smo izracˇunali razliko med zglajeno ter osnovno matriko. Na ta nacˇin smo
ohranili iskane objekte, odstanili pa smo vse vecˇje anomalije (hribe, doline, reke
etc.) ter se znebili vpliva nadmorske viˇsine. Po izracˇunu razlike med slikama so
vsi podatki padli v okvirni razpon med 0 m do maksimalno 5 m. Zaradi motenj
pri zajemu podatkov, so v dolocˇenih primerih na zajetih obmocˇjih anomalije -
celice ki se od svojih sosedov razlikujejo za 20 in vecˇ metrov nadmorske viˇsine. Za
odstranitev anomalij je bila izracˇunana srednja vrednost obmocˇja, vse celice, ki se
za vecˇ kot 15% razlikujejo od srednje vrednosti pa so bile ustrezno pomanjˇsane oz.
povecˇane v zˇeljeni razpon.
V zadnjem koraku normalizacije je bilo celotno obmocˇje premaknjeno navzdol
oz. navzgor tako da je najnizˇja tocˇka obmocˇja sovpadala z viˇsino 0 m, nato pa so
bile vse vrednosti obmocˇja ulomljene z maksimalno viˇsino tocˇke na obmocˇju, kar je
ustvarilo obmocˇje vrenosti v razponu med 0 in 1.
4.0.2 Priprava ucˇnega niza
Ucˇni niz uporabljen v magistrski nalogi je relativno majhen (5-10 km2 ozemlja) v
primerjavi s kolicˇino parametrov, ki jih konvolucijska nevronska mrezˇa ocenjuje.
Cˇeprav je bila arhitektura U-net razvita z namenom doseganja dobrih rezultatov na
manjˇsih ucˇnih nizih [16], je ucˇenje iz majhnih ucˇnih nizov sˇe vedno aktiven problem
s podrocˇja umetne inteligence, s katerim se ukvarjajo sˇtevilni avtorji [41, 61, 62],
saj pomanjkljivi ucˇni nizi hitro pripeljejo do premajhne generalizacije in prevelikega
prilaganja nevronske mrezˇe ucˇnim podatkom.
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Ucˇni set je bil tekom razvoja nasˇega algoritma anotiran trikrat, saj je bila sˇele
zadnja anotacija dovolj natancˇna, da je omogocˇala konvergenco ucˇenja nevronske
mrezˇe. Na Slikah 4.2 in 4.3 je razvidno, da je anotacija natancˇna na nekaj svetlobnih
tocˇk. Razlogov za potrebo po tako natancˇni anotaciji je vecˇ; iskani objekti v sliki
(strelski jarki) so relativno majhni (2-3 m oz. 2-3 celici v sˇirino), kar pomeni,
da pri zelo majnhni napaki v anotaciji (e.g. napaka ene celice na vsako stran
jarka) pripelje do tega, da iskani objekti predstavljajo le relativno majhen del (e.g.
60%) pozitivno anotiranih obmocˇij. Drugi razlog pa izhaja iz same tehnologije
ucˇenja nevronskih mrezˇ oz. nadzorovanega strojnega ucˇenja. Za razliko od ne-
nadzorovanega strojnega ucˇenja, kjer program sam poiˇscˇe vzorce in korelacije med
podatki, v nadzorovanem strojnem ucˇenju program vzame anotacijo za absolutno
resnico. Posledica tega je, da v primeru cˇe kot iskani objekt anotiramo napacˇno
strukturo, oz. ne anotiramo vseh iskanih objektov v sliki, bo nevronska mrezˇa
izjemno tezˇko generalizirala lastnosti iskanega objekta. Posledicˇno se mrezˇa prevecˇ
prilagodi ucˇnemu nizu in na prej sˇe ne videnih podatkih ne deluje.
4.0.3 Generiranje ucˇnega niza
Ustvarjen ucˇni niz uporabljen za ucˇenje nasˇe konvolucijske nevronske mrezˇe ima
poleg majhnega obsega sˇe dodatno pomanjkljivost, ki je posledica narave nasˇega
problema - neuravnotezˇenost. Na obmocˇjih, kjer je strelskih jarkov najvecˇ le-ti
predstavljajo le nekaj odstotkov povrsˇja, kar pomeni, da z vsako sliko, ki jo kot
ucˇni primer vnesemo v nevronsko mrezˇo, vnesemo neprimerljivo vecˇ negativnih
kakor pozitivnih primerov. Med ucˇenjem nevronske mrezˇe se tako hitro zgodi, da
optimizacijski algoritem utezˇi v mrezˇi popravi tako, da vse izhodne vrednosti mrezˇe
postanejo negativne. Pri izbranem optimizacijskem algoritmu ter izbrani funkciji
za ocenjevanje napake (angl. error function) tak korak namrecˇ najhitreje znizˇa
magnitudo napake; napacˇno so klasificirani vsi pozitivni primeri, a so pravilno
klasificirani vsi negativni primeri, katerih je neprimerljivo vecˇ. Neuravnotezˇenost
ucˇnega seta je v naravi pogost problem, za katerega so skozi leta avtorji predlagali
sˇtevilne resˇitve[63, 64].
Generacija ucˇnega niza je bila tako izvedena z dvema ciljema: minimizirati
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Slika 4.2: Primer anotirane slike za potrebe ucˇnega niza. Zgornja polovica
prikazuje vhodno sliko v stanju v kakrsˇnem jo na vhod prejme konvolucijska
nevronska mrezˇa, spodnja polovica slike pa je prikazana v obliki rocˇno ustvarjene
binarne anotacije.
neuravnotezˇenost ucˇnih podatkov ter maksimizirati generalizacijo nevronske mrezˇe.
Tako kot predlaga avtor [65] smo neuravnotezˇenost ucˇnega niza do dolocˇene mere
nevtralizirali z vecˇkratnim podvzorcˇenjem (angl. subsampling). Velikost slike oz.
matrike, ki smo jo uporabili kot vhodni podatek iz Lidar DMV, je 1000 × 1000
svetlobnih tocˇk (angl. pixels) in v naravi predstavlja podrocˇje velikosti 1000×1000m.
V taksˇnem formatu so bili tudi objavljeni na spletnih straneh RS Ministrstva za
okolje in prostor. Izbrana velikost slik za ucˇenje konvolucijske nevronske mrezˇe
je 250× 250 tocˇk, ucˇne slike pa so pridobljene s selektivnim podvzorcˇenjem vecˇje
slike.
Konvolucijska nevronska mrezˇa sicer lahko na vhodu sprejme matriko poljubne
velikosti, velikost 250× 250 je bila izbrana popolnoma empiricˇno, zaradi omejene
velikosti delovnega pomnilnika graficˇne kartice na 8 GB. Izbrana velikost omogocˇa,
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Slika 4.3: Primer natancˇnosti anotacije. Za doseganje konvergence pri ucˇenju
mrezˇe je bilo potrebno ustvariti anotacijo, ki odstopa maksimalno za nekaj svetlob-
nih tocˇk. Na levi je prikazano obmocˇje z jarkom, na desni pa je z svetlo oznacˇena
rocˇno vrisana anotacija.
da v eni seriji (angl. batch) ucˇnega vnosa nevronska mrezˇa obdela do 20 slik
hkrati. Izbrana velikost omogocˇa tudi relativno lahko iskanje manjˇsih obmocˇij v
procesu podvzorcˇenja, ki vsebujejo dovolj veliko kolicˇino strelskih jarkov. Selektivno
podvzorcˇenje poteka tako, da se na sliki velikosti 1000 × 1000 svetlobnih tocˇk
nakljucˇno izbira podrocˇja manjˇsih dimenzij, za vsako podrocˇje pa velja da mora
vsebovati vsaj p = 700 pozitivno oznacˇenih tocˇk. Cˇe temo poguju ni zadosˇcˇeno, je
podrocˇje zavrnjeno in nakljucˇno je izbrano novo. Na ta nacˇin iz vsake anotirane
slike nastane n = 500 ucˇnih primerov, ki so pripravljni za ucˇenje konvolucijske
nevronske mrezˇe.
Sˇtevilo ucˇnih primerov generiranih iz posamezne anotirane slike je prilagojeno
sˇtevilu anotiranih slik, ki so na voljo, ter zahtevani procentualni vrednosti strelskih
jarkov za posamezen primer. V primeru, da se sˇtevilo generiranih primerov povecˇa,
je potrebno ustrezno povecˇati tudi verjetnost perturbacije posameznega primera, z
namenom ohranitve raznolikost ucˇnega niza.
Vecˇja kot je zahtevana procentualna vrednost strelskih jarkov na posamezni ucˇni
sliki, bolj dolgotrajno je iskanje ustreznih obmocˇij in posledicˇno pade raznolikost
generiranih ucˇnih primerov, saj je na posamezni sliki le nekaj obmocˇij, ki zadostijo
zahtevani vrednosti. Izbrana vrednost uporabljena pri generaciji nasˇega niza je
bila izbrana kot kompromis, ki sˇe vedno omogocˇa uspesˇno ucˇenje nevronske mrezˇe,
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generacija ucˇnega niza pa je dovolj hitra. Primerjava med osnovno sliko ter enim od
nastalih ucˇnih primerov je razvidna na Sliki 4.2 ter Sliki 4.3, na prvi je prikazana
celotna anotirana slika ustvarjena s sistemom Lidar, na drugi pa je prikazan primer
pridobljen s podvzorcˇenjem.
Sˇe bolj kot s problemom neuravnotezˇenosti podatkov, pa se celotno podrocˇje
nevronskih mrezˇ soocˇa s problemom pomanjkanja podatkov. Nevronske mrezˇe so
namrecˇ sposobne izjemne generalizacije podatkov, vendar je v praksi podatkov
navadno premalo, da bi lahko maksimizirali sposobnosti nevronske mrezˇe. Ker
novih podatkov obicˇajno ni na voljo v zadostnih kolicˇinah, je bilo predlaganih nekaj
nacˇinov [66, 67, 68, 69, 70, 71], kako ustvariti nove ucˇne podatke iz obstojecˇih.
Izkljucˇno proces podvzorcˇenja v nasˇem primeru ni bil dovolj, saj ima dolocˇene
pomanjkljivosti. Omogocˇa nam, da iz ene anotirane slike sicer ustvarimo poljubno
sˇtevilo ucˇnih primerov, vendar so si generirani ucˇni primeri zelo podobni (generirani
so iz iste slike, ki omogocˇe le omejeno kolicˇino razlicˇnih vzorcev) in nevronska
mrezˇa hitro postane prevecˇ prilagojena vhodnim podatkom (angl. overfitted). Zato
je bilo potrebno vpeljati sˇe dodatno perturbacijo podatkov, ki je predstavljlena v
Poglavju 4.0.4.
4.0.4 Povecˇanje ucˇne mnozˇice
Bolj kompleksen nacˇin umetnega povecˇevanja ucˇne mnozˇice oz. generacije novih
ucˇnih podatkov so predlagali avtorji [69, 70, 71] in sicer z uporabo t.i. Generacijsko
diskriminatorne nevronske mrezˇe (angl. Generative adversarial network). Gre za
pristop, kjer dve razlicˇni nevronski mrezˇi tekmujeta ter se hkrati druga od druge
ucˇita. Generacijska mrezˇa poiskusˇa generirati podatke, ki so kar najbolj podobni
ucˇnemu nizu, diskriminatorna mrezˇa pa se ucˇi razlikovati med novo generiranimi
podatki ter ucˇnimi podatki. Koncˇni rezultat je generacijska nevronska mrezˇa, ki je
sposobna generacije popolnoma novih ucˇnih podatkov, na podlagi katerih lahko
ucˇimo nasˇo nevronsko mrezˇo.
V nasˇem primeru pa smo za povecˇanje kolicˇine podatkov uporabili bolj preproste
metode, ki jih predlagajo in opiˇsejo avtorji [66, 67, 68]. Nad vsakim ucˇim primerom
ustvarjenim v procesu selektivnega podvzorcˇenja je bila izvedena perturbacija,
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tekom katere je v sliko, z dolocˇeno verjetnostjo, vpeljana rotacija, sˇum ter nakljucˇni
odmik (vsem vrednostim v sliki se priˇsteje oz. odsˇteje nakljucˇna vrednost v izbranem
razponu).
Vpeljana rotacija je imela vrednosti 0, 90, 180 ter 270 stopinj. Preproste
vrednosti rotacije so bile izbrane zaradi iregularnih oblik iskanih objektov v slikah,
ki ne vsebujejo vzorcev, ki bi se zaradi skromne izbire rotacijskih vrednosti zacˇeli
ponavljati.
Na podlagi izbrane verjetnosti (30% - 50%) je bil v sliko dodatno vpeljan sˇe
Gaussov sˇum (angl. Gaussian noise). Za vsako tocˇko na sliki je bil sˇum izracˇunan
iz normalne distribucije (angl. Normal distribution) po sledecˇi formuli:





kjer µ predstavlja srednjo vrednost to;k na sliki, σ standardni odklon vseh vrednosti,
σ2 pa njihovo varianco.
V zadnjem koraku augmentacije pa je celotnemu ucˇnemu primeru z izbrano
verjetnostjo (0% - 50%) dodan sˇe enoten odmik za nakljucˇno pozitivno oz. ne-
gativno vrednost. Vse slike pridobljene s sistemom Lidar ter posledicˇno vsi ucˇni
primeri so normalizirani na razpon vrednosti med 0 in 1, vendar se, zaradi majhne
raznolikosti obmocˇji na katerem so bili podatki zajeti, vrednosti v matriki po
normalizaciji gibljejo v podobnem razponu v celotni ucˇni mnozˇici. Nakljucˇni odmik
za maksimalno absolutno vrednost 0.5 povecˇa stopnjo generalizacije, ki jo dosezˇe
mrezˇa, kar v teoriji omogocˇa boljˇse delovanje mrezˇe tudi na obmocˇjih, ki se mocˇno
razlikujejo od Slovenskega Krasa.
Primer ucˇne slike nad katero je bil izveden proces augmentacije, je prikazan na
Sliki 4.4
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Slika 4.4: Primer perturbacije. Na levi sliki je prikazano obmocˇje velikosti 250×250
tocˇk, izbrano s selektivnim podvzorcˇenjem. Na desni pa je prikazano isto obmocˇje
po perturbaciji. Dodana sta bila rotacija ter sˇum.
Poglavje 5
Eksperimentalna evalvacija
V tem poglavju so zbrani glavni implementacijski podatki o programskih knjizˇnicah




V procesu ucˇenja nevronske mrezˇe so bili izbrani naslednji parametri: Hitrost
ucˇenja(angl. learning rate), ki je bila nastavljena na vrednost 1× 10−3 (za epohe 0
do 9), 1× 10−4 (za epohe 10 do 19), 1× 10−5 (za epohe 20 in dalje). Hitrost ucˇenja
kontrolira velikost popravka v smeri gradienta napake v vsakem koraku ucˇenja.
V nekaterih generacijah smo vpeljali tudi mozˇnost nakljucˇne spremembe hitrosti
ucˇenja v vsakem ucˇnem koraku, z namenom izogibanja lokalnim minimumom, a
tak pristop ni pripeljal do vidnih izboljˇsav. Za Optimizacijski algoritem je bil
izbran algoritem Adam [72]. Primerjava konvergence z razlicˇnimi optimizacijskimi
algoritmi je prikazana na Sliki 5.1. Vidimo da Adam omogocˇa hitrejˇso konvergenco
kakor optimizacijski algoritem preprostega gradientnega spusta (SGD), katerega
uporabijo avtorji arhitekture U-net [16]. Velikost ucˇne serije (angl. batch size)
je bila nastavljena na 20 slik, saj je bila v nasˇem primeru omejena z delovnim
pomnilnikom graficˇne kartice. V razlicˇnih generacijah nevronskih mrezˇ smo sicer
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uporabljali slike razlicˇnih velikosti, a smo velikost serije ohranili na 20 slikah, zaradi
lazˇje primerjave rezultatov in hitrosti konvergence. Vsaka ucˇna serija je bila izbrana
nakljucˇno, velikost epohe pa je bila odvisna od generacije mrezˇe in je vsebovala
med 50.000 - 250.000 ucˇnih primerov.
Pri procesu priprave podatkov je bila nastavljena velikost filtra mediane na
5 × 5 tocˇk in je bila izbrana tako, da sovpada z ocenjeno sˇirino strelskega jarka.
Verjetnost perturbacije oz. vpeljave sˇuma v sliko med generacijo ucˇnega niza je
bil nastavljena na 95 %, tako da so bile dolocˇene slike vsebovane brez perturbacij.
Velikost ucˇnih slik pa je bila nastavljena na 250× 250 tocˇk in je bila izbrana zaradi
oblike jarkov 1 ter zato ker manjˇse slike omogocˇajo vecˇjo ucˇno serijo, ki jo pri
omejenem delovnem pomnilniku lahko hkrati nalozˇimo na graficˇno kartico.
Pri naknadnem procesiranju pa so v posˇtev priˇsli parametri filtra Frangi (Filter
je podrobneje opisan v Poglavju 2.4), kjer sta bili nastavljeni β1 = 2.5 β2 = 3 ter
razpon merila (angl. scale range) na interval med 0.02 in 2. Za strukturni element
je bil v korakih naknadnega procesiranja izbran disk s premerom 5 tocˇk (opisan v
Poglavju 2.5), maksimalna povrsˇina binarnih lukenj je bila nastavljena na 128 tocˇk
, maksimalna povrsˇina obmocˇji obravnavanih kot sˇum pa 256 tocˇk. Vrednosti 128
in 256 sta bili izbrani tako, da okvirno odgovarjata sˇumu , ki ga povzrocˇijo vrtacˇe.
Manjˇse vrtacˇe namrecˇ dostikrat prekinejo jarke, saj so le-ti speljani skozi njih (tam
ni potrbno kopati), vecˇje vrtacˇe neregularnih oblik pa zaradi jarkom podobnim
struktur na svojih robovih povzrocˇajo sˇum. Obmocˇje velikosti 256 tako zajame
obmocˇja sˇuma, ki so v naravi velikosti do 15m× 15m.
5.1.2 Programsko okolje
Celoten algoritem je implementiran v programskem jeziku Python, verzija 3.6.3. Za
obvladovanje programskih knjizˇnic, ki omogocˇajo funkcionalnosti strojnega ucˇenja je
bil uporabljen program Anaconda. Nevronska mrezˇa je bila ustvarjena v programski
knjizˇnici Pytorch - uporabljena je bila verzija 0.3.1 (py 36 cuda90 cudnn7he774522 2),
1Velikost je bila izbrana tako da okvirno sovpada z velikostjo najvecˇjih povezanih sticˇiˇscˇ, kjer
se na majhnem obmocˇju krizˇa veliko sˇtevilo jarkov in katera smo zˇeleli zajeti v posamezen ucˇni
primer.
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cije
Slika 5.1: Primerjava optimizacijskih algoritmov. Na sliki vidimo da optimizacijska
algoritma Adam in Adamax dosezˇete zadovoljivo stopnjo konergence zˇe po 3 epohih
medtem ko ekvivalentno majhno napako SGD dosezˇe okrog epohe 30.
ki podpira uporabo graficˇnih kartic za izvajanje potratnih racˇunskih operacij. Ostale
pomembne knjizˇnice, s katerimi smo izvedli pred procesiranje in naknadno pocesi-
ranje pa so: numpy, scipy, scikit-image ter scikit-learn.
Ucˇenje nevronske mrezˇe je potekalo na namenskem racˇunalniku, s procesorjem
Intel Core i7-7700K (@ 4.2Ghz), 16GB delovnega pomnilnika ter graficˇno kartico
NVIDIA GeForce GTX 1070 (8 GB delovnega pomnilnika). Zaradi omejitev, ki
so posledica kombinacije programskih knjizˇnic ter operacijskega sistema je ucˇenje
potekalo na eni sami graficˇni kartici in ne na vecˇ karticah hkrati.
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5.2 Izbira performancˇnih mer
Za ocenjevanje delovanja algoritma ter kasneje za primerjavo razlicˇnih algoritmov,
bomo uporabili naslednje kriterije: natancˇnost (angl. accuracy), preciznost (angl.
precision) ter obcˇutljivost (angl. sensitivity) ter kombinirani performancˇni meri F1
ter MCC.
Natancˇnost definiramo kot razmerje med sˇtevilom vseh pravilno prepoznanih
tocˇk v sliki; torej sˇtevilo vseh tocˇk ki pripadajo strelskim jarkom in ki smo jih
kot take tud prepoznali ter sˇtevilo vseh tocˇk, ki ne pripadajo strelskim jarkom in
smo jih oznacˇili kot negativne; ter sˇtevilom vseh tocˇk v sliki. Z drugimi besedami,
natancˇnost nam da procentualno oceno, kaksˇno sˇtevilo tocˇk na vhodni sliki bo
pravilno klasificiranih. Tazˇava natancˇnosti v nasˇem primeru je ta, da operiramo
z izjemno neuravnotezˇenimi podatki, saj na obmocˇjih, ki so najbolj prepredena z
jarki, le ti predstavljajo le nekaj procentov sliki. Posledica tega je, da bo natancˇnost
zelo visoka (> 90%), cˇeprav bi nasˇ algoritem vrnil sliko na kateri so vse tocˇke
oznacˇene kot negativne, saj bi pravilno prepoznal vse negativne tocˇke, katerih pa
je neprimerno vecˇ. Tukaj opazimo enak problem neuravnotezˇenosti podatkov, kot
je opisan v poglavju o ucˇenju nevronske mrezˇe. Natancˇnost nam vseeno lahko
pomaga primerjati razlicˇne algoritme med seboj, vendar pa samo iz natancˇnosti ni
mogocˇe oceniti kako dobro deluje posamezen algoritem.
Preciznost definiramo kot razmerje med pravilno prepoznanimi pozitivnimi
tocˇkami ter sˇtevilom vseh tocˇk, ki jih je nasˇ algoritem oznacˇil kot pozitivne. Z
drugimi besedami, preciznost predstavlja procentualno vrednost s katero lahko
pricˇakujemo, da je tocˇka, ki jo nasˇ algoritem oznacˇi kot pozitivno, zares pozitivna.
V nasˇem primeru smo zaradi neuravnotezˇenega podatkovnega niza vecˇjo tezˇo v
rezultatu pripisovali preciznosti kakor natancˇnosti.
Obcˇutljivost definiramo kot ramerje med pravilno prepoznanimi pozitivnimi
tocˇkami ter sˇtevilom vseh pozitivnih tocˇk v sliki. Z drugimi besedami, preciznost
predstavlja procentualno verjetnost s katero laho pricˇakujemo, da bo pozitivno
tocˇko na vhodni sliki nasˇ algoritem prepoznal pravilno. Preciznost sama zase tudi
ne more natancˇno opisati, kako dobro deluje nasˇ algoritem, saj bi npr. algoritem, ki
bi vsako vhodno tocˇko oznacˇil za pozitivno dosegal 100% preciznost. V kombinaciji
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z natancˇnostjo ter preciznostjo, pa obcˇutljivost zˇe predstavlja dobro performancˇno
mero.
Matthews-ov korelacijski koeficient - MCC (angl. Matthews correlation co-
efficient), je mera, ki jo je predlagal avtor [73] in sluzˇi za primerjavo binarnih
klasifikatorjev. Na vrednost korelacijskega koeficienta MCC vpliva sˇtevilo resnicˇnih
pozitivnih vzorcev (TP - angl. true positive), resnicˇnih negativnih vzorcev (TN -
angl. true negative), napacˇnih pozitivnih vzorcev (FP - angl. false positive) ter
napacˇnih negativnih vzorcev (FN - angl. false negative) in se izracˇuna po naslednji
enacˇbi:
MCC =
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
. (5.1)
Razpon vrednosti korelacijskega koeficienta je na intervalu med -1 in 1, kjer
vrednost 1 pomeni popolno ujemanje rezultatov z realnim stanjem, vrednost 0
pomeni, da klasifikator deluje z enako natancˇnostjo kakor nakljucˇna izbira, -1
pa pomeni popolno neujemanje med rezultati in realnimi vrednostmi. Ker na
korelacijski koeficient vpliva vecˇ razlicˇnih parametrov, nam tak koeficien omogocˇa
boljˇso primerjavo algoritmov, kakor cˇe bi jih med seboj primerjali izkljucˇno glede
na natancˇnost, preciznost ali obcˇutljivost.
F1, je kombinirana mera, ki omogocˇa primerjavo klasifikacijskih algoritmov
glede na kombinacijo preciznosti in obcˇutljivosti. Izracˇuna se po naslednji enacˇbi:
F1 = 2 ∗ preciznost× obcˇutljivost
preciznost+ obcˇutljivost
, (5.2)
in nam podobno kot korelacijski koeficient MCC omogocˇe boljˇso primerjavo med
klasifikatorji, napram primerjavi glede na posamezno vrednost.
5.2.1 Obcˇutljivost algoritma na vhodne slike
V Tabeli 5.1 so predstavljene dosezˇene vrednosti natancˇnosti, preciznosti in
obcˇutljivosti, ki jih je nasˇ algoritem dosegel na posameznih obmocˇjih. Predstavljeni
so rezultati pridobljeni na dveh razlicˇnih obmocˇjih: GK 391 81, ki je prikazano na
Sliki 5.3, in predstavlja najpogostejˇsi teren na katerem se nahajajo jarki, ter nad
64 POGLAVJE 5. EKSPERIMENTALNA EVALVACIJA
obmocˇjem GK 392 82, ki je prikazano na Sliki 5.4 in zaradi vodotokov predstavlja
eno tezˇjih obmocˇji za detekcijo.
Prav tako so v tabeli predstavljen rezultati dveh razlicˇnih nevronskih mrezˇ, ki
predstavljata jedro nasˇega algoritma. Mrezˇe so poimenovane po nacˇinu X.Y, kjer
X predstavlja verzijo spremembe ucˇnih parametrov, Y pa verzijo ucˇne mnozˇice
uporabljene pri ucˇenju. Na sliki 4.1 je prikazan izhod mrezˇe z oznako 9.1, katere
rezultati so prikazani tudi v Tabeli 5.1. Razvidno je kako terenske motnje vpilivajo
na zaznavo, saj so kot jarki oznacˇeni tudi vodotoki na sliki.
Za mrezˇe desete generacije in dalje smo tako pripravili nove ucˇne nize, kjer je
bil niz generiran tako, da je vseboval proporcionalno vecˇ negativnih primerov,z
namenom da se je mrezˇa primorana bolje naucˇiti razlikovati med vodotoki in
jarki. V Tabeli 5.1 so tako predstavljeni sˇe rezultati mrezˇe 13.2, kjer lahko vidimo
znatno izboljˇsanje pri delovanju na obmocˇju GK 392 82, ki se odrazˇa v boljˇsi
obcˇutljivosti. Obcˇutljivost, ki se giblje okrog 50% sicer sˇe zdalecˇ ni zadovoljiva,
a je obmocˇje GK 392 82 sˇe dodatno tesˇko za prepoznavo saj so jarki, ki se tam










GK 391 81 95,4|95, 4% 89.6|91, 7% 81.8|86, 8%
GK 392 82 94, 9|94, 9% 49.1|59, 7% 14.3|15, 3%
Mrezˇa: ID:13.2
GK 391 81 95, 2|95, 2% 89.8|92, 1% 80.2|85, 1%
GK 392 82 97,7|97, 8% 49.8|57, 1% 42.1|46, 1%
Tabela 5.1: Dosezˇene vrednosti algoritma na posameznih obmocˇjih.
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5.3 Primerjava s sorodnimi metodami
Delovanje nasˇega algoritma smo primerjali s sˇe dvema sorodnima metodama,
rezultati pa so predstavljeni v Tabeli 5.2, kjer so predstavljeni rezultati za sledecˇe
4 metode:
• Fr 9.1, ki oznacˇuje nasˇ algoritem, z nevronsko mrezˇo iz generacije 9,
• Fr 13.2, ki oznacˇuje nasˇ algoritem z nevronsko mrezˇo iz generacije 13,
• Canny, ki oznacˇuje priredbo nasˇega algoritma, ki namesto filtra Frangi
uporablja filter Canny ter
• Edge, ki oznacˇuje metodo predlagano v [12]. Metoda Edge za svoje delovanje
ne uporablja nevronske mrezˇe, temvecˇ temelji detekcija izkljucˇno na filtriranju
in detekciji robov v sliki.
Poleg razlicˇnih postopkov so rezultati deljeni sˇe glede na obmocˇje nad katerim je
bila detekcija izvedena. Obmocˇje a oznacˇuje najbolj pogost tip terena - jarki so
dokaj lepo vidni, brez rek in potokov (teren a je prikazan na Sliki 5.3). Obmocˇje b
pa oznacˇuje tip obmocˇji, ki so za detekcijo problematicˇna - na njih se pojavljajo
manjˇsi vodotoki, jarki pa so neizraziti (teren a je prikazan na Sliki 5.4). Obmocˇja
tipa b so tista na katera smo se osredotocˇili pri ucˇenju nevronske mrezˇe v generaciji
10 in kasnejˇsih, kar je razvidno tudi iz rezultatov v Tabeli 5.2. Vidimo lahko da
algoritem Fr 13.2 krepko prekasˇa algoritem Fr 9.1, predvsem na obmocˇjih tipa b.
Pri primerjanju kvalitete detekcije smo se zanasˇali na dve meri: F1 ter MCC, ki
predstavljata utezˇeno kombinacijo med razlicˇnimi merami (resnicˇni pozitivni vzorci,
resnicˇni negativni vzorci...) in omogocˇata objektivno primerjavo med razlicˇnimi
klasifikatorji. Na Sliki 5.2 je prikazana razlika med izhodom nevronske mrezˇe 9
generacije ter 13 generacije. Vidimo da sta sicer obe mrezˇi sˇe vedno imeli tezˇave s
pravilno detekcijo jarkov, a ima mrezˇa 13 generacije mnog manj napacˇno oznacˇenih
pozitivnih obmocˇji, kar se odrazˇa v dosezˇenih rezultatih na obmocˇju tipa b. Obe
generaciji nevronske mrezˇe in posledicˇno obe razlicˇici nasˇega algoritma (9.1 ter
13.2) sta se podobno odrezali na obmocˇjih tipa a oz. na vseh obmocˇjih brez
problematicˇnih terenskih znacˇilnosti (npr. vodotoki).
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Izhodne slike klasifikacije za metode Fr 13.2, Canny ter Edge so prikazane na
Sliki 5.3 za obmocˇje a ter na Sliki 5.4 za obmocˇje b. Vidimo lahko da je metoda
Fr 13.2 oznacˇevala nekoliko vecˇ pozitivnih obmocˇji kakor Canny, metoda Edge pa
je poleg pozitivno prepoznanih obmocˇji navadno vsebovala vecˇ sˇuma. Sˇum, ki je
ostal v sliki, je po velikosti in obliki podoben jarkom in ga je tesˇko bolje odstraniti,
kar pripelje do slabsˇih rezlutatov pri metodi Edge.
Cˇe metode primerjamo glede na meri GCC ter F1 vidimo da nasˇa predlagana
metoda, razen na obmocˇjih tipa a, glede na mero GCC, prekasˇa sorodne metode.
Tam kjer metoda z uporabo filtra Canny dosega nekoliko boljˇse rezultate, gre
predvsem za obmocˇja z dobro ohranjenimi jarki, kar se na sliki izrazi z vecˇjim
kontrastom med jarkom in povrsˇjem. Filter Canny se pri detekciji struktur zanasˇa
na kontrast oz. odvod slike, kar pripelje do boljˇsih rezultatov, od tistih pridobljenih
s filtrom Frangi, ki se bolj zanasˇa tudi na obliko same strukture.
5.4 Hitrost detekcije
Namenski racˇunalnik je poganjal operacijski sistem Windows 10, kar nam je
preprecˇilo racˇunati na vecˇ kakor eni graficˇni kartici hkrati, saj so programske
knjizˇnice za paralelno uporabo graficˇnih kartic na voljo le za operacijsko platformo
Linux. Racˇunski cˇas ucˇenja bi tako lahko sˇe precej izboljˇsali, v nasˇem primeru pa je
nevronska mrezˇa za obdelavo (propagacija slik skozi mrezˇo naprej ter propagacija
napake skozi mrezˇo nazaj) ene serije (angl. batch) ucˇnih slik (25 slik velikosti
Alg. Fr 9.1 Fr 13.2 Canny Edge
Obmocˇje a b a b a b a b
Nat. 95, 4% 94, 9% 95, 2% 97, 8% 98, 2% 99, 0% 95, 5% 89, 2%
Prec. 91, 7% 59, 7% 92, 1% 57, 1% 66, 2% 23, 9% 71, 9% 68, 0%
Obcˇ. 86, 6% 15, 3% 85, 1% 46, 1% 99.3% 55, 2% 98, 2% 10, 1%
MCC 0.542 0.126 0.532 0.267 0.639 0.243 0.377 0.125
F1 0.893 0.233 0.887 0.512 0.838 0.334 0.554 0.176
Tabela 5.2: Primerjava sorodnih metod na dveh razlicˇnih tipih povrsˇja.
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250× 250 tocˇk) potrebovala povprecˇno 0.03s.
Racˇunski cˇas celotnega ucˇenja je prevecˇ odvisen od kolicˇine ucˇnih slik ter od
zˇeljene stopnje konvergence, a cˇas 0.03s omogocˇa dobro aproksimacijo celotnega
ucˇnega cˇasa. Velikost ene serije je bila namrecˇ izbrana kot makimalna kolicˇina slik,
ki jih sˇe lahko spravimo v delovni pomnilnik graficˇne kartice (8GB). Prav tako iz
testiranj vemo, da mrezˇa dosezˇe zadovoljivo stopnjo konvergence zˇe okrog 15 epohe,
torej lahko aproksimacijo ucˇnega cˇasa T , v sekundah, dobimo po sledecˇi enacˇbi:
T = n× (u/s) ∗ 0.03, (5.3)
kjer je n ocena sˇtevila epoh potrebnih za konvergenco, u je sˇtevilo vseh ucˇnih
primerov, s pa je sˇtevilo ucˇnih prmerov, ki jih je mrezˇa sposobna obdelati v enem
koraku.
Z Enacˇbo 5.3 lahko ocenimo dalecˇ najbolj zamuden del nasˇega algoritma -
ucˇenje nevronske mrezˇe, ki lahko traja od nekaj ur do, v najslabsˇem primeru, nekaj
dni. Vendar ucˇenje nevronske mrezˇe ne igra vloge pri samem cˇasu potrebnem za
detekcijo, saj lahko predpostavimo, da bomo detekcijo izvajali sˇele ko bo nasˇa
mrezˇa ustrezno dobro naucˇena.
Cˇas tseg, ki ga nasˇ algoritem potrebuje za segmentacijo obmocˇja velikosti
1000× 1000 (najbolj pogosta velikost vhodne slike) je tseg = 3.2s±5%. tseg lahko
okvirno razdelimo v 3 cˇasovne bloke, kar nam omogocˇi lazˇjo primerjavo hitrosti
nasˇega algoritma s sorodnimi metodami. 2s celotnega cˇasa poteka filtriranje s
filtrom Frangi, glavni razlog pa je razpon skale filtra. Filter namrecˇ v korakih po
0, 25 filtrira s skalo (skala vpliva na velikost filtra) v razponu 0.02 do 2. Vecˇja
skala je bila izbrana namerno, zaradi boljˇsih rezultatov, ki smo jih na ta nacˇin
dosegali, in ker cˇas same detekcije ni kriticˇnega pomena. 1s potrebuje za generiranje
izhodne slike nevronska mrezˇa, preostalih 0.2 sekunde pa porabijo ostale morfolosˇke
operacije v postopku naknadne obdelave.
Cˇe hitrost nasˇega algoritma (Fr13) primerjamo s sorodnimi metodami, vidimo da
je filter Frangi tisti, ki nasˇo metodo dela pocˇasnejˇso. Cˇasi detekcije so predstavljeni
v Tabeli 5.3. Z izbiro manjˇsega razpona skale, bi lahko hitrost nasˇega algoritma
priblizˇali hitrosti algoritma Canny, zaradi ne-uporabe segmentacijske nevronske
mrezˇe, pa ostaja metoda Edge, ki jo predlagajo avtorji [12] najhitrejˇsa.
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Algoritem Cˇas (s) (±5%)
U-net Filtriranje Morfologija Skupno
Fr13 1 2 0.2 3.2
Canny 1 0.2 0.2 1.4
Edge [12] 0 0.2 0.3 0.5
Tabela 5.3: Detekcijski cˇasi sorodnih metod. Algoritem Canny je enak nasˇemu
algoritmu, le da je namesto filtra Frangi uporabljen filter Canny z ustrezno spreme-
njenimi morfolosˇkimi operacijami. Algoritem Edge pa predlagajo avtorji [12].
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Slika 5.2: Primerjava med mrezˇo generacije 9 ter 13. Slika a) prikazuje normalizi-
rano obmocˇje z vodotoki, ki je za detekcijo problematicˇno. Slika b) prikazuje rocˇno
vrisano anotacijo. Slika c) prikazuje segmentacijsko sliko, ki jo ustvari mrezˇa gene-
racije 9. Slika d) pa prikazuje segmentacijsko sliko, ki jo ustvari mrezˇa generacije
13.
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Slika 5.3: Primer rezultatov razlicˇnih metod. Na sliki a) je prikazano normalizirano
obmocˇje, katerega vsi trije algoritmi dobijo kot vhod. Na sliki b) je prikazana rocˇno
vrisana anotacija za obmocˇje a). Slika c) prikazuje rezultat nasˇega algoritma, d)
prikazuje rezultat metode, kjer je bil Filter Frangi zamenjan s filtrom Canny, e) pa
prikazuje rezultat pridobljen z metodo povzeto po [12].
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Slika 5.4: Primer rezultatov razlicˇnih metod na tezˇavnem obmocˇju. Na sliki a)
je prikazano normalizirano obmocˇje, katerega vsi trije algoritmi dobijo kot vhod.
Na sliki b) je prikazana rocˇno vrisana anotacija za obmocˇje a). Slika c) prikazuje
rezultat nasˇega algoritma, d) prikazuje rezultat metode, kjer je bil Filter Frangi
zamenjan s filtrom Canny, e) pa prikazuje rezultat pridobljen z metodo povzeto
po [12].
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Poglavje 6
Sklep
V magistrskem delu smo resˇevali problem detekcije strelskih oz. pehotnih jarkov
na podlagi digitalnega modela viˇsin resolucije 1 × 1 meter, ki je ustvarjen z
Lidar tehnologijo. Za namene detekcije smo razvili metodo, katere jedro sestavlja
konvolucijska segmentacijska nevronska mrezˇa. Osnovno arhitekturo mrezˇe smo
povzeli po arhitekturi U-net [16], parametre mrezˇe ter nekatere gradnike (npr.
optimizacijsko funkcijo) pa smo priredili za nasˇ problem. Za potrebe ucˇenja
nevronske mrezˇe smo anotirali in ustvarili popolnoma nov ucˇni niz, saj gre pri
nasˇem algoritmu za enega prvih, ki se ukvarja z danim problemom. Iz anotiranega
ucˇnega niza smo s pomocˇjo razlicˇnih postopkov perturbacije ustvarili ter preizkusili
vecˇ razlicˇnih ucˇnih mnozˇic ter kombinacij parametrov mrezˇe, da smo v zadnjih
iteracija uspesˇno iznicˇili kar najvecˇ motecˇih terenskih znacˇilnosti, ki so predstavljale
tezˇave pri detekciji.
Predstavili smo postopek predhodne obdelave podatkov digitalnega modela
viˇsin, pridobljenih z Lidar tehnologijo, v katerem s pomocˇjo pravilno izbranih
medianinih oz. gaussovih filtrov uspesˇno ohranimo oz. sˇe dodatno poudarimo
iskane terenske znacˇilnosti, medtem ko ostale terenske znacˇilnosti zadusˇimo. V
procesu terensko sliko dodatno sˇe normaliziramo iz poljubnega razpona vrednosti
na razpon med 0 in 1 in jo s tem pripravimo na obdelavo s konvolucijsko nevronsko
mrezˇo.
Predlagamo tudi nacˇin naknadne obdelave segmentacijske slike, s pomocˇjo filtra
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Frangi ter morfolosˇkimi operacijami in jo primerjamo z alternativno metodo, kjer
je uporabljen filter Canny. Metodi sta primerljivi, s tem da metoda s filtrom Canny
dosega nekoliko boljˇse rezultate tam, kjer so iskani jarki bolje ohranjeni oz. bolj
izraziti na terenskih slikah, metoda s filtrom Frangi pa dosega boljˇse rezultate na
tesˇkih obmocˇjih, z manj izrazitimi jarki.
Uspesˇnost predlagane metode (Fr 13.2 v Tabeli 5.2) primerjamo s starejˇso
generacijo nasˇe metode (Fr 9.2), s prirejeno metodo, ki uporablja filter Canny ter
z metodo za detekcijo jarkov brez uporabe nevronske mrezˇe - Edge [12]. Metodi
Fr 13.2 ter Canny sta dosegali primerljive rezultate in prekasˇali preostali dve
metodi na vseh preverjenih obmocˇjih. Glavni razlog za boljˇse rezultate je predvsem
uporabljena segmentacijska nevronska mrezˇa (13. generacije), ki je bila namensko
ucˇena tako, da je uspesˇno klasificirala problematicˇne strukture (manjˇse vodotoke)
kot negativne. Metoda Fr 13.2 je sicer na lahkih obmocˇjih dosegala nekoliko
slabsˇe rezultate, kot prejˇsnje generacije, a je odstopanje primerljivo z relativno
napako meritev, na ta racˇun pa dosega neprimerljivo boljˇse rezultate na tezˇjih
obmocˇjih. Glavna prednost metode Canny je hitrost, saj je filtriranje s filtrom
Frangi, za izbrani razpon meril, bolj zamudno od same segmentacije oz. je kar 10
krat pocˇasnejˇse od filtriranja s filtrom Canny. Prav tako metoda s filtrom Canny
vracˇa primerljive oz. boljˇse rezultate na dolocˇenih obmocˇjih, kjer so jarki izraziti.
Kljub temu pa je predlagana metoda s filtrom Frangi bolj robustna, kar je v nasˇem
primeru pomembno, saj so jarki v naravi zelo redko dobro ohranjeni. Prednost
metode Frangi je namrecˇ ta, da pri filtriranju slike kontrast ne igra tako velike
vloge kot pri filtru Canny, temvecˇ ima pomembno vlogo oblika iskane strukture.
Za potrebe detekcije jarkov sama hitrost algoritma ni tako pomembna, tako da je
vecˇji razpon skal pri filtru Frangi, ki botruje pocˇasnejˇsemu delovanju upravicˇen, saj
izboljˇsa robustnost detekcije.
6.1 Nadaljnje delo
Glavna prednost predlagane metode lezˇi v njeni robustnosti ter prilagodljivosti,
cˇemur botruje uporaba nevronske mrezˇe, ki je bila razvita z namenom cˇim viˇsje
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stopnje generalizacije ter filtra Frangi. Filter Frangi je definiran tako, da je
sposoben poudariti strukture razlicˇnih oblik, tudi v vecˇ dimenzijah, cˇe znamo
iskane strukture dovolj natancˇno opisati z njihovimi drugimi odvodi oz. z njihovo
ukrivljenostjo. Nasˇa predpostavka je, da bi z vpeljavo parametrov filtra Frangi kot
ucˇljivih parametrov v proces ucˇenja nevronske mrezˇe lahko rezultate detekcije sˇe
izboljˇsali, predvsem pa bi detekcijo lahko naredili hitrejˇso, saj bi razpon skale filtra
Frangi skrcˇili le na vrednosti, ki vracˇajo optimalne rezultate. Posledicˇno bi na enak
nacˇin v obliko ucˇljivih parametrov pretvorili sˇe ostale parametre predhodnega in
naknadnega procesiranja, kar bi mocˇno podljˇsalo ucˇni cˇas, a lahko pricˇakujemo,
da bi se rezultati precej izboljˇsali. Velikosti filtrov pri predprocesiranju so bile v
predlagani metodi izbrane tako, da sovpadajo z sˇirino iskanih struktur, a mogocˇe
bi filtri drugacˇnih velikosti ali z drugacˇnimi parametri dosegali boljˇse rezultate.
Dodatno bi tak pristop predlagano metodo naredil sˇe bolj uporabno za resˇevanje
katerega koli problema, kjer gre za detekcijo struktur v slikah (npr. zdravstvo).
Mozˇna izboljˇsava, ki bi jo lahko vpeljali v prihodnosti je tudi detekcija tipa
povrsˇja oz. tipa jarkov, ki jih iˇscˇemo. Kot smo videli v rezultatih, na razlicˇnih
obmocˇjih razlicˇni filtri dosegajo boljˇse rezultate. Ideja izboljˇsave bi bila, da bi se
bil nasˇ algoritem sposoben odlocˇiti kateri filter (Frangi ali Canny) naj uporabi,
glede na vsako posamezno obmocˇje nad katerim poteka detekcija.
Prav tako bi lahko razsˇirili ucˇni niz, saj je trenutno za potrebe ucˇnega niza
oznacˇeno le dolocˇeno obmocˇje Slovenskega Krasa, medtem ko se jarki pojavljajo po
celotnem ozemlju Evrope, kjer je potekala prva svetovna vojna. Predlagana metoda
je sicer robustna, a bi za boljˇse delovanje, predvsem na popolnoma drugacˇnih
obmocˇjih, pomagal bolj raznolik ucˇni niz.
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