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RÉSUMÉ
Une solution répandue dans le développement logiciel en programmation orientée-objet
(POO) est l’utilisation de patrons de conception (PC). Un PC est un arrangement carac-
téristique de classes permettant d’offrir une solution éprouvée, tout en obtenant un code
réutilisable et compréhensible. Plusieurs PC sont définis, dont 24 par la GoF [12] et plu-
sieurs autres sont apparus par la suite. Le concept de PC est abstrait ce qui peut amener
différentes interprétations. Ces différences peuvent aussi causer une mauvaise implémen-
tation qui peut réduire les avantages d’utiliser ce patron. Ce projet consiste à concevoir
un outil facilitant l’utilisation des PC. L’outil Génération et Restructuration de Patrons
de Conception(GRPC) permet la génération automatique du squelette d’un patron de
conception ainsi que la restructuration d’un code en le transformant structure respectant
un PC. La génération et la restructuration automatique permettent d’obtenir un code
uniforme et de qualité tout en respectant le patron de conception. La compréhension et la
maintenance du code sont ainsi améliorées.
GRPC est module d’extension pour l’environnement de développement Eclipse écrit en
Java. Le code est conçu pour être facilement compréhensible et extensible. Les deux prin-
cipaux objectifs de GRPC sont de restructurer (refactoring) une section de code vers l’ar-
chitecture d’un patron de conception et de générer des squelettes de patrons de conception.
Une interface graphique permet de guider l’utilisateur et d’aller chercher toutes les infor-
mations importantes pour le fonctionnement du logiciel. Elle permet aussi de configurer les
éléments du patron de conception. Pour s’assurer de la possibilité d’effectuer une restruc-
turation, chaque patron est associé avec une ou plusieurs règles qui analysent le code pour
détecter la présence d’une structure particulière. Des procédures aident les développeurs
à ajouter de nouveaux PC dans GRPC.
GRPC fournit des fonctionnalités permettant d’implémenter quelques patrons de concep-
tion de la POO définis dans le livre Design Patterns : Elements of Reusable Object-Oriented
Software [12].
Mots-clés : Patron de conception, Génération, Restructuration, Module d’extension, Eclipse,
Java
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CHAPITRE 1
Introduction
Dans beaucoup de domaines scientifiques, les standards et normes sont présents et très
importants pour s’assurer de la qualité des travaux ou des expérimentations. Dans le
développement logiciel, les standards de programmation ne sont généralement pas correc-
tement appliqués. Le développement logiciel est un art qui consiste à écrire des lignes de
code pour obtenir un programme fonctionnel afin de rendre un service aux utilisateurs.
L’absence de standards pousse les programmeurs à utiliser des pratiques reconnues par un
grand nombre de développeurs. Un exemple simple est le style de codage et de formatage
du code. Ces deux points peuvent causer quelques problèmes de compréhension, puisqu’ils
peuvent être différents d’un développeur à l’autre. La solution développée est de définir
des styles de codage et de formatage pour le nom des éléments, les indentations (espace
et tabulation), le saut de ligne et autres. Une fois définie et appliquée par un groupe de
programmeurs, cette solution permet une uniformité du code, donc il est plus facile à lire.
Un exemple de plus haut niveau dans la conception d’architecture logicielle est l’utilisation
de patrons de conception (PC).
Un PC est un arrangement caractéristique de classes et/ou d’interfaces permettant de
créer une structure extensible et compréhensible [30]. Les premiers PC ont été proposés
par Erich Gamma, Richard Helm, Ralph Johnson et John Vlissides dans le livre Design
Patterns : Elements of Reusable Object-Oriented Software [12]. Les quatre informaticiens
ayant introduit les PC dans la programmation orientée-objet (POO) sont connus comme
étant la Gang of Four (GoF) de l’informatique. Les PC sont séparés en trois familles, selon
le type de problème qu’ils règlent.
1. Un PC peut être créationnel pour régler un problème de création et de configuration
d’un élément.
2. Un PC peut être structurel pour régler un problème de structuration des éléments.
3. Un PC peut être comportemental pour régler un problème de comportement.
L’annexe B présente un PC pour chacune des familles. Les principaux avantages des pa-
trons de conception, lorsqu’ils sont bien implémentés, sont la facilité d’extension du code,
l’augmentation de la qualité globale et ils peuvent la facilité de compréhension du code.
1
2 CHAPITRE 1. INTRODUCTION
Dans le livre de la Gang of Four, 23 PC sont définis, ainsi qu’une description sommaire
du PC Modèle-Vue-Contrôleur (MVC ). Par la suite, plusieurs autres PC sont développés.
L’annexe A explique sommairement les 24 PC de la GoF.
Un PC est une solution dans le développement logiciel pour un langage utilisant la pro-
grammation orientée objet. Pour bien maîtriser le concept de PC, une bonne compréhen-
sion des notions de la POO est nécessaire. La POO est un paradigme de programmation
très répandu et utilisé dans différents langages informatiques. Les langages les plus ré-
pandus de la POO sont Java, C++, C#, python et Ruby. Cette façon de programmer
comprend quatre principes de base et cinq principes avancés. Les principes de base sont
ce qui différencie la POO de la programmation procédurale.
1. L’abstraction permet d’identifier et de regrouper des caractéristiques et traitements
communs applicables à des entités ou concepts variés.
2. L’encapsulation permet de protéger l’accès aux différents éléments de la POO.
3. Le polymorphisme permet de fournir une interface unique à des entités pouvant avoir
différents types.
4. L’héritage permet d’hériter des attributs et des méthodes d’une classe mère.
Ces quatre principes sont les concepts qui permettent une meilleure réutilisation du code.
Les principes avancés, appelés SOLID [31], sont pensés pour rendre du code plus fiable,
plus robuste et ayant une meilleure capacité d’extension.
1. La responsabilité unique (S) est respectée si la classe ou la méthode effectue seule-
ment une seule tâche.
2. L’ouverture/Fermeture (O) est respectée si le code est ouvert à l’extension et fermé
à la modification.
3. La substitution de Liskov (L) est respectée si une instance de type T doit pouvoir
être remplacée par une instance de type G, tel que G sous-type de T, sans que la
cohérence du programme soit modifiée.
4. La ségrégation des interfaces (I) est respectée si le code utilise beaucoup de petites
interfaces comportant une ou deux méthodes au lieu d’une seule grosse interface
comportant plus de deux méthodes.
35. L’inversion des dépendances (D) est respectée si des classes parent/enfant dépendent
d’abstraction et l’enfant ne dépend pas du parent. L’abstraction ne dépend pas des
détails, mais ce sont les détails qui dépendent de l’abstraction.
Un code qui respecte les principes avancés devient beaucoup plus facile à comprendre
et à modifier par des développeurs connaissants les principes SOLID [18]. Ce n’est pas
toujours facile d’écrire un code qui arrive à respecter les 5 principes avancés. Les patrons
de conception ont tous un point en commun, ils respectent l’ensemble des principes de
base et les principes SOLID de la POO.
Les PC ont un défaut important. Ce concept est abstrait ce qui rend les PC difficiles
à comprendre et à implémenter [15]. En étant abstraite, la structure d’un PC peut être
interprétée de plusieurs façons. Plusieurs facteurs peuvent mener aux différentes interpré-
tations.
- La définition originale faite dans le livre de la GoF [12] est plus théorique que pra-
tique, parce que ce concept n’est pas lié à un langage, mais à la POO. Le livre
explique l’objectif et le concept général de 23 différents patrons de conception en
plus du MVC. L’explication de chacun des PC contient quelques schémas UML et
quelques extraits de code. Un PC de référence est très difficile à établir à partir des
explications.
- Plusieurs langages utilisent la POO et chacun possède des particularités. Par exemple
en Java, il est possible de créer une interface, ce qui ne se fait pas en C++. Une
classe pure et virtuelle est implémentée pour obtenir le même effet.
Aucun modèle de référence pour chacun des PC n’a été dégagé depuis l’arrivée des PC,
mais plusieurs livres et sites internet proposent des implémentations.
Le niveau de maîtrise de la POO a un impact direct sur la façon de comprendre les PC.
Un développeur débutant dans la POO comprend probablement moins bien toutes les
interactions possibles entre les différentes classes d’un PC. Un PC mal compris ou mal
instancié peut comporter plus d’inconvénients que d’avantages.
La qualité d’un logiciel dépend de plusieurs facteurs. Les critères peuvent différer d’un
logiciel à l’autre. La norme ISO/CEI 25010 spécifie les critères importants dans l’évaluation
de la qualité d’un programme. Les huit caractéristiques à regarder sont : le degré de
fonctionnalité, la fiabilité, l’opérabilité, la performance, la sécurité, la compatibilité, la
maintenabilité et la transférabilité. L’application des principes SOLID facilite le respect
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des huit critères de qualité tout en offrant une architecture extensible et en diminuant le
couplage entre les classes.
L’informatique est devenue un élément important dans la société. Plusieurs articles de
journaux relatent des problèmes informatiques. Les problèmes les plus communs sont : un
logiciel contenant des bogues, une conception plus lente et plus coûteuse, des fonction-
nalités manquantes. L’une des solutions en génie logiciel pour éviter ces problèmes est
d’utiliser efficacement les PC.
L’objectif de ce projet de recherche est de rendre l’utilisation des patrons de conception
plus simple et agréable. La solution proposée est de concevoir un outil permettant d’insérer
automatiquement des patrons de conception dans du code. L’outil réalisé est : Génération
et Restructuration de Patrons de Conception (GRPC). L’outil contient deux fonctionna-
lités principales.
- Générer automatiquement le squelette d’un PC.
- Restructurer du code en structure respectant un PC.
Les caractéristiques de cette solution sont :
- La génération permet de créer toutes les classes et les méthodes d’un PC dans le
projet en développement. Certaines méthodes peuvent aussi contenir du code.
- La restructuration semi-automatique permet de restructurer une classe donnée en
une structure d’un PC choisi.
- La nomenclature des PC devient uniforme.
- Un développeur n’a pas besoin de connaître l’implémentation du PC, seulement son
objectif et son comportement.
L’annexe C présente un exemple expliquant les avantages d’une restructuration vers un
patron de conception.
Les PC ajoutés dans GRPC sont basés sur les implémentations venant du livre Head First
Design Patterns écrit par Éric Freeman et al. [11]. Ce livre définit et explique différents
PC avec des exemples et implémentations complètes écrits en Java.
GRPC est conçu pour faciliter l’intégration de nouveaux patrons. Il contient plusieurs PC
conçus à la main. Le code de GRPC est extensible et robuste. Quatre procédures guidant
les développeurs à ajouter de nouveaux PC sont créées.
5L’apport de ce projet est de montrer la possibilité de concevoir un outil facilitant l’utili-
sation des PC à l’aide de la génération et de la restructuration. L’originalité du projet est
la fonctionnalité permettant de restructurer automatiquement du code vers l’architecture
d’un PC. Cette fonction est très pratique, parce qu’elle évite aux développeurs d’effectuer
la restructuration à la main. L’autre apport est le développement de procédures permet-
tant l’intégration de nouveaux PC dans GRPC.
Ce document contient une recherche étendue du sujet, les spécifications pour le dévelop-
pement d’un outil, la conception, les procédures à suivre pour ajouter un PC dans GRPC,
les tests et les validations, les résultats et la conclusion.
Pour éviter toute confusion, le nom des PC générés par GRPC sont en italique et en vert.
Tous les autres cas sont en italique.
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CHAPITRE 2
État de l’art
Les patrons de conception font encore l’objet de beaucoup de recherches. Ils sont présents
dans plusieurs livres et articles scientifiques, parce qu’ils représentent une solution viable à
des problèmes dans la conception logicielle. Les sujets traités dans cet état de l’art mettent
en perspective le projet de recherche. L’état de l’art est séparé en deux parties. La première
partie explique l’intégration des PC dans du code.
- Les techniques de remaniement d’un code vers l’architecture d’un PC.
- Les outils existants pour la génération de PC.
- Les relations entre les PC.
La seconde partie explique la manière d’utiliser les patrons de conception.
- Les avantages des PC.
- La difficulté des développeurs de maîtriser les patrons de conception.
L’analyse des références permet d’avoir un point de vue général sur ce qui s’est déjà fait
et de faire des liens avec le projet.
2.1 Technique de remaniement du code
Les grandes lignes du remaniement de code (refactoring) ont été définies par Martin Fowler
[10]. Le processus a pour objectif la transformation d’un code existant en l’améliorant sans
changer son comportement. Généralement, un remaniement est effectué lorsque le code ne
permet pas d’ajouter facilement de nouvelles fonctionnalités. Tous les changements ont
pour but de rendre le code plus extensible et plus robuste qu’avant. Pour y arriver, celui-ci
est remanié en une nouvelle architecture respectant les concepts de la POO et les principes
SOLID. Pour passer d’un code existant à celui respectant un PC, plusieurs changements
doivent être effectués. Tous ces changements servent à obtenir la structure propre d’un
patron de conception.
Le remaniement du code vers la structure d’un PC peut s’effectuer avec quatre approches
différentes.
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1. Manuel : L’approche consiste à tout faire à la main.
2. Semi-manuel : L’approche consiste à ajouter automatiquement le squelette du PC
et de copier-coller du code existant dans les classes du patron.
3. Semi-automatique : L’approche consiste à sélectionner des fichiers qui sont analysés
pour savoir si le remaniement d’un PC choisi est possible. Si oui, le code est remanié
automatiquement.
4. Automatique : L’approche consiste à analyser l’ensemble du code existant et remanie
automatiquement ce dernier afin de le transformer en architecture respectant un
patron de conception.
Dans ce qui suit, la première méthode présentée [24] est semi-manuelle. Les trois dernières
méthodes [6, 16, 35] sont semi-automatiques. Pour l’instant, aucune des méthodes trouvées
n’est automatique.
2.1.1 La méthode de Tokuda
L’un des premiers articles expliquant la transformation d’un code en patron de conception
est celui de Tokuda et al. [24]. La méthode développée a besoin d’une description du PC,
des arguments, d’un état initial, d’un élément ciblé et des préalables. Tous ces éléments
permettent à l’application de générer du code. La génération se fait à l’aide d’une série de
transformations. L’article relate cinq types de transformations.
1. La transformation FactoryMethod consiste à ajouter une méthode dans une classe
servant à créer un objet d’une seconde classe. Elle est utile pour les PC créationnels.
Par exemple le PC Fabrique, la classe qui crée les objets se fait ajouter la nouvelle
méthode servant à créer un nouvel objet.
L’exemple 2.1 vient de l’article écrit par Tokuda. La classe C1 se fait ajouter une
méthode créant un objet C2.
2. La transformation Inherit consiste à établir une relation parent-enfant (superclass-
subclass) entre deux classes existantes. Elle est utile en présence d’une relation
parent-enfant dans le PC. Par exemple pour le PC Strategie, les méthodes et va-
riables de classes venant de la classe A sont déplacées vers la classe B. B devient la
classe parent et A devient la classe enfant. A hérite de B.
L’exemple 2.2 vient de l’article écrit par Tokuda. C1 devient la classe parent de C2.
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Figure 2.1 Transformation FactoryMethod de Tokuda
Figure 2.2 Transformation Inherit de Tokuda
3. La transformation Substitution consiste à déplacer les références des éléments du
code (les variables d’instance, les types de retours des méthodes, les arguments de
méthode, les variables locales de la méthode, etc.) d’une classe A par la classe B
dans la classe C. Elle est utile pour remplacer des objets spécifiques par des objets
généraux.
L’exemple 2.3 vient de l’article écrit par Tokuda. La classe C1 est l’enfant de la
classe C3 et tous les objets du type C1 dans la classe C2 sont remplacés par C3.
Figure 2.3 Transformation Substitution de Tokuda
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4. La transformation CreateClass consiste à créer une nouvelle classe.
5. La transformation CreateInstanceVariable consiste à ajouter une nouvelle variable
de classe dans une classe.
Pour effectuer un remaniement complet vers l’architecture d’un patron de conception, une
ou plusieurs transformations doivent être exécutées. Le principe de séparer le remaniement
en plusieurs transformations est simple, mais son efficacité est à déterminer.
Cette méthode est semi-manuelle puisqu’elle offre seulement la possibilité de construire le
squelette du PC. Les auteurs concluent qu’un outil peut être créé à partir de leur méthode
pour générer le code d’un PC. L’absence d’un début de développement de l’outil utilisant
sa méthode ne permet pas de conclure, si elle est réellement efficace et déterminer ses
points forts et faibles.
La définition de seulement cinq transformations semble seulement permettre de générer
des PC créationnels comme le PC Fabrique.
2.1.2 La méthode de Cinnéide
La méthode de remaniement de Cinnéide et al. [6] ressemble à celle de Tokuda tout en
ajoutant les éléments nécessaires pour analyser un code. Les PC sont divisés en plusieurs
mini-patrons. Chaque mini-patron est relié à une transformation. Comparées à la méthode
de Tokuda, les transformations sont plus détaillées et plus complètes permettant ainsi de
concevoir plus facilement les fonctionnalités pour analyser et remanier le code.
Cette liste contient les éléments semblables d’une transformation à celle de Tokuda.
- Les arguments de base
Ce sont les arguments obligatoires pour pouvoir effectuer les transformations. Les
arguments sont les paramètres utilisés dans l’appel de la méthode.
- Les préalables
Ce sont les conditions à rencontrer pour pouvoir effectuer la séquence de transfor-
mations de l’algorithme. Ils servent généralement à analyser les données venant des
arguments de base. Savoir si la classe existe en est un exemple.
- Les postconditions
Ce sont les conditions de confirmation pour déterminer la réussite du remaniement.
Ils s’assurent que le comportement n’a pas changé et que tous les éléments devant
être créés le sont bien.
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Cette liste contient les nouveaux éléments ajoutés d’une transformation dans la méthode
de Cinnéide.
- L’algorithme
C’est une séquence comportant plusieurs étapes utilisant des fonctions pour analyser
le code et en retirer l’information essentielle. Ces fonctions sont appelées “fonction
aidante”.
- La préservation du comportement
C’est une série de tests pour s’assurer que le code remanié possède le même compor-
tement que celui initial.
Cette liste contient quelques exemples de fonctions aidantes.
- abstractClass : Construis et retourne une interface qui reflète toutes les méthodes
publiques de la classe donnée.
- addImplementsLink : Ajoute l’implémentation d’une interface donnée dans une classe
choisie.
- addInterface : Ajoute l’interface donnée au code.
- addMethod : Ajoute la méthode donnée à la classe choisie.
- hasPublicField : Retourne vrai si la classe donnée a un champ public.
- hasStaticMethod : Retourne vrai si la classe donnée a une méthode statique.
Le tableau 2.1 explique les mini-patrons.
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Minipatron Explication
Abstraction Crée ou modifie une classe enfant et une classe parent (une classe abs-
traite ou une interface). La classe enfant hérite par la suite de la classe
parent. Le mini-patron est très semblable à la transformation Inherit de
Tokuda.
Constructeur
encapsulé
Ajoute une ou des méthodes permettant de créer et de retourner un objet
d’une autre classe avec tous les constructeurs définis dans une classe. Le
mini-patron est très semblable à la transformation FactoryMethod de
Tokuda.
Accès à l’abs-
traction
Modifie dans une classe les objets venant des classes enfants par la classe
parent. Le mini-patron est très semblable à la transformation Substitution
de Tokuda.
Tableau 2.1 L’explication des mini-patrons
L’algorithme du mini-patron “Abstraction” est de créer une interface à partir d’une classe
donnée (abstractClass), puis d’ajouter celle-ci au code (addInterface) et pour finir, de
l’implémenter à la classe enfant (addImplementsLink).
L’algorithme du mini-patron “Constructeur encapsulé” est de créer une méthode pour créer
l’objet pour tous les constructeurs dans une classe. Ensuite, créer une classe différente pour
toutes les nouvelles méthodes.
L’algorithme du mini-patron “Accès à l’abstraction” est de remplacer toutes les variables
de classes enfants par la classe parent.
À partir de ces trois mini-patrons, la création du PC Fabrique est possible. Les arguments
sont vérifiés par les préconditions. L’algorithme génère une interface servant de base aux
objets créés par la méthode de fabrique (le mini-patron “Abstraction”). Ensuite, elle crée
toutes les méthodes servant à appeler les constructeurs des différents objets dans la classe
qui construit les objets (le mini-patron “Constructeur encapsulé”). Pour finir, l’algorithme
modifie le code pour utiliser l’interface dans la classe servant à construire les objets (le
mini-patron “Accès à l’abstraction”). Les postconditions vérifient si le comportement n’a
pas changé.
Cette méthode est semi-automatique puisqu’elle offre la possibilité de construire le sque-
lette du PC et elle analyse du code existant pour faire un remaniement vers l’architecture
d’un PC.
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Cinnéide et al. ont développé un prototype pour tester leur méthode avec l’objectif d’ef-
fectuer un remaniement en Java, mais le logiciel ne semble pas avoir été continué après
l’étude. L’article mentionne l’efficacité du remaniement et de la génération pour quatre
différents PC. La méthode fonctionne bien pour les trois types de patrons de conception :
structurel, comportemental et créationnel. Les auteurs concluent que cette méthode peut
offrir une bonne solution pour concevoir un outil permettant de travailler avec des PC. En
comparaison avec la méthode de Tokuda, la définition des transformations et des mini-
patrons faite par l’équipe de Cinnéide est plus complète permettant ainsi d’analyser du
code pour effectuer un remaniement.
2.1.3 La méthode de Jeon
Dans un gros projet, détecter de manière automatique toutes les classes et toutes les
méthodes nécessaires au remaniement vers un PC peut être très complexe. La méthode
proposée par Jeon et al. [16] apporte une solution à ce problème. À l’aide de fichiers
sélectionnés par l’utilisateur, la méthode parvient à trouver tous les éléments devant subir
une modification pour effectuer une restructuration vers un patron de conception.
Son approche comporte deux étapes : identifier les différentes architectures de code pouvant
subir une modification et par la suite, restructurer celle offrant la plus grande possibilité
de réussite. La recherche des éléments servant à la transformation se fait avec une analyse
complète du code et l’historique des changements du programme. L’analyse entre l’infor-
mation du code et du PC se fait à l’aide d’une série de règles différente pour chacun des
PC.
Jeon et al. ont défini 22 règles différentes reliées à l’association, à l’agrégation, à la relation
entre l’héritage et l’implémentation ainsi que les relations entre les classes et les méthodes.
Les relations entre les classes et les méthodes sont l’appel de méthodes, la création d’objets,
le retour de valeurs et les dépendances des paramètres. Les règles sont séparées en trois
groupes.
- Les règles fonctionnent avec une analyse simple qui utilise le code source d’un fichier
Java.
- Les règles fonctionnent avec une analyse statique qui utilise les liens entre les diffé-
rentes classes.
- Les règles fonctionnent avec l’historique qui utilise les différentes versions du code
du logiciel.
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Le tableau 2.2 contient des exemples de règles du premier et second groupe.
Règle Explication
Création Analyse la présence d’une ou des méthodes créant un objet.
Examiner le code à la recherche du mot clé new.
Retourne Analyse la présence d’une ou des méthodes retournant un
objet. Examiner le code à la recherche du mot clé return.
Appelle Analyse la présence d’une méthode appelée dans une classe.
Implémente Analyse la présence d’une classe qui implémente une certaine
interface.
Référence Analyse la présence d’un élément qui utilise la référence d’une
certaine classe.
Fais une
association
Analyse la présence d’une méthode contenant une association
entre deux classes et une variable.
Tableau 2.2 Exemple de règles
Si toutes les règles d’un PC sont respectées, la restructuration est possible, sinon les fichiers
analysés ou le patron de conception à implémenter doivent être modifiés.
L’analyse du code se fait en PROLOG1. Pour sélectionner automatiquement les meilleures
architectures pour la restructuration, l’analyseur a besoin de la structure et du compor-
tement du code source pour transformer ces informations en PROLOG. La définition de
toutes les règles et du PC sont aussi en PROLOG.
Selon les résultats de la comparaison entre les informations du code et du patron de concep-
tion, l’utilisateur ou le programme peut choisir le meilleur pour effectuer le remaniement.
Cette méthode permet de simplifier le travail du développeur, parce que le meilleur en-
droit possible pour effectuer le remaniement est sélectionné automatiquement. La séquence
d’opérations pour remanier le code en structure respectant un PC est semblable à la mé-
thode de Cinnéide.
Cette méthode permet aux développeurs de mieux intégrer les PC dans leur code. Les
auteurs de l’étude ont réussi à développer une méthode efficace pour quelques PC créa-
tionnels. En contrepartie, la méthode a plus de difficulté pour les PC structurels et com-
portementaux, parce que les règles les plus utiles pour ces deux cas ne sont pas assez
développées. Comme pour la méthode de Cinnéide, Jeon et son équipe ont seulement dé-
veloppé un prototype non complété de logiciel fonctionnant avec du code écrit en Java
pour effectuer la génération et le remaniement.
1Le PROLOG est un langage de programmation logique
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Cette méthode est semi-automatique puisqu’elle offre la possibilité de construire le sque-
lette du PC et elle analyse du code existant pour pouvoir faire un remaniement vers
l’architecture d’un PC.
Le principe des règles semble être une excellente solution pour déterminer si le remaniement
est possible. L’ajout d’un intermédiaire(PROLOG) pour effectuer l’analyse du code peut
complexifier la conception d’un outil travaillant avec les PC.
2.1.4 La méthode de Xue-Bin
La nouveauté apportée par l’approche de Xue-Bin et al. [35] est l’utilisation de diagramme
de classes (UML) dans l’implémentation de patrons de conception. Les PC sont définis en
XLST2 permettant de générer de façon automatique le diagramme de classes dans l’envi-
ronnement de développement souhaité. L’utilisateur sélectionne les fichiers à analyser. Ils
sont restructurés automatiquement pour former un nouveau diagramme UML à partir de
celui de base défini en XLTS. Le programmeur peut ensuite modifier directement le PC
sur le diagramme. Une fois le diagramme terminé, il est transformé en données servant à
la génération du code. Un principe semblable à Cinnéide est utilisé pour la transformation
du code en structure respectant un patron de conception.
Cette méthode est semi-automatique puisqu’elle offre la possibilité de construire le sque-
lette du PC et elle analyse du code existant pour pouvoir faire un remaniement vers
l’architecture d’un PC.
Xue-Bin est parvenu à concevoir un outil permettant d’effectuer la configuration du rema-
niement de façon plus visuelle en intégrant des diagrammes UML. L’équipe de Xue-Bin est
parvenue à remanier du code venant du logiciel libre ArgoUML [7] en structure respectant
l’architecture du PC Pont. Peu d’explications sur l’ensemble des résultats et sur l’efficacité
de sa méthode sont présentées dans l’article. L’outil ne semble pas être fini.
2.1.5 L’évaluation du remaniement
Le remaniement consiste à modifier la structure du code pour le rendre plus compréhen-
sible, plus robuste et plus extensible tout en gardant le même comportement. Selon Fowler
[10, p.89], le code doit être couvert en grande majorité par de solides tests avant d’effectuer
un remaniement. Ils servent de référence pour savoir si le comportement a changé. S’ils
2XLST est un langage de transformation XML de type fonctionnel
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ne fonctionnent plus, le code remanié n’est pas 100% complété ou il a ajouté de nouvelles
erreurs.
L’analyse des métriques permet aussi d’évaluer la qualité du code du remaniement. La liste
suivante contient quelques métriques permettant d’aider à déterminer si le remaniement
a fonctionné.
- Une diminution des dépendances cycliques est un excellent signe, puisque cette mé-
trique est directement liée au niveau d’extension du code. Une dépendance cyclique
a lieu lorsqu’il a deux ou plusieurs classes interdépendantes.
- Une diminution du nombre de lignes par méthode indique que le code respecte un
peu plus le principe avancé de responsabilité unique, parce que les méthodes font
généralement moins d’action.
- Une augmentation du nombre de méthodes par classe indique sensiblement la même
chose.
- Une diminution de la complexité indique sensiblement la même chose, parce que le
code comporte moins de conditions, de boucles ou de sorties possibles. Il devient
plus facile à tester.
- Une diminution du couplage indique un code plus extensible, parce que niveau d’in-
teractions entre les différentes classes est plus faible.
L’utilisation d’un outil de versionnage (svn, git) est essentielle pour pouvoir revenir à la
version initiale plus facilement, si le remaniement ne parvient pas à améliorer la qualité
du code par rapport à la version initiale.
2.2 La génération et les outils développés pour la géné-
ration automatique d’un PC
2.2.1 La génération automatique d’un PC
La génération de patrons de conception consiste à créer tous éléments du code de l’archi-
tecture d’un PC. Les éléments à générer sont :
- Les classes
- Les méthodes
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- Les variables de classes
- Le code contenu dans les méthodes
- L’héritage
- La nomenclature
Le langage de développement peut avoir un impact sur la nomenclature de la génération.
La génération automatique est très pratique, parce qu’elle permet d’uniformiser l’implé-
mentation des PC dans le code. Cette caractéristique permet d’obtenir un résultat plus
compréhensible. Cette fonctionnalité permet aussi d’utiliser les PC en sachant seulement
son comportement sans avoir à connaître son implémentation.
2.2.2 Les outils développés pour la génération de PC
Quelques outils ont déjà été développés permettant de faire la génération de PC pour
différents langages POO, tout en offrant différentes fonctionnalités. Aucun de ces outils ne
semble effectuer le remaniement du code vers la structure d’un PC.
Dans l’étude réalisée par Admodisastro et Palaniappan [1], une comparaison entre l’ou-
til qu’ils ont développé et quatre autres outils déjà conçus S.C.U.P.E [19], SNIP [34],
Designer’s Assistant [14] et Budinsky’s Tool [4] permettant la génération de patrons de
conception est effectuée.
Les outils sont classés selon différentes caractéristiques.
- Supporter la définition abstraite
Cette caractéristique consiste à séparer des éléments essentiels au PC des éléments
qui ajoutent quelque chose à celui-ci.
- Représentation sur un diagramme
Cette caractéristique consiste à afficher le PC dans un diagramme de classes ou
d’autres types de diagrammes UML.
- Configuration par l’utilisateur
Cette caractéristique consiste à permettre à l’utilisateur de configurer lui-même les
différents éléments du PC.
- Configuration sur un diagramme
Cette caractéristique consiste à configurer le PC directement sur le diagramme de
classes.
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- Pré-visualisation
Cette caractéristique consiste à afficher de plusieurs façons les relations entre les
classes du PC.
- Différentes variantes
Cette caractéristique consiste à donner la possibilité à l’utilisateur de modifier la
structure du PC à l’aide de variantes.
- Assistant
Cette caractéristique consiste à offrir une aide aux développeurs à utiliser les PC
avec l’outil.
Le tableau 2.3 venant de l’étude de Admodisastro et Palaniappan présente les caractéris-
tiques de chacun des outils.
Caractéristique S.C.U.P.E SNIP
Budinsky’s
Tool
Designer’s
Assistant
Supporter la définition
abstraite
7 7 7 7
Réprésentation avec un
diagramme
7 7 7
Configuration par l’utilisateur 7 7 7
Configuration sur un
diagramme
7
Pré-visualisation 7
Différentes variantes 7 7
Assistant 7 7 7
Tableau 2.3 Les caractéristiques de quatre outils de génération de PC
Le but de leur travail est de développer un outil comportant toutes ces caractéristiques.
L’outil conçu par les auteurs de l’étude les contient toutes. Pour y parvenir, l’outil déve-
loppé est une application web offrant une pré-configuration pour les variantes, une confi-
guration faite à l’aide d’un diagramme et le code est généré en même temps tout en étant
disponible visuellement pour l’utilisateur. Une méthodologie a été conçue pour s’assurer de
préserver le comportement de l’outil et des patrons de conception lors du développement.
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2.2.3 Méthodologie proposée par Admodisastro
La méthodologie sert à ajouter un nouveau PC dans l’outil tout en conservant le compor-
tement initial de l’outil. La méthodologie est séparée en 7 étapes.
1. Identifier le PC.
Cette étape consiste à définir le PC selon le problème à régler et à le classer selon sa
famille. L’identification peut être simplifiée en trouvant un PC semblable déjà ajouté
dans l’outil.
2. Définir la partie statique du PC.
Cette étape consiste à définir où le PC peut être ajouté, les conditions spéciales pour
l’implémentation et la réussite de la génération du code vers la structure du PC.
3. Définir la partie dynamique du PC.
Cette étape consiste à définir la représentation graphique de tous les éléments et les
responsabilités des différentes classes.
4. Définir le nom des éléments.
5. Générer le code source.
6. Visualiser le PC configuré.
7. Recommencer pour un nouveau PC ou finir.
2.2.4 Conclusion
Cette étude est intéressante, puisqu’elle compare différents outils de génération de PC,
selon leurs différentes fonctionnalités. À partir de cette étude, les fonctionnalités les plus
intéressantes à développer pour les intégrer dans un futur outil effectuant la génération de
code sont déterminées.
- Séparer les éléments essentiels au PC de ceux qui ajoutent quelque chose au PC.
- Configurer les différents éléments du PC par l’utilisateur.
- Offrir différentes variantes d’un PC.
- Offrir un guide qui permet d’aider le développeur à bien comprendre et utiliser les
PC.
Un autre point intéressant est de développer sa propre méthodologie pour s’assurer de
garder un contrôle sur l’ajout de nouveau PC.
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Aucun des cinq outils présentés dans l’étude ne semble être disponible ou encore en déve-
loppement après quelques recherches sur les Internet.
2.3 Qualité et amélioration du cycle de développement
L’un des principaux points des patrons de conception est de produire du code extensible et
compréhensible. Démontrés dans l’introduction, les PC respectent les concepts de la POO
y compris les principes SOLID. L’un des principes SOLID importants pour la qualité est
l’ouverture/fermeture consistant à être fermé à la modification et être ouvert à l’extension.
Le code existant n’a pas à être modifié, mais seulement du nouveau code est ajouté pour
développer de nouvelles fonctionnalités. En ne le modifiant pas, le risque d’insérer des
erreurs dans d’autres sections est réduit. Ce principe permet aussi de faciliter la tâche des
développeurs en phase de maintenance. Les PC Stratégie, Fabrique, État, Commande et
autres possèdent ce principe.
Zhang et al. [36] a effectué une étude basée sur 10 articles sur les PC. Le questionnement
est de savoir quand et comment les patrons de conception peuvent-ils être utiles dans le
développement logiciel ? Les auteurs sont arrivés à des conclusions mitigées par rapport
à l’utilisation de ceux-ci. Les points négatifs ont été mis en évidence. Les développeurs
ayant une faible connaissance des PC ont de la difficulté à les utiliser et à les implémenter
dans une architecture logicielle. Ces programmeurs utilisent souvent des alternatives plus
ou moins comparables pour ne pas les implémenter. Côté positif, durant la phase de
maintenance, les patrons de conception permettent à certains développeurs de comprendre
plus facilement et de régler plus efficacement les problèmes. La correction d’une erreur est
souvent plus rapide, parce que le code est plus robuste. Si les membres de l’équipe de
développement sont tous familiers avec les patrons, ce concept devient un excellent outil
de communication. Les auteurs stipulent que les PC sont pratiques, mais ils sont peu
utilisés, parce qu’ils sont complexes et abstraits.
L’utilisation des PC lors de la conception logicielle apporte son lot d’avantages, mais cer-
tains éléments sont à considérer pour une équipe de développement. Le niveau de connais-
sances sur le concept des PC des membres d’une équipe de développement peut grandement
varier d’un programmeur à l’autre. Pour simplifier les programmeurs sont divisés en deux
catégories ceux qui maîtrisent le concept et ceux qui ne le maîtrisent pas. Le groupe qui
maîtrise les PC peut les utiliser efficacement en les intégrant et en communiquant avec les
autres développeurs. La communication peut être améliorée, parce que la mention d’un
PC est plus facile à comprendre que de démêler une explication d’une structure de code.
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Les développeurs du second groupe maîtrisant moins bien les PC peuvent avoir plus de dif-
ficulté à comprendre une architecture contenant ces derniers. Le code pourrait comporter
quelques lacunes, parce qu’ils ne parviendraient pas à utiliser les PC efficacement.
L’étude sur 65 000 classes d’un projet open source fait par Ampatzoglou et al. [3] démontre
la stabilité des patrons de conception dans le code. Selon la norme ISO/CEI 25010, la
définition de la capacité d’être modifié ou la stabilité est le degré auquel un produit ou un
système peuvent être efficacement modifiés sans introduire de défauts ou de dégradations
de la qualité des produits existants. Une classe comportant un seul rôle dans un patron de
conception est plus stable que celle n’en ayant pas ou en ayant plusieurs. Certains patrons
sont plus résistants que d’autres au changement. Selon le rôle de la classe dans le patron,
sa capacité d’être modifié l’est aussi. Une classe parent est plus stable qu’une classe enfant.
La stabilité a un impact direct sur la facilité de maintenir un logiciel. Elle permet d’éviter
une mort prématurée du logiciel [22]. Lors d’un changement, un logiciel peu stable a de
plus grandes chances d’avoir des répercussions sur l’ensemble du code. Donc, la correction
d’un bogue peut pour prendre beaucoup plus de temps. Ces changements peuvent amener
à des résultats de faible qualité. Après plusieurs changements, le code devient de moins
en moins fonctionnel et lisible, donc il est inutilisable.
Tout au long du développement d’un jeu vidéo, le code subit un grand nombre de chan-
gements. Ce type de logiciel permet de démontrer l’utilité des patrons de conception dans
le code [21]. L’étude sur deux jeux vidéo de type open source de Ampatzoglou et al. [2] a
démontré des avantages d’utiliser des patrons de conception. L’un des jeux vidéo a été fait
avec des patrons de conception et le second n’en contient aucun. Démontré par l’étude fait
par Zhang et mis en évidence avec la comparaison des deux jeux vidéo, le code contenant
des PC est plus extensible et il est plus facilement à maintenir. Le code du jeu vidéo
contenant des PC a aussi une complexité et un couplage moins élevé, une cohésion plus
élevée et une compréhension plus facile. Le seul défaut est un nombre plus élevé de classes
et de fichiers.
2.4 Combinaison de patrons de conception
L’architecture des patrons de conception est conçue pour être modulaire et extensible. Elle
peut facilement s’adapter à différentes situations ou d’intégrer de nouvelles architectures
à celle qui est de base.
La combinaison de patrons de conception consiste à unir deux ou plusieurs modules en-
semble dans le but de créer une architecture plus complète tout en gardant tous les avan-
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tages de ceux-ci. L’utilisation de la combinaison entre deux patrons de conception permet
d’obtenir du code de qualité tout en possédant plusieurs comportements. Souvent pour
un problème donné, un patron de conception lui convient le mieux, mais l’architecture
peut toujours comporter quelques lacunes. La combinaison permet d’obtenir de nouvelles
solutions réglant, ainsi, davantage de problèmes.
Les travaux de Zimmer [37] consistent à trouver le maximum de relation entre les 23
patrons de conception définis dans le livre de la GoF.
L’image 2.4 [37] représente le type de relations qui existe entre les patrons.
Figure 2.4 Relation entre les patrons de conception
Les relations sont séparées en trois types.
1. La relation X utilise Y dans la solution indique que le patron de conception Y est
déjà inclus dans celui de X. La combinaison des deux est peu probable, puisqu’ils
sont déjà unis entre eux.
2. La relation X est similaire à Y indique une grande ressemblance entre les deux. Elle
peut nuire à la possibilité de les combiner.
3. La relation la plus intéressante est X peut être combiné à Y. Elle peut être utile
pour la réalisation dans la combinaison des patrons de conception.
La classification faite par Noble [20] va plus loin dans la définition des différents types
relations. Il a séparé les relations entre les PC en trois principales et dix secondaires.
Elles servent à faire des liens entre eux pour mieux les comprendre et les utiliser. Dans
toutes les relations définies dans la recherche de Noble, certaines sont mieux adaptées pour
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déterminer les patrons de conception ayant la possibilité de se combiner. En premier, elles
doivent faire partie de la relation principale “qui utilise”. Dans les relations secondaires
de celle-ci, trois sont importantes.
1. La relation qui réfère à.
2. La relation qui combine.
3. La relation qui a besoin de.
Elles sont utiles pour la combinaison, parce qu’elles unissent deux PC ensemble. Selon
le type de relation secondaire, il est possible de déterminer comment les architectures
peuvent en devenir qu’une seule.
2.4.1 Exemple : la combinaison entre le PC Commande et le PC
Mémento
Le patron de conception Commande est souvent utilisé pour effectuer la fonctionnalité
Undo/Redo. Le PC Mémento permet de sauvegarder différents états d’un élément et de
les retrouver par la suite.
Le PC Commande contient une ou plusieurs commandes différentes. Chaque objet com-
mande est relié à un objet qui respecte l’architecture du Mémento. À chaque fois que l’une
est appelée, l’état présent est sauvegardé dans le Mémento. Quand l’action Undo est ap-
pelée, le Mémento accède à l’état précédent et effectue la commande avec les informations
de celle-ci. Quand le Redo est appelé, le même processus est fait que pour le Undo, mais
avec l’état suivant.
Dans ce cas, le Mémento ajoute une architecture conçue pour sauvegarder et charger
différents états ce qui est une fonctionnalité importante pour un Undo/Redo d’un PC
Commande. Les deux PC deviennent indissociables.
2.5 Variantes de patrons de conception
Un autre élément mentionné dans les travaux Noble [20] est la possibilité d’avoir des va-
riantes de PC. Un patron de conception peut régler différents problèmes. Selon le problème,
certains éléments du patron de conception peuvent changer, tout en gardant sensiblement
le même comportement. Les variantes ont pour objectif d’offrir une solution pour d’autres
problèmes. La majorité des changements se fait souvent sur la façon de traiter l’information
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ou le type d’objet utilisé dans les différentes classes. Si la solution est spécifique fonction-
nant seulement pour un cas précis ou elle est générique fonctionnant pour l’ensemble des
situations en sont des exemples.
2.5.1 Exemples avec des PC
Adaptateur
Le développeur peut concevoir un Adaptateur pour un cas précis ou général. Le cas précis
est plus simple à concevoir, mais il fonctionne seulement pour adapter deux classes en-
semble. Celui général est plus complexe à concevoir, mais il peut fonctionner pour adapter
plusieurs classes ensemble.
Proxy
Le patron de conception Proxy est séparé en plusieurs types qui peuvent être utilisés pour
la même solution. Voici quelques exemples venant de wikibook [25] :
- Remote proxy : Fournir une référence sur un objet situé sur un espace d’adressage
différent, sur la même machine ou sur une autre.
- Virtual proxy : Retarder l’allocation mémoire des ressources de l’objet jusqu’à son
utilisation réelle.
- Copy-on-write proxy : Une forme de proxy virtuel pour retarder la copie de l’objet
jusqu’à la demande par la classe utilisatrice, utilisée notamment pour la modification
concurrente par différents processus.
- Protection (access) proxy : Fournir à chaque classe cliente un accès à l’objet avec des
niveaux de protection différents.
- Firewall proxy : Protéger l’accès à l’objet par des classes « malveillantes » ou vice-
versa.
- Synchronization proxy : Fournir plusieurs accès à l’objet synchronisé entre différentes
classes utilisatrices (cas de processus multiples).
- Smart reference proxy : Fournir des actions supplémentaires à chaque accès à l’objet
(compteur de références).
- Cache proxy : Stocker le résultat d’opérations coûteuses en temps, afin de pouvoir
les partager avec les différentes classes utilisatrices.
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2.6 Difficulté de maîtrise et de compréhension des pa-
trons de conception
L’un des points faibles des patrons de conception est la difficulté de les maîtriser et de
les comprendre. Si un développeur n’est pas en mesure de les comprendre, il ne sera pas
capable de les intégrer dans l’architecture. Un PC est un arrangement caractéristique de
classes et elles doivent toutes être comprises pour pouvoir bien l’implémenter.
L’étude de Chatzigeorgiou et al. [5] est faite sur deux groupes d’étudiants réalisant le même
projet. Le premier groupe avait des cours sur les patrons de conception et un professeur
pour les aider. Les étudiants avaient assez d’appui pour utiliser les PC. L’autre groupe
n’avait aucune aide pour connaître et comprendre les patrons de conception. Les étudiants
de la version sans patron de conception sont arrivés à la conclusion que l’architecture était
déficiente et difficile à maintenir. Les étudiants de la version avec des patrons de conception
sont parvenus à avoir une meilleure architecture, mais ils avaient beaucoup de difficulté
à implémenter le patron optimal pour leurs problèmes de conception. Ils utilisaient les
exemples du manuel ou ceux expliqués par le professeur et les inséraient directement dans
leur code. Ainsi, le code pouvait comporter des lacunes. En d’autres mots, l’ensemble des
étudiants avait de la difficulté à appliquer le concept de PC.
L’étude réalisée par Jalil et Noah [15] va dans la même direction. Les débutants dans
l’apprentissage des patrons de conception ont de la difficulté à les intégrer dans leur schéma
de conception. Ils ont de la difficulté avec le côté abstrait des patrons de conception. Les
programmeurs ont du mal à comprendre l’ensemble des liens entre les classes d’un PC. La
structure du PC est incomplète, lorsqu’ils essayent de l’implémenter pour les premières
fois. Lors des premiers essais d’implémentation, ils ne sont pas capables de suivre une
méthode de programmation. Ils essayent seulement de le faire fonctionner avec différentes
approches. La solution proposée par l’étude est de mieux guider et aider les personnes qui
apprennent ce concept.
Dans les deux cas, l’une des solutions proposées pour aider les programmeurs à apprendre
à utiliser les PC est d’offrir un outil permettant de générer automatiquement l’architecture
d’un PC dans du code en développement. Cette solution permet aux développeurs d’utiliser
plus facilement l’ensemble des PC y compris ceux qui sont inconnus. Cet outil permet de
visualiser et comprendre plus facilement l’architecture d’un PC.
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2.7 Conclusion
L’état de l’art permet de constater les avantages des patrons de conception. Ils sont stables,
ils aident à la maintenance et ils facilitent à la compréhension générale d’un programme.
La principale difficulté est leur complexité à bien les maîtriser et les comprendre. Ce
concept est abstrait, ce qui peut mener à différentes interprétations de leur architecture.
Une solution possible pour corriger ce défaut est de simplifier leur utilisation avec un outil.
Le logiciel doit être capable d’intégrer automatiquement des patrons de conception dans
un projet et de remanier du code vers la structure d’un PC. En intégrant automatiquement
ces derniers dans le code, les développeurs parviennent à visualiser plus facilement leur
architecture générale. Ils peuvent aussi utiliser de nouveaux PC, puisque les programmeurs
n’ont pas à connaître son implémentation, mais seulement son comportement.
Quelques outils effectuent la génération automatique de patron de conception. Certaines
études sur des méthodes de remaniement font référence à des prototypes permettant de
restructurer un code vers une structure respectant un PC. Les logiciels servent de références
pour déterminer les différentes fonctionnalités utiles pour concevoir un excellent outil
travaillant avec les PC. Les fonctionnalités intéressantes à prendre en considération sont :
- Séparer les éléments essentiels du PC des éléments ajoutant un nouveau comporte-
ment.
- Configurer les différents éléments du PC par l’utilisateur.
- Offrir différentes variantes d’un PC.
- Offrir un guide qui aide l’utilisateur à comprendre le fonctionnement de l’outil et les
PC.
Tous les prototypes ou outils référés dans ce chapitre ne semblent plus être en développe-
ment et être disponibles pour pouvoir les essayer.
Les fonctionnalités importantes d’un outil travaillant avec les PC doivent avoir la capacité
à analyser et à générer du code. Quelques méthodes ont été développées pour remanier du
code en architecture respectant un PC.
2.7. CONCLUSION 27
Méthode Description
Tokuda Méthode semi-manuelle utilisant une série de transformations spéci-
fiques par PC pour les générer.
Cinnéide Méthode semi-automatique utilisant une série de transformations sé-
parées en plusieurs actions servant à analyser et à restructurer du code
vers la structure d’un PC.
Jeon Méthode semi-automatique utilisant du PROLOG pour déterminer la
meilleure section de code pour le restructurer un PC et une méthode
semblable à Cinnéide pour l’implémentation.
Xue-Bin Méthode semi-automatique utilisant des diagrammes de classes UML
pour la configuration et une méthode semblable à Cinnéide pour l’im-
plémentation.
Tableau 2.4 Résumé des méthodes de remaniement
En analysant chacune des méthodes, la solution à développer dans un outil pour simplifier
l’utilisation des PC est une combinaison entre celle de Cinnéide [6] pour la génération et
la restructuration et celle de Jeon [16] pour s’assurer de la faisabilité du remaniement. Les
transformations de l’article de Cinnéide ont été sélectionnées, parce qu’elles sont beaucoup
plus détaillées que celles venant de l’étude de Tokuda [24]. Le principe de mini-patrons
de Cinnéide permet de concevoir facilement les différents éléments formant un PC et d’ef-
fectuer un remaniement vers la structure d’un PC. Les règles de la méthode de Jeon
permettent d’analyser facilement et efficacement un code pour déterminer si le remanie-
ment est possible. L’utilisation des diagrammes de classes dans la méthode de Xue-Bin
[35] permet plus de liberté à l’utilisateur, mais le développement de l’interface graphique
devient plus complexe.
Les tests sont primordiaux pour s’assurer de garder le même comportement après le re-
maniement du code. La présence d’erreurs dans l’exécution de ceux-ci peut indiquer un
remaniement incomplet.
Les relations entre les PC déterminés par Zimmer et Noble [20, 37] permettent de trouver
des liens pour les combiner entre eux. La combinaison permet d’éviter une duplication du
code, puisque certains PC sont inclus dans d’autres.
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CHAPITRE 3
Spécifications d’un outil de génération de PC et
de remaniement de code vers un PC
Les spécifications sont tous les éléments à tenir en compte pour concevoir un outil pour
simplifier l’utilisation des PC. Elles servent aussi à définir la base du développement.
L’outil doit aussi être conçu pour faciliter l’ajout de nouveaux PC. Les programmes et les
méthodes aidant au développement logiciel sont choisis pour faciliter la conception d’une
application de qualité. La comparaison avec les outils et les méthodes présentées dans
l’état de l’art (chapitre 2) est réalisée dans l’analyse des résultats (chapitre 7).
3.1 Faciliter l’utilisation des patrons de conception
Présenté dans la section 2.6 de l’état de l’art, le concept des patrons de conception est
complexe à comprendre et à maîtriser, dû principalement à sa nature abstraite. Une se-
conde difficulté est qu’il peut être conçu de différentes façons, selon l’interprétation du
développeur.
Pour simplifier le concept de PC, l’outil doit posséder plusieurs fonctionnalités et carac-
téristiques pour aider les développeurs à mieux les comprendre et les utiliser. La solution
choisie est inspirée des conclusions venant des études de la section 2.6 [5, 15, 36].
L’une des fonctionnalités est de générer automatiquement le squelette de l’architecture du
PC. Une seconde fonctionnalité est de restructurer du code vers l’architecture d’un patron
de conception. Elle analyse du code en développement pour le restructurer en structure
respectant un PC. L’intégration automatique d’un PC dans le code en développement
permet de toujours avoir la même nomenclature. Les développeurs n’ont pas à connaître
son implémentation, mais seulement son comportement.
Quatre types de codes sont utilisés dans ces deux fonctionnalités.
- Le code en développement est celui conçu par l’utilisateur.
- Le code généré est celui venant de la fonctionnalité de génération automatique de
PC.
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- Le code analysé est celui en développement utilisé lors de la restructuration.
- Le code respectant un PC est celui venant de la restructuration.
L’outil doit posséder une interface graphique facilement utilisable permettant de choisir
l’action et le patron de conception souhaités. Ensuite, l’interface doit aussi permettre de
configurer le PC sans affecter son comportement.
3.2 Faciliter l’ajout de patron de conception
24 patrons de conception sont définis par la GoF et plusieurs autres se sont ajoutés par
la suite. Probablement d’autres sont seulement connus et utilisés par certains groupes
de développeurs. L’outil doit offrir la possibilité d’ajouter ou de modifier facilement de
nouveaux PC.
Pour permettre aux autres développeurs d’ajouter de nouveaux PC, l’outil doit être faci-
lement extensible et compréhensible. L’une des solutions pour obtenir une application de
qualité et extensible est d’utiliser efficacement les PC. Pour guider les développeurs lors
d’ajout de PC, des démarches à suivre expliquent l’ensemble des étapes pour en insérer
un.
L’utilisation de tests unitaires dans le développement est importante, parce qu’ils per-
mettent de s’assurer que la modification ou l’ajout de nouveaux codes n’a pas eu d’effet
sur l’ensemble du logiciel.
3.3 Choix des patrons de conception à intégrer
Les critères utilisés pour déterminer quels ont été les premiers PC à être implémentés dans
l’outil sont :
- Leur fréquence d’utilisation, plus un patron de conception est utilisé, plus les déve-
loppeurs ont tendance à l’implémenter et à vouloir le comprendre.
- L’architecture d’un PC présent dans un autre, la conception est plus simple, parce
qu’une partie du code est déjà développée.
- La possibilité d’implémenter le PC dans l’outil.
Mentionnée à plusieurs endroits, la structure d’un PC peut être interprétée de différentes
façons. Pour éviter de faire trop de recherche pour déterminer qu’elle est la meilleure
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interprétation d’un PC, elles viennent toutes d’une même source. L’architecture des PC
est fortement inspirée de ceux définis dans le livre d’Éric Freeman et al. Head First Design
Patterns [11] pour les raisons suivantes :
- Les exemples sont écrits en Java.
- Les exemples sont bien détaillés et comportent du code et des schémas complets.
3.3.1 Les PC choisis pour le début du développement
Le développement se fait de façon incrémentale, l’architecture générale se base sur deux PC
et les autres ont été intégrés par la suite. Le choix des premiers PC pour le développement
est important. Ils servent de prototype à l’architecture pour savoir si les fonctionnalités
agissent comme souhaité. La structure du code de génération et de restructuration est
conçue étape par étape en faisant des tests à l’aide de deux PC sélectionnés.
1. Stratégie
2. État
Les deux PC ont été choisis pour leur grande fréquence d’utilisation et pour leur simpli-
cité. Les architectures du PC État et du PC Stratégie sont très semblable, donc le code
implémenté pour le PC Stratégie est utilisé dans celui du PC État. En implémentant les
autres PC, le prototype venant des deux premiers a été amélioré en soulevant plusieurs
problèmes de conceptions. Au fur et à mesure, l’architecture est devenue de plus en plus
abstraite et par conséquent, elle est plus extensible et compréhensible.
3.4 Outils et méthode de développement
Le développement de l’outil doit être fait avec une implémentation de tests unitaires
couvrant au moins 85% des lignes de code et 85% des branches d’exécution [13].
L’outil d’analyse de code Sonar de SonarQube [32] a été utilisé pour garder un niveau de
qualité constant tout au long du développement. Il permet aussi de garder l’historique des
analyses pour voir l’évolution de différentes métriques dans le temps. Une métrique est
une donnée mesurable venant du code comme le nombre de lignes de code, le nombre de
méthodes, la complexité et autres.
L’outil Hudson [9] a été utilisé pour faire de l’intégration continue et essayer d’inclure une
exécution automatique des tests.
32
CHAPITRE 3. SPÉCIFICATIONS D’UN OUTIL DE GÉNÉRATION DE PC ET DE
REMANIEMENT DE CODE VERS UN PC
3.5 Conclusion
L’analyse des spécifications pour développer un outil de génération de PC et de remanie-
ment de code vers l’architecture d’un PC est importante pour la conception du projet.
Elle permet de mettre en évidence les différentes difficultés. Les spécifications permettant
à faire des choix pour obtenir un outil aidant au maximum les développeurs à utiliser
les PC. Les fonctionnalités sont déterminées à l’aide des solutions proposées par plusieurs
études [5, 15, 36]. Les patrons de conception sont choisis à l’aide d’une analyse complète
de leurs caractéristiques. Tout au long du développement, des logiciels sont utilisés pour
mesurer la qualité de l’outil.
CHAPITRE 4
Conception du GRPC
Les réalisations principales du projet est le GRPC. C’est un module d’extension pour
l’environnement de développement intégré (EDI) Eclipse en Java.
Un module extension sert à améliorer ou à ajouter des fonctionnalités à un logiciel. Eclipse
est un EDI très utilisé pour développer en Java. Ce logiciel offre un excellent support aux
développeurs pour concevoir différents types de modules d’extension. La librairie JDT
(Java Development Tool) permet d’analyser, de modifier et de générer du code. Cet EDI
possède sa propre librairie graphique pour concevoir l’interface d’un module d’extension,
elle repose sur la librairie SWT [29]. C’est une bibliothèque graphique libre pour Java.
GRPC utilise ces deux librairies pour fonctionner.
La conception de GRPC est faite pour permettre une intégration facile de nouveaux PC.
L’outil est ouvert à l’extension et fermé aux modifications tout en étant facile à com-
prendre. L’insertion d’un nouveau PC dans l’outil se fait sans modifier le code existant
du module d’extension, seulement en ajoutant ce qui est nécessaire pour l’utiliser. Pour
obtenir ce résultat, l’architecture du logiciel contient plusieurs patrons de conception codés
à la main. Les avantages des PC sont nombreux et expliqués dans la section 2.3. Donc,
l’outil est plus stable et il obtient le niveau extensibilité souhaité.
L’interface graphique est développée pour être intuitive et facilement compréhensible.
GRPC ajoute un sous-menu dans un menu contextuel et les fenêtres suivent le modèle du
logiciel Eclipse.
La conception se sépare en cinq sections :
- L’intégration des modules
Cette section explique comment les différents modules sont intégrés et les interactions
qu’ils ont entre eux. L’architecture adoptée est le patron de conception MVC dans
le but d’avoir un faible couplage entre l’interface graphique et la logique.
- La génération de PC
Cette section explique tous les éléments importants permettant de générer un patron
de conception en Java.
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- L’analyse du code
Cette section explique tous les éléments importants permettant d’analyser du code
et de trouver les informations jugées nécessaires pour la restructuration.
- La restructuration vers la structure d’un PC
Cette section explique tous les éléments importants permettant de restructurer un
code vers la structure d’un PC. Elle comporte l’explication des règles permettant de
définir si la restructuration est possible.
- L’interface graphique
Cette section explique tous les éléments inclus dans l’interface graphique de l’outil
et la façon dont GRPC est intégrée dans l’EDI Eclipse.
4.1 Scénarios d’utilisation de GRPC
4.1.1 Scénario de génération
Ce scénario explique les étapes dans GRPC pour générer un patron de conception. L’acro-
nyme GEN (GENeration) est utilisé comme référence pour les prochaines sections.
GEN.1 Sélectionner l’action de génération et le PC à générer.
(a) Ouvrir la fenêtre de sélection.
(b) Sélectionner l’action de génération (Generate) et le PC à générer.
(c) Choisir le nom servant de référence.
(d) Choisir le package où le PC va s’insérer.
GEN.2 Création du patron minimal
(a) À partir des informations venant de l’étape GEN.1, créer le générateur du
patron.
(b) Création du patron minimal avec le nom et le package de l’étape GEN.1.
GEN.3 Configuration du patron de conception
(a) Affichage des éléments provenant de l’étape GEN.2.
(b) Ajout de classes optionnelles.
(c) Configuration des différents éléments de l’architecture du PC.
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- Les classes
- Les méthodes dans les classes
- Les variables de classe dans les classes
GEN.4 Génération du patron de conception
(a) Ajouter les classes optionnelles de l’étape GEN.3 au PC
(b) Générer tous les éléments Java contenus dans le PC.
- Les packages
- Les classes
- Les méthodes
- Les variables de classe
La figure 4.1 explique ce scénario.
Figure 4.1 Schéma expliquant la restructuration d’un PC
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4.1.2 Scénario de restructuration
Ce scénario explique les étapes dans GRPC pour restructurer un code vers une structure
respectant un PC. L’acronyme RES (REStructuration) est utilisé comme référence pour
les prochaines sections.
RES.1 Sélectionner l’action de restructuration et le PC à remanier.
(a) Ouvrir la fenêtre de sélection.
(b) Sélectionner l’action de restructuration (Refactoring) et le PC du résultat de la
restructuration.
(c) Choisir le nom servant de référence.
(d) Choisir la classe souhaitant se faire restructurer.
(e) Choisir le package où le PC va s’insérer.
RES.2 L’objet permettant la restructuration du PC choisi à l’étape RES.1 est créé.
RES.3 L’analyse du code
(a) Convertir la classe sélectionner à l’étape RES.1 en un objet permettant son
analyse.
(b) Analyser du code à l’aide de règles pour trouver une structure permettant de
transformer du code au PC sélectionné.
(c) Si une structure est trouvée passée à l’étape suivante (RES.4), sinon tout
arrêter.
RES.4 Restructuration du code
(a) Création du patron minimal à l’aide du nom et du package de l’étape RES.1.
(b) Manipuler les informations provenant des données de l’étape RES.3 pour ob-
tenir des définitions d’éléments Java pour l’architecture du PC.
(c) Ajouter les définitions trouvées dans le patron minimal.
RES.5 Configuration du patron de conception
Voir l’étape GEN.3 de la génération.
RES.6 Génération du patron de conception
Voir l’étape GEN.4 de la génération.
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RES.7 Finir la restructuration à la main
Insérer le code des méthodes du code analysé dans les classes formant le PC. Rema-
nier le code initial pour remplacer les appels des méthodes de la classe analysée par
celles venant du PC. Supprimer tout le code inutile de la classe analysée.
La figure 4.2 explique ce scénario.
Figure 4.2 Schéma expliquant la restructuration d’un PC
4.1.3 Scénario de restructuration manuelle
Ce scénario explique les étapes dans GRPC pour restructurer un code vers une structure
respectant un PC en passant par la génération automatique. Pour finir, la restructuration
se fait manuellement. Ce scénario est utile pour les PC qui ne peuvent être restructurés par
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GRPC. L’acronyme REM (REstructuration Manuelle) est utilisé comme référence pour
les prochaines sections.
REM.1 Analyser le code pour trouver le PC à générer.
Déterminer tous les comportements différents qui vont devenir les classes option-
nelles.
REM.2 Suivre les étapes du scénario de génération (4.1.1).
REM.3 Effectuer manuellement la restructuration.
Déplacer le code initial dans les classes du PC pour obtenir le même comportement.
4.2 L’intégration des modules
L’intégration des modules consiste à créer le canal de communication entre tous les mo-
dules de GRPC. L’intégration est conçue pour être de qualité tout en offrant un code
ouvert à extension et fermé à la modification. Pour arriver à ce résultat, l’architecture est
basée sur le patron de conception MVC. Ce PC sépare la vue du modèle pour qu’ils ne se
connaissent pas. Le modèle contient la logique qui représente la génération, la restructu-
ration et l’analyse de code. La vue contient l’interface graphique. Le contrôleur fait le lien
entre la vue et le modèle. Les avantages d’utiliser cette architecture sont :
- La logique n’a pas besoin de la vue pour être testée.
- La réutilisation du code est plus facile. Une même information venant de la logique
peut être utilisée dans plusieurs vues.
- Une nouvelle vue peut être facilement liée au modèle.
- La maintenance du code est plus facile.
- Le couplage entre la vue et le modèle est faible.
La figure 4.3 est le diagramme de l’architecture MVC.
Figure 4.3 L’architecture de base MVC
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4.2.1 Le contrôleur
Le contrôleur établit la communication entre la vue et le modèle. Le patron de concep-
tion Observateur est utilisé pour communiquer l’information sans que le modèle et la vue
se connaissent pour obtenir un faible couplage. Les objets envoyés dans les notifications
suivent la nomenclature XCommunication où X représente le nom de l’information trans-
férée.
Voici quelques exemples :
Classe Description
WizardCommunication Transmet l’information à la vue pour afficher une fe-
nêtre.
DesignPatternCommunication Transmet vers le modèle les informations du patron
de conception configurée avec l’interface graphique.
Tableau 4.1 Classes pour transmettre de l’information entre la vue et le modèle
4.2.2 Le modèle
Le modèle contient la logique représentant tous les calculs, les manipulations de données,
les algorithmes et autres. Les sections 4.3, 4.4 et 4.5 représentent la logique de GRPC.
L’annexe E contient un schéma montrant tous les éléments importants du modèle.
Deux classes sont utilisées pour communiquer et recevoir l’information de la vue.
La classe Handlers
Cette classe regroupe toutes les nouvelles actions appelées Handler. Un Handler est créé en
même temps qu’une nouvelle action est ajoutée dans Eclipse. Lorsque l’action du Handler
est déclenchée, elle est exécutée.
Pour l’instant, seulement une seule action (Handler) est ajoutée dans l’environnement
d’Eclipse. Elle s’appelle SelectionHandler. Sa fonction est d’envoyer à la vue un objet
de type WizardCommunication permettant d’afficher la fenêtre de sélections. Pour plus
d’explications, par rapport aux éléments de la vue, voir la section 4.6.
La classe DesignPatternController
Cette classe reçoit et envoie de l’information à la vue. Quand elle reçoit le choix du
PC et l’action à effectuer, elle appelle la méthode pour créer l’architecture minimale du
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PC sélectionné. Elle renvoie l’information de l’architecture minimale à la vue pour la
configuration.
Une Fabrique de PC (DesignPaternFactory) est utilisée pour séparer la création d’un
objet représentant un PC (DesignPattern). La classe DesignPattern contient un objet
pour la génération et un objet pour la restructuration, s’il existe.
4.2.3 La vue
La vue contient tout le graphique du module d’extension et elle est expliquée dans la
section 4.6.
L’annexe E contient un schéma montrant tous les éléments importants de la vue.
Une classe est utilisée pour la communication avec le modèle.
La classe WizardController
Cette classe s’occupe d’ouvrir les fenêtres souhaitées et d’envoyer l’information au modèle.
Quand elle reçoit un objet de type WizardCommunication, elle appelle la fonction de la
Fabrique de fenêtres (WizardFactory) pour créer et ouvrir la fenêtre souhaitée. Lorsque
l’action de finir d’une fenêtre se déclenche, l’information contenue dans celle-ci est trans-
férée au modèle.
4.3 Conception de la génération automatique du sque-
lette de PC
La génération du squelette d’un PC est l’une des deux fonctionnalités présentes dans
GRPC. Sa fonction est de générer tout le code pour créer la structure d’un PC (packages,
classes, méthodes et autres). Elle doit parvenir à ajouter automatiquement les packages
et les classes dans un endroit donné d’un projet Java d’Eclipse.
La génération du code est développée avec l’ensemble de classes Java Model de la librairie
JDT. Java Model permet de modéliser les objets associés à la génération, l’édition et la
construction d’un programme Java. Ces classes implémentent le comportement spécifique
de Java [8].
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4.3.1 Génération d’éléments Java
L’objectif de la génération d’éléments Java
La génération d’éléments Java permet de créer un code complet et fonctionnel. Les élé-
ments à créer sont :
- Des packages
- Des classes (normale, abstraite, interface ou énumération)
- Des méthodes
- Des variables de classe
- Le nom du paquet
- Les importations
Cette fonctionnalité est en lien avec les étapes GEN.4 et RES.6.
La figure 4.4 explique la génération d’éléments Java.
La conception de la génération d’élément Java
La génération se fait à l’aide des classes de Java Model. Pour créer un nouvel élément avec
Java Model, la méthode de génération a besoin d’un nom et quelques fois d’une chaîne
de caractères contenant du code Java. Le nom crée l’élément et la chaîne de caractères le
définit. Par exemple pour une méthode, le nom crée l’objet la représentant et la chaîne
de caractères la définit. La conception des classes permettant la génération des éléments
Java est basée sur le PC Patron de méthode. La classe servant de patron aux autres est la
classe abstraite Generator.
La figure 4.5 est le diagramme de classes du générateur.
La classe Generator
Figure 4.4 Schéma expliquant la génération d’éléments Java
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Figure 4.5 Diagramme de classes de la génération d’éléments Java
La classe Generator est la classe mère pour les différents générateurs d’éléments Java. Elle
contient les méthodes et attributs communs pour toutes les classes enfants. Cette classe
possède deux méthodes abstraites devant être redéfinies par les classes enfants.
Pour rendre la génération la plus généraliste possible, la classe est définie avec deux types
génériques.
- Ressource représente une classe de Java Model qui permet de générer un élément.
- ChildInformation représente une classe XInformation qui permet d’obtenir la défi-
nition de l’élément pour la génération.
L’utilisation des types génériques permet de s’assurer que la classe de Java Model est reliée
à la bonne classe définissant son élément Java.
Les éléments importants de la classe Generator
Les éléments importants dans cette classe sont les deux méthodes abstraites.
public void generateJavaCode ();
Cette méthode est la seule qui est accessible à l’extérieur de la classe. Elle appelle la mé-
thode generate(ChildInformation childInformation) pour tous les enfants dans la
liste d’information. Elle s’occupe de collecter l’information lorsqu’une erreur de généra-
tion est détectée. Pour l’instant, elle ne fait rien avec ces informations. La conception d’une
fonction pour afficher l’erreur et demander si oui ou non le développeur veut modifier les
éléments responsables du problème.
protected abstract void generate(ChildInformation
childInformation) throws JavaModelException;
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Cette méthode génère l’élément reçu en paramètre. Une fois générée, cette méthode crée le
Generator permettant de créer le code Java des enfants contenues dans childInformation.
La figure 4.6 présente la suite des éléments générés.
Figure 4.6 Suite de la génération des éléments Java
Description des classes de la génération des éléments Java
Classes de génération
d’éléments Java
Description
PackageGenerator Crée un package et il y ajoute des fichiers Java.
JavaFileGenerator Crée un fichier Java et il y ajoute des classes.
ClassGenerator Crée une classe et il y ajoute des variables de classe et
des méthodes.
Tableau 4.2 Les classes de génération d’éléments Java
4.3.2 Définition d’éléments Java
L’objectif de définition d’éléments Java
La définition d’éléments Java permet de configurer tous les attributs nécessaires pour la
génération d’un élément Java. La définition contient les attributs d’un élément Java pour
créer le code écrit en Java de celui-ci. Les attributs peuvent comprendre : le nom, la valeur
de retour, les paramètres, le code et autres. Puisqu’un élément Java peut en contenir
d’autres, par exemple les méthodes d’une classe, la définition possède une liste de toutes
les définitions des objets présents dans cet élément. Cette section a un lien avec les étapes
GEN.2, GEN.3, RES.4 et RES.5.
La figure 4.7 explique le fonctionnement de la définition d’éléments Java.
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Figure 4.7 Schéma expliquant la définition d’éléments Java
La conception de la définition d’éléments Java
La conception de la définition d’éléments est faite pour être extensible et réutilisable,
parce que beaucoup d’éléments différents doivent être générés et certains se ressemblent
beaucoup. Pour arriver à une structure respectant ces critères, l’architecture des classes
se base sur le patron de conception Patron de méthode. La principale classe mère est la
classe abstraite RessourceInformation. D’autres classes mères secondaires qui héritent
de RessourceInformation servent à définir des éléments semblables comme les différents
types de classe (normale, abstraite, interface ou enum) et de méthode (normale ou abs-
traite).
L’implémentation de ce PC permet d’utiliser un objet de type RessourceInformation
sans avoir à connaître la classe enfant qu’il l’a instanciée. Cette particularité correspond
à l’objectif du principe avancé Substitution de Liskov. Ce principe est utilisé pour la
génération de code en Java et dans la création de la fenêtre de configuration.
La figure 4.8 est le diagramme de classes des classes de définition d’éléments.
La classe RessourceInformation
La classe RessourceInformation est la base pour toutes les autres classes servant à la
définition d’éléments Java. Elle utilise un type générique :
- ChildInformation est une classe XInformation ou la classe String qui représente le
type d’élément qui est ajouté dans la liste d’objet contenant ses enfants.
Dans cette situation, l’utilisation de types génériques permet de simplifier le code tout en
offrant une grande flexibilité, parce que la classe devient paramétrable. Elle contient le
nom de l’élément, une chaîne de caractères possédant l’information pour sa génération et
une liste de toutes les définitions présentes dans la définition de l’élément.
Les éléments importants de la classe RessourceInformation
public abstract void setInformation ();
Cette méthode abstraite doit être redéfinie dans les classes enfants. Elle construit la chaîne
de caractères servant de code pour la génération de l’élément Java. Elle est construite pour
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Figure 4.8 Diagramme de classes des classes d’information
respecter la structure de Java. Elle est conçue à partir des valeurs des variables de classes.
Ces variables peuvent être configurées.
Les autres méthodes permettent d’accéder ou de modifier une variable. Certaines sont
privées pour respecter le principe avancé de responsabilité unique et éviter la duplication
de code.
Description des classes de définition d’éléments Java
Classe de définition d’élé-
ments Java
Description
DesignPatternInformation Possède les informations pour un patron de conception
et ajoute des PackageInformation.
PackageInformation Possède les informations pour un package et ajoute des
ClassInformation
ClassInformation Possède les informations pour une classe et ajoute des
ClassElementInformation. Les autres types de classes
sont l’interface, l’abstraite et l’énumération et ils hé-
ritent tout de cette classe.
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ClassElementInformation Possède les attributs globaux pour tous les objets pou-
vant être inclus dans une classe. C’est une classe abs-
traite. Cette classe contient le nom, le type de valeur de
retour, les annotations et les importations.
AbstractMethodInformation Possède les informations pour une méthode abstraite et
hérite de ClassElementInformation
MethodInformation Possède les informations pour une méthode et hérite de
AbstractMethodInformation
ConstructorInformation Possède les informations pour un constructeur et hérite
de MethodInformation
FieldInformation Possède les informations pour une variable de classe et
hérite de ClassElementInformation
Tableau 4.4 Les classes de définition d’éléments Java
4.3.3 La génération de PC
L’objectif de la génération de PC
La génération de patrons de conception crée l’architecture complète d’un PC. Elle uti-
lise des fonctions provenant des deux groupes de classes (génération d’éléments Java et
définition d’éléments Java) présentés plus haut.
L’analyse pour déterminer tous les éléments nécessaires à la structure du PC se fait avec
les exemples de code et les diagrammes venant du livre Head First : Design Pattern [11].
À partir de ces données, le PC est séparé en deux parties :
- Le patron minimum est l’architecture de base du patron. Il comporte tous les élé-
ments obligatoires pour concevoir la bonne implémentation du PC.
- La partie optionnelle est un groupe de classes ajoutant des comportements au PC.
L’annexe D.1 montre un exemple de patron minimal et des classes optionnelles pour le
PC État. Cette section a un lien avec les étapes GEN.2, GEN.4, RES.4 et RES.6.
La figure 4.9 explique la génération de PC.
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Figure 4.9 Schéma expliquant la génération de PC
La conception de la génération de PC
Ce groupe de classes est développé en suivant le PC Patron de méthode pour pouvoir utili-
ser un objet de la classe mère sans connaître l’enfant qui l’a instanciée. Ce principe est uti-
lisé lors de la génération du code du PC. La classe mère principale est DesignPatternInformation.
Ce ne sont pas tous les générateurs qui héritent de cette classe, parce que certains PC ont
une partie de leur architecture identique à d’autres. Dans ce cas, le générateur du PC
hérite de celui comportant une architecture semblable.
La figure 4.10 est le diagramme de classes de la génération de PC.
Figure 4.10 Diagramme de classes de la fonction de génération de PC
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La classe DesignPatternGenerator
La classe DesignPatternInformation possède tous les attributs et les méthodes utilisées
par l’ensemble des générateurs de PC.
Les éléments importants de la classe DesignPatternGenerator
public void configure ();
public void configure(Object data);
Ces deux méthodes complètent la configuration du PC. La première est utilisée avec la
fonction de génération et elle appelle la méthode addOptionalInDesignPattern. La se-
conde est utilisée avec la restructuration et elle appelle la fonction addRefactoring-
CodeToDesignPattern.
protected abstract void createMinimalDesignPattern ();
Cette méthode abstraite ajoute tous les éléments de l’architecture minimale du patron de
conception dans l’objet DesignPatternInformation.
protected abstract void setOptionalObject ();
Cette méthode abstraite configure un objet du type ClassInformation servant de modèle
pour les classes optionnelles du patron de conception. Pour chaque nouvelle classe option-
nelle, l’objet est cloné pour avoir une instance unique et l’ajouter dans une liste.
protected abstract void addOptionalInDesignPattern ();
Cette méthode abstraite ajoute les classes optionnelles à l’architecture. L’ajout peut avoir
un impact sur plusieurs classes, dont celles de l’architecture minimale, comme la création
de variables ou de méthodes, la modification de méthodes existantes et autres. Par exemple
pour le PC État, chaque classe optionnelle ajoute un nouvel état à l’énumération et une
nouvelle condition au switch.
protected abstract void
addRefactoringCodeToDesignPattern(Object data);
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Cette méthode abstraite ajoute les informations provenant de la restructuration. Les in-
formations trouvées permettent de créer des classes optionnelles et de définir des mé-
thodes et des variables de classes pour celle-ci. Par la suite, elle appelle la méthode
addOptionalInDesignPattern pour compléter le patron de conception.
Description des classes de la génération de PC
Classes de génération de
PC
Description
MultipleBehaviorGenerator Hérite de DesignPatternGenerator. C’est une classe
abstraite permettant de générer des PC définissant plu-
sieurs comportements.
StrategyGenerator Hérite de MultipleBehaviorGenerator et génère le PC
Stratégie.
TemplateMethodGenerator Hérite de MultipleBehaviorGenerator et génère le PC
Patron de méthode.
StateGenerator Hérite de StrategyGenerator et génère le PC État.
FactoryGenerator Hérite de TemplateMethodGenerator et génère le PC
Fabrique.
CommandGenerator Hérite de StrategyGenerator et génère le PC Com-
mande.
MVCGenerator Hérite de DesignPatternGenerator et génère le PC
MVC .
MementoGenerator Hérite de DesignPatternGenerator et génère le PC
Mémento.
BuilderGenerator Hérite de DesignPatternGenerator et génère le PC
Monteur .
ProxyGenerator Hérite de DesignPatternGenerator et génère le PC
Proxy.
Tableau 4.6 Les classes de génération de PC
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4.4 Conception de la fonctionnalité d’analyse du code
4.4.1 L’objectif de l’analyse du code
L’analyse du code trouve tous les éléments importants pour effectuer la restructuration.
L’analyse du code a un lien avec l’étape RES.3.
La figure 4.11 explique l’analyse du code.
Figure 4.11 Schéma expliquant l’analyse du code
4.4.2 La conception de l’analyse du code
L’analyse du code se fait avec l’ensemble de classes Abstract Syntax Tree (AST) de la
librairie JDT. AST crée un arbre contenant tous les éléments du code. En parcourant
l’arbre, les éléments peuvent être filtrés pour en faire sortir seulement les informations qui
sont jugées importantes.
Pour obtenir l’AST d’une classe, elle utilise par un convertisseur Java Model à AST,
puisque l’arbre d’une classe est difficilement accessible directement. La classe ClassAnalyser
effectue la conversion.
4.4.3 Les classes permettant d’analyser le code
Les classes souhaitant visiter l’arbre créé par AST héritent de la classe ASTVisitor. Elle
permet de redéfinir les méthodes donnant un accès aux éléments jugés importants pour la
fonction de la classe.
Voici l’ensemble des classes permettant de visiter l’arbre, leur description et un diagramme
de classes (4.12).
Classe pour analyser le
code
Description
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ClassVisitor Analyse une classe pour aller chercher son type, ses mé-
thodes et ses variables de classe.
CodeVisitor Analyse une méthode pour aller chercher les méthodes
et les variables de la classe qui sont appelées dans le code
analysé.
IfElseSwitchVisitor Analyse une méthode pour aller chercher les séries de
conditions si/sinon (if/else) et switch. Elle analyse avec
un ExpressionVisitor la série comportant le plus de
conditions.
ExpressionVisitor Analyse une série de conditions si/sinon ou switch. C’est
une classe abstraite contenant l’ensemble des éléments
communs pour les expressions de conditions comme le
code.
IfExpressionVisitor Analyse un si/sinon pour aller chercher le code et les
différentes conditions dans tous les si. Elle hérite de la
classe ExpressionVisitor.
SwitchExpressionVisitor Analyse une méthode pour aller chercher le code dans
les différents case du switch et les différentes conditions.
Elle hérite de la classe ExpressionVisitor.
ConditionCreationVisitor Analyse une série de conditions (si/sinon ou switch)
pour déterminer si dans toutes les conditions, il a une
création d’objets.
SearchFieldTypeVisitor Analyse une variable locale pour en déterminer son type.
Tableau 4.8 Les classes pour analyser le code
4.5 Conception de la restructuration du code vers une
architecture respectant un PC
La restructuration du code vers une architecture respectant un PC est l’une des deux fonc-
tionnalités présentes dans GRPC. Elle consiste à analyser une classe et de la transformer
en structure respectant un PC. Elle comprend trois étapes.
- Analyser du code pour déterminer si la restructuration est possible.
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Figure 4.12 Diagramme des classes d’analyse
- Manipuler les données de l’analyse pour les transformer en définition d’éléments
Java.
- Ajouter les définitions d’éléments Java dans l’architecture minimale du PC.
La restructuration d’un code en PC a besoin de la génération (4.3) pour générer le pa-
tron de conception, de l’analyse (4.4) pour retrouver les informations pour effectuer la
restructuration et une nouvelle fonction, celui des règles.
4.5.1 Les règles
L’objectif des règles
Une règle analyse du code pour déterminer s’il respecte une caractéristique d’un patron
de conception. Elles servent aussi à recueillir l’information pour faire la restructuration.
Elles sont inspirées de la méthode de Jeon expliquée dans la section 2.1.3. Voici quelques
exemples de caractéristiques avec leur règle :
Caractéristique Règle
La possibilité d’avoir plusieurs classes en-
fants.
Présence de si/sinon ou d’un switch
Création un objet. Présence de new
Retourne un objet. Présence de return
Tableau 4.9 Les caractéristiques d’un PC et les règles
Cette fonctionnalité est en lien avec l’étape RES.4.
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La figure 4.13 explique une règle.
Figure 4.13 Schéma expliquant une règle
La conception des règles
Les règles sont basées sur le patron de conception Stratégie. La classe parent est l’interface
Rule qui contient une seule méthode. Cette architecture est utilisée pour exécuter dans
une boucle les règles l’une après l’autre sans avoir à connaître son instance.
Le diagramme de classes 4.15 contient tous les éléments représentant les règles.
Les éléments importants de l’interface Rule
public boolean respectRule ();
Cette méthode analyse du code à l’aide d’une ou des classes du tableau 4.8. Cette méthode
retourne vrai, si le code analysé contient tous les éléments pour respecter la règle, sinon
elle retourne faux.
Description des règles
Règles Description
MultipleConditionRule La règle est respectée s’il y a au moins un si/sinon ou
un switch avec au moins deux conditions.
MultipleCreationRule La règle est respectée s’il y a au moins une création d’ob-
jets dans chacune des conditions d’une série de condi-
tions.
MultipleSetRule La règle est respectée s’il y a au moins une méthode de
type setter dans chacune des conditions d’une série de
conditions.
Tableau 4.10 Les différentes règles
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4.5.2 Les règles pour un PC
L’objectif des règles pour un PC
Les règles d’un PC servent à vérifier si une classe possède tous les aspects nécessaires
pour la transformer en structure respectant le patron de conception. Un PC peut avoir
besoin d’une ou de plusieurs règles. Cet ensemble de classes sert aussi à regrouper toutes
les données venant des règles. Cette fonctionnalité est en lien avec l’étape RES.4.
La figure 4.14 explique les règles d’un PC.
Figure 4.14 Schéma expliquant les règles d’un PC
L’implémentation des règles pour un PC
La classe abstraite DesignPatternRules est la classe mère qui contient toutes les règles et
la méthode pour les exécuter. Encore une fois, le patron de conception Patron de méthode
est utilisé.
La figure 4.15 est le diagramme de classes des règles pour un PC.
Les éléments importants de DesignPatternRules
Il a trois méthodes importantes.
protected abstract void addRules ();
Cette méthode ajoute toutes les règles nécessaires pour déterminer si le code peut être
restructuré.
protected abstract void configureRules ();
Cette méthode configure toutes les règles pour qu’elles puissent analyser le code souhaité.
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Figure 4.15 Diagramme de classes des règles pour un PC
public abstract boolean respectRules(TypeDeclaration
typeDeclaration);
Cette méthode appelle la méthode respectRule() de toutes les règles de la liste de règles.
L’objet en paramètre (TypeDeclaration typeDeclaration) est l’arbre AST d’une classe
pour effectuer l’analyse. La restructuration est effectuée seulement si toutes les règles sont
respectées et le processus s’arrête dès que l’une d’en elle ne l’est pas.
Description des classes des règles pour un PC
Les règles pour un PC Description
MultipleBehaviorRules Contiens toutes les règles pour les PC Stratégie et Patron
de méthodes.
CommandRules Semblable à MultipleBehaviorRules.
StateRules Semblable à MultipleBehaviorRules.
FactoryRules Enfant de MultipleBehaviorRules. Contiens aussi la
règle pour déterminer si tous les codes des conditions
ont une méthode de type setter.
BuilderRules Enfant de MultipleBehaviorRules. Contiens aussi la
règle pour déterminer si tous les codes des conditions
ont une méthode de type setter.
Tableau 4.11 Les règles pour un PC
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4.5.3 La restructuration du PC
L’objectif de la restructuration du PC
La restructuration a pour but de manipuler les données venant de l’un des objets du
tableau 4.11. La manipulation s’effectue seulement si toutes les règles sont respectées. La
manipulation sert à obtenir des définitions d’éléments Java qui sont par la suite ajoutés à
l’architecture du PC de façon automatique. Voici une liste de tous les différents éléments
Java pouvant être créés :
- Les classes optionnelles
- Les méthodes
- La signature
- Les paramètres
- Le code
- Les variables de classe
- La signature
- La valeur initiale
Cette fonctionnalité est en lien avec les étapes RES.2 et RES.4.
La figure 4.16 explique la restructuration d’un PC.
Figure 4.16 Schéma expliquant la restructuration d’un PC
L’implémentation de la restructuration du PC
Le groupe de classes de la restructuration est aussi conçu pour être utilisé sans avoir à
connaître la classe qui a instancié l’objet. Elle est basée sur le patron de conception Patron
de méthodes avec la classe mère DesignPatternRefactoring.
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La figure 4.17 est le diagramme de classes de la restructuration.
Figure 4.17 Diagramme de classes de la restructuration
La classe DesignPatternRefactoring
C’est la classe mère sur laquelle reposent toutes les restructurations. Elle possède un
objet de type DesignPatternRules pour déterminer si la restructuration est possible.
Elle reçoit en paramètre la classe à analyser. Pour être analysée, elle est transformée en
objet contenant la classe en format de l’arbre AST.
Les éléments importants de la classe DesignPatternRefactoring
Cette classe a deux méthodes importantes.
public void refactoring(ICompilationUnit iCompilationUnit);
Cette méthode vérifie si toutes les règles sont respectées. Si la restructuration peut se faire,
elle appelle la fonction pour manipuler les données.
protected abstract void configureRefactoring ();
Cette méthode doit être redéfinie dans les classes enfants. Elle manipule les données ve-
nant de l’analyse du code pour les transformer en définition d’éléments Java.
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Description des classes de la restructuration du PC
Les classes de restructu-
ration du PC
Description
MultipleBehavior-
Refactoring
Restructure du code en structure respectant le PC Stra-
tegie ou Patron de méthodes.
CommandRefactoring Restructure du code en structure respectant le PC Com-
mande.
StateRefactoring Restructure du code en structure respectant le PC État.
BuilderRefactoring Restructure du code en structure respectant le PC Mon-
teur .
PoxyRefactoring Restructure du code en structure respectant le PC
Proxy.
Tableau 4.12 Les classes de restructuration du PC
4.6 Conception de l’interface graphique
Cette section explique l’interface graphique de GRPC dans Eclipse. L’interface est dévelop-
pée dans le but d’être la plus intuitive possible lors de l’utilisation. Dans l’optique de faire
du code qui pourrait être développé par d’autre programmeur, le code doit être facilement
compréhensible et modifiable. La librairie graphique pour le développement de modules
d’extension d’Eclipse est SWT [29]. Elle est utilisée pour concevoir les différents objets
graphiques nécessaires à GRPC. L’annexe E contient un diagramme de classes montrant
tous les éléments importants de l’interface graphique.
4.6.1 Ajout de GRPC dans Eclipse
La librairie graphique d’Eclipse permet d’avoir accès à l’ensemble des éléments de son inter-
face comprenant les menus, les vues, les options de préférence et autres. L’environnement
d’Eclipse peut être modifié pour inclure les éléments venant des modules d’extension.
Pour GRPC, les modifications de l’environnement sont seulement dans le menu contex-
tuel (clic droit) pour les éléments contenus dans la vue Package Explorer. Un nouveau
sous-menu appelé “GRPC” permet d’exécuter l’action génération appelant ainsi les fonc-
tionnalités de GRPC. La vue Package Explorer montre la hiérarchie des éléments Java
dans l’environnement de développement. À partir du type de l’élément sélectionné (pa-
ckage, classe ou autres), d’autres informations peuvent être trouvées pour la fenêtre de
sélection. La figure 4.18 est l’image du menu.
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Figure 4.18 Image du menu avec GRPC
4.6.2 La fenêtre pour sélectionner le patron de conception et l’action
Cette fenêtre offre la possibilité de choisir un PC, ainsi que l’action souhaitant être effec-
tuée. L’utilisateur doit entrer deux ou trois informations, selon l’action à effectuer.
Il doit choisir le préfixe des noms des classes du PC. Par exemple pour le PC État, les
trois noms des classes de l’architecture minimale sont XContext, XState et XType où le X
est le nom choisi.
L’utilisateur doit aussi choisir un package représentant l’emplacement où la génération du
PC a lieu. Un bouton permet d’avoir accès à tous les packages du projet.
Dans le cas de l’action de restructuration, l’utilisateur doit choisir la classe à analyser. Un
bouton permet de choisir la classe parmi celles contenues dans le projet Java.
En appuyant sur le bouton “OK”, l’action est effectuée et la fenêtre de configuration
s’ouvre. En appuyant sur le bouton “Cancel”, le processus s’arrête. La figure 4.19 est la
fenêtre de sélection.
Cette fenêtre a un lien avec les étapes GEN.1 et RES.1.
4.6.3 La fenêtre de configuration
Cette fenêtre sert à configurer les éléments du PC.
Les différents packages sont insérés dans des onglets. Dans chacun des onglets, toutes les
classes sont séparées en deux groupes, celles venant de l’architecture minimale et les classes
optionnelles.
En double-cliquant sur une classe, une fenêtre s’ouvre permettant de modifier certains
paramètres de celle-ci, dont les méthodes et les variables de classe. En double-cliquant
sur les méthodes ou les variables de classe, une fenêtre s’ouvre permettant ainsi leurs
modifications.
En appuyant sur le bouton “OK”, le code se génère. En appuyant sur le bouton “Cancel”,
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Figure 4.19 Fenêtre de sélection
aucune modification n’est faite. Les figures 4.20, 4.21 et 4.22 représentent les fenêtres de
configuration.
Cette fenêtre a un lien avec les étapes GEN.3 et RES.5
4.6.4 Création d’éléments graphiques propres à GRPC
La librairie graphique d’Eclipse dispose de plusieurs objets pour la création et la configura-
tion de fenêtres. Dans les différentes fenêtres de l’outil, beaucoup de structures d’éléments
graphiques reviennent souvent.
- La liste des différents éléments Java pour pouvoir les configurer
- Les deux boutons collés
- Le bouton pour choisir une classe ou un package et la zone de texte qui contient le
nom du package ou de la classe choisi.
Pour éviter de faire une duplication de code, de nouveaux objets appelés XWidget, où X est
la description de l’objet, sont créés et utilisés dans les différentes fenêtres. Ils regroupent
et donnent accès à quelques éléments graphiques dans un objet.
4.7 Documentation de l’outil
Un site web documente sommairement GRPC. Il contient trois sections :
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Figure 4.20 Fenêtre de confi-
guration de Commande
Figure 4.21 Fenêtre de confi-
guration de MVC
Figure 4.22 Fenêtre de configuration pour une classe
1. La page d’accueil explique sommairement l’ensemble du projet et les caractéristiques
de GRPC.
2. La page du guide utilisateur explique comment l’installer dans Eclipse et comment
l’utiliser ?
3. La page du guide de développement explique le processus à suivre pour intégrer de
nouvelles fonctionnalités dans GRPC. Cette page n’est pas encore commencée.
4.8 Conclusion
La réalisation principale du projet est de concevoir GRPC qui est un module d’extension
pour l’EDI Eclipse. La conception se sépare en cinq sections :
- L’intégration des modules
- La génération de PC
- L’analyse du code
- La restructuration vers la structure d’un PC
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- L’interface graphique
Dans le but de concevoir un outil de qualité offrant une excellente extensibilité, des PC
développés à la main ont été utilisés dans l’architecture logicielle de GRPC. Les PC les
plus utilisés sont : MVC, Stratégie, Patron de méthode et Fabrique.
CHAPITRE 5
Procédures à suivre pour intégrer un nouveau pa-
tron
L’ajout des patrons de conception dans GRPC se fait en suivant des procédures étape par
étape. Elles sont réfléchies et développées dans le but d’être faciles à utiliser et à reproduire.
Pour intégrer un nouveau PC à l’outil, quatre séries d’étapes doivent être suivies :
- La génération du squelette du patron de conception.
- La restructuration du code en architecture respectant un patron de conception.
- L’ajout du PC à la logique de GRPC.
- La conception des tests et l’analyse des métriques.
En définissant et en appliquant une procédure, tous les patrons de conception implémentés
suivent le même modèle. Le code est plus uniforme et plus facile à comprendre.
L’utilité principale de la procédure est de permettre aux futurs développeurs d’insérer de
nouveaux PC. Les avantages apportés sont nombreux :
- Facilite l’intégration en suivant une série d’étapes.
- Garde le code uniforme.
- Maintient plus facilement de la qualité générale du code.
- Recommande de concevoir les tests permettant de valider plus facilement le PC.
5.1 Procédure pour concevoir le code de la génération du
squelette
La procédure pour la génération du squelette du patron de conception permet d’identifier
tous les éléments importants, d’ajouter le code nécessaire et de le tester convenablement.
L’annexe D.1 contient un exemple complet pour le patron de conception État.
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5.1.1 L’analyse
1. L’analyse du patron de conception consiste à déterminer tous les éléments essentiels
de sa structure. Les éléments à analyser sont :
- Les classes
- Les méthodes
- Les variables
- Les liaisons entre éléments
- Le nom des éléments
2. Déterminer le patron minimal du PC. En partir des données trouvées dans l’analyse,
déterminer tous les éléments essentiels à la structure du PC.
3. Déterminer les éléments optionnels du patron de conception. Ce sont les éléments
n’étant pas compris dans le patron minimal, mais dans l’analyse. Ces éléments sont
généralement des classes enfants de l’une du patron minimal. À partir des éléments
trouvés, créer la classe optionnelle qui sert à ajouter de nouveaux comportements au
PC lors de la configuration.
5.1.2 L’implémentation du code
1. Créer la classe XGenerator où X représente le nom du patron de conception à
compléter. Par convention, l’usage de l’anglais est encouragé. La classe hérite de
DesignPatternGenerator ou d’un autre XGenerator possédant une partie de la
structure semblable.
2. Définir les quatre méthodes abstraites de la classe mère. Dans le cas où le PC hérite
d’un générateur déjà défini, la redéfinition des méthodes n’est pas obligatoire.
- La méthode createMinimalDesignPattern sert à créer tous les éléments du
patron minimal du PC.
- La méthode setOptionalObject sert à configurer la classe optionnelle.
- La méthode addOptionalInDesignPattern ajoute les éléments optionnels au
code du patron minimal du PC. Un élément optionnel peut avoir un impact à
plusieurs endroits dans la structure du PC.
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- La méthode addRefactoringCodeToDesignPattern est expliquée à la section
5.2.4.
5.2 Procédure pour concevoir le code de restructuration
La procédure pour développer le code pour la restructuration en patron de conception
permet de définir les règles et retrouver les éléments à inclure dans la génération. L’annexe
D.2 contient un exemple pour le patron de conception État.
5.2.1 Définition des règles
1. Analyser le patron de conception pour déterminer les différents comportements de
ses composantes.
2. Créer la classe XRules qui hérite de DesignPatternRules, où X représente le nom
du patron de conception.
3. Dans cette classe, trois méthodes doivent être redéfinies :
- respectRules : Cette méthode retourne vraie si toutes les règles sont respec-
tées.
- configureRules : Cette méthode initialise les règles.
- addRules : Cette méthode ajoute toutes les règles.
4. Créer une ou de nouvelles règles, si elles n’existent pas (section suivante 5.2.2).
5.2.2 Création d’une nouvelle règle
1. Créer la classe XRule qui implémente Rule, où X représente la fonction de la règle.
2. Dans cette classe, une méthode doit être redéfinie :
- respectRule : Cette méthode analyse et détermine si le code respecte la règle.
3. Créer une ou des classes XVisitor, où X représente le type d’analyse effectuée. Elles
héritent généralement de ASTVisitor.
4. Dans ces classes, redéfinir certaines méthodes pour parvenir à analyser et à recueillir
tous les éléments importants.
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5.2.3 Trouver tous les éléments pertinents pour la restructuration
1. Créer la classe XRefactoring qui hérite de DesignPatternRefactoring, où X re-
présente le nom du patron de conception.
2. Dans cette classe, une méthode doit être redéfinie :
- configureRefactoring : Cette méthode regroupe les données analysées pour
en faire sortir celles pertinentes pour faire la restructuration. Les données per-
tinentes sont souvent les différents noms des classes à créer, des méthodes, du
code et autres.
5.2.4 Générer le nouveau code en PC
1. Redéfinir une méthode de la classe XGenerator, où X représente le nom du patron
de conception.
- addRefactoringCodeToDesignPattern : Cette méthode génère le code à partir
des informations venant d’un objet XRefactoring.
5.3 Procédure pour ajouter le patron à la logique de
GRPC
Le PC développé doit être ajouté à la logique de GRPC
1. Ajouter le PC dans GRPC consiste à créer une nouvelle variable dans l’énumération
DesignPatternType. Les deux booléens indiquent si le PC peut faire cette action.
Le premier est pour la génération et le second pour la restructuration.
2. Créer l’objet pour l’utiliser consiste à ajouter la nouvelle variable de DesignPatternType
dans le switch de DesignPatternFactory. Le code de la condition crée le DesignPattern
pour cette variable avec sa classe de génération et de restructuration. Si la fonction
n’est pas conçue, mettre un null.
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5.4 Procédure pour concevoir les tests et analyser les
métriques
Durant le développement du PC, la conception des tests est primordiale pour éviter de faire
une régression dans le code et analyser les métriques pour garder la même qualité. Une
régression de code est présente lorsque les changements affectent négativement l’ensemble
du logiciel : ajout de nouvelles erreurs, des métriques supérieures aux valeurs souhaitées
et autres.
1. Les tests unitaires
Exécuter les anciens tests pour s’assurer qu’aucun comportement n’a été modifié.
Concevoir les nouveaux tests unitaires pour couvrir un maximum d’instructions dans
le code pour obtenir un taux de couverture de plus de 85% [13]. Le nouveau code
comprend les nouvelles classes de génération et de restructuration y compris les
nouvelles règles.
2. Les tests de validation
À l’aide du code généré avec les tests unitaires, vérifier s’il représente bien l’archi-
tecture souhaitée pour le PC. La validation doit se faire avec différents codes.
3. Analyse des métriques
Analyser les métriques recueillies par l’outil de développement Sonar. Effectuer les
changements nécessaires pour corriger tous les endroits comportant des erreurs.
5.5 Conclusion
L’utilisation de ces procédures dans l’ajout d’un nouveau PC permet d’obtenir un résultat
homogène et sensiblement de même qualité. Elle a servi dans l’ajout des autres PC après
les deux premiers (Stratégie et État) qui sont la base du développement des procédures.
Les quatre démarches peuvent servir de guide pour les développeurs souhaitant ajouter de
nouveaux PC dans GRPC. L’ajout d’un PC est simple, parce que le code existant n’a pas
à être modifié.
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CHAPITRE 6
Tests, validations et outils
Ce chapitre explique l’ensemble des procédures utilisées tout au long du développement de
GRPC pour valider ses fonctionnalités. À l’aide des différents outils de programmations
et d’analyse de code, GRPC a été analysé et a pu garder un haut niveau de qualité.
6.1 Tests unitaires
Un test unitaire consiste à valider une fonctionnalité. Les tests possèdent généralement peu
de lignes de code, puisqu’ils se concentrent sur une seule méthode. Ils servent généralement
à tester la logique. Un taux de couverture des instructions le plus élevé possible dépassant
les 85% [13] est préférable. Le taux de couverture est le pourcentage d’instruction couvert
par les tests. Si un code est couvert à 50%, seulement 50% de toutes les instructions ont
été testées au moins une fois.
Les tests unitaires permettent de vérifier la non-régression dans le code. La régression arrive
quand des modifications du code diminuent sa qualité et apporte de nouvelles erreurs.
6.1.1 L’utilisation des tests unitaires dans GRPC
GRPC contient 60 tests unitaires qui couvrent 92,2% du code du modèle (93,9% des
lignes de code et 83,9% des branches d’exécution). Les tests ont été conçus tout au long
du développement du module d’extension. Dès qu’une nouvelle fonctionnalité était créée,
un test l’était aussi.
Une couverture de 100% n’a pas été atteinte, parce que certaines sections de l’outil utilisent
des exceptions. La création d’un test pour simuler l’exception peut s’avérer compliquée.
Les sections de code difficilement testable n’ont pas de tests comme les Handler. Les
Handler sont compliqués à tester, parce qu’ils font le lien entre l’EDI Eclipse et le module
d’extension.
Ce n’est pas toutes les classes qui ont un fichier de tests, parce que certaines classes
sont complètement couvertes par d’autres tests. Peu de tests pour les classes de type
XInformation ont été faits, parce qu’environ 100% des instructions sont déjà couverts par
ceux de la génération et de la restructuration.
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Les tests unitaires pour module d’extension démarrent une nouvelle application d’Eclipse
pour être exécutés. La nouvelle application installe le module d’extension et les tests
s’exécutent par la suite. Cette particularité a empêché l’utilisation d’un logiciel (6.4.2)
permettant l’intégration continue.
6.2 Validation des patrons de conception
La validation des patrons de conception consiste à s’assurer que le code généré par GRPC
correspond bien à l’architecture souhaitée.
Les tests de génération de PC sont utilisés pour comparer le code résultant avec celui
du livre de Freeman et al. [11]. Si l’architecture et le code sont semblables, la génération
de ce PC est considérée comme réussie. Les tests sont effectués avec et sans les classes
optionnelles pour s’assurer de l’efficacité de la génération pour une majorité de situations.
Les tests de restructuration servent aussi à s’assurer de l’exactitude de la génération. Le
résultat de ces tests doit contenir les classes optionnelles venant de l’analyse du code
pour la restructuration. Si tous les éléments de l’architecture du PC sont présents, la
restructuration est considérée comme concluante. Les tests utilisent des fichiers textes
externes contenant du code écrit en Java. Le code contenu dans les fichiers sert à créer la
classe qui se fait analyser lors de la restructuration. Un test peut utiliser plusieurs fichiers
de ce type. Cette solution permet d’utiliser facilement le même fichier pour plusieurs tests.
6.3 Autres types de test à tenir en compte
Les tests d’intégration et sur l’interface graphique pourraient aider à garder un contrôle
sur la qualité.
Un test d’intégration consiste à valider plusieurs fonctionnalités. Ce sont souvent de longs
tests qui couvrent beaucoup de fonctionnalités permettant de s’assurer que l’ensemble
de l’architecture s’intègre bien. GRPC ne contient pas de tests d’intégration, parce que
ceux de génération et de restructuration sont très semblables aux résultats souhaités.
Les tests d’intégration appelleraient l’une des deux fonctionnalités à partir de la classe
DesignPatternController qui fait la gestion des PC.
Un test sur l’interface graphique consiste à simuler des actions claviers ou souris pour
ouvrir, modifier et fermer des fenêtres dans le but de s’assurer du bon comportement.
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GRPC ne contient pas de test sur l’interface graphique, parce que son interface est jugée
très simple et elle peut être validée rapidement à la main.
6.4 Outils
6.4.1 SonarQube
SonarQube [32] est un logiciel libre permettant d’analyser la qualité du module d’extension
en continu. Les données sont affichées sur une interface web. Le développeur peut confi-
gurer l’outil pour afficher les informations jugées importantes. Voici une liste des éléments
pouvant être modifiés :
- Les différents éléments souhaitant être en évidence.
- Les métriques à mettre en évidence.
- Les règles d’analyse de la qualité du code, ainsi que leur niveau de priorité.
- La porte de qualité (Quality Gate) qui sert à définir si l’application respecte tous les
critères lui étant imposés.
Tout au long du développement, cet outil a permis de garder le même standard de qualité
en indiquant immédiatement les erreurs. Il a permis d’enlever plusieurs erreurs de concep-
tion et d’avoir un historique de l’évolution du code. L’annexe F contient une image récente
du Sonar de GRPC.
6.4.2 Hudson
Hudson [9] est un outil d’intégration continue permettant de compiler et tester une appli-
cation à des moments précis et signaler aux développeurs la présence ou non de problèmes.
Ce logiciel compile le module d’extension tous les soirs pour s’assurer qui n’a aucun pro-
blème. La fonctionnalité pour exécuter les tests de façons automatiques n’a pas été utilisée,
car ceux pour module d’extension sont difficiles à intégrer dans ce logiciel.
6.5 Conclusion
Les tests sont d’une grande importance dans le développement des fonctionnalités de
GRPC. En testant rapidement chaque nouvelle fonctionnalité, GRPC a toujours eu un
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haut taux de couverture. Ils ont permis d’éviter de faire de la régression. Certains ont
permis de détecter des problèmes de conception.
Les validations ont permis de vérifier que l’architecture du PC généré est la bonne. Elles
sont faites à partir des tests de génération et de restructuration.
Sonar et Hudson ont permis de garder le même niveau de qualité tout au long du déve-
loppement.
CHAPITRE 7
Analyse des résultats
Le but de l’analyse des résultats est de montrer où est rendu le développement de GRPC.
Les résultats sont séparés en trois sections.
- L’analyse des PC se fait sur l’ensemble de ceux du livre de la GoF. Elle explique
l’intégration des PC dans GRPC.
- L’analyse de la génération automatique de PC et de la restructuration d’un code
vers l’architecture d’un PC est une comparaison avec les autres méthodes.
- L’analyse des métriques logicielles est une comparaison avec des valeurs de références
[23].
7.1 L’intégration des PC dans GRPC
La structure de GRPC est développée pour permettre l’intégration d’un maximum de PC.
Les PC ne pouvant pas être intégrés dans GRPC demanderait probablement plusieurs
petites modifications dans l’ensemble du module d’extension. Pour l’instant, 9 PC sont
inclus dans GRPC.
La liste ci-dessous explique comment les PC ont été intégrés ou comment ils peuvent l’être
dans GRPC. L’annexe A donne une description des 23 PC plus MVC dans le même ordre.
7.1.1 Liste des PC développés et à développer
Presque tous les PC peuvent être intégrés dans GRPC pour la fonctionnalité de génération.
Si le PC n’a pas besoin de modifier le code de l’application existant, la génération peut se
faire. Seulement les cas particuliers ont une explication.
Les six PC suivants peuvent effectuer les deux fonctionnalités.
1. Stratégie
2. Patron de méthode
3. État
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4. Commande
La restructuration est identique pour les quatre. Elle fonctionne bien, parce que la structure
à trouver est simple. La classe analysée doit posséder au moins une méthode avec une série
de conditions (si/sinon ou switch). La fonctionnalité sélectionne celle ayant le plus grand
nombre de conditions. Si les conditions dans les si/sinon ou switch sont exactement les
mêmes et le code dans les conditions peut être différent, cette série est aussi sélectionnée
pour être restructurée. À partir de l’arbre AST, les éléments des séries de conditions
peuvent être retrouvés comme les conditions, le code dans les si/sinon ou case et toutes
les autres informations nécessaires pour effectuer la restructuration.
5. Monteur (Builder)
La structure à trouver dans le code analysé est aussi une série de conditions, en plus
d’avoir une méthode de type “setter” dans le code de chaque condition.
6. Proxy
Pour la génération, deux classes sont créées : une classe parent et un enfant. Les
éléments optionnels sont toutes les classes proxys de l’enfant. La restructuration
fonctionne seulement si la classe analysée hérite ou implémente une seule classe.
Les trois PC suivants peuvent seulement effectuer la fonctionnalité de génération.
7. Fabrique
La restructuration est à l’étude, parce que l’analyse aurait besoin de beaucoup de
nouvelles fonctionnalités pour analyser du code comme une fonction pour détecter si
les classes sont dans la même famille et une méthode pour analyser les constructeurs
pour les ajouter aux objets créés.
8. MVC
La restructuration est à l’étude, parce que le module d’extension n’a pas la fonction-
nalité de déplacer des fichiers Java dans des packages. Les classes ne peuvent être
déplacées vers les packages de la vue, du modèle ou du contrôleur.
9. Mémento
La restructuration est à l’étude, parce que la génération se base sur un Mémento
général. Le PC généré est une classe avec un type générique qui permet de créer un
Mémento pour n’importe quel objet. L’analyse d’une classe ne permettrait pas de
trouver les objets pour créer les différents Mémento de façon automatique.
Les deux PC suivants peuvent être intégrés dans GRPC avec les deux fonctionnalités.
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10. Médiateur
Pour la génération, les classes optionnelles seraient les différents objets à contrôler.
La restructuration est possible, parce que l’analyse consisterait à chercher une série
de conditions qui contient des appels de fonctions sur les mêmes variables dans
chaque condition.
11. Interpréteur
Pour la génération, les classes optionnelles seraient les différents interpréteurs.
La restructuration est possible, parce que l’analyse consisterait à chercher une série
de conditions où toutes les conditions modifient la même variable.
Les sept PC suivants peuvent être intégrés dans GRPC avec la fonctionnalité de génération.
13. Prototype
Pour la génération, les classes optionnelles seraient l’implémentation des différents
prototypes pour accélérer la création de l’objet.
La restructuration n’est pas possible, parce que la modification se fait sur des classes
existantes.
14. Fabrique abstraite
Pour la génération, les classes optionnelles seraient les différentes fabriques d’objets.
La restructuration n’est pas possible pour les mêmes raisons que la Fabrique.
15. Adaptateur
Pour la génération, les éléments optionnels pourraient être deux classes existantes
qui servent à la base de celle qui fait le lien entre les deux.
La restructuration n’est pas possible, parce que GRPC fait l’analyse sur une seule
classe et ce PC doit en avoir deux ou plus.
16. Pont (Bridge)
Pour la génération, les classes optionnelles seraient les différentes implémentations
possibles.
La restructuration n’est pas possible, parce que GRPC fait l’analyse sur une seule
classe et ce PC doit en avoir deux ou plus.
17. Objet composite
Pour la génération, les classes optionnelles seraient les différents objets composites.
La restructuration n’est pas possible, parce qu’elle a beaucoup d’éléments à prendre
en compte pour trouver tous les différents composites. La probabilité de trouver
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toutes les informations des composites en analysant seulement une seule classe est
faible.
18. Décorateur
Pour la génération, les classes optionnelles seraient toutes les classes pouvant en
décorer une seconde.
La restructuration risque d’être compliquée, parce qu’elle doit trouver du code qui
contient des créations d’objets pour en créer d’autres.
19. Visiteur
Pour la génération, les classes optionnelles seraient les différents objets souhaitant
être visités.
La restructuration risque d’être compliquée, parce qu’elle doit avoir une série de
conditions où chacune des conditions semble effectuer les mêmes opérations, mais
avec un objet différent.
Les deux PC suivants sont déjà intégrés dans la librairie standard de Java. Ils n’ont pas
besoin d’être intégrés dans GRPC.
20. Observateur
21. Itérateur
Les quatre PC suivants ne peuvent pas être intégrés dans GRPC.
22. Singleton
Ce PC modifie du code existant. Il n’est pas compliqué à comprendre et à implé-
menter. Le ou les constructeurs doivent devenir privés et une variable publique et
statique est créée pour obtenir l’instance de la classe.
23. Façade
La génération et la restructuration ne sont pas possibles, parce qu’elles ont trop
d’éléments à prendre en considération. La Façade simplifie l’utilisation d’un groupe
de classes, donc il faut parvenir à comprendre l’objectif du groupe pour générer la
structure de ce PC.
24. Poids mouche (Flyweight)
La génération n’est pas possible, parce que sa structure repose sur des variables
et non des classes. La définition d’une variable comme objet optionnelle n’est pas
possible.
La restructuration n’est pas possible pour les mêmes raisons que la génération.
7.2. FONCTIONNALITÉ DE LA GÉNÉRATION 77
25. Chaîne de responsabilités
La génération et la restructuration ne sont pas possibles, parce qu’elles dépendent du
type de requête qui peut changer selon la situation. Dans chaque chaîne de respon-
sabilités, les variables, les noms des méthodes et l’exécution peuvent être différents.
Aucun modèle global pour ce patron n’est défini.
Voici un résumé des PC intégrés ou en développement dans GRPC.
Patron de conception Génération Restructuration
Stratégie Conçue et testée Conçue et testée
État Conçue et testée Conçue et testée
Patron de méthode Conçue et testée Conçue et testée
Commande Conçue et testée Conçue et testée
Fabrique Conçue et testée À l’étude
MVC Conçue et testée À l’étude
Mémento Conçue et testée À l’étude
Monteur Conçue et testée Conçue et testée
Proxy Conçue et testée Conçue et testée
Médiateur En développement En développement
Adaptateur En développement En développement et à l’étude
Pont En développement En développement et à l’étude
Fabrique abstraite En développement En développement et à l’étude
Tableau 7.1 Liste des PC développés ou en développement dans GRPC
Le PC dont la fonction est “Conçue et testée” veut dire qu’il fonctionne et qu’il a des
tests unitaires qui couvrent quelques cas et s’assure de sa validité. Celui dont la fonction
est “En développement” veut dire qu’il va être développé prochainement. Le PC dont la
fonction est “À l’étude” veut dire qu’il est peu probable d’ajouter cette fonction pour ce
PC dans l’état actuel du module d’extension.
7.2 Fonctionnalité de la génération
Cette fonctionnalité obtient de bons résultats lors des tests et offre une possibilité de
configuration. Elle parvient à générer tous les éléments nécessaires pour obtenir un code
fonctionnel en Java. La structure générée s’intègre automatiquement dans le projet Eclipse.
Le code généré comprend le squelette complet du PC incluant toutes les classes option-
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nelles ajoutées lors de la configuration. Le point manquant est son absence de traitement
d’erreurs de génération, par exemple deux classes ayant le même nom. Pour l’instant,
l’application capture l’erreur et l’élément n’est pas généré. Une solution à envisager est
d’offrir la possibilité de modifier l’élément qui cause cette erreur à l’aide de message de
type “pop-up”.
7.3 Fonctionnalité de restructuration
La fonctionnalité de restructuration de GRPC est du type semi-automatique, parce qu’elle
ne modifie pas le code en développement pour y insérer celui venant des classes du PC.
Cette étape se fait à la main. La restructuration analyse une classe pour trouver une
structure pouvant être remaniée en architecture respectant un PC. Ensuite, elle génère le
PC avec les définitions d’éléments trouvé dans l’analyse de la structure.
La restructuration ne parvient pas à couvrir l’ensemble des structures pouvant subir un
remaniement. La raison est qu’un code peut s’écrire de plusieurs façons pour faire la même
chose comme l’utilisation de variables de classes au lieu de variables locales, chercher les
valeurs dans des fonctions au lieu de les avoir statiques et autres. Pour traiter l’ensemble
des possibilités, cette fonctionnalité doit analyser beaucoup de données venant d’une classe.
L’ensemble des méthodes pour parvenir à traiter un grand nombre de classes et de données
de façon efficace n’a pas encore été développé. Si le PC demande beaucoup d’information, la
restructuration est généralement non développée, mais elle reste possible. En améliorant
la logique des règles et des classes analysant l’arbre AST, GRPC parviendrait à mieux
traiter l’ensemble des données ce qui permettrait de restructurer un plus grand nombre de
PC.
Pour l’instant, la restructuration est seulement efficace pour des structures simples et
précises.
Le patron de conception Stratégie est utilisé comme un exemple de cas fonctionnel. La
restructuration peut être effectuée seulement si la classe analysée possède une série de
conditions d’au moins deux conditions. Elle prend celle ayant le plus grand nombre de
conditions pour l’analyse des données pour réaliser la restructuration. Si plusieurs séries
ayant les mêmes conditions sans avoir le même code dans ceux-ci, elles sont aussi prises
en considération pour ajouter d’autres informations lors de la restructuration. Une série
de conditions semblable doit être un copier/coller et seulement le code à l’intérieur des
conditions peut changer.
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Le patron de conception Fabrique est utilisé comme un exemple de cas non fonctionnel.
Le début de la fonctionnalité est développé, mais elle est non terminée dû aux grands
nombres d’informations à prendre en considération. Elle doit trouver une série de condi-
tions contenant une création d’objets de la même famille dans chaque condition. Une règle
est développée (MultipleCreationRule) pour parvenir à trouver la création d’objets,
mais elle ne permet pas de détecter si les objets sont de la même famille. Pour trouver
toutes les autres informations sur les différentes classes à créer comme les méthodes, les
constructeurs, les classes parents et les variables de classes, l’analyse aurait besoin de
nouvelles fonctionnalités. Détecter si les classes sont dans la même famille et analyser les
constructeurs pour les ajouter aux objets créés en sont deux exemples.
7.4 Configuration et variantes
La configuration se fait à l’aide de la fenêtre de configuration de l’interface graphique. Elle
permet de modifier tous les éléments venant de l’architecture du PC y compris les classes
optionnelles.
La possibilité de définir des variantes et de les choisir n’est pas encore offerte. En analy-
sant le GRPC, cette fonctionnalité pourrait probablement être intégrée dans l’outil sans
avoir à modifier la logique. Dans une fenêtre de l’interface graphique, l’utilisateur pourrait
choisir la variante d’un PC. Les variantes seraient des classes enfants de celle servant à la
génération du PC. Le PC Fabrique serait utilisé pour créer la variante souhaitée.
7.5 Comparaison avec les autres méthodes de génération
et de restructuration
La méthode de génération et de restructuration de GRPC est inspirée par plusieurs mé-
thodes et outils déjà développés et documentés. En comparant le fonctionnement de GRPC
aux autres, il est possible de faire sortir les points forts et faibles de celui-ci. La compa-
raison est hypothétique, puisqu’il n’a pas été possible de tester les méthodes et les outils
venant des différentes études sur le sujet. Pour la même raison, l’analyse de la performance
de GRPC aux autres outils n’est pas possible.
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7.5.1 La comparaison de la génération avec les méthodes présentées
Le résultat obtenu lors de la génération avec GRPC est très bien et il est comparable aux
méthodes de Tokuda [24] et de Cinneide [6]. La méthode de GRPC n’utilise pas le principe
des transformations pour générer tous les éléments d’un PC. Elle crée une définition pour
tous les éléments qui peuvent être configurés et les générer pour finir.
L’outil développé par Admodisastro et Palaniappan [1] contient plus de fonctionnalités
pour la génération de PC. En comparant les deux outils, GRPC possède les fonctionnalités
principales pour faciliter l’utilisation des PC.
- Séparation des éléments essentiels au PC des éléments qui ajoutent quelques choses
au PC.
- Configuration du PC par l’utilisateur.
- Offrir un outil pour guider le développeur.
Les fonctionnalités non présentes dans GRPC sont en majorités liées à l’interface gra-
phique.
- Représentation sur un diagramme du PC.
- Configuration à l’aide de diagrammes.
- Pré-visualisation du PC.
- Offrir différentes variantes d’un PC.
7.5.2 La comparaison de la restructuration avec les méthodes pré-
sentées
La restructuration dans GRPC est une combinaison des méthodes de Cinneide [6] et du
principe des règles venant de la méthode de Jeon [16]. Pour ces deux méthodes et la
restructuration dans GRPC, le résultat n’est pas concluant. Les trois méthodes ont toutes
du mal à analyser du code et de trouver toute l’information nécessaire pour effectuer une
restructuration pour un grand nombre de PC.
Les règles de GRPC sont comparables aux transformations de Cinnéide. L’analyse plus
poussée des règles est le principal avantage comparé aux transformations. Les règles per-
mettent d’arrêter plus facilement le processus si la structure recherchée n’est pas trouvée.
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Elles peuvent être facilement utilisées pour plusieurs PC. Elles permettent de récupérer
facilement l’information nécessaire pour effectuer la restructuration.
La méthode de Jeon permet d’effectuer une analyse plus poussée du code avec l’utilisation
du PROLOG. L’analyse plus poussée est un avantage par rapport à GRPC. L’utilisation
du PROLOG peut rendre le développement plus compliqué, parce qu’un nouveau langage
doit être appris et maîtrisé. Vu que cette méthode n’a pas obtenu de meilleurs résultats
avec une analyse plus poussée, celle de GRPC peut être considérée comme supérieure,
parce qu’elle est plus simple.
La méthode de Xue-Bin et al. [35] utilise le UML ce que GRPC n’utilise pas pour la
génération et la restructuration.
7.5.3 Résumé des comparaisons
La méthode de génération de GRPC génère très bien les PC et l’ajout d’une interaction
avec un diagramme UML rendrait la configuration plus simple. Les développeurs pour-
raient aussi visualiser plus facilement le PC.
La méthode de restructuration de GRPC semble plus simple tout en étant aussi efficace
que les autres. L’amélioration des algorithmes analysant les classes est l’un des points
principaux à travailler.
7.6 Analyse des métriques
Tout au long du développement, l’utilisation des analyses de Sonar a permis d’obtenir des
données pour évaluer la qualité de GRPC. L’analyse des métriques permet de conclure que
le module d’extension est de bonne qualité. La tableau 7.3 est un résumé des différentes
métriques en date du 7 juin 2016. Les valeurs sont comparées à celles des logiciels mesurant
les métriques de VerifySoft Technology [23].
Métrique Valeur Évaluation
Lignes de code 4903 Le nombre de lignes de code ne donne pas grand indica-
tion, mais elles servent de valeurs de comparaison pour
les autres métriques.
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Nombre de lignes par
méthode
8.5 En moyenne, le nombre de lignes par méthode est très
bon. La valeur de référence est entre 4 et 40 lignes par
méthode. En général les méthodes sont très courtes,
mais certaines des classes de génération et d’analyse de-
vraient être divisées pour respecter le principe de res-
ponsabilité unique. Le résultat est un peu faussé par les
méthodes venant de l’implémentation du PC Fabrique
qui sont généralement longues.
Complexité 833 L’analyse du graphique du nombre de lignes de code
et de la complexité montre l’évolution du code dans le
temps. Les lignes sont l’une par-dessus l’autre permet-
tant de conclure que la complexité est bonne.
Complexité / Classes 6.1 Ce nombre est excellent. La valeur de référence est de
100. L’analyse des classes ayant les valeurs les plus éle-
vées permet de comprendre que les classes utilisant le
PC Fabrique sont très élevées. C’est normal, parce que
la classe qui construit les objets peut posséder un switch
avec plusieurs sorties.
Complexité / Mé-
thodes
1.4 Ce nombre est excellent. La valeur de référence est de
15. Les méthodes ayant les valeurs les plus élevées sont
sensiblement les mêmes que celle de la métrique Com-
plexité/Classes.
Tableau 7.3 Analyse des métriques
Dans l’image de sonar (F), neuf erreurs mineures sont affichées et elles sont toutes sur un
taux de couverture trop faible. Expliquées dans la section des tests 6, certaines lignes de
code sont très compliquées à exécuter. Si le pourcentage de couverture est plus faible que
65%, l’erreur est ajoutée dans Sonar.
7.7 Conclusion
Les résultats obtenus avec l’objectif de concevoir un outil permettant d’aider les dévelop-
peurs à utiliser les PC sont bons, mais certains points comme la restructuration devraient
être améliorés pour la rendre plus performante.
Les points positifs de GRPC sont :
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- La génération uniforme et automatique de PC.
- La restructuration fonctionne dans des cas précis et seulement pour quelques PC,
mais elle démontre qu’il est possible de remanier un code en architecture respectant
un PC.
- GRPC est extensible, robuste et compréhensible.
- L’existence de procédures pour ajouter de nouveaux PC.
- Une interface graphique facilement compréhensible.
Les points négatifs de GRPC sont :
- La configuration n’offre aucune variante pour les PC.
- La restructuration est contraignante, parce qu’elle dépend d’une structure de code.
Les structures demandant beaucoup d’information sont plus complexes à trouver. La
conception des algorithmes pour analyser du code pour la trouver demande beaucoup
de réflexions pour arriver à des fonctions efficaces.
- La restructuration n’est pas totalement automatique. Elle a besoin de l’utilisateur
pour insérer le PC dans le code initial.
L’analyse faite pour déterminer les patrons de conception pouvant être intégrés dans l’outil
a permis de mettre en lumière plusieurs améliorations à apporter au module d’extension.
- La possibilité de travailler avec des classes existantes.
- La possibilité d’analyser plusieurs classes en mêmes temps.
- Pour l’instant, l’objet optionnel est une ClassInformation et il devrait plutôt pou-
voir représenter n’importe quelles classes XInformation.
Un point important est que l’outil est développé avec du code de qualité et extensible.
Plusieurs PC codés à la main et utilisés efficacement sont implémentés dans le module
d’extension. Le développement de GRPC peut être continué sans trop de difficulté.
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CHAPITRE 8
Conclusion
Tout au long du document, l’utilisation des patrons de conception est décrite comme une
bonne pratique dans le développement logiciel. Les PC respectent les quatre concepts
de base et les cinq principes avancés SOLID de la POO. Une application respectant les
principes SOLID est extensible, robuste et compréhensible. Ainsi, elle est de meilleure
qualité et plus stable [3]. Les PC permettent d’augmenter la durée de vie d’une application
[22]. Ils sont aussi un excellent moyen de communication entre les membres d’une équipe
de développement.
Le concept de PC comporte aussi des désavantages selon les conclusions des études [5, 15,
36]. La plus grande difficulté de ceux-ci est de les comprendre et de les utiliser efficacement,
parce que ce concept est abstrait. Pour parvenir à les maîtriser, les développeurs ont
besoin de bien comprendre la POO et d’avoir accès à un support pour les aider comme un
professeur ou un livre. Un autre problème est la possibilité d’interpréter la structure d’un
PC de différentes façons. Les PC peuvent aussi devenir un problème si les programmeurs
d’une équipe de développement n’ont pas tous le même niveau de connaissance sur les PC.
Par exemple, si deux programmeurs ont une vision différente d’un PC, ils auraient plus
de difficultés à communiquer et à établir une nomenclature.
Une solution apportée par les différentes études [5, 15, 36] est de simplifier leur utilisation
et d’aider les programmeurs à développer efficacement les PC. Un outil permettrait-il de
faciliter l’utilisation des PC?
La contribution principale du travail a été le développement du GRPC. Cet outil est la
solution adoptée pour faciliter l’utilisation des PC. C’est un module d’extension pour l’EDI
Eclipse et il fonctionne pour du code écrit en Java. Les patrons intégrés dans l’outil sont
inspirés par l’implémentation faite par Freeman et al. dans son livre Head First Design
Patterns [11]. Les deux fonctionnalités principales de GRPC sont :
- Générer automatiquement le squelette d’un PC.
- Restructurer semi-automatiquement du code en une architecture respectant un PC.
9 PC différents peuvent être générés, dont 6 peuvent être aussi restructurés.
85
86 CHAPITRE 8. CONCLUSION
La génération crée tous les éléments Java formant un PC et insère tous les packages et
toutes les classes dans un projet Java d’Eclipse. La configuration permet de modifier les
attributs de tous les éléments du PC. Aussi, la configuration permet d’insérer des classes
optionnelles ajoutant de nouveaux comportements au PC. La restructuration analyse une
classe pour générer des éléments du PC. La restructuration est effectuée seulement si une
structure de code propre à chaque PC est trouvée.
L’architecture du module d’extension est conçue pour faciliter l’intégration de nouveaux
PC. Elle est extensible et compréhensible. Quatre procédures, chacune comportant des
étapes, permettent de guider les développeurs à ajouter de nouveaux PC dans GRPC.
GRPC ouvre la porte sur la possibilité d’aider les programmeurs à utiliser plus facilement
et efficacement le concept de patrons de conception. L’innovation par rapport aux outils
déjà développés travaillant avec les PC est la restructuration semi-automatique d’un code
vers la structure d’un PC. C’est une nouveauté très intéressante pour les développeurs,
puisqu’elle permet de modifier automatiquement du code en le transformant en structure
respectant un PC. Les développeurs n’ont plus à remanier à la main un code pour obtenir
une structure respectant un PC. L’autre innovation est le développement des procédures
pour ajouter de nouveaux PC dans GRPC.
Dans les travaux futurs, plusieurs fonctionnalités intéressantes pourraient être ajoutées à
GRPCcomme :
- Ajouter une interface graphique pour utiliser les diagrammes de classes UML per-
mettrait de faciliter le fonctionnement de GRPC, de simplifier la configuration et la
combinaison entre les patrons de conception.
- Ajouter une fonctionnalité analysant du code en développement pour trouver des
PC permettrait de corriger les PC mal implémentés.
ANNEXE A
Patrons de conception
Une définition des 23 PC contenus dans le livre de la GoF [12] et le MVC. Les définitions
viennent de la page web de Wikibook sur les patrons de conception[27].
1. Stratégie : Ce patron de conception permet de séparer les différents comportements
pour des objets de la même famille. Les codes pour créer un fichier PDF ou docx en
sont des exemples.
2. Patron de méthode : Ce patron de conception définit le squelette d’un algorithme
à l’aide d’opérations abstraites dont le comportement concret se trouve dans les
sous-classes, qui implémentent ces opérations.
3. État : Ce patron de conception est utilisé entre autres lorsqu’il est souhaité pouvoir
changer le comportement de l’État d’un objet sans pour autant en changer l’instance.
4. Commande : Ce patron de conception crée une interface pour un ensemble d’action
ou commande pour un programme.
5. Fabrique : Ce patron de conception crée et configure des objets de la même famille.
6. MVC : Modèle-Vue-Contrôleur permet de séparer l’interface graphique de toute la
section logique avec un contrôleur comme intermédiaire pour transférer les données
entre le deux.
7. Mémento : Ce patron de conception fournit la manière de renvoyer un objet à un
état précédent (retour arrière) sans violer le principe d’encapsulation.
8. Monteur : Ce patron de conception initialise et configure une partie de la création
d’un objet.
9. Proxy : Ce patron de conception substitue une autre classe, pour pouvoir simplifier
ou pour avoir un contrôle sur l’accès des méthodes de la classe.
10. Médiateur : Ce patron de conception fournit une interface unifiée pour un ensemble
d’interfaces d’un sous-système.
11. Interpréteur : Ce patron de conception est utilisé pour des logiciels ayant besoin
d’un langage afin de décrire les opérations qu’ils peuvent réaliser.
12. Prototype : Ce patron de conception est utilisé lorsque la création d’une instance
est complexe ou consommatrice en temps. Plutôt que créer plusieurs instances de la
classe, il copie la première instance et il modifie la copie de façon appropriée.
13. Fabrique abstraite : Ce patron de conception crée et configure différentes fabriques
du même type.
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14. Adaptateur : Ce patron de conception fait le lien entre deux codes non compatibles,
par exemple un code en Java avec un code en C++.
15. Pont : Ce patron de conception fait un lien entre deux éléments pour qu’ils puissent
se communiquer.
16. Objet composite : Ce patron de conception est constitué d’un ou de plusieurs objets
similaires.
17. Décorateur : Ce patron de conception permet d’attacher dynamiquement de nou-
veaux comportements ou responsabilités à un objet.
18. Visiteur : Ce patron de conception sépare un algorithme d’une structure de données.
19. Observateur : Ce patron de conception envoie un signal à des modules qui jouent le
rôle d’observateur. En cas de notification, les observateurs font l’action souhaitée.
20. Itérateur : Ce patron de conception permet de parcourir tous les éléments contenus
dans un autre objet, le plus souvent un conteneur.
21. Singleton : Ce patron de conception permet de restreindre l’instanciation d’une classe
à un seul objet.
22. Façade : Ce patron de conception permet de cacher l’utilisation d’un groupe de classe
dans une seule classe.
23. Poids mouche : Ce patron de conception permet d’utiliser efficacement la mémoire
lorsque plusieurs petits objets doivent être instanciés.
24. Chaîne de responsabilités : Ce patron de conception permet à un nombre quelconque
de classes d’essayer de répondre à une requête sans connaître le fonctionnement des
autres classes sur cette requête.
Pour plus de définitions de patrons de conception, voir la page de Wikibook sur les patrons
de conception1.
1https://fr.wikibooks.org/wiki/Patrons_de_conception
ANNEXE B
Exemples de PC
B.1 Le PC Fabrique
Le PC Fabrique est créationnel. Son objectif est de créer et configurer des objets de la
même famille. L’exemple et le diagramme UML viennent de wikibook [28].
Voici le diagramme de classes général pour ce PC.
Figure B.1 Diagramme de classes du PC Fabrique
Par exemple, la Fabrique est une bonne solution à utiliser pour créer différents types de
lecteurs d’image.
public interface ImageReader
{
public DecodedImage getDecodedImage ();
}
public class GifReader implements ImageReader
{
public GifReader( InputStream in )
{
// Verifier qu’il s’agit d’une image GIF ,
// lancer une exception si ce n’est pas le cas ,
// decoder l’image sinon.
}
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public DecodedImage getDecodedImage ()
{
return decodedImage;
}
}
public class JpegReader implements ImageReader
{
//... meme principe
}
Le code présente deux types de lecteurs d’image : un pour une image de format GIF et le
second pour les JPEG.
public class ImageReaderFactory
{
public static ImageReader getImageReader( InputStream is
)
{
int imageType = figureOutImageType( is );
switch( imageType )
{
case ImageReaderFactory.GIF:
return new GifReader( is );
case ImageReaderFactory.JPEG:
return new JpegReader( is );
// etc.
}
}
}
Le code présente la fabrique qui crée le lecteur selon le type de fichier souhaité.
L’analyse des codes a permis de découvrir la présence du principe ouverture/fermeture,
parce que pour ajouter un nouveau type de lecteur d’image, seulement une nouvelle classe
doit être créée et une nouvelle condition dans le switch pour créer et configurer cette classe.
B.2 Le PC Façade
Le PC Façade est structurel. Son objectif est de cacher l’utilisation d’un groupe de classe
dans une seule classe.
Voici le diagramme de classes général pour ce PC [26].
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Figure B.2 Diagramme de classes du PC Façade
Un exemple typique d’utilisation de ce PC est un API. L’API donne accès à des méthodes
générales qui regroupent plusieurs fonctionnalités dans le but de simplifier l’utilisation
auprès des développeurs.
B.3 Le PC Observateur
Le PC Observateur est comportemental. Son objectif est d’envoyer un signal à des mo-
dules qui jouent le rôle d’observateur. En cas de notification, les observateurs font l’action
souhaitée.
Voici le diagramme de classes général pour ce PC [33].
Figure B.3 Diagramme de classes du PC Observateur
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Ce PC est principalement utilisé pour communiquer de l’information entre deux objets
sans que l’un et l’autre se connaissent. Il est très présent dans l’architecture MVC, parce
que les classes venant de la vue ne doivent pas connaître les celles venant de la logique.
L’Observateur est aussi souvent une bonne solution pour supprimer les dépendances cy-
cliques entre des classes.
ANNEXE C
Exemple de restructurations
C.1 Restructuration vers le patron de conception Straté-
gie
L’image vient d’une livre qui explique comment restructurer le code en patron de concep-
tion [17, p.129] et l’exemple montre deux codes ayant le même comportement.
Figure C.1 Restructuration vers le PC Stratégie
Le premier est un code sans PC et le second est défini avec le PC Stratégie. La fonction ca-
pital du premier code est compliquée à comprendre et à analyser. Pour ajouter un nouveau
type de prêt, toutes les conditions (if ) doivent être modifiées et plus il y a de changements
à faire, plus la chance d’insérer de nouvelles erreurs est grande. Dans le second cas, le PC
Stratégie est utilisé. Ce PC respecte le principe ouverture/fermeture, donc pour ajouter un
nouveau type de prêt, une classe CapitalStrategyNewType implémentant CapitalStrategy
doit être créée. Pour calculer le capital dans cette nouvelle classe, la méthode loan doit
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être redéfinie. Les autres types de prêts n’ont pas à être modifiés, donc moins de chance
de faire des erreurs.
C.1.1 Exemple avec l’approche de GRPC
La méthode de GRPC a besoin de la classe Loan pour la transformer en patron de concep-
tion Stratégie. L’une des règles de Stratégie est une méthode contenant une série de condi-
tions (if/else). La règle passe et la restructuration peut s’effectuer, parce que la méthode
capital a une série de conditions. GRPC transforme chacune des conditions en classe Ca-
pitalStrategyX et la classe Loan fait appel à ces classes dans sa logique. Au final, le code
est transformé en une structure respectant le PC Stratégie.
C.1.2 Avantages et inconvénients
Avantages
- Respect du principe d’ouverture/fermeture.
- Meilleure compréhension.
- Plus facile à maintenir.
- Plus facile à tester.
- Moins de chance d’introduire des bogues.
Inconvénients
- Plus de classes.
ANNEXE D
Exemple des procédures à suivre
D.1 Exemple de la génération État
D.1.1 Analyse
Le diagramme UML ci-dessous représente l’architecture du patron de conception État.
Figure D.1 Diagramme de classes du PC État
L’architecture minimale comprend seulement les éléments qui n’ont aucun lien avec les
classes enfants de l’interface State.
- L’interface State est la classe mère de tous les états
- L’Enum StateType contient les différents types d’états
- La classe StateContext permet d’utiliser les différents états. Elle comprendre au
moins :
- L’objet state qui représente l’état présent.
- La méthode setContext modifie l’instance de l’objet state selon l’état sou-
haité.
Les éléments optionnels sont les différents états possibles et ils implémentent toute l’inter-
face State. Pour chaque enfant, il a un nouveau type et une nouvelle condition est ajoutée
dans la méthode setContext. Une méthode est créée dans StateContext pour chaque
méthode de l’interface State.
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D.2 Exemple de la restructuration État
D.2.1 Définition des règles
Le PC État possède plusieurs états faisant différentes actions. Pour la restructuration, le
code doit contenir une série de conditions qui effectue différentes tâches.
Voici un code respectant cette règle.
public class StateRefactoring {
private char grade = ’C’;
public void handle1 () {
grade = ’C’;
int note = 0;
if (grade == ’A’) {
System.out.println("Excellent!");
grade = ’B’;
} else if (grade == ’B’) {
System.out.println("Well done");
this.grade = ’B’;
test();
test(grade);
} else if (grade == ’C’) {
System.out.println("Well done");
} else if (grade == ’D’) {
System.out.println("You passed");
note = 1;
} else if (grade == ’E’) {
System.out.println("Better try
again");
} else {
System.out.println("Invalid grade");
}
}
public void test() {
this.grade = ’C’;
}
public void test(char gr) {
grade = gr;
}
}
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D.2.2 Les étapes pour trouver les éléments importants
1. La règle est respectée, parce que la méthode handle1 contient une grande série de
conditions.
2. L’analyse du code des conditions pour déterminer la présence de variable non déclarée
dans la condition et d’appel de méthode. Par exemple pour la deuxième condition
(grade == B), une variable de classe, une variable locale et de deux méthodes sont
présentes et elles doivent être incluses dans la nouvelle classe représentant l’état de
cette condition.
3. Générer tous les différents éléments pour avoir un code sans erreur et de bonne
qualité.
Voici la liste de tous les fichiers créés lors d’une restructuration effectuée avec cette série
de conditions.
Figure D.2 Exemple d’une liste des fichiers créés
Tous les fichiers du type GradeX sont les différents états venant de la série de conditions
et les fichiers State, StateType et StateContext sont les trois fichiers venant de l’archi-
tecture minimale.
Voici le code créer pour le fichier GradeA
package state;
public class GradeA implements State {
private char grade = ’C’;
@Override
public void handle1 () {
System.out.println("Excellent!");
grade = ’B’;
}
}
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Le nom de la classe "GradeA" vient de la condition (grade == ’A’). La variable de classe
"grade" vient de la classe analysée. Le nom de la méthode vient de la méthode contenant
la série de conditions. Le code est celui contenu dans sa condition.
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