Probabilistic Cellular Automata (PCA) are simple models used to study dynamical phase transitions. There exist mean field approximations to PCA that can be shown to exhibit a phase transition. We introduce a model interpolating between a class of PCA, called majority voters, and their corresponding mean field models. Using graphical methods, we prove that this model undergoes a phase transition.
Introduction
We consider probabilistic cellular automata defined on Z 2 or on a finite box in Z 2 . Each cell in this space can be in two possible states, + and − . Each cell Figure 1 (a) Neighborhood for Toom's majority voter (North-EastCenter) and for the symmetric voter with five neighbors. For the first one, a phase transition has been proven, but not for the second one. interacts with a finite and odd number of neighbors (possibly including itself). Two examples of neighborhoods are shown in figure 1a. All sites update simultaneously according to some transition probabilities. For the majority voter PCA, each site becomes the state of the majority of its neighbors with probability 1 − ǫ and the opposite with probability ǫ, for some error rate ǫ ∈ [0, 0.5]. One naturally associates an operator P on measures on configurations to these transition probabilities. When iterated starting from some initial measure µ, we obtain a sequence of measures µ, P µ, P 2 µ, . . .. A measure µ is invariant for a PCA P if µ = P µ. If there is an invariant measureμ such that lim n→∞ P n µ =μ (in the sense of weak convergence) for any initial measure µ, the PCA is ergodic. Dobrushin's criterion [4] shows that this is the case for any majority voter PCA when the error rate is sufficiently close to 0.5. Toom's theorem [5] shows that some majority voters with an asymmetric neighborhood are non-ergodic for sufficiently small error rates. The transition between an ergodic and a non-ergodic regime that these models undergo as ǫ varies is called a phase transition. For the symmetric majority voter with five neighbors, numerical simulations [2] suggest that a similar phase transition occurs, but there is no proof of it.
Mean Field model
Since it appears hard to prove anything for PCA not covered by Toom's theorem, a mean field approximation has been considered. In this approximation, defined in [1] , the interaction range becomes equal to the size of the system. Consider a box of side R in Z 2 . Instead of interacting with b fixed neighbors, each site picks at each time step b random sites, uniformly in the whole box. It then updates to the majority of these sites with probability 1 − ǫ and the opposite with probability ǫ. In this case, only one variable, e.g. the density of + , is sufficient to describe the state of the model. Moreover, the transition probabilities for the density can be easily computed and the evolution tends to a deterministic one when R tends to infinity. The mean field model undergoes a phase transition for any majority voter model, see [1] . However, we don't know, in general, when mean field models are good approximations to models with finite range interactions. This motivates the construction of models interpolating between the majority voter PCA and its corresponding mean field model.
We are looking for some analogue of Kac potentials in statistical mechanics [3] . In these models, the interaction range is a parameter of the potential. It is known that the free energy of these models (in the thermodynamic limit) tends to the mean field free energy, when the range of the interaction tends to infinity.
Intermediate model
We now consider a PCA where the interaction range l is a parameter. As shown in figure 1b, at each time step, each site chooses an odd number b of neighbors in a square of side l centered on this site. It then takes the state of the majority of the chosen states with probability 1 − ǫ and the opposite with probability ǫ. The points in space-time that do not follow the majority rule will be called error sites. Note that, when l is equal to R, the side of the box, this model is the mean field model (assuming periodic boundary conditions).
For any fixed value of l, this is a well-defined probabilistic cellular automaton, even when R becomes infinite. One may want to study this model for large, but fixed, interaction range l. However, this appears to be difficult. As a further simplification, we consider an intermediate model, where the interaction range l changes at each time-step. More precisely, we fix some time T > 0 and let γ t = l Table 1 : Mean density of plus-sites in simulations after 1000 time steps started from density 1, with b = 5, l = 5, on a grid of size R = 120, for different values of ǫ. In all cases, the density was observed to reach its equilibrium value in less than 100 time steps. Remarks 1. The model is artificial, but the proof of the Theorem is instructive. It starts with a rather standard construction (given in the next section) of graphs that are "responsible" for a site being in the state − at some time T when the initial configuration is + . The probability of these graphs is small because of two different effects: either there are lots of error sites, each of which has probability ǫ, or, at some moments of time, the same site is chosen several times, which reduces the "entropy" of the graph: since a site is chosen with a probability γ −1 t , among γ t sites, if the same site is chosen twice, we get an extra factor γ −1 t . This is expressed in more detail in equation (1) below. However, because of the combinatorics of the graphs, we cannot complete the proof without letting γ t grow exponentially with t. 2. The model is trivially ergodic for ǫ = 1 2 (since, then, each site becomes + or − independently of the past); for ǫ close to 1 2 , one may use Dobrushin's criterion adapted to PCA (see [4] ) to show that the model is still ergodic, which proves that the intermediate model undergoes a phase transition. 3. We did some numerical simulations, see table 1, indicating that our model for fixed γ = l 2 , with l = 5, undergoes a phase transition when ǫ varies, but we are unable to prove it.
Proof
The idea of the proof is to use graphical methods to bound the probability that a given site, say the origin, is in state − at some time T when the initial configuration is + , which will be noted P (ω 0 T = −). If we obtain a bound on this quantity which is independent of T and smaller than 
Constructing graphs
The history of site 0 at time T can be represented by a graph H in spacetime. From the point (0, T ), b lines leave towards the sites chosen at time T − 1 and so on (these sites will be the vertices of the graph, and the lines its edges). It is important to notice that the b sites are chosen independently of each other, so it is possible that the same site is chosen twice or more. If the origin is in state − at time T , it is either an error site, or the majority of the sites it chose are in state − too. In this case we can choose k = b+1 2 (b is odd) lines of H leaving from (0, T ) that are incident on sites in state − . Iterating this procedure we can extract a subgraph G of H such that all sites of G are − , exactly k lines leave from each site which is not an error site and no lines leave from error sites. Figure 2 shows an example of such a graph for the case of b = 3 neighbors. Since all sites at time 0 are in state + , such a graph always exists (it is not unique in general). We thus have
The sum runs over all graphs that can be associated to a space-time history of the model in the above described manner.
Probability of graphs
Each error site in a graph adds a factor ǫ to the probability of a graph. Another contribution to the probability of graphs comes from the lines. For fixed T , γ t is the number of sites at time T − t − 1 on which the state of a site at time T − t may depend. In the graph H, the probability that the lines leaving from a given point (x, T − t) are entering sites s 1 , s 2 , . . . , s b (in that order) equals
We would like to compute the probability that, if the graph G contains (x, T − t), the lines leaving from it enter the sites p 1 , p 2 , . . . , p k . Therefore we multiply the former probability by 
)
k for each site that is not an error site. For a fixed graph G, let n t be the number of sites at time T − t, and e t the number of error sites. Thus, the number of sites at time T − t that are linked by lines to sites at time T − t − 1 equals n t − e t . Denote by t m the height of the graph, so that n tm = e tm (see also figure 2 ). Combining the contribution from error sites and edges, we have:
Graph Combinatorics
First, we define two graphs to be equivalent if they differ only by the spatial positions of their vertices. Independently of the shape of the graph, a site at time T − t − 1 has at most γ t spatial positions once we fix the positions of the sites at time T − t with which it is connected. Thus,
We would now like to obtain an upper bound on the number of different graphs with a fixed number of sites and error sites at each time. Starting from the top site, we have to assign an "arrival site" to each of the k lines leaving from it. Since we already summed over different spatial positions, the sites at time T − 1 are all equivalent. We can inductively assign arrival . . . 
This can be seen, see figure 3 , by giving arbitrary names s 1 , . . . , s m to the arrival sites, permuting the lines so that the ones assigned to s 1 come first, then the ones assigned to s 2 and so on. There are (kn)! of these permutations. Afterwards, we have to pick the first line assigned to each of the m − 1 sites s 2 , s 3 , . . . , s m (indicated by arrows in figure 3 ), which gives the binomial factor. Finally, the names given to the arrival sites were arbitrary, so we can divide by m!. There is still a combinatorial factor counting the number of ways to pick e t error sites between n t sites. This gives an additional factor nt et . So, we get:
where the sum is over sequences (n t , e t ) t≤tm such that 0 < n t+1 ≤ k(n t − e t ), e tm = n tm . The constraint 0 < n t+1 ≤ k(n t − e t ) comes from the fact that there are k lines coming out of (n t − e t ) sites at time T − t, so they can reach at most k(n t − e t ) sites at time T − t − 1.
Summing over sequences with fixed t m
The idea is to sum first over the different possibilities for the lowest points of the graph and to write the result as a sum over shorter graphs with a new value of ǫ. Define r t = k(n t − e t ) − n t+1 and let
If we set ǫ 0 = ǫ, this is exactly the inner sum in equation (3), but, as we will see below, it will be convenient to have two ǫ parameters. In any case, we can rewrite (3) as:
Inserting the bound (2) on κ in the last line of (4) gives (with L = k(n tm−1 − e tm−1 ) and summing over j = L − n tm = r tm−1 )
To obtain the second line, we used
j to express the sum as a binomial. The last line is obtained by bounding L by k tm , since the number of sites at a given time is always smaller then k times the number of sites (7) is satisfied, h t has two fixed points and ǫ stays small through the iterations provided its initial value is small enough.
at the previous time, so that we have:
We obtain:
where we use
So, we bound the sum S γt (t m , ǫ, ǫ 0 ) by a similar sum, S γt (t m − 1, ǫ, ǫ 1 ), but with a "renormalized" ǫ for the last time in the sum. We would now like to iterate this transformation t m times. This is not straightforward, since time enters also in the parameters of h t .
If, for some t, h t has the shape sketched in figure 4 , we have that x ≤x t implies h t (x) ≤ h t (x t ) ≤x t , wherex t is the point such that h ′ t (x t ) = 1. One checks that h t (x t ) ≤x t when:
To have the above inequality at all times, γ t should grow exponentially with t. The simplest possibility is to take γ t = gk t and choose g and ǫ such that
In this case all the iterates of ǫ stay smaller thanx
, since, with our choice of γ t ,x t does not depend on t.
We now have the bound
since the only graph with t m = 0 consists of an error site only. However, this bound is not sufficient to control the sum over t m in (5).
Summing over t m
In order to obtain a useful bound to control the sum in (5), we define ǫ = δǫ ′ and γ t = gp t+1 k t ≡ p t+1 γ ′ t . ǫ ′ and γ ′ t will replace ǫ and γ t in the previous calculations and will be assumed to satisfy (7), while the additional factors δ < 1 and p > 1 will make the last sum converge. We will also assume that δ is small enough so that pδ k−1 ≤ 1. First, observe that if a graph corresponding to a term in the sum (3) contains a tree of height h as a subgraph, then that tree contains at least h(k − 1) + 1 error sites: indeed, for h = 1, we have just k lines going from one site at time T − t to an error site at time T − t − 1. Next, observe that we can replace a tree of height h by one of height h − 1 by replacing, at least once (but possibly more times), k error sites at time T − t − 1 by one error site at time T − t, so that the tree of height h has at least k − 1 error sites more than the tree of height h − 1. This proves inductively our claim.
Next, we see that each graph contains a tree of some height h between 0 and t m , where h is the largest h such that r tm = . . . = r tm−h = 0 (r tm = 0 by definition of t m ). Indeed, since r t = k(n t − e t ) − n t+1 , r t = 0 means that all the k(n t − e t ) lines going from time T − t to time T − t − 1 go to different sites, so that the part of the graph below time T − t m + h is made of disjoint trees, at least one of which is of height h. If h = 0, it means r tm−1 = 0 and, with our redefinition of ǫ and γ t , we get an additional factor of at This bound can be made arbitrarily small as δ decreases, so this proves that there is a phase transition in the intermediate model.
