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pela sua inspiração em diversas linhas de pesquisa.
Aos meus amigos Ewerton e Fernando, por me lembrarem desde pequeno que
existe uma vida fora dos livros e dos computadores, me ajudando a aproveitá-la.
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É a voz da vida que nos chama a vir e aprender.”
Do original: (All truth is one. In this light, may sci-
ence and religion endeavor together for the steady evo-
lution of Mankind: From darkness to light, From nar-
rowness to broadmindedness, From prejudice to tole-
rance, It is the voice of life that calls us to come and
learn.)
Cuthbert W. Pound, Juiz Chefe da Corte de Apela-
ções do Estado de Nova Iorque
Resumo
Nesta dissertação é abordado um dos problemas de otimização em sistemas elétricos de
potência, mais especificamente, o problema de despacho econômico de energia elétrica.
Este é um problema bem estabelecido e conhecido em estudos de sistemas elétricos. Suas
formulações simplificadas são facilmente resolvidas pelo método de otimização de Newton
e suas variantes como o método dos pontos interiores primal-dual. Entretanto, variações
destes problemas foram criadas com o intuito de tornar a modelagem mais realista, i.e.,
mais próxima das condições reais de operação dos sistemas modelados e portanto, mais
complexa. Estas variações incluem taxas limites de rampa, zonas de operação proibidas,
reserva de giro e funções de custo não-suaves, criando um espaço de busca altamente não-
linear, descont́ınuo, não-convexo e fortemente multimodal, onde o método de otimização
de Newton falha em convergir. Por outro lado, métodos estocásticos de otimização, as
metaheuŕısticas, livres de derivadas, são capazes de incorporar restrições e também de
acomodar caracteŕısticas nas funções de custo sem impedimentos de complexidade mate-
mática, embora não possuam uma garantia de solução ótima. O objetivo principal desta
dissertação é o levantamento de desempenho de metaheuŕısticas, através da aplicação
e comparação em problemas de despacho econômico. Para isto, foi necessária a imple-
mentação de metaheuŕısticas como: algoritmo genético, evolução diferencial, otimização
por enxame de part́ıculas, algoritmo de seleção clonal, algoritmo de otimização por fogos
de artif́ıcio, otimização big bang - big crunch, covariance matrix adaptation - evolution
strategy, busca incremental baseada em população e simulated annealing. Estas metaheu-
ŕısticas foram aplicadas a nove estudos de caso de despacho econômico de energia elétrica
com efeito de ponto de válvula conhecidos na literatura, com o objetivo de otimização
do custo de combust́ıvel dos geradores. A análise dos resultados obtidos compara o de-
sempenho destes através de métricas como tempo de avaliação e melhor média obtida em
diversos experimentos de otimização. Para validar estes resultados e verificar a significân-
cia de diferença entre os mesmos, foi utilizado o teste estat́ıstico de Wilcoxon, que testa
a hipótese nula que dados de duas amostras são amostras independentes de distribuições
cont́ınuas idênticas. Os resultados obtidos mostram que o Covariance Matrix Adaptation -
Evolution Strategy e o Differential Evolution obtém os melhores resultados na otimização
de problemas do despacho econômico. Dois pequenos experimentos foram adicionados a
dissertação, um mostrando bons resultados na utilização de um gerador de folga variável
e o outro a vantagem de processar avaliações da função objetivo no processador gráfico.
Palavras-chave: Despacho econômico. Efeito de ponto de válvula. Otimização mono-
objetivo. Metaheuŕısticas.
Abstract
This dissertation approaches one of the optimization problems in electrical power systems,
more specifically, the electrical energy economic dispatch problem. This problem is well
established and known in electrical systems studies. The simplified formulations are easily
solved by Newton’s optimization method and it’s variants such as the primal-dual interior
point method. However, variants of these problems have been created with the intent of
increasing the realism of the existent models, i.e., bring them closer to the real operating
conditions and therefore, more complex. These variants include ramp rate limits, prohi-
bited operating zones, spinning reserve and non-smooth cost functions, creating a search
space which is highly non-linear, discontinuous, non-convex and strongly multi-modal,
where Newton’s optimization method fails to converge. On the other hand, stochastic
optimization methods, the metaheuristics, derivative free, are capable of incorporating
restraints and also of accommodating cost function characteristics without any mathe-
matical complexity obstacles, despite the mathematical lack of guarantee of convergence
to the optimal solution. The main objective of this dissertation is the benchmarking of
metaheuristics, through the application and comparison of economic dispatch problems.
To achieve this, it was necessary to implement metaheuristics such as: genetic algorithm,
differential evolution, particle swarm optimization, clonal selection algorithm, fireworks
optimization algorithm, big bang - big crunch optimization, covariance matrix adapta-
tion - evolution strategy, population based incremental learning and simulated annealing.
These metaheuristics have been applied to nine economic dispatch case studies with valve-
point loading effect known in literature, with the objective of optimizing generator fuel
costs. Performance of the obtained results is measured through the usage of metrics such
as the evaluation time and best average obtained from several optimization experiments.
The Wilcoxon rank-sum statistical test was used to validate these results and check the
significance of the difference between them. This test checks the null hypothesis that the
data from two samples are in fact independent samples from identical continuous distri-
butions with equal medians. The obtained results obtained show that Covariance Matrix
Adaptation - Evolution Strategy and Differential Evolution provide the best results for
the optimization of economic dispatch problems. Two small experiments have been added
to the dissertation, one showing good results in the usage of variable slack generators and
the other the advantage of processing function evaluations on a graphics processor.
Key-words: Economic dispatch. Valve-point effect. Mono-objective optimization. Me-
taheuristics.
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a malha da equação sem perdas e em b) considerando perdas, em escala
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Bi j Coeficiente de perdas de transmissão, matriz B
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NL Número de linhas de transmissão em um sistema
Nnew Tamanho do grupo restante de substituição
Np Número de membros da população do algoritmo
Nsel Tamanho do grupo de seleção para clonagem
Pcr Probabilidade de crossover
PD Demanda total de potência ativa de um sistema
PG Potência ativa gerada por uma unidade geradora elétrica
P0Gi Condição inicial de potência despachada no sistema ou potência despachada
no estado anterior
PG max Limite superior de potência de uma unidade geradora
PG min Limite inferior de potência de uma unidade geradora
Pi j Fluxo de potência ativa em uma linha
Pi(V,θ) Função de fluxo de potência ativa
Pm Probabilidade de mutação
P̌pz Limite inferior de zona proibida de operação
P̂pz Limite superior de zona proibida de operação
QD Demanda total de potência reativa de um sistema
QGi max Limite superior de potência de um gerador
QGi min Limite inferior de potência de um gerador
Qi(V,θ) Função de fluxo de potência reativa
SR Reserva de giro total
Si Reserva de giro unitária
T Temperatura do simulated annealing
URi Limite de acréscimo de potência, up ramp
Vi Magnitude de tensão elétrica na barra de um sistema
Vi max Limite superior de magnitude de tensão
Vi min Limite inferior de magnitude de tensão
vm Velocidade máxima do enxame de part́ıculas
V R Limites das dimensões do problema, o value range
w Peso de inércia
α Controle de passo da temperatura
β Fator de clonagem
χ Fator de constrição
λB Parâmetro de penalidade para o balanço de potência
λC Parâmetro de penalidade para os limites de capacidade de geração de po-
tência
λR Parâmetro de penalidade para as taxas limites de rampa
λZ Parâmetro de penalidade para as zonas proibidas de operação
Ψ Conjunto de todas as unidades geradoras despacháveis
ψ Conjunto das unidades geradoras da reserva de giro
rho Fator de mutação
θi Ângulo de fase na barra de um sistema
θi max Limite superior de fase
θi min Limite inferior de fase
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1 Introdução
Os problemas de otimização em sistemas de potência tem em vista a diminuição
dos custos relacionados a geração de energia elétrica para suprir a demanda de um sis-
tema, respeitando ou ignorando limites operacionais. Neste contexto, os dois principais
problemas [1] são o despacho econômico (DE) de energia elétrica e o fluxo de potência
ótimo (FPO). O problema do despacho econômico consiste na distribuição da demanda
de potência total solicitada pela rede elétrica entre as unidades de geração dispońıveis
de forma que o custo da geração de energia seja minimizado. Por sua vez, o problema
de fluxo de potência ótimo também consiste na otimização dos custos das unidades de
geração, embora também seja posśıvel otimizar outros aspectos como as perdas na rede,
porém, respeitando o balanço de potência da rede assim como os limites operacionais e
f́ısicos.
O despacho econômico é o problema de otimização mais antigo, datando de 1920
ou até mesmo antes [2], quando os engenheiros estavam preocupados com o problema
de alocação econômica das unidades geradoras ou a divisão adequada de carga entre as
unidades geradoras dispońıveis, enquanto o fluxo de potência ótimo foi introduzido por
Carpentier em 1962 [1, 3]. Por serem amplamente estudados, estes problemas possuem
uma bibliografia extensa, com um dos primeiros livros sobre o assunto publicado em 1958
por Kirchmayer [4], o primeiro levantamento bibliográfico realizado por Happ em 1977,
seguido pelos trabalhos do IEEE Working Group em 1981, compreendendo o peŕıodo de
1958 a 1972 [5] e o peŕıodo de 1973 a 1979 [6], por Chowdhury e Rahman que analisa o
peŕıodo de 1977 a 1988, por Momoh et al. que analisa o peŕıodo de 1962 a 1993 [7] e mais
recentemente pelo levantamento de métodos do trabalho de Pandya e Joshi de 2008 [8].
Considerando apenas o problema de despacho econômico de energia elétrica, suas diversas
variantes e diferentes métodos de solução têm sido extensivamente estudados com vários
trabalhos como [9–21] para citar alguns mais recentes dentre centenas encontrados na
literatura.
Seja por caracteŕısticas dos geradores ou restrições operativas dos sistemas, es-
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tes problemas tem sistemas de solução não-lineares, necessitando de métodos iterativos
para sua solução. Tradicionalmente são usados o método lambda (λ ) [22], projeção do
gradiente [23], programação linear [24], programação dinâmica [25], método dos pontos
interiores primal-dual [26, 27] e método preditor-corretor [28] porém como é caracteŕıstico
de problemas não-lineares, o custo computacional aumenta expressivamente conforme o
aumento de dimensão do problema [29].
Entretanto, os algoritmos convencionais de otimização para o problema de despa-
cho, que usam multiplicadores Lagrangianos, programação quadrática ou métodos interi-
ores, encontram dificuldades ou são simplesmente ineficazes nas soluções com modelos de
maior complexidade, já que as caracteŕısticas das unidades geradoras são inerentemente
não-lineares e formam um espaço de busca não-convexo. Quando modelagens mais realis-
tas são utilizadas, i.e., com efeito do ponto de válvula, taxas limites de rampa ou zonas
proibidas, o espaço de busca deixa de ser adequado aos métodos dependentes de derivadas
por apresentar descontinuidades e múltiplos pontos de mı́nimos locais na função de custo
[30–32].
Em vista deste problema, o trabalho de Wong e Fung em 1993 [33] introduziu as
técnicas de inteligência computacional, métodos computacionais inspirados em fenômenos
naturais, tais como lógica Fuzzy, redes neurais e computação evolucionária, na aborda-
gem do despacho econômico por meio da aplicação do simulated annealing ao problema
considerando perdas de energia na rede elétrica. Conforme observado em [34], o método
apresentava facilidade de incorporar restrições e outras caracteŕısticas na formulação do
problema sem impedimentos de complexidade matemática e a garantia de uma solução
exata, embora não possúısse garantia de solução ótima, fatores estes que levaram os mé-
todos de inteligência computacional a ganhar destaque e atenção na área de sistemas de
potência.
No mesmo ano, em 1993, Walters e Sheble [35] apresentou uma solução ao despa-
cho econômico com efeito do ponto de válvula por algoritmo genético. Walters e Sheble
mencionam que na época, a abordagem clássica para solução deste problema em espećıfico
era a utilização da programação dinâmica, como no trabalho de Shoults et al. em 1986
[36], porém este método sofria de dois grandes problemas. O primeiro, a “maldição de
dimensionalidade”, quando as dimensões do problema se tornam extremamente grandes
devido a enumeração completa do espaço de soluções. O segundo era o número excessivo
de avaliações do problema criados pela relação recursiva do método [37].
Em 2003, Gaing [38] introduziu caracteŕısticas não-lineares dos geradores como
25
taxas limites de rampa, zonas de operação proibidas e funções de custo não-suaves ao
problema de despacho econômico, utilizando o algoritmo de otimização por enxame de
part́ıculas (Particle Swarm Optimization) para solução do problema.
Diversos trabalhos surgiram nesta nova linha de pesquisa, de metaheuŕısticas
aplicadas ao problema de despacho econômico de energia elétrica, como a aplicação de
algoritmo genético [35, 39], diferentes métodos de programação evolucionária [40], busca
harmônica [41–44], otimização por colônia de formigas [45, 46], algoritmo migratório auto-
organizante [47], evolução diferencial [48], algoritmo de seleção clonal [49], otimização
baseada em biogeografia combinada com abordagem presa-predador [50] e até mesmo
algoritmos h́ıbridos de otimização por enxame de part́ıculas com filtragem impĺıcita [51]
e com métodos Quasi-Newton [52].
O recente foco em otimização por enxame de part́ıculas resultou em diversos
trabalhos como [53, 54], para citar alguns, e também no trabalho de Mahor, Prasad e
Rangnekar em 2009 [55], um sumário de aplicações desta metaheuŕıstica e suas variantes
ao problema, onde o despacho econômico é considerado um dos problemas de otimização
mais complexos.
De fato, a complexidade deste problema é o motivo pelo qual competições de
performance de métodos da computação evolucionária como a IEEE Congress on Evolu-
tionary Computation de 2011 utilizam casos de estudo de despacho econômico de energia
elétrica [56].
1.1 Objetivos
Os objetivos desta pesquisa foram divididos em geral e espećıficos, os quais são
sumarizados nas subseções a seguir.
1.1.1 Objetivo Geral
Levantar o desempenho de metaheuŕısticas, através da aplicação de métodos e
comparação de resultados em problemas de despacho econômico de energia elétrica mo-
delados com efeito do ponto de válvula, taxas limites de rampa ou zonas proibidas.
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1.1.2 Objetivos Espećıficos
Visando alcançar o objetivo geral, os seguintes objetivos espećıficos foram traça-
dos:
• Projetar e implementar o algoritmo genético;
• Projetar e implementar a evolução diferencial;
• Projetar e implementar a otimização por enxame de part́ıculas;
• Projetar e implementar o algoritmo de seleção clonal;
• Projetar e implementar o algoritmo de otimização por fogos de artif́ıcio;
• Projetar e implementar a otimização big bang - big crunch;
• Projetar e implementar a covariance matrix adaptation - evolution strategy ;
• Projetar e implementar o simulated annealing ;
• Projetar e implementar o aprendizado incremental baseado em população;
• Aplicar as metaheuŕısticas implementadas aos estudos de casos de despacho econô-
mico conhecidos na literatura, modelados com efeito do ponto de válvula;
• Comparar os resultados obtidos através de métricas como melhor média obtida em
diversos experimentos de otimização e tempo médio de avaliação dos experimentos;
• Avaliar os resultados obtidos através do teste estat́ıstico de significância de diferen-
ças de Wilcoxon.
1.2 Estrutura da Dissertação
Esta dissertação está organizada da seguinte maneira.
O caṕıtulo 2, denominado Análise do Fluxo de Potência, detalha os problemas de
despacho econômico de energia elétrica e fluxo de potência ótimo, assim como os modelos
do ponto de válvula, taxas limites de rampa e zonas proibidas.
O caṕıtulo 3, denominado Métodos Clássicos de Otimização, apresenta superfi-
cialmente a maioria dos métodos determińısticos de otimização aplicados aos problemas
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de otimização em sistemas de potência, dando maior detalhe e embasamento ao método
mais comum, o método dos pontos interiores. Nesta seção, também é detalhado o motivo
pelo qual estes métodos são inadequados para solucionar as formulações mais complexas
dos problemas de despacho econômico e fluxo de potência ótimo.
O caṕıtulo 4, denominado Métodos Estocásticos de Otimização (Metaheuŕısticas),
apresenta os métodos de otimização estocástica implementados e utilizados neste trabalho,
como: algoritmo genético; evolução diferencial; otimização por enxame de part́ıculas;
algoritmo de seleção clonal; algoritmo de otimização por fogos de artif́ıcio; otimização big
bang - big crunch; estratégia evolutiva com adaptação da matriz de covariância; busca
incremental baseada em população e simulated annealing.
O caṕıtulo 5, denominado Casos de Estudo, apresenta os casos de estudo utiliza-
dos nesta dissertação.
O caṕıtulo 6, denominado Resultados, apresenta inicialmente os métodos de ava-
liação e suas condições, assim como os fundamentos estat́ısticos utilizados na validação de
resultados e, posteriormente, os resultados obtidos pelas metaheuŕısticas nos problemas
de despacho econômico.
Finalmente, o caṕıtulo 7, denominado Conclusão, encerra o documento desta
dissertação, revendo e resumindo os objetivos do projeto e os resultados obtidos com uma
breve análise sobre a aplicação das metaheuŕısticas ao problema de despacho econômico.
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2 Análise de Sistemas de Potência
Este caṕıtulo introduz a análise de sistemas de potência, detalhando as carac-
teŕısticas das unidades geradoras, e um de seus principais problemas de otimização, o
despacho econômico de energia elétrica. O outro problema de otimização, o fluxo de
potência ótimo, encontra-se detalhado no apêndice A. São detalhadas as modelagens
mais complexas deste problema, envolvendo o efeito do ponto de válvula, taxas limites de
rampa, zonas proibidas, reserva de giro e perdas.
2.1 Unidades Geradoras
A caracteŕıstica de entrada-sáıda das unidades geradoras elétricas é expressa por
uma função de custo de operação. Além dos custos de combust́ıvel, como custo do material
e custo de transporte, existem também os custos de operação e manutenção das unidades.
Estes custos, por serem complicados de expressar matematicamente, são considerados
como uma constante no custo de operação [1].
Tomando as unidades termoelétricas como exemplo, estas unidades podem ser
analisadas em uma escala macro, considerando apenas a caldeira, turbina a vapor e o
gerador de energia elétrica. A relação entre o combust́ıvel da caldeira, o volume de vapor
na turbina e a sáıda do gerador em energia elétrica, pode ser expressa como uma curva
convexa [1]. Esta relação não-linear é normalmente expressa na literatura como uma
equação quadrática, conforme a equação:
FC(PG) = aP2G +bPG + c , (2.1)
onde FC é a função de custo de uma unidade geradora, PG é a potência ativa gerada
por uma unidade geradora elétrica e os termos a,b,c são coeficientes da caracteŕıstica de
entrada-sáıda. Esta relação de entrada-sáıda pode ser expressa graficamente para uma
unidade termoelétrica, conforme mostrado na figura 2.1, e para uma unidade hidroelétrica,
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como na figura 2.2. Já os limites de uma unidade geradora, são expressados como:
PG min ≤ PG ≤ PG max , (2.2)
Figura 2.1: Caracteŕıstica de entrada-sáıda de uma unidade geradora termoelétrica, adap-
tada de Zhu [1].
onde PG min é o limite inferior de potência e PG max é o limite superior. Estes limites tem
origens em condições técnicas das unidades geradoras ou limitações operativas da rede.
2.2 Despacho Econômico
O problema de despacho econômico de energia elétrica teve sua origem em meados
de 1920, quando engenheiros estavam preocupados com o problema de alocação econô-
mica das unidades geradoras ou a divisão adequada de carga entre as unidades geradoras
dispońıveis [2].
Considerando um sistema de potência com uma demanda total PD, NG geradores
e sendo i = 1,2, ...,NG o ı́ndice de cada gerador, o problema do despacho econômico básico,
ou despacho econômico clássico, é a minimização de custos de geração de energia para
suprir uma demanda, matematicamente expressado por:
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Figura 2.2: Caracteŕıstica de entrada-sáıda de uma unidade geradora hidroelétrica, adap-












PGi min ≤ PGi ≤ PGi max i ∈ NG .
Esta formulação é conhecida como despacho econômico estático (DEE), pois a
demanda considerada é para um peŕıodo espećıfico de operação, geralmente uma hora
[56]. É esta a formulação matemática usada nesta dissertação.
Existe também o problema de despacho econômico dinâmico (DED), onde deve
ser determinada a agenda de potência para um peŕıodo de 24 horas de operação, com uma
demanda de potência variante no peŕıodo. Pode-se dizer que a dimensão do DED é de 24
DEE.
Outra formulação do problema, é o despacho econômico com restrições de segu-












PGi = PD∣∣Pi j∣∣≤ Pi j max i, j ∈ NL
PGi min ≤ PGi ≤ PGi max i ∈ NG .
onde NL é o número de linhas de transmissão em um sistema, Vi é a magnitude de tensão
elétrica na barra de um sistema, θi j é o ângulo de fase na barra de um sistema e Pi j é o
fluxo de potência ativa em uma linha, determinado por:
Pi j =V 2i gi j−ViVj
(




Estão seção trata dos modelos utilizados para aproximar as condições simuladas
de operação de um sistema de potência das condições reais. O espaço de busca do pro-
blema modelado com estas variações é altamente não-linear, descont́ınuo, não-convexo
e fortemente multimodal, por serem criadas com o intuito de tornar a modelagem mais
realista, i.e., mais próxima das condições reais de operação dos sistemas modelados e por-
tanto, mais complexa. Encontram-se nesta seção as variações de modelagem como taxas
limites de rampa, zonas de operação proibidas, reserva de giro, perdas e função de custo
não-suave, com efeito de carregamento do ponto de válvula.
2.3.1 Efeito do Ponto de Válvula
O efeito de carregamento do ponto de válvula é uma das modificações mais im-
pactantes na modelagem do despacho e do fluxo ótimo. O “ponto de válvula” é o instante
logo antes da abertura de uma válvula [57]. No momento da abertura, o vapor pressuri-
zado liberado pela válvula se expande rapidamente, diminuindo a eficiência energética do
vapor devido a queda de pressão [58] e criando uma curva caracteŕıstica conhecida como
“laço de válvula”, em gráficos medindo calor, pressão ou eficiência energética na turbina.
Este efeito pode ser expressado matematicamente através da função seno [35],
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expandindo a equação 2.1:
FC(Pg) = aP2G +bPG + c+ |e · sen( f (PG min−PG))| , (2.6)
onde e e f são constantes espećıficas do efeito de carregamento do ponto de válvula de um
gerador. Este efeito introduz múltiplos mı́nimos devido a função seno na função de custo
dos geradores, tornando-a não-convexa, e o módulo a torna não-diferenciável, descont́ınua,
nos pontos de válvula. Seu impacto na equação de custo de um gerador, os pontos de
válvula e os laços de válvula podem ser observados na figura 2.3.
Figura 2.3: Caracteŕıstica de entrada-sáıda de uma unidade geradora termoelétrica com
efeito de carregamento do ponto de válvula na linha cont́ınua e sem efeito na linha tra-
cejada, com parâmetros a = 0,00028; b = 8,1; c = 550; e = 300; f = 0,035; PG min = 0 e
PG max = 680.
2.3.2 Taxas Limites de Rampa
Uma das suposições que prevaleceu na simplificação do problema de despacho nas
pesquisas primordiais era o ajuste instantâneo de potência na sáıda das unidades geradoras
[56]. Por limitações operacionais, a mudança na quantidade de potência despachada de um
estado ao outro não ocorre instantaneamente. Estas limitações podem ser expressas como
variações cont́ınuas nas sáıdas de potência das unidades geradoras, onde cada unidade
possui valores máximos de acréscimos e decréscimos de potência, os limites de rampa,
exibidos pictoricamente na figura 2.4, por peŕıodos, geralmente uma hora. Esta limitação
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teve suas primeiras formulações nos trabalhos de Bechert, Kwatny e Chen, no peŕıodo
entre 1972 e 1977 [59–61] e é expressa pela seguinte restrição:
max(PGi min,P0Gi−DRi)≤ PGi ≤ min(PGi max,P0Gi +URi) . (2.7)
Figura 2.4: Caracteŕısticas de entrada-sáıda entre estados de uma unidade geradora limi-
tada por taxas limites de rampa.
onde P0Gi é a condição inicial de potência despachada no sistema, ou a potência despachada
no estado anterior, DRi é o limite de decréscimo de potência, down ramp, e URi é o limite
de acréscimo de potência, up ramp.
2.3.3 Zonas Proibidas de Operação
Limitações f́ısicas de componentes das máquinas ou instabilidade das unidades
geradoras podem criar uma ou mais zonas onde a operação é restrita, ,consequentemente, a
função de custo se torna descont́ınua nestas zonas proibidas [56]. As primeiras formulações
das zonas proibidas apareceram em meados de 1990, com trabalhos como [62–64]. Para
uma unidade geradora i, esta restrição é expressada matematicamente como:
PGi ≤ P̌pz e PGi ≥ P̂pz , (2.8)
onde P̌pz é o limite inferior de zona proibida de operação e P̂pz é o limite superior de zona
proibida de operação. Esta restrição pode ser vista graficamente na figura 2.5.
2.3.4 Reserva de Giro
Em situações de falha de unidades geradoras, é necessário que o sistema possa
suprir a potência faltante através da elevação da potência gerada em outras unidades da
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Figura 2.5: Caracteŕıstica de entrada-sáıda de uma unidade geradora com uma zona
proibida de operação.
rede. Para que isto seja feito, é necessário que estas unidades sejam deixadas proposital-
mente com folgas em relação ao limite máximo de geração de energia, a reserva de giro,
onde a soma das reservas de giro de cada unidade compõe a reserva de giro total [34].




Si > SR , (2.9)
onde SR é a reserva de giro total, Si é a reserva de giro unitária definida por:
Si = min((PGi max−PGi),Si max) i ∈ (Ψ−ψ) , (2.10)
onde Ψ é o conjunto de todas as unidades geradoras despacháveis e ψ é o conjunto das
unidades geradoras que compõe a reserva de giro.
2.3.5 Perdas
Quanto maior a dimensão de um sistema de potência, maior é o efeito das perdas
de energia nas linhas de transmissão e distribuição, especialmente quando a potência é
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transmitida através de longas distâncias ou com baixa densidade de carga [34]. Estas
perdas de potência ativa na transmissão podem atingir até 20 a 30% da demanda total
de carga [66].
Idealmente, as equações exatas de fluxo de potência deveriam ser utilizadas para
expressar as perdas de potência ativa no sistema de potência. Entretanto, pode-se expres-
sar as perdas exclusivamente em termos da potência ativa gerada [66, 67]. Esta expressão
é conhecida como fórmula de perdas, método do coeficiente B ou fórmula de perdas pela
matriz B. O modelo mais antigo e mais simples é a fórmula aproximada de George [68],








PGiBi jPG j . (2.11)
Em busca de uma expressão mais precisa para representar as perdas de potência,
foram adicionados um termo linear e uma constante à expressão quadrática original. A
expressão resultante é a mais utilizada para representação de perdas de potência ativa e
é conhecida como fórmula de perdas de Kron [69], criada em 1952 e utilizada até os dias












Bi0PGi +B00 , (2.12)
onde Bi j, Bi0 e B00 são os coeficientes de perda de transmissão, também conhecidos como
matriz B. Uma derivação didática da equação 2.12 a partir das equações de fluxo de
potência pode ser encontrada em [66].
Para o problema do despacho econômico, a equação do balanço de potências
ativas, uma das restrições na equação 2.3, é modificada para considerar as perdas através




PGi = PD +PPerdas . (2.13)
O efeito das perdas pode ser visto na figura 2.6, ou para melhor visualização,
devido ao efeito da distância [74], em escala logaŕıtmica na figura 2.7. Observa-se nestas
figuras que a existência de perdas reduz significativamente a taxa de variação da função
de balanço de potência próxima ao balanço de potência nulo, tornando a região quase
plana, o que dificulta significativamente a habilidade das metaheuŕısticas em encontrar o
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ponto nulo.
Figura 2.6: Efeito de perdas na equação de balanço de potência. Em a) é exibida a malha
da equação sem perdas e em b) considerando perdas.
Figura 2.7: Efeito de perdas na equação de balanço de potência. Em a) é exibida a malha
da equação sem perdas e em b) considerando perdas, em escala logaŕıtmica para melhor
visualização.
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3 Métodos Clássicos de Otimização
Este caṕıtulo apresenta superficialmente alguns dos métodos tradicionalmente
utilizados em problemas de otimização em sistemas de potência, por motivos de contexto.
Talvez o mais conhecido e amplamente utilizado destes métodos, o método dos pontos
interiores (MPI), é apresentado em detalhes, assim como as condições de otimalidade de
Karush-Kuhn-Tucker (KKT), para que finalmente sejam feitas considerações a respeito
dos métodos dependentes em derivadas e seus contra-tempos nas modelagens mais com-
plexas dos problemas de potência.
Alguns dos métodos tradicionalmente utilizados são o método lambda [22], pro-
jeção do gradiente [23] e a programação dinâmica [25]. Porém estes foram gradualmente
substitúıdos pelos métodos abaixo.
3.1 Programação Linear
Na programação linear é necessário linearizar a função objetivo, o que reduz
drasticamente a eficácia da minimização das funções de custo dos geradores, altamente
não-lineares. Em [75] a programação linear recursiva é utilizada para minimizar perdas
e encontrar a alocação ótima de capacitores em um sistema de distribuição e em [76] a
programação linear é utilizada no fluxo de potência ótimo para minimizar as perdas de
transmissão e margens reativas dos gerados no sistema espanhol de potência.
3.2 Aproximações Sucessivas de Newton-Raphson
O método de Newton-Raphson utiliza aproximações sucessivas baseadas em de-
rivadas para encontrar o mı́nimo de uma função a partir de um ponto inicial, o que torna
o método altamente dependente das condições iniciais e inapto a busca em funções com
múltiplos mı́nimos, devido a facilidade de se prender em um mı́nimo local. Em [77] uma
variação do método é utilizada para resolver o despacho de emissões em tempo real e em
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[78] é apresentado um algoritmo de Newton semi-suave para resolver problemas de fluxo
ótimo de potência.
3.3 Programação Não-linear e Programação Quadrática
A programação Não-Linear lida com problemas envolvendo funções de custo e
restrições não-lineares. Em [79] é proposta um novo método não-linear, a programação
de fluxo de rede convexa para resolver o despacho econômico multi-área com restrições de
segurança. Um caso especial da programação não-linear é a programação quadrática, onde
a função de custo é quadrática e as restrições são lineares. Em [80] é apresentado uma
extensão das condições de Karush-Kuhn-Tucker e um modelo generalizado com equação
quadrática do fluxo de potência ótimo e em [81] é proposta uma solução ao despacho
econômico com restrições de segurança usando programação quadrática.
3.4 Método dos Pontos Interiores
3.4.1 Problema de Otimização com Restrições





sujeito a: g(u) = 0
hmin ≤ h(u)≤ hmax,
onde u é o vetor de variáveis do problema, f (u) é a função objetivo a ser minimizada, g(u)
é a função de restrições de igualdade, h(u) é a função de restrições de desigualdade. As
restrições de desigualdade são transformadas em restrições de igualdade com a introdução
de variáveis de folga, s, de acordo com:
h(u)−hmin− smin = 0, (3.2)
h(u)−hmax + smax = 0, (3.3)
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onde smin e smax são as variáveis de folga, estritamente positivas, de limites mı́nimos e
máximos, respectivamente.
Para representar as restrições de não-negatividade das variáveis de folga, o pro-
blema é modificado com a introdução da barreira logaŕıtmica na função objetivo, a qual
penaliza as soluções próximas aos limites de desigualdade, ou seja, associadas as variá-
veis de folga próximas ao zero. Pode ser visto pela figura 3.1 que a barreira logaŕıtmica
tende ao infinito quando x tende a zero e que valores distantes do zero tendem a valores
negativos, promovendo a minimização.
Figura 3.1: Curva t́ıpica da barreira logaŕıtmica, onde a barreira tende ao infinito quando
próxima ao zero.
Com a introdução da barreira logaŕıtmica, a função Lagrangeana [82] do problema
passa a ser:
L (u,λ ,πmin,πmax,smin,smax) = f (u)+λ T ·g(u)+ (3.4)






onde λ , πmin e πmax são os lagrangeanos da função de igualdade, função de desigualdade
de limites inferiores e função de desigualdade de limites superiores, respectivamente. O
parâmetro µ é o parâmetro barreira, µ ≥ 0.
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O novo problema de otimização passa a ser:
min L (u,λ ,πmin,πmax,smin,smax) (3.5)
sujeito a: smin ≥ 0 e smax ≥ 0
π
min ≤ 0 e πmax ≥ 0.
3.4.2 Condições de Karush-Kuhn-Tucker
As condições de otimalidade de Karush-Kuhn-Tucker (KKT) [83, 84] são ne-
cessárias para se encontrar o ótimo de um problema de otimização. Um ponto z =
[uT λ T (πmin)T (πmax)T (smin)T (smax)T ] é dado como solução do problema se o mesmo satisfaz
as condições de KKT, dadas por:
∇uL (z) = 0⇒ ∇u f (u)+λ · [∇ug(u)]T +(πmin +πmax) · [∇uh(u)]T = 0, (3.6)
∇λ L (z) = 0⇒ g(u) = 0, (3.7)
∇πminL (z) = 0⇒ h(u)−hmin− smin = 0, (3.8)
∇πmaxL (z) = 0⇒ h(u)−hmax + smax = 0, (3.9)
∇sminL (z) = 0⇒−µ · e−Smin ·πmin = 0, (3.10)
∇smaxL (z) = 0⇒−µ · e+Smax ·πmax = 0, (3.11)
sendo e um vetor unitário com dimensão Ndes, Smin e Smax são matrizes diagonais compostas
pelos elementos de smin e smax, respectivamente.
3.4.3 Método dos Pontos Interiores Primal-Dual
O método dos pontos interiores primal-dual é facilmente encontrado na literatura
em aplicações de otimização em sistemas de potência [26–28]. O método é conhecido como
pontos interiores pois a cada iteração os passos são mantidos dentro da região fact́ıvel da
solução do problema, e como primal-dual por utilizar variáveis primais, as variáveis u do
problema e as variáveis de folga smin e smax, e também variáveis duais, essencialmente
os multiplicadores de Lagrange λ , pimin e pimax. Após a adaptação das restrições de
desigualdade em restrições de igualdade, o uso da barreira logaŕıtmica penaliza as soluções
próximas aos limites de desigualdade ou associadas as variáveis de folga próximas ao zero.
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Para se encontrar os pontos que satisfazem a função Lagrangeana associada com
o problema, necessita-se efetuar passos sucessivos utilizando o método de Newton. Como
os incrementos obtidos em cada iteração do método de Newton podem violar as restrições
de igualdade, os mesmos não podem ser aplicados diretamente ao vetor solução z. Desta
maneira, os incrementos devem ser testados a cada iteração do método e, se necessário,
devem ser modificados de maneira que o vetor solução z esteja, a todas iterações, dentro
da região de factibilidade do problema.
A iniciação das variáveis, primais e duais, é de acentuado impacto na convergência
do método, afim de garantir a interioridade inicial do vetor solução z na região fact́ıvel do
problema. Para tanto, as variáveis u são iniciadas como a metade da soma de seus valores
máximos e mı́nimos, em seguida, as variáveis de folga são calculadas a partir das equações
(3.8) e (3.9), finalmente, as variáveis duais associadas com as restrições de desigualdade
são calculadas a partir das equações (3.10) e (3.11). As variáveis duais associadas com
as restrições de igualdade são iniciadas com valores unitários e arbitra-se um valor inicial
para o parâmetro barreira µ .
O método de Newton pode ser aplicado ao problema, resumindo as equações das
condições de KKT (3.6-3.11) como:
ρ(z) = 0, (3.12)
então, considerando z∗ como o ponto ótimo encontrado na iteração atual, as aproximações
sucessivas do método de Newton são dadas por:
ρ(z∗+∆z) = ρ(z∗)+∇zρ(z)|z∗ ·∆z. (3.13)
Pelas condições de KKT, a escolha de ∆z deve ser tal que ρ(z∗+∆z) = 0, da
equação (3.13):
∇zρ(z)|z∗ ·∆z =−ρ(z∗), (3.14)
sendo ∇zρ(z)|z∗ a matriz Hessiana W . A solução iterativa da equação 3.14 encontra os
passos das variáveis do vetor z, um controle de passo é necessário afim de garantir a
positividade das variáveis de folga, convergindo ao ótimo do problema.
Algumas observações são necessárias a respeito deste sistema. O sistema criado
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pelas condições de KKT nas equações (3.6-3.11) é não-linear pois as equações (3.10) e
(3.11) tem solução apenas através de método iterativo, isto é devido a necessidade do
termo S ser zero, ou o termo pi, ou ambos.
3.5 Considerações
Considerando os métodos apresentados neste caṕıtulo, observa-se que os métodos
convencionais como iteração lambda e métodos baseados em gradiente dependem forte-
mente da convexidade de um problema para encontrar a solução ótima.
Com isto em mente, as primeiras pesquisas de otimização em sistemas de potência
dependeram fortemente da suposição de que os sistemas de potência possúıam funções de
custo convexas. Entretanto, esta suposição não é válida já que as funções de custo exibem
não-linearidades de altas ordens, descontinuidades devido a zonas proibidas de operação,
taxas limites de rampa e efeito do ponto de válvula [85].
Para que o problema de despacho econômico seja prático, a função de custo deve
ser realisticamente expressa como diversas partes não-lineares ao contrário de uma apro-
ximação por uma única função quadrática. O problema clássico do despacho econômico
quando associado ao efeito de ponto de válvula e outras restrições operativas, dá origem
a um problema de otimização não-suave com fortes restrições de igualdade e desigual-
dade, com caracteŕısticas complexas e múltiplos mı́nimos, o que torna o desafio de obter
o mı́nimo global muito dif́ıcil.
Mais especificamente, os métodos tradicionais encontram problemas de conver-
gência em qualquer problema não-convexo, devido a quantidade de mı́nimos locais. Mé-
todos baseado em aproximações sucessivas de Newton são extremamente senśıveis as con-
dições iniciais e podem falhar a convergir devido a condições iniciais inapropriadas, a mi-
nimização sequencial sem restrições é conhecida por exibir dificuldades numéricas quando
os fatores de penalidade são muito altos, a programação linear tem fortes desvantagens
devido as aproximações lineares e o método dos pontos interiores pode encontrar soluções
do problema sub-linear que são não-fact́ıveis no domı́nio do problema não-linear [86].
No geral, todos estes métodos são incapazes de resolver a maioria dos problemas
não-lineares satisfatoriamente, especialmente quando no domı́nio de funções não-convexas
e não-diferenciáveis. Embora o método de programação dinâmica seja o único que não
apresente problemas de convergência aos problemas de potência, ele sofre dos problemas
de dimensionalidade e número excessivo de avaliações [85].
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4 Métodos Estocásticos de Otimização
(Metaheuŕısticas)
As metaheuŕısticas fazem poucas ou nenhuma suposição sobre a estrutura do pro-
blema a ser otimizado e ao contrário dos algoritmos determińısticos, como projeção do
gradiente e aproximações sucessivas de Newton, as metaheuŕısticas não necessitam de de-
rivadas. A ausência de conhecimento exato da estrutura do problema cria a incapacidade
das metaheuŕısticas em fornecerem a garantia de ótimo, já que não é posśıvel formular
as condições de ótimo de KKT [83, 84]. Entretanto, por não dependerem da estrutura
de problemas diferenciáveis ou sequer da existência de derivadas, tem sua aplicação mais
adequada a problemas reais (NP-dif́ıcil) os quais são geralmente não-convexos, descont́ı-
nuos e multimodais. Além disso, as metaheuŕısticas são menos senśıveis a “maldição de
dimensionalidade” [37].
Os trabalhos sobre métodos de Monte Carlo por John von Neumann e Stanis-
law Ulam em meados de 1940, descritos por Eckhardt [87], aperfeiçoaram os métodos de
geração de números pseudoaleatórios e criaram a noção de métodos computacionais de-
pendentes de amostragens aleatórias para computar resultados, fundamentando diversos
trabalhos futuros como o primeiro método de busca estocástica por Robbins e Monro,
publicado em [88]. A figura 4.1 apresenta uma visão histórica com alguns dos principais
paradigmas, incluindo os utilizados nesta dissertação, como:
Figura 4.1: Linha do tempo das metaheuŕısticas, exibindo alguns dos principais paradig-
mas.
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• 1951: Robbins e Monro publicam o primeiro trabalho sobre métodos estocásticos de
otimização [88].
• 1953: Metropolis, Hastings et al. publicam o algoritmo Metropolis - Hastings [89].
• 1963: Rastrigin propõe a busca aleatória [90].
• 1966: Fogel et al. propõe a programação evolucionária [91].
• 1975: Holland propõe o algoritmo genético [92–94].
• 1978: Mercer e Sampson propõe a primeira aplicação de metaotimização, utilizar
um otimizador para ajustar parâmeros de outro [95].
• 1980: Smith detalha a programação genética [30] [96].
• 1983: Kirkpatrick et al. propõe o cozimento simulado [97].
• 1986: Glover propõe a busca tabu e cria o termo “meta-heuŕıstica” [98].
• 1986: Farmer et al. desenvolvem o sistema imune artificial [99].
• 1989: Moscato propõe o algoritmo memético [100].
• 1994: Baluja propõe o aprendizado incremental baseado em população [101].
• 1995: Kennedy e Eberhart propõe a otimização por enxame de part́ıculas [102].
• 1995: Wolpert e Macready provam o teorema no free lunch para aprendizado de
máquinas [103].
• 1996: Mühlenbein e Paaß desenvolvem o algoritmo de estimação de distribuição
[104].
• 1996: Hansen e Ostermeier propõe o CMA-ES [105].
• 1997: Wolpert e Macready extendem o teorema no free lunch para otimização [106].
• 1997: Storn e Price propõe a evolução diferencial [107].
• 2002: de Castro e Von Zuben propõe o algoritmo de seleção clonal [108].
• 2006: Erol e Eksin propõe o algoritmo big bang-big crunch [109].
• 2010: Tan e Zhu propõe o algoritmo de otimização por fogos de artif́ıcio [110].
45
O termo metaheuŕıstica foi cunhado por Glover ao descrever a busca tabu como
“uma ‘meta-heuŕıstica’ superimposta sobre outra heuŕıstica” [98] e mais tarde essa defi-
nição foi aprimorada pelo mesmo pesquisador como “[metaheuŕısticas] se referem a uma
estratégia mestre que guia e modifica outras heuŕısticas para produzir soluções além da-
quelas normalmente geradas numa busca pelo ótimo local” [111]. Na discussão do que
exatamente define uma metaheuŕıstica ou não, Voss conclui “Uma meta-heuŕıstica é um
processo mestre iterativo que guia e modifica as operações de heuŕısticas subordinadas
para eficientemente produzir soluções de alta qualidade” [112].
O teorema no free lunch cunhado por Wolpert e Macready [103, 106] afirma que
diferentes algoritmos de otimização podem atingir diferentes resultados para um mesmo
problema, porém para todos os problemas posśıveis, não há como afirmar a superioridade
de um algoritmo em particular, neste contexto, todos os algoritmos são indistingúıveis. Se
um algoritmo obtém resultados superiores em alguns problemas, irá apresentar resultados
inferiores em outros, levando ao que Schaffer [113] chama de conservação da performance
de busca.
A consequência prática do teorema no free lunch é a necessidade de encontrar
algoritmos que obtenham melhor performance para determinados problemas, ao contrário
de aplicar um único algoritmo para todos os problemas.
No restante deste caṕıtulo são detalhadas as metaheuŕısticas utilizadas nesta
dissertação.
4.1 Algoritmo Genético (Genetic Algorithm)
O algoritmo genético (Genetic Algorithm - GA) criado por Holland [92–94] per-
tence a área de computação evolucionária (Evolutionary Computation - EC), ou evolutiva,
onde os métodos computacionais imitam os efeitos da seleção natural do processo evo-
lutivo. Este algoritmo, como o nome implica, trabalha com populações de indiv́ıduos
cuja representação se dá por cromossomos, sequências binárias na representação binária
e sequênciais reais na representação real. Estes cromossomos são estruturas de dados que
codificam uma solução potencial para um problema. Através dos processos evolutivos, os
cromossomos são recombinados, mutados e passam por um processo de seleção natural,
gerando assim novas soluções melhores que as da geração anterior.
No pseudocódigo 1 são apresentados os detalhes do método, sendo as entradas:
D o número de dimensões do problema, V R os limites das dimensões do problema, o value
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Pseudocódigo 1 Algoritmo Genético
Entrada: D,V R,Np,Pcr,Pm
Sáıda: best
pop← gera Np membros da população com dimensão D respeitando V R
stop← 0
enquanto stop = 0 faça
{Avalia a qualidade dos cromossomos.}
f itness← fob j(pop)
{Efetua o processo de seleção.}
parents← seleção(pop, f itness)
{Efetua crossover entre as soluções selecionadas, os pais, gerando novas soluções.}
pop← crossover(parents,Pcr)
{Efetua mutação nas novas soluções.}
pop←mutação(pop,Pm)





range, Np é o número de membros da população, Pcr é a probabilidade de crossover e Pm
a probabilidade de mutação. Os três principais operadores são a seleção, o crossover e a
mutação, pictoricamente apresentados na figura 4.2.
Figura 4.2: Operadores principais do algoritmo genético.
O operador de seleção, como o nome implica, seleciona os cromossomos, também
chamados de soluções, aleatoriamente para o processo de crossover. Existem diversas
variações deste operador e são citadas aqui as mais conhecidas. Normalização do fitness,
ou fitness scaling é quando o operador de seleção leva em conta o peso de cada solução
em relação ao seu fitness, como uma roleta onde as melhores soluções ocupam maior
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espaço e as piores soluções ocupam espaços menores, este processo seletivo é conhecido
como seleção proporcional ao fitness (fitness proportional selection) ou seleção da roleta
(roulette-wheel selection). Caso todas as soluções tenham o mesmo peso, logo a mesma
probabilidade, i.e., espaços iguais na roleta, o processo é conhecido como amostragem
estocástica universal (stochastic universal sampling). Outro método envolve a seleção
repetida do melhor indiv́ıduo de grupos aleatoriamente escolhidos, de acordo com uma
distribuição uniforme, conhecido como seleção por torneio (tournament selection). Há
também a variação onde são escolhidas proporções dos melhores indiv́ıduos, como a melhor
metade ou o melhor terço, conhecida como seleção truncada (truncation selection).
O operador de crossover é análogo ao processo de reprodução, sendo responsável
pela combinação dos cromossomos de diferentes membros da população, os pais escolhidos
no processo de seleção, gerando assim os cromossomos filhos. Neste operador, trechos dos
cromossomos são trocados entre os pais, criando novas soluções. Existem diversas possi-
bilidades a respeito do ponto de corte, onde o material é trocado, entre os cromossomos,
entretanto, as escolhas mais comuns são um ou dois pontos escolhidos aleatoriamente de
acordo com uma distribuição uniforme.
Uma modificação importante dos operadores de seleção e crossover é a seleção
elitista. Quando utilizada, os melhores membros da população são escolhidos para con-
tinuar na próxima geração sem alteração alguma, buscando manter as melhores soluções
encontradas.
Finalmente, o operador de mutação é análogo ao processo de mutação biológica e
existe para manter a diversidade nas soluções. Um exemplo t́ıpico de mutação no algoritmo
genético é a escolha aleatória de uma parte do cromossomo onde o valor é alterado do seu
estado original para um novo valor.
A codificação das soluções pode ser binária, resultando no algoritmo genético
binário (Binary Genetic Algorithm - BGA) ou real, resultando no algoritmo genético com
codificação real (Real coded Genetic Algorithm - RGA).
4.2 Otimização por Enxame de Part́ıculas (Particle Swarm Op-
timization)
A otimização por enxame de part́ıculas (Particle Swarm Optimization - PSO)
desenvolvida por Kennedy e Eberhart [102, 114], é um algoritmo de busca estocástica que
é similar aos algoritmos de computação evolucionária, porém a forma como a informação
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é utilizada para a otimização é inspirada não em operadores genéticos, mas na dinâmica
de enxames, mais especificamente, na simulação de comportamento social [115]. A técnica
foi desenvolvida após a observação de que grupos de pássaros percorrem o espaço de forma
aparentemente aleatória, em busca de alimento, e seguindo o pássaro mais próximo do
objetivo. Essa busca coordenada pelo grupo é chamada de inteligência de enxame. Cada
part́ıcula representa uma solução no espaço de busca e sua posição é regida por uma
equação que, a cada iteração, e de acordo com sua melhor posição já encontrada e de
acordo com a melhor posição encontrada pelo enxame, altera a velocidade da part́ıcula
em busca de melhores resultados. Os multiplicadores baseados na geração de números
aleatórios também são usados para criar a aleatoriedade da busca, conforme apresentado
no pseudocódigo 2.
Pseudocódigo 2 Otimização por Enxame de Part́ıculas
Entrada: D,V R,np,mv,winicio,w f im,c1,c2
Sáıda: best
pop← gera np membros da população com dimensão D respeitando V R
popvel ← 0
stop← 0
enquanto stop = 0 faça
{Atualiza velocidade das part́ıculas.}
r1 = rand()
r2 = rand()
popvel ← χ · (w · popvel + c1 · r1 · (pbest− pop)+ c2 · r2 · (gbest− pop))
popvel ← GrampeiaVelocidade(popvel,mv)
w← AtualizaInercia(w,winicio,w f im)
f pop← fob j(pop)
pbest← AtualizaMelhorPessoal(pop, f pop, pbest)
gbest← AtualizaMelhorGlobal(pop, f pop,gbest)





O algoritmo canônico, criado em 1995 [102], não apresentava o grampeamento
da velocidade nem o fator de inércia, presentes no pseudocódigo. O grampeamento da
velocidade foi introduzido em [114] para evitar o fenômeno conhecido como “explosão do
enxame”. É facilmente observável pela equação da atualização da velocidade que sem
restrição ao valor da velocidade máxima, vm, esta cresce indefinidamente, afastando as
part́ıculas de qualquer região identificada como o ótimo.
Entretanto, apenas a utilização do grampeamento da velocidade não é suficiente
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para a eficiência do algoritmo. Como demonstrado em um comparativo de técnicas da
computação evolucionária por Angeline [116], o enxame de part́ıculas rapidamente identi-
fica a região do ótimo porém tem dificuldades em ajustar a velocidade para valores baixos,
impossibilitando uma busca fina da área.
Em vista destes problemas, Clerc e Kenedy [117] alteraram a equação da veloci-
dade para incluir o peso de inércia w e χ o fator de constrição. No mesmo trabalho, são
propostos indicadores para as escolhas dos valores de c1, o parâmetro cognitivo, e c2, o
parâmetro social, como:







embora seja comum simplificar o processo, utilizando χ = 1. Quanto ao peso de inércia, é
comum a aplicação de uma função linear descendente [118, 119] com o objetivo de favorecer
a busca global no ińıcio e a busca local no fim. Quanto mais próximo de zero o peso de
inércia, menor o impacto da velocidade atual da part́ıcula, favorecendo a “exploitação”,
termo comum na literatura de PSO para a busca local. Respectivamente, quanto maior
o valor de inércia, maior o impacto da velocidade atual da part́ıcula na atualização da
posição, criando um efeito de inércia e fazendo a particular tender a seguir seu caminho
original, favorecendo a exploração, ou busca global.
Outros fatores do algoritmo são relacionados a troca entre exploitação, busca
local, e a exploração, busca global. O parâmetro c1 aumenta o impacto do conhecimento da
part́ıcula sobre seus arredores, favorecendo a busca no ótimo local, enquanto o parâmetro
c2 aumenta o impacto do conhecimento das part́ıculas sobre a melhor solução do enxame,
favorecendo a busca pelo ótimo global.
A convergência do algoritmo é dependente da escolha destes parâmetros e também
do problema, algumas sugestões de parâmetros na literatura estão presentes na tabela 4.1.
É observado em [120] que melhores resultados podem ser atingidos pela combinação de
peso de inércia e grampeamento da velocidade.
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Tabela 4.1: Parâmetros sugeridos na literatura para o PSO.
c1 c2 winicio w f im Referências
2,0 2,0 1,0 1,0 [114]
2,0 2,0 0,9 0,4 [119]
1,4962 0,7968 0,7968 0,7968 [121]
4.3 Evolução Diferencial (Differential Evolution)
A evolução diferencial (Differential Evolution - DE) [107, 122, 123] em problemas
deste tipo deve-se a alguns fatos importantes, já que utiliza mecanismos de seleção natural,
opera por sobre valores reais e não requer diferenciabilidade da função a ser otimizada,
visto que não utiliza o gradiente da função para guiar a otimização. Ainda, geralmente
não é necessário uma população numerosa para um funcionamento adequado da técnica.
De maneira simplificada, a DE evolui da seguinte forma: em cada iteração, para
cada individuo da população (vetor atual), um indiv́ıduo mutante é criado (vetor de
diferenças) e este é recombinado com o indiv́ıduo original para criar um novo indiv́ıduo
(vetor tentativa), se a função a ser otimizada tiver melhor valor para o novo indiv́ıduo,
este toma o lugar do atual e passa para a próxima iteração, senão, o atual permanece.
Há vários tipos de estratégias posśıveis na composição da DE, cada uma delas é
controlada por um de seus parâmetros: α especifica o vetor que será perturbado através
das diferenças, podendo este ser um vetor aleatório (rand) ou pode ser o vetor que atingiu
o melhor valor na função de custo até o momento (best); β define o número de diferenças
ponderadas a serem consideradas para a perturbação do vetor α na construção do vetor
de diferenças, e δ é o tipo de recombinação feita entre o vetor atual e o vetor de diferenças,
podendo ser exponencial (exp), feito para atuar como o crossover dos algoritmos genéticos,
onde o vetor tentativa é dividido em duas ou três partes (crossover de um ponto ou de dois,
respectivamente) as quais de acordo com certa probabilidade virão do vetor atual ou do
vetor de diferenças, sendo assim o vetor tentativa composto por seqüências de elementos
consecutivos do vetor atual ou vetor de diferenças (Zaharie, 2009); outra possibilidade
de recombinação é o modo binário (bin), onde para cada elemento do vetor do vetor
tentativa há a probabilidade deste vir do vetor atual ou do vetor de diferenças. Compondo
assim a representação DE/α/β/δ de posśıveis variantes de DE, sendo a mais comum a
DE/1/rand/bin originalmente proposta por Storn e Price [107].
O tamanho da população NP é cŕıtico para a busca do ótimo global [124], con-
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Pseudocódigo 3 Evolução Diferencial
Entrada: D,V R,Np,F,CR
Sáıda: best
pop← gera Np membros da população com dimensão D respeitando V R
stop← 0
enquanto stop = 0 faça
para cada popi ∈ pop faça
{Efetua seleção aleatória de três ı́ndices e calcula vetor de diferenças.}
[r1,r2,r3]← seleção(pop)
vi← popr1 +F · (popr2− popr3)
{Efetua crossover das diferenças.}
para j to D faça
se rand()<CR OR j = rnbr(i) então









{Se uma nova solução é melhor que a antiga, substitui.}










tudo uma grande população implicará na diminuição da velocidade de convergência e um
aumento no numero de avaliações da função de custo. É razoável para uma escolha inicial
NP = 10N, contudo valores de 2N a 40N possam considerados de acordo com o balanço
entre velocidade de convergência e robustez na busca do ótimo global [123].
A taxa de mutação (ou tamanho do passo), F , controla a amplificação do efeito
da diferença, e deve, na DE original, pertencer ao intervalo [0,2], porém, é usualmente
escolhido dentro de [0,5;1], pois é dito que valores fora deste intervalo são apenas oca-
sionalmente efetivos [107]. Um maior valor para F aumenta a probabilidade de escapar
de um ótimo local, dado que este deve estar acima de um determinado valor para evitar
convergência prematura [125, 126]. Em contrapartida, se F for muito alto, o número de
avaliações da função de custo até achar o ótimo cresce rapidamente [124].
Já a taxa de recombinação (ou crossover), CR, é a que controla o quanto de
cada um dos dois indiv́ıduos, o vetor original e o vetor de diferenças, comporá o novo
indiv́ıduo a ser comparado com o original. Basicamente, ele controla quais e quantos
serão os componentes a serem recombinados, sendo CR a probabilidade, logo CR∈ [0;1], da
componente atual do loop de recombinação de vir do vetor de diferenças, e o complementar
da probabilidade de vir do vetor original. O ı́ndice rnbr(i) é utilizado para garantir que
em todo novo indiv́ıduo haverá pelo menos uma componente proveniente do vetor de
diferenças. Um alto valor para CR aumenta a velocidade de convergência, afirma-se que
CR = 0,1 é uma boa escolha inicial [107], enquanto que valores mais próximos da unidade
podem ser utilizados para aumentar a velocidade da convergência. Sendo que valores mais
baixos, CR ∈ (0;0,2), são mais adequados para problemas separáveis, enquanto os mais
altos, CR ∈ (0,9;1), para os multimodais [123, 126].
4.4 Algoritmo de Seleção Clonal (Clonal Selection Algorithm)
O algoritmo de seleção clonal (CLONal selection ALGorithm - CLONALG) faz
parte dos sistemas imunes artificiais (Immune Artificial Systems - IAS), sendo inspirado
pela teoria de seleção clonal da imunidade adquirida. A teoria de seleção clonal [127] é
um modelo amplamente aceito para a imunidade adquirida, de acordo com a teoria, o
encontro cont́ınuo de linfócitos e ant́ıgenos ativa gatilhos biológicos que levam ao processo
de seleção dos linfócitos, criando uma afinidade maior na população de anticorpos em
relação aos ant́ıgenos. Este processo é, efetivamente, uma minimização do erro da função
de encontro dos anticorpos com os ant́ıgenos. Esta teoria deu origem, na computação, a
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classe de algoritmos de seleção clonal em sistemas imunes artificiais.
A teoria da seleção clonal tem diversas caracteŕısticas interessantes como: ma-
nutenção de um conjunto de memória, seleção e clonagem dos anticorpos mais frequen-
temente ativados, morte de anticorpos não-ativados, maturação da afinidade através do
processo de mutação, re-seleção proporcional de clones em relação a afinidade a ant́ıgenos,
geração e manutenção da diversidade.
Com o objetivo de criar um algoritmo de minimização ou classificação com es-
tas caracteŕısticas, o algoritmo de seleção clonal (Clonal Selection Algorithm - CSA) foi
proposto por [128] e após, com o conceito melhor desenvolvido, foi publicado em [108] e
renomeado com a sigla CLONALG. O algoritmo é detalhado no pseudocódigo 4.
Pseudocódigo 4 Algoritmo de seleção clonal
Entrada: D,V R,Nabs,Nsel,Nnew,β ,ρ
Sáıda: best
Ab← gera Np membros da população com dimensão D respeitando V R
stop← 0
enquanto stop = 0 faça
{Determina afinidade dos anticorpos.}
f = fob j(Ab);
{Seleciona os melhores.}
[Abn, fn] = SelecionaMelhores(Ab, f ,Nsel);
{Efetua a conagem proporcional a afinidade.}
[C, fc] = ClonagemProporcional(Abn, fn,β );
{Efetua a maturação da afinidade.}
Cmut = Hipermutação(C, fc,ρ);
{Determina a afinidade dos clones.}
fmut = fob j(Fob j,Cmut);
{Seleciona os melhores clones.}
[Abn, fn] = SelecionaMelhores(Cmut , fmut ,Nsel);
{Insere clones na população de anticorpos.}
[Ab, f ] = InsereClones(Ab,Abn , f , fn);
{Gera novos anticorpos.}
Abd = GeraAnticorpos(Nnew);
{Substitui os piores membros da população pelos novos anticorpos.}
Ab = SubstituiPiores(Ab,Abd , f );




f ← fob j(Ab)
best← SelecionaMelhor(Ab)
Em sua versão original o algoritmo apresenta clonagem proporcional a afinidade,
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similar à inspiração biológica. Isto é alcançado pela organização da população de anti-
corpos de acordo com a afinidade ao ant́ıgeno em ordem ascendente e então calculando o








onde i é o ı́ndice do anticorpo, i ∈ [1,Nabs]. Entretanto, para a versão de otimização
a clonagem proporcional a afinidade não é efetiva [129]. A abordagem recomendada é
utilizar a equação dada por [108]:
Nclones = round (β ·Nabs) . (4.4)
A mutação, também conhecida como maturação da afinidade, é dada por uma
taxa inversamente proporcional ao fitness de cada anticorpo. Isto é, anticorpos com baixa
afinidade ao ant́ıgeno irão sofrer mais mutações enquanto os anticorpos com melhor afi-
nidade irão sofrer menos mutações. Isto é realizado pela normalização da função objetivo
de cada anticorpo, fi, no espaço [0,1]. Então, um vetor de perturbação aleatória é gerado
para cada clone criado dos anticorpos, este vetor é ajustado pela taxa de mutação, que é
dada pela seguinte equação:
α = e(−ρ· fi) . (4.5)
O desempenho do método depende fortemente dos parâmetros definidos pelo
usuário, que são: tamanho da população de anticorpos, Nabs; tamanho do grupo de seleção
para clonagem, Nsel; tamanho do grupo restante de substituição, Nnew; fator de clonagem,
β e fator de mutação, rho.
4.5 Big Bang - Big Crunch
O algoritmo de otimização Big Bang - Big Crunch (BB-BC) por Erol [109], apre-
sentado no pseudocódigo 5, é inspirado na teoria da origem do universo. O método adota
os conceitos de que a aleatoriedade pode ser vista como dissipação de energia enquanto
convergência a um mı́nimo como atração gravitacional. Interpretando a dissipação de
energia como perturbação em part́ıculas ordenadas, gerando caos, ou desordem, a aleato-
riedade é utilizada como energia motriz para a criação de novas soluções, o caos, a partir
55
de soluções convergidas, a ordem.
Embora inspirado na f́ısica, o método pertence à computação evolucionária por
adotar os conceitos de população e evolução. Inicialmente, a população é distribúıda
uniformemente no espaço de busca, esta é a fase do Big Bang. A massa, ou atração gra-
vitacional, das soluções é obtida a partir da função objetivo. Iterativamente, o algoritmo
calculo o centro de massa do conjunto de soluções e então gera novas part́ıculas em um
espaço gradativamente menor, convergindo nas melhores soluções, na fase do Big Crunch.
Pseudocódigo 5 Big Bang - Big Crunch
Entrada: D,V R,Np,step
Sáıda: best
{Fase do Big Bang, gera população.}
pop← gera Np membros da população com dimensão D respeitando V R
stop← 0
it← 0
{Sequências repetidas de Big Crunch, limitando o espaço a cada iteração.}
enquanto stop = 0 faça
f pop← fob j(pop)
centro← CalculaCentroDeMassa(pop, f pop)
pop← centro+(V Rmax−V Rmin) · randn() · (0,5/(1+ it/step))
it← it +1




f pop← fob j(pop)
best← SelecionaMelhor(pop)
4.6 Algoritmo de Otimização por Fogos de Artif́ıcio (Fireworks
Optimization Algorithm)
O algoritmo proposto por Tan e Zhu [110] é conhecido como algoritmo de otimiza-
ção fireworks (Fireworks Optimization Algorithm - FOA), em homenagem a seu processo
inspirador, um show de fogos de artif́ıcio. Na visão de seus criadores, a explosão de um
único fogo de artif́ıcio pode ser vista como uma bosca local no espaço diretamente em
volta, enquanto a explosão de diversos fogos de artif́ıcio se assemelham a uma bosca glo-
bal. No trabalho original, o algoritmo é comparado contra a otimização por enxame de
part́ıculas e a otimização por enxame de part́ıculas clonal, mostrando melhores resultados
em funções de teste tanto em velocidade de convergência quanto melhor solução global.
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O pseudocódigo 6 apresenta o método, onde a variável D apresenta o número de
dimensões no espaço de busca, V R é uma matriz de limites superiores e inferiores para
cada dimensão, n apresenta a contagem de fogos de artif́ıcio, m é o limite de fáıscas do
tipo 1, m̂ é o limite de fáıscas do tipo 2, a é o parâmetro de limite inferior para arredondar
a quantidade de fáıscas do algoritmo 1, b o limite superior para o mesmo propósito A é a
amplitude máxima das explosões.
Pseudocódigo 6 Algoritmo de Otimização por Fogos de Artif́ıcio
Entrada: D,V R,n,m, m̂,a,b,A
Sáıda: best
f ireworks← gera n membros da população com dimensão D respeitando V R
stop← 0
enquanto stop = 0 faça
f x← fob j( f ireworks)
{Quantia diferenciada de fagulhas por fogo de artif́ıcio.}
si← CalculaQuantiaFagulhas( f ireworks, f x,m)
si← Arredonda(si,m∗a,m∗b)
Ai← CalculaAmplitudeExplosão( f ireworks, f x,A)
{Gera fagulhas para busca global.}
sparks1←GeraFagulhasTipo1( f ireworks,si,Ai)
{Gera fagulhas para busca local.}
sparks2←GeraFagulhasTipo2( f ireworks, m̂,Ai)
f sparks← fob j([sparks1,sparks2])
best← SelecionaMelhor([ f ireworks,sparks1,sparks2])
{Utiliza a distância entre todas as part́ıculas como pesos para a amostragem.}
weights← AvaliaDistâncias([ f ireworks,sparks1,sparks2])
selected← AmostragemAleatória(n−1, [ f ireworks,sparks1,sparks2],weights)
f ireworks← [best,selected]




Em uma abordagem literal ao pseudo-código, é dito que inicialmente, n fogos de
artif́ıcio são aleatoriamente colocados no espaço de busca respeitando os limites definidos
por V R. Após, até que um critério de parada seja satisfeito, os fogos de artif́ıcio são
avaliados.
A quantidade de fáıscas, si para cada explosão é diretamente dependente da
qualidade da solução, enquanto a amplitude da explosão, Ai, é inversamente dependente da
qualidade da explosão. Isto é, melhores soluções geram mais fáıscas em um espaço menor,
concentrando a busca local, enquanto soluções piores criam menos fáıscas em um espaço
maior, privilegiando a busca global. Isso reduz o esforço computacional sem denegrir a
57
eficiência do algoritmo.
As fáıscas do tipo 1 são numerosas e são utilizadas para a busca global, usando a
distribuição uniforme. Já as fáıscas do tipo 2 são poucas e utilizadas para a busca local,
utilizando a distribuição normal.
A quantidade de part́ıculas, e avaliações da função objetivo, são dependentes
da qualidade das soluções encontradas. No pior caso, há no máximo um total de n+
aṁ ·n+ m̂ part́ıculas ao final de cada iteração e apenas n part́ıculas procedem à próxima
iteração, através de um processo de seleção por amostragem, privilegiando a diversidade
das soluções.
4.7 Aprendizado Incremental Baseado em População (Popula-
tion Based Incremental Learning)
O aprendizado incremental baseado em população (Population Based Incremental
Learning - PBIL), por Baluja [101], é um algoritmo de otimização com abordagem esta-
t́ıstica e re-enforço de aprendizado, baseado em estimação de distribuição. Ao contrário
de outros algoritmos a evolução se dá para um vetor de probabilidades ao contrário de
membros individuais numa população. No PBIL, os genes são representados como valo-
res reais no espaco [0,1], em um vetor de probabilidades, indicando a probabilidade dos
alelo. Este vetor de probabilidades é utilizado para gerar novas soluções, que fornecem
informações ao processo evolutivo. O algoritmo é detalhado no pseudocódigo 7.
4.8 Covariance Matrix Adaptation - Evolution Strategy
A adaptação da matriz de covariância - estratégia de evolução (Covariance Matrix
Adaptation - Evolution Strategy - CMA-ES) [105, 130, 131] é um método da computação
evolucionária para otimização estocástica livre de derivadas para funções cont́ınuas com
variáveis reais. Este método apresenta bons resultados para grande parte dos problemas
de otimização, especialmente os problemas não-lineares e não-convexos.
O método essencialmente adapta uma matriz de covariância utilizando conhe-
cimento topólogico adquirido do problema a cada iteração, determinando a covariância
entre iterações e alinhando uma hiperelipsóide, conforme mostrado na Figura 4.3, numa
estratégia de evolução (EE) do tipo (µ ,λ )-EE. Isto é, os λ descendentes competem para
sobreviver e os µ ancestrais são completamente substitúıdos a cada geração.
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Pseudocódigo 7 Aprendizado Incremental Baseado em População




Learntotal ← Learnrate +Learnalt
Pvec← 0
enquanto stop = 0 faça
{Gera população com conhecimento do vetor de probabilidades.}
para i to Np faça
popi← rand(bitcount)
se popi < Pvec então
popi← 1




{Avalia população, escolhe melhor e pior soluções.}
f pop← fob j(pop)
best← EscolheMelhor(pop)
worst← EscolhePior(pop)
{Atualiza o vetor de probabilidades com as amostras obtidas.}
para i to bitcount faça
allelemin← best(i)
allelemax← worst(i)
se allelemin = allelemax então
Pvec i← (Pvec i · (1−Learnrate))+(allelemax ·Learnrate)
senão
Pvec i← (Pvec i · (1−Learntotal))+(allelemax ·Learntotal)
fim se
fim para
{Efetua mutação no vetor de probabilidades.}
para i to bitcount faça
se rand()< Pmut então
Pvec i← (Pvec i · (1−Factormut))+(round(rand()) ·Factormut)
fim se
fim para






Figura 4.3: Adaptação da covariância no CMA-ES. Com o passar das iterações, a distri-
buição das part́ıculas, gerada por uma função de base radial, a Gaussiana, tem sua média
e covariância adaptadas ao contorno da função objetivo.
Pseudocódigo 8 Covariance Matrix Adaptation - Evolution Strategy








enquanto stop = 0 faça
para cada i ∈ λ faça
xi← m+σ ·C randn()
fi← fob j(xi)
fim para
{Computa a nova média das melhores soluções.}
ḿ← m
m←Média(SelecionaMelhores(x,µ)) ·weights
{Atualiza o caminho de evolução de sigma.}
pσ ← AtualizaPSigma(pσ ,σ−1 ·C−1/2 · (m− ḿ))
{Atualiza o caminho de evolução da covariância.}
pC← AtualizaPCov(pC,σ−1 · (m− ḿ), pσ )
{Atualiza a matriz de covariância.}
C← AtualizaCov(C, pC,(xi− ḿ)/σ)
{Atualiza o passo σ .}
σ ← AtualizaSigma(σ , pσ )







O simulated annealing (SA) por Kirkpatrick et al. [97, 132], apresentado no
pseudocódigo 9, é um metodo de otimização inspirado no processo de recozimento na
metalurgia. Neste processo, o material é aquecido e resfriado controladamente para au-
mentar os tamanhos de seus cristais e reduzir seus defeitos. O calor leva os átomos a
se moverem de suas posições iniciais, interpretadas como um mı́nimo local de energia, e
vagar aleatoriamente por estados de maior energia. O resfriamento controlado aumenta
as chances destes átomos de encontrarem configurações com menor energia que a inicial.
O método é uma adaptação do algoritmo de amostragem de Metropolis-Hastings
[133], onde alguns movimentos que não melhoram o resultado buscado são permitidos se
permitem ao algoritmo explorar melhor o espaço de soluções.
O algoritmo inicia com um chute inicial e a cada iteração substitui a solução
atual por uma solução vizinha, escolhida com uma probabilidade que depende dos ńı-
veis de energia e do parâmetro de temperatura T . O parâmetro α controla o passo da
temperatura, o parâmetro k a constante de Boltzman e Enorm é o diferencial de energia
necessário para aceitar uma solução. A temperatura é gradualmente diminúıda durante as
iterações, de maneira que as soluções são alteradas constantemente no ińıcio, permitindo
movimentos longe do ótimo local e possivelmente próximos de um ótimo global. Con-
forme T se aproxima de zero, a aceitação de soluções diminui, gradativamente permitindo
apenas movimentos próximos de um mı́nimo. É a capacidade do algoritmo em permitir
movimentos para longe do mı́nimo local que o diferencia de métodos gulosos.
4.10 Validação Estat́ıstica
Por se tratarem de métodos estocásticos, os resultados apresentados pelas me-
taheuŕısticas são aleatórios e por isso é comum a utilização de diversos experimentos para
obter informações sobre a aplicação de uma metaheuŕıstica a um problema. Estes resul-
tados, sejam eles de esforço computacional ou valores das funções objetivo, podem ser
modelados como variáveis aleatórias e utilizados para a comparação dos algoritmos. Para
isto, são aplicados testes estat́ısticos sobre indicadores como a média ou a mediana das
amostras obtidas pelos experimentos.
Os testes estat́ısticos são efetuados para estimar que a confiança dos resultados
é cientificamente válida, i.e., determinar se uma conclusão obtida não é apenas resultado
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Pseudocódigo 9 Simulated Annealing








enquanto stop = 0 faça
iteration← iteration+1
{Resfriamento agendado.}
se iteration≥ iterationmax então
T = α ·T
iteration← 1
fim se
{Busca um vizinho próximo de s.}
snew← s+ rand(D)∗ randn()
enew← E(snew)
{Decisão de aceitação da nova solução.}
∆e← enew− e
Paccept ← exp(−∆e/(k ∗T ))




{Atualiza a melhor solução.}










de erro de amostragem [134].
Desta maneira, para analizar quantitativamente a performance dos algoritmos,
foram considerados os testes estat́ısticos de significância. Conforme afirmado por Garcia
[135], é possivel utilizar métodos paramétricos para este propósito desde que as amostras
assumam diversas condições estat́ısticas [136, 137].
Uma destas condições é a independência. Eventos independentes são aqueles
cuja probabilidade de ocorrência não é alterada pela ocorrência de outro evento. Outra
condição é a homocedasticidade (homoscedasticity), que indica igualdade das variâncias
nas amostras, já a esigualdade implica em heteroscedasticidade (heteroscedasticity).
Há também a condição de normalidade, i.e., a amostra deve se encaixar na dis-
tribuição normal, consequentemente, é necessário que a amostra passe em testes de nor-
malidade como os sugeridos em [137], Kolmogorov-Smirnov, Shapiro-Wilk e D”Agostino-
Pearson, antes de se considerar um método paramétrico.
Entretanto, o teorema de limite central é raramente realizado [138] devido a falta
de uma quantia significativa de pontos. Sendo assim, não é incomum encontrar conjuntos
de dados com distribuição não-normal em experimentos de algoritmos evolucionários [135].
Logo, um método não-paramétrico é frequentemente uma escolha mais segura
[135], sendo também mais robusto. Neste trabalho, o teste Wilcoxon rank-sum [139], ou
Mann-Whitney rank sum, é considerado como o teste não-paramétrico para os conjuntos
de dados obtidos pelos experimentos das metaheuŕısticas.
Proposto por Wilcoxon [140], o teste Wilcoxon rank-sum, em śıntese, teste a
hipótese nula (H0) de que, dadas amostras observadas a partir de duas populações A,
com na observações e B, com nb observações, tenham a mesma distribuição, i.e., que não
há significância estat́ıstica nos dados para afirmar que as duas populações são diferentes
[141]. Uma extensão deste teste é o teste Kruskal-Wallis, que extende o Wilcoxon para
mais de duas amostras, exemplificado na figura 4.4.
De acordo com um valor-p e uma métrica sob consideração, estes testes revelam
se um conjunto de amostras é significativamente diferente de outro conjunto, ou se não há
diferença. O valor de significância utilizado foi 5% e toda vez que o valor-p é menor que
a significância a hipótese nula (H0) é rejeitada, i.e., as amostras são significativamente
diferentes.
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Figura 4.4: Teste de Kruskal-Wallis para 4 populações geradas independentementes a
partir da distribuição normal com média 2 e variância 2.
4.11 Escolha do Número de Experimentos
Como os resultados obtidos pelas metaheuŕısticas podem ser interpretados como
variáveis aleatórias, é necessário determinar um valor para a quantidade de amostras,
i.e., o número de experimentos, para que as informações inferidas dos resultados sejam
estatisticamente satisfatórias.
Deve-se considerar que os intervalos de confiança para o desvio padrão na dis-
tribuição Chi-quadrado são dependentes do número de amostras. A seguinte equação










onde n é o número de amostras, σ é o desvio padrão e χ2 é a função inversa de distribuição
cumulativa Chi-quadrado. Quanto maior a quantidade de amostras, melhor é a precisão
da estimativa de desvio padrão. Isto pode ser visualizado na figura 4.5, onde o desvio
padrão é calculado para uma população aleatória cujo número de amostras varia de 1 a
40 e os limites de confiança estão a 95%.
Observa-se nesta figura que os limites de confiança começam a ter sua oscilação
reduzida a partir de 10 amostras porém é apenas a partir de 20 amostras que o desvio
padrão calculado tende ao valor verdadeiro. Nesta situação em particular, o desvio padrão
calculado e o real tem a feliz coincidência de apresentarem o mesmo valor no número de
amostras 30, entretanto, esta situação nem sempre acontece já que a população é aleatória.
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Figura 4.5: Desvio padrão de uma população aleatória. A linha tracejada fina denota os
limites de confiança superior e inferior, a linha tracejada longa apresenta o desvio padrão
verdadeiro da população e a linha cont́ınua o desvio padrão calculado.
Porém, de maneira geral, é seguro dizer que a partir de 30 amostras os limites de confiança
são suficientemente baixos e o desvio padrão calculado tende ao desvio padrão real.
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5 Estudo de Casos
Para o levantamento de desempenho dos algoritmos de otimização estocástica
foram escolhidos alguns casos conhecidos na literatura do problema de despacho econômico
de energia elétrica. Estes problemas abordam um amplo leque de variações como efeito do
ponto de válvula, taxas limites de rampa, zonas proibidas de operação, perdas, despacho
estático, despacho dinâmico e diferentes dimensionalidades.
Todos os casos são mono-objetivo, isto é, para todos os casos, deseja-se apenas
minimizar o custo da produção de energia pelos geradores para atender as exigências de
demanda, enquanto são respeitadas as restrições.
O conjunto de problemas foi dividido em dois: 7 problemas de despacho econômico
estático e 2 problemas de despacho econômico dinâmico. Logo, o conjunto de experimentos
realizados neste trabalho envolve 9 estudos de caso e pode ser resumido da seguinte forma:
− Despacho Estático
• caso 1: 6 geradores, demanda de 1263 MW, taxas limites de rampa, zonas
proibidas de operação e perdas;
• caso 2a: 13 geradores, demanda de 1800 MW e efeito do ponto de válvula;
• caso 2b: 13 geradores, demanda de 2520 MW e efeito do ponto de válvula;
• caso 3: 15 geradores, demanda de 2630 MW, taxas limites de rampa, zonas
proibidas de operação e perdas;
• caso 4: 20 geradores, demanda de 2500 MW e perdas;
• caso 5: 40 geradores, demanda de 10500 MW e efeito do ponto de válvula;




• caso 7: 5 geradores, 24 peŕıodos de demanda, efeito do ponto de válvula, taxas
limites de rampa e perdas;
• caso 8: 10 geradores, 24 peŕıodos de demanda, efeito do ponto de válvula e
taxas limites de rampa.
5.1 Função Objetivo
A função objetivo utilizada nestes casos de estudo vem diretamente da equação
2.3, na página 30, e é definida da seguinte maneira para os casos de despacho econômico
estático:
Fob j =Custos+Penalidades , (5.1)










onde n é o número de peŕıodos para o despacho econômico dinâmico, Custos são os custos






e Penalidades é o somatório de penalidades definido por:
Penalidades = λB ·PenalidadeB +λC ·PenalidadeL +λR ·PenalidadeR +λZ ·PenalidadeZ ,
(5.4)
onde λB, λC, λR e λZ são os parâmetros de penalidade. Os parâmetros de penalidade
regulam a função objetivo de maneira que os métodos de busca atribuem um valor maior







PGi = PD +PPerdas. (5.5)









(|PGi max−PGi|− (PGi max−PGi)) .
(5.6)
Para definir a penalidade para taxas limites de rampa é necessário primeiro definir
os limites de taxas de rampa, considerando as capacidades máximas e mı́nimas de geração
de potência e também as potências geradas anteriormente:
URLi = min(PGi max,P
0
Gi +URi) , i = 1,2, ...,NG , (5.7)
DRLi = maxn(PGi min,P
0
Gi−DRi) , i = 1,2, ...,NG , (5.8)





(∣∣PGi−DRLi ∣∣− (PGi−DRLi ))+ NG∑
i=1
(∣∣URLi −PGi∣∣− (URLi −PGi)) . (5.9)
Finalmente, define-se a penalidade para zonas proibidas de operação por:
PenalidadeZ = min(PGi− P̌pzi , P̂
pz
i −PGi) , se P̌
pz
i < PGi < P̂
pz
i , i = 1,2, ...,NG . (5.10)
5.2 Estudo de Caso 1
Este caso conta com 6 geradores, uma demanda total PD de 1263 MW, taxas
limites de rampa, duas zonas proibidas de operação por gerador e perdas pela fórmula de
Kron. Pode ser encontrado em diversos trabalhos como [38, 70], com dois erros pontuais
na tabela 5.4 de [56] e com um coeficiente B00 = 0,0053 em [73], para citar alguns.
Os parâmetros de penalidades utilizados foram: λB = 103, λC = 103, λR = 105 e
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λZ = 105.
Os coeficientes de custos estão dispostos na tabela 5.1, os limites de taxa de
rampa na tabela 5.2, os parâmetros de zonas proibidas na tabela 5.3 e os coeficientes de
perdas, a matriz B, na tabela 5.4. Conforme explicado em [142], os coeficientes de perda
são apresentados na capacidade base de 100 MVA e devem ser divididos por 100 para
obter os valores em unidades rećıprocas de megawatts.
Tabela 5.1: Estudo de Caso 1 - Coeficientes de custos.
Gerador PG min PG max a b c
1 100 500 0,0070 7,0 240
2 50 200 0,0095 10,0 200
3 80 300 0,0090 8,5 220
4 50 150 0,0090 11,0 200
5 50 200 0,0080 10,5 220
6 50 120 0,0075 12,0 190
Tabela 5.2: Estudo de Caso 1 - Limites de taxas de rampa.
Gerador P0G UR DR
1 440 80 120
2 170 50 90
3 200 65 100
4 150 50 90
5 190 50 90
6 110 50 90








1 210 240 350 380
2 90 110 140 160
3 150 170 210 240
4 80 90 110 120
5 90 110 140 150
6 75 85 100 105
5.3 Estudo de Caso 2a
Este caso conta com 13 geradores, uma demanda total PD de 1800 MW e efeito
do ponto de válvula. Pode ser encontrado em diversos trabalhos como [56, 143–145], para
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Tabela 5.4: Estudo de Caso 1 - Coeficientes de Perdas, Matriz B. Apresentados na capa-
cidade base de 100 MVA.
Bi j = 10−3∗
1,7 1,2 0,7 -0,1 -0,5 -0,2
1,2 1,4 0,9 0,1 -0,6 -0,1
0,7 0,9 3,1 0,0 -1,0 -0,6
-0,1 0,1 0,0 2,4 -0,6 -0,8
-0,5 -0,6 -1,0 -0,6 12,9 -0,2
-0,2 -0,1 -0,6 -0,8 -0,2 15,0
Bi0 = 10−3∗ -0,3908 -0,1297 0,7047 0,0591 0,2161 -0,6635
B00 = 0,056
citar alguns.
Os parâmetros de penalidades utilizados foram: λB = 105 e λC = 103. Os coefici-
entes de custos estão dispostos na tabela 5.5.
Tabela 5.5: Estudo de Caso 2 - Coeficientes de custos.
Gerador PG min PG max a b c e f
1 0 680 0,00028 8,1 550 300 0,035
2 0 360 0,00056 8,1 309 200 0,042
3 0 360 0,00056 8,1 307 200 0,042
4 60 180 0,00324 7,74 240 150 0,063
5 60 180 0,00324 7,74 240 150 0,063
6 60 180 0,00324 7,74 240 150 0,063
7 60 180 0,00324 7,74 240 150 0,063
8 60 180 0,00324 7,74 240 150 0,063
9 60 180 0,00324 7,74 240 150 0,063
10 40 120 0,00284 8,6 126 100 0,084
11 40 120 0,00284 8,6 126 100 0,084
12 55 120 0,00284 8,6 126 100 0,084
13 55 120 0,00284 8,6 126 100 0,084
5.4 Estudo de Caso 2b
Este caso é uma variação do caso 2a também com 13 geradores e efeito do ponto de
válvula, utilizando a mesma tabela 5.5 de coeficientes de custos, porém com uma demanda
total PD de 2520 MW. Frequentemente acompanha o caso 2a e pode ser encontrado em
trabalhos como [144, 145], para citar alguns.
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5.5 Estudo de Caso 3
Este caso conta com 15 geradores, uma demanda total PD de 2630 MW, taxas
limites de rampa, três zonas proibidas de operação por gerador e perdas pela fórmula de
Kron. Pode ser encontrado em diversos trabalhos como [38, 71–73], com 2 erros pontuais
na matriz B de [146], em [56] há um erro pontual na matriz B da tabela 5.9, para citar
alguns.
Os parâmetros de penalidades utilizados foram: λB = 103, λC = 103, λR = 105 e
λZ = 105.
Os coeficientes de custos estão dispostos na tabela 5.6, os limites de taxa de
rampa na tabela 5.7, os parâmetros de zonas proibidas na tabela 5.8 e os coeficientes de
perdas, a matriz B, na tabela 5.9. Conforme explicado em [142], os coeficientes de perda
são apresentados na capacidade base de 100 MVA e devem ser divididos por 100 para
obter os valores em unidades rećıprocas de megawatts.
Tabela 5.6: Estudo de Caso 3 - Coeficientes de custos.
Gerador PG min PG max a b c
1 150 455 0,000299 10,1 671
2 150 455 0,000183 10,2 574
3 20 130 0,001126 8,8 374
4 20 130 0,001126 8,8 374
5 150 470 0,000205 10,4 461
6 135 460 0,000301 10,1 630
7 135 465 0,000364 9,8 548
8 60 300 0,000338 11,2 227
9 25 162 0,000807 11,2 173
10 25 160 0,001203 10,7 175
11 20 80 0,003586 10,2 186
12 20 80 0,005513 9,9 230
13 25 85 0,000371 13,1 225
14 15 55 0,001929 12,1 309
15 15 55 0,004447 12,4 323
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Tabela 5.7: Estudo de Caso 3 - Limites de taxas de rampa.
Gerador P0G UR DR
1 400 80 120
2 300 80 120
3 105 130 130
4 100 130 130
5 90 80 120
6 400 80 120
7 350 80 120
8 95 65 100
9 105 60 100
10 110 60 100
11 60 80 80
12 40 80 80
13 30 80 80
14 20 55 55
15 20 55 55












2 185 225 305 335 420 450
5 180 200 305 335 390 420
6 230 255 365 395 430 455
12 30 40 55 65 — —
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Tabela 5.9: Estudo de Caso 3 - Coeficientes de Perdas, Matriz B. Apresentados na capacidade base de 100 MVA.
Bi j = 10−3∗
1,4 1,2 0,7 -0,1 -0,3 -0,1 -0,1 -0,1 -0,3 -0,5 -0,3 -0,2 0,4 0,3 -0,1
1,2 1,5 1,3 0 -0,5 -0,2 0 0,1 -0,2 -0,4 -0,4 0 0,4 1 -0,2
0,7 1,3 7,6 -0,1 -1,3 -0,9 -0,1 0 -0,8 -1,2 -1,7 0 -2,6 11,1 -2,8
-0,1 0 -0,1 3,4 -0,7 -0,4 1,1 5 2,9 3,2 -1,1 0 0,1 0,1 -2,6
-0,3 -0,5 -1,3 -0,7 9 1,4 -0,3 -1,2 -1 -1,3 0,7 -0,2 -0,2 -2,4 -0,3
-0,1 -0,2 -0,9 -0,4 1,4 1,6 0 -0,6 -0,5 -0,8 1,1 -0,1 -0,2 -1,7 0,3
-0,1 0 -0,1 1,1 -0,3 0 1,5 1,7 1,5 0,9 -0,5 0,7 0 -0,2 -0,8
-0,1 0,1 0 5 -1,2 -0,6 1,7 16,8 8,2 7,9 -2,3 -3,6 0,1 0,5 -7,8
-0,3 -0,2 -0,8 2,9 -1 -0,5 1,5 8,2 12,9 11,6 -2,1 -2,5 0,7 -1,2 -7,2
-0,5 -0,4 -1,2 3,2 -1,3 -0,8 0,9 7,9 11,6 20 -2,7 -3,4 0,9 -1,1 -8,8
-0,3 -0,4 -1,7 -1,1 0,7 1,1 -0,5 -2,3 -2,1 -2,7 14 0,1 0,4 -3,8 16,8
-0,2 0 0 0 -0,2 -0,1 0,7 -3,6 -2,5 -3,4 0,1 5,4 -0,1 -0,4 2,8
0,4 0,4 -2,6 0,1 -0,2 -0,2 0 0,1 0,7 0,9 0,4 -0,1 10,3 -10,1 2,8
0,3 1 11,1 0,1 -2,4 -1,7 -0,2 0,5 -1,2 -1,1 -3,8 -0,4 -10,1 57,8 -9,4
-0,1 -0,2 -2,8 -2,6 -0,3 0,3 -0,8 -7,8 -7,2 -8,8 16,8 2,8 2,8 -9,4 128,3
Bi0 = 10−3∗ -0,1 -0,2 2,8 -0,1 0,1 -0,3 -0,2 -0,2 0,6 3,9 -1,7 0 -3,2 6,7 -6,4
B00 = 0,0055
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5.6 Estudo de Caso 4
Este caso conta com 20 geradores, uma demanda total PD de 2500 MW, e perdas
pelo modelo de George, sem utilizar as matrizes Bi0 e B00. Pode ser encontrado em diversos
trabalhos como [147–149], para citar alguns.
Os coeficientes de custos estão dispostos na tabela 5.10 e os coeficientes de perdas,
a matriz B, na tabela 5.11. Conforme explicado em [142], os coeficientes de perda são
apresentados na capacidade base de 100 MVA e devem ser divididos por 100 para obter
os valores em unidades rećıprocas de MW.
Tabela 5.10: Estudo de Caso 4 - Coeficientes de custos.
Gerador PG min PG max a b c
1 1 150 600 0,00068 18,19 1000
2 2 50 200 0,00071 19,26 970
3 3 50 200 0,0065 19,8 600
4 4 50 200 0,005 19,1 700
5 5 50 160 0,00738 18,1 420
6 6 20 100 0,00612 19,26 360
7 7 25 125 0,0079 17,14 490
8 8 50 150 0,00813 18,92 660
9 9 50 200 0,00522 18,27 765
10 10 30 150 0,00573 18,92 770
11 11 100 300 0,0048 16,69 800
12 12 150 500 0,0031 16,76 970
13 13 40 160 0,0085 17,36 900
14 14 20 130 0,00511 18,7 700
15 15 25 185 0,00398 18,7 450
16 16 20 80 0,0712 14,26 370
17 17 30 85 0,0089 19,14 480
18 18 30 120 0,00713 18,92 680
19 19 40 120 0,00622 18,47 700
20 20 30 100 0,00773 19,79 850
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Tabela 5.11: Estudo de Caso 4 - Coeficientes de Perdas, Matriz B. Apresentados na capacidade base de 100 MVA.
Bi j = 10−3∗
8,7 0,43 -4,61 0,36 0,32 -0,66 0,96 -1,6 0,8 -0,1 3,6 0,64 0,79 2,1 1,7 0,8 -3,2 0,7 0,48 -0,7
0,43 8,3 -0,97 0,22 0,75 -0,28 5,04 1,7 0,54 7,2 -0,28 0,98 -0,46 1,3 0,8 -0,2 0,52 -1,7 0,8 0,2
-4,61 -0,97 9 -2 0,63 3 1,7 -4,3 3,1 -2 0,7 -0,77 0,93 4,6 -0,3 4,2 0,38 0,7 -2 3,6
0,36 0,22 -2 5,3 0,47 2,62 -1,96 2,1 0,67 1,8 -0,45 0,92 2,4 7,6 -0,2 0,7 -1 0,86 1,6 0,87
0,32 0,75 0,63 0,47 8,6 -0,8 0,37 0,72 -0,9 0,69 1,8 4,3 -2,8 -0,7 2,3 3,6 0,8 0,2 -3 0,5
-0,66 -0,28 3 2,62 -0,8 11,8 -4,9 0,3 3 -3 0,4 0,78 6,4 2,6 -0,2 2,1 -0,4 2,3 1,6 -2,1
0,96 5,04 1,7 -1,96 0,37 -4,9 8,24 -0,9 5,9 -0,6 8,5 -0,83 7,2 4,8 -0,9 -0,1 1,3 0,76 1,9 1,3
-1,6 1,7 -4,3 2,1 0,72 0,3 -0,9 1,2 -0,96 0,56 1,6 0,8 -0,4 0,23 0,75 -0,56 0,8 -0,3 5,3 0,8
0,8 0,54 3,1 0,67 -0,9 3 5,9 -0,96 0,93 -0,3 6,5 2,3 2,6 0,58 -0,1 0,23 -0,3 1,5 0,74 0,7
-0,1 7,2 -2 1,8 0,69 -3 -0,6 0,56 -0,3 0,99 -6,6 3,9 2,3 -0,3 2,8 -0,8 0,38 1,9 0,47 -0,26
3,6 -0,28 0,7 -0,45 1,8 0,4 8,5 1,6 6,5 -6,6 10,7 5,3 -0,6 0,7 1,9 -2,6 0,93 -0,6 3,8 -1,5
0,64 0,98 -0,77 0,92 4,3 0,78 -0,83 0,8 2,3 3,9 5,3 8 0,9 2,1 -0,7 5,7 5,4 1,5 0,7 0,1
0,79 -0,46 0,93 2,4 -2,8 6,4 7,2 -0,4 2,6 2,3 -0,6 0,9 11 0,87 -1 3,6 0,46 -0,9 0,6 1,5
2,1 1,3 4,6 7,6 -0,7 2,6 4,8 0,23 0,58 -0,3 0,7 2,1 0,87 3,8 0,5 -0,7 1,9 2,3 -0,97 0,9
1,7 0,8 -0,3 -0,2 2,3 -0,2 -0,9 0,75 -0,1 2,8 1,9 -0,7 -1 0,5 11 1,9 -0,8 2,6 2,3 -0,1
0,8 -0,2 4,2 0,7 3,6 2,1 -0,1 -0,56 0,23 -0,8 -2,6 5,7 3,6 -0,7 1,9 10,8 2,5 -1,8 0,9 -2,6
-3,2 0,52 0,38 -1 0,8 -0,4 1,3 0,8 -0,3 0,38 0,93 5,4 0,46 1,9 -0,8 2,5 8,7 4,2 -0,3 0,68
0,7 -1,7 0,7 0,86 0,2 2,3 0,76 -0,3 1,5 1,9 -0,6 1,5 -0,9 2,3 2,6 -1,8 4,2 2,2 0,16 -0,3
0,48 0,8 -2 1,6 -3 1,6 1,9 5,3 0,74 0,47 3,8 0,7 0,6 -0,97 2,3 0,9 -0,3 0,16 7,6 0,69




5.7 Estudo de Caso 5
Este caso conta com 40 geradores, uma demanda total PD de 10500 MW e efeito do
ponto de válvula. Pode ser encontrado em diversos trabalhos como [72, 73, 143, 144, 149],
para citar alguns.
Os parâmetros de penalidades utilizados foram: λB = 105 e λC = 103. Os coefici-
entes de custos estão dispostos na tabela 5.12.
5.8 Estudo de Caso 6
Este caso conta com 140 geradores, uma demanda total PD de 49342 MW, taxas
limites de rampa e zonas proibidas de operação. É encontrado em [56] como uma função
de teste de desempenho (benchmark) para metaheuŕısticas.
Os parâmetros de penalidades utilizados foram: λB = 103, λC = 103, λR = 105 e
λZ = 105.
Os coeficientes de custos estão dispostos na tabela 5.13 e são completados pela
tabela 5.14, os limites de taxa de rampa na tabela 5.15 e os parâmetros de zonas proibidas
na tabela 5.16.
Tabela 5.13: Estudo de Caso 6 - Coeficientes de custos
(a,b,c).
Gerador PG min PG max a b c
1 71 119 1220,645 61,242 0,032888
2 120 189 1315,118 41,095 0,008280
3 125 190 874,288 46,31 0,003849
4 125 190 874,288 46,31 0,003849
5 90 190 1976,469 54,242 0,042468
6 90 190 1338,087 61,215 0,014992
7 280 490 1818,299 11,791 0,007039
8 280 490 1133,978 15,055 0,003079
9 260 496 1320,636 13,226 0,005063
10 260 496 1320,636 13,226 0,005063
11 260 496 1320,636 13,226 0,005063
12 260 496 1106,539 14,498 0,003552
Continua na Próxima Página. . .
76
Tabela 5.13 – Continuada
Gerador PG min PG max a b c
13 260 506 1176,504 14,651 0,003901
14 260 509 1176,504 14,651 0,003901
15 260 506 1176,504 14,651 0,003901
16 260 505 1176,504 14,651 0,003901
17 260 506 1017,406 15,669 0,002393
18 260 506 1017,406 15,669 0,002393
19 260 505 1229,131 14,656 0,003684
20 260 505 1229,131 14,656 0,003684
21 260 505 1229,131 14,656 0,003684
22 260 505 1229,131 14,656 0,003684
23 260 505 1267,894 14,378 0,004004
24 260 505 1229,131 14,656 0,003684
25 280 537 975,926 16,261 0,001619
26 280 537 1532,093 13,362 0,005093
27 280 549 641,989 17,203 0,000993
28 280 549 641,989 17,203 0,000993
29 260 501 911,533 15,274 0,002473
30 260 501 910,533 15,212 0,002547
31 260 506 1074,81 15,033 0,003542
32 260 506 1074,81 15,033 0,003542
33 260 506 1074,81 15,033 0,003542
34 260 506 1074,81 15,033 0,003542
35 260 500 1278,46 13,992 0,003132
36 260 500 861,742 15,679 0,001323
37 120 241 408,834 16,542 0,002950
38 120 241 408,834 16,542 0,002950
39 423 774 1288,815 16,518 0,000991
40 423 769 1436,251 15,815 0,001581
41 3 19 699,988 75,464 0,902360
42 3 28 134,544 129,544 0,110295
43 160 250 3427,912 56,613 0,024493
44 160 250 3751,772 54,451 0,029156
45 160 250 3918,78 54,736 0,024667
Continua na Próxima Página. . .
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Tabela 5.13 – Continuada
Gerador PG min PG max a b c
46 160 250 3379,58 58,034 0,016517
47 160 250 3345,296 55,981 0,026584
48 160 250 3138,754 61,52 0,007540
49 160 250 3453,05 58,635 0,016430
50 160 250 5119,3 44,647 0,045934
51 165 504 1898,415 71,584 0,000044
52 165 504 1898,415 71,584 0,000044
53 165 504 1898,415 71,584 0,000044
54 165 504 1898,415 71,584 0,000044
55 180 471 2473,39 85,12 0,002528
56 180 561 2781,705 87,682 0,000131
57 103 341 5515,508 69,532 0,010372
58 198 617 3478,3 78,339 0,007627
59 100 312 6240,909 58,172 0,012464
60 153 471 9960,11 46,636 0,039441
61 163 500 3671,997 76,947 0,007278
62 95 302 1837,383 80,761 0,000044
63 160 511 3108,395 70,136 0,000044
64 160 511 3108,395 70,136 0,000044
65 196 490 7095,484 49,84 0,018827
66 196 490 3392,732 65,404 0,010852
67 196 490 7095,484 49,84 0,018827
68 196 490 7095,484 49,84 0,018827
69 130 432 4288,32 66,465 0,034560
70 130 432 13813,001 22,941 0,081540
71 137 455 4435,493 64,314 0,023534
72 137 455 9750,75 45,017 0,035475
73 195 541 1042,366 70,644 0,000915
74 175 536 1159,895 70,959 0,000044
75 175 540 1159,895 70,959 0,000044
76 175 538 1303,99 70,302 0,001307
77 175 540 1156,193 70,662 0,000392
78 330 574 2118,968 71,101 0,000087
Continua na Próxima Página. . .
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Tabela 5.13 – Continuada
Gerador PG min PG max a b c
79 160 531 779,519 37,854 0,000521
80 160 531 829,888 37,768 0,000498
81 200 542 2333,69 67,983 0,001046
82 56 132 2028,954 77,838 0,132050
83 115 245 4412,017 63,671 0,096968
84 115 245 2982,219 79,458 0,054868
85 115 245 2982,219 79,458 0,054868
86 207 307 3174,939 93,966 0,014382
87 207 307 3218,359 94,723 0,013161
88 175 345 3723,822 66,919 0,016033
89 175 345 3551,405 68,185 0,013653
90 175 345 4332,615 60,821 0,028148
91 175 345 3493,739 68,551 0,013470
92 360 580 226,799 2,842 0,000064
93 415 645 382,932 2,946 0,000252
94 795 984 156,987 3,096 0,000022
95 795 978 154,484 3,04 0,000022
96 578 682 332,834 1,709 0,000203
97 615 720 326,599 1,668 0,000198
98 612 718 345,306 1,789 0,000215
99 612 720 350,372 1,815 0,000218
100 758 964 370,377 2,726 0,000193
101 755 958 367,067 2,732 0,000197
102 750 1007 124,875 2,651 0,000324
103 750 1006 130,785 2,798 0,000344
104 713 1013 878,746 1,595 0,000690
105 718 1020 827,959 1,503 0,000650
106 791 954 432,007 2,425 0,000233
107 786 952 445,606 2,499 0,000239
108 795 1006 467,223 2,674 0,000261
109 795 1013 475,94 2,692 0,000259
110 795 1021 899,462 1,633 0,000707
111 795 1015 1000,367 1,816 0,000786
Continua na Próxima Página. . .
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Tabela 5.13 – Continuada
Gerador PG min PG max a b c
112 94 203 1269,132 89,83 0,014355
113 94 203 1269,132 89,83 0,014355
114 94 203 1269,132 89,83 0,014355
115 244 379 4965,124 64,125 0,030266
116 244 379 4965,124 64,125 0,030266
117 244 379 4965,124 64,125 0,030266
118 95 190 2243,185 76,129 0,024027
119 95 189 2290,381 81,805 0,001580
120 116 194 1681,533 81,14 0,022095
121 175 321 6743,302 46,665 0,076810
122 2 19 394,398 78,412 0,953443
123 4 59 1243,165 112,088 0,000044
124 15 83 1454,74 90,871 0,072468
125 9 53 1011,051 97,116 0,000448
126 12 37 909,269 83,244 0,599112
127 10 34 689,378 95,665 0,244706
128 112 373 1443,792 91,202 0,000042
129 4 20 535,553 104,501 0,085145
130 5 38 617,734 83,015 0,524718
131 5 19 90,966 127,795 0,176515
132 50 98 974,447 77,929 0,063414
133 5 10 263,81 92,779 2,740485
134 42 74 1335,594 80,95 0,112438
135 42 74 1033,871 89,073 0,041529
136 41 105 1391,325 161,288 0,000911
137 17 51 4477,11 161,829 0,005245
138 7 19 57,794 84,972 0,234787
139 7 19 57,794 84,972 0,234787
140 26 40 1258,437 16,087 1,111878
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Tabela 5.15: Estudo de Caso 6 - Limites de taxas de
rampa.
Gerador P0G UR DR
2 134 30 120
3 141,5 60 60
4 183,3 60 60
5 125 150 150
6 91,3 150 150
7 401,1 180 300
8 329,5 180 300
9 386,1 300 510
10 427,3 300 510
11 412,2 300 510
12 370,1 300 510
13 301,8 600 600
14 368 600 600
15 301,9 600 600
16 476,4 600 600
17 283,1 600 600
18 414,1 600 600
19 328 600 600
20 389,4 600 600
21 354,7 600 600
22 262 600 600
23 461,5 600 600
24 371,6 600 600
25 462,6 300 300
26 379,2 300 300
27 530,8 360 360
28 391,9 360 360
29 480,1 180 180
30 319 180 180
31 329,5 600 600
32 333,8 600 600
Continua na Próxima Página. . .
81
Tabela 5.15 – Continuada
Gerador P0G UR DR
33 390 600 600
34 432 600 600
35 402 660 660
36 428 900 900
37 178,4 180 180
38 194,1 180 180
39 474 600 600
40 609,8 600 600
41 17,8 210 210
42 6,9 366 366
43 224,3 702 702
44 210 702 702
45 212 702 702
46 200,8 702 702
47 220 702 702
48 232,9 702 702
49 168 702 702
50 208,4 702 702
51 443,9 1350 1350
52 426 1350 1350
53 434,1 1350 1350
54 402,5 1350 1350
55 357,4 1350 1350
56 423 720 720
57 220 720 720
58 369,4 2700 2700
59 273,5 1500 1500
60 336 1656 1656
61 432 2160 2160
62 220 900 900
63 410,6 1200 1200
64 422,7 1200 1200
65 351 1014 1014
Continua na Próxima Página. . .
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Tabela 5.15 – Continuada
Gerador P0G UR DR
66 296 1014 1014
67 411,1 1014 1014
68 263,2 1014 1014
69 370,3 1350 1350
70 418,7 1350 1350
71 409,6 1350 1350
72 412 1350 1350
73 423,2 780 780
74 428 1650 1650
75 436 1650 1650
76 428 1650 1650
77 425 1650 1650
78 497,2 1620 1620
79 510 1482 1482
80 470 1482 1482
81 464,1 1668 1668
82 118,1 120 120
83 141,3 180 180
84 132 120 180
85 135 120 180
86 252 120 180
87 221 120 180
88 245,9 318 318
89 247,9 318 318
90 183,6 318 318
91 288 318 318
92 557,4 18 18
93 529,5 18 18
94 800,8 36 36
95 801,5 36 36
96 582,7 138 204
97 680,7 144 216
98 670,7 144 216
Continua na Próxima Página. . .
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Tabela 5.15 – Continuada
Gerador P0G UR DR
99 651,7 144 216
100 921 48 48
101 916,8 48 48
102 911,9 36 54
103 898 36 54
104 905 30 30
105 846,5 30 30
106 850,9 30 30
107 843,7 30 30
108 841,4 36 36
109 835,7 36 36
110 828,8 36 36
111 846 36 36
112 179 120 120
113 120,8 120 120
114 121 120 120
115 317,4 480 480
116 318,4 480 480
117 335,8 480 480
118 151 240 240
119 129,5 240 240
120 130 120 120
121 218,9 180 180
122 5,4 90 90
123 45 90 90
124 20 300 300
125 16,3 162 162
126 20 114 114
127 22,1 120 120
128 125 1080 1080
129 10 60 60
130 13 66 66
131 7,5 12 6
Continua na Próxima Página. . .
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Tabela 5.15 – Continuada
Gerador P0G UR DR
132 53,2 300 300
133 6,4 6 6
134 69,1 60 60
135 49,9 60 60
136 91 528 528
137 41 300 300
138 13,7 18 30
139 7,4 18 30
140 28,6 72 120
5.9 Estudo de Caso 7
Este caso de despacho dinâmico conta com 5 geradores, 24 peŕıodos de demanda,
efeito do ponto de válvula, taxas limites de rampa e perdas pela fórmula de George, sem
utilizar as matrizes Bi0 e B00. Pode ser encontrado em diversos trabalhos como [150–152],
para citar alguns.
Os parâmetros de penalidades utilizados foram: λB = 103, λC = 103, λR = 105 e
λZ = 105.
Os valores de demanda por hora estão dispostos na tabela 5.17, os coeficientes
de custos estão dispostos na tabela 5.18 , os limites de taxa de rampa na tabela 5.19 e os
coeficientes de perdas, a matriz B, na tabela 5.20.
5.10 Estudo de Caso 8
Este caso de despacho dinâmico conta com 10 geradores, 24 peŕıodos de demanda,
efeito do ponto de válvula e taxas limites de rampa. Pode ser encontrado em diversos
trabalhos como [152–154], para citar alguns.
Os parâmetros de penalidades utilizados foram: λB = 103, λC = 103, λR = 103 e
λZ = 105.
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Os valores de demanda por hora estão dispostos na tabela 5.21, os coeficientes de
custos estão dispostos na tabela 5.22 e os limites de taxa de rampa na tabela 5.23.
5.10.1 Experimentos
Estes experimentos são separados dos casos de estudo por não tratarem exclusi-
vamente do levantamento de performance de metaheuŕısticas aos problemas de despacho
econômico. Além disso, os experimentos não constam nos objetivos da dissertação e foram
formulados ao longo da concepção desta pesquisa. Embora não façam parte do levanta-
mento de performance, são diretamente relacionados a aplicação de metaheuŕısticas aos
problemas de sistemas de potência.
Uma alternativa frequentemente encontrada na literatura para facilitar as buscas
das metaheuŕısticas no problema do despacho, é a utilização de um gerador de referência,
o qual tem a sua potência ajustada para atender o balanço de potência ativa. A abor-
dagem utilizada na literatura é a escolha de um gerador a priori, geralmente um com a
maior capacidade de geração de potência. No experimento 1 explora-se a possibilidade de
introduzir ao problema de otimização a escolha do gerador de referência, algo inexistente
na literatura. Desta maneira o espaço de busca, composto originalmente pelas potências
dos geradores, ganha uma nova dimensão, o ı́ndice do gerador de referência.
O tempo de processamento dos métodos clássicos de otimização é uma das mai-
ores vantagens sobre as metaheuŕısticas. Nestas, o gargalo de processamento encontra-se
na avaliação da função objetivo, quantidade principal de avaliação do esforço computaci-
onal destes métodos [134]. O motivo para tal é que o esforço computacional de avaliação
das funções objetivos é, em geral, muito maior que o esforço computacional dos métodos
de busca. No experimento 2 busca-se uma alternativa para melhorar o tempo de proces-
samento da função objetivo do despacho econômico através da execução de código num
processador gráfico, ao contrário do processador de propósito geral dos computadores.
Assim como o experimento 1, esta abordagem é inexistente na literatura.
5.10.2 Experimento 1 - Utilização de conhecimento prévio nas
restrições de desigualdade
Embora as metaheuŕısticas em geral exibam facilidade em cumprir as restrições
de desigualdade, o mesmo não pode ser dito pelas restrições de igualdade. Tomando o
cenário ideal da figura 5.1 como exemplo observa-se que para uma amostragem aleatória
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em um conjunto x com 100 valores distintos uniformemente distribúıdos, a restrição de
desigualdade será cumprida em 50% das amostragens enquanto a restrição de igualdade
será cumprida em apenas 1%.
Figura 5.1: Probabilidade de uma amostra aleatória cumprir uma exigência em a) de
desigualdade, e em b) de igualdade, assumindo x como um conjunto de 100 valores distintos
uniformemente distribúıdos.
Na verdade, nesta situação espećıfica, a probabilidade de cumprir a restrição de
desigualdade tende a zero para um conjunto x de tamanho infinito. Embora esta situação
não seja mantida em todos os casos posśıveis, é seguro dizer que restrições de desigualdade
podem ser cumpridas com maior facilidade por métodos estocásticos do que restrições de
igualdade.
Uma alternativa para o problema da restrição de desigualdade no despacho econô-
mico é a utilização de um gerador definido a priori como o gerador de referência [155, 156],




PGi = PD +PPerdas(PG) , (5.11)








Em casos onde há utilização da equação de perdas de Kron, o valor do gerador
de referência passa a ser definido por:
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a equação de perdas por sua vez pode ser re-escrita em função do gerador de referência:
PPerdas = A ·P2GR +B ·PGR +C , (5.14)
onde:



























Substituindo a equação 5.14 em 5.13 tem-se a equação de balanço de potência em
função do gerador de referência:





PGi = 0 . (5.15)
A solução da equação 5.15 é a sáıda de potência do gerador de referência.
Este experimento tem como objetivo o estudo da aplicação da escolha do gerador
de referência como uma nova dimensão no espaço de busca, comparando esta nova abor-
dagem com a abordagem comum na literatura da definição do gerador de referência como
o gerador com maior capacidade de potência.
5.10.3 Experimento 2 - Estudo de aplicações da GPGPU para
o despacho econômico
Um dos maiores contratempos na aplicação de metaheuŕısticas é o esforço compu-
tacional para a execução dos métodos. A aplicação mais comum destes métodos consiste
na programação na CPU (Central Processing Unit - Unidade de Processamento Central),
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o processador do computador. Sabe-se que a arquitetura da CPU privilegia a execução
serializada assim como as instruções de uso genérico.
Por outro lado, há a GPU (Graphics Processing Unit - Unidade de Processamento
Gráfico), conhecida popularmente como o processador gráfico, encontrado na placa de
v́ıdeo dos computadores. Durante o curso de evolução do hardware ao longo dos anos, as
GPU se distanciaram das CPU para o processamento altamente paralelizado e execução
de instruções especializadas em aritmética, inicialmente a de ponto flutuante de precisão
simples e mais tarde a de ponto flutuante de precisão dupla.
Enquanto os núcleos de processamento de uma CPU são projetados para execu-
tar uma única thread de instruções sequenciais, as GPUs são projetadas para executar
várias threads de instruções paralelamente. A utilização de instruções especializadas ex-
clusivamente em aritmética na GPU contribuem para aumentar a velocidade de execução
das threads, se comparado com as instruções de propósito geral na CPU. A diferença de
arquitetura pode ser claramente vista na figura 5.2.
Figura 5.2: Comparação da organização e arquitetura de componentes em uma CPU e
em uma GPU.
Igualmente importante é a diferença em como estes dois tipos de processadores
lidam com instruções. As GPUs são dedicadas a processar conjuntos de dados enquanto
as CPUs gastam boa parte do seu processamento em controle de fluxo das várias threads
sequenciais.
É posśıvel aproveitar os benef́ıcios da arquitetura das GPUs em programações
cient́ıficas, em especial as que envolvem grandes quantidades de dados e computações re-
petitivas. Estes programas tradicionalmente desenvolvidos para execução na CPU podem
ser adaptados através de uma programação especial para rodar na GPU, fugindo assim do
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alto custo computacional relacionado com a execução sequencial na CPU e obtendo ga-
nhos expressivos de performance pela natureza paralela da GPU. Essa utilização da GPU
para efetuar computações fora do escopo gráfico é uma técnica conhecida como GPGPU
(General-Purpose computing on Graphics Processing Units - computação de propósito
geral em unidades de processamento gráfico).
Este experimento tem como objetivo estudar as diferenças de custo computacional
da avaliação dos problemas de despacho econômico, a função objetivo, na CPU e na
GPU. O custo computacional de avaliação dos problemas será mensurado na execução
dos problemas pela CPU com utilização de 1 núcleo (core), com 4 núcleos e finalmente
pela GPU.
Após este estudo inicial, serão implementadas duas metaheuŕısticas para soluci-
onar um problema de despacho econômico através da execução na GPU. A performance
dos métodos será avaliada em questão de média dos valores obtidos, do melhor valor e
também do tempo de execução.
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Tabela 5.12: Estudo de Caso 5 - Coeficientes de custos.
Gerador PG min PG max a b c e f
1 36 114 0,0069 6,73 94,705 100 0,084
2 36 114 0,0069 6,73 94,705 100 0,084
3 60 120 0,02028 7,07 309,54 100 0,084
4 80 190 0,00942 8,18 369,03 150 0,063
5 47 97 0,0114 5,35 148,89 120 0,077
6 68 140 0,01142 8,05 222,33 100 0,084
7 110 300 0,00357 8,03 287,71 200 0,042
8 135 300 0,00492 6,99 391,98 200 0,042
9 135 300 0,00573 6,6 455,76 200 0,042
10 130 300 0,00605 12,9 722,82 200 0,042
11 94 375 0,00515 12,9 635,2 200 0,042
12 94 375 0,00569 12,8 654,69 200 0,042
13 125 500 0,00421 12,5 913,4 300 0,035
14 125 500 0,00752 8,84 1760,4 300 0,035
15 125 500 0,00708 9,15 1728,3 300 0,035
16 125 500 0,00708 9,15 1728,3 300 0,035
17 220 500 0,00313 7,97 647,85 300 0,035
18 220 500 0,00313 7,95 649,69 300 0,035
19 242 550 0,00313 7,97 647,83 300 0,035
20 242 550 0,00313 7,97 647,81 300 0,035
21 254 550 0,00298 6,63 785,96 300 0,035
22 254 550 0,00298 6,63 785,96 300 0,035
23 254 550 0,00284 6,66 794,53 300 0,035
24 254 550 0,00284 6,66 794,53 300 0,035
25 254 550 0,00277 7,1 801,32 300 0,035
26 254 550 0,00277 7,1 801,32 300 0,035
27 10 150 0,52124 3,33 1055,1 120 0,077
28 10 150 0,52124 3,33 1055,1 120 0,077
29 10 150 0,52124 3,33 1055,1 120 0,077
30 47 97 0,0114 5,35 148,89 120 0,077
31 60 190 0,0016 6,43 222,92 150 0,063
32 60 190 0,0016 6,43 222,92 150 0,063
33 60 190 0,0016 6,43 222,92 150 0,063
34 90 200 0,0001 8,95 107,87 200 0,042
35 90 200 0,0001 8,62 116,58 200 0,042
36 90 200 0,0001 8,62 116,58 200 0,042
37 25 110 0,0161 5,88 307,45 80 0,098
38 25 110 0,0161 5,88 307,45 80 0,098
39 25 110 0,0161 5,88 307,45 80 0,098
40 242 550 0,00313 7,97 647,83 300 0,035
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8 250 280 305 335 420 450
32 220 250 320 350 390 420
74 230 255 365 395 430 455
136 50 75 85 95 — —
Tabela 5.17: Estudo de Caso 7 - Valores de demanda por hora.
Hora Demanda Hora Demanda
1 410 13 704
2 435 14 690
3 475 15 654
4 530 16 580
5 558 17 558
6 608 18 608
7 626 19 654
8 654 20 704
9 690 21 680
10 704 22 605
11 720 23 527
12 740 24 463
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Tabela 5.18: Estudo de Caso 7 - Coeficientes de custos.
Gerador PG min PG max a b c e f
1 10 75 0,0080 2,0 25 100 0,042
2 20 125 0,0030 1,8 60 140 0,040
3 30 175 0,0012 2,1 100 160 0,038
4 40 250 0,0010 2,0 120 180 0,037
5 50 300 0,0015 1,8 40 200 0,035







Tabela 5.20: Estudo de Caso 7 - Coeficientes de Perdas, Matriz B.
Bi j =
0,000049 0,000014 0,000015 0,000015 0,000020
0,000014 0,000045 0,000016 0,000020 0,000018
0,000015 0,000016 0,000039 0,000010 0,000012
0,000015 0,000020 0,000010 0,000040 0,000014
0,000020 0,000018 0,000012 0,000014 0,000035
Bi0 = 0
B00 = 0
Tabela 5.21: Estudo de Caso 8 - Valores de demanda por hora.
Hora Demanda Hora Demanda
1 1036 13 2072
2 1110 14 1924
3 1258 15 1776
4 1406 16 1554
5 1480 17 1480
6 1628 18 1628
7 1702 19 1776
8 1776 20 2072
9 1924 21 1924
10 2072 22 1628
11 2146 23 1332
12 2220 24 1184
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Tabela 5.22: Estudo de Caso 8 - Coeficientes de custos.
Gerador PG min PG max a b c e f
1 150 470 0,00043 21,60 958,20 450 0,041
2 135 460 0,00063 21,05 1313,6 600 0,036
3 73 340 0,00039 20,81 604,97 320 0,028
4 60 300 0,00070 23,90 471,60 260 0,052
5 73 243 0,00079 21,62 480,29 280 0,063
6 57 160 0,00056 17,87 601,75 310 0,048
7 20 130 0,00211 16,51 502,7 300 0,086
8 47 120 0,0048 23,23 639,40 340 0,082
9 20 80 0,10908 19,58 455,60 270 0,098
10 55 55 0,00951 22,54 692,4 380 0,094













6 Análise de Resultados
Em todos os casos de estudo e para todas metaheuŕısticas foram utilizados 30
experimentos. O critério de parada utilizado foi a quantidade de avaliações da função
objetivo, limitada em 100000 avaliações.
Idealmente, os valores de parâmetros para as metaheuŕısticas deveriam ser esco-
lhidos de maneira a otimizar a performance de cada método a cada problema, através
de meta-otimização ou ajuste manual de parâmetros. Entretanto, isto caracterizaria co-
nhecimento prévio dos problemas, algo indesejável já que se busca estudar os problemas
do ponto de vista de caixa preta. Portanto, os parâmetros foram escolhidos de maneira
arbitrária, buscando seguir as tendências encontradas na literatura.
Para o algoritmo genético binário (BGA), foram utilizados os seguintes parâme-
tros: tamanho de população 20; probabilidade de crossover 80%; tipo de crossover ponto
único; probabilidade de mutação 10%.
Para o algoritmo genético com codificação real (RGA), foram utilizados os se-
guintes parâmetros: tamanho de população 20; probabilidade de crossover 80%; tipo de
crossover recombinação aritmética não-uniforme; probabilidade de mutação 10%.
Para a otimização por enxame de part́ıculas (PSO), foram utilizados os seguintes
parâmetros: tamanho de população 20; velocidade máxima 1; inércia inicial 0,9; inércia
final 0,4; c1 1,4; c2 1,4.
Para a evolução diferencial (DE), foram utilizados os seguintes parâmetros: ta-
manho de população 20; tamanho de passo F 0,8; probabilidade de crossover C 50%;
estratégia DE/rand/1/bin.
Para o algoritmo de seleção clonal (CLONALG), foram utilizados os seguintes
parâmetros: tamanho de população 10; tamanho da seleção 10; tamanho da população
elitista 1; fator de tamanho da clonagem 1; fator de maturação 1.
Para o algoritmo Big Bang - Big Crunch (BB-BC), foram utilizados os seguintes
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parâmetros: tamanho de população 20; tamanho do passo 10.
Para o algoritmo de otimização por fogos de artif́ıcio, foram utilizados os seguintes
parâmetros: tamanho de população 5; tamanho da população de fagulhas tipo 1 50; fator
mı́nimo de fagulhas 0,04; fator máximo de fagulhas 0,8; amplitude máxima de explosão
10; tamanho da população de fagulhas tipo 2 5.
Para o aprendizado incremental baseado em população (PBIL), foram utilizados
os seguintes parâmetros: tamanho de população 20; taxa de aprendizado 0,1; taxa alter-
nativa de aprendizado 0,075; probabilidade de mutação 20%; probabilidade de mutação
5%.
Para o covariance matrix adaptation - evolution strategy (CMA-ES), foram utili-
zados os seguintes parâmetros: tamanho de passo σ 0,5.
Para o simulated annealing (SA), foram utilizados os seguintes parâmetros: cons-
tante de Boltzmann 1; taxa de esfriamento 0,95; número de iterações para esfriamento
100.
6.1 Métricas de Avaliação
Os resultados obtidos pelas metaheuŕısticas quanto aos valores da função objetivo
em cada caso de estudo são mensurados em busca de consistência, do melhor valor, pos-
sivelmente o mı́nimo global, do tempo médio de processamento, em segundos, e também
de diferença estatisticamente significativa entre os resultados alcançados pelos métodos.
A análise de consistência dos resultados consiste no uso da estat́ıstica descritiva,
o cálculo da média e desvio padrão dos valores obtidos ao longo dos 30 experimentos, para
cada metaheuŕıstica e em cada caso. Enquanto a média indica o valor médio alcançado
da função objetivo nos 30 experimentos, o desvio padrão demonstra a capacidade do
método em apresentar resultados consistentes. Idealmente, o método deve apresentar
uma média baixa, mais próxima posśıvel do melhor valor alcançado, e um baixo desvio
padrão, indicando consistência em todos os experimentos.
O melhor valor da função objetivo demonstra a melhor desempenho obtido com
um determinado método para os 30 experimentos em um certo caso de estudo. No evento
da solução apresentada pelo método para um determinado melhor valor da função objetivo
cumprir os limites da função objetivo e também ser superior aos outros melhores valores
apresentados por outros métodos, tem-se uma posśıvel solução global.
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O tempo médio de processamento leva em conta o tempo gasto pelo método até
a quantidade desejada de avaliações. Este cálculo leva em conta o tempo de processa-
mento do método e também o tempo de processamento da função objetivo, tomando a
média alcançada em 30 experimentos. Entretanto, deve-se tomar cuidado ao julgar um
método como superior ou não neste quesito. Os fatores como a eficiência da programa-
ção do método, eficiência da programação da função objetivo, processos concorrentes no
sistema operacional e dependência de particularidades do hardware, sistema operacional
e linguagem de programação tornam esta análise altamente subjetiva. Para reduzir a
subjetividade desta análise, todos os métodos foram executados no mesmo ambiente, o
MATLAB (MATrix LABoratory) e na mesma máquina, com processador Intel R©CoreTM2
Quad Processor Q8300 (4M Cache, 2,50 GHz, 1333 MHz FSB) e 4GB RAM (1333MHz),
tomando cuidado para reduzir a quantidade de processos concorrentes no sistema operaci-
onal ao mı́nimo posśıvel e utilizando funções ao contrário de scripts para reduzir o esforço
do garbage collector do MATLAB.
A estat́ıstica inferencial é utilizada para verificar se os dados amostrados são
suficientes para afirmar que as diferenças observadas podem ser generalizadas para as
distribuições das populações, i.e., as soluções obtidas. Com esta finalidade foi utilizado o
teste não-paramétrico de Wilcoxon, para testar a hipótese nula de que as soluções obtidas
por duas metaheuŕısticas são amostras independentes de distribuições cont́ınuas identicas
com as mesmas medianas, contra a alternativa de que elas não tenham as mesmas media-
nas, com significância de 5%. A rejeição da hipótese nula pelo teste indica que as soluções
de duas metaheuŕısticas são estatisticamente diferentes com um ńıvel de significância de
5%. A não-rejeição da hipótese nula indica falha em comprovar a diferença entre os con-
juntos de soluções com ńıvel de significância de 5%. Esta falha pode ser causada pela
diferença irrelevante entre as amostras, indicando populações da mesma distribuição com
a mesma mediana, ou pela quantidade insuficiente de amostras, que impede o teste de
detectar diferenças sutis.
Para descrever sucintamente todas estas informações para cada caso de estudo, foi
desenvolvida uma tabela de classificações para metaheuŕısticas. Nesta tabela, os valores
em parênteses apresentam a classificação de um determinado valor em relação a outros
de sua categoria. O conjunto de colunas na extrema direita indica os resultados do teste
de Wilcoxon para uma metaheuŕıstica em relação a outras, onde D, estatisticamente
Diferentes, representa a rejeição da hipótese nula, e N, estatisticamente Não diferentes,
representa a falha em rejeitar a hipótese nula.
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6.2 Despacho Econômico Estático
6.2.1 Estudo de Caso 1
Os resultados de otimização para este caso podem ser encontrados na tabela 6.2,
mostrando que o melhor resultado de média foi obtido pelo DE, o melhor resultado de
melhor valor pelo CMA-ES e o melhor resultado de tempo pelo PSO. A melhor solução foi
alcançada pelo método CMA-ES, dispońıvel na tabela 6.1 atingindo o valor de 15442,7566
na função objetivo, perda de potência de 12,4315, geração total de potência de 1275,4315
e penalidades nulas, tornando esta solução uma posśıvel solução global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo CMA-ES não são significativamente diferente dos resultados obtidos pelo BGA, BB-
BC e FW. Enquanto os resultados apresentados pelo DE são significativamente diferentes
em relação a todos os outros métodos.
Tabela 6.1: Melhor solução alcançada pelo CMA-ES no caso 1. Resultado da função
objetivo, 15442,7566.
D1−6
445,5934 171,4319 264,0215 139,2841 167,6582 87,4423
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Tabela 6.2: Resultados alcançados para a função objetivo do caso 1.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BB-BC FW PBIL CMA-ES SA
BGA (5) 15509,39 (± 33,28017) (7) 15464,45 (9) 18,66 N D D D D D D D N D
RGA (2) 15463,19 (± 14,07011) (3) 15445,88 (3) 8,425 D N D D D D D D D D
PSO (7) 45884,96 (± 53154,4) (4) 15454,7 (1) 8,083 D D N D D D D D D D
DE (1) 15454,84 (± 10,08344) (2) 15443,78 (4) 8,507 D D D N D D D D D D
CLONALG (8) 99756,7 (± 91560,71) (8) 15470,99 (5) 8,579 D D D D N D D N D D
BB-BC (3) 15488,16 (± 27,59062) (6) 15457,33 (2) 8,39 D D D D D N N D N D
FW (4) 15496,8 (± 38,39261) (5) 15455,8 (10) 22,95 D D D D D N N D N D
PBIL (9) 186203,9 (± 262514,7) (9) 15615,74 (8) 15,54 D D D D N D D N D D
CMA-ES (6) 26857,16 (± 26949,81) (1) 15442,76 (7) 15,34 N D D D D N N D N D
SA (10) 265822,1 (± 17770,1) (10) 224507,8 (6) 12,42 D D D D D D D D D N
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6.2.2 Estudo de Caso 2a
Os resultados de otimização para este caso podem ser encontrados na tabela 6.4,
mostrando que o melhor resultado de média foi obtido pelo CMA-ES, o melhor resultado
de melhor valor também pelo CMA-ES e o melhor resultado de tempo pelo PSO. A melhor
solução foi alcançada pelo método CMA-ES, dispońıvel na tabela 6.3 atingindo o valor
de 18051,8632 na função objetivo, geração total de potência de 1800 e penalidades nulas,
tornando esta solução uma posśıvel solução global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo CMA-ES são significativamente diferentes em relação a todos os outros métodos.
Tabela 6.3: Melhor solução alcançada pelo CMA-ES no caso 2a. Resultado da função
objetivo, 18051,8632.
D1−13
359,0392 299,1993 224,3995 60,0000 109,8665 109,8666 109,8666 109,8666
159,7331 40,0000 71,1234 55,0000 92,0394
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Tabela 6.4: Resultados alcançados para a função objetivo do caso 2a.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BB-BC FW PBIL CMA-ES SA
BGA (7) 19376,29 (± 133,8471) (8) 19145,91 (10) 21,48 N D D N N N N D D D
RGA (3) 19306,76 (± 163,6866) (4) 18940,13 (2) 2,585 D N N N N N D D D D
PSO (2) 19260,24 (± 182,0357) (3) 18877,31 (1) 2,404 D N N D N N D D D D
DE (6) 19370,5 (± 213,1123) (7) 19015,6 (4) 2,929 N N D N N N N D D D
CLONALG (5) 19338,3 (± 207,2162) (2) 18830,91 (5) 2,997 N N N N N N N D D D
BB-BC (4) 19335,48 (± 180,4315) (6) 18998,38 (3) 2,846 N N N N N N N D D D
FW (8) 19446,35 (± 224,6137) (5) 18978,02 (8) 16 N D D N N N N D D D
PBIL (10) 308521,5 (± 285247,9) (9) 20811,35 (9) 17,09 D D D D D D D N D N
CMA-ES (1) 18285,71 (± 114,8093) (1) 18051,86 (7) 7,519 D D D D D D D D N D
SA (9) 178558,8 (± 19024,9) (10) 139461,3 (6) 5,23 D D D D D D D N D N
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6.2.3 Estudo de Caso 2b
Os resultados de otimização para este caso podem ser encontrados na tabela 6.6,
mostrando que o melhor resultado de média foi obtido pelo CMA-ES, o melhor resultado
de melhor valor também pelo CMA-ES e o melhor resultado de tempo pelo PSO. A melhor
solução foi alcançada pelo método CMA-ES, dispońıvel na tabela 6.5 atingindo o valor
de 24221,0202 na função objetivo, geração total de potência de 2520 e penalidades nulas,
tornando esta solução uma posśıvel solução global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo CMA-ES são significativamente diferentes em relação a todos os outros métodos.
Tabela 6.5: Melhor solução alcançada pelo CMA-ES no caso 2b. Resultado da função
objetivo, 24221,0202.
D1−13
628,3185 299,1993 306,8947 159,7331 159,7331 159,7331 159,7331 159,7331
109,8666 114,7998 114,7999 92,3999 55,0558
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Tabela 6.6: Resultados alcançados para a função objetivo do caso 2b.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BB-BC FW PBIL CMA-ES SA
BGA (3) 25411,96 (± 199,2265) (5) 25072,45 (10) 21,56 N D D D D D D D D D
RGA (2) 25273,16 (± 204,7414) (2) 24795,09 (2) 2,58 D N D D D D D D D D
PSO (9) 3946684 (± 8642806) (3) 24889,41 (1) 2,444 D D N D N D N D D N
DE (5) 25533,11 (± 179,4354) (7) 25156,97 (4) 2,905 D D D N N N D D D D
CLONALG (6) 25558,66 (± 201,7884) (4) 25036,19 (5) 3,049 D D N N N N N D D D
BB-BC (4) 25494,61 (± 155,2238) (6) 25149,26 (3) 2,851 D D D N N N D D D D
FW (7) 25707,72 (± 320,1225) (8) 25384,99 (8) 16,98 D D N D N D N D D D
PBIL (10) 9530721 (± 6802920) (9) 655280,2 (9) 17,04 D D D D D D D N D D
CMA-ES (1) 24681,63 (± 235,3676) (1) 24221,02 (7) 7,528 D D D D D D D D N D
SA (8) 786903,3 (± 18085,12) (10) 751408,9 (6) 5,214 D D N D D D D D D N
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6.2.4 Estudo de Caso 3
Os resultados de otimização para este caso podem ser encontrados na tabela 6.8,
mostrando que o melhor resultado de média foi obtido pelo DE, o melhor resultado de
melhor valor pelo CMA-ES e o melhor resultado de tempo pelo RGA. A melhor solução foi
alcançada pelo método CMA-ES, dispońıvel na tabela 6.7 atingindo o valor de 32786,7362
na função objetivo, perda de potência de 33,0369, geração total de potência de 2663,0369,
penalidade do balanço de potência de 2,053e-008 e outras penalidades nulas, tornando
esta solução uma posśıvel solução global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo CMA-ES e pelo DE são significativamente diferentes em relação a todos os outros
métodos.
Tabela 6.7: Melhor solução alcançada pelo CMA-ES no caso 3. Resultado da função
objetivo, 32786,7362.
D1−15
455,0000 380,0000 130,0000 130,0000 169,9975 429,9994 430,0000 109,3629
68,6516 159,9997 79,9996 55,0000 25,8142 16,5801 22,6320
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Tabela 6.8: Resultados alcançados para a função objetivo do caso 3.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BB-BC FW PBIL CMA-ES SA
BGA (6) 33263,65 (± 79,83316) (6) 33090,08 (10) 30,61 N D D D N D N D D D
RGA (4) 33149,41 (± 44,63224) (5) 33056,79 (1) 8,576 D N D D D D D D D D
PSO (8) 278604,5 (± 142764,2) (8) 33123,75 (2) 8,584 D D N D D D D D D D
DE (1) 32890,32 (± 51,15081) (2) 32811,9 (4) 8,849 D D D N D D D D D D
CLONALG (7) 33288,62 (± 76,66272) (7) 33106,89 (5) 8,918 N D D D N D D D D D
BB-BC (3) 33052,48 (± 113,8047) (3) 32872,68 (3) 8,821 D D D D D N D D D D
FW (5) 33223,43 (± 102,336) (4) 32902,71 (8) 23,97 N D D D D D N D D D
PBIL (10) 1,11e+07 (± 7903678) (9) 299694,7 (9) 25,65 D D D D D D D N D D
CMA-ES (2) 32972,76 (± 89,13969) (1) 32786,75 (7) 16,01 D D D D D D D D N D
SA (9) 485998,7 (± 20097,91) (10) 451864,1 (6) 13,46 D D D D D D D D D N
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6.2.5 Estudo de Caso 4
Os resultados de otimização para este caso podem ser encontrados na tabela 6.10,
mostrando que o melhor resultado de média foi obtido pelo RGA, o melhor resultado de
melhor valor também pelo RGA e o melhor resultado de tempo pelo PSO. A melhor
solução foi alcançada pelo método RGA, dispońıvel na tabela 6.9 atingindo o valor de
62571,4612 na função objetivo, perda de potência de 95,2329, geração total de potência
de 2595,2329, penalidade do balanço de potência de 2,59e-006 e outras penalidades nulas,
tornando esta solução uma posśıvel solução global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo RGA não são significativamente diferente dos resultados obtidos pelo FW.
Tabela 6.9: Melhor solução alcançada pelo RGA no caso 4. Resultado da função objetivo,
62571,4612.
D1−20
487,0516 136,6244 148,7253 106,2303 135,8496 76,3676 52,4449 100,0667
117,7334 118,6157 207,3238 307,1189 82,3227 67,1654 136,8851 44,0522
61,5563 47,1700 105,9220 56,0069
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Tabela 6.10: Resultados alcançados para a função objetivo do caso 4.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BB-BC FW PBIL CMA-ES SA
BGA (4) 62779,13 (± 93,5628) (5) 62602,74 (10) 30,37 N D N D N D N D N D
RGA (1) 62684,18 (± 73,48972) (1) 62571,46 (2) 2,467 D N D D D D N D D D
PSO (2) 62734,07 (± 86,8376) (3) 62594,91 (1) 2,267 N D N D D D N D D D
DE (8) 63104,34 (± 135,0743) (8) 62880,99 (4) 2,799 D D D N D D D D D D
CLONALG (5) 62805,55 (± 110,4866) (4) 62599,72 (5) 2,991 N D D D N N D D N D
BB-BC (7) 62856,72 (± 106,8716) (7) 62638,61 (3) 2,795 D D D D N N D D N D
FW (3) 62738,02 (± 112,5492) (2) 62578,9 (8) 16,03 N N N D D D N D D D
PBIL (9) 491207,7 (± 624824,4) (9) 63704,01 (9) 24,49 D D D D D D D N D D
CMA-ES (6) 62845,45 (± 150,3622) (6) 62617,8 (7) 8,698 N D D D N N D D N D
SA (10) 494819,9 (± 29046) (10) 442183,1 (6) 5,553 D D D D D D D D D N
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6.2.6 Estudo de Caso 5
Os resultados de otimização para este caso podem ser encontrados na tabela 6.12,
mostrando que o melhor resultado de média foi obtido pelo CMA-ES, o melhor resultado
de melhor valor também pelo CMA-ES e o melhor resultado de tempo pelo RGA. A
melhor solução foi alcançada pelo método CMA-ES, dispońıvel na tabela 6.11 atingindo o
valor de 124698,0838 na função objetivo, geração total de potência de 10500, e penalidades
nulas, tornando esta solução uma posśıvel solução global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo CMA-ES são significativamente diferentes em relação a todos os outros métodos.
Tabela 6.11: Melhor solução alcançada pelo CMA-ES no caso 5. Resultado da função
objetivo, 124698,0838.
D1−40
113,8498 85,4180 97,5276 179,7325 88,0515 105,4030 299,9995 147,4389
285,7566 279,5990 243,6003 323,7703 214,7596 394,2803 143,4810 394,2794
489,2803 489,2818 511,5968 511,3019 523,5328 523,2796 523,2914 549,8102
523,2795 451,1068 10,0009 10,0118 10,0017 88,0387 189,9990 189,9973
120,5615 199,9978 199,9993 166,9425 90,4613 109,9995 109,9991 511,2812
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Tabela 6.12: Resultados alcançados para a função objetivo do caso 5.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BB-BC FW PBIL CMA-ES SA
BGA (6) 145832,8 (± 5792,157) (6) 136641,2 (10) 57,42 N N D D N N D D D D
RGA (4) 144034,5 (± 4640,78) (7) 136779,6 (1) 2,937 N N D D D N N D D D
PSO (10) 5,1+07 (± 2,44e+07) (8) 142465,4 (2) 2,988 D D N D D D D D D D
DE (2) 138103,8 (± 3578,06) (3) 131682,8 (3) 3,456 D D D N D D D D D D
CLONALG (7) 148251,6 (± 5771,079) (5) 136100,1 (5) 3,496 N D D D N D D D D D
BB-BC (5) 144423,4 (± 6822,925) (2) 129952,1 (4) 3,456 N N D D D N N D D D
FW (3) 141639,7 (± 5826,619) (4) 132054,5 (8) 19,47 D N D D D N N D D D
PBIL (9) 2,71e+07 (± 1,93e+07) (9) 820267,1 (9) 48,6 D D D D D D D N D D
CMA-ES (1) 126886,5 (± 1098,708) (1) 124698,1 (7) 12,24 D D D D D D D D N D
SA (8) 4549683 (± 47105,89) (10) 4466819 (6) 5,753 D D D D D D D D D N
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6.2.7 Estudo de Caso 6
Os resultados de otimização para este caso podem ser encontrados na tabela 6.14,
mostrando que o melhor resultado de média foi obtido pelo BB-BC, o melhor resultado
de melhor valor também pelo BB-BC e o melhor resultado de tempo pelo RGA. A melhor
solução foi alcançada pelo método BB-BC, dispońıvel na tabela 6.13 atingindo o valor
de 1907269,1597 na função objetivo, geração total de potência de 49342, penalidade de
balanço de potência de 2,35e-005 e outras penalidades nulas, tornando esta solução uma
posśıvel solução global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo BB-BC são significativamente diferentes em relação a todos os outros métodos.
Tabela 6.13: Melhor solução alcançada pelo BB-BC no caso 6. Resultado da função
objetivo, 1907269,1597.
D1−140
111,0107 133,0090 189,2564 171,7413 181,0548 130,6532 445,3983 450,9590
475,4508 421,5001 316,4647 449,1087 465,2075 463,1497 407,9101 436,9222
438,5273 477,2192 326,7983 408,2017 305,5229 459,8249 491,7739 503,6933
527,1856 360,7956 443,6978 305,7447 413,5756 436,8081 412,3224 350,6184
501,5320 491,6445 479,4399 421,1077 129,5488 200,3742 762,6046 703,2862
12,0382 27,4006 166,2532 241,5801 226,4761 226,0994 240,9944 205,3502
161,3798 189,9514 485,8752 491,4965 325,3950 458,3307 410,2210 293,9626
111,5522 318,1520 280,9278 162,8068 499,1150 144,0324 509,7723 478,6580
412,2085 366,2364 436,3349 397,5278 275,8815 318,4917 250,1277 333,6780
503,7342 310,2572 405,0965 352,3885 535,5782 422,2548 526,9868 450,0573
211,0818 67,8155 236,1065 229,2294 234,4731 278,8928 209,2105 316,7082
194,1625 317,3872 228,2705 571,4303 521,1794 815,5294 819,9726 676,2801
647,9680 613,9371 625,5506 930,4804 907,6978 882,7179 878,0624 898,0773
835,1867 833,2937 857,9708 860,1131 842,0662 837,0559 815,9470 169,6749
98,9322 113,9908 340,6043 372,0301 264,1706 121,7371 103,4676 116,2501
252,1580 2,2745 7,6711 32,5726 20,1817 20,3801 10,4941 119,9189
6,0987 16,1769 9,2797 96,9065 5,3595 70,4208 42,5882 97,1457
18,0329 17,7007 9,3151 27,3062
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Tabela 6.14: Resultados alcançados para a função objetivo do caso 6.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BBBC FW PBIL CMAES SA
BGA (7) 7,35e+08 (± 4,79e+08) (7) 3424992 (10) 200,7 N D D D D D N D D D
RGA (3) 5739107 (± 1,69e+07) (2) 1914010 (1) 13,62 D N D N N D D D D D
PSO (8) 1,35e+10 (± 4,81e+09) (8) 1,03e+09 (2) 14,09 D D N D D D D D D D
DE (4) 6098606 (± 1,68e+07) (4) 2038413 (4) 14,58 D N D N D D D D D D
CLONALG (2) 2256184 (± 457445,5) (3) 1917743 (3) 14,23 D N D D N D D D D D
BB-BC (1) 2095334 (± 287478,8) (1) 1907269 (5) 14,81 D D D D D N D D D D
FW (6) 6,6e+08 (± 5,32e+08) (6) 3122024 (7) 39,07 N D D D D D N D D D
PBIL (9) 2,15e+10 (± 3,65e+09) (9) 9,23e+09 (9) 176,6 D D D D D D D N D D
CMA-ES (5) 1,11e+07 (± 1,18e+07) (5) 2343743 (8) 77,19 D D D D D D D D N D
SA (10) 1,02e+11 (± 9,03e+09) (10) 8,63e+10 (6) 25,37 D D D D D D D D D N
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6.3 Despacho Econômico Dinâmico
6.3.1 Estudo de Caso 7
Os resultados de otimização para este caso podem ser encontrados na tabela 6.16,
mostrando que o melhor resultado de média foi obtido pelo CMA-ES, o melhor resultado
de melhor valor também pelo CMA-ES e o melhor resultado de tempo pelo RGA. A
melhor solução foi alcançada pelo método BB-BC, dispońıvel na tabela 6.15 atingindo
o valor de 51315,8014 na função objetivo, perda de potência de 190,8056, geração total
de potência de 14577, penalidade de balanço de potência de 6e-008 e outras penalidades
nulas, tornando esta solução uma posśıvel solução global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo CMA-ES não são significativamente diferente dos resultados obtidos pelo RGA.
Tabela 6.15: Melhor solução alcançada pelo CMA-ES no caso 7. Resultado da função
objetivo, 51315,8014.
D1−120
72,7077 98,2805 40,3973 98,5146 103,7752 45,2875 110,6148 37,9262
139,7155 105,6971 38,5820 112,0420 72,7757 154,0635 102,4495 46,1022
121,2846 108,6718 126,6911 133,1805 38,9286 112,8224 115,8297 168,1241
128,8878 68,2866 111,0869 143,3763 149,6748 143,2493 74,3477 110,3401
127,2483 154,7133 167,5260 55,1263 114,9781 110,3962 167,6565 214,9299
70,2475 101,7641 118,8691 147,7037 261,5643 69,2917 114,9860 108,8169
188,8028 232,6828 72,3807 104,7569 122,4523 208,7312 222,6600 51,2191
114,3699 158,2398 244,9522 182,8164 62,9516 113,4887 171,4992 226,1370
140,3485 66,1410 108,7775 172,5790 198,7956 153,6114 71,1612 88,6765
157,7783 198,4632 146,7966 61,0218 85,5826 140,9148 151,5003 147,9082
56,8620 103,5447 161,6207 109,2900 133,1316 73,6772 115,2513 154,6716
128,1434 143,9277 71,1658 117,9885 144,3494 156,0259 173,3800 74,3854
120,3912 158,7134 194,8196 166,0389 73,5672 122,2159 159,0906 184,5142
150,2633 67,4945 111,9409 123,4461 145,9630 163,7984 55,5086 107,0337
111,1831 110,4577 148,6204 30,4367 103,6398 73,0237 128,5726 131,9288
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Tabela 6.16: Resultados alcançados para a função objetivo do caso 7.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BBBC FW PBIL CMAES SA
BGA (6) 2565181 (± 1834414) (5) 325977 (10) 344,4 N D N D D D D D D D
RGA (2) 53170,58 (± 991,5048) (2) 51576,55 (1) 184,3 D N D D D D D D N D
PSO (7) 2804491 (± 1405672) (7) 1785829 (3) 186 N D N D D D D D D D
DE (9) 5,77e+07 (± 3,74e+07) (8) 2549970 (4) 186,2 D D D N D D D D D D
CLONALG (4) 417878 (± 215350,1) (4) 72165,03 (2) 185,4 D D D D N D D D D D
BB-BC (3) 60918,72 (± 7471,776) (3) 56111,87 (5) 186,9 D D D D D N D D D D
FW (5) 696027,8 (± 98969,75) (6) 489002 (7) 210,1 D D D D D D N D D D
PBIL (10) 5,65e+08 (± 3,14e+07) (10) 4,83e+08 (9) 318,8 D D D D D D D N D D
CMA-ES (1) 52900,36 (± 558,4776) (1) 51315,8 (8) 230,2 D N D D D D D D N D
SA (8) 6079922 (± 102696,8) (9) 5809801 (6) 190,6 D D D D D D D D D N
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6.3.2 Estudo de Caso 8
Os resultados de otimização para este caso podem ser encontrados na tabela 6.18,
mostrando que o melhor resultado de média foi obtido pelo CMA-ES, o melhor resultado
de melhor valor também pelo CMA-ES e o melhor resultado de tempo pelo RGA. A
melhor solução foi alcançada pelo método BB-BC, dispońıvel na tabela 6.17 atingindo o
valor de 1070693,8447 na função objetivo, penalidade de balanço de potência de 7,27e-004,
penalidade dos limites de capacidade de 2,548e-004 e penalidade dos limites de rampa de
2,131e-004, indicando que a solução situa-se possivelmente próxima de um mı́nimo global.
Observa-se pelo teste de significância de Wilcoxon que os resultados apresentados
pelo CMA-ES são significativamente diferentes em relação a todos os outros métodos.
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Tabela 6.17: Melhor solução alcançada pelo CMA-ES no caso 8. Resultado da função
objetivo, 1070693,8447.
D1−240
197,3987 199,3257 107,7525 96,1118 165,9099 57,0124 76,5455 56,1337
24,8099 55,0000 208,5949 201,5044 152,4620 143,0795 120,7605 59,9193
91,9396 49,2979 27,4419 55,0000 237,8736 197,3068 166,7180 173,9621
122,7496 94,0752 114,1276 50,5430 45,6442 55,0000 289,1990 235,7579
109,9114 221,2782 151,5764 125,6231 108,8698 73,8157 34,9686 55,0000
305,8402 286,0874 188,7869 193,0382 146,3876 91,6318 99,9535 64,3518
48,9227 55,0000 321,2311 275,2533 199,0972 225,4303 165,8192 130,2046
116,1252 82,4835 57,3556 55,0000 285,3511 274,9436 265,8958 250,6737
186,2113 107,1601 127,4209 100,3882 48,9552 55,0000 277,1078 300,7018
288,4259 249,1910 233,0128 88,8243 126,3312 91,3919 66,0132 55,0000
341,9032 311,6713 293,8226 287,8129 229,7006 105,0111 107,9239 114,0643
77,0901 55,0000 316,3092 369,4685 333,3921 289,8622 241,9185 154,3301
128,1432 118,2548 65,3215 55,0000 380,2849 426,7749 324,9521 279,7553
226,0307 149,5637 129,2688 95,0894 79,2801 55,0000 458,6611 360,4486
335,8489 296,3865 238,9683 153,0578 127,4254 117,9153 76,2881 55,0000
402,9913 309,3562 336,6394 297,6718 231,7064 154,7535 118,6579 89,2133
76,0102 55,0000 369,8061 321,8253 304,2621 297,1741 185,0005 111,1554
102,0847 105,3559 72,3357 55,0000 318,9703 309,0584 304,5092 264,5552
186,2557 94,4286 115,0202 81,7696 46,4328 55,0000 258,1057 318,6427
234,0352 216,8931 138,0875 102,0160 129,1320 62,7010 39,3867 55,0000
195,7444 280,9130 301,6972 176,6098 139,1088 110,3627 105,1656 87,4459
27,9526 55,0000 195,7198 315,1501 316,4325 222,2870 181,6021 116,5027
88,6634 93,2055 43,4368 55,0000 226,3295 348,2072 326,1736 251,4028
229,5506 103,5632 97,8301 88,4388 49,5044 55,0000 301,6787 399,4271
311,0352 299,6718 242,4014 151,8240 122,2978 114,4385 74,2255 55,0000
292,3188 337,6289 327,5406 269,6498 211,5449 150,1413 127,4080 90,0015
62,7663 55,0000 239,3661 271,6213 282,8952 241,6619 188,6317 143,0745
98,2131 63,5560 43,9803 55,0000 184,3388 247,9001 220,7047 194,8822
149,1921 108,6579 75,8795 52,6515 42,7932 55,0000 211,1121 225,8062
154,0567 168,2318 157,6167 74,6283 48,7011 53,1225 35,7246 55,0000
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Tabela 6.18: Resultados alcançados para a função objetivo do caso 8.
MH Média Melhor Tempo
Wilcoxon
BGA RGA PSO DE CLONALG BB-BC FW PBIL CMA-ES SA
BGA (4) 2008740 (± 326209,4) (4) 1545496 (10) 498,1 N D D D D D D D D D
RGA (3) 1177855 (± 55080,92) (3) 1085368 (1) 177 D N D D D D D D D D
PSO (7) 7206031 (± 395984,1) (7) 6549030 (3) 179,1 D D N D D D D D D D
DE (6) 4291970 (± 423671,1) (6) 3427557 (5) 180,8 D D D N D D D D D D
CLONALG (5) 3292886 (± 513024,1) (5) 2579740 (2) 178,6 D D D D N D D D D D
BB-BC (2) 1112069 (± 31259,58) (2) 1079267 (4) 180,6 D D D D D N D D D D
FW (9) 1,24e+07 (± 651200,3) (8) 1,08e+07 (7) 214,7 D D D D D D N D D N
PBIL (10) 2,25e+07 (± 466865,8) (10) 2,13e+07 (9) 448,8 D D D D D D D N D D
CMA-ES (1) 1075890 (± 8095,939) (1) 1070694 (8) 351,9 D D D D D D D D N D
SA (8) 1,22e+07 (± 410316,8) (9) 1,14e+07 (6) 184 D D D D D D N D D N
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6.4 Análise de Experimentos
6.4.1 Experimento 1
Para este experimento foram aproveitados os estudos de caso, caso 1, 6 geradores
e caso 7, despacho dinâmico com 5 geradores. Os casos foram adaptados para conter
as equações de ajuste do gerador de referência ao balanço de potência. As condições de
testes destes casos são iguais aos dos estudos de caso, com exceção de que estes tiveram
a função objetivo modificada para ter um balanço de potência nulo.
Os resultados de otimização para o caso 1 podem ser encontrados na tabela 6.21,
onde se observa que não há diferenças significativas quanto aos resultados de média e
melhor valor entre a otimização da escolha do gerador de referência e a escolha fixa.
Durante o processo de otimização, para o caso 1, a melhor escolha de gerador
encontrada pelo método foi igual ao gerador fixo, resultando na semelhança entre os re-
sultados obtidos. As diferenças existentes entre os resultados são de natureza estat́ıstica,
fruto da existência de outliers dentro da população de resultados finais, que difere por
poucas casas decimais. Todavia, a melhor solução foi alcançada pelo método DE, dispońı-
vel na tabela 6.19 atingindo o valor de 15442,6608 na função objetivo, perda de potência
de 12,416, geração total de potência de 1275,416 e penalidades nulas, resultado melhor
que o obtido no estudo de caso sem gerador de folga.
Os resultados de otimização para o caso 7 podem ser encontrados na tabela 6.22,
onde se observa melhoria significativa entre a folga variável em relação a folga fixa, quanto
as medidas de média e melhor valor para a maioria das metaheuŕısticas, exceto o CLO-
NALG, BB-BC e FW.
A melhor solução para o caso 7 foi alcançada pelo método CMA-ES, dispońıvel na
tabela 6.20 atingindo o valor de 43897,7335 na função objetivo, perda total de potência de
194,1084 e penalidades nulas, resultado significativamente melhor que o obtido no estudo
de caso sem gerador de folga.
Tabela 6.19: Melhor solução alcançada pelo DE com folga variável no caso 1. Resultado
da função objetivo, 15442,6608.
D1−6
447,0721 173,1811 263,9171 139,0505 165,5744 86,6208
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Tabela 6.20: Melhor solução alcançada pelo CMA-ES com folga variável no caso 7. Re-
sultado da função objetivo, 43897,7335.
D1−120
74,9864 107,0170 133,5366 40,1926 57,9360 47,1638 98,9133 123,2604
61,7087 107,9281 17,1887 98,5235 112,6794 111,5871 139,7656 10,0143
98,5335 114,3238 124,9063 188,1925 10,0174 87,7079 112,6536 124,8629
229,4408 39,9617 98,5559 114,1861 128,8874 234,2756 14,8005 98,5381
112,6751 178,8790 229,5280 12,6790 98,5698 112,6789 209,8162 229,5140
42,5959 102,4821 115,8226 209,7495 229,5260 64,0450 98,5365 112,6630
209,7983 229,5167 74,9853 104,0231 112,6921 209,8274 229,5168 74,9969
99,1112 112,6307 235,4737 229,5151 64,0847 98,5007 112,6808 209,7890
229,5040 44,0504 98,6869 112,8732 209,8803 234,6987 14,0903 98,5483
111,7988 209,2992 229,5182 10,0053 97,9080 112,4870 159,3092 207,4860
10,0188 94,6289 106,7620 124,8812 228,4241 10,0090 98,5484 112,6023
165,2635 229,5279 12,6957 98,5392 112,6792 209,8207 229,5230 42,6655
98,8605 113,6799 229,7485 229,6987 39,9069 98,5497 112,6681 209,1994
229,5746 10,0319 98,5430 112,6614 209,8141 181,8631 10,0490 98,5496
112,6693 171,9143 139,7571 10,0103 80,1752 112,6374 124,9130 139,7514
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Tabela 6.21: Resultados alcançados para a função objetivo com folga variável no caso 1.
Folga Variável Folga Fixa
MH Média Melhor Média Melhor
BGA (5) 15447,35 (± 8,2203) (8) 15442,7 (5) 15444,8 (± 5,9103) (8) 15442,86
RGA (3) 15442,66 (± 0,0008) (6) 15442,66 (3) 15442,66 (± 0,0006) (7) 15442,66
PSO (7) 15455,52 (± 14,7128) (2) 15442,66 (7) 15460,91 (± 16,6493) (2) 15442,66
DE (1) 15442,66 (± 8,8e-012) (1) 15442,66 (1) 15442,66 (± 8,6e-012) (1) 15442,66
CLONALG (8) 15475,3 (± 39,2489) (5) 15442,66 (8) 15468,15 (± 22,7422) (5) 15442,66
BB-BC (4) 15442,76 (± 0,3956) (4) 15442,66 (4) 15442,76 (± 0,3955) (4) 15442,66
FW (2) 15442,66 (± 0,0002) (7) 15442,66 (2) 15442,66 (± 9,6e-005) (6) 15442,66
PBIL (9) 1059875 (± 1921384) (9) 15464,64 (9) 2387381 (± 2485531) (9) 15458,79
CMA-ES (6) 15450,55 (± 14,17505) (3) 15442,66 (6) 15452,03 (± 27,9444) (3) 15442,66
SA (10) 2,3e+008 (± 1966809) (10) 2,3e+008 (10) 6884949 (± 2134654) (10) 2652597
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Tabela 6.22: Resultados alcançados para a função objetivo com folga variável no caso 7.
Folga Variável Folga Fixa
MH Média Melhor Média Melhor
BGA (4) 7439936 (± 5095706) (7) 142989,9 (6) 2,5e+007 (± 1,3e+007) (6) 4853328
RGA (3) 76345,97 (± 153056,1) (3) 46845,65 (4) 134297,7 (± 301971,4) (3) 47406,81
PSO (8) 2e+008 (± 7,8e+007) (5) 52349,42 (9) 2,1e+008 (± 5,2+007) (8) 4,9e+007
DE (7) 1,6e+008 (± 3,7e+007) (9) 5,1e+007 (8) 1,7e+008 (± 3,4e+007) (9) 9,4e+007
CLONALG (6) 4,1e+007 (± 6,1e+007) (4) 51618,73 (3) 49949,14 (± 896,852) (4) 48144,78
BB-BC (2) 48254,77 (± 888,9514) (2) 46657,39 (2) 48244,07 (± 920,6243) (2) 46084,28
FW (5) 9499819 (± 7606570) (6) 87365,58 (5) 3619558 (± 4089012) (5) 51004,94
PBIL (9) 8,8e+008 (± 1,2e+008) (10) 6,5e+008 (10) 1,1e+009 (± 7,9e+007) (10) 9e+008
CMA-ES (1) 45998,24 (± 1468,782) (1) 43898,62 (1) 46010,8 (± 1127,275) (1) 44513,25
SA (10) 2,3e+009 (± 1,5e+009) (8) 1,4e+007 (7) 4e+007 (± 9992260) (7) 2,1e+007
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6.4.2 Experimento 2
Utilizando o PSO para otimizar o estudo de caso 1, com 100000 avaliações da
função objetivo e 30 experimentos, obtém-se uma média de tempo de processamento total
de 7,01 segundos, sendo que destes, 6,74 segundos são gastos nas avaliações da função
objetivo. Em outras palavras, em média, para o PSO, o tempo gasto de processamento
na função objetivo é de 96,15%. Para contextualizar este gargalo de performance nas
metaheuŕısticas, toma-se como exemplo o pseudocódigo 10, que apresenta a estrutura
t́ıpica destes métodos. Nota-se então que uma única linha retém 96,15% do tempo de
processamento do total.
Pseudocódigo 10 Estrutura t́ıpica de uma metaheuŕıstica.
Entrada: D,Np
Sáıda: best
x← gera Np soluções com dimensão D
stop← 0
enquanto stop = 0 faça
{Avalia a função objetivo.}
f x← fob j(pop)
{Aplicação de heuŕısticas}
{Extrai conhecimento de f x e x}
conhecimento← ExtraiConhecimento( f x,x)
{Gera novas soluções com o conhecimento adquirido}
pop←GeraNovasSoluções(conhecimento)





Para mensurar os limites de processamento e comparar o tempo entre CPU e
GPU, foi elaborado um teste, onde o resultado final é a média de 11 experimentos com
100 iterações. A cada iteração, a função objetivo do caso 1 é executada até atingir um
certo número de avaliações. A primeira iteração inicia com 10000 (dez mil) avaliações e
a cada iteração o número de avaliações aumenta em passos de 10000, até atingir 1000000
(1 milhão) no teste 100.
Resultados são levantados para a CPU com 1 núcleo, CPU com 4 núcleos e para
a GPU, na figura 6.1. Na primeira iteração, com apenas 10000 avaliações, a CPU com
1 núcleo utiliza 0,75 segundo, com 4 núcleos 0,27 segundo e a GPU 0,01 segundo. Já na
última iteração, com 1000000 avaliações, a CPU com 1 núcleo utiliza 75,71 segundos, com
4 núcleos 19,39 segundos e a GPU 0,09 segundo.
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Figura 6.1: Tempo de processamento da função objetivo do caso 1, variando a quantidade
de avaliações. CPU com 1 núcleo como ’O’, CPU com 4 núcleos como ’X’ e GPU como
’+’.
Tendo em vista este ganho de velocidade de processamento de aproximadamente
800x, torna-se extremamente interessante a programação das avaliações da função objetivo
na GPU.
Para isto, foi criada uma variação do BB-BC adaptada para executar a função
objetivo na GPU. Foram utilizados 31 experimentos, cada um com 100 iterações e 100000
(cem mil) avaliações da função objetivo por iteração, totalizando 10000000 (10 milhões) de
avaliações da função objetivo. A média de tempo de processamento foi de 7,87 segundos,
considerando o tempo de CPU e de GPU, a média da função objetivo se situou em
15444,28 (± 1,13), a pior avaliação resultou em 15446,43 e a melhor em 15443,01. Este
melhor resultado exibiu uma perda de potência de 12,42, geração total de potência de
1275,42 e uma violação do balanço de potência de 7,34e-005.
Com a inspiração destes excelentes resultados, adaptou-se também o DE para
executar a função objetivo na GPU. De maneira similar ao BB-BC, foram utilizados
31 experimentos, cada um com 1000 iterações e 1000 avaliações da função objetivo por
iteração, totalizando 1000000 (1 milhão) de avaliações da função objetivo. O número
menor de avaliações da função objetivo foi uma restrição por parte do hardware quanto ao
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Figura 6.2: Ganho no tempo de processamento do BB-BC em relação a CPU com 1 núcleo
para a função objetivo do caso 1, variando a quantidade de avaliações da função objetivo.
Em a) e b) é exibido o ganho para a CPU com 4 núcleos, em c) e d) para a GPU. As
figuras a) e c) exibem os dados obtidos, enquanto as figuras b) e d) exibem os dados
suavizados, para remoção de outliers e melhor visualização.
uso de memória. A média do tempo de processamento foi de 17,05 segundos, considerando
o tempo de CPU e de GPU, a média da função objetivo se situou em 15442,6602 (±
0,00035), a pior avaliação resultou em 15442,662 e a melhor em 15442,6601. Este melhor
resultado exibiu uma perda de potência de 12,42, geração total de potência de 1275,42 e
penalidades nulas. Observa-se que estes resultados superaram todos os outros resultados
apresentados neste trabalho para o caso 1, tanto na média, quanto no melhor e quanto no
pior resultado da função objetivo.
Tabela 6.23: Melhor solução alcançada pelo DE no caso 1 com 10000000 avaliações.
Resultado da função objetivo, 15442,6608.
D1−6
447,0717 173,1811 263,9168 139,0522 165,5732 86,6209
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Em vista destes resultados, surge a pergunta de quantas avaliações da função
objetivo são necessárias para se atingir um resultado desejável. Para isto foi desenvolvido
um último teste repetindo o BB-BC adaptado com 30 experimentos, cada um com 1000
iterações, aumentando progressivamente a quantidade de avaliações da função objetivo
em passos de 100, começando com 100 avaliações na iteração 1 e terminando com 100000
na iteração 1000.
O impacto da quantidade de avaliações da função objetivo pode ser pictoricamente
mensurado na figura 6.4 onde se percebe uma tendência estacionária próximo a 50000
avaliações. Para qualificar o caráter estacionário da função objetivo, foi utilizado o teste
não-paramétrico de Wilcoxon com significância de 0,01% entre uma amostra e a população
de amostras posteriores. A figura 6.4 apresenta o progresso da função objetivo pela
quantidade de avaliações do problema com o resultado do teste de Wilcoxon. Assume-se
que a função objetivo possui caráter estacionário quando o teste deixa de oscilar, i.e., na
última amostra onde o teste tem a hipótese nula rejeitada (H0 = 1).
Um problema encontrado durante a execução do teste é o efeito de carregamento
da memória, claramente viśıvel na figura 6.5. A alta quantidade de avaliações da função
objetivo, 1,5e+009 (1,5 bilhão) e a alta quantidade de trocas de memória entre a CPU
e a GPU, levavam a saturação da memória do MATLAB, por incapacidades do garbagge
collector. Para contornar este problema, foi necessário reiniciar o teste em três momentos
distintos. Cada reiniciação permitia um “começo fresco” ao sistema, ganhando tempo de
processamento, claramente viśıvel nas três quedas na figura 6.5.
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Figura 6.3: Custo da função objetivo do caso 1 pela quantidade de avaliações da função
objetivo. A linha superior é a função objetivo pela quantidade de avaliações enquanto a
linha inferior é a resposta do teste de Wilcoxon.
Figura 6.4: Custo da função objetivo do caso 1 pela quantidade de avaliações da função
objetivo, em escala logaŕıtmica.
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Figura 6.5: Tempo de processamento do BB-BC para a função objetivo do caso 1, utili-
zando a GPU, variando a quantidade de avaliações da função objetivo.
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7 Conclusão
Foi proposta nesta dissertação o estudo da performance de diversas metaheuŕıs-
ticas sobre problemas de otimização em sistemas de potência. Para limitar o espectro
de abordagem da dissertação, foram escolhidos apenas os problemas de despacho econô-
mico, nas versões estática e dinâmica. Variações como efeito do ponto de válvula, zonas
proibidas de operação, taxas limites de rampa e perdas foram utilizadas para apresentar
maiores dificuldades aos métodos de otimização. No total, foram utilizados nove estudos
de caso para o levanto de performance.
Diversas metaheuŕısticas foram implementadas para a otimização dos problemas,
como: algoritmo genético, otimização por enxame de part́ıculas, evolução diferencial,
algoritmo de seleção clonal, big bang - big crunch, algoritmo de otimização por fogos de
artif́ıcio, busca incremental baseada em população, adaptação da matriz de covariância -
estratégia de evolução e simulated annealing.
Para validar estes resultados e verificar a significância de diferença entre os mes-
mos, foi utilizado o teste estat́ıstico de Wilcoxon, que testa a hipótese nula que dados de
duas amostras são amostras independentes de distribuições cont́ınuas idênticas. Os resul-
tados obtidos mostram que o CMA-ES e o DE obtém os melhores resultados na otimização
de problemas do despacho econômico.
O extraordinário desempenho do CMA-ES é facilmente explicado quando se en-
tende o contexto deste método de busca e do espaço de busca do despacho econômico
de energia elétrica. A adaptação da matriz de covariância é equivalente a construção de
um modelo de segunda ordem da função objetivo, de maneira similar a aproximação da
Hessiana inversa pelo método Quasi-Newton. A topologia da função objetivo do despa-
cho econômico de energia elétrica é tipicamente multimodal, não-separável e não-ruidosa.
A equação de balanço de potência cria uma caracteŕıstica linear na função objetivo, en-
quanto as funções de custo de segunda ordem das unidades geradoras acrescentam uma
caracteŕıstica convexa. Estas condições são adequadamente exploradas pelo CMA-ES,
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levando ao seu bom desempenho para esta classe de problema de otimização.
Dois pequenos experimentos foram adicionados a dissertação. O primeiro, tes-
tando a hipótese de que otimizando a escolha do gerador de folga para atingir o balanço de
potência poderia produzir melhores resultados que utilizando uma escolha fixa do gerador
de folga. A escolha fixa do gerador de folga pode deslocar uma boa solução para um ponto
pior no espaço de busca, enquanto a escolha variável busca encontrar o gerador que atinja
o balanço de potência enquanto mantem uma boa solução em um ponto bom no espaço
de busca. Este experimento mostrou bons resultados na utilização de um gerador de folga
variável para problemas de maior dimensionalidade.
Entretanto, deve ser observado que em certas situações, especialmente quando a
dimensão do problema é baixa, i.e., problemas com poucos geradores, a escolha ótima do
gerador de folga será igual a escolha fixa do gerador com maior capacidade de geração.
Nestas situações, a otimização do gerador de folga pode denegrir o processo de busca.
Entretanto, para problemas de maior dimensionalidade, a otimização do gerador de folga
aparenta beneficiar o processo de busca.
No segundo experimento buscou-se acelerar o processamento da função objetivo
do despacho econômico, implementando uma formulação que explorasse a GPU ao contrá-
rio da abordagem tradicional da CPU, atingindo excelentes resultados de ganho de tempo
computacional entre a GPU e a CPU com um núcleo de quase 800 vezes.
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<http://books.google.com/books?id=JRSYPvQWUNAC>.
2 HAPP, H. H. Optimal power dispatch - a comprehensive survey. IEEE Transactions
on Power Apparatus and Systems, PAS-96, n. 3, p. 841–854, May 1977.
3 CARPENTIER, J. Contribution a l’estude du dispatching economique. Bulletin de la
Societe Francaise des Electriciens, v. 3, n. 1, p. 431–447, 1962.
4 KIRCHMAYER, L. K. Economic operation of power systems. New York, USA: John
Wiley & Sons, 1958.
5 IEEE Working Group. Description and bibliography of major economy-security
functions Part II-Bibliography (1959 - 1972). IEEE Transactions on Power Apparatus
and Systems, PAS-100, n. 1, p. 215–223, January 1981.
6 IEEE Working Group. Description and bibliography of major economy-security
functions Part III-Bibliography (1973 - 1979). IEEE Transactions on Power Apparatus
and Systems, PAS-100, n. 1, p. 224–235, January 1981.
7 MOMOH, J. A.; ADAPA, R.; EL-HAWARY, M. E. A review of selected optimal
power flow literature to 1993, parts i and ii. IEEE Transactions on Power Systems, v. 14,
p. 96–111, 1999.
8 PANDYA, K. S.; JOSHI, S. K. A survey of optimal power flow methods. Journal of
Theoretical and Applied Information Technology, v. 4, n. 5, p. 450–458, June 2008.
9 LIN, C.; VIVIANI, G. Hierarchical economic dispatch for piecewise quadratic cost
functions. IEEE Transactions on Power Apparatus and Systems, v. 103, n. 6, p.
1170–1175, 1984.
10 DAS, D. B.; PATVARDHAN, C. New multi-objective stochastic search technique
for economic load dispatch. IEEE Proceedings on Generation, Transmission and
Distribution, v. 145, n. 6, p. 747–752, 1998.
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135 GARCÍA, S. et al. A study on the use of non-parametric tests for analyzing the
evolutionary algorithms’ behaviour: a case study on the CEC’2005 special session on real
parameter optimization. Journal of Heuristics, v. 15, n. 6, p. 617–644, May 2008.
136 SHESKIN, D. Handbook of parametric and nonparametric statistical procedures.
[S.l.]: CRC Press, 2004. 1193 p.
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APÊNDICE A -- Fluxo de Potência Ótimo
Na proposta original desta dissertação, inclúıa-se o estudo do fluxo de potência
ótimo. Ao longo de sua elaboração, a dissertação teve o foco alterado exclusivamente
para o despacho econômico de energia elétrica, devido as dimensões do estudo. Este
apêndice é o remanescente da introdução ao fluxo de potência ótimo, guardado aqui para
a eventualidade de uma expansão sobre este tema.
O fluxo de potência ótimo foi introduzido na literatura por Carpentier em 1962
[3], com o objetivo de encontrar a melhor configuração de um determinado sistema de
potência. Como no despacho econômico, o objetivo de minimização é o custo total da








sujeito a: Pi(V,θ) = PGi−PDi i ∈ NB
Qi(V,θ) = QGi−QDi i ∈ NB
PGi min ≤ PGi(V,θ)≤ PGi max i ∈ NG
QGi min ≤ QGi(V,θ)≤ QGi max i ∈ NG
Vi min ≤Vi ≤Vi i ∈ NB
θi min ≤ θi ≤ θi max i ∈ NB ,
onde NB é o número de barras em um sistema, QD é a demanda total de potência reativa
de um sistema, QGi min é o limite inferior de potência de um gerador, QGi max é o limite
superior de potência de um gerador, Vi min é o limite inferior de magnitude de tensão, Vi max
é o limite superior de magnitude de tensão, θi min é o limite inferior de fase e θi max é o
limite superior de fase.
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Nas equações de balanço de potência, a função Pi(V,θ) é a equação de fluxo de










(Gi jsenθi j−Bi jcosθi j) .
Podem ser utilizados outros objetivos, como a minimização de perdas no sistema,
desvio de tensão nas barras, número de unidades geradoras ativas, número de ações de
controle e corte de cargas. Em algumas formulações, devem ser atendidos limites de segu-
rança e operação, além das restrições de balanço de potência. Dependendo da dimensão do
problema, as variáveis de controle podem envolver potência ativas e reativas, magnitudes
e ângulos de tensões, tap de transformadores, transformadores defasadores e chaveamento
de transformadores e reatores [1]. Apesar das complexidades de diversas formulações, um
dos modelos mais utilizados é o modelo linearizado de Monticelli [157].
