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Abstract
Usually, the Bayesian inference of the GARCH model is preferably performed by the Markov Chain Monte Carlo (MCMC)
method. In this study, we also take an alternative approach to the Bayesian inference by the importance sampling. Using a
multivariate Student’s t-distribution that approximates the posterior density of the Bayesian inference, we compare the perfor-
mance of the MCMC and importance sampling methods. The overall performance can be measured in terms of statistical errors
obtained for the same size of Monte Carlo data. The Bayesian inference of the GARCH model is performed by the MCMC
method implemented by the Metropolis-Hastings algorithm and the importance sampling method for artiﬁcial return data and
stock return data. We ﬁnd that the statistical errors of the GARCH parameters from the importance sampling are smaller than
or comparable to those obtained from the MCMC method. Therefore we conclude that the importance sampling method can
also be applied eﬀectively for the Bayesian inference of the GARCH model as an alternative method to the MCMC method.
c© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of KES International.
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1. Introduction
In empirical ﬁnance it is of particular importance to estimate and forecast volatility of asset returns which
is often utilized for option pricing and portfolio allocation etc. Since volatility is not directly observed in the
ﬁnancial markets one needs to use parametric models which could reproduce properties of asset returns. Em-
pirical properties of asset returns are now classiﬁed as the stylized facts[1] which include fat-tailed distributions
and volatility clustering etc. The most widely recognized models which capture some of the stylized facts are
the GARCH (generalized autoregressive conditional hetroskedasticity) model[2] and its extended versions. The
original model to the GARCH model was ﬁrst created by Engle[3], which is called the ARCH model. Then later
the ARCH model is generalized by Bollerslev[2] and the generalized version is called the GARCH model.
To utilize the GARCH model one needs to infer the model parameters so that the model matches the time
series of asset returns we consider. In this study we employ the Bayesian inference for the GARCH model. In
the Bayesian estimation one assumes that the probability density of the model parameters, called the posterior
density, is given through the Bayes’s rule. Then the model parameters are inferred as the expectation values under
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the probability density of the model parameters. Namely the expectation values are given by the integrals of the
parameter function constructed by a multiplication of the posterior density and a parameter variable. In general
the integrals are not calculable analytically. The popular approach to perform the integrals is the Markov Chain
Monte Carlo (MCMC) method which replace the expectation values of the parameters with the average values
over Monte Carlo samples obtained through the Markov Chain. A drawback of the MCMC method is that the
time series of the Monte Carlo samples obtained through the Markov Chain are usually correlated. The magnitude
of the correlation can be measured by the autocorrelation time and an overall statistical error increases with the
autocorrelation time. Thus it is preferable to use a method that can eﬀectively generate uncorrelated Monte Carlo
samples.
The simplest MCMC method might be the Metropolis algorithm[4] which creates the Markov Chain through
the Metropolis accept/reject test. The Metropolis algorithm is algorithmically so simple that it can be applied for
many cases including the inference of the GARCH model. However the Metropolis algorithm is generally not
eﬀective, i.e. its autocorrelation time is large.
There exist a variety of algorithms which might implement the MCMC method eﬀectively. For the Bayesian
inference of the GARCH model several algorithms have been proposed and applied[5]-[11]. By recent studies[9,
10, 13] it is shown that the Metropolis-Hastings algorithm[12] with a multivariate Student’s t-proposal density
generates MCMC time series very eﬀectively, i.e. the autocorrelation time of the Monte Carlo data turns out
to be small[9, 10, 13, 14, 15, 16, 17]. This eﬀectiveness of the Metropolis-Hastings algorithm implies that the
multivariate Student’s t-proposal density used in the algorithm is already very similar to the posterior density of
the GARCH model.
This observation may suggest an alternative approach to implement the Bayesian inference, e.g. the impor-
tance sampling. The importance sampling method introduces an importance sampling density which should be
handled easily and can generate Monte Carlo data randomly. The Monte Carlo data generated randomly by the
importance sampling method can be autocorrelation-free. At ﬁrst sight the autocorrelation-free nature of the im-
portance sampling could be considered to be an advantage over the MCMC method. However in order to obtain
the correct results the Monte Carlo data generated by the importance sampling method should be recalculated by
the reweighting factor which corrects the diﬀerence between the posterior density and the sampling density. Even
if the Monte Carlo data from the importance sampling is autocorrelation-free the statistical errors of the Monte
Carlo data could be enhanced by the introduction of such a reweighting factor. In this study we compare perfor-
mance of the MCMC and importance methods for the GARCH model by the statistical errors estimated from the
same size of Monte Carlo data.
2. GARCH model
The general form of the GARCH model by Bollerslev[2], called the GARCH(p,q) model is given by
yt = σtt, (1)
σ2t = ω +
q∑
i=1
αiy2t−i +
p∑
i=1
βiσ
2
t−i, (2)
where the GARCH parameters are restricted to ω > 0, αi > 0 and βi > 0 to ensure a positive volatility, and the
stationary condition
∑q
i=1 αi +
∑p
i=1 βi < 1 is also required. yt stands for the return time series of the GARCH(p,q)
model and t is an independent normal error ∼ N(0, 1).
The parameters of q and p are lag parameters. Since empirical studies often show that small numbers are
selected for q and p by the information criterion such as AIC[18], in this study we focus on the GARCH(1,1)
model where the volatility σ2t is given by
σ2t = ω + αy
2
t−1 + βσ
2
t−1. (3)
Hereafter the GARCH model represents the GARCH(1,1) model.
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3. Bayesian Inference of GARCH model
From Bayes’ rule the posterior density π(θ|y) with n observations denoted by y = (y1, y2, . . . , yn) is given by
π(θ|y) ∝ L(y|θ)π(θ), (4)
where L(y|θ) is the likelihood function and θ ≡ (θ1, θ2, θ3) = (α, β, ω) for the GARCH model. π(θ) stands for the
prior density which we have to specify depending on θ. In this study we assume that the prior density π(θ) is
constant. The likelihood function of the GARCH model with n observations is given by
L(y|θ) = Πnt=1
1√
2πσ2t
exp (− y
2
t
σ2t
). (5)
Using the posterior density π(θ|y) as a probability density of θ we infer values of θ as expectation values of θ.
The expectation values are given by
E[θi] =
1
Z
∫
θiπ(θ|y)dθ, (6)
where Z =
∫
π(θ|y)dθ is the normalization constant. Since the posterior density π(θ|y) is not always normalized, Z
is not unity in general. However the value of Z is irrelevant to the MCMC method.
4. Markov Chain Monte Carlo
Since in general eq.(6) is not analytically calculable, we estimate it numerically by the MCMC method. Sup-
pose we obtain N data sampled by an MCMC method. Then we evaluate the expectation value as an average value
over the sampled data θ( j)i ,
〈θi〉 = lim
N→∞
1
N
N∑
j=1
θ
( j)
i . (7)
The statistical error for N independent (uncorrelated) data is proportional to
1√
N
. When the sampled data are
correlated the statistical error increases in proportion to
√
2τ
N
where τ is the autocorrelation time between the
sampled data. In order to have smaller statistical errors it is desirable to take an MCMC method which can
generate data with a small τ.
The autocorrelation time is calculated through the autocorrelation function (ACF). The ACF of θi with N
Monte Carlo data is deﬁned as
ACF(t) =
1
N
∑N
j=1(θ
( j)
i − 〈θi〉)(θ( j+t)i − 〈θi〉)
σ2θi
, (8)
where 〈θi〉 and σ2θi are the average value and the variance of θi respectively. The autocorrelation time τ is deﬁned
by
τ =
1
2
+
∞∑
t=1
ACF(t). (9)
There exist a variety of methods to implement MCMC algorithm. In this study for the Bayesian inference of
the GARCH model we employ the Metropolis-Hastings algorithm with a multivariate Student’s t-proposal density
which is shown to be eﬀective[9, 10, 13, 14], (i.e. the autocorrelation time is small).
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5. Metropolis-Hastings algorithm
The Metropolis-Hastings (MH) algorithm[12] is an extension of the original Metropolis algorithm[4]. Let
P(x) be a probability distribution from which we would like to sample data x. The MH algorithm generates x
sequentially as follows.
(1) First we set an initial value x0 and i = 1.
(2) Then we generate a new value xi from a certain probability distribution g(xi|xi−1) which we call proposal
density.
(3) We accept the candidate xi with a probability of PMH(xi−1, xi) where
PMH(xi−1, xi) = min
[
1,
P(xi)
P(xi−1)
g(xi|xi−1)
g(xi−1|xi)
]
. (10)
When xi is rejected we keep xi−1, i.e. xi = xi−1.
(4) Go back to (2) with an increment of i = i + 1.
From the studies of Refs.[9, 10, 13, 14], it is shown that a multivariate Student’s t-distribution as the proposal
density is very eﬀective for the Bayesian inference of the GARCH model. In this study we also use a multivariate
Student’s t-distribution for the MH algorithm. Let g(θ) be a (p-dimensional) multivariate Student’s t-distribution
given by
g(θ) =
Γ((ν + p)/2)/Γ(ν/2)
detΣ1/2(νπ)p/2
[
1 +
(θ − M)tΣ−1(θ − M)
ν
]−(ν+p)/2
, (11)
where θ and M are column vectors,
θ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
θ1
θ2
...
θp
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M1
M2
...
Mp
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (12)
and Mi = E(θi). Σ is the covariance matrix deﬁned as
νΣ
ν − 2 = E[(θ − M)(θ − M)
t]. (13)
ν is a parameter to tune the shape of Student’s t-distribution. For ν → ∞ the Student’s t-distribution goes to a
Gaussian distribution. In this study we use ν = 10[13].
The random number generation for the multivariate Student’s t-distribution can be done easily as follows. First
we decompose the symmetric covariance matrix Σ by the Cholesky decomposition as Σ = LLt. Then substituting
this result to eq.(11) we obtain
g(X) ∼
[
1 +
XtX
ν
]−(ν+p)/2
, (14)
where X = L−1(θ − M). The random numbers X are given by X = Y
√
ν
w
, where Y follows N(0, I) and w is
taken from the chi-square distribution with ν degrees of freedom, χ2ν . Finally we obtain the random number θ by
θ = LX + M.
6. Importance Sampling
Let us recall eq.(6),
〈θi〉 = 1Z
∫
θiπ(θ|y)dθ. (15)
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When π(θ|y) is properly normalized, then Z = 1. However in general π(θ|y) of the GARCH model can not be
easily normalized and in such a case Z  1. By introducing an importance sampling density h(θ) eq.(15) can be
rewritten as
〈θi〉 = 1Z′
Z′
Z
∫
θi
π(θ|y)
h(θ)
h(θ)dθ, (16)
where
Z′ =
∫
h(θ)dθ. (17)
Eq.(16) can be estimated by Monte Carlo integration as
〈θi〉 = 〈θir(θ)〉h(θ)〈r(θ)〉h(θ) , (18)
where the reweighting factor r(θ) is given by
r(θ) =
π(θ|y)
h(θ)
, (19)
and 〈O(θ)〉h(θ) stands for the expectation value of O(θ) with respect to h(θ). Eq.(18) can be obtained as average
values over Monte Carlo data of θ generated by the importance sampling density h(θ). The importance sampling
density h(θ) should be simple enough to easily generate θ at random. Here we use a multivariate Student’s t-
distribution as h(θ) which is also used in the MH algorithm. As seen in the previous section one can easily generate
θ randomly from the multivariate Student’s t-distribution. Since the Monte Carlo data of θ can be generated
randomly they appear to be autocorrelation-free. However what we need is eq.(18) which includes the reweighting
factor. The introduction of the reweighting factor may enhance the statistical errors. In order to estimate the
statistical errors of eq.(18) we use the jackknife method.
Note that both MH and importance sampling methods use a multivariate Student’s t-distribution. The es-
sential diﬀerence between two methods comes from how to correct the diﬀerence between the posterior density
and the multivariate Student’s t-distribution. Namely the MH method corrects the diﬀerence by the Metropolis
test. On the other hand the importance sampling method corrects it by the reweighting factor. In principle two
method could give the same ﬁnal results. However the performance of them could appear diﬀerently. We measure
the performance of them in terms of the statistical errors and make a comparison of performance between two
methods.
7. Simulation Study
In this section we compare the MCMC and importance sampling methods using artiﬁcially generated GARCH
data. We set the GARCH parameters to α = 0.05, β = 0.9 and ω = 0.1, and generated 3000 data. Fig.1 shows the
time series of the data.
We implement the MCMC method as in Ref.[13]. First we make a pilot run by the Metropolis algorithm to
estimate M and Σ of a multivariate Student’s t-distribution. The ﬁrst 5000 Monte Carlo data by the Metropolis
algorithm are discarded as burn-in process. We then switch from the Metropolis algorithm to the MH algorithm.
During simulations we recalculate the values of M and Σ every 1000 Monte Carlo updates by using the accumu-
lated Monte Carlo data so far. Fig.2 shows the acceptance at the Metropolis test of the MH algorithm as a function
of every 1000 updates. At the beginning of the simulation the acceptance is low, which indicates that the values of
M and Σ are still not accurate enough. As we proceed simulations the acceptance increases rapidly and reaches a
plateau around 75%-80%. Final results are obtained by 200000 Monte Carlo data. The autocorrelation times are
calculated to be very small, 2τ ≈ 2, which means that the MH algorithm is a very eﬃcient MCMC method for the
GARCH model[13].
The importance sampling algorithm also uses a multivariate Student’s t-distribution. We determine the values
of M and Σ for the multivariate Student’s t-distribution by a pilot run of the MH algorithm. Here we accumulate
5000 Monte Carlo data by the MH algorithm and calculate M and Σ of the multivariate Student’s t-distribution.
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Fig. 1. Return time series generated by the GARCH model with α = 0.05, β = 0.9 and ω = 0.1.
Then using the multivariate Student’s t-distribution as the importance sampling density we proceed the importance
sampling simulation and generate 200000 Monte Carlo data of θ. Since those Monte Carlo data are generated
randomly in the importance sampling the correlation between those Monte Carlo data should be nonexistent. We
checked the autocorrelation time of those Monte Carlo data and found that 2τ ≈ 1, which means there exists no
correlation between those Monte Carlo data.
The GARCH parameters obtained by the the MCMC and importance sampling methods are summarized in
Table 1. It is conﬁrmed that both methods correctly reproduce the values of θ used for the generation of the
GARCH data. The standard deviations are deﬁned by
√〈(θi − 〈θi〉)2〉. Since we employ the same posterior density
for both methods the standard deviations should be the same, as conﬁrmed in Table 1.
The statistical errors are estimated by the jackknife method. It is found that the statistical errors from the
importance sampling method are smaller than those of the MCMCmethod. The gain g of the importance sampling
method is deﬁned by ”statistical error(MCMC)/statistical error(Importance sampling)”. We ﬁnd that g > 1 which
means that the greater performance is obtained for the importance sampling method.
Table 1. Results from artiﬁcial GARCH data.
α β ω
true value 0.05 0.9 0.1
MCMC 〈θi〉 0.0510 0.913 0.082
standard deviation 0.0095 0.018 0.026
statistical error 0.000033 0.000080 0.00013
2τ 2.1 ± 0.1 2.3 ± 0.2 2.3 ± 0.2
Importance sampling 〈θi〉 0.0510 0.912 0.082
standard deviation 0.0095 0.018 0.026
statistical error 0.000025 0.000040 0.000042
gain g 1.32 2.0 3.10
8. Empirical Application
In this section we perform the Bayesian inference for stock data traded on the Tokyo Stock Exchange. The
stock data we use is daily stock price data of Toshiba Co. from June 3, 2006 to December 30, 2009. The price
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Fig. 2. Acceptance of the Metropolis-Hastings algorithm for artiﬁcial GARCH data as a function of every 1000 updates.
data pi are transformed to return data ri = ln(pi/pi−1). The daily return time series is shown in ﬁg.3.
Our implementation scheme is the same as in the previous section. Using the daily return data we perform
the Bayesian inference of the GARCH model by the MCMC and importance sampling methods. The ﬁnal results
are calculated from 200000 Monte Carlo data. Fig.4 shows the acceptance of the MH algorithm which is similar
to that obtained in ﬁg.2. Table 2 summarizes the results from both methods. It is found that both methods give
almost the same values for θ and standard deviations. The gain turns out to be g ≈ 1, which indicates that the
performance of the importance sampling method is comparable to that of the MCMC method.
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Fig. 3. Daily stock return time series of Toshiba Co on the Tokyo Stock Exchange.
9. Conclusions
We have performed the Bayesian inference of the GARCH model by two methods: MCMC and importance
sampling, and compared performance of two methods. Both methods utilize a multivariate Student’s distribution.
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Fig. 4. Acceptance of the Metropolis-Hastings algorithm for daily return data as a function of every 1000 updates.
Table 2. Results from daily stock returns of Toshiba Co.
α β ω
MCMC 〈θi〉 0.101 0.896 7.7 × 10−6
standard deviation 0.019 0.019 4.1 × 10−6
statistical error 0.000075 0.000079 1.5 × 10−8
2τ 2.1 ± 0.1 2.2 ± 0.1 2.5 ± 0.2
Importance sampling 〈θi〉 0.101 0.894 7.6 × 10−6
standard deviation 0.019 0.019 4.0 × 10−6
statistical error 0.000066 0.000084 2.0 × 10−8
gain g 1.2 0.94 0.75
From the results obtained for the artiﬁcial GARCH data we found that the importance sampling outperforms the
MCMC method implemented by the MH algorithm. We also performed the Bayesian inference for the daily stock
return data of Toshiba Co. and found that the performance of importance sampling is comparable to that of the
MCMC method. Our results might indicate that the performance of two methods depends on the return data we
consider. Since there exists a case that the performance of importance sampling is better than that of the MCMC
method, it is concluded that the importance sampling method can be used as an alternative method to the MCMC
method for the Bayesian inference of the GARCH model.
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