Abstract. We introduce the notions of multi-suprema and multi-infima for vector spaces equipped with a collection of wedges, generalizing the notions of suprema and infima in ordered vector spaces. Multi-lattices are vector spaces closed under multi-suprema and multi-infima and are thus an abstraction of vector lattices. The Riesz decomposition property in the multi-wedged setting is also introduced, leading to Riesz-Kantorovich formulas for multi-suprema and multi-infima in certain spaces of operators.
Introduction
The significance of the Riesz-Kantorovich formulas is well known not only in duality theory in ordered vector spaces but also in equilibrium theory in economics (see [1, 2] ).
Surely, such formulas will also be needed in the emerging theory of multi-wedged spaces, i.e., vector spaces equipped with a collection of wedges. The goal of this paper is to prove these formulas in this more general setting.
Two recent papers [6, 7] have investigated Banach spaces equipped with an arbitrary collection of closed wedges. Indeed, [6, Theorem 4 .1] generalizes Andô's Theorem [5, Lemma 1] to such spaces, and [7] extends geometric duality theory of real preordered Banach spaces to multi-wedged Banach spaces. Since the Riesz-Kantorovich formulas do not involve any topology, we consider multi-wedged spaces not equipped with any topological structure.
Required for the construction of multi-wedged Riesz-Kantorovich formulas is the generalization of the notion of suprema in ordered vector spaces to multi-wedged spaces. In this prospect, recall that for an ordered vector space (E, K) and a collection (x i ) i∈I in E it is true that z = sup i∈I {x i } if and only if i∈I (x i + K) = z + K. (see [4, Theorem 1.16] ). More generally, if E is a vector space, (W i ) i∈I is a collection of wedges in E, and (x i ) i∈I is a collection of elements of E then any z ∈ E that satisfies i∈I (x i + W i ) = z + i∈I can be viewed as a generalized supremum, which we call a multi-supremum, of (x i , W i ) i∈I .
In order for such a multi-supremum to exist, (x i , W i ) i∈I must be multi-bounded above, meaning that i∈I (x i + W i ) = ∅. Multi-wedged spaces in which all multi-bounded above collections (x i , W i ) i∈I with |I| < κ + 1 are closed under multi-suprema are called κ-multilattices.
The venturing from vector lattices to the more general multi-lattices requires a few compromises, some of which come as surprises.
(1) Multi-suprema are generally not unique [Remark 2.4].
(2) An n-multi-lattice need not be an (n + 1)-multi-lattice [Example 2.9]. Both authors would like to acknowledge that the idea of multi-lattices and the possibility of multi-lattices being in duality with a generalized Riesz decomposition property were first concocted by Rabee Tourky in a conversation with Miek Messerschmidt at Australian National University in April 2014. We are grateful to Miek for suggesting the topic to us.
Multi-Wedged Spaces and Multi-Lattices
We refer the reader to [4] for any unexplained terminology and basic results regarding wedges, cones, preordered and ordered vector spaces, and vector lattices. All vector spaces in this paper are over R.
For a vector space E, we call a nonempty subset W of E a wedge if W + W ⊆ W and λW ⊆ W for all λ ≥ 0. A wedge K that satisfies K ∩ (−K) = {0} is called a cone. Any wedge W can be written as the sum of the vector space W ∩ (−W ) and a cone. For brevity,
Given an indexed collection (W i ) i∈I of wedges in a vector space E, we define
Thus any element i∈I x i ∈ i∈I W i is a finite sum. We note that i∈I W i is the smallest wedge in E that contains each W i . Definition 2.1. We call a pair (E, W) a multi-wedged space if E is a vector space and W is a nonempty collection of wedges in E. Notation 2.2. Let (E, W) be a multi-wedged space. Each W ∈ W induces a preordering on E. For x, y ∈ E, we write x ≤ W y (or y ≥ W x) whenever y − x ∈ W . In addition, we write x ∼ W y when x ≤ W y and y ≤ W x, or equivalently, when x − y ∈ D(W ). Given
Definition 2.3. Let (E, W) be a multi-wedged space. A collection (x i , W i ) i∈I in E × W is called multi-bounded above if there exists u ∈ E such that x i ≤ i u for each i ∈ I. In this case, u is called a multi-upper bound of (x i , W i ) i∈I . The definitions of multi-bounded below and multi-lower bound are defined analogously. Furthermore, we say z ∈ E is a multi-supremum of (x i , W i ) i∈I whenever (1) z is a multi-upper bound of (x i , W i ) i∈I , (2) u ≥ i x i for every i ∈ I implies u ≥ i z for each i ∈ I.
Multi-lower bounds and multi-infima are defined similarly.
We denote the set of all multi-suprema, respectively multi-infima of (
In the case that W i = W (i ∈ I) for some W ∈ W, we will instead write msup i∈I {x i }, or when convenient, msup{x i : i ∈ I}. In this case, it will always be clear from the context which wedge is used in the set of multi-suprema. The special case where msup i∈I (x i , W i ) = {z} for some z ∈ E will naturally be of special interest. In this scenario, we say that the multi-supremum is proper and simply write msup
Remark 2.4. Given a multi-wedged space (E, W) and a collection (x i , W i ) i∈I in E × W, it easily follows from the definition of multi-suprema that for any z ∈ msup
Hence one multi-supremum determines the entire set of multi-suprema. We also see that a nonempty msup i∈I (x i , W i ) is proper if and only if i∈I W i is a cone.
Multi-suprema and multi-infima in multi-wedged spaces share some familiar properties with classical suprema and infima in ordered vector spaces. We record these useful properties in the following proposition, whose straightforward proof is left to the reader. Proposition 2.5. Let (E, W) be a multi-wedged space, and let (x i , W i ) i∈I be a collection in E × W. The following hold.
(1) minf
(2) For every y ∈ E we have y + msup
As hinted at in parts (2) and (3) above, we mostly focus on multi-suprema in this paper, since (1) of the previous proposition can be used to transfer the results of this paper to analogous results for multi-infima.
For an ordered vector space (E, K) and a collection (x i ) i∈I in E, there is a convenient geometrical interpretation of sup i∈I {x i } (as mentioned in the introduction). Indeed, sup i∈I {x i } exists in E if and only if there exists z ∈ E such that i∈I (x i + K) = z + K, and in this case, z = sup i∈I {x i } (see [4, Theorem 1.16] ). The next proposition shows that there exists a useful geometric interpretation for multi-suprema as well. This geometric interpretation will prove convenient for determining whether or not a multi-wedged space is a multi-lattice (see Example 2.9). Proposition 2.6. Let (E, W) be a multi-wedged space, and let (x i , W i ) i∈I be a collection
Proof. First assume that z ∈ msup i∈I (x i , W i ). Condition (1) in Definition 2.3 implies that for any given i ∈ I we have z − x i ∈ W i and thus
On the other hand, suppose that u ∈ i∈I (x i + W i ). Then we have u ≥ i x i for each i ∈ I.
It follows from condition (2) of Definition 2.3 that u ≥ i z for each i ∈ I. We thus have
Definition 2.7.
(1) For a cardinal number κ, we call a multi-wedged space (E, W) a κ-multi-lattice if for every multi-bounded above collection (x i , W i ) i∈I in E×W with |I| < κ+1 we have msup
(2) A Dedekind complete multi-lattice is a multi-wedged space that is a κ-multi-lattice for every cardinal number κ.
(3) For brevity, we refer to a 2-multi-lattice as a multi-lattice.
In particular, an ℵ 0 -multi-lattice refers to a multi-wedged space that is an n-multi-lattice for every n ∈ N. Remark 2.8. A standard induction argument proves the following. If (E, W) is a multilattice and W is closed under finite intersections then (E, W) is an ℵ 0 -multi-lattice.
Given n ∈ N, it is not true however, that every n-multi-lattice is an (n + 1)-multi-lattice, as the following example reveals.
Indeed, it is readily checked using Proposition 2.6 that (E, {W 1 , W 2 , W 3 }) is a multilattice. However, W 1 ∩ W 2 ∩ (1, 1) + W 3 , which constitutes the shaded region in Figure   1 below, is not a translated wedge. Another appeal to Proposition 2.6 verifies our claim. 
Riesz-Kantorovich Formulas
Operators between multi-wedged spaces and multi-lattices are investigated in this section, obtaining Riesz-Kantorovich formulas in the multi-wedged setting [Theorem 3.8]. We begin with a notion of positive operators between multi-wedged spaces.
Definition 3.1. Let (E, W) and (F, V) be multi-wedged spaces. For W ∈ W and V ∈ V, we say that a map
In the case that V = {V } for some wedge
The following proposition is needed for our main result, Theorem 3.8. We call a wedge
( * )
In particular, for E, F = {0} we have that i∈I,j∈J L W i ,V j (E, F ) is a cone if and only if i∈I W i is generating and j∈J V j is a cone.
Proof. Let (E, W) and (F, V) be multi-wedged spaces. It is readily checked that
is a wedge in L(E, F ) for every W ∈ W and all V ∈ V. Let (W i ) i∈I and (V j ) j∈J be collections
Since i ∈ I was chosen arbitrarily and T is linear, we have
. This proves ( * ).
Next assume i∈I W i is generating and j∈J V j is a cone. Then the only T ∈ L(E, F )
is the zero map. Therefore, from ( * ), we have that
Suppose E, F = {0} and that i∈I W i − i∈I W i = E. Let U be an algebraic complement of i∈I W i − i∈I W i , and let S : U → F be a nonzero linear map. Next define F ) is not a cone. Finally, assume j∈J V j is not a cone. Let y ∈ D j∈J V j be nonzero. Let φ be a nonzero linear functional on E and define T (x) = φ(x)y (x ∈ E). Let i ∈ I and j ∈ J be arbitrary, and let
As a result of the proposition above, we obtain the following corollary regarding multisuprema.
Corollary 3.3. Let (E, W) and (F, V) be multi-wedged spaces with E, F = {0}, and let
Proof. Let T : W → V be an additive, positively homogeneous mapping. Set X = W − W . For each x ∈ X, let x 1 , x 2 ∈ W be such that x = x 1 − x 2 , and define
Following the proof of [4, Lemma 1.26], one readily proves that S is a well-defined, additive map on X that extends T . It follows that S is Q-linear on X. We show that S is also homogeneous on X. For this task, let x = x 1 − x 2 , with x 1 , x 2 ∈ W , and let λ ∈ R. If λ ≥ 0 then λx 1 , λx 2 ∈ W and
Hence S is positively homogeneous. For λ < 0, it follows from the Q-linearity and positive homogeneity of S that
Thus S is linear on X. Next let Y be an algebraic complement of X in E. Let L : Y → V be an operator, and define R :
Finally, it is readily checked that T extends uniquely to E in the case that W is generating.
As well known, the Riesz decomposition property is employed in the proof of the classical Riesz-Kantorovich formulas [4, Theorem 1.59]. Likewise, we will make use of a suitable Riesz decomposition property for multi-wedged spaces.
Definition 3.5. Given α, β ∈ N ∪ {ℵ 0 }, we say that a multi-wedged space (E, W) has the (α, β)-Riesz decomposition property if for any m < α + 1, n < β + 1, any collection (W j ) j∈J of wedges in W with |J| = n, and any two collections (x i ) i∈I and (y j ) j∈J of vectors in E such that |I| = m, x i ∈ j∈J W j (i ∈ I), y j ∈ W j (j ∈ J), and
there exist z ij ∈ W j (i ∈ I, j ∈ J) such that
It is known that every vector lattice has the classical Riesz decomposition property (see Example 3.6. Let (E, W) be the Dedekind complete multi-lattice with E = R 2 and W = {W 1 , W 2 }, where W 1 = {(x, y) ∈ R 2 : x, y ≥ 0} and W 2 = {(x, x) ∈ R 2 : x ≥ 0}.
Then (E, {W 1 , W 2 }) does not possess the (2, 2)-Riesz decomposition property.
Indeed, it is readily checked using Proposition 2.6 that (E, {W 1 , W 2 }) is a Dedekind complete multi-lattice. In order to verify that (E, {W 1 , W 2 }) does not have the (2, 2)-Riesz decomposition property, let y 1 = (1, 0) and y 2 = (1, 1). Then y 1 ∈ W 1 , y 2 ∈ W 2 , and y 1 + y 2 = (2, 1). Next let x 1 = (2, 0) and x 2 = (0, 1). Then x 1 , x 2 ∈ W 1 + W 2 = W 1 and x 1 + x 2 = (2, 1). Let (z 11 , z ′ 11 ), (z 21 , z ′ 21 ) ∈ W 1 and (z 12 , z 12 ), (z 22 , z 22 ) ∈ W 2 , so that z 11 , z ′ 11 , z 21 , z ′ 21 , z 12 , z 22 ≥ 0. Suppose that (z 11 , z ′ 11 ), (z 21 , z ′ 21 ), (z 12 , z 12 ), and (z 22 , z 22 ) satisfy the following: With the Riesz decomposition property for multi-wedged spaces introduced, we are almost ready to present the main result of this paper. We need the following lemma.
Lemma 3.7. Let (F, V ) be a preordered vector space, and let P D(V ) be a projection onto D(V ), so that P U = I − P D(V ) is a projection onto an algebraic complement U of D(V ).
(1) For x ∈ E we have x ∼ V P U (x).
(2) If A, B ⊆ F are nonempty and A ∼ V B then P U (A) and P U (B) are singleton sets and also P U (A) = P U (B).
Thus P U (a−b) = 0, and so P U (a) = P U (b). This proves that P U (A) = P U (B).
Finally, note that if a, a ′ ∈ A then for all b ∈ B we have P U (a) = P U (b) = P U (a ′ ). Therefore, P U (A) is a singleton set.
In Theorem 3.8 below, we consider singleton subsets of F to be elements of F . (
In particular, if i∈I W i is generating and V is a cone then msup
is proper and
be multi-bounded above and as-
In particular, if i∈I W i is generating and V is a cone then minf
(5) If κ = ℵ 0 then the formulas in (3) and (4) hold for any cardinality of I.
(6) If W i is generating for each i ∈ I and V is a cone then the multi-supremum in (3) and the multi-infimum in (4) are always proper.
Proof. We prove (1), (2), and (3) simultaneously, from which (4), (5), and (6) will follow, using Proposition 2.5(1) for (4). Let I be a set with |I| < κ + 1, and let
For brevity, we use the symbols ≤, ≥, and ∼ to indicate ≤ V , ≥ V , and ∼ V , respectively.
By Remark 2.4 and Proposition 3.2, it suffices to prove that the map R :
We begin by showing that R is well-defined. Since
Thus the collection
is multi-bounded above in F with respect to the single wedge V . Hence
It follows from Lemma 3.7(2) that P U msup i∈I T i (y i ) : y i ∈ W i , i∈I y i = x is a single element in F , and hence R is well-defined.
We next show that R is additive. To this end, let
If y i , w i ∈ W i (i ∈ I), i∈I y i = x 1 , and i∈I w i = x 2 then y i + w i ∈ W i (i ∈ I) and i∈I
By taking multi-suprema, we obtain
On the other hand, suppose y j ∈ W j (j ∈ I) and x 1 + x 2 = j∈I y j . Since (E, W) has the (2, κ)-Riesz Decomposition property, there exists z 1j , z 2j ∈ W j (j ∈ I) such that
, and y j = z 1j + z 2j (j ∈ I).
By taking multi-suprema, we get
Therefore, by Lemma 3.7(2),
Hence R is additive on i∈I W i . Note that if κ = ℵ 0 then the condition |I| < κ + 1 can be dropped in the argument above. Thus if κ = ℵ 0 then the additivity of R holds regardless of the cardinality of I.
The additivity of R implies R(0) = 0. It now follows from Proposition 2.5(3) that R is positively homogeneous. By Lemma 3.4, we know R extends to an element of L(E, F ), again denoted by R.
We next show that R ∈ msup i∈I T i , L W i ,V (E, F ) . To this end, fix i ∈ I. For x ∈ W i , we have by Lemma 3.7(1) that
then for y i ∈ W i (i ∈ I) with i∈I y i = x we get
for all x ∈ i∈I W i . In particular, for each i ∈ I, we have S(x) ≥ R(x) for all x ∈ W i . Hence S ≥ i R for all i ∈ I.
We conclude that R ∈ msup i∈I T i , L W i ,V (E, F ) . Noting that the properness condition in (3) follows from Corollary 3.3, the proof for parts (1), (2) , and (3) is complete.
Let (E, W ) and (F, V ) be preordered vector spaces. We say that a map T : E → F is order bounded if for every A ⊆ E for which x ≤ A ≤ y for some x, y ∈ E, there exists w, z ∈ F such that w ≤ T (A) ≤ z. It is easily checked that the set of all order bounded linear maps L b (E, F ) from E to F forms a preordered vector space. It follows from Proposition 3.2 that if W is generating and V is a cone then L b (E, F ) is an ordered vector space. Under the assumption that V is a cone, it is readily checked that if I is finite and (T i ) i∈I is a collection of elements of L b (E, F ) then for all x ∈ W , i∈I T i (y i ) : y i ∈ W, i∈I y i = x is bounded above. Moreover, using two consecutive induction arguments, one easily verifies that a preordered vector space with the (2, 2)-Riesz decomposition property also has the (ℵ 0 , ℵ 0 )-Riesz decomposition property. Using these facts in conjunction with Theorem 3.8, one readily proves our next corollary. Note that (F, V ) in the Corollary 3.9 is not necessarily a vector lattice since sets of two elements in a general ordered vector space need not be bounded above.
Corollary 3.9. Suppose (E, W ) is a preordered vector space with the (2, 2)-Riesz decomposition property and that W is generating. Let (F, V ) be an ordered vector space such that for every nonempty A ⊆ F that is bounded above, sup A exists in F (that is, (F, {V }) is a Dedekind complete multi-lattice). Then L b (E, F ) is a Dedekind complete vector lattice. For a finite or infinite and bounded-above collection The special case in Theorem 3.8 where (F, {V }) = (R, {R + }), as in the classical theory, is of particular interest. For a multi-wedged space (E, W), let E ′ denote the algebraic dual of E, and let W ′ be the collection {W ′ : W ∈ W}, where W ′ ⊆ E ′ is the dual wedge of W ∈ W. We define the dual of (E, W) to be the multi-wedged space (E ′ , W ′ ).
Corollary 3.11. Let (E, W) be a multi-wedged space with the (2, κ)-Riesz decomposition property, where κ ∈ N ∪ {ℵ 0 }.
In particular, if i∈I W i is generating then msup i∈I φ i , W ′ i is proper and
In particular, if i∈I W i is generating then minf i∈I φ i , W ′ i is proper and We conclude with an example, which relies on the corollary above and illustrates several fundamental concepts from this paper.
Example 3.12. Let S be a nonempty set, and consider the vector space F (S) of real-valued functions on S. For s ∈ S, let W s = {f ∈ F (S) : f (s) ≥ 0}, and let W = {W s : s ∈ S}.
Then (F (S), W) is a multi-wedged space. If (f i , W s i ) i∈I is multi-bounded above then for any multi-upper bound g, we have g(s i ) ≥ f i (s i ) for all i ∈ I. It follows that msup i∈I (f i , W s i ) = f ∈ F (S) : f (s i ) = sup{f j (s i ) : s j = s i } for all i ∈ I .
Hence (F (S), W) is a Dedekind complete multi-lattice.
Consider the subspace F 0 (S) of all functions f ∈ F (S) with finite support and the corresponding restrictions of the wedges W = {W s : s ∈ S}, also denoted by W. Then Then g is another multi-upper bound of (−e s , W s ) s∈S , but f s 0 g.
We next show that F (S) and F 0 (S) have the (ℵ 0 , ℵ 0 )-Riesz decomposition property. Let y 1 ∈ W s 1 , . . . , y m ∈ W sm and x 1 , . . . , x n ∈ m j=1 W s j be such that n i=1 x i = m j=1 y j . We seek functions z ij ∈ W s j (1 ≤ i ≤ n, 1 ≤ j ≤ m) for which
We may assume that n, m ≥ 2, otherwise the result is trivial. First suppose that all wedges W s j are the same, so s 1 = · · · = s m . In this case one can easily find z ij (s) satisfying the requirements for any s = s 1 . For s = s 1 , we simply use the Riesz decomposition property of R to find the required z ij (s 1 ).
Therefore, we assume without loss of generality that W s 1 = W s 2 . In this case, we claim that it suffices to find elements z ij (1 ≤ i ≤ n − 1, 1 ≤ j ≤ m) with the following properties. 
