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Abstract
A single-matrix multiplicative system consists of an N×N non-negative matrix Q and an
N×1 semi-positive vector x(0). This system is said to be totally expanding if each entry of the
sequence {Qnx(0)}n=0,1,... is unbounded. A multiple-matrix multiplicative system replaces Q
by a set {Qδ : δ∈D} of N×N non-negative matrices, where D is in “product form”, and it is
said to be totally expanding if for every δ in D each entry of the sequence {(Qδ)nx(0)}n=0,1,...
is unbounded. Each of these systems is shown to be totally expanding if and only if it has no
“degenerate” coordinates and a particular set of linear inequalities has a solution. These sets of
linear inequalities can also be used to approximate the smallest coordinate-dependent growth
rate of the output of the respective system.
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1. Introduction
The data for a single-matrix multiplicative system defined in the abstract include
an N×N non-negative transition matrix Q and an N×1 semi-positive input vector
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x(0). Given such a system and n = 0, 1, . . . , the n-period output is the vector x(n) =
Qnx(0). There is a vast literature on systems that fit this model, c.f., [2,17,20] and
references therein. A single-matrix multiplicative system is said to be totally expand-
ing if each coordinate of the sequence (x(1), x(2), . . .) is unbounded. This paper
characterizes totally expanding systems. In preparation, the (geometric) growth rate
of coordinate i is defined by
ρi ≡ inf
{
α > 0 : lim
n→∞α
−nx(n)i = 0
}
for i = 1, . . . , N. (1.1)
If Q is irreducible, each coordinate’s growth rate equals the spectral radius r(Q)
of the matrix Q (formal definitions are in Section 2). In general, different coor-
dinates of x(n) can have different growth rates. For general Q and x(0), the ρi’s
were characterized in [17] (see (3.4)), with related contributions in [10,14] and
[21, Section 9].
A single-matrix multiplicative system is shown in Section 3 to be totally expand-
ing if and only if either of the following conditions holds: ρi > 1 for each i; and
there are no “degenerate” coordinates (defined in Section 3) and there exists an N×1
vector u that satisfies
ui > 0 and
N∑
j=1
Qijuj > ui for i = 1, . . . , N. (1.2)
System (1.2) has a solution if and only if there is a solution to ui  1 and∑N
j=1 Qijuj  ui + 1 for i = 1, . . . , N , and these inequalities are testable by linear
programming. Section 3 also presents other characterizations of totally expanding
systems that follows from results in [23,12,3].
Our attention now turns to multiple-matrix multiplicative systems, as defined in
the abstract. They replace the single matrix Q with a set {Qδ : δ ∈ D} of N × N
non-negative matrices, where D has a “product form” structure that is now described;
D = D1× · · ·×DN where, for each i, Di is a finite non-empty set of non-negative
1×N vectors, the vector corresponding to k ∈ Di being (Qki1,Qki2, . . . ,QkiN ). Each
element δ of D is called a policy, and each policy δ prescribes for each coordinate
i the choice δi ∈ Di . Thus policy δ defines a non-negative N×N matrix Qδ whose
rows are δ1, . . . , δN , in order; for each i, policy δ chooses δi as the ith row of Qδ .
The set D is said to be in product form because the choices made for particular coor-
dinates do not restrict the choices that can be made for the others. Multiple-matrix
systems and corresponding non-homogenous products of non-negative matrices have
been studied extensively; see for example [1,5,11,13,19,20,25] and the references
therein.
For a multiple-matrix multiplicative system, each policy δ prescribes an n-period
output xδ(n) = (Qδ)nx(0) for n = 0, 1, . . . Such a system is said to be totally
expanding if for each policy δ, each coordinate of the sequence (xδ(1), xδ(2), . . .) is
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unbounded. Each policy δ prescribes for each coordinate i the (geometric) growth
rate ρδi given by (1.1), but with xδ(n) replacing x(n).
In Section 4, the following are shown to be equivalent for a multiple-matrix mul-
tiplicative system: the system is totally expanding; ρδi > 1 for each δ and each i;
and there are no “degenerate” coordinates (defined in Section 4) and there exists an
N × 1 vector u that satisfies
ui > 0 and
N∑
j=1
Qkijuj > ui for i = 1, . . . , N and k ∈ Di. (1.3)
Feasibility of (1.3) is testable by linear programming just as is feasibility of (1.2), and
this test entails |D1| + · · · + |DN | linear inequalities and N variables, which com-
pares favorably with testing for (1.2) for each of the |D1| × · · · × |DN |
policies.
System (1.3) can be written u  0 and Qδu  u for each policy δ. If a vector
u satisfies this condition, then for every finite sequence δ1, δ2, . . . , δq of policies,
the non-homogeneous product Qδ1Qδ2 · · ·Qδq satisfies Qδ1Qδ2 · · ·Qδqu  u. That
conclusion plays a pivotal role in [5] where it is used to bound the performance of
non-stationary policies by the best performance of a stationary policy. It motivated
the current paper.
The single-matrix multiplicative system is said to be weakly totally expanding if
no coordinate i has x(n)i → 0 as n → ∞. Similarly, the multiple-matrix multiplica-
tive system is said to be weakly totally expanding if for every policy δ no coordinate
i has xδ(n)i → 0 as n → ∞.
In Sections 3 and 4 we characterize single- and multiple-matrix multiplicative
systems that are weakly totally expanding. The more general results about multiple-
matrix systems (derived in Section 4) show that the following are equivalent: the
system is weakly totally expanding; ρδi  1 for each δ and i; and there are no degen-
erate coordinates and there exists an N×1 vector u that satisfies the variant of (1.3)
in which
∑N
j=1 Qkijuj  ui replaces
∑N
j=1 Qkijuj > ui . These conditions too are
testable by linear programming.
Interpret ρ∗ = minδ,i ρδi as the smallest growth rate in a multiple-matrix mul-
tiplicative system. The system of linear inequalities in (1.3) has a solution if and
only if ρ∗ > 1. Multiplying the Qkij ’s by a positive number θ multiplies ρ∗ by θ .
Thus, repeated scaling, application of (1.3) and bisection can be used to approxi-
mate ρ∗.
The outline of our paper is as follows: Section 2 introduces some notation and
records familiar results about bounds on the spectral radius of a non-negative mat-
rix. Section 3 treats the case of a single transition matrix, and Section 4 deals with
the case of multiple transition matrices in product form. Finally, Section 5 presents
a discussion of related results concerning maximal and minimal spectral radii of
multiple-matrix systems.
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2. Preliminaries on non-negative matrices
A matrix B is said to be non-negative, written B  0, if all its elements are non-
negative. A matrix B is said to be strictly positive, written B  0, if all its elements
are positive. Finally, a matrix B is said to be semi-positive, written B > 0, if B  0
and B /= 0. Similar definitions and notation apply to vectors. The spectral radius of
a square matrix B, denoted r(B), is the largest of the absolute values of the eigen-
values of B. If B ∈ RN×N and I and J are subsets of {1, . . . , N}, let BIJ be the
corresponding submatrix of B; here, again, corresponding notation applies to (sub)
vectors.
Consider an N×N non-negative matrix Q and i, j ∈ {1, . . . , N}. We say that i
has access to j (under Q) if (Qt )ij > 0 for some t = 0, 1, . . .; in particular, i has
access to itself. We say that i and j are equivalent (under Q) if i and j have access
to each other. This relation is an equivalence relation on {1, . . . , N}; its (non-empty)
equivalence classes partition {1, . . . , N} and are called the classes of Q. When Q
has a single class, it is called irreducible. A subset J of {1, . . . , N} is closed under
Q if QJJc = 0 where J c ≡ {1, . . . , N} \ J . A class of Q that is closed under Q is
called a closed class (of Q). We note that each set J that is closed under Q is the
union of classes of Q where at least one of these classes is a closed class.
The classical Perron–Frobenius Theorem asserts that the spectral radius of a square
non-negative matrix Q is an eigenvalue of Q with corresponding semi-positive left
and right eigenvectors; moreover, when Q is irreducible r(Q) has strictly positive
left and right eigenvectors (e.g., [15,7,8,9,2]).
We will make repeated use of the information about the spectral radius of non-
negative matrices that is recorded in the following two lemmas. Their proofs are
standard, and are therefore omitted; c.f., [2, Chapter 1, Section 3].
Lemma 2.1. Let Q be an N×N non-negative matrix.
(a) With ♦ as any one of the relations =,,,, or :
[(Qu♦ u) for some u  0] ⇒ [r(Q)♦ 1]; (2.1)
further, if Q is irreducible, then the converse of the implications stated in (2.1)
hold.
(b) With ♦ as any one of the relations =,, >,, or <:
[r(Q)♦ 1] ⇒ [(Qu♦ u) for some u > 0]; (2.2)
further, if Q is irreducible, then the converse of the implications stated in (2.2)
hold.
We note that part (a) of Lemma 2.1 would be false if ♦ was taken as > or <. Sim-
ilarly, part (b) would be false if ♦ was taken as  or . Also, with two exceptions,
the converse implications of Lemma 2.1 require Q to be irreducible, i.e., they are
otherwise false. The next lemma records the exceptions.
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Lemma 2.2. Let Q be an N×N non-negative matrix. Then the following are equi-
valent:
(a) r(Q)  1.
(b) There exists a vector u > 0 in RN with Qu  u.
(c) There exists no vector v  0 in RN with Qv  v.
Taking the transpose of a square matrix has no effect on its eigenvalues. Conse-
quently, Lemmas 2.1–2.2 remain valid when Q is pre-multiplied by a vector rather
than being post-multiplied.
3. Single-matrix multiplicative systems
In this section, totally expanding and weakly totally expanding single-matrix mul-
tiplicative systems are characterized. We recall from the abstract that a single-matrix
multiplicative system with transition matrix Q and input vector x(0) is said to be
totally expanding if each coordinate of the n-period output x(n) is unbounded, that
is, if
lim sup
n→∞
x(n)i = +∞ for each i = 1, . . . , N. (3.1)
And we recall from Section 1 that the system is weakly totally expanding if no coor-
dinate of x(n) converges to zero as n → ∞, that is, if
lim sup
n→∞
x(n)i > 0 for each i = 1, . . . , N. (3.2)
Dependence of x(n) and the growth rate ρi on the transition matrix Q and the input
vector x(0) continue to be suppressed, as in (1.1).
A coordinate i is called degenerate if i has no access (under Q) to any coordi-
nate j with x(0)j > 0. In this case, x(n)i = [Qnx(0)]i = 0 for n = 0, 1, . . ., which
guarantees
ρi = 0 for each degenerate coordinate i. (3.3)
Further, it is shown in [17, Theorem 4.3] that
ρi = r[QJ(i),J (i)] for i = 1, . . . , N, (3.4)
where J (i) denotes the set of non-degenerate coordinates to which i has access1
and where the spectral radius of the empty matrix is defined to be 0; see [10,14]
and [21, Section 9] for related results. Equation (3.4) shows that the growth rate
of coordinate i equals the spectral radius of the submatrix of Q whose rows and
1 The terminology in [17] is a bit different; it refers to “j produces i” rather than “i has access to j” and
to “essential” sets rather than “closed” sets.
E.V. Denardo, U.G. Rothblum / Linear Algebra and its Applications 406 (2005) 142–158 147
columns are indexed by the set J (i). We emphasize that a non-degenerate coordinate
i may have ρi = 0; this will happen whenever J (i) /= ∅ and r[QJ(i),J (i)] = 0. For
example, if Q =
[
0 1
0 0
]
and x(0) =
[
0
1
]
, then there are no degenerate coordinates,
but QJ(1),J (1) =
[
0 1
0 0
]
,QJ(2),J (2) = [0] and ρ1 = ρ2 = 0.
The next result characterizes totally expanding and weakly totally expanding
single-matrix multiplicative systems.
Theorem 3.1. Consider a single-matrix multiplicative system with transition matrix
Q and input vector x(0)
(a) The following are equivalent:
(i) The system is totally expanding,
(ii) For i = 1, . . . , N, ρi > 1.
(iii) The system has no degenerate coordinates, and r(QJJ ) > 1 for every
J ⊆ {1, . . . , N} that is a closed class under Q.
(b) The following are equivalent:
(i) The system is weakly totally expanding.
(ii) For i = 1, . . . , N, ρi  1.
(iii) The system has no degenerate coordinates, and r(QJJ )  1 for every
J ⊆ {1, . . . , N} that is a closed class under Q.
Proof. We first establish the equivalence of (i)–(iii) under (a).
To see that (i) ⇒ (iii) assume that {x(n)i}n=0,1,... is unbounded for each i = 1, . . . ,
N . A coordinate i with ρi = 0 has x(n)i = 0 for all i  N (e.g., [17, Theorem
4.4]); thus, the assumption that {x(n)i}n=0,1,... is unbounded assures that no such
coordinate exists, in particular, the set of degenerate coordinates is empty. Consider
a set J which is closed class under Q. It follows by [17, Theorem 4.4] that for some
positive integer q, the limit of
∑q−1
t=0 x(mq + t)J /r(QJJ )mq+t as m → ∞ exists
and is strictly positive (in fact, q is the period of QJJ ). Consider, any i ∈ J . As
{x(n)i}n=0,1,... is unbounded and non-negative, so is the sequence ∑q−1t=0 {x(mq +
t)i}m=0,1,.... Thus, the fact that limm→∞∑q−1t=0 x(mq + t)i/r(QJJ )mq+t exists and
is positive assures that r(QJJ ) > 1.
To see that (iii) ⇒ (ii), assume that the set of degenerate coordinates is empty
and that r(QJJ ) > 1 for every set J that is a closed class under Q. Consider i ∈
{1, . . . , N} and let K be the set of coordinates to which i has access. Evidently, K is
closed under Q, and it contains a closed class, say J . As there exist no degenerate
coordinates, (3.4) implies that ρi = r(QKK)  r(QJJ ) > 1.
We finally establish (ii) ⇒ (i). Let i = 1, . . . , N . Trivially, if {x(n)i}n=0,1,... is
bounded, then limn→∞ α−nx(n)i = 0 for each α > 1, so (1.1) implies that ρi  1.
We next turn our attention to establishing the equivalence of (i)–(iii) under (b).
148 E.V. Denardo, U.G. Rothblum / Linear Algebra and its Applications 406 (2005) 142–158
To see that (i) ⇒ (ii), assume that for no i = 1, . . . , N, limn→∞ x(n)i = 0, that
is,1 /∈ {α > 0 : limn→∞ α−nx(n)i = 0}, so, (1.1) implies that ρi  1.
To see that (ii) ⇒ (i), assume that limn→∞ x(n)i = 0 for some i = 1, . . . , N . We
will show that ρi < 1. This is trivially the case if ρi = 0, so assume that ρi /= 0.
Also, the assumption limn→∞ x(n)i = 0 assures that ρi  1. So, it remains to show
that ρi /= 1. Let J be the class of i. Again, by Theorem 4.4 of [17], for some positive
integer q there exists a non-zero polynomial (·) in the variable m such that
lim
m→∞
q−1∑
t=0
x(mq + t)i
(ρi)mq+t
−(m) = 0;
as limn→∞ x(n)i = 0, we conclude that ρi /= 1.
To see that (ii) ⇒ (iii), assume ρi  1 for each i. From (3.3), ρi = 0 < 1 for each
degenerate coordinate i, hence, no degenerate coordinates exist. Now, let J be a
non-empty closed class, and let i ∈ J . Then J is the set of coordinates to which i
has access, and (3.4) assures that r(QJJ ) = ρi  1.
Finally, to see that (iii) ⇒ (ii), adopt the proof of the corresponding implication
under (a) with the occurrences of “>1” replaced by “1”. 
Corresponding modifications of the equivalences in Theorem 3.1 can be estab-
lished for each coordinate independently. In particular, the proof that (b)(i) ⇔ (b)(ii)
shows that for each for each i, limn→∞ x(n)i = 0, if and only if ρi < 1. Further,
using [17], one can show that for each i, {x(n)i}n=0,1,... is bounded in n if and only
if either ρi < 1 or ρi = 1 and the index of 1 as an eigenvalue of QJ(i)J (i) is 1 (that
is, the Jordan blocks of QJ(i)J (i) corresponding to 1 are 1 × 1).
Evidently, there exist no degenerate coordinates if and only if x(0)J > 0 for each
closed class J of Q. Thus, condition (a)(iii)/(b)(iii) of Theorem 3.1 can be restated
as follows: for each closed class J of Q, x(0)J > 0 and r(QJJ ) >/ 1. Identifying
all the closed classes J of Q and determining whether x(0)J > 0 for each such
class can be accomplished by a node condensation algorithm akin to [6], with work
proportional to N2. For testing whether or not r(QJJ ) >/ 1 for each closed class
J of Q, consider the following two propositions.
Proposition 3.2. Let Q be an N × N non-negative matrix. Then the following are
equivalent:
(a1) r(QJJ )  1 for every non-empty J ⊆ {1, . . . , N} that is closed under Q.
(a2) r(QJJ )  1 for every J ⊆ {1, . . . , N} that is a closed class under Q.
(b) There is no vector β  0 in RN with βTQ < βT.
(c) There exists a vector u  0 in RN with Qu  u.
Proof. (a1) ⇔ (a2): The implication (a1) ⇒ (a2) is trite. For the converse implica-
tion, observe that every set J that is closed under Q contains a closed class J ′ of Q
and r(QJJ )  r(QJ ′J ′).
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(b) ⇔ (c): With e = (1, . . . , 1)T ∈ RN , (b) asserts that no vectors β and α in RN
satisfy
βT(Q − I ) + αT = 0, αTe = 1, β  0 and α  0; (3.5)
by the Farkas Lemma (e.g., [22, Corollary 7.1d, p. 89]), this assertion is equivalent
to the existence of u in RN and scalar w with
(Q − I )u  0, u + ew  0 and w < 0, (3.6)
which is equivalent to (c).
(c) ⇒ (a1): Suppose (c) holds and J is closed under Q. Then uJ  0 and uJ 
(Qu)J = QJJuJ + QJJcuJ c = QJJuJ ; and part (a) of Lemma 2.1 gives r(QJJ )  1.
(a1) ⇒ (b): Suppose there is a vector β  0 in RN with βTQ < βT. Clearly,
β /= 0, that is, J ≡ {i;βi > 0} /= ∅. Also, if i ∈ J and s ∈ J c, then βi > 0 = βs 
βiQis , implying that QJJc = 0. So, J is closed under Q. Also, as (βTQ)Jc =
(βJ )
TQJJc + (βJ c )TQJcJ c = (βJ )T0 + 0TQJcJ c = 0T = (βT)J c the assertion βT >
βTQ implies that (βT)J = (βTQ)J = (βT)JQJJ ; as βJ  0, Lemma 2.1 implies
that r(QJJ ) < 1, that is, (a) is violated. 
The preceding result is labeled as a “Proposition” because the implications (c) ⇔
(a2) and (c) ⇔ (a1) appear, respectively in [23, Theorem 4.1] and [12, Theorem 5.1])
and the implications (b) ⇔ (c) are in the spirit of results in [3]. The proofs we provide
are brief, and they prepare for the multiple-matrix case in Section 4.
Let us compare Lemma 2.2 with Proposition 3.2. Conditions (b) and (c) of Lemma
2.2 are systems of linear inequalities whose feasibility determines whether or not
r(Q)  1. Conditions (b) and (c) of Proposition 3.2 are systems of linear inequali-
ties whose feasibility determines whether or not a stronger condition holds, namely,
r(QJJ )  1 for every set J that is a closed class under Q. Of course, a naive test
is available from condition (a2) of Proposition 3.2 by applying the test of Lemma
2.2 to each submatrix QJJ where J is a closed class of Q; by contrast, condition (b)
and (c) of Proposition 3.2 concern a test for of feasibility of a single linear system.
The simplex method provides a standard way to check whether or not the latter are
satisfied, e.g., with e = (1, . . . , 1)T ∈ RN , condition (b) holds if and only if there
does not exist a vector β in RN satisfying βTQ  βT, βTQe  βTe − 1 and β  0.
Tests for r(QJJ ) > 1 for each closed class J are provided in:
Proposition 3.3. Let Q be an N × N non-negative matrix. Then the following are
equivalent:
(a1) r(QJJ ) > 1 for every non-empty J ⊆ {1, . . . , N} that is closed under Q.
(a2) r(QJJ ) > 1 for every J ⊆ {1, . . . , N} that is a closed class under Q.
(b) There is no vector β > 0 in RN with βTQ  βT.
(c1) There exists a vector u  0 in RN with Qu  u.
(c2) There exists a vector u  0 in RN with Qu  u.
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Proof. (a1) ⇔ (a2): See the proofs that (a1) ⇒ (a2) and (a2) ⇒ (a1) in Proposition
3.2.
(a1) ⇒ (c2): Assume (a1) holds. Then for some ε > 0, condition (a1) also holds
for the matrix (1 + ε)−1Q. It now follows from Proposition 3.2 that there exists an
N-vector u  0 with [(1 + ε)−1Q]u  u; in particular, Qu  (1 + ε)u  u.
(c2) ⇒ (c1): This implication is trivial.
(b) ⇔ (c1): With e = (1, . . . , 1) ∈ RN , (b) is equivalent to the assertion that there
are no vectors β  0 and α  0 in RN satisfying (3.5) except that βTe = 1 replaces
that αTe = 1; by the Farkas Lemma, this assertion is equivalent to the existence of
u in RN and scalar w satisfying (Q − I )u + ew  0, Iu  0 and w < 0 which is
clearly equivalent to (c1).
(b) ⇒ (a1): Suppose (b) holds and J /= ∅ is closed under Q, so that QJJc = 0.
By the Perron–Frobenius Theorem there is a vector β ′ > 0 satisfying (β ′)TQJJ =
r(QJJ )(β
′)T. Let β be the vector in RN with βJ = β ′ and βJc = 0; then β > 0,
(βTQ)J = (βJ )TQJJ = (β ′)TQJJ = r(QJJ )(β ′)T = r(QJJ )(βJ )T and (βTQ)Jc =
(βJ )
TQJJc = 0 = r(QJJ )(βJ c )T. So, β > 0 and βTQ = r(QJJ )βT, and (b) guaran-
tees that r(QJJ ) > 1 (for otherwise βTQ = r(QJJ )βT  βT). 
As noted earlier, Lemmas 2.1 and 2.2 remain true with pre-multiplication replac-
ing post-multiplication. But, such variants do not hold for Propositions 3.2 and 3.3.
To understand why, note that taking transpose does not preserve closed classes.
Indeed, the matrix Q =
[
0.5 1
0 2
]
satisfies condition (a2) of Propositions 3.2 and
3.3, while QT =
[
0.5 0
1 2
]
does not. Hence, Propositions 3.2 and 3.3 assure that Q
satisfies conditions (b) and (c) of Proposition 3.2, but QT does not.
In the literature (cf., [2]), a square matrix Q is said to be convergent if each
entry in Qn approaches 0 as n → ∞, and to be semi-convergent if each entry in
Qn has a limit as n → ∞. For a related property, call a square matrix Q bounded
if each coordinate of Qn is bounded. We observe that for a non-negative matrix Q
with x(0) strictly positive, (3.1) describes the case in which no row sum of Qn is
bounded in n, and (3.2) describes the case in which no row sum of Qn approaches
0 as n → ∞. If Q is non-negative and irreducible, Q is totally expanding if and
only if it is not bounded, and Q is weakly totally expanding if and only if it is not
convergent.
Let ρ ≡ mini ρi . Theorem 3.1 and Propositions 3.2 and 3.3 characterize systems
with ρ >/ 1. Applying these characterizations to the system with transition matrix
Q/θ yields a test for ρ >/ θ , and combining these tests with iterative scaling and
bisection can approximate ρ. Further, we observe that ρ = 0 whenever there exists
a degenerate coordinate; when non-exists, the arguments proving the equivalence
of (ii) and (iii) in parts (a) and (b) of Theorem 3.1 show that ρ = min{r(QJJ ) :
J is closed class under Q} (the latter was shown to equal the least distinguished
eigenvalue of QT, see [23]).
E.V. Denardo, U.G. Rothblum / Linear Algebra and its Applications 406 (2005) 142–158 151
Finally, using (3.4), we observe that max1iN ρi = r(QMM) with M as the set
of non-degenerate coordinates. Following Theorem 3.1, we discussed a method for
determining M , and Lemmas 2.2 provides a system of linear inequalities whose fea-
sibility characterizes max1iN ρi = r(QMM)  1.
4. Multiplicative decision systems
Totally expanding and weakly totally expanding multiple-matrix multiplicative
systems are characterized in this section. As described in Section 1, we consider a set
of policies D = D1 × · · · × DN where each Di is a finite non-empty set of non-neg-
ative 1 × N vectors. For i = 1, . . . , N the vectors in Di are denoted (Qki1, . . . ,QkiN ),
k ∈ Di . A policy δ prescribes for each coordinate i the choice δi ∈ Di ; it defines a
non-negative N × N matrix Qδ whose rows are δ1, . . . , δN .
Consider a multiple-matrix multiplicative system with transition matrices {Qδ :
δ ∈ D} (with D in product form) and input vector x(0). Recall from Section 1,
that for δ ∈ D and n = 0, 1, . . . , xδ(n) = [(Qδ)nx(0)]. Also, for δ ∈ D and i =
1, . . . , N, ρδi is defined by (1.1) with xδ(n) replacing x(n) (dependence on the input
vector x(0) continues to be suppressed). This system is said to be totally expanding
if for every δ in D, each coordinate of xδ(n) is unbounded, that is,
lim sup
n→∞
xδ(n)i = +∞ for each i = 1, . . . , N and δ ∈ D. (4.1)
And the system is said to be weakly totally expanding if for every δ in D, no coordi-
nate of xδ(n) converges to zero as n → ∞, that is,
lim sup
n→∞
xδ(n)i > 0 for each i = 1, . . . , N and δ ∈ D. (4.2)
We define a coordinate i to be degenerate if for some δ ∈ D, i is a degenerate
coordinate with respect to the single-matrix multiplicative system with transition
matrix Qδ and input vector x(0).
Totally expanding and weakly totally expanding systems are characterized in:
Theorem 4.1. Consider a multiple-matrix multiplicative system with transition matri-
ces {Qδ : δ ∈ D} and input vector x(0).
(a) The following are equivalent:
(i) The system is totally expanding.
(ii) For each δ ∈ D and i = 1, . . . , N, ρδi > 1.
(iii) The system has no degenerate coordinates, and r(QδJJ ) > 1 for each δ ∈
D and J ⊆ {1, . . . , N} that is a closed class under Qδ .
(b) The following are equivalent:
(i) The system is weakly totally expanding.
(ii) For each δ ∈ D and i = 1, . . . , N, ρδi  1.
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(iii) The system has no degenerate coordinates, and r(QδJJ )  1 for each δ ∈
D and J ⊆ {1, . . . , N} that is a closed class under Qδ.
Proof. The asserted equivalences are immediate from Theorems 3.1. 
The set of non-degenerate coordinates of a multiple-matrix multiplicative system
can be found efficiently by the following “labeling procedure”:
(1) Start with P = {i : xi > 0}.
(2) Stop if mink
∑
j∈P Qkij = 0 for each i /∈ P .
(3) Select i /∈ P having mink∑j∈p Qkij > 0. Replace P by P ∪ {i}. Repeat Step
(2).
It is easily seen that this labeling procedure terminates after at most N − 1 exe-
cutions of Step (2) and that it terminates with P as the set of non-degenerate coordi-
nates.
Let us consider how to test for conditions (a)(iii) and (b)(iii) of Theorem 4.1.
Evidently, there are no degenerate coordinates if and only if the labeling procedure
ends with P = {1, . . . , N}. Tests for the remainder of (b)(iii) and (a)(iii) are provided
below in Theorems 4.2 and 4.3, respectively. These theorems extend Proposition 3.2
and 3.3 to the mutliple-matrix case. A crucial step in their proof is the equivalence
(b1) ⇔ (b2). These equivalences are also crucial to [5], and a proof appears there as
well.
Theorem 4.2. The following are equivalent:
(a1) r(QδJJ )  1 for each δ ∈ D and non-empty J ⊆ {1, . . . , N} that is a closed
class under Qδ.
(a2) r(QδJJ )  1 for each δ ∈ D and J ⊆ {1, . . . , N} that is a closed class under
Qδ.
(b1) There exist no {βki : i = 1, . . . , N and k ∈ Di} and {αi : i = 1, . . . , N} that
satisfy
N∑
i=1
∑
k∈Di
βki Q
k
is −
∑
k∈Ds
βks + αs = 0 for s = 1, . . . , N, (4.3)
N∑
i=1
αi = 1, (4.4)
βki  0 and αi  0 for i = 1, . . . , N and k ∈ Di. (4.5)
(b2) There exists no δ ∈ D and vector β  0 in RN with βTQδ < βT.
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(c) There exists a vector u  0 in RN that satisfies
N∑
s=1
Qkisus  ui for i = 1, . . . , Nand k ∈ Di. (4.6)
Proof. (a1) ⇔ (a2) ⇔ (b2): These equivalencies follow directly from proposition 3.2.
(b1) ⇒ (b2): Suppose δ ∈ D and β ∈ RN satisfy β  0 and βTQδ < βT. By add-
ing a slack vector α, rewrite these conditions as βTQδ + α = βT, β  0 and α >
0, and normalize to have αTe = 1. Finally, for each i = 1, . . . , N , set βki = 0 for
k ∈ D(i) \ {δ(i)} and βδ(i)i = βi to obtain a solution of (4.3)–(4.5). This proves that
(b1) ⇒ (b2).
(b1) ⇔ (c): By the Farkas Lemma, (b1) is equivalent to the existence of a vector
u in RN and a scalar w satisfying (4.6) and
u + ew  0 with w < 0. (4.7)
Since (4.7) is equivalent to u  0, we have proved (b1) ⇔ (c).
(b2) ⇒ (b1): Consider a solution of (4.3)–(4.5). Since this system has a solution,
it has a solution β¯ = {β¯ki : i = 1, . . . , N and k ∈ Di} and α¯ = {α¯i : i = 1, . . . , N}
with minimal support, that is, no other solution of (4.3)–(4.5) has a smaller set of
positive variables. For this minimal solution set
J ≡

s = 1, . . . , N :
∑
k∈Ds
β¯ks > 0

 .
As the βki ’s are non-negative, (4.3) implies that α¯s = 0 for each s ∈ J c and therefore,
from (4.4), that J /= ∅. By construction, (β¯, α¯)satisfies∑
i∈J
∑
k∈Di
β¯ki Q
k
is −
∑
k∈Ds
β¯ks + α¯s = 0 for s ∈ J, (4.3′)
∑
i∈J
α¯i = 1, (4.4′)
β¯ki  0 and α¯i  0 for i ∈ J and k ∈ Di. (4.5′)
Also, from (4.3), we see that Qkis = 0 for each triplet (i, s, k) with i ∈ J, s ∈ J c, k ∈
Di and β¯ki > 0. Consequently, each solution of (4.3′)–(4.5′) whose positive variables
are a subset of the set of positive variables in (β¯, α¯) also satisfies (4.3)–(4.5). It
follows that (β¯, α¯) is also a minimal support solution of (4.3′)–(4.5′); this system
has |J | + 1 linear equations, and therefore, by a standard result, (β¯, α¯) contains at
most |J | + 1 positive variables.
By construction, for each i in J , at least one of the β¯ki ’s is positive. Also, at least
one of the α¯i’s is positive. As (β¯, α¯) was shown to contain at most |J | + 1 positive
variables, we conclude that α¯i is positive for exactly one i (and this i is in J), and that
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for each i ∈ J we have that β¯ki > 0 for exactly one k ∈ Di . These positive variables
are now used to specify a policy δ and a vector ¯¯β in RN . For each i ∈ J , select the
decision k ∈ Di with β¯ki > 0 and set δ(i) = k and ¯¯βi = β¯ki . For each i = J c select
δ(i) = k for any k ∈ Di and set ¯¯β = 0. Eqs. (4.3′)–(4.5′) give ¯¯βQδ − ¯¯β < 0 and¯¯β  0, which violates (b2) and thereby completes the proof that (b2) ⇒ (b1). 
The number
∏N
i=1 |Di | of policies can be astronomical in cases where the number∑N
i=1 |Di | of coordinate-action pairs is modest (e.g., take N = 100 and |Di |=2 for
each i). In Theorem 4.2, conditions (a1), (a2) and (b2) entail one test per policy and
may therefore be intractable in cases where testing for (b1) and (c) is easy because
they concern linear systems with
∑N
i=1 |Di | variables and constraints.
Theorem 4.3. The following are equivalent:
(a1) r(QδJJ ) > 1 for each δ ∈ D and non-empty J ⊆ {1, . . . , N} that is closed
under Qδ .
(a2) r(QδJJ ) > 1 for each δ ∈ D and J ⊆ {1, . . . , N} that is a closed class under
Qδ.
(b1) There exist no {βki : i = l, . . . , N and k ∈ Di} which satisfy
N∑
i=1
∑
k∈Di
βki Q
k
is −
∑
k∈Ds
βks  0 for s = 1, . . . , N, (4.8)
N∑
i=1
∑
k∈Di
βki > 0, (4.9)
βki  0 for i = 1, . . . , N and k ∈ Di. (4.10)
(b2) There exists no δ ∈ D and vector β > 0 in RN with βTQδ  βT.
(c1) There exists a vector u  0 in RN that satisfies
N∑
s=1
Qkisus >ui for i =1, . . . , N and k∈Di, (4.6′)
(c2) There exists a vector u  0 in RN that satisfies (4.6′).
Proof. (a1) ⇔ (a2) ⇔ (b2): These follow from Proposition 3.3.
(c1) ⇒ (a1): As D is in product form, (c1) implies the existence of a vector u  0
in RN that satisfies Qδu  u for each policy δ; by Proposition 3.3 this conclusions
implies (a1).
(a1) ⇒ (c2): Assume that (a1) holds. It then follows that for some ε > 0, condition
(a1) holds when each Qkis is replaced by (1 + ε)−1Qkis . As (a1) implies condition (a1)
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of Theorem 4.2, we conclude from Theorem 4.2 the existence of a vector u  0 in
RN with [(1 + ε)−1Qδ]u  u for each δ ∈ D, in particular, Qδu  (1 + ε)u  u.
(c2) ⇒ (c1): This implication is trivial.
(b1) ⇔ (c1): We observe that (b1) is equivalent to the non-existence of {βki : i =
1, . . . , N and k ∈ Di} which satisfy (4.8), (4.10) and
N∑
i=1
∑
k∈Di
βki  1. (4.9′)
By the Farkas Lemma, the above is equivalent to the existence of a vector u in RN
and a scalar w satisfying
N∑
s=1
QkisuS − ui + w  0 for i = 1, . . . , N and k ∈ Di, (4.11)
u  0 and w < 0. (4.12)
Feasibility of this system of inequalities is clearly equivalent to (c1). 
As in Theorem 4.2, conditions (b1) and (c) are more tractable than the others,
and the simplex method can be used to test for these conditions. In particular, as the
system (4.8)–(4.10) is homogeneous, its feasibility can be tested with “>0” in (4.9)
replaced by, “1”.
5. Discussion of related results
Consider a multiple-matrix multiplicative decision system with transition matri-
ces {Qδ : δ ∈ D} and input vector x(0), and let ρ ≡ minδ∈D mini ρδi with the ρδi ’s
defined in the paragraph preceding Theorem 4.1. Given θ > 0, the applications (4.2)
and (4.3) to the system with transition matrices {Qδ/θ : δ ∈ D} and input vector
x(0) yields testable characterizations for ρ /> θ . These tests can be combined with
iterative scaling and bisection to approximate ρ. We remind the reader that the com-
bination of iterative scaling and bisection with the test for r(Q)  1 (recorded in
Lemma 2.2) is a standard method for approximating the spectral radius of a square
non-negative matrix.
We next relate our development to earlier results on multiplicative systems. To do
so, we assume (for simplicity) that the system has no degenerate coordinates under
any transition matrix. The quantities r∗ and r∗ are now defined by
r∗ ≡ min
δ∈D r(Q
δ) = min
δ
max
i
ρδi (5.1)
and
r∗ ≡ max
δ∈D r(Q
δ) = max
δ
max
i
ρδi . (5.2)
(For the equality r(Qδ) = maxi ρδi see Section 1.)
156 E.V. Denardo, U.G. Rothblum / Linear Algebra and its Applications 406 (2005) 142–158
A policy δ is called transient if r(Qδ) < 1. Of course, at least one policy is tran-
sient when r∗ < 1 and every policy is transient when r∗ < 1. Analogs of results in
Section 4 now provide linear systems that test whether or not r∗ < 1 and r∗ < 1.
Theorem 5.1. The following are equivalent:
(a) r∗ < 1.
(b) There exist {βki : i = 1, . . . , N and k ∈ Di} which satisfy
N∑
i=1
∑
k∈Di
βki Q
k
is −
∑
k∈Ds
βks + 1 = 0 for s = 1, . . . , N and (5.3)
βki  0 for i = 1, . . . , N and k ∈ Di. (5.4)
(c) There exists no vector u  0 in RN with Qδu  u for each δ ∈ D and eTu = 1.
Proof. For the equivalence of (a) ⇔ (b), see [4, Theorem 1, part (a)], and the equiva-
lence (b) ⇔ (c) follows from the Farkas Lemma (see the proofs of Theorems 4.2 and
4.3.) 
Theorem 5.2. The following are equivalent:
(a) r∗ < 1.
(b) The linear program of maximizing ∑Ni=1∑k∈Di βki over {βki : i = 1, . . . , N
and k ∈ Di} that satisfy (5.3) and (5.4) is feasible and bounded.
(c) r∗ < 1 and there exist no {βki : i = 1, . . . , N and k ∈ Di} that satisfy
N∑
i=1
∑
k∈Di
βki Q
k
is −
∑
k∈Ds
βks = 0 for s = 1, . . . , N, (5.3′)
βki  0 for i = 1, . . . , N and k ∈ Di, and (5.4′)
N∑
i=1
∑
k∈Di
βki = 1. (5.5)
(d) r∗ < 1 and there exists a vector u  0 in RN with Qδu  u + e for each δ ∈
D.
Proof. For the equivalence of (a) ⇔ (b), see [4, Theorem 6] and the equivalence
(b) ⇔ (c) is standard. Finally, the equivalence (c) ⇔ (d) follows from the Farkas
Lemma (see the proofs of Theorems 4.2 and 4.3.) 
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One can combine the tests for r∗ < 1 and r∗ < 1 in Theorems 5.1 and 5.2 with
iterative scaling and bisection to approximate r∗ and r∗; this approach for determin-
ing r∗ is due to [24].
Howard and Matheson [13] introduced a policy improvement routine that deter-
mines r∗ and identifies a policy δ having r(Qδ) = r∗ for the special case in which all
transition matrices are irreducible. For the general case, which has no restriction on
the transition matrices, [16] (see also [18]) used a lexicographic policy improvement
routine to identify a policy δ having r(Qδ) = r∗ = maxi maxπ ρπi , and [19] used
a different lexicographic policy improvement routine to identify a policy δ having
ρδi = maxπ ρπi for every state i. All of these policy improvement routines rely on an
oracle to compute the spectral radii of square non-negative matrices. By contrast, the
methods we describe herein approximate the corresponding quantities via iterative
scaling and bisection, using only arithmetic operations.
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