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Abstract
We consider a multi-type Moran model (in continuous time) with selection and type-
dependent mutation. This paper is concerned with the evolution of genealogical infor-
mation forward in time. For this purpose we define and analytically characterize a path-
valued Markov process that contains in its state at time t the extended ancestral lines
(adding genealogical distances) of the population alive at time t.
The main result is a representation for the conditional distribution of the extended
ancestral lines of a subpopulation alive at a fixed time T (present time) given the type
information of the subpopulation at time T in terms of the distribution of the sample
paths (up to time T ) of a special Markov process (different from the ancestral selection
graph) to which we refer as backward process. This representation allows us both to prove
that the extended ancestral lines converge in the limit T → ∞ if the type information
converges in the limit T → ∞ and to study the resulting limit of the extended ancestral
lines by means of the backward process.
The limit theorem has two applications: First, we can represent the stationary type
distribution of the common ancestor type process in terms of the equilibrium distribution
of a functional of the backward process, where in the two type case we recover the com-
mon ancestor process of Fearnhead ([Fea02]) if we let the population size tend to infinity.
Second, we obtain that the conditioned genealogical distance of two individuals given the
types of the two individuals is distributed as a certain stopping time of a further func-
tional of the backward process which is a new approach towards a proof that genealogical
distances are stochastically smaller under selection.
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1 Introduction
The evolution of a population is commonly described by a Markov process on a suitable
state space (for example, see [Daw93], [DK96], [DK99]) whose complexity increases with the
complexity of the information that is considered. A fundamental question in population
genetics which recently undergoes rapid development is how to code genealogical information
in order to study its evolution in time. In this article we approach this complex issue. The
innovation concerns the development of a new representation for genealogical information
which allows to model its evolution in time by a Markov process on the one hand and to
investigate fixed time genealogies in a manageable way on the other hand.
In this paper we consider a version of the Moran Model in continuous time. This is a
model of a population of fixed size N ∈ N in which each individual has a genetic type that
determines the fitness of the individual, where we allow to have d ∈ N different genetic types
and more than two levels of fitness. The evolution of the population is given by type-dependent
mutation and a change of generation mechanism (resampling) which is affected by the fitness
of the involved individuals (selection). This means:
1. (Mutation) The type of each individual evolves as a continuous time Markov chain
according to a general stochastic matrix.
2. (Resampling) Each pair of individuals dies after an exponential holding time and gives
birth to a new pair of individuals, called descendants, which choose an ancestor from
the dying pair from which both descendants inherit the type.
(Selection) The choice of the ancestor is not purely random but there is a bias de-
pending on the fitness of the individuals in the dying pair.
In order to describe the evolution of the type information it is convenient to describe the
relative type frequencies of the population alive at time t by a probability measure on the
type space. The large population limit (N →∞) of this measure-valued Markov process leads
to the measure-valued Fleming-Viot process (to the Wright-Fisher diffusion if in the two type
case one considers the relative type frequency of one of the two types).
The present article, which grew out of [Sei15], is devoted to the evolution of genealogical
information forward in time, in particular, the evolution of both ancestral lines (coding types
of ancestors through time) and genealogical distances. For this purpose we define a Markov
process, which we call the historical Moran model (short HMM), that contains in its state
at time t the extended ancestral lines of the population alive at time t and can analytically
be characterized by means of a well-posed martingale problem.
Our motivation goes back to [DP91] (historical processes) and [GLW05] (historical inter-
acting Wright-Fisher diffusions) on the one hand and to [GPW13] and [DGP12] (tree-valued
Fleming-Viot process) on the other hand, but note that the new concept of extended ancestral
lines is different from the concept of a marked metric measure space. In particular, since we
do not pass to equivalence classes (exchangeability property), the extended ancestral lines
contain more information even if the metric measure space is path-marked (see [GSWa] and
[GSWb]). What is important here is that the HMM includes the tree-valued Moran model as a
functional, and hence (see [DGP12], Theorem 3) the genealogical distance of two individuals
sampled from the tree-valued Fleming-Viot process can by analyzed if we let N →∞ in our
HMM. However, this paper does not treat a diffusion limit theorem for the HMM.
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We emphasize that our approach is different from the ancestral selection graph ([KN97] and
[NK97]) and from the look-down construction ([DK96] and [DK99]) in the following respect.
Namely, we give a precise definition of the ancestral lines of the population alive at time t
and how these ancestral lines evolve forwards in time, and hence it is possible to define the
so-called (see [Fea02], [Tay07], [KHB13] and [LSKW15]) common ancestor type process (short
CAT) for the Moran model rigorously as a functional of a forward evolving population.
The main result in the present paper is a new approach to investigate the distribution
of genealogical information of a subpopulation alive at a fixed time T , an important issue in
population genetics. Namely, the analytic characterization of the HMM allows us to state
and prove a strong stochastic representation for the conditioned extended ancestral lines. This
means, we express the conditional distribution of the extended ancestral lines of a subpop-
ulation alive at time T given the type information of this subpopulation at time T in terms
of the distribution of the sample paths (up to time T ) of a suitable Markov process which
starts with the type information of the subpopulation in the HMM at time T and generates
the genealogical information backwards in time. Note that we use the notation ”strong” to
emphasize that we represent the distribution of a random variable (in our case conditioned)
and not only the expectation of certain functionals like moments, and the notation ”stochas-
tic representation” to emphasize that we represent the expectation of certain functionals, but
not in the form of a (Feynman-Kac) duality (see [JK14], [DG14] and [EK86]). Furthermore
observe that the conditional distribution of genealogical information at time T (given the
type information at time T ) has not been investigated in this general form before (except in
[DS03], see also [EG09], but only for the case where the type information of the Moran model
is in equilibrium, and once again without an explicit definition of genealogical information).
The strong stochastic representation at time T can be used to obtain a limit distribution
for the extended ancestral lines in the limit T → ∞ which is the foundation to investigate
the stationary type distribution of the CAT (in [LSKW15] the notation common ancestor
type distribution is used) and genealogical distances for the multi-type Moran model with
population size N , selection and type-dependent mutation in a mathematically rigorous way.
In order to show that we can already do explicit calculations with our machinery, we consider
the case where we have two types and we also let N →∞.
• On the one hand we recover the common ancestor process of Fearnhead (in [KHB13]
this object is called pruned ancestral selection graph) and therefore we get the stationary
type distribution of the CAT for the Wright-Fisher diffusion.
• On the other hand we make a first step (compare with [DGP12], Section 3.6.) in showing
that for any selection strength genealogical distances (in the tree-valued Fleming-Viot
process in equilibrium) are stochastically smaller under selection.
Note that the present article only contains a brief discussion of the case with more than two
types which will be the subject of future research.
Now we explain the important new concept of extended ancestral lines that allows us to
consider both ancestral lines and genealogical distances.
Let
I = {1, . . . , N} (1.1)
and
K = {0, 1, . . . , d− 1} (1.2)
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where the set I, which we call the set of life-sites, describes the population of size N and the
set K models d different genetic types. When we speak of a life-site i ∈ I at time t (or simply
i ∈ I at time t) in what follows then we mean the individual that occupies the life-site i at
time t.
The extended ancestral line of i ∈ I at time t is an element in
D([0, t],K × I) (cadlag paths from [0, t] to K × I) (1.3)
that describes the genealogy of i ∈ I at time t, namely, evaluated at time s ∈ [0, t] this
extended ancestral line gives us for i besides the type also the life-site of the ancestor alive at
time s. Hence the whole collection of extended ancestral lines at time t obviously includes the
information of the whole collection of ancestral lines at time t. In addition, we can consider
genealogical distances. Namely, half the genealogical distance of the life-sites i and j at time
t is equal to t minus the supremum over all s ∈ [0, t] for which the extended ancestral lines of
i and j at time s coincide.
The first task in the present paper is to describe how the extended ancestral lines evolve
forwards in time. For this purpose, each extended ancestral line is defined on the whole real
line, i.e. at time t it is continued on R \ [0, t] as the constant path. In addition, we use a
Time-space process that takes values in
R× (D(R,K × I))I (1.4)
to describe the HMM as a piecewise deterministic Markov jump process and to characterize it
by means of a well-posed martingale problem (Theorem 1). Note that we distinguish between
time which is the parameter of the Time-space process and Time which is the part of the
state space that indicates where the action takes place in the extended ancestral lines.
Then we focus our attention on the extended ancestral lines of a tagged subset J ⊂ I at a
fixed time horizon T , where we choose −T as the initial Time of the HMM. This means we
consider extended ancestral lines from Time 0 back to Time −T . In other words, we describe
the situation where we can trace the extended ancestral lines of a present population back
into the past.
In order to investigate the distribution of the extended ancestral lines of J at time T , we
will introduce a pure Markov jump process on
(K × I)J × (2K)I (1.5)
which we call backward process (short BP), where 2K denotes the power set of K. There are
four important items concerning the BP we have to mention at this point.
1. The BP reverses migration and resampling and generates the extended ancestral lines
from Time 0 back to Time −T . In contrast to the ancestral selection graph of Krone
and Neuhauser which produces the genealogy in a three-step procedure the BP is a true
Markov process.
2. The first component of the BP is driven by a special kind of coalescing mechanism, but
is different from Kingman coalescent, even in the case without selection and mutation.
The reasons for this are the extended ancestral lines, the goal to condition on the type
information and the fact that we can incorporate mutation and selection in this BP.
The second component of the BP is solely due to selection and interacts with the first
one.
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3. There is a relation between the distribution of the extended ancestral lines of J at time
T which is an element in
M1
(
(D([−T, 0],K × I))J) (1.6)
and the distribution of the sample paths of the BP up to time T which is an element in
M1
(
D([0, T ], (K × I)J × (2K)I)) , (1.7)
where M1 denotes the set of probability measures.
4. There is a Feynman-Kac duality (Proposition 3.1) between the HMM and the BP with
which we can express probabilities for the type information of J in terms of the BP.
So, in contrast to the ancestral selection graph we define forward as well as backward
Markovian dynamics and relate both in terms of a duality function.
The first result concerning the relation between the extended ancestral lines and the BP
is a stochastic representation (Theorem 2) that allows us to express the expectation of certain
functionals of the extended ancestral lines of J at time T in terms of the expectation of
suitable functionals of the sample paths of the BP up to time T .
The main result (Theorem 4) is the aforementioned strong stochastic representation for
the conditioned extended ancestral lines. It says that the conditional distribution of the
extended ancestral lines of J at time T given the type information of J at time T is equal to
the distribution of a special functional of the sample paths of a transformation of the BP up
to time T , where the initial state of the transformed BP depends on the type information of
J at time T . This transformed BP is in general a time-inhomogeneous Markov process and
arises by a special change of measure (Theorem 3), i.e. the distribution of its sample paths up
to time T is again an element in (1.7). However, if the type information of the Moran model
is in equilibrium, then it turns out that the transformed BP is time-homogeneous and can be
regarded as a compensated h-transform which has been introduced in [FS04].
The main application of the strong stochastic representation is a limit theorem (Theorem
5) for the extended ancestral lines. More precisely, if in the limit as T → ∞ the type
information at time T converges to a unique stationary distribution, then the distribution of
the extended ancestral lines at time T (considered from Time 0 back to Time −T ) converges
(in the limit T →∞) to a unique element
P ∈M1
(
(D((−∞, 0],K × I))I) (1.8)
that can be represented in terms of the distribution of the sample paths (up to time ∞)
of the time-homogeneous transformed BP. In other words, we obtain a strong stochastic
representation for the extended ancestral lines in the limit T →∞ that has to two important
applications:
1. The stationary type distribution of the CAT can be represented in terms of the equilib-
rium distribution of a functional of the time-homogeneous transformed BP, where we
use that the stationary type distribution of the CAT is given by
lim
t→−∞P(the ancestral line of an arbitrary i at Time t ∈ · ) ∈M1(K) . (1.9)
In the two type case K = {0, 1} (Proposition 3.12) this functional can be identified as
a pure Markov jump process on
K × {0, . . . , N − 1} (1.10)
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which converges weakly (in the limit N → ∞) to the common ancestor process of
Fearnhead whose equilibrium distribution has been investigated in [Fea02], Section 3.
2. The conditioned (given the types) genealogical distance of two individuals in equilibrium
can be represented in terms of a stopping time of a further functional of the time-
homogeneous transformed BP.
In the two type case K = {0, 1} (Proposition 3.14) this functional can be identified as
a pure Markov jump process on
{4} ∪K ×K × {0, . . . , N − 2} , (1.11)
and therefore the conditioned genealogical distance of two individuals in equilibrium is
distributed as the first time at which this jump process reaches the absorbing state 4.
Observe that in the limit N →∞ this jump process converges to a jump process on
{4} ∪K ×K × N0 (1.12)
that will be used to study the tail distribution function (Proposition 3.15) of both
the genealogical distance and the conditioned genealogical distance of two individuals
sampled from the tree-valued Fleming-Viot process in equilibrium. In the absence of
selection we can explicitly determine the tail distribution function of the conditioned
genealogical distance from which we recover that the genealogical distance is exponential
distributed (Kingman subtree length distribution). Note that it is not clear which formal
argument (maybe the notion of intertwining) can be used to get from the conditioned
genealogical distance to the Kingman subtree and vice verca.
In the presence of selection we do a Taylor expansion for the tail distribution function at
0 up to degree 3 and we obtain that near zero (depending on the selection strength) the
tail distribution function is smaller than the tail distribution function of the exponential
distribution. This means we cannot yet show to the full extent that genealogical dis-
tances are stochastically smaller under selection, but we lay the foundation for proving
this in the future.
The key tool to deduce the results in this article is a Feynman-Kac duality (Theorem 6)
between the HMM and the historical backward process (short HBP) which is the path process
associated to the BP (see [Daw93] and [DP91]). Observe that the HBP considered at time t
gives us the sample paths of the BP up to time t which is the reason that we can relate the
extended ancestral lines in the HMM with the sample paths of the BP by means of a duality
function. This Feynman-Kac duality is used to prove the uniqueness of the martingale problem
in Theorem 1 and can be verified itself by a generator relation. Furthermore, it includes the
stochastic representation for the extended ancestral lines (Theorem 2) and the Feynman-
Kac duality between the type information of the HMM and the BP (Proposition 3.1). We
emphasize that the concept of life-sites (which only plays a minor role in the applications) is
the key ingredient to relate the extended ancestral lines in the HMM with the sample paths
of the BP by means of a duality function.
This paper is organized as follows. In Section 2 we define the HMM and the BP. Then we
state our results in Section 3. In Section 4 we introduce the HBP and provide our key tool,
the Feynman-Kac duality between the HMM and the HBP. Finally, we prove our results in
Section 5.
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2 Formulation of the models
This section is concerned with the introduction of the HMM and the BP which includes an
analytical characterization in each case.
Let B be a non-negative real number that represents the rate of mutation. In order to
describe type-dependent mutation we consider a general stochastic matrix
b(u, v), u, v ∈ K . (2.1)
Without loss of generality we can assume that resampling occurs at rate 1.
Furthermore, recall that K = {0, 1, . . . , d − 1}, let S ∈ [0, N ] be the selection coefficient
and
χ : K → [0, 1] with 0 = χ(0) < · · · < χ(d− 1) = 1 (2.2)
be the function that assigns to each type its level of fitness, i.e. there are d different levels of
fitness, type d− 1 has the highest level of fitness and type 0 has the lowest level of fitness.
2.1 The historical Moran Model (HMM)
In order to describe the evolution of the extended ancestral lines forward in time we define
the HMM by means of a piecewise deterministic Markov jump process on
E ⊂ R× (D(R,K × I))I (state space) (2.3)
where
E :=
{
η = (ηTime, ηD) =
(
ηTime, (ηDi )i∈I
)
: ηDi,s =
(
ηDi,ηTime,K , i
)
for all i ∈ I, s ≥ ηTime
}
. (2.4)
An element η ∈ E describes the collection of extended ancestral lines at Time ηTime. For
s ≤ ηTime,
ηDi,s =
(
ηDi,s,K , η
D
i,s,I
)
(2.5)
is the pair of type and life-site of the ancestor of i alive at Time s, where
ηDi,ηTime = (type of i at Time η
Time, i) (2.6)
since evidently i is the life-site of the ancestor of i at Time ηTime. We need the function
(·)∗ : E → KI , η 7→ (η∗i )i∈I =
(
ηDi,ηTime,K
)
i∈I
(projection on types) (2.7)
to obtain the types of the population at Time ηTime. Observe that the function (·)∗ is contin-
uous since, by definition of E , each extended ancestral is constant on [ηTime,∞).
First we provide a description of changes of states in E .
1. (Mutation) For η ∈ E , i ∈ I and u ∈ K we define the element
ηi;u ∈ E by (ηi;u)Time := ηTime and (ηi;u)Dl,s :=

ηDl,s , s ∈ R, l 6= i
ηDi,s , s < η
Time, l = i
(u, i) , s ≥ ηTime, l = i
. (2.8)
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2. (Resampling) For η ∈ E and i, j ∈ I we define the element
ηi→j ∈ E by (ηi→j)Time := ηTime and (ηi→j)Dl,s :=

ηDl,s , s ∈ R, l 6= j
ηDi,s , s < η
Time, l = j
(η∗i , j) , s ≥ ηTime, l = j
. (2.9)
Now we can define the HMM according to the description in item 1 and item 2 on page
3. Observe that we initial assign to each life-site i ∈ I a constant path through (ui, i), where
the types (ui)i∈I a chosen according to a distribution on KI .
Definition 2.1 (HMM).
The HMM is a piecewise deterministic Markov jump process on E whose initial state can be
characterized by a probability measure µ on E of the form
µ({η}) =
∑
(ui)i∈I∈KI
δc({ηTime})
∏
i∈I
δ[s 7→(ui,i)]({ηD})µ∗({(ui)i∈I}) , (2.10)
where
• c is a real number describing the initial Time,
• [s 7→ (ui, i)] denotes the constant path through (ui, i) and
• µ∗ is a probability measure on KI describing the initial type distribution.
The evolution of the HMM is given as follows:
The Time coordinate grows with unit speed. If η ∈ E is the current state of the HMM,
then the following transitions, depending on the Time, occur independently for all life-sites,
independently for all types and independently of each other:
1. (Mutation) For each i ∈ I and each u ∈ K the transition
η → ηi;u occurs at rate Bb(η∗i , u) . (2.11)
2. (Resampling) For each i, j ∈ I the transition
η → ηi→j occurs at rate 1
2
+
S
2N
[
χ(η∗i )− χ(η∗j )
]
, (2.12)
where the rate depends on the fitness of i and j (Selection).
Remark 2.2. Definition 2.1 implies a natural property for the extended ancestral lines,
namely, whenever the I-coordinate of two extend ancestral lines coincide at Time t then also
the K-coordinate does and the two extend ancestral lines coincide at all Times s < t.
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2.2 The backward process (BP)
Here we introduce the BP, a pure Markov jump process, which shall be used to determine for
a general initial type distribution µ∗ the expectation of certain functionals of the extended
ancestral lines of a tagged J ⊂ I at a fixed time T backwards in time. The state space for
the BP consists of two components, namely
E :=
{
η = (ηJ , ηI) ∈ (K × I)J × (2K \ {∅})I : ηJi = ηJj whenever ηJi,I = ηJj,I} , (2.13)
where we allow (this is a slight change compared to Definition 1.9 in [Sei15]) to have only
non-empty subsets of K in the second component of the BP which is a technical assumption
useful later on (see Subsubsection 3.2.2). Before we give a rigorous definition we illustrate
and explain the BP in simple terms.
The first component of the BP (more precisely, the sample paths of first component up
to time T ) shall describe the reversed extended ancestral lines of J at time T (i.e. the initial
types in the first component of the BP are the types of J in the HMM at time T ), where the
restriction in (2.13) reflects the natural property of extended ancestral lines from Remark 2.2.
The second component of the BP is solely due to selection and stays constant for all times if
S = 0. An important property of the BP is that each first component
ηJ ∈ (K × I)J (2.14)
defines a partition of J in which each partition element is marked by a type in K and located
at a life-site in I.
In the absence of selection the evolution of these K-marked partition elements on I can
be described by a system of instantaneously coalescing random walks on I with a special
coalescing rule. Namely, each K-marked partition element undergoes a random walk on I,
where the mark itself evolves as a Markov chain on K. At a jump time the partition element
chooses its new location uniformly from I (in the forward view this represents the choice of
an ancestor in a resampling event as descirbed in item 2 on page 3) and immediately coalesce
if the chosen life-site is occupied by an other partition element. The special coalescing rule
says that a partition element can only jump to an occupied life-site if the partition element
(which is located there) has the same mark in K. This means that our BP is different from
Kingman coalescent, even in the absence of selection.
In the presence of selection each coalescing event additionally leads to a change in the
second component of the BP which has two important consequences. On the one hand, the
evolution of the first component depends on the state of the second component, e.g. the jump
of a partition element to a life-site i ∈ I depends on the state of i in the second component,
i.e. on
ηIi ∈ 2K \ {∅} . (2.15)
On the other hand, the evolution of the second component depends on the first component
of the BP, in particular, we call
the life-site i ∈ I in the second component active (2.16)
if and only if i is not the location of a partition element. This means that the jump of a
partition element from j to i activates the life-site j and deactivates the life-site i in the
second component.
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To put it in a nutshell, the jump of a partition element located on j to the life-site i shall
describe the reversal of a resampling event between the life-sites i and j in the HMM in which
i is chosen as ancestor (i.e. the individual located on j dies), where the special coalescing rule
is due to the fact that both life-sites have the same type after a resampling event. The active
(in the backward view) life-sites in the second component of the BP shall code the types of
dead individuals in the HMM (forward view). Namely, in the case with selection the rate of
a resampling event does depend on the type of the dying individual, the information which
gets lost in a resampling event, and hence the BP has to reproduce this information in some
form, for a detailed explanation see item 3 subsequent to Definition 2.3.
In order to introduce the BP we first have to rigorously define the concept of a K-marked
J-partition on I included in the first component of the BP and the concept of active life-sites.
• K-marked J-partition on I: To each state η ∈ E we can assign a partition of J
denoted by
Γ(η) , (2.17)
formally
Γ : E → {C ∈ 2J \ {∅} : γ ∩ γ′ = ∅ ∀γ 6= γ′ ∈ C} . (2.18)
A partition element γ ∈ Γ (η) is defined by the rule
j, i ∈ γ ⇐⇒ ηJj = ηJi . (2.19)
Due to the restriction in (2.13) for each element η ∈ E we can assign to each partition
element γ ∈ Γ(η) a unique mark in K and a unique location in I by
ηJγ =
(
ηJγ,K , η
J
γ,I
)
:=
(
ηJi,K , η
J
i,I
) ∈ K × I , (2.20)
where i ∈ γ is arbitrary. This means that γ represents the descendants of an ancestor
that has type ηJγ,K and occupies the life-site η
J
γ,I in the HMM.
In addition, we write
ηJγ = (u, i) ⇐⇒
(
ηJi,K , η
J
i,I
)
= (u, i) for all i ∈ γ . (2.21)
• The active life-sites code the type information of dead individuals in the HMM.
Formally, they are given by the set
Γ˜(η) := I \ {ηJγ,I : γ ∈ Γ(η)} , (2.22)
that is, the life-site i ∈ I in the second component of the BP is an active life-site if and
only if i is not the location of a partition element.
Now we come to the definition of the BP. We want to reverse the dynamics of the HMM
in order to follow extended ancestral lines back into the past. In the following Definition 2.3
we first specify the transitions that reverse mutation and then the transitions that reverse
resampling, where those transitions which occur only in the presence of selection are indicated
by (?). An overview of all the different kinds of transitions is given in Figure 1 at the end of
this subsection. For additional information about these transitions see also the explanations
subsequent to Definition 2.3. Recall also (2.2) and note that 1{statement} is 1 if the statement
is true and 0 if the statement is false.
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Definition 2.3 (The BP).
The BP is a pure Markov jump process on E.
Its initial state is given by the element
ξ∗ = (ξ∗J , ξ∗I) ∈ E defined by ξ∗Jj = (ξ∗j , j) ∀j ∈ J and ξ∗Ii = K ∀i ∈ I , (2.23)
where the element ξ∗ ∈ KJ will represent the types on which we condition J in the HMM at
time T later on. This means
Γ(ξ∗) = {{j} : j ∈ J} and Γ˜(ξ∗) = I \ J , (2.24)
where the partition element {j} is located at j and marked by ξ∗j .
The transition rates are given by a transition matrix
K : E × E → [0,∞) (2.25)
that is positive on the following pairs of states, where we first state the rate and then specify
the new element to which the transition leads:
1. (Reversal of mutation)
(a) [Transitions for partition elements]
For each γ ∈ Γ(η) and each u ∈ K,
K(η, ηγ;u) = Bb(u, ηJγ,K) , (2.26)
where the element ηγ;u ∈ E is defined by
(ηγ;u)Jγ′ :=
{
(u, ηJγ,I) , γ
′ = γ
ηJγ′ , γ
′ 6= γ and (η
γ;u)I := ηI . (2.27)
(b) [Transitions for active life-sites]
i. (?) For each i ∈ Γ˜(η), each v ∈ ηIi and each u ∈ K \ ηIi ,
K(η, ηi;∪{u}) = Bb(u, v) , (2.28)
where the element ηi;∪{u} ∈ E is defined by
(
ηi;∪{u}
)J
:= ηJ and
(
ηi;∪{u}
)I
l
:=
{
ηIi ∪ {u} , l = i
ηIl , l 6= i
. (2.29)
ii. (?) For each i ∈ Γ˜(η), each v ∈ K \ ηIi and each u ∈ ηIi ,
K(η, ηi;\{u}) = 1{|ηIi | > 1}Bb(u, v) , (2.30)
where the element ηi;\{u} ∈ E is defined by
(
ηi;\{u}
)J
:= ηJ and
(
ηi;\{u}
)I
l
:=
{
ηIi \ {u} , l = i
ηIl , l 6= i
. (2.31)
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2. (Reversal of resampling)
(a) [Interactions between partition elements]
i. For each γ, γ′ ∈ Γ(η) with γ 6= γ′,
K(η, ηγ→γ′) = 1{ηJγ,K = ηJγ′,K}
(
1
2
+
S
2N
[
χ(ηJγ,K)− 1
])
, (2.32)
where the element ηγ→γ′ ∈ E is defined by
(
ηγ→γ
′)J
γ′′
:=
{
ηJγ′ , γ
′′ = γ
ηJγ′′ , γ
′′ 6= γ (2.33)
and (
ηγ→γ
′)I
l
:=
{
K , l = ηJγ,I
ηIl , l 6= ηJγ,I
. (2.34)
This means
Γ(ηγ→γ
′
) = Γ(η) ∪ {γ ∪ γ′} \ {γ, γ′} and Γ˜(ηγ→γ′) = Γ˜(η) ∪ {ηJγ,I}. (2.35)
ii. (?) For each γ, γ′ ∈ Γ(η) with γ 6= γ′ ∈ Γ(η) and each w ∈ {0, . . . , d− 2},
K(η, ηγ w→γ′) = 1{ηJγ,K = ηJγ′,K}
S
2N
[χ(w + 1)− χ(w)] , (2.36)
where the element ηγ
w→γ′ ∈ E is defined by(
ηγ
w→γ′
)J
:=
(
ηγ→γ
′)J
(2.37)
and (
ηγ
w→γ′
)I
l
:=
{
{0, . . . , w} , l = ηJγ,I
ηIl , l 6= ηJγ,I
. (2.38)
(b) [Interactions: partition elements → active life-sites]
i. For each γ ∈ Γ(η) and each i ∈ Γ˜(η),
K(η, ηγ→i) = 1{ηJγ,K ∈ ηIi}
(
1
2
+
S
2N
[
χ(ηJγ,K)− 1
])
, (2.39)
where the element ηγ→i ∈ E is defined (recall 2(a)i) by
(
ηγ→i
)J
γ′ :=
{
(ηJγ,K , i) , γ
′ = γ
ηJγ′ , γ
′ 6= γ and (η
γ→i)I := (ηγ→γ
′
)I . (2.40)
This means
Γ(ηγ→i) = Γ(η) and Γ˜(ηγ→i) = Γ˜(η) ∪ {ηJγ,I} \ {i} . (2.41)
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ii. (?) For each γ ∈ Γ(η), each i ∈ Γ˜(η) and each w ∈ {0, . . . , d− 2},
K(η, ηγ w→i) = 1{ηJγ,K ∈ ηIi}
S
2N
[χ(w + 1)− χ(w)] , (2.42)
where the element ηγ
w→i ∈ E is defined (recall 2(a)ii) by(
ηγ
w→i
)J
γ′
:=
(
ηγ→i
)J
γ′ and
(
ηγ
w→i
)I
:=
(
ηγ
w→γ′
)I
. (2.43)
(c) [Interactions: active life-sites → partition elements]
i. (?) For each i ∈ Γ˜(η) and each γ ∈ Γ(η),
K(η, ηi;K) = 1{ηJγ,K ∈ ηIi}
(
1
2
+
S
2N
[
χ(ηJγ,K)− 1
])
, (2.44)
where the element ηi;K ∈ E is defined by
(
ηi;K
)J
:= ηJ and
(
ηi;K
)I
l
:=
{
K , l = i
ηIl , l 6= i
. (2.45)
ii. (?) For each i ∈ Γ˜(η), each γ ∈ Γ(η) and each w ∈ {0, . . . , d− 2},
K(η, ηi;w) = 1{ηJγ,K ∈ ηIi}
S
2N
[χ(w + 1)− χ(w)] , (2.46)
where the element ηi;w ∈ E is defined by
(
ηi;w
)J
:= ηJ and
(
ηi;w
)I
l
:=
{
{0, . . . , w} , l = i
ηIl , l 6= i
. (2.47)
(d) [Interactions between active life-sites]
i. (?) For each i, j ∈ Γ˜(η) with i 6= j,
K(η, ηi∩j) = 1{ηIi ∩ ηIj 6∈ {∅,K}}
(
1
2
+
S
2N
[
χ(min ηIi ∩ ηIj)− 1
])
, (2.48)
where the element ηi∩j ∈ E is defined by
(
ηi∩j
)J
:= ηJ and
(
ηi∩j
)I
l
:=

ηIi ∩ ηIj , l = i
K , l = j
ηIl , l 6= i, j
. (2.49)
ii. (?) For each i, j ∈ Γ˜(η) with i 6= j and each w ∈ {0, . . . , d− 2},
K(η, ηi
w∩j) = 1{ηIi ∩ ηIj 6∈ {∅,K}}
S
2N
[χ(w + 1)− χ(w)] , (2.50)
where the element ηi
w∩j ∈ E is defined by
(
ηi
w∩j
)J
:= ηJ and
(
ηi
w∩j
)I
l
:=

ηIi ∩ ηIj , l = i
{0, . . . , w} , l = j
ηIl , l 6= i, j
. (2.51)
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iii. (?) For each i, j ∈ Γ˜(η) with i 6= j and each v ∈ ηIi ∩ ηIj with v 6= min ηIi ∩ ηIj,
K(η, ηi
v∩j) = 1{ηIi ∩ ηIj 6∈ {∅,K}}
S
2N
[
χ(v)− χ(v<)] , (2.52)
where
v< := max{v′ ∈ ηIi ∩ ηIj : v′ < v} (2.53)
is the greatest element in the intersection of ηIi and η
I
j that is less than v, and
the element ηi
v∩j ∈ E is defined by
(
ηi
v∩j
)J
:= ηJ and
(
ηi
v∩j
)I
l
:=

{v, . . . } , l = i
K , l = j
ηIl , l 6= i, j
, (2.54)
where
{v, . . . } := {v′ ∈ ηIi ∩ ηIj : v′ ≥ v} (2.55)
is the set of elements which are in the intersection of ηIi and η
I
j and which are
equal or greater than v.
As already announced we now give additional explanations (divided into five items) that
are essential for the understanding of the BP.
1. (Reversal of mutation) The description in 1a says that the mark of a partition
element in the BP mutates from v to u at the same rate as the type of a live-site in the
HMM mutates from u to v. Since the matrix b(·, ·) is in general not doubly stochastic,
this way of reversing the mutation mechanism gives rise to a Feynman-Kac term in the
duality relation depending on b(·, ·).
2. (The case S = 0, without selection) The transitions rates specified in 2(a)ii, 2(b)ii,
2(c)ii, 2(d)ii and 2(d)iii are equal to 0 and hence the second component of the BP is
equal to ξ∗I from (2.23) for all times. This in turn implies that the transitions in 1(b)i
and 1(b)ii do not occur, the transition rate 2(d)i is equal to 0 and the transition in 2(c)i
does not change the state. This means that the BP is a pure jump process on{
η ∈ E : ηIi = K for all i ∈ I
}
(2.56)
whose transitions are given by 1a, 2(a)i and 2(b)i.
In other words, each K-marked partition element undergoes a random walk on I ac-
cording to 2(b)i. It instantaneously coalesce (see 2(a)i) if it jumps to a life that is
occupied by a partition element with the same mark, where in this case the set K is
assigned to the emerging active life-site which, however, leaves the second component
of the BP unchanged due to the initial state given in (2.23). In addition, the mark of
each partition element itself evolves as a Markov chain on K according to 1a.
Furthermore, if one takes out the information concerning the life-sites (this can be done
when one only considers ancestral lines and genealogical distances in the case where
the type information is exchangeable), then one obtains a K-marked J-partition whose
partition elements coalesce at rate 1 if their marks coincide as required in 2(a)i, where
again each mark evolves as a Markov chain on K according to 1a.
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3. (The case S > 0, with selection) The additional coalescing event in 2(a)ii (also
the event in 2(b)ii and in 2(c)ii) generates a strict and non-empty subset of K that is
assigned to the emerging active life-site. This has the effect that on the one hand the
jump of a partition element to a life-site i depends on ηIi (consider the rate in 2(b)ii) and
on the other hand the active live-sites evolve according to 1(b)i and 1(b)ii and interact
with each other according to 2(d)i, 2(d)ii and 2(d)iii, where the transition 2(d)iii can
only occur if |K| > 2. Moreover note that the BP in fact takes values in (2.13) since by
definition the occurrence of empty sets is prevented in 1(b)ii 2(d)i, 2(d)ii and 2(d)iii.
The key idea for these additional events including the occurrence of strict and non-
empty subsets in the second component of the BP comes from the fact that we reverse
the resampling events. Consider (in the HMM) the conditional rate of the event{
(type of i at time t) = u
(type of j at time t) = u
}
(2.57)
given both the information that i replaces the type of j at time t and the types of the
life-sites i and j just before this resampling event has occurred. A heuristic argument
yields that this conditional rate is equal to
∑
v∈K
(
1
2
+
S
2N
[χ(u)− χ(v)]
)
1
{
(type of i at time t−) = u
(type of j at time t−) = v
}
(2.58)
which can be reformulated (recall (2.2)) as(
1
2
+
S
2N
[χ(u)− 1]
)
1
{
(type of i at time t−) = u
(type of j at time t−) ∈ K
}
(2.59)
+
d−2∑
w=0
S
2N
[χ(w + 1)− χ(w)]1
{
(type of i at time t−) = u
(type of j at time t−) ∈ {0, . . . , w}
}
(2.60)
which leads to the rates and the transitions in 2(a)i and 2(a)ii.
4. (The case K = {0, 1}, two types) If K = {0, 1}, then the transitions in 2(a)ii, in
2(b)ii and also in 2(d)ii generate the subset {0}, the transition in 2(d)iii does not occur
since |K| = 2. In addition, 1(b)i leads to a transition from {0} to K and 1(b)ii does
not occur. Hence, in the two type case the BP with initial state (2.23) takes values in{
η ∈ E : ηIi ∈ {K, {0}} for all i ∈ I
}
(2.61)
which will be important in Subsection 3.4.
5. (Ancestral lines and genealogical distances) When we are interested in ancestral
lines and genealogical distances in the case where the type information is exchangeable
(this will be the case in Subsection 3.4), then the BP reduces as follows (see also the
brief discussion at the end of item 2). In the first component we only need the partition
elements together with their marks in K. In the second component we only have to
consider for each strict and non-empty subset of K the number of active life sites
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to which this subset is assigned. Observe that this reduction of the BP, formally a
functional of the BP, is again a Markov process.
So, in the two type case (see item 4 above), for the second component we only have to
consider
ηI|{0}| := |{i ∈ Γ(η) : ηIi = {0}}| , (2.62)
the number of active life sites to which the subset {0} is assigned.
Figure 1: Transitions of the BP
a transition occur for each and changes the state of
1a γ ∈ Γ(η) ηJγ,K
1(b)i i ∈ Γ˜(η), v ∈ ηIi and u ∈ K \ ηIi ηIi
1(b)ii i ∈ Γ˜(η), v ∈ K \ ηIi and u ∈ ηIi ηIi
2(a)i γ 6= γ′ ∈ Γ(η) ηJγ and ηIl with l = ηJγ,I
2(a)ii γ 6= γ′ ∈ Γ(η) and w ∈ {0, . . . , d− 2} ηJγ and ηIl with l = ηJγ,I
2(b)i γ ∈ Γ(η) and i ∈ Γ˜(η) ηJγ and ηIl with l = ηJγ,I
2(b)ii γ ∈ Γ(η), i ∈ Γ˜(η) and w ∈ {0, . . . , d− 2} ηJγ and ηIl with l = ηJγ,I
2(c)i i ∈ Γ˜(η) and γ ∈ Γ(η) ηIi
2(c)ii i ∈ Γ˜(η), γ ∈ Γ(η) and w ∈ {0, . . . , d− 2} ηIi
2(d)i i 6= j ∈ Γ˜(η) ηIi and ηIj
2(d)ii i 6= j ∈ Γ˜(η) and w ∈ {0, . . . , d− 2} ηIi and ηIj
2(d)iii i 6= j ∈ Γ˜(η) and v ∈ ηIi ∩ ηIj : v 6= min ηIi ∩ ηIj ηIi and ηIj
2.3 Analytical characterization
In this subsection we first describe the HMM by a Markov process that arises as the unique
solution of a well-posed martingale problem. This gives an analytic characterization of the
HMM and is the main tool to prove the duality with help of the generator.
Then we characterize for J ⊂ I the BP by a Markov process that uniquely corresponds
to a bounded linear operator.
The HMM: Let Ω = D([0,∞), E) be the space of cadlag paths from [0,∞) to E , F = B(Ω)
be the Borel σ-field on Ω and (Xt)t≥0 be the canonical E-valued process on (Ω,F) with
canonical right continuous filtration (Ft)t≥0. In order to characterize the HMM analytically
we specify a measure determining set
A ⊂ Cb(E), (2.63)
define a linear operator
L : A → Cb(E) (2.64)
and use the following concept, the martingale problem.
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Definition 2.4 (Solution and well-posedness).
Let µ be a distribution on E. A probability measure Q on Ω is a solution of the Ω-martingale
problem for (L, µ) w.r.t. A if and only if(
f(Xt)−
∫ t
0
Lf(Xs)ds
)
t≥0
is a martingale under Q for all f ∈ A (2.65)
and
Q ◦ (X0)−1 = µ . (2.66)
The Ω-martingale problem for (L, µ) w.r.t. A is called well-posed if Q is uniquely determined
by (2.65) and (2.66).
Moreover, the Ω-martingale problem for L w.r.t. A is called well-posed if the Ω-martingale
problem for (L, µ) w.r.t. A is well-posed for all distributions µ on E.
As measure determining set A, see also [Daw93], we take the algebra that is generated by
functions of the form
f(η) = g(ηTime)
∏
j∈J
1{η∗j = uj}
mj∏
n=1
∫ tnj
rnj
Fnj (η
D
j,s)ds (2.67)
where
g ∈ C1b (R), J ⊂ I, uj ∈ K, r1j < t1j < · · · < rmjj < tmjj and Fnj ∈ Cb(K × I) . (2.68)
Remark 2.5. There is an important reason why we consider functions of the form (2.67)
instead of functions of the form
η 7→ g(ηTime)
∏
j∈J
1{η∗j = uj}
mj∏
n=1
Fnj (η
D
j,tnj
) . (2.69)
Namely, in contrast to a function of the form (2.69) which evaluates extended ancestral lines at
different Time points, a function of the form (2.67) is an element in Cb(E) since the extended
ancestral lines are evaluated in terms of integrals over different Time intervals, where one
should have in mind that (·)∗, the projection on the current types, is continuous due to the
special form of E as mentioned before.
Furthermore, the special form (2.67) of the functions in A will be used to relate extended
ancestral lines with the sample-paths of the BP by means of a duality function H in Subsection
4.2.
The linear operator L = LTime + LD on A is defined by
LTimef(η) = lim
↓0
f(ηTime + , ηD)− f(ηTime, ηD)

(2.70)
and
LDf(η) = B
∑
i∈I
∑
u∈K
b(η∗i , u)
[
f(ηi;u)− f(η)] (2.71)
+
∑
i,j∈I
(
1
2
+
S
2N
[
χ(η∗i )− χ(η∗j )
]) [
f(ηi→j)− f(η)] . (2.72)
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Observe that for f ∈ A, Lf is indeed continuous although the map η 7→ ηi→j is not. The
reason for this is once more the evaluation of the extended ancestral lines in terms of integrals
over different Time intervals.
Theorem 1 (Analytical characterization of the HMM).
a) The Ω-martingale problem for L w.r.t. A is well-posed.
b) If the unique solution for (L, δη) is denoted by Pη, then
X = (Ω,F , (Ft)t≥0, (Xt)t≥0, {Pη : η ∈ E}) (2.73)
is a Borel strong Markov process.
c) For any µ ∈M1(E) the probability measure
Pµ(·) =
∫
E
Pη(·)µ(dη) (2.74)
is the unique solution for (L, µ).
d) If µ is the initial state defined in (2.10), then Pµ is equal to the law of the piecewise
deterministic Markov jump process in Definition 2.1.
Observe that throughout this paper we use
Eµ to denote the expectation w.r.t. Pµ (2.75)
respectively Eη to denote the expectation w.r.t. Pη.
Finally, we consider two important functionals of the HMM:
1. For t ≥ 0 and i, j ∈ I,
Dt(i, j) := 2
∣∣(Xt)Time − sup{s ∈ [(X0)Time, (Xt)Time] : (Xt)Di,s = (Xt)Dj,s }∣∣ (2.76)
is the genealogical distance of the life-sites i and j at time t, where we use the convention
sup ∅ := XTime0 . Hence (
I, (Dt(i, j))i,j∈I ,
1
N
N∑
i=1
δ(i,(Xt)∗i )
)
t≥0
(2.77)
is a version of the tree-valued Moran model introduced in [DGP12].
2. The CAT of the Moran Model is a stochastic process on K we denote by (Kt)t≥0. In
[KHB13] the CAT at time t is defined as the type of the unique individual that is, at
some time s > t, ancestral to the whole population, where it is assumed that the type
information of the population is in equilibrium. In contrast we can always explicitly
define the CAT at time t (as a functional of our forward evolving HMM) by
Kt :=
{
u ∈ K : ∃s ≥ t, j ∈ I such that (Xs)Di,(Xt)Time = (u, j) for all i ∈ I
}
. (2.78)
Of course it is difficult to work with this representation. In order to obtain the stationary
type distribution of the CAT we will consider the extended ancestral lines in equilibrium
and trace a single ancestral line back to Time −∞ in Subsection 3.4. Observe that this
is in the spirit of [Fea02].
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The BP: Let Ω = D([0,∞), E) be the space of cadlag paths from [0,∞) to E , F = B(Ω) be
the Borel σ-field on Ω and (Xt)t≥0 be the canonical E-valued process on (Ω,F) with canonical
right continuous filtration (F t)t≥0 . In order to characterize the BP analytically we define,
according to Definition 2.3, the map L : Cb(E)→ Cb(E) by
Lf(η) =
∑
ζ∈E
K(η, ζ) [f(ζ)− f(η)] . (2.79)
Since L is a bounded linear operator, the family {exp(tL · ) : t ≥ 0} of linear operators
on Cb(E) is a strongly continuous, positive, contraction semigroup, and the Ω-martingale
problem for L w.r.t. Cb(E) is well-posed. Hence
X =
(
Ω,F , (F t)t≥0, (Xt)t≥0, {Pη : η ∈ E}
)
(2.80)
is a Borel strong Markov process if Pη denotes the unique solution for (L, δη). In analogy to
the HMM we write Eη if we take the expectation w.r.t. Pη. Finally, the probability measure
Pξ∗ is equal to the law of the Markov jump process in Definition 2.3 if ξ∗ is the initial state
defined in (2.23).
3 Formulation of the results
This section is organized as follows. In Subsection 3.1 we state the Feynman-Kac duality
between the HMM and the BP with which we can represent the type information of a tagged
J ⊂ I in the HMM in terms of the BP. This Feynman-Kac duality serves as a warm up for
the results concerning the relation between the extended ancestral lines of J and the sample
paths of the BP presented in Subsection 3.2. Subsection 3.3 contains the limit theorem for
the extended ancestral lines which allows us to study both the stationary type distribution
of the CAT and the conditioned genealogical distance of two individuals in Subsection 3.4.
3.1 Feynman-Kac duality between the HMM and the BP
Here we show how we can use the BP to determine the probability that the life-sites in J
have given types at a given time. The tool is a Feynman-Kac duality, a duality with respect
to a Feynman-Kac function
V : E → R (3.1)
and a duality function
H∗ : E × E → [0, 1] , (3.2)
where for η ∈ E the value of H∗(η, η) only depends on η∗ (see (2.7)).
Namely, the duality function is given by
H∗(η, η) =
 ∏
γ∈Γ(η)
1{η∗
ηJγ,I
= ηJγ,K}
 ∏
i∈Γ˜(η)
1{η∗i ∈ ηIi}
 . (3.3)
and can be used to consider the types of J in the HMM at a given time t by
H∗(Xt, ξ∗) =
∏
j∈J
1{(Xt)∗j = ξ∗j } = 1{
(
(Xt)
∗
j
)
j∈J = ξ
∗} (3.4)
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if ξ∗ ∈ E is defined as in (2.23).
The Feynman-Kac function has in the neutral case (recall the items 1 and 2 subsequent
to Definition 2.3) the form
V (η) = B
∑
γ∈Γ(η)
(∑
u∈K
b(u, ηJγ,K)− 1
)
− 1
2
∑
γ 6=γ′∈Γ(η)
1{ηJγ,K 6= ηJγ′,K} , (3.5)
where the first term arises due to the fact that b(·, ·) is in general not doubly stochastic and
the second term, which is due to the ”having same type” requirement in 2(a)i, is the difference
between the total interaction rate in the BP and total resampling rate in the HMM.
In the case with selection we again have the first term and the difference, but also addi-
tional effects appear due to the restrictions 1{|ηIi | > 1} in 1(b)ii and 1{ηIi ∩ ηIj 6∈ {∅,K}} in
2(d)iii. So, we set
V (η) = B
∑
γ∈Γ(η)
(∑
u∈K
b(u, ηJγ,K)− 1
)
−B
∑
i∈Γ˜(η)
1{|ηIi | = 1}
∑
u∈ηIi
∑
v∈K\{u}
b(u, v) (3.6)
+
∑
γ 6=γ′∈Γ(η)
(
1{ηJγ,K = ηJγ′,K}
[
1
2
+
S
2N
χ(ηJγ,K)
]
− 1
2
)
(3.7)
+2
∑
γ∈Γ(η),i∈Γ˜(η)
(
1{ηJγ,K ∈ ηIi}
[
1
2
+
S
2N
χ(ηJγ,K)
]
− 1
2
)
(3.8)
+
∑
i 6=j∈Γ˜(η)
(
1{ηIi ∩ ηIj 6= K}
S
2N
χ(max ηIi ∩ ηIj)−
1
2
1{ηIi ∩ ηIj = ∅}
)
(3.9)
and have completed our preparations.
The Feynman-Kac duality now reads as follows.
Proposition 3.1 (Feynman-Kac duality for the type information of the HMM).
Let µ be as in (2.10) with c = 0 (initial Time) and general initial type distribution µ∗, V as
in (3.6) and H∗ as in (3.3).
Then
Eµ [H∗(Xt, η)] = Eη
[
Eµ
[
H∗(X0, Xt)
]
e
∫ t
0 V (Xs)ds
]
(3.10)
for all η ∈ E and all t ≥ 0, where Eµ denotes the expectation w.r.t. Pµ defined in (2.74).
Remark 3.2. We have that
H∗(X0, Xt) =
 ∏
γ∈Γ(Xt)
1{(X0)∗(Xt)Jγ,I = (Xt)
J
γ,K}
 ∏
i∈Γ˜(Xt)
1{(X0)∗i ∈ (Xt)Ii}
 . (3.11)
This first part on the r.h.s. of this equation tells us that the types of the partition elements
in the first component of the BP at time t represent the types of the ancestors of J in the
HMM alive at time 0. This means each life-site j ∈ J in the first component of the BP has
to find his way back to the type and the life-site of its ancestor at time 0. In the second part
it is checked whether the states of the active life-sites at time t (coding the type information
of dead individuals in the HMM) fit with the types in the HMM a time 0.
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Remark 3.3. The formula in Proposition 3.1 and the behaviour of the BP imply that the
type information of J is exchangeable at each time t ≥ 0 if µ∗ is exchangeable.
Formally, if Pµ((X0)∗ = ζ∗) = Pµ(((X0)∗σ(i))i∈I = ζ
∗) for all ζ∗ ∈ KI and all bijections
σ : I → I, then Pµ(((Xt)∗j )j∈J = ξ∗) = Pµ(((Xt)∗σ(j))j∈J = ξ∗) for all ξ∗ ∈ KJ and all
bijections σ : I → I.
3.2 Relation between the HMM and the sample paths of the BP
This subsection covers the main result, the strong stochastic representation for the condi-
tioned extended ancestral lines of J in terms of the sample paths of a transformation of
the BP, which is carried out in the Subsubsections 3.2.1 - 3.2.3. Namely, we first give a
stochastic representation with which we can express the expectation of certain functionals of
the extended ancestral lines of J at a fixed time T in terms of the expectation of suitable
functionals of the sample paths of the BP up to this time T . Based on this stochastic repre-
sentation we then transform the BP and use the new object to obtain the strong stochastic
representation for the conditioned extended ancestral lines of J alive at time T .
Throughout this subsection we assume that µ, the initial distribution of the HMM, is
defined as in (2.10) with c = −T (initial Time) and general initial type distribution µ∗. So,
under this µ the extended ancestral lines at time T describe the situation where the extended
ancestral lines are considered from Time 0 back to Time −T . In addition, we need an element
ξ∗ ∈ KJ to describe the type information of J at time T , that is, the type information of J
at Time 0.
3.2.1 Stochastic representation for extended ancestral lines
This subsubsection includes the first step for the strong stochastic representation. We want
to express certain information of the extended ancestral lines of J between Time −T and
Time 0 in terms of the sample paths of the BP up to time T .
We already know (see Proposition 3.1) that
Pµ
((
(XT )
∗
j
)
j∈J = ξ
∗
)
= Eξ∗
[
Eµ
[
H∗(X0, XT )
]
e
∫ T
0 V (Xs)ds
]
, (3.12)
where (XT )
∗
j is the type of j at Time 0. We shall state that this equation for the types of J
can be refined to one for the extended ancestral lines of J .
In order to determine the distribution of the extended ancestral lines of J between Time
−T and Time 0 restricted that the type information of J at Time 0 is equal to ξ∗, we will
determine the expectation of functionals of the form (2.67) in which the extended ancestral
lines of J are evaluated in terms of integrals over different Time intervals in [−T, 0]. This
means that for −T ≤ r1j < t1j < · · · < rmjj < tmjj ≤ 0 and Fnj ∈ Cb(K × I) we represent the
expectation
Eµ
∏
j∈J
mj∏
n=1
∫ tnj
rnj
Fnj ((XT )
D
j,s)ds
1{((XT )∗j)j∈J = ξ∗}
 (3.13)
by the expectation of a suitable functional, a functional that also depends on the parameters
in (3.13), of the sample paths of the BP up to time T .
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Theorem 2 (Stochastic representation at time T ).
Let J ⊂ I, T > 0, ξ∗ ∈ KJ , ξ∗ ∈ E be defined as in (2.23) and µ as in (2.10) with c = −T
and general µ∗. In addition, let V be defined as in (3.6) and H∗ as in (3.3).
Then
(3.13) = Eξ∗
∏
j∈J
mj∏
n=1
∫ tnj
rnj
Fnj ((X−s)
J
j )ds
Eµ [H∗(X0, XT )] e∫ T0 V (Xs)ds
 (3.14)
for all −T ≤ r1j < t1j < · · · < rmjj < tmjj ≤ 0 and all Fnj ∈ Cb(K × I).
Remark 3.4. In analogy to Remark 3.3 the representation in Theorem 2 and the behaviour
of the BP imply that the ancestral lines and the genealogical distances of J at time T are
exchangeable if µ∗ is exchangeable.
3.2.2 The transformed BP
Here we define a transformation of the law of the path of the BP X from (2.80) by changing
the collection of probability measures {
Pη : η ∈ E
}
. (3.15)
This transformation shall be used to describe the conditional distribution of the extended
ancestral lines of J considered from Time 0 back to Time −T given the type information of
J at Time 0.
Observe that for fixed ξ∗ ∈ KJ ,
Eµ
[(∏
j∈J
∏mj
n=1
∫ tnj
rnj
Fnj ((XT )
D
j,s)ds
)
1{((XT )∗j )j∈J = ξ∗}
]
Pµ(((XT )∗j )j∈J = ξ∗)
(3.16)
=
Eξ∗
[(∏
j∈J
∏mj
n=1
∫ tnj
rnj
Fnj ((X−s)
J
j )ds
)
Eµ[H∗(X0, XT )]e
∫ T
0 V (Xs)ds
]
Eξ∗
[
Eµ[H∗(X0, XT )]e
∫ T
0 V (Xs)ds
] (3.17)
for all −T ≤ r1j < t1j < · · · < rmjj < tmjj ≤ 0, and all Fnj ∈ Cb(K × I) due to Theorem 2. This
means we will re-weight the sample paths of the BP by the functional(
Eµ
[
H∗(X0, XT−t)
]
e
∫ T−t
0 V (Xs)ds
)
t∈[0,T ]
(3.18)
to obtain a new Markov process that describes the reversed extended ancestral lines.
The crucial point is that the new Markov process has the same transitions as the BP,
but now appearing at different rates, namely changed by the time-space potential hT that is
defined as follows:
Definition 3.5 (Time-space potential).
For T > 0 let
hT (t, η) := Eη
[
Eµ
[
H∗(X0, XT−t)
]
e
∫ T−t
0 V (Xs)ds
]
(3.19)
for all t ∈ [0, T ) and all η ∈ E.
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Note that
hT (t, η) = Eµ [H∗(XT−t, η)] (3.20)
due to Proposition 3.1, that is, at time t the time-space potential can be represented in
terms of the type distribution of the HMM at time T − t. So, for a general initial type
distribution µ∗ the potential hT in fact depends on t and therefore the transformed BP is
time-inhomogeneous. However
hT (t, ·) = h(·) for all 0 ≤ t ≤ T if µ∗ is stationary (3.21)
which yields a time-homogeneous transformed BP.
In order to change the probability measures formally, for t ∈ [0, T ] let pit : Ω → Ω,
(ωs)s≥0 7→ (ωs+t)s≥0 be the shift operator which cuts off the path ω before time t and shifts
the remaining part in time. In addition, for each t ∈ [0, T ) and each η ∈ E consider the
function
Ph
T
t,η : F [t,T ] → [0, 1], C 7→
Eη
[
1pit(C)Eµ
[
H∗(X0, XT−t)
]
e
∫ T−t
0 V (Xs)ds
]
hT (t, η)
(3.22)
which is a probability measure on (Ω,F [t,T ]), where F [t,T ] = σ(Xs : s ∈ [t, T ]). For technical
reasons (recall (3.20) and the fact that by definition in (2.13) there are only non-empty subsets
of K in the second component of the BP) we also assume that
hT : [0, T )× E → (0,∞) (3.23)
which typically holds, for example, if b(u, v) is irreducible or if the initial type distribution
µ∗ puts positive mass on each element in KJ .
Theorem 3 (Analytical characterization of the transformed BP).
a) (Time-inhomogeneous) We obtain that
X
hT
=
{(
Ω,F [t,T ], (F [t,T ]s )s∈[t,T ), (Xs)s∈[t,T ], {Ph
T
t,η : η ∈ E}
)
: t ∈ [0, T )
}
(3.24)
is a time-inhomogeneous Borel strong Markov process that corresponds to a family{
L
hT
t : t ∈ [0, T )
}
(3.25)
of bounded linear operators, where
L
hT
t f(η) =
∑
ζ∈E
K(η, ζ)
(
hT (t, ζ)
hT (t, η)
)[
f(ζ)− f(η)] . (3.26)
We call X
hT
the time-inhomogeneous transformed BP.
b) (Time-homogeneous) If h : E → (0,∞) and hT (t, ·) = h(·) for all 0 ≤ t < T <∞, then
{PhT0,η : T ∈ [0,∞)} is projective for each η ∈ E , (3.27)
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which uniquely defines a family of probability measures
{Phη : η ∈ E} on (Ω,F) , (3.28)
and
X
h
=
(
Ω,F , (F t)t≥0, (Xt)t≥0, {Phη : η ∈ E}
)
. (3.29)
is a Borel strong Markov process with bounded generator
L
h
f(η) =
∑
ζ∈E
K(η, ζ)
(
h(ζ)
h(η)
)[
f(ζ)− f(η)] , (3.30)
namely, the compensated h-transform as introduced in [FS04]. We refer to X
h
as the
time-homogeneous transformed BP.
3.2.3 Strong stochastic representation for conditioned extended ancestral lines
In this subsubsection we shall see that given the types of J at Time 0 the conditional distri-
bution of the extended ancestral lines of J considered from Time 0 back to Time −T is equal
to the distribution of a special functional of the sample paths of the transformed BP up to
time T .
Let (
(XT )
D
j,t
)
t∈[−T,0], j∈J ∈ (D([−T, 0],K × I))J (3.31)
be the extended ancestral lines of J considered from Time 0 back to Time −T and(
(XT )
∗
j
)
j∈J ∈ KJ (3.32)
be the types of J at Time 0. More precisely, we have that in distribution
(XT )
D
j,−t = (Xt)
J
j for all t ∈ [0, T ] and all j ∈ J , (3.33)
where the BP is considered under the new measure Ph
T
0,ξ∗ .
In order to state this relation between the extended ancestral lines of J and the sample
paths of the first component of the BP formally, for each j ∈ J we first reverse the (right-
continuous) path ((Xt)
J
j )t∈[0,T ], then shift it to [−T, 0] and finally transform the resulting
left-continuous path again into a right-continuous path. For this we use the special map
FT : D([0, T ], (K × I)J) → (D([−T, 0],K × I))J (3.34)
((ωt)
J)t∈[0,T ] 7→ (ηDj,−t)t∈[−T,0],j∈J (3.35)
that is defined by
ηDj,−t :=
{
(ωt)
J
j , t ∈ {s ∈ [0, T ] : (ωs)Jj = (ωs−)Jj }
(ωt−)Jj , t ∈ {s ∈ [0, T ] : (ωs)Jj 6= (ωs−)Jj }
, (3.36)
where (ωt−)Jj := lim↓0(ωt−)
J
j .
Now we can state the strong stochastic representation for the conditioned extended an-
cestral lines in terms of the sample paths of the transformed BP, where it is useful to recall
Theorem 3.
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Theorem 4 (Strong stochastic representation at time T ).
Let J ⊂ I, T > 0 and µ as in (2.10) with c = −T (initial Time) and initial type distribution
µ∗. Let ξ∗ ∈ KJ and ξ∗ be the initial state defined in (2.23) and assume that (3.23) holds.
We have that
Pµ
((
(XT )
D
j,t
)
t∈[−T,0],j∈J ∈ ·
∣∣∣ ((XT )∗j)j∈J = ξ∗) = PhT0,ξ∗ (FT (((Xt)J)t∈[0,T ]) ∈ ·) (3.37)
if µ∗ is general and
Pµ
((
(XT )
D
j,t
)
t∈[−T,0],j∈J ∈ ·
∣∣∣ ((XT )∗j)j∈J = ξ∗) = Phξ∗ (FT (((Xt)J)t∈[0,T ]) ∈ ·) (3.38)
if µ∗ is stationary.
Remark 3.6. In analogy to Remark 3.4 we get that the conditioned ancestral lines and the
conditioned genealogical distances of J at time T are exchangeable if µ∗ is exchangeable.
Remark 3.7. If we want to study conditioned ancestral lines and conditioned genealogical
distances in the exchangeable situation of Remark 3.6, then we can reduce the transformed
BP as described in item 5 on page 16. This means that we only need the partition elements
with their marks in K (first component) and for each strict and non-empty subset of K the
number of active life sites to which this subset is assigned (second component).
In order to illustrate the strong stochastic representation we give a simple example in
which we contrast the genealogical distance of two individuals at time T with the conditioned
genealogical distance.
Example 3.8 (Genealogical distances).
Recall (2.76) and consider the case where B = 0 (no mutation), S = 0 (no selection), µ∗ =
ν⊗N with ν ∈M1(K) (exchangeable initial type distribution), J = {i, j} and u, v ∈ K.
In this simple situation the probability that the genealogical distance of i and j at time T
is greater than 2t is well known (e.g. see Corollary 3.4 in [GPW13] for a rigorous argument).
Namely for each t ≥ 0,
Pµ (DT (i, j) > 2t) = e−t1{t < T} , (3.39)
where Pµ(DT (i, j) = 2T ) = e−T describes the probability that i and j have no common ancestor
until time T .
Now we consider the conditional probability of this event, where it is helpful to recall item
2 on page 15. The strong stochastic representation yields (set J = {i, j} and ξ∗ = (u, v)) that
for each t ≥ 0,
Pµ(DT (i, j) > 2t |(XT )∗i = u, (XT )∗j = v) = Ph
T
0,ξ∗(inf{r ∈ [0, T ] : (Xr)Ji = (Xr)Jj } > t) (3.40)
where we use the convention inf{∅} = T . Since (Xr)Ji = (Xr)Jj if and only if {i, j} ∈ Γ(Xr),
we have to determine the first time the partition elements {i} and {j} (in the first component
of the time-inhomogeneous transformed BP) coalesce. So, if u 6= v, then the partition elements
cannot coalesce. If u = v, then at time r ∈ [0, T ] the partition elements {i} and {j} coalesce
at rate
Pµ((XT−r)∗i = u)
Pµ((XT−r)∗i = (XT−r)∗j = u)
=
ν({u})
ν({u})(1− er−T ) + ν({u})2er−T . (3.41)
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Hence
Pµ(DT (i, j) > 2t |(XT )∗i = u, (XT )∗j = v) =
{
e−t−e−T ν(K\{u})
1−e−T ν(K\{u}) 1{t < T} , u = v
1{t < T} , u 6= v
. (3.42)
Note that by calculations the r.h.s. of (3.39) can be recovered by the r.h.s. of (3.42), but a
formal argument is missing.
Finally, the formula in (3.42) implies the following
Corollary 3.9 (Conditioned exponential random variable).
Assume that S = 0, B = 0 and µ∗ = ν⊗N . If type u is rare in the initial population (more
precisely, if ν({u}) → 0), then the conditional distribution of half the genealogical distance
of i and j at time T given that both i and j have type u at time T is equal to the law of an
exponential random variable which is conditioned to take values in [0, T ].
3.3 Longtime behaviour of extended ancestral lines
The main application of the strong stochastic representation concerns the longtime behaviour
of the HMM. Remember that X
h
is the time-homogeneous transformed BP given in Theorem
3 b) and that µ stands for the initial distribution of the HMM defined in (2.10) with c = −T
(initial Time) and initial type distribution µ∗. Furthermore, let
F : D([0,∞), (K × I)J)→ (D((−∞, 0],K × I))J (3.43)
be defined in analogy to FT in (3.36).
Theorem 5 (Extended ancestral lines in the limit T →∞).
Assume that B > 0 (with mutation) and b(·, ·) is irreducible, i.e.
lim
T→∞
Pµ((XT )∗ ∈ · ) =: P((X∞)∗ ∈ · ) ∈ M1(KI) (3.44)
for each initial type distribution µ∗, where the limit is the unique stationary type distribution
that puts positive mass on each element in KI , i.e.
h(η) := E [H∗(X∞, η)] > 0 for all η ∈ E . (3.45)
Then the following holds:
a) For each initial type distribution µ∗,
lim
T→∞
Pµ ((XT )D ∈ · ) =: P ((X∞)D ∈ · ) ∈ M1((D(R,K × I))I) . (3.46)
b) For J ⊂ I and ξ∗ ∈ KJ ,
P
((
(X∞)Dj,t
)
t∈(−∞,0],j∈J ∈ ·
∣∣∣ ((X∞)∗j)j∈J = ξ∗) = Phξ∗ (F(((Xt)J)t≥0) ∈ ·) . (3.47)
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Remark 3.10 (Fixation). If B = 0 (no mutation), then one can show that
lim
T→∞
Pµ ((XT )D ∈ · ) =
∑
u∈K
P ((X∞)∗i = u for all i ∈ I)Pu ((X∞)D ∈ · ) , (3.48)
where P ((X∞)∗i = u for all i ∈ I) is the probability (depending on the initial type distribution
µ∗) that eventually all individual have type u and Pu can be described as follows. Under Pu
the ancestral lines are constant paths through u, i.e.
Pu
((
(X∞)Di,t
)
t∈R,i∈I ∈ (D(R, {u} × I))I
)
= 1 , (3.49)
and
Pu
((
(X∞)Di,t,I
)
t∈(−∞,0],i∈I ∈ ·
)
∈ M1((D((−∞, 0], I))I) (3.50)
arises as the law of a system of N instantaneously coalescing random walks on I.
Remark 3.11. The unique stationary type distribution is exchangeable due to the mutation
and resampling dynamics. Hence under P the conditioned ancestral lines and the condi-
tioned genealogical distances are exchangeable and for calculations we can reduce the time-
homogeneous transformed BP in analogy to Remark 3.7
3.4 Applications
In this subsection we consider the CAT and the genealogical distance of two individuals
in equilibrium, two important issues we can study rigorously within the framework of the
HMM. We first work out particular questions and open problems. Then we investigate these
questions concretely in the two type case (|K| = 2) in the Subsubsections 3.4.1 and 3.4.2,
where we also let the population size N tend to infinity.
Assume that we are in the situation of Theorem 5. Hence, see Remark 3.11, the an-
cestral lines and the genealogical distances are exchangeable and we can use the reduced
time-homogeneous transformed BP (i.e. in the first component we only need the partition
elements with their marks in K and in the second component only how often each strict and
non-empty subset of K occurs) in the sequel.
The stationary type distribution of the CAT, a reformulation: First of all note
that the analytical characterization given in Theorem 3 b) implies that eventually all partition
elements in the first component of the time-homogeneous transformed BP merge together
almost surely. Hence Theorem 5 b) (set J = I) implies that all extended ancestral lines
coincide at some time in the past almost surely. Formally,
P
(∃t ≤ 0 such that (X∞)Di,s = (X∞)Dj,s for all s ≤ t and all j, i ∈ I) = 1 . (3.51)
Thus we can trace a single ancestral line back to Time −∞ to obtain the stationary type
distribution of the CAT.
Concretely we fix j ∈ J and consider the limit
lim
t→∞P
(
(X∞)Dj,−t,K ∈ ·
)
= lim
t→∞
∑
u∈K
P
(
(X∞)Dj,−t,K ∈ ·
∣∣ (X∞)∗j = u)P((X∞)∗j = u) . (3.52)
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Then again Theorem 5 b) implies (set J = {j} and ξ∗ = u) that this limit exists and is given
(in terms of the first component of the reduced time-homogeneous transformed BP) by
lim
t→∞
∑
u∈K
Phξ∗
((
Xt
)J
K
∈ ·
)
P((X∞)∗j = u) . (3.53)
In other words, the equilibrium distribution of the first component of the reduced time-
homogeneous transformed BP represents the stationary type distribution of the CAT for the
multi-type Moran model with selection and type-dependent mutation. However, the first
component itself is not Markovian. So, one has to determine the equilibrium distribution of
the whole (first and second component) reduced time-homogeneous transformed BP in order
to get (3.53). But this is a problem on its own whose complexity increases with the number
of types in K, in particular, when one is interested in an explicit form of (3.53).
In the two type case, see also (2.62), we therefore have to understand how the functional(
(Xt)
J
K , (Xt)
I
|{0}|
)
t≥0
∈ D([0,∞),K × {0, . . . , N − 1}) (3.54)
evolves under Phξ∗ .
The genealogical distance of two individuals, a reformulation: For i, j ∈ I con-
sider the functional
D∞(i, j) := 2
∣∣sup{r ≤ 0 : (X∞)Di,r = (X∞)Dj,r}∣∣ (3.55)
that describes under P the genealogical distance of i and j in equilibrium. Observe that this
random variable converges to the genealogical distance of two individuals sampled from the
tree-valued Fleming-Viot process in equilibrium if N →∞.
It is known, see for example [DGP12], that the random variable D∞(i, j) is exponential
distributed (for each N and hence in the limit N → ∞) if there is no selection. In the case
with selection the distribution is not known. However, there is the conjecture (a proof is
not yet available) that for each selection coefficient S > 0 the random variable D∞(i, j) is
stochastically smaller than for selection coefficient S = 0, where one cannot expect that this
ordering is monotone in S.
With our machinery we can approach this open problem. Namely, we express the condi-
tional probability of the event that the genealogical distance of i and j in equilibrium (given
the types of i and j) is greater than 2t in terms of the time-homogeneous transformed BP
and thus we can study the tail distribution function of the conditioned genealogical distance
and therefore of the genealogical distance. Formally, the strong stochastic representation in
Theorem 5 b) implies (set J = {i, j} and ξ∗ = (u, v)) that
P(D∞(i, j) > 2t |(X∞)∗i = u, (X∞)∗j = v) = Phξ∗(inf{r ≥ 0 : (Xr)Ji = (Xr)Jj } > t) (3.56)
for all t ≥ 0. This means, see also the example at the end of Subsubsection 3.2.3, we have
to determine the first time the partition elements {i} and {j} coalesce. Thus we have to
consider the whole reduced time-homogeneous transformed BP which gives rise to the same
problems we have discussed for the CAT.
In the two type case (remember that Γ(Xt) ∈ {{{i}, {j}}, {{i, j}}} denotes the partition
contained in the first component of the BP) we therefore have to understand how under Phξ∗
the functional (
Γ(Xt), (Xt)
J
i,K , (Xt)
J
j,K , (Xt)
I
|{0}|
)
t≥0
(3.57)
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evolves until the time the partition elements {i} and {j} coalesce.
Now we prepare the setting for the Subsubsections 3.4.1 and 3.4.2, where we also let
N → ∞. Observe that P and Phξ∗ depend on the population size N in the sequel, although
we do not indicate this.
Assume that K = {0, 1} (i.e. χ(0) = 0 < 1 = χ(1) due to (2.2)), B > 0, b0 := b(0, 0) =
b(1, 0) > 0 and b1 := b(0, 1) = b(1, 1) > 0 (i.e. the assumption of Theorem 5 is satisfied) and
S ≥ 0 (this allows us to distinguish between the case with selection and without selection).
First note that the explicit form of the unique stationary distribution P((X∞)∗ ∈ ·) is not
important here, we only use that
lim
N→∞
P ◦
(
1
N
N∑
i=1
(X∞)∗i
)−1
= pi , (3.58)
where pi ∈ M1([0, 1]) is the unique stationary distribution of a Wright-Fisher diffusion with
generator
Lˆf(z) = [Bb1(1− z)−Bb0z + Sz(1− z)] f ′(z) + 1
2
z(1− z)f ′′(z), z ∈ [0, 1] , (3.59)
which acts on functions f ∈ C2([0, 1]).
In order to specify the transitions of (3.54) and (3.57) we need, recall (3.20), for each
n,m ∈ N0 with n + m ≤ N the probability that in equilibrium n of N live-site have type 1
and m of N have type 0. So, we set
PN (1
n, 0m) := P((X∞)∗1 = 1, . . . , (X∞)∗n = 1, (X∞)∗n+1 = 0, . . . , (X∞)∗n+m = 0) , (3.60)
where we abbreviate PN (1
n, 00) by PN (1
n), PN (1
n, 01) by PN (1
n, 0), PN (1
0, 0m) by PN (0
m)
and PN (1
1, 0m) by PN (1, 0
m) in the sequel. In the limit N →∞ these probabilities converge
to mixed moments of the Wright-Fisher diffusion in equilibrium of the form
E[1n, 0m] :=
∫
[0,1]
zn(1− z)mpi(dz) , n,m ∈ N0 , (3.61)
where we use the analogue abbreviations E[1n], E[1n, 0], E[0m] and E[1, 0m].
3.4.1 Stationary type distribution of the CAT
Assume that we are in the two type case K = {0, 1}. First we define a version of (3.54) in
terms of a pure Markov jump process
Y
N
= (Y
N
t )t≥0 on K × {0, . . . , N − 1} (3.62)
that has a unique equilibrium distribution which describes the stationary type distribution
of the CAT. Then we let N → ∞ and obtain the common ancestor process of Fearnhead.
Note that due to the HMM (modeling the forward-in-time evolution of the ancestral lines)
our result is a mathematically rigorous proof that the common ancestor process of Fearnhead
follows a single ancestral line back to time −∞.
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Figure 2: Transitions of Y
N
and Y
transition rate for Y
N
rate for Y
(u, n)→ (u, n+ 1) S(n+ 1)(N−1−nN )PN (1
u,0n+2−u)
PN (1u,0n+1−u)
S(n+ 1)E[1
u,0n+2−u]
E[1u,0n+1−u]
(u, n)→ (u, n− 1) [Bb0n+
(
n+1−u
2
)
(N−SN )]
PN (1
u,0n−u)
PN (1u,0n+1−u)
[Bb0n+
(
n+1−u
2
)
] E[1
u,0n−u]
E[1u,0n+1−u]
(u, n)→ (1− u, n) B[ub1 + (1− u)b0]PN (1
1−u,0n+u)
PN (1u,0n+1−u)
B[ub1 + (1− u)b0]E[1
1−u,0n+u]
E[1u,0n+1−u]
The jump process Y
N
is defined (on a suitable probability space) by the transitions listed
in the second column of Figure 2. It is not hard to see that Y
N
is an irreducible Markov
chain on a finite set and therefore has a unique equilibrium state Y
N
∞.
Note, if S = 0 (no selection), then Y
N
is a jump process on K×{0} with (0, 0)→ (1, 0) at
rateBb1 and (1, 0)→ (0, 0) at rateBb0. Hence P (Y N∞ = (0, 0)) = b0 and P (Y N∞ = (1, 0)) = b1.
Proposition 3.12 (Stationary type distribution of the CAT).
Let K = {0, 1}, J = {j} and ξ∗ = u ∈ K. We have that
P ((Y
N
t )t≥0 ∈ · |Y N0 = (u, 0)) = Phξ∗(
(
(Xt)
J
K , (Xt)
I
|{0}|
)
t≥0
∈ · ) . (3.63)
This means (
N−1∑
n=0
P (Y
N
∞ = (0, n)),
N−1∑
n=0
P (Y
N
∞ = (1, n))
)
(3.64)
is the probability vector describing the stationary type distribution of the CAT.
Now we let N →∞. In this case the sequence {Y N : N ∈ N} converges to a pure Markov
jump process
Y = (Y t)t≥0 on K × N0 (3.65)
with transitions as given in the third column of Figure 2. If we consider mutation rate B2 and
selection coefficient S2 , then (see Section 2 in [Fea02]) the process
Y coincides with the common ancestor process of Fearnhead!
But note that in the definition of the common ancestor process on page 45 in [Fea02] the
factor n + 1 in the transition rate of (u, n) → (u, n + 1) is missing, but not in the proof as
well as in subsequent statements.
Remark 3.13. Since the time-homogeneous transformed BP is defined for general finite K,
we could now work out a representation for more than two types (which is of interest). How-
ever, for general K each strict and non-empty subset of K can occur in the second component
of the time-homogeneous transformed BP. This means the stationary type distribution of the
CAT is given by the unique equilibrium state of a pure Markov jump process on K × (N0)d˜
(which has the same form as Y ), where d˜ is the number of strict and non-empty subsets of K
(e.g. if K = {0, 1, 2}, then d˜ = 6). So we do not carry out this program in the present paper
and defer it to future work.
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3.4.2 Conditioned genealogical distance of two individuals
Assume that we are in the two type case K = {0, 1}. Here we define a pure Markov jump
process
Y
2,N
= (Y
2,N
t )t≥0 on {4} ∪K ×K × {0, . . . , N − 2} (3.66)
that is a version of (3.57) until it reaches its absorbing state4. The jump process Y 2,N allows
us to express the conditioned genealogical distance of two individuals in equilibrium by means
of the hitting time of the absorbing state 4. Then we let N → ∞ in order to investigate
the tail distribution function near zero of both the genealogical distance and the conditioned
genealogical distance of two individuals sampled from the tree-valued Fleming-Viot process
in equilibrium, where the case S = 0 (no selection) shall be compared with the case S > 0.
For our purposes we identify the state (0, 0) ∈ K ×K by # and the state (1, 1) ∈ K ×K
by  and we combine (remember that genealogical distances are exchangeable) the states
(0, 1) and (1, 0) to form a new element denoted by H#. With this we define Y 2,N as the jump
process on
{4} ∪ {#, ,H#} × {0, . . . , N − 2} (3.67)
with transitions as given in the second column of Figure 3.
Figure 3: Transitions of Y
2,N
and Y
2
transition rate for Y
2,N
rate for Y
2
(#, n)→ (#, n+ 1) S(n+ 2)(N−2−nN )PN (0n+3)PN (0n+2) S(n+ 2)E[0n+3]E[0n+2]
( , n)→ ( , n+ 1) S(n+ 2)(N−2−nN )PN (12,0n+1)PN (12,0n) S(n+ 2)E[12,0n+1]E[12,0n]
(H#, n)→ (H#, n+ 1) S(n+ 2)(N−2−nN )PN (1,0n+2)PN (1,0n+1) S(n+ 2)E[1,0n+2]E[1,0n+1]
(#, n)→ (#, n− 1) (Bb0n+ ((n+22 )− 1)N−SN )PN (0n+1)PN (0n+2) (Bb0n+ (n+22 )− 1)E[0n+1]E[0n+2]
( , n)→ ( , n− 1) (Bb0n+ (n2)N−SN )PN (12,0n−1)PN (12,0n) (Bb0n+ (n2))E[12,0n−1]E[12,0n]
(H#, n)→ (H#, n− 1) (Bb0n+ (n+12 )N−SN ) PN (1,0n)PN (1,0n+1) (Bb0n+ (n+12 )) E[1,0n]E[1,0n+1]
(#, n)→ (H#, n) 2Bb0 PN (1,0n+1)PN (0n+2) 2Bb0E[1,0n+1]E[0n+2]
( , n)→ (H#, n) 2Bb1 PN (1,0n+1)PN (12,0n) 2Bb1E[1,0n+1]E[12,0n]
(H#, n)→ (#, n) Bb1 PN (0n+2)PN (1,0n+1) Bb1 E[0n+2]E[1,0n+1]
(H#, n)→ ( , n) Bb0 PN (12,0n)PN (1,0n+1) Bb0 E[12,0n]E[1,0n+1]
(#, n)→4 (N−SN )PN (0n+1)PN (0n+2) + SN E[0n+1]E[0n+2]
( , n)→4 PN (1,0n)
PN (12,0n)
+ SN
PN (1,0
n+1)
PN (12,0n)
E[1,0n]
E[12,0n]
Proposition 3.14 (Conditioned genealogical distance).
Let K = {0, 1}, J = {i, j} and ξ∗ = y ∈ {#, ,H#}. We have that
P (inf{r ≥ 0 : Y 2,Nr = 4} > t |Y 2,N0 = (y, 0)) = Phξ∗(inf{r ≥ 0 : (Xr)Ji = (Xr)Jj } > t) (3.68)
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for all t ≥ 0.
This means
P (Y
2,N
t 6= 4|Y 2,N0 = (y, 0)) (3.69)
is the conditional probability that the genealogical distance of i and j in equilibrium (given the
type information y) is greater than 2t, where y = # means that both (i and j) have type 0,
y =  that both have type 1 and y = H# that both have different types.
Now we let N →∞ and obtain that the sequence {Y 2,N : N ∈ N} converges to a Markov
jump process
Y
2
= (Y
2
t )t≥0 on {4} ∪ {#, ,H#} × N0 (3.70)
with transitions as listed in the third column of Figure 3. Hence for y ∈ {#, ,H#} and t ≥ 0,
P (Y
2
t 6= 4|Y 20 = (y, 0)) (3.71)
is the conditional probability that the genealogical distance of two individuals (sampled from
the tree-valued Fleming-Viot process in equilibrium) is greater than 2t.
Finally, the aim is to investigate these conditional probabilities in order to study the tail
distribution function of the genealogical distance of two individuals.
For this purpose define for each (y, n) ∈ {#, ,H#} × N0,
ft(y, n) := P (Y
2
t 6= 4|Y 20 = (y, n)) for all t ≥ 0 , (3.72)
and set ft(4) = 0 for all t ≥ 0. This means
pft := ft(#, 0)E[02] + ft( , 0)E[12] + ft(H#, 0)2E[1, 0] (3.73)
is the probability that the genealogical distance of two individuals sampled from the tree-
valued Fleming-Viot process in equilibrium is greater than 2t.
In the following proposition we shall analyze ft(y, n) and pft, where we contrast the case
S = 0 (no selection) with the case S > 0. Remember also that Bb0 is the mutation rate to
type 0 and Bb1 the mutation rate to type 1.
Proposition 3.15 (Genealogical distance of two individuals).
Let K = {0, 1}, Bb0 > 0 and Bb1 > 0. Then the following holds:
1. The case S = 0 (without selection): We have that
ft(#, 0) = e−t
(
1 +
b1(e
−2Bt − 1)
1 + 2Bb0
)
, ft( , 0) = e−t
(
1 +
b0(e
−2Bt − 1)
1 + 2Bb1
)
(3.74)
and
ft(H#, 0) = e−t
(
1− (e
−2Bt − 1)
2B
)
(3.75)
for all t ≥ 0. These explicit formulas imply:
(a) The genealogical distance is exponentially distributed.
Formally, pft = e
−t for all t ≥ 0.
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(b) The conditioned genealogical distance given the type information # is stochastically
smaller than the conditioned genealogical distance given the type information  if
and only if the mutation rate to type 1 is greater than to type 0.
Formally, ft(#, 0) < ft( , 0) for all t > 0 ⇐⇒ b1 > b0.
(c) The conditioned genealogical distance is stochastically smaller than the genealogical
distance if and only if the given types coincide.
Formally, max {ft(#, 0), ft( , 0)} < e−t < ft(H#, 0) for all t > 0.
(d) The conditioned genealogical distance is exponentially distributed if the mutation
rate B tends to infinity.
Formally, limB→∞ ft(#, 0) = limB→∞ ft( , 0) = limB→∞ ft(H#, 0) = e−t ∀ t ≥ 0.
2. The case S > 0 (with selection):
(a) We have that
∂ft(#, 0)
∂t
∣∣∣∣
t=0
=
−E[0]
E[02]
,
∂ft( , 0)
∂t
∣∣∣∣
t=0
=
−E[1]
E[12]
and
∂ft(H#, 0)
∂t
∣∣∣∣
t=0
= 0 . (3.76)
This means for each selection coefficient S there is (S) > 0 such that
max {ft(#, 0), ft( , 0)} < e−t < ft(H#, 0) for all 0 < t < (S) . (3.77)
(b) We have that
pf0 = −∂pft
∂t
∣∣∣∣
t=0
=
∂2pft
∂t2
∣∣∣∣
t=0
= 1 and
∂3pft
∂t3
∣∣∣∣
t=0
= − (1 + 2S2E[1, 0]) . (3.78)
This means for each selection coefficient S there is (S) > 0 such that
pft < e
−t for all 0 < t < (S) . (3.79)
Remark 3.16 (Food for thought). If S > 0 and Bb0 = Bb1 =
1
2 , then one has that
−E[0]
E[02]
=
(e2S − 2S − 1)S
1− e2S + 2S(S + 1) <
(1− e2S + 2Se2S)S
1− e2S + 2Se2S(S − 1) =
−E[1]
E[12]
. (3.80)
This means the conditioned genealogical distance given that the two individuals are fit is not
stochastically smaller than the conditioned genealogical distance given that the two individuals
are unfit.
Before we prove (see Section 5) the theorems and propositions stated in this section, in
Section 4 we will provide the main technical tool, the Feynman-Kac duality between the
HMM and the HBP.
4 The key tool: The historical backward process (HBP)
Augmenting its past history to a stochastic process is a powerful tool (see [Daw93] and [DP91])
we shall use in the present paper to describe and prove the relation between the HMM and
the sample-paths of the BP.
For this purpose we define in this section the HBP, the path process associated to the BP,
which contains at time t the sample paths of the BP up to time t. The first task is to give
a description of the HBP in terms of a Borel strong Markov process. Then we formulate the
relation between the HMM and the HBP which is based on a generator relation.
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4.1 Definition and analytical characterization
In this subsection we introduce and characterize the HBP, more precisely the Time-space
process of the HBP, as it appears in [Per02], Proposition II.2.5.
Let
X =
(
Ω,F , (F t)t≥0, (Xt)t≥0, {Pη : η ∈ E}
)
(4.1)
be the Borel strong Markov process (depending on J ⊂ I) that describes the BP and is
characterized as given in Subsection 2.3 (hence recall L and K). In order to define the path
process associated to X let
E = {η = ((η)Time, (η)D) ∈ R×D(R, E) : (η)Ds = η∗ for all s ≥ (η)Time} , (4.2)
where
η∗ := (η)D(η)Time ∈ E (4.3)
is the projection on the state of the HBP at Time (η)Time.
Moreover, let Ω

= D([0,∞), E), (Xt )t≥0 be the canonical E-valued process on (Ω,F)
with canonical right continuous filtration (Ft )t≥0 and {Pη : η ∈ E} the collection of
probability measures on Ω

defined by
Pη : F → [0, 1], C 7→ Pη
((
(η)Time + t,
[
(η)D
∣∣ (η)Time ∣∣ (X ·∧t) ])t≥0 ∈ C) (4.4)
where for ω ∈ Ω and t ≥ 0,
[(η)D | (η)Time | (ω·∧t) ] ∈ D(R, E) (4.5)
is the path we obtain by continuing the path (η)D with the path (ω·∧t) = (ωs∧t)s≥0, the path
ω stopped at time t, from Time (η)Time on. Formally, the map
(η, ω) 7→ [(η)D | (η)Time | (ω·∧t) ] from E × Ω to D(R, E) (4.6)
is defined by
[(η)D | (η)Time | (ω·∧t) ]s =
 (η)Ds , s < (η)Timeω(s−(η)Time)∧t , s ≥ (η)Time . (4.7)
Since L, the generator corresponding to X, is a bounded linear operator, we obtain that
X

=
(
Ω

,F, (Ft )t≥0, (Xt )t≥0, {Pη : η ∈ E}
)
(4.8)
is a Borel strong Markov process such that for T ≥ 0 and η ∈ E ,
Pη ◦
(
(Xt)t∈[0,T ]
)−1
= Pη ◦
(
((X

T )
D
t )t∈[(X0)Time,(XT )Time]
)−1
(4.9)
if η∗ = η.
Finally we give an analytic characterization we use in the proof of the Feynman-Kac
duality between the HMM and the HBP. Namely, we specify a set A ⊂Mb(E) (measurable
and bounded functions on E) and a map
L

: A →Mb(E) (4.10)
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such that for each η ∈ E, Pη is a solution of the Ω-martingale problem for (L, δη) w.r.t.
A.
The set A is specified by
f ∈ A ⇐⇒ g(η) := lim
↓0
f((η)Time + , (η)D)− f(η)

exists for all η ∈ E, (4.11)
f((η)Time + t, (η)D)− f(η) =
t∫
0
g((η)Time + s, (η)D)ds ∀t ≥ 0. (4.12)
The map L

= L
,Time
+ L
,D
: A →Mb(E) is defined by
L
,Time
f(η) = lim
↓0
f((η)Time + , (η)D)− f(η)

(4.13)
and
L
,D
f(η) =
∑
ζ∈E
K(η∗, ζ)
[
f(η:ζ)− f(η)
]
, (4.14)
where η:ζ ∈ E is the element given by
(η:ζ)Time := (η)Time and (η:ζ)Ds :=
 (η)Ds , s < (η)Timeζ , s ≥ (η)Time . (4.15)
4.2 Feynman-Kac duality between the HMM and the HBP
In this subsection we state the Feynman-Kac duality, or rather a whole collection of Feynman-
Kac dualities, between the HMM and the HBP, where it is helpful to recall the notation
introduced in Subsection 2.3. For this purpose we introduce a collection of duality functions
denoted by H and the Feynman-Kac function denoted by V .
An element in H is a bounded and continuous function
H : E × E → R (4.16)
(depending on J ⊂ I) of the form
H(η, η) = g(ηTime + (η)Time)H∗(η, η∗)HD(η, η) , (4.17)
where g ∈ C1b (R), H∗ as given in (3.3) and
HD(η, η) =
∏
γ∈Γ(η∗)
∏
i∈γ
mi∏
n=1
∫ tni
rni
(
Fni (η
D
l,s)1{s ≤ ηTime}+ Fni (((η)Ds )Ji )1{s > ηTime}
)
ds (4.18)
with
l = (η∗)Jγ,I and s = η
Time + (η)Time − s , (4.19)
where r1j < t
1
j < · · · < rmjj < tmjj and Fnj ∈ Cb(K × I) for all j ∈ J .
In the function HD we evaluate the paths (each of these in terms of integrals over different
time intervals) that arise by connecting certain extended ancestral lines with suitable paths
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of the HBP in a special way depending on the Time. Namely, for each γ ∈ Γ(η∗) (which
represents an ancestor occupying the life-site l = (η∗)Jγ,I) and for each i ∈ γ (which represents
a descendent of l) we connect ηDl,· (from −∞ up to ηTime) with ((η)D· )Ji (from (η)Time back to
−∞).
Remark 4.1. If the element η ∈ E satisfies (η)Ds = ξ∗ (for all s ∈ R) with ξ∗ ∈ KJ , then
H(η, η) = g(ηTime)
∏
j∈J
mj∏
n=1
∫ tnj
rnj
Fnj (η
D
j,s)ds
1{(η∗j )j∈J = ξ∗} . (4.20)
This means, recall (2.67), that for this choice of the parameters the function H is an element
of A, but note that a general H is only an element of the bp-closure of A.
The Feynman-Kac function is given by
V  : E → R, η 7→ V (η∗) , (4.21)
where V is given as in (3.6).
Theorem 6 (Feynman-Kac duality for the HMM).
Let J ⊂ I, µ be a general distribution on E, (Xt)t≥0 the canonical E-valued process on (Ω,F)
and L and A as in Subsection 2.3. In addition, let X be the Borel strong Markov process
that describes the HBP, V  as in (4.21) and H a function in H.
For any solution Q of the Ω-martingale problem for (L, µ) w.r.t. A we have that∫
Ω
H(Xt(ω), η
)Q(dω) = Eη
∫
E
H(η,X

t )µ(dη)
 e∫ t0 V (Xs)ds
 (4.22)
for all η ∈ E and all t ≥ 0.
5 Proofs
This section contains all proofs. We start with the proof of the Feynman-Kac duality between
the HMM and the HBP (Theorem 6). This duality ensures the uniqueness of the martingale
problem which is the key property to obtain the statements of Theorem 1. In addition, we
obtain the Feynman-Kac duality between the type information of the HMM and the BP
(Proposition 3.1) and the stochastic representation for the extended ancestral lines (Theorem
2).
Then we show the analytical characterization of the transformed BP (Theorem 3), where
we shall use that the BP is a Borel strong Markov process with finite state space and bounded
generator. After that we apply the transformed BP together with the stochastic representa-
tion for the extended ancestral lines in order to obtain the strong stochastic representation
(Theorem 4) which in turn can be used together with the analytical characterization of the
transformed BP to prove the longtime behaviour of the HMM (Theorem 5).
Finally we give the proofs of Proposition 3.12 (representation for the stationary type
distribution of the CAT), Proposition 3.14 (representation for the conditioned genealogical
distance in equilibrium) and Proposition 3.15 (the genealogical distance of two individuals in
equilibrium).
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5.1 Proof of Theorem 6
Let µ be a general distribution on E , J ⊂ I, H ∈ H and ξ ∈ E. The proof is carried out in
two steps. In the first step we verify the assumptions of Theorem 4.4.11 in [EK86] in order
to obtain that
∫
Ω
H(Xt, ξ

)dQ− Eξ
∫
E
H(η,X

t )µ(dη)
 e∫ t0 V (Xs)ds
 (5.1)
=
t∫
0
 ∫
Ω×Ω
H(Xs, X

t−s)e
∫ t−s
0 V
(Xr)drd(Q⊗ Pξ)
 ds , (5.2)
where
H(η, η) = [LH( · , η)](η)− [LH(η, · )](η)− V (η)H(η, η) (5.3)
for all η ∈ E and all η ∈ E. In the second step we show that
H(η, η) = 0 (5.4)
for all η ∈ E and all η ∈ E.
Throughout these two steps we assume (for simplicity) that g ≡ 1 and mj = 1 for all
j ∈ J , that is, the function H(η, η) has the form
H∗(η, η∗)
∏
γ∈Γ(η∗)
∏
i∈γ
∫ ti
ri
(Fi(η
D
l,s)1{s ≤ ηTime}+ Fi(((η)Ds )Ji )1{s > ηTime})ds , (5.5)
where l = (η∗)Jγ,I , s = η
Time + (η)Time − s and H∗ is the duality function defined in (3.3).
The first step: We have to show that:
1. For each T > 0 the random variable
sup
s,r,t≤T
(|[LH(·, Xt )](Xs)|+ |[LH(Xs, ·)](Xt )|+ |H(Xs, Xt )|)(|V (Xr)|+ 1) (5.6)
is integrable with respect to Q⊗ Pξ . But this holds since
sup
{
(|[LH(·, η)](η)|+ |[LH(η, ·)](η)|+ ‖H‖∞)(‖V ‖∞ + 1) : η ∈ E , η ∈ E
}
(5.7)
is bounded by a real number depending on ‖H‖∞, N , B and S.
2. The probability measure Pξ is a solution of the Ω

-martingale problem for (L

, δξ)
w.r.t. {η 7→ H(η, η) : η ∈ E}.
3. The probability measure Q is a solution of the Ω-martingale problem for (L, µ) w.r.t.
{η 7→ H(η, η) : η ∈ E}.
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In order to see 2 and 3 we rewrite H(η, η) as
H∗(η, η∗)
∏
γ∈Γ(η∗)
∏
i∈γ
(∫ ti
ri
[Fi(η
D
l,s) + Fi(((η
)DηTime+(η)Time−s)
J
i )]ds− Fi(η∗l )(ti − ri)
)
(5.8)
which is possible due to the form of H∗ and the fact that η∗l = (η
∗)Jγ,K for each γ ∈ Γ(η∗).
With this representation one first of all gets that {η 7→ H(η, η) : η ∈ E} ⊂ A which yields
2. Furthermore, one can recognize that in general {η 7→ H(η, η) : η ∈ E} is indeed not a
subset of A, but a subset of the bp-closure of A which gives 3.
Finally, we obtain that
[LTimeH( · , η)](η) = [L,TimeH(η, · )](η) (5.9)
for all η ∈ E and all η ∈ E. Hence in the second step we have to show that
[LDH( · , η)](η) =
∑
ζ∈E
K(η∗, ζ)
[
H(η, η:ζ)−H(η, η)
]
+ V (η∗)H(η, η) (5.10)
for all η ∈ E and all η ∈ E, where V is the Feynman-Kac term defined in (3.6).
The second step: For showing (5.10) we write η instead of η∗ (projection on the BP).
Furthermore, recall the notation used in the Definitions 2.1 and 2.3 and observe that H(η, η)
has the form  ∏
γ∈Γ(η)
1{η∗l = ηJγ,K}HDη,η(l, γ)
 ∏
i∈Γ˜(η)
1{η∗i ∈ ηIi}
 (5.11)
with
HDη,η(l, γ) :=
∏
i∈γ
ti∫
ri
(Fi(η
D
l,s)1{s ≤ ηTime}+ Fi(((η)Ds )Ji )1{s > ηTime})ds (5.12)
and l = (η)Jγ,I .
The first task is to decompose the left hand side of (5.10) according to the different kinds
of transitions (1a, 1b, 2a, 2b 2c and 2d) of the BP. With l = (η)Jγ,I and l
′ = (η)Jγ′,I we have
(observe that some terms cancel each other out)
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[LDH( · , η)](η) (5.13)
=1a B
∑
γ∈Γ(η)
∑
u∈K
b(η∗l , u)
[
H(ηl;u, η)−H(η, η)
]
(5.14)
1b +B
∑
i∈Γ˜(η)
∑
u∈K
b(η∗i , u)
[
H(ηi;u, η)−H(η, η)] (5.15)
2a +
∑
γ 6=γ′∈Γ(η)
(12 +
S
2N [χ(η
∗
l′)− χ(η∗l )])H(ηl
′→l, η)−H(η, η)
∑
γ 6=γ′∈Γ(η)
1
2 (5.16)
2b +
∑
i∈Γ˜(η),γ∈Γ(η)
(12 +
S
2N [χ(η
∗
i )− χ(η∗l )])H(ηi→l, η) (5.17)
2c +
∑
γ∈Γ(η),i∈Γ˜(η)
(12 +
S
2N [χ(η
∗
l )− χ(η∗i )])H(ηl→i, η) (5.18)
2b,2c −H(η, η)
∑
i∈Γ˜(η),γ∈Γ(η)
1
2 −H(η, η)
∑
γ∈Γ(η),i∈Γ˜(η)
1
2 (5.19)
2d +
∑
i 6=j∈Γ˜(η)
1{ηIi ∩ ηIj 6∈ {∅,K}}(12 + S2N [χ(η∗i )− χ(η∗j )])H(ηi→j , η) (5.20)
2d −H(η, η)
∑
i 6=j∈Γ˜(η)
1
21{ηIi ∩ ηIj 6= K} . (5.21)
In order to get to the right hand side of (5.10) we now write out this right hand side
and use again that some terms cancel each other out. Then we explain step by step how the
different parts relate to each other, where again l = (η)Jγ,I and l
′ = (η)Jγ′,I .
We have that ∑
ζ∈E
K(η∗, ζ)[H(η, η:ζ)−H(η, η)] + V (η∗)H(η, η) (5.22)
=1a B
∑
γ∈Γ(η)
∑
u∈K
b(u, ηJγ,K)
[
H(η, η:η
γ;u
)−H(η, η)] (5.23)
V +H(η, η)B
∑
γ∈Γ(η)
(∑
u∈K
b(u, ηJγ,K)− 1
)
(5.24)
1(b)i +B
∑
i∈Γ˜(η)
∑
v∈ηIi
∑
u6∈ηIi
b(u, v)
[
H(η, η:η
i;∪{u}
)−H(η, η)
]
(5.25)
1(b)ii +B
∑
i∈Γ˜(η)
1{|ηIi | > 1}
∑
v∈ηIi
∑
u6∈ηIi
b(u, v)
[
H(η, η:η
i;\{u}
)−H(η, η)
]
(5.26)
V −H(η, η)B
∑
i∈Γ˜(η)
1{|ηIi | = 1}
∑
u∈ηIi
∑
v∈K\{u}
b(u, v) (5.27)
+ (terms corresponding to 2(a)i - 2(d)ii) , (5.28)
where
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(terms corresponding to 2(a)i - 2(d)ii) (5.29)
=2(a)i
∑
γ 6=γ′∈Γ(η)
1{ηJγ,K = ηJγ′,K}
(
1
2 +
S
2N [χ(η
J
γ,K)− 1]
)
H(η, η:η
γ→γ′
) (5.30)
2(a)ii +
∑
γ 6=γ′∈Γ(η)
1{ηJγ,K = ηJγ′,K}
d−2∑
w=0
S
2N [χ(w + 1)− χ(w)]H(η, η:η
γ
w→γ′
) (5.31)
2a,V −H(η, η)
∑
γ 6=γ′∈Γ(η)
1
2 (5.32)
2(b)i +
∑
γ∈Γ(η),i∈Γ˜(η)
1{ηJγ,K ∈ ηIi}
(
1
2 +
S
2N [χ(η
J
γ,K)− 1]
)
H(η, η:η
γ→i
) (5.33)
2(b)ii +
∑
γ∈Γ(η),i∈Γ˜(η)
1{ηJγ,K ∈ ηIi}
d−2∑
w=0
S
2N [χ(w + 1)− χ(w)]H(η, η:η
γ
w→i
) (5.34)
2(c)i +
∑
i∈Γ˜(η),γ∈Γ(η)
1{ηJγ,K ∈ ηIi}
(
1
2 +
S
2N [χ(η
J
γ,K)− 1]
)
H(η, η:η
i→γ
) (5.35)
2(c)ii +
∑
i∈Γ˜(η),γ∈Γ(η)
1{ηJγ,K ∈ ηIi}
d−2∑
w=0
S
2N [χ(w + 1)− χ(w)]H(η, η:η
i
w→γ
) (5.36)
2b,2c,V −H(η, η)
∑
γ∈Γ(η),i∈Γ˜(η)
1
2 −H(η, η)
∑
i∈Γ˜(η),γ∈Γ(η)
1
2 (5.37)
2(d)i +
∑
i 6=j∈Γ˜(η)
1{ηIi ∩ ηIj 6∈ {∅,K}}(12 + S2N [χ(min ηIi ∩ ηIj)− 1])H(η, η:η
i∩j
) (5.38)
2(d)ii +
∑
i 6=j∈Γ˜(η)
1{ηIi ∩ ηIj 6∈ {∅,K}}
d−2∑
w=0
S
2N [χ(w + 1)− χ(w)]H(η, η:η
i
w∩j
) (5.39)
2(d)iii +
∑
i 6=j∈Γ˜(η)
1{ηIi ∩ ηIj 6∈ {∅,K}}
∑
v∈ηI
i
∩ηI
j
:
v 6=min ηIi∩ηIj
S
2N [χ(v)− χ(v<)]H(η, η:η
i
v∩j
)(5.40)
2d,V −H(η, η)
∑
i 6=j∈Γ˜(η)
1
21{ηIi ∩ ηIj 6= K} . (5.41)
The equation (5.14) = (5.23) + (5.24) holds since for each γ ∈ Γ(η),
∑
u∈K
b(η∗l , u)[1{u = ηJγ,K} − 1{η∗l = ηJγ,K}] + 1{η∗l = ηJγ,K} (5.42)
=
∑
u∈K
b(u, ηJγ,K)[1{η∗l = u} − 1{η∗l = ηJγ,K}] + 1{η∗l = ηJγ,K}
∑
u∈K
b(u, ηJγ,K) . (5.43)
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The equation (5.15) = (5.25) + (5.26) + (5.27) holds since for each i ∈ Γ˜(η),∑
v∈K
b(η∗i , v)[1{v ∈ ηIi} − 1{η∗i ∈ ηIi}] (5.44)
= 1{η∗i 6∈ ηIi}
∑
v∈ηIi
b(η∗i , v)− 1{η∗i ∈ ηIi}
∑
v 6∈ηIi
b(η∗i , v) (5.45)
=
∑
v∈ηIi
∑
u6∈ηIi
b(u, v)[1{η∗i ∈ ηIi ∪ {u}} − 1{η∗i ∈ ηIi}] (5.46)
+1{|ηIi | > 1}
∑
v 6∈ηIi
∑
u∈ηIi
b(u, v)[1{η∗i ∈ ηIi \ {u}} − 1{η∗i ∈ ηIi}] (5.47)
−
∑
i∈Γ˜(η)
1{|ηIi | = 1}
∑
u∈ηIi
∑
v∈K\{u}
b(u, v) . (5.48)
The equation (5.16) = (5.30) + (5.31) + (5.32) holds since for each γ, γ′ ∈ Γ(η) with γ 6= γ′,(
1
2 +
S[χ(η∗
l′ )−χ(η∗l )]
2N
)
1{η∗l′ = ηJγ,K}HDη,η(l′, γ)1{η∗l′ = ηJγ′,K}HDη,η(l′, γ′) (5.49)
= 1{ηJγ,K = ηJγ′,K}
(
1
2 +
S[χ(ηJγ,K)−1]
2N
)
1{η∗l′ = ηJγ,K}HDη,η(l′, γ ∪ γ′)1{η∗l ∈ K} (5.50)
+1{ηJγ,K = ηJγ′,K}
d−2∑
w=0
S[χ(w+1)−χ(w)]
2N 1{η∗l′ = ηJγ,K}HDη,η(l′, γ ∪ γ′)1{η∗l ≤ w}.(5.51)
The equation (5.17) + (5.18) + (5.19) = (5.33) + (5.34) + (5.35) + (5.36) + (5.37) holds since
for each γ ∈ Γ(η) and each i ∈ Γ˜(η),(
1
2 +
S
2N [χ(η
∗
i )− χ(η∗l )]
)
1{η∗i = ηJγ,K}HDη,η(i, γ)1{η∗i ∈ ηIi} (5.52)
= 1{ηJγ,K ∈ ηIi}
(
1
2 +
S
2N [χ(η
J
γ,K)− 1]
)
1{η∗i = ηJγ,K}HDη,η(i, γ)1{η∗l ∈ K} (5.53)
+1{ηJγ,K ∈ ηIi}
d−2∑
w=0
S
2N [χ(w + 1)− χ(w)]1{η∗i = ηJγ,K}HDη,η(i, γ)1{η∗l ≤ w} (5.54)
and (
1
2 +
S
2N [χ(η
∗
l )− χ(η∗i )]
)
1{η∗l = ηJγ,K}1{η∗l ∈ ηIi} (5.55)
= 1{ηJγ,K ∈ ηIi}
(
1
2 +
S
2N [χ(η
J
γ,K)− 1]
)
1{η∗l = ηJγ,K}1{η∗i ∈ K} (5.56)
+1{ηJγ,K ∈ ηIi}
d−2∑
w=0
S
2N [χ(w + 1)− χ(w)]1{η∗l = ηJγ,K}1{η∗i ≤ w} . (5.57)
The equation (5.20) + (5.21) = (5.38) + (5.39) + (5.40) + (5.41) holds since for each i, j ∈ Γ˜(η)
with ηIi ∩ ηIj 6∈ {∅,K},(
1
2 +
S
2N [χ(η
∗
i )− χ(η∗j )]
)
1{η∗i ∈ ηIi}1{η∗i ∈ ηIj} (5.58)
=
(
1
2 +
S
2N [χ(min η
I
i ∩ ηIj)− 1]
)
1{η∗i ∈ ηIi ∩ ηIj}1{η∗j ∈ K} (5.59)
+
d−2∑
w=0
S
2N [χ(w + 1)− χ(w)]1{η∗i ∈ ηIi ∩ ηIj}1{η∗j ≤ w} (5.60)
+
∑
v∈ηIi∩ηIj :v 6=min ηIi∩ηIj
S
2N [χ(v)− χ(v<)]1{η∗i ∈ {v, . . . }}1{η∗j ∈ K} . (5.61)
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5.2 Proof of Theorem 1
We show part a) and obtain part b) and c) by the Theorems 4.4.2 and 4.4.6 in [EK86]. The
proof of part a) includes existence and uniqueness of the martingale problem, where the proof
for existence also implies part d).
Existence: For each distribution µ on E let QTimeµ (·) :=
∫
QTimeη (·)µ(dη) with
QTimeη (Xt = (ηTime + t, ηD) for all t ≥ 0) = 1 (5.62)
for all η ∈ E . Since for every distribution µ on E , QTimeµ is a solution of the Ω-martingale
problem for (LTime, µ) w.r.t. A, the statement follows from Proposition 4.10.2 in [EK86].
Observe that the construction for the solution of the martingale problem in the proof of
Proposition 4.10.2 fits with our description in Definition 2.1, that is, if µ is defined as in
(2.10), then the law of the piecewise deterministic Markov jump process from Definition 2.1
is a solution of the Ω-martingale problem for (L, µ) w.r.t. A.
Uniqueness: Since for J = I the family {η 7→ H(η, η) : η ∈ E, H ∈ H} is measure
determining, uniqueness follows from Theorem 6 and Theorems 4.4.2 in [EK86].
5.3 Proofs of Proposition 3.1 and Theorem 2
In both cases we can apply Theorem 6. To see Proposition 3.1 we note that H = H∗ if g ≡ 1
and Fnj ≡ 1 for all j ∈ J .
To see Theorem 2 let η ∈ E and µ be as in (2.10) with c = −T and general µ∗. Now, if
the element η ∈ E satisfies (η)Time = 0 and η∗ = ξ∗ with ξ∗ ∈ KJ , g ≡ 1, −T ≤ r1j < t1j <
· · · < rmjj < tmjj ≤ 0 and Fnj ∈ Cb(K × I), then
Eµ [H(XT , η)] = (3.13) (5.63)
which is the left hand side of the equation in Theorem 2 and
Eη
[
Eµ[H(X0, X

T )]e
∫ T
0 V
(X

s)ds
]
(5.64)
= Eη
∏
j∈J
mj∏
n=1
∫ tnj
rnj
Fnj (((X

T )
D
−s)
J
j )ds
Eµ[H∗(X0, X∗T )]e∫ T0 V (X∗s)ds
 (5.65)
= Eξ∗
∏
j∈J
mj∏
n=1
∫ tnj
rnj
Fnj ((X−s)
J
j )ds
Eµ[H∗(X0, XT )]e∫ T0 V (Xs)ds
 (5.66)
which is the right hand side of the equation in Theorem 2.
5.4 Proof of Theorem 3
Although it is also a consequence of the time-inhomogeneous case (part a)) we briefly explain
why the statements hold in the time-homogeneous case (part b)). If h : E → (0,∞) and
hT (t, ·) = h(·) for all 0 ≤ t < T <∞, then(
Eµ
[
H∗(X0, Xt)
]
e
∫ t
0 V (Xs)ds
)
t≥0
(5.67)
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is a martingale under each Pη. This means (see [FS04]) the time-homogeneous transformed
BP is a compensated h-transform corresponding to a strongly continuous semigroup with
bounded generator
L
h
f(η) = 1h(η)
(
L[fh](η)− f(η)Lh(η)) (5.68)
which gives the right hand side of (3.30).
In the time-inhomogeneous case we use the abbreviation g(η) := Eµ[H∗(X0, η)] and con-
sider instead of a semigroup the family
{ShTt,s : 0 ≤ t ≤ s < T} defined by Sh
T
t,s : Cb(E)→ Cb(E), f(η) 7→ Eh
T
t,η
[
f(Xs)
]
. (5.69)
This family is a strongly continuous propagator, see [Kol10], because it satisfies the Chapman-
Kolmogorov equation, i.e.
S
hT
t,s f(η) =
1
hT (t,η)
Eη
[
f(Xs−t)g(XT−t)e
∫ T−t
0 V (Xρ)dρ
]
(5.70)
= 1
hT (t,η)
Eη
[
EXr−t
[
f(Xs−r)g(XT−r)e
∫ T−r
0 V (Xρ)dρ
]
e
∫ r−t
0 V (Xρ)dρ
]
(5.71)
= 1
hT (t,η)
Eη
[
S
hT
r,sf(Xr−t)h
T (r,Xr−t)e
∫ r−t
0 V (Xρ)dρ
]
(5.72)
= 1
hT (t,η)
Eη
[
S
hT
r,sf(Xr−t)g(XT−t)e
∫ T−t
0 V (Xρ)dρ
]
(5.73)
= S
hT
t,rS
hT
r,sf(η) , (5.74)
and is strongly continuous in (t, s), where the latter property is due to the fact that X is
a Borel strong Markov process with finite state space and bounded generator L. Hence the
time-inhomogeneous transformed BP is a time-inhomogeneous Borel strong Markov process.
(Note that the basic properties of a time-inhomogeneous Borel strong Markov process are
explicitly stated in Theorem 9 of [Sei15], but are not used in the present paper)
What we need (for understanding the evolution of the time-inhomogeneous transformed
BP and proving Theorem 5) is the form of the family of generators in (3.25) corresponding
to the strongly continuous propagator. In order to obtain (3.26) we show that
L
hT
t f(η) := lim
s↓t
S
hT
t,s f(η)−f(η)
s−t =
1
hT (t,η)
(
L[f(·)hT (t, ·)](η)− f(η)L[hT (t, ·)](η)) (5.75)
which finishes the proof.
Recall that g(η) = Eµ[H∗(X0, η)] and let {SVr : r ≥ 0} be the strongly continuous semi-
group on Cb(E) given by
S
V
r f(η) := exp(rL
V
f(η)) := exp(rLf(η) + rV (η)f(η)) . (5.76)
Note that
hT (t, η) = S
V
T−tg(η) and S
hT
t,s f(η) =
S
V
s−t[fS
V
T−sg](η)
S
V
T−tg(η)
. (5.77)
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Now (5.75) follows due to
S
V
T−tg(η)L
hT
t f(η) (5.78)
= lim
s↓t
1
s−t
(
S
V
s−t[fS
V
T−sg](η)− f(η)SVT−tg(η)
)
(5.79)
= lim
s↓t
f(η)
s−t
(
S
V
T−sg(η)− SVT−tg(η)
)
+ L
V
[fS
V
T−tg](η) (5.80)
= f(η)[−L[SVT−tg](η)− V (η)SVT−t(η)] + L[fSVT−tg](η) + V (η)f(η)SVT−t(η) (5.81)
= L[fS
V
T−tg](η)− f(η)L[SVT−tg](η) . (5.82)
5.5 Proof of Theorem 4
Since
Eµ
[(∏
j∈J
∏mj
n=1
∫ tnj
rnj
Fnj ((XT )
D
j,s)ds
)
1{((XT )∗j )j∈J = ξ∗}
]
Pµ(((XT )∗j )j∈J = ξ∗)
(5.83)
= Eh
T
ξ∗
∏
j∈J
mj∏
n=1
∫ tnj
rnj
Fnj ((X−s)
J
j )ds
 (5.84)
for all −T ≤ r1j < t1j < · · · < rmjj < tmjj ≤ 0 and all Fnj ∈ Cb(K × I) due to Theorem 2, the
statements in Theorem 4 directly follow from the definition of Ph
T
ξ∗ , the special map FT defined
in (3.36) and the fact that the collection of all these functionals is measure determining.
5.6 Proof of Theorem 5
Let ξ∗ ∈ KJ and ξ∗ be the initial state defined in (2.23). The statements in a) and b) hold if
we have shown that
lim
T→∞
Ph
T
0,ξ∗
(
F(
(
(Xt∧T )J
)
t≥0) ∈ ·
)
= Phξ∗
(
F(
(
(Xt)
J
)
t≥0) ∈ ·
)
, (5.85)
where we shall verify that in the limit T → ∞ the generators LhTt (corresponding to the
strongly continuous propagator defined in the proof of Theorem 3) converge to the bounded
generator L
h
uniformly for bounded t.
Since h > 0 and since for each t ≥ 0,
lim
T→∞
sup
η∈E
∣∣hT (t, η)− h(η)∣∣ = lim
T→∞
sup
η∈E
|Eµ [H∗(XT−t, η)]− E [H∗(X∞, η)]| = 0 , (5.86)
we obtain that
lim
T→∞
sup
η∈E
∣∣∣LhTt (η)− Lh(η)∣∣∣ = 0 uniformly for bounded t . (5.87)
Now (5.85) follows due to the fact that F is continuous.
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5.7 Proofs of Propositions 3.12 and 3.14
The transition rates of both the functional (3.54) and the functional (3.57) can be obtained
from the transition rates of the time-homogeneous transformed BP. Remember, see also Sub-
subsection 3.2.2, that the time-homogeneous transformed BP has the same transitions (1a -
2(d)iii) as the BP, but the rates are changed by the time-homogeneous potential h defined in
Theorem 5 and therefore by probabilities of the form (3.60).
We start with the functional (3.54). In this case there is only one partition element in
the first component of the BP, where u represents its mark in K and n the number of active
life-sites with set {0}.
1. The transition (u, n) → (u, n + 1) occurs if an active life-site with set K becomes an
active life-site with set {0}. On the one hand this can happen if either the interaction
2(b)ii or the interaction 2(c)ii occurs between the partition element and an active life-
site with set K. On the other hand this can happen if the interaction 2(d)ii occurs
between an active life-site with set {0} and an active life-site with set K.
2. The transition (u, n) → (u, n − 1) occurs if an active life-site with set {0} becomes an
active life-site with set K. First, this can happen if the transition 1(b)i occurs for an
active life-site with set {0}. Second, this can happen if either the interaction 2(b)i or
the interaction 2(c)i occurs between the partition element and an active life-site with
set {0} (observe that this is only possible if the mark of the partition element is 0).
Third, this can happen if the interaction 2(d)i occurs between two active life-sites with
set {0}.
3. The transition (u, n)→ (1−u, n) occurs if the first component of the BP is changed by
the transition in 1a.
Hence the transition rates of the functional (3.54) are composed as listed in Figure 5, where
N − 1− n represents the number of active life-sites with set K.
Figure 4: Transitions rates of the functional (3.54)
transition rate
(u, n)→ (u, n+ 1) [2(N − 1− n)n S2N + 2(N − 1− n) S2N ]PN (1
u,0n+2−u)
PN (1u,0n+1−u)
(u, n)→ (u, n− 1) [Bb0n+ 2(1− u)n(12 − S2N ) + n(n− 1)(12 − S2N )] PN (1
u,0n−u)
PN (1u,0n+1−u)
(u, n)→ (1− u, n) B[ub1 + (1− u)b0]PN (1
1−u,0n+u)
PN (1u,0n+1−u)
In analogy, the transition rates of the functional (3.57) are composed of the transition
rates of the time-homogeneous transformed BP as listed in Figure 5, where a transition to
the absorbing state 4 can only occur if the two partition elements in the first component of
the BP coalesce, either by 2(a)i or by 2(a)ii.
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Figure 5: Transitions rates of the functional (3.57)
transition the rate consists of
(#, n)→ (#, n+ 1) [2(N − 2− n)n S2N + 2 · 2(N − 2− n) S2N ]PN (0n+3)PN (0n+2)
( , n)→ ( , n+ 1) [2(N − 2− n)n S2N + 2 · 2(N − 2− n) S2N ]PN (12,0n+1)PN (12,0n)
(H#, n)→ (H#, n+ 1) [2(N − 2− n)n S2N + 2 · 2(N − 2− n) S2N ]PN (1,0n+2)PN (1,0n+1)
(#, n)→ (#, n− 1) [Bb0n+ 2 · 2n(12 − S2N ) + n(n− 1)(12 − S2N )]PN (0n+1)PN (0n+2)
( , n)→ ( , n− 1) [Bb0n+ 0 · 2n(12 − S2N ) + n(n− 1)(12 − S2N )]PN (12,0n−1)PN (12,0n)
(H#, n)→ (H#, n− 1) [Bb0n+ 1 · 2n(12 − S2N ) + n(n− 1)(12 − S2N )] PN (1,0n)PN (1,0n+1)
(#, n), ( , n)→ (H#, n) [Bb0 +Bb0]PN (1,0n+1)PN (0n+2) , [Bb1 +Bb1]PN (1,0n+1)PN (12,0n)
(H#, n)→ (#, n), ( , n) Bb1 PN (0n+2)PN (1,0n+1) , Bb0 PN (12,0n)PN (1,0n+1)
(#, n), ( , n)→4 2(12 − S2N )PN (0n+1)PN (0n+2) + 2 S2N , 212 PN (1,0n)PN (12,0n) + 2 S2N PN (1,0n+1)PN (12,0n)
5.8 Proof of Proposition 3.15
In order to analyze ft(y, n) for all (y, n) ∈ {#, ,H#} × N0 as well as pft, we use that
∂ft(y, n)
∂t
= LY
2
ft(y, n) for all t ≥ 0 , (5.88)
where LY
2
is the generator corresponding to the jump process Y
2
. Thus, it is not hard to see
that
∂ft(#, n)
∂t
∣∣∣∣
t=0
= −E[0
n+1]
E[0n+2]
,
∂ft( , n)
∂t
∣∣∣∣
t=0
= − E[1, 0
n]
E[12, 0n]
and
∂ft(H#, n)
∂t
∣∣∣∣
t=0
= 0 (5.89)
which shows (set n = 0) the statements concerning ft(#, 0), ft( , 0) and ft(H#, 0) in the case
with selection.
In addition, for n ∈ N0 we set
pft(n) := E[0
n+2]ft(#, n) + E[12, 0n]ft( , n) + 2E[1, 0n+1]ft(H#, n) for all t ≥ 0 , (5.90)
that is, pft = pft(0) and
pf0(n) = E[0
n] as well as
∂pft(n)
∂t
∣∣∣∣
t=0
= −E[0n] (5.91)
for each n ∈ N0.
We start with a lemma in which we derive a system of ODE’s for the functions ft(y, n),
(y, n) ∈ {#, ,H#} × N0, and the functions pft(n), n ∈ N0. This lemma is used to show
the remaining statements of Proposition 3.15 and additionally provides a starting point for a
proof that genealogical distances are stochastically smaller under selection.
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Lemma 5.1. For each n ∈ N0 and each t ≥ 0 we have that
E[0n+2]∂ft(#,n)∂t = (nBb0 + (n+2)(n+1)2 − 1)E[0n+1]ft(#, n− 1) (5.92)
+2Bb0E[1, 0
n+1]ft(H#, n) + (2 + n)SE[0n+3]ft(#, n+ 1) (5.93)
−( (2+n)(n+1+2B+2S)2 − 2B + 2Bb1)E[0n+2]ft(#, n), (5.94)
E[12, 0n]∂ft( ,n)∂t = (nBb0 + n(n−1)2 )E[12, 0n−1]ft( , n− 1) (5.95)
+2Bb1E[1, 0
n+1]ft(H#, n) + (n+ 2)SE[12, 0n+1]ft( , n+ 1) (5.96)
−( (2+n)(n+1+2B+2S)2 − 2S − 2B + 2Bb0)E[12, 0n]ft( , n) (5.97)
and
E[1, 0n+1]∂ft(H#,n)∂t = (nBb0 + n(n+1)2 )E[1, 0n]ft(H#, n− 1) +Bb1E[0n+2]ft(#, n)(5.98)
Bb0E[1
2, 0n]ft( , n) + (n+ 2)SE[1, 0n+2]ft(H#, n+ 1) (5.99)
−( (2+n)(n+1+2B+2S)2 − S −B)E[1, 0n+1]ft(H#, n) . (5.100)
This means
∂pft(n)
∂t =
n
2 (n− 1 + 2Bb0)pft(n− 1)− [ (n+2)2 (n+ 1 + 2B + 2S)− 2B]pft(n)(5.101)
+(n+ 2)Spft(n+ 1) +Rt(n) (5.102)
for all t ≥ 0, where
Rt(n) = 2nE[0n+1]ft(#, n− 1) + n2E[1, 0n]ft(H#, n− 1) (5.103)
+2SE[12, 0n]ft( , n) + S2E[1, 0n+1]ft(H#, n) . (5.104)
Proof of Lemma 5.1: Consider the following three relations which hold, see for example
[Fea02], for the mixed moments E[0n+2], E[1, 0n+1] and E[12, 0n] defined in (3.61). For each
n ∈ N0 one has that
(n+ 1 + 2B + 2S)E[0n+2] = (n+ 1 + 2Bb0)E[0
n+1] + 2SE[0n+3] , (5.105)
([n+ 2][n+ 1 + 2B + 2S]− 2S)E[1, 0n+1] (5.106)
= (n+ 1)(n+ 2Bb0)E[1, 0
n] + 2Bb1E[0
n+1] + (n+ 2)2SE[1, 0n+2] (5.107)
and
([n+ 2][n+ 1 + 2B + 2S]− 4S)E[12, 0n] (5.108)
= n(n+ 2Bb0 − 1)E[12, 0n−1] + 2(1 + 2Bb1)E[1, 0n] + (n+ 2)2SE[12, 0n+1].(5.109)
Using these relations and the generator of Y
2
one obtains the stated equations. 
Now we come to the proof of the statements in Proposition 3.15, where we distinguish
between S = 0 (without selection) and S > 0 (with selection).
The case S = 0: In this case Y
2
is a jump process on {(#, 0), ( , 0), (H#, 0),4} and
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E[0] = b0, E[1] = b1, E[0
2] = (2Bb0+1)b02B+1 , E[1
2] = (2Bb1+1)b12B+1 and 2E[1, 0] = 2
2Bb0b1
2B+1 .
Thus, using these explicit values together with Lemmma 5.1 for n = 0, we obtain the following
system of ODE’S:
1. ∂ft(#,0)∂t = 4B2b1b01+2Bb0 ft(H#, 0)− (1 + 2Bb1)ft(#, 0)
2. ∂ft( ,0)∂t = 4B2b1b01+2Bb1 ft(H#, 0)− (1 + 2Bb0)ft( , 0)
3. ∂ft(H#,0)∂t = (1 + 2Bb0)12ft(#, 0) + (1 + 2Bb1)12ft( , 0)− (1 +B)ft(H#, 0)
Solving this system we get that
1. ft(#, 0) = (1+2B)b0e−t(1+2Bb0) + b1e−(1+2B)t(1+2Bb0) = e−t(1 + b1(e−2Bt−1)(1+2Bb0) )
2. ft( , 0) = (1+2B)b1e−t(1+2Bb1) + b0e−(1+2B)t(1+2Bb1) = e−t(1 + b0(e−2Bt−1)(1+2Bb1) )
3. ft(H#, 0) = (1+2B)2B e−t − 12B e−(1+2B)t = e−t(1− (e−2Bt−1)2B )
which is the desired result.
The case S > 0: The plan is to expand pft(0) into its Taylor series at 0 in order to
compare it with e−t. We do this expansion up to degree 3, where we use Lemma 5.1 as well
as (5.89) and (5.91).
Degree 1: Since
∂pft(0)
∂t = −(1 + 2S)pft(0) + 2S[pft(1) + E[12]ft( , 0) + E[1, 0]ft(H#, 0)] , (5.110)
we have that
∂pft(0)
∂t
∣∣∣
t=0
= −(1 + 2S) + 2S(E[0] + E[12] + E[1, 0]) = −1 . (5.111)
Degree 2: We have that
∂2pft(0)
∂t2
∣∣∣
t=0
= −(1 + 2S)(−1) + 2S(−E[0]− E[1] + 0) = 1 . (5.112)
Degree 3 : First we have that
∂3pft(0)
∂t3
∣∣∣
t=0
= −(1+2S)+2S(∂2pft(1)
∂t2
|t=0 +E[12]∂
2ft( ,0)
∂t2
|t=0 +E[1, 0]∂
2ft(H#,0)
∂t2
|t=0). (5.113)
Since
∂pft(1)
∂t = Bb0pft(0)− (3 +B + 3S)pft(1) + 3Spft(2) + 2E[02]ft(#, 0) (5.114)
+2E[1, 0]ft(H#, 0) + 2SE[12, 0]ft( , 1) + S2E[1, 02]ft(H#, 1) (5.115)
we have that
∂2pft(1)
∂t2
∣∣∣
t=0
= (3 +B + 3S)E[0]−Bb0 − 3SE[02]− 2E[0]− 2SE[1, 0] . (5.116)
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Since
E[12]∂ft( ,0)∂t = 2Bb1E[1, 0]ft(H#, 0) + 2SE[12, 0]ft( , 1) (5.117)
−(1 + 2Bb0)E[12]ft( , 0) (5.118)
and since
E[1, 0]∂ft(H#,0)∂t = Bb1E[02]ft(#, 0) +Bb0E[12]ft( , 0) (5.119)
+2SE[1, 02]ft(H#, 1)− (1 +B + S)E[1, 0]ft(H#, 0) , (5.120)
we have that
E[12]∂
2ft( ,0)
∂t2
∣∣∣
t=0
+ E[1, 0]∂
2ft(H#,0)
∂t2
∣∣∣
t=0
= (1 +Bb0)E[1]− 2SE[1, 0]−Bb1E[0] . (5.121)
Hence
∂3pft(0)
∂t3
∣∣∣
t=0
= −1− 2S + 2S([1 +B + 3S]E[0]−Bb0 − 3SE[02]− 2SE[1, 0])(5.122)
+2S([1 +Bb0]E[1]−Bb1E[0]− 2SE[1, 0]) (5.123)
= −1− 2S + 2S(1 + 3SE[0]− 3SE[02]− 4SE[1, 0]) (5.124)
= −1 + 2S2(3E[0]− 3(E[02] + E[1, 0])− E[1, 0]) (5.125)
= −1− 2S2E[1, 0] < −1 (5.126)
and the proof is finished.
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