Computational studies of dynamics in complex systems require means for generating reactive trajectories with minimum knowledge about the processes of interest. Here, we introduce a method for generating transition paths when an existing one is not already available. Starting from biased paths obtained from steered molecular dynamics, we use a Monte Carlo procedure in the space of whole trajectories to shift gradually to sampling an ensemble of unbiased paths. Application to basin-to-basin hopping in a two-dimensional model system and nucleotide-flipping by a DNA repair protein demonstrates that the method can efficiently yield unbiased reactive trajectories even when the initial steered dynamics differ significantly. The relation of the method to others and the physical basis for its success are discussed.
I. INTRODUCTION
Simulations of molecular processes provide information about dynamics not accessible to experiments. In particular, transition states can be identified by examining reactive trajectories at arbitrary levels of detail. In turn, physically meaningful variables capable of distinguishing the transition states from stable ones give insight into the forces that promote associated pathways. 1, 2 The mechanisms that emerge can be validated by manipulating individual elements in the model ͑parameters or degrees of freedom͒ to probe their role directly. The results can be used to refine the model and design further experiments to test it. In practice, molecular dynamics simulations without constraints ͑or restraints͒ that limit the phase space accessible to the system at a given time are too computationally costly to yield a statistically significant number of reactive trajectories for all but relatively simple processes. Consequently, steered ͑or targeted͒ molecular dynamics ͑SMD͒ simulations have become prevalent. 3 In such simulations, a biasing potential based on one or more order parameters drives the system from one region of phase space to another. Specific implementations differ with regard to the form of the potential and the schedule with which it is advanced along the selected coordinates; [3] [4] [5] schemes based on holonomic constraints on the dynamics are also available. 6, 7 Trajectories from steered molecular dynamics simulations are useful for obtaining a picture of how a complex process could occur. However, systems can exhibit significant hysteresis in their responses to the biasing potential, and the extent to which the microscopic dynamics are distorted in such cases cannot be readily quantified. This concern is relevant even to computational studies used to interpret atomic force microscopy or optical tweezer experiments that probe the dynamics of a system by applying significant external forces because the time scales over which the actual and simulated processes are allowed to occur differ by orders of magnitude. 3, 8, 9 An alternative is to apply constraints that select whole trajectories with certain features, as in transition path sampling ͑TPS͒. [10] [11] [12] [13] [14] In the most common form of this Monte Carlo procedure, trial paths are generated by "shooting" new trajectories from phase space points in an existing path ͑with either a slight perturbation or a new random number generator seed͒ using a standard dynamics integrator, and only those paths with end points with order parameter values corresponding to known stable state basins are accepted. By eliminating the waiting period required for a system to spontaneously fluctuate from a basin to a transition state, TPS allows one to harvest reactive trajectories subject to the same action as in unbiased molecular dynamics in a fraction of the computational time.
A problem with TPS is that it is often very hard to obtain an initial reactive trajectory from which to harvest additional ones. 12, 13 In many cases, educated guesses are made. 15, 16 In other words, putative transition state structures are constructed ͑or selected from a SMD trajectory͒, momenta are drawn randomly from a Maxwell-Boltzmann distribution, and the system is integrated backward and forward in time. This process is repeated until the constraints on the path are satisfied. The likelihood of obtaining a reactive trajectory by this means decreases with the number of degrees of freedom involved in the dynamic process and becomes prohibitively small for many cases of interest.
It was suggested recently that a negative friction Langevin dynamics algorithm can be exploited to generate transition paths by integration from a stable state, 17, 18 but to date the most complex system for which this approach has been evaluated has only 14 dimensions. For transitions that cannot be observed spontaneously at high temperature, the only widely accepted systematic means of generating an initial reactive trajectory is to gradually change one path ensemble into another ͑by manipulating the constraints used to select trajectories in TPS, which typically correspond to the basin definitions͒. 12, 13 This procedure, which is tantamount to a rate calculation, 10, 19 is quite computationally costly and is thus rarely employed. 20 Here, we introduce a general, robust, and computationally economical method for obtaining reactive trajectories. Essentially, we gradually shift from an ensemble of biased paths to an ensemble of unbiased ones by shooting SMD trajectories that are driven progressively more mildly. One can view this procedure as a form of annealing in the force constant for the biasing potential ͑rather than temperature͒. We illustrate the method with basin-to-basin hopping in a two-dimensional model system and nucleotide-flipping in a DNA-protein system. Both cases reveal that the SMD trajectories differ from the unbiased ones. Much more importantly, the method enables unbiased treatment of many complex dynamic processes that were previously intractable. The relation of the method to others and the physical basis for its success are discussed.
II. METHOD
Our goal is to obtain an unbiased dynamic transition path connecting two stable states when such a reactive trajectory is not already available. In this section, we introduce a procedure based on steered molecular dynamics for this purpose, followed by additional practical considerations and simulation details.
A. Steered molecular dynamics
As discussed in the introduction, there are many forms of SMD in the literature. [3] [4] [5] [6] [7] Here, we use a harmonic biasing potential,
where k is the force constant, q is the value of the order parameter used to distinguish the stable states at time t, and q 0 is its target value at that time. For A and B basin centers at q values q a and q b , we start q 0 at q a , simulate the dynamics of the system subject to its energy function plus the biasing potential ͓Eq. ͑1͔͒, and when ͉q b − q͉ Ͻ ͉q b − q 0 ͉, we add an amount ⌬q ͑with the same sign as q b − q a ͒ to q 0 such that the target value advances toward q b . In other words, we move the biasing potential to trap "forward" fluctuations of the system. The SMD we use thus combines a symmetric biasing potential, as used by Apostolakis et al., 5 with a ratchetlike rule for its advance, as used by Paci and Karplus. 4 The former element is desirable because we integrate trajectories both forward and backward in time. The latter element allows trajectories to lengthen naturally as the system is driven in a progressively milder fashion. The values of ⌬q used in the present study are chosen to be the size of typical fluctuations in q observed in preliminary simulations.
B. Bias "annealing"
Because the force constant for the biasing potential can be made arbitrarily large, the SMD procedure outlined above is guaranteed to yield a trajectory containing the transition of interest within the allotted simulation time. Given such a trajectory, we gradually shift to sampling an ensemble of unbiased paths by making shooting moves 11 with progressively smaller force constants. The specific procedure is detailed in the following:
͑1͒ Make up to n attempts to generate a new reactive path subject to a milder biasing potential. For each attempt, do the following: ͑a͒ Select a time point from the current path. ͑b͒ Integrate forward and/or backward from the selected time point, moving the biasing potential in the appropriate direction when the system fluctuates past q 0 ͑t͒ in the direction of the corresponding end point. In other words, the system is steered from the q value of the selected time point to one or both end points. ͑c͒ Apply the acceptance criterion to enforce the constraints on the path end points. ͑d͒ If the move is rejected and fewer than n attempts have been made, increment the attempt counter by one and go to step ͑1a͒. ͑2͒ If the structure for each time point along the trajectory has changed at least l times for the current value of the force constant, lower k. Otherwise, raise it. In the case that whole trial paths are generated, this criterion corresponds to requiring that l shooting moves be accepted. The degree to which k is changed is chosen by trial and error in the present study and is detailed for the systems of interest in Tables I and III 
2 , where k B is Boltzmann's constant, T is the temperature, and c is an arbitrary constant ͑c ӷ 1͒. Set k to zero, otherwise.
Once the force constant is zero, TPS can be performed as usual. 12, 14 
C. Limiting the shooting range
In complex systems, shooting moves initiated from parts of a trajectory close in time to when the system makes the transition typically have a higher acceptance rate than ones initiated from points close to the termini. 21 The physical basis for this behavior is that trajectories diverge exponentially in time, so that new trajectories that require a larger number of integration time steps to reach the transition region are less likely to contain the rare event of interest. It is thus desirable to limit the range of time along the trajectory from which shooting moves are initiated.
One means for identifying the shooting range is to examine how order parameters of interest vary in time. Reasonable acceptance rates for shooting moves are typically obtained for time points corresponding to intermediate order parameter values. A more reliable alternative for identifying the shooting range is to keep separate acceptance statistics for different path segments and then limit the selection of starting points for future moves to segments with high acceptance rates. Just like the acceptance ratio method, 22 such a procedure violates detailed balance. 23 Although this is not an issue for bias annealing ͑which is irreversible anyway͒, in the case of transition path sampling with k = 0, it is important to ensure that update of the limits is sufficiently infrequent that the path ensemble is not perturbed significantly.
One advantage to limiting the shooting range based on acceptance statistics is that such a procedure is straightforward to parallelize. We did so by modifying step ͑1͒ in Sec. II B such that shooting moves are made from each path segment independently; the last saved path for the segment with the highest acceptance rate is then used as the basis for subsequent rounds with lower force constants. Although this scheme throws away some accepted paths, it requires almost no communication between processors.
D. Simulation details
Here, we describe the preparation of the O 6 -alkylguanine DNA alkyltransferase ͑AGT͒ system. The molecules were represented by the CHARMM all-hydrogen topology and parameter sets ͑c22 for the protein and c27 for the nucleic acid͒. [24] [25] [26] [27] For consistency with this force field, parameters for O 6 -methylguanine were generated following the protocol of MacKerell and co-workers, 26, 27 and will be reported elsewhere. 46 The nonbonded interactions were truncated with standard spherical cutoffs. A switch function 24 was applied to the van der Waals interactions over 8 -12 Å, and a force shift function 28 was applied to the electrostatic interactions to truncate them at 13 Å.
The starting point for the simulations was a structure of the inactive C145S mutant bound to double-stranded DNA ͑PDB entry 1T38͒. The wild-type sequence was generated by replacing the O ␥ atom with a S atom. Due to disorder, no coordinates were available for residues 36 to 55, which make up a solvent-exposed loop on the far side of the protein from the DNA-binding site. Coordinates for these atoms were constructed by generating an initial structure with ideal internal coordinate values; coordinates for hydrogen atoms were constructed using the HBUILD command in CHARMM. The structure was relaxed by minimizing the energy with the steepest descents ͑SD͒ and adopted basis Newton-Raphson ͑ABNR͒ algorithms until the root mean square ͑rms͒ of the gradient components reached 0.01 kcal/ mol Å.
The protonation states of histidine residues were determined using Poisson-Boltzmann methods. Specifically, the electrostatic energy was calculated for the neutral and protonated tautomers using a salt concentration of 0.2M, an ion exclusion radius of 2.4 Å, a water radius of 1.4 Å, a water dielectric of 80, a solute dielectric of 1, and a ͑359͒ 3 grid of 0.6 Å spacing. The difference was then converted to a pK a shift, which was added to the empirical pK a for histidine in solution ͑6.04͒. 29 Finally, 24 sodium counterions were added for charge neutrality. Each was placed 6 Å from a P atom along the bisector of the angle formed by the O1P, P, and O2P atoms. Preliminary calculations were performed with a periodic system. We overlaid a truncated octahedron ͑with parallel planes containing opposite octahedron faces separated by 90 Å͒ of pre-equilibrated TIP3P water 30, 31 and deleted solvent molecules with oxygen atoms within 2.8 Å of solute heavy atoms. The solvent was then equilibrated by performing 8 ϫ 10 7 steps of grand canonical Monte Carlo simulations 32 with the solutes fixed. Using the grid-based algorithm of Woo et al. 32 water molecules were inserted and deleted within a 42 Å sphere centered in the truncated octahedron. The cavity radius was 2.5 Å, the grid spacing was 0.25 Å, and ten orientations were tested for each insertion. For every insertion or deletion we performed on average 1000 simultaneous translations ͑maximum displacement 0.2 Å͒ and rotations ͑maximum change 20.0°͒ of individual water molecules. The acceptance rate for insertion and deletion was 0.6% and that for the translations and rotations was 39.9%.
To determine the excess chemical potential ͑͒ appropriate for this water model, choice of cutoffs, and treatment of the boundary, separate simulations of pure water were performed. It was found that stable densities of 1.0 g / cm 2 were obtained with = −6.4 kcal/ mol ͑Fig. 1͒, in comparison with the value of = −5.8 kcal/ mol recommended by Woo et al. 32 The difference derives from the fact that a 10 Å cutoff ͑with-out smoothing͒ was used in that work. 47 The shift to more negative values compensates for the additional long-range attractive interactions associated with the truncation scheme described above. 
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In order to reduce the computational cost of the simulations, we sought to identify atoms that could be constrained without significantly impacting the dynamics of nucleotide flipping. Following the protocol described in Sec. II A, we performed steered molecular dynamics simulations with a force constant of 1000 kcal/ mol rad 2 . In three separate trials, we found that the atoms with rms displacements from their mean positions greater than 2.0 Å were localized to within 25 Å of the midpoint between the amide hydrogen atom and C ␤ of N157, which is in the active site, close to the sugar of the flipping nucleotide.
Solvent molecules outside the region of high mobility were removed, and the remainder ͑4332 atoms͒ were prevented from escaping by a boundary potential. 33 The resulting system was divided into three regions: a reaction region, a buffer region, and a reservoir region. The reaction region included protein and nucleic acid main chain atoms within 23 Å of N157 as well as side chains with any atom within that distance. There were 1985 solute atoms in the reaction region and they were completely free except for the sodium counterions, which were restrained to this spherical region with the generalized geometric restraint term ͑GEO͒ of the miscellaneous mean-field potential ͑MMFP͒ in CHARMM. Atoms not in the reaction region that were farther than 25 Å from N157 were in the reservoir region. There were 1413 such atoms, which were fixed in place. The remaining 50 atoms made up the buffer region and were harmonically restrained to their crystallographic positions. The charges of ionic groups ͑arginine, lysine, aspartate, and glutamate residues as well as phosphate groups and sodium counterions͒ in the reservoir region were scaled with the potential-based method described by Simonson et al. 35 to mimic solvent shielding. The scale factors were based on the ratio of potentials with dielectrics of 80 and 1 at the origin defined above ͑the midpoint of the N157 amide hydrogen and C ␤ atoms͒. For these calculations, the salt concentration was zero, the water radius was 1.4 Å, and a ͑359͒ 3 grid with 0.4 Å spacing was used. The quantitative correction procedure introduced in that work and refined subsequently [36] [37] [38] was not applied.
The energy of the system was minimized with 5000 steps of the SD algorithm followed by application of the ABNR algorithm until the rms of the components of the gradient reached 0.01 kcal/ mol Å. Langevin dynamics were then used to heat the system in steps of 10 K every 1 ps until 300 K was reached. The system was equilibrated at 300 K for 50 ps. SHAKE ͑Ref. 39͒ was used to constrain the lengths of bonds to hydrogen atoms, and an integration time step of 1 fs was used. The random force was applied only to atoms farther than 23 Å from N157. The friction coefficient for the water oxygen atoms was 31 ps −1 and that for protein and nucleic acid heavy atoms was 250 ps −1 , scaled in the same fashion as the harmonic force constants for atoms in the buffer region.
III. APPLICATIONS
In this section, we apply the method to noise-activated basin hopping on a two-dimensional model potential energy surface. This system enables straightforward visualization of trajectories, which aids in understanding the method and comparing it with others. Then, we show that the method yields an unbiased trajectory for nucleotide flipping in the presence of a DNA repair protein.
A. Two-dimensional model
The two-dimensional model potential is shown in Fig. 2 . It was designed to have two well-defined basins separated in the x coordinate with a saddlepoint path involving both x and y. The x coordinate thus represents an order parameter known to characterize the transition ͑in other words, q = x͒, while the y coordinate represents additional degrees of freedom not considered explicitly in the process of harvesting trajectories. The surface was roughened to hinder relaxation of paths in the y direction.
We simulated the dynamics of a particle of unit mass subject to this potential with the Langevin algorithm defined by Eq. 
Here r i = ͑x i , y i ͒ is the position at step i, F i is the systematic force, R i is the random force, ␥ is the friction coefficient, and ⌬t is the time step. The random force was generated such that the average variance of each component was 2␥k B T / ⌬t. For all the simulations shown, k B T = 0.1, ␥ = 100.0, and ⌬t = 0.1 in appropriate dimensionless units. Given these choices, the barrier along the saddlepoint path is about 10k B T in both directions. For TPS, we defined basin A as −9.5ഛ x ഛ −7.5 and basin B as 7.5ഛ x ഛ 9.5 ͑for all y͒. We used SMD with k = 50.0 and ⌬q = ⌬x = 0.1 ͓Eq. ͑1͔͒ to generate a biased trajectory that went from basin A to basin B. This path was annealed to an unbiased one following the protocol described in Sec. II B ͑Fig. 2 and Table I͒. The choice of ⌬x was based on the size of fluctuations in x observed in preliminary simulations with the largest value of k and x 0 fixed at x a . Because the system is diffusive, half-path shooting moves 21 were employed, and the force constant was lowered when each time point along the path was updated at least ten times ͓i.e., l = 10 in step ͑2͒ of Sec. II B͔. The sequence of force constants is given in Table I .
When the system was driven aggressively, almost all paths were accepted, and they tended to be short in length because they went directly from one basin to the other. When the bias was milder, the acceptance rate was lower, and the trajectories were longer because the system diffused significantly in y as it roughly followed the saddlepoint path ͑Fig. 2͒. Limiting the range from which to shoot ͑to path segments of length L r , corresponding to x rl ഛ x ഛ x rh in Table I͒ by visual inspection of x͑t͒ increased acceptance rates only slightly ͑compare a r to a͒ but decreased the total number of molecular dynamics integration steps required to obtain an unbiased path significantly ͑1.89ϫ 10 7 steps compared with 3.02ϫ 10 7 steps͒. In addition to demonstrating that the method can yield an unbiased transition path for this simple system, these data make apparent that trajectories that are steered can differ significantly from ones that are not.
We compared our method to gradually shifting the path ensemble by changing the basin definitions ͑Table II͒. Although this method of generating an initial path is mentioned in the literature, 12, 13 to the best of our knowledge, it has not been applied separately from a rate calculation. Thus there is no well-established protocol. We chose to fix basin A at −9.5ഛ x ഛ −7.5 ͑as above͒ and shift basin B from −8.5ഛ x ഛ −6.5 to 7.5ഛ x ഛ 9.5 ͑x Bl ഛ x ഛ x Bh in Table II͒ . The path length was initially set to obtain reasonable acceptance rates for shooting moves ͑0.4͒ and then increased progressively such that the final trajectories were the same length as the unbiased ones obtained with the bias annealing procedure. As above, half-path shooting moves were used. In analogy to the bias annealing procedure, the number of shooting moves attempted for each definition of basin B was varied to update each time point at least ten times to ensure decorrelation. 13 A total of 2.1ϫ 10 8 integration steps were required to obtain a full transition path. This number, which is directly proportional to the computational cost, is an order of magnitude larger than the corresponding ones for the bias annealing simulations described above.
It is worth noting that we also tried a method in which the path was extended by further integration ͑without changing the trajectory at times already sampled͒ and spontaneous forward fluctuations were trapped by moving basin B. Although superficially such a method resembles gradually shifting the path ensemble, in fact, it corresponds more closely to a square-well analog of the bias annealing procedure, and its performance was comparable. For the system considered, simply shooting from the top of the barrier in the free energy as a function of x is likely to be best method, even once one factors in the computational time required to calculate the free energy. However, our purpose here is to examine systematic methods that can also be applied to more complex systems. In summary, bias annealing decreases the computational time required to obtain an initial reactive tra- jectory for TPS by an order of magnitude for the twodimensional model. The unbiased paths can differ significantly from the biased ones.
B. DNA-protein system
To evaluate the ability of the bias annealing method to generate reactive paths for complex biomolecular processes, we applied it to flipping a nucleotide from the active site of a DNA repair protein. The specific system that we studied was human O 6 -alkylguanine DNA alkyltransferase ͑AGT͒, which repairs alkylated guanine and thymine bases by transferring alkyl groups irreversibly to an active site cysteine. 41 Although this protein is of both chemical and medical interest, we focus here on the performance of the bias annealing method. The relation of the observed dynamics to damage recognition will be discussed elsewhere. 46 All of the calculations described below were performed with a modified form of CHARMM version c32a1. 24 The starting point for the simulation was an x-ray crystallographic structure of the C145S mutant bound to O 6 -methylguanine ͑mG͒ in a 13 base-pair DNA duplex ͑PDB code 1T38͒. 41 As described in detail in Sec. II D, we converted the protein to the wild-type sequence and added water molecules and sodium counterions. To reduce the computational cost of treating the solvent, we used a stochastic boundary 34 and scaled the charges of exposed ionic groups to mimic shielding. [35] [36] [37] Preliminary calculations were performed with a periodic boundary to assess which atoms could be constrained without changing the dynamics significantly. In the final system ͑Fig. 3͒, there were 1985 solute and 4332 solvent atoms free to move in the central reaction region.
To drive nucleotide flipping from the active site, we used a pseudodihedral angle coordinate ͑͒ analogous to that introduced by MacKerell and co-workers 42, 43 ͑Fig. 4͒. It is defined by centers of mass of heavy atoms in the flipping base, its sugar, the sugar of the 3Ј nucleotide, and the base of the 3Ј nucleotide together with its Watson-Crick partner. When the methylguanine is in the active site, = −2.7 rad. We considered the motion through the major groove to = 1.5 rad which appears to correspond to an entropically stabilized intermediate with the base outside both the protein and the DNA base stack. Insertion of the mG base into the DNA base stack ͑ = −0.2 rad͒ requires a separate set of TPS simulations, as well as use of additional biasing coordinates during   FIG. 3 . ͑Color͒ O 6 -alkylguanine DNA alkyltransferase ͑AGT͒ in complex with DNA. Sodium counterions but not water molecules are shown. Fixed residues are blue, harmonically restrained ones are green, and unrestrained ones are brown; the flipping nucleotide is purple .   FIG. 4 . ͑Color͒ Pseudodihedral angle ͑͒ used to drive nucleotide flipping from AGT. ͑a͒ Definition in terms of the centers of mass of the heavy atoms of the flipping base, the ring heavy atoms of its sugar ͑C1Ј, C2Ј, C3Ј, C4Ј, and O4Ј͒, the corresponding atoms of the sugar of the 3Ј nucleotide, and the heavy atoms of the base of the 3Ј nucleotide together with those of its Watson-Crick partnering base. ͑b͒ Relation between and the flipping process studied ͑see text for details͒. the annealing procedure. 46 The root-mean-square displacement of nucleotide atoms is 8.5 Å for the transition studied.
Bias annealing was performed with basin A defined as −2.9ഛ ഛ −2.3 rad and basin B defined as 1.2ഛ ഛ 1.6 rad. During the procedure, the target value of was advanced by 0.06 rad following spontaneous fluctuations past the minimum of the umbrella potential toward the target end point, as described in Sec. II A. This value was chosen based on the variance in observed for unrestrained simulations with the mG nucleotide in the protein active site. The sequence of force constants is given in Table III . At each step of the TPS procedure, whole trial trajectories were generated. In other words, the system was integrated both backwards and forwards from selected time points.
To limit the range from which to shoot, we examined ͑t͒ in the last saved path for each force constant value and identified transient plateaus at intermediate values. These points are expected to have comparable likelihoods of going forward and backward over times on the order of the length of the trajectories. The shooting range encompassed this segment of the path but extended beyond it. In later phases of the simulation, the shooting range was subdivided in order to apply the parallel procedure described in Sec. II C. In the following stage of the simulation ͑corresponding to a lower value of k͒, the acceptance statistics for the different path segments were used to guide the choice of shooting range, and the starting path was the last from the segment with the highest acceptance rate.
Representative trajectories for three different force constants are shown in Fig. 5 . At the highest force constant, an essentially straight line connects the plateaus corresponding to the stable states, which indicates that the system makes the transition in an almost ballistic fashion. As the force constant was lowered, the trajectories naturally lengthened because a longer time is required for spontaneous fluctuations toward the target end point to occur at each value of 0 . The unbiased transition was about 15 times longer than that of the initial SMD simulation. The acceptance rate decreased with the force constant because trial trajectories had more conformational freedom and time to diverge from the saved ones from which they are initiated. The total physical time required to obtain an unbiased reactive trajectory was 14.440 ns.
Three structures from an unbiased trajectory are shown in Fig. 6͑a͒ . The primary motion in the protein was the adjustment of the loop comprised of residues 143 to 160 as the TABLE III. Bias annealing for AGT. Force constant k is in kcal/ mol rad 2 ; the trajectory and shooting range lengths t L and t r are in picoseconds; the low and high order parameter values for the shooting range ͑ rl and rh ͒ and for the segment of highest acceptance ͑ al and ah ͒ are in radians; n pa is the total number of paths shot in the segment of highest acceptance; n pr is the number of paths shot in other segments ͑the first number is the number of segments and the second is the number of paths for each segment͒. base flips from the active site ͑residue 156 exhibited the greatest heavy-atom root-mean-square deviation from its equilibrated position: 3.1 Å, compared with 1 -2 Å for other mobile parts of the protein͒. We thus examined a number of order parameters that characterize the conformations and interactions of this loop. Projection of the dynamics onto the plane defined by the pseudodihedral angle and the interaction energy between residues 143 to 160 and the mG nucleotide shows a clear difference in the segments of the path in which the base is outside the active site ͓the error bars in Fig.  6͑b͒ are standard deviations, and the distributions have essentially no overlap at 1.4ഛ ഛ 2.0 rad͔. Although it is important to keep in mind that these order parameters need not determine the unbiased dynamics, Fig. 6͑b͒ demonstrates that trajectories were able to relax in directions orthogonal to the coordinate used to drive the system between the stable state basins. The physical significance for nucleotide flipping by AGT of paths taken in unbiased simulations will be discussed elsewhere.
IV. DISCUSSION
In the present study, we introduced a method for generating reactive trajectories when an existing one was not already available. The key idea is that an ensemble of biased transition paths is gradually shifted to an ensemble of unbiased ones by driving the system in a progressively milder fashion. This approach is applicable to any system for which order parameters that distinguish reactant and product basins can be identified, just as in transition path sampling. 10, 12 The bias annealing method is thus more general than changing the simulation conditions to promote spontaneous transitions 16, 44, 45 and does not rely on intuition of the most relevant degrees of freedom, as do geometric interpolation algorithms. 16 We also implemented a method based on shifting the constraints on the path end points, which is often mentioned 12 but rarely ͑if ever͒ used in the literature. The bias annealing approach required about an order of magnitude fewer molecular dynamics integration steps to produce an unbiased reactive trajectory for the two-dimensional model system studied. Shifting the path end points is inefficient because ͑unbiased͒ shooting moves are unlikely to be accepted when the end point constraints are not coincident with stable state basins. Essentially, transition paths with the selected order parameter values for the end points are unfavorable entropically and are not compensated energetically.
Although the bias annealing method superficially resembles the approach taken by Radhakrishnan and Schlick 15 to sample trajectories for DNA polymerase ␤ closing, no attempt was made to gradually shift the path ensemble in that work. Instead, a series of small transitions ͑movement of one helix and a series of side chain rotamer flips with commitment times of less than 10 ps͒ were selected from steered molecular dynamics simulations, each was studied separately with TPS, and the resulting paths were pieced together. In the present study, we found that biased trajectories differed from unbiased ones in both systems studied. That the biased and unbiased path ensembles are not the same is also evidenced by the fact that lowering the force constant too rapidly in the bias annealing procedure negatively impacts the acceptance rate for shooting moves ͑data not shown͒. As such, it is unclear whether the sequence of events described by Radhakrishnan and Schlick 15 is representative of the ensemble of unbiased paths actually connecting the open and closed states of the polymerase.
With regard to the present study, the differences between biased and unbiased paths also makes clear that trajectories can relax in directions orthogonal to those along which the system is restrained during annealing. This feature is important for treating collective dynamics in larger systems. Nevertheless, in any Monte Carlo procedure that relies on local moves ͑here, in the space of paths͒, systems can become trapped. The choice of order parameter for the bias potential is important in that it influences the rate at which the procedure converges to the unbiased path ensemble. Driving the system with coordinates that must vary nonmonotonically along unbiased transition paths is particularly likely to cause problems. If the system tends to become trapped, standard means to enhance sampling can be applied to accelerate exploration of the path space in the bias annealing procedure.
By repeatedly forcing the transition of interest, the bias FIG. 6 . ͑Color͒ Pathways for methylguanine ͑mG͒ flipping. ͑a͒ Structures from the unbiased pathway: = −2.7 rad ͑red͒, 2.5 rad ͑blue͒, and 1.4 rad ͑green͒. ͑b͒ Comparison of unbiased ͑green dashed͒ and biased ͑black solid, 1000.0 kcal/ mol rad 2 ͒ pathways by projection of the dynamics onto a two-dimensional space defined by the pseudodihedral angle order parameter and the interaction energy between the mG nucleotide and residues 143 to 160. Lines and error bars are, respectively, averages and standard deviations of the interaction energies observed for sampled structures with values within an interval of 0.1 rad around each plotted point. There are ten biased trajectories and six unbiased ones.
annealing procedure is likely to cause slowly varying degrees of freedom other than those considered explicitly to adjust in such a way as to facilitate the transition in the absence of the biasing potential. The advantage that this feature affords to our method over others that capture spontaneous fluctuations to shift the path ensemble is likely to increase with system size. A similar form of "molecular training" is observed in single-molecule measurements. 48 and developing a deeper understanding of this phenomenon will be important for interpreting complex behavior observed both computationally and experimentally.
