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a b s t r a c t
This paper reports on improvements to recent work on the computation of a structured
low rank approximation of the Sylvester resultant matrix S(f , g) of two inexact polyno-
mials f = f (y) and g = g(y). Specifically, it has been shown in previous work that these
polynomials must be processed before a structured low rank approximation of S(f , g) is
computed. The existing algorithm may still, however, yield a structured low rank approx-
imation of S(f , g), but not a structured low rank approximation of S(g, f ), which is un-
satisfactory. Moreover, a structured low rank approximation of S(f , g) must be equal to,
apart from permutations of its columns, a structured low rank approximation of S(g, f ),
but the existing algorithm does not guarantee the satisfaction of this condition. This paper
addresses these issues bymodifying the existing algorithm, such that these deficiencies are
overcome. Examples that illustrate these improvements are shown.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Many applications in science and engineering, including computer vision [1,2], computer graphics [3], geometric
modelling [4] and control theory [5] require the computation of the greatest common divisor (GCD) of two polynomials.
This is an ill-posed problem because a minor random perturbation of the coefficients of one or both polynomials that have a
non-constant GCD causes them to become coprime. The polynomials that arise in many applications are, however, inexact
because their coefficients are corrupted by additive noise that is several orders of magnitude larger than roundoff error.
These polynomials are, therefore, with high probability, coprime, and they must be perturbed in order to induce a non-
constant GCD. This GCD is therefore an approximate greatest common divisor (AGCD) with respect to the given inexact
polynomials. These perturbations that are added to the inexact polynomials must be structured (constrained) because they
transform coprime polynomials to non-coprime polynomials.
Euclid’s algorithm forms the basis for somework on the computation of anAGCDof two inexact polynomials. For example,
Hribernig and Stetter [6], and Stetter [7] use Euclid’s algorithm to identify clusters of roots of polynomials, and Noda and
Sasaki [8] use a scaled version of Euclid’s algorithm. Schönhage [9] describes a method in which the coefficients of the given
polynomials can be specified to arbitrary precision. Other approaches that have been used to calculate an AGCD of two
inexact polynomials utilise techniques from optimisation and computational linear algebra. For example, Karkmarkar and
Lakshman [10] minimise the distance of the given polynomials to a pair of polynomials that have a non-constant GCD. Also,
the singular value decomposition of the Sylvester matrix S(f , g) of f (y) and g(y) is used in [11], and the QR decomposition
of S(f , g) is used in [12,13] to compute an AGCD of f (y) and g(y). A linear structure preserving matrix method [14] is used
in [15–18] to induce rank deficiency in S(f , g) and thereby impose the requirement that f (y) and g(y) have an AGCD.
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Structured matrices are also used by Bini and Boito [19], who consider two methods for the computation of an AGCD
of two inexact polynomials. The first method uses the reduction of the Sylvester and Bézout resultant matrices to Cauchy-
like matrices. Computational experiments are performed and it is shown that this method is robust and numerically stable.
The last stage of the method is a refinement operation that is implemented by the Newton iteration. The second method
involves the tridiagonalisation of the Bézout matrix, and it is shown that this is an effective method for the estimation of the
approximate rank of a Bézout matrix and the computation of the coefficients of a common divisor polynomial of specified
degree. Markovsky [20] provides a survey of structured low rank approximations and their applications in system theory,
signal processing and computer algebra. Generalisations of the low rank approximation problem that result from different
approximation criteria and constraints on the data matrix are considered.
Computations on several polynomials are considered by Christou et al. [21], who describe a hybrid implementation of
the extended row equivalence and shifting method for the computation of the GCD of several polynomials. An algorithm for
the computation of the rank and null space of a generalised Sylvester matrix for several polynomials is considered in [22],
and it is compared with methods based on the Gauss–Jordan factorisation, the QR decomposition and the singular value
decomposition.
This paper uses the method of structured non-linear total least norm (SNTLN) [23] to compute a structured low rank
approximation of S(f , g), from which an AGCD of f (y) and g(y) is easily calculated. This method is used in [24], but the
algorithm is not sufficiently robust because even if it is able to compute a structured low rank approximation of S(f , g), it
may not be able to compute a structured low rank approximation of S(g, f ). Also, it is not guaranteed that the structured low
rank approximations of S(f , g) and S(g, f ) are equal (assuming both these approximations can be computed), apart from
permutations of their columns. This deficiency is most easily seen by noting that if fˆ (y) and gˆ(y) are the theoretically exact
forms of the inexact polynomials f (y) and g(y), respectively, then GCD (fˆ , gˆ) = GCD (gˆ, fˆ ). This equation can be extended
to an AGCD of the inexact polynomials f (y) and g(y),
AGCD (f , g) = AGCD (g, f ), (1)
and thus the result of an algorithm for the computation of an AGCD must be independent of the order in which the
polynomials are specified. It cannot be guaranteed, however, that an AGCD of f (y) and g(y) computed from the algorithm
described in [24] satisfies (1), and this paper describes an improvement to this algorithm, such that (1) is satisfied by this
modified algorithm.
It will be shown in Section 2 that if f (y) and g(y) are of degreesm and n respectively, then
S(f , g) = A(f ) B(g) and S(g, f ) = B(g) A(f ) , (2)
where S(f , g), S(g, f ) ∈ R(m+n)×(m+n), A(f ) ∈ R(m+n)×n, B(g) ∈ R(m+n)×m, A is a function of the coefficients of f (y) only,
and B is a function of the coefficients of g(y) only. It follows from (2) that
S(f , g) = S(g, f )P, P =

Im
In

,
and thus if S(f˜ , g˜) and S(g˜, f˜ ) are structured low rank approximations of S(f , g) and S(g, f ) respectively, then they must
satisfy
S(f˜ , g˜) = S(g˜, f˜ )P. (3)
This equation is, however, not satisfied by the structured low rank approximations computed by the algorithm in [24]. This
paper describes, therefore, improvements to this algorithm, such that the computed low rank approximations of S(f , g) and
S(g, f ) satisfy (3), that is, these approximations are equal apart from a block permutation of their columns.
The polynomials f (y) and g(y)must be processed before computations are performed on them in order to obtain good
results, and these preprocessing operations are reviewed in Section 2. Subresultant matrices that are derived from S(f , g)
are discussed in Section 3, and an example in [25,26] is considered. It is shown that the method used for its solution suffers
from the problems discussed above because (3) is not satisfied, and alternative methods that overcome these problems
are addressed in Section 4. The method of SNTLN for the computation of a structured low rank approximation of S(f , g) is
reviewed in Section 5, and Section 6 contains examples that show the improved results from the methods described in this
paper with respect to the results in [24–26]. Section 7 contains a summary of the paper.
2. Preprocessing operations
This section reviews three operations that must be performed on the given inexact polynomials f (y) and g(y),
f (y) =
m
i=0
aiym−i and g(y) =
n
i=0
biyn−i, a0, b0 ≠ 0,
before a structured low rank approximation of S(f , g) is computed. These operations are the normalisation of f (y) and g(y),
the replacement of g(y) by αg(y) where α is a real non-zero constant, and a substitution of the independent variable y in
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order to minimise the ratio of the maximum element (in magnitude) of S(f , g) to the minimum element (in magnitude) of
S(f , g) [27]. The examples in this reference show that incorrect results are obtained if these preprocessing operations are
omitted.
1. Normalisation of the polynomials. This operation follows directly from the partitioned structure of S(f , g),
S(f , g) =

a0 b0
a1
. . . b1
. . .
...
. . . a0
...
. . . b0
am−1
. . . a1 bn−1
. . . b1
am
. . .
... bn
. . .
...
. . . am−1
. . . bn−1
am bn

, (4)
where the coefficients ai of f (y) occupy the first n columns and the coefficients bi of g(y) occupy the last m columns.
Eq. (4) shows that S(f , g) is unbalanced if the coefficients of f (y) are much smaller or larger than the coefficients of g(y),
from which it follows that numerical problems may occur. In particular,
lim
α→δ rank S(f , αg) = n, 0 < |δ| ≪ 1, (5)
and
lim
α→±∞ rank S(f , αg) = m, (6)
and thus the numerical rank of S(f , αg) is a function of α. It follows that if ∥f ∥ ≫ ∥g∥, where ∥s∥ denotes the norm
of the coefficients of the polynomial s(y), then S(f , g) is dominated by the coefficients of f (y), and a similar situation
holds if ∥g∥ ≫ ∥f ∥. These numerical problems associated with a poorly balanced Sylvester matrix can be resolved by
normalising each polynomial, in which case the matrix is better balanced.
A review of several forms of normalisation of f (y) and g(y) is in [27], and it is shown they should be normalised by the
geometric means of their coefficients, in which case they are redefined as
f (y) =
m
i=0
a˜iym−i, a˜i = ai
m
j=0
ajm+1
, (7)
and
g(y) =
n
i=0
b˜iyn−i, b˜i = bi
n
j=0
bjn+1
. (8)
It is assumed that all the coefficients are non-zero, and that if one or more coefficients are zero, then the geometric mean
of the non-zero coefficients only is calculated.
2. The replacement of g(y) by αg(y). The GCD of the exact polynomials fˆ (y) and gˆ(y) is defined to within an arbitrary non-
zero scalar multiplier, and it therefore satisfies
GCD (fˆ , gˆ) = GCD (fˆ , αgˆ), α ∈ R \ 0.
The degree dˆ of the GCD of fˆ (y) and gˆ(y) can be calculated from the rank loss of their Sylvester matrix S(fˆ , gˆ),
dˆ = m+ n− rank S(fˆ , gˆ) = m+ n− rank S(fˆ , αgˆ),
and it is clear that dˆ is independent of α if the polynomials fˆ (y) and gˆ(y) are exact and all computations are performed
in infinite precision arithmetic.
The situation is more involved when the inexact polynomials f (y) and g(y), which are defined in (7) and (8) respectively,
are considered and all computations are performed in a floating point environment. Specifically, the rank of S(f , αg) is
not defined in this circumstance, and it is therefore necessary to consider its numerical rank. Furthermore, it follows
from (5) and (6), and the computational examples in [27,28], that the numerical rank of S(f , αg) is a function of α. The
dependence of the numerical rank of S(f , αg) on α implies that the value of α that achieves optimal results, using a
defined criterion, must be determined, and this issue will be addressed after the third preprocessing operation has been
considered.
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3. A change in the independent variable. Computations on polynomials for which the ratio of the maximum coefficient (in
magnitude) to the minimum coefficient (in magnitude) is large may be numerically unstable. The simplest example in
which these problems occur is the computation of the solutions of the equation ay2 + by+ c = 0 when b2 ≫ 4ac , and
some geometric problems in which this class of polynomials occurs are considered in [29]. It is therefore advantageous
to minimise this ratio, and this can be achieved by the replacement of the independent variable y by the independent
variablew [30,31],
y = θw, (9)
where θ ∈ R \ 0 is a parameter to be determined. Eq. (9) transforms the polynomials (7) and (8) to
f˜ (w, θ) =
m
i=0

a˜iθm−i

wm−i, (10)
and
g˜(w, θ) =
n
i=0

b˜iθn−i

wn−i, (11)
respectively, and it is clear that the transformation (9) does not change the multiplicities of the roots of f (y) and g(y).
The optimal values α0 and θ0 of α and θ , respectively, are chosen such that the ratio of the maximum element (in
magnitude) to the minimum element (in magnitude) of S(f˜ , αg˜) is minimised,
α0, θ0 = argmin
α,θ

max

max
i=0,...,m
a˜iθm−i , max
j=0,...,n
αb˜jθn−j
min

min
i=0,...,m
a˜iθm−i , min
j=0,...,n
αb˜jθn−j
 . (12)
This minimisation problem can be transformed to a linear programming problem for the calculation of α0 and θ0 [24].
It follows that the polynomials (10) and (11) become, after normalisation by the geometric means of their coefficients,
f¯ (w) := f¯ (w, θ0) =
m
i=0

a˜iθm−i0

wm−i
m
j=0
a˜jθm−j0 
 1
m+1
, (13)
and
g¯(w) := g¯(w, θ0) =
n
i=0

b˜iθn−i0

wn−i
n
j=0
b˜jθn−j0 
 1
n+1
. (14)
The normalisation is included because the coefficients of f¯ (w) and g¯(w) form the entries of the Sylvester matrix S(f¯ , α0g¯)
whose low rank approximation is to be computed, and it is shown in [24] that improved numerical results are obtained
when the coefficients of these polynomials are normalised.
3. Subresultant matrices of the Sylvester matrix
This section contains a review of subresultant matrices, which are derived from the Sylvester matrix by the deletion of
some of its rows and columns. Subresultant matrices are required for the determination of the degree of an AGCD of f¯ (w)
and g¯(w), and the calculation of the perturbed forms of f¯ (w) and g¯(w) that have a non-constant GCD.
Consider the exact polynomials fˆ (y) and gˆ(y),
fˆ (y) =
m
i=0
aˆiym−i and gˆ(y) =
n
i=0
bˆiyn−i,
where aˆ0, bˆ0 ≠ 0. If the degree of the GCD of fˆ (y) and gˆ(y) is dˆ, and dˆk(y) is a common divisor polynomial of degree k, then
dˆk(y) =
k
i=0
dk,iyk−i = fˆ (y)uˆk(y) =
gˆ(y)
vˆk(y)
, (15)
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for k = 1, . . . , dˆ, where uˆk(y) and vˆk(y) are quotient polynomials,
uˆk(y) =
m−k
i=0
uk,iym−k−i and vˆk(y) =
n−k
i=0
vk,iyn−k−i.
It follows from (15) that
vˆk(y)fˆ (y) = uˆk(y)gˆ(y), k = 1, . . . , dˆ, (16)
and if uˆk(y) and vˆk(y) are defined to be equal to the zero polynomial for k = dˆ + 1, . . . ,min(m, n), because deg GCD
(fˆ , gˆ) = dˆ,
uˆk(y) ≡ 0 and vˆk(y) ≡ 0, k = dˆ+ 1, . . . ,min(m, n), (17)
then (16) and (17) can be written in matrix form as
Ck Dk
  vˆk
−uˆk

= Sk

vˆk
−uˆk

= 0, k = 1, . . . ,min(m, n), (18)
where Sk = Sk(fˆ , gˆ),
Sk =

Ck Dk
 ∈ R(m+n−k+1)×(m+n−2k+2),
uˆk =

uk,0 uk,1 · · · uk,m−k−1 uk,m−kT ∈ Rm−k+1,
vˆk =

vk,0 vk,1 · · · vk,n−k−1 vk,n−kT ∈ Rn−k+1,
and Ck = Ck(fˆ ) ∈ R(m+n−k+1)×(n−k+1) and Dk = Dk(gˆ) ∈ R(m+n−k+1)×(m−k+1) are Toeplitz matrices,
Ck(fˆ ) =

aˆ0
aˆ1
. . .
...
. . . aˆ0
aˆm−1
... aˆ1
aˆm
. . .
...
. . . aˆm−1
aˆm

, Dk(gˆ) =

bˆ0
bˆ1
. . .
...
. . . bˆ0
bˆn−1
... bˆ1
bˆn
. . .
...
. . . bˆn−1
bˆn

.
It follows from (16) and (17) that the vectors uˆk and vˆk in (18) satisfy
uˆk ≠ 0, vˆk ≠ 0 for k = 1, . . . , dˆ,
uˆk = 0, vˆk = 0 for k = dˆ+ 1, . . . ,min(m, n),
because the polynomials fˆ (y) and gˆ(y) possess common divisors of degrees 1, . . . , dˆ, since the degree of their GCD is dˆ, but
they do not possess a common divisor of degree k > dˆ. It therefore follows from (18) that
rank Sk(fˆ , gˆ) < m+ n− 2k+ 2, k = 1, . . . , dˆ,
rank Sk(fˆ , gˆ) = m+ n− 2k+ 2, k = dˆ+ 1, . . . ,min (m, n),
and thus the use of subresultant matrices for calculating dˆ reduces to a rank estimation problem. The matrix Sk(fˆ , gˆ) is the
kth subresultant matrix of the Sylvester resultant matrix S(fˆ , gˆ), where S1(fˆ , gˆ) = S(fˆ , gˆ).
Since fˆ (y) and gˆ(y) have common divisors of degrees k = 1, . . . , dˆ, it follows from (15) that dk,0 ≠ 0, and thus uk,0 ≠ 0
and vk,0 ≠ 0. Eq. (18) can therefore be transformed, for k = 1, . . . , dˆ, to a linear algebraic equation by setting vk,0 = −1,
that is, the coefficient of yn−k in vk(y) is set equal to−1. It follows that (18) becomes
Akxk = ck, k = 1, . . . , dˆ, (19)
where ck = ck(fˆ ) ∈ Rm+n−k+1 is the first column of Sk(fˆ , gˆ), Ak = Ak(fˆ , gˆ) ∈ R(m+n−k+1)×(m+n−2k+1) is formed from the
remainingm+ n− 2k+ 1 columns of Sk(fˆ , gˆ),
Sk(fˆ , gˆ) =

ck Ak

,
and
xk =

vk,1 · · · vk,n−k −uk,0 · · · −uk,m−kT ∈ Rm+n−2k+1, vk,0 = −1.
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Example 3.1, which is reproduced from [25,26], is used by the authors of these papers to claim that the first column of
S(fˆ , gˆ) should always be moved to the right hand side, thereby forming (19) for k = 1. This result is then extended to all
k = 1, . . . ,min(m, n), for the calculation of a structured low rank approximation of S(f , g), where f (y) and g(y) are inexact
forms of fˆ (y) and gˆ(y), respectively.
Example 3.1. Consider the polynomials
fˆ (y) = y2 + y = y(y+ 1),
gˆ(y) = y2 + 4y+ 3 = (y+ 1)(y+ 3),
for which (18) becomes, for k = 1,
S(fˆ , gˆ)

v1
−u1

=
1 0 1 01 1 4 10 1 3 4
0 0 0 3

 v1,0v1,1−u1,0
−u1,1
 =
1 0 1 01 1 4 10 1 3 4
0 0 0 3

 13−1
0
 = 0. (20)
It follows that (19) is equal to0 1 01 4 11 3 4
0 0 3
 x1 =
110
0
 , x1 =  v1,1−u1,0−u1,1

=
−3
1
0

,
and thus v1(y) = −(y+ 3) because v1,0 = −1, and u1(y) = −y.
This situation in which the first column is moved to the right hand side is compared in [25,26] with the situation that
occurs when the last column of S(fˆ , gˆ) is moved to the right hand side, which yields1 0 11 1 40 1 3
0 0 0
 z =
014
3
 , z =  v1,0v1,1
−u1,0

.
The rank of the coefficient matrix is equal to 2, and the equation does not possess a solution, that is, the coefficients of the
coprime polynomials cannot be computed bymoving the last column of S(fˆ , gˆ) to the right hand side. The authors of [25,26]
conclude from this example that the first column of a Sylvester matrix should always be moved to the right hand side in
order to compute a structured low rank approximation of the matrix.
The problem is, however, more involved than stated in [25,26] because if the Sylvester matrix S(gˆ, fˆ ) is considered, then
(20) becomes
S(gˆ, fˆ )
−u1
v1

=
1 0 1 04 1 1 13 4 0 1
0 3 0 0

−u1,0−u1,1v1,0
v1,1
 =
1 0 1 04 1 1 13 4 0 1
0 3 0 0

−101
3
 = 0, (21)
and the coprime polynomials u1(y) = y and v1(y) = y+ 3 lie in the null space of S(gˆ, fˆ ). Furthermore, it follows from (21)
that the equations formed by moving the first and last columns of S(gˆ, fˆ ) to the right hand side, which require u1,0 = 1 and
v1,1 = −1 respectively,0 1 01 1 14 0 1
3 0 0
 z1 =
143
0
 and
1 0 14 1 13 4 0
0 3 0
 z2 =
011
0
 ,
have unique solutions,
z1 =
−u1,1
v1,0
v1,1

=
0
1
3

and z2 =
−u1,0
−u1,1
v1,0

=

1
3
0
−1
3
 ,
which yield, respectively, the pairs of polynomials,
u1(y) = y
v1(y) = y+ 3, and
u1(y) = − y3
v1(y) = − y3 − 1.
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Table 1
The solutions and residuals of the equations formed when the columns
of S(fˆ , gˆ) are moved to the right hand side, for Example 3.1.
Column index yT Residual
1
−3 1 0 1.977× 10−15
2

− 1
3
1
3
0

4.013× 10−16
3

1 3 0

9.305× 10−16
4
−1.7273 0.8182 0.7273 3.464
These results obtained with S(gˆ, fˆ ) are inconsistent with the results obtained with S(fˆ , gˆ), which is unsatisfactory. In
particular, it follows from (20) that the coefficients of the coprime polynomials can be computed bymoving the first column
of S(fˆ , gˆ) to the right hand side, but the last column of S(fˆ , gˆ) cannot be moved to the right hand side. By contrast, the
coefficients of the coprime polynomials can be obtained from S(gˆ, fˆ ) by moving its first and last columns to the right hand
side. The difference in these results arises because u1,1 = 0, and thus it follows from (20) that the last column of S(fˆ , gˆ)
cannot be moved to the right hand side. By contrast, v1,1 ≠ 0, and thus it follows from (21) that the last column of S(gˆ, fˆ )
can be moved to the right hand side.
Table 1 shows the solutions, and their residuals, of the equations formed when each of the four columns of S(fˆ , gˆ) is
moved to the right hand side, where the residual of the equation Ax = b is ∥Ay− b∥ , y = AĎb and ∥·∥ = ∥·∥2. The table
shows that the residuals of the solutions when the first, second and third columns of S(fˆ , gˆ) are moved to the right hand
side are of the order of machine precision. When, however, the fourth column of S(fˆ , gˆ) is moved to the right hand side, the
residual of the solution ismany orders ofmagnitude larger, because, as discussed above, u1,0, v1,0, v1,1 ≠ 0 and u1,1 = 0. 
Eq. (19) shows that the first column of S(fˆ , gˆ) can always be moved to the right hand side when exact polynomials
are considered and all computations are performed symbolically, and this is demonstrated in Example 3.1. The authors of
[25,26] extend the conclusion of this example to computations with inexact polynomials in a floating point environment
for all subresultant matrices for the computation of an AGCD of the inexact polynomials f (y) and g(y), and a structured low
rank approximation of S(f , g). This extension is not correct because the inexact nature of f (y) and g(y) implies that, with
high probability, they are coprime and thus Sk(f , g) has full rank for k = 1, . . . ,min(m, n). There does not, therefore, exist
a column of Sk(f , g) that lies in the space spanned by its other columns, from which it follows that (19) does not possess a
solution when inexact data is considered. More generally, the non-singular property of Sk(f , g) implies that this statement
is also correct when ck is an arbitrary column of Sk(f , g). Furthermore, it will be shown in Example 4.1 that even if exact
polynomials fˆ (y) and gˆ(y) are considered, roundoff error is sufficient to cause the pth column of Sk(fˆ , gˆ), p ≠ 1, to be the
optimal column to move to the right hand side because measures of the distance and angle between the spaces spanned by
this column and the other columns of Sk(fˆ , gˆ) assume theirminimumvalues for p ≠ 1. The next section considers, therefore,
the modifications to (19) that are required when computations are performed in a floating point environment and/or the
coefficients of the polynomials are inexact.
4. The optimal column of the Sylvester matrix
The discussion in Section 3 shows that (19) must be modified when the coefficients of the polynomials are inexact. In
particular, the first column ck of Sk(f¯ , α0g¯), where f¯ (w) and g¯(w) are defined in (13) and (14), andα0 is the solution of (12), is
replaced by the ith column ck,i, i = 1, . . . ,m+n−2k+2, of Sk(f¯ , α0g¯). Eq. (19) is therefore replaced by the approximations
Ak,ixk,i ≈ ck,i, k = 1, . . . ,min(m, n); i = 1, . . . ,m+ n− 2k+ 2, (22)
where Ak,i is the matrix formed from the columns of Sk(f¯ , α0g¯) after the deletion of the column ck,i,
Ak,i =

ck,1 ck,2 · · · ck,i−1 ck,i+1 · · · ck,m+n−2k+1 ck,m+n−2k+2 ,
and
ck,i = ck,i(f¯ ) if 1 ≤ i ≤ n− k+ 1,
ck,i = ck,i(α0g¯) if n− k+ 2 ≤ i ≤ m+ n− 2k+ 2,
because the coefficients of f¯ (w) occupy the first (n−k+1) columns, and the coefficients ofα0g¯(w) occupy the last (m−k+1)
columns, of Sk(f¯ , α0g¯).
The indices k and i must be computed such that the error in the approximations (22) is minimised. In particular,
Example 3.1 shows that the selection of the optimal column of Sk(f¯ , α0g¯) to move to the right hand side must consider
all its columns, such that a criterion that defines the optimal column yields the same result for Sk(f¯ , α0g¯) and Sk(α0g¯, f¯ ). It
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is shown in [27] that two criteria that satisfy this requirement can be used to calculate the degree k = d of an AGCD of f¯ (w)
and g¯(w), and the index i = q of the optimal column of Sd(f¯ , α0g¯) to move to the right hand side.
The twomethods discussed in [27] are reviewed briefly, and it will be seen that they differ in the criterion that defines the
errors in the approximate solutions of (22). The first criterion uses the smallest angle, for each pair of values (k, i), between
the vector ck,i and the space spanned by the columns of Ak,i. In particular, this angle is zero if ck,i lies in the space spanned
by the columns of Ak,i, and thus the optimal values of k and i are those values for which this angle assumes its minimum
value. The second criterion defines the optimal values of k and i as those values for which the residuals of the approximate
solutions of (22) assume their minimum value. It follows that the first criterion is an angular error measure, and the second
criterion is a distance error measure.
Consider initially the angular error measure, which uses the first principal angle φk,i between the spaces Lk,i and Hk,i,
where k = 1, . . . ,min(m, n), and i = 1, . . . ,m+ n− 2k+ 2, [32],
Lk,i = span

ck,i

,
Hk,i = span

ck,1 · · · ck,i−1 ck,i+1 · · · ck,m+n−2k+2 .
The first principal angle φk,i is calculated for each value of k and i,
φk,i = min ̸

Lk,i,Hk,i

, (23)
fromwhich it follows that φk,i = 0 if ck,i lies in the spaceHk,i. The value φk, k = 1, . . . ,min(m, n), is the minimum value of
the first principal angle associated with the kth subresultant matrix,
φk = min

φk,i, i = 1, . . . ,m+ n− 2k+ 2

, k = 1, . . . ,min(m, n), (24)
and the degree dφ of an AGCD using the first principal angle is [27],
dφ =

k : φk+1
φk
→ max, k = 1, . . . ,min(m, n)− 1

. (25)
The index i = qφ of the optimal column of Sdφ (f¯ , α0g¯) to move to the right hand side can be computed from (24) using the
value k = dφ .
The method based on the residuals of the approximate solutions of (22) requires the least squares solutions zk,i and
residual vectors rk,i,
zk,i = AĎk,ick,i, rk,i = ck,i − Ak,izk,i, AĎk,i =

ATk,iAk,i
−1
ATk,i, (26)
for k = 1, . . . ,min(m, n), and i = 1, . . . ,m+ n− 2k+ 2. The minimum value of rk,i is calculated for each subresultant
matrix,
rk = min
rk,i , i = 1, . . . ,m+ n− 2k+ 2 , k = 1, . . . ,min(m, n), (27)
and the degree of an AGCD, using the residuals of the approximate solutions of (22), is [27],
dr =

k : rk+1
rk
→ max, k = 1, . . . ,min(m, n)− 1

. (28)
The substitution k = dr in (27) allows the index i = qr of the optimal column of Sdr (f¯ , α0g¯) to move to the right hand side
to be computed.
Examples of (25) and (28) for the computation of the degree of an AGCD of two inexact polynomials are in [27]. It is shown
in this reference that both criteria yield the same value of the degree of an AGCD of f¯ (w) and g¯(w), that is, dφ = dr , but the
indices qφ and qr of the optimal column may differ between the criteria. Numerous computational experiments showed,
however, that this difference is not important because the structured low rank approximations of S(f¯ , α0g¯) computed using
the two criteria are of high quality, such that both of them can be used for subsequent computations.
Example 4.1. The polynomials
fˆ (y) = (y− 1.06872654474× 10−4)(y− 7.2861076744× 10−5)5(y− 1.11413516814× 10−4)3
× (y− 1.17393017706× 10−4)5(y− 7.8542595866× 10−5)3,
and
gˆ(y) = (y− 1.06872654474× 10−4)(y− 7.2861076744× 10−5)5(y+ 8.301904984458552)4
× (y+ 5.710422648978555)(y+ 5.024022049232057)4(y+ 5.466937250771837)3,
whose GCD is of degree 6, were preprocessed using the operations discussed in Section 2, thereby yielding the polynomials
f¯ (w) and g¯(w), which are defined in (13) and (14) respectively. The subresultant matrix S6(f¯ , α0g¯) was constructed, and
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Fig. 1. The variation of the logarithm of the first principal angle and residual with the columns of S6(f¯ , α0g¯) in the absence of noise, for Example 4.1.
Fig. 2. The variation of the logarithm of the first principal angle and residual with the columns of S6(f¯ , α0g¯), for ε = 106 , for Example 4.1.
the first principal angle φ6,i and residual
r6,i, where φk,i and rk,i are defined in (23) and (26) respectively, were calculated
for i = 1, . . . , 25. Fig. 1 shows that roundoff error is sufficient to cause the first column of S6(f¯ , α0g¯) not to be the optimal
column to move to the right hand side. In particular, the minima of these graphs show that the first principal angle yields
the optimal column index qφ = 14, and the residual yields the optimal column index qr = 13. Furthermore, the graphs
show that the improvement obtained by using the optimal column of S6(f¯ , α0g¯), rather than the first column of S6(f¯ , α0g¯),
is about 15 orders of magnitude for both methods of calculating the index of the optimal column.
Fig. 2 is the same as Fig. 1, but noise with componentwise signal-to-noise ratio ε = 106 was added to fˆ (y) and gˆ(y). The
graphs show that the indices of the optimal columns remain qφ = 14 and qr = 13 for the first principal angle and residual
respectively. Furthermore, comparison of Figs. 1 and 2 shows that the introduction of noise has a negligible effect on the
residual, but a significant effect on the first principal angle. 
Examples 3.1 and 4.1 show that significant errors occur if the first column of Sd(f¯ , α0g¯), d = deg AGCD (f¯ , g¯), is
necessarily used for the computation of a structured low rank approximation of S(f¯ , α0g¯). The next section considers briefly
the method of SNTLN for the computation of a structured low rank approximation of S(f¯ , α0g¯), assuming the preprocessing
operations discussed in Section 2 have been implemented, and the values (d = dφ, q = qφ) and (d = dr , q = qr) have been
computed.
5. The method of SNTLN
This section considers the method of SNTLN for the computation of a structured low rank approximation of S(f¯ , α0g¯).
This method requires the iterative solution of a non-linear equation, and the constants α0 and θ0 are the initial values of α
262 J.R. Winkler, M. Hasan / Journal of Computational and Applied Mathematics 237 (2013) 253–268
and θ in this scheme. This refinement of the values of α0 and θ0 is used because computational experiments have shown
that significantly improved results are obtained with respect to the results obtained with the constant values α0 and θ0 [24].
The polynomials (13) and (14) are therefore written as
f˘ (w) ≈
m
i=0

a˘iθm−i

wm−i and g˘(w) ≈
n
i=0

b˘iθn−i

wn−i, (29)
where θ ≈ θ0, that is, the initial estimate θ0 of the optimal value of θ is near the value computed by the iterative scheme
for the solution of the non-linear equation, and
a˘i = a˜i
m
j=0
a˜jθm−j0 
 1
m+1
and b˘i = b˜i
n
j=0
b˜jθn−j0 
 1
n+1
. (30)
The constant θ0 is retained in the denominators of these expressions for a˘i and b˘i because it simplifies the update procedure
for θ between successive iterations.
It follows from (29) that the Sylvester matrix S(f˘ , αg˘) is
a˘0θm
a˘1θm−1 a˘0θm
... a˘1θm−1
. . .
a˘m−1θ
...
. . . a˘0θm
a˘m a˘m−1θ
. . . a˘1θm−1
a˘m
. . .
...
. . . a˘m−1θ
a˘m

αb˘0θn
αb˘1θn−1 αb˘0θn
... αb˘1θn−1
. . .
αb˘n−1θ
...
. . . αb˘0θn
αb˘n αb˘n−1θ
. . . αb˘1θn−1
αb˘n
. . .
...
. . . αb˘n−1θ
αb˘n

,
and, as noted above, the values (d = dφ, q = qφ) and (d = dr , q = qr) are known. The column cd,q is therefore defined, and
it follows from (22) that this column of Sd(f˘ , αg˘) is moved to the right hand side.
The removal of the qth column of Sd(f˘ , αg˘) results in the matrix Sd(f˘ , αg˘)Mq, where Mq ∈ R(m+n−2d+2)×(m+n−2d+1) is
equal to the identity matrix after the removal of the qth column,
Mq =

e1 e2 · · · eq−1 eq+1 · · · em+n−2d+1 em+n−2d+2 ,
and ei ∈ Rm+n−2d+2 is the ith unit basis vector. Similarly, the qth column of Sd(f˘ , αg˘) is equal to Sd(f˘ , αg˘)eq, and thus (22)
is replaced by
Sd(f˘ , αg˘)Mq

x ≈ Sd(f˘ , αg˘)eq, x ∈ Rm+n−2d+1. (31)
Structured perturbations are applied to this approximation in order to make it an equation that has an exact solution. In
particular, the perturbations of the coefficients of f˘ (w) and αg˘(w) are, respectively,
ziθm−i, i = 0, . . . ,m, and αzm+1+iθn−i, i = 0, . . . , n,
and thus the dth subresultant matrix Bd(α, θ, z) ∈ R(m+n−d+1)×(m+n−2d+2) of these structured perturbations is
z0θm
z1θm−1 z0θm
... z1θm−1
. . .
zm−1θ
...
. . . z0θm
zm zm−1θ
. . . z1θm−1
zm
. . .
...
. . . zm−1θ
zm

αzm+1θn
αzm+2θn−1 αzm+1θn
... αzm+2θn−1
. . .
αzm+nθ
...
. . . αzm+1θn
αzm+n+1 αzm+nθ
. . . αzm+2θn−1
αzm+n+1
. . .
...
. . . αzm+nθ
αzm+n+1

,
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where
z = z0 · · · zm zm+1 · · · zm+n+1 ∈ Rm+n+2.
The application of the method of SNTLN to the computation of a structured low rank approximation of S(f˘ , αg˘) requires
that the qth column of Bd be moved to the right hand side, and thus the approximation (31) becomes
((Sd(α, θ)+ Bd(α, θ, z))Mq)x = cd(α, θ)+ hd(α, θ, z), (32)
where the arguments of Sd have been changed to α and θ to emphasise that these quantities (and the vectors x and z) are to
be computed by the method of SNTLN, and cd and hd are the qth columns of Sd(α, θ) and Bd(α, θ, z) respectively,
cd(α, θ) = Sd(α, θ)eq and hd(α, θ, z) = Bd(α, θ, z)eq.
It is noted that cd and hd may or may not be functions of α, depending on the column q:
cd = cd(θ) if 1 ≤ q ≤ n− d+ 1
cd = cd(α, θ) if n− d+ 2 ≤ q ≤ m+ n− 2d+ 2
hd = hd(θ, z) if 1 ≤ q ≤ n− d+ 1
hd = hd(α, θ, z) if n− d+ 2 ≤ q ≤ m+ n− 2d+ 2.
Eq. (32) is a non-linear equation for α, θ, x and z that is solved by the Newton–Raphson method. The residual associated
with an approximate solution of this equation is
r(α, θ, x, z) = cd(α, θ)+ hd(α, θ, z)− ((Sd(α, θ)+ Bd(α, θ, z))Mq)x,
and it is shown in [24] that the computation of the vectors x and z, and scalars α and θ , of minimum magnitude such that
r(α, θ, x, z) = 0, yields a least squares minimisation subject to an equality constraint, that is, the LSE problem,
min
y
∥Ey− p∥ subject to Cy = q, (33)
where C ∈ R(m+n−d+1)×(2m+2n−2d+5), E = I2m+2n−2d+5, p ∈ R2m+2n−2d+5,
y =
zxα
θ
 ∈ R2m+2n−2d+5 and q = r ∈ Rm+n−d+1.
The LSE problem (33) can be solved by the QR decomposition [33].
6. Examples
This section contains two examples that show the improvement in the results when the optimal column of Sd(f¯ , α0g¯),
rather than its first column, is used. Four pairs of polynomials are considered, and it is therefore appropriate to review them:
• fˆ (y) and gˆ(y) are the theoretically exact polynomials.
• f (y) and g(y), which are defined in (7) and (8), are calculated from fˆ (y) and gˆ(y) by adding noise and normalising these
inexact polynomials by the geometric means of their coefficients.
• f¯ (w) and g¯(w) are defined in (13) and (14) respectively.
• f˜ (w) and g˜(w) are the polynomials computed by the method of SNTLN. It follows that S(f˜ , α∗g˜) is a structured low rank
approximation of the Sylvester matrix of f¯ (w) and g¯(w), where α∗ is the value of α when the iterative procedure for the
solution of the LSE problem (33) has terminated. Similarly, if θ∗ and z˘i, i = 0, . . . ,m+ n+ 1, are the values of θ and the
components of z, respectively, at the termination of the iterative procedure, it follows that
f˜ = f˜ (w) =
m
i=0

a˘i + z˘i

θm−i∗

wm−i, (34)
and
g˜ = g˜(w) =
n
i=0

b˘i + z˘m+1+i

θn−i∗

wn−i, (35)
where a˘i and b˘i are defined in (30). Normalisation is not applied to f˜ (w) and g˜(w).
The given polynomials are f (y) and g(y), and thus the independent variable is y, but the structured low rank approximation
S(f˜ , α∗g˜), where f˜ = f˜ (w) and g˜ = g˜(w) are defined in (34) and (35) respectively, is computed. Eq. (9) can be used to
transform the corrected polynomials f˜ (w) and g˜(w) from the independent variable w to their forms in the independent
variable y, using the value θ = θ0 that is the solution of (12).
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a b
Fig. 3. The magnitudes of the coefficients of (a) f (y)•, and f¯ (w)N, and (b) g(y)•, and g¯(w)N, on a logarithmic scale, against the index i of the coefficients,
for Example 6.1.
Example 6.1. Consider the polynomials
fˆ (y) = (y− 9.5024529297× 10−5)5(y− 1.18099711426× 10−4)3(y− 4.3351580563× 10−3)3
× (y− 2.9622676121× 10−2)3(y− 5.8458219922× 10−5)2(y− 8.7025586887× 10−3)5,
and
gˆ(y) = (y− 9.5024529297× 10−5)2(y− 1.18099711426× 10−4)3(y+ 0.787036135875695)
× (y+ 4.247049779165399)5(y+ 8.307467228472373)3(y+ 6.938626051138148)5,
whose GCD is of degree 5. Noise with componentwise signal-to-noise ratio 108 was added to the polynomials, the
preprocessing operations described in Section 2 were implemented, thereby yielding the polynomials f¯ (w) and g¯(w), and
the Sylvester matrix S(f¯ , α0g¯), which is of order 40× 40, was constructed.
Fig. 3 shows the magnitudes of the coefficients of f (y) and g(y), and the magnitudes of the coefficients of f¯ (w) and g¯(w).
In particular, Fig. 3(a) shows that
γ (f ) = maximummagnitude of coefficients of f (y)
minimummagnitude of coefficients of f (y)
≈ 1065,
and that the preprocessing operations cause a reduction in this ratio to γ (f¯ ) ≈ 1030. Fig. 3(b) shows that γ (g) ≈ 1020 and
γ (g¯) ≈ 1030 > γ (g), and thus the preprocessing operations have caused an increase in γ (g). However, the ratio
max {max {mag. of coeffs. of f (y)} ,max {mag. of coeffs. of g(y)}}
min {min {mag. of coeffs. of f (y)} ,min {mag. of coeffs. of g(y)}} ,
where mag. denotes magnitude, decreases from about 1065 before the preprocessing operations to about 1035 after the
preprocessing operations.
Fig. 4 shows the variation of logφk and log rk, where φk and rk are defined in (24) and (27) respectively, with k. The
maximum gradient, which is clearly defined, occurs at k = 5 in each graph, and thus deg AGCD (f¯ , g¯) = 5, which is correct
because deg GCD (fˆ , gˆ) = 5. Fig. 5 shows the variation of the first principal angle φ5,i and residual
r5,i with the columns
of S5(f¯ , α0g¯), and it is seen that their minimum values occur at i = qφ = 20 and i = qr = 19, respectively. The first
principal angle and residual are large at i = 1 (the first column of S5(f¯ , α0g¯)) with respect to their minimum values, that is,
the error in the least squares solution of (22) for (k = 5, i = 1) is much larger than the error for (k = 5, i = qφ = 20) and
(k = 5, i = qr = 19).
Fig. 6 shows the normalised singular values of S(f˜ , α∗g˜), the structured low rank approximation of S(f¯ , α0g¯), where
f˜ = f˜ (w) and g˜ = g˜(w) are defined in (34) and (35) respectively, and the optimal column is defined by (27), that is,
the residuals of the approximate solutions of (22). The rank of this low rank approximation is equal to 35, which is correct
because deg GCD (fˆ , gˆ) = 5, and furthermore, it is clearly defined. Fig. 6 also shows the normalised singular values of the low
rank approximation computed using the first column i = 1 of S5(f¯ , α0g¯), and it is seen that the rank of this approximation
is equal to 21, which is incorrect.
The improvement in the results obtained with the optimal column, i = qr = 19, with respect to the results obtained
with the first column, i = 1, of S5(f¯ , α0g¯) can also be seen by considering Table 2, which shows details of the algorithm for
the solution of the LSE problem (33). The table shows that this problem required only one iteration for convergence, which
is defined by a relative change of 10−13 or less between successive iterations in the algorithm, when the optimal column
was used. By contrast, convergence was not achieved after 100 iterations when the first columnwas used. Furthermore, the
normalised residual of the equality constraint Cy = q in the LSE problem (33) is approximately equal to 1019 when the first
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Fig. 4. The variation of logφk and log rk with k, for Example 6.1.
Fig. 5. The variation of the logarithm of the first principal angle and residual with the columns of S5(f¯ , α0g¯), for Example 6.1.
Fig. 6. The normalised singular values of the corrected Sylvester matrix S(f˜ , α∗g˜) using the first column, •, and optimal column, N, for Example 6.1.
column was used, but it is approximately equal to 10−15 when the optimal column was used. Also, the objective function
∥Ey− p∥ is many orders of magnitude smaller when the optimal column was used than when the first column was used.
The results obtained when (24) and (25), that is, the first principal angle, were used are very similar to the results shown,
which were obtained when the residuals of the approximate solutions of (22) were used, as stated above. In particular, the
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Table 2
Details of the algorithm for the solution of the LSE problem for Example 6.1.
Column index No. iterations log ∥Ey− p∥ log ∥Cy−q∥∥q∥
1 100 20.2488 18.9663
19 (optimal) 1 −9.7534 −15.0626
a b
Fig. 7. The magnitudes of the coefficients of (a) f (y)•, and f¯ (w)N, and (b) g(y)•, and g¯(w)N, on a logarithmic scale, against the index i of the coefficients,
for Example 6.2.
structured low rank approximations computed using the first principal angle and residual are very similar, such that both
approximations can be used for subsequent computations, and convergence of the algorithm for the solution of the LSE
problem was achieved in one iteration when the optimal column i = qφ = 20 was used. 
Example 6.2. Noise with componentwise signal-to-noise ratio 108 was added to the polynomials
fˆ (y) = (y− 8.4630195735× 10−5)6(y− 7.2120295267× 10−5)5(y− 5.7231266078× 10−5)5
× (y− 1.13713466634× 10−4)4(y− 1.02953282453× 10−4)4(y− 1.04908547995× 10−4)2,
and
gˆ(y) = (y− 8.4630195735× 10−5)5(y− 7.2120295267× 10−5)3(y− 5.134984201310244)4
× (y+ 1.659050925144660)5(y− 9.435719859785881)4(y− 9.759494024616640)3.
The Sylvester matrix S(fˆ , gˆ) is of order 50× 50 and rank S(fˆ , gˆ) = 42 because deg GCD (fˆ , gˆ) = 8. The procedure described
in Example 6.1 was repeated, except that the indices i = qφ and k = dφ , rather than i = qr and k = dr , were used.
Fig. 7 shows that the preprocessing operations have a significant effect in reducing the variation of themagnitudes of the
coefficients of f (y) and g(y). In particular, the variation of the magnitudes of the coefficients of f (y) and g(y) is about 10110,
and the variation of the magnitudes of the coefficients of f¯ (w) and g¯(w) is about 1050.
Fig. 8 shows the variation of logφk and log rk with k, and it is seen that the maximum gradient in each graph occurs
at k = 8, from which it follows that deg AGCD (f¯ , g¯) = 8, which is correct because deg GCD (fˆ , gˆ) = 8. Fig. 9 shows the
variation of the first principal angle φ8,i and residual
r8,iwith the columns of S8(f¯ , α0g¯), and it is seen that their minimum
values occur at i = qφ = 17 and i = qr = 18, respectively. These minimum values are much smaller than their values for
the first column, i = 1, and thus the error in the approximations (22) for (k = 8, i = 1) is large.
Fig. 10 shows the normalised singular values of S(f˜ , α∗g˜), the structured low rank approximation of S(f¯ , α0g¯), using the
first column, and the optimal column i = qφ = 17. The rank of the structured low rank approximation obtained with the
first column of S8(f¯ , α0g¯) is clearly defined and equal to 26, which is incorrect. By contrast, the rank of the structured low
rank approximation computed with the optimal column is equal to 42, which is correct because deg GCD (fˆ , gˆ) = 8.
The graphs in Fig. 10 are confirmed by Table 3, which contains details of the algorithm for the solution of the LSE problem
(33). Specifically, the table shows that only one iteration was required for convergence of the algorithm when the optimal
column was used, but convergence was not achieved after 100 iterations when the first column was used. Furthermore,
the normalised residual of the equality constraint Cy = q for the optimal column and the first column were O(10−15) and
O(108), respectively. Similarly, the objective function ∥Ey− p∥ was several orders of magnitude smaller when the optimal
column was used than when the first column was used. 
The results in these two examples are typical of the results obtained with many other examples. In particular, the results
obtained with the optimal column of Sd(f¯ , α0g¯), d = dφ or d = dr , were significantly better than the results obtained with
the first column, assuming this is not the optimal column, of Sd(f¯ , α0g¯) because the algorithm for the solution of the LSE
problem always converged in the former situation. When, however, the first column was used and this was not the optimal
column, convergence was rarely obtained.
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Fig. 8. The variation of logφk and log rk with k, for Example 6.2.
Fig. 9. The variation of the logarithm of the first principal angle and residual with the columns of S8(f¯ , α0g¯), for Example 6.2.
Fig. 10. The normalised singular values of the corrected Sylvester matrix S(f˜ , α∗g˜) using the first column, •, and optimal column, N, for Example 6.2.
Table 3
Details of the algorithm for the solution of the LSE problem for Example 6.2.
Column index No. iterations log ∥Ey− p∥ log ∥Cy−q∥∥q∥
1 100 8.0594 8.3710
17 (optimal) 1 −9.2680 −15.1417
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7. Summary
This paper has considered an improved version of a non-linear structure preservingmatrixmethod for the computation of
a structured low rank approximation of the Sylvester resultant matrix. This improvement requires the determination of the
optimal column of Sd(f¯ , α0g¯), d = dφ or d = dr , such that an approximate homogeneous equation, that is, a homogeneous
equation whose coefficient matrix is nearly singular, is transformed to an approximate linear algebraic equation. It was
shown that the use of the optimal column, rather than the insistence on the first column, of Sd(f¯ , α0g¯) yielded very good
results because the rank loss of the low rank approximationwas always clearly defined and rapid convergence of the iterative
algorithm for the solution of the LSE problem was obtained.
References
[1] O. Faugeras, Three-Dimensional Computer Vision: A Geometric Viewpoint, The MIT Press, Cambridge, MA, 1993.
[2] S. Petitjean, Algebraic geometry and computer vision: polynomial systems, real and complex roots, Journal of Mathematical Imaging and Vision 10
(1999) 191–220.
[3] J.T. Kajiya, Ray tracing parametric patches, Computer Graphics 16 (1982) 245–254.
[4] T. Sederberg, G. Chang, Best linear common divisors for approximate degree reduction, Computer Aided Design 25 (1993) 163–168.
[5] P. Stoica, T. Söderström, Common factor detection and estimation, Automatica 33 (5) (1997) 985–989.
[6] V. Hribernig, H.J. Stetter, Detection and validation of clusters of polynomial zeros, Journal of Symbolic Computation 24 (1997) 667–681.
[7] H. Stetter, Analysis of zero clusters in multivariate polynomial systems, in: Proc. ACM. Int. Symp. Symbolic and Algebraic Computation, 1996,
pp. 1333–1335.
[8] M.T. Noda, T. Sasaki, Approximate GCD and its application to ill-conditioned linear algebraic equations, Journal of Computational and Applied
Mathematics 38 (1991) 335–351.
[9] A. Schönhage, Quasi-GCD computations, Journal of Complexity 1 (1985) 118–137.
[10] N. Karmarkar, Y.N. Lakshman, Approximate polynomial greatest common divisor and nearest singular polynomials, in: Proc. Int. Symp. Symbolic and
Algebraic Computation, ACM Press, New York, 1996, pp. 35–39.
[11] R.M. Corless, P.M. Gianni, B.M. Trager, S.M.Watt, The singular value decomposition for polynomial systems, in: Proc. Int. Symp. Symbolic and Algebraic
Computation, ACM Press, New York, 1995, pp. 195–207.
[12] R.M. Corless, S.M. Watt, L. Zhi, QR factoring to compute the GCD of univariate approximate polynomials, IEEE Transactions on Signal Processing 52
(12) (2004) 3394–3402.
[13] C.J. Zarowski, X. Ma, F.W. Fairman, QR-factorizationmethod for computing the greatest common divisor of polynomials with inexact coefficients, IEEE
Transactions on Signal Processing 48 (11) (2000) 3042–3051.
[14] J. Ben Rosen, H. Park, J. Glick, Total least norm formulation and solution for structured problems, SIAM Journal on Matrix Analysis and Applications
17 (1) (1996) 110–128.
[15] E. Kaltofen, Z. Yang, L. Zhi, Structured low rank approximation of a Sylvester matrix, 2005. Preprint.
[16] B. Li, Z. Yang, L. Zhi, Fast low rank approximation of a Sylvester matrix by structured total least norm, Journal of Japan Society for Symbolic and
Algebraic Computation 11 (2005) 165–174.
[17] J.R. Winkler, J.D. Allan, Structured low rank approximations of the Sylvester resultant matrix for approximate GCDs of Bernstein polynomials,
Electronic Transactions on Numerical Analysis 31 (2008) 141–155.
[18] J.R. Winkler, J.D. Allan, Structured total least norm and approximate GCDs of inexact polynomials, Journal of Computational and AppliedMathematics
215 (2008) 1–13.
[19] D.A. Bini, P. Boito, Structured matrix-based methods for ϵ-GCD: analysis and comparisons, in: Proc. Int. Symp. Symbolic and Algebraic Computation,
ACM Press, New York, 2007, pp. 9–16.
[20] I. Markovsky, Structured low-rank approximation and its applications, Automatica 44 (2008) 891–909.
[21] D. Christou, N. Karcanias, M. Mitrouli, The ERES method for computing the approximate GCD of several polynomials, Applied Numerical Mathematics
227 (2009) 126–135.
[22] D. Triantafyllou, M. Mitrouli, On rank and null space computation of the generalized Sylvester matrix, Numerical Algorithms 54 (2010) 297–324.
[23] J. Ben Rosen, H. Park, J. Glick, Structured total least norm for nonlinear problems, SIAM Journal on Matrix Analysis and Applications 20 (1) (1998)
14–30.
[24] J.R. Winkler, M. Hasan, A non-linear structure preserving matrix method for the low rank approximation of the Sylvester resultant matrix, Journal of
Computational and Applied Mathematics 234 (2010) 3226–3242.
[25] E. Kaltofen, Z. Yang, L. Zhi, Structured low rank approximation of a Sylvester matrix, in: D. Wang, L. Zhi (Eds.), Trends in Mathematics, Birkhäuser
Verlag, Basel, Switzerland, 2006, pp. 69–83.
[26] L. Zhi, Z. Yang, Computing approximate GCD of univariate polynomials by structured total least norm, Technical Report, Institute of Systems Science,
AMSS, Academia Sinica, Beijing, China, 2004.
[27] J.R.Winkler, M. Hasan, X.Y. Lao, Twomethods for the calculation of the degree of an approximate greatest common divisor of two inexact polynomials,
Calcolo (2012) (in press).
[28] J.R. Winkler, X.Y. Lao, The calculation of the degree of an approximate greatest common divisor of two polynomials, Journal of Computational and
Applied Mathematics 235 (2011) 1587–1603.
[29] G. Jónsson, S. Vavasis, Solving polynomials with small leading coefficients, SIAM Journal on Matrix Analysis and Applications 26 (2005) 400–414.
[30] D.K. Dunaway, A composite algorithm for finding zeros of real polynomials, Ph.D. Thesis, Southern Methodist University, Texas, 1972.
[31] S. Ghaderpanah, S. Klasa, Polynomial scaling, SIAM Journal on Numerical Analysis 27 (1) (1990) 117–135.
[32] D.S. Watkins, Fundamentals of Matrix Computations, John Wiley and Sons, New York, USA, 1991.
[33] G.H. Golub, C.F. Van Loan, Matrix Computations, John Hopkins University Press, Baltimore, USA, 1996.
