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ABSTRACT
Power systems are changing and the trend toward renewable generation, lightweight gas tur-
bines, and electronic load has resulted in systems with lower inertia and reduced governor
response. The expected continuation of this decline motivates research on economical meth-
ods to ensure primary frequency response (PFR) adequacy and prevent frequency-related
emergency actions. This dissertation describes both demand-side and generation-side meth-
ods for PFR improvement. Specifically, the commitment of autonomous interruptible load,
the adjustment of governor gain settings, and the curtailment of resources are described.
For these methods, the choice of the PFR resources is centrally coordinated, but the re-
source control actions are autonomous and based on local frequency measurements. Costs
are attributed to the resources/control-decisions and minimum-cost optimization problems
are formulated with nonlinear PFR constraints that require the time-domain simulation of a
differential and algebraic equation (DAE) model of the system. Tractable iterative solution
approaches, in which rapidly solvable linear approximations of the nonlinear problems are
formulated, are proposed. For large systems, the burden of the iterative methods are fur-
ther reduced through sensitivity-based estimation. This estimation exploits the near-linear
power-sensitivity of the system, the similarity of electrically close buses, and the structure of
a DAE power system model to accurately capture the temporal and spatial dependence of a
PFR resource’s contribution toward meeting a constraint. The computational benefits of the
sensitivity-based estimates are demonstrated on systems with a large number of resources
and the results show that the reductions in computational burden come with little increase
in solution costs.
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CHAPTER 1
INTRODUCTION
The primary frequency response (PFR) of a power system to a major disturbance is largely
a function of the system inertia, generator speed governor response, and load/generator
damping. Historically, large interconnected power systems have involved generators with
(on average) high inertia and a standard level of governor response. This resulted in systems
with more than adequate PFR to large disturbances and prevented emergency action. The
trend toward generation technologies with little/no inertia, and operated with limited/no
governor response, threaten the ability of present and future power systems to maintain PFR
adequacy. The continuation of this trend motivates the investigation of economical methods
to improve PFR and ensure PFR adequacy, as this chapter describes.
1.1 Motivation
An example of a typical power system frequency excursion is depicted in Figure 1.1. In
this loss of generation example, the pre-fault frequency (point A) of approximately 59.99 Hz
drops over 5 seconds to a local minimum or nadir frequency of approximately 59.78 Hz
(point C) and after a further 10 seconds recovers to a steady state frequency (from point
B to point D) of about 59.88 Hz. This transient stability time frame frequency response
is largely determined by the inertia and governor response of the generators in the post-
contingent system, though network impedance, load characteristics, machine characteristics,
and voltage control all play their parts.
To prevent cascading failure, power systems often employ schemes of automatic under-
frequency load shedding (UFLS). In these schemes, blocks of load are removed from the
system at certain frequencies. On the North Island system in New Zealand, for example, the
1
Figure 1.1: Frequency excursion on the Western Electricity Coordinating Council system
due to the loss of the 2 GW Colstrip power plant on April 28, 1999 [1].
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Figure 1.2: Average annual Beta measure of the Eastern Interconnection frequency
response for deviations greater than 20 mHz from 1994 to 2009 (1999 omitted due to
incomplete data) [6].
first automatic trip occurs at 47.8 Hz (2.2 Hz below the nominal 50 Hz) [2]. Stricter first step
UFLS set points are specified for the larger North American gird interconnections [3]. Con-
ventional generators also employ under-/over-frequency protection schemes to prevent equip-
ment damage. The North American Electric Reliability Corporation (NERC) has proposed
a maximum instantaneous generator under-frequency trip setting of 57.8 Hz [4]. National
Grid, the system operator in the United Kingdom, proposes a rate-of-change-of-frequency
(ROCOF) scheme to trip distributed energy resources if the magnitude of frequency change
over any 0.5 s period is greater than 0.5 Hz [5]. Given such schemes, it is necessary that
systems keep their frequency within limits.
One measure of system frequency response is the generation loss in MW over the frequency
deviation in mHz at point B as defined by NERC and labeled in Figure 1.1. Figure 1.2 shows
the decline in this measure, Beta, in the Eastern Interconnection. The WECC system has
shown a similar recent Beta decline [1] and the system operated by the Electric Reliability
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Council of Texas (ERCOT) has shown a decline in system inertia [7]. The declines are due
to many factors as described in detail in various reports [1, 8, 9]. These factors include the
following:
• An increase in the number of lightweight gas turbine generators due to a decrease in
gas prices.
• An undesirable positive feedback characteristic of combined cycle gas generators to
frequency change.
• A decrease in the number of high inertia coal power plants due to the decrease in gas
prices and stricter emissions standards.
• Nuclear generators operating at a fixed power output (usually at the maximum) for
safety reasons and therefore with no governor response.
• Generators operating at maximum power, and therefore with no headroom for under-
frequency governor response, to increase energy payment revenue.
• The sharing of reserve obligations across a wider footprint (multiple Control Areas)
resulting in a decrease in total reserves.
• A decrease in large motor manufacturing load and thus a decrease in system inertia.
• An increase in electronically coupled loads, particularly motor drives and computer
equipment, resulting in more constant power load, which is non-responsive to changes
in frequency.
• An increase in electronically coupled generation, particularly wind and photovoltaic
solar generation, which make little to no contribution to system inertia or governor
response.
• Displacement of high inertia conventional generation by low/zero inertia renewable
generation.
4
Figure 1.3: Simulation of the net load for the WECC system with 35% renewable energy
penetration over a one week period, as presented in the NREL Western Wind and Solar
Integration Study [11].
Many of the trends contributing to the decline in frequency response are expected to
continue. In particular, the growth of electronically coupled renewable energy generation is
expected to continue as society attempts to combat climate change by achieving renewable
energy targets such as the the renewable portfolio standards mandated by many states in
the United States [10]. For both economic and environmental reasons, most photovoltaic
and wind generators operate with little or no upward response capability. Under current
operational practice, the increase in penetration of these resources is expected to result in
levels of PFR to loss-of-generation events that vary significantly over the course of a day.
This variation would be similar to the variation in the net load served by conventional
generation resources, as in the example presented in Figure 1.3. As a consequence, there
is concern that future low-inertia power systems will not be able to prevent emergency
action in response to large loss-of-generation disturbances. Accordingly, ongoing research is
undertaken on methods to both improve PFR and ensure PFR adequacy, as described in
Sections 1.2 and 1.3.
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1.2 Literature Review
Given the decline in generator inertia and governor response, one approach for PFR im-
provement is to use demand-side resources. In 1982, Schweppe received a patent for the
frequency adaptive, power-energy re-scheduler (FAPER) [12], a device that “controls and
re-schedules power flow to a load unit in part on the basis of the deviations in frequency”.
Schweppe also suggests the FAPER be used in conjunction with a marketplace interface to
the customer (MIC) over which spot prices are sent to the customer and usage is sent back
to the system operator [13]. More recently, others have shown the feasibility of decentralized
demand response for PFR improvement [14, 15].
Researchers at the Pacific Northwest National Laboratory (PNNL) conducted a prelim-
inary study into the effectiveness of demand response as a PFR resource [16] and other
researchers have also investigated demand response to improve the PFR of microgrids [17].
The PNNL study concluded that it is “conceivable that all primary frequency response might
be delivered by responsive load.” This study also found “very few conditions associated with
autonomous demand response that have the potential to degrade reliability.”
The use of interruptible load (IL) as a secondary frequency response has been investi-
gated [18, 19, 20] and implemented in industry [21]. For PFR improvement, IL resources
would likely be autonomous and can be considered equivalent to UFLS schemes. Signifi-
cant research has been conducted on the use of adaptive UFLS schemes to reduce the total
emergency loss-of-load by partitioning the load shed blocks and using ROCOF measure-
ments [22, 23, 24].
The investigation of generation-side PFR improvement methods is also of great inter-
est. Many generators already employ advanced control schemes to improve their governor
response. Such schemes include temporary elevated droop, fast-valving for thermal units,
and outer-loop megawatt controllers. Research has been undertaken in the area of variable
and adaptive governor droop control [25, 26, 27]. This reserach is generally focused on the
stability of individual generators or microgrids and not PFR adequacy.
Primary frequency improvement through renewable generation control can also be consid-
ered. Wind turbine development has resulted in turbines that can adjust their power output
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by pitching the angle of the turbine blades and this capability has been examined from the
single turbine up to the interconnection level [28, 29, 30]. Similarly, researchers have shown
the ability to control the output of photovoltaic generation inverters below their maximum
power point [31, 32, 33]. This output control capability allows the low inertia renewable
energy sources to provide governor response at the expense of real power output.
Both demand-side and generation-side approaches to PFR improvement have their costs.
The California Independent System Operator market provides an example of the co-optimiz-
ation of energy and frequency regulation [34]. An electricity market can also be augmented
for the provision of PFR resources. A market of this nature exists in New Zealand, where fast
instantaneous reserve (FIR) resources are compensated for their ability to operate within six
seconds of a major disturbance [2]. However, this simple market rewards resources by their
capacity in megawatts and not by their true value toward achieving PFR adequacy. A recent
evaluation of this FIR market included a recommendation to increase the accuracy of the
system simulation model used in the market clearing process and proposed the possibility
of an inertia market to supplement the FIR market [35]. A more complex market design,
which includes an inertia compensation component, has been proposed by a group from the
National Renewable Energy Laboratory [36, 37]. This market design aims to meet frequency
response objectives by incentivizing participants to provide resources to meet various system
attribute levels, e.g., a minimum system inertia. The objectives specified in the NREL paper
are presented in Figure 1.4, and the system attribute levels are determined both a priori
through simulation studies and during the solution process through the iterative simulation
of a differential equation (DE) dynamic system model.
Both unit commitment (UC) formulations [38, 39] and optimal power flow (OPF) formu-
lations [40, 41] with linearized frequency constraints have also been proposed, with both of
the proposed OPF formulations incorporating a cost for governor response capacity. All of
these proposed designs involve DE system models. The binary integer programming problem
to minimize the load lost under UFLS schemes in [42] also relies on a DE system model.
Determining the minimum-cost system configuration and operating point for a system
to have adequate PFR is a combinatorial optimization problem akin to the computation-
ally intensive security constrained unit commitment problem. When nonlinear frequency
7
Figure 1.4: Frequency response characteristics considered in the primary frequency
response market design developed by members of NREL [36]. The frequency data
presented is that of the WECC system as measured in Colorado, USA during the first
instances following a disturbance on December 6, 2011 at 11:27 AM.
constraints are added to commitment and dispatch problems, the added burden of the time-
domain simulations necessary to check feasibility can make optimization solution methods,
such as the branch and bound method, computationally prohibitive. It is largely for this
reason that conservative integer and linear problems are formulated in the works described
in this section. Advances in the solution efficiency of integer, linear, and mixed-integer prob-
lems allow their rapid solution, and the power industry has already taken advantage of this
efficiency for other market clearing purposes [43, 44, 45].
1.3 Contribution
This dissertation describes the investigation of PFR adequacy achievement through both
demand-side and generation-side methods. Costs are associated with enabling/setting the
system resources and minimum-cost optimization problems are formulated. Transient sta-
bility time-frame differential and algebraic equation (DAE) system models, that are more
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accurate than the DE models used in other works, are used to specify the frequency con-
straints.
It is proposed that autonomous interruptible load (AIL) connected through a smart grid
communication system, in the same vein as Schweppe’s FAPER and MIC [12, 13], can be
a cost-effective PFR resource. In this dissertation, a minimum-cost problem is formulated
for the commitment of AIL resources to ensure PFR adequacy. The problem’s objective
function includes the individual cost of committing each AIL resource, and the transient-
stability-modeled frequency constraints require DAE simulation. The presented solution
algorithm involves the iterative solution of linear integer programs, and it ensures the non-
linear DAE modeled constraints are satisfied. A computationally tractable sensitivity-based
benefit measure is proposed for the linearization of the frequency constraints and this method
proves to be effective in reducing the computational burden of the iterative algorithm for
large systems.
Governor droop levels have historically been set constant at a percentage of speed devi-
ation with respect to rated unit output, with a 5% droop being common practice [46, 47].
In this dissertation, the concept of adjusting generator governor gain (reciprocal of droop)
values, while considering the PFR contribution of each individual generator, is proposed.
For this concept, a minimum-cost governor gain-setting problem is formulated with a linear
cost for each governor gain setting and this results in a linear objective function. Once
again, assessment of the nonlinear frequency constraints requires the computationally inten-
sive simulation of a DAE system model. A method to approximate the nonlinear constraints
as piecewise-linear functions is described and, in this case, an iterative linear programming
(LP) solution technique is suggested. As with the AIL commitment problem, despite the
linear approximation, the iterative method ensures the nonlinear DAE-modeled frequency
constraints are satisfied. The sensitivity-based benefit measure proposed for the AIL com-
mitment problem, is also proposed to reduce the computational burden of the constraint
linearization process in the gain-setting problem and, again, proves to be effective.
The governor gain-setting problem assumes a prior economic power dispatch. However,
given the right conditions, further improvements in system PFR to loss-of-generation events
can be achieved by curtailing generators to provide them with more headroom for governor
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response. These conditions are also investigated.
1.4 Dissertation Structure
The remainder of this dissertation is structured as follows. Chapter 2 details the sensitivity-
based method used to estimate the contribution of an individual resource to a PFR con-
straint. The use of AIL and adjustable-governor-gain generators are presented in Chapters 3
and 4, respectively. These two chapters describe the problem formulations, solution meth-
ods, and both small and large case studies conducted. Chapter 4 also includes a discussion
on the economic curtailment of generator output for PFR improvement. Finally, Chapter 5
provides concluding remarks and avenues for further research.
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CHAPTER 2
THE SENSITIVITY-BASED ESTIMATION OF
CONTROL DECISION EFFECTS
This chapter describes the estimation method used to linearize the frequency constraints of
the optimization problems presented in Chapters 3 and 4. The estimation method combines
the approximation of the power sensitivity of PFR measures and the approximation of the
power output of a system resource to estimate the effect of a PFR control decision. In
the process, the estimates capture both the temporal and spatial dependence of the resource
contribution. The chapter begins with a discussion on the simulation of the PFR of a system
and, in particular, the simulation approach used throughout this dissertation.
2.1 Simulation of Primary Frequency Response
As was the case for the data presented in Figures 1.1 and 1.4, bus frequency can be computed
by analyzing a waveform of bus voltage measurements. Another frequency measure is the
angular velocity or speed of a rotating synchronous machine connected to a system. These
measurements are useful in that they allow for the analysis of real-world interconnected
power systems after actual events. Power system simulation allows deeper exploration of
system behavior over a variety of configurations, operating points, control schemes and
contingencies. The validity of results provided by simulation depends largely on both the
accuracy of the system model and the numerical integration scheme(s) employed.
The analysis of power system frequency response can be performed through transient sta-
bility, time-domain simulation, as described in great detail in many reference texts [46, 48,
49]. Commercial software packages, such as Siemens’ Power System Simulator for Engi-
neering, General Electric’s Power Systems Loadflow Software, and PowerWorld’s Simulator,
simulate the positive sequence of a balanced power system using a differential and alge-
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braic equation (DAE) solution method and, accordingly, use single-phase equivalent models
for each system component. Three-phase transient stability or “electromagnetic transients
program” [50] analysis is a higher-resolution alternative, but the computational burden of
this simulation method is prohibitive for large systems. Conversely, a simple approach is to
assume stable coherent generator groups, model the area frequency with a single dynamic
equation, and have additional dynamic equations for the governor response to the frequency,
as described in detail in Section 11.1 of [46] and Chapter 10 of [47]. This differential equation
(DE) model approach is used extensively in PFR adequacy research, as Section 1.2 details.
All the aforementioned methods and their associated component models have been developed
and refined over time to provide a balance between simulation accuracy and computational
tractability as necessary for their application. The methods presented in this dissertation
employ transient stability DAE system models due to their ability to accurately capture the
dynamics of a large system in a computationally tractable manner for the simulation period
of interest.
The transient stability DAE equations can be expressed as
φ˙(t) = Φ(φ(t),ψ(t),ρ, t) , (2.1a)
0 = Ψ(φ(t),ψ(t)) , (2.1b)
where
t is time,
φ is the dynamic state variable vector,
ψ is the algebraic variable vector,
ρ is the input vector of the adjustable control parameters,
Φ(·) is the vector function of dynamic equations associated with the state variables, and
Ψ(·) is the vector function of algebraic equations.
The algebraic variables, elements of ψ, are usually only the magnitudes and angles, or real
and imaginary components, of the bus voltages. From the complex voltages, bus frequencies
are calculated as the rates of change of the bus angles.
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2.2 Power Sensitivity of a Primary Frequency Response Measure
PFR measures, such as those specified in Figure 1.4, can be measured upon completion
of a time domain simulation. A key measure for PFR adequacy is the minimum or nadir
frequency observed during a loss-of-generation event and is the focus of the research described
in this dissertation. Let fminl |ρ denote the minimum bus frequency computed for bus l during
the simulation of a system experiencing an event under the system control configuration ρ
input.
In this dissertation, frequency-sensitivity analysis is performed through the simulated
perturbation of the system under investigation. The sensitivity of fminl |ρ to a real or reactive
power change, ∆Pr(t) or ∆Qr(t), into bus r at time t can be assessed by transient stability
simulation with the change represented by the closing of a constant power negative load of
an appropriate magnitude. For example, injecting a constant 20 MW real power change into
bus r = 1 at time t might cause the minimum frequency at bus l to rise by by 0.01 Hz and, for
this case, the sensitivity is computed to be 0.5 mHz/MW. The power injection magnitude
must be large enough to effect a change and small enough to be in the near-linear range of
the sensitivity, as the examples in Sections 3.4 and 4.4 demonstrate.
This sensitivity measure can be assessed for a set of time values between the time of the
event and the time at which the minimum frequency occurs. Interpolation of the set of
sensitivity measures can then be used to approximate the continuous sensitivity. That is,
SPl,r(t)|ρ ≈
∂(fminl |ρ)
∂∆Pr(t)
, and (2.2a)
SQl,r(t)|ρ ≈
∂(fminl |ρ)
∂∆Qr(t)
, (2.2b)
where SPl,r(t)|ρ and SQl,r(t)|ρ are the interpolated sensitivity estimation functions.
A direct sensitivity approximation method is detailed in [51] and has been applied in many
other works [52, 53, 54, 55]. Investigation of the possible benefits of this direct method over
the perturbation method is left as a future endeavor.
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2.3 Resource Power Output Approximation
This section first describes the power output of a system resource, and then describes a
method to approximate the change in the power output when its control parameters are
changed. The method, which introduces error, requires significantly less computation than
the original transient stability simulation.
During an event, the real and reactive output power of resource n are given by
Pn(t) = Ξ
P
n (φn(t),ψn(t)) and (2.3a)
Qn(t) = Ξ
Q
n (φn(t),ψn(t)) , (2.3b)
respectively, where ΞPn (·) and ΞPn (·) are functions of both the state and algebraic variables,
φn and ψn, associated with resource n.
The control decisions described in this dissertation result in changes in the behavior of a
load or generation resource. Let the prime notation deonte a change in resource n’s control
parameters. Under this change, the behavior of the system, previously (2.1), becomes
φ˙
′
(t) = Φ(φ′(t),ψ′(t),ρ′, t) , (2.4a)
0 = Ψ(φ′(t),ψ′(t)) , (2.4b)
and the output power of resource n is given by
P ′n(t) = Ξ
P
n (φ
′
n(t),ψ
′
n(t)) and (2.5a)
Q′n(t) = Ξ
Q
n (φ
′
n(t),ψ
′
n(t)) . (2.5b)
Under the assumption that the control change and associated resource power output change
is small and does not significantly effect the algebraic variables (bus voltages and angles),
the dynamics of the state variables associated with resource n can be approximated by
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˙˜φ′n(t) = Φn(φ˜
′
n(t),ψn(t),ρ
′
n, t) , (2.6)
where the subscript-n notation denotes the subset of the vector variables/functions that
are associated with resource n, and the tilde notation denotes approximation. With this
approximation, the real and reactive resource power output can be approximated by
P˜ ′n(t) = Ξ
P
r (φ˜
′
r(t),ψn(t)) and (2.7a)
Q˜′n(t) = Ξ
Q
r (φ˜
′
r(t),ψn(t)) , (2.7b)
respectively, and the approximated change in power due to the change in resource n’s control
parameter(s) can be computed by
∆˜P n = P˜
′
n(t)− Pn(t) and (2.8a)
∆˜Qn = Q˜
′
n(t)−Qn(t) . (2.8b)
As the subset of dynamic equations associated with resource n is likely to be a small
fraction of the entire system’s dynamic equations, and because (2.6) does not involve the
solution of any algebraic equations, this approximation technique offers significant compu-
tational savings over the the full simulation of the system.
The power resource estimation presented in Chapters 3 and 4 is performed by recording the
voltage and frequency signals from one simulation and playing them back on the PLAYBACK
generator model in PowerWorld Simulator. This estimation is almost equivalent to the
complex voltage method presented in this chapter. A slight discrepancy arises when a large
event causes step voltage angle changes. The step changes are not captured in the recorded
frequency calculations. This discrepancy is of no significance for large real-world cases where
the likely events do not cause large voltage angle step changes.
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2.4 Estimation of a Control Decision’s Effect
The sensitivity and power output approximations in Sections 2.2 and 2.3, respectively, allow
the estimation of the effect that a control decision has on a minimum frequency measure.
Under the same assumption used to estimate the state variables in (2.6), the assumption
that a single resource control change and associated resource power output change is small
and does not significantly effect the system bus voltages and angles, it can also be assumed
that the change in power injection of resource n into bus rn is the only significant system
power change. If it is further assumed that the response of the system to a power injection
is both linear with respect to power magnitude and independent of other real and reactive
power injections at any instants in time, the effect of the control decision, ∆fminl , can be
approximated by
∆fminl ≈
∫ tend
tstart
[
∂(fminl |ρ)
∂∆Prn(t)
d∆Pn(t)
dt
+
∂(fminl |ρ)
∂∆Qrn(t)
d∆Qn(t)
dt
]
dt , (2.9)
where tstart is the time of the event and tend is the time at which the minimum frequency
was recorded in the original control scenario. Given the sensitivity and power change ap-
proximations in (2.2) and (2.8), respectively, the effect can be approximated by
∆̂f
min
l =
∫ tend
tstart
[
SPl,rn(t)|ρ
d∆˜P n(t)
dt
+ SQl,rn(t)|ρ
d∆˜Qn(t)
dt
]
dt , (2.10)
where the hat notation denotes an estimate.
Sections 3.4 and 4.4 provide examples of the estimation process presented in this chapter.
These sections also quantify the computational benefits that the estimation process provides,
and the benefits are demonstrated in the larger case studies presented in Sections 3.5 and
4.5.
In the same manner as (2.10), the effect of the total resource n response on the minimum
frequency measure, relative to no response (constant power output), can be estimated by
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∆̂f
min
l =
∫ tend
tstart
[
SPl,rn(t)|ρ
dPn(t)
dt
+ SQl,rn(t)|ρ
dQn(t)
dt
]
dt . (2.11)
For a generator, this estimation captures both the inertial and governor response contri-
butions.
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CHAPTER 3
THE COMMITMENT OF AUTONOMOUS
INTERRUPTIBLE LOAD TO ENSURE ADEQUATE
PRIMARY FREQUENCY RESPONSE
The use of interruptible load resources to improve the PFR of an interconnected power
system has been proposed and, for speed, it is likely that such resources would operate
autonomously on local frequency measurements. The commitment of theses autonomous
interruptible load (AIL) resources could be coordinated globally and frequently in accor-
dance with the state of the system. This chapter describes the minimum-cost commitment
of AIL resources to ensure system PFR adequacy. The binary integer programming prob-
lem considers the commitment-cost of each AIL resource and includes nonlinear frequency
constraints specified by the transient stability simulation of the system. A method to esti-
mate the contribution of an AIL resource toward meeting a frequency constraint is proposed
and incorporated into a solution approach that involves the iterative formulating and solv-
ing of integer programs. The sensitivity-based estimation method reduces the amount of
computationally burdensome transient stability simulation required by the algorithm with
little increase in the final solution cost. An IEEE 118 bus test case study with 1,000 AIL
resources demonstrates the benefit of the estimation method on a large case. Section 3.1 pro-
vides a description of the AIL resources and their commitment costs. Section 3.2 presents the
minimum-cost resource commitment problem. The iterative solution algorithm is presented
in Section 3.3 and the proposed sensitivity-based benefit measure estimation is presented in
Section 3.4. The complete solution approach is demonstrated on the 118 bus case study in
Section 3.5 and the chapter concludes with additional remarks in Section 3.6.
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3.1 The Autonomous Interruptible Load Resource
A PFR resource must operate within a certain time period to be effective. In general,
communication delays and costs are prohibitive for the centralized control of the PFR of
a system and, consequently, PFR resources are typically autonomous with their operation
based on local frequency measurements. AIL resources for PFR improvement would likely
operate in the same fashion as UFLS schemes, but would differ in that their operation
would not be considered an emergency action. Relative to typical UFLS schemes, the AIL
resources would be higher in number, smaller in magnitude, operate more frequently and
vary significantly in both their cost of operation and their control set-points. It is envisioned
that the resources would be enabled through a smart grid communication system, which
would not have the stringent latency requirements of secondary frequency response resources
(centrally operated control resources). This communication system could also allow the loads
to modify their relay settings and costs for future commitment periods. The commitment of
AIL and other PFR resources can be considered globally coordinated local control.
High levels of renewable generation can change the operation of a power system dramat-
ically. For example, the energy-based economic dispatch of a system with a high level of
PV generation output during the day, may result in the non-commitment of conventional
generation units with high inertia and governor response capability, which in turn could
require a large quantity of enabled AIL to ensure PFR adequacy. A change in AIL commit-
ment might therefore be necessary on an hourly or sub-hourly basis. The necessary duration
of the interruption would likely relate to system secondary frequency response (automatic
generation control) capability. This chapter describes the commitment of AIL determined
after the commitment of generation units and the economic dispatch of the system. The
incorporation of AIL and other PFR resources into a greater transient-stability-constrained
unit commitment or optimal power flow problem is a logical extension of the ideas presented
in this chapter as discussed in Chapter 5.
The cost to commit an AIL resource for a single commitment period is a function of
multiple factors. The main costs are the installation and maintenance cost of the AIL
system and the cost of any interruptions that occur. For smaller loads and non-intrusive
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load interruptions, e.g., the interruption of charging energy storage, the cost is largely the
installation and maintenance of the system. Conversely, for large intrusive interruptions,
the interruption cost dominates. To determine the implementation and maintenance cost
for a commitment period, the total implementation and maintenance cost must first be
distributed over the total number of commitment periods expected over the life of the AIL
system. The cost of interruption for a single period can be computed by considering the cost
of a single interruption, the long run probability of each contingency, and the conditional
probability that the AIL is both committed and interrupted given a specific contingency.
The probabilistic analysis required to estimate the expected costs requires the solution of
the minimum-cost commitment problem described in Section 3.2, which in turn requires
the costs to be known. This recursive process can be considered an extra outer-loop to the
algorithm presented in Section 3.3. This chapter focuses on the solution of the minimum-cost
commitment problem with the single commitment period costs treated as known constants.
The long-term probabilistic analysis is an extension of the work presented in this chapter.
The local control parameters of an AIL resource, e.g., the under-frequency set-point,
also affect the usefulness, likelihood of operation, and, therefore, the cost to commit an
AIL resource. In this chapter, these control parameters are also held constant. The idea of
adapting these parameters for maximum benefit has been investigated for UFLS schemes [56,
57, 58], and is another possible extension of the commitment problem presented in this
chapter.
3.2 The Minimum-Cost Commitment Problem
An optimization problem can be formulated for the minimum-cost commitment of AIL that
ensures adequate system PFR for a given set of contingency events (CEs). In this disser-
tation, only the minimum frequency limits at the load buses are included in the problem
formulation. Additional limits, such as the maximum frequency, the maximum rate of change
of frequency, and others, as proposed in [36], could have been included. It is assumed that
an accurate transient stability DAE model of the system under investigation is known and
this accurate model might include detailed dynamic load models that vary temporally and
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are difficult to validate [59]. It is also assumed that time-domain simulation of the system
can be performed for any AIL commitment scenario and any contingency event. A further
logical assumption is that the simulation period is of sufficient length to obtain the PFR
adequacy measures of interest.
3.2.1 Problem formulation
A commitment vector u = [u1, u2, ... , uN ]
T ∈ ZN is constructed of binary variables un ∈
{0, 1}, where un = 1 signifies the commitment of AIL n and there are a total of N AIL
resources available to be committed. Similarly, a cost vector c = [c1, c2, ... , cN ]
T ∈ RN is
constructed, where cn ∈ [0,∞) is the cost to commit AIL n for the commitment period.
Given the set of load buses with minimum frequency constraints, L, and the set of possible
CEs, E , the minimum-cost problem is
minimize:
u
cTu , (3.1a)
subject to: fminl,e |u ≥ f liml ∀l ∈ L, ∀e ∈ E , (3.1b)
where fminl,e |u is the minimum frequency at load bus l computed during the transient stability
time domain simulation of the system under CE e, given the AIL commitment u; and f liml
is the under-frequency limit at bus l. The non-linearity of the frequency constraints, (3.1b),
is demonstrated in the following two-bus case example.
3.2.2 Two-bus case example
A simple system, depicted in Figure 3.1, with four AIL resource options (N = 4), two
constrained load buses (L = 2), and two loss-of-genertaion CEs (E = 2), illustrates the
minimum-cost commitment problem. The four generators are modeled with GENSAL ma-
chine models, IEEEX1 exciter models, and TGOV1 governor models, with the default pa-
rameters listed in Appendix A and an MVA base equal to 130% of their real power output.
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Gen 11
77.5 MW
6.8 Mvar
Gen 12
22.5 MW
3.4 Mvar
Load 15
97.5 MW
9.0 Mvar
Load 16
3.0 MW
1.0 Mvar
Load 17
2.0 MW
0.0 Mvar
Gen 21
75.0 MW
7.2 Mvar
Gen 22
25.0 MW
3.0 Mvar
Load 25
92.5 MW
9.0 Mvar
Load 26
4.0 MW
0.5 Mvar
Load 27
1.0 MW
0.5 Mvar
(AIL 1) (AIL 2) (AIL 3) (AIL 4)
Bus 1 Bus 2
(CE 1) (CE 2)
Figure 3.1: Two-bus case with four AIL resources and two loss-of-generation CEs.
Table 3.1: Two-bus case AIL resource details.
load n cn ($) f
uf
n (Hz) ∆t
pu
n (s)
Load 16 1 3.50 59.6 0.100
Load 17 2 2.00 59.7 0.200
Load 26 3 3.30 59.8 0.100
Load 27 4 1.90 59.7 0.200
The transmission line impedance from Bus 1 to Bus 2 is j5.0 p.u. on a 100 MVA base and
constant impedance models are used for all of the loads. The AIL resources each function
as loads connected to under-frequency relays with the frequency set-points (fufn ) and pick-
up times (∆tpun ) detailed in Table 3.1, and breaker times of 100 ms. Load buses 1 and 2
(L = {1, 2}) have a minimum frequency limit of 59.2 Hz (f lim1 = f lim2 = 59.2 Hz) and the
two CEs under consideration are the separate losses of Generators 12 and 22, indexed as CE
1 and 2, respectively (E = {1, 2}).
Table 3.2 presents simulation results of the system under all (2N = 16) possible AIL
commitment scenarios, for both CEs, are presented in Table 3.2, in order of increasing total
AIL commitment cost. The minimum frequency values in bold indicate violations of the
59.2 Hz minimum frequency limit. The results show AIL commitment uT = [0, 1, 1, 0] meets
the frequency constraints at minimum total cost and is, therefore, the optimal solution to the
problem. Frequency plots for the system with no AIL committed and for the minimum-cost
solution are presented in Figure 3.2.
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(a) No AIL commitment (uT = [0, 0, 0, 0]).
0.0 5.0 10.0
59.2
59.4
59.6
59.8
60.0
time (s)
fre
qu
en
cy
 (H
z)
 
 
Bus 1
Bus 2
0.0 5.0 10.0
59.2
59.4
59.6
59.8
60.0
time (s)
fre
qu
en
cy
 (H
z)
 
 
Bus 1
Bus 2
(b) Minimum cost commitment solution (uT = [0, 1, 1, 0]).
Figure 3.2: Two-bus case frequency vs. time simulation results for CE 1 (left) and CE 2
(right).
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Table 3.2: Two-bus case minimum frequency measures for all commitment scenarios.
uT cTu fmin1,1 |u fmin2,1 |u fmin1,2 |u fmin2,2 |u
($) (Hz) (Hz) (Hz) (Hz)
0,0,0,0 0.00 59.110 59.166 58.998 58.932
0,0,0,1 1.90 59.144 59.222 59.053 59.009
0,1,0,0 2.00 59.163 59.242 59.127 59.091
0,0,1,0 3.30 59.275 59.346 59.206 59.148
1,0,0,0 3.50 59.185 59.268 59.180 59.115
0,1,0,1 3.90 59.194 59.282 59.171 59.114
0,0,1,1 5.20 59.313 59.388 59.236 59.171
0,1,1,0 5.30 59.324 59.405 59.284 59.213
1,0,0,1 5.40 59.216 59.307 59.217 59.137
1,1,0,0 5.50 59.235 59.325 59.275 59.190
1,0,1,0 6.80 59.345 59.429 59.317 59.233
0,1,1,1 7.20 59.358 59.446 59.311 59.234
1,1,0,1 7.40 59.263 59.363 59.301 59.210
1,0,1,1 8.70 59.378 59.469 59.344 59.253
1,1,1,0 8.80 59.389 59.486 59.394 59.296
1,1,1,1 10.70 59.418 59.525 59.420 59.315
3.2.3 Computational burden
Transient stability simulations are computationally burdensome and an exhaustive test of
the minimum-cost commitment problem solution space, given N AIL resources and E = |E|
CEs, requires a total of E2N transient stability simulations. As a result, the basic solution
method of testing commitment scenarios in order of increasing cost becomes prohibitive with
an increase in N . Section 3.3 describes a tractable solution algorithm for the problem.
3.3 An Iterative Integer Programming Solution Approach
This section describes an iterative solution approach for the minimum-cost commitment
problem. At each iteration, a linear integer program is formulated and solved by a linear
integer programming solver. This approach does not guarantee an optimal solution and
further investigation of appropriate integer programming solution techniques, step sizes,
initial guesses, and other algorithmic decisions warrant investigation. Integer-programming
is a heavily researched area and many efficient commercial solvers are available, such as
24
IBM’s ILOG CPLEX Optimization Studio and Gurobi Omptimization’s Gurobi Optimizer.
Accordingly, this dissertation focuses on the process of formulating the linear commitment
problem and a simple gradient method with local search is used to solve the linear problems
formulated.
3.3.1 Integer program formulation
The benefit of the commitment of an AIL resource to a specific frequency measure, given
the commitment u, can be evaluated as the difference in the measure between two transient
stability simulations. For the two-bus case, the results presented in Table 3.2 show the
measure fmin2,2 |u improves from 59.148 Hz to 59.213 Hz (a 0.065 Hz increase) when the
commitment, u, changes from [0, 0, 1, 0]T to [0, 1, 1, 0]T . One interpretation of this change is
that given a commitment of [0, 0, 1, 0]T , the benefit of committing AIL 2 is 0.065 Hz at load
bus 2 for CE 2. The alternate interpretation is that given a commitment of [0, 1, 1, 0]T , the
benefit of decommitting AIL 2 is−0.065 Hz, for the same load bus and CE combination. This
commitment-specific benefit measure can be computed for every resource, load bus, and CE
combination and then used to formulate a set of linear commitment-dependent constraints.
A frequency constraint index is introduced to allow the linear formulation. Let m be the
index of a member of the set of all load bus and CE combinations, {(l, e) | l ∈ L, e ∈ E},
where L = |L| is the number of constrained load buses and there are M = LE members in
the set. The measure am,n|u is the benefit of the commitment of AIL n for the load bus and
CE combination (l, e) constraint indexed by m, given commitment u, and is defined by
am,n|u = fminl,e |u′ − fminl,e |u′′, (3.2)
where u′n = 1, u
′′
n = 0, and u
′
o = u
′′
o = uo for all o 6= n. Additionally, a requirement value,
bm|u, can be defined by
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Table 3.3: Two-bus case linear constraint measures.
uT m am,1|u am,2|u am,3|u am,4|u bm|u
(Hz) (Hz) (Hz) (Hz) (Hz)
0,0,0,0 1 0.0757 0.0531 0.1655 0.0341 0.0903
0,0,0,0 2 0.1015 0.0761 0.1796 0.0559 0.0338
0,0,0,0 3 0.1818 0.1285 0.2074 0.0547 0.2017
0,0,0,0 4 0.1831 0.1588 0.2158 0.0767 0.2681
0,1,1,0 1 0.0646 0.0488 0.1612 0.0340 0.0860
0,1,1,0 2 0.0807 0.0591 0.1626 0.0413 0.0168
0,1,1,0 3 0.1105 0.0778 0.1568 0.0273 0.1510
0,1,1,0 4 0.0834 0.0654 0.1224 0.0213 0.1748
bm|u = f liml − fminl,e |u+
N∑
n=1
un(am,n|u). (3.3)
Thus, a linear binary integer programming problem can be described by
minimize:
v
cTv (3.4a)
subject to: (A|u)v ≥ b|u, (3.4b)
where A|u ∈ RM×N is a benefit matrix of elements defined by (3.2), b|u ∈ RM is a re-
quirement vector of elements defined by (3.3), commitment vector u ∈ ZN contains the
dependence variables, and commitment vector v ∈ ZN contains the decision variables.
Table 3.3 presents examples of A|u and b|u computed for the two-bus case, given com-
mitments [0, 0, 0, 0]T and [0, 1, 1, 0]T , where the indices m = 1, 2, 3, and 4 correspond to the
(l, e) combinations (1,1), (2,1), (1,2), and (2,2), respectively. The commitment-dependence
of the measures is observed.
The optimal solution, u∗, of the problem defined by (3.1) is equivalent to the local min-
imum solution, v = u∗, of the linear problem defined by (3.4) given a commitment of u∗.
That is, the linear binary integer program will have a violated constraint if any committed
resource is decommitted.
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3.3.2 Iterative algorithm
The algorithm described in this section aims to find the minimum-cost commitment of (3.1)
through the outer-loop iterative solving of the binary integer program (3.4). To ensure a
feasible solution is found at the conclusion of each iteration, an inner-loop process commits
extra resources on a maximum benefit to cost, (am,n|u)/cn, basis for the most violated con-
straint m. The basic steps of the algorithm are presented in Table 3.4, where the superscripts
i and j in (i, j) denote the index of the outer-loop and inner-loop iterations, respectively,
and Ji is the number of inner-loop iterations performed during the ith outer-loop iteration.
Additional steps necessary to avoid chattering and infinite loops are not shown.
Algorithm results for the two-bus case are presented in Table 3.5. The results show that
with an initial guess of no committed units, the optimal solution is found after two iterations
and the algorithm ends after three iterations.
3.3.3 Computational burden
Steps 1c and 3a of the algorithm each require E transient stability simulations and Step 2b
requires NE simulations. If the number of outer-loop iterations is I, and the average value of
number of inner-loop iterations is J = (ΣIi=1Ji)/I, the total number of simulations can reach
E(N +J+1). As the number of AIL resources, N , is likely to be large, the algorithm proves
superior to the brute force ascending cost approach described in Section 3.2.3. However,
this reduced computational burden may still be prohibitive. Thus, the following estimation
method is proposed to further reduce the burden.
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Table 3.4: Iterative integer programming solution algorithm.
Step Part Action
1 a Set i = 0 and J0 = 0.
b Set u(i,J0) to an initial guess.
c Compute fminl,e |u(i,j) ∀l ∈ L, ∀e ∈ E and continue.
2 a Increment i and set j = 0.
b Formulate (3.4) with dependence variables u(i−1,Ji−1)
c Solve (3.4).
d Set u(i,j) = v and continue.
3 a Compute fminl,e |u(i,j) ∀l ∈ L, ∀e ∈ E .
b If constraints (3.1b) are met, go to Step 5; else, continue.
4 a Increment j.
b Commit additional AIL resources on benefit-cost basis.
c Set u(i,j) to new commitment and return to Step 3.
5 a Set Ji = j.
b If cTu(i,Ji) < cTu(i
′,Ji′ ), i′ = 1, 2, · · · , (i− 1),
record u(i,Ji) as the solution and continue; else, continue.
c If u(i,Ji) = u(i−1,Ji−1) or i at limit,
end of algorithm; else, return to Step 2.
Table 3.5: Two-bus case iterative commitment solutions.
i u(i−1,0)T Ji u(i,Ji)
T
cTu(i,Ji) ($)
1 0,0,1,1 1 0,1,1,1 7.20
2 0,1,1,1 0 0,1,1,0 5.30
3 0,1,1,0 0 0,1,1,0 5.30
3.4 Sensitivity-Based Benefit Measure Estimation
To reduce the computational burden of the solution algorithm described in Section 3.3, a
method to estimate the benefit matrix A|u is proposed. The detailed mechanics of the
sensitivity-based method are described in Chapter 2. This section describes the particulars
relevant to the minimum-cost commitment problem and illustrates the process using the two-
bus case example. The method combines approximations of minimum-frequency sensitivities
to power injections with an approximation of AIL resource power output to estimate the
benefit measure.
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3.4.1 Minimum frequency power sensitivity
A sensitivity measure of the minimum frequency, fminl,e |u, to a real or reactive power change,
∆Pr(t) or ∆Qr(t), into bus r at time t can be assessed by transient stability simulation
with the power change represented by the closing of a constant power negative load of an
appropriate magnitude. This sensitivity measure can be assessed for a set of T time values
from the time of the CE to the time at which the minimum frequency occurs. Interpolation of
the set of sensitivity measures can then be used as an approximation, SPl,e,r(t)|u or SQl,e,r(t)|u,
of the continuous partial derivative ∂(fminl,e |u)/∂∆Pr(t) or ∂(fminl,e |u)/∂∆Qr(t).
A two-bus case example of the effect of a real power change ∆P1(t) on the minimum
frequency fmin2,2 |u, given the commitment u = [0, 1, 1, 0]T , is presented in Figure 3.3a. The
results show the near linear sensitivity of the minimum frequency to power change magnitude.
The partial derivative SP2,2,1(t)|u in Figure 3.3b shows that the effect of injecting real power
varies with the time at which it is injected. The example uses linear interpolation and shows
how the number of measurements T can affect the estimate. The comparison in Figure 3.3c
shows that the sensitivity can vary significantly for distant areas, a result of the j5.0 p.u.
impedance between Bus 1 and Bus 2.
3.4.2 Resource power output
The real and reactive power injection difference between the commitment and non-commit-
ment of AIL resource n connected to bus rn, for CE e, and given a existing commitment u,
can be found by performing two transient stability simulations with the real power difference
given by
∆Prn,e(t)|u = Prn,e(t)|u′ − Prn,e(t)|u′′, (3.5)
where Prn,e(t)|u is the power injection of the AIL resource n, given commitment u, u′n = 1,
u′′n = 0, and u
′
o = u
′′
o = uo for all o 6= n. As u′ and u′′ only differ by the commitment of
resource n and it is assumed that the effect of an individual AIL resource on system voltage
29
−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0
59.10
59.15
59.20
59.25
59.30
power change (MW)
m
in
. f
re
qu
en
cy
 (H
z)
 
 
t = 1.20 s
t = 1.60 s
t = 2.40 s
(a) Minimum frequency, fmin2,2 |u, vs. power change, ∆P1(t).
1.00 1.50 2.00 2.50 3.000.000
0.010
0.020
0.030
0.040
0.050
time (s)
se
n
sit
iv
ity
 (H
z/M
W
)
 
 
T = 21
T = 11
T = 6
(b) Partial derivative estimate, SP2,2,1(t)|u, vs. time for different
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Figure 3.3: Two-bus case real power sensitivity approximation for constrained load bus 2
and CE 2, given the commitment u = [0, 1, 1, 0]T .
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and frequency is small, the real power difference can be approximated by
∆˜P rn,e(t)|u = P
′
rn,e(t)|u− P
′′
rn,e(t)|u , (3.6)
where P
′
rn,e(t)|u and P
′′
rn,e(t)|u are, respectively, the committed and non-committed real
power injection of AIL resource n obtained through the playback of the voltage magnitude
and phase angle measurements at bus rn recorded during the simulation of the system for
CE e with commitment u. In the same manner, and concurrently, the reactive power change
approximation ∆˜Qrn,e(t)|u can also be found.
A two-bus case example of the real power output functions of AIL resource 2 (r2 = 1),
given the commitment uT = [0, 1, 1, 0]T , is presented in Figure 3.4. As u2 = 1 (u = u
′), the
playback output P
′
r2,e
(t)|u is identical to the output Pr2,2(t)|u′. As the load change does not
significantly affect the bus voltage or frequency, P
′′
r2,2
(t)|u is almost identical to Pr2,2(t)|u′′.
Thus, the approximation ∆˜P r2,2(t)|u is almost exact.
3.4.3 Benefit measure estimation
Under the assumption that a single AIL resource does not significantly affect the voltage
and frequency of any bus and, therefore, of any other system resource, the change in real
and reactive power, ∆Prn,e(t) and ∆Qrn,e(t), due to the commitment of AIL n is assumed to
be the only substantial resource power difference. If it is further assumed that the response
of the system to a power injection is both linear with respect to power magnitude and
independent of other real and reactive power injections at any instants in time, the resource
benefit measure am,n|u can be approximated by
am,n|u ≈
∫ tend
tstart
[
∂(fminl,e |u)
∂∆Prn(t)
d∆Prn,e(t)|u
dt
+
∂(fminl,e |u)
∂∆Qrn(t)
d∆Qrn,e(t)|u
dt
]
dt , (3.7)
where tstart is the time at which the CE e occurs and tend is the time at which bus l reaches its
minimum frequency. Given the partial derivative approximations SPl,e,rn(t)|u and SQl,e,rn(t)|u,
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Figure 3.4: Two-bus case real power output for AIL resource 2, given CE 2 and
commitment uT = [0, 1, 1, 0]T .
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Table 3.6: Two-bus case estimated linear constraint measures.
uT m aˆm,1|u aˆm,2|u aˆm,3|u aˆm,4|u bˆm|u
(Hz) (Hz) (Hz) (Hz) (Hz)
0,0,0,0 1 0.0710 0.0496 0.1630 0.0327 0.0903
0,0,0,0 2 0.1183 0.0839 0.2248 0.0555 0.0338
0,0,0,0 3 0.1892 0.1308 0.2446 0.0531 0.2017
0,0,0,0 4 0.2586 0.1764 0.3320 0.0754 0.2681
0,1,1,0 1 0.0604 0.0417 0.1698 0.0321 0.0875
0,1,1,0 2 0.0777 0.0554 0.1653 0.0413 0.0158
0,1,1,0 3 0.1086 0.0757 0.1220 0.0268 0.1141
0,1,1,0 4 0.0780 0.0606 0.1098 0.0204 0.1573
described in Section 3.4.1, and the approximate power injection changes ∆˜P rn,e(t)|u and
∆˜Qrn,e(t)|u, described in Section 3.4.2, an estimate of the resource benefit measure can be
computed by
aˆm,n|u =
∫ tend
tstart
[
SPl,e,rn(t)|u
d∆˜P rn,e(t)|u
dt
+ SQl,e,rn(t)|u
d∆˜Qrn,e(t)|u
dt
]
dt . (3.8)
Accordingly, an estimate of the requirement value, bm, can also be computed by
bˆm|u = f liml − fminl,e |u+
N∑
n=1
un(aˆm,n|u). (3.9)
The estimate matrix and vector Aˆ|u ∈ RM×N and bˆ|u ∈ RM can be assembled from the
elements defined by (3.8) and (3.9) and used in place of A|u and b|u to solve the integer
problem (3.4), as described in Section 3.3.
Table 3.6 shows the sensitivity-based estimates of the two-bus case benefit measures pre-
sented in Table 3.3. Rather than the accuracy of the individual estimates, value lies is in the
accuracy of the relative benefit of one resource over another. This value is seen in the results
from the application of the iterative algorithm on the two-bus case using sensitivity-based
benefit measure estimates. The results, presented in Table 3.7, show the optimal solution is
found after one iteration and ends after two iterations.
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Table 3.7: Two-bus case iterative commitment solutions using estimated linear constraint
measures.
i u(i−1,0)T Ji u(i,Ji
T
cTu(i,Ji) ($)
1 0,0,1,0 1 0,1,1,0 5.30
2 0,1,1,0 0 0,1,1,0 5.30
3.4.4 Computational burden
For each outer-loop iteration of the algorithm, the partial derivative estimates, SPl,e,rn(t)|u
and SQl,e,rn(t)|u, require 2ERT simulations, where R = |R| is the number of buses in the
set of buses at which AIL resources are located (R = {rn|n = 1, 2, · · · , N}). The power
approximations, ∆˜P rn,e(t)|u and ∆˜Qrn,e(t)|u, are found through E simulations of a playback
case containing only the AIL resource models and the buses in R and, as Chapter 2 details,
these playback simulations are less intensive than full system simulations. In total, the
number of transient stability simulations performed in running the algorithm with estimated
benefit measures is IE(2RT+J+2). For large systems with a large number of AIL resources
and a sufficiently low number of AIL resource buses this can be a significant reduction.
Electrically close buses of a system usually have similar sensitivity estimates. Therefore,
with little decrease in accuracy, a representative bus, r′n, can be used for the sensitivity
measure, i.e., SPl,e,r′n(t)|u replaces SPl,e,rn(t)|u. The total number of simulations, IE(2R′T +
J + 2), is reduced if the number of representative buses, R′ = |R′| where R′ = {r′n|n =
1, 2, · · · , N}, is fewer than R.
The total number of transient stability simulations may be further reduced to IE(R′T +
J + 2) through the elimination of reactive power sensitivity estimates. The benefit of the
various methods of reducing computational burden are demonstrated in the case study that
follows.
3.5 IEEE 118 Bus Case Study
A case study, which makes use of the IEEE 118 bus test system [60], demonstrates the value
of the proposed benefit measure estimation. The case includes a thousand AIL resources
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(N = 1000) and considers the single event (E = 1) of the loss of the largest generator. An
under-frequency limit of 59.2 Hz is set for all of the 99 load buses (L = 99).
The system model is made dynamic through the use of GENSAL machine models and
IEEEX1 exciter models for all generators and synchronous condensers, TGOV1 governor
models for the generators only, and constant impedance models for all loads. Aside from
the governor regulation constant of 0.07 p.u., all models use the default parameters listed
in Appendix A on an MVA base equal to 130% of their respective MVA output. The
default generator inertia constant is 3.0 seconds on the generator MVA base. The simulated
response of the system without committed AIL resources, as depicted in Figure 3.5, results
in a minimum computed load bus frequency of 58.671 Hz.
The interruptible capability of the AIL resources are represented by load-shedding relay
models. In an effort to distribute the AIL resources in a realistic manner, the AIL resource
load bus locations were chosen randomly with the likelihood of choosing a bus set equal
to the fraction of the total real power load at the bus. This results in 98 resource buses
(R = 98). Other AIL resource attributes were chosen by sampling uniform distributions.
The distributions consisted of real power magnitudes from 0.4 to 1.2 MW, power factors from
0.9 lagging to 1.0, under-frequency relay set-points from 59.2 to 59.8 Hz, relay pick-up times
from 0.1 to 0.4 s, a fixed cost component from 0.0 to 0.1 $, and a variable cost component
from 0.0 to 0.1 $/MW. The breaker trip time was set at 0.1 s for all AIL resources.
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Figure 3.5: IEEE 118 bus case load bus frequency vs. time, given no committed AIL
resources.
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Table 3.8: IEEE 118 bus case solution method details.
method actual/estimated real and/or R′ T
measures reactive power
1 actual n/a n/a n/a
2 estimated both 98 (= R) 10
3 estimated both 14 10
4 estimated both 3 10
5 estimated both 3 5
6 estimated real only 3 10
7 estimated real only 3 5
Representative bus clusters were found through hierarchical clustering with a threshold
maximum bus-to-bus impedance. The impedance values were found through the inversion
the power flow admittance matrix and the threshold was increased as necessary to decrease
the number of clusters. The representative bus of a cluster was chosen as the bus with the
minimum single bus-to-bus impedance within the cluster.
The commitment of resources on a least-cost per megawatt basis can be used to solve the
commitment problem. For the 118 bus case, this simple method gives a cost of $169.25 and
is found after 19 iterations of one (E = 1) transient stability simulation per iteration, when
using a step size equal to 70% of the residual frequency on the most constrained bus. This
conservative result can be used for comparison to the other results in this section.
Table 3.8 details the solution methods, which use actual, estimated benefit measures, and
reduced-burden estimated measures, applied on the case. The results after five iterations,
presented in Table 3.9 and Figure 3.6, show that for a small reduction in accuracy and,
therefore, a small increase in total cost, the computational burden of Method 1, which
involves the use of the actual benefit measures, can be heavily reduced.
Method 1 ends after seven iterations (u(7,J7) = u(6,J6)) and the minimum total cost of
$123.12, found after 5,039 simulations, is the lowest found by any method. The load bus
frequency responses for this solution are presented in Figure 3.7. With fewer than 210
simulations of computational burden, Methods 5 to 7 all reach feasible solutions with total
costs that are within 2% of the Method 1 minimum. Although Method 7 requires the
least simulation to estimate A|u, it also involves the most inner-loop iterations to ensure
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Table 3.9: IEEE 118 bus case results applying the methods for five iterations.
method J simulations per min. cost after i iterations ($)
iteration (avg.) i = 1 i = 2 i = 5
1 6.8 1007.8 140.49 126.22 123.12
2 5.8 1967.8 140.72 126.82 125.26
3 5.4 287.4 141.43 126.61 124.58
4 6.0 68.0 142.91 126.42 125.32
5 8.2 40.2 152.28 125.14 124.96
6 9.6 41.6 150.52 125.42 125.01
7 26.0 43.0 152.28 125.14 124.96
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(a) Methods 1 to 4.
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(b) Methods 4 to 7.
Figure 3.6: IEEE 118 bus case minimum total cost found vs. number of transient stability
simulations for the (a), slower and (b), faster solution methods.
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Figure 3.7: IEEE 118 bus case load bus frequency vs. time, given the minimum total cost
commitment found by Method 1.
feasibility and, therefore, its efficiency is similar to those of Methods 5 and 6.
The ability to obtain reasonable solutions with reduced computation is case dependent.
For example, a case with a greater number of areas may require more representative buses,
or a case with loads that are extremely sensitive to voltage may not allow the elimination
of reactive power sensitivities. Feasible solutions will always be found, however, the chosen
solution methods should be regularly checked against more accurate methods to identify any
unreasonable differences in total cost.
The total AIL committed in the Method 1 solution is 370 MW, which is 61% of the 607 MW
contingency or 8.5% of the total load, and resulted in the necessary 0.529 Hz increase of the
minimum load bus frequency. This total committed AIL quantity depends on a large number
of case attributes. The specified frequency limits, the magnitudes of the contingency events,
the system inertia, the magnitude and rate of the system’s governor response, the damping
of both the generators and the load, the AIL resource response-times, the AIL resource
locations, and the AIL resource commitment costs all play roles. Therefore, consideration
of all of these case-specific attributes is necessary when evaluating the extent to which AIL
resources can contribute to PFR adequacy. The problem formulation and solution methods
presented in this chapter demonstrate a structured approach to this evaluation.
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3.6 Additional Remarks
The problem formulation and solution methods described in this chapter can be used by
power system operators and planners to economically ensure PFR adequacy through the
commitment of AIL resources. The key to the solution method is the sensitivity-based
method of estimating the benefit an AIL resource has on a frequency constraint. Com-
bined with a simple iterative algorithm, this estimation method proves capable of finding a
reasonable solution to the commitment problem in a computationally efficient manner.
Improvements in the total costs found and/or the computational burden of the solution
method may be made through the use of a smarter algorithm or an improved estimation
technique. In particular, the strategic choice of both the representative buses and the injec-
tion times at which the power sensitivity estimate simulations are performed could prove to
be valuable.
As the integer programming solver and estimation methods used in this dissertation are
not burdensome, the number of transient stability simulations gives a reasonable indication
of the overall burden of a solution method. However, if more intense algorithms, estimation
methods, and/or integer programming solvers were to be used, a more detailed analysis of the
burden would be necessary. Additional computational savings could be made through the
shortening of simulation periods, the reuse of results from a simulation previously completed,
and parallel processing.
Further computational speed gains could be attained through the use of simplified dynamic
models. Such models could replace the higher complexity models in the inner-loop simu-
lations. As a distributed approach, dynamic equivalent models could be used to represent
portions of the system external to a portion under investigation. Providing the equivalent
models emulate worst-case benefit contributions, the distributed approach could ensure ad-
equacy across separately governed areas. However, as with many distributed approaches,
this approach would likely result in higher total costs. Regular validation of the entire sys-
tem model reduces uncertainty and allows more efficient operation through a reduction in
uncertainty-based safety margins.
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CHAPTER 4
THE SETTING OF GOVERNOR GAIN VALUES TO
ENSURE ADEQUATE PRIMARY FREQUENCY
RESPONSE
This chapter describes the central coordination of governor gain (reciprocal of droop) control
settings to ensure the adequate primary frequency response (PFR) of a power system. A
cost is associated with the governor gain value setting of each generator and a minimum-
cost PFR-constrained gain-setting problem is formulated. The nonlinear constraints of the
problem are approximated as piecewise-linear functions and a computationally tractable it-
erative linear programming (LP) solution method is presented. Sensitivity-based estimation
of the contribution that a generator, with a specified governor gain, makes to a frequency
constraint is used to reduce the number of computationally intensive transient stability simu-
lations necessary to find a reasonable solution. The computational benefits of the estimation
method are demonstrated on the IEEE 118 bus system with 18 adjustable governors. Sec-
tion 4.1 describes the envisaged adjustable-governor-gain generator capability. Section 4.2
presents the minimum-cost gain-setting problem. The proposed iterative LP solution algo-
rithm is presented in Section 4.3 and the proposed sensitivity-based estimation is presented
in Section 4.4. The complete solution approach is demonstrated with a case study in Sec-
tion 4.5. Section 4.6 explores the extension of the problem to economic dispatch and unit
commitment. Additional remarks are provided in Section 4.7.
4.1 The Adjustable-Governor-Gain Generator Resource
Generator turbine speed governors are autonomous controllers that operate on local mea-
surements, and the gain value of a governor largely dictates the level to which a generator
responds to a system frequency deviation. Typically, this value is set at some standard
value, e.g., 20 per unit on the generator’s MVA base, and is not changed. For both economic
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and environmental reasons, most photovoltaic and wind generators operate with little or
no upward response capability and the penetration of these variable resources is expected
to increase. Under current operational practice, this increase in penetration is expected to
result in levels of PFR to loss-of-generation events that vary significantly over the course of
a day. This variation would be similar to the variation in the net load served by conventional
generation resources [11, 61].
The frequency-constrained unit commitment designs proposed by others [36, 38, 39] aim to
ensure adequate PFR through the sufficient commitment of units with constant (standard)
governor gain values. In this chapter, the frequent coordinated adjustment of governor gain
values is proposed. It is envisioned that the cost associated with varying governor gain
values is less than the cost of committing more units to achieve the same PFR level. It is
also envisioned that the adjustment of governor gain values would occur on an hourly or
sub-hourly basis, in line with the typical clearing of economic dispatch.
Power system planners use transient stability simulation to investigate system PFR per-
formance. The single-phase-equivalent differential and algebraic equation (DAE) models
used in this simulation aim to accurately capture the response of the numerous system com-
ponents. Particularly important in PFR adequacy studies is the modeling of turbine speed
governor subsystems. Much effort has been made in the development of governor models
that emulate different generation types with sufficient accuracy [62, 63, 64, 65]. Examples of
the physical phenomena aspects captured by the models are: valve/gate limits, steam valve
and reheater time constants, hydro water column time constants, and gas turbine thermo-
dynamic time constants. Further to the modeling of the physical aspects is the modeling
of governor control schemes which might include deadbands, fast-valving, temporary droop,
outer-loop megawatt controllers, proportional-integral-derivative controllers, and other com-
ponents. Consequently, the response of generators can vary significantly as demonstrated in
Figure 4.1, where the simulated real power output of generators with different governor mod-
els are compared. In this comparison, each generator is modeled with the same GENTPF
machine an IEEEX1 exciter models, and experiences the same frequency and voltage re-
sponses recorded from a simulation of the IEEE 118 bus case described in Section 4.5. The
IEEEG1 (steam), GAST (gas), and HYGOV (hydro) governor models are commonly used
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Figure 4.1: Simulated real power output of generators with different governor models,
under the same voltage and frequency conditions.
in the simulation of the Western Electricity Coordinating Council (WECC) interconnection
in North America.
A number of governor control features could be changed to enhance PFR and this dis-
sertation focuses on governor gain values. In general, an increase in a governor gain value
corresponds to higher generator output and an improvement in system PFR performance.
This response improvement diminishes once a generator reaches its short-term output limit
(valve/gate limt for thermal/hydro units), which may be higher than its continuous out-
put limit. An example of the change in generator response for different governor gain and
valve-limit values is demonstrated in Figure 4.2, which depicts the simulated output of the
generator with the IEEEG1 governor from the comparison presented in Figure 4.1.
Governors with increased gain can have a slight negative damping effect on small signal
stability, but properly tuned power system stabilizers can more than compensate for this
negative damping [62]. In this dissertation, adequate small signal stability is assumed.
A generator with a higher governor gain value responds more to events that result in
frequency deviations beyond their deadband range, and this increase in response generally
comes at a cost. An NREL commissioned report on power plant cycling costs reveals that
the main cost in ramping thermal units is the creep-fatigue damage caused by thermal
stresses on a number of key components [66]. Similar increased fatigue is likely to occur
on generators operating with higher governor gain values. The cost to set a governor for a
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Figure 4.2: Simulated real power output of a generator with an IEEEG1 governor at
different gain and valve/gate limit values, under the same voltage and frequency conditions.
particular period is also a function of the level it is set in other periods. For example, if a
governor’s gain is set at 30 for six hours a day, and zero at other times, the total cost over the
life of the generator may not be equal to a quarter of the cost of being set at 30 for 24 hours
a day. The assigned cost determines the levels and duration of the governor settings. Thus,
to appropriately quantify the cost, an outer-loop to the minimum-cost problem presented in
Section 4.2 is necessary. In this dissertation, an appropriate cost is assumed to be a known
and, to facilitate the analysis, a constant linear gain cost is used over a range between upper
and lower bounds.
4.2 The Minimum-Cost Governor Gain-Setting Problem
Given cost functions for setting governor gain values, an optimization problem to achieve
PFR adequacy can be formulated. Adequate frequency can include a number of constraints,
such as the maximum ROCOF magnitude or maximum/minimum settling frequencies [36],
and the methods presented in this chapter can be applied to any combination of measurable
constraints. As the limited up-response capability of generators to loss-of-generation events
is the motivation, the examples in this chapter focus solely on loss-of-generation events and
the minimum (nadir) frequency constraint. It is assumed that an accurate DAE model of the
system is available and, in particular, that the governor models are valid over the specified
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gain ranges. It is further assumed that the simulation duration is sufficient to capture the
PFR attributes, e.g., load bus minimum frequencies, of interest.
As the following problem formulation describes, this dissertation focuses on the setting of
generator governor gain values after the commitment of generation units and the economic
power dispatch of the system. The extension to include governor gain-setting in a greater
transient-stability-constrained optimal power flow problem is explored in Section 4.6.
4.2.1 Problem formulation
Let kn denote the gain value of an adjustable-governor-gain (AGG) generator indexed by n,
with associated lower and upper limits kn and k, respectively. A linear cost, cn, is defined
for gain values between the bounds. Although any fixed cost at minimum gain could be
assigned, for simplicity, the same linear cost from a gain of zero is used. For a system with
N AGG generators, the vectors
k = [k1, k2, ... , kN ]
T ∈ RN ,
k = [k1, k2, ... , kN ]
T ∈ RN ,
k = [k1, k2, ... , kN ]
T ∈ RN , and
c = [c1, c2, ... , cN ]
T ∈ RN
are constructed.
Given the set of constrained buses, L, and the set of contingency events (CEs), E , let the
total number of frequency constraints, M , be equal to LE, where L = |L| is the number of
constrained buses, and E = |E| is the number of CEs. Each constraint index, m, is associated
with a combination (l, e), where l ∈ L and e ∈ E . The value fminm |k is the minimum frequency
at the constrained bus l found from the simulation of the system under the CE e, given the
AGG settings k. The value f
m
is the minimum frequency limit for the constrained bus l
associated with constraint m, and the vectors
fmin|k = [fmin1 |k, fmin2 |k, ... , fminM |k]T ∈ RM and
f = [f
1
, f
2
, ... , f
M
]T ∈ RM
are constructed.
The minimum-cost governor gain-setting problem is
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Table 4.1: Four-bus case AGG generator details.
generator n governor model kn kn cn ($)
Generator 1 1 1 IEEEG1 0.0 50.0 0.10
Generator 2 2 GAST 0.0 50.0 0.05
minimize:
k
cTk , (4.1a)
subject to: fmin|k ≥ f , and (4.1b)
k ≤ k ≤ k . (4.1c)
The problem’s frequency constraints (4.1b) are nonlinear, as the ensuing example illustrates.
4.2.2 Four-bus case example
A four-bus case, with two AGG generators (N = 2), illustrates the nonlinear minimum-
cost governor gain-setting problem. The system, depicted in Figure 4.3, has four generators
serving four loads totaling 800 MW. A single CE, the loss of Generator 4, and a single
constrained bus, Bus 3, are considered. Therefore, there is a single frequency constraint
(M = 1). The AGG resource details are presented in Table 4.1 and the frequency constraint
limit, f
1
, is 59.4 hertz.
Gen 1
80 MW
Bus 1
Load 1
100 MW
(adjustable gain)
Gen 2
80 MW
Bus 2
Load 2
100 MW
(adjustable gain)
Gen 3
560 MW
Bus 3
Load 3
500 MW
(fixed gain)
Gen 4
80 MW
Bus 4
Load 4
100 MW
(contingency event)
time = 1.0 s
Figure 4.3: Four-bus case single-line diagram.
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Figure 4.4: Four-bus case Bus 3 frequency response to the loss of Generator 4, under
different governor gain scenarios.
The three post-contingent generators are simulated using GENTPF machine models and
EXDC1 exciter models, with Generators 1 and 2 on a 100 MVA base and Generator 3 on a
700 MVA base. The governor models IEEEG1, GAST, and TGOV1 are used for Generators
1, 2, and 3, respectively, with the gain of Generator 3 fixed at 20. The CLOD model is
used for all loads and all lines have an impedance of j0.05 p.u. on the system 100 MVA
base. Other than the governor gain decision variables for Generators 1 and 2, k1 and k2, all
dynamic models have the default parameters listed in Appendix A.
The simulated frequency response of Bus 3 to the loss of Generator 4, under different
governor gain setting scenarios, is presented in Figure 4.4. The figure shows that feasible
solutions exist and that the contribution of each generator to the frequency constraint is
not linear with its respective gain value. Figure 4.5 depicts a contour plot of the minimum
frequency, fmin1 , over the k1-k2 decision space. The plot shows a feasible-infeasible boundary
contour and the direction of decreasing total cost, cTk. The optimal solution shown, where
the cost function cTk = $2.28 just touches the feasible region, is k = [19.4, 6.7]T .
4.2.3 Computational burden
Transient stability simulations are computationally intensive. A search of the solution space
considering ten possible values for each AGG generator, for example, would require E(10N)
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Figure 4.5: Four-bus case minimum frequency, fmin1 , contour over the k1-k2 decision space.
simulations. Even with the possible solutions in increasing cost order, this search approach
quickly becomes prohibitive as N increases. The Section 4.3 details a more practical solution
approach.
4.3 An Iterative Linear Programming Solution Approach
The shape of the feasible-infeasible boundary contour in Figure 4.5 suggests that the fre-
quency constraint is convex. This section describes a method to approximate the frequency
constraints using concave piecewise-linear functions. Together with the linear cost functions
and gain value constraints, the approximated frequency constraints allow a linear program-
ming (LP) formulation of the minimum-cost governor gain-setting problem that is rapidly
solvable. The iterative formulating and solving of the LP is proposed to reduce the error
introduced by the constraint-linearization. This iterative process includes the reduction of
the solution space to further improve accuracy.
4.3.1 Linear program formulation
Piecewise-linear approximations of the contributions that each AGG generator makes to each
of the frequency constraints defined in (4.1b) are made about the current solution k and over
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the solution space defined in (4.1c). The approximations for each constraint are combined
to form a linear constraint, under the assumption that the effect of changing one governor
is independent of the effect of changing another. For each constraint, the independent effect
of changing the gain value kn of AGG generator n is represented by a function with Z linear
segments over the range kn to kn. Thus, to approximate the function for a single generator
and a single constraint, Z + 1 minimum frequency values are found at Z + 1 gain values.
For AGG generator n, values in a gain test vector hn = [hn,1, hn,2, ... , hn,Z+1]
T ∈ R(Z+1)
are chosen, such that they are monotonically increasing (hn,z < hn,z+1), the bounds are the
first and last values (hn,1 = kn and hn,Z+1 = kn), and one of the values is equal to the current
gain value (kn ∈ {hn,z : z = 1, 2, ... , Z+ 1}). Thereafter, the values are distributed as evenly
possible.
For gain test value hn,z, the system gain setting vector kn,z = [kn,z,1, kn,z,2, ... , kn,z,N ]
T ∈
RN , is defined, where element kn,z,n′ = hn′,z for n′ = n and kn,z,n′ = kn′ for all n′ 6= n.
For every constraint, indexed by m, and AGG generator, indexed by n, a vector of test
minimum frequency values gm,n = [gm,n,1, gm,n,2, ... , gm,n,Z+1]
T ∈ R(Z+1) is defined, where
gm,n,z = f
min
m |kn,z.
The elements of hn and gm,n can be used to define the piecewise-linear approximation of
the effect of changing gain kn on constraint m about solution k. Examples of the minimum
frequency vectors gm,n versus the gain vectors hn for the four-bus case are presented in
Figure 4.6.
The segment z slope of AGG generator n’s piecewise-linear minimum frequency function
for constraint m is given by
am,n,z =
gm,n,z+1 − gm,n,z
hn,z+1 − hn,z , (4.2)
and the vector am,n = [am,n,1, am,n,2, ... , am,n,Z ]
T ∈ RZ is constructed for the linearization of
constraint m with respect to AGG generator n.
For every constraint and AGG generator combination, the slope am,n,z must be greater
than the slope am,n,z+1 for all z = 1, 2, ... , (Z−1) to ensure the correct behavior of the linear
program. If necessary, the elements of gm,n are adjusted to ensure this relationship with the
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Figure 4.6: Four-bus case minimum frequency vectors g1,1 and g1,2, about the solution
k = [25.0, 25.0]T , where h1 = h2 = [0.0, 12.5, 25.0, 37.5, 50.0]
T .
slope of the segments closest to or below the current gain value, kn, taking precedence in
not being changed. Further insights on convex piecewise-linear approximation can be found
in optimization literature [67, 68].
For each AGG generator, indexed by n, a vector of segmented gain variables, xn =
[xn,1, xn,2, ... , xn,Z ]
T ∈ RZ , is introduced, along with the lower limits of zero (xn = 0Z)
and the upper limits xn = [hn,2− hn,1, hn,3− hn,2, ... , hn,Z+1− hn,Z ]T ∈ RZ . The elements of
xn are initialized such that
kn = kn +
Z∑
z=1
xn,z , (4.3)
and for z = 2, 3, ... , Z, if xn,z−1 6= xn,z−1, xn,z = 0.
The slopes am,n can be considered the contribution weights of the corresponding segmented
gain variables xn to constraint m. For each constraint, a requirement value is described by
bm = fm − fminm +
N∑
n=1
aTm,nxn . (4.4)
The requirement vector b = [b1, b2, ... , bM ]
T ∈ RM is, then, constructed.
The stacked vector constructions
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c1Z = [c1(1Z)
T , c2(1Z)
T , ... , cN(1Z)
T ]T ∈ RNZ ,
x = [xT1 ,x
T
2 , ... ,x
T
N ]
T ∈ RNZ ,
x = [xT1 ,x
T
2 , ... ,x
T
N ]
T ∈ RNZ , and
am = [a
T
m,1,a
T
m,2, ... ,a
T
m,N ]
T ∈ RNZ ,
along with the matrix construction
A = [a1,a2, ... ,a3]
T ∈ R(M×NZ),
allow the minimum-cost governor gain-setting problem, (4.1), to be approximated by the LP
formulation
minimize:
x
c1Z
Tx+ cTk (4.5a)
subject to: Ax ≥ b , and (4.5b)
0NZ ≤ x ≤ x , (4.5c)
where k is the solution around which the problem has been linearized, cTk is a constant,
and, once solved, the new gain values are computed by (4.3).
A four-bus case example of the LP with its solution is presented in Figure 4.7. The initial
guess is k(before) = [25.0, 25.0]T , the number of segments is Z = 4, the gain test vectors are
h1 = h2 = [0.0, 12.5, 25.0, 37.5, 50.0]
T , and the LP solution is k(after) = [19.554, 12.500]T
with a total cost of cTk(after) = $2.58. Figure 4.7 also shows the true nonlinear feasibility
contour of (4.1b), and the error introduced by the piecewise-linear constraint approximation,
(4.5b), is evident.
4.3.2 Iterative solution process
To reduce the error introduced by constraint linearization, a two-loop iterative solution
technique is proposed. At each outer-loop iteration, the solution space is set and the LP,
(4.1), is formulated and solved. An inner-loop process ensures that a feasible solution is
found at the end of each iteration. The superscript notation (i, j) indicates an association
with outer-loop iteration i and inner-loop iteration j. Let I be the total number of outer-
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Figure 4.7: Four-bus case LP frequency constraint approximation over the k1-k2 decision
space about solution k(before) = [25.0, 25.0]T and with h1 = h2 = [0.0, 12.5, 25.0, 37.5, 50.0]
T .
loop iterations and Ji be the total number of inner-loop iterations in outer-loop iteration i.
Thus, J = (
∑I
i=1 Ji)/I is the average number of inner-loop iterations.
The re-centering and reduction of the solution space by a factor α(i) is proposed for i = 2
onward. This solution space change is effected through the AGG generator n gain limit
updates,
k(i)n = max
{
k(0)n , k
(i−1)
n −
α(i)
2
(k
(i−1)
n − k(i−1)n )
}
and (4.6a)
k
(i)
n = min
{
k
(0)
n , k
(i−1)
n +
α(i)
2
(k
(i−1)
n − k(i−1)n )
}
, (4.6b)
for all N AGG generators.
The outer-loop process begins with the reduction of the solution space and is followed by
the formulating and solving of the LP. If the LP solution is infeasible, the inner-loop process
updates the violated constraint requirement values, bm, for each violated constraint m by
b(i,j)m = b
(i,j−1)
m + β
(i,j)
m
(
f
m
− fminm |k(i,j−1)
)
, (4.7)
where β
(i,j)
m is the factor of the error that is added to the constraint. The updated LP is
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Table 4.2: Iterative solution algorithm.
Step Part Action
1 a Set i = 0, and J0 = 0.
b Set k(i,J0) to an initial guess.
c Compute fminm |k(i,j) and continue.
2 a Increment i and set j = 0.
b If i > 1, update limits by (4.6).
c Formulate (4.5) around k(i−1,Ji−1).
d Solve (4.5).
e Set k(i,0) to the solution of (4.5) and continue.
3 a Compute fminm |k(i,j).
b If constraints (4.1b) are satisfied, go to Step 5; else, continue.
4 a Increment j.
b Update violated bm as per (4.7).
c Solve (4.5).
d Set k(i,j) to the solution of (4.5) and return to Step 3.
5 a Set Ji = j.
b If cTk(i,Ji) < cTk(i
′,Ji′ ), i′ = 1, 2, · · · , (i− 1),
record k(i,Ji) as the solution and continue; else, continue.
c If k(i,Ji) = k(i−1,Ji−1) or i at limit,
end of algorithm; else, return to Step 2.
solved and the solution is checked for feasibility. It would also be possible to reduce the
requirement values if all residuals, {f
m
− fminm |k(i,j−1) : m = 1, 2, ... ,M}, are too negative.
For simplicity, this idea is left out of the examples presented in this dissertation.
The iterative process is detailed in Table 4.2. Additional steps that may be necessary to
avoid chattering and infinite loops are not shown.
Example results from the application of the iterative solution algorithm on the four-bus
case are presented in Figures 4.8 and 4.9. In this example, Z = 4 segments are used for each
generator contribution to a frequency constraint and an initial solution of k(0,0) = [25, 25]T is
chosen. A solution space reduction factor of α(i) = 0.5 and an inner-loop requirement error
adjustment factor of β(i,j) = 1.0 are used. The results, which are summarized in Table 4.3,
show a general progression toward the optimal solution k∗. Iterations 3 and 4 each involve
an inner-loop iteration to find a feasible solution.
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Figure 4.8: Four-bus case iterative LP solution space and results for Iterations 1 and 2.
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Figure 4.9: Four-bus case iterative LP solution space and results for Iterations 3 and 4.
54
Table 4.3: Four-bus case iterative LP solution results.
i k(i,0)
T
Ji k
(i,Ji)
T
cTk(i,Ji) ($)
1 19.554, 12.500 0 19.554, 12.500 2.580
2 19.798, 6.250 0 19.798, 6.250 2.292
3 19.688, 6.250 1 19.694, 6.250 2.282
4 19.685, 6.250 1 19.694, 6.256 2.282
4.3.3 Computational burden
Steps 1c and 3a of the iterative algorithm, described in Table 4.2, each involve E transient
stability simulations and Step 2c requires ENZ solutions. Therefore the total number of
transient stability simulations is IE(NZ+J+1). For an interconnected system, the number
of AGG generators, N , is likely to be very large. For such systems, the algorithm proves
superior in burden to the brute force style approach mentioned in Section 4.2.3. However,
the lower computational burden may still be prohibitive. Thus, the following minimum-
frequency estimation method is proposed to further reduce the burden.
4.4 Sensitivity-Based Minimum Frequency Estimation
To reduce the computational burden of the iterative solution algorithm, a method to estimate
the minimum-frequency value gm,n,z is proposed. The detailed mechanics of the sensitivity-
based method are described in Chapter 2. This section describes the particulars relevant
to the minimum-cost governor gain-setting problem and illustrates the process using the
four-bus case example. The method combines an approximation of the minimum-frequency
sensitivity to power injections with an approximation of AGG generator power output to
estimate the minimum frequency.
4.4.1 Minimum-frequency power sensitivity
In the same way as described in Section 3.4, the power sensitivity of a system is found. The
sensitivity of the minimum frequency, fminm |k, to a real or reactive power change, ∆Pr(t) or
∆Qr(t), into bus r at time t can be assessed by transient stability simulation with the change
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Figure 4.10: Four-bus case minimum-frequency to real-power injection sensitivities.
represented by the closing of a constant power negative load of an appropriate magnitude.
This sensitivity measure can be assessed for a set of T time values from the time of the CE
to the time at which the minimum frequency occurs. Interpolation of the set of sensitivity
measures can then be used as approximations, SPm,r(t)|k or SQm,r(t)|k, of the continuous
partial derivative ∂(fminm |k)/∂∆Pr(t) or ∂(fminm |k)/∂∆Qr(t).
Examples of the sensitivity functions, SP1,1(t)|k and SP1,2(t)|k, for the four-bus case are
presented the Figure 4.10. The examples, which use linear interpolation, both show a de-
creasing sensitivity from the time of the event to the time of the minimum frequency at
Bus 3. Figure 4.10 also shows that the sensitivities for electrically close buses can be very
similar. The Bus 1 to Bus 2 impedance is j0.05 p.u. on the system 100 MVA base.
4.4.2 Resource power output
The change in the power output of an AGG generator due to a gain value change can be
found through the results-comparison of two transient stability simulations. The real power
change of AGG generator n due to a gain value change from its current value kn to its test
value hn,z for event e associated with constraint m is given by
∆Pm,n,z(t)|k = Pm,n(t)|kn,z − Pm,n(t)|k , (4.8)
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where Pm,n(t)|k is the real power output of AGG generator n under event e given the system
gain settings k. Under the assumption that the change in output does not significantly affect
the system voltages and angles, the power change can be approximated by
∆˜Pm,n,z(t)|k = Pm,n,z(t)|k − Pm,n(t)|k , (4.9)
where Pm,n,z(t)|k is the estimated output of AGG generator n under event e with gain value
hn,z found through the playback of the system voltage and frequency at AGG generator n’s
bus rn recorded from the simulation of system under the gain settings k. In the same way,
and concurrently, the reactive power approximation ∆˜Qm,n,z(t)|k can also be found.
An example of the power change approximation from the four-bus case is presented in
Figure 4.11a. The example shows the output of AGG Generator 1, P1,1(t)|k, under the
current system gain settings and the playback output, P1,1,2(t)|k, for a change in AGG
Generator 1’s gain from k1 = 25.0 to h1,2 = 12.5. The value P1(0) is the initial output of
AGG Generator 1. Figure 4.11b depicts the power change approximation time-derivative,
necessary for the minimum frequency estimation described next.
4.4.3 Minimum frequency estimation
Under the assumption that voltage and frequency are not significantly affected by a change
in a single AGG generator gain value, it can be assumed that the change in the power
output of the AGG generator is the only substantial power change. If it is further assumed
that the response of the system to a power injection is both linear with respect to power
magnitude and independent of other real and reactive power injections at all time instants,
the minimum-frequency measure gm,n,z can be approximated by
gm,n,z ≈
∫ tend
tstart
[
∂(fminm |k)
∂∆Prn(t)
d∆Pm,n,z(t)|k
dt
+
∂(fminm |k)
∂∆Qrn(t)
d∆Qm,n,z(t)|k
dt
]
dt+ fminm |k , (4.10)
where tstart is the time of the CE and tend is the time at which the minimum frequency occurs
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(b) Rate of change of generator power output.
Figure 4.11: Four-bus case AGG Generator 1 real power output and its time derivative.
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Figure 4.12: Four-bus case real-power portion of the gˆ1,1,2 estimation integrand.
for constraint m. Given the partial derivative estimates SPm,rn(t)|u and SQm,rn(t)|u, described
in Section 4.4.1, and the approximate power changes ∆˜Pm,n,z(t)|u and ∆˜Qm,n,z(t)|u, de-
scribed in Section 4.4.2, an estimate of minimum frequency value gm,n,z can be computed
by
gˆm,n,z =
∫ tend
tstart
[
SPm,rn(t)|k
d∆˜Pm,n,z(t)|k
dt
+ SQm,rn(t)|k
d∆˜Qm,n,z(t)|k
dt
]
dt+ fminm |k . (4.11)
A four-bus case example of the real-power portion of the integrand of (4.11) is presented
in Figure 4.12. In this example, the sensitivity SP1,1(t) is that depicted in Figure 4.10 and
the real power change approximation is that depicted in Figure 4.11b. If the reactive-power
portion is ignored, the value of the integral is the area above zero (shaded blue) less the
area below zero (shaded red). For this case, the reduction in the gain of AGG Generator
1 from 25.0 to 12.5 is estimated to cause the minimum frequency at Bus 3 to decrease by
0.0698 Hz, from 59.4356 Hz to 59.3658 Hz. The reference Bus 3 minimum-frequency, as
determined through simulation of the full system, is 59.350 Hz. A four-bus case example
of the estimated minimum-frequency vectors gˆ1,n for AGG Generators 1 and 2 around the
system gain settings k = [25.0, 25.0]T are presented in Figure 4.13. These results show a
trend of increasing error for estimates farther from the current gain value.
The estimates gˆm,n,z can be used in place of the actual values gm,n,z in (4.2) of the LP
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Figure 4.13: Four-bus case estimated minimum frequency vectors gˆ1,1 and gˆ1,2, about the
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Table 4.4: Four-bus case iterative LP solution results with estimated minimum frequency
values.
i k(i,0)
T
Ji k
(i,Ji)
T
cTk(i,Ji) ($)
1 25.000, 0.828 1 19.554, 2.970 2.649
2 18.794, 9.220 0 18.794, 9.220 2.340
3 19.965, 6.095 0 19.965, 6.095 2.301
4 19.755, 6.095 1 19.786, 6.095 2.283
formulation. The solution space for four iterations of the four-bus case using the sensitivity-
based minimum-frequency estimates are presented in Figures 4.14 and 4.15. Apart from the
use of the estimates, the solution method is identical to that presented in Section 4.3. In this
case, AGG Generator 2, which is connected to Bus 2, uses Bus 1 as a representative bus for
the power sensitivity approximation. The results, summarized results in Table 4.4, show a
similar convergence on the solution to the original iterative approach. Note that outer-loop
iterations 1 and 4 each require an inner-loop iteration to obtain a feasible solution.
4.4.4 Computational burden
Sensitivity approximations SPm,r(t) and S
Q
m,r(t) are computed at each outer-loop iteration of
the iterative solution algorithm. Let R = {rn|n = 1, 2, · · · , N} be the set of buses at which
AGG generators are connected. To compute the sensitivity approximations, 2ERT transient
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Figure 4.14: Four-bus case iterative LP solution space and results for Iterations 1 and 2,
using sensitivity-based minimum-frequency estimation.
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Figure 4.15: Four-bus case iterative LP solution space and results for Iterations 3 and 3,
using sensitivity-based minimum-frequency estimation.
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stability simulations are required, where R = |R|. The power change approximations require
a further EZ simulations of playback cases with only the AGG generators modeled. Thus,
the total number of simulations is IE(2RT +J+Z+1), which can be a significant reduction.
As demonstrated in the four-bus case, reductions can be made through the use of rep-
resentative buses. Let r′n be the representative bus used in place of rn for the sensitivity
approximations. In accordance, let R′ = {r′n|n = 1, 2, · · · , N} and R′ = |R′|. If R′ < R,
the burden reduces to IE(2R′T + J + Z + 1) simulations. As also demonstrated in the
four-bus case example, a further reduction to IE(R′T + J + Z + 1) simulations may be
achieved by ignoring the reactive power sensitivities. This simplification common practice
in power system analyses, where frequency is generally linked to real power and voltage to
reactive power. However, this may not be effective for systems with highly voltage-sensitive
resources.
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4.5 IEEE 118 Bus Case Study
A study with 18 AGG generators (N = 18) on the IEEE 118 bus test system [60] demon-
strates the potential computational benefits of the sensitivity-based estimation described in
Section 4.4. The example considers the single event (E = 1) of the loss of the fourth largest
generator, Generator 10 (450 MW), which is larger than a tenth of the total served load. A
minimum-frequency limit of 59.4 Hz is set for all 99 load buses (L = 99).
The 18 post-contingent generators have an MVA base equal to 125% of their real power
output, and the synchronous condensers have an MVA base equal to 125% of their MVA
output. Both the generators and the synchronous condensers use GENTPF machine models
and IEEEX1 exciter models. Each generator governor model was randomly chosen to be
IEEEG1, GAST, or HYGOV, with equal probability of each model. Finally, all loads are
modeled with the CLOD model. Apart from the AGG generator gains, k, all of the models
use the default parameters listed in Appendix A.
All 18 of the post-contingent generators are assumed to have AGG capability with a
minimum gain, kn, of zero and a maximum gain, kn, of 50. The linear gain costs for the
generators were randomly selected from a uniform distribution from 0.05 $ to 0.10 $ and
then weighted by their respective MVA bases over the 100 MVA system base. All governors
have a maximum valve/gate position equal to their MVA base.
The set of representative buses, R′, was found through hierarchical clustering with a
threshold maximum bus-to-bus impedance. The impedance values were found through the
inversion of the power flow admittance matrix. The threshold was increased to 0.07 p.u.
to obtain four representative bus groups (clusters) for the 18 AGG generators. The rep-
resentative bus of a cluster was chosen to be the bus with the minimum single bus-to-bus
impedance within the cluster. The representative buses and other pertinent AGG generator
details are listed in Table 4.5.
The minimum-cost AGG gain-setting problem is first approached under the standard
practice method of having the same gain setting for every generator. Under this practice,
and to the nearest tenth of a unit, the minimum system gain setting is 19.7 and corresponds
to a total cost of $59.97. This standard practice cost can be used as a comparison to the
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Table 4.5: IEEE 118 bus case AGG generator details.
generator n governor model kn kn MVA base cn ($) r
′
n
Gen 89 1 IEEEG1 0.0 50.0 758.75 0.5675 103
Gen 69 2 IEEEG1 0.0 50.0 641.74 0.4062 80
Gen 80 3 HYGOV 0.0 50.0 596.25 0.3675 80
Gen 66 4 IEEEG1 0.0 50.0 490.00 0.2479 66
Gen 65 5 GAST 0.0 50.0 488.75 0.2577 66
Gen 26 6 IEEEG1 0.0 50.0 392.50 0.1757 31
Gen 100 7 HYGOV 0.0 50.0 315.00 0.2444 80
Gen 25 8 HYGOV 0.0 50.0 275.00 0.1810 31
Gen 49 9 HYGOV 0.0 50.0 255.00 0.1509 66
Gen 61 10 IEEEG1 0.0 50.0 200.00 0.1311 66
Gen 59 11 GAST 0.0 50.0 193.75 0.1197 66
Gen 12 12 GAST 0.0 50.0 106.25 0.0700 31
Gen 54 13 HYGOV 0.0 50.0 60.00 0.0371 66
Gen 103 14 GAST 0.0 50.0 50.00 0.0344 103
Gen 111 15 HYGOV 0.0 50.0 45.00 0.0274 80
Gen 46 16 GAST 0.0 50.0 23.75 0.0189 66
Gen 31 17 GAST 0.0 50.0 8.75 0.0043 31
Gen 87 18 HYGOV 0.0 50.0 5.00 0.0022 80
other results presented in this section.
A number of methods, employing the iterative solution algorithm and using both the ac-
tual minimum-frequency measures, gm,n,z, and sensitivity-based estimated measures, gˆm,n,z,
are used to solve the minimum-cost gain-setting problem. As detailed in Table 4.6, the meth-
ods vary in complexity. The three methods with estimated measures use only real-power
sensitivities and vary in the number of sensitivity power-injection times, T , and the number
of actual/representative buses R/R′. Tables 4.7 to 4.10 present the Method 1 to 4 results,
respectively, for the first five iterations. All of the methods have solution-space reduction
factors of a half (α(i) = 0.5), requirement adjustment factors of one (β(i,j) = 1.00), and use
an initial guess of 25 for all of the AGG generator gain values (k
(0,0)
n = 25).
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Table 4.6: IEEE 118 bus case solution method details.
method actual/estimated real and/or R′ T
measures reactive power
1 actual n/a n/a n/a
2 estimated real only 18 (= R) 11
3 estimated real only 4 11
4 estimated real only 4 6
Table 4.7: IEE 118 bus case results for Method 1 (actual measures).
i min(fmin|k(i,0)) (Hz) Ji min(fmin|k(i,Ji)) (Hz) cTk(i,Ji) ($)
1 59.295 1 59.511 51.44
2 59.359 1 59.427 38.74
3 59.401 0 59.401 34.98
4 59.398 2 59.400 34.82
5 59.400 2 59.400 34.72
Table 4.8: IEE 118 bus case results for Method 2 (R = 18, T = 11).
i min(fmin|k(i,0)) (Hz) Ji min(fmin|k(i,Ji)) (Hz) cTk(i,Ji) ($)
1 59.203 1 59.435 39.14
2 59.370 1 59.431 38.44
3 59.364 1 59.433 38.71
4 59.408 0 59.408 35.65
5 59.400 3 59.400 34.54
Table 4.9: IEE 118 bus case results for Method 3 (R′ = 4, T = 11).
i min(fmin|k(i,0)) (Hz) Ji min(fmin|k(i,Ji)) (Hz) cTk(i,Ji) ($)
1 59.164 1 59.436 39.25
2 59.383 1 59.418 36.82
3 59.401 0 59.401 35.16
4 59.394 2 59.400 35.58
5 59.397 10 59.400 35.39
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Table 4.10: IEE 118 bus case results for Method 4 (R′ = 4, T = 6).
i min(fmin|k(i,0)) (Hz) Ji min(fmin|k(i,Ji)) (Hz) cTk(i,Ji) ($)
1 59.265 1 59.437 39.25
2 59.405 0 59.405 35.73
3 59.395 2 59.448 40.54
4 59.397 4 59.400 35.33
5 59.400 0 59.400 35.00
Using the actual measures in Method 1, the initial LP solution is well below feasible with
a minimum fminm |k(1,0) value of 59.29 Hz. After one inner-loop iteration a feasible solution
is found with a total cost of $51.44. Initial infeasible solutions are also found by all of the
sensitivity-based estimation methods (Methods 2-4).
Method 2, which involves the highest number of transient stability simulations, finds the
best results of all the methods, after five iterations. The solution, with a total cost of $34.54,
has a final minimum fminm |k(5,J5) value of 59.400 Hz, as do the fifth-iteration final solutions
of the other methods.
Method 3 uses representative buses r′n in place of the resource buses rn used in Method 2
to reduce the computational burden. After five iterations of this method, the best solution is
found in the third iteration. However, running the method for more iterations yields slightly
better results. In outer-loop iteration five, 10 inner-loop iterations are necessary. This high
value suggests that higher or adaptive values of β
(i,j)
m could provide benefits.
The computational burden of Method 4 is reduced from that of Method 3 through a
decrease in the number of power-sensitivity injection times. Surprisingly, Method 4 outper-
forms Method 3 in the first five iterations. When running the methods to ten iterations,
however, Method 3 proves superior.
The method comparisons in Figure 4.16 and Table 4.11 show that reasonable solutions
can be found using the reduced-burden methods, with little increase in the total cost. The
case has 18 AGG generators and, therefore, the computational benefits would be greater for
a system with more of these generators.
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Figure 4.16: IEEE 118 bus case minimum total cost found vs. number of transient stability
simulations for the four iterative solution methods after five iterations.
Table 4.11: IEEE 118 bus case result summary for the four iterative solution methods after
five iterations
method J simulations per min. cost after i iterations ($)
iteration (avg.) i = 1 i = 2 i = 5
1 1.2 74.2 51.44 38.74 34.72
2 1.2 204.2 39.14 38.44 34.54
3 2.8 51.8 39.25 36.82 35.16
4 1.4 30.4 39.25 35.73 35.00
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Table 4.12: IEEE 118 bus case solution gain values after five iterations for the four
iterative solution methods.
n governor model 100cn/MVA base gain kn
Method 1 Method 2 Method 3 Method 4
1 IEEEG1 0.0935 17.11 14.58 20.94 18.27
2 IEEEG1 0.0791 23.63 24.22 21.87 22.66
3 HYGOV 0.0770 0.00 0.51 0.78 0.78
4 IEEEG1 0.0632 25.44 25.00 23.44 24.19
5 GAST 0.0659 3.91 8.09 3.12 4.18
6 IEEEG1 0.0560 25.00 24.22 24.22 26.56
7 HYGOV 0.0970 0.00 0.00 0.78 0.00
8 HYGOV 0.0823 0.00 0.78 0.78 0.78
9 HYGOV 0.0740 0.25 0.78 0.78 0.78
10 IEEEG1 0.0820 23.44 24.22 20.31 20.31
11 GAST 0.0772 0.00 0.00 0.00 0.00
12 GAST 0.0824 7.81 2.61 2.27 4.69
13 HYGOV 0.0772 0.00 0.78 0.78 0.78
14 GAST 0.0861 0.00 0.00 3.12 1.56
15 HYGOV 0.0761 0.00 0.78 0.78 0.78
16 GAST 0.0997 0.00 0.00 0.00 0.00
17 GAST 0.0609 9.37 8.59 7.81 8.59
18 HYGOV 0.0553 0.00 0.78 0.78 0.78
The gain values, kn, for the solutions found after five iterations are listed in Table 4.12,
along with gain costs for each AGG generator normalized to the system 100 MVA base.
The differences in the gains values indicate that further cost improvements may be possible.
Running Method 4 for nine iterations finds a minimum cost of $34.21. Table 4.12 also shows
that when using the actual measures in Method 1, the gains of many of the smaller generators
are set to zero. The benefit of increasing the gain on these small generators is not evident
in the large system simulations. The ability to capture the benefits of small generators is
another advantage of the sensitivity-based estimation methods.
A plot of the load bus frequencies for the system with a gain of 19.7 for all of the AGG
generators is presented in Figure 4.17, and Figure 4.18 presents the load bus frequencies
with the AGG generator gains set to the solution of Method 4 after five iterations. The
lack of a settling frequency constraint is evident for the Method 4 solution. An example
constraint could be to have a limit on the minimum computed frequency after the eight
second mark. The total cost would increase with the added constraint, but savings over the
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Figure 4.17: IEEE 118 bus case load bus frequency response with a gain of 19.7 for all
AGG generators.
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Figure 4.18: IEEE 118 bus case load bus frequency response with gains set to the solution
found after five iterations using Method 4.
standard practice system gain level method would remain.
The greater benefit of AGG generators is seen in assessment of the frequency-constrained
unit commitment problems, as explored in Section 4.6.
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4.6 Generator Output Curtailment for PFR Improvement
As illustrated in the Figure 4.2 example, the proximity of the power output of a generator to
its valve/gate limit can significantly affect a generator’s dynamic response and therefore its
contribution toward meeting a PFR constraint. This significance is reiterated in Figure 4.19,
which shows the effect of changing the gain and power output level of AGG Generator 1
in the four-bus case. For this example, the gain of AGG Generator 2 is held constant
at zero and its contribution toward the minimum frequency constraint is not significantly
affected by changes made to its output level to ensure power balance. In Figure 4.19, the
interdependence of power output levels and gain values on AGG Generator 1’s contribution
is evident.
The minimum-cost setting problem, (4.1), assumes the power output levels of the genera-
tors are known constants from a prior economic dispatch solution. Thus, if the Figure 4.19
example economic dispatch specifies the output of AGG Generator 1 is 90 MW, there are
no feasible solutions to the minimum-cost gain-setting problem. However, from the results
in Figure 4.19, it is apparent, that a feasible solution can be achieved through the curtail-
ment of AGG Generator 1. This issue can be overcome by extending economic dispatch and
unit-commitment problems to include the gain-setting problem as described in the following
sections.
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Figure 4.19: Four-bus case minimum frequency vs. AGG Generator 1 real power output for
different AGG Generator 1 gain values, k1, and a constant AGG Generator 2 gain of zero
(k2 = 0).
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4.6.1 Economic dispatch extension
To investigate the potential benefits of generator curtailment, first, a simple economic dis-
patch problem without frequency constraints is formulated. The LP formulation, based on
the formulation in Chapter 3 of [47], uses piecewise-linear cost functions and assumes a
lossless system with no line limits. The power output of generator n is given by
pn = pn +
Yn∑
y=1
wn,y , (4.12)
where Yn is the number of line segments, pn is the minimum output of the geneator, and
wn,y is the decision variable associated with segment y. The lower limit of wn,y is zero, the
upper limit is wn = pn,y − pn,y−1, where pn,y is the generator output at the end of segment
y, and pn,0 = pn. The generator n segment y incremental cost is cn,y and cn,0 is set at the
minimum output cost over the minimum output level. The total load to be served is pload.
The average number of segments is defined as Y = (ΣNn=1Yn)/N and the vector construc-
tions
p = [p1, p2, ... , pN ]
T ∈ RN ,
p = [p
1
, p
2
, ... , p
N
]T ∈ RN ,
wn = [wn,1, wn,2, ... , wn,Yn ]
T ∈ RYn ,
w = [wT1 ,w
T
2 , ... ,w
T
N ]
T ∈ RNY ,
wn = [wn,1, wn,2, ... , wn,Yn ]
T ∈ RYn ,
w = [wT1 ,w
T
2 , ... ,w
T
N ]
T ∈ RNY ,
cP0 [c1,0, c2,0, ... , cN,0]
T ∈ RN ,
cPn = [c
P
n,1, c
P
n,2, ... , c
P
n,Yn
]T ∈ RYn ,
cP = [cP1
T
, cP2
T
, ... , cPN
T
]T ∈ RNY ,
are made. Thus, the economic dispatch problem is
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minimize:
w
cP0
T
p+ cP
T
w , (4.13a)
subject to: 1N
Tp+ 1NY
Tw = pload , and (4.13b)
0NY ≤ w ≤ w . (4.13c)
The extension of (4.13) to incorporate the setting-problem (4.1) yields the PFR-constrained
economic dispatch problem
minimize:
w,k
cP0
T
p+ cP
T
w + cTk , (4.14a)
subject to: 1N
Tp+ 1NY
Tw = pload , (4.14b)
fmin|(w,k) ≥ f , (4.14c)
0NY ≤ w ≤ w , and (4.14d)
k ≤ k ≤ k , (4.14e)
where fmin|(w,k) is the minimum-frequency vector found from time-domain simulation of
the system with the AGG generator gain values in k and power output levels computed
by (4.12) in p. Of particular interest is the behavior of (4.14c), examples of which are
presented in Section 4.6.3.
4.6.2 Unit commitment extension
The economic dispatch problems (4.13) and (4.14) can be further extended to unit com-
mitment problems, as described in this section. The commitment variable un ∈ {0, 1}
is introduced to denote the commitment of generator n and the commitment vector u =
[u1, u2, ... , uN ]
T ∈ RN is constucted. The power output of generator n is now given by
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pn = un
(
p
n
+
Yn∑
y=1
(wn,y)
)
, (4.15)
and the real-power-only economic dispatch in (4.13) is extended to the unit commit problem
minimize:
u,w
N∑
n=1
un
(
cn,0pn +
Yn∑
y=1
(
cPn,ywn,y
))
, (4.16a)
subject to:
N∑
n=1
un
(
p
n
+
Yn∑
y=1
(wn,y)
)
= pload , and (4.16b)
0NY ≤ w ≤ w . (4.16c)
Similarly, the PFR-constrained economic dispatch problem (4.13) is extended to the PFR-
constrained unit commitment problem
minimize:
u,w,k
N∑
n=1
un
(
cn,0pn +
Yn∑
y=1
(
cPn,ywn,y
)
+ cnkn
)
, (4.17a)
subject to:
N∑
n=1
un
(
p
n
+
Yn∑
y=1
(wn,y)
)
= pload , and (4.17b)
fmin|(u,w,k) ≥ f , (4.17c)
0NY ≤ w ≤ w , and (4.17d)
k ≤ k ≤ k , (4.17e)
where fmin|(u,w,k) is the minimum-frequency vector found from time-domain simulation
of the system with AGG generator gain values in k, power output levels computed by (4.15)
in p, and the commitment u. As with the PFR-constrained economic dispatch formulation,
interest lies in the behavior of the frequency constraints, as demonstrated in the Section 4.6.3.
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Table 4.13: Five-bus case generator capabilities.
n p
n
(MW) pn (MW) governor model kn kn c
P
n,0 ($/MW)
1 40 100 IEEEG1 0 50 40
2 70 100 GAST 0 0 40
3 560 560 TGOV1 20 20 40
4 80 80 - 0 0 40
5 30 30 IEEEG1 30 20 50
Table 4.14: Five-bus case linear decision variable details.
variable lower limit lower limit upper limit upper limit cost cost
symbol symbol symbol
w1,1 w1,1 0 w1,1 60 c
P
1,1 34.00 $/MW
w2,1 w2,1 0 w2,1 30 c
P
2,1 36.00 $/MW
k1 k1 0 k1 50 c1 0.10 $
4.6.3 Five-bus case
The four-bus case introduced in Section 4.2.2 is modified to include a fifth bus and generator,
Bus 5 and Generator 5, connected to Bus 1 via a j0.05 p.u. impedance and the resulting five-
bus case is used to demonstrate the possible benefits of generator curtailment. Generator
5 is on a 60 MVA base and uses an IEEEG1 governor model. The capabilities of the five
generators are detailed in Table 4.13. Table 4.14 lists the three available linear decision
variables along with their limits and associated costs. The remaining gains and generator
output levels are constants. To serve the load, pload = 800 MW, only two commitment
scenarios can satisfy the power balance constraint (4.17b). They are the commitment of
Generators 1 to 4 (u = [1, 1, 1, 1, 0]T ) and the commitment of all five generators (u =
[1, 1, 1, 1, 1]T ).
Under the commitment u = [1, 1, 1, 1, 0]T , the five-bus case dynamics are identical to the
four-bus case. For this commitment scenario, the solution to the real-power-only economic
dispatch problem, (4.13), is p = [90, 70, 560, 80, 0]T with a cost of $31,700. However, given
this power dispatch, no feasible solutions to the minimum-cost setting problem, (4.1), exist.
Solving the u = [1, 1, 1, 1, 0]T commitment scenario using the PFR-constrained economic
dispatch approach, (4.14), is a nonlinear optimization problem. Although there are three
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Figure 4.20: Five-bus case minimum frequency PFR-constrained economic dispatch partial
k1-w2,2 solution space for commitment u = [1, 1, 1, 1, 0]
T .
linear decision variables, there are only two degrees of freedom due to the power balance
constraint. A portion of the solution space, with both the feasibile-infeasible boundary and
the optimal cost function shown, is depicted in Figure 4.20. The results on the plot show
an optimal power output of p = [79.6, 80.4, 560, 80, 0]T with a cost of $31,720.80, and an
AGG Generator 1 gain, k1, of 32 with a cost of $3.20. Thus, the total cost is $31,724.00 and
relative to the the optimal power dispatch, it is a $24.00 increase.
Under the commitment u = [1, 1, 1, 1, 1]T , the solution to the real-power-only economic
dispatch problem, (4.13), is p = [60, 70, 560, 80, 30]T with a cost of $32,180. The subsequent
solution of the minimum-cost setting problem, (4.1), finds an AGG Generator 1 gain, k1,
of 5 with a cost of $0.50. Therefore, this sequential solution method gives a total cost
of $32,180.50. Using the PFR-constrained economic dispatch approach, (4.14), there are,
again, only two degrees of freedom and the relevant solution-space portion is presented in
Figure 4.21. The results show the same optimal power and gain dispatch found through the
sequential real-power economic dispatch and gain-setting approach.
The aforementioned results illustrate the benefits of generator curtailment. The cur-
tailment of Generator 1 in the u = [1, 1, 1, 1, 0]T commitment scenario, allows a feasible
solution to be found at much lower cost than the u = [1, 1, 1, 1, 1]T commitment solution.
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Figure 4.21: Five-bus case minimum frequency PFR-constrained economic dispatch partial
k1-w2,2 solution space for commitment u = [1, 1, 1, 1, 1]
T .
However, curtailment may not always provide benefits as demonstrated in the evaluation of
the u = [1, 1, 1, 1, 1]T scenario, in which no superior solution is found.
4.6.4 Solution strategy
The five-bus case example shows the benefits of PFR-constrained unit commitment. How-
ever, the solution of this nonlinear problem can be computationally intensive. A good
strategy is to sequentially perform the power dispatch, which is independent of the gain
variables, and then the minimum-cost governor gain-setting. After these two steps, the po-
tential benefits of curtailing dispatched generation can be investigated. If a feasible solution
to the gain-setting problem is found, curtailment could be performed for the generator(s)
with the largest positive difference in the decremental cost of minimum-cost governor gain-
setting (due to a curtailment) and the incremental cost of power dispatch (due to the same
curtailment). In essence, this performs a gradient method. If no feasible solution is found
from the gain-setting problem, another gradient method could be performed to maximize the
cost-benefit of the curtailment. In this case, a benefit measure to the violated constraints,
possibly weighted by the magnitudes of the violations, is necessary.
Gradient methods may fall short in situations where both the curtailment of a generator’s
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output and an increase in its governor gain are necessary to reach a superior solution.
Similarly, the linearization of the PFR constraints, in the manner described in Section 4.3,
will not capture the joint dependence of pn and kn on Generator n’s benefit to a constraint.
As such, a quadratic programming approach might be more effective.
Regardless of the solution approach, it would be prudent to use the power value at
which the valve limit of a generator is reached as a breakpoint between approximated
segments/planes. For example, in the scenario presented in Figure 4.19 a 1% frequency
deviation limit (59.4 Hz on a 60 Hz system) and a generator gain value of 20 on a 100 MVA
base corresponds to a decrease in minimum frequency for Generator 1 power values above
80 megawatts. For this example, a two segment/plane approximation could be used – one
above 80 MW and one below.
Additional remarks on AGG generators, the minimum-cost gain-setting problem, and the
extension of the problem to economic dispatch and unit commitment problems are provided
in the following section.
4.7 Additional Remarks
This minimum-cost gain-setting problem introduced in this chapter is nonlinear and the
proposed problem-linearization and sensitivity-based estimation of minimum-frequency val-
ues introduce error. The two-loop iterative solution algorithm attempts to overcome this
error and the combined linearization and iterative approach proves effective in solving the
minimum-cost problem in a computationally tractable manner.
For practical implementation of the AGG generator concept, further investigation of tech-
niques to reduce the introduced error for real-world cases is necessary. Techniques could
include adapting the solution algorithm parameters, e.g., Z, T , α, and β, and more strategic
selection of gain test values, hn,z, power-sensitivity injection times, and representative buses.
Other nonlinear optimization techniques could be investigated, while keeping in mind the
burden of the nonlinear function evaluation, i.e., transient stability simulations.
Critical to the success of the AGG generator concept is understanding the true cost of
changing gain values. Investigation on the long-run wear and tear associated with higher
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gain values would help with this process. The idea of changing only the governor gain
value can be extended to multiple control parameter changes. The additional complexity of
this extension can be reduced if the change in multiple variables can be mapped to a single
decision variable, which can then be associated with a convex cost function. For example, an
increase in gain may be associated with a change in proportional-integral-derivative control
parameters. Accordingly, this mapping would need to be modeled for the transient stability
simulation.
As demonstrated in Sections 4.5 and 4.6, the true value of the AGG generator approach
is seen in the extension of economic dispatch and unit commitment problems to include the
minimum-cost gain-setting problem. A PFR-constrained unit commitment problem with
AGG generators will show scenarios in which adjusting the governor gain values can prevent
the commitment of expensive units. The structured sensitivity-based approach presented in
this chapter allows the contribution of a generator to PFR adequacy to be computed and, for
generators operating at low output with fast response, high gain-capability, and sufficiently
low gain-cost, this contribution can be substantial.
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CHAPTER 5
CONCLUSION
This dissertation describes both demand-side and generation-side methods to improve power
system primary frequency response. For each method, costs are assigned to system resources
and minimum-cost PFR-constrained optimization problems are formulated and then solved.
The PFR-improvement methods are examples of smarter use of presently available technol-
ogy.
5.1 Summary
The use of autonomous interruptible load (AIL) resources for PFR improvement, as described
in Chapter 3, can be thought of as centrally-coordinated highly-distributed non-emergency
under-frequency load-shedding. The minimum-cost commitment of these AIL resources is
a nonlinear problem of great complexity. The iterative formulating and solving of a linear
integer programming problem proves to be an effective solution method.
The coordinated setting of adjustable-governor-gain (AGG) generator gain values, as de-
scribed in Chapter 4, proves to be another effective PFR improvement method. Costs are
assigned to each AGG generator gain setting and a minimum-cost gain-setting problem is
formulated. As proposed for the AIL resource commitment problem, the AGG generator
gain-setting problem can be solved via the iterative formulating and solving of linear prob-
lems. In this case, however, it is proposed that a linear programming problem be formulated
and the highly nonlinear contribution of each AGG generator is represented by a piecewise-
linear function. Again, the iterative approach proves to be effective.
For their high accuracy and ability to capture nonlinear dynamics, transient stability
simulations are used in the problems formulated in this dissertation. These simulations,
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however, are computationally burdensome. To ensure the iterative solution methods are
tractable, a sensitivity-based estimation method is proposed to reduce the total number of
transient stability simulations necessary for each iteration. The sensitivity-based estimation
method, as detailed in Chapter 2 and Sections 3.4 and 4.4, is key to the practicality of the
solution methods described in this dissertation. The estimation method captures both the
temporal and spatial aspects of a resource’s contribution to a problem constraint.
5.2 Extensions
The examples in this dissertation assign costs to each resource/decision. Further investi-
gation to find the true costs of these resources/decisions is necessary to evaluate the effec-
tiveness of the proposed PFR improvement methods. Another necessity, particularly for
the AGG generator method, is the development and validation of dynamic models that
accurately capture resource response over the possible control range. Improvements in tran-
sient stability simulation speed would allow the faster and/or more accurate solution of the
minimum-cost optimization problems.
A logical next step for the problem formulations presented in Chatpers 3 and 4 is to
integrate them into constrained unit-commitment problems. For the AGG generator gain-
setting problem, Section 4.6 describes a few initial insights on this integration. The impact of
each proposed PFR improvement method on unit commitment is a key step in determining
the method’s value.
The problems in this dissertation focus on the most efficient operation of the system. How-
ever, as formulated, the problems may be prone to manipulation in PFR-constrained market
scenarios. Further work on market design, participant incentives, and policing/regulation
would be necessary for the incorporation of either AIL resources or AGG generators into
real-world markets. Payment allocation according to system benefits may cause arguments
over which contingencies to consider and what weighting factors to use. As such, a pay-at-bid
market, with appropriate caps may be necessary.
The sensitivity-based estimation method is not restricted to PFR decision-making. It
can also be used to develop dynamic equivalent or reduced order models for portions of the
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system by ensuring certain response attributes are met by the equivalent model. Similar,
sensitivity-based work has been performed to parameterize load models using disturbance
measurements [69]. These or other dynamic equivalent models could prove useful for the
distributed solution of the minimum-cost problems presented in this dissertation.
Throughout this dissertation it is assumed that load and generation levels are known.
In reality, load and solar/wind generation are uncertain and this is of particular concern
for unit commitment problems. The optimization problems presented in Chapters 3 and 4
could be extended to stochastic optimization problems with the inclusion of uncertain system
components. An initial step in this extension could be to evaluate the reachability of system
trajectories as described in [70].
5.3 Final Remarks
Power systems are changing and both the operation and control of the grid need to adapt
to this change. The improvement of power system primary frequency response through
methods that take advantage of modern computing power and communication capabilities
is an example of adapting to change by employing smart solutions to maintain or improve
grid performance.
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APPENDIX A
DYNAMIC MODEL PARAMETERS
This appendix lists the default model parameters used in the dynamic simulations presented
in Chapters 3 and 4. The parameters match those defined in PowerWorld Simulator Version
18 [71].
Table A.1: Machine model GENSAL parameters.
H D Ra Xd Xq Xdp Xpp Xl
3 0 0 2.1 0.5 0.2 0.18 0.15
Tdop Tdopp Tqopp S(1.0) S(1.2) RComp XComp -
7.0 0.035 0.05 0.0 0.0 0.0 0.0 -
Table A.2: Machine model GENTPF parameters.
H D Ra Xd Xq Xdp Xqp Xdpp Xqpp Xl
3 0 0 2.1 0.5 0.2 0.5 0.18 0.18 0.15
Tdop Tqop Tdopp Tqopp S(1.0) S(1.2) Rcomp Xcomp Accel. Factor -
7 0.75 0.035 0.05 0 0 0 0 0.4 -
Table A.3: Exciter model IEEEX1 parameters.
Tr Ka Ta Tb Tc Vrmax Vrmin Ke
0 40 0.1 0 0 1 -1 0.1
Te Kf Tf1 Switch E1 SE(E1) E2 SE(E2)
0.5 0.05 0.7 0 2.8 0.04 3.73 0.33
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Table A.4: Exciter model EXDC1 parameters.
Tr Ka Ta Tb Tc Vrmax Vrmin Ke
0 40 0.1 0 0 1 -1 0.1
Te Kf Tf1 Tf2 E1 SE(E1) E2 SE(E2)
0.5 0.05 0.7 0 2.8 0.08 3.7 0.33
Table A.5: Governor model TGOV1 parameters.
Trate R T1 Vmax Vmin T2 T3 Dt
0 0.05 0.5 1 0 2.5 7.5 0
Table A.6: Governor model IEEEG1 parameters.
Trate K T1 T2 T3 Uo Uc Pmax Pmin T4 K1 K2
0 20 0 0 0.1 1 -10 1 0 0.1 1 0
T5 K3 K4 T6 K5 K6 T7 K7 K8 db1 Eps db2
0 0 0 0 0 0 0 0 0 0 0 0
Gv1 Pgv1 Gv2 Pgv2 Gv3 Pgv3 Gv4 Pgv4 Gv5 Pgv5 Gv6 Pgv6
0 0 0 0 0 0 0 0 0 0 0 0
Table A.7: Governor model GAST parameters.
MWCap R T1 T2 T3 Lmax Kt Vmax Vmin
0 0.05 0.4 0.5 3 1 3 1.5 0
Dturb Fidle Rmax Linc Tltr Ltrat A B db1(pu)
0 0.2 1 0.05 5 0.005 0 1 0
Err db2(pu) Gv1 Pgv1 Gv2 Pgv2 Gv3 Pgv3 Gv4
0 0 0 0 1.3 1.3 0 0 0
Pgv4 Gv5 Pgv5 Gv6 Pgv6 Ka T4 T5 -
0 0 0 0 0 0 0 0 -
Table A.8: Governor model HYGOV parameters.
Trate Rperm Rtemp Tr Tf Tg Velm Gmax Gmin Tw
0 0.04 0.3 5 0.05 0.5 0.2 1 0 1
At Dturb Qnl Ttur Tn Tnp db1 Eps db2 Gv0
1.2 0.5 0.05 0.5 0 0 0 0 0 0
Pgv0 Gv1 Pgv1 Gv2 Pgv2 Gv3 Pgv3 Gv4 Pgv4 Gv5
0 0 0 0 0 0 0 0 0 0
Pgv5 Hdam Bgv0 Bgv1 Bgv2 Bgv3 Bgv4 Bgv5 Bmax Tblade
0 1 0 0 0 0 0 0 0 100
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Table A.9: Load model CLOD parameters.
%Lmotor %Smotor %Tex %Dis %P Kp
25 25 0 20 0 1
Branch R Branch X Vi Ti(cycles) Tb(cycles) -
0 0 0 60 0 -
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