Accurately predicting protein-ligand binding is a major goal in computational chemistry, but even the prediction of ligand binding modes in proteins poses major challenges. Here, we focus on solving the binding mode prediction problem for rigid fragments. That is, we focus on computing the dominant placement, conformation, and orientations of a relatively rigid, fragment-like ligand in a receptor, and the populations of the multiple binding modes which may be relevant. This problem is important in its own right, but is even more timely given the recent success of alchemical free energy calculations. Alchemical calculations are increasingly used to predict binding free energies of ligands to receptors. However, the accuracy of these calculations is dependent on proper sampling of the relevant ligand binding modes. Unfortunately, ligand binding modes may often be uncertain, hard to predict, and/or slow to interconvert on simulation timescales, so proper sampling with current techniques can require prohibitively long simulations. We need new methods which dramatically improve sampling of ligand binding modes. Here, we develop and apply a nonequilibrium candidate Monte Carlo (NCMC) method to improve sampling of lig-and binding modes. In this technique the ligand is rotated and subsequently allowed to relax in its new position through alchemical perturbation before accepting or rejecting the rotation and relaxation as a nonequilibrium Monte Carlo move. When applied to a T4 lysozyme model binding system, this NCMC method shows over two orders of magnitude improvement in binding mode sampling efficiency compared to a brute force molecular dynamics simulation. This is a first step towards applying this methodology to pharmaceutically-relevant binding of fragments and, eventually, drug-like molecules. We are making this approach available via our new Binding Modes of Ligands using Enhanced Sampling (BLUES) package which is freely available on GitHub.
Introduction
One of the motivations of computer aided drug design is to understand and predict what factors lead to better ligand binding affinity, in order to better design new ligands for further drug development. Successfully predicting binding affinity depends on many factors, one of these being determining the most favorable binding mode or modes of the ligand. Knowing the binding modes of a ligand allows medicinal chemists to make rational improvements upon the scaffold, as well as giving insight into the important interactions driving binding. The binding mode or binding modes also provide a fundamental input for many calculations that can predict binding affinities, such as free energy calculations. 1 As important as binding modes are, determining them can be difficult. The standard experimental techniques for binding mode determination -X-ray crystallography and nuclear magnetic resonance (NMR) -can be time-consuming, difficult, or costly, and are not suitable for all targets (membrane proteins can be particularly challenging, for example). Additionally, experimental results do not always clearly resolve the binding mode. For example, in the case of fragment-based drug discovery, small, relatively rigid ligands can often have some ambiguity in their binding modes because of internal pseudosymmetry, or other issues. 2, 3 Additionally, methods to make crystallography data easier to collect, such as cryocooling crystal structures, potentially stabilize binding modes that are not observed under the conditions of interest. 4 In addition, multiple binding modes may contribute substantially to a ligand's affinity, [5] [6] [7] [8] [9] so knowledge of a single experimental binding mode may be misleading or provide an incomplete picture.
Computationally determining binding modes is also difficult. One of the most widely used computational methods for binding mode determination is docking, which scores a variety of ligand poses in the binding site. 10, 11 Docking has been shown to perform well in generating candidate binding poses from the top scoring poses, however the top scoring poses from docking tend not to be the ones found experimentally. 12, 13 This is partly because docking was designed to have a particularly low computational cost, usually seconds or less per molecule, in order to allow application to large databases. 14, 15 Thus, docking necessarily makes many approximations in order to achieve this speed.
In a recent D3R challenge, which consisted of predicting binding modes of HSP90 ligands, different docking studies had varying levels of accuracyeven within submissions using the same docking software-but human screening of the structures seemed to help identify the correct binding mode. Four of the 11 top scoring methods used visual inspection of the computationally predicted poses, while the less successful methods did not, indicating how it remains extremely challenging to predict binding modes. 16 Another study by Warren et al. looked at how well different docking programs performed across a variety of different protein targets. 12 They found that docking methods could explore explore the conformational space of the ligand sufficiently, but the top scoring pose often did not correspond to the observed crystallographic pose.
In fact, in blind challenge tests humans tend to outperform automated methods at predicting binding modes, 17, 18 showing both that binding mode prediction is challenging, and that there are still many aspects of binding mode prediction that need improving. Specifically, in the SAMPL4 HIV integrase challenge, determining the binding mode or even binding site of a set of ligands to HIV integrase was shown to be very difficult, 13 and a human expert with more than 10 years working on the target provided the best submission, in large part guided by his expertise. 18 The best purely computational method in this challenge used docking followed by free energy calculations to predict whether compounds would bind to HIV integrase. In this study, the majority of false negative binding results used starting poses vastly dissimilar from crystallographic observations, 19 indicating that many of the failures resulted from incorrect binding modes.
An alternative to docking which is more rigorous, but computationally expensive, is to apply free energy calculations based on molecular simulations to predict populations of possible stable binding modes. This can then allow multiple binding modes to be treated separately by distinct free energy calculations, and then the results combined to yield a total binding free energy 20 (Figure 1(a) ). Specifically, the overall binding free energy of a ligand to a protein can be decomposed into a particular type of average over the effective binding free energies of different metastable binding modes. 20 As long as these metastable binding modes are defined a way that they cover the full bound state including all the relevant binding modes, and they do not overlap in phase space, this approach is rigorous. However, the number of required binding free energy calculations scales linearly with the number of binding modes for this already computationally demanding approach, making it unappealing to consider multiple candidate binding modes separately in this manner. 1 Another option is to sample over the binding modes within a given binding free calculation, as reviewed elsewhere. 1 Many binding free energy calculations use alchemical techniques [21] [22] [23] where binding free energies are computed by turning off interactions between the ligand and receptor (controlled by a parameter λ), taking the ligand through a nonphysical pathway that allows it to be moved from the binding site to solution, yielding the binding free energy. The Binding Energy Distribution Analysis Method 24 (BEDAM) is one such alchemical method which includes multiple binding modes by allowing the non-interacting or weakly-ligand to rearrange and reorient in the binding site before turning back on interactions, thus allowing relatively easy interchange between binding modes in a single set of simulations. A similar approach is taken by Wang et al. in the application of Hamiltonian replica exchange molecular dynamics to ligand binding. 8 In this work multiple replicas of a protein-ligand system were simulated with varying λ couplings of the steric and electrostatics between replicas. To enhance conformational sampling, translational and rotational Monte Carlo moves were applied before exchange attempts. This potentially allows efficient sampling across binding modes in a single binding free energy calculation.
Our goal in this paper is a computational method which can reproduce equilibrium binding mode populations with much less computational time than treating binding modes separately. Specifically, each alchemical binding free energy calculation requires simulation at N different intermediate states (where N is typically at least 12-20 8, 20, 24 ), called λ values. If we consider M different binding modes, the total cost of a binding free energy calculation that covers all binding modes separately is M N x where x is the cost of a single simulation (Figure 1 (A) and (C)). This becomes impractical as the number of potential binding modes grows. Instead, the approach we envision is one where we do an absolute binding free energy calculation for a single binding mode and separately (efficiently) determine the populations of all M potential binding modes (Figure 1(B) ). Then, we can combine the populations of the individual binding modes and the free energy estimate for a single binding mode into a binding free energy that includes all of the possible binding modes. 1 Thus this approach would have a computational cost of N x + y, where y is the simulation time to get binding mode populations.
Such an approach could work as outlined in Ref., 1 providing a way to compute interconversion free energies between different metastable binding modes. This would have implications for both absolute and relative binding free energy calculations. For absolute calculations, depending on how many binding modes are being considered, such an approach could drastically reduce the amount of simulation time as long as y N x (see Figure 1 (C)). This is not currently feasible because we have no suitable, general-purpose method for efficiently sampling binding modes, and thus the cost of these calculations (y) is far too expensive in terms of both human effort and computational time. Our focus here is on developing a method for obtaining binding mode populations which has a cost y which is relatively favorable compared to N x.
A method that allows efficient sampling of binding modes would have broad uses in free energy applications, but would also aid in predictions of binding modes for structure-based design, fragment-based discovery, and other applications. [25] [26] [27] Here, our primary focus is on different "binding modes" defined as different metastable binding orientations of a fragment-like ligand within a single relatively rigid protein cavity. However, more generally, the concept of a binding mode can include multiple ligand conformations in the same site, binding modes in multiple sites, or even multiple protein conformations. 1 
Theory and computational methods

Various sampling methods can be applied
There are a number of common sampling methods which can be used so that simulations sample the equilibrium distribution of populations. The efficiency of these methods can vary dramatically depending on which particular system or class of problem they are applied for, with a method which works best for one class of problem not necessarily most suitable for another class. Thus it is often nontrivial to choose which sampling method is best suited to a particular problem, or whether there is even a suitable method. Here, our particular interest is in accelerating sampling across ligand binding modes while still sampling the correct distribution of populations. Our goal is to develop a general method that can efficiently determine binding mode populations, in part by reducing the time it takes for simulations to switch between binding modes relative to other methods. This section will discuss some common sampling methods and the difficulties they encounter when applied to the ligand binding mode sampling problem. Figure 1 : Potential free energy efficiency gains using binding mode populations. (A) shows calculations of M different effective binding free energy values (∆G • i ) for each different metastable binding mode of a ligand in a receptor; these effective binding free energies can be rigorously combined to recover the total binding free energy. 20 However, the total computational cost (C) will be M N x where M is the number of binding modes considered, N is the number of intermediate alchemical states used, and x is the length of the simulation used at each alchemical state (assuming each alchemical state uses an equally long simulation). Alternatively, (B) shows how if relative populations (p i ) of different metastable binding modes can be recovered from end state simulations (colored circles, top; each circle represents an amount of simulation time spent in the binding mode, so the populations can be determined from counting time in each mode), the full binding free energy can be recovered from the calculation of a single effective binding free energy (here, ∆G • 3 is selected for convenience) and the populations of the different binding modes. This approach has a computational cost (shown in (C)) of N x + y, where y is the cost of determining the binding mode populations, which will be less than the cost of approach (A) if (M − 1)N x < y.
Molecular dynamics (MD) is limited by the kinetics of the events considered
MD is typically used to simulate the dynamics of biomolecular systems by application of a force field which gives the forces between the atoms in the system as a function of their positions. With enough simulation time, MD should sample different metastable states with populations that are correct for a given choice of force field and ensemble, assuming that other simulation details-such as the integrator used to propogate dynamics-do not introduce errors. However, in practice sampling transitions between binding modes using MD is typically inefficient because of large energy barriers (and hence slow timescales) separating binding modes. 1, 20, 28, 29 Some free energy calculations attempt to get around this problem by assuming that similar ligands will have similar binding modes, so if a bound structure of a related ligand is available, it is assumed that new related ligands will share the same binding mode. However, this is not necessarily the case -even closely related ligands can have disparate binding modes that are slow to interconvert 1, 7, 29 Perhaps this is one reason why the accuracy of relative free energy calculations based on MD still falls short of what is desired for pharmaceutical applications. 30 Thus, adequate binding mode sampling via direct MD simulation requires considerable computational expense and can necessitate specialized simulation hardware. 31 This inefficiency is compounded further in free energy calculations, as detailed above, where it is often necessary to adequately sample all relevant binding modes at each λ value to obtain correct binding free energies. In some cases, it is possible to sample long enough at the physical end states to cover all binding modes and then apply restraints to restrict the space treated at intermediate λ values, then com-pute the free energy of imposing and removing the restraints at the end states. This can improve efficiency modestly, 20 but still requires simulations on timescales substantially longer than the timescales of the relevant motions.
Markov State Models (MSMs) can cover long timescales efficiently, but are not ideally suited to our problem
The MSM approach assumes that a trajectory is generated from a Markov process. This allows a statistical interpretation of MD trajectories. Specifically, a Markov Model is a matrix containing the transition probabilities between defined microstates, which can be used to predict long timescale behavior of the system. The resulting model, because it is "Markovian", has certain properties which can used to predict the kinetics and equilibrium populations of each state. 32 Because a MSM is concerned only with the transitions between states, multiple simulations can be used to generate the model, leading to more efficient use of computational resources. Specifically, rather than running a single very long simulation to adequately sample all binding modes, many shorter simulations can be used with substantially less computational cost. 33 The MSM framework also works to predict the long-timescale behavior of the system even before global equilibrium is reached, as long as local equilibrium is achieved, allowing a smaller total amount of simulation time to be used to estimate the equilibrium populations of of all states rather than having to fully converge to the global equilibrium. 34 However, the mathematics and assumptions behind MSMs unfortunately make this method difficult to use without expert knowledge and considerable care. A sufficient number of transitions between states is necessary to properly estimate equilibrium populations from the MSM robustly. It is difficult to know a priori how much simulation data will be required to reach this stage, and it can require careful checking to know when this has been achieved. 35 There are also many parameter choices (order parameter choices, lagtimes, clustering methods) which makes constructing MSMs difficult to generalize, although recent developments such as GMRQ 36 and tICA 37, 38 help to reduce dependence on parameter choices.
Effective Monte Carlo proposals can accelerate sampling, but are difficult to construct for condensed-phase systems
In some cases, sampling can be dramatically accelerated by introducing Monte Carlo proposals informed by prior information, but this becomes increasingly difficult in condensed phase systems. As a running example, consider a bistable dimer. If we know approximately the relative locations of free energy minima (i.e. how far apart are the minima of the bond-length term), we might construct proposals that instantaneously hop from the vicinity of one minimum to the vicinity of the other. In a vacuum, this will dramatically accelerate mixing between the two metastable states of the dimer. However, in a densely solvated environment, it can be difficult to construct nontrivial proposals that do not meet near-universal rejection, since instantaneously perturbing the coordinate of interest is likely to introduce clashes with solvent. Thus, while MC techniques have seen substantial use for biomolecular systems, 39, 40 much of the field has moved towards using MD as a more general sampling engine and MC has to some extent fallen out of favor, partly because naive MC moves in densely solvated systems tend to overwhelmingly be rejected. However, there have been some successes at combining MC and MD. For example the common replica 41 and Hamiltonian replica 42 exchange approaches use MC moves (involving swaps between replica simulations run under different conditions) to allow increased sampling in a variety of systems. MD itself can also be used as a MCMC proposal move as in hybrid Monte Carlo. 43 Additionally, in YANK, MC rotational and translational moves have been combined with MD to help with rapid ligand positional/orientational decorrelation while doing binding free energy calculations. 8, 44 In general, however, designing MC moves that fully exploit available knowledge (to make nonlocal proposals) while retaining reasonable acceptance rates is difficult in the condensed-phase.
Nonequilibrium Candidate Monte Carlo (NCMC) couples MD with the benefits of MC and yields more efficient sampling
Nonequilibrium Candidate Monte Carlo (NCMC) provides a framework for translating insight about the system (in the form of a naïve Monte Carlo proposals) into practical algorithms 45 that retain some of the advantages of Monte Carlo while providing dramatically higher acceptance. The motivation is that it can be easier to construct a finite-time proposal process (a nonequilibrium "protocol") than to construct a successful instantaneous proposal. In the dimer example above, instead of instantaneously proposing a single large dimer extension move, we may construct a nonequilibrium process including a sequence of small dimer extension increments. If, after every incremental "perturbation," the rest of the system is allowed to "relax"/"propagate," then we might end up with an acceptable proposal that has crossed a free energy barrier. NCMC was originally presented in a very general setting, where (1) the target distribution is an expanded ensemble of configurations and thermodynamic states, (2) the protocols may mix arbitrary sequences of steps, and (3) each proposal is drawn from a distribution over protocols. This results in a complicated expression for the acceptance criterion. In BLUES, we consider a special case where we have only a single thermodynamic state, a single time-symmetric protocol, and a simple "perturbation kernel," so many of these terms cancel out and leave a simpler exact expression for the acceptance criterion. We make a further approximation in the acceptance criterion to improve performance, as we discuss further below. NCMC permits nonequilibrium relaxation of the system before acceptance or rejection of the NCMC move, allowing some relaxation to help resolve initial clashes. Instead of proposing large instantaneous perturbations to the system, NCMC divides a target large perturbation into a series of steps consisting of smaller instantaneous perturbations followed by propagation by dynamics. After this series of perturbation and propagation steps, the whole sequence is accepted or rejected as an NCMC move.
The NCMC procedure is performed via a protocol Λ, which utilizes a sequence of perturbation kernels a t (x, y) and propagation kernels K t (x, y). By "kernels" we mean conditional probability distributions that we can evaluate pointwise and draw samples from. Furthermore, each kernel p must satisfy the requirement that if p(x, y) > 0 then p(y, x) > 0, for all pairs x, y.
In a protocol consisting of T steps, the perturbation and propagation steps are alternated, so that Λ ≡ (a 1 , K 1 , a 2 , K 2 , ..., a T , K T ). This protocol produces a trajectory X ≡ (x 0 , x 1 , . . . , x T ). To generate the appropriate acceptance for an NCMC move to maintain detailed balance, we also have to consider the probability of observing a time-reversed trajec-toryX ≡ (x T , ...x 1 ,x 0 ) under the reverse protocol Λ ≡ (K T , a T , K T −1 , a T −1 ..., K 1 , a 1 ), wherex t is the microstate x t with reversed momenta.
The protocol used in BLUES is a sequence of perturbation and propagation events, where the perturbation consists of either "thermodynamic perturbation" (modifying the potential energy function to change interactions between the ligand and the protein) or an instantaneous perturbation of the ligand coordinates. These perturbation events are interspersed with propagation via Langevin dynamics. The forward and reverse protocols are also identical, simplifying the acceptance criterion.
For perturbation, we modify the potential energy function as described in more detail below, resulting in a sequence of reduced potentials u t . In the middle of the protocol, we randomly rotate the ligand.
For propagation, we use the Langevin integrator. The exact acceptance criterion depends on the total work performed, which includes both protocol work and "shadow work.
, and w shadow (X) depends on internal details of the propagator used. 46 Here, we neglect the contributions of "shadow work," and use instead the following acceptance ratio:
Note that we would also use this criterion if each propagation step were a reversible MCMC move.
We justify this approximation by observing that the sequence of Langevin propagation kernels are nearly exact Markov kernels, each preserving the distribution π t (x) ∝ e −ut(x) with high fidelity. Recall that, due to discretization error, the invariant distribution ρ t (x) sampled by a numerical algorithm for Langevin dynamics will differ slightly from the target (i.e. ρ t ≈ π t ), and the magnitude of this difference increases with the integrator step size. This may introduce bias. We neglect this bias, since the specific integrator employed here is thought to preserve the configurational distribution to very high accuracy . 47, 48 This conclusion is based on analytical results showing that the integrator approximates configurational averages to fourthorder in the timestep (as opposed to second-order for competing integrators), and extensive numerical evidence examining particular biomolecular observ-ables. 47, 48 Further, it has been argued more generically that the contribution of "shadow work" in nonequilibrium simulations can be neglected without introducing much bias. 49 In practice, using an exact MCMC kernel (such as Generalized Hamiltonian Monte Carlo) for propagation would substantially increase the computational expense of a protocol by (a) introducing costly energy evaluations during accept-reject steps, (b) reducing the feasible integration timestep, and (c) dramatically increasing correlation times if the acceptance rate is even slightly less than 1. 50 Including the shadow work contribution would also substantially reduce the acceptance rate of long protocols. In future work, we will examine the bias vs. efficiency trade-offs of this approximation, and the extent to which these can be mitigated by choice of Langevin integrator, or by using reducedmomentum-flipping variants of Hamiltonian Monte Carlo. [50] [51] [52] Here we use NCMC combined with random ligand rotational moves. Here we provide details of our NCMC move proposals for ligand binding mode sampling. We combine thermodynamic perturbation of the ligand (alchemically changing its interactions with the protein) with uniform random rotation around the ligand center of mass. Specifically, we scale λ over a series of n NCMC steps until the ligand no longer interacts with the protein (removing its steric and electrostatic interactions). The ligand is then randomly rotated to a new orientation in the binding site. Then its interactions are turned back on by scaling λ over a series of another n NCMC steps, as conceptually shown in Figure 2 .
Subsequently applying the Metropolis-Hastings acceptance criteria 53 to the acceptance ratio of Equation 1 gives Equation 2, where A(X) is the acceptance probability.
(2) Figure 2 shows a cartoon of how these NCMC moves can work for exploring ligand binding modes. The ligand starts fully interacting (Figure 2(A) ) and its interactions with the rest of the system are slowly turned off through alchemical λ coupling over a series of NCMC steps (Figure 2(B,C) ). When the ligand is fully non-interacting, a random rotation around the ligand's center of mass is performed (Figure 2(D) ). Then the ligand's interactions are subsequently turned back on until it is once again fully interacting, potentially allowing it to find an alternate favorable orientation in the binding site ( Figure 2(E,F) ). We then accept or reject the move based on the acceptance criteria in Equation 2.
We study a T4 lysozyme cavity mutant which binds simple ligands
Here, we will be testing several methods, including our new NCMC rotational method, on a T4 lysozyme cavity mutant which binds toluene. T4 lysozyme, with the L99A mutation studied here, has a buried cavity binding site created by the mutation which readily binds non-polar molecules, making it a common model system for free energy calculations. 54 Toluene, a T4 lysozyme binder, was chosen as the ligand for testing this method for a number of reasons. One is that toluene's symmetry allows for a convenient check of correctness; symmetric binding modes should have equivalent populations with adequate sampling. Also, the different potential binding modes for toluene differ primarily based on rigid body rotation of the ligand in the binding site, so rotational moves should increase sampling of the relevant binding mode(s). In addition, previous conventional MD simulations we ran of toluene bound to T4 lysozyme suggest two distinct stable binding modes are present. Adequate sampling of even these two simple binding modes poses significant challenges for conventional MD. 20
System preparation 2.3.1 Generic T4 lysozyme system setup
The T4 lysozyme L99A structure with toluene bound was taken from the 4W53 protein structure from the Protein Data Bank. Hydrogens were added to the protein using tleap from AmberTools14. 55, 56 Hydrogens were added to toluene using Maestro and parameterized using GAFF 57 and AM1-BCC charges. 58 Hydrogens and missing atoms of the protein were added using tleap in AmberTools14, and parameterized using ff99sbildn. 59 A TIP3P water box was added with 10Å padding from the protein to the nearest box edge, and Cl − atoms were added to neutralize the charge of the system. The resulting .prmtop and .inpcrd files were converted to the equivalent GROMACS formats using ACPYPE. 60 The system was then minimized using steepest descents running for 2500 steps. The system was then equilibrated in GROMACS 5.1 for 25000 2 fs steps with constant volume, then equilibrated under constant pressure for the same number of steps using a Parrinello-Rahman barostat to maintain a pressure of 1 atm. Long range dispersion corrections were used for calculating the energy and pressure. All simulations were performed at 300 K and velocity rescaling was used to perform temperature coupling.
Full details of the simulation setup can be found in the .mdp files in the Supporting Information (SI).
Setup for OpenMM NCMC simulations
OpenMM 7.1.0 was used. 61 The OpenMM simulations used the same systems loaded from the .prmtop and .inpcrd files as prepared in Section 2.3.1. For the MD portions of the protocol a Langevin integrator was used with a 2fs timestep and 1/picosecond friction coefficient.
We applied Markov state modeling to toluene binding to lysozyme
The T4 lysozyme system as described in 2.3.1 was minimized in GROMACS 5.1 62,63 via steepestdescents, followed by 1 ns of NVT simulation and then 5 ns of NPT simulation at 1 atm and 300 K for equilibration. The leapfrog integrator was used with a 2 fs timestep and the bonds involving hydrogen constrained with LINCS. 64 The system was then simulated for a total of 806 ns under the same NPT conditions, saving configurations to a trajectory file every 30ps. tICA was performed on the pairwisedistances of the toluene heavy-atoms and the alpha carbons of the binding site of the trajectory with a lagtime of 0.6ns to generate order parameters for MSM construction. Of the 210 initial dimensions, 22 dimensions were retained -ĂŞenough to account for 95% of the kinetic variance in the data, and were scaled by the kinetic map scheme. An initial MSM was estimated from the order parameters computed from the trajectory using PyEMMA, 65 using 1000 microstates generated from k-means clustering and a lagtime of 6 ns. The MSM was coarse-grained into four macrostates using Perron-Cluster Cluster Analysis (PCCA); 66 full details are available in scripts deposited in the SI. Two random trajectory frames from each of the four macrostates were then used as the starting point for new simulations to further sample each identified binding mode and potentially generate additional transitions. These eight additional simulations were each run for 60 ns and combined with the longer run above to re-estimate a MSM, following the same sequence of steps. The total amount of aggregated simulation time used for the final MSM was 1.286 µs spread across nine trajectories. Additional simulation details can be found in the SI.
We use Nonequilibrium candidate Monte Carlo (NCMC) to study toluene binding to lysozyme 2.5.1 Our NCMC procedure uses random rotational moves to enhance binding mode sampling
Here we use NCMC to enhance sampling of ligand binding modes in the T4 lysozyme binding site. As discussed in Section 2.1.4, coupling thermodynamic perturbation with rotational move proposals can allow the ligand to cross energy barriers between binding modes while allowing some amount of relaxation to improve the acceptance of proposed moves. In our procedure ( Figure 2 ) interactions between the protein and ligand are on at the beginning of a move proposal. Then the interactions are turned off by scaling λ from 1 to 0 (where 1 corresponds to full interactions and 0 corresponds to no interactions) over a series of n steps, following the scheme shown in Figure 3 . Soft core potentials were used to avoid numerical instabilities related to scaling the steric and electrostatic interactions, with a 1-1-6 potential with α = 0.5. 67 Figure 3 : Lambda scaling over the course of our NCMC steps. The ligand's electrostatic interactions are first turned off, followed by the sterics, until the halfway point (where n = n total /2 ). The interactions are then turned on in reverse order. This protocol resembles what is typically done for efficient alchemical free energy calculations, such as binding free energy calculations. In particular, the electrostatics are the first and last to turn off because having electrostatic interactions present without first turning off the steric interactions can lead to numerical instabilities. 68 Then a random rotation of the ligand is performed. The random rotation is performed by generating a random quaternion (via mdtraj 69 ) and converting it to a matrix representation. The resulting matrix is used to perform a rotation of the ligand around its center of mass via matrix multiplication. Then the interactions are then turned back on via a reverse of the original procedure.
The work done during this process is accumulated and used to accept or reject the move (consisting of the full decoupling, rotation, and recoupling procedure) via Equation 2.
After the NCMC move is accepted or rejected, velocities are randomized by drawing from the Maxwell-Boltzmann distribution appropriate for the temperature and then a phase of conventional MD is performed to better sample the other (protein/solvent) degrees of freedom. This full procedure consisting of NCMC moves plus MD steps is then repeated many times until convergence, and the populations can be then estimated.
We implemented this approach via our BLUES package for binding mode sampling
We constructed a package to facilitate the use of ligand sampling with NCMC called Binding modes of Ligands Using Enhanced Sampling (BLUES). BLUES implements the approach outlined in Section 2.5.1 and switches between sampling the system via normal MD and NCMC alchemical perturbation. The BLUES package allows straightforward control of the number of MD steps between each NCMC move, the number of alchemical steps used within each NCMC move, and the total simulation time and number of MD/NCMC cycles. In BLUES the openmmtools.alchemicalfactory module 70 version 0.11.2 was used to allow annihilation and restoration of toluene's steric and electrostatic interactions. The MD portions of these simulations used OpenMM's Langevin integrator. The NCMC portion of the OpenMM simulations used an implementation of the BAOAB integrator of Langevin dynamics 71 During the NCMC propagation steps we also froze the positions of protein residues outside of 5Å, and the solvent. The long range dispersion correction was turned off during the NCMC integration steps due to computational costs recalculating the correction while scaling λ, but was accounted for by taking into account the differences in energy between the alchemical and normal systems at the initial and final states. Full details of the implementation and a class diagram are available on GitHub at the link below.
BLUES is also an extensible framework in that it allows general MC moves to be performed during the NCMC portion. Here we consider only random rigid-body rotations around the ligand center of mass as described in Section 2.5.1. However other moves which might be of interest to explore later could include translations of subsets of a given system, moves involving ligand internal coordinates, or sidechain MC moves.
BLUES is freely available on GitHub under the MIT license at https://github.com/MobleyLab/ blues. We used BLUES version 0.1.0 to obtain the data found in this paper. The same system from Section 2.3.1 was used.
For reference, we compare NCMC with conventional MD and MD/MC
To compare the efficiency in sampling with more traditional forms of sampling, we also ran normal MD and MD with MC ligand moves on the same system. In order to make a fair comparison between methods we kept the number of force evaluations consistent between each method. For MD, we ran 20000 integration steps of MD during one iteration. For MD with MC we ran 20000 integration steps followed by 10 MC random rigid body ligand rotations using the Metropolis criteria for each iteration. We ran each of these methods for 5000 iterations and then compared the trajectories and binding mode populations found in our NCMC simulation (Figure 7) .
We observed very few transitions between binding modes in both the normal MD and MC with MD simulations. Because there are so few transitions there we can't expect the binding mode populations in these simulations to be converged to the equilibrium populations. The code used to perform these calculations can be in the SI.
We analyze our binding mode sampling using a dihedral angle which discriminates between the stable binding modes
To monitor the binding mode of toluene in the cavity, we picked a dihedral angle which clearly discriminates between toluene's four distinct binding modes. Specifically, toluene's binding mode was monitored via calculation of the dihedral formed by the alpha carbon of ARG118 and the C1, C5, and C7 atoms of toluene ( Figure 4) . These angles were then used for construction of histograms to monitor populations of the observed binding modes and the number of transitions between binding modes (Figure 7 ). The populations of the different binding modes were monitored by using the following different bin boundaries [-π, -1.5), [-1.5, 0), [0, 1.5), [1.5, π) .
To determine the uncertainty in the computed population as a function of simulation time, the populations of each binding mode were determined using fractions of the total simulation data in a blocking approach. The uncertainty in the computed populations were determined based on the standard deviation in the mean across blocks via bootstrapping. Figure 4 : Order parameters used for identifying binding modes. Shown is a depiction of the dihedral order parameter used to differentiate toluene's binding modes. The dihedral which we monitor is defined by the alpha carbon of ARG118 and the C1, C5, and C7 toluene atoms, shown in orange in CPK representation. In the image, the atoms involved in the dihedral are connected by a purple line, and the dihedral angle measures rotation around the central dashed purple line. The protein is shown in a blue ribbon representation, and toluene is shown in cyan.
Results and Discussion
Kinetics and populations of binding modes through MD and Markov State Modeling
We constructed a MSM from approximately 1 µs of simulation data to estimate equilibrium populations of the binding modes and timescales of interconversion. From the implied timescales of the MSM (Figure 6 ) we identified 4 kinetically separated binding modes of toluene as expected from the gaps between the third and fourth timescales. Perron cluster cluster analysis (PCCA) was then used to separate the trajectory frames of the MSM into 4 clusters. Visual inspection of the resulting revealed that there were two symmetrically distinct clusters, each one with a symmetric equivalent. The populations estimated from the MSM show populations between symmetric to be roughly equal, with 28.1% and 28.9% for the two symmetric binding mode corresponding to the crystallographic binding mode. The other binding mode showed 22.8% and 20.2% populations for the symmetric equivalents (SI Figure 1 ).
We find that timescales for binding mode interconversion are extremely slow, both from analyzing our long conventional MD simulation directly, and from the implied timescales of the MSM. Direct analysis of our long single 806 ns trajectory ( Figure 5 ) showed that certain binding mode transitions are quite rare.
Additionally, the slow kinetics involved in sampling are highlighted by the implied timescales of the MSM (Figure 6 ). The slowest transitiongoing between symmetric binding modes-occurs on a timescale of 100 ns, while the faster transitions occur approximately every 4ns. This is important to note; even with the simplicity of this binding site and ligand, slow transitions are still observed, consistent with earlier observations that binding mode interconversion is quite slow in the buried lysozyme binding site. 6 Given the timescale of the slowest binding mode transitions observed here, obtaining accurate ligand binding mode populations from brute force MD or even MSMs seems particularly costly in this case. Specifically, to generate an accurate representation of the populations either approach will need to observe multiple transitions between binding modes. Especially in the MD case, this would require simulations which are many times longer than the 100ns timescale for the slower binding mode interconversion events. While toluene's symmetry means that here, knowledge of its symmetry could be used to obtain correct populations without adequately sampling the symmetric ring flip, any new ligand differing by a substitution breaking this symmetry (and there are many such ligands which bind in this site 5 ) would require adequate sampling of these previously symmetry-equivalent binding modes. In other words, adequate binding mode population estimates would likely require multiple microseconds of simulation time. It seems likely that larger ligands in this binding site, or in biological binding sites, might experience even longer timescales for interconversion due to the stronger interactions they make with their surroundings relative to this simple nonpolar ligand in lysozyme.
BLUES rapidly samples binding modes
Here, to compare the efficiency of our NCMC approach, BLUES, to that of brute force molecular dynamics and MSMs, we applied BLUES to toluene binding to this system. We applied the NCMC protocol of thermodynamic perturbation with random rigid-body ligand rotations (as described in Section 2.5) to observe the protocol's efficiency in sampling binding mode interconversions. The NCMC protocol was applied over 5000 iterations, each consisting of 10000 MD steps separated by NCMC move proposals consisting of turning off and restoring ligand interactions over 10000 steps, with random rotations while the ligand is noninteracting.
For reference, we also performed standard MD and MD/MC simulations using the same total number of force evaluations. In the MD case, this meant 5000 iterations of 20000 MD steps. And in the MD/MC case, this meant 5000 iterations of 20000 MD steps interspersed by 10 conventional MC move proposals involving random ligand rotation. The number of force evaluations at each iteration was kept constant between methods; thus, with a 2fs timestep we simulated for an equivalent of 200ns total for each method. Figure 7 shows the dihedral angle (indicating the binding mode) sampled versus time over each method's iterations, along with the resulting histogram of the binding mode populations. Compared to MD or MD coupled with traditional MC moves, this NCMC method allows rapid interconversion between all four binding modes.
This allows BLUES to reproduce the correct equilibrium populations (Figure 7(C) , right), and on a force evaluation basis, NCMC was approximately 17 times more efficient than brute force MD with Markov State Modeling. This is also evidenced by the fact that over the same number of iterations, BLUES converges rapidly to the correct equilibrium populations within 2000 iterations, whereas MD and MD/MC still have significant errors. For MD after 5000 iterations the major binding mode populations differs from the equilibrium populations by as much as 45%; for MC this differs by about 26%.
Although this NCMC implementation is more efficient on a force evaluation basis, there is some computational overhead for alchemically modifying the The histogram plot of the selected dihedral order parameter computed from the trajectory. Labels A1 and A2 correspond to the two different, but symmetry-equivalent populations of the more favorable binding mode. Labels B1 and B2 correspond to the two different symmetry-equivalent populations of the less favorable binding mode. The binding mode fraction of the total population is denoted by the numbers in parentheses in the legend. With enough simulation time the symmetric binding modes should have equivalent populations, which is not the case after over 800 ns of simulation, partly because out-of-plane flips between symmetry equivalent modes are so rarely observed (here, primarily around 350 and 450ns; the A2 and B2 states are at the top in panel (A)). Thus, A2 and B2 end up underpopulated relative to their symmetry equivalent partners A1 and B1. sterics and electrostatics during integration, making the wallclock time per NCMC iteration about three times longer than a MD iteration. Specifically, our calculations shown in Figure 8 took 37 hours and 39 minutes (MD), 36 hours and 29 minutes (MC), and 90 hours and 13 minutes (NCMC). Convergence to within uncertainty of the correct population, and to within 5% of the correct population, appears to occur for this system (Figure 8 ) well before 40% of the total simulation time (2000 iterations, or about 80ns); with a factor of three in additional cost, this takes about as long to run as 240ns of conventional MD simulation. Thus the savings of NCMC in terms overall wallclock time is still about a factor of five compared to the MSM approach for this system, which required roughly 1.3µs of aggregate simulation data.
Ultimately, the difference in performance between MD/NCMC and the benchmark MD and MD/MC approaches is fairly simple to understand. Conventional MD cannot cross kinetic barriers any faster than their inherent timescales, so, since timescales for interconversion between the slowest binding modes here are around 100ns (Section 3.1), convergence in conventional MD will necessarily take many times longer than 100ns. The MD/MC approach here couples conventional MD with occasional random ligand rotational moves which are accepted or rejected via conventional Monte Carlo, but because the binding site is relatively densely packed-even though it is not solvent exposed-the vast majority of these are rejected (giving an acceptance rates of about 0.13%). Thus, this approach performs almost equivalently to standard MD. Our NCMC approach implemented in BLUES converges much more rapidly because ligand rotational move proposals can relax before being accepted or rejected, thus dramatically enhancing the acceptance rate to approximately 11%. These acceptance rates are reflected in the transitions between states, (Figure 9 ), which show that MD/NCMC produced 497 transitions. This is more than twice as many transitions than the other methods employed; during the same number of iterations MD produced 242 transitions and MD/MC produced 230 transitions. Also, MD/NCMC produced high transition counts from any given binding mode to any other binding mode, while the other methods primarily produced transitions from a given binding mode to a subset of all the binding modes. Specifically, the other methods had the most transitions between in-plane binding modes (A1-B1 or A2-B2 transitions, Figure 9 (a) and (b)) which are relatively fast to interconvert in normal dynamics, where BLUES had significant numbers of transitions between all binding modes, even the out-of-plane flip, which has a characteristic timescale of roughly 100 ns for conventional MD (Section 3.1). For example, the A1 to A2 transition occurred only twice in standard MD, and once in MD/MC, but 48 times in BLUES. This is also clearly Figure 6 : Implied timescales of binding mode transitions. The implied timescales shown here were calculated from an MSM utilizing all of our MD simulation data. The black line denotes when the lagtime is equal to the implied timescale; timescales below this line have already relaxed and cannot be estimated accurately; shown here are the 10 slowest implied timescales. Overall, this shows that the slowest timescale in this system (the out-of-plane flip of the ring, in this case) has an implied timescale of roughly 100 ns. The gray below the black line indicates when the lagtime is greater than the implied timescale, at which point information about that implied timescale is lost. 
Conclusions
Overall, we find that NCMC with random ligand rotational moves dramatically enhances sampling of ligand binding modes compared to the other more conventional methods employed here.
Particularly, we have shown that NCMC can greatly enhance move acceptance for exploring ligand binding modes by allowing for relaxation before acceptance. NCMC also allows dramatically faster sampling than standard MD because of its ability to cross steric barriers. The generality of this method is particularly appealing. We did not use any prior information about the binding modes in generating our move proposals, which involve random rigid-body rotations, thus this type of move shows promise in broadly sampling different potential binding modes without any prior knowledge. Extensions of this approach however, could potentially make use of other information-for instance from docking-to perform guided rotations targeting specific binding modes.
Although NCMC rotational moves can help sample potentially slow binding mode transitions, there are some factors which can pose challenges for this approach. The acceptance rate will likely decrease as the ligand size grows, since a larger percentage of possible random rotations will lead to particularly significant clashes that cannot relax in the span of the move, and favorable binding modes will become correspondingly harder to find by random exploration. Additionally, rotational moves alone will not cover all binding mode possibilities in some cases, but the addition of other Monte Carlo moves (such as translation) could perhaps help address this. Also, rigid body random rotations of a ligand will likely not be as effective for flexible ligands, whose binding modes can be dependent on changes to the internal degrees of freedom such as torsional rotations.
While toluene binding to T4 lysozyme might not seem to be particularly relevant to drug discovery problems, the problem confronted here actually has considerable similarity to problems encountered in fragment based drug discovery (FBDD). FBDD attempts to find promising leads for early stage drug discovery by studying the binding of very small, often relatively rigid, ligands. [72] [73] [74] These ligands can in fact be of relatively similar size and rigidity to toluene in some cases. 3 Thus, prediction of binding modes of small rigid fragments is in fact of considerable interest. Additionally, even when structural data is available for the binding of fragments, the X-ray crystal structures obtained from FBDD campaigns sometimes have ambiguous electron density for the ligand, making the binding mode difficult to determine. 25 Applying this NCMC method to cases involving rigid ligands could help determine the major binding mode(s) and/or resolve ambiguity in experimental structural data.
Future work will focus on exploring other degrees of freedom not just of the ligand, but also the protein. For example, previous studies of T4 lysozyme with p-xylene have shown the VAL101 sidechain orientation greatly impacts which of p-xylene's binding modes are favorable. That valine sidechain is, however, slow to sample and thus would make an excellent test case for NCMC sidechain rotational sampling.
We are also interested in exploring the internal degrees of freedom of the ligand. Performing random rotations of ligand rotatable bonds might be one way to explore the internal degrees of freedom. T4 lysozyme with n-propylbenzene might be suitable for such a test, as the crystal structure shows multiple binding modes due to rotations of the ligand's alkyl tail. The NCMC framework in BLUES has been written to allow straightforward extension to other types of move proposals, such as protein sidechain or ligand torsion rotations as noted above. Even more ambitious move types may be of interest as well. For example, techniques like smart darting 75 could potentially be used to allow ligand hops between different candidate binding sites or binding modes that have been determined in advance.
The BLUES package introduced in this work as available free and open-source at https: //github.com/MobleyLab/blues. We believe this approach shows considerable promise for enhanced sampling of protein and ligand motion and will be useful for a wide range of applications. Figure 7 : Binding mode sampling of toluene in T4 lysozyme with various methods over 5000 iterations. This compares the performance of various methods for sampling the four binding modes of toluene in T4 lysozyme over a comparable number of iterations; each iteration corresponds to the same number of force evaluations (20000) for each method. The dihedral angle plotted (on the vertical axis in the left column) discriminates between binding modes, so rapid transitions in this value denote transitions between binding modes. (A,C,E) The trajectories from the simulations, showing the the dihedral order parameter plotted as a function of iteration number (loosely, simulation time). The slow out-of-plane flip of toluene results in a transition between the top two states and the bottom two states; relatively few such transitions can be seen in (A) and (C), though more can be seen in (E). (B,D,F) Histogram plots of dihedral angles observed in the trajectories, colored by binding mode. Each binding mode's fraction of the total population is denoted by the numbers in parentheses in the legend. Labels A1 and A2 correspond to the two different, but symmetryequivalent populations of the more favorable binding mode. Labels B1 and B2 correspond to the two different symmetry-equivalent populations of the less favorable binding mode. (A,B) MD sampling of toluene in T4 lysozyme. (C,D) MC with MD sampling of toluene in T4 lysozyme. (E,F) NCMC with MD sampling of toluene in T4 lysozyme. Overall, the MD/NCMC approach leads to dramatically faster transitions between binding modes and apparently better converged populations; for example, the symmetry-equivalent A1-A2 pair has dramatically different populations in (B), as does the B1-B2 pair. Importantly, the MD/NCMC generated many samples between the symmetry-equivalent populations (E), which were otherwise slow to sample in other methods. . Labels A1 and A2 correspond to the two different, but symmetryequivalent populations of the more favorable binding mode; each should converge to 0.30, marked by the dashed blue line. Labels B1 and B2 correspond to the two different symmetry-equivalent populations of the less favorable binding mode; each should converge to 0.20, marked by the dashed red line. Over the course of the simulation, the MD/NCMC approach much more quickly to the correct equilibrium distribution of populations than the other approaches. The populations computed by BLUES are within uncertainty of the true result well before 10% of the total simulation time, whereas with MD and MC the populations are not until much later if at all. Figure 9 : Binding mode transitions. Shown is the transition matrix counting the number of transitions between binding modes over 5000 iterations (200ns), for the different sampling methods. Labels A1 and A2 correspond to the more favorable binding mode. Labels B1 and B2 correspond to the less favorable binding mode. A1 and A2 comprise a symmetry-equivalent pair, as do B1 and B2, but to transition between states in a symmetry-equivalent pair (A1 to A2, or B1 to B2) requires an out-of-plane flip. Transition counts to the same binding mode (the main diagonal of the matrix) are omitted for clarity. Here, in general, hotter colors are better as they indicate more transitions between binding modes. (a) Transitions of the MD simulation. The total number of transitions is 242. (b) Transitions of the MD/MC simulation. The total number of transitions is 230. (c) Transitions of the MD/NCMC simulation. The total number of transitions is 497. Here, it can be seen that in the MD case, only the A2 to B2 and B2 to A2 cases have more than 30 transitions, because the simulation mostly remained stuck in these two states without flipping out-of-plane ( Figure 7) and a similar effect happened in the MD/MC case but for A1 to B1. In contrast, in the NCMC case, all transitions occur more than 30 times because out-of-plane transitions are also relatively frequent.
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