We separate monotone analogues of L and N L by proving that any monotone switching network solving directed connectivity on n vertices must have size at least n Ω(lg n) . functions computable by polynomial size monotone switching networks, then we indeed have this separation. However, as noted in Gringi and Sipser (1990) , (non-unifrom) monotone-L can also be defined as the class of all functions computable by polynomial size, logarithmic width monotone circuits. The relationship of these two definitions of (non-uniform) monotone-L to each other is an open problem.
INTRODUCTION
L versus N L, the problem of whether non-determinism helps in logarithmic space bounded computation, is a longstanding open question in computational complexity. At present, only a few results are known. It is known that the problem is equivalent to the question of whether there is a log-space algorithm for the directed connectivity problem, namely, given an n vertex directed graph G and pair of vertices s, t, find out if there is a directed path from s to t in G. Savitch (1970) gave an O (log 2 n)-space deterministic algorithm for directed connectivity, thus proving that NSPACE(д(n)) ⊆ DSPACE((д(n) 2 )) for every space constructable function д. Immerman (1988) and Szelepcsényi (1987) independently gave an O (log n)-space non-deterministic algorithm for directed non-connectivity, thus proving that N L = co-N L. For the problem of undirected connectivity (i.e., where the input graph G is undirected), a probabilistic algorithm was shown using random walks by Aleliunas et al. (1979) , and Reingold (2005) gave a deterministic O (log n)-space algorithm for the same problem, showing that undirected connectivity is in L. Trifonov (2005) independently gave an O (lg n lg lg n) space algorithm for undirected connectivity.
So far, most of the work trying to show that L N L has been done using the Jumping Automata on Graphs (JAG) model or the branching program model. The JAG model was introduced by Cook and Rackoff (1980) as a simple model for which we can prove good lower time and space bounds but that is still powerful enough to simulate most known algorithms for the st-connectivity problem. This implies that if there is an algorithm for st-connectivity breaking these bounds, it must use some new techniques that cannot be captured by the JAG model. Later work in this area has focused on extending this framework to additional algorithms and more powerful variants of the JAG model. Two relatively recent results in this area are the result of Edmonds et al. (1999) , which shows tight lower bounds for the more powerful Node-Named Jumping Automata on Graphs (NN-JAG) model, and the result of Lu et al. (2005) showing that Reingold's algorithm for undirected connectivity and a few other algorithms for undirected connectivity can all be simulated by the RAM-NNJAG model, a uniform variant of the NNJAG model.
Ironically, the branching program model was originally developed as a way to make more efficient switching networks. In the early 20th century, switching networks were used for practical applications, so the research focus was on finding good ways to construct switching networks for various problems. For example, see the pioneering articles of Shannon (1938 Shannon ( , 1949 . Lee (1959) developed the branching program model as a way to easily construct switching networks, as if we have a branching program for a problem, then we can make a switching network for that problem simply by making all of the edges undirected. Masek (1976) showed that the branching program model could be used to show space lower bounds, and there has been a lot of research in this direction ever since. For a survey of some of the many results on branching programs, switching networks, and a related model, switching-and-rectifier networks, see Razborov (1991) .
In this article, we explore trying to prove L N L using the switching network model. This may seem like a strange choice, as switching networks are less intuitive to think about than branching programs. However, switching networks have the very nice property of reversibility, which is crucial for our techniques and results.
While we eventually hope to prove strong lower bounds on general switching networks, such bounds are currently beyond our reach. Thus, for now, we must place a restriction on the switching networks we analyze to obtain good lower bounds. We choose to restrict ourselves to monotone switching networks, which is a natural choice for two main reasons. First, to prove general lower bounds, we must prove monotone lower bounds along the way, so we may as well start by trying to prove monotone lower bounds. Second, the restriction to monotone switching networks is simple and clean.
Indeed, monotone complexity theory is a very rich field and researchers have had great success in separating different monotone complexity classes. Razborov (1991) used an approximation method to show that any monotone circuit solving the k-clique problem on n vertices (determining whether or not there is a set of k pairwise adjacent vertices in a graph on n vertices) when k = lg n 4 must have size at least n Ω(lg n) , thus proving that mP mN P. This method was later improved by Alon et al. (1987) and by Haken (1995) . Karchmer and Wigderson (1988) showed that any monotone circuit solving undirected connectivity has depth at least Ω((lg n) 2 ), thus proving that undirected connectivity is not in monotone-NC 1 and separating monotone-NC 1 and monotone-NC 2 . Raz and McKenzie (1997) later separated the entire monotone NC hierarchy, proving that monotone-NC monotone-P and for any i, monotone-NC i monotone-NC i+1 .
While our techniques differ considerably, our results build on this knowledge. We show that any monotone switching network solving the directed connectivity problem on a set of vertices V (G) with n = |V (G)| must have size at least n Ω(lg n) , which solves open problem 2 of Gringi and Sipser (1990) ( which is also open problem 4 of Razborov (1991) ) and separates monotone analogues of L and N L.
(1) We say that a switching network G accepts an input graph G if there is a path P in G from s to t such that for each edge e ∈ E(P ), μ (e ) is consistent with the input graph G (i.e., of the form e for some edge e ∈ E (G) or ¬e for some e E (G)). (2) We say that G is sound if it does not accept any input graphs G that do not have a path from s to t. (3) We say that G is complete if it accepts all input graphs G that have a path from s to t. (4) We say that G solves directed connectivity if G is both sound and complete.
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A. Potechin Fig. 1 . In this figure, we have a monotone switching network G that solves directed connectivity on V (G) = {s, t, a, b}, that is, there is a path from s to t in G whose labels are consistent with the input graph G if and only if there is a path from s to t in G. For example, if we have the edges s → a, a → b, and b → t in G, so there is a path from s to t in G, then in G , starting from s , we can take the edge labeled s → a, then the edge labeled a → b, then the edge labeled s → a, and, finally, the edge labeled b → t, and we will reach t . If in G we have the edges s → a, a → b, b → a, and s → b and no other edges, so there is no path from s to t, then in G there is no edge that we can take to t , so there is no path from s to t . Fig. 2 . In this figure, we have another monotone switching network G for directed connectivity on V (G) = {s, t, a, b}. This G accepts the input graph G if and only G contains either the edge s → t, the edges s → a and a → t, or the edges s → b and b → t. Thus, this G is sound but not complete.
(5) We take the size of G to be |V (G )|. (6) We say that G is monotone if it has no labels of the form ¬(v 1 → v 2 ). Remark 1.7. Figures 2 and 3 illustrate why we can't just have one vertex of the switching network G for each vertex of our original graph G. The reason is that we are trying to simulate a directed graph with an undirected graph. Remark 1.8 . It is natural to ask where the examples of Figures 1 and 4 come from. As we will see, there are many different ways to construct switching networks solving directed connectivity on a set of vertices and we will give the particular constructions leading to the switching networks in Figures 1 and 4 later in the article. For now, the reader should just make sure that he/she understands Definition 1.3 . That said, it is a good exercise to verify that these switching networks have the claimed properties and to try and figure out what they are doing. Fig. 3 . In this figure, we have another monotone switching network G for directed connectivity on V (G) = {s, t, a, b}. This G accepts the input graph G whenever G contains a path from s to t, so it is complete. However, this G is not sound. To see this, consider the input graph G with E (G) = {s → a, b → a, b → t }. In G , we can start at s , take the edge labeled s → a, then the edge labeled b → a, then the edge labeled b → t, and we will reach t . Thus, this G accepts the given input graph G, but G does not contain a path from s to t, because the edge from b to a goes the wrong way. Fig. 4 . In this figure, we have a non-monotone switching network G solving directed connectivity on V (G) = {s, t, a, b}. Note that the edge with label ¬(b → t ) and the edge with label ¬(a → t ) are necessary for G to be complete. To see this, consider the input graph G with E (G) = {s → a, a → b, b → t }. To get from s to t in G , we must first take the edge labeled s → a, then take the edge labeled a → b, then take the edge labeled ¬(a → t ), and, finally, take the edge labeled b → t.
In this article, we analyze monotone switching networks. However, rather than looking at all possible input graphs, we focus on particular sets of input graphs. To do this, instead of assuming that the switching networks we analyze solve directed connectivity, we only assume that these switching networks solve the promise problem where the input graph G is guaranteed to either be in some set I of input graphs that contain a path from s to t or to not contain a path from s to t.
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A. Potechin Definition 1.9 . Given a set I of input graphs that all contain a path from s to t, let m(I ) be the size of the smallest sound monotone switching network that accepts all of the input graphs in I .
In this article, we focus on input graphs that contain a path from s to t and no other edges, as they are the minimal YES instances and are thus the hardest input graphs for a monotone switching network to accept. We have the following definitions. Definition 1.10 .
j=1 P n, j . Proposition 1.11. A monotone switching network G solves directed connectivity if and only if it is sound and accepts every input graph in P n . Corollary 1.12. The size of the smallest monotone switching network solving directed connectivity on n vertices (excluding s, t) is m(P n ).
Paper Outline and Results
Our main result is the following theorem. Theorem 1.13. If n ≥ 1 and l ≥ 2, then
We build up to this result step by step. In Section 2, we use a bottleneck argument to prove the result for an even more restricted class of switching networks, certain knowledge switching networks. This also provides the upper bounds for Theorem 1.13. In Section 3, we introduce a very different approach to the problem: Fourier analysis and invariants. While this approach is less intuitive, it allows us to obtain lower bounds on all sound monotone switching networks for directed connectivity, not just certain knowledge switching networks. Using this approach, we show a quadratic lower bound and give conditions sufficient for showing stronger lower bounds. In Section 4, we synthesize the two approaches. We show how our results about certain knowledge switching networks can be adapted to the Fourier analysis and invariants approach and deduce a superpolynomial lower bound. Finally, in Section 5, we carry out the analysis more carefully to prove the lower bounds of Theorem 1.13.
CERTAIN KNOWLEDGE SWITCHING NETWORKS
In this section, we introduce and analyze certain knowledge switching networks, a subclass of monotone switching networks for directed connectivity that are always sound and can be described by a simple reversible game for solving directed connectivity. The main results of this section are the following upper and lower bounds on the size of certain knowledge switching networks solving directed connectivity. These bounds show that certain knowledge switching networks can match the performance of Savitch's algorithm and this is tight.
Definition 2.1. Given a set I of input graphs all of which contain a path from s to t, let c (I ) be the size of the smallest certain-knowledge switching network that accepts all of the input graphs in I . Theorem 2.2. If l ≥ 2 and n ≥ 2(l − 1) 2 , then
The Certain Knowledge Game for Directed Connectivity
We will define certain knowledge switching networks using the following simple reversible game for determining whether there is a path from s to t in an input graph G. Definition 2.3 (Certain Knowledge Game) . We define a knowledge set K to be a set of edges between vertices of V (G). An edge u → v in K represents the knowledge that there is a path from u to v in G. We do not allow knowledge sets to contain loops.
In the certain knowledge game, we start with the empty knowledge set K = {} and use the following types of moves:
We win the certain knowledge game if we obtain a knowledge set K containing a path from s to t. Proposition 2.4 . The certain knowledge game is winnable for an input graph G if and only if there is a path from s to t in G.
Adapting the Certain Knowledge Game for Monotone Switching Networks
Intuitively, certain knowledge switching networks are switching networks G where each vertex v ∈ V (G ) corresponds to a knowledge set K v and the edges between the vertices of G correspond to moves from one knowledge set to another. However, there are two issues that need to be addressed. First, if G is a switching network, u , v , w ∈ V (G ), and there are edges with label e between u and v and between v and w , then we may as well add an edge with label e between u and w . This edge now represents not just one move in the game but rather several moves. Thus an edge in G with label e should correspond to a sequence of moves from one knowledge set to another, each of which can be done with just the knowledge that e ∈ E (G).
The second issue is that the basic certain knowledge game has many winning states, but a switching network G has only one accepting vertex t . To address this, we need to merge all of the winning states of the game into one state. To do this, we add a move to the game allowing us to go from any winning state to any other winning state. Definition 2.5 (Modified Certain Knowledge Game) . In the modified certain knowledge game, we start with the empty knowledge set K = {} and use the following types of moves: 4 → v 5 are both in K and v 3 v 5 , then we may add or remove v 3 → v 5 from K. (3) If s → t ∈ K, then we can add or remove any other edge from K.
We win the modified certain knowledge game if we obtain a knowledge set K containing a path from s to t.
Remark 2.6. In the modified certain knowledge game, an edge v 1 → v 2 in K now represents knowing that either there is a path from v 1 to v 2 in G or there is a path from s to t in G. Proposition 2.7 . The modified certain knowledge game is winnable for an input graph G if and only if there is a path from s to t in G.
With this modified certain knowledge game, we are now ready to formally define certain knowledge switching networks. Definition 2.8 . We say a monotone switching network G is a certain knowledge switching network if we can assign a knowledge set K v to each vertex v ∈ V (G ) so the following conditions hold:
(1) K s = {}.
(2) K t contains a path from s to t (this may or may not be just the edge s → t).
(3) If there is an edge with label e = v 1 → v 2 between vertices v and w in G , then we can go from K v to K w with a sequence of moves in the modified certain knowledge game, all of which can be done using only the knowledge that v 1 → v 2 ∈ E(G).
We call such an assignment of knowledge sets to vertices of G a certain knowledge description of G . Proposition 2.9 . Every certain knowledge switching network is sound.
Proof. If there is a path from s to t in G that is consistent with an input graph G, then it corresponds to a sequence of moves in the modified certain knowledge game from K s = {} to a K t containing a path from s to t where each move can be done with an edge in G. This implies that the modified certain knowledge game can be won for the input graph G, so there is a path from s to t in G.
Connection to the Reversible Pebbling Game for Directed Connectivity
While certain knowledge switching networks can consider all paths in G, most of our examples only consider reachability from s. In this case, the certain knowledge game for directed connectivity reduces to a slightly modified form of a reversible pebbling game for directed connectivity introduced by Bennet (1989) to study time/space tradeoffs in computation.
Proof. The result is trivial if v 1 = s, as we can then just add s → v 2 to K directly. Otherwise, starting from K = K V , take the following sequence of moves:
We are now at K = K V ∪{v 2 } .
If all of our knowledge sets are of the form K V and we only use sequences of moves as described above, then we can express the certain knowledge game as a pebbling game as follows. The knowledge set K V corresponds to having pebbles on V ∪ {s}. Now the above sequence of moves corresponds to the following type of move:
(1) If there is a pebble on v 1 and we have the edge v 1 → v 2 , then add or remove a pebble from v 2 . This is precisely Bennet's reversible pebbling game for directed connectivity. However, similar to before, it must be modified slightly to merge all accepting states into one state. The resulting reversible pebbling game has the following moves.
(1) If there is a pebble on v 1 and we have the edge v 1 → v 2 , then add or remove a pebble from v 2 . (2) If there is a pebble on t, then add or remove any other pebble except the one on s.
Before moving on, we make two important remarks to help the reader gain intuition for certain knowledge switching networks. Remark 2.12. Note that in the reversible pebbling game, when we place a pebble on v 2 we are NOT allowed to remove the pebble from v 1 . This is a key difference between this model and the JAG model. The reason is that there is no sequence of moves in the modified certain knowledge game from K {v 1 } to K {v 2 } that only requires the knowledge that v 1 → v 2 ∈ E(G). We are forgetting the fact that there is a path from s to v 1 in G or a path from s to t in G and forgetting information is irreversible. Also, while we can deduce that there is a path from s to v 2 in G from the fact that there is a path from s to v 1 in G and v 1 → v 2 ∈ E(G), we cannot deduce that there is a path from s to v 1 in G from the fact that there is a path from s to v 2 in G and v 1 → v 2 ∈ E(G). Remark 2.13 . Figure 6 shows how removing old information can help in finding a path from s to t with the modified certain knowledge game. If G is the input graph with V (G) = {s, t, a, b, c} and E (G) = {s → a, a → b, b → c, c → t }, then to get from s to t in G , we must first take the edge labeled s → a to reach K = K {a } , then take the edge labeled a → b to reach K = K {a,b } , then go "backwards" along the edge labeled s → a to reach K = K {b } , then take the edge labeled b → c to reach K = K {b,c } , and, finally, take the edge labeled c → t to reach t .
An Upper Bound on Certain-Knowledge Switching Networks
While the certain knowledge condition is restrictive, certain knowledge switching networks nevertheless have considerable power. In particular, the following certain knowledge switching networks match the power of Savitch's algorithm.
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A. Potechin Fig. 6 . In this figure, we have a certain knowledge switching network G solving directed connectivity (on V (G) = {s, t, a, b, c}) together with a certain-knowledge description for it. By default, we take K s = {} and K t = {s → t }. 
Example 2.15. The certain-knowledge switching network shown in Figure 5 is G c (2) = G c (2, 2) with some edges missing. The certain-knowledge switching network shown in Figure 6 is G c (3, 2) with some edges missing.
Proof. Consider the switching network G = G c (n, lg l ). G is a certain-knowledge switching network with |V (G )| = lg l j=1 n j + 2, so to prove the theorem it is sufficient to show that G accepts all of the input graphs in P n, ≤l .
Consider an input graph G ∈ P n, ≤l .
and j ≤ l. We will show that G accepts G by showing that we can win at the reversible pebble game without placing more than lg l pebbles on the vertices v 1 , . . . ,v j−1 . This result was first proved by Bennet (1989) , and we present a proof here for convenience. Definition 2.17 . Let G be the input graph with vertices {v 0 , v 1 , v 2 , . . .} and edges {v i → v i+1 : i ≥ 0}. Assume that we start with a pebble on s = v 0 .
(1) Let f (i) be the minimal number m such that we can place a pebble on v i without ever having more than m pebbles on the vertices v 1 , . . . ,v i−1 .
(2) Let д(i) be the minimal number m such that we can reach the game state where there is a pebble on v 0 and v i and no other pebbles without ever having more than m pebbles on the vertices v 1 , . . . ,v i . Lemma 2.18 . For all integers i ≥ 1,
Proof. Proposition 2.19 .
Proof. We have a sequence of moves allowing us to place a pebble on v i while placing at most f (i) pebbles on the vertices v 1 , . . . ,v i−1 . After completing this sequence, run the sequence in reverse except that we do not remove the pebble on v i . When we are done, we only have pebbles on v 0 and v i , and at all times we have at most f (i) + 1 pebbles on the vertices v 1 , . . . ,v i , as needed. Proposition 2.20 
Proof. We first take a sequence of moves allowing us to reach the state where there are pebbles on v 0 and v i and no other pebbles without ever having more than д(i) pebbles on v 1 , . . . ,v i . We then take the sequence of moves allowing us to put a pebble on v j without ever having more than f (j) pebbles on v 1 , . . . ,v j−1 , except that we shift the sequence of moves to the right by i. This sequence now allows us to start from the state where there are pebbles on v 0 and v i and no other pebbles and put a pebble on v i+j without ever having a pebble on v 1 , . . . ,v i−1 or having more than f (j) + 1 pebbles on v i , . . . ,v i+j−1 . Composing these two sequences of moves gives a sequence of moves putting a pebble on v i+j while never having more than max {д(i), f (j) + 1} pebbles on v 1 , . . . ,v i+j−1 Applying Proposition 2.19 to Proposition 2.20 , we obtain that for all i, j, f (i + j) ≤ max { f (i), f (j)} + 1. f (1) = 0 so we can easily show by induction that for all i ≥ 1, f (i) ≤ log (i) . Applying Proposition 2.19 again we obtain that for all i ≥ 1, д(i) ≤ log (i) + 1, as needed.
We now use Lemma 2.18 to prove Theorem 2.16. By Lemma 2.18, there is a sequence of moves for the reversible pebble game on G allowing us to win without placing more than lg l pebbles on the vertices v 1 , . . . ,v j−1 . We now translate this winning sequence of moves into a walk in G (which can then be shortened to a path). If we have pebbles on a set of vertices V ⊆ {v 0 , . . . ,v j−1 } with v i ∈ V and our move is to place a pebble on v i+1 , then this corresponds to moving from
(we know such an edge exists because of Lemma 2.11) . Similarly, if we have pebbles on a set of vertices V ⊆ {v 0 , . . . ,v j−1 } with v i , v i+1 ∈ V and our move is to remove a pebble from v i+1 , then this corresponds to moving from
Finally, if we have pebbles on a set of vertices V ⊆ {v 0 , . . . ,v j−1 } with v j−1 ∈ V and our move is to place a pebble on v j = t, then this corresponds to moving from K V to K t in G along an edge labeled v j−1 → t. The entire sequence of moves corresponds to a walk from s to t in G whose edge labels are all consistent with G so G accepts the input graph G, as needed.
Our lower bound argument is a bottleneck argument using the following lemma, which says that if we have an input graph G containing a path P from s to t and no other edges, then for any walk W from s to t in G whose edge labels are all in E (P ), there is one vertex v on W such that V (K v ) contains many vertices of P and no vertices not in P, which gives a lot of information about P. Lemma 2.22 . Let G be a certain knowledge switching network. For any certain knowledge description of G and any path
However, the proof of this lemma is long, so we relegate it to Appendix C. Instead, we show here that this lemma holds if all K v are of the form K V , where V ⊆ V (G) \ {s}. This is equivalent to proving the following result about the reversible pebbling game.
This result was first proved by Li and Vitányi (1996) . We give a short alternative proof of this result here that emphasizes the role of reversibility.
Proof. We have that f (1) = 0, f (2) = 1, and f (i) is an nondecreasing function of i, so this follows immediately from the following lemma.
Proof. Consider a sequence of moves in the reversible pebbling games that places a pebble on vertex i. Note that if we merge all of the vertices v 1 , . . . ,v i−1 with s = v 0 , then this squence becomes a sequence of moves in the reversible pebbling game with the vertices s, v i , . . . ,v 2i−1 that pebbles v 2i−1 . By definition, this requires placing at least f (i) pebbles on the vertices v i . . . ,v 2i−2 . Thus, at some point in our sequence of moves, we must have at least f (i) pebbles on the vertices v i . . . ,v 2i−2 .
If at this point we have any pebble on the vertices v 1 , . . . ,v i−1 , then we have used f (i) + 1 pebbles. Thus, we may assume that we have no pebbles on the vertices v 1 , . . . ,v i−1 . Now let v j be the leftmost vertex that is pebbled and run the sequence of moves we used to reach this state in reverse. At some point, we must remove a pebble on v j so we can reach the initial state of no pebbles anywhere. However, to do this, we must have first had f (j) ≥ f (i) pebbles on the vertices v 1 , . . . ,v j−1 . Moreover, at this point, we still had a pebble on v j , so we had a total of at least f (i) + 1 pebbles placed, as needed.
This completes the proof of Lemma 2.22 when all K v are of the form
The other part of our lower bound proof is finding a large collection of paths such that each pair of paths has very few vertices in common. We give a direct way to do this here using polynomials; this can be done using Nisan-Wigderson combinatorial designs Nisan and Wigderson (1994) . Lemma 2.25. If m, k 1 , k 2 are non-negative integers and there is a prime p such that k 2 < k 1 ≤ p and m ≥ pk 1 , then there is a collection of p k 2 +1 subsets of [0, m − 1] of size k 1 such that each pair of subsets has at most k 2 elements in common.
Proof. To obtain our collection, first take the set of all polynomials in F p [x] of degree at most k 2 where F p is the integers modulo p. There are p k 2 +1 such polynomials. For each such polynomial
For any two distinct polynomials f 1 and f 2 of degree at most
We now translate these sets into subsets of [0, pk 1 − 1] by using the map ϕ : [0,
and this completes the proof. Corollary 2.26. If n ≥ 2 and k 1 , k 2 are non-negative integers with k 2 < k 1 ≤ n 2 , then there is a collection of at least ( n 2k 1 ) k 2 +1 paths from s to t of length k 1 + 1 on the vertices V (G) such that each pair of paths has at most k 2 vertices in common (excluding s and t).
Proof. We prove this result using Lemma 2.25 and a suitable prime number p chosen using Bertrand's postulate.
By Corollary 2.28, we can take a prime p such that n 2k 1 ≤ p ≤ n k 1 . We now have that n ≥ pk 1 , and since k 1 ≤ n 2 , we have that k 2 1 ≤ n 2 , which implies that k 1 ≤ n 2k 1 ≤ p. The result now follows from Lemma 2.25.
We now prove the following lower bound on certain knowledge switching networks:
Theorem 2.29. If l ≥ 2 and n ≥ 2(l − 1) 2 , then c (P n,l ) ≥ ( n 2(l −1) ) lg l .
Proof. Taking k 1 = l − 1 and k 2 = lg l − 1 and using Corollary 2.26, we have a collection of at least ( n 2k 1 ) k 2 +1 = ( n 2(l −1) ) lg l paths of length l from s to t on the set of vertices V (G) such that each pair of paths P i , P j has at most k 2 vertices in common (excluding s and t). However, by Lemma 2.22, for any certain knowledge switching network G that accepts all of the input graphs in P n,l , we can associate a vertex v i in G to each path P i in our collection such that |V (
| is a subset of the vertices of both P i and P j , which is impossible as any two distinct paths in our collection have at most k 2 vertices in common. Thus, |V (G )| ≥ ( n 2(l −1) ) lg l , as needed.
Simplified Bounds on Certain-Knowledge Switching Networks
We now use Theorems 2.16 and 2.29 to prove Theorem 2.2.
Proof. For the first statement, the lower bound is just Theorem 2.29. To prove the upper bound, note that by Theorem 2.16, we have that c (P n, ≤l ) ≤ lg l j=1 ( n j ) + 2. If lg l = 1, then l = 2 so lg l j=1 ( n j ) = n lg l = n. If lg l > 1, then l > 2 so n ≥ 2(l − 1) 2 > 2 lg l . This implies that lg l j=1 ( n j ) ≤ lg l ( n lg l ) ≤ n lg l , as needed. For the second statement, the upper bound follows immediately from the upper bound of the first statement. For the lower bound, taking l = n 2 by Theorem 2.29, we have that Remark 2.30. A size bound of Θ(s (n)) on switching networks solving a problem roughly corresponds to a space bound of Θ(lg (s (n))) on algorithms solving that problem. Thus, the size bounds of Theorem 2.2 correspond to a space bound of Θ( lg l lg n) for finding all paths of length at most l and a space bound of Θ((lg n) 2 ) for finding all paths, which is exactly the performance of Savitch's algorithm.
FOURIER ANALYSIS AND INVARIANTS ON MONOTONE SWITICHING NETWORKS FOR DIRECTED CONNECTIVITY
To prove a strong lower size bound on general monotone switching networks solving directed connectivity, more sophisticated techniques are needed. In this section, we introduce a very different way of analyzing the problem: Fourier analysis and invariants. We first use Fourier analysis and invariants to prove a quadratic lower size bound and then show how more general lower size bounds can be obtained.
Function Descriptions of Sound Monotone Switching Networks
The following tautology is trivial yet illuminating: For any yes/no question, the answer is yes if and only if it is not no.
Before, we analyzed each vertex of the switching network in terms of how much progress has been made towards showing directly that the answer to the question is yes. Here, we will analyze each vertex of the switching network in terms of which NO instances have been eliminated. For monotone switching networks, we only need to consider maximal NO instances, as once these have been eliminated all other NO instances must have been eliminated as well. For directed connectivity, the maximal NO instances correspond to cuts. Thus, we will analyze each vertex of the switching network in terms of which cuts have been crossed. We make this rigorous below. Definition 3.1. We define an s-t cut (below we use cut for short) of V (G) to be a partition of
Definition 3.2. We define a function description of a monotone switching network to be an assignment of a function h v to each vertex v ∈ V (G ) such that
(2) ∀C ∈ C, s (C) = 1 and t (C) = 0.
(3) If there is an edge e ∈ G with label e between vertices v and w in G , then for all C ∈ C such that e does not cross C, v (C) = w (C).
For convenience, we identify each vertex v with its associated function h v that is, we take
Remark 3.3. The fact that v (C) is invariant along any edge e in G whose label does not cross C is the foundation for our lower bounds. Proposition 3.4 . Any monotone switching network that has a function description is sound.
Proof. Assume that G has a function description yet accepts some input graph G that does not have a path from s to t. Then there is some path P in G from s to t whose labels are all in E(G). Now let C be the cut such that L(C) = {v ∈ V (G) : there is a path from s to v in G}. Note that E (G) cannot have any edge crossing C, as otherwise there would be a path in G from s to some vertex in R(C) . This implies that for any two adjacent vertices v and w in P , v (C) = w (C). But then we must have that s (C) = t (C), contradicting the fact that s (C) = 1 and t (C) = 0.
We now show the converse to this proposition, that every sound monotone switching network has a function description. Definition 3.5 . For a cut C, define the input graph G (C) to be the graph with vertex set V (G) and edge set E (G (C)) = {e : e does not cross C}. Definition 3.6 . Define the reachability function description for a sound monotone switching network G to be the assignment of the function
For an illustration of the reachability function description, see Figures 7 and 8. Proposition 3.7 . For any sound monotone switching network G , the reachability function description is a function description of G .
Proof. Consider the reachability function description for G . For all C ∈ C, s (C) = 1. Assume that t (C) = 1 for some C ∈ C. If so, then there must be a path P in G from s to t such that no edge label in P crosses C. If so, then since G (C) contains all edges that do not cross C, all edge labels in P are contained in E (G (C)) so G accepts G (C) and is thus not sound. Contradiction. Thus, t (C) = 0 for all C.
To see that the third condition for a knowledge description holds, assume that it does not hold. Then there is an edge e in G with endpoints v and w and a cut C such that the label e of e does not cross C but v (C) w (C). Without loss of generality, v (C) = 1 and w (C) = 0. But then there is a walk W from s to v such that none of the labels of its edges cross C. If so, taking W 2 to be the walk W with the edge e added at the end, then W 2 is a walk from s to w such that none of the labels of the edges of W 2 cross C, so we should have w (C) = 1. Contradiction. Remark 3.8. Reversibility is crucial here. If the edges of the switching network were instead directed and we had a similar reachability function description, then we could have v (C) = 0, but w (C) = 1 if we have no directed walk from s to v whose edges are all in G (C) but we do have a directed walk from s to w whose edges are all in G (C).
Fourier Analysis
Now that we have assigned each vertex v ∈ V (G ) a function v : C → {0, 1}, we can use Fourier analysis to analyze our switching networks. We begin by defining a dot product, a Fourier basis, and Fourier coefficients. 
The column determines whether a is with s or t and the row determines whether b is with s or t. Fig. 8 . This is the certain-knowledge switching network G c (2, 2) together with its certain-knowledge description and the reachability function description for it. Definition 3.9 . Given two functions f , д :
Proposition 3.10. If G is a sound monotone switching network for directed connectivity with a given function description, then for all
}} is an orthonormal basis for the vector space of functions from C to R. Definition 3.13 . Given a function f : For any function f :
Remark 3.15. The switching network shown in Figures 1 and 9 determines whether or not there is a path from s to t by checking all of the cuts one by one to determine if there is an edge in G crossing that cut. This can be generalized to give a monotone switching network of size 2 n solving directed connectivity. While the size of such a switching network is enormous, this extreme construction is interesting, because the switching network is analyzing all of the possible paths from s to t at the same time.
A Quadratic Lower Bound
We now show tight lower bounds on m(P n, ≤2 ) and m(P n, ≤3 ) by proving a corresponding lower bound on the dimension of the span of V (G ) whenever G is sound and accepts all paths from s to t of length 2 and 3, respectively. Theorem 3.16. m(P n, ≤2 ) = n + 2 and m(P n, ≤3 ) = ( n 2 ) + n + 2. The idea behind the proof is as follows. Given a path in G from s to t whose edge labels are all edges of some path P, we find a linear combination of the edges of P whose Fourier decomposition gives a lot of information about P. The coefficient of each edge e ∈ E(P ) in this linear combination will be determined by what its label μ (e ) is. Definition 3.17 . Given a switching network G , a directed path P from s to t in G , and a set of edges E, recall that μ is the labeling function for edges in G and define
where if e goes from v to w in P , then we define e = w − v . As a special case, define
We now consider what must be true about the functions Δ E (P ). Proposition 3.18 . If P is a path from s to t in G and E 1 , . . . , E m is a partition of the edge labels of the edges in P , then
Definition 3.19 . Given a set of edges E, define C E to be the set of cuts that are not crossed by any edge in E. As a special case, given an edge e, define C e = C {e } to be the set of cuts that are not crossed by e. Proposition 3.20 . For any switching network G , directed path P from s to t in G , and set of edges
We now ready to prove Theorem 3.16.
Proof of Theorem 3.16. The upper bounds on m(P n, ≤2 ) and m(P n, ≤3 ) follow immediately from Theorem 2.16. We prove the lower bounds using the following proposition:
If v ∈ L(C), then C cannot be crossed by any edge in E 1 so by Corollary 3.21,
(2) If v ∈ R(C), then C cannot be crossed by any edge in E 2 so by Corollary 3.21,
If P is a path of length 3 in G from s to t, then P has the form P
, then C cannot be crossed by any edge in E 2 , so by Corollary 3.21,
, then C cannot be crossed by any edge in E 1 , so by Corollary 3.21,
, then C cannot be crossed by any edge in E 2 so by Corollary 3.21,
By direct computation, this implies that
Thus, we have that if G accepts all inputs in P n, ≤3 , since we already have that
as needed.
General Lower Bounds
Unfortunately, the linear independence argument breaks down for longer paths. The problem is that for paths P of length greater than 3, we can no longer find a non-trivial partition (E 1 , E 2 ) of the edges of P such that Δ E 1 (P ) and Δ E 2 (P ) are invariant over all sound monotone switching networks G and paths P from s to t whose edge labels are all in P. Thus, for longer paths, we need a more sophisticated approach. For this approach, we partition the edges of E (G) into several sets {E i } and look at the dot product of vertices v ∈ V (G ) with a carefully chosen set of functions {д G, E i }. These functions are chosen so for all i, д G, E i · s = 1 and whenever there is an edge between vertices v and w in G
We now imagine the following game. There are several players, one for each set of vertices E i . At each vertex v , the ith player has value д G, E i · v . The players are trying to go from all having value 1 at s to all having value 0 at t in a sound monotone switching network G while only taking edges in G whose labels are in E (G). While doing this, they are trying to keep their values as close to each other as possible.
However, since every edge the players take has label in E i for some i, for any given move there will be some player whose value remains fixed. This means that their values cannot all change at the same time so there will be some point where there is a significant discrepancy between their values. This corresponds to a vertex v and i, j such that v · (д G, E j − д G, E i ) is non-negligible, which we can use to prove our lower bounds. We make this intuition rigorous below. Definition 3.23 . We say a function д : C → R is E-invariant for a set of edges E if д(C) = 0 for all C C E (i.e., д(C) = 0 whenever C can be crossed by an edge in E). As a special case, we say that a function д :
Proof. This follows immediately from the facts that Δ E (P )(C) = 0 whenever C ∈ C E and д(C) = 0 whenever C C E . Lemma 3.25. Let G be an input graph containing a path from s to t. If we have a partition
Proof. Let P be a walk from s to t in G whose edge labels are all in E(G).
Putting all of these equations together gives the needed equality. Corollary 3.26. Let G be an input graph containing a path from s to t. If we have a partition (E 1 , . . . , E q ) of the edges of G and functions д G, E i such that д G, E i is E i -invariant for all i and д G, E i · e {} is the same for all i, then for any sound monotone switching network G that accepts G,
In particular, there must be some i ∈ [2, q] 
Proof. This follows immediately from Lemma 3.25 and the fact that for all i,
is a linear combination of the vertices in P where each vertex has coefficient −1, 0, or 1.
With this corollary in hand, we now show how a lower bound can be obtained by finding suitable collections of functions for a large number of input graphs. Theorem 3.27 . Let I = {G j } be a set of input graphs on V (G) all of which contain a path from s to t. If for each j we have a partition (E 1j , . . . , E q j j ) of the edges of G j , functions д G j , E 1j , . . . ,д G j , E q j j : C → R, and constants {z j } and {M j } such that
For all j and all i ∈ [1, q j 
For all j 1 , j 2 where j 1 j 2 and all i 1 , i 2 ,
Proof. We prove Theorem 3.27 using Corollary 3.26, an orthogonality argument, and the Cauchy-Schwarz inequality. Proposition 3. 28. If {д j } is a collection of nonzero orthogonal functions from C to R, then for any
Proof. If {д j } is a collection of nonzero orthogonal functions, then we can extend it to an or-
| |д j | | 2 , as needed. Now let G be a sound monotone switching network that accepts all of the inputs in I = {G j }. By Corollary 3.26, ∀j, ∃i j 
This implies that
However, by Proposition 3.28 
Putting these inequalities together,
Conditions for a Good Set of Functions
The simplest way to use Theorem 3.27 is to take one input graph G, find a set of functions {д G, E i }, and then obtain the other input graphs and sets of functions by symmetry. We now give conditions that are sufficient to ensure that we can do this and deduce that if such sets of functions exist for paths P of arbitrary length then any monotone switching network solving directed connectivity must have superpolynomial size. 
For all i ∈ [1, q] 
then for all n ≥ 2m 2 , if W is a set of vertices such that V (G) ⊆ W and |W \ {s, t }| = n, then letting H be the input graph with V (H ) = W and E (H ) = E (G) and letting I be the set of all input graphs that are isomorphic to H (keeping s and t fixed) ,
Proof. We first show that we can add additional isolated vertices to the input graph G while still keeping the same functions (expressed in terms of their Fourier coefficients). Proposition 3.30 
We now take a set input graphs I = {H j } such that (1) Each H j is obtained from H by applying some permutation σ j to the vertices W \ {s, t }.
(2) For all distinct j 1 and j 2 ,
By Corollary 2.26, we can take at least ( n 2m ) r such graphs. Proposition 3.33 
For all j and all i ∈ [1, q] 
Proof. This follows immediately from the properties of the functions {д H, E i } and the fact that for all i, j and all
and for all distinct j 1 and j 2 ,
Applying Corollary 3.27,
Adding the remaining input graphs that are isomorphic to H to I can only increase m(I ), and this completes the proof.
If n ≥ 2(l − 1) 2 and we can find a partition {E 1 , . . . , E q } of the edges of P, functions {д P, E i }, values z, M, and a value r < l such that:
Proof. This follows immediately from Theorem 3.29.
Example 3.35. For l = 2 and r = 1, we can take P
Example 3.36. For l = 3 and r = 2, we can take P Proposition 3.32 , it can be verified directly that д P, E i is E i -invariant for i ∈ {1, 2}. ||д P || = 1 and z = д P, E 1 · e {} = 1 4 , so by Theorem 3.29, for all n ≥ 8, m(P n,2 ) ≥ n 8 . Remark 3.37. These bounds are around the square root of the bounds obtained from the linear independence argument. This square root comes from the Cauchy-Schwarz inequality, and so far we have not found a way to avoid having this square root. Nevertheless, getting a lower bound for m(P n ) that is around m(P n ) c for some c > 0 is sufficient for our purposes and, unlike the linear independence argument, we can use these techniques for longer paths.
A SUPERPOLYNOMIAL LOWER BOUND
While the Fourier analysis and invariant approach of Section 3 is powerful, we need to actually find suitable functions {д P, E i }. There are several possibilities for how we could do this. One possibility is to look directly at the values д P, E i (C) for all C ∈ C. However, this gives us very little control over the Fourier coefficients of each д P, E i . A second possibility is to work directly with the Fourier coefficients of each д P, E i . This approach is viable, but it would involve analyzing how to satisfy many equations for E i -invariance simultaneously. Here, we take a third approach. We look at the dot products of each д P, E i with the vertices of the certain knowledge switching network G c (n) (see Definition 2.14) . It turns out that all of the conditions of Corollary 3.34 correspond to simple conditions on the values of these dot products. Furthermore, we have complete freedom in choosing the values of these dot products, which enables us to construct suitable {д P, E i } and thus prove the following theorem. Theorem 4.1. For all l ≥ 2, if we have V (G) = {s, t, v 1 , . . . ,v l −1 } and let P be the path s → v 1 → · · · → v l −1 → t, then taking r = lg l and taking the partition E i = {v i−1 → v i } of the edges of E (where v 0 = s and v l = t), we can find functions {д P, E i } such that:
Combined with Corollary 3.34, this immediately proves the following theorem, which implies a superpolynomial lower bound on monotone switching networks solving directed connectivity on n vertices. Theorem 4.2. For any integer l ≥ 2, there is a constant c l such that for all n ≥ 0, m(P n,l ) ≥ c l n lg l 2 .
From Certain Knowledge Decriptions to Function Descriptions
For the proof of Theorem 4.1, we show how results from Section 2, in particular Lemma 2.22, can be adapted to the Fourier analysis and invariants approach. We begin by taking certain knowledge descriptions and giving a corresponding function description. Definition 4.3 . For a given knowledge set K, define the function K : C → {0, 1} to be the function where K (C) = 1 if there is no edge in K that crosses C and 0 otherwise. Proposition 4.4 . If we can get from K 1 to K 2 in the certain knowledge game using only the knowledge that some edge e is in G and e does not cross some cut C, then K 2 (C) = K 1 (C).
Proof. This follows immediately from the fact that if e does not cross C, then for any knowledge set K, no individual move on K in the certain knowledge game that can be done with only the knowledge that e is in G changes the value of K (C). 
A Criterion for E-invariance
Now that we have translated certain knowledge descriptions into function descriptions, we prove the following criterion for E-invariance. This criterion shows that to check E-invariance, it is sufficient to check E-invariance on certain knowledge switching networks. Theorem 4.6. If д is a function from C to R and E is a set of edges between vertices in V (G), then д is E-invariant if and only if д · v 1 = д · v 2 whenever v 1 , v 2 are vertices of G c (n) and there is an edge between v 1 and v 2 in G c (n) whose edge label is in E.
Proof. We give a short direct proof here using inclusion/exclusion. For a deeper but longer and more technical proof, see Appendix A and Appendix B.
For the only if direction, note that if д is E-invariant, then for all monotone switching networks G and v , w ∈ V (G ), whenever there is an edge e between v and w whose label is in E, (w − v ) · д = 0. To see this, note that w (C) − v (C) = 0 whenever C ∈ C E (recall that this is the set of cuts that cannot be crossed by an edge in E) and д(C) = 0 for all C C E .
For the if direction, consider a cut C C E . There must be an edge e = u → v ∈ E such that u ∈ L(C) and v ∈ R(C). Consider the expression
Given a cut C 2 , if L(C) L(C 2 ), then there is a vetex w ∈ L(C) \ L(C 2 ). If so, then whenever
and K W (C 2 ) always have opposite signs in the expression for 1 C (C 2 ) and K W ∪{v,w } (C 2 ) and K W ∪{v } (C 2 ) always have opposite signs in the expression for 1 C (C 2 ), this implies that 1 C (C 2 ) = 0.
Finally, note that K L(C ) (C) = 1, K L(C )∪{v } (C) = 0 and for all W such that L(C) ⊆ W ⊆ V (G) \ {v, t } and W L(C), K W ∪{v } (C) = K W (C) = 0. Putting everything together, we have that 1 C (C 2 ) = 1 if C 2 = C and 0 otherwise.
Using this, the result follows easily. For all C C E ,
Choosing Fourier Coefficients via Dot Products
Now that we have shown how to check E-invariance of a function д by looking at values of д · K V for V ⊆ V (G) \ {s, t }, we show in picking a function д, we can choose these values arbitrarily.
Theorem 4.7. For any set of values {a
Proof. Note that K V (C) = 1 if V ⊆ L(C) and 0 otherwise. Now for all cuts C ∈ C,
If V L(C), then all terms will cancel so 1
To see the first part of Theorem 4.7, pick an ordering {V i } of the subsets V ⊆ V (G) \ {s, t } such that if i < j, then V j V i . We now pick the Fourier coefficientsд V i in increasing order of i. By statement 2 of Corollary 4.9, for all subsets U , V of V (G) \ {s, t }, if U V , then e U · K V = 0. This means that for each i, once we pickд V i , this determines the value of д · K V i = a V i as for any j > i, V j V i so e V j · K V i = 0. By statement 1 of Corollary 4.9, for all i, e V i · K V i 0. This means that we always have a unique choice for each coefficientд V i that gives д · K V i = a V i . Putting everything together, there is a unique function д : C → R such that for all V ⊆ V (G) \ {s, t }, д · K V = a V , as needed. Now we just need to show that if a V = д · K V = 0 for all V such that |V | < r , thenд V = 0 for all V such that |V | < r . To see this, assume it is false. Take a minimal subset V of V (G) \ {s, t } such thatд V 0 and a U = д · K U = 0 for all U ⊆ V . Thenд V 0,д U = 0 for all U V , and д · K U = 0 for all U ⊆ V . However, by Corollary 4.9, ifд V 0 andд U = 0 for all U V , then д · K V 0. Contradiction.
Proof of Theorem 4.1
We are now ready to construct the functions {д P, E i } and prove Theorem 4.1, which we recall below for convenience.
. . ,v l −1 } and let P be the path s → v 1 → · · · → v l −1 → t, then taking r = lg l and taking the partition
Proof. Note that by Theorem 4.6 and Theorem 4.7, the three conditions of Theorem 4.1 are equivalent to the following three conditions:
By Theorem 4.7, we can choose the values {д P, E i · K V : V ⊆ V (G) \ {s, t }} freely, so it is sufficient to give a function b : V (G c (n)) × { [1, l] } → R such that (1) If there is an edge between vertices u and v whose label is in
We choose the values {b (v , i)} by looking at connected components of certain graphs that are closely related to V (G c (n)). Let H be the graph with
, there is an edge between u and v whose label is in E (P )}.
For each i let H i be the graph with Proof. Assume that we have u and v that are in different components of H but are in the same component of H i for some i. If so, then choose u and v to minimize the length of the shortest path in H i from u to v . Note that there cannot be any w ∈ V (H ) on this path, as otherwise w is either in a different component of H than u in which case we could have taken the shorter path from u to w instead or w is in a different component of H than v , in which case we could have taken the shorter path from w to v instead. Thus all edges of the path between u and v in H i are not edges of H and thus must have label e i . But then since G c (n) has all allowable edges, there must be an edge between u and v with label e i so u and v are actually in the same connected component of H . Contradiction.
This proposition implies that we may first choose any set of values {b (v )} such that b (u ) = b (v ) whenever u and v are in the same connected component of H and then choose any set all i and b (u , i) = b (v , i) , whenever u and v are in the same connected component of H i .
One way to do this is to first take b (u ) = 1 if u is in the same connected component of H as s and b (u ) = 0 otherwise and then take b (v , i) = b (u ) whenever v is in the same connected component of H i as u for some u ∈ V (H ) and take b (v , i) = 0 whenever v is not in the same connected component as any u ∈ V (H ). This is guaranteed to satisfy the first two conditions of Theorem 4.1.
For the third condition, we need to check that s and t are in different connected components of H , as we then have that b (s ) = 1 and b (t ) = 0. To check this, assume that s and t are in the same connected component of H . Then there is a path from s to t in H . However, this is impossible by Lemma 2.22. Contradiction. Remark 4.11 . In choosing the values b (v ) for v ∈ H , we are essentially picking the Fourier coefficientsд V : V < r for a "base function" д that we then extend to an E i -invariant function д i for every i. The crucial idea is that if we only look at the Fourier coefficients(д i ) V for |V | < r , all of the д i look identical to д and thus look identical to each other.
AN N Ω(LG N ) LOWER SIZE BOUND
In this section, we prove an n Ω(lg n) lower size bound on monotone switching networks solving directed connectivity by explicitly finding the functions {д P, E i } given by Theorem 4.1 and then modifying them by "cutting off" high Fourier coefficients.
Theorem 5.1.
Proof. The first step in proving this lower bound is to gain a better understanding of the functions given by Theorem 4.1.
The most important property of these functions is as follows.
Proof. We have that K V (C) = 1 if V ⊆ L(C) and K V (C) = 0 otherwise. Now note that
Ths implies that K V 1 · д V 2 = 1 if V 1 = V 2 and 0 otherwise, as needed.
We can now construct the functions {д P, E i } in terms of the functions {д V } and analyze their Fourier coefficients.
Lemma 5.4. If {д P, E i } are the functions given by Theorem 4.1, then we have that (1) 
Proof. The first statement follows from Lemma 5.3 and the definition of b (V , i) as the value of д P, E i · e V . For the second statement, we use the following proposition.
If there is some i ∈ U \ V , then shifting i from L(C) to R(C) or vice versa changes (−1) |U \L(C ) | (−1) |V ∩L(C ) | by a factor of −1. Thus, everything cancels, and we have д
The completes the proof of Lemma 5.4
Corollary 5.6. If we take each b (V , i) to be 0 or 1 when choosing the functions {д P,
If we take the functions {д P, E i } given by Theorem 4.1 directly, then ||д P, E i − д P, E 1 || may be very large. The key observation is that as shown below using Corollary 3.32, we can cut off all of the Fourier coefficients д P, E i · e V , where |V | > r = lg l .
Lemma 5.7. Taking r = lg l , there exist functions д i such that (1) 
Proof. We repeat Corollary 3.32 here for convenience. Corollary 3.32. 
Definition 5.8. Define the functions {д i } so
Proof. We can show that д i is E i invariant using Corollary 3.32. When v i−1 , v i V and |V ∪ {v i−1 , v i } \ {s, t }| ≥ r , we can check directly that the associated equation in Corollary 3.32 holds.
we use the fact that the associated equation in Corollary 3.32 must hold for д P, E i and thus holds for д i as well.
Corollary 5.10. The functions {д i } have the following properties:
Proof. The first statment is just Proposition 5.9. The second, third, and fourth statements all follow from the definition of the functions {д i } and the properties of the functions {д P, E i }. For the fifth statement, note that every time we fix a nonzero Fourier coefficient д i · e V , where |V | = lg l , we use Fourier coefficients of the form д i · e W , where |W | < r to determine its value. Moreover, we never use the same Fourier coefficient twice, so the number of nonzero Fourier coefficients д i · e V , where |V | = r is at most ( l −1 r −1 ). Finally, the sixth statement follows from the definition of д i and our bounds on the Fourier coefficients of the functions {д P, E i }.
Note that when we look at д i − д 1 , all Fourier coefficients with V < r cancel. From this, it follows that for any i,
We now prove Theorem 5.1 using Corollary 3.34, which we repeat here for convenience.
then m(P n,l ) ≥ z (q−1)M ( n 2(l −1) ) r 2 . By Corollary 3.34, taking r = lg l , M = (l − 1) r −1 2 2 2r +1 , and q = l, for all n ≥ 2(l − 1) 2 ,
Using the fact that 2 r ≥ l, we may reexpress this bound as
Note that we may ignore the condition that n ≥ 2(l − 1) 2 , because the bound is trivial if n < 2(l − 1) 2 . Taking l = 1 8 n 1 4 , we have that
FURTHER WORK AND OPEN PROBLEMS
In this article, we have shown almost tight upper and lower bounds on the size of sound monotone switching networks solving directed connectivity. However, there are several limitations to this result.
The most important limitation is that the lower bounds only apply to monotone switching networks. Removing this limitation would almost certainly be extremely difficult, as it would show that L is not equal to NL, solving a major open problem in theoretical computer science.
Even in the monotone case, there are several limitations. Most importantly, this is a worst-case result showing that accepting all minimal YES instances and rejecting all maximum NO instances is hard. This limitation has been addressed in follow-up work. Filmus et al. (2013) showed an average case lower bound when we take a distribution over minimal YES instances and maximal NO instances. In Potechin (2013) , we consider the monotone space complexity of solving directed connectivity on other input graphs. More precisely, we define m(G) to be the minimal size of a sound monotone switching network that accepts all input graphs isomorphic to G. Letting l be the length of the shortest path from s to t, we show that m(G) is n Ω(lg l ) whenever no vertex of G is connected by shorter paths to too many other vertices of G. We also show an upper bound, showing that m(G) is small whenever almost all vertices v in G are directly reachable from s or can directly reach t, that is, s → v ∈ E (G) or v → t ∈ E (G). Building on this work, Brakensiek and Potechin (2013) proved almost tight bounds on m(G) whenever m(G) is an acyclic directed tree. A natural open problem is to obtain almost tight bounds on m(G) whenever G is an acyclic directed graph.
Another direction is to extend this result to other problems besides directed connectivity. Chan and Potechin (Chan and Potechin 2014) extended the techniques of this article to show tight monotone space lower bounds for the GEN problem, giving an alternate proof of the separation of the monotone NC-hierarchy, as well as the k-clique problem. However, showing corresponding monotone space lower bounds for other problems, including k-matching (where monotone circuit depth lower bounds are known), remains open.
A third direction is to look at monotone circuits with logarithmic width and polynomial size, which is an alternative way to define (non-uniform) monotone-L. As noted in the introduction, it is an open problem how this definition of (non-uniform) monotone-L and the definition of (nonunifrom) montone-L in terms of polynomial-size monotone switching networks are related.
Finally, we can aim to tighten our results further. We have determined c (P n ) and m(P n ) up to a constant in the exponent, what is the exact constant? Answering this question for certain knowledge switching networks would require sharper combinatorial analysis while answering this question for monotone switching networks would almost certainly require finding an alternative to the Cauchy-Schwarz argument. We can also ask whether monotone switching networks are better at solving directed connectivity than certain knowledge switching networks, that is, is c (P n ) = m(P n )? From our follow-up work, we know that certain knowledge switching networks are less effective than monotone switching networks for some input graphs, but we have no reason to believe this is the case for minimal YES instances.
CONCLUSION
In this article, we developed powerful tools for analyzing monotone switching networks for directed connectivity and used them to prove that the minimum size of a monotone switching network solving directed connectivity is n Θ(lg n) , separating monotone analogues of L and NL. Since this work was first presented there have been several follow-up articles, which shows that using switching networks to analyze space complexity is a fruitful approach. That said, there are many open questions remaining and only time will tell how far this approach will take us.
APPENDIXES A ELEMENTARY RESULTS ON MONOTONE SWITCHING NETWORKS
In this appendix, we analyze general monotone switching networks, showing how our ideas and results about certain knowledge switching networks generalize to this setting. The most important thing to note is that for general monotone switching networks, at any given vertex v , we may not be certain of which paths are in G. Instead, we will have several possibilities for which paths are in G and will only know that at least one of them holds.
To take this into account, we first define a knowledge game for directed connectivity that generalizes the certain knowledge game. We show that any sound monotone switching network can be described using this game. We then show two further results about monotone switching networks. First, by increasing the size by at most a linear factor, it is sufficient to only consider reachability from s. Second, we show a partial reduction of sound monotone switching networks to certain knowledge switching networks. While this reduction is not strong enough to prove good lower size bounds, as shown in Appendix B, it is the fundamental reason behind Theorem 4.6
A.1 The Knowledge Game for Directed Connectivity
Just as we thought of certain knowledge switching networks in terms of a game, we can think of general monotone switching networks in terms of a game, which is as follows.
Definition A.1. A state of knowledge J is a multi-set {K 1 , . . . , K m } of knowledge sets (we can have duplicates in J ). In the knowledge game for directed connectivity, J represents knowing that for at least one i ∈ [1, m] the knowledge about G represented by K i is true.
then J represents knowing that either there is a path from s to a in G, a path from s to b in G, a path from s to c in G, or a path from s to t in G. Definition A.3. In the knowledge game for directed connectivity, we start at J s = {{}}, and we win if we can get to J t = {{s → t }}. We are allowed to use the following types of moves. If J = {K 1 , . . . , K m }, then (1) If we directly see that an edge v 1 → v 2 is in G, then we may add or remove v 1 → v 2 from any K i . 4 , v 4 → v 5 ∈ K i and v 3 v 5 , then we may add or remove v 3 → v 5 from K i .
(3) If s → t ∈ K i , then we may add or remove any other edge from K i . (4) If i, j ∈ [1, m] , i j, and K i ⊆ K j , then we may remove K j from J . (5) If K is a knowledge set such that K i ⊆ K for some i ∈ [1, m] , then we may add K to J .
Remark A.4. The knowledge game for directed connectivity is a generalization of the modified certain knowledge game for directed connectivity. The moves that are new are the moves of types 4 and 5. Moves of type 4 make sense, because if we know that K j implies K i and have the statement that K i OR K j is true, then this statement is equivalent to the statement that K i is true. Moves of type 5 are the inverse of moves of type 4, so we still have reversibility.
Proposition A.5. It is possible to win the knowledge game for directed connectivity for an input graph G if and only if there is a path from s to t in G.
A.2 A Partial Order on Knowledge Sets and States of Knowledge
In the remainder of this section, it will be useful to have a partial order on states of knowledge. The intuitive idea behind this partial order is that J 1 ≤ J 2 if the information represented by J 1 is contained in the information represented by J 2 . We first define this partial order for knowledge sets and then generalize it to states of knowledge.
Definition A.6. Define the transitive closureK of a knowledge set K to be
Definition A.7.
(1) We say that K 1 ≤ K 2 ifK 1 ⊆K 2 .
(2) We say that K 1 ≡ K 2 ifK 1 =K 2 .
Proposition A.8. If K 1 , K 2 , K 3 are knowledge sets for V (G), then
With this partial order, we can reexpress the definition of certain knowledge switching networks more cleanly. Proposition A.9.
(1) For knowledge sets K 1 , K 2 , there is a sequence of moves from K 1 to K 2 in the modified certain knowledge game that does not require any information about the input graph G if and only if K 1 ≡ K 2 . (2) For knowledge sets K 1 , K 2 and a possible edge e of G, there is a sequence of moves from K 1 to K 2 in the modified certain knowledge game that only requires the information that e ∈ E (G) if and only if
Corollary A.10. We can restate the definition of certain knowledge switching networks as follows. A monotone switching network G is a certain knowledge switching network if we can assign a knowledge set K v to each vertex v ∈ V (G ) so the following conditions hold:
If there is an edge with label e = v 1 → v 2 between vertices v and w in G , then
We generalize this partial order for states of knowledge as follows.
Definition A.11.
(1) We say that J 1 = {K 11 , . . . ,
We have the same connection between this partial order and the knowledge game for directed connectivity, though the proof is non-trivial. Proposition A.13 . For states of knowledge J 1 , J 2 , if we can go from J 1 to J 2 in the knowledge game for directed connectivity with no information about the input graph G, then J 1 ≡ J 2 .
Proof. By transitivity, to show that if we can get from J 1 to J 2 in the knowledge game for directed connectivity with no information about the input graph G, then J 1 ≡ J 2 ; it is sufficient to show that if we can get from J 1 to J 2 in the knowledge game for directed connectivity with a single move, then J 1 ≡ J 2 . J 1 can be written as J 1 = {K 11 , . . . , K 1m } and, we have the following cases:
(1) If we use a move of type 2 or 3 altering some knowledge set K j to reach J 2 , then
(2) If we use a move of type 4 to delete some knowledge set K j from J 1 , then J 2 = {K 21 , . . . , K 2(j−1) , K 2(j+1) , . . . , K 2m }, where for all i j, K 2i = K 1i and there exists a j 2 j such that K 2j 2 = K 1j 2 ≤ K 1j . For all i j, K 1i ≤ K 2i , so J 1 ≤ J 2 . For all i j, K 2i ≤ K 1i and K 2j 2 ≤ K 1j , so J 2 ≤ J 1 . Thus, J 1 ≡ J 2 as needed. Moves of type 5 are the reverse of moves of type 4, so by symmetry the result holds for these types of moves as well.
To show the converse to Proposition A.13, we use the following lemma. 
Proof. Consider the graph formed as follows. The vertices of this graph will be the knowledge
Draw a directed edge from each K 2j to the corresponding K 1i (if there are more then one possible i, just choose one of them). Since J 2 ≤ J 1 , for each i ∈ [1, m 1 ] there is a j ∈ [1, m 2 ] such that K 2j ≤ K 1i . Draw a directed edge from each K 1i to the corresponding K 2j (if there are more then one possible j, just choose one of them).
After adding all of these edge, we have a bipartite graph where each vertex has outdegree 1. This graph must have the structure of a set of cycles along with paths leading into the cycles. Choose I 1 and I 2 such that for each cycle C there is exactly one i C ∈ I 1 and exactly one j C ∈ I 2 such that K 1i C is in C and K 2j C is in C. Then for all cycles C set ϕ (i C ) = j C . We know we can do this, because there cannot be a cycle consisting entirely of vertices of the form K 1i or a cycle consisting entirely of vertices of the form K 2j . We then choose the functions f 1 and f 2 as follows.
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(1) For all i ∈ [1, m 1 ] \ I 1 there is a cycle C such that there is a path from K 1i to C and thus a path from K 1i to K 1i C . We take f 1 (i) = i C . (2) For all j ∈ [1, m 2 ] \ I 2 there is a cycle C such that there is a path from K 2j to C and thus a path from K 2j to K 2j C . We take f 2 (j) = j C . Now note that an edge from a knowledge set K 1 to a knowledge set K 2 implies that K 2 ≤ K 1 . By transitivity, a path from a knowledge K 1 to a knowledge set K 2 also implies that K 2 ≤ K 1 . This implies that for any cycle all knowledge sets in the cycle are equivalent. The result now follows immediately, because 
We will go from J = J 1 to J 2 in the knowledge game for directed connectivity using the following steps.
(1) Use moves of type 2 and 3 to replace each K 1i withK 1i .
(2) For all i ∈ [1, m 1 ] \ I 1 , K 1f 1 (i ) ≤ K 1i , which implies thatK 1f (i ) ⊆K 1i . We can thus use moves of type 4 to deleteK 1i for all i ∈ [1, m 1 ] \ I 1 . (3) We are now at J = {K 1i : i ∈ I 1 }. For all i ∈ I 1 , K 1i ≡ K 2ϕ (i ) soK 1i =K 2ϕ (i ) . Thus, J = {K 2j : j ∈ I 2 }. For all j ∈ [1, m 2 ] \ I 2 , K 2f 2 (j ) ≤ K 2j , which implies thatK 2f 2 (j ) ⊆K 2j . We can thus use moves of type 5 to addK 2j for all j ∈ [1, m 2 ] \ I 2 . (4) We finish by using type 2 and 3 to replace eachK 2j with K 2j and obtain J = J 2 .
We have similar results when we directly see that an edge e is in the input graph G. Lemma A.17. For states of knowledge J 1 , J 2 , we can go from J 1 to J 2 in the knowledge game for directed connectivity with the information that v
the knowledge game for directed connectivity with no information about the input graph G. With the information that v 1 → v 2 ∈ E(G), we can go from J 1 to J 1 ∪ {v 1 → v 2 } and from J 2 ∪ {v 1 → v 2 } to J 2 in the knowledge game for directed connectivity using moves of type 1. Thus, we can go from J 1 to J 2 in the knowledge game for directed connectivity, as needed.
For the converse, note that for any states of knowledge J 1 , J 2 , for any sequence of moves in the knowledge game for directed connectivity to go from J = J 1 to J = J 2 , if we replace J with J ∪ {v 1 → v 2 } at each step, we will still have a correct sequence of moves. Moreover, all moves of type 1 now correspond to doing nothing. This implies that we can get from J 1 ∪ {v 1 → v 2 } to J 2 ∪ {v 1 → v 2 } in the knowledge game for directed connectivity without knowing anything about the input graph G so by Proposition A.13, we have that
A.3 Knowledge Description of Monotone Switching Networks
In this subsection, we show that all sound monotone switching networks can be described in terms of the knowledge game. Definition A.18 . If G is a monotone switching network, then we call an assignment of states of knowledge J v to vertices v of G a knowledge description if the following conditions hold:
Remark A.19 . It is impossible to reach the state of knowledge J = {} from J s = {{}} in the knowledge game for directed connectivity. If J v = {}, then this says that the vertex v is impossible to reach from s regardless of the input graph G. Proposition A.20 . A monotone switching network G has a knowledge description if and only if it is sound.
Proof. If G has a knowledge description, then it is sound, because we can only win the knowledge game for directed connectivity if the input graph G has a path from s to t. Conversely, given a sound monotone switching network G , set J v = {E : there is a walk from s to v in G whose edge labels are all in E}.
If there is an edge with label e between vertices v and w in G , then for every
Now we just need to check that J s ≡ {{}} and J t ≡ {{s → t }} or J t ≡ {}. {} ∈ J s and can be used to delete everything else in J s . Thus J s ≡ {{}}. Since G is sound, for every K ∈ J t , K contains a path from s to t so K ≡ {s → t }. Using moves of type 2 and 3, we can transform every K in J t into K = {s → t }, and then we can use moves of type 4 to delete all but one copy of {s → t }, so either we originally had J t = {} or we are left with {{s → t }}. Thus J t ≡ {{s → t }} or J t = {}, as needed.
A.4 Reduction to Reachability from s
In this subsection, we prove the following theorem that shows that there is little loss in only considering monotone switching networks G that only make deductions based on reachability from s. Theorem A.21. If (G , s , t , μ ) is a sound monotone switching network, then there is a sound monotone switching network (G 2 , s , t , μ 2 ) such that G 2 accepts exactly the same inputs as G , |V (G 2 )| ≤ (n + 1)|V (G )|, and G 2 has a knowledge description where for any vertex v of G 2 , for
Proof. We construct G 2 by taking n + 1 copies of G and making the s of each copy equal to the t of the previous copy. We take s for G 2 to be the s of the first copy of G and t for G 2 to 29:36 A. Potechin Fig. 10 . A monotone switching network that solves directed connectivity on V (G) = {s, a, b, c, t } together with a knowledge description of it. The label inside each vertex gives the J for that vertex, with each line corresponding to one of its K. By default, we take J s = {{}} and J t = {{s → t }}.
be the t of the last copy of G . Clearly, G 2 accepts exactly the same inputs as G and we have that
Now for a vertex v , we construct J v as follows. For each walk W from s to v in G 2 , create a K for that walk as follows:
(1) Start with the set X 0 = {s} of vertices in G.
(2) Let e i = v i → w i be the edge in G that is the label of the ith edge in W . Take
Let X be the set obtained after taking the final edge in W .
Now take J v to be the set of all such K. Following similar logic as was used to prove Proposition A.20, it can be verified that this assignment of states of knowledge to vertices of G 2 satisfies condition 3 of Definition A.18 and that J s ≡ {{}}. We just need to show J t ≡ {{s → t }} or J t = {}.
To show that J t ≡ {{s → t }} or J t = {}, consider a given walk W from s to t in G 2 and look at how the set {X i } changes as we go along W . Let Y j be the set of vertices we have when we first reach the vertex t j that was the t of the ith copy of G . Y 0 = {s}. Since G is sound, if t Y j , then the portion of W from t j to t j+1 must have at least one edge that crosses the cut between Y j and V (G) \ Y j . If e k is the first edge on this portion ofW crossing this cut, then
There are only n vertices except for s and t, so this implies that t ∈ Y n+1 . Thus for all K ∈ J t , s → t ∈ K. Using the same logic as before, J t ≡ {{s → t }} or J t = {}, as needed.
A.5 Reduction to Certain Knowledge Switching Networks
Finally, we prove a theorem that shows that, in some sense, monotone switching networks can be reduced to certain-knowledge switching networks. Although this theorem is not strong enough to prove any lower size bounds, as shown in Appendix B it gives a deep reason why it is sufficient to consider certain knowledge switching networks when checking E-invariance. Definition A.22 . Given a sound monotone switching network G for directed connectivity together with a knowledge description and a path P P ) . We take all possible edges that are allowed by condition 3 of Definition 2.8. Theorem A.23. If G is a sound monotone switching network for directed connectivity with a given knowledge description and
then it is possible to take a subset of the edges of H (G , P ) and assign a direction to each edge to obtain a directed graph H r ed (G , P ) for which the following is true:
(1) H r ed (G , P ) consists of a directed path from s to t and directed cycles. (2) Every vertex in H r ed (G , P ) is on a path or cycle. 
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A. Potechin Fig. 11 . This is an illustration of the ideas used in the proof of Theorem A.23. Above, we have the path P from s to t in G , where the J for each vertex is given below that vertex with each line corresponding to one of its K. Below, we have the arrows between all of the knowledge sets from the argument used to prove Lemma A.14. Here the functions {ϕ k } correspond to going along a bidirectional edge. The functions { f k1 } and { f k2 } correspond to going along a unidirectional edge and then going the opposite direction along a bidirectional edge. To get from s to t in H r ed (G , P ), we have the following sequence (not shown):
Proposition A.24.
We now choose the edges of H r ed (G , P ) and assign directions to them as follows. For each vertex w v k S , (1) If S ⊆ I k1 , then take the edge with label e k between w v k S and w v k +1 ϕ (S ) . If |S | is odd, then have this edge go from w v k S to w v k +1 ϕ (S ) . If |S | is even, then have this edge go from
(2) If S I k1 , then take the first i ∈ S \ I k1 and take the edge with label e k between w v k S and
If T ⊆ I k2 , then take the edge with label e k between w v k +1 T and w v k ϕ −1 (T ) . If |T | is odd, then have this edge go from w v k ϕ −1 (T ) to w v k +1 T . If |T | is even, then have this edge go from
(2) If T I k2 , then take the first j 2 ∈ T \ I k2 and take the edge with label e k between
Conditions 3 and 4 of Theorem A.23 are now satisfied by the edges we have chosen. All vertices have indegree one except for s and all vertices have outdegree one except for t . This implies that H r ed (G , P ) consists of a path from s to t and directed cycles and that every vertex is on a path or cycle, as needed.
Corollary A.25. If G is a sound monotone switching network for directed connectivity with a given knowledge description and P = {s → v 1 , v 1 → v 2 , . . . ,v l −1 → t } is a path from s to t in G, then any path P in G from s to t using only the edges of P must pass through at least one vertex a such that J a J t , and if J a = {K a 1 , . . . , K a m },
Proof. This follows immediately from Theorem A.23 and Lemma 2.22.
B ALTERNATE PROOF OF THEOREM 4.6
Before proving Theorem 4.6, we first show how a knowledge description of a monotone switching network can be translated into a function description of a monotone switching network. Proposition B.2. If we can get from J 1 to J 2 in the knowledge game for directed connectivity using only the knowledge that some edge e is in G and e does not cross some cut C, then J 2 (C) = J 1 (C).
Proof. This follows immediately from the fact that if e does not cross C, then for any state of knowledge J , no individual move on J in the knowledge game for directed connectivity that can be done with only the knowledge that e is in G changes the value of J (C). Corollary B.3. If a monotone switching network G has a knowledge description where each vertex v is assigned the state of knowledge J v and then if we assign each v the function J v , then we have a function description of G . Remark B.4. If we take the knowledge description given in the proof of Proposition A.20 and take the corresponding function description, then we will obtain the reachability function description.
We now give an alternate proof of Thoerem 4.6 Theorem 4.6. If д is a function from C to R and E is a set of edges between vertices in V (G), then д is E-invariant if and only if д · v 1 = д · v 2 whenever v 1 , v 2 are vertices of G c (n) such there is an edge between v 1 and v 2 in G c (n) whose edge label is in E.
Proof. The only if direction follows immediately from Proposition 4.4 . For the if direction, we first give a more stringent condtion for E-invariance. Using Theorem A.23, we will then show that this condition follows from invariance on certain knowledge switching networks.
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A. Potechin Fig. 12 . In this figure, we illustrate the ideas used in the proof of Lemma B.6. It can be verified that e 1 = e 4 + e 10 , e 2 = e 5 + e 7 + e 9 , and e 3 = e 6 + e 8 .
Lemma B.5. If д is a function from C to R and E is a set of edges between vertices in V (G), then д is E-invariant if and only if д · J 1 = д · J 2 whenever J 1 , J 2 are states of knowledge such that J 1 ∪ {e} ≡ J 2 ∪ {e} for some e ∈ E and all knowledge sets in J 1 and J 2 are either equal to K t or have the form
Proof. The only if direction follows immediately from Proposition B.2. To prove the if direction, assume that д · J 1 = д · J 2 whenever J 1 , J 2 are states of knowledge for V (G) such that all knowledge sets in J 1 and J 2 are either equal to K t or have the form K V where V ⊆ V (G) \ {s, t } and there is an e ∈ E for which it is possible to go from J 1 to J 2 in the knowledge game for directed connectivity using only the knowledge that e is in G. Given a cut C that can be crossed by an edge e ∈ E, take J 1 = {K L(C ) } and J 2 = ∪ v ∈R (C ) {K L(C )∪{v } }. We have that J 2 (C) = 0, J 1 (C) = 1, all knowledge sets in J 1 and J 2 are either equivealent to K t or have the form K V , where V ⊆ V (G) \ {s, t }, and J 1 ∪ {e} ≡ J 2 ∪ {e}. By our assumption, д · J 1 = д · J 2 . Now consider any cut C 2 ∈ C. If L(C) ∩ R(C 2 ) is nonempty, then J 1 (C 2 ) = J 2 (C 2 ) = 0. If R(C 2 ) R(C), then J 1 (C 2 ) = J 2 (C 2 ) = 1. Thus, if C 2 C, then J 1 (C 2 ) = J 2 (C 2 ). J 2 (C 2 ) − J 1 (C 2 ) 0 if and only if C 2 = C. Putting everything together, 0 = д · J 2 − д · J 1 = 2 −n (J 2 (C) − J 1 (C))д(C) so д(C) = 0. Thus, д(C) = 0 for any C that can be crossed by an edge e ∈ E, as needed.
We now show that this condition follows from invariance on certain knowledge switching networks.
Lemma B.6. Let J 1 = {K 11 , . . . , K 1m 1 } and let J 2 = {K 21 , . . . , K 2m 2 }. If J 1 ∪ {e} ≡ J 2 ∪ {e} for some possible edge e, then we may write J 2 − J 1 as a sum of terms of the form K 2 − K 1 , where K 1 ∪ {e} ≡ K 2 ∪ {e} and both K 1 and K 2 are either of the form ∪ j ∈S K 1j , where S ⊆ [1, m 1 ], S ∅ or the form ∪ k ∈T K 2k , where T ⊆ [1, m 2 ],T ∅.
Proof. We first give a proposition that allows us to express J 2 − J 1 in terms of these knowledge sets.
Proposition B.7. If J = {K 1 , K 2 , . . . , K m }, where m 0, then for any C ∈ C, J (C) = S ⊆[1,m],S ∅ (−1) |S |+1 ((∪ i ∈S K i )(C)).
Proof. This is just the inclusion-exclusion principle. Note that J (C) = 0 if K i (C) = 0 for every i and 1 otherwise. If K i (C) = 1 for some i, then we can add or remove i from S without affecting (∪ i ∈S K i )(C). But then all terms in the sum on the right cancel except K i (C), which is 1.
If K i (C) = 0 for all i, then for all non-empty subsets S of [1, m] , (∪ i ∈S K i )(C) = 0. Choosing an arbitrary i, we can add or remove i from S without affecting (∪ i ∈S K i )(C), so we again have that everything cancels except K i (C), which is 0. Lemma B.6 now follows directly from Theorem A.23. We can easily create a sound monotone switching G that has a path P from s to t such that there are vertices v i , v i+1 on P with J v i = J 1 and J v i +1 = J 2 and there is an edge e from v i to v i+1 with label e. By Proposition B.7, we have that
By Theorem A.23, if we let E e be the set of directed edges corresponding to e in H r ed (G , P ), then
where if e k goes from w 1 to w 2 in H r ed (G , P ), then e k = w 2 − w 1 .
Thus, J 2 − J 1 = e k ∈E e e k and the result follows.
We are now ready to complete the proof of Theorem 4.6. Assume that д(C) 0 for some cut C that can be crossed by an edge e ∈ E. By Proposition B.5, there exist states of knowledge J 1 , J 2 for V (G) such that J 1 ∪ {e} ≡ J 2 ∪ {e} and all knowledge sets in J 1 and J 2 are either equal to K t or have the form K V , where V ⊆ V (G) \ {s, t }, and д · J 1 д · J 2 . But then, by Lemma B.6, we may write J 2 − J 1 as a sum of terms of the form K 2 − K 1 , where K 1 ∪ {e} ≡ K 2 ∪ {e} and both K 1 and K 2 are either K t or of the form K V , where V ⊆ V (G) \ {s, t }. Since д · (J 2 − J 1 ) 0, there must be at least one such pair K 1 , K 2 such that д · (K 2 − K 1 ) 0. But then taking v 1 and v 2 to be the corresponding vertices in G c (n), there is an edge with label e between v 1 and v 2 and д · v 1 д · v 2 , as needed.
C PROOF OF LEMMA 2.22
In this appendix, we prove the full version of Lemma 2.22. To simplify the proof, we use the partial ordering on knowledge sets given in subsection A.2. Lemma 2.22. Let G be a certain knowledge switching network. For any certain knowledge description of G and any path P = s → v 1 → · · · → v l −1 → t, if G is the input graph with vertex set V (G) and E (G) = E (P ), if W is a walk in G whose edge labels are all in G from a vertex v st ar t with K v st ar t ≡ K s to a vertex v end with K v end ≡ K t , then W passes through a vertex v such that
Proof. In this proof, we will split the path P in two and use induction on each half. This will require projecting onto each half of P in two different ways.
Definition C.1.
(1) Call the vertices L = {v 1 , . . . ,v l −1 2 } the left half of P.
(2) Call the vertices R = {v l −1 2 +1 , . . . ,v l −1 } the right half of P. Definition C.2.
(1) We say an edge e = u → v is a left edge if u, v ∈ L ∪ {s}.
(2) We say an edge e = u → v is a right edge if u, v ∈ R ∪ {t }.
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A. Potechin Definition D.1. Given a set I of input graphs on a set V (G) of vertices with distinguished vertices s, t where each graph in I contains a path from s to t, let s (I ) be the size of the smallest sound switching network for directed connectivity on V (G) that accepts all of the input graphs in I . Theorem D.2. For all n, s (P n ) ≤ n 3 + 2.
Proof. The intuitive idea is as follows. If the input graph consists of just a path from s to t, then it is easy to find this path; we just have to follow it. If we are at some vertex v 1 and see that there is an edge from v 1 to v 2 and no other edges going out from v 1 , then we can move to v 2 and we can forget about v 1 , because the only place to go from v 1 is v 2 . We only need to remember around 3 lg n bits of information. We need to remember what v 1 and v 2 are and we need to remember how many other possible edges going out from v 1 we have confirmed are not in G. We now give a rigorous proof: Definition D.3. Define G pathf inder (V (G)) to be the non-monotone switching network for directed connectivity on V (G) constructed as follows:
(1) Start with G c (n, 2) (see Definition 2.14 Proof. There are n vertices of the form v {v } , where v ∈ V (G) \ {s, t }. For each of these vertices v {v } , there are n − 1 added paths that have v {v } as an endpoint and each of these paths adds n − 2 vertices. Thus, |V (G pathf inder (V (G)))| − |V (G c (n, 2))| = n(n − 1)(n − 2).
|V (G c (n, 2)) \ {s , t }| = n 2 + n + 2 so |V (G pathf inder (V (G))) \ {s , t }| = n(n − 1)(n − 2) + n 2 + n + 2 ≤ n 3 + 2 as needed.
Proposition D.5. G pathf inder (V (G)) accepts all input graphs in P n .
Proof. If G is an input graph with vertex set V (G) and edges E (G) = {v i → v i+1 : i ∈ [0, l − 1]}, where v 0 = s and v l = t, then we have a path from s to t whose edges are all consistent with G as follows.
(1) If we are at s , then go to v {v 1 } along the edge labeled s → v 1 .
(2) If we are at v {v i } for any i ∈ [1, l − 2] , then go to v {v i ,v i +1 } along the edge labeled v i → v i+1 .
(3) If we are at v {v i ,v i +1 } for any i ∈ [1, l − 2] , then for all u ∈ V (G) \ {s, v i , v i+1 }, v i+1 → u E (G). Thus, we can go to v {v i +1 } along the path between v {v i +1 } and v {v i ,v i +1 } . (4) If we are at v {v l −1 } , then go to t along the edge labeled v l −1 → t.
Lemma D.6. G pathf inder (V (G)) is sound.
Proof.
Definition D.7. Given an input graph G, create an input graph G a as follows. Let
Proposition D.8. If G pathf inder (V (G)) accepts an input graph G, then G c (n, 2) accepts the corresponding input graph G a .
Using Proposition D.8, to prove Lemma D.6 it is sufficient to show that for any input graph G there is a path from s to t in G a only if there is a path from s to t in G. To show this, assume that there is no path from s to t for some input graph G. Then let V be the set of all vertices v such that there is a path from v to t in G. Since there is no path from s to t in G, s V . Let C be the cut with R(C) = V . Note that there cannot be any edge in G that crosses C.
Assume there is an edge in G a that crosses C. Then it must be an edge v → w in E a \ E (G), and we must have v ∈ L(C), w ∈ R(C). This implies that there is a path from w to t. However, by the definition of E a , w t and ∀u ∈ V (G)\{s, v, w }, w → u E (G). Thus, any path from w to t must go through v, so there must be a path from v to t, and we should have that v ∈ R(C). Contradiction.
There is no edge in G a that crosses C, so there is no path from s to t in G a , as needed.
Theorem D.2 now follows immediately from Proposition D.4, Proposition D.5, and Lemma D.6.
Example D.9. The switching network in Figure 4 is G pathf inder ({s, t, a, b}) with some edges removed. The top vertex has knowledge set K {a } , the bottom vertex has knowledge set K {b } , and the center vertex has knowledge set K {a,b }
