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RÉSUMÉ. Nousprésentonslesrésultatsd’un travail defouille dedonnéeseffectuépar desagro-
nomeset desinformaticienspour extraire desbasesdedonnéesagricolesTer-Uti desinforma-
tionssur lessuccessionsdeculturespratiquéesdansunerégion.Nousavonsutilisé pour cela
desmodèlesstochastiquesdéveloppéspour l’analysede séquenceset d’images : les modèles
deMarkov cachés.Cesmodèlespermettentdereprésenterdesobservationstemporellesetspa-
tialescommedessuccessionsd’étatsoù lestransitionsentreétatsdépendent,suivantl’ordredu
modèle, del’état courant et des   étatsvoisins.Nousprésentonsuneméthodedeclassification
spatio-temporellequi permetdedécouperunerégionsur la basedesévolutionsdessuccessions
de culturesqui y sontpratiquéesen faisantapparaître desclasseshomogènesde successions
decultures.Deuxexemplesillustrentnotre travail : lescasdela LorraineetdeMidi-Pyrénées.
ABSTRACT. In theareaof dataminingof agricultural databases,thispaperpresentssomeresults
in segmentationand classificationof spatio-temporal data usinghigh-order Hidden Markov
Models(HMM). Thesemodelsare capableto mapspatial and temporal observationsonto a
sequenceof statesin which the transitionsbetweenthestatesdependon the   previousstates
according to theorder of theMarkov chain. They havebeenappliedon spatial and temporal
dataconcerninglanduse, namedTer-Uti data,in ordertofindagricultural landuseregularities.
We showon variousexamplesthat theHMMs are powerfultoolsfor temporal andspatialdata
mining.
MOTS-CLÉS: HMM, donnéesTer-Uti, utilisation du territoire, fouille de données,segmentation
spatio-temporelle.









faits majeurs,la libération continuede territoirespar la disparitiond’exploitations
agricoleset l’évolution dessystèmesdeproduction.Cetteévolution setraduitprinci-
palementdansle changementdessuccessionsdecultures,par l’introduction denou-
vellescultures,le raccourcissementdesrotations,la priseencomptede la réglemen-
tationdela politiqueagricolecommune,etc.
L’étudedecessuccessionsestun enjeupourl’agronomiecar:
– la connaissancedessuccessionset deleur évolution estun outil pour la gestion
decertainesressourcesdel’agriculture(parexemplel’irrigation) ;
– c’estégalementunmoyendeprévoir etdeprévenirdeseffetsenvironnementaux
majeurstelsquela pollution desressourceseneauet la structurationdespaysages;
– à un niveauplusprospectif,cetteconnaissancestutile pouranalyserlesdyna-
miquesencoursdansl’agriculture.
Le choix d’unesuccessionparun agriculteurresteun phénomènemal connu.Ce
choix est révélateurdu métierd’agriculteuret intègrede nombreuxfacteurs: dates
de récolteet d’implantationdescultures,état laissépar unecultureaprèsla récolte,
organisationdechantiersentreparcelles,etc.
Différentsmoyensexistent cependantpour connaîtreles successionspratiquées
dansunerégion: enquêtesdeterrainchezlesagriculteurs,recueilsd’expertiseauprès
detechniciensagricolesou exploitationdesbasesdedonnées,constituéesenparticu-
lier par lesservicesstatistiquesdu ministèredel’agriculture.C’estcederniermoyen
quenousavonsétudié.Nousavonseneffet développéuneméthodepourexploiter la
basededonnéesTer-Uti, qui estunrecueilsystématiquedepuis20ansdesoccupations
du sol surun ensembledepointsdu territoire français[LED 92]. Notrebut estd’une
partde définir desrégionshomogènespour les successionsculturales(segmentation
spatiale),d’autrepart de mettreà jour les successionsdominanteset de cernerleurs
évolutionsà différenteséchelles(segmentationtemporelle).
Cet article présentela méthodequenousavonsdéveloppéeconjointementet qui
s’inscrit dansun processusde fouille dedonnéesentreinformaticiens”fouilleurs” et
agronomes”experts” [MAR 00]. Nousavonsutilisé desalgorithmesprécédemment
développéspour la reconnaissancede la parolequenousavonsadaptésauxdonnées
Ter-Uti. Nousavonsdéveloppédesoutilspourmanipulerlesdonnéesetvisualiserles
résultatsenfonctiondesdemandesdesagronomesqui lesont ensuitepris enmainet
utiliséspour leur recherche.Desrésultatssontprésentésur la régionLorraine,qui a
serviderégiontest,et surla régionMidi-Pyrénéesoù notreméthodeestutiliséedans
le cadred’un projetd’aideà la gestiondel’irrigation.
Le plan de l’article estle suivant : la partie1 présentele principede la méthode
et lesmodèlesthéoriquesutilisés,lesmodèlesdeMarkov cachés.La partie2 présente
les donnéesTer-Uti. La partie3 décrit les outils mis au point pour la segmentation
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temporelleet lesrésultatsobtenussur lesdonnéeslorraines.La partie4 décrit la mé-
thodeutiliséepour la segmentationspatialeet les résultatsobtenusenLorraineet en
Midi-Pyrénées.La dernièrepartieestunediscussion.
1. La méthodeutilisée : fouille de donnéespar modèlesde Mark ov cachés
Unedesfonctionsdela fouille dedonnéesestd’élaborerdesindicesconciset ex-
purgésdu bruit de l’application qui permettentà un analysted’avoir unevue claire
d’un tableaudenombres.A partir decettevue,l’analystepeutextrairequelquesélé-
mentsde connaissance,débuter un raisonnementet formuler d’autresexpérimenta-
tionssusceptiblesdecomplétersaconnaissancedu domaine.
La classificationresteunedesapprochesprincipalesen fouille dedonnées.Dans
cetteoptique,nousadoptonsuneapprochebayésienne.Afin despécifieret construire
desinterfacesdevisualisationderésultats,nousutilisonsdesindicesélaborésà partir
dela probabilitéa posteriorid’effectuerunclassementunefois lesdonnéesobservées.
LesmodèlesdeMarkov cachés(HMM commeHiddenMarkov Model) permettent
decalculercetteprobabilitédansle casoù lesdonnéesont unedimensiontemporelle
et/ouspatiale.Ils serontprésentésquelqueslignesplusbasdansla section1.2.
Nousallonsenvisagerdansla suitedeuxfamillesde tableauxde donnéesnumé-
riquesqu’il faudraclasserà l’aide de HMM : les suitestemporellesd’observations
commelesculturesrelevéesdansunpointprécis– unsite– du territoireaufil desans
et leschampsdeMarkov fondéssur la notiondevoisinagespatialcommela réparti-
tion spatialedesculturessur un territoireuneannéedonnée.Nousverronscomment
les hypothèsesmarkoviennespermettentde traiter dansun cadremathématiqueélé-
gantla variabilitétemporelleet spatialedesformesétudiéeset commentla variabilité
temporelled’un sitepeutinfluencersacatégorisationspatiale.
L’analysedeschangementsd’occupationdessolsestun thèmede rechercheac-
tuel enagronomie.Nousl’abordonsavecuneméthodedeclassificationqui a fait ses
preuvesen reconnaissancede la paroleet en génétique.La poursuitede ce travail
consisteraen une évaluationcomplèteainsi qu’une comparaisonde cetteapproche
auxapprochesutiliséesenanalysedeschangementsd’occupationdessols[KIE 93].
1.1. ModèlesdeMarkov cachéspour la classification
Dansnotredomaine,les sitesont descaractéristiquespropres– l’occupationde
la parcellecontenantce site – qui permettentde les regrouperen zoneshomogènes
maisaussis’inscriventdansuneévolution temporellequi peutconstitueruncritèrede














un et deux(HMM1 et HMM2). Lesexpertsagronomesacceptentfacilementceshy-
pothèses.
1.2. Définition d’un HMM
Les modèlesde Markov cachésdérivent deschaînesde Markov. Une chaînede
Markov définit un seulprocessusstochastique: elle possèdeun ensembled’états–
parexemplelesculturessuccessivesd’uneparcelle– directementobservables.Dans
un HMM, une observation n’est pasuniquementassociéeà un état.Les étatssont
définiscommedesdensitésdeprobabilitésurl’ensembledesobservations.Dansnotre
application,onconsidèreainsiquela répartition– c.-à-d.la densité– desculturesdans
unerégiondonnéeévolue selonun processusde Markov. La répartitionà un pasde
tempsdonnéne dépendquede la répartitionaux pasprécédentssuivant l’ordre du
modèle.On supposeainsiquel’observationd’unecultureuneannéedonnéesurune
parcellesuit la loi définiesurl’état atteintcetteannéeparla chaînedeMarkov.
    
état1 état2 état3
prairies 0.029 prairies 0.029 prairies 0.029
blé 0.029 blé 0.029 blé 0.029
colza 0.029 colza 0.029 colza 0.029
maïs 0.029 maïs 0.029 maïs 0.029
jachères 0.029 jachères 0.029 jachères 0.029
. . . . . . . . .
Figure 1. HMM effectuantunesegmentationentrois périodes.Lesétatscachéssont
dénotés1, 2 et3
Le HMM permetdereprésenterdeuxprocessustochastiques,le premiergouver-
nantle second[BAK 74] :
– le premierprocessusestdéfini surun ensembled’étatset cachépourun obser-
vateur. C’estunechaînedeMarkov d’ordreun ou deux.
– le deuxièmeprocessusestqualifiédevisible. Il émetuneobservationà chaque
pasdetempsenfonctiondesdensitésdeprobabilitédéfiniessurchacundesétatspar
le processuscaché.
Dansl’exempledonnéFig.1, lesétatscachéssontdénotés1,2 et3. Ils représentent
chacununedistribution uniformede cultures.Ce modèlepeutsimulerla production
d’une région.A chaquepasde temps,la chaînede Markov changed’étatsen fonc-
tion destransitionsautoriséeset produit uneoccupationdu sol : prairies,blé, colza,
jachères,. . .enfonctiondela densitéreprésentantl’état visité.
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Finalement,un modèledeMarkov cachéestdéfiniparla donnéede:
–  "!#%$&$%$&"'()* , un ensemblefini comprenant+-,  états,dontun
étatinitial  etun étatfinal ) ;
– . la matricedonnantlesprobabilitésdetransitionentreétats:
- ./02143657 pourun modèled’ordre1 (HMM1) avecla contrainte:8 5 1 395  ;:<
- ./021 365= 7 pourun modèled’ordre2 (HMM2), avecla contrainte:8 = 14365=> -:< @?
– A 3 0B$67 leslois desdensitésassociéesauxétats 3 .
La matrice . estinitialiséeavecun ensembledevaleursqui permettentdedéfinir la
topologiedu graphedestransitionsentreétats: quellessontlestransitionsautorisées,
aller simple( 14395DCFE , 1G5H3IJE ), aller-retour( 14395DCFEKL1#5H3MCFE ), bouclage( 143N3POJE ),
etc.Parexemple,le HMM1 décritparla figure1 possèdepourmatricedetransitions:
./ QR EK$ STEK$ STEE EK$ STEU$6SE E 
VW
La modélisationd’un signal temporelpar desHMM est ainsi fondéesur deux
principes: (i) le signal temporelpeutêtre découpéen segmentspar unechaînede
Markov et (ii) le signalest la réalisationd’un processusstationnairereprésentépar
unedensitédeprobabilitésurl’espacedesobservationsà l’intérieur d’un segment.
Enmodélisantdela sortelessegmentscomposantle signaltemporel,on ignorela
réalitéde la productiondu signalcommerésultatd’un processusintelligentmaison
peututiliser desalgorithmesd’apprentissaget dereconnaissancerapides[BOY 90].
Cettefaçondeprocéderestcomplémentaired’uneapprocheanalytiqueet explicative
fondéesurunmécanismederaisonnement.Enmesurantprécisémentparuneprobabi-
lité cequel’on qualifieaupremieraborddehasardeux,on diminuel’indéterminisme
denotreperceptionduprocessuset onpeutfaireapparaîtredescomportementsexpli-
cablesdoncprévisiblesqui pourrontêtreréutilisésdansun mécanismede raisonne-
ment; cemécanismed’extractionet deréutilisationestun desprincipesde la fouille
dedonnées.
1.3. Probabilitéd’un alignementtemporel
En adoptantlesnotationsdéfiniesparRabinerdans [RAB 95], on appelleX une




Ondéfinitunalignementemporelentreunesuited’étatsXde  Ke ! f$%$&$%Ke%gh$%$%$Ue&i
atteintsrespectivementauxtemps
   f$&$%$& 	 j$%$&$UZ etunesuitedeobservationsk  k !lf$%$&$% k g j$&$%$ k i parunecorrespondance(état,observation).Saprobabilitéest
définiepar:
mPn k A#02Xo p7Irq g 1tsuwvGxsuwvzyHsuA{su%0 k g 7 (1)
où :






(casd’unechaîned’ordre2) qui définit la segmentation;
– A s u&0 k g[7 représentela vraisemblancedel’observation k g conditionnéeà la densité
del’état e{g .
Dansle casdesmodèlesde Markov gauche-droitedécritsdansla figure 1, un
alignemententreétatset observationsdéfinit unesegmentation.
La vraisemblance|M0@p7 estcalculéeenconsidérantouslesalignementspossible.
|M02p7I 8[} mPn k A02Xo p7 (2)
La représentationd’un phénomènetemporelou spatialà l’aide d’un HMM peut
avoir plusieursobjectifs:
– estimation ou apprentissagede paramètres.Par exempleon veut calculerles pro-
babilitésdessuccessionsde culturesà la lumièredesobservationsfaitesdans
unerégion.
– discrimination oureconnaissance.Parexemple,unefois le modèleestimé,onveut
retrouver la suited’étatsla plusprobablequi expliqueunesuited’observations.
– segmentation parexemple,on rechercheunedatedechangemententredeuxétats
donnés.
Un grandintérêtdesHMM estqu’ils possèdentdesalgorithmespolynomiauxdans
chacundecestroisdomaines.Cesalgorithmessontfondéssurla recherchedetousles
alignementsafin de retrouver celui possédantla probabilitédéfiniepar l’équation1
maximale[FOR 73, BAK 74].
1.4. Estimationautomatiqued’un HMM
Unefois donnéuncorpusdedonnéesetla topologiedugraphedestransitionsentre
états,différentsalgorithmespermettentl’apprentissaged’un HMM etla détermination
desparamètres. et A 3 0B$67 (cf.§1.2).Quelquesoit l’ordre desmodèles,nousutilisons
l’algorithmeForward- Backward[MAR 97] qui estunevariantedel’algorithmeEM
[DEM 77]. L’apprentissagesefait itérativementenpartantd’un modèleoù toutesles
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transitionssontéquiprobableset où les densitésA 3 0B$67 sontfixées.L’algorithmeFor-
ward- Backwardcalculeun nouveaumodèleplusadaptéauxdonnéesdanslequella
vraisemblancedu corpusa augmenté.Ce nouveaumodèleestutilisé dansunenou-
velle itérationjusqu’àcequela vraisemblancedu corpusatteigneun maximumlocal.
Le résultatest constituépar les nouvellesvaleursdestransitions14365= et desdensi-
tés A~30B$67 (cf. Fig 2). Lorsque+ estle nombred’étatset Z le nombred’observations,
l’algorithmeForward- Backwarda unecomplexité en +%Z pourunHMM2.
L’estimationdesparamètresd’un HMM2 sefait grâceau calcul desprobabilités
suivantes.
La fonction g{0?l U7 definit la probabilitéde la séquencepartielled’observations,k  %$N$N$ k g etdela transition 02 5  = 7 entrelesinstants	
 et 	 :g{0?lK70 k   k ! %$N$$N k g~e{g  r 5 He{gL = 7{   	  Z] (3)  ?l   +$
g~0?lU7 estcalculéepar récurrenceà partir de g  0 < @?47 danslequel 0@ 3   5 7 et02 5  = 7 sontdeuxtransitionsentrelesétats 3 et  = :
hg  0?l U7L '8 3 g~0 < @?47~$ 1 365= $ A = 0 k g  7~   	  Z 
   ?l   +$ (4)
D’une façonsimilaire, la fonction Kg~0 < @?47 définit la probabilitéde la séquence
partielled’observationsde




:g 0 < @?47M0 k g  &$$N$ k i e%g  r 3 e{g 5 7~   	  Z 
  (5)  < @?  +$
Cettefonctionsecalculerécursivement:
 g 0 < ?47L '8 3N  g #0?lK7~$ 1z395=K$ A{=U0 k g %7~   	  Z 
  (6)  ?l  +$
Unefois donnéela séquenced’observations , nousdéfinissonsGg 0 < @?lU7 comme
la probabilitéa posterioridela transition 3 
 a 5 
 a = entre	z
 et 	 ,  pendant
l’émissionde  :#g~0 < ?lU7M02e{g   3 He{gr 5 e{g  r =l p7~  	  Z 
 $
Ondéduit:





Cettequantitépermetle calculdela nouvelleestiméede 1 365= .
1 395=  8 g Gg{0 < @?lK7~$ (8)
Le choix du modèleinitial influe sur le résultatfinal. Pourévaluer l’adéquation
du modèleobtenuparconvergence,nousutilisonsunemesurededistanceentreétats
[TOU 74]. Par essaissuccessifs,nousdéfinissonset obtenonsun modèledépendant
deplusieursfacteurs: résultatsdesexpériencesprécédentes,topologieinitiale, mode
deconvergence,critèred’arrêt.
    
état1 état2 état3
prairies 0.31 prairies 0.29 blé 0.29
blé 0.22 blé 0.26 prairies 0.27
orge 0.16 colza 0.14 colza 0.17
colza 0.12 orge 0.11 orge 0.12
maïs 0.07 maïs 0.08 maïs 0.06
jachères 0.05 jachères 0.05 vergers 0.02
Figure 2. Modèle1 : HMM dela figure 1 aprèsapprentissagesur lesdonnéesissues
d’unerégionagricole. Lesdistributionsdeculturesobtenuessontcaractéristiquesde
la région
2. Un exemplede donnéesspatio-temporellesagricoles: lesdonnéesTer-Uti
Notre ensemblede donnéesest constituéde l’enquêteTer-Uti qui est réalisée
par un sondageà deuxniveauxde granularité.Un premiertirage,réalisépar l’IGN,
consisteà sélectionnerdesphotosaériennesrégulièrementrépartiessur l’ensemble
du territoiremétropolitain.Lesphotosreprésententchacuneun carréde2 km decôté
et sontséparéesen moyennepar 6 km. Un deuxièmetirage,réalisépar les DRAF1,
consisteà superposersur chaquephoto,unegrille de 36 points.Comptetenude la
distanceentreles photos,la représentativité d’un point estprochede 100 hectares.
L’ensemblede cessitesest visité annuellementpar desenquêteursqui relèvent les
occupationsdessites.Pourplusde détailssur la grille Ter-Uti, on peutsereporterà
[LED 92].
Nousdisposonsde résultatssur différentesrégions– Lorraine(23756points)et
Midi-Pyrénées(10904points)– pourlesannées1992à2000.Outrela séquencetem-
porelledesoccupationsde chaquepoint, noussavonsà quellePRA2 il appartientet






Les servicesde statistiquede la DRAF ont réparti les occupationsen différentes
classes(environ 80) qui vont de « maraissalants,étangsd’eausaumâtre» à « peu-
pliers épars» en passantpar « superficieen herbeà faible productivité potentielle





Nousnoussommestout d’abordintéressésà la définitiondepériodesd’observa-
tion pendantlesquellesladistributiondesculturesnevariepas.Pourla périodeétudiée
(1992-99)nousnouslimitons doncà desmodèlespossédantdeuxou trois étatsmais
autorisantdestransitionsenbouclesurlesétatscommele montrela figure1. Cemo-
dèle permetde segmenterla périodeétudiéeen trois sous-périodesd’environ trois
ansoù le systèmeestsupposéstationnaire.On justifie a posteriori le découpageen
trois étatssur8 anspar le fait quetrois anscorrespondentà l’échelledetempsd’une
rotationenLorraine.
La figure2 illustre un résultatdeclassificationdanslaquellenousavonscherché
trois situationsstablesde productionagricole.Entre les années92 et 99, la région
étudiée(PRA 3063) estpasséepar trois étatsde distributionsdeculturesdifférentes.
Danscesdistributions,onvoit immédiatementl’importancedesprairies(del’ordre de
30 %), la progressiondu blé et du colzaaudétrimentdel’orge,et la disparitiondela
jachèreaufil desans.Sur la PRA 306et d’autresrégionset à partir decesrésultats,
nousavonsdéterminélesoccupationsàexaminerprioritairementdansl’ensembledes
occupationsdela baseTer-Uti ; c’est-à-direàla fois lesoccupationslesplusfréquentes
et lesplusinstablesa priori : blé,orge,maïs,colzaetprairiespourla Lorraine.
3.2. Étudedesuccessionsdecultures




orge,...). Le HMM obtenupossèdedeuxtypesd’états: lesétats“de réserve” qui sont
associésnormalementà desrépartitionsde cultures– commedansle modèle1 – et




lesétats“de Dirac” qui sontassociésà unecultureseuleet définisparunedensitéoù
la probabilitéde cetteculturevaut

et les probabilitésde toutesles autresoccupa-
tionsvalent E . Lesétatsderéserve permettentde faireunesegmentationprogressive
desdonnées.Les culturesqui apparaissentcommeétantles plus fréquentesdansun
étatderéserve,ouqui nousintéressentparticulièrement,peuventêtreplacéesdansun
nouvel étatde Dirac dansuneexpériencesuivante.Finalementla figure 3 donnela
topologied’un modèle2 qui serautilisé par la suite.Cemodèlepermetd’étudierles
transitionsentrelesétatsassociésaublé,orge,maïs,colzaet prairie.Lesétatscachés
sontdénotés2, 3 et 4 et jouentle rôle d’étatsderéserve.






























Figure 3. Modèle2 : les étatsnotés2, 3 et 4 sont associésà une distribution de
cultures,contrairementaux étatsdénomméspar uneoccupation.Le nombre de co-
lonnesdéfinit le nombre de périodesd’observation.Lesconnexionssansflèchesre-
présententdestransitionsbidirectionnelles
Lesrésultatsobtenusparle modèle2 sontvisualisésaumoyend’un graphetel que
présentéen figure 4 pour la PRA 306.Les transitionsentreétatsde Dirac calculées
parl’équation7 sontreprésentéespardeslignesbriséesdèsqueleurprobabilitéatteint




(notéesppp), les bois; de plus apparaissentdeuxpetitsgroupesde monocultures: la mono-
culturedeblé qui restestablesur la période,et la monoculturede maïsqui diminueenfin de
période.
L’orgesemblechangerdestatutdansles successionsculturales: d’un rôle de “tampon” à
celui d’élémentstabled’unerotation:
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Figure4. Résultatsdu modèle2 sur lesdonnéesdela PRAPlateaulorrain sud(PRA
306)entre1992et1999.La lignedénotée“ ?” correspondà unétatderéserveaffiché
et celledénotéepar pppcorrespondauxprairiespermanentesproductives
– audébut de la période,l’orgeprécèdeun colzaou un maïsou mêmeun blé et existeen
coupleorge-orge,
– à la fin dela période,selit uneforte régularitéblé-orge-colza,où l’orgen’estplussuivie
quedecolza.L’orgepermeteneffet unepréparationprécocedu sol pourle colzacarsarécolte
esttôt ensaison.
A contrario, le bléresteàuneplacesemblabledansla succession: il estprécédentàmaïs,colza,
orge. . .ouà lui-même”.
3.3. Étudedesévolutionsdesuccessions
Nousavonsensuitetentédedéterminerlessuccessionsmajoritairesenfixant leur
taille à 3. Cettevaleurn’est pasarbitrairemaiscorrespondà uneobservation sur la
Lorraine: dansla presquetotalitédescas,lessuccessions’organisentenrotationavec
destêtesderotationqui reviennentauplustouslestroisans.Touslestripletspossibles
de la basesontconsidérés(6 triplets pour 8 années,donc81915pour 23756points,
maisseulement1109tripletsdifférents).Chaquetriplet constitueuneobservationde
trois occupationssuccessives faitespendantla période1992-99.Les résultatsde la
classificationont étéétudiéssousformedesimplestableauxetont permisde:






(blé colzablé) et (colzablécolza);
– repéreret évaluerlessuccessionsmajoritaires: on vérifie quedeuxsuccessions
(colzabléorge)et (colzablé) représententunegrossepartiedesterrescultivées(envi-
ron28 %);
– étudierla progression,l’apparitionou la disparitiondesdifférentessuccessions
dansla périodeconsidérée.
À l’issue de cetteanalyse,nousavonsdéfini les successionsà étudierdavantage
sousformedegrandesclassesouderotationstypes(colza+2céréales,colza+1céréale,
maïs+2céréales,maïs+1céréale,monocultures).Nousavonsalors,commelors de la
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Figure 5. Modèle3 : modèledetriplets,similaire au modèle2. Un étatparticularise
unerotationtype. Touteslestransitionssontbidirectionnelles
Les résultatsde ce modèlepeuvent êtreprésentésde la mêmefaçonquesur la
figure 4. Commeune observation est un triplet correspondantà trois observations
Ter-Uti aux annéesý , ý,  et ý,  du mêmepoint, on l’indice par sonannéede
début. Ainsi le derniertriplet (1997-1998-1999) estnoté1997.Les transitionsentre
rotationssontindiquéespar les lignesobliques,lesvariationsde l’importanced’une
mêmerotationsontreprésentéespar l’épaisseurdu trait horizontal,dèsquela proba-
bilité a posterioridépasse1,0%. Cettevaleurcorrespondàunseuild’affichageajusté
parl’utilisateur. Eneffet, l’affichagedesrésultatspeutêtremodifiéparl’utilisateur, et
doncêtreplusou moinslisible, et faireapparaîtreplusou moinsd’informations.
Lestrajectoiresentreétatsmisesenévidencedansla figure4 deviennentdeslignes
droitesdanslesfigures 6 et 7. Cesdeuxfiguresreprésententlesrésultatsobtenussur
la mêmerégion(PRA306),avecdeuxseuilsdifférents: surla figure6 ceseuilestfixé
à 1 % età 0,4% surla figure7.
Ainsi, l’agronomeva utiliser différemmentles deuxfigures6 et 7. Il a beaucoup
demaldetravailler auseuilde0,4%. Enrevanche,avecle seuillageà1,0%, il trouve
destendancestrèsinstructives:
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Figure 6. Résultatsobtenusà partir du modèle3 sur lesdonnéesde la PRAPlateau
lorrain sudentre1992et 1999





– “la classedesmonoculturesdeprairiesdominelargementtouteslesautreset restestable
(aucuneévolution detyperetournementdeprairiesou remiseenherbedeculturen’apparaît);
– l’état de réserve diminuepour alimenterles successionscolza+ 2 céréaleset maïs+ 2
céréales;
– lestransitionssontnombreusesentrecolza+ céréaleet colza+ 2 céréales,cequi signifie




– la successionmaïs+ 2 céréalesest trèsstableet augmentelégèrementen fréquenceau
coursdela période.
En conclusion,cetterégionresteà dominancede monocultureprairiale,avec unetendanceà




Dansun espacede dimensiondeux,commeune image,la notion de chaînede
Markov segénéraliseen donnantnaissanceà la notion de champde Markov : l’état
d’un point – appeléaussiun site– dépendseulementdesesplusprochesvoisinsspa-
tiaux.Lesalgorithmesd’estimationet declassementdeviennentalorspluscomplexes
à mettreen œuvre.Au contraire,en suivant l’exemplede [BEN 95], nousavonsin-
troduit unerelationd’ordresur lespointsdu planqui respecteautantquepossiblela
notiondevoisinage: on passealorsd’un problèmedesegmentationsurdeuxdimen-
sionsàunproblèmedesegmentationsuruneseuledimension,commeprécédemment.
Les HMM permettentainsi d’effectuerunesegmentationen régionsgéographiques
homogènesdu point devuedesdensitésassociéesauxétats.Pourordonnerlessites,
nousutilisonsunecourbede Peanoqui estunecourbefractaleet qui parcourttous
lespointsdu planenrespectantla notiondevoisinagespatial(cf. Fig. 8). La priseen
comptedu voisinagespatialdanscetteapprochen’estpascomplète.Alors quedeux
pointsvoisinssur la courbesontvoisinsdansle plan, la réciproquen’est pasvraie.
Dansles faits, commele montrentdestravaux récents[BEN 95], cetteconcession
à la topologien’affectepasles résultatsen segmentationd’imageset en analysede
textures.La figure9 montreunephotoaérienneen 256 niveauxde gris ainsi que la
classificationobtenueà l’aide d’un HMM ergodique4 de5 états.La cartouchesituée
enhautet à droitedela photo9(b) montreenfonctiondu niveaudegris quelleestla
transitionde probabilitémaximale.On ne montrepasles transitionsentreétatsdif-
férents.On voit quelesrégionsde texturehomogènesontassociéesaubouclagedu
processustochastiquesurchacundes5 états.Dansunerégionuniforme,lesniveaux
de gris despixels suivent la distribution associéeà un état.Le choix du modèleini-þ
. Touslesétatssontinter-connectés.La matriceÿ necontientpasdezéro.
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tial qui conditionnele nombrede classesextraitesest toujoursun problèmeouvert
[BRE 01, PRE98].
(a) image2x2 (b) image4x4 (c) image6x6
Figure8. Ordonnancementdespointsdu plansuivantunecourbefractale
(a)originalen256couleurs (b) segmentationparunHMM ergodiqueà5 états
Figure9. Segmentationen5 étatsd’unephotoaérienne
4.1. ClassificationdesdonnéesTer-Uti
Nousavonsadaptéla courbede Peanopour pour parcourirl’ensembledessites
Ter-Uti enrespectantlesdeuxniveauxderésolutionspatialepropresauxdonnéesTer-
Uti : un premierparcourspermetd’introduire unerelation d’ordre sur les
z  l
photosaériennescouvrantla Lorraineou la régionMidi-Pyrénées5 ; undeuxièmepar-






coursà l’intérieur desphotosaériennesordonnelessitesTer-Uti (cf. parcoursdonné
Fig. 8(c)). Nouspouvonsainsi réaliserunesegmentationspatialedesdonnées: un
point n’est plus classéen fonction de sesprécédentstemporels,maisen fonctionde
sesprécédentspatiauxselonla courbedePeano.
(a)ClassificationobtenueparunHMM2 (b) CorineLandCover
Figure 10. Classificationobtenuepar un HMM2 à 10 étatsaprès10 itérations et
comparaisonavecla cartedela Lorraineétabliedansle cadreduprogrammeCorine
LandCover à partir dedonnéessatellitaires(IFEN, 1993)
Avec un changementminime dansle programmed’apprentissage,nous avons
traité l’ensembledesdonnées,chaqueannéeindividuellementet toutesles années
ensemble.Nousavonstraité lesdonnéesbrutes(un site= uneculture)et lesdonnées
dessuccessions(un site = unesuccessionde culturessur trois années).Ce sontces
dernièresqui ont fourni lesrésultatslesplusstables.Ceprocessusdeclassificationest
nonsupervisé; l’utilisateur définit seulementle nombreinitial d’étatscorrespondant
aunombremaximumderégionsàdécouvrir. Nousobtenonsdescartes(cf. Fig. 10(a)
pour la Lorraineet Fig. 11 pourMidi-Pyrénés)où sedistinguentplusieurszonesho-
mogènesvis-à-visdel’occupationdusol.Pourla Lorraine,nousdistinguonscinqétats
principaux,lesautresétatsprovenantd’unedivisionabusiveparl’algorithme:
– unétatàmajoritédebâti (30%), forêt,solsnus,zoneshumides,qui suit le cours
desgrandesvallées;
– un étatà majoritédeforêt (98 %) qui englobele massifvosgienet lesforêtsde
la Meuse;
– un étatà majoritédeprairies(30 %), forêt (20 %) et culturesfourragères(6 %)
caractéristiquedesrégionsd’élevage;
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– un étatà majoritéde cultures(30 % pour blé, colza,et orge) et prairie (10 %)
définissantlesrégionsà dominantecéréalière;
– un étatà majoritéde prairies(68 %) et présvergers(5 %) au fond desvallées
vosgienneset enpiedsdecôtes.
On retrouve globalementsur la figure 10(a) la localisationdesoccupationsaffi-
chéessur la cartede la figure 10(b) tellesqu’ellessontétabliesà partir de données
satellitairesà uneéchelle4 fois6 plusfine (programmeCorin LandCover). La loca-
lisation desétatsest interprétableen fonction de la géologieet descaractéristiques
techniquesdesexploitations.Ainsi en Lorraine,on retrouve les régionsgéologiques
desVosgesgréseuses,desVosgesgranitiques,du plateaulorrain (calcaire),desval-
léesde la Moselleet de la Meuse,desvalléesvosgiennes,desplainesargileuses.On
trouve aussila distinction,sur le mêmeterraingéologique(argilesdeKeuper),entre
lespetitesexploitationslaitièresduChâtenoiset lesgrandesstructuresmixtesduSaul-
nois.Cettedernièredistinctionmériterad’être confortéepar uneétudesur les types
d’exploitationsagricolesenfonctiondespetitesrégionsagricoles.
4.2. Aide à l’interprétation d’imagessatellitairesenMidi-Pyrénées
Les imagessatellitairessont un moyen puissantpour connaîtreles occupations
du sol dansune région et établir desprévisionsen matièrede productionagricole
ou de besoinsen eau(cf. [CAS 98, GEN 01]). Un problèmemajeurtient pourtant
au fait qu’à la dateoù les prévisionsdoivent êtreétablies(en début de saison),les
imagessatellitairesdisponiblesnesontpassuffisantespourcartographieraveccerti-
tudeslesoccupationsdu sol del’annéecourante.La connaissancedessuccessionsde
culturespratiquéesdansla régionconcernéepermetalorsdelever certainesambiguï-
tés: connaissantl’occupationd’une parcellel’annéeprécédente,on réduit le champ
despossiblespour l’annéecouranteet uneimagede début de saison,qui permetde
distingueruniquementlesculturesdeprintempset culturesd’hiver, peutalorssuffire
pourconclure.Cetteapprochea étéétudiéedans[LAR 00] avecun modèlequalitatif
dessuccessionsdecultures.
Nous intervenonsdansun projet qui a pour but de testercetteapprochedansle
cadrede la gestionde l’irrigation enMidi-Pyrénées.Il s’agit dansun premiertemps
derassemblerunecarted’occupationdu sol à l’année ý 
 et uneimagesatellitaire
dedébut desaison(avril) del’annéeý . Dansundeuxièmetemps,il s’agitd’établir les
probabilitésde transitionentreculturesà partir de donnéesTer-Uti sur la région.Le
principeestalorsde couplerles imageset lesprobabilitésde transitionpourobtenir
uneestimationdelacarted’occupationdusolàl’annéeý . L’évaluationdel’estimation
obtenues’appuiesurunecarted’occupationdu sol de l’année ý établiea posteriori.
Pour ce projet, les cartesd’occupationdu sol peuvent être obtenuesde différentes
façons,par relevé de terrainou par croisementde trois imagessatellitairesprisesà
différentespériodes.





En collaborationavec le centreINRA deToulouse,nousavonsdonceffectuéune
classificationautomatiquenon superviséede la régionMidi-Pyrénéespour dégager
trois régionshomogènescaractériséeschacunepar leur successions.Nousavonsap-
pliquélesmêmestraitementsquepourla Lorrainetelsqu’ils sontdéfinisdansla sec-
tion 4. Sur chaquerégion,nousavons ensuiteprocédéà uneanalyseplus fine afin
d’étudierlesévolutionstemporelledessuccessionselonla démarchedécriteensec-
tion 3. Le but estdeconstruirele modèle2 et sondiagramme(cf. Fig. 4) surchaque
régionafind’avoir lesvaleursdesprobabilitésdetransitionentreculturessuivantl’en-
droit et l’année.
Surla figure11,du NordauSud,on distingue3 régionshomogènes:
années90
0.099 bois+ bois+ bois
0.089 maïs+ maïs+ maïs
0.082 prairies+ prairies+ prairies
0.034 blé+ tournesol+ blé
0.028 vignes+ vignes+ vignes
0.026 tournesol+ blé+ tournesol
0.018 jachères+ jachères+ jachères
années2000
0.105 maïs+ maïs+ maïs
0.099 bois+ bois+ bois
0.081 prairies+ prairies+ prairies
0.056 blé+ tournesol+ blé
0.037 tournesol+ blé+ tournesol
0.027 vignes+ vignes+ vignes
0.023 jachères+ jachères+ jachères
Figure11. CartographiedessuccessionsculturalesdanslesdépartementsduGerset
desHautes-Pyrénées
– auNord,unepremièrezonecoloréeengris clair contientlescultures.Unemo-
délisationdecetterégionparunmodèledeMarkov àtroisétatsdétectetroispériodes.
On remarquedansles2 tableauxdedroite la progressiondela rotationblé-tournesol
et dela monoculturedu maïsdurantles10 dernièresannées;




On voit surcetexemplel’intérêt d’utiliser le mêmemodèledesegmentationdans
lesdimensionsspatialeset temporellesdesdonnées.La segmentationspatialepermet





spatialesqui est fondéesur le calcul d’une probabilitéa posteriori obtenueà partir
d’un modèleprobabiliste– le HMM – qui prendencomptela variabilitétemporelleet
spatialedesdonnées.La mêmemesureprobabilistesertà classerlesdonnéesdansle
tempset dansl’espaceet donneunecohérenceauxtraitements.
Pourlesagriculteurs,le choix dessuccessionsculturalesestle révélateura poste-
riori desajustementsqu’il réalisententreleursparcellesdisponibleset l’importance











met de mieux choisir sesdispositifs.Qu’il s’agissede prévisions,d’enquêtesou de
miseenplaced’expérimentations,cetoutil permetd’instruire le domainedevalidité
et d’extrapolationdesesétudes.
Enfin, il fautsoulignerquelessuccessionsculturalessontdesobjetsderecherche
centraux[SEB 88] révélateursdu métierd’agriculteur, maisqui ont donnélieu à peu
depublications.
Dansle travail décrit, les allers et retoursentreagronomeset informaticiensse
sont traduitspar l’élaborationde plusieursmodèlespour valider les hypothèsesdes
agronomes.Nousnoussommesaidésdela duréedesétatscommerévélatricedel’in-
stabilitédessuccessionsainsiquedu contenudel’état deréserve qui captetoutesles
exceptionset permetd’effectuerunesegmentationprogressive desdonnées.À partir
d’un modèlesimple– le modèle1 – donnédansles figures1 et 2, nousavonséla-
borélesmodèles2 et 3 pourmesurerplusprécisémentdeschoix desuccessions.La
figure6 montreun systèmequasimenten équilibre.Lessuccessionsdominantesont
ététrouvées,elle sontreprésentéespar les étatsfaiblementconnectésentreeux.Ces
traitementspeuventêtreeffectuésà différenteséchelles,PRA ou régionentière,pour
peuquele nombredepointssoit suffisants.
Les algorithmesdéveloppéssur les donnéeslorrainesont pu êtreutiliséssur les
donnéesdubassindela SeineouenMidi-Pyrénées.Lesagronomesesontappropriés
et ont améliorélesoutils demodélisationet visualisationfondéssur lesHMM mis à




quellesles informaticiensn’avaientpaspenséa priori , tellesdessuccessionsà long
termedépassantl’ordre du modèle.Le diagrammede la figure 12 estextrait d’une
étudesur la qualitédel’eau danslesPRA dela régionparisienne.Il a étéannotépar
et pourdesagronomes.
Figure12. Utilisation del’outil devisualisationsurunePRAdela régionparisienne
La carteissued’unesegmentation2D estun documentporteurd’uneinformation
desynthèseappréciéedesagronomesqui la comparentspontanémentàd’autrescartes
et ainsi la validenten partie.Cesrésultatspermettentde remettreà jour, confirmer
ou infirmer les connaissancesur la régionétudiée.En découleégalementla spéci-
fication d’une nouvelle classificationdanslaquellenousdevronscroiserdifférentes
sourcesde données: les donnéesTer-Uti, les donnéesissuesd’enquêtesauprèsdes
agriculteursetrelativesauxtypesd’exploitationsagricolesmaisaussilescartesdedif-
férentesdonnéespedo-morphologiqueset les photossatellitaires.Cesconnaissances
peuvententrerdansdifférentsmodèles[LeB 98, BEN 97] poureffectuerdessimula-
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