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Abstract
An autonomous holonomic dynamical system is described by a system of second order differential equa-
tions whose solution gives the trajectories of the system. The solution is facilitated by the use of first
integrals which are used to reduce the order of the system of differential equations and, if there are enough
of them, to determine the solution. Therefore in the study of dynamical systems it is important that there
exists a systematic method to determine first integrals of second order differential equations. On the other
hand a system of second order differential equations defines (as a rule) a kinetic energy (or Lagrangian)
which provides a symmetric second order tensor which we call the kinetic metric. This metric via its sym-
metries (or collineations) brings into the scene the Differential Geometry which provides numerous results
and methods concerning the determination of these symmetries. It is apparent that if one manages to pro-
vide a systematic way which will relate the determination of the first integrals of a given dynamical system
with the symmetries of the kinetic metric defined by this very system, then one will have at his/her disposal
the powerful methods of Differential Geometry in the determination of the first integrals and consequently
the solution of the dynamical equations. This was also a partial aspect of Lie’s work on the symmetries of
differential equations. The subject of the present work is to provide a theorem which realizes this scenario.
The method we follow has been considered previously in the literature and consists of the following steps.
Consider the generic quadratic first integral of the form I = Kab(t, q
c)q˙aq˙b +Ka(t, q
c)q˙a +K(t, qc) where
Kab(t, q
c),Ka(t, q
c),K(t, qc) are unknown tensor quantities and require dI/dt = 0. This condition leads
to a system of differential equations involving the coefficients Kab(t, q
c),Ka(t, q
c),K(t, qc) whose solution
provides all possible quadratic first integrals of this form. We demonstrate the application of the theorem
in the classical cases of the geodesic equations and the generalized Kepler potential in which we obtain all
the known results in a systematic way. We also obtain and discuss the time dependent FIs which are as
important as the autonomous FIs determined by other methods.
1 Introduction
The dynamical equations of a general holonomic dynamical system have the functional form
q¨a = ωa(t, q, q˙) (1)
where ωa = Qa (t, q, q˙)−Γabcq˙bq˙c−V ,a, Qa are the generalized (non-conservative) forces, Γabc are the Riemannian
connection coefficients determined from the kinetic metric γab (kinetic energy), −V ,a are the conservative forces
and Einstein summation convention is used. Equation (1) defines in the jet space J1 {t, qa, q˙a} the Hamiltonian
vector field
Γ =
d
dt
=
∂
∂t
+ q˙a
∂
∂qa
+ ωa
∂
∂q˙a
. (2)
A Lie symmetry with generator X = ξ(t, q, q˙)∂t + η
a(t, q, q˙)∂qa is a point transformation in the jet space
J1{t, qa, q˙a} which preserves the set of solutions of (1). The mathematical condition for X to be a Lie symmetry
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of (1) is that there exists a function λ (t, q, q˙) such that[
X[1],Γ
]
= λ(t, q, q˙)Γ (3)
where X[1] = ξ(t, q, q˙)∂t + η
a(t, q, q˙)∂qa +
(
η˙a − q˙aξ˙
)
∂q˙a is the first prolongation
1 of X in J1 {t, qa, q˙a}. Equiv-
alently we have
X[2]Ha = 0 =⇒ X[1]Ha + ηa[2] = 0 (4)
where Ha ≡ q¨a − ωa, ηa[2] = η¨a − 2q¨iξ˙ − q˙iξ¨ and X[2] = X[1] + ηa[2]∂q¨a is the second prolongation of X in
J2 {t, qa, q˙a, q¨a} .
The standard method to determine the first integrals (FIs) of a Lagrangian dynamical system is to use
special Lie symmetries, the Noether symmetries. A Noether symmetry is a Lie symmetry which in addition
satisfies the Noether condition2,3,4,5
X[1]L+
dξ
dt
L =
df
dt
(5)
where f(t, q, q˙) is the gauge or the Noether function. According to Noether’s theorem6,7 to every Noether
symmetry there corresponds the FI
I = ξ
(
q˙a
∂L
∂q˙a
− L
)
− ηa ∂L
∂q˙a
+ f (6)
which can easily be determined if one knows the generator X of the Lie symmetry. The FIs are used to reduce
the order of the dynamical equations. It has been shown in Ref. 4 that the FIs of Noether symmetries of
holonomic autonomous Lagrangian systems are invariants of the prolonged vector field X[1], therefore they
satisfy the two conditions dI
dt
= X[1](I) = 0, which provide the reduction of the dynamical equations by two.
Noether symmetries being special Lie symmetries may be considered in two classes:
a. Noether point symmetries resulting from Lie point symmetries of the form ξ(t, q), ηa(t, q) and
b. Dynamical Noether symmetries resulting from dynamical Lie symmetries for which ξ(t, q, q˙, q¨, ...),
ηa(t, q, q˙, q¨, ...).
In the following we restrict our discussion to dynamical Noether symmetries in J1{t, qa, q˙a} therefore
ξ(t, q, q˙), ηa(t, q, q˙).
Noether point symmetries form a finite dimensional Lie algebra and dynamic Noether symmetries an infinite
dimensional Lie algebra.
In dynamical Lie symmetries one has an extra degree of freedom which is removed if one demands an extra
condition in which case one works with the so-called gauged dynamical Lie symmetries. In this respect one
usually requires the gauge condition ξ = 0 so that the generator is simplified to X = ηa(t, q, q˙)∂qa . This gauge
condition will be tacitly assumed in the following.
Concerning the geometric nature of Noether symmetries it has been shown8,9 that the generators of Noether
point symmetries of autonomous holonomic dynamical systems with a regular Lagrangian (i.e. det ∂
2L
∂q˙a q˙b
6= 0) of
the form L = 12γabq˙
aq˙b−V (q), where γab = ∂2L∂q˙a∂q˙b is the kinetic metric defined by the Lagrangian, are elements
of the homothetic algebra of γab. A similar firm result does not exist for dynamical Noether symmetries beyond
the fact that their generators form an infinite dimensional Lie algebra.
In this paper we consider the questions: To what extent the first integrals of (1) are covered by Noether
symmetries, that is, are there non-Noetherian first integrals? Furthermore, how and to what extent one can
‘geometrize’ the dynamical Noether symmetries?
This question is not new. It was raised for the first time by Darboux10 and Whittaker11 who considered the
Newtonian autonomous holonomic systems with two degrees of freedom and determined most potentials V (q)
for which the system has a quadratic first integral other than the Hamiltonian (energy). The complete answer
to this problem was given much later by G. Thompson12,13.
The same problem for the general autonomous dynamical system in a Riemannian space has also been
considered more recently5,14. In this latter approach one assumes the generic quadratic first integral (QFI) to
be of the form
I = Kabq˙
aq˙b +Kaq˙
a +K (7)
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where the coefficients Kab,Ka,K are tensors depending on the coordinates t, q
a and imposes the condition
dI
dt
= 0. This condition leads to a system of differential equations involving the unknown quantities Kab,Ka,K
whose solution provides the QFIs (7).
In all occasions considered so far the system of these conditions has been solved for specific cases only.
The aim of the present work15 is the following:
a. To give in the case of autonomous conservative equations the general solution of the system resulting
from the condition dI
dt
= 0.
b. To geometrize the answer to the maximum possible degree.
c. To determine the generalized/point Noether symmetries which admit the resulting first integrals as
Noether integrals.
In order to do that we work in a similar way with the previous authors. That is we consider a not (neces-
sarily Lagrangian) dynamical system and determine the system of equations involving the unknown quantities
Kab,Ka,K. We solve this system and determine the quadratic first integrals of the form (7). Nowhere we use
the concept of symmetry. Subsequently for each first integral we compute the generator of the transformation
(not necessarily a Noether transformation) in the jet bundle J1{t, qa, q˙a} which generates this integral.
In the case the dynamical system is Lagrangian - which is almost always the case because we can always
take the Lagrangian to be the Kinetic energy - we can associate a gauged generalized Noether symmetry whose
Noether integral is the considered first integral. It will be shown in section 3 that the generators of these
Noether symmetries are read directly from the expression of the FI with no further calculations. It follows that
all quadratic first integrals of the form (7) are Noetherian, provided the Lagrangian is regular.
2 The conditions for a quadratic first integral
2.1 The case of a general dynamical system
In this section we consider a dynamical system defined by the equations of motion
q¨a = Qa (t, q, q˙)− Γabcq˙bq˙c − V ,a (8)
where Qa are the non-conservative forces, Γabc are the Riemannian connection coefficients determined form the
kinetic metric γab defined by the kinetic energy and −V ,a are the conservative forces.
We consider next a function I(t, qa, q˙a) which is linear and quadratic in the velocities with coefficients which
depend only on the coordinates t, qa ,that is, I it is of the form
I = Kab(t, q)q˙
aq˙b +Ka(t, q)q˙
a +K(t, q) (9)
where Kab is a symmetric tensor, Ka is a vector and K is an invariant.
We demand that I is a FI of (8). This requirement leads to the condition
dI
dt
= 0 (10)
which gives a system of equations for the coefficients Kab, Ka and K. Using the dynamical equations (8) to
replace q¨a whenever it appears we find16
dI
dt
= K(ab;c)q˙
aq˙bq˙c + (Kab,t +Ka;b) q˙
aq˙b + 2Kabq˙
(b(Qa) − V ,a)) + (Ka,t +K,a) q˙a+
+Ka(Q
a − V ,a) +K,t. (11)
In order to get a working environment we restrict our considerations to linear generalized forces, that is we
consider the case Qa = Aab (q)q˙
b. Then the general result (11) becomes
0 = K(ab;c)q˙
aq˙bq˙c +
(
Kab,t +Ka;b + 2Kc(bA
c
a)
)
q˙aq˙b +
(
Ka,t +K,a − 2KabV ,b+
+KbA
b
a
)
q˙a +K,t −KaV ,a
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from which follows the system of equations
K(ab;c) = 0 (12)
Kab,t +K(a;b) + 2Kc(bA
c
a) = 0 (13)
−2KabV ,b +Ka,t +K,a +KbAba = 0 (14)
K,t −KaV ,a = 0. (15)
Condition K(ab;c) = 0 implies that Kab is a Killing tensor (KT) of order 2 (possibly zero) of the kinetic metric
γab. Because γab is autonomous the condition K(ab;c) = 0 is satisfied if Kab is of the form
Kab(t, q) = g(t)Cab(q)
where g(t) is an arbitrary analytic function and Cab(q) (Cab = Cba) is a Killing tensor of order 2 of the metric
γab. This choice of Kab and equation (13) indicate that we set
Ka(t, q) = f(t)La(q) +Ba(q)
where f(t) is an arbitrary analytic function and La(q), Ba(q) are arbitrary vectors. With these choices the
system of equations (12) -(15) becomes
g(t)C(ab;c) = 0 (16)
g,tCab + f(t)L(a;b) +B(a;b) + 2g(t)Cc(bA
c
a) = 0 (17)
−2g(t)CabV ,b + f,tLa +K,a + (fLb +Bb)Aba = 0 (18)
K,t − (fLa +Ba)V ,a = 0. (19)
Conditions (16) - (19) must be supplemented with the integrability conditions K,at = K,ta and K,[ab] = 0
for the scalar function K. The integrability condition K,at = K,ta gives - if we make use of (18) and (19) - the
equation
f,ttLa + f,tLbA
b
a + f
(
LbV
;b
)
;a
+
(
BbV
;b
)
;a
− 2g,tCabV ,b = 0. (20)
Condition K,[ab] = 0 gives the equation
2g
(
C[a|c|V
,c
)
;b]
− f,tL[a;b] − (fLc;[b +Bc;[b)Aca] − (fLc +Bc)Ac[a;b] = 0 (21)
which is known as the second order Bertrand-Darboux equation.
Finally the system of equations which we have to solve consists of equations (16) - (21).
2.2 The case of autonomous conservative dynamical systems
We restrict further our considerations to the case of autonomous conservative dynamical systems so that V =
V (q) and Qa = 0. In this case the system of equations (16) - (21) reduces as follows
gC(ab;c) = 0 (22)
g,tCab + fL(a;b) +B(a;b) = 0 (23)
−2gCabV ,b + f,tLa +K,a = 0 (24)
K,t − fLaV ,a −BaV ,a = 0 (25)
f,ttLa + f(LbV
,b);a + (BbV
,b);a − 2g,tCabV ,b = 0 (26)
2g
(
C[a|c|V
,c
)
;b]
− f,tL[a;b] = 0. (27)
These equations have been found before by e.g. Kalotas (see in Ref. 5 equations (12a) - (12d) ) who
considered their solution in certain special cases.
Obviously the solution of this system of equations is quite involved and requires the consideration of many
cases and subcases. The general solution of the system is stated in the following Theorem (the proof is given in
Appendix A).
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Theorem 1 We assume that the functions g(t), f(t) are analytic so that they may be represented by polynomial
functions as follows
g(t) =
n∑
k=0
ckt
k = c0 + c1t+ ...+ cnt
n (28)
f(t) =
m∑
k=0
dkt
k = d0 + d1t+ ...+ dmt
m (29)
where n,m ∈ N, or may be infinite, and ck, dk ∈ R. Then the independent QFIs of an autonomous conservative
dynamical system are the following:
Integral 1.
I1 = − t
2
2
L(a;b)q˙
aq˙b + Cabq˙
aq˙b + tLaq˙
a +
t2
2
LaV
,a +G(q)
where Cab, L(a;b) are KTs,
(
LbV
,b
)
,a
= −2L(a;b)V ,b and G,a = 2CabV ,b − La.
Integral 2.
I2 = − t
3
3
L(a;b)q˙
aq˙b + t2Laq˙
a +
t3
3
LaV
,a − tB(a;b)q˙aq˙b +Baq˙a + tBaV ,a
where La, Ba are such that L(a;b), B(a;b) are KTs,
(
LbV
,b
)
,a
= −2L(a;b)V ,b and
(
BbV
,b
)
,a
= −2B(a;b)V ,b−2La.
Integral 3.
I3 = −eλtL(a;b)q˙aq˙b + λeλtLaq˙a + eλtLaV ,a
where λ 6= 0, La is such that L(a;b) is a KT and
(
LbV
,b
)
,a
= −2L(a;b)V ,b − λ2La.
For easier reference in the following Tables we collect the LFIs (Linear First Integrals) and the QFIs of
Theorem 1 where KV stands for Killing vector.
Table 1: The QFIs of Theorem 1.
QFI Conditions
I1 = − t22 L(a;b)q˙aq˙b + Cabq˙aq˙b + tLaq˙a+
+ t
2
2 LaV
,a +G(q)
Cab, L(a;b) are KTs,
(
LbV
,b
)
,a
= −2L(a;b)V ,b,
G,a = 2CabV
,b − La
I2 = − t33 L(a;b)q˙aq˙b + t2Laq˙a + t
3
3 LaV
,a−
−tB(a;b)q˙aq˙b +Baq˙a + tBaV ,a
L(a;b), B(a;b) are KTs,
(
LbV
,b
)
,a
= −2L(a;b)V ,b,(
BbV
,b
)
,a
= −2B(a;b)V ,b − 2La
I3 = e
λt
(−L(a;b)q˙aq˙b + λLaq˙a + LaV ,a) L(a;b) = KT , (LbV ,b),a = −2L(a;b)V ,b − λ2La
Table 2: The LFIs of Theorem 1.
LFI Conditions
I1 = −tG,aq˙a − s2 t2 +G(q) G,a = KV , G,aV ,a = s
I2 = (t
2La +Ba)q˙
a + s3 t
3 + tBaV
,a La, Ba are KVs, LaV
,a = s,
(
BbV
,b
)
,a
= −2La
I3 = e
λt (λLaq˙
a + LaV
,a) La = KV ,
(
LbV
,b
)
,a
= −λ2La
We note that all the QFIs reduce to LFIs when the Killing tensor Kab vanishes.
It can be checked that the LFIs of the second Table produce all the potentials17 which admit a LFI given in
Ref. 17 which are due to Noether point symmetries.
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3 The gauged generalized Noether symmetry associated with an
independent QFI
We compute the generators of the gauged (i.e. ξ = 0) Noether symmetries which admit the first integrals of
Theorem 1 listed in the first Table of section 2.2 as Noether integrals. The Noether integral (6) for a gauged
Noether symmetry (in the gauge ξ = 0!) becomes
I = f − ∂L
∂q˙a
ηa. (30)
Replacing L = T − V (q) we find
I = f − ηaγabq˙b = f − ηaq˙a (31)
and using (9) it follows
ηa = −Kabq˙b −Ka, f = K (32)
that is we obtain directly the Noether generator and the Noether function from the FI I by reading the coefficients
Kab(t, q), Ka(t, q) and K(t, q) respectively
18. Therefore the (gauged generalized) Noether symmetry associated
with a given QFI I follows trivially from the FI I. Equivalently, all QFIs are (gauged generalized) Noether
integrals.
4 A detour on Killing tensors
The first coefficient of the quadratic first integral is Kab = g(t)Cab(q) where Cab(q) is a second order KT.
Therefore it will be useful to recall briefly some results on the second order KTs and their relation to symmetries
which are necessary for the application of the Theorem 1 in practical examples.
4.1 Projective collineations and their reductions
A projective collineation (PC) is a point transformation generated by a vector field ηa satisfying the condition
LηΓ
a
bc = 2δ
a
(bφ,c) where φ is the projection function of η
a. The PC is called special iff φ(;ab) = 0 that is φ,a is a
gradient KV. Using the identity
LηΓ
a
bc = η
a
;bc −Rabcdηd (33)
we have that the condition for a PC is
ηa;bc − 2δa(bφ,c)= Rabcdηd. (34)
When φ = 0 the PC is called an Affine Collineation (AC). The condition which defines an AC is
ηa;bc −Rabcdηd = 0. (35)
Gradient KVs and the homothetic vector (HV) are obviously ACs. An AC which is not generated from
neither KVs nor the HV is called a proper AC.
PCs can be defined by the gradient KVs and the HV. We have the result:
If in a space there exist m gradient KVs SI,a I = 1, 2, ...,m and the gradient HV H
,a with homothetic factor
ψ, then the vectors SIH
,a are non-gradient special PCs with projection function ψSI .
ACs can be defined by the KVs. We have the following easily established result:
If a space admits m gradient KVs SI,a I = 1, 2, ...,m one defines m
2 non-gradient ACs by the formula
SISJ,a.
4.2 Killing tensors
A KT of order m is a totally symmetric tensor of type (0,m) defined by the requirement
C(a1a2...am;k) = 0.
A Killing tensor Cab of order 2 is defined by the condition C(ab;c) = 0. We have the following result:
13,19,20
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Proposition 2 On a general (pseudo-Riemannian) manifold of dimension n, the (vector) space of Killing
tensors of order m has dimension less than or equal to
(n+m− 1)!(n+m)!
(n− 1)!n!m!(m+ 1)!
and the equality is attained if and only if M is of constant curvature. If the latter space is flat then since on flat
spaces there are not proper ACs, PCs the Killing tensors are generated by just the Killing vectors.
We deduce that in a space of dimension n the number of KTs of order 2 are less or equal to
(n+ 1)!(n+ 2)!
12(n− 1)!n! =
n(n+ 1)2(n+ 2)
12
.
From the AC condition (35) and the property Rabcd = −Rbacd it follows that
η(a;bc) = 0 =⇒ η((a;b);c) = 0.
Therefore an AC ηa defines a Killing tensor of order 2 of the form η(a;b) which implies that in a space which
admits m gradient KVs SI,a and a HV one can define m
2 + 1 KTs of order 2. The m2 KTs SI,(aS|J|,b) are
defined by the m2 proper ACs resulting from the m gradient KVs and the remaining KT (which is the metric
gab) is defined by the HV.
Besides these KTs, it is possible to define new KTs of order 2 by the following recipe:
Consider m gradient KVs SI,a where I = 1, ...,m and r non-gradient KVs MAa where A = 1, ..., r. Then i)
the vectors ξIAa = SIMAa define the mr KTs ξIA(a;b) = SI,(aM|A|b); and ii) the r2 quantities MA(aM|B|b) are
KTs.
From the above results we infer the following:
If a space admits m gradient KVs SJ,a and r non-gradient KVs MAa, then we can construct the following
m(m+ r) + r2 KTs of order 2
Cab = α
IJSI,(aS|J|,b) + βIASI,(aM|A|b) + γABMA(aM|B|b). (36)
By introducing the vector21
La = α
IJSISJ,a + β
IASIMAa (37)
the KTs (36) are written
Cab = L(a;b) + γ
ABMA(aM|B|b). (38)
Hence the constraint Cab = L(a;b) which appears in Theorem 1 implies that γ
AB = 0 and the KTs (36) reduce
to
Cab = α
IJSI,(aS|J|,b) + βIASI,(aM|A|b). (39)
For recent works22,23 on KTs see Refs. 22, 23 and references cited therein.
4.3 Projective Collineations and KTs of order 2 in maximally symmetric spaces
The special projective Lie algebra of a maximally symmetric space consists of the vector fields of Table 3
(I, J = 1, 2, ..., n).
Table 3: Collineations of Euclidean space En
Collineation Gradient Non-gradient
Killing vectors (KV) KI = δ
i
I∂i XIJ = δ
j
[Iδ
i
j]xj∂i
Homothetic vector (HV) H = xi∂i
Affine Collineations (AC) AII = xIδ
i
I∂i AIJ = xJδ
i
I∂i, I 6= J
Special Projective collineations (SPC) PI = xIH
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That is a maximally symmetric space, or space of constant curvature, of dimension n admits
- n gradient KVs and n(n−1)2 non-gradient KVs
- 1 gradient HV
- n2 non-proper ACs
- n PCs which are special (that is the partial derivative of the projective function is a gradient KV).
It is well-known (see Ref. 19) that in manifolds of constant curvature all KTs of order 2 are the ones of the
form (36); and KTs of the form L(a;b) are given by (39) where the vectors La are of the form (37). These results
are summarized in the following proposition.
Proposition 3 In a space V n the vector fields of the form
La = c1ISI,a + c2AMAa + c3HVa + c4ACa + c5IJSISJ,a + 2c6IASIMAa + c7K(PCKa + CKVKa) (40)
where SI,a are the gradient KVs, MAa are the non-gradient KVs, HVa is the homothetic vector, ACa are the
proper ACs, SISJ,a are non-proper ACs, PCKa are proper PCs with a projective factor φK and CKVKa are
conformal KVs with conformal factor −2φK , produce the KTs of order 2 of the form Cab = L(a;b). In the case of
maximally symmetric spaces there do not exist proper PCs and proper ACs therefore only the vectors generated
by the KVs are necessary. In this case (40) takes the form
La = c1ISI,a + c2KMKa + c3HVa + c5IJSISJ,a + 2c6IKSIMKa. (41)
The general KT of order 2 is given by the formula (36) and the KTs of the form Cab = L(a;b) are given by the
formula (39) where the vector La is given by (37).
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The constraint Cab = L(a;b) in the important cases of E
2 and E3 which concern Newtonian systems has the
following quantities.
4.4 The case of E2
The general KT of order 2 is
Cab =
(
γy2 + 2ay +A −γxy − ax− βy + C
−γxy − ax− βy + C γx2 + 2βx+ B
)
. (42)
The vector La generating the KT Cab = L(a;b) is
La =
( −2βy2 + 2axy +Ax+ a8y + a11
−2ax2 + 2βxy + a10x+By + a9
)
(43)
and the generated KT is
Cab =
(
2ay +A −ax− βy + C
−ax− βy + C 2βx+B
)
(44)
where 2C = a8 + a10. This is a subcase of (42) for γ = 0.
4.5 The case of E3
In E3 the general KT of order 2 has independent components
C11 =
a6
2
y2 +
a1
2
z2 + a4yz + a5y + a2z + a3
C12 =
a10
2
z2 − a6
2
xy − a4
2
xz − a14
2
yz − a5
2
x− a15
2
y + a16z + a17
C13 =
a14
2
y2 − a4
2
xy − a1
2
xz − a10
2
yz − a2
2
x+ a18y − a11
2
z + a19 (45)
C22 =
a6
2
x2 +
a7
2
z2 + a14xz + a15x+ a12z + a13
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C23 =
a4
2
x2 − a14
2
xy − a10
2
xz − a7
2
yz − (a16 + a18)x− a12
2
y − a8
2
z + a20
C33 =
a1
2
x2 +
a7
2
y2 + a10xy + a11x+ a8y + a9
where aI with I = 1, 2, ..., 20 are arbitrary real constants.
The vector La generating the KT Cab = L(a;b) is
La =

 −a15y2 − a11z2 + a5xy + a2xz + 2(a16 + a18)yz + a3x+ 2a4y + 2a1z + a6−a5x2 − a8z2 + a15xy − 2a18xz + a12yz + 2(a17 − a4)x+ a13y + 2a7z + a14
−a2x2 − a12y2 − 2a16xy + a11xz + a8yz + 2(a19 − a1)x+ 2(a20 − a7)y + a9z + a10

 (46)
and the generated KT is
Cab =

 a5y + a2z + a3 −a52 x− a152 y + a16z + a17 −a22 x+ a18y − a112 z + a19−a52 x− a152 y + a16z + a17 a15x+ a12z + a13 −(a16 + a18)x− a122 y − a82 z + a20
−a22 x+ a18y − a112 z + a19 −(a16 + a18)x− a122 y − a82 z + a20 a11x+ a8y + a9


(47)
which is a subcase of the general KT (45) for a1 = a4 = a6 = a7 = a10 = a14 = 0.
Working in the same way we may compute the KTs in a space of constant curvature of a larger dimension.
We note that the covariant expression of the most general KT Λij of order 2 of E
3 is25,26
Λij = (εikmεjln + εjkmεiln)A
mnqkql + (Bl(iεj)kl + λ(iδj)k − δijλk)qk +Dij (48)
where Amn, Bli, Dij are constant tensors all being symmetric and B
l
i also being traceless; λ
k is a constant vector.
This result is obtained from the solution of the Killing tensor equation in Euclidean space.
Observe that Amn, Dij have each 6 independent components; B
l
i has 5 independent components; and λ
k
has 3 independent components. Therefore Λij depends on 6 + 6 + 5 + 3 = 20 arbitrary real constants, a result
which is in accordance with the one found earlier in the case of E3.
Having given the above general results on KTs of order 2 in flat spaces E2, E3 we continue with applications
of Theorem 1.
5 The quadratic first integrals of geodesic equations of an n dimen-
sional Riemannian space
Concerning the first integrals of geodesic equations we have the following well-known result27.
Proposition 4 The geodesic equations admit mth order first integrals of the form
Ar1...rmλ
r1 ...λrm = const (49)
where λa ≡ q˙a and Ar1...rm is a KT, that is
A(r1...rm;k) = 0. (50)
In order to determine the quadratic first integrals of the geodesic equations in an n-dimensional Riemannian
space with metric γab we apply Theorem 1 with V = 0. For each case of Theorem 1 we have:
Integral 1. In that case La = −G,a and the FI is written
I1 =
t2
2
G;abq˙
aq˙b + Cabq˙
aq˙b − tG,aq˙a +G(q)
where Cab, G;ab are KTs.
The FI I1 consists of the two independent FIs
I1a = Cabq˙
aq˙b, I1b =
t2
2
G;abq˙
aq˙b − tG,aq˙a +G(q).
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Integral 2. Since V = 0 the condition
(
BbV
,b
)
,a
= −2B(a;b)V ,b − 2La implies La = 0. Therefore the FI is
written
I2 = −tB(a;b)q˙aq˙b +Baq˙a
where Ba is such that B(a;b) is a KT.
Integral 3. Since V = 0 and λ 6= 0 the condition (LbV ,b),a = −2L(a;b)V ,b−λ2La implies La = 0. Therefore
the FI I3 = 0.
We collect the above results in the following Table.
Table 4: The QFIs of geodesic equations.
QFI Condition
I1a = Cabq˙
aq˙b Cab = KT
I1b =
t2
2 G;abq˙
aq˙b − tG,aq˙a +G(q) G;ab = KT
I2 = −tB(a;b)q˙aq˙b +Baq˙a B(a;b) = KT
6 The general Kepler problem V = − k
rℓ
This is a three dimensional Euclidean dynamical system with kinetic metric δij = diag(1, 1, 1) and potential
V = − k
rℓ
where k, ℓ are non-zero real constants and r = (x2 + y2 + z2)
1
2 . This dynamical system reduces to
the 3d harmonic oscillator for k < 0, ℓ = −2 (which is the probe dynamical system for checking the validity of
arguments and calculations) and to the classical Kepler problem considered earlier by Kalotas (see Ref. 5) for
ℓ = 1. The Lagrangian of the system is
L =
1
2
(x˙2 + y˙2 + z˙2) +
k
rℓ
(51)
with equations of motion
x¨ = − ℓk
rℓ+2
x, y¨ = − ℓk
rℓ+2
y, z¨ = − ℓk
rℓ+2
z. (52)
To determine the QFIs of the above dynamical system we apply Theorem 1.
Integral 1.
I1 = − t
2
2
L(a;b)q˙
aq˙b + Cabq˙
aq˙b + tLaq˙
a +
t2
2
LaV
,a +G(q)
where Cab, L(a;b) are KTs,
(
LbV
,b
)
,a
= −2L(a;b)V ,b and G,a = 2CabV ,b − La.
Since Cab, L(a;b) are KTs the results of the section 4.5 imply
C11 =
a6
2
y2 +
a1
2
z2 + a4yz + a5y + a2z + a3
C12 =
a10
2
z2 − a6
2
xy − a4
2
xz − a14
2
yz − a5
2
x− a15
2
y + a16z + a17
C13 =
a14
2
y2 − a4
2
xy − a1
2
xz − a10
2
yz − a2
2
x+ a18y − a11
2
z + a19
C22 =
a6
2
x2 +
a7
2
z2 + a14xz + a15x+ a12z + a13
C23 =
a4
2
x2 − a14
2
xy − a10
2
xz − a7
2
yz − (a16 + a18)x− a12
2
y − a8
2
z + a20
C33 =
a1
2
x2 +
a7
2
y2 + a10xy + a11x+ a8y + a9
La =

 −b15y2 − b11z2 + b5xy + b2xz + 2(b16 + b18)yz + b3x+ 2b4y + 2b1z + b6−b5x2 − b8z2 + b15xy − 2b18xz + b12yz + 2(b17 − b4)x + b13y + 2b7z + b14
−b2x2 − b12y2 − 2b16xy + b11xz + b8yz + 2(b19 − b1)x+ 2(b20 − b7)y + b9z + b10


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and
L(a;b) =

 b5y + b2z + b3 − b52 x− b152 y + b16z + b17 − b22 x+ b18y − b112 z + b19− b52 x− b152 y + b16z + b17 b15x+ b12z + b13 −(b16 + b18)x− b122 y − b82 z + b20
− b22 x+ b18y − b112 z + b19 −(b16 + b18)x − b122 y − b82 z + b20 b11x+ b8y + b9

 .
Substituting in the condition
(
LbV
,b
)
,a
= −2L(a;b)V ,b and taking the integrability conditions G,[ab] = 0 of
the constraint G,a = 2CabV
,b − La we find the following conditions:
a16 = a18 = 0, (ℓ+ 2)a17 = 0, (ℓ+ 2)a19 = 0, (ℓ+ 2)a20 = 0, (ℓ− 1)a2 = 0, (ℓ − 1)a5 = 0, (ℓ − 1)a11 = 0,
a2 = a12, a5 = a8, a11 = a15, (ℓ+ 2)(a3 − a13) = 0, (ℓ+ 2)(a3 − a9) = 0, b3 = b9 = b13, (ℓ − 2)b3 = 0
and b1 = b2 = b4 = b5 = b6 = b7 = b8 = b10 = b11 = b12 = b14 = b15 = b16 = b17 = b18 = b19 = b20 = 0.
The above conditions lead to the following four cases: a) ℓ = −2 (3d harmonic oscillator); b) ℓ = 1 (the
Kepler problem); c) ℓ = 2; and d) ℓ 6= −2, 1, 2.
a) Case ℓ = −2.
We have La = 0 and
a2 = a5 = a8 = a11 = a12 = a15 = a16 = a18 = 0.
Then the independent components of the KT Cab are
C11 =
a6
2
y2 +
a1
2
z2 + a4yz + a3
C12 =
a10
2
z2 − a6
2
xy − a4
2
xz − a14
2
yz + a17
C13 =
a14
2
y2 − a4
2
xy − a1
2
xz − a10
2
yz + a19
C22 =
a6
2
x2 +
a7
2
z2 + a14xz + a13
C23 =
a4
2
x2 − a14
2
xy − a10
2
xz − a7
2
yz + a20
C33 =
a1
2
x2 +
a7
2
y2 + a10xy + a9.
Substituting in G,a = 2CabV
,b and integrating with respect to each coordinate we find
G(x, y, z) = −2k(a3x2 + a13y2 + a9z2 + 2a17xy + 2a19xz + 2a20yz).
The first integral is
I1 = Cabq˙
aq˙b +G(x, y, z)
=
a1
2
(zx˙− xz˙)2 + a6
2
(yx˙− xy˙)2 + a7
2
(zy˙ − yz˙)2 + a3
(
x˙2 − 2kx2)+ a9(z˙2 − 2kz2) +
+a13(y˙
2 − 2ky2) + a4(yx˙− xy˙)(zx˙− xz˙) + a10(zx˙− xz˙)(zy˙ − yz˙)− a14(zy˙ − yz˙)(yx˙ − xy˙) +
+2a17(x˙y˙ − 2kxy) + 2a19(x˙z˙ − 2kxz) + 2a20(y˙z˙ − 2kyz).
The FI I1 consists of the FIs
L1 = yz˙ − zy˙, L2 = zx˙− xz˙, L3 = xy˙ − yx˙, Bij = q˙iq˙j − 2kqiqj
where qi = (x, y, z), Li are the components of the angular momentum and Bij = Bji are the components of a
symmetric tensor. From these nine FIs the maximal number of functional independent FIs is 2n− 1 = 5 where
n = 3 is the dimension of the system.
The total energy of the system is written
H ≡ E = 1
2
(B11 +B22 +B33) =
1
2
(x˙2 + y˙2 + z˙2)− kr2.
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For k = − 12 the tensor Bij = q˙iq˙j + qiqj is the Jauch-Hill-Fradkin tensor28.
The Poisson brackets for the components of the angular momentum give the well-known relation
{La, Lb} = εabcLc (53)
where εabc is the totally-antisymmetric Levi-Civita symbol. This means that L1, L2, L3 are not in involution
and hence cannot be used to show Liouville integrability.
The system is integrable because the triplet H,La, Baa is functionally independent (i.e. linearly independent
gradients over the phase space) and in involution, i.e. {H,Baa} = {H,La} = {Baa, La} = 0.
The set {B11, B22, B33} is functionally independent and in involution as well.
We compute
{L1, B22} = {B33, L1} = 2B23, {L2, B33} = {B11, L3} = 2B13, {L3, B11} = {B22, L3} = 2B12.
We infer that the system of the 3d harmonic oscillator is also superintegrable, because it is integrable and
the set H,L1, L2, L3, Baa is functionally independent.
b) Case ℓ = 1.
We have La = 0 and
a16 = a17 = a18 = a19 = a20 = 0, a2 = a12, a3 = a9 = a13, a5 = a8, a11 = a15.
Then the independent components of the KT Cab are
C11 =
a6
2
y2 +
a1
2
z2 + a4yz + a5y + a2z + a3
C12 =
a10
2
z2 − a6
2
xy − a4
2
xz − a14
2
yz − a5
2
x− a11
2
y
C13 =
a14
2
y2 − a4
2
xy − a1
2
xz − a10
2
yz − a2
2
x− a11
2
z
C22 =
a6
2
x2 +
a7
2
z2 + a14xz + a11x+ a2z + a3
C23 =
a4
2
x2 − a14
2
xy − a10
2
xz − a7
2
yz − a2
2
y − a5
2
z
C33 =
a1
2
x2 +
a7
2
y2 + a10xy + a11x+ a5y + a3.
Substituting in G,a = 2c0CabV
,b and integrating with respect to each coordinate we find
G(x, y, z) = −k
r
(a11x+ a5y + a2z + 2a3).
The first integral is
I1 = Cabq˙
aq˙b +G(q)
=
a1
2
(zx˙− xz˙)2 + a6
2
(yx˙− xy˙)2 + a7
2
(zy˙ − yz˙)2 + a4(yx˙− xy˙)(zx˙− xz˙) + a10(zx˙− xz˙)(zy˙ − yz˙)−
−a14(zy˙ − yz˙)(yx˙− xy˙) + 2a3
[
1
2
(x˙2 + y˙2 + z˙2)− k
r
]
+ a2
[
z(x˙2 + y˙2)− z˙(xx˙+ yy˙)− k
r
z
]
+
+a5
[
y(x˙2 + z˙2)− y˙(xx˙ + zz˙)− k
r
y
]
+ a11
[
x(y˙2 + z˙2)− x˙(yy˙ + zz˙)− k
r
x
]
.
The FI I1 contains the following FIs:
i. The three components of the angular momentum L1 = yz˙ − zy˙, L2 = zx˙− xz˙ and L3 = xy˙ − yx˙.
ii. The total energy (Hamiltonian) of the system E ≡ 12 (x˙2 + y˙2 + z˙2)− kr .
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iii. The three components of the Runge-Lenz vector
R1 = x(y˙
2 + z˙2)− x˙(yy˙ + zz˙)− k
r
x, R2 = y(x˙
2 + z˙2)− y˙(xx˙+ zz˙)− k
r
y, R3 = z(x˙
2 + y˙2)− z˙(xx˙ + yy˙)− k
r
z
which can be written in the compact form
Ri = (v
jvj)xi − (xjvj)vi − k
r
xi. (54)
where xi = (x, y, z) and vi = x˙i = (x˙, y˙, z˙). The linear combination µ
iRi, where µ
i are arbitrary constants, is
the Noether invariant found in Kalotas (see Ref. 5).
Using the vector identity
A× (B×C) = (A ·C)B− (A ·B)C
equation (54) is written in the well-known vector form
R = v × (x× v) − k
r
x. (55)
We should point out that the above seven FIs are not all independent because they are related by
R · L = 0 and R2 = k2 + 2EL2. (56)
From these relations we deduce that there exist only five independent FIs: the total energy E, the angular
momentum L and the direction of the Runge-Lenz vector R.
The Kepler problem is a Liouville integrable system because the FIs E,La, Ra are functional independent
and in involution, i.e. {La, E} = 0, {Ra, E} = 0 and {La, Ra} = 0. It is also superintegrable, because it has
dimension n = 3 and admits 2n− 1 = 5 independent FIs.
For the components of the Runge-Lenz vector we find that {Ra, Lb} = εabcRc and {Ra, Rb} = −2εabcLcE.
c) Case ℓ = 2.
In that case we have
C11 =
a6
2
y2 +
a1
2
z2 + a4yz + a3
C12 =
a10
2
z2 − a6
2
xy − a4
2
xz − a14
2
yz
C13 =
a14
2
y2 − a4
2
xy − a1
2
xz − a10
2
yz
C22 =
a6
2
x2 +
a7
2
z2 + a14xz + a3
C23 =
a4
2
x2 − a14
2
xy − a10
2
xz − a7
2
yz
C33 =
a1
2
x2 +
a7
2
y2 + a10xy + a3
La = b3

 xy
z

 , L(a;b) = b3δab.
Substituting in G,a = 2c0CabV
,b and integrating with respect to each coordinate we find
G(x, y, z) = −2ka3
r2
− b3
2
r2.
The first integral is
I1 = −b3t2
[
1
2
(x˙2 + y˙2 + z˙2)− k
r2
]
+
a1
2
(zx˙− xz˙)2 + a6
2
(yx˙− xy˙)2 + a7
2
(zy˙ − yz˙)2 +
13
+2a3
[
1
2
(x˙2 + y˙2 + z˙2)− k
r2
]
+ a4(yx˙− xy˙)(zx˙− xz˙) + a10(zx˙− xz˙)(zy˙ − yz˙)−
−a14(zy˙ − yz˙)(yx˙ − xy˙) + b3t(xx˙ + yy˙ + zz˙)− b3
2
r2.
The above FI contains the three components of the angular momentum, the energy E = 12 (x˙
2+ y˙2+ z˙2)− k
r2
of the system and in addition the time-dependent FI
I1a(ℓ = 2) = −Et2 + t(xx˙+ yy˙ + zz˙)− r
2
2
.
d) Case ℓ 6= −2, 1, 2.
In these cases the KT Cab is that of the case ℓ = 2, the vector La = 0 and G(x, y, z) = − 2ka3rℓ .
The FI is
I1 =
a1
2
(zx˙− xz˙)2 + a6
2
(yx˙− xy˙)2 + a7
2
(zy˙ − yz˙)2 + 2a3
[
1
2
(x˙2 + y˙2 + z˙2)− k
rℓ
]
+
+a4(yx˙− xy˙)(zx˙− xz˙) + a10(zx˙− xz˙)(zy˙ − yz˙)− a14(zy˙ − yz˙)(yx˙− xy˙)
which consists of the FIs generated by the three components of the angular momentum and the total energy
E = 12 (x˙
2 + y˙2 + z˙2)− k
rℓ
of the system.
Integral 2.
I2 = − t
3
3
L(a;b)q˙
aq˙b + t2Laq˙
a +
t3
3
LaV
,a − tB(a;b)q˙aq˙b +Baq˙a + tBaV ,a
where La, Ba are such that L(a;b), B(a;b) are KTs,
(
LbV
,b
)
,a
= −2L(a;b)V ,b and
(
BbV
,b
)
,a
= −2B(a;b)V ,b−2La.
Since L(a;b), B(a;b) are KTs we have
La =

 −a15y2 − a11z2 + a5xy + a2xz + 2(a16 + a18)yz + a3x+ 2a4y + 2a1z + a6−a5x2 − a8z2 + a15xy − 2a18xz + a12yz + 2(a17 − a4)x+ a13y + 2a7z + a14
−a2x2 − a12y2 − 2a16xy + a11xz + a8yz + 2(a19 − a1)x+ 2(a20 − a7)y + a9z + a10


Ba =

 −b15y2 − b11z2 + b5xy + b2xz + 2(b16 + b18)yz + b3x+ 2b4y + 2b1z + b6−b5x2 − b8z2 + b15xy − 2b18xz + b12yz + 2(b17 − b4)x+ b13y + 2b7z + b14
−b2x2 − b12y2 − 2b16xy + b11xz + b8yz + 2(b19 − b1)x+ 2(b20 − b7)y + b9z + b10


L(a;b) =

 a5y + a2z + a3 −a52 x− a152 y + a16z + a17 −a22 x+ a18y − a112 z + a19−a52 x− a152 y + a16z + a17 a15x+ a12z + a13 −(a16 + a18)x− a122 y − a82 z + a20
−a22 x+ a18y − a112 z + a19 −(a16 + a18)x− a122 y − a82 z + a20 a11x+ a8y + a9


and
B(a;b) =

 b5y + b2z + b3 − b52 x− b152 y + b16z + b17 − b22 x+ b18y − b112 z + b19− b52 x− b152 y + b16z + b17 b15x+ b12z + b13 −(b16 + b18)x − b122 y − b82 z + b20
− b22 x+ b18y − b112 z + b19 −(b16 + b18)x− b122 y − b82 z + b20 b11x+ b8y + b9

 .
From the constraint
(
LbV
,b
)
,a
= −2L(a;b)V ,b we find that (ℓ− 2)a3 = 0, La = a3

 xy
z

 and L(a;b) = a3δab.
Substituting in the remaining constraint
(
BbV
,b
)
,a
= −2B(a;b)V ,b − 2La we obtain a3 = 0 =⇒ La = 0,
(ℓ− 2)b3 = 0, Ba = b3

 xy
z

 and B(a;b) = b3δab.
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For ℓ 6= 2 we have Ba = 0 and the FI I2 = 0. On the other hand, for ℓ = 2 we get the non-trivial
time-dependent FI
I2(ℓ = 2) = −Et+ 1
2
(xx˙+ yy˙ + zz˙).
Integral 3.
I3 = −eλtL(a;b)q˙aq˙b + λeλtLaq˙a + eλtLaV ,a
where λ 6= 0, La is such that L(a;b) is a KT and
(
LbV
,b
)
,a
= −2L(a;b)V ,b − λ2La.
Since L(a;b) is a KT we have
La =

 −a15y2 − a11z2 + a5xy + a2xz + 2(a16 + a18)yz + a3x+ 2a4y + 2a1z + a6−a5x2 − a8z2 + a15xy − 2a18xz + a12yz + 2(a17 − a4)x+ a13y + 2a7z + a14
−a2x2 − a12y2 − 2a16xy + a11xz + a8yz + 2(a19 − a1)x+ 2(a20 − a7)y + a9z + a10


and
L(a;b) =

 a5y + a2z + a3 −a52 x− a152 y + a16z + a17 −a22 x+ a18y − a112 z + a19−a52 x− a152 y + a16z + a17 a15x+ a12z + a13 −(a16 + a18)x− a122 y − a82 z + a20
−a22 x+ a18y − a112 z + a19 −(a16 + a18)x− a122 y − a82 z + a20 a11x+ a8y + a9

 .
Substituting in the constraint
(
LbV
,b
)
,a
= −2L(a;b)V ,b − λ2La we find that the vector La does not vanish
only for ℓ = −2. Therefore in what it follows we consider only that case.
We compute (
LbV
,b
)
,a
= −2k

 2a3x+ 2a17y + 2a19z + a62a13y + 2a17x+ 2a20z + a14
2a9z + 2a19x+ 2a20y + a10


2L(a;b)V
,b = −2k

 −a15y2 − a11z2 + a5xy + a2xz + 2(a16 + a18)yz + 2a3x+ 2a17y + 2a19z−a5x2 − a8z2 + a15xy − 2a18xz + a12yz + 2a17x+ 2a13y + 2a20z
−a2x2 − a12y2 − 2a16xy + a11xz + a8yz + 2a19x+ 2a20y + 2a9z


and
λ2La = λ
2

 −a15y2 − a11z2 + a5xy + a2xz + 2(a16 + a18)yz + a3x+ 2a4y + 2a1z + a6−a5x2 − a8z2 + a15xy − 2a18xz + a12yz + 2(a17 − a4)x+ a13y + 2a7z + a14
−a2x2 − a12y2 − 2a16xy + a11xz + a8yz + 2(a19 − a1)x+ 2(a20 − a7)y + a9z + a10

 .
Then the condition λ2La +
(
LbV
,b
)
,a
+ 2L(a;b)V
,b = 0 gives the following set of equations
0 = −a15(λ2 − 2k)y2 − a11(λ2 − 2k)z2 + a5(λ2 − 2k)xy + a2(λ2 − 2k)xz + 2(a16 + a18)(λ2 − 2k)yz +
+a3(λ
2 − 8k)x+ 2(λ2a4 − 4ka17)y + 2(λ2a1 − 4ka19)z + (λ2 − 2k)a6
0 = −a5(λ2 − 2k)x2 − a8(λ2 − 2k)z2 + a15(λ2 − 2k)xy − 2a18(λ2 − 2k)xz + 2a12(λ2 − 2k)yz +
+2
[
a17(λ
2 − 4k)− λ2a4
]
x+ a13(λ
2 − 8k)y + 2(λ2a7 − 4ka20)z + (λ2 − 2k)a14
0 = −a2(λ2 − 2k)x2 − a12(λ2 − 2k)y2 − 2a16(λ2 − 2k)xy + a11(λ2 − 2k)xz + a8(λ2 − 2k)yz +
+2
[
a19(λ
2 − 4k)− λ2a1
]
x+ 2
[
a20(λ
2 − 4k)− λ2a7
]
y + a9(λ
2 − 8k)z + (λ2 − 2k)a10.
We consider the cases:
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a) For λ2 = 2k we have
a1 = a3 = a4 = a7 = a9 = a13 = a17 = a19 = a20 = 0.
Then
La =

 −a15y2 − a11z2 + a5xy + a2xz + 2(a16 + a18)yz + a6−a5x2 − a8z2 + a15xy − 2a18xz + a12yz + a14
−a2x2 − a12y2 − 2a16xy + a11xz + a8yz + a10


and
L(a;b) =

 a5y + a2z −a52 x− a152 y + a16z −a22 x+ a18y − a112 z−a52 x− a152 y + a16z a15x+ a12z −(a16 + a18)x− a122 y − a82 z
−a22 x+ a18y − a112 z −(a16 + a18)x− a122 y − a82 z a11x+ a8y

 .
The first integral is
I3a(ℓ = −2) = −a2
λ
eλt(zx˙− xz˙)(x˙− λx) − a5
λ
eλt(yx˙− xy˙)(x˙− λx) − a8
λ
eλt(yz˙ − zy˙)(z˙ − λz)−
−a11
λ
eλt(xz˙ − zx˙)(z˙ − λz)− a12
λ
eλt(zy˙ − yz˙)(y˙ − λy)− a15
λ
eλt(xy˙ − yx˙)(y˙ − λy)−
−2a16
λ
eλt(zx˙− xz˙)(y˙ − λy)− 2a18
λ
eλt(yx˙− xy˙)(z˙ − λz) + a6eλt(x˙− λx) + a10eλt(z˙ − λz) +
+a14e
λt(y˙ − λy).
From this expression we have the following irreducible time-dependent FIs
I3a1 = e
λt(x˙ − λx), I3a2 = eλt(y˙ − λy), I3a3 = eλt(z˙ − λz).
If k > 0, then λ = ±
√
2k; and if k < 0, then λ = ±i√−2k. Therefore for all values of the non-zero parameter
k of the system there exist two constants λ± each generating three independent FIs of the system. We have29
I3a1± = e±i
√−2kt(x˙ ∓ i
√
−2kx), I3a2± = e±i
√−2kt(y˙ ∓ i
√
−2ky), I3a3± = e±i
√−2kt(z˙ ∓ i
√
−2kz).
Using the above six FIs we can derive all the FIs found in the case Integral 1 for ℓ = −2. We compute
I3a1+I3a1− = B11, I3a2+I3a2− = B22, I3a3+I3a3− = B33,
I3a1±I3a2∓ = B12 ∓ i
√
−2kL3, I3a1±I3a3∓ = B13 ± i
√
−2kL2, I3a2±I3a3∓ = B23 ∓ i
√
−2kL1.
Therefore, all the components of the Jauch-Hill-Fradkin tensor Bij can be constructed by the three components
of the angular momentum and the six time-dependent FIs I3a1±, I3a2±, I3a3±.
b) For λ2 = 4k we get La = 0 and hence the FI vanishes.
c) Finally, for λ2 = 8k we have
a2 = a5 = a6 = a8 = a10 = a11 = a12 = a14 = a15 = a16 = a18 = 0, a17 = 2a4, a19 = 2a1, a20 = 2a7.
Then
La =

 a3x+ a17y + a19za17x+ a13y + a20z
a19x+ a20y + a9z

 , L(a;b) =

 a3 a17 a19a17 a13 a20
a19 a20 a9

 .
The first integral is
I3c(ℓ = −2) = −a3
λ
eλt
(
x˙− λ
2
x
)2
− a9
λ
eλt
(
z˙ − λ
2
z
)2
− a13
λ
eλt
(
y˙ − λ
2
y
)2
−
−a17
λ
eλt
[
2x˙y˙ +
λ2
2
xy − λ(yx˙+ xy˙)
]
− a19
λ
eλt
[
2x˙z˙ +
λ2
2
xz − λ(zx˙+ xz˙)
]
−
16
−a20
λ
eλt
[
2y˙z˙ +
λ2
2
yz − λ(yz˙ + zy˙)
]
.
This expression consists of the time-dependent FIs
I3b1 = e
λt
(
x˙− λ
2
x
)2
, I3b2 = e
λt
(
y˙ − λ
2
y
)2
, I3b3 = e
λt
(
z˙ − λ
2
z
)2
, I3b4 = e
λt
[
x˙y˙ +
λ2
4
xy − λ
2
(yx˙+ xy˙)
]
,
I3b5 = e
λt
[
x˙z˙ +
λ2
4
xz − λ
2
(zx˙+ xz˙)
]
, I3b6 = e
λt
[
y˙z˙ +
λ2
4
yz − λ
2
(yz˙ + zy˙)
]
.
If k > 0, λ = ±2√2k; and if k < 0, λ = ±2i√−2k. Similarly with the calculations of the case a) we find that
(we continue for k < 0 and adopt the notation of the case a) for the FIs)
I3b1± = (I3a1±)2, I3b2± = (I3a2±)2, I3b3± = (I3a3±)2, I3b4± = I3a1±I3a2±,
I3b5± = I3a1±I3a3±, I3b6± = I3a2±I3a3±.
Therefore this case gives again the six time dependent FIs I3a1±, I3a2±, I3a3± of the case a).
We collect the results of this section in the following Table (we write qi = (x, y, z) ).
Table 5: The QFIs of the general Kepler problem.
V = − k
rℓ
LFIs and QFIs
∀ ℓ L1 = yz˙ − zy˙, L2 = zx˙− xz˙, L3 = xy˙ − yx˙, H = 12 (x˙2 + y˙2 + z˙2)− krℓ
ℓ = −2 Bij = q˙iq˙j − 2kqiqj
ℓ = −2, k > 0 I3a± = e±
√
2kt(q˙a ∓
√
2kqa)
ℓ = −2, k < 0 I3a± = e±i
√−2kt(q˙a ∓ i
√−2kqa)
ℓ = 1 Ri = (q˙
j q˙j)qi − (q˙jqj)q˙i − kr qi
ℓ = 2 I1 = −Ht2 + t(q˙iqi)− r22 , I2 = −Ht+ 12 (q˙iqi)
7 The time dependent FIs
As it has been shown Theorem 1 produces all FIs of the autonomous conservative dynamical equations i.e. the
autonomous and the time dependent FIs, the latter being equally important as the former. Furthermore this is
achieved in a way which is independent of the dimension, the signature and the curvature of the kinetic metric,
defined by the kinetic energy/Lagrangian of the specific dynamical system. On the contrary the standard
methods determine mainly the autonomous FIs, usually for low degrees of freedom and consider principally the
‘usual’ dynamical systems.
The time-dependent FIs can be used to test the integrability of a dynamical system and of course they can
be used to obtain the solution of the dynamical equations in terms of quadratures. The Liouville integrability
theorem30 requires n functionally independent FIs in involution of the form I(q, p). However it has been pointed
out that we can also use time-dependent FIs of the form31,32 I(q, p, t) for the same purpose. It is to be noticed
that both Theorems in Refs. 31, 32 refer to non-autonomous Hamiltonians H(q, p, t). Moreover, the usefulness
of the time-dependent33 FIs can be seen from the examples I, II of section VII in Ref. 33.
In order to show the use of the time dependent FIs in the solution of the dynamical equations we consider
two cases of the general Kepler equations (52) considered in the section 6.
Example 1. In the case of potential V = −kr2 (ℓ = −2, k > 0) we found the six time-dependent FIs
I3a± = e±
√
2kt(q˙a ∓
√
2kqa). We use these FIs to obtain the solution of the corresponding equations. We
have {
e
√
2kt(x˙−
√
2kx) = A+
e−
√
2kt(x˙+
√
2kx) = A−
=⇒
{
x˙−
√
2kx = A+e
−√2kt
x˙+
√
2kx = A−e
√
2kt
=⇒
x˙ =
1
2
(
A+e
−√2kt +A−e
√
2kt
)
=⇒ x(t) = 1
2
(
− A+√
2k
e−
√
2kt +
A−√
2k
e
√
2kt
)
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where A± are arbitrary constants. Similarly from the other FIs we find
y(t) =
1
2
(
− B+√
2k
e−
√
2kt +
B−√
2k
e
√
2kt
)
, z(t) =
1
2
(
− C+√
2k
e−
√
2kt +
C−√
2k
e
√
2kt
)
where B±, C± are arbitrary constants.
Example 2. For the case of the 3d harmonic oscillator (i.e. ℓ = −2, k < 0) using the time-dependent FIs
I3a± = e±i
√−2kt(q˙a ∓ i
√−2kqa) we find working in the same way
x(t) =
1
2
(
iD+√−2ke
−i√−2kt − iD−√−2ke
i
√−2kt
)
, y(t) =
1
2
(
iE+√−2ke
−i√−2kt − iE−√−2ke
i
√−2kt
)
,
z(t) =
1
2
(
iF+√−2ke
−i√−2kt − iF−√−2ke
i
√−2kt
)
where D±, E±, F± are arbitrary constants.
8 Conclusions
The usefulness of FIs in the solution of the dynamical equations is well-known. Therefore it is important that
one has a systematic method to compute them for a given dynamical system. In Theorem 1 we have developed
such a method for the case of autonomous conservative dynamical systems. It has been shown that these
integrals are closely related to the KTs and the symmetries of the kinetic metric, which is defined by the kinetic
energy or the Lagrangian for the particular dynamical system.
From Theorem 1 follows that the determination of a QFI/LFI of an autonomous conservative dynamical
system consists of two parts. One part which is entirely characteristic of the kinetic metric and it is common
to all dynamical systems which share this metric; and a second part which consists of constraints which involve
in addition the potential which defines the specific dynamical system. The constraints of the first part concern
the determination of the first integrals in terms of the symmetries of the kinetic metric. For example we have
‘solved’ the constraints of first part for the cases of E2 and E3 which concern the majority of the Newtonian
dynamical systems as a whole.
With each FI we have associated in a natural manner a gauged Noether symmetry whose Noether integral
is this particular first integral. This implies that all the quadratic first integrals of a conservative autonomous
dynamical system are Noetherian. This result agrees with the conclusion of the Ref. 5 concerning the Runge-
Lenz vector of the Kepler potential. In this sense we have managed to geometrize the generalized Noether
symmetries which was the secondary purpose to the present work.
We have applied the Theorem 1 in two well-known cases; the case of the geodesics and the case of the
generalized Kepler potential. The latter is the reference example because it contains the harmonic oscillator
as well as the Kepler potential both being studied in detail in the past. As it was expected we recovered all
existing previous results plus the fact that we obtained all possible time dependent QFIs.
Finally we have discussed briefly the importance of the time dependent FIs and we have demonstrated their
use in the integration of of the dynamical equations for two special cases of the general Kepler potential.
A Proof of the theorem
We look for solutions in which g(t), f(t) are analytic functions so that they can be represented by polynomial
functions of t:
g(t) =
n∑
k=0
ckt
k = c0 + c1t+ ...+ cnt
n
f(t) =
m∑
k=0
dkt
k = d0 + d1t+ ...+ dmt
m
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where n,m ∈ N (or infinite) and ck, dk ∈ R.
We consider various cases34.
I. For both m,n finite.
I.1. Case n =m:
Subcase (n = 0,m = 0). g = c0, f = d0.

(22) =⇒ c0C(ab;c) = 0
(23) =⇒ d0L(a;b) +B(a;b) = 0
(24) =⇒ −2c0CabV ,b +K,a = 0
(25) =⇒ K,t − d0LbV ,b −BbV ,b = 0
(26) =⇒ d0
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
= 0
We define the vector field L˜a ≡ d0La +Ba.
From (23) we find that L˜(a;b) = 0 which means that L˜a is a KV.
From (26) we have that L˜aV
,a = s0 = const.
Solving equation (25) we get K = s0t+G(q) which into (24) gives G,a = 2c0CabV
,b.
The first integral is
I00 = c0Cabq˙
aq˙b + L˜aq˙
a + s0t+G(q)
where c0Cab is a KT, L˜a is a KV such that L˜aV
,a = s0 and G(q) = 2c0
∫
CabV
,bdqa.
Therefore the FI I00 consists of the independent FIs
Q1 = Cabq˙
aq˙b +G(q), Q2 = Laq˙
a + s1t
where Cab is a KT, La is a KV such that LaV
,a = s1 and G,a = 2CabV
,b.
Subcase (n = 1,m = 1). g = c0 + c1t, f = d0 + d1t with c1 6= 0 and d1 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ c1Cab + (d0 + d1t)L(a;b) +B(a;b) = 0
(24) =⇒ −2c1CabV ,bt− 2c0CabV ,b + d1La +K,a = 0
(25) =⇒ K,t = (d0 + d1t)LaV ,a +BaV ,a
(26) =⇒ (d0 + d1t)
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2c1CabV ,b = 0.
The first equation implies that Cab is a KT.
From (23) La is a KV and c1Cab +B(a;b) = 0.
From (26) we find that LaV
,a = s1 and
(
BbV
,b
)
;a
= 2c1CabV
,b. Then (25) gives
K = s1
(
d0t+
d1
2
t2
)
+BaV
,at+G(q)
which into (24) yields G,a = 2c0CabV
,b − d1La. Using the relation
(
BbV
,b
)
;a
= 2c1CabV
,b we find that
G,a =
c0
c1
(
BbV
,b
)
;a
− d1La =⇒ La = c0
c1d1
(
BbV
,b
)
,a
− 1
d1
G,a.
The first integral is
I11 = − 1
c1
(c0 + c1t)B(a;b)q˙
aq˙b + (d0 + d1t)Laq˙
a +Baq˙
a + s1
(
d0t+
d1
2
t2
)
+BaV
,at+G(q)
where B(a;b) is a KT, La =
c0
c1d1
(
BbV
,b
)
,a
− 1
d1
G,a ≡ Φ,a is a gradient KV such that35 LaV ,a = s1 and the
vector Ba is such that
(
BbV
,b
)
;a
= −2B(a;b)V ,b.
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First of all
La = Φ,a =
c0
c1d1
(
BbV
,b
)
,a
− 1
d1
G,a =⇒ G(q) = c0
c1
BaV
,a − d1Φ(q).
Therefore
I11 =
c0
c1
Q3 +Q4 + d0Q2 + d1Q5
where
Q3 = −B(a;b)q˙aq˙b +BaV ,a, Q4 = −tB(a;b)q˙aq˙b +Baq˙a + tBaV ,a, Q5 = tLaq˙a +
s1
2
t2 − Φ(q)
are independent FIs.
Subcase (n = 2,m = 2). g = c0 + c1t+ c2t
2, f = d0 + d1t+ d2t
2 with c2 6= 0 and d2 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t)Cab + (d0 + d1t+ d2t2)L(a;b) +B(a;b) = 0
(24) =⇒ −2(c0 + c1t+ c2t2)CabV ,b + (d1 + 2d2t)La +K,a = 0
(25) =⇒ K,t =
(
d0 + d1t+ d2t
2
)
LaV
,a +BaV
,a
(26) =⇒ 2d2La +
(
d0 + d1t+ d2t
2
) (
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2(c1 + 2c2t)CabV ,b = 0.
From (23) Cab = 0 and La, Ba are KVs.
From (26) we find that LaV
,a = s1 and La = − 12d2
(
BbV
,b
)
;a
, that is La is a gradient KV.
The solution of (25) is
K = s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+BaV
,at+G(q)
which into (24) gives
G,a + d1La+2d2Lat+
(
BbV
,b
)
,a
t︸ ︷︷ ︸
=0
= 0 =⇒ G,a = −d1La = d1
2d2
(
BbV
,b
)
,a
=⇒ G(q) = d1
2d2
BaV
,a.
The first integral is
I22 =
(
d0 + d1t+ d2t
2
)
Laq˙
a +Baq˙
a + s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+ BaV
,at+
d1
2d2
BaV
,a
where La = − 12d2
(
BbV
,b
)
;a
is a gradient KV such that LaV
,a = s1 and Ba is a KV.
The FI I22 = d0Q2 + d1Q5 + F1 where
F1 = t
2Xaq˙
a +
s
3
t3 +Baq˙
a +BaV
,at, Xa ≡ d2La, s ≡ d2s1
is a new independent FI.
Subcase (n =m > 2). cn 6= 0 and dn 6= 0.


(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t+ ...+ ncntn−1)Cab + (d0 + d1t+ ..+ dntn)L(a;b) +B(a;b) = 0
(24) =⇒ −2(c0 + c1t+ ...+ cntn)CabV ,b + (d1 + 2d2t+ ...+ ndntn−1)La +K,a = 0
(25) =⇒ K,t = (d0 + d1t+ ...+ dntn)LaV ,a +BaV ,a
(26) =⇒ [2d2 + 3 · 2d3t+ ...+ n(n− 1)dntn−2]La + (d0 + d1t+ ...+ dntn) (LbV ,b);a + (BbV ,b);a−
−2(c1 + 2c2t+ ...+ ncntn−1)CabV ,b = 0.
From (23) Cab = 0 and La, Ba are KVs.
From (26) we find that La = 0 and BaV
,a = s2.
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The solution of (25) is K = s2t+G(q) which into (24) gives G = const. Such a constant is ignored because
any constant can be added to I without changing the condition dI
dt
= 0.
The first integral is (of the form Q2)
Inn(n > 2) = Baq˙
a + s2t
where Ba is a KV such that BaV
,a = s2.
We continue with the case n > m. This case is broken down equivalently into the cases n = m + 1 and
n > m+ 1. Both cases are analyzed below36.
I.2. Case n =m+ 1.
Subcase (n = 1,m = 0). g = c0 + c1t, f = d0 with c1 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ c1Cab + L˜(a;b) = 0
(24) =⇒ −2c1CabV ,bt− 2c0CabV ,b +K,a = 0
(25) =⇒ K,t − L˜aV ,a = 0
(26) =⇒
(
L˜bV
,b
)
;a
− 2c1CabV ,b = 0.
From (22) since c1 6= 0 follows that Cab is a KT.
Solving (25) we get K = L¯aV
,at+G(q) which into (24) gives G,a = 2c0CabV
,b. But
2CabV
,b =
1
c1
(
L˜bV
,b
)
;a
.
Therefore
G,a =
c0
c1
(
L˜bV
,b
)
,a
=⇒ G(q) = c0
c1
L˜aV
,a.
The first integral is
I10 = − 1
c1
(c0 + c1t) L˜(a;b)q˙
aq˙b + L˜aq˙
a +
(
t+
c0
c1
)
L˜aV
,a
where L˜a is a vector such that L˜(a;b) is a KT and
(
L˜bV
,b
)
;a
= −2L˜(a;b)V ,b.
We note that I10 =
c0
c1
Q3(L˜a) +Q4(L˜a).
Subcase (n = 2,m = 1). g = c0 + c1t+ c2t
2, f = d0 + d1t with c2 6= 0 and d1 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t)Cab + (d0 + d1t)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t+ c2t2)CabV ,b + d1La +K,a = 0
(25) =⇒ K,t = (d0 + d1t)LaV ,a +BaV ,a
(26) =⇒ (d0 + d1t)
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2 (c1 + 2c2t)CabV ,b = 0.
From the first equation Cab is a KT.
Equation (23) gives 2c2Cab + d1L(a;b) = 0 and c1Cab + d0L(a;b) +B(a;b) = 0.
From (26) we have that d0
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2c1CabV ,b = 0 and d1
(
LbV
,b
)
;a
= 4c2CabV
,b.
Solving (25) we find that
K =
(
d0t+
d1
2
t2
)
LaV
,a +BaV
,at+G(q)
which into (24) and using the last relations gives
G,a = 2c0CabV
,b − d1La =⇒ G,a = c0d1
2c2
(
LbV
,b
)
,a
− d1La =⇒ G(q) = c0d1
2c2
LaV
,a − d1
∫
Ladq
a.
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Note also that {
2c2Cab + d1L(a;b) = 0
c1Cab + d0L(a;b) +B(a;b) = 0
=⇒ B(a;b) =
(
2c2d0
d1
− c1
)
Cab
{
d0
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2c1CabV ,b = 0
d1
(
LbV
,b
)
;a
= 4c2CabV
,b
=⇒ (BbV ,b);a = 2c1CabV ,b − 4c2d0d1 CabV ,b
and c1d12c2
(
LbV
,b
)
;a
= d0
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
. Therefore

(
BbV
,b
)
;a
= −2
(
2c2d0
d1
− c1
)
CabV
,b
B(a;b) =
(
2c2d0
d1
− c1
)
Cab
=⇒ (BbV ,b);a = −2B(a;b)V ,b =⇒ [Ba, V ,a] ≡ [B,∇V ]a 6= 0.
The first integral is
I21 = − d1
2c2
(
c0 + c1t+ c2t
2
)
L(a;b)q˙
aq˙b + (d0 + d1t)Laq˙
a +Baq˙
a +
(
d0t+
d1
2
t2
)
LaV
,a +BaV
,at+G(q)
where La is a vector such that L(a;b) is a KT and
(
LbV
,b
)
;a
= −2L(a;b)V ,b; Ba is a vector satisfying the relations(
BbV
,b
)
;a
= −2B(a;b)V ,b and B(a;b) = 2c2d0−c1d1d1 Cab; and G(q) =
c0d1
2c2
LaV
,a − d1
∫
Ladq
a.
First of all
G,a =
c0d1
2c2
(
LbV
,b
)
,a
− d1La.
From this La = Φ,a, i.e. La is a gradient and hence
G(q) =
c0d1
2c2
LaV
,a − d1Φ(q).
Moreover B(a;b) =
(
c1d1
2c2
− d0
)
L(a;b) implies
−c1d1
2c2
L(a;b) = −B(a;b) − d0L(a;b)
and B(a;b) is a KT.
Substituting the above results into I21 we find
I21 =
c0d1
2c2
Q3(La) +Q4 + d0Q4(La) + d1Q6
where
Q6 = − t
2
2
L(a;b)q˙
aq˙b + tLaq˙
a +
t2
2
LaV
,a − Φ(q)
is a new independent FI.
We note that the expression
Q1 +Q6 = − t
2
2
L(a;b)q˙
aq˙b + Cabq˙
aq˙b + tLaq˙
a +
t2
2
LaV
,a − Φ(q) +G(q)
where Φ,a = La and G,a = 2CabV
,b leads to the new independent FI
Q16 = − t
2
2
L(a;b)q˙
aq˙b + Cabq˙
aq˙b + tLaq˙
a +
t2
2
LaV
,a +H(q)
where now H,a = 2CabV
,b − La. From Q16 the FIs Q1, Q6 are derived as subcases, that is, Q16(Cab = 0) = Q6
and Q16(La = 0) = Q1.
Subcase (n = 3,m = 2). g = c0 + c1t+ c2t
2 + c3t
3, f = d0 + d1t+ d2t
2 with c3 6= 0 and d2 6= 0.
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

(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t+ 3c3t2)Cab + (d0 + d1t+ d2t2)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t+ c2t2 + c3t3)CabV ,b + (d1 + 2d2t)La +K,a = 0
(25) =⇒ K,t =
(
d0 + d1t+ d2t
2
)
LaV
,a +BaV
,a
(26) =⇒ 2d2La +
(
d0 + d1t+ d2t
2
) (
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2 (c1 + 2c2t+ 3c3t2)CabV ,b = 0.
From the first equation Cab is a KT.
From (23) we have that 3c3Cab + d2L(a;b) = 0, 2c2Cab + d1L(a;b) = 0 and c1Cab + d0L(a;b) +B(a;b) = 0.
From (26) we find that d2
(
LbV
,b
)
;a
= 6c3CabV
,b, d1
(
LbV
,b
)
;a
= 4c2CabV
,b and 2d2La + d0
(
LbV
,b
)
;a
+(
BbV
,b
)
;a
− 2c1CabV ,b = 0.
The solution of (25) is
K =
(
d0t+
d1
2
t2 +
d2
3
t3
)
LaV
,a +BaV
,at+G(q)
which into (24) and using the above derived conditions gives
G,a = 2c0CabV
,b − d1La =⇒ G,a = c0d2
3c3
(
LbV
,b
)
,a
− d1La =⇒ G(q) = c0d2
3c3
LaV
,a − d1
∫
Ladq
a.
From the first set of conditions we get


3c3Cab + d2L(a;b) = 0
2c2Cab + d1L(a;b) = 0
c1Cab + d0L(a;b) +B(a;b) = 0
=⇒


Cab = − d23c3L(a;b)(
d1 − 2c2d23c3
)
L(a;b) = 0
B(a;b) =
(
3c3d0
d2
− c1
)
Cab
and from the second

d2
(
LbV
,b
)
;a
= 6c3CabV
,b
d1
(
LbV
,b
)
;a
= 4c2CabV
,b
2d2La + d0
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2c1CabV ,b = 0
=⇒


(
LbV
,b
)
;a
= 6c3
d2
CabV
,b(
6c3d1
d2
− 4c2
)
CabV
,b = 0
La =
(
c1
6c3
− d02d2
) (
LbV
,b
)
;a
− 12d2
(
BbV
,b
)
;a
.
Therefore La is a gradient vector and the function G(q) becomes
G(q) =
(
c0d2
3c3
− c1d1
6c3
+
d0d1
2d2
)
LaV
,a +
d1
2d2
BaV
,a.
Finally, the first integral is
I32 = − d2
3c3
(
c0 + c1t+ c2t
2 + c3t
3
)
L(a;b)q˙
aq˙b +
(
d0 + d1t+ d2t
2
)
Laq˙
a +Baq˙
a +
+
(
d0t+
d1
2
t2 +
d2
3
t3
)
LaV
,a +BaV
,at+
(
2c0d2 − c1d1
6c3
+
d0d1
2d2
)
LaV
,a +
d1
2d2
BaV
,a.
where the vector La =
(
c1
6c3
− d02d2
) (
LbV
,b
)
;a
− 12d2
(
BbV
,b
)
;a
is a gradient such that L(a;b) is a KT,
(
2c2d2
3c3
− d1
)
L(a;b) =
0 and
(
LbV
,b
)
;a
= −2L(a;b)V ,b; and Ba is a vector satisfying the relation B(a;b) =
(
c1d2
3c3
− d0
)
L(a;b).
The vector La = Ψ,a where
Ψ(q) =
(
c1
6c3
− d0
2d2
)
LaV
,a − 1
2d2
BaV
,a.
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Observe also that
−c2d2
3c3
L(a;b) = −
d1
2
L(a;b), −
c1d2
3c3
L(a;b) = −B(a;b) − d0L(a;b).
From the last B(a;b) is a KT.
Another useful relation is the following (condition for Q7 being a FI)
La = Ψ,a =⇒ 2d2La =
(
c1d2
3c3
− d0
)(
LbV
,b
)
,a
− (BbV ,b),a =⇒(
BbV
,b
)
,a
= −2B(a;b)V ,b − 2d2La.
Substituting the above relations in the FI I32 we find
I32 =
d2c0
3c3
Q3(La) +Q7 + d0Q4(La) + d1Q6(Ψ)
where
Q7 = − t
3
3
d2L(a;b)q˙
aq˙b + t2d2Laq˙
a +
t3
3
d2LaV
,a − tB(a;b)q˙aq˙b + Baq˙a + tBaV ,a
is a new independent FI.
Subcase (n =m+ 1,m > 2). cn 6= 0 and dm 6= 0.


(22) =⇒ C(ab;c) = 0
(23) =⇒ [c1 + 2c2t+ ...+ (m+ 1)cntm]Cab + (d0 + d1t+ ...+ dmtm)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t+ ...+ cntm+1)CabV ,b + (d1 + 2d2t+ ...+mdmtm−1)La +K,a = 0
(25) =⇒ K,t = (d0 + d1t+ ...+ dmtm)LaV ,a +BaV ,a
(26) =⇒ [2d2 + 3 · 2d3t+ ...+m(m− 1)dmtm−2]La + (d0 + d1t+ ...+ dmtm) (LbV ,b);a + (BbV ,b);a−
−2 [c1 + 2c2t+ ...+ (m+ 1)cntm]CabV ,b = 0.
From the first equation Cab is a KT.
From (23) we find the conditions (k + 1)ck+1Cab + dkL(a;b) = 0 where k = 1, 2, ...,m and c1Cab + d0L(a;b) +
B(a;b) = 0. For k = m we get
Cab = − dm
(m+ 1)cm+1
L(a;b)
and the remaining equations become[
dk − (k + 1)ck+1dm
(m+ 1)cm+1
]
L(a;b) = 0, k = 1, 2, ...,m− 1
and
B(a;b) =
[
c1dm
(m+ 1)cm+1
− d0
]
L(a;b).
From (26) we find that 2(k + 1)ck+1CabV
,b = dk
(
LbV
,b
)
;a
where k = m − 1,m, (k + 2)(k + 1)dk+2La +
dk
(
LbV
,b
)
;a
−2(k+1)ck+1CabV ,b = 0 where k = 1, ...,m−2 and 2d2La+d0
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
−2c1CabV ,b = 0,
i.e. La is a gradient vector. The first set of equations gives for k = m(
LbV
,b
)
,a
=
2(m+ 1)cm+1
dm
CabV
,b =⇒ (LbV ,b),a = −2L(a;b)V ,b
and for k = m− 1 [
dm−1 − mcmdm
(m+ 1)cm+1
] (
LbV
,b
)
,a
= 0.
The second set of equations for k = m− 2 gives
La =
[
cm−1
m(m+ 1)cm+1
− dm−2
m(m− 1)dm
] (
LbV
,b
)
,a
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and the remaining equations (exist only for m > 3) are{
dk + (k + 2)(k + 1)dk+2
[
cm−1
m(m+ 1)cm+1
− dm−2
m(m− 1)dm
]
− (k + 1)ck+1dm
(m+ 1)cm+1
}(
LbV
,b
)
,a
= 0, k = 1, 2, ...,m−3.
From the last condition we get
(
BbV
,b
)
,a
=
[
c1dm
(m+ 1)cm+1
− 2d2cm−1
m(m+ 1)cm+1
+
2d2dm−2
m(m− 1)dm − d0
] (
LbV
,b
)
,a
.
The solution of (25) is
K =
(
d0t+
d1
2
t2 + ...+
dm
m+ 1
tm+1
)
LaV
,a +BaV
,at+G(q)
which into (24) and using the conditions 2d2La+d0
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
−2c1CabV ,b = 0, 2(k+1)ck+1CabV ,b =
dk
(
LbV
,b
)
;a
where k = m − 1,m and (k + 2)(k + 1)dk+2La + dk
(
LbV
,b
)
;a
− 2(k + 1)ck+1CabV ,b = 0 where
k = 1, ...,m− 2 gives
G,a = −
(
d0t+
d1
2
t2 + ...+
dm−1
m
tm +
dm
m+ 1
tm+1
)(
LbV
,b
)
,a
+ 2
(
c0 + c1t+ ...+ cmt
m + cm+1t
m+1
)
CabV
,b −
− (BbV ,b),a t− (d1 + 2d2t+ ...+mdmtm−1)La
= 2c0CabV
,b − d1La
=
[
c0dm
(m+ 1)cm+1
− cm−1d1
m(m+ 1)cm+1
+
d1dm−2
m(m− 1)dm
] (
LbV
,b
)
,a
=⇒
G(q) =
[
c0dm
(m+ 1)cm+1
− cm−1d1
m(m+ 1)cm+1
+
d1dm−2
m(m− 1)dm
]
LaV
,a.
Therefore
K =
(
d0t+
d1
2
t2 + ...+
dm
m+ 1
tm+1
)
LaV
,a+BaV
,at+
[
c0dm
(m+ 1)cm+1
− cm−1d1
m(m+ 1)cm+1
+
d1dm−2
m(m− 1)dm
]
LaV
,a.
The first integral is
I(m+1)m(m > 2) = −
dm
(m+ 1)cm+1
(
c0 + c1t+ ...+ cm+1t
m+1
)
L(a;b)q˙
aq˙b + (d0 + d1t+ ...+ dmt
m)Laq˙
a +
+Baq˙
a +
(
d0t+
d1
2
t2 + ...+
dm
m+ 1
tm+1
)
LaV
,a +BaV
,at+G(q).
where cm+1dm 6= 0 for a finite m > 2; the vector
La =
[
cm−1
m(m+ 1)cm+1
− dm−2
m(m− 1)dm
] (
LbV
,b
)
,a
is a gradient such that L(a;b) is a KT,
(
LbV
,b
)
,a
= −2L(a;b)V ,b,
[
dk − (k+1)ck+1dm(m+1)cm+1
]
L(a;b) = 0, where k =
1, 2, ...,m− 1,[
dm−1 − mcmdm(m+1)cm+1
] (
LbV
,b
)
,a
= 0 and{
dk + (k + 2)(k + 1)dk+2
[
cm−1
m(m+ 1)cm+1
− dm−2
m(m− 1)dm
]
− (k + 1)ck+1dm
(m+ 1)cm+1
}(
LbV
,b
)
,a
= 0,
where k = 1, 2, ...,m− 3; Ba is a vector which must satisfy the conditions B(a;b) =
[
c1dm
(m+1)cm+1
− d0
]
L(a;b) and
(
BbV
,b
)
,a
=
[
c1dm
(m+ 1)cm+1
− 2d2cm−1
m(m+ 1)cm+1
+
2d2dm−2
m(m− 1)dm − d0
] (
LbV
,b
)
,a
;
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and the function
G(q) =
[
c0dm
(m+ 1)cm+1
− cm−1d1
m(m+ 1)cm+1
+
d1dm−2
m(m− 1)dm
]
LaV
,a.
In that case m > 2 which implies that m− 1 > 1 and m− 2 > 0. Therefore, there always exist k-values for
m− 1, m− 2.
For k = m− 2 the condition
[
dk − (k+1)ck+1dm(m+1)cm+1
]
L(a;b) = 0 gives[
dm−2 − (m− 1)cm−1dm
(m+ 1)cm+1
]
L(a;b) = 0 =⇒
[
cm−1
m(m+ 1)cm+1
− dm−2
m(m− 1)dm
] (
LbV
,b
)
,a
= 0 =⇒ La = 0
because
(
LbV
,b
)
,a
= −2L(a;b)V ,b.
Since La = 0 we have G = 0, B(a;b) = 0, i.e. Ba is a KV, and BaV
,a = s1 = const. Therefore
I(m+1)m(m > 2) = Baq˙
a + st = Q2(Ba).
I.3. Case n >m+ 1.
Subcase (n > 1,m = 0). cn 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t+ ...+ ncntn−1)Cab + L˜(a;b) = 0
(24) =⇒ −2(c0 + c1t+ ...+ cntn)CabV ,b +K,a = 0
(25) =⇒ K,t = L˜bV ,b
(26) =⇒
(
L˜bV
,b
)
;a
− 2(c1 + 2c2t+ ...+ ncntn−1)CabV ,b = 0.
From (23) we find that Cab = 0; and L˜(a;b) = 0 that is L˜a is a KV. Then equation (26) gives L˜aV
,a = s0
and (25) yields K = s0t+G(q).
The last result into (24) gives G,a = 0, i.e. G is a constant which is ignored because any arbitrary constant
can be added to a first integral I without changing the condition dI
dt
= 0.
The first integral is (of the form Q2)
In0(n > 1) = L˜aq˙
a + s0t.
where L˜a ≡ d0La +Ba is a KV such that L˜aV ,a = s0.
Subcase (n > 2,m = 1). cn 6= 0 and d1 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t+ ...+ ncntn−1)Cab + (d0 + d1t)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t+ ...+ cntn)CabV ,b + d1La +K,a = 0
(25) =⇒ K,t = (d0 + d1t)LaV ,a +BaV ,a
(26) =⇒ (d0 + d1t)
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2 (c1 + 2c2t+ ...+ ncntn−1)CabV ,b = 0.
From (23) we find that Cab = 0 and La, Ba are KVs.
From (26) we have that LaV
,a = s1 and BaV
,a = s2.
Then equation (25) gives
K = s1
(
d0t+
d1
2
t2
)
+ s2t+G(q)
which into (24) yields G,a = −d1La that is La is a gradient KV.
The first integral is (consists of FIs of the form Q2, Q5)
In1(n > 2) = (d0 + d1t)Laq˙
a +Baq˙
a +
s1d1
2
t2 + (s1d0 + s2)t+G(q)
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where La, Ba are KVs such that LaV
,a = s1 and BaV
,a = s2; and G(q) = −d1
∫
Ladq
a.
Subcase (n > 3,m = 2). cn 6= 0 and d2 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t+ ...+ ncntn−1)Cab + (d0 + d1t+ d2t2)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t+ ...+ cntn)CabV ,b + (d1 + 2d2t)La +K,a = 0
(25) =⇒ K,t =
(
d0 + d1t+ d2t
2
)
LaV
,a +BaV
,a
(26) =⇒ 2d2La +
(
d0 + d1t+ d2t
2
) (
LbV
,b
)
;a
+
(
BbV
,b
)
;a
−
−2 (c1 + 2c2t+ ...+ ncntn−1)CabV ,b = 0.
From (23) we find that Cab = 0 and La, Ba are KVs.
From (26) we have that LaV
,a = s1 and La = − 12d2
(
BbV
,b
)
;a
, that is La is a gradient KV.
Then equation (25) gives
K = s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+BaV
,at+G(q)
which into (24) yields
G,a = −d1La = d1
2d2
(
BbV
,b
)
,a
=⇒ G(q) = d1
2d2
BaV
,a.
The first integral is (consists of FIs of the form Q2, Q5, Q7)
In2(n > 3) = (d0 + d1t+ d2t
2)Laq˙
a +Baq˙
a + s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+BaV
,at+
d1
2d2
BaV
,a
where La = − 12d2
(
BbV
,b
)
;a
is a gradient KV such that LaV
,a = s1 and Ba is a KV.
Subcase (n >m+ 1,m > 2). cn 6= 0 and dm 6= 0. Note that n > n− 1 > m > 2.


(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t+ ...+ ncntn−1)Cab + (d0 + d1t+ ...+ dmtm)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t+ ...+ cntn)CabV ,b + (d1 + 2d2t+ ...+mdmtm−1)La +K,a = 0
(25) =⇒ K,t = (d0 + d1t+ ...+ dmtm)LaV ,a +BaV ,a
(26) =⇒ [2d2 + 3 · 2d3t+ ...+m(m− 1)dmtm−2]La + (d0 + d1t+ ...+ dmtm) (LbV ,b);a + (BbV ,b);a−
−2 (c1 + 2c2t+ ...+ ncntn−1)CabV ,b = 0.
From (23) we find that Cab = 0 and La, Ba are KVs.
From (26) we have that La = 0 and BaV
,a = s2.
Then the solution of (25) is K = s2t+G(q) which into (24) gives G = const.
The first integral is (again of the form Q2)
Inm(n > m+ 1,m > 2) = Baq˙
a + s2t
where Ba is a KV such that BaV
,a = s2.
I.4. Case n <m.
Subcase (n = 0,m = 1). g = c0, f = d0 + d1t with d1 6= 0.

(22) =⇒ c0C(ab;c) = 0
(23) =⇒ (d0 + d1t)L(a;b) +B(a;b) = 0
(24) =⇒ −2c0CabV ,b + d1La +K,a = 0
(25) =⇒ K,t = (d0 + d1t)LbV ,b +BbV ,b
(26) =⇒ (d0 + d1t)
(
LbV
,b
)
;a
+
(
BbV
;b
)
;a
= 0.
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Equation (23) implies that L(a;b) = 0 and B(a;b) = 0, that is La, Ba are KVs. Similarly, equation (26) gives
that LbV
,b = s1 = const and BbV
,b = s2 = const.
Then (25) gives
K = s1
(
d0t+
d1
2
t2
)
+ s2t+G(q)
which into (24) yields G,a = 2c0CabV
,b − d1La.
The first integral is (c0 is absorbed by Cab)
I01 = Cabq˙
aq˙b + (d0 + d1t)Laq˙
a +Baq˙
a + s1
(
d0t+
d1
2
t2
)
+ s2t+G (q)
where d1 6= 0, La, Ba are KVs such that LaV ,a = s1, BaV ,a = s2; and Cab is a KT such that G,a − 2CabV ,b +
d1La = 0.
We have
I01 = Q2(Ba) + d0Q2 +Q8
where
Q8 = Cabq˙
aq˙b + d1tLaq˙
a + d1
s1
2
t2 +G(q)
is just a subcase of Q16 since d1La is a KV.
Subcase (n = 0,m = 2). g = c0, f = d0 + d1t+ d2t
2 with d2 6= 0.

(22) =⇒ c0C(ab;c) = 0
(23) =⇒ (d0 + d1t+ d2t2)L(a;b) +B(a;b) = 0
(24) =⇒ −2c0CabV ,b + (d1 + 2d2t)La +K,a = 0
(25) =⇒ K,t =
(
d0 + d1t+ d2t
2
)
LbV
,b +BbV
,b
(26) =⇒ 2d2La +
(
d0 + d1t+ d2t
2
) (
LbV
,b
)
;a
+
(
BbV
,b
)
;a
= 0.
From (23) we have that La, Ba are KVs.
From (26) we get LbV
,b = s1; and La = − 12d2
(
BbV
,b
)
,a
, that is La is a gradient KV.
Equation (25) yields
K = s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+BbV
,bt+G(q)
and (24) gives G,a = 2c0CabV
,b − d1La. Using the relation La = − 12d2
(
BbV
,b
)
,a
we find that
G(q) =
d1
2d2
BaV
,a + 2c0
∫
CabV
,bdqa.
The first integral is (c0 is absorbed by Cab)
I02 = Cabq˙
aq˙b +
(
d0 + d1t+ d2t
2
)
Laq˙
a +Baq˙
a + s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+BaV
,at+G (q)
where d2 6= 0, Ba is a KV, La = − 12d2
(
BbV
,b
)
,a
is a gradient KV such that LaV
,a = s1; and the Cab is a KT
satisfying the relation G,a − 2CabV ,b + d1La = 0.
We find that I02 = Q8 + d0Q2 +Q7(La = KV,Ba = KV ).
Subcase (n = 0,m > 2). dm 6= 0.


(22) =⇒ c0C(ab;c) = 0
(23) =⇒ (d0 + d1t+ ...+ dmtm)L(a;b) +B(a;b) = 0
(24) =⇒ −2c0CabV ,b +
(
d1 + 2d2t+ ...+mdmt
m−1)La +K,a = 0
(25) =⇒ K,t = (d0 + d1t+ ...+ dmtm)LbV ;b +BbV ;b = 0
(26) =⇒ [2d2 + 3 · 2d3t+ ...+m(m− 1)dmtm−2]La + (d0 + d1t+ ...+ dmtm) (LbV ;b);a + (BbV ;b);a = 0.
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From (23) La, Ba are KVs.
From (26) La = 0 and BaV
,b = s2.
Solving (25) we find K = s2t+G(q) which into (24) gives G,a = 2c0CabV
,b.
The first integral is (of the form Q8)
I0m(m > 2) = c0Cabq˙
aq˙b +Baq˙
a + s2t+G(q)
where if c0 6= 0 the Cab is a KT, Ba is a KV such that BaV ,a = s2 and G(q) = 2c0
∫
CabV
,bdqa.
Subcase (n = 1,m = 2). g = c0 + c1t, f = d0 + d1t+ d2t
2 with c1 6= 0 and d2 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ c1Cab + (d0 + d1t+ d2t2)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t)CabV ,b + (d1 + 2d2t)La +K,a = 0
(25) =⇒ K,t =
(
d0 + d1t+ d2t
2
)
LaV
,a +BaV
,a
(26) =⇒ 2d2La +
(
d0 + d1t+ d2t
2
) (
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2c1CabV ,b = 0.
From the first equation Cab is a KT.
Equation (23) implies that La is a KV and c1Cab = −B(a;b).
From (26) we have LaV
,a = s1 and 2d2La +
(
BbV
,b
)
;a
− 2c1CabV ,b = 0.
The solution of (25) is written
K = s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+BaV
,at+G(q)
where from (24) we find
−2 (c0 + c1t)CabV ,b + (d1 + 2d2t)La +G,a +
(
BbV
,b
)
,a
t = 0 =⇒
G,a − 2c0CabV ,b + d1La +
[
−2c1CabV ,b + 2d2La +
(
BbV
,b
)
,a
]
︸ ︷︷ ︸
=0
t = 0 =⇒
G,a = 2c0CabV
,b︸ ︷︷ ︸−d1La = c0 2d2c0c1 La + c0c1 (BbV ,b);a︸ ︷︷ ︸−d1La.
The first integral is
I12 = − 1
c1
(c0 + c1t)B(a;b)q˙
aq˙b +
(
d0 + d1t+ d2t
2
)
Laq˙
a +Baq˙
a + s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+
+BaV
,at+G (q)
where c1d2 6= 0, Ba is the vector (40), La = − 12d2
[(
BbV
,b
)
,a
+ 2B(a;b)V
,b
]
is a KV such that LaV
,a = s1 and
G (q) is defined by the condition G,a − c0c1
(
BbV
,b
)
,a
+
(
d1 − 2d2c0c1
)
La = 0.
The condition G,a − c0c1
(
BbV
,b
)
,a
+
(
d1 − 2d2c0c1
)
La = 0 generates the following two cases:
1) For d1 6= 2d2c0c1 . Then La is a gradient KV, that is
La = Φ,a =⇒ G(q) = c0
c1
BaV
,a − d1Φ(q) + 2d2c0
c1
Φ(q).
Then
I12(1) =
c0
c1
Q9 + d0Q2 + d1Q6(La = KV ) +Q7(La = KV )
where
Q9 = −B(a;b)q˙aq˙b + BaV ,a + 2d2Φ(q).
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Observe that Q3 = Q9(Φ = 0) and
(
BbV
,b
)
,a
= −2B(a;b)V ,b − 2d2Φ,a.
2) For d1 =
2d2c0
c1
we have
G(q) =
c0
c1
BaV
,a.
Then
I12(2) =
c0
c1
Q3 + d0Q2 +Q8(Cab = −B(a;b)) +Q7(La = KV ).
Subcase (n = 1,m > 2). g = c0 + c1t, c1 6= 0 and dm 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ c1Cab + (d0 + d1t+ ...+ dmtm)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t)CabV ,b +
(
d1 + 2d2t+ ...+mdmt
m−1)La +K,a = 0
(25) =⇒ K,t = (d0 + d1t+ ...+ dmtm)LaV ,a +BaV ,a
(26) =⇒ [2d2 + 2 · 3d3t+ ...+ (m− 1)mdmtm−2]La+
+(d0 + d1t+ ...+ dmt
m)
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2c1CabV ,b = 0.
From the first equation Cab is a KT.
Equation (23) implies that La is a KV and c1Cab = −B(a;b).
From (26) we have La = 0 and
(
BbV
,b
)
;a
= 2c1CabV
,b.
The solution of (25) is K = BaV
,at+G(q) which into (24) gives
−2c0CabV ,b−2c1CabV ,bt+
(
BbV
,b
)
;a
t︸ ︷︷ ︸
=0
+G,a = 0 =⇒ G,a = 2c0CabV ,b.
But
(
BbV
,b
)
;a
= 2c1CabV
,b. Therefore
G,a =
c0
c1
(
BbV
,b
)
;a
=⇒ G(q) = c0
c1
BaV
,a.
The first integral is (consists of FIs of the form Q1, Q4)
I1m(m > 2) = (c0 + c1t)Cabq˙
aq˙b +Baq˙
a +BaV
,at+
c0
c1
BaV
,a
where Cab = − 1c1B(a;b) is a KT and Ba is a vector such that
(
BbV
,b
)
;a
+ 2B(a;b)V
,b = 0.
Subcase (n > 1,m > n). cn 6= 0 and dm 6= 0.


(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t+ ...+ ncntn−1)Cab + (d0 + d1t+ ...+ dmtm)L(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t+ ...+ cntn)CabV ,b + (d1 + 2d2t+ ...+mdmtm−1)La +K,a = 0
(25) =⇒ K,t = (d0 + d1t+ ...+ dmtm)LaV ,a +BaV ,a
(26) =⇒ [2d2 + 3 · 2d3t+ ...+m(m− 1)dmtm−2]La + (d0 + d1t+ ...+ dmtm) (LbV ,b);a + (BbV ,b);a−
−2 (c1 + 2c2t+ ...+ ncntn−1)CabV ,b = 0.
From (23) we find that Cab = 0 and La, Ba are KVs.
From (26) we have that La = 0 and BaV
,a = s2.
Then the solution of (25) is K = s2t+G(q) which into (24) gives G = const.
The first integral is (of the form Q2)
Inm(n > 1,m > n) = Baq˙
a + s2t
where Ba is a KV such that BaV
,a = s2.
II. For n =∞ and m finite.
30
We find the equivalences
(n =∞,m = 0) ≡ (n > 1,m = 0) ≡ (g = eλt,m = 0), (n =∞,m = 1) ≡ (n > 2,m = 1) ≡ (g = eλt,m = 1),
(n =∞,m = 2) ≡ (n > 3,m = 2) ≡ (g = eλt,m = 2), (n =∞,m > 2) ≡ (n > m+1,m > 2) ≡ (g = eλt,m > 2).
Then for each case we have.
II.1. Case (g = eλt, f = d0). λ 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ λeλtCab + d0L(a;b) +B(a;b) = 0
(24) =⇒ −2eλtCabV ,b +K,a = 0
(25) =⇒ K,t = d0LaV ,a +BaV ,a
(26) =⇒ d0
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2λeλtCabV ,b = 0.
From (23) we get Cab = 0 and L˜a ≡ d0La +Ba is a KV.
From (26) we have that L˜aV
,a = s0.
Equation (25) gives K = s0t+G(q) which into (24) yields G = const.
The first integral is (of the form Q2)
Ie0 = L˜aq˙
a + s0t
where L˜a is a KV such that L˜aV
,a = s0.
II.2. Case (g = eλt, f = d0 + d1t). λ 6= 0 and d1 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ λeλtCab + (d0 + d1t)L(a;b) +B(a;b) = 0
(24) =⇒ −2eλtCabV ,b + d1La +K,a = 0
(25) =⇒ K,t = (d0 + d1t)LaV ,a +BaV ,a
(26) =⇒ (d0 + d1t)
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2λeλtCabV ,b = 0.
From (23) we have that Cab = 0 and La, Ba are KVs.
From (26) we get that LaV
,a = s1 and BaV
,a = s2.
Then equation (25) gives
K = s1
(
d0t+
d1
2
t2
)
+ s2t+G(q)
which into (24) gives G,a = −d1La.
The first integral is (consists of Q2, Q5)
Ie1 = (d0 + d1t)Laq˙
a +Baq˙
a + (s1d0 + s2)t+
s1d1
2
t2 +G(q)
where La = − 1d1G,a is a gradient KV such that LaV ,a = s1, Ba is a KV such that BaV ,a = s2 and G(q) =
−d1
∫
Ladq
a.
II.3. Case (g = eλt, f = d0 + d1t+ d2t
2). λ 6= 0 and d2 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ λeλtCab +
(
d0 + d1t+ d2t
2
)
L(a;b) + B(a;b) = 0
(24) =⇒ −2eλtCabV ,b + (d1 + 2d2t)La +K,a = 0
(25) =⇒ K,t =
(
d0 + d1t+ d2t
2
)
LaV
,a +BaV
,a
(26) =⇒ 2d2La +
(
d0 + d1t+ d2t
2
) (
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2λeλtCabV ,b = 0.
From (23) we have that Cab = 0 and La, Ba are KVs.
From (26) we get that LaV
,a = s1 and
(
BbV
,b
)
;a
= −2d2La, that is La is a gradient KV.
31
Then equation (25) gives
K = s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+BaV
,at+G(q)
which into (24) gives G,a = −d1La.
Observe that{
G,a = −d1La
La = − 12d2
(
BbV
,b
)
;a
=⇒ G,a = d1
2d2
(
BbV
,b
)
,a
=⇒ G = d1
2d2
BbV
,b + const.
The first integral is (consists of Q2, Q5, Q7)
Ie2 =
(
d0 + d1t+ d2t
2
)
Laq˙
a +Baq˙
a + s1
(
d0t+
d1
2
t2 +
d2
3
t3
)
+BaV
,at+
d1
2d2
BbV
,b
where La = − 12d2
(
BbV
,b
)
;a
is a gradient KV such that LaV
,a = s1 and Ba is a KV.
II.4. Case (g = eλt, m > 2). λ 6= 0 and dm 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ λeλtCab + (d0 + d1t+ ...+ dmtm)L(a;b) +B(a;b) = 0
(24) =⇒ −2eλtCabV ,b +
(
d1 + 2d2t+ ...+mdmt
m−1)La +K,a = 0
(25) =⇒ K,t = (d0 + d1t+ ...+ dmtm)LaV ,a +BaV ,a
(26) =⇒ [2d2 + 3 · 2t+ ...+m(m− 1)dmtm−2]La + (d0 + d1t+ ...+ dmtm) (LbV ,b);a+
+
(
BbV
,b
)
;a
− 2λeλtCabV ,b = 0.
From (23) we have that Cab = 0 and La, Ba are KVs.
From (26) we get that La = 0 and BaV
,a = s2.
Then equation (25) gives K = s2t+G(q) which into (24) gives G = const.
Therefore the first integral is (of the form Q2)
Iem(m > 2) = Baq˙
a + s2t
where Ba is a KV such that BaV
,a = s2. This is not a quadratic integral.
III. For n finite and m =∞.
We distinguish between two cases because in the condition (26) we have to compare polynomial coefficients
of the infinite sums f,tt and f .
III.1. Case with f,tt 6= λ2f .
(n = 0,m =∞) ≡ (n = 0,m > 2), (n = 1,m =∞) ≡ (n = 1,m > 2), (n > 1,m =∞) ≡ (n > 1,m > n).
III.2. Case with f,tt = λ
2f .
(n = 0,m =∞) ≡ (n = 0, f = eλt), (n = 1,m =∞) ≡ (n = 1, f = eλt), (n > 1,m =∞) ≡ (n > 1, f = eλt).
For each subcase we have.
Subcase (g = c0, f = e
λt). λ 6= 0.
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

(22) =⇒ c0C(ab;c) = 0
(23) =⇒ eλtL(a;b) +B(a;b) = 0
(24) =⇒ −2c0CabV ,b + λeλtLa +K,a = 0
(25) =⇒ K,t = eλtLbV ,b +BbV ,b
(26) =⇒ λ2eλtLa + eλt
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
= 0.
Equation (23) implies that La, Ba are KVs.
From (26) we find that BaV
,b = s2; and La = − 1λ2
(
LbV
,b
)
,a
that is La is a gradient KV.
From (25) we get that
K =
1
λ
eλtLbV
,b + s2t+G(q)
which into (24) gives G,a = 2c0CabV
,b.
The first integral is (c0 is absorbed by Cab)
I0e = Cabq˙
aq˙b + eλtLaq˙
a +Baq˙
a +
1
λ
eλtLaV
,a + s2t+G (q)
where λ 6= 0, La = − 1λ2
(
LbV
,b
)
,a
is a gradient KV, Ba is a KV such that BaV
;a = s2; and Cab is a KT such
that G,a − 2CabV ,b = 0.
The above FI is written
I0e = Q1 +Q2(Ba) +Q10
where
Q10 = e
λt
(
Laq˙
a +
1
λ
LaV
,a
)
is a new independent FI.
Subcase (g = c0 + c1t, f = e
λt). λ 6= 0 and c1 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ c1Cab + eλtL(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t)CabV ,b + λeλtLa +K,a = 0
(25) =⇒ K,t = eλtLbV ,b +BbV ,b
(26) =⇒ λ2eλtLa + eλt
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2c1CabV ,b = 0.
The first equation implies that Cab is a KT.
From (23) we find that La is a KV and c1Cab = −B(a;b).
From (26) we get the conditions La = − 1λ2
(
LbV
,b
)
;a
and
(
BbV
,b
)
;a
= 2c1CabV
,b.
Equation (25) gives
K =
1
λ
eλtLbV
,b +BbV
,bt+G(q)
and by substituting into (24) we end up with the relation (use above conditions)
G,a = 2c0CabV
,b =
c0
c1
(
BbV
,b
)
;a
=⇒ G(q) = c0
c1
BbV
,b.
The first integral is
I1e = − 1
c1
(c0 + c1t)B(a;b)q˙
aq˙b + eλtLaq˙
a +Baq˙
a +
1
λ
eλtLaV
,a +BaV
,at+
c0
c1
BaV
,a
where λc1 6= 0, La = − 1λ2
(
LbV
,b
)
,a
is a gradient KV and Ba is such that B(a;b) is a KT and
(
BbV
,b
)
,a
=
−2B(a;b)V ,b.
We compute I1e =
c0
c1
Q3 +Q4 +Q10.
Subcase (n > 1, f = eλt). λ 6= 0 and cn 6= 0.
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

(22) =⇒ C(ab;c) = 0
(23) =⇒ (c1 + 2c2t+ ...+ ncntn−1)Cab + eλtL(a;b) +B(a;b) = 0
(24) =⇒ −2 (c0 + c1t+ ...+ cntn)CabV ,b + λeλtLa +K,a = 0
(25) =⇒ K,t = eλtLbV ,b +BbV ,b
(26) =⇒ λ2eλtLa + eλt
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2(c1 + 2c2t+ ...+ ncntn−1)CabV ,b = 0.
From (23) we find that Cab = 0 and La, Ba are KVs. Then equation (26) implies that BaV
,a = s2 and
La = − 1λ2
(
LbV
,b
)
;a
, i.e. La is a gradient KV.
The solution of (25) gives
K =
1
λ
eλtLbV
,b + s2t+G(q)
which into (24) gives
λeλtLa +
1
λ
eλt
(
LbV
,b
)
,a︸ ︷︷ ︸
=0
+G,a = 0 =⇒ G = const.
The first integral is (consists of Q2, Q10)
Ine(n > 1) = e
λtLaq˙
a +Baq˙
a +
1
λ
eλtLaV
,a + s2t
where La = − 1λ2
(
LbV
,b
)
;a
is a gradient KV and Ba is a KV such that BaV
,a = s2.
IV. Both m, n are infinite.
We consider three cases.
IV.1. Case where f,tt = λ
2f and g,t 6= λf .
(n =∞,m =∞) ≡ (g = eµt, f = eλt, λ 6= µ) ≡ (n > 1, f = eλt).
We consider the general subcase.
Subcase (g = eλt, f = eµt). λ 6= 0 and µ 6= 0.

(22) =⇒ C(ab;c) = 0
(23) =⇒ λeλtCab + eµtL(a;b) +B(a;b) = 0
(24) =⇒ −2eλtCabV ,b + µeµtLa +K,a = 0
(25) =⇒ K,t = eµtLaV ,a +BaV ,a
(26) =⇒ µ2eµtLa + eµt
(
LbV
,b
)
;a
+
(
BbV
,b
)
;a
− 2λeλtCabV ,b = 0.
a) For λ 6= µ:
From (23) we have that Cab = 0 and La, Ba are KVs.
From (26) we find that µ2La +
(
LbV
,b
)
;a
= 0 and BbV
,b = s2.
The solution of (25) is
K =
1
µ
eµtLaV
,a + s2t+G(q)
which into (24) using the relation µ2La +
(
LbV
,b
)
;a
= 0 gives G = const.
The first integral is (consists of Q2, Q10)
Iee(λ 6= µ) = eµtLaq˙a +Baq˙a + 1
µ
eµtLaV
a, + s2t
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where La = − 1µ2
(
LbV
,b
)
;a
is a gradient KV and Ba is a KV such that BbV
,b = s2. This is not a quadratic
integral.
b) For λ = µ:
From (23) we have that λCab + L(a;b) = 0 and Ba is a KV.
From (26) we find that λ2La +
(
LbV
,b
)
;a
− 2λCabV ,b = 0 and BbV ,b = s2.
The solution of (25) is
K =
1
λ
eλtLaV
,a + s2t+G(q)
which into (24) using the relation λ2La +
(
LbV
,b
)
;a
− 2λCabV ,b = 0 gives G = const.
The first integral is
Iee(λ = µ) = − 1
λ
eλtL(a;b)q˙
aq˙b + eλtLaq˙
a +Baq˙
a +
1
λ
eλtLaV
,a + s2t
where λ 6= 0, La is such that L(a;b) is a KT, λ2La+
(
LbV
,b
)
,a
+2L(a;b)V
,b = 0 and Ba is a KV with BaV
,a = s2.
We compute Iee(λ = µ) = Q2(Ba) +Q11 where
Q11 = e
λt
(
− 1
λ
L(a;b)q˙
aq˙b + Laq˙
a +
1
λ
LaV
,a
)
is a new independent FI. Observe that Q10 = Q11(La = KV ).
IV.2. Case where f,tt = λ
2f and g,t = λf .
(n =∞,m =∞) ≡ (g = eλt, f = eλt).
IV.3. Case where f,tt 6= λ2f and g,t 6= λf or g,t = λf .
(n =∞,m =∞) ≡ (n > 1,m > n) ≡ (n > m+ 1,m > 2) ≡ (g = eλt,m > 2) ≡ (n = m,m > 2).
By collecting all the above FIs QA the derivation of the Theorem 1 is straightforward. Specifically, we cover
all the FIs mentioned in the Theorem 1 as follows:
I1 = Q16, I2 = Q7, I3 = Q11.
The FIs Q1, Q3, Q5, Q6, Q8, Q9 are subcases of I1; the Q2, Q4 are subcases of I2; and finally Q10 is a subcase
of I3.
Not all the above FIs are independent. After a careful and exhausted study we have shown that all these
FIs can be produced by the three parameterized FIs listed in Theorem 1 section 2.2.
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