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Abstract
The interplay between geometry and supergeometry, from an algebraic point of view,
sets the theme guiding the considerations in this thesis. In the smooth setting there is a
sense in which these geometries can be identified and, in the complex (i.e., holomorphic)
setting, such an identification no longer holds. As such, for at least this reason, complex
algebraic supergeometry can find interest in its own right. It is the subject of this thesis
and we study it here under two broad headings: obstruction theory and deformation
theory.
Under the umbrella of obstruction theory, we focus largely on foundational aspects of
supermanifolds and their description by means of supersymmetric thickenings. We start
from the general principle that: any supermanifold will define a supersymmetric thicken-
ing but not necessarily conversely. One of the key objectives in this part of the thesis is
in precisely formulating and proving this principle by elementary methods. We comple-
ment the proof given with examples of obstructed thickenings on the complex projective
plane. To illustrate obstruction theory more generally for complex supermanifolds, we
include and comment on a collection of examples from the literature, in addition to
providing some new examples. Moreover, we will also consider the splitting problem for
complex supermanifolds. Upon obtaining a characterisation of the obstruction classes
to splitting via the grading vector field, we present a new proof of the Koszul splitting
theorem for supermanifolds.
Regarding deformation theory, we concern ourselves with the construction of (odd) in-
finitesimal deformations of superconformal structures. These are structures on super-
manifolds and, in the one dimensional case, arise under the guise of super Riemann
surfaces. Explicit and elementary constructions of (odd) deformations are given for
N = 1 and N = 2 super Riemann surfaces. One of the key objectives in this part of the
thesis is on establishing precise relations between (1) the deformation theory of these
super Riemann surfaces and (2) their obstruction theory as supermanifolds.
We conclude this thesis with a brief sketch on the state of supermoduli spaces, in both
the N = 1 and N = 2 setting, as it presently stands in the literature. These discussions
lead naturally toward directions for future research and paint a grander scheme in which
this thesis sits.
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Introduction xiv
Introduction
In recent decades the phenomenon of supersymmetry in physics has given rise to a
variety of research topics, including that of supergeometry. Supersymmetry is itself a
certain symmetry between fundamental particles in physics—bosons and fermions, and
is an indispensable property of certain physical theories. In particular, in string the-
ory. Indeed, it is well known that bosonic string theory, being string theory without
fermionic fields (and hence, without supersymmetry) is unphysical due to its prediction
of tachyons, which are not believed to exist in our universe. String theory with super-
symmetry, i.e., superstring theory, however does not su↵er from the same inconsistencies
and thereby makes it a viable candidate for a grand unified theory of physics. Hence, to
the extent that superstring theory represents a viable theory of physics for our universe,
supersymmetry is essential and, as a result, any developments in supergeometry will be
insightful. It is the subject of this thesis to firstly study some foundational aspects of
complex supergeometry from the viewpoint of complex algebraic geometry; and secondly
to study the deformations of particular structures arising from superstring theory.
Complex Algebraic Supergeometry
In supergeometry, supermanifolds play the role analogous to manifolds in geometry. The
mathematical articulation of a supermanifold in both a smooth and holomorphic context
dates back to the works of Berezin in the 1970’s. These works are collected in [Ber87]
where complex supermanifolds are introduced and the rudiments of obstruction theory
are developed and adapted to their study.
One notable di↵erence between a supermanifold X and a manifold M is that X will
always admit a stratification. That is, if X is a supermanifold over a manifold M , then
there will exist a filtration of X by strata:
M ⇢ X(1) ⇢ X(2) ⇢ · · · ⇢ X.
Introduction xv
Following [EL86], each stratum X(k) will be referred to as a supersymmetric thickening.1
These thickenings X(k) are generally not supermanifolds in their own right and can be
constructed without reference to supermanifolds. Importantly, not every such thickening
need extend to define a supermanifold. This is the principle on which much of the
obstruction theory in [EL86] is centred and will be the starting point for our explorations
into complex supergeometry in this thesis.
As for the study of supermanifolds themselves, being objects of mathematical interest, a
first logical question to pose is on whether they can be classified. In the smooth setting,
a famous result due to Batchelor in [Bat79] asserts, essentially, that their classification
amounts to classifying smooth vector bundles on manifolds. As observed by Manin
in [Man88] however, the classification of holomorphic vector bundles is insu cient in
the holomorphic setting. For, there may exist non-isomorphic, complex supermanifolds
modelled on the same holomorphic vector bundle. This leads to the notion of split and
non-split supermanifolds. The first example of a non-split supermanifold was described
in reference to the tangent bundle of CP1 in a paper by Green in [Gre82]. Since this
description other constructions of non-split supermanifolds have appeared, for instance
in [Oni98, Oni99], including even a characterisation of all possible non-split structures
in some circumstances in [BO96, Vis14]. The relevance of non-split supermanifolds to
supersymmetric theories of physics is yet to be fully understood. However, some clues
may be found in superstring theory and it is largely for this reason that superconformal
structures are studied in this thesis.
Super Riemann Surfaces
String theory is a theory of physics governed by the data of fields ⌃ ! X where ⌃
is a real, two-dimensional, Riemannian manifold referred to as the worldsheet and X
the spacetime. The central idea in string theory is that the particles in the theory
are described by ‘strings’ (topologically, either circles or line segments), and the real
surfaces ⌃ that they sweep out correspond to their evolution over time, in analogy
with the worldline for point particles. The action in this theory is constructed such
that it will be invariant under di↵eomorphisms of ⌃ and conformal rescalings of the
Riemannian metric. Hence, it will only depend on the complex structure of ⌃ and, so,
on ⌃ as a Riemann surface. One of the attractive features of string theory, at least in the
perturbative setting, is in its description of the partition function Z. As any (compact)
real, two dimensional surface is topologically classified by a single invariant, its Euler
characteristic, a first step toward calculating this partition function is to assume the
1One also encounters the term infinitesimal neighbourhood in [Man88].
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asymptotic expansion:
Z ⇠
X
g 0
t (⌃g)Zg, (?)
where for each g, ⌃g is a (closed) genus-g, Riemann surface;  (⌃g) is its Euler char-
acteristic; and t a formal parameter known as the string coupling. This asymptotic
expansion in (?) allows one to break up the partition function, which is defined as a
certain integral over maps over all spaces {⌃! X}, into a series of integrals over more
manageable mapping spaces {⌃g ! X}. The summand Zg in (?) is referred to as the
g-loop contribution and its construction gives valuable information about the scattering
amplitudes. Now since the action in string theory is invariant under di↵eomorphisms
and conformal rescalings of the Riemannian metric on ⌃g, the summands Zg in (?) may
naturally be formulated as integrals over the famous moduli space of complex curves. A
beautiful description of this picture from the viewpoint of algebraic geometry is given
in a paper by Beilinson and Manin in [BM86] with respect to the Polyakov action and
26-dimensional, flat spacetime, i.e., for X = R26.
The discussion so far applies to bosonic string theory and, as already mentioned, this the-
ory is unfortunately unphysical. It is necessary to consider supersymmetric extensions
leading then to the notion of superstring theory. It is here where one will first encounter
super Riemann surfaces. These objects were introduced by Friedan in [Fri86] from which
a flurry of activity emanated into their study as objects of intrinsic, mathematical inter-
est, as for instance in (but not limited to): [RSV88, LR88, GN88, Coh87, FR90a, CR88].
A super Riemann surface plays the analogous role in superstring theory to Riemann sur-
faces in (bosonic) string theory. This theme continues on into perturbative superstring
theory where one must consider instead the moduli space of super Riemann surfaces in
place of that of Riemann surfaces. It is here where the scattering amplitudes for the
superstring live and it is a notoriously di cult problem to calculate them. Indeed, a ma-
jor breakthrough in [GS82] is the calculation of this amplitude to tree level (genus zero
contributions to the partition function) and that of the four point, one-loop amplitude
(genus one contributions). More recently, impressive and novel e↵orts in a series of pa-
pers by D’Hoker and Phong have gone into calculating scattering amplitudes to second
loop order (see [DP02, D’H14] for a review and references therein). However it is widely
believed that the methods so far employed cannot apply to calculate the scattering am-
plitudes to higher loop orders. This is due to the inability to, in a sense, extricate ones’
self from the fermionic degrees of freedom so as to adapt methods from algebraic and
di↵erential geometry. In the language of supergeometry, the following result obtained
by Donagi and Witten in [DW13, DW14] relates this problem to obstruction theory:
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Theorem. The moduli space of super Riemann surfaces of genus-g is not projected for
genus g   5.
It is mentioned in [DW13] that the results in the above theorem are expected to hold
in genus g   3. A heuristic argument for this can be found in [FR90b]. In light of
this result it is necessary to revisit aspects of superstring perturbation theory, and it
seems that any such e↵ort to do so must unavoidably involve a greater understanding
of supergeometry and obstruction theory.
Outline of Thesis
This thesis is organised into two main parts: obstruction theory and deformation theory.
There are eight chapters in total and two appendices. Each chapter comes with its own,
detailed table of contents. The first appendix, Appendix A, comprises proofs of results
which in the author’s view do not contribute to the main objectives of the thesis. The
second appendix, Appendix B, is not new and the material therein can be found in
[Ber87, DW13]. It is included for the sake of completeness. In what follows we will give
a brief summary of the material to be presented in each chapter.
Chapter 1
This chapter is comprised largely of background and preliminary material, to be referred
to in later sections of the thesis when necessary. Included is a brief overview of sheaf
theory, locally ringed spaces and cohomology of both abelian and non-abelian sheaves.
This material can be found in many textbooks and its inclusion serves more to set the
notation and conventions adopted here. Following this, the definition of a supermanifold
is given from two points of view: di↵erential and algebraic geometry. Both of these
viewpoints will prove insightful in the study of supermanifolds we will undertake here.
We then present an overview of the classification problem for complex supermanifolds,
as described by Green in [Gre82], and conclude with a description of the tangent sheaf.
Chapter 2
Starting from the general principle that any supermanifold will give rise to supersym-
metric thickenings, or strata, we investigate in this chapter the extent to which the
converse of this principle will hold. That is, we ask:
Question. Given a thickening X(k), will there exist a supermanifold X whose k-th stra-
tum is precisely this given thickening X(k)?
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In general there will not ; and we identify the space of obstructions for the existence of
such a supermanifold. This question above was also studied by Eastwood and LeBrun in
[EL86] and the precise statement of the main result in this chapter can also be found in
[EL86]. The bulk of this chapter is devoted to a proof of this aforementioned result by
‘elementary methods’ and is of quite a di↵erent nature to the proof submitted in [EL86].
The novelty in the proof provided here is in identifying certain conditions under which
obstructed thickenings can be constructed. The material here pre-empts constructions
of such thickenings over the projective plane, presented in Chapter 4. We conclude this
chapter with a classification of thickenings of any order containing the trivial thickening,
with a view to lead onto the obstruction theory to be presented in the chapter to follow.
Chapter 3
A split supermanifold is a supermanifold of a particularly simple type. The guiding
theme here is set by the question:
Question. Let X be a supermanifold. Is it split?
The prototypical example of a split supermanifold is the locally ringed2 space (M,^•E),
where M is a complex manifold; E is the sheaf of (germs of) sections of a holomorphic
vector bundle E !M ; and ^•E the exterior algebra. Note that the structure sheaf ^•E
admits both a Z- and a Z2-grading. In the definition of a supermanifold however, one
requires only a Z2 grading and a local Z-grading. The above question can be reduced
to the problem of finding a global lift of this local Z-grading. Such a lift, if it exists,
is known as a splitting. We argue in this chapter that, on any supermanifold, there
will exist a ‘canonical’ vector field, called the grading vector field, which will lift to a
certain cohomology class. The material presented here may be seen as an extension of
a similar result which appears in [Oni98], where the grading vector field is shown to
lift to the first obstruction class to splitting. We argue that this vector field will in
general lift to higher obstruction classes to splitting also, when they exist. This gives
another interpretation of the obstruction classes to splitting and will aid in the proof of
the Koszul Splitting Theorem to be given in Chapter 5. We conclude this chapter with
further remarks on the relation between the supersymmetric thickenings of Chapter 2
and supermanifolds, leading to the notion of a pseudo-supermanifold. Their existence
serves to illustrate the extent to which certain cohomology groups will classify (or fail
to classify) supermanifolds.
2here the structure sheaf is a sheaf of super-commutative rather than commutative rings
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Chapter 4
In an e↵ort to illustrate the obstruction theories in the previous two chapters, we collect
and comment on some examples from the literature, in addition to providing some new
ones in this chapter. We describe here constructions of supermanifolds over complex
projective spaces, Riemann surfaces and varieties in projective superspace. Our primary
objective will be to confirm whether or not they will be split. Furthermore, we will also
illustrate the obstruction theory in Chapter 2 by inferring the existence of obstructed
thickenings over the complex projective plane in the presence of split and non-split,
holomorphic vector bundles of rank 3.
Chapter 5
The problem of splitting has so far been described in a very algebraic setting. That is, as
being captured by elements in sheaf cohomology groups. A more geometric description
of splitting was given by Koszul in [Kos94]. It is:
Theorem. If a supermanifold admits a global, holomorphic connection on its tangent
bundle, then it is split.
We refer to this theorem as the Koszul splitting theorem. In this chapter we submit a
proof of this theorem, quite di↵erent to that in [Kos94], which takes into account the
obstruction classes to splitting. Of real interest here is not the precise statement of the
above theorem however, but rather the proof we submit. It is motivated by a result
obtained by Atiyah in [Ati57a], translating the problem of existence of a global holo-
morphic connection to that of the vanishing of a certain cohomology class, known widely
as the Atiyah class. Such a result finds a generalisation to the setting of holomorphic
vector bundles on supermanifolds, detailed in [BBHR91]. Recently, this class was shown
by Donagi and Witten in [DW14] to be related to the first obstruction class to splitting.
We then deduce the Koszul splitting theorem from here by generalising this result of
Donagi and Witten in a way that takes supersymmetric thickenings into consideration.
With this chapter we conclude our foray into obstruction theory for supermanifolds. In
the subsequent chapters, our attention is focussed on deformation theory.
Chapter 6
In this chapter, superconformal structures are defined for any supermanifold. We then
constrain ourselves to the study of N = 1 super Riemann surfaces and their odd, in-
finitesimal deformations. We give explicit constructions of these deformations in a similar
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spirit to those of complex structures on compact, complex manifolds in [Kod86]. While
the classification of these deformations is well-known, it is through the treatment given
here that we clearly see a relation between the Kodaira-Spencer map of an infinitesimal
deformation and the first obstruction class to splitting. Upon discussing this relation,
we consider higher order, odd deformations. The construction of these deformations is
identical to the case of the odd, infinitesimal deformations and it is natural to inspect
their corresponding Kodaira-Spencer map. In analogy with the case of odd, infinitesi-
mal deformations, we conjecture here a relation between (odd) deformations of higher
order and obstruction theory in the sense of Chapter 3, being: the vanishing of the first
obstruction class to splitting an odd deformation is su cient to conclude that the defor-
mation is split as a complex supermanifold. As evidence in support of this conjecture,
we establish it for odd deformations of second order.
Chapter 7
In Chapter 6 the infinitesimal deformations of N = 1 super Riemann surfaces were
studied. In this chapter, we consider the deformations of N = 2 super Riemann surfaces.
There are in the literature two notions of an N = 2 super Riemann surface: twisted and
untwisted. Our first step here is to illustrate that in a particular instance, they will be
isomorphic. Following this we construct, in an similar manner to the N = 1 case, the
odd infinitesimal deformations of N = 2 super Riemann surfaces. Our objective here
di↵ers markedly from those of the previous chapter however. We do not investigate the
Kodaira-Spencer map, but rather concern ourselves with illustrating the picture painted
in [RSV88, GN88] that: MN=1 ⇢ MN=2. Precisely, we argue that at the level of odd
infinitesimal deformations, there will exist an embedding of N = 1 deformations into
N = 2 deformations.
Chapter 8
As a culmination of the deformation theory presented in the previous chapters, we briefly
discuss the state of supermoduli spaces for N = 1 and N = 2. An overview of known
results in the N = 1 case is given, serving as a starting point for our investigations into
the N = 2 case. Of interest is the calculation of the dimension of the N = 2 supermoduli
space which follows from the material presented in Chapter 7. Then, by appealing to
the Compatibility Lemma in Appendix B, we sketch an argument as to why the N = 2
moduli space must be non-split, just like its N = 1 counterpart.
Chapter 1
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In order to address the questions raised in this thesis about complex supermanifolds and
related structures, a very natural language to use is that of complex algebraic geome-
try. Indeed, this is the language adopted in [DM99, Man88] and it will be the language
adopted here. In the present chapter we present some well-known background material
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and results, to be referred to throughout this thesis when necessary. Regarding math-
ematical background, our primary references are [Har77, Sta16, Bry08]; and regarding
preliminary aspects of supermanifolds, they are: [Lei80, Man88, DM99].
1.1 Sheaves, Locally Ringed Spaces and Cohomology
The sheaves we will be primarily concerned with in this work will be sheaves of groups
and algebras. However, they can be defined for any category and it is this definition that
we will give below.
Definition 1.1.1. Let X be a topological space and C a category. A sheaf F on X
valued in C then assigns, for each open set U ⇢ X, an object F(U) 2 Obj(C) and is
subject to the following compatibility conditions:
(i) Any inclusion of open sets V ⇢ U induces a restriction map rU,V : F(U)! F(V ),
which is a morphism in C such that:
rU,U = id and rU,V   rV,W = rU,W ,
where W ⇢ V ⇢ U ;
(ii) (Uniqueness) let {Ui} denote a covering for U and, for s 2 F(U), write si =
rU,Ui(s). Then if s, t 2 F(U) with si = ti for all i, then s = t.
(iii) (Existence) set Uij = Ui \ Uj and let si 2 F(Ui). If rUi,Uij (si) = rUj ,Uij (sj) for all
i, j, then there exists s 2 F(U) such that si = rU,Ui(s) and sj = rU,Uj (s).
A particularly important class of sheaves are abelian sheaves.
Definition 1.1.2. A sheaf F on a topological space X is said to be abelian if it is valued
in the category AbGrp, of abelian groups.
We now discuss some properties of sheaves in more generality. Many of the results we
will state however will only be valid for abelian sheaves.
Definition 1.1.3. For a sheaf F on X and U ⇢ X an open set, the elements of F(U)
are called sections of F over U . The global sections of X are then sections of F over X.
Remark 1.1.4. As a corollary of Definition 1.1.1 we have the following interpretation of
a sheaf on X: consider the category Open(X) of open sets of X. The morphisms in this
category are defined to be inclusions. Then by Definition 1.1.1, a sheaf F on X valued
in a category C will define a contra-variant functor Open(X)
F! C. Of course, not every
such contra variant functor will be a sheaf.
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It is properties (ii) and (iii) in Definition 1.1.1 of a sheaf on a topological space that
emphasise the intuition that: a sheaf is a global object that can be reconstructed from
local data. To illustrate this intuition more precisely, it will be necessary to define the
notion of a morphism of sheaves:
Definition 1.1.5. Let F and G be sheaves on a topological space X. A morphism  
from F to G consists of a collection of morphisms  U : F(U) ! G(U), for each open
set U ⇢ X, which is compatible with restriction maps, i.e., that the following diagram
commutes
F(U)
rU,V
✏✏
 U // G(U)
rU,V
✏✏
F(V )
 V
// G(V )
for all open subsets V ⇢ U .
Remark 1.1.6. With sheaves interpreted as functors as in Remark 1.1.4, note that a
morphism of sheaves will be a natural transformation of functors. This is precisely the
content of Definition 1.1.5.
An isomorphism of sheaves   : F ! G will then be comprised of a collection of isomor-
phisms { U} for each open set U . Now for the topological space X suppose {Ui} is a
covering of X. In order to address the intuition of sheaves being objects obtained from
local data we submit the following:
Question 1.1.7. Under what conditions will a collection of sheaves {Fi}, for Fi a sheaf
on Ui, give rise to a sheaf F on X?
To investigate this question, firstly suppose we have a collection of isomorphisms  i :
Fi
⇠=! F|i, where we have set F|i = F(Ui) for notational convenience. Now set Fij =
Fi|Uij , where Uij = Ui \ Uj . Since  i is an isomorphism of sheaves, then by Definition
1.1.5 we see that the restriction  i|Uij will be an isomorphism between Fij and F|ij .
Hence we obtain isomorphisms
'ij : Fij  i ! F|ij
  1j ! Fji.
Clearly 'ji = '
 1
ij . Set Fijk = Fij |Uijk , where Uijk = Ui\Uj \Uk. Then by a similar ar-
gument, we will obtain isomorphisms 'ik : Fijk
⇠=! Fkij . Commutativity of the following
triangle,
Fijk 'ik // Fkij
'kj||
Fjki
'ji
bb
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follows from the observation that
'jk   'ij = (  1k    j)   (  1j    i) =   1k    i = 'ik. (1.1.1)
The equation in (1.1.1) is referred to as the cocycle condition, and the morphisms {'ij}
are referred to as the transition functions for the collection {Fi}. With these observations
we obtain an answer to Question 1.1.7 in the following result, which can also be found
in [Har77, p. 69]:
Lemma 1.1.8. Let {Ui} denote an open covering of X and suppose we have:
(i) a collection of sheaves {Fi} where Fi is a sheaf on Ui;
(ii) a collection of isomorphisms 'ij : Fij
⇠=! Fji, where Fij = Fi|Uij , and;
(iii) that on each triple intersection Ui \ Uj \ Uk,
'ik = 'jk   'ij .
Then there exists a sheaf F on X equipped with a collection of isomorphisms  i : Fi
⇠=!
F|i, where we have set F|i = F|Ui.
We will refer to the data {({Fi}, {'ij})} specified in Lemma 1.1.8 above as the gluing
data for F . Note that associated to any given sheaf F will be gluing data. We turn our
attention now to the notion of a locally ringed space.
Remark 1.1.9. By our usage of the word ring, it is meant a commutative ring.
1.1.1 Locally Ringed Spaces
The central construct underpinning the objects of study in this thesis is that of a locally
ringed space. As concisely explained in the Appendix in [Bal10], many familiar objects
of mathematical interest, such as real and complex-analytic manifolds; varieties and
schemes and so on, can find articulation in the category of locally ringed spaces. In
order to give a definition of this type of space here it will be necessary to digress and
explain one further construct associated to a sheaf, being that of a stalk. To begin, let
F be a sheaf on X and x 2 X a point; and U ⇢ X an open set containing x. At x we
define the germ of a section s 2 F(U), denoted [s]x, as the following equivalence class:
[s]x = {t 2 F(U) | 9 V ⇢ U such that V 3 x and t|V = s|V }
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where by t|V it is meant resU,V (t). The stalk of F at a point x 2 X, denoted FX,x, is
then the collection of germs of sections at x. From the description of a germ of a section
given above, the stalk can also be defined as a direct limit over the open sets in X
FX,x = lim !
U3x
F(U), (1.1.2)
where the ordering is: U < V if V ⇢ U . In what follows we describe how the stalk of a
sheaf of rings admits the structure of a ring.
Illustration 1.1.10. We firstly make two observations: (i) from the definition of a
morphism of sheaves in Definition 1.1.5 and the description of a stalk of a sheaf at a
point in (1.1.2), note that a morphism of sheaves will induce a morphism on stalks; our
second observation is: (ii) taking direct limits commutes with taking direct sums. Now
suppose F is a sheaf of rings on X. Then for any open set U ⇢ X the object F(U)
is a ring and is equipped with the following structure morphism imposing the binary
operation:
F(U)⇥ F(U)  ! F(U) (1.1.3)
Then by observations (i) and (ii) note that from (1.1.3) we will obtain a binary operation
on stalks as follows:
FX,x ⇥ FX,x = lim !
U3x
F(U)⇥ lim !
U3x
F(U) ⇠= lim !
U3x
(F(U)⇥ F(U))  ! lim !
U3x
F(U) = FX,x.
In this way FX,x = limU3xF(U) will admit the structure of a ring. To describe it more
explicitly, fix a point x 2 X. If [s]x and [s0]x are two elements of FX,x, we set:
[s]x · [s0]x := [s · s0]x
where the binary operation s · s0 is taken as sections of F , i.e., for any open set U ⇢ X
that (s · s0)U = sU · s0U in the ring F(U).
Hence if F is a sheaf of rings on a topological space X, then the stalk FX,x will also be a
ring. This allows one to define the notion of a ringed space. We are interested in locally
ringed spaces however. To define it, recall firstly that if R is a (commutative) ring and
J ⇢ R an ideal, then the quotient R/J will admit the structure of a ring. From hereon,
by ideal it will be meant a two-sided ideal.
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Definition 1.1.11. A ring R is said to be local if it contains a unique, maximal ideal
m. In particular R/m will be a field1.
Definition 1.1.12. A locally ringed space X consists of a topological space X and a
sheaf of rings OX on X such that, at each point x 2 X, the stalk OX,x is a local ring.
The locally ringed space X is denoted by the pair X = (X,OX) where the sheaf OX is
called the structure sheaf of X; and X the underlying topological space or reduced space
associated to X. It will also be denoted Xred.
In Definition 1.1.5 a morphism between sheaves on a fixed space X is described. For
the purposes of this thesis, this will in fact be su cient. However, for the sake of
completeness we will consider the situation where sheaves on di↵erent spaces may be
compared via morphisms, thereby leading to the notion of a morphism of (locally) ringed
spaces. To that extent, let f : X ! Y be a continuous map. There are here two classical
constructions which we detail below: the direct image and the inverse image sheaf.
Construction 1.1.13. (the direct-image) Let F be a sheaf on X. Then via the map
f : X ! Y we obtain a sheaf on Y from F known as the direct image sheaf, and denoted
f⇤F . It is defined as follows: for any open set V ⇢ Y ,
(f⇤F)(V ) := F(f 1(V )). (1.1.4)
In the converse direction, suppose we start with a sheaf G on Y . Then via f we may
obtain a sheaf on X called the inverse image sheaf, and denoted f 1G. Its definition
is slightly more complicated than the direct image sheaf and mirrors the definition of a
stalk: for any open set U ⇢ X we set
(f 1G)(U) := lim !
V f(U)
G(V ), (1.1.5)
where the limit is taken over all open sets V that contain f(U).
Remark 1.1.14. To illustrate the relation of the inverse-image sheaf with stalks, note
from (1.1.2) that if x 2 X, then we have: (f 1G)({x}) = GY,f(x).
The direct-image map f⇤ and the inverse-image map f 1 can be promoted to functors
between the corresponding categories of sheaves. To describe this more precisely: firstly,
denote by Shab(X) the category of abelian sheaves on X. Its objects are abelian sheaves;
and its morphisms are morphisms of such sheaves. We have (see [Sta16, Tag 01AJ]):
1remember from Remark 1.1.9 that by a ‘ring’ it is meant a commutative ring. In the non-commutative
case Definition 1.1.11 will still make sense for two-sided, maximal ideals m. The factor ring R/m is then
referred to as a simple ring.
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Theorem 1.1.15. Let X and Y be topological spaces and f : X ! Y a continuous map.
Then:
f 1 : Shab(Y )  ! Shab(X) and f⇤ : Shab(X)  ! Shab(Y )
are exact and left-exact functors respectively.
From the direct image sheaf construction we define a morphism of locally ringed spaces
as follows:
Definition 1.1.16. Let (X,OX) and (Y,OY ) be locally ringed spaces. Then a mor-
phism (X,OX) ! (Y,OY ) consists of a pair (f, f ]), where f : X ! Y is a continuous
map and f ] : OY ! f⇤OX is a morphism of sheaves on Y such that, for any x 2 X,
f ](mY,f(x)) ⇢ mX,x
for mY,f(x) ⇢ OY,f(x) the maximal ideal at f(x) and similarly for mX,x ⇢ OX,x.
The type of morphism that we will typically encounter in this work are embeddings.
These are defined for locally ringed spaces as follows:
Definition 1.1.17. A morphism of (locally) ringed spaces (f, f ]) : X! Y is called an
embedding if f : Xred ! Yred is an embedding of topological spaces and f ] is surjective.
As emphasised in Theorem 1.1.15 we have so far described operations in the category
of sheaves on a space X. On a locally ringed space however it is important to take into
account the structure sheaf. This leads to the notion of a sheaf of modules.
Definition 1.1.18. Let X = (X,OX) be a (locally) ringed space. We say F is a sheaf
of OX-modules on X if, firstly, it is a sheaf on the underlying topological space X; and
secondly, if it is equipped with the structure of a module over the structure sheaf OX
of X, i.e., for each open set U ⇢ X that F(U) is an OX(U)-module. The category of
OX -modules is denoted OX -Mod.
Definition 1.1.19. Let X = (X,OX) be a locally ringed space. A sheaf of OX -modules
F is locally free if there exists a covering U = {Ui} of X with respect to which F(Ui) is
a free OX(Ui)-module.
Remark 1.1.20. A sheaf of OX -modules on the locally ringed space X = (X,OX) will
be an abelian sheaf on the reduced space Xred = X.
An important example of a sheaf of modules on a locally ringed space is given by the
sheaf of sections of a vector bundle. It is such sheaves that will be considered in this
thesis, described below.
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Example 1.1.21. In [Bal10, p. 189], both di↵erentiable and complex-analytic manifolds
are described as locally ringed spaces. So, let X be a manifold (either di↵erentiable or
complex-analytic). Then from [Har77, p. 128-9] the sheaf of sections E of a rank-r vector
bundle E on the manifold X will be a locally free sheaf of OX-modules of rank r on X.
We conclude now with the following illustration for embeddings which will be relevant
for many considerations in this thesis.
Illustration 1.1.22. Consider locally ringed spaces X and Y and suppose Xred = Yred.
Then from Definition 1.1.17 an embedding ◆ : X ⇢ Y is given by a surjective homo-
morphism ◆] : OY ⇣ OX . If we are given a sheaf G of OY -modules, then we use the
embedding ◆ : X ⇢ Y to pullback G to a sheaf of OX-modules by setting:
◆⇤G = G ⌦OY OX .
Hence ◆⇤ is identified here with the tensor-product functor   ⌦OY OX from OY -Mod
to OX-Mod. It need not be exact however which, in the present setting, is unlike the
pushforward functor ◆⇤, which is exact (see [Sta16, Tag 01AX]). In general ◆⇤ will be right
exact (see [Sta16, Tag 01AJ]). This means: if 0! A! B ! C ! 0 is an exact sequence
of OY modules, then ◆⇤A! ◆⇤B ! ◆⇤C ! 0 is exact as a sequence of OX-modules.
1.1.2 Cˇech Cohomology of a Covering
Integral to the considerations in this work is the correspondence between Cˇech and sheaf
cohomology of topological spaces X.
Remark 1.1.23. Hereafter when we say topological space X it will be meant that X is a
paracompact topological space.
Fix a sheaf S (of abelian groups) on X. The sheaf cohomology groups of a space X
are defined abstractly, with recourse to derived functors; whereas the Cˇech cohomology
groups of X are defined (arguably more concretely) with respect to a choice of open
cover U = {Ui} of X.
Remark 1.1.24. We will not give a definition of sheaf cohomology here, but rather take
it as given and discuss instead how it is related to Cˇech cohomology of coverings.
Remark 1.1.25. Even though Cˇech cohomology may be more concrete, it su↵ers from
the drawback that it depends on this choice of open cover U; whereas sheaf cohomology
does not su↵er from such a choice. As a result it is really sheaf cohomology which is the
more fundamental mathematical construct.
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Our goal here will be on stating a correspondence between Cˇech cohomology of coverings
and sheaf cohomology. So to this extent let U = {Ui}i2I be a covering of the topological
space X and S a sheaf of abelian groups on X.
Definition 1.1.26. A k-cochain s valued in S for the cover U as a collection of sections
{si1···ik}, where si1···ik 2 S(Ui1···ik), where Ui1···ik = Ui1 \ · · · \ Uik is non-empty, k-fold
intersection. The set of all k-cochains is denoted Ck(U,S).
Note that since S is a sheaf of abelian groups, the set Ck(U,S) will inherit the structure
of a group. Hence we have a collection of groups {Ck(U,S)}. To now give this collection
the structure of a di↵erential complex we need a coboundary operator   : Ck(U,S) !
Ck+1(U,S) whose square is trivial. Such an operator is defined as follows,
( s)i1···ik+1 :=
X
i1,...,ˆil,...,ik+1
( 1)lsi1···ˆil···ik+1 ,
where the caret symbol denotes omission. By construction, it will follow that  2 = 0.
Hence we obtain a di↵erential complex (C•(U,S),  ).
Definition 1.1.27. The k-th Cˇech cohomology group of the cover U of X valued in S
is denoted by Hˇ
k
(U,S) and is defined as the following quotient:
Hˇ
k
(U,S) := ker{  : C
k(U,S)  ! Ck+1(U,S)}
im{  : Ck 1(U,S)  ! Ck(U,S)} .
An immediate motivation for computing Hˇ
k
(U,S), for some open cover U of M , is
provided by the following theorem (see [Bry08, p. 27]):
Theorem 1.1.28. For a sheaf S of abelian groups on X and U an open cover of X,
there exists a canonical group homomorphism
Hˇ
k
(U,S)  ! Hk(X,S),
where Hk(X,S) is the k-th sheaf cohomology group of X valued S.
We describe in more detail the Cˇech cohomology groups of the cover U of X, valued in
an abelian sheaf S in degrees zero, one and two, as these it is these groups which will
be relevant in later chapters in this thesis.
Example 1.1.29. (Global sections) A 0-cochain s consists of a collection of sections
{si} where si 2 S(Ui). The 0-cochain is said to be a 0-cocycle if  s = 0. This means,
on every non-empty intersection Ui \ Uj, that
( s)ij := sj   si = 0.
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That is, si|Ui\Uj = sj |Ui\Uj . Recall then, by the gluing property of sheaves, that since
S is a sheaf, this means there exists a unique section s 2 S such that s|Ui = si and
s|Uj = sj. This s is precisely the global section of S in the image of the morphism
described in Theorem 1.1.28 for k = 0.
Example 1.1.30. (1-cocycles) A 1-cochain s 2 C1(U,S) consists of a collection of
sections {sij} for sij 2 S(Ui \ Uj). We say s is a 1-cocycle if, on non-empty triple
intersections Ui \ Uj \ Uk,
( s)ijk = sik   sij   sjk = 0. (1.1.6)
We say s is a 1-coboundary if s =  t for t 2 C0(U,S). Note that if s is a 1-coboundary,
then it will immediately satisfy (1.1.6), ensuring that it is a 1-cocycle. This merely
verifies that  2 = 0. The corresponding cohomology classes of the 1-cocycles appearing
in later chapters in this work will typically represent equivalence classes of various objects
under investigation.
Example 1.1.31. (2-cocycles) A 2-cochcain s 2 C1(U,S) consists of a collection of
sections {sijk}, where sijk 2 S(Ui \ Uj \ Uk). We say s is a 2-cocycle if, on non-empty
quadruple intersections Ui \ Uj \ Uk \ Uh,
( s)ijkh = sijk   shjk + shik   shij = 0. (1.1.7)
Just as in Example 1.1.30 we say s is a 2-coboundary if s =  t, for some 1-cochain
t 2 C1(U,S). It is straightforward to check that 2-coboundaries are 2-cocycles. The
2-cocycles appearing in later chapters in this work will typically represent obstructions
to the ability to extend certain structures to other structures.
From Theorem 1.1.28 we see that from the Cˇech cohomology of a cover U of X valued in
the sheaf S (of abelian groups), we obtain classes in the corresponding sheaf cohomology
groups of X valued in S. This raises the following question:
Question 1.1.32. Does there exist a covering U such that one obtains all classes in
Hk(M,S) from the Cˇech cohomology group of this covering Hˇk(U,S)?
Phrased more concisely: will there exist a covering with respect to which the morphism
in Theorem 1.1.28 will be an isomorphism? Along with the following definition, we will
present a result addressing Question 1.1.32 (see [Bry08, p. 28]).
Definition 1.1.33. Let X be a topological space; S an abelian sheaf on X; and U an
open covering of X. Then U is S-acyclic if, for any non-empty, l-fold intersection Ui1···il
of open sets in U (for all l > 0), Hk(Ui0···il ,S) = 0 for all k > 0.
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Theorem 1.1.34. Let X be a topological space and U an S-acyclic cover of X. Then
Hˇ
k
(U,S) ⇠= Hk(X,S)
for all k   0.
Remark 1.1.35. We have so far introduced Cˇech cohomology of a covering of X, as
opposed to Cˇech cohomology of X itself. In the case of abelian sheaves it will not be
necessary to introduce Cˇech cohomology of X since su ciently nice open coverings are
all that is required to probe the structure of X by Theorem 1.1.34. In the absence
of sheaf cohomology via the derived functor approach however it will be necessary to
discuss Cˇech cohomology, which we shall do in our brief foray into non-abelian sheaf
cohomology.
We conclude now with the following important property satisfied by sheaf cohomology
groups which makes their study particularly tractable (see [Bry08, p. 13]):
Theorem 1.1.36. Let X be a topological space and suppose that the following
0! G ,! F ⇣ H! 0.
is a short exact sequence of sheaves of abelian groups on X. Then there exists an induced
long-exact sequence on sheaf cohomology:
0 // H0(G) // H0(F) // H0(H) @⇤ // H1(G) // · · · (1.1.8)
where H i( ) = H i(X, ).
1.1.3 Non-Abelian Sheaf Cohomology
The main results of the previous section (Theorem 1.1.28 and 1.1.36) applied to sheaves
of abelian groups. However, where classifications of certain types of objects are con-
cerned, such as vector bundles or supermanifolds, it is necessary to consider sheaves of
groups more generally, including those of non-abelian groups. Standing now in sharp
contrast to the abelian case is that, for sheaves of non-abelian groups, their cohomol-
ogy can only be naturally defined in degrees zero and one by means of Cˇech-theoretic
constructions (c.f., Remark 1.1.35). In what follows we will give this Cˇech-theoretic
construction. For further details we refer to [Bry08, Chapter 3]. Let X be a topological
space and A a sheaf of groups on X. In degree zero, the cohomology of X valued in A is
simply the global sections of A, denoted H0(X,A). The definition of H1(X,A) is how-
ever a little more subtle. To define it, firstly let U = {Ui} be an open covering of X, and
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let g = {gij} denote a collection of sections of A over Ui\Uj , i.e., that gij : Ui\Uj ! A.
Then we say g is a 1-cochain for U valued in A. The set of 1-cochains on U, valued in
A, will be denoted C1(U, A).
Definition 1.1.37. A 1-cochain g 2 C1(U, A) is said to be a 1-cocycle for U valued in
A if, on non-empty triple intersections Ui \ Uj \ Uk, we have
gijgjk = gik.
The above condition is known as the cocycle condition. The set of 1-cocycles for U
valued in A is denoted Z1(U, A).
We introduce now the following relation on Z1(U, A):
R : g ⇠ g0 () 9  2 C0(U, A) such that  igij = g0ij j 8Ui \ Uj 6= ;.
The relation R as defined above will be an equivalence relation on Z1(U, A). This leads
us now to the following definition of the first cohomology set.
Definition 1.1.38. Let X be a topological space and U an open cover for X. Then the
first Cˇech cohomology set of U valued in A is denoted Hˇ
1
(U, A) and is defined as:
Hˇ
1
(U, A) := Z1(U, A)/R.
The first cohomology set of X valued in A is denoted by H1(X,A) and is defined as the
limit over refinements of open sets in U:
H1(X,A) := lim !
U
Hˇ
1
(U, A).
We use the word ‘set’ in place of group in the above definition since H1(X,A) is really
only a set and there is no natural way to give it a group structure. We note however that
since A is a group, it comes equipped with a distinguished element, namely the identity
element e. The corresponding cocycle eA which assigns the identity e 2 A to every
intersection Ui \Uj will then define a distinguished point in H1(X,A). Hence H1(X,A)
will in fact be a pointed set, with distinguished point represented by the trivial 1-cocycle
eA. Concerning H0(X,A), this is a group since A is a group, and therefore a pointed
set, with distinguished point the identity section 1A. The observation that H1(X,A) is
a pointed set is crucial, as it allows one to nevertheless discuss notions of exactness on
cohomology.
Definition 1.1.39. A sequence of pointed sets (X,x)
f! (Y, y) g! (Z, z), where f and
g are base-point preserving, is said to be exact if f(X) = g 1(z), as subsets of Y .
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A salient feature of sheaf cohomology is in its ability to translate short exact sequences of
(sheaves of) abelian groups to long-exact sequences of cohomology groups as in Theorem
1.1.36. With the notion of exactness now cemented in Definition 1.1.39 for pointed sets,
the analogue of Theorem 1.1.36 for sheaves of non-abelian groups is the following result
from [Bry08, p. 160]:
Theorem 1.1.40. Suppose we have a short exact sequence of sheaves of non-abelian
groups on X
1! A ,! B p⇣ C ! 1. (1.1.9)
Then there is induced a long-exact sequence of pointed sets:
1 // H0(X,A) // H0(X,B) // H0(X,C)
 ⇤
✏✏
H1(X,C) H1(X,B)oo H1(X,A)oo
(1.1.10)
It will be convenient to give a construction of the boundary map  ⇤ in (1.1.10).
Construction 1.1.41. Let c 2 H0(X,C). Then, with respect to a cover U = {Ui}, we
see that c is represented by the 0-cochain {ci} 2 C0(U, C), with
ci = c|Ui and ci = cj on Ui \ Uj. (1.1.11)
Now since (1.1.9) is an exact sequence of sheaves of groups, there will exist sections
bi 2 B(Ui) such that p(bi) = ci. Set: bij = bib 1j . Then clearly {bij} 2 Z1(U, B).
Moreover, note that
p(bij) = p(bib
 1
j ) = p(bi)p(bj)
 1 = cic 1j = 1,
the latter equality following from (1.1.11). As a result of exactness of the bottom row in
(1.1.10) at the level of 1-cocycles, we see that {bij} will be in the image of some 1-cocycle
a = {aij} 2 Z1(U, A). We define  ⇤(c) to be the cohomology class of a.
We now make one more observation, attributed in [Bry08, p. 160] to Grothendieck (see
also [Gro55, p. 76]), regarding to exactness at H1(X,A), namely: that there exists an
action of H0(X,C) on H1(X,A). We describe this action in the following.
Construction 1.1.42. Let c 2 H0(X,C) and, with respect to a covering U = {Ui} of
X, let b = {bi} 2 C0(U, B) be the 0-cochain with p(bi) = c|Ui. Now, let {a0ij} 2 Z1(U, A)
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and set:
a00ij := bia
0
ijb
 1
j . (1.1.12)
Note that p(a00ij) = 1. As such, upon considering A ⇢ B, we see that {a00ij} 2 C1(U, A).
Furthermore,
a00ija
00
jk = bia
0
ijb
 1
j bja
0
jkb
 1
k = bia
0
ija
0
jkb
 1
k = bia
0
ikb
 1
k = a
00
ik.
Hence we have in fact that {a00ij} 2 Z1(U, A). Let a0 and a00 denote the cohomology
classes of the 1-cocycles {a0ij} and {a00ij} respectively. Then if a00 can be represented by
the 1-cocycle as in (1.1.12) we write
a00 = c · a0.
Thus one defines an action of H0(X,C) on H1(X,A).
Now note that (1.1.12) is just the requirement that {a0ij} and {a00ij} be equivalent as
1-cocycles for U valued in B. Hence we are now led to the following result with which
we conclude this foray into non-abelian sheaf cohomology.
Lemma 1.1.43. Two classes a0, a00 2 H1(X,A) map to the same element in H1(X,B)
if and only if there exists some c 2 H0(X,C) such that a00 = c · a0.
1.1.4 Compact Complex Manifolds
So far we have discussed theory valid on topological spaces X. In this thesis we will
be concerned more specifically in compact, complex manifolds. Hence we give a brief
discussion of them here, detailing some foundational aspects. It will be useful to start
from a more general perspective, so firstly fix a field K, where K = R or C. Then by
K-di↵erentiable it is meant either smooth or holomorphic depending on whether K is R
or C. We begin with the following definitions, following the appendix in [Bal10]:
Definition 1.1.44. An n-dimensional, Euclidean K-space is a locally ringed space
(Kn, CKn) where CKn denotes the sheaf of germs of K-di↵erentiable functions on Kn.
If no confusion arises, we will denote by Kn the locally ringed space (Kn, CKn).
Definition 1.1.45. An n-dimensional compact, K-di↵erentiable manifoldM is a locally
ringed space (X, CX) where: (i) X is a connected, compact, second-countable and Haus-
dor↵ topological space; and (ii) M is locally isomorphic to the n-dimensional, Euclidean
K-space Kn.
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Unless otherwise explicitly stated, all manifolds in this thesis are assumed to be compact.
Remark 1.1.46. To justify the term ‘local’ in Definition 1.1.45: let x 2 X be a point.
Then the stalk of the structure sheaf CX at x, denoted CX,x will be a local ring as it
will contain a unique maximal ideal mx, comprising the germs of functions on X which
vanish at x.
In what follows we detail the distinction between a ne space and Euclidean space in the
language of algebraic geometry. This distinction is conceptually useful for our purposes
since we will be primarily concerned with supermanifolds (and related structures) in this
thesis and a supermanifold will naturally combine both points of view.
Illustration 1.1.47. From Definition 1.1.44 the n-dimensional Euclidean K-space is
defined as the locally ringed space (Kn, CKn) where CKn denotes the sheaf of germs of
K-di↵erentiable functions on Kn. A related construct is n-dimensional, a ne K-space
AnK, which is defined as the spectrum of the polynomial ring on n-variables K[t1, . . . , tn].
That is, it is the locally ringed space (Spec K[t],K[t]) where t denotes the generators
{t1, . . . , tn}. Here points in AnK are, by construction, prime ideals in K[t] and the stalk
of K[t] at a prime ideal is then the localisation of K[t] at this ideal (which is a local ring).
As remarked in [Bal10, p. 188], the space Kn (here as a topological space) can be realised
as the set of closed points in AnK and so AnK is called the scheme structure associated to
Kn. In the category of schemes (over K), the analogue of a K-di↵erentiable function is
called a regular function, which is a regular morphism to A1K. Hence, the role of K is
played here by the a ne line A1K.
We specialise now to the case where K = C. In what follows we will denote by either
M or (M, CM ) the compact, complex manifold (X, CX) and thereby omit reference to
the underlying topological space X entirely. We set: CM = CX . Abelian sheaves on the
manifold M should then be understood as sheaves of CM -modules. In the following we
will state some well-known, foundational results to be exploited in this thesis.
Theorem 1.1.48. Let F be the sheaf of holomorphic sections of a complex vector bundle
on the compact, complex manifold M . Then:
(i) H i(M,F) is a finite-dimensional, complex vector space and;
(ii) Denote by hi(F) = dimCH i(M,F). Then hi(F) = 0 for all i > dimCM .
Remark 1.1.49. The results in Theorem 1.1.48 hold more generally in the category of
sheaves. That is, (i) holds for more generally for F a coherent sheaf of CM -modules.
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We refer to [GR84] for an in-depth treatment on this point. As for (ii), see [Har77,
p. 208] where such a result appears as Grothendieck’s Vanishing Theorem, stated for
Noetherian topological spaces but remarked in [Har77, p. 212] to hold more generally for
coherent sheaves on projective algebraic varieties. This is su cient for our purposes since
the concrete examples which arise in this thesis are all projective, algebraic, complex
manifolds such as projective spaces, sub varieties thereof and Riemann surfaces (see e.g.,
[Har77, p. 441] for a justification of this last assertion).
1.2 Superspaces
A manifold may be thought of as that object obtained by gluing together Euclidean
spaces. Such a view holds also for supermanifolds. That is, it may also be thought of as
that object obtained by gluing together simpler objects known as superspaces. In this
section we will describe the notion of a superspace with a view to ultimately describe
supermanifolds by means of gluing. The material here is standard and may be found in
works such as [Ber87, Lei80, Man88, DM99].
1.2.1 Super-commutative Algebras and Modules
To define a superspace, it will be necessary to briefly discuss super-commutative algebras.
To that extent we begin firstly with the notion of a Z2-graded vector space.
Definition 1.2.1. Let V be a (p+ q)-dimensional vector space over a field K. We say
V is a Z2-graded vector space of dimension (p|q) if we equip V with a decomposition
V = V0   V1, where V0, V1 ⇢ V are subspaces of dimension p and q respectively.
Definition 1.2.2. Let V = V0   V1 be a Z2-graded vector space. Vectors in V0 are
referred to as even whereas those in V1 are odd. Vectors which are either even or odd
are referred to as homogeneous.
Any vector in a Z2-graded vector space may be written as a combination of homogeneous
vectors, and the only vector which is both even and odd is the zero-vector. Now, it is
on homogeneous elements where the parity function p : V ! Z2 is well-defined. It sends
a homogeneous vector v 2 Vi to i 2 Z2. It is this parity map which is used to construct
the analogue of a commutative algebra on a vector space which, in this context, is called
a super-commutative algebra. We firstly have the following:
Definition 1.2.3. An algebra A over a field K is a vector space over K equipped with a
multiplication operation · : A⇥A! A giving (A, ·) the structure of a unital, associative
algebra. The algebra A is then referred to as a K-algebra.
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Definition 1.2.4. A super-commutative K-algebra A is then a K-algebra which is Z2-
graded as a K-vector space and such that:
(i) on homogeneous vectors u, v 2 A,
u · v = ( 1)p(u)p(v)v · u; (1.2.1)
(ii) for the decomposition A = A0  A1 as a Z2-graded K-vector space that:
Ai ·Aj ✓ Ai+j (1.2.2)
where i+ j is evaluated in Z2.
If condition (i) is dropped, then A is referred to as a Z2-graded K-algebra.
From (ii) in Definition 1.2.4 above, we see that A0 will define a sub-algebra of A referred
to as the even sub-algebra. Now again from (ii) note that A1 ⌦ A1 ,! A0. Hence
A0 \A1 6= ;. We set:
J := A1   (A1 ⌦A1). (1.2.3)
Evidently J ⇢ A is an ideal.
Definition 1.2.5. The ideal J ⇢ A given by (1.2.3) is called the nilpotent ideal.
In the case where A is super-commutative, note from (1.2.1) that J is nilpotent. Hence
J is comprised entirely of non-trivial zero divisors and so if an element a 2 A lies in
J , it cannot be inverted. In line with this theme, consider the factor ring2 A/J and let
⇡ : A! A/J be the homomorphism which sends an element a 2 A to its value modulo
J . We then have the following result, which is stated and proved in [Lei80, p. 5].
Lemma 1.2.6. An element a in A is invertible if and only if its image ⇡(a) in A/J is
invertible.
An important type of ideal is that which is maximal which was used the definition of a
local ring in Definition 1.1.11. We observe here that such a notion makes sense also for
super-commutative algebras.
Definition 1.2.7. Let A be a super-commutative algebra and J ⇢ A an ideal. We say
J is maximal if A/J is a field. If such a J exists and is unique, then A is said to be a
local, super-commutative algebra.
2note that as a result of super-commutativity, the ideal J ⇢ A is two-sided and so the quotient A/J
is well-defined
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Arguably, the archetypal example of a super-commutative algebra is the exterior algebra
over a finite-dimensional vector space. This object is described below.
Example 1.2.8. On a K-vector space W , of dimension L, consider the exterior algebra
^•W . In terms of a basis {e1, . . . , eL} onW , the exterior algebra is given by the following
presentation:
^•W = h1, e1, . . . , eL | eiej =  ejei and 1ei = ei1i .
We say a monomial ei1 · · · eil has length l, and denote the K-vector space spanned by
such monomials by ^lW . Then, we see in particular that ^•W is naturally a Z-graded
vector space, graded by the length of the monomials. If ^evW (resp. ^oddW ) denotes
the vector space of even (resp. odd) length monomials then ^•W will be Z2-graded as
an algebra:
^•W = ^evW   ^oddW. (1.2.4)
Hence ^•W , equipped with the Z2-grading (1.2.4) above, will be a super-commutative
algebra. The algebra structure on ^•W induces one on ^evW and so we see that ^evW ⇢
^•W will be a sub-algebra. It is the even sub-algebra of the super-commutative algebra
^•W . The exterior algebra ^•W is an important example of a super-commutative algebra
over the (1|L)-dimensional, Z2-graded vector space V = K   W , where V0 = K and
V1 = W . The nilpotent ideal J ⇢ ^•W is given by
L
j 1 ^jW . Note in particular
that (^•W )/J = K is a field and so, by Definition 1.2.7, the ideal J will be maximal.
Moreover, it is clearly unique and so ^•W will also be local.
Modules over Super-commutative Algebras
We come here to the theory of modules over super-commutative algebras. Preliminary
definitions and results are given with the intent to be called upon in the sections to
come.
Definition 1.2.9. Let A be a super-commutative algebra. Then M is said to be a
graded A-module if:
(i) M is an A-module;
(ii) M admits the following decomposition:
M =
M
n2Z
Mn,
where Mn is an A0-module and;
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(iii) Aj ·Mn ✓Mj+n for j 2 Z2 and n 2 Z
Elements in Mn for any n 2 Z are referred to as homogeneous.
In analogy with the dimension for a super-vector space, we have the following for a free
A-module following [Man88, p. 155]:
Definition 1.2.10. Let A be a super-commutative K-algebra. an A-module M is said
to be free and of rank (r|s) if
M ⇠=  A r0  A s1     A r1  A s0   .
as A0-modules. In particular M will admit a homogeneous basis in which any element
can be written as a unique, linear combination of r-many even and s-many odd elements
of A.
Remark 1.2.11. Note ifM is free and of rank (r|s) then it will be isomorphic to A (r+s).
In particular, that A itself will be a rank (1|0) or (0|1) module over itself. Had na¨ıvely
defined M to be a free, graded A-module of rank (r|s) if M = A r0  A s1 , then M will
not be isomorphic to A (r+s). In particular, note that A r0   A s1 will be a non-free
A-module unless either A0 = (0) and (or) A1 = (0).
Remark 1.2.12. We do not distinguish in Definition 1.2.9 between graded left- and right-
modules for super-commutative algebras A. Indeed, as for commutative rings, any left
A-module can be given the structure of a right A-module as follows: if M is a graded
left A-module, then there exists a parity map p : M ! Z sending Mn 7! n 2 Z. On
homogeneous elements we set:
m⌦ a := ( 1)p(a)p(m)a⌦m.
Hence any graded left A-module will admit the structure of a right A-module.
Definition 1.2.13. A graded A-module M is said to be bounded below (resp. bounded
above) if there exists n0 2 Z such that Mn = (0) for all n < n0 (resp. for all n > n0).
The module M is bounded if it is bounded both below and above.
As a simple example, note that a super-commutative algebra A will be a graded A-
module over itself which, by definition, is bounded below; and the familiar exterior
algebra ^•W from Example 1.2.8 is an example of a bounded, graded ^•W -module.
An example of a super-commutative algebra which is not bounded is readily given by
extending the exterior algebra:
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Example 1.2.14. Let W be an infinite-dimensional vector space with countable ba-
sis. Then its exterior algebra ^•W is the free algebra on countably-many generators
1, ⇠1, ⇠2, . . ., subject to:
1 · ⇠i = ⇠i · 1 and ⇠i · ⇠j =  ⇠j · ⇠i.
Clearly ^•W = Lj 0 ^jW here is a super-commutative algebra which, as a graded
module over itself, is bounded below but not by above. Hence it is not bounded.
Remark 1.2.15. In [DeW84, Rog07] the object in Example 1.2.14 is studied in more
detail and geometric objects such as supermanifolds are constructed using them. In
[DeW84] the object in Example 1.2.14 is referred to as the algebra of supernumbers; and
in [Rog07] this object is integral in formulating the notion of a supermanifold from an
analytic point of view, leading to the notion of a Banach supermanifold.
We consider now homomorphisms of graded modules.
Definition 1.2.16. Let A be a super-commutative algebra and let M and N be graded
A-modules. Fix an integer k 2 Z. A homomorphism f : M ! N of degree-k is a
homomorphism of A-modules such that, for each n 2 Z, we have f(Mn) ⇢ Nn+k as
A0-modules.
The notion of a short exact sequence is now quite natural;
Definition 1.2.17. Let M,N,Q be graded A-modules, for A a super-commutative al-
gebra. Then, as A-modules, they fit into a short exact sequence
0!M ,! N ⇣ Q! 0
if, for each n 2 Z,
0!Mn ,! Nn ⇣ Qn ! 0
is a short exact sequence of A0-modules. Note that similar notions hold for left- and
right-exact sequences.
Consider now the nilpotent ideal J ⇢ A from Definition 1.2.5, for A super-commutative.
Then we have a short exact sequence of A-modules:
0! J ,! A⇣ A/J ! 0 (1.2.5)
Now let M be a graded A-module. We have:
Lemma 1.2.18. Let A be a super-commutative algebra; M a free A-module and J ⇢ A
an ideal. Then
M ⌦A (A/J) = M
J ·M .
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Proof. We will make use of two prerequisite results:
(i) if R is a commutative ring and M an R-module, then M ⌦R   is right-exact and;
(ii) the map J ⌦M ! J ·M is a bijection when M is free (as an A-module for A
commutative or super-commutative).
Now starting from the exact sequence in (1.2.5) note by Definition 1.2.17 that it consists
of a sequence of A0-modules:
0! J \Ai ,! Ai ⇣ Ai/(J \Ai)! 0 (1.2.6)
for i = 0, 1. We are interested here in (1.2.6) for i = 0. Since A is super-commutative,
then A0 will necessarily be commutative. Now given a graded A-moduleM =
L
n2ZMn
recall for each n thatMn is an A0-module and so, by (i), that the following is right-exact:
Mn ⌦A0 (J \A0)!Mn ⌦A0 A0 !Mn ⌦A0 (A0/J)! 0. (1.2.7)
In using that Mn ⌦A0 A0 =Mn and the assumption that M is free, meaning Mn is free
for each n, we have by (ii) that Mn⌦A0 (A0/J) =Mn/(J \A0) ·Mn. Now, importantly,
we note that (1.2.7) holds for all n and so we deduce that:
M ⌦A J !M ⌦A A!M ⌦A (A/J)! 0
is right-exact by Definition 1.2.17. The lemma now follows.
A useful formula for calculating the quotient in Lemma 1.2.18 is:
M
J ·M =
M
k
Mk
(J ·M) \Mk . (1.2.8)
In particular we have the following instance of these considerations:
Lemma 1.2.19. Let A be a super-commutative and J ⇢ A the nilpotent ideal. Now let
M be a graded, free A-module given by M =
L
n  1Mn. Then
(A/J)⌦A M =M 1   M0
M1 ·M 1 .
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1.2.2 Super-Commutative Spaces
Algebraic geometry as set out in [Har77] is based entirely on commutative algebras. That
many of the objects and results in [Har77] will generalise when one replaces commutative
algebras by their super-commutative counterparts is not entirely obvious. In part it is
the goals of [Ber87, Man88] to justify making such generalisations3. In this section
we follow the treatment of algebraic geometry for super-commutative algebras given in
[Man88]. We begin firstly with the adaptation of a locally ringed space in Definition
1.1.12 to the setting of super-commutative algebras, giving rise to the notion of a ‘locally
ringed superspace’.
Definition 1.2.20. A locally ringed superspace consists of (i) a topological space X;
and (ii) a sheaf of super-commutative algebras OX on X such that, at each x 2 X, the
stalk OX,x is a local super-commutative algebra.
Subsequent definitions in Section 1.1.1 find straightforward adaptations just as Definition
1.2.20 above.
Now as in Section 1.1.4 we fix a field K here, with K = R or C. We now give the
definition of a super-commutative space from [Man88, p. 181]. It is our intent to then
further constrain ourselves to the exterior algebra.
Definition 1.2.21. A super-commutative space U over a field K is a locally ringed
superspace (U,OU ), where U is a connected topological space and OU is a sheaf of
super-commutative K-algebras.
As a result of the super-commutativity assumption, the structure sheaf OU of a super-
commutative space U will be Z2-graded. Thus we can write OU = OevU   OoddU . By
requiring U be locally ringed we will be equipped with a unique, maximal idealmx ⇢ OU,x
at each x 2 U . To describe the nilpotent ideal, note firstly that by super-commutativity:
OoddU ⌦ OoddU ⇢ OevU . Then just as in (1.2.3) we set J = OoddU   (OoddU ⌦ OoddU ). Then
J ⇢ OU is a sheaf of graded ideals and the quotient sheaf CU := OU/J is evidently a
sheaf of commutative rings.
Definition 1.2.22. Let U be a super-commutative space. Then Ured := (U, CU ) is
referred to as the reduced space.
From Definition 1.1.17 of an embedding, note that there exists an embedding Ured ⇢ U .
Now by construction observe that J /J 2 will be a sheaf of CU -modules. However, there
is no reason for it to be free as a sheaf of modules. In imposing this we will arrive at
3for instance, one can straightforwardly define the notion of spectra for super-commutative algebras,
as is done in [Lei74, Kap15]
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the notion of a superspace (as opposed to a super-commutative space more generally).
We summarise these comments in the following definition.
Definition 1.2.23. A K-superspace U of dimension (p|q) is then a super-commutative
space U over K such that
(i) Ured ⇠= Kp where Kp is Euclidean K-space (see Definition 1.1.44) and;
(ii) J /J 2 if a free CU -module of rank q.
The notion of complex Euclidean superspace is then the following specialisation:
Definition 1.2.24. A (p|q)-dimensional, complex superspace U = (U,OU ) is said to be
Euclidean if its structure sheaf OU is isomorphic to a sheaf of exterior algebras over K
on U of rank q, i.e.,
OU ⇠= CU ⌦ ^•Kq.
The (p|q)-dimensional, Euclidean K-superspace is denoted by Kp|q = (Kp,OKp).
If U is a domain in Kp, then U = (U,OKp |U ) will be a domain in Kp|q.4 In what follows
we consider the case where p = 0.
Example 1.2.25. From Definition 1.2.24, when p = 0 we have CK0 = K. Hence OK0 =
^•Kq. In particular K0|q = Spec ^• Kq (see footnote (3) and references therein for a
justification of the usage of spectrum here). As such K0|q is an instance of what in
[Man88, p. 155] is referred to as an ‘a ne super-scheme’.
In Example 1.2.8 we noted that the exterior algebra is also Z-graded as a vector space,
in addition to being Z2-graded as an algebra. This translates to a statement about the
structure sheaf OKp in Definition 1.2.24 as follows:
OKp is naturally Z-graded as a sheaf of modules over CKp. (1.2.9)
If we denote by OKp [l] the l-th graded component of OKp , then: OKp [l] ⇠= CKp ⌦ ^lKq.
Definition 1.2.26. Global sections of OKp [l] are called homogeneous functions on Kp|q
of degree l.
In what follows we look to endow superspaces with coordinate systems in order to
explicitly write down functions.
4by a p-dimensional domain U it is meant a connected, open subset of Kp
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1.2.3 Coordinate Systems
On Euclidean superspace Kp|q note from Definition 1.2.24 that OKp/J , for J the nilpo-
tent ideal, is identified with CKp . In particular, there exists a surjective morphism of
sheaves of rings ◆] : OKp ! CKp which corresponds, in the category of locally ring spaces,
to an embedding ◆ : Kp ,! Kp|q by Definition 1.1.17. Hence Euclidean superspace Kp|q
contains the usual Euclidean space Kp. To describe a coordinate system on Kp|q, it will
firstly be necessary to define the notion of a coordinate.
Definition 1.2.27. On Euclidean superspace Kp|q we denote by Xµ an even coordinate
and ⇥a an odd coordinate. They are defined as follows:
(i) Xµ 2 OevKp is even coordinate if ◆](Xµ) = xµ is a coordinate on Kp, and
(ii) ⇥a 2 OoddKp is an odd coordinate if the quantity
✓a = ⇥a mod J 2
defines a generator for the nilpotent ideal J .
We refer toXµ and⇥a as non-reduced coordinates, and xµ and ✓a as standard coordinates.
Example 1.2.28. If we fix a coordinate xµ on Kp, then it will also define an even
coordinate on Kp|q. The quantity Xµ = xµ + ✓1✓2 will also define an even coordinate
on Kp|q. However, unlike xµ, the coordinate Xµ itself will not be a coordinate on Kp.
Similarly, if ✓a is a generator for J , then it will be an odd coordinate on Kp|q, as will
⇥a = ✓a + ✓1✓2✓3, but see that ⇥a itself will not be a generator for J .
For notational convenience, set X = (X1, . . . , Xp) and ⇥ = (⇥1, . . . ,⇥q).
Definition 1.2.29. We say (X,⇥) defines a coordinate system on Kp|q if:
(i) X and ⇥ comprise even and odd coordinates respectively;
(ii) ◆]X = (x1, . . . , xp) is a coordinate system on Kp, and;
(iii) ⇥1, . . . ,⇥q modulo J 2 generate J .
Remark 1.2.30. The discussion in Example 1.2.28 serves to illustrate the di↵erence be-
tween the spaces Kp and Kp|0. On Kp, a coordinate system is provided by (x1, . . . , xp),
whereas on Kp|0 they are (X1, . . . , Xp).
Definition 1.2.31. A coordinate domain in Euclidean superspace Kp|q is then the su-
perspace U = (U,OU ) where (i) U ⇢ Kp is a domain; (ii) OU = OKp |U ; and (iii) that U
is equipped with a choice of coordinate system (X,⇥). If (iii) is omitted then we refer
to U as a domain.
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For a more detailed discussion on coordinate systems on superspace, we refer to [Man88,
p. 184] and [Ber87, p. 144] where justifications for Definition 1.2.27 and 1.2.29 are found.
1.2.4 Supersmooth Functions
Let x = (x1, . . . , xp) denote coordinates on Kp and ✓ = (✓1, . . . , ✓a) denote generators
for J so that (x, ✓) define coordinates for Kp|q. A function f 2 OKp is written as follows:
f(x, ✓) =
X
I
f I(x) ✓I . (1.2.10)
where I = (i1, . . . , il) is an ordered multi-index, without any repeated indices; ✓I =
✓i1 · · · ✓il ; and f I are di↵erentiable functions of x, and so identified with di↵erentiable
functions on Kp.
Definition 1.2.32. A function f on Kp|q written as in (1.2.10) with respect to the
standard coordinates (x, ✓) will be called a standard function on Kp|q.
We want to now describe functions on Kp|q in more generality. So firstly, let ⇥ denote
a system of odd coordinates on Kp|q. Then from (iii) in Definition 1.2.29 we know that
⇥a   ✓a 2 J2 is odd. Let sa(⇥) denote this di↵erence so that,
⇥a = ✓a + sa(⇥). (1.2.11)
Now just as in (1.2.10), any function f on Kp|q may be written as follows:
f(x,⇥) =
X
I
f I(x) ⇥I =
X
I
f I(x) ✓I + . . . , (1.2.12)
where the latter equality comes from (1.2.11).
Remark 1.2.33. Note that the ellipses ‘. . .’ will comprise expressions involving (x, ✓). As
such we can write f(x,⇥) = fˆ(x, ✓) which serves to show that f(x,⇥) may be written
as a standard function.
We aim now to define a function F of non-reduced, even coordinates X = (X1, . . . , Xp).
Construction 1.2.34. Let X = (X1, . . . , Xp) denote a system of even coordinates
for Kp|0 with ◆]X = (x1, . . . , xp) a system of coordinates on Kp. We firstly note the
following: if Xµ is an even coordinate, then the di↵erence Xµ xµ will be nilpotent. Let
s(Xµ) denote this di↵erence and write sµ(X) := s(Xµ). For any function f0 2 CKp we
define Z(f0) to be a function in OKp by means of Taylor’s expansion for vector-valued
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functions:
Z(f)(X1, . . . , Xp) :=
X
↵
1
↵!
@↵f0
@x↵
s↵(X), (1.2.13)
where ↵ = (↵1, . . . ,↵l) is a multi-index; @↵/@x↵ is a di↵erential operator of order l,
and; s↵(X) = s↵1(X) · · · s↵l(X). Since s↵i(X) are nilpotent, it follows that (1.2.13) will
only contain finitely many non-trivial terms.
In combining (1.2.13) with (1.2.12) we will arrive at the general expression for a function
F on Euclidean superspace:
F (X,⇥) =
X
I
Z(f I)(X) ⇥I . (1.2.14)
We require each f I be smooth.
Definition 1.2.35. A function F on Kp|q written as in (1.2.14) is called supersmooth.
We say F is either even or odd if it is valued in OevKp or OoddKp respectively, and it is
homogeneous if it is either even or odd.
Definition 1.2.36. A supersmooth function F is said to be holomorphic if each f I is
holomorphic.
From the characterisation of ‘even’ and ‘odd’ supersmooth functions in Definition 1.2.35,
we see that a Kr|s-valued, supersmooth function F will consist of a tuple of r even and
s odd supersmooth functions on Kp|q. Now from the definition of Z(f0) in (1.2.13) we
see that Z(f0) = f0 modulo J . In particular, we have F = f0 modulo J . Hence, if
F : Kp|q ! Kr|s, then it will define a smooth map Kp ! Kr, modulo J (c.f., Definition
1.1.16 regarding morphisms of locally ringed spaces). Now suppose r = p and s = q. A
consequence of Lemma 1.2.6 is the following.
Lemma 1.2.37. Let F : Kp|q ! Kp|q be a supersmooth function. Then it is invertible
if and only if it is invertible modulo J .
The following definition will now make sense in light of Lemma 1.2.37 above.
Definition 1.2.38. Let F : Kp|q ! Kp|q be a supersmooth (resp. holomorphic) func-
tion. It is called a di↵eomorphism (resp. bi-holomorphism) if and only if it is a di↵eo-
morphism (resp. biholomorphism) modulo J .
We conclude now by further discussing the observations made in Remark 1.2.33. Note
from (1.2.12) that F may be expressed as a function of: (1) the variables xµ on Kp; (2)
functions f I of x and their derivatives, and; (3) the generators ✓a for the ideal J . In
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light of these observations, we can write:
F (X,⇥) = Fˆ (x, ✓) =
X
I
Fˆ I(x) ✓I . (1.2.15)
Hence each supersmooth function F on Kp|q can be written in standard form as in
(1.2.15). It will often be convenient to work with the representation of F in standard
form and so, to that extent, we submit the following definition.
Definition 1.2.39. Let F be a supersmooth function. Then the standard function Fˆ
satisfying (1.2.15) will be called the standard representation of F . Alternatively, we say
that F in (1.2.15) is written in standard form.
One useful property of supersmooth functions in standard form is that they possess a
natural grading, induced by the Z-grading of Euclidean superspace Kp|q. Let Fˆ be a
supersmooth function in standard form as in (1.2.15). It is clearly inhomogeneous, but
its summands will be homogeneous in the sense of Definition 1.2.26. Denote by Fˆ (l) the
l-th graded component of Fˆ . In coordinates it is written:
Fˆ (l)(x, ✓) =
X
|I|=l
Fˆ I(x) ✓I ,
where |I| denotes the length of the multi-index I. Then from (1.2.15) we see that
Fˆ (x, ✓) =
P
l 0 Fˆ
(l)(x, ✓), and so Fˆ will be Z-graded in this way.
Remark 1.2.40. As observed in Remark 1.2.30, there is a distinction between the coor-
dinates (x, ✓) and (X,⇥). The latter may be expressed in terms of the former. However,
as a result of (1.2.15), this distinction is not so important. As such we will, in this
thesis, only very infrequently reference the superspace coordinates (X,⇥).
1.3 Supermanifolds
We finally come now to the primary objects of concern in this work: supermanifolds.
In what follows we will present two descriptions of a supermanifold—one relying on
coordinates; and the other coordinate-free. Each description has its merits and in a
sense, by Lemma 1.1.8, are equivalent. We begin with some brief comments, collected
in the remark below, regarding the various flavours of supermanifolds one finds in the
literature.
Remark 1.3.1. By ‘supermanifold’ in this thesis it will be meant that construct from the
Russian school of thought, as envisioned by Berezin in [Ber87] and developed further by
Leites in [Lei80]; Kostant in [Kos75] and Manin and Bernstein in [Man88, DM99]. These
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are however not the only flavour of supermanifold in the literature and another construc-
tion is given by DeWitt in [DeW84] and Rogers in [Rog07]. All of these supermanifolds
are encapsulated by a set of axiomatics given by Rothstein in [Rot86] and investigated
in considerable detail and generality in [BBHR91]. At the level of categories, relations
between the supermanifolds from the Russian school and those of DeWitt are derived
in [BBHR91, p. 157]. As mentioned however, we will be largely concerned with the
supermanifolds from the Russian school of thought in this thesis, following closely the
texts [Man88, DM99].
1.3.1 Supermanifolds via Gluing
Typically, one will encounter the notion of a smooth or complex manifold as an object
glued together from a collection of open sets in Euclidean space by smooth or holomor-
phic maps (e.g. [Lee06]). As we will argue in the present section, a supermanifold is no
di↵erent and may be thought of as being glued together from a collection of open subsets
of Euclidean superspace by supersmooth maps. We will firstly give the construction of
a di↵erentiable manifold with a view to generalise to supermanifolds.
Construction 1.3.2. Fix a field K, either R or C. Let U = {Ui} be a countable
collection of open subsets of Kp which are pair-wise disjoint. For each pair (i, j) specify:
(i) subsets Uij ⇢ Ui and Uji ⇢ Uj, with Uii = Ui, and;
(ii) a collection of di↵eomorphisms
fij : Uij
⇠= ! Uji
with fii = id and, on any distinct triple (i, j, k):
fijfjk = fik.
Let U1 denote the collection of subsets {Uij}i 6=j and let f = {fij}i 6=j. Then this triple of
data (U,U1, f) is known as gluing data. If there exists a smooth manifold M equipped
with an atlas in which it is covered by the open sets Ui and whose transition functions
are given by fij on any non-empty intersection, then (U,U1, f) will be called the gluing
data for M .
From the description of a smooth manifold M by means of charts and atlases, we see
that any M will give rise to gluing data (U,U1, f). The converse statement, that gluing
data will give rise to a smooth manifold is known as the manifold construction lemma.
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A statement and proof in the case of smooth manifolds can be found in [Lee06, p. 21].
Now while we do not prove the following assertion, it will be helpful to observe that a
smooth manifold M can be constructed from the gluing data (U,U(1), f) by setting:
M :=
F
i Ui
(Uij 3 p ⇠ fij(p) 2 Uji) . (1.3.1)
Another way to view (1.3.1) is as follows: if x denotes coordinates on Ui and y denotes
coordinates on Uj , then they will define local coordinates on M if and only if
y = fij(x) (1.3.2)
for all points p 2 Uij .
Remark 1.3.3. In an e↵ort to avoid cumbersome notation, we will typically identify
Ui with the subset U˜i in M . As such in writing Ui \ Uj it is meant the intersection
U˜i \ U˜j ⇢M .
Remark 1.3.4. In Construction 1.3.2, if we set K = C and interchange the word ‘di↵eo-
morphism’ with ‘biholomorphism’ in (ii), then we will obtain gluing data for a complex
manifold. This reflects the view that a complex manifold is a smooth manifold whose
transition functions are holomorphic. We refer to [Kod86, p. 30] for further elaboration
on this point.
We observe that Construction 1.3.2 is quite general and so, in principle, may easily be
generalised to supermanifolds. Details in this vein can be found in [Rog07, Chapter 8].
We will e↵ectively want to interchange the word ‘di↵eomorphism’ with ‘supersmooth
di↵eomorphism’ or ‘bi-holomorphism’ in (ii) in Construction 1.3.4. The gluing data for
a (p|q)-dimensional supermanifold is described as follows: we start with a collection
of domains U = {U ,V, . . .} in Kp|q (see Definition (1.2.31)). The set U1 consists of
coordinate domains {UV ,UW , . . .}, where U• ⇢ U . The transition functions ⇢ then com-
prise a collection of di↵eomorphisms {⇢UV} which satisfy the cocycle condition, where
⇢UV : UV
⇠=! VU is taken to be parity preserving, i.e., that ⇢]UV : OV |VU
⇠=! OU |UV pre-
serves the Z2-grading on these structure sheaves. This justifies the following expressions
for ⇢:
⇢µUV(x, ✓) = f
µ
UV (x) +
qX
|I|=1
fµ|2IUV (x)✓2I ; and (1.3.3)
⇢UV,a(x, ✓) = ⇣bUV,a(x)✓b +
qX
|I|=1
⇣2I+1UV,a (x)✓2I+1 (1.3.4)
where the index b and the (ordered) multi-index I are being implicitly summed. By
writing 2I, it is meant the multi-index has even length, and by 2I + 1 is it meant the
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multi-index has odd length. It will be useful to state the cocycle condition which is:
⇢µVW   ⇢UV = ⇢µUW and ⇢VW,a   ⇢UV = ⇢UW,a (1.3.5)
with ⇢UU = id. We have so far described gluing data (U,U1, ⇢). A supermanifold X is
then constructed analogously to the smooth manifold M in (1.3.1), i.e., by
X :=
U t V tW t · · ·
(UV ⇠⇢UV VU )
. (1.3.6)
Following Remark 1.3.4 we have:
Definition 1.3.5. If the transition functions {⇢UV} for the supermanifold X are holo-
morphic, then X is said to be a complex supermanifold.
The analogue to (1.3.2) is then the following: if (Y,H) denote a system of coordinates
on V, then they will define local coordinates on X if and only if:
Y µ = ⇢µUV(x, ✓) and Ha = ⇢UV,a(x, ✓). (1.3.7)
That we obtain two sets of functions in (1.3.3) and (1.3.4) and two cocycle conditions
in (1.3.5) reflects the view that a supermanifold is glued together by super-commutative
spaces. In particular, its structure sheaf will be Z2-graded. Recall from Definition 1.2.27
that the coordinates Xµ were labeled ‘even’, while ⇥a were ‘odd’. Then, as a result of
(1.3.7), the following terminological definition is quite natural.
Definition 1.3.6. Let X be the supermanifold constructed in (1.3.6) and set ⇢+ =
{(⇢µUV)} and ⇢  = {(⇢UV,a)}. We call ⇢+ (resp. ⇢ ) the even (resp. odd) transition
functions of X.
We will now make some useful terminological definitions.
Definition 1.3.7. The gluing data for a supermanifold X in (1.3.6) will be called a
trivialisation for X, and will be denoted (U, ⇢). A supermanifold X equipped with a
trivialisation (U, ⇢) is said to be trivialised.
1.3.2 Supermanifolds as Locally Ringed Spaces
In the previous section we described a supermanifold X as that object obtained by gluing
together a collection of domains in superspace via supersmooth maps (see (1.3.6)). Here
we will give another description using the language of locally ringed spaces, paralleling
Definition 1.1.45 of a complex manifold.
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Definition 1.3.8. Fix a p-dimensional, di↵erentiable manifold M over K. A (p|q)-
dimensional supermanifold X over M is a locally ringed space (M,OM ), where the
structure sheaf OM is a sheaf of super-commutative algebras which comes equipped
with:
(i) a global Z2-grading: OM = OevM  OoddM ;
(ii) a surjective morphism OM ⇣ CM , whose kernel J generates OoddM , and;
(iii) local isomorphisms to CM ⌦K ^•Kq
We refer to p (resp. q) as the even (resp. odd) dimension of X, and say X is smooth or
complex if K = R or C respectively. The manifold M is referred to as the reduced space.
Remark 1.3.9. In the literature one will also find the notion of a cs-supermanifold, where
the ‘cs’ prefix stands for complex-smooth. Such supermanifolds di↵er from the smooth
and complex supermanifolds in Definition 1.3.8 in that only the reduced space is taken
to admit any complex structure. This means we need to modify (iii) to require that OM
be locally isomorphic to C1M , rather than CM , where C1M is the sheaf of germs of smooth
functions on the complex manifold M .
Condition (i) in Definition 1.3.8 is immediate from requiring OM be a sheaf of super-
algebras. We only include it in order to introduce the notions of ‘even’ and ‘odd’ and to
also refer to it in (ii). Indeed, from (ii) we find justification to refer to elements in J as
odd.
Example 1.3.10. Any p-dimensional, di↵erentiable manifold may be thought of trivially
as a (p|0)-dimensional supermanifold over itself in the sense of Definition 1.3.8.
Example 1.3.10 above serves to show that the notion of a supermanifold can be thought
of as a particular generalisation of a manifold. The more interesting supermanifolds
are of course those which not manifolds, and these arise when odd dimension q > 0.
Here the nilpotent ideal J is non-trivial and its powers define a (finite) filtration of the
structure sheaf OM of X:
OM = J 0   J   J 2   · · ·   J q   J q+1 = 0. (1.3.8)
Now if we are given a supermanifold X over M , then we are equipped with the filtration
in (1.3.8) and so, following [Man88, p. 182-183], this data allows us to construct another
supermanifold as follows:
Construction 1.3.11. Let X be a (p|q)-dimensional supermanifold over M . Given the
filtration in (1.3.8), set
J [i] := J i/J i+1
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and write,
gr OM :=
M
i 0
J [i].
The sheaf gr OM is called the associated graded sheaf of OM . It is clearly both Z-graded
and Z2-graded. Moreover, since properties (i), (ii) and (iii) in Definition 1.3.8 hold, the
corresponding locally ringed space gr X := (M, gr OM ) will be a supermanifold. Following
Remark 1.1.46 note that the maximal ideal for gr X at a point x 2 M is mx ⌦ ^•Kq,
where mx ⇢ CM,x is the ideal of (germs of) holomorphic functions which vanish at x.
Definition 1.3.12. Let X be a (p|q)-dimensional supermanifold over M . The super-
manifold gr X from Construction 1.3.11 will be referred to as the split model for X.
Remark 1.3.13. On the nomenclature, in the literature the supermanifold gr X from
Construction 1.3.11 is referred to as the retract of X (e.g., in [Oni98, Oni99, Vis14])
and as the split model in [DW13, DW14]. We have decided to adopt in this work the
terminology in the latter.
From (iii) in Definition 1.3.8, any supermanifold X over M will be locally isomorphic
to its split model gr X. This observation will be a first step toward a classification of
supermanifolds.
1.3.3 Classifications: Supermanifolds and Vector Bundles
As detailed in Construction 1.3.11 in the previous section, we may obtain from any su-
permanifold X another supermanifold: its split model gr X. The split model is arguably
much easier to work with since it comes equipped with two gradings of its structure sheaf:
the Z2-grading inherited from X, and a natural Z-grading by construction. In order to
obtain a classification of supermanifolds, it will be helpful to get a better understanding
of the split model gr X. This motivates the following definition:
Definition 1.3.14. A supermanifold X over M is said to be split if it is isomorphic to
its split model gr X.
Now note from (iii) in Definition 1.3.8 that J [1] ⇠=loc. C qM . In particular, we see that
J [1] will be a locally free, finite rank sheaf of CM -modules. Hence, as in Example 1.1.21,
we will identify J [1] with the sheaf of sections E of some rank q vector bundle E over
M . Then, if we have fixed an identification J [1] ⇠= E , the split model gr X will be the
locally ringed space (M,^•E). We denote this space by ⇧E.
Definition 1.3.15. A supermanifold X is said to be modelled on the pair (M,E), for
E !M a vector bundle, if:
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(i) X is a supermanifold over M , and;
(ii) The structure sheaf OM is equipped with local isomorphisms to ^•E .
In other words, we have implicitly specified an open cover U = {U ,V, . . .} of X and a
collection of local isomorphisms  = { U} where  : X ⇠=loc ⇧E. We denote by X(M,E)
the supermanifold modelled on a given pair (M,E).
Remark 1.3.16. From Remark 1.3.9 note that X(M,E) will be a cs-supermanifold if E !
M is a smooth, complex vector bundle over M .
Example 1.3.17. To any manifold M we may associated canonically a supermani-
fold ⇧⌦1(M) = (M,⌦•M ), where ⌦
1(M) is the bundle of one-forms; and ⌦•M is the
sheaf of di↵erential forms on M . Then ⇧⌦1M will be a split supermanifold modelled on
(M,⌦1(M)). Supermanifolds modelled on (M,⌦1(M)), in the case where M is a com-
plex manifold and ⌦1(M) its bundle of holomorphic 1-forms, are studied in [Oni98]. In
the case where M is a homogeneous space, a classification is obtained.
By definition, the split model of X(M,E) will be ⇧E. We see that the pair (M,E),
consisting of a di↵erentiable manifold M and vector bundle E ! M , will constitute a
first step toward a classification of supermanifolds. In fact, this is also the final step if we
are concerned only with smooth structures (i.e., smooth manifolds and vector bundles)
by virtue of the following classical result from [Bat79], known as Batchelor’s theorem:
Theorem 1.3.18. Let X be a smooth supermanifold. Then it is split.
Hence we deduce: the classification problem for smooth supermanifolds over M reduces
to classifying smooth vector bundles over M . Regarding complex supermanifolds, classi-
fying them is more di cult, and it will not su ce to classify holomorphic vector bundles
alone. We turn to this problem in what follows.
1.3.4 The Classification of Complex Supermanifolds
The discussion to be presented here derives from the results in [Gre82] and the discussion
in [Oni99, p. 54]. Before discussing supermanifolds however, we will firstly give the
following motivating example regarding vector bundles.
Example 1.3.19. Let M be a complex manifold and E !M a holomorphic vector bun-
dle. By the local triviality condition note that, up to isomorphism, E will be uniquely de-
termined by an element of H1(M,GLq(C)) where GLq(C) is a sheaf of germs of GLq(C)-
valued, holomorphic functions on M ; and the 1-cohomology set H1(M,GLq(C)) is de-
fined as in Definition 1.1.38. Hence H1(M,GLq(C)) is the set which classifies rank q,
holomorphic vector bundles on M up to isomorphism.
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In taking cue from the above example we look to identify that set classifying complex
supermanifolds. To that extent let X = (M,OM ) be a supermanifold and set FqM =
CM⌦^•Cq. Then from Definition 1.3.8 we know that OM and FqM are locally isomorphic.
Let A ut FqM denote the sheaf of automorphisms of FqM which preserve the Z2-grading.
With respect to a covering U ofM , the transition functions for X are given by ⇢ and they
define an element of Hˇ
1
(U,A ut FqM ). In taking a direct limit now over all coverings, we
obtain the cohomology set H1(M,A ut FqM ). As remarked in [Oni99, p. 53], we have:
the set H1(M,A ut FqM ) will classify all supermanifolds X with fixed reduced
space M , up to isomorphism.
We will now look at simplifying the classification problem by restricting to those super-
manifolds modelled on a fixed pair (M,E). Firstly note that any automorphism of FqM
will restrict to an automorphism of C qM by virtue of preservation of the Z2-grading. As
such, we obtain a surjective homomorphism of sheaves of groups j : A ut FqM ⇣ GLq(C).
Moreover, note that elements GLq(C) will induce automorphisms of FqM . Hence we also
have an inclusion of sheaves of groups i : GLq(C) ,! A ut FqM . Now define the following:
A ut(2)FqM :=
 
a 2 Aut FqM | a(u)  u 2 J 2 for all u 2 FqM
 
, (1.3.9)
where J ⇢ FqM is the nilpotent ideal. The sheaf of groups A ut(2)FqM so defined can be
identified with the kernel of the homomorphism A ut FqM ⇣ GLq(C). This gives:
Lemma 1.3.20. There exists a short exact sequence of sheaves of groups on M ,
1! A ut(2)FqM ,! A ut FqM
j
⇣ GLq(C)! 1.
Moreover, the above sequence splits via the inclusion i : GLq(C) ,! A ut FqM .
Further insights can be gleaned by investigating the induced maps on cohomology:
H1(M,A ut FqM )
j⇤
&&
H1(M,GLq(C)).
i⇤
ff
(1.3.10)
Regarding (1.3.10) we have the following remarks taken from [Oni99, p. 54]:
(i) For a supermanifold X = (M,OM ), its isomorphism class [X] defines an element
in H1(M,A ut FqM ). The map j⇤ sends [X] to the isomorphism class of the vector
bundle E, whose sheaf of sections E is identified with J /J 2.
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(ii) For a vector bundle E, denote by [E] its isomorphism class. It is an element in
H1(M,GLq(C)), and the map i⇤ sends it to (the isomorphism class of) the split
model ⇧E.
Clearly j⇤ is surjective and i⇤ is a section of it. The set of supermanifolds X modelled
on a fixed pair (M,E), up to isomorphism, may be identified with the subset j 1⇤ ([E]) ⇢
H1(M,A ut FqM ). We denote this set by M(M,E), i.e.,
M(M,E) := j
 1
⇤ ([E]).
The classification problem for complex supermanifolds now boils down to: (1) classifying
rank q, holomorphic vector bundles E on M and; (2) classifying those supermanifolds
modelled on a given pair (M,E). We will deliberate further on this second point. Con-
sider the sheaf of groups A ut(2) ^• E defined in a similar way to (1.3.9). For notational
convenience we set: G(2)E := A ut(2) ^• E . We now have, associated to each holomorphic
vector bundle E ! M , the following (split) short exact sequence of sheaves of groups
on M , in much the same spirit as in Lemma 1.3.20:
1! G(2)E ,! A ut ^• E ⇣ A ut E ! 1. (1.3.11)
Then from Theorem 1.1.40, applied to (1.3.11), we have induced a long exact sequence
on cohomology sets:
· · ·  ! H0(A ut E)  ⇤ ! H1(G(2)E )  ! H1(A ut ^• E)  ! H1(A ut E). (1.3.12)
where H i( ) = H i(M, ) above. Here H1(M,G(2)E ) is a pointed set, with choice of base-
point [⇧E], the isomorphism class of the split model ⇧E. From Construction 1.1.42 we
know how to define an action of H0(M,A ut E) on the pointed set H1(M,G(2)E ). Then,
with regards to the set M(M,E), we have the following result which was first proved in
[Gre82, Proposition 2, p. 588].
Theorem 1.3.21. Let E ! M be a holomorphic vector bundle. Then there exists a
bijection of sets,
M(M,E) ⇠=
H1(M,G(2)E )
H0(M,A ut E)
where the action of the group H0(M,A ut E) on H1(M,G(2)E ) is precisely that described
in Construction 1.1.42.
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1.4 The Tangent Sheaf
On Euclidean space Kp, we identify tangent vectors with the global sections of the sheaf
of derivations Der CKp . Hence this sheaf will be the sheaf of sections of the tangent
bundle of Kp. Indeed, in accordance with Example 1.1.21, it is locally free and of finite
rank with basis @/@x1, . . . , @/@xp. This point of view is then readily adaptable to the
setting of Euclidean superspace.
1.4.1 Derivations on Superspace
We begin with the definition:
Definition 1.4.1. On superspace Kp|q = (Kp,OKp), a tangent vector is a global section
of the sheaf TKp|q := Der OKp , i.e., an element of H0(Kp,TKp|q).
Let (X,⇥) denote a coordinate system on Kp|q. The system of even coordinates X will
give rise to the notion of an ‘even’ derivation, whereas the odd coordinates ⇥ will yield
‘odd’ derivations. On supersmooth functions F written in standard form as in (1.2.15),
we set:
@Fˆ
@xµ
:=
X
I
@Fˆ I
@xµ
✓I and
@Fˆ
@✓a
:=
X
I
Fˆ I
@✓I
@✓a
(1.4.1)
where, on a monomial ✓I = ✓i1···il ,
@✓I
@✓a
=
X
in2I
( 1)n 1 ain✓i1···in 1in+1···il . (1.4.2)
Here  ail is the Kronecker delta. Then, following the treatment of calculus for su-
persmooth functions in [BBHR91, p. 74], we define derivations with respect to the
coordinates X and ⇥ by (1.4.1) as follows:
@F
@Xµ
:=
@Fˆ
@xµ
and
@F
@⇥a
:=
@Fˆ
@✓a
. (1.4.3)
As a result of (1.4.3) we will identify @/@Xµ and @/@⇥a with @/@xµ and @/@✓a respec-
tively. We now have the following result, a proof of which can be found in [Lei80, p.
30].
Lemma 1.4.2. The sheaf of derivations TKp|q is a locally free OKp-module, generated
by the derivations @/@Xµ and @/@⇥a, for µ = 1, . . . p and a = 1, . . . , q.
We now make the following observations: for I a multi-index of length l, see that the
quantity in (1.4.2) will be a homogeneous section of OKp of degree-(l   1). Hence
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the application of the derivation @/@✓a serves to decrease the degree of homogeneous,
supersmooth functions by one. As for the application of @/@xµ, we see from (1.4.1)
that it will leave the degree of a homogeneous function unchanged. This leads us to the
following convention for grading the tangent vectors:
@
@Xµ
has degree-zero whereas
@
@⇥a
has degree-( 1). (1.4.4)
Now TKp|q is a OKp-module and recall from (1.2.9) that OKp is itself Z-graded. Then, in
order to endow TKp|q with a grading, we will need it to be compatible with the grading
on OKp and (1.4.4). We adopt the following:
if F 2 OKp is a homogeneous function of degree-m and D 2 TKp|q is a
derivation of degree-n, for n = 0 or  1 as in (1.4.4), then F · D will be a
homogeneous derivation of degree m+ n.
In this way TKp|q will be Z-graded. This will be useful in the study of the tangent sheaf
of supermanifolds.
1.4.2 Derivations on Supermanifolds
Let X = (M,OM ) be a supermanifold. Then just as in Definition 1.4.1, we have:
Definition 1.4.3. A tangent vector on X is a global section of the sheaf TX := Der OM .
In light of Lemma 1.4.2, we see that TX will be a locally free sheaf of OM -modules on X
of finite rank. In particular, if U ⇢ X is a coordinate neighbourhood, with coordinates
(X,⇥), then
TX(U) = spanOM (U)
⇢
@
@Xµ
,
@
@⇥a
 
. (1.4.5)
For practical purposes it will be useful to know conditions under which we will obtain a
global vector field on X. We will firstly deliberate on tangent vectors on manifolds.
Construction 1.4.4. Let M be a manifold and let (U,U(1), f) be gluing data for M .
Let x denote coordinates on Ui and y coordinates on Uj. They will define coordinates
on M if (1.3.2) holds. Now let @/@y and @/@x denote derivations with respect to these
coordinates. Recall that fij : Uij
⇠=! Uji. As a result of (1.3.2), we find the following
relation between these derivations:
@
@xµ
= (fij)⇤
✓
@
@xµ
◆
=
@f⌫ij
@xµ
@
@y⌫
, (1.4.6)
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where xµ and y⌫ denote the components of x and y respectively. The transition function
for the tangent bundle ofM is then the Jacobian matrix of f = {fij}, i.e., its di↵erential.
In contrast, if we consider the di↵erential form dxµ, then:
dxµ =
@fµji
@y⌫
dy⌫ .
We aim to adapt Construction 1.4.4 to the context of a supermanifold X. So, to that
extent, suppose that X is trivialised with trivialisation (U, ⇢). Let U and V be coordi-
nate neighbourhoods, with coordinates (X,⇥) and (Y,H) respectively. The analogue of
(1.3.2) for X is (1.3.7). We wish to get the analogue of (1.4.6) in order to construct the
transition functions for TX. So, recall that ⇢UV : UV
⇠=! VU . Then from (1.4.3) we have,
(⇢UV)⇤
✓
@
@Xµ
◆
=
@⇢⌫UV
@Xµ
@
@Y ⌫
+
@⇢UV,b
@Xµ
@
@Hb
=
@⇢⌫UV
@xµ
@
@Y ⌫
+
@⇢UV,b
@xµ
@
@Hb
, (1.4.7)
where (1.4.7) follows from the observation that ⇢ is written in standard form. We have
a similar expression for @/@⇥a and so we find:
@
@Xµ
=
@⇢⌫UV
@xµ
@
@Y ⌫
+
@⇢UV,b
@xµ
@
@Hb
; and (1.4.8)
@
@⇥a
=
@⇢⌫UV
@✓a
@
@Y ⌫
+
@⇢UV,b
@✓a
@
@Hb
. (1.4.9)
In contrast to TKp|q , the tangent sheaf TX is not Z-graded since the structure sheaf OM
will not be Z-graded in general. However, TX will inherit the Z2-grading from X. We
can conclude more however: the filtration on OM by the nilpotent ideal J in (1.3.8) will
induce one on the tangent sheaf. To see this, set:
TX[l] :=
n
⌫ 2 TX | ⌫(OM ) ⇢ J l and ⌫(J n) ⇢ J n+l for all n > 0
o
(1.4.10)
for each l    1. Then we have:
TX = TX[ 1]   TX[0]   TX[1]   · · ·   TX[q]   TX[q + 1] = 0. (1.4.11)
Now by definition X is locally split, which means it is locally isomorphic its split model.
As a result it is locally Z-graded (c.f., (iii) in Definition 1.3.8). In coordinates, we have
the following result relating the l which appears in (1.4.10) with the grading convention
adopted in (1.4.4).
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Lemma 1.4.5. With respect to a cover U of X = (M,OM ) we have, for each U 2 U,✓
TX[l]
TX[l + 1]
◆
(U) = spanCM (U)
⇢
✓I
@
@Xµ
, ✓J
@
@⇥a
 
,
where I is a multi-index of length l; and J is a multi-index of length l + 1.
In particular, on a coordinate neighbourhood U , we see from (1.4.5) that
TX(U) =
M
l  1
✓
TX[l]
TX[l + 1]
◆
(U). (1.4.12)
The local decomposition of TX in (1.4.12) above is globally well-defined modulo two.
That is, if a local vector field ⌫U 2 TX(U) is a sum of local vector fields of even (resp.
odd) degree, then by (1.4.7) note that ⌫U |U\V will remain a sum even (resp. odd)
vector fields. This is simply a restatement of the fact that the transition data ⇢ for a
supermanifold X must preserve parity, i.e., that ⇢]UV : OVU
⇠=! OUV preserve the grading
of OVU and OUV .
Remark 1.4.6. If X is split, then TX will be Z-graded with respect to the grading con-
vention in (1.4.4)
A corollary of these observations is now the inference of the following structure on the
tangent sheaf: recall firstly that the tangent sheaf TM of a K-di↵erentiable manifold
admits the structure of a sheaf of Lie algebras over K, this structure imposed by the
Lie bracket of vector fields (see e.g., [Ram05, p. 23] for this terminology). We defer to
[DM99] for a definition of super Lie algebras. For our limited purposes in this work, it
su ces to be aware of the following:
Lemma 1.4.7. The tangent sheaf TX admits the structure of a sheaf of super-Lie alge-
bras with Lie bracket given on homogeneous vector fields:
[X,Y ] := X(Y )  ( 1)p(Y )p(X)Y (X)
where p is the parity map.
From [DM99, p. 79] we have the following result relating the Lie derivative along vector
fields with the Lie bracket, in analogy with classical di↵erential geometry:
Lemma 1.4.8. Let X be a supermanifold and X and Y homogeneous vector fields on
X. Then the Lie derivative of Y along a vector field X, denoted LX(Y ) is identified with
the super-Lie bracket from Lemma 1.4.7, i.e., LX(Y ) = [X,Y ].
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1.4.3 On Modelled and Split Supermanifolds
Recall from Construction 1.3.11 that if X(M,E) is split then its structure sheaf is Z-
graded. We take X(M,E) to be the split model ⇧E, without loss of generality. If T⇧E
denotes the tangent sheaf of ⇧E, then by Remark 1.4.6 it is Z-graded and so we may
write:
T⇧E =
M
k  1
T⇧E [k]. (1.4.13)
Regarding each graded component T⇧E [k] we have the following characterisation, a
justification for which can be found in [Oni99]:
Lemma 1.4.9. There exists an exact sequence of locally free sheaves on M
0! ^k+1E ⌦ E_ ,! T⇧E [k]⇣ TM ⌦ ^kE ! 0 (1.4.14)
for each k    1.5
In particular, each component T⇧E [k] of T⇧E can be identified with the sheaf of sections
of a vector bundle on M since it will be a locally free sheaf of CM -modules. Now
equivalently, by Definition 1.2.17 and Lemma 1.4.9 it follows that the sequence
0! ^•E ⌦ E_ ,! T⇧E ⇣ TM ⌦ ^•E ! 0 (1.4.15)
is exact as a sequence of graded ^•E-modules. Now recall that ◆ :M ⇢ X is an embedding
of locally ringed spaces; and from Illustration 1.1.22 that we obtain from ◆ a right-exact
functor ◆⇤ : ^•E-Mod! CM -Mod. We now have:
Lemma 1.4.10. ◆⇤T⇧E ⇠= E_   TM .
Proof. Associated to the embedding ◆ :M ⇢ ⇧E is the surjective morphism of structure
sheaves ◆] : ^•E ⇣ CM . The kernel J = ker ◆] is given by
L
l 1 ^lE . Now given the
locally free ^•E-module T⇧E we have:
◆⇤T⇧E = T⇧E/J · T⇧E from Lemma 1.2.18;
=
M
k  1
T⇧E [k]
(J · T⇧E) \ T⇧E [k] from (1.4.13);
= E_   T⇧E [0]
(J · T⇧E) \ T⇧E [0] . from Lemma 1.2.19. (1.4.16)
5Here E_ =H omCM (E , CM ) is the sheaf of sections of the dual bundle E_ of E.
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Now since T⇧E is locally free, we have J · T⇧E = J ⌦ T⇧E . Hence that (J · T⇧E) \
T⇧E [0] ⇠= E ⌦ E_. The present lemma now follows from the exact sequence in Lemma
1.4.9 for k = 0.
Note from Lemma 1.4.10 and Definition 1.2.10 that:
Now for X(M,E) a supermanifold modelled on (M,E), denote by T(M,E) its tangent sheaf.
Recall that the tangent sheaf of its split model T⇧E is Z-graded, as in (1.4.13). As for
T(M,E), it will only be filtered, as in (1.4.11). However, we may relate T(M,E) and T⇧E
in the following useful way, a proof of which we refer to [Oni98, p. 311].
Lemma 1.4.11. Let X(M,E) be a supermanifold modelled on (M,E). Then there exists
a short exact sequence of CM -modules
0! T(M,E)[k + 1] ,! T(M,E)[k]⇣ T⇧E [k]! 0 (1.4.17)
for all k.
Hence, just as in (1.4.15), we obtain the short exact sequence of filtered OM -modules,
0! J · T(M,E) ,! T(M,E) ⇣ T⇧E ! 0 (1.4.18)
where J = ker{◆] : OM ! CM} is the nilpotent ideal. Then as in Lemma 1.4.10 we
have:
Lemma 1.4.12. ◆⇤T(M,E) ⇠= E_   TM .
Proof. For ◆ :M ⇢ X(M,E) the inclusion we have induced a right-exact functor ◆⇤ : OM -
Mod! CM -Mod. Then from (1.4.18) we have:
◆⇤(J · T(M,E))! ◆⇤T(M,E) ! ◆⇤T⇧E ! 0. (1.4.19)
Now T(M,E) is locally free so J · T(M,E) = J ⌦ T(M,E). Then note that ◆⇤J = 0 which
implies ◆⇤(J · T(M,E)) = ◆⇤J ⌦CM ◆⇤T(M,E) = 0. Hence by exactness of (1.4.19) we see
◆⇤T(M,E) ⇠= ◆⇤T⇧E . The present lemma now follows from Lemma 1.4.10.
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One of the central problems underlying the theory of complex supermanifolds which we
concern ourselves with in this work is in regard to it being of a particular type, termed
split (recall Definition 1.3.14). We will deliberate further on this problem in the chapter
to follow. In the present chapter, we firstly observe that a precursor to investigating the
problem of splitting a (complex) supermanifold is the more general problem of existence
of a complex supermanifold, modelled on a given manifold M and holomorphic vector
bundle E !M . It is this problem that we explore here.
We approach the problem of existence via the theory of thickenings, described in works
such as [Gri66] for complex manifolds and holomorphic vector bundles. The problem of
existence for (smooth) supermanifolds in this vein was studied by Batchelor in [Bat79]
and, along with the classical theory of thickenings, was adapted by Eastwood and LeBrun
in [EL86] and touched upon also in [Rot85] for complex supermanifolds. To briefly
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comment on the results obtained in the aforementioned articles: in [Bat79] it is argued
that any ‘smooth’ thickening will extend to a smooth supermanifold; and conversely
that any smooth supermanifold may be obtained in this way. In contrast, in [EL86] it
is shown that there will be obstructions to extend a given ‘holomorphic’ thickening to a
complex supermanifold.
In the present chapter, we concern ourselves with the results obtain in [EL86]. The aim
is to give a statement and proof, by elementary methods, of the main results and ideas
contained in [EL86] which pertain to supermanifolds.
2.1 Preliminaries: Thickenings of Complex Manifolds
The material in this section may be found in [Gri66, EL86]. We only provide a brief
discussion here for completeness, with a view to generalise to supermanifolds. Firstly fix
a complex manifold (M, CM ), thought of here as a locally ringed space as in Definition
1.1.45. Often we will just write M for (M, CM ).
Definition 2.1.1. A thickening of M of order m is defined to be a locally ringed space
M (m) = (M,O(m)M ), where the structure sheaf O(m)M is equipped with:
(i) a morphism O(m)M ⇣ CM ; and
(ii) local isomorphisms: O(m)M ⇠=loc. CM [x]/(xm+1)
for x a formal variable.
Example 2.1.2. Suppose N is a complex manifold and M ⇢ N is a holomorphically
embedded, co-dimension one submanifold. If CN denotes the structure sheaf of N , con-
sider the ideal JM ⇢ CN comprising those functions on N which vanish on M . Then an
m-th order thickening of M may be given by the locally ringed space M (m) = (M,O(m)M ),
where O(m)M := ◆⇤(CN/Jm+1M ), for ◆ :M ,! N the embedding.
Indeed, given a thickening of order m, it is possible to construct another thickening of
order l < m. This construction, described below, is motivated by Example 2.1.2 above.
Construction 2.1.3. Suppose we are given an m-th order thickeningM (m) ofM . Then
we obtain an ideal J(m) as the following kernel,
J(m) := ker{O(m)M ⇣ CM}. (2.1.1)
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From (ii) in Definition 2.1.1, we see that J(m) ⇠=loc. (x). Now consider the J(m)-adic
filtration of O(m)M and define O(l)M by,
J l+1(m) ,! O(m)M ⇣ O(l)M (2.1.2)
for 0  l < m. Then (M,O(l)M ) will be a thickening of M of order l.
Remark 2.1.4. The thickenings in Construction 2.1.3 are only valid to orders 0  l < m,
and for l = m we will recover the original thickening O(m)M . However, the adic-filtration
of O(m)M by powers of J(m) continues indefinitely and so we could try to implement
Construction 2.1.3 to obtain thickenings of orders greater than m. But such attempts
will only recover vacuous statements for the reason that Jm+1(m) = {0}, which follows
from (ii) in Definition 2.1.1.
Now by definition of J(m) in (2.1.1) we see thatM =M (0), i.e., that a complex manifold
may be thought of as a zeroth-order thickenings of itself. Moreover, since J l(m)   J l+1(m) ,
we are led to the following commuting diagram of exact sequences:
0 // J l+1(m) _
✏✏
   // O(m)M // O(l)M
✏✏
// 0
0 // J l(m)  
 // O(m)M // O(l 1)M // 0
By construction, the morphism O(l)M ! O(l 1)M will be surjective. As these are the
structure sheaves of the ringed spaces M (l) and M (l 1), this morphism will therefore
correspond to an embedding M (l 1) ⇢ M (l) by Definition 1.1.17. In general, given an
m-th order thickening M (m) of M , we have a filtration:
M =M (0) ⇢M (1) ⇢M (2) ⇢ · · · ⇢M (m). (2.1.3)
Hence, associated to any m-th order thickening of M , are thickenings of orders l, for
l = 0, . . . ,m   1, filtered as in (2.1.3). Now following on from Remark 2.1.4 a natural
question arises:
Question 2.1.5. Given a thickening M (m) of M , does there exist a thickening M (m+1)
of M containing M (m)?
One of the main results in [EL86] is in identifying the space of obstructions to the
existence of such a thickening, thereby identifying the extent to which Question 2.1.5
fails to admit an answer in the a rmative. In the remainder of this chapter we will
address Question 2.1.5 in the framework of complex supermanifolds.
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2.2 Supermanifolds as Supersymmetric Thickenings
We firstly note the similarities between Definition 2.1.1 of a thickening of a complex
manifold and Definition 1.3.8 of a (complex) supermanifold. This motivates the following
definition of an order-m ‘supersymmetric’ thickening:
Definition 2.2.1. Let M be a p-dimensional, complex manifold. A supersymmetric
thickening of M of order m and dimension (p|q) is a locally ringed space X(m) =
(M,O(m)M ) whose structure sheaf O(m)M satisfies:
(i) that it is Z2-graded;
(ii) that it admit a morphism O(m)M ⇣ CM ; and
(iii) that it be locally isomorphic to CM [⇠1, . . . , ⇠q]/Jm+1, where J is the kernel of the
natural morphism CM [⇠1, . . . , ⇠q]! CM .
Definition 2.2.2. Let X(m) be a supersymmetric thickening of M of order-m. We say
it is trivial if its structure sheaf O(m)M is globally isomorphic to CM [⇠1, . . . , ⇠q]/Jm+1.
It is often convenient to work with supermanifolds modelled on a given pair (M,E).
As such, we submit the following definition of a supersymmetric thickening of a given
complex manifold and holomorphic vector bundle (M,E).
Definition 2.2.3. Let E ! M be a vector bundle of rank q. Then a supersymmetric
thickening of the pair (M,E) of order m consists of a supersymmetric thickening X(m) of
M of order m and dimension (p|q), as in Definition 2.2.1, with Condition (iii) replaced
by:
O(m)M ⇠=loc. ^•E/Jm+1
where J = ker{^•E ! CM}. The supersymmetric thickening of the pair (M,E) will be
denoted X(m)(M,E).
To avoid cumbersome terminology, we will refer to a (p|q)-dimensional, order m, su-
persymmetric thickening as simply either a thickening or supersymmetric thickening.
Moreover, if E ! M is a fixed, rank q vector bundle, then the terminology ‘(p|q)-
dimensional’ is redundant, so will be dropped. Hopefully from the context it will be
clear that we will not mean thickenings in the sense of Definition 2.1.1.
Remark 2.2.4. For E ! M a vector bundle of rank q, a supersymmetric thickening of
(M,E) of order q or higher will define a (p|q)-dimensional supermanifold X modelled on
(M,E) in the sense of Definition 1.3.15 (c.f., Remark 2.1.4).
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Remark 2.2.5. The thickenings introduced in Definition 2.2.1 and Definition 2.2.3 are
also described in [Man88, p. 184] under the guise of infinitesimal neighbourhoods of M .
Then, an m-th order, supersymmetric thickening X(m) is referred to in [Man88] as the
m-th, infinitesimal neighbourhood of M .
Now much like (2.1.3), and by the observation in Remark 2.2.4, we have a filtration of
locally ringed spaces for any supermanifold X:
M = X(0)(M,E) ⇢ X(1)(M,E) ⇢ · · · ⇢ X(q)(M,E) = X(M,E). (2.2.1)
Then just as in the case of thickenings of complex manifolds, we want to know what the
obstructions are to extending a given supersymmetric thickening. That is, we want a
definitive answer to Question 2.1.5, adapted to supersymmetric thickenings:
Question 2.2.6. Given a (supersymmetric) thickening X(m) of M , does there exist a
(supersymmetric) thickening X(m+1) of M which contains X(m)?
In order to gain traction on Question 2.2.6 we will introduce the following definitions.
Definition 2.2.7. A given thickening X(m) is said to be obstructed if there does not
exist any thickening X(m+1) containing X(m). Otherwise we say X(m) is unobstructed.
Definition 2.2.8. Two thickenings X(m+1) and X˜(m+1) containing X(m) are said to be
equivalent if there exists an isomorphism X(m+1)
⇠=! X˜(m+1), as locally ringed spaces,
which restricts to the identity on X(m), i.e., a commutative diagram of locally ringed
spaces:
X(m) _
✏✏
   // X(m+1)
⇠=
yy
X˜(m+1).
An answer to Question 2.2.6 is provided by the following result, whose proof will now
occupy most of the present chapter:
Theorem 2.2.9. Suppose X(m)(M,E) is a supersymmetric thickening of (M,E) of order m,
where m   2. Then the space of obstructions to finding a thickening X(m+1)(M,E) containing
X(m)(M,E) may be identified with either:
H2(M,TM ⌦ ^m+1E) if m is odd or H2(M,^m+1E ⌦ E_) if m is even.
The statement of Theorem 2.2.9 may be found in [EL86, p. 1188], where it is deduced
from the more general theory pertaining to extensions of holomorphic vector bundles,
detailed in [Gri66]. In this work we will provide a proof of Theorem 2.2.9 by appealing
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to the characterisation of supermanifolds by means of trivialisations. We will firstly
give a ‘direct’ proof in the case where m = 2 by explicitly writing down the cochains of
interest and showing that they are cocycles. In more generality, the proof we present
will closely follow a similar proof regarding the existence of (formal) deformations of
complex structures, given in [Kod86, p. 248].
Remark 2.2.10. The proof submitted here of Theorem 2.2.9 can be thought of as ‘ele-
mentary’ as it is similar to the proof of the existence of (formal) deformations given in
[Kod86, p. 248] by, what the author calls, an elementary method. The proof of The-
orem 2.2.9 given in [EL86] is more sophisticated and appeals to spectral sequences—a
machinery we will not need here.
Remark 2.2.11. In addition to the statement of Theorem 2.2.9 appearing in [EL86], it
may also be found, in some form, in [Rot85]. The interpretation of a supersymmet-
ric thickening X(m) there is as a deformation.1 The question addressed by Theorem
2.2.9 in the language of [Rot85] is then: what are the obstructions to realising a given
supermanifold X as a deformation of its split model?
2.2.1 Trivialisations for Thickenings
It will be useful, for our concerns in this chapter, to think of a supermanifold by means
of gluing data, as described in Section 1.3.1. Indeed, recall that a supermanifold X
with trivialisation (U, ⇢) will be completely determined by ⇢, in the sense that we may
reconstruct X as in (1.3.6). As we will argue in the following construction, such a
characterisation translates naturally to a supersymmetric thickening X(m).
Construction 2.2.12. Let {U, V, . . .} be a collection of domains in Cp and consider
a collection of (p|q)-dimensional, trivial, order-m, supersymmetric thickenings of these
domains {U (m),V(m), . . .}. Denote by U(m) this collection, and by U(m)1 a collection of
subsets {U (m)V ,U (m)W , . . .} to be identified, where U (m)• ⇢ U (m). The identification of U (m)V
with V(m)U will be via transition functions ⇢(m)UV : U (m)V
⇠=! V(m)U subject to the cocycle
condition:
⇢(m);µVW   ⇢(m)UV = ⇢(m);µUW and ⇢(m)VW,a   ⇢(m)UV = ⇢(m)UW,a. (2.2.2)
1However, according to the introduction in [Vai90], the constructions in [Rot85] are not deformations
in the sense of deformation theory as understood in the present day. These constructions are related
more to the problem of classification.
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Now, these transition data are parity preserving and so, just as in (1.3.3) and (1.3.4),
we write:
⇢(m);µUV (x, ✓) = f
µ
UV (x) +
X
0<|2I|m
fµ|2IUV (x)✓2I ; and (2.2.3)
⇢(m)UV,a(x, ✓) = ⇣
b
UV,a(x)✓b +
X
1<|2I+1|m
⇣2I+1UV,a (x)✓2I+1. (2.2.4)
Then an order-m, supersymmetric thickening X(m) may be constructed analogously to
the supermanifold X in (1.3.6), i.e., by:
X(m) :=
U (m) t V(m) tW(m) t · · ·
(U (m)V ⇠⇢(m)UV V
(m)
U )
. (2.2.5)
Clearly, if m exceeds q, we will recover a (p|q)-dimensional supermanifold X by (1.3.6).
This is in accordance with Remark 2.2.4.
Then just as in Definition 1.3.7 we have the following.
Definition 2.2.13. The gluing data (U(m),U(m)1 , ⇢
(m)) for X(m) will be referred to as a
trivialisation, and denoted either by (U(m), ⇢(m)) or simply (U, ⇢(m)).
In the case of thickenings of complex manifolds, recall from Construction 2.1.3 that
thickenings of all lower orders were obtained from a given one, thereby leading to a
filtration in (2.1.3). An analogous filtration for supersymmetric thickenings was given in
(2.2.1). For our purposes, it will be helpful to describe them in the language of triviali-
sations so far introduced. To that extent we present the following construction in which
we obtain, from a trivialisation (U(m), ⇢(m)) for an order m thickening, a trivialisation
(U(m 1), ⇢(m 1)) for a thickening of order-(m  1).
Construction 2.2.14. Firstly let U (m) be a (p|q)-dimensional, trivial, supersymmetric
thickening of U ⇢ Cp. If O(m)U denotes the structure sheaf of U (m), let
J(m)(U) := ker{O(m)U ⇣ CU}
We set: U (m 1) := (U,OU/Jm(m)(U)). Since U (m) is trivial, it follows that U (m 1) will be
a trivial, order-(m 1) thickening. If we are given a collection U(m) = {U (m),V(m), . . .},
then we will obtain U(m 1) = {U (m 1),V(m 1), . . .}. From the collection of subsets U(m)1
we will similarly obtain a collection U(m 1)1 = {U (m 1)V ,U (m 1)W , . . .} where U (m 1)• ⇢
U (m 1). Finally, given transition functions ⇢(m), we set:
⇢(m 1) := ⇢(m) mod Jm(m). (2.2.6)
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Clearly ⇢(m 1)UV : U (m 1)V
⇠=! V(m 1)U . In this way, we see that from a trivialisation
(U(m), ⇢(m)) we will obtain (U(m 1), ⇢(m 1)).
To reiterate: in Construction 2.2.14 note that we have only shown: given a trivialisation
(U(m), ⇢(m)) for an m-th order thickening X(m), we will obtain data (U(m 1), ⇢(m 1)).
That this data will define a trivialisation for an (m   1)-th order thickening is the
subject of the following:
Lemma 2.2.15. Let X(m) be a supersymmetric thickening of M of order m with trivial-
isation (U(m), ⇢(m)). Then the trivialisation (U(m 1), ⇢(m 1)) obtained from (U(m), ⇢(m)),
as described in Construction 2.2.14, will define a supersymmetric thickening X(m 1)
contained in X(m).
Proof. It will su ce to show the following: ⇢(m 1) will satisfy the cocycle condition if
⇢(m) does. To show this we firstly have, by construction in (2.2.6),
⇢(m)UV = ⇢
(m 1)
UV +  
(m)
UV (2.2.7)
where  (m)UV denotes terms in ⇢
(m)
UV of degree-m. We now claim that:
⇢(m 1);µVW   ⇢(m 1)UV = ⇢(m 1);µUW and ⇢(m 1)VW,a   ⇢(m 1)UV = ⇢(m 1)UW,a (2.2.8)
We will argue this lemma for the first of the two equations presented in (2.2.8). The
argument will remain essentially unchanged for the second. Using the decomposition in
(2.2.7) we deduce from (2.2.2) that:
⇢(m 1);µVW   ⇢(m)UV   ⇢(m 1);µUW =  µUW    µVW   ⇢(m)UV . (2.2.9)
Now regarding the left-most term in (2.2.9), we have:
⇢(m 1);µVW   ⇢(m)UV = ⇢(m 1);µVW   (⇢(m);1UV , . . . , ⇢(m);pUV , ⇢(m)UV,1, . . . , ⇢(m)UV,q)
= ⇢(m 1);µVW   ⇢(m 1)UV +  µUVW from (2.2.7),
where  µUVW denotes all terms involving  UV and  VW . In particular, we see that  
µ
UVW
comprises quantities of degree-m. Then from (2.2.9) we deduce the following:
⇢(m 1);µVW   ⇢(m 1)UV   ⇢(m 1);µUW =  µUW    µVW   ⇢(m)UV    µUVW . (2.2.10)
If J denotes the nilpotent ideal over U , then note that the right-hand side of (2.2.10)
will vanish modulo Jm. As a result the left-hand side must also vanish modulo Jm, but
this is equivalent to ⇢(m 1) satisfying the cocycle condition.
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Now, in this chapter we are concerned with addressing Question 2.2.6. That is, we are
concerned with the existence of thickenings containing a given thickening X(m). The
thesis in Theorem 2.2.9 is that such thickenings need not exist. In order to probe the
question of existence, we will rely on the following construction of what we will term an
a priori thickening.
Construction 2.2.16. let U (m) be a (p|q)-dimensional, trivial supersymmetric thick-
ening of U ⇢ Cp. Then from Definition 2.2.2, the structure sheaf O(m)U of U (m) will be
isomorphic to CU [⇠1, . . . , ⇠q]/Jm+1. We set:
O(m+1)U := O(m)U   (Jm+1/Jm+2). (2.2.11)
Then U (m+1) will be a thickening of U (m). Moreover, it will be an order-(m+1), trivial,
supersymmetric thickening. Now suppose (U(m), ⇢(m)) denotes a trivialisation for an
order-m thickening X(m) of M . From U(m) = {U (m),V(m), . . .} we obtain from (2.2.11)
a collection of order-(m + 1) thickenings U(m+1) = {U (m+1),V(m+1), . . .}. Let c(m+1)
denote a 1-cochain on M valued in (Jm+1/Jm+2) and set:
⇢(m+1)UV := ⇢
(m)
UV + c
(m+1)
UV . (2.2.12)
Then we will obtain from the trivialisation (U(m), ⇢(m)) a collection (U(m+1), ⇢(m+1))
whose construction evidently depends on this choice of 1-cochain c(m+1).
Definition 2.2.17. Let (U(m), ⇢(m)) denote a trivialisation for an order-m thickening
X(m). The collection (U(m+1), ⇢(m+1)) from Construction 2.2.16 will be referred to as an
a priori trivialisation for an a priori thickening of X(m).
Definition 2.2.18. The choice of 1-cochain c(m+1) in the construction of the a priori
trivialisation in (2.2.12) will be called the defining 1-cochain for the a priori trivialisation.
Remark 2.2.19. We employ the term ‘a priori’ in Definition 2.2.17 since the collection
(U(m+1), ⇢(m+1)) need not define a trivialisation for a thickening X(m+1) of X(m) (unlike
in the case of thickenings of lower order by Lemma 2.2.15). This is because such a
thickening need not exist. Moreover, even if a thickening X(m+1)   X(m) did exist, the
a priori trivialisation need not be a trivialisation for it. We merely wish to observe
at this stage that if a thickening X(m+1)   X(m) exists, then a trivialisation for it will
necessarily be an a priori trivialisation.
2.3 Thickenings of Low Order
In the statement of Theorem 2.2.9, note that we require m   2. This is because, as we
will show here, there is nothing to prove for m = 0 and m = 1. We begin firstly with
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the m = 0 case.
2.3.1 First Order Thickenings
Let m = 0. From Construction 2.2.12 the transition functions of X(1) are given by:
⇢(1);µUV (x, ✓) = f
µ
UV (x) and ⇢
(1)
UV,a(x, ✓) = ⇣
b
UV,a(x) ✓b. (2.3.1)
We identify {(⇢(1);µUV )} with the transition functions of M , and {(⇢(1)UV,a)} with those of a
vector bundle E . In doing so, we will obtain an order-1 thickening of the pair (M,E) as
per Definition 2.2.3, denoted X(1)(M,E). Now note by construction that X
(1)
(M,E) and ⇧E
(1)
will always coincide. Therefore we write X(1)(M,E) = ⇧E
(1).
Remark 2.3.1. A choice of pair (M,E) is equivalent to choosing order-zero and one
thickenings M = X(0)(M,E) and ⇧E
(1) = X(1)(M,E). This is consistent with the observation
that associated to any (M,E) will be the supermanifold ⇧E.
2.3.2 Second Order Thickenings
We will now consider the case m = 1. Given ⇧E(1), we want to know what the obstruc-
tions are to finding some second order thickening X(2)(M,E) with X
(2)
(M,E)   ⇧E(1). Note
by Remark 2.3.1 that the ‘trivial’ thickening will always exist. In general we have the
following:
Proposition 2.3.2. Given (M,E), we have:
(i) any second order thickening containing ⇧E(1) will be unobstructed, and;
(ii) the set of second order thickenings containing ⇧E(1), up to equivalence in the sense
of Definition 2.2.8, is parametrised by H1(M,TM ⌦ ^2E).
The rest of this section will be devoted to a proof of Proposition 2.3.2. We firstly present
the following preliminary lemma.
Lemma 2.3.3. For a given pair (M,E), any trivialisation for a second order thickening
containing ⇧E(1) will define an additive 1-cocycle valued in the sheaf TM ⌦ ^2E.
Proof. Let ⇧E(1) be given with a trivialisation (U(1), ⇢(1)) as in (2.3.1). If X(2)(M,E)  
⇧E(1) then, by Lemma 2.2.15, any trivialisation (U(2), ⇢(2)) may be written as follows:
⇢(2);µUV (x, ✓) = f
µ
UV (x) +
qX
i,j=1
i<j
fµ|ijUV (x)✓ij and ⇢
(2)
UV,a(x, ✓) = ⇣
b
UV,a(x) ✓b, (2.3.2)
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for some collection of holomorphic functions f (2) = {fµ|ijUV } on U \V ; and where b above
is implicitly summed. Under the hypotheses of the present lemma we will deduce that
f (2) is an additive 1-cocycle. Given that (U(2), ⇢(2)) trivialises X(2)(M,E), it follows that ⇢
(2)
will satisfy the cocycle condition. Imposing this yields the following:
⇢(2); VW   ⇢(2)UV =
⇣
f VW + f
 |ij
V W ⌘ij
⌘
  ⇢(2)UV
= f VW   fUV +
@f VW
@y⌧
f ⌧ |klUV ✓kl + f
 |ij
V W ⌘ij
= f VW   fUV +
✓
@f VW
@y⌧
f ⌧ |klUV + f
 |ij
V W ⇣
k
UV,i⇣
l
UV,j
◆
✓kl.
Hence, we must have
f |klUW
set
=
@f VW
@y⌧
f ⌧ |klUV + f
 |ij
V W ⇣
k
UV,i⇣
l
UV,j .
But note that this is equivalent to,
f |klUW ✓kl
@
@z 
= f ⌧ |klUV ✓kl
@
@y⌧
+ f |ijV W ⌘ij
@
@z 
(2.3.3)
where z  is the coordinate on W . As such we conclude that f (2) = {fµ|ijUV } must define
an additive 1-cocycle valued in TM ⌦ ^2E , as required.
From the proof of Lemma 2.3.3 we can conclude more:
if we are given ⇧E(1) with a trivialisation (U(1), ⇢(1)), then any 1-cocycle f (2)
will define a second order thickening containing ⇧E(1) by defining ⇢(2) as in
(2.3.2).
(2.3.4)
We may rephrase (2.3.4) as follows: for a given thickening ⇧E(1) with a trivialisation
(U(1), ⇢(1)), any a priori thickening defined by a 1-cocycle will define a second order
thickening containing ⇧E(1). Note that this answers (i) in Proposition 2.3.2.
Remark 2.3.4. To address Remark 2.2.19, note that if f (2) is, more generally, a 1-cochain
as opposed to a 1-cocycle, then (2.3.3) need not hold. In particular, it will define an a
priori thickening of (U(1), ⇢(1)) which cannot trivialise any order-2 thickening.
As for part (ii), we will firstly need the following characterisation of equivalences of
thickenings.
Lemma 2.3.5. Let (U(m), ⇢(m)) and (U(m), ⇢˜(m)) be trivialisations of two, equivalent
thickenings X(m) and X˜(m), and let O(m)M and O˜(m)M denote their respective structure
sheaves. An equivalence ⇤ between them then consists of:
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(i) A collection of isomorphisms {⇤U}, where ⇤U : O(m)M (U)
⇠=! O˜(m)M (U);
(ii) that ⇤V   ⇢UV = ⇢˜UV   ⇤U , and;
(iii) if U is a coordinate neighbourhood with coordinates (x, ✓), then:
⇤µU (x, ✓) = x
µ +
X
|2I|=m
 µ;2IU (x)✓2I ; and ⇤U ,a(x, ✓) = ✓a +
X
|2I+1|=m
 2I+1U,a (x)✓2I+1,
where { µ;2IU } and { 2I+1U,a } are collections of holomorphic functions.
With the characterisation of equivalent thickenings given in Lemma 2.3.5 above, we can
now complete the proof of Proposition 2.3.2 by a straightforward calculation.
Proof of Proposition 2.3.2. As noted from (2.3.4), part (i) of this proposition has been
shown. In order prove (ii), consider two thickenings X(2)(M,E) and X˜
(2)
(M,E) of ⇧E
(1) with
trivialisations given by the cocycles f (2) and f˜ (2) respectively. It su ces to show the
following:
X(2)(M,E) and X˜
(2)
(M,E) are equivalent, in the sense of Definition 2.2.8, if and
only if their defining cocycles f (2) and f˜ (2) are cohomologous.
(2.3.5)
Let (U(2), ⇢(2)) and (U(2), ⇢˜(2)) be trivialisations of X(2)(M,E) and X˜
(2)
(M,E) respectively. Let
⇢(2) be as in (2.3.2) and write ⇢˜(2) similarly, with f˜ (2) = {f˜µ|ijUV }. Now, by the definition
of an equivalence of thickenings and by Lemma 2.3.5, we see that X(2)(M,E) and X˜
(2)
(M,E)
will be equivalent if and only if there exists an isomorphism ⇤ = {⇤U} such that:
⇤V   ⇢(2)UV = ⇢˜(2)UV   ⇤U , (2.3.6)
and, with respect to coordinates (x, ✓) on U , that
⇤µU (x, ✓) = x
µ +  µ|ijU (x) ✓ij and ⇤U ,a(x, ✓) = ✓a,
where the indices i, j, with i < j, are implicitly summed, and { µ|ijU } is di↵erentiable.
In imposing (2.3.6), its left-hand side is given by:
⇤µV   ⇢UV = fµUV +
✓
@fµUV
@x⌫
f⌫|klUV +  
µ|ij
V ⇣
k
UV,i⇣
l
UV,j
◆
✓kl, (2.3.7)
whereas the right-hand side of (2.3.6) is:
⇢˜µUV   ⇤U = fµUV +
✓
@fµUV
@x⌫
 ⌫|klU + f˜
µ|kl
UV
◆
✓kl. (2.3.8)
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In equating (2.3.7) and (2.3.8), as required from (2.3.6), we find that:
f⌫|klUV ✓kl
@
@x⌫
  f˜µ|klUV ✓kl
@
@yµ
=  ⌫|klU ✓kl
@
@x⌫
   µ|ijV ⌘ij
@
@yµ
. (2.3.9)
Thus we are led to the following conclusion: the thickenings X(2)(M,E) and X˜
(2)
(M,E) are
equivalent if and only if (2.3.9) holds. Now note that the right-hand side of (2.3.9) is
the coboundary of a 0-cochain valued in TM ⌦^2E , whereas the left-hand side of (2.3.9)
is a di↵erence of the cocycles f (2) and f˜ (2) defining X(2)(M,E) and X˜
(2)
(M,E). In particular,
we have shown (2.3.5). The proposition now follows.
From Remark 2.2.4 we may deduce, as a corollary to Proposition 2.3.2, the following
result which appears in [Gre82, p. 589] and [Man88, p. 191].
Corollary 2.3.6. The set of (p|2)-dimensional supermanifolds modelled on a pair (M,E)
is, up to equivalence, in one-to-one correspondence with H1(M,TM ⌦ ^2E).
Remark 2.3.7. Were we to consider supermanifolds up to isomorphism in Corollary 2.3.6
then we would have to take into account the action of H0(M,A ut E) (see Theorem
1.3.21).
The statement (ii) in Proposition 2.3.2 asserts that any second order thickening X(2)(M,E)
defines, and is defined by, a class !(2)(M,E) 2 H1(M,^2E ⌦ TM ). This class is that associ-
ated to the Cˇech 1-cocycle f (2) = {f (2)UV}.
Definition 2.3.8. The class !(2)(M,E) associated to a given second order thickening will
be called the first obstruction class.
Remark 2.3.9. The terminology employed in Definition 2.3.8 is suggestive of another
interpretation of this class !(2)(M,E), to be discussed further in Chapter 3.
2.3.3 Thickenings of Third Order
We address here Theorem 2.2.9 for m = 2. It is restated below in the form of a propo-
sition.
Proposition 2.3.10. Let X(2)(M,E) be a second order thickening of (M,E). Then the
space of obstructions to finding a third order thickening containing X(2)(M,E) is identified
with the cohomology group H2(M,^3E ⌦ E_).
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Suppose X(2)(M,E) is endowed with a trivialisation (U
(2), ⇢(2)). An a priori trivialisation
for a thickening X(3)(M,E) containing X
(2)
(M,E) is given by the data (U
(3), ⇢(3)), with:
⇢(3);µUV (x, ✓) = f
µ
UV (x) + f
µ|ij
UV (x) ✓ij ; and (2.3.10)
⇢(3)UV,a(x, ✓) = ⇣
b
UV,a(x) ✓b + ⇣
ijk
UV,a(x) ✓ijk, (2.3.11)
where i, j, for i < j is implicitly summed in (2.3.10); and b, i, j, k, for i < j < k is implic-
itly summed in (2.3.11). Note that X(2)(M,E) is an order-2 thickening with trivialisation
defined by the cocycle f (2) = {(fµ|ijUV )}. In order to prove Proposition 2.3.10 we will
ultimately want to show, in order for the data (U, ⇢(3)) to define a thickening X(3)(M,E)
containing X(2)(M,E), that there will be an expression which must hold in H
2(M,^3E⌦E_).
Hence we embark on the following brief digression: we will show that, associated to f (2),
is a 2-cocycle. A first step toward this is the construction of a 2-cochain from f (2).
Construction 2.3.11. In terms of gluing data, we may think of f (2)UV as a vector field on
VU . Then, if ⇢(2) denote the transition data for X(2)(M,E), we may use it to push forward
f (2)UV to a vector field onWV . Hence we will obtain an object (⇢(2)VW)⇤(f (2)UV). The collection
of such quantities, denoted ⇢(2)⇤ (f (2)), will then define a 2-cochain for the cover U valued
in a certain sheaf. We are interested in only a particular component of this cochain. Set:
⇢(2);  = {⇢(2); UV } = {(⇢(2)UV,a)} and let (Z,⌅) denote coordinates on W. Then by explicit
calculation we have,⇣
(⇢(2); )⇤(f (2))
⌘
UVW
= (⇢(2)VW, )⇤(f
(2)
UV)
= fµ|ijUV ✓ij (⇢
(2)
  )⇤
✓
@
@Y µ
◆
= fµ|ijUV ✓ij ·
 
@⇣bV W,a
@yµ
⌘b
@
@⌅a
!
= fµ|ijUV
@⇣bV W,a
@yµ
⇣cUV,b ✓ijc
@
@⌅a
.
In identifying @/@⌅a with a section of E_ (see Section 1.4.3), we see that (⇢(2); )⇤(f (2))
will be a 2-cochain for U valued in ^3E ⌦ E_.
We now have the following result regarding the 2-cochain from Construction 2.3.11
above.
Lemma 2.3.12. The 2-cochain (⇢(2)  )⇤(f (2)) described in Construction 2.3.11 defines a
Cˇech 2-cocycle for the cover U valued in the sheaf ^3E ⌦ E_.
There are two proofs we will submit of Lemma 2.3.12 above. The first is by direct
calculation and the second is slightly more abstract but arguably more insightful. For
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the interest of the reader, we have included the more calculation-based proof in Appendix
A.1.1. In what follows we provide this second, more abstract proof here as it will be used
later on in this work. Firstly recall from Lemma 2.3.3 that any second order thickening
of (M,E) will define a class in H1(M,TM ⌦^2E). Now, we have from Lemma 1.4.9 the
exact sequence:
0! ^3E ⌦ E_ ,! T⇧E [2]⇣ TM ⌦ ^2E ! 0 (2.3.12)
which yields the following piece on cohomology:
. . . // H1(M,TM ⌦ ^2E) @⇤ // H2(M,^3E ⌦ E_) // . . . (2.3.13)
Let !(2)(M,E) be the cohomology class associated to the thickening X
(2)
(M,E) with cocycle
representative f (2). We now have the following:
Lemma 2.3.13. The 2-cochain (⇢(2)  )⇤(f (2)) described in Construction 2.3.11 is a rep-
resentative of @⇤(!
(2)
(M,E)). In particular, it is a 2-cocycle.
Proof. The proof follows essentially by construction. Indeed, firstly note that the map
T⇧E [2]! TM ⌦^2E is given by sending a vector field v in T⇧E [2] to v mod J 3. At the
level of 1-cocycles: let f (2) = {fµ|ijUV } be a cocycle representative for !(2). Then we have
the cocycle relation on triple-intersections from (2.3.3), recalled below for convenience:
f |klUW ✓kl
@
@z 
= f ⌧ |klUV ✓kl
@
@y⌧
+ f |ijV W ⌘ij
@
@z 
(2.3.14)
Now let {YUV} be such that YUV ⌘ f (2)UV modulo J 3. Then we have the 2-cocycle
YUVW = {YUW   YUV   YVW} which, by construction, vanishes modulo J 3. Then by
exactness of (2.3.12) at the level of 2-cocycles, we will obtain a 2-cocycle Z = {ZUVW} in
Z2(U,^3E ⌦E_) mapping to Y = {YUVW}, and its cohomology class [Z] is defined to be
@⇤!(2). To get an expression for its representative, note firstly from (2.3.14) that these
are not all vector fields on UW . In using the data ⇢(2)VW : V(2)W
⇠=!W(2)U , we can send f (2)UV
to a vector field (⇢(2)VW)⇤f
(2)
UV on WU as in Construction 2.3.11. Now note that ⇢(2) = ⇢(3)
mod J 3. In writing ⇢(2) in terms of its even and odd components, the condition in
(2.3.14) asserts that onWU : f (2)UW = (⇢(2);+UV )⇤f (2)UV+f (2)VW . Hence, as a vector field onWU ,
we have:
YUVW = (⇢
(2); 
VW )⇤f
(2)
UV (2.3.15)
The collection {YUVW} defines a 2-cocycle by construction, and evidently we have that
ZUVW = {YUVW}. The lemma now follows from (2.3.15).
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We will now recover Lemma 2.3.12 as a corollary of Lemma 2.3.13. This leads to the
following proof of Proposition 2.3.10.
Proof of Proposition 2.3.10. Let X(2)(M,E) be a second order thickening with trivialisation
(U, ⇢(2)) and let ⇢(3) be written as in (2.3.10) and (2.3.11). In order to deduce the
existence of a third order thickening X(3)(M,E)   X(2)(M,E), we require ⇢(3) satisfy the cocycle
condition. Now note that ⇢(3) will satisfy this condition if and only if ⇢(3);  satisfies it,
i.e., that
⇢(3)UW,a = ⇢
(3)
VW,a   ⇢(3)UV . (2.3.16)
The right-hand side of (2.3.16) may be written as follows,
⇢(3)VW,a   ⇢(3)UV =
⇣
⇣bV W,a ⌘b + ⇣
ijk
V W,a⌘ijk
⌘
  ⇢(3)UV
= (⇣bV W,a   fUV )
⇣
⇣cUV,b ✓c + ⇣
lmn
UV,b✓lmn
⌘
+
@⇣bV W,a
@yµ
fµ|lmUV ⇣
n
UV,b ✓lmn + (⇣
ijk
V W,a   fUV )⇣ lUV,i⇣mUV,j⇣nUV,k✓lmn
= ⇣bV W,a⇣
c
UV,b ✓c
+
 
@⇣bV W,a
@yµ
fµ|lmUV ⇣
n
UV,b + ⇣
b
V W,a⇣
lmn
UV,b + ⇣
ijk
V W,a⇣
l
UV,i⇣
m
UV,j⇣
n
UV,k
!
✓lmn,
(2.3.17)
and the left-hand side of (2.3.16) may be written,
⇢(3)UW,a = ⇣
b
UW,a(x) ✓b + ⇣
lmn
UW,a✓lmn. (2.3.18)
In equating (2.3.17) and (2.3.18) we will deduce the following:
⇣ lmnUW,a   ⇣bV W,a⇣ lmnUV,b   ⇣ijkV W,a⇣ lUV,i⇣mUV,j⇣nUV,k =
@⇣bV W,a
@yµ
fµ|lmUV ⇣
n
UV,b. (2.3.19)
But now note, from Construction 2.3.11, that the right-hand side of (2.3.19) is precisely
the 2-cochain (⇢(2)  )⇤(f (2)) which we know from Lemma 2.3.12 is in fact a 2-cocycle. The
following expression is a reformulation of the equation in (2.3.19):
⇣ lmnUW,a ✓lmn
@
@⇠a
  ⇣ lmnUV,b ✓lmn
@
@⌘b
  ⇣ijkV W,a ⌘ijk
@
@⇠a
= ((⇢(2)  )⇤(f
(2)))UVW . (2.3.20)
From the reformulation in (2.3.20) we see that the left-hand side is clearly the cobound-
ary of a 1-cochain valued in ^3E ⌦ E_. Hence (2.3.20) asserts that the 2-cocycle
(⇢(2)  )⇤(f (2)) must be a coboundary. The obstruction to this being true is measured
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by the cohomology group H2(M,^3E ⌦ E_).2 This completes the proof.
Standing in contrast to the case of second order thickenings in Proposition 2.3.2, we
learn from Proposition 2.3.10 that there may be obstructions to finding a third order
thickening X(3)(M,E)   X(2)(M,E). As a result of Lemma 2.3.13 we see precisely how this
obstruction class is related to the class !(2)(M,E), defined by X
(2)
(M,E):
the obstruction to finding a third order thickening containing X(2)(M,E) is mea-
sured by @⇤(!(2)).
Hence we deduce:
Corollary 2.3.14. A third order thickening containing X(2)(M,E) exists if and only if
@⇤(!(2)) = 0.
The above observation will be useful for constructing examples of obstructed, second
order thickenings in the sense of Definition 2.2.7.
We have studied here third order thickenings containing a given second order thickening.
The methods employed can be readily generalised to study thickenings containing a
given, n-th order thickening; however a proof of Theorem 2.2.9 by such methods is
not so readily available. This is largely due to the nightmarish calculation one must
perform in order to cement results such as Lemma 2.3.13. Another, more elegant proof
of Theorem 2.2.9 will be given in what follows.
2.4 Proof of Theorem 2.2.9
In the statement of Theorem 2.2.9 there are two cases to check, depending on whether
the order of the given thickening is even or odd. The proof we present will be similar in
spirit to that of Lemma 2.2.15. We will consider here the case where the thickening in
question is of odd order. The argument will translate, essentially unchanged, in the even
case. So, suppose we are given a thickening X(2m 1)(M,E) with trivialisation (U, ⇢
(2m 1)). As
a result, we have the following:
there will exist a thickening X(2m)(M,E)   X(2m 1)(M,E) with trivialisation (U, ⇢(2m))
if and only if ⇢(m);+ = {(⇢(m);µ)} satisfies the cocycle condition.
(2.4.1)
Recall that the cocycle condition, mentioned in (2.4.1) above, is:
⇢(2m);µUW = ⇢
(2m);µ
VW   ⇢UV . (2.4.2)
2that is, if this cohomology group vanishes, then the cocycle (⇢(2)  )⇤(f
(2)) will always be a coboundary.
Otherwise there is no reason for this cocycle to be a coboundary.
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Now just as in (2.2.7), we will decompose the equation in (2.4.2) into those components
of degree-(2m) and those of degree less than 2m. In doing so, we arrive at the following
expression:
⇢(2m 2);µUW   ⇢(2m 2);µVW   ⇢(2m 2)UV =  µVW   ⇢UV +
@fµVW
@y⌫
 ⌫UV    µUW (2.4.3)
We see that the right-hand side of (2.4.3) consists only of those quantities which regulate
the extension of ⇢(2m 1) to ⇢(2m). As for the left-hand side, we set:
 µUVW := ⇢
(2m 2);µ
UW   ⇢(2m 2);µVW   ⇢(2m 2)UV . (2.4.4)
Note that  µUVW will comprise terms of degree-(2m) by assumption.
Lemma 2.4.1. Let
 UVW =  µUVW
@
@zµ
.
Then   = { UVW} will be a 2-cocycle valued in TM ⌦ ^2mE.
Proof. The proof follows along essentially the same lines as that given in [Kod86, p.
254-255], so we omit it here.
Finally, from (2.4.3) we obtain the following equation:
 µVW
@
@zµ
+  ⌫UV
@
@y⌫
   µUW
@
@zµ
=  µUVW
@
@zµ
. (2.4.5)
The left-hand side is clearly the coboundary of a 1-cochain valued in TM⌦^2mE , whereas
the right-hand side is a 2-cocycle valued in TM ⌦ ^2mE by Lemma 2.4.1. The theorem
now follows.
We have thus shown, given a supersymmetric thickening X(2m 1) of (M,E), that it
will define a class  (2m) in H2(M,TM ⌦ ^2mE). The vanishing, or lack thereof of this
class will then determine whether or not the given thickening will be contained in a
thickening X(2m). Similarly, we can deduce from X(2m) the existence of a class  (2m+1)
in H2(M, E_ ⌦ ^2m+1E) with a similar interpretation.
Definition 2.4.2. The class  (l+1) obtained from a given supersymmetric thickening
X(l) will be called an obstruction class. It represents the obstruction to extending a
supersymmtric thickening of a given order to one of higher order.
Remark 2.4.3. To avoid cumbersome notation, we will think of the obstruction either
as a cohomology class, or as a 2-cocycle representative of that class, but denote both by
the symbol  (l+1). Hopefully the surrounding context will ensure that no confusion will
arise.
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Remark 2.4.4. When l = 2, we found in Lemma 2.3.13 that  (3) = @⇤!
(2)
(M,E).
Note that the vanishing of the second cohomology group is a su cient condition for
determining whether a given thickening will be unobstructed. In particular, we have
the following result which was also observed in [Rot85] and follows from (ii) in Theorem
1.1.48:
Corollary 2.4.5. Any thickening of any order on a pair (C,E), where C is a Riemann
surface, will be unobstructed. In particular, it will extend to a supermanifold over C
Proof. See Theorem 1.1.48 and the subsequent remark.
2.5 Thickenings of Higher Order: Further Remarks
Proposition 2.3.2 established two key statements. Firstly, that any second order thick-
ening X(2)(M,E)   ⇧E(1) is unobstructed, and secondly that the set of second order thick-
enings containing ⇧E(1), up to equivalence, is parametrised by a certain space. More
precisely, if Ext1(⇧E(1)) denotes the set of all second order thickenings containing ⇧E(1)
up to equivalence (in the sense of Definition 2.2.8) then there exists a bijection:
Ext1(⇧E(1)) ⇠= H1(M,^2E ⌦ TM ). (2.5.1)
In the present section we look to obtain a similar statement for higher-order thickenings
to (2.5.1) above.
Remark 2.5.1. Regarding the notation. Intuitively, a thickening X(m+1) can be thought
of also as an extension of X(m) to ‘first order’. For this reason we use Ext1( ) in (2.5.1)
and think of it as the set of first-order extensions.
Now suppose we are given a thickening X(l). This entails a filtration,
M ⇢ X(1) ⇢ X(2) ⇢ X(3) ⇢ · · · ⇢ X(l). (2.5.2)
Each thickening X(l
0), 2 < l0  l, in (2.5.2) defines an obstruction class  (l0+1), which
must vanish by Theorem 2.2.9. In particular, this means we can find a collection of
1-cochains c(3), c(4), . . . , c(l) such that
 c(j) =  (j) (2.5.3)
for j = 3, . . . , l. Note that c(2) is the 1-cocycle defining a trivialisation of X(2) which,
in this chapter, we have referred to as f (2). Its cohomology class was denoted !(2)(M,E)
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and labelled the first obstruction class in Definition 2.3.8. More generally, we have the
following useful characterisation of a trivialisation of X(l).
Lemma 2.5.2. A choice of trivialisation (U, ⇢(l)) for X(l)(M,E) is equivalent to a choice
of 1-cocycle c(2) and 1-cochains c(3), . . . , c(l) for which (2.5.3) holds for j = 3, . . . , l.
Proof. Suppose X(l) is a supersymmetric thickening and let (U, ⇢(l)) denote a trivialisa-
tion, as described in Construction 2.2.12. The 1-cocycle c(2) = {c(2)UV} is evidently,
c(2)UV =
X
i<j
fµ|ijUV (x) ✓ij
@
@yµ
.
As for the 1-cochains, these may be read o↵ the transition functions ⇢(l) in a similar
way. We have,
c(2k)UV =
X
|I|=2k
fµ|IUV (x) ✓I2k
@
@yµ
and c(2k+1)UV =
X
|I|=2k+1
⇣IUV,a(x) ✓I
@
@⌘a
, (2.5.4)
where c(2k) = {c(2k)UV } and c(2k+1) = {c(2k+1)UV } are 1-cochains valued in TM ⌦ ^2kE and
E_ ⌦ ^2k+1E respectively.
Remark 2.5.3. Recall from Lemma 1.4.9 that the sheaves E_ ⌦ ^2k+1E and TM ⌦ ^2kE
fit into a short exact sequence involving the tangent sheaf T⇧E ,
0! ^2k+1E ⌦ E_ ,! T⇧E [2k]⇣ TM ⌦ ^2kE ! 0.
Then from the above sequence and (2.5.4) we see that the 1-cochains will be valued in
the sheaf of even derivations T⇧E [2k].
Lemma 2.5.2 now motivates the following definition.
Definition 2.5.4. Let X(l)(M,E) be a supersymmetric thickening of (M,E), and let c[l] =
(c(2), . . . , c(l)) be the collection of cochains corresponding to (and giving rise to) a trivi-
alisation (U, ⇢(l)). We refer to c[l] as a trivialising cochain for X(l).
As (2.5.3) is the equation defining c(l), it follows that c(l) will be well-defined up to a
choice of a 1-cocycle ↵(l). Hence we might expect a result similar to (2.5.1). Thus we
introduce the following:
Definition 2.5.5. Let X(l 1) be a thickening, and denote by [X(l)] the equivalence class
of X(l) as a thickening containing X(l 1). We define the following set:
Ext1(X(l 1)) =
n
[X(l)] : X(l)   X(l 1)
o
.
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The above set is referred to as the set of first order extensions of X(l 1); or the set of
thickenings of X(l 1); or as the set of thickenings of order l containing X(l 1). In line
with the intuition behind the notion of extension from Remark 2.5.1, the equivalence
class [X(l)] will also be referred to as an extension class.
Remark 2.5.6. Note that Ext1(X(l 1)) may be empty. It is non-empty if the obstruction
class  (l) vanishes.
As we will now argue, the set Ext1(X(l 1)) will fall into the classification of what is known
as a torsor, the definition of which, taken from [Har10, p. 46], is presented below.
Definition 2.5.7. Let G be a group acting on a set S. We say S is a torsor over G if
the following conditions are satisfied:
(i) for every s 2 S, the induced mapping g 7! g · s is bijective; and
(ii) S is non-empty.
If (i) is satisfied, then S is said to be a pseudo-torsor over G.
Example 2.5.8. Fix a pair (M,E), to which is associated ⇧E(1). Then from (i) in
Proposition 2.3.2 we know that Ext1(⇧E(1)) is non-empty. From part (ii) in Proposition
2.3.2, we are guaranteed of an action of H1(M,TM ⌦^2E) on Ext1(⇧E(1)) which is free
and transitive, i.e., satisfies (i) in Definition 2.5.7. To describe it, let c[2] = c(2) be a
trivialising cochain. It is in fact a 1-cocycle by (2.3.4). Let ↵(2) be another 1-cocycle.
Then by virtue of the set of 1-cocycles being an abelian group, note that ↵(2) will define
a map ⌧(↵(2)),
⌧(↵(2)) : c(2) 7 ! c(2) + ↵(2),
where ⌧(↵(2)) is the translation-by-↵(2) map. Clearly ⌧(↵(2))(c(2)) is a 1-cocycle, and
so will define another thickening X˜(2). That ⌧(↵(2)) is free and transitive follows from
(ii) in Proposition 2.3.2. As a result, we conclude that Ext1(⇧E(1)) is a torsor over the
group H1(M,TM ⌦ ^2E).
In more generality, we have the following result, whose proof follows along similar lines
to that of part (ii) in Proposition 2.3.2.
Proposition 2.5.9. Let X(l)(M,E) be a supersymmetric thickening. Then Ext
1(X(l)(M,E))
will be a pseudo-torsor over:
H1(M,TM ⌦ ^l+1E) if l is odd or H1(M,^l+1E ⌦ E_) if l is even;
and Ext1(X(l)(M,E)) will be a torsor over the relevant group above if and only if the ob-
struction class  (l+1) vanishes.
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Remark 2.5.10. As in Example 2.5.8, one can describe the group action on Ext1(X(l)).
For a thickening X(l), suppose  (l+1) ⇠ 0. Let c[l] be a trivialising cochain for X(l). Since
 (l+1) ⇠ 0, there will exist a 1-cochain c(l+1) such that  c(l+1) =  (l+1). In particular,
(c[l], c(l+1)) will define a trivialisation for X(l+1). However, note that if ↵(l+1) is any
1-cocycle and ⌧(↵(l+1)) denotes the translation-by-↵(l+1) map, then
 
⇣
⌧(↵(l+1))(c(l+1))
⌘
=  (c(l+1) + ↵(l+1)) =  (l+1).
In particular, we see that (c[l], ⌧(↵(l+1))(c(l+1))) will define a trivialisation for another
thickening X˜(l+1) of X(l). Then Proposition 2.5.9 asserts that the thickenings X(l+1) and
X˜(l+1) of X(l) so obtained will be equivalent if and only if ↵(l+1) ⇠ 0.
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We have so far studied obstruction theory in the context of thickenings. That is, we have
investigated the question of when a given thickening will be contained in a thickening of
higher order, and so in some complex supermanifold. In the present chapter, we focus
on characterising the obstructions classes to ‘splitting’ a given supermanifold.
Recall from Definition 1.3.14 that a supermanifold X is said to be split if it is iso-
morphic to its split model. A choice of isomorphism between a split supermanifold and
its split model is referred to as a splitting. Now, the central di↵erence between a split
and a non-split supermanifold is in the gradings they admit: the former is both Z- and
Z2-graded, whereas the latter is only Z2-graded. Hence an obstruction to splitting a
given supermanifold X may be viewed as an obstruction to ‘lifting’ the given Z2-grading
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on X to a Z-grading, in an appropriate sense. The goal of this chapter is to clarify
this point of view in the following way: we relate the obstruction classes to splitting a
supermanifold to liftings of a certain vector field, known as the grading vector field.1
Now to be clear, the extent to which these obstruction classes actually represent ob-
structions to the existence of a splitting map is subtle. We elaborate on this subtlety
here by giving a discussion of exotic structures, following a similar discussion in [DW13].
We conclude this chapter by commenting further on the relation between supersymmet-
ric thickenings and supermanifolds, culminating in the formulation of the notion of a
pseudo-supermanifold. We will argue that, in a strict sense, a pseudo-supermanifold
cannot be related to any supermanifold.
3.1 Obstructions to Splitting Supermanifolds
Let M be a complex manifold and E ! M a holomorphic vector bundle. Recall that
the split model of X(M,E) will be ⇧E, so that X(M,E) and ⇧E are locally isomorphic. We
want to describe the obstructions to realising this local isomorphism as an isomorphism.
To that extent, we will firstly begin with the definition of the following sheaf of groups
on M , motivated by (1.3.9):
G(i)E :=
 
a 2 A ut ^• E | a(u)  u 2 J i for all u 2 ^•E .
When i = 2, the group G(2)E makes an appearance in (1.3.11) as the kernel of a short
exact sequence of sheaves of groups, recalled below for convenience:
1! G(2)E ,! A ut ^• E ⇣ A utE ! 1. (3.1.1)
Regarding the groups G(i)E we have the following result from [Gre82, Proposition 3]:
Proposition 3.1.1. The group G(i)E contains G(i+1)E as a normal subgroup. Moreover,
we have
G(i)E /G(i+1)E ⇠=
(
TM ⌦ ^iE when i > 1 is even
^iE ⌦ E_ when i > 1 is odd.
In particular, the quotient G(i)E /G(i+1)E is a sheaf of abelian groups on M .
Remark 3.1.2. It is useful to note in Proposition 3.1.1 that the quotient G(i)E /G(i+1)E will
always be identified with sheaves of tangent vectors of even degree. Indeed, for each i,
1To be clear, the (higher) obstruction classes to splitting only superficially represent obstructions to
the existence of a splitting map. This is discussed further in Illustration 3.1.9.
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we have an exact sequence of sheaves of abelian groups,
0! G(2i+1)E /G(2i+2)E ,! T⇧E [2i]⇣ G(2i)E /G(2i+1)E ! 0 (3.1.2)
which is just a restatement of the sequence in Lemma 1.4.9.
Hence from Proposition 3.1.1 above we obtain, for each i, a short exact sequence in the
spirit of (3.1.1):
1! G(i+1)E
◆
,! G(i)E
!⇣ G(i)E /G(i+1)E ! 0. (3.1.3)
Then by Proposition 1.1.40 we have induced from (3.1.3) a long-exact sequence on
cohomology sets, leading to the piece:
· · ·! H1(M,G(i+1)E ) ◆⇤ ! H1(M,G(i)E ) !⇤ ! H1(M,G(i)E /G(i+1)E ). (3.1.4)
We may in particular deduce the following: let 'i 2 H1(M,G(i)E ). Since (3.1.4) is exact
(as a sequence of pointed sets), we see that if !⇤('i) = 0, then 'i = ◆⇤('i+1), for some
'i+1 2 G(i+1)E . In this way we can lift the element 'i to an element 'i+1, and the
obstruction to doing so is the class !⇤('i). Now if X(M,E) is given with a trivialisation
(U, ⇢), then its transition functions ⇢ = {⇢UV} will define an element in H1(M,G(2)E ),
which (by abuse of notation) we will also denote by ⇢.
Definition 3.1.3. The supermanifold X(M,E) is said to admit a level-i trivialisation if
it admits a trivialisation (U, ⇢) where ⇢ can be lifted to some 'i in H1(M,G(i)E ). This 'i
is said to be a level-i trivialisation for X(M,E).
Remark 3.1.4. The statements made so far are at the level of cohomology. We observe
here that the existence of a lift ⇢ to 'i is equivalent to the existence of an isomorphism
X
⇠=! X sending the trivialisation (U, ⇢) to (U,'i). If ⇤ = {⇤U} denotes this isomorphism,
then we have: ⇢UV   ⇤U = ⇤V   'iUV .
We now state the following result, relating liftings of trivialisations with splittings.
Theorem 3.1.5. The (p|q)-dimensional supermanifold X is split if and only if it admits
a level-(q + 1) trivialisation.
For a justification of Theorem 3.1.5 above, we refer to [Ber87, p. 164] and the discussion
in [DW13, p. 14]. It is from [DW13] where we submit the following definition:
Definition 3.1.6. Suppose X(M,E) admits a level-i trivialisation '
i. Then we call !⇤('i)
the (i  1)-th obstruction class to splitting X(M,E).
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Remark 3.1.7. For instance, if i = 2, the first obstruction class to splitting X(M,E) is
then !⇤(⇢). Note that the first obstruction class will always exist. This is not necessarily
true of the higher obstruction classes !⇤('i) for i > 2.
For purposes of clarity, we elaborate on a potentially confusing point. In the statement
of Theorem 3.1.5 we find necessary and su cient conditions for when a supermanifold
X will be split; and in Definition 3.1.6 the terminology ‘obstruction classes to splitting’.
This suggests that we might obtain another su cient condition guaranteeing splitness
by simply looking at these higher obstruction classes. That is, we ask:
Question 3.1.8. Let X be a supermanifold and suppose, for some i > 2, that its (i 1)-th
obstruction class to splitting exists and does not vanish. Then is X necessarily non-split?
In general, the answer to Question 3.1.8 will be no. This is discussed in [DW13, pp. 14-6]
where an illustration is given. We provide here the following illustration as a response
to Question 3.1.8.
Illustration 3.1.9. Consider the split model ⇧E. By Theorem 1.3.21 it will define
a trivialisation ⇢ in H1(M,G(2)E ), and by construction this trivialisation ⇢ corresponds
to the choice of base-point in the pointed set H1(M,G(2)E ). Furthermore, we also have
that !⇤(⇢) = 0 in H1(M,G(2)E /G(3)E ). Then by exactness of the sequence in (3.1.4) at
i = 2, we will obtain a lift of ⇢ to some level-3 trivialisation '3 2 H1(M,G(3)E ). The
map H1(M,G(3)E )! H1(M,G(2)E ) is, in general, not injective however so there may exist
many lifts '3 of ⇢. Moreover, there is no reason to suppose, in general, that !⇤('3) = 0
in H1(M,G(3)E /G(4)E ). Hence we see, in principle, how to construct trivialisations for
split supermanifolds X in which higher obstruction class to splitting exist and are non-
vanishing.
Remark 3.1.10. In contrast, the first obstruction class to splitting will in fact be an
invariant. Indeed, in order for a supermanifold X(M,E) to be split, it is necessary for its
first obstruction class to splitting to vanish. Illustration 3.1.9 serves to show that this
fact need no longer hold for the higher obstruction classes (c.f., Remark 3.1.7).
Lifts 'i of the split supermanifold ⇢ for which !⇤('i) 6= 0 are referred to in [DW13] as
‘exotic lifts’. Following on from the usage of this terminology we submit the following
definition.
Definition 3.1.11. Let X(M,E) be a supermanifold and suppose that:
(i) X(M,E) is split and;
(ii) for some k > 1, the k-th obstruction class to splitting X(M,E) exists and does not
vanish.
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Then we will refer to X(M,E) as an exotic structure on ⇧E.
3.1.1 Obstruction Classes and the Tangent Sheaf
The obstruction class to splitting has so far been defined in reference to the sheaf of
groups G(i)E . In light of Remark 3.1.2 however, it should also be possible to give a
description of them in terms of the tangent sheaves T⇧E [k]. This would be useful as
the tangent sheaf is a sheaf of abelian groups, and abelian groups are, arguably, easier
to work with. Regarding the even obstruction classes, i.e., !⇤('2i+1), it follows from
(3.1.2) that !⇤('2i+1) may be thought of as an element of H1(M,T⇧E [2i]). It is slightly
more subtle to identify the odd classes !⇤('2i+2) as elements of the tangent sheaf. From
[Oni99, p. 55] we have the following short exact sequence of groups,
1! G(2i+2)E ,! G(2i)E
 ⇣ T⇧E [2i]! 0. (3.1.5)
In putting (3.1.5) together with the exact sequence in (3.1.3) and using Proposition
3.1.1, we will obtain the following commutative diagram:
1 // G(2i+2)E  _
✏✏
   // G(2i)E   // T⇧E [2i]
p
✏✏
// 0
1 // G(2i+1)E // G(2i)E ! // TM ⌦ ^2iE // 0.
(3.1.6)
Then on cohomology we see that
!⇤('2i) = p⇤ ⇤('2i) (3.1.7)
Hence the obstruction classes to splitting may be thought of as quantities residing in
H1(M,T⇧E [2i]), for some i. This is compatible with Remark 3.1.2.
3.2 Higher Obstruction Classes and Thickenings
In Definition 3.1.6 the obstruction classes to finding a splitting for a given supermanifold
X were introduced and the relation (or lack thereof) to splitting X was subsequently
discussed. In the present section we discuss these obstruction classes in the context of
thickenings. It was mentioned in Remark 3.1.7 that the first obstruction class will always
exist, whereas the higher ones need not. This is clear from the definition since, in order
for the obstruction class !⇤('i) to exist, we necessarily require 'i to exist as a lift of 'i 1,
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but 'i 1 of course need not lift in general. Now recall from Remark 2.2.4 that any (p|q)-
dimensional supermanifold may be thought of as an order-q, supersymmetric thickening.
This suggests an interpretation of the obstruction classes, so far introduced, by means
of thickenings and extension classes associated thereof. There indeed exists such an
interpretation, and it was the basis for the definition of the obstruction classes in [Man88,
p. 188-9]. We will elaborate here on the construction presented in [Man88]. Firstly recall
from (2.2.1) that a supermanifold X(M,E) will admit a filtration by thickenings, restated
below for convenience:
X(0)(M,E) ⇢ X(1)(M,E) ⇢ · · · ⇢ X(q)(M,E) = X(M,E).
By convention: X(0)(M,E) =M and X
(1)
(M,E) = ⇧E
(1). We now have the following:
Lemma 3.2.1. The first obstruction class to splitting X(M,E) can be identified with the
extension class of the thickening X(2)(M,E)  = ⇧E(1).
Proof. Let (U, ⇢) be a trivialisation of X(M,E), and denote by !⇤(⇢) its first obstruction
class to splitting. Then, by definition and Proposition 3.1.1, the class !⇤(⇢) resides
in the group H1(M,^2E ⌦ TM ), which also houses the extension class of X(2)(M,E) by
Proposition 2.3.2. That they coincide follows by inspecting their corresponding cocycle
representatives.
As evidenced in Proposition 2.3.2 and elaborated on in Section 2.5, only the second order
thickening X(2)(M,E) will define a cohomology class. Hence, associated to any supermanifold
X(M,E) will be a cohomology class [X
(2)
(M,E)], and by Lemma 3.2.1 this is precisely the
first obstruction class to splitting.
Lemma 3.2.2. The first obstruction class to splitting X(M,E) vanishes if and only if
there exists an isomorphism X(2)(M,E)
⇠=! ⇧E(2).
Proof. Firstly, recall that ⇧E is the split model. Then ⇧E(2) is the order-2 thickening
associated to ⇧E. Its structure sheaf is ^•E/J 3 where J = ker{^•E ! CM}. From
Definition 2.2.3 we know that X(2) and ⇧E(2) are locally isomorphic. To see that they
will be globally isomorphic if [X(2)] = 0, we will appeal to their descriptions by means
of trivialisations. Let (U, ⇢) be a trivialisation for X(M,E). Firstly, by Lemma 3.2.1 we
may identify !⇤(⇢) with [X(2)]. Since [X(2)] = 0 by assumption, it follows from Lemma
2.3.5 that there will exist a trivialisation (U, ⇢˜(2)) for X(2) such that
⇢˜(2);µUV (x, ✓) = f
µ
UV (x) and ⇢˜
(2)
UV;a(x, ✓) = ⇣
b
UV,a(x) ✓b. (3.2.1)
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As such there will exist an isomorphism ⇤ : X(2)
⇠=! X˜(2) such that ⇤V   ⇢(2)UV = ⇢˜(2)UV  ⇤U .
Now note that ⇢˜(2) in (3.2.1) are the transition data for the sheaf ^l2E .
Now given a supermanifold X(M,E), let (U, ⇢) be a trivialisation for it and denote by c[q]
its trivialising cochain (see Definition 2.5.4). Recall from Lemma 2.5.2 that it defines,
and is defined by a choice of trivialisation. Here c[q] = (c2, c3, . . . , cq), where c2 is a
1-cocycle and ci, i > 2 are 1-cochains subject to  ci =  (i). We wish to observe here that
if c2 = 0, then c3 will in fact define a 1-cocycle by (2.3.20). Evidently from Lemma 3.2.2,
we see that X(3) will be a thickening containing ⇧E(2). It is not hard to see that this
discussion will hold in more generality, i.e., if c2, c3 = 0 then c4 will be a 1-cocycle, and
so on. Then by reasoning just as in Lemma 3.2.2, if c[q] = (0, . . . , 0, c(m+1), . . . , c(q)),
then X(m)(M,E) = ⇧E
(m). We conclude with the following:
Proposition 3.2.3. Let Ext1(⇧E(k)) denote the set of order-(k + 1) thickenings con-
taining ⇧E(k), up to equivalence. Then there exists a bijection,
Ext1(⇧E(k)) ⇠=
(
H1(M,^k+1E ⌦ E_) for k even.
H1(M,^k+1E ⌦ TM ) for k odd.
Remark 3.2.4. Note that Proposition 3.2.3 also follows straightforwardly from Propo-
sition 2.5.9 for the reason that there will always exist a thickening containing ⇧E(k).2
and as a result Ext1(⇧E(k)) will be non-empty.
In continuing the theme laid out in Lemma 3.2.2, we want to relate the higher ob-
struction classes to splitting X with thickenings. Recall that if X(M,E) is such that
O(k)M = ^•E/J k+1, then necessarily X(m)(M,E) = ⇧E(m) for all m  k. By convention, we
always have O(0)M = CM and O(1)M = CM   E . We consider firstly the case below where
the first obstruction class to splitting vanishes. In Lemma 3.2.2 we investigated the con-
sequence of a vanishing first obstruction class at the level of second order thickenings.
Below we will strengthen this result.
Proposition 3.2.5. If the first obstruction class to splitting X(M,E) vanishes, then there
exists an isomorphism X(3)(M,E)
⇠=! X˜(3)(M,E) where X˜(3)(M,E) is a thickening containing ⇧E(2).
Proof. Since X(M,E) is a supermanifold it will admit a trivialisation (U, ⇢) with ⇢ 2
H1(M,G(2)E ). By assumption we have !⇤(⇢) = 0, implying ⇢ = ◆⇤'3 for '3 2 H1(M,G(3)E ).
2This is just the observation that associated to any holomorphic vector bundle E ! M is the split
model ⇧E and corresponding thickenings ⇧E(k).
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Then (U,'3) defines a trivialisation for a supermanifold X˜(M,E) and this supermanifold
admits a filtration
M ⇢ ⇧E(1) ⇢ ⇧E(2) ⇢ X˜(3)(M,E) ⇢ · · · ⇢ X˜(M,E).
Moreover, by construction we have X(M,E) ⇠= X˜(M,E) since the respective trivialisations
will map to the same element in H1(M,G(2)E ). As this isomorphism must preserve the
grading, it follows that it will induce an isomorphism X(3)(M,E)
⇠=! X˜(3)(M,E).
We note now, by essentially the same argument as that given in the proof of Proposition
3.2.5 above, that the following generalisation is immediate:
Proposition 3.2.6. If the m-th obstruction class to splitting X(M,E) exists (i.e., that
the (m   1)-th obstruction class to splitting exists and vanishes), then there exists a
supermanifold X˜(M,E) such that
(i) X˜(m)(M,E) = ⇧E
(m);
(ii) X(m)(M,E)
⇠= ⇧E(m) and;
(iii) The isomorphism X(m)(M,E)
⇠=! ⇧E(m) lifts to an isomorphism of supermanifolds
X(M,E)
⇠=! X˜(M,E)
A nice illustration of Proposition 3.2.5 and 3.2.6 by means of a diagram is as follows.
Starting with Proposition 3.2.5: if the first obstruction class to splitting X(M,E) vanishes,
there exists a supermanifold X˜(M,E) and a commutative diagram:
M  
 // ⇧E(1) _
✏✏
   // X(2)(M,E)
⇠=
||
   // X(3)(M,E)
{{
   // · · ·    // X(M,E)
⇠=
{{
⇧E(2)  
 // X˜(3)(M,E)
   // . . .  
 // X˜(M,E)
(3.2.2)
Just as in Lemma 3.2.1, the second obstruction class to splitting X(M,E) may be identified
with the extension class [X˜(3)(M,E)]. Proposition 3.2.6 can be illustrated analogously. Now
observe that ⇧E(2) trivially extends to ⇧E(3) and so on up until ⇧E. Correspondingly,
the diagram in (3.2.2) can be extended vertically in the case where X(M,E) is split. In
this way we see how the higher obstructions classes will be related to supersymmetric
thickenings. We deduce that given a split supermanifold X(M,E), a splitting of X(M,E)
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can be depicted by the following diagram:
M  
 // ⇧E(1) _
✏✏
   // X(2)(M,E)
⇠=
||
   // X(3)(M,E)
{{
   // · · ·    // X(M,E)
⇠=
{{
⇧E(2) _
✏✏
   // X˜(3)(M,E)
   // . . .  
 // X˜(M,E)
⇠=
{{...  _
✏✏
. .
.
⇠=
tt
⇧E
(3.2.3)
Note, this is consistent with Illustration 3.1.9. To aid in calculations we conclude with
the following characterisation of obstruction classes.
Proposition 3.2.7. If the (2k   1)-th obstruction class to splitting a supermanifold
X(M,E) exists, then it admits a trivialisation (U, ⇢) where,
⇢µUV = f
µ
UV +
X
|I| k
fµ|2IUV ✓2I and ⇢UV,a = ⇣
b
UV,a ✓b +
X
|I| k
⇣2I+1UV ✓2I+1.
A cocycle representative for the (2k   1)-th obstruction class is then:
!UV =
X
|I|=k
fµ|2IUV ✓2I
@
@yµ
.
A similar description holds for the (2k)-th obstruction class, if it exists.
3.3 The Grading Vector Field
As remarked in the opening paragraph of this chapter, the key di↵erence between the
split model ⇧E and a non-split supermanifold X(M,E) is that the former is both Z- and
Z2-graded, whereas the latter is only Z2-graded, where ‘graded’ refers to the grading of
the respective structure sheaves. We will argue in this section that there exists a global
vector field on ⇧E which lifts to a global vector field on X(M,E) if and only if X(M,E) is
split. As such, in light of the discussions in the previous section, we expect this lifting
to be related to the obstruction classes to spitting and our intent will be to illustrate
this relation precisely. The vector field we consider is referred to in [Kos94] as the Euler
vector field, and in [Oni98] as the grading vector field. The terminology we will adopt
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here will be the latter. Firstly recall from (1.4.13) that T⇧E is Z-graded with
T⇧E =
qM
k= 1
T⇧E [k]. (3.3.1)
Hence T⇧E [0] ⇢ T⇧E . From Lemma 1.4.9 the we have exact sequences which relate
T⇧E [k] to E and TM . Of relevance is that for k = 0:
0! E nd E ,! T⇧E [0]⇣ TM ! 0 (3.3.2)
Hence E nd E ⇢ T⇧E [0] ⇢ T⇧E , where the latter inclusion follows from (3.3.1). Let i
denote the inclusion E nd E ⇢ T⇧E [0] and i⇤ that induced on global sections. We now
submit the following:
Definition 3.3.1. The grading vector field ✏ is the global, degree-zero vector field in
H0(M,T⇧E [0]) defined by
✏ := i⇤(1E),
where 1E 2 H0(M,E nd E) is the identity section.
If U is a coordinate neighbourhood in ⇧E, with coordinates (x, ✓), then the grading
vector field can be written:
✏|U = ✓a @
@✓a
. (3.3.3)
Now ✏ has even parity as a vector field. With respect to the (super-)Lie bracket on
T⇧E , we have from Lemma 1.4.7, for any homogeneous vector field X, that [✏, X] =
✏(X) X(✏). Now since ✏ is a global vector field, there is an action of ✏ on T⇧E induced
by the adjoint ad✏ : T⇧E ! T⇧E , which sends a vector field X to ad✏(X) = [✏, X]. To
justify the title ‘grading’ we have the following.
Lemma 3.3.2. The eigen-decomposition of the adjoint action of ✏ on T⇧E can be iden-
tified with the decomposition T⇧E =
Lq
k= 1 T⇧E [k] in (3.3.1).
Proof. This follows from the observation that, on homogeneous vector fields X,
ad✏(X) = [✏, X] = |X|X
where |X| denotes the parity (in Z) of X. Hence T⇧E [k] consists of eigenvectors of ad✏
with eigenvalue k.
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3.3.1 Liftings of Vector Fields
The goal of this section is to show that the grading vector field ✏ cannot, in general,
be defined globally on a supermanifold X(M,E). In order to do so, it will be necessary
to discuss liftings of vector fields on supermanifolds in more generality. In contrast to
the tangent sheaf of the split model T⇧E , the tangent sheaf T(M,E) of a supermanifold
X(M,E) is not Z-graded, but rather filtered by sheaves T(M,E)[k] as in (1.4.11). From
Lemma 1.4.11 we have:
0! T(M,E)[k + 1] ,! T(M,E)[k]⇣ T⇧E [k]! 0. (3.3.4)
Now T(M,E)[k] is a locally free sheaf of CM -modules, and so a vector bundle on M . In
particular we have from (3.3.4) the following long-exact sequence on cohomology,
0! H0(M,T(M,E)[k + 1]) ◆k+1 ! H0(M,T(M,E)[k])  k ! H0(M,T⇧E [k])  ! · · · (3.3.5)
Hence by the exact sequence in (3.3.5) we can relate vector fields on ⇧E to those on
X(M,E). The following definition is taken from [Oni98, p. 322].
Definition 3.3.3. A vector field X 2 H0(M,T⇧E [k]) is said to lift to a degree-k vector
field on X(M,E) if there exists a global, degree-k vector field Xˆ 2 H0(M,T(M,E)[k]) such
that  k(Xˆ) = X. This vector field Xˆ will be referred to as a vector field lifted from the
split model.
The sequence in (3.3.5) is exact and continues as follows,
· · ·  ! H0(T(M,E)[k])  k ! H0(T⇧E [k]) @k ! H1(T(M,E)[k + 1])  ! · · · (3.3.6)
where, by H i( ) in (3.3.6) above it is meant H i(M, ). In particular H1(M,T(M,E)[k+
1]) will be an obstruction space to lifting vector fields on ⇧E to X(M,E) due to exactness,
i.e., that:
X will lift to some Xˆ if and only if @k(X) = 0. (3.3.7)
It will be useful to give another description of the condition @k(X) = 0 which is more
amenable to calculation. To this end we quote the following result from [Oni98, p. 322].
Lemma 3.3.4. Let (U, ⇢) be a trivialisation of X(M,E). Set
Tl k⇧E :=
M
l k
T⇧E [l].
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A vector field X 2 H0(M,T⇧E [k]) lifts to a vector field Xˆ 2 H0(M,T(M,E)[k]) if and
only if there exists a 0-cochain of vector fields {YU , YV , . . .} valued in Tl k⇧E such that
X|U = YU mod Tl k+1⇧E (U \ V); and (3.3.8)
(⇢UV)⇤YU = YV on U \ V. (3.3.9)
The following construction illustrates the relation between the statements in (3.3.8) and
(3.3.9); and that in (3.3.7).
Construction 3.3.5. Let X 2 H0(M,T⇧E [k]). For YU 2 Tl k⇧E (U), write
YU =
X
l k
Y (l)U (3.3.10)
where Y (l)U 2 T⇧E [l](U). From (3.3.8) we see that {Y (k)U } is a cocycle representative of
X, i.e., that
X|U = Y (k)U . (3.3.11)
As X(M,E) is locally isomorphic to ⇧E, it follows that the sequence in (3.3.4) will be
locally split. In particular that YU will lift to some YˆU in T(M,E)[k](U) such that  k(YˆU ) =
Y (k)U . Now, from the short exact sequence in (3.3.4) we will obtain the following exact
sequence,
· · ·! Z1(U,T(M,E)[k + 1])! Z1(U,T(M,E)[k])  k ! Z1(U,T(⇧E [k])! · · · (3.3.12)
On intersections U \ V set Yˆ (l)UV = Yˆ (l)V   Yˆ (l)U . Then {Yˆ (l)UV} 2 Z1(U,T(M,E)[l]). When
l = k we have from (3.3.11) that
 k(Yˆ
(k)
UV ) =  k(Yˆ
(k)
U )   k(Yˆ (k)V ) = X|U  X|V = 0,
the latter equality above holding since X is a global section by assumption, and {Y (k)U }
is a cocycle representative for X. Hence {Yˆ (k)UV } maps to zero under  k. As a result,
by exactness of (3.3.12), there exists a 1-cocycle { ˆUV} 2 Z1(U,T(M,E)[k + 1]) mapping
to {YˆUV}. The cohomology class of { ˆUV} is denoted @k(X). This is the class obtained
from the exact sequence in (3.3.6).
Remark 3.3.6. In Construction 3.3.5 all that is described is the explicit construction
of the boundary map @⇤ from (3.3.6), following the far more general construction in
Construction 1.1.41.
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We turn our attention now to liftings of vector fields on T(M,E).
Definition 3.3.7. A vector field Y 2 H0(M,T(M,E)[k]) is said to lift to a degree-(k+1)
vector field on X(M,E) if there exists a vector field Yˆ 2 H0(M,T(M,E)[k + 1]) such that
◆k+1(Yˆ ) = Y .
From (3.3.5) we see that if Y 2 H0(M,T(M,E)[k]), then it will lift to a vector field Yˆ
in H0(M,T(M,E)[k + 1]) if and only if  k(Y ) = 0. However, regarding the lifted vector
field Yˆ , there is no reason to a priori have  k+1(Yˆ ) = 0. However, if  k+1(Yˆ ) = 0,
then there will exist a vector field ˆˆY 2 H0(M,T(M,E)[k + 2]) such that ◆k+2( ˆˆY ) = Yˆ .
In particular, we see that Y = ◆k+1   ◆k+2( ˆˆY ), and so we can say Y will lift to ˆˆY in
H0(M,T(M,E)[k+2]). Hence, the obstruction to lifting Y to
ˆˆY lies in H0(M,T⇧E [k+1]).
In general, we conclude:
Proposition 3.3.8. Let Y 2 H0(M,T(M,E)[k]) and fix some integer n > 0. Then the
obstructions to lifting Y to some vector field Y (n+1) 2 H0(M,T(M,E)[k + n + 1]) lie in
the spaces H0(M,T⇧E [k +m]), for m = 1, . . . n.
Remark 3.3.9. Note that if Y 2 H0(M,T(M,E)[k]) is given, then it will be a lift of ◆k(Y ) in
H0(M,T(M,E)[k 1]), which will in turn be a lift of ◆k 1   ◆k(Y ) in H0(M,T(M,E)[k 2])
and so on. As such, Y will be a lift of some vector field Y˜ in H0(M,T(M,E)[ 1]) =
H0(M,T(M,E)). Thus we may interpret H
0(M,T(M,E)[k]) as the space of global vector
fields on T(M,E) lifted to degree-k.
3.3.2 Liftings of Obstructions
We now investigate a slightly more general situation than that described in Lemma
3.3.4. That is, we will replace the hypotheses in (3.3.8) and (3.3.9) with the following:
let X 2 H0(M,T⇧E [k]). With respect to a trivialisation (U, ⇢), suppose we have a
0-cochain {YU} 2 C0(U,Tl k⇧E ) such that:
X|U = YU mod Tl k+1⇧E (U \ V) and (3.3.13)
(⇢UV)⇤YU = YV mod Tl k+n⇧E (U \ V), (3.3.14)
for some n > 0.
Remark 3.3.10. We assumed n > 0, however the construct in (3.3.14) makes sense for
for n = 0 and n = 1. In the case where n = 0 see that (3.3.14) is subsumed by (3.3.13).
In the case where n = 1, see that (3.3.14) is equivalent to (3.3.13).
The terminology introduced in Definition 3.3.7 now motivates the following definition,
which is made to capture the conditions in (3.3.13) and (3.3.14).
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Definition 3.3.11. A degree-k, order-n vector field X(k,n) on X(M,E) is a object com-
prised of the data: (1) a global vector field X 2 H0(M,T⇧E [k]); and (2) a 0-cochain
Y = {YU} satisfying (3.3.13) and (3.3.14). We will refer to X and Y as the associ-
ated vector field and cochain respectively of X(k,n), and we will refer to X(k,n) as the
(k, n)-vector field defined over X and Y .
Remark 3.3.12. A relevant observation at this stage, to set the theme for this section, is
the following: let X(k,n) be a (k, n)-vector field with associated 0-cochain Y . In degree-
(k+n), we will obtain from (3.3.14) a 1-cocycle Z1(U,T⇧E [k+n]), and so a cohomology
class in H1(M,T⇧E [k + n]).
The definition of a (k, n)-vector field so far made depends on the choice of trivialisation
(U, ⇢). In what follows we aim to give a coordinate-free description. Firstly note that
if n > q   k, then (3.3.14) coincides with (3.3.9) and by Lemma 3.3.4 the 0-cochain Y
will define a lift Yˆ of X. Hence, for n > q  k, we may identify a (k, n)-vector field with
a global section of T(M,E)[k]. In general, our observations will hold modulo the ideal
J k+n. Now set
T(M,E)[k, n] :=
T(M,E)[k]
J k+n · T(M,E) .
Then we have:
Lemma 3.3.13. The associated 0-cochain Y of a (k, n)-vector field X(k,n) will define a
global section of T(M,E)[k, n].
We turn our attention now to the question of existence. We may deduce from Lemma
3.3.4, or equivalently from Lemma 3.3.13, that if there exists a lift Yˆ of X, then there
will exist a (k, n)-vector field X(k,n), for n > q  k. We now have the following, which is
essentially a restatement of (3.3.7):
Lemma 3.3.14. Let X 2 H0(M,T⇧E [k]) be such that @k(X) 6= 0. Then there will not
exist any (k, n)-vector field X(k,n) over X with n > q   k.
A natural question arising from Lemma 3.3.14 is then:
Question 3.3.15. Given a global vector field X 2 H0(M,T⇧E [k]), does there exist a
(k, n)-vector field X(k,n) whose associated vector field is X?
If @k(X) = 0, then there will trivially exist an answer to Question 3.3.15, either in the
a rmative by Lemma 3.3.4; or in the negative by Lemma 3.3.14, depending, of course,
on the degree n. We are more interested in the answer to Question 3.3.15 in the presence
of a vector field X for which @(X) 6= 0 and n  q   k. Note firstly that there exists a
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diagram of mappings:
...
✏✏
· · · // H1(T(M,E)[k + 3]) // H1(T(M,E)[k + 2])
 k+2 //
✏✏
H1(T⇧E [k + 2]) // · · ·
· · · // H0(T⇧E [k]) @k // H1(T(M,E)[k + 1])
 k+1
✏✏
// · · ·
H1(T⇧E [k + 1])
✏✏
...
(3.3.15)
The vertical and horizontal arrows in (3.3.15) are exact. Then, assuming the obstruction
@k(X) is non-vanishing, it follows that: if  k+1   @k(X) = 0, the obstruction @k(X)
lifts to an element\@k(X) in H1(M,T(M,E)[k + 2]), and thereby defines an element in
Xˆ :=  k+2(\@k(X)) in H1(M,T⇧E [k + 2]).
Definition 3.3.16. The elements Xˆ and\@k(X) will both be referred to as degree-1 lifts
of the obstruction element @k(X).
In continuing along the diagram in (3.3.15), it follows that if the lift Xˆ of @k(X) vanishes,
then @k(X) will lift to some Xˆ 0 2 H1(M,T⇧E [k+3]) and so on. Then just as in Definition
3.3.7 we have:
Definition 3.3.17. LetX 2 H0(M,T⇧E [k]) be such that @k(X) 6= 0. Then the obstruc-
tion @k(X) is said to admit a degree-l lift if it defines an element in H1(M,T⇧E [k+l+1]),
i.e., if  k+l0   @k(X) = 0 for l0 = 1, . . . , l.
To relate the discussions so far had to Question 3.3.15, we have:
Theorem 3.3.18. The existence of a (k, n)-vector field X(k,n) over X implies the exis-
tence of a degree-(n  1) lift of @k(X).
By Definition 3.3.17 a degree-(n  1) lift of @k(X) is an element in H1(M,T⇧E [k + n]).
This element is precisely the cohomology class described in Remark 3.3.12. We defer
the proof of Theorem 3.3.18 to Appendix A.2.1.
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3.3.3 Obstruction Classes to Splitting
It is our intent now to apply the considerations of Section 3.3.2 to the grading vector
field ✏ 2 H0(M,T⇧E [0]). We begin with the following:
Lemma 3.3.19. The grading vector field ✏ defines a (0, 2)-vector field on X(M,E).
Proof. Let (U, ⇢) denote a trivialisation of X(M,E). In a coordinate neighbourhood U ,
with coordinates (x, ✓), recall from (3.3.3) that ✏ may be written
✏|U = ✓a @
@✓a
.
Let {✏U , ✏V , . . .} denote a 0-cochain valued in Tl 0⇧E [0] with ✏U = ✏|U modulo Tl 1⇧E [0].
Then on U \ V we have,
(⇢UV)⇤✏U = (⇣cV U,a⌘c)
✓
⇣aUV,b
@
@⌘b
◆
+ . . . (3.3.16)
= ⌘b
@
@⌘b
+ . . . since ⇣cV U,a⇣
a
UV,b =  
c
b
= ✏V + . . . ,
where the ellipses denote derivations in T⇧E(U \V) of degree at least two. In particular,
we see that ✏U ⌘ ✏V modulo Tl 2⇧E (U \ V). Hence the pair (✏, {✏U}) will define a (0, 2)-
vector field on X(M,E).
Let X✏ denote the (0, 2)-vector field on X(M,E) associated to ✏. Then by Theorem 3.3.18
we know that the obstruction @0(✏) will admit a degree-1 lift and thereby define an
element in H1(M,T⇧E [2]). Our main result here is on identifying this element with a
multiple of the first obstruction class to splitting X(M,E). We firstly recall the exact
sequence for T⇧E [2] below:
0! ^3E ⌦ E_ i,! T⇧E [2]
p
⇣ ^2E ⌦ TM ! 0.
Denote by i⇤ and p⇤ induced maps on cohomology. Then we have:
Theorem 3.3.20. Let X(M,E) be a supermanifold and denote by !(M,E) its first obstruc-
tion class to splitting. Then the obstruction element @0(✏) of the grading vector field ✏
will lift to ✏ˆ 2 H1(M,T⇧E [2]) which is such that p⇤✏ˆ = 2!(M,E).
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Proof. We will continue the calculation begun in (3.3.16). We have
(⇢UV)⇤✏U = ✓a
@⇢UV,b
@✓a
@
@⌘b
+ ✓a
@⇢µUV
@✓a
@
@yµ
= ✏V + 2f
µ|ij
UV (x) ✓ij
@
@yµ
+ . . . (3.3.17)
where the ellipses denote terms in Tl 3⇧E . In dropping the ellipses in (3.3.17) we will
have calculated the cocycle representative of p⇤✏ˆ, where ✏ˆ is the degree-1 lift of @0(✏),
according to Remark A.2.6. The theorem now follows upon comparing (3.3.17) modulo
Tl 3⇧E with the cocycle representative of the first obstruction class !(M,E), which was
described in Proposition 3.2.7.
Arguing in essentially the same way, we will deduce:
Theorem 3.3.21. Suppose X(M,E) is a supermanifold whose first obstruction class to
splitting vanishes. Let ✏ˆ denote the degree-1 lift of @0(✏). Then,
✏ˆ = 3!(3)(M,E),
where !(3)(M,E) is the second obstruction class to splitting X(M,E).
Theorems 3.3.20 and 3.3.21 serve to illustrate that the first and second obstruction
classes to splitting X(M,E) will obstruct an extension of the degree-1 lift of @0(✏) to lifts
to higher degree. Hence by Theorem 3.3.18, they will also obstruct the existence of a
(0, n)-vector field X(0,n) over ✏, for n > 2. We now present the following result relating
lifts of @0(✏) to higher obstruction classes, should they exist.
Theorem 3.3.22. Suppose X(M,E) is a supermanifold whose (2j   1)-th obstruction
class !(2j)(M,E) to splitting exists. Then there will exist a degree-(2j  1) lift ✏ˆ of @0(✏) and,
moreover,
p⇤✏ˆ = (2j) · !(2j)(M,E).
If X(M,E) is such that its (2j)-th obstruction class to splitting !
(2j+1)
(M,E) exists, then we
have:
✏ˆ = (2j + 1) · !(2j+1)(M,E) .
Proof. From Proposition 3.2.7 we know exactly what the trivialisation of X(M,E) looks
like if its (2j  1)-th obstruction class to splitting exists. Then the proof of the theorem
follows along essentially the same lines as that of Theorem 3.3.20. The details of the
calculation are omitted.
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At the beginning of this chapter, we wished to illustrate that an essential di↵erence
between a supermanifold X(M,E) and its split model ⇧E is in the respective gradings
they admit. The structure sheaf of the former is Z2-graded, whereas that of the latter
is both Z- and Z2-graded. One way in which to explicitly see this di↵erence in grading
is at the level of vector fields. Indeed, the split model ⇧E will admit a canonical global
vector field ✏ of degree-zero, known as the grading vector field and we may deduce from
Theorem 3.3.22 that ✏ will not lift to a global, degree-zero vector field on T(M,E). As it
is the obstruction classes to splitting X(M,E) which obstruct the existence of such a lift,
we see that obstruction theory for supermanifolds, in the sense of the present chapter,
is related to liftings of the grading vector field ✏.
3.4 Further Relations to Supersymmetric Thickenings
In this work we have so far studied supersymmetric thickenings from two broad points of
view: abstractly in Chapter 2; and as structures embedded in supermanifolds in Section
3.2. These adjectives are defined more precisely in what follows.
Definition 3.4.1. A k-th order thickening X(k) is said to be embedded if there exists
an m-th order thickening X(m), for some m > k, such that X(k) ⇢ X(m). The map
X(k) ⇢ X(m) is an embedding. The thickening X(k) is abstract if no choice of embedding
is made; or if no such embedding exists.
Remark 3.4.2. According to Definition 3.4.1, obstructed thickenings by definition (see
Definition 2.2.7) are necessarily abstract.
In Section 3.2 we looked at the relation between the obstruction classes to splitting
and supersymmetric thickenings embedded in a supermanifold, the main result being
the construction of the diagram (3.2.3) culminating in Proposition 3.2.7. Then, in the
subsequent sections, we related these obstruction classes to liftings of a certain vector
field. In the present section we will revisit the theme set out in Section 3.2, but now in
the abstract. We aim to classify thickenings containing the standard thickening ⇧E(i 1)
so, to that extent, we begin with the following question:
Question 3.4.3. When can a given thickening containing ⇧E(i 1) be embedded in a
supermanifold?
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3.4.1 The Obstruction Map for Thickenings of ⇧E(i 1)
For notational convenience, we set:
Q(i)E :=
(
^iE ⌦ TM if i is even
^iE ⌦ E_ if i is odd.
We start with the following observation: given a supermanifold X(M,E), it will admit
a level-i trivialisation for some i. We recall below for convenience the piece of the
long-exact sequence on cohomology in (3.1.4) for G(i)E :
· · ·! H1(M,G(i+1)E ) ◆⇤ ! H1(M,G(i)E ) !⇤ ! H1(M,Q(i)E ). (3.4.1)
By Definition 3.1.6, the image of !⇤ comprises the obstruction classes to splitting. How-
ever, the sequence in (3.4.1) ends at H1(M,Q(i)E ) and so there is no reason to presume
a reverse inclusion H1(M,Q(i)E ) ⇢ im !⇤. Hence we are led to the following natural
question:
Question 3.4.4. Given a class ↵ 2 H1(M,Q(i)E ), does there exist a supermanifold X
such that it admits a level-i trivialisation, and realises ↵ as its (i   1)-th obstruction
class?
Remark 3.4.5. Note that Question 3.4.4 is equivalent to Question 3.4.3, albeit posed a
little di↵erently.
As we will see, Question 3.4.4 partly addresses the extent to which H1(M,Q(i)E ) will
fail to classify supermanifolds. In order to address this question we firstly reference the
exact sequence in (3.1.2) for the tangent sheaf T⇧E [2j] relating the quotients Q(2j+1)E
with Q(2j)E , recalled below for convenience:
0! Q(2j+1)E ,! T⇧E [2j]⇣ Q(2j)E ! 0. (3.4.2)
Since the sheaves Q(i)E are of abelian groups on M , we obtain the following long-exact
sequence on cohomology:
· · · // H1(Q(2j+1)E ) // H1(T⇧E [2j]) // H1(Q(2j)E )
@⇤
✏✏
· · · H2(Q(2j+1)E )oo
(3.4.3)
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In combining (3.4.3) with (3.4.1) at i = 2j, we have:
...
✏✏
H1(Q(2j+1)E )
✏✏
H1(T⇧E [2j])
✏✏
· · · // H1(G(2j+1)E ) // H1(G(2j)E )
!⇤ // H1(Q(2j)E )
@⇤
✏✏
H2(Q(2j+1)E )
✏✏
...
(3.4.4)
We now have the following result:
Lemma 3.4.6. In (3.4.4): im !⇤ ⇢ ker @⇤.
Proof. For convenience, we will restate below the diagram in (3.1.6):
1 // G(2i+2)E  _
✏✏
   // G(2i)E // T⇧E [2i]
p
✏✏
// 0
1 // G(2i+1)E // G(2i)E // Q(2i)E // 0.
(3.4.5)
Chapter 3. Obstruction Theory II: The Grading Vector Field 84
Now due to the naturality of cohomology3, we have induced from (3.4.5) a commutative
diagram on cohomology which fits into (3.4.4) as follows:
...
✏✏
H1(Q(2j+1)E )
✏✏
· · · // H1(G(2j+2)E )
✏✏
// H1(G(2j)E )
p⇤ // H1(T⇧E [2j])
 ⇤
✏✏
· · · // H1(G(2j+1)E ) // H1(G(2j)E )
!⇤ // H1(Q(2j)E )
@⇤
✏✏
H2(Q(2j+1)E )
✏✏
...
(3.4.6)
Given '2j 2 H1(M,G(2j)E ), recall from (3.1.7) that !⇤('2j) =  ⇤p⇤'2j . Hence im !⇤ ⇢
im  ⇤ and, by exactness of the right-most, vertical row in (3.4.6), we also have that
im  ⇤ ⇢ ker @⇤. This completes the proof.
Another way to deduce Lemma 3.4.6 is by noting firstly that it is really just a restatement
of Lemma 2.3.13 for i = 2. More generally, we can deduce from Theorem 2.2.9 the
analogue of Lemma 3.4.6 for i = 2j + 1 odd:
Lemma 3.4.7. There exists a map @⇤ : H1(M,Q(2j+1)E )! H2(M,Q(2j+2)E ), linear over
C, such that im !⇤ ⇢ ker @⇤, where !⇤ is as in (3.4.1) for i = 2j + 1.
Remark 3.4.8. It is necessary to appeal to Theorem 2.2.9 in order to deduce Lemma 3.4.7
for the reason that there is no apparent exact sequence relating Q(2j+1)E and Q(2j+2)E as
in (3.4.2).
Now, we know by Proposition 3.2.3 that the class ↵ 2 H1(M,Q(i)E ) will define a thicken-
ing X(i)(M,E) containing ⇧E
(i 1). Then to address Question 3.4.4 in this case we have by
Lemma 3.4.6 and 3.4.7 that: if @⇤↵ 6= 0, then there will not exist any supermanifold X
realising ↵ as an obstruction class. Now, it should be mentioned that, in Lemma 3.4.6
and 3.4.7, there is no reason to expect a reverse inclusion. That is, even if ↵ lies in the
kernel of @⇤, there is no reason for it to then lie in the image of !⇤. Hence, the vanishing
3see [Har77, p. 204-5] for a more precise statement
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of @⇤↵ is necessary, but not su cient condition to guarantee the existence of a super-
manifold X realising ↵ as an obstruction class. These observations address Question
3.4.4 (and hence Question 3.4.3) and, as mentioned, partly address the extent to which
H1(M,Q(i)E ) will fail to classify supermanifolds. For a more complete characterisation
of H1(M,Q(i)E ) it will be useful to consider what we term pseudo-supermanifolds.
3.4.2 Pseudo-Supermanifolds
We would like to understand the extent to which H1(M,Q(i)E ) will fail to classify super-
manifolds and for this reason the notion of a pseudo-supermanifold will be useful. To
define it however, it will be necessary to generalise the observations we have so far made.
To recap, we have so far been concerned with thickenings containing ⇧E(i 1) and the
map @⇤ has been defined on the cohomology group H1(M,Q(i)E ). To be clear however,
the map @⇤ is defined on the set Ext1(⇧E(i 1)) and, in making use of the canonical
isomorphism in Proposition 3.2.3, can be defined on the cohomology group H1(M,Q(i)E ).
More generally, we present the following construction of @⇤ on Ext1(X
(i 1)
(M,E)) based on
the proof Theorem 2.2.9 given in Section 2.4.
Construction 3.4.9. Let X(i 1)(M,E) be a thickening of order-(l 1) and suppose X(i)(M,E)  
X(i 1)(M,E) is an extension of it. Denote by (U, ⇢
(i)) a trivialisation for X(i)(M,E). Consider
now @⇤(⇢(i)) defined as the class associated to the following 2-cocycle:⇣
@⇤(⇢(i))
⌘
UVW
:= ⇢(i)UW   ⇢(i)VW   ⇢(i)UV
where the right-hand side above is taken modulo J i+2. Evidently @⇤(⇢(i)) 2 H2(M,Q(i+1)E ).
That @⇤ depends only on the extension up to equivalence of extensions is a straightfor-
ward check.
Proposition 3.4.10. There exists a map @⇤ : Ext1(X
(i 1)
(M,E))! H2(M,Q(i+1)E ). A thick-
ening X(i)(M,E)   X(i 1)(M,E) is obstructed if and and only if @⇤([X(i)(M,E)]) 6= 0.
Remark 3.4.11. Note that Proposition 3.4.10 is a generalisation of Lemma 3.4.6 and
3.4.7 in much the same way that Proposition 2.5.9 is a generalisation of Proposition
3.2.3 (see Remark 3.2.4).
Motivation for the notion of a pseudo-supermanifold lies in addressing the observation,
from which we left o↵ at the start of the present section, regarding necessary and su -
cient conditions. To reiterate, for a class ↵ 2 H1(M,Q(i)E ) to be realised as an obstruction
class for a supermanifold, it is necessary but not su cient for ↵ 2 ker @⇤. This leads to
the following definition of a pseudo-supermanifold.
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Definition 3.4.12. An l-th order pseudo-supermanifold is thickening containing⇧E(l 1)
which defines a non-trivial class in ker @⇤/im !⇤
To justify the terminology ‘pseudo-supermanifold’ we submit the following:
Proposition 3.4.13. There cannot exist an embedding of a pseudo-supermanifold into
a supermanifold.
Proof. Suppose ↵ 2 H1(M,Q(i)E ) is given and let X(i)(M,E)   ⇧E(i 1) be a thickening
for which [X(i)(M,E)] = ↵. If X
(i)
(M,E) is assumed to be a pseudo-supermanifold then, by
Definition 3.4.12, we have @⇤↵ = 0 and as a result X
(i)
(M,E) will be unobstructed by
Theorem 2.2.9. Hence there will exist a thickening X(i+1)(M,E)   X(i)(M,E). Now, it may well
be that X(i+1)(M,E) is also unobstructed. The essence behind the present proposition is that:
there must exist some obstructed thickening X(l)(M,E) containing X
(i)
(M,E) for l < q, where
q is the rank of E. Otherwise, if all the thickenings X(l)(M,E) are unobstructed, then we
will obtain a supermanifold X(M,E) containing X
(i)
(M,E), i.e., that:
M ⇢ ⇧E(1) ⇢ · · · ⇢ ⇧E(i 1) ⇢ X(i)(M,E) ⇢ · · · ⇢ X(M,E).
Then by arguments in Section 3.2 we will find that the extension class [X(i)(M,E)] of X
(i)
(M,E)
will be given by:
[X(i)(M,E)] = !⇤('
i). (3.4.7)
However ↵ = [X(i)(M,E)] by construction and, assuming [X
(i)
(M,E)] is a pseudo-supermanifold,
then ↵ /2 im !⇤, contradicting (3.4.7). Hence, the pseudo-supermanifold X(i)(M,E) corre-
sponding to the class ↵ cannot embed in a supermanifold.
As a consequence of Proposition 3.4.13 above we have the following characterisation of
pseudo-supermanifolds: if X(l)(M,E) is an l-th order pseudo-supermanifold, then X
(l)
(M,E)
fits into a filtration
M ⇢ ⇧E(1) ⇢ · · · ⇢ ⇧E(l 1) ⇢ X(l)(M,E) ⇢ · · · ⇢ X(m)(M,E)
for some m where,
(i) l < m < q, for q the rank of the vector bundle E;
(ii) that [X(l)(M,E)] 2 ker @⇤/im !⇤ is non-trivial and;
(iii) @⇤([X
(m)
(M,E)]) 6= 0.
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Observation (iii) above makes sense due to Proposition 3.4.10.
Remark 3.4.14. In the sense of Definition 3.4.1 (and following on from the subsequent
remark) we see that the di↵erence between a pseudo-supermanifold and an obstructed
thickening is: an obstructed thickening cannot be embedded in any higher order thick-
ening whereas a pseudo-supermanifold can; although not in a supermanifold.
Regarding the cohomology group H1(M,Q(i)E ) itself, we obtain the following decompo-
sition:
H1(M,Q(i)E ) = (im !⇤) 
✓
ker @⇤
im !⇤
◆
  (ker @⇤)?. (3.4.8)
That is, in (3.4.8) we have decomposed H1(M,Q(i)E ) into: supermanifolds with level-
i trivialisation; pseudo-supermanifolds and obstructed thickenings respectively. This
serves to illustrate precisely the extent to which the cohomology groups H1(M,Q(i)E )
will classify (and fail to classify) supermanifolds.
Illustration 3.4.15. In Proposition 1.1.40 it was described a long-exact sequence on
cohomology arising from a short exact sequence of sheaves of groups. If 1! A! B !
C ! 1 denotes this short exact sequence, then one has
· · · // H1(A) // H1(B) // H1(C). (3.4.9)
An observation now from [Gro55, p. 80-1] is: if A is abelian, then the sequence in
(3.4.9) continues on to H2(A). Now, suppose E has rank q. Then from the short exact
sequences for G(i)E in (3.4.5), note that G(q)E ⇠= Q(q)E since G(q+1)E = {1}. In particular,
G(q)E is abelian and we therefore conclude that there will exist maps:
· · · // H1(G(q)E ) // H1(G(q 1)E )
!⇤ // H1(Q(q 1)E )
@⇤ // H2(Q(q)E ). (3.4.10)
The boundary map in (3.4.10) coincides with that in (3.4.3) for q odd; or that in Lemma
3.4.7 for q even.
In continuing on from illustration 3.4.15, we will conclude this section with the following
result regarding the (non) existence of certain pseudo-supermanifolds.
Theorem 3.4.16. Let E ! M , be a rank q, holomorphic vector bundle. Then there
will not exist any pseudo-supermanifolds modelled on (M,E) of order q or q   1.
Proof. From Illustration 3.4.15 we know that G(q)E ⇠= Q(q)E . Hence the map on cohomology
!⇤ : H1(M,G(q)E ) ! H1(M,Q(q)E ) will be a bijection and so ker @⇤ = im !⇤ which shows
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that there cannot exist any pseudo-supermanifolds of order q. Regarding the order-
(q   1) case, that there cannot exist any pseudo-supermanifolds here either will follow
from exactness of the sequence in (3.4.10).
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In an e↵ort to illustrate the contents of Chapters 2 and 3, we collect some examples of
supermanifolds and thickenings from the literature in this chapter, in addition to pro-
viding some new ones. Of particular interest is in the inference of obstructed thickenings
over the projective plane.
4.1 On Projective Space
Central to the computations in this section is the so-called Bott formula for computing
the complex dimension of the sheaf cohomology groups of CPn, valued in the sheaf of
di↵erential forms and Serre-twisted di↵erential forms. To provide this formula, it will
firstly be necessary to describe the line bundle OCPn(k) over projective n-space.
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Construction 4.1.1. If H ⇢ CPn is a hypersurface, then its divisor [H] will define a
line bundle on CPn. The line bundle corresponding to [H] is denoted OCPn(1) and its
dual bundle [ H] is denoted OCPn( 1). We set
OCPn(k) :=
8>><>>:
OCPn(1)⌦k k > 0
OCPn( 1)⌦( k) k < 0
CCPn k = 0
The line bundle OCPn(k) is known as the Serre-twisted line bundle. When k = 0, we
identify OCPn(0) with the structure sheaf CCPn, so therefore OCPn(0) corresponds to the
trivial line bundle over CPn. More explicitly, if (⇣0, . . . , ⇣n) denote homogeneous coor-
dinates and Ui = {⇣i 6= 0} the standard covering of CPn, then the transition functions
{fij} for OCPn(k) are:
fij =
✓
⇣j
⇣i
◆k
(4.1.1)
on Ui \ Uj = {⇣i 6= 0} \ {⇣j 6= 0}. Now let zji = ⇣j/⇣i. Then zi = (z0i, . . . , zni) denote
inhomogeneous coordinates on Ui and we may identify the transition functions fij in
(4.1.1) with the map fij(zi) = (zji)k, i.e., that the l-th component of fij is f lij(z
i) =
(zji)k · zli. The integer k in OCPn(k) is known as the degree and, as in [OSS10], we will
identify it here with the first Chern class of the line bundle OCPn(k).
As a testament to the importance of the line bundles OCPn(k), we have the following,
well known result, a proof of which may be found in [OSS10, p. 10] and [Kod86, p. 175]:
Proposition 4.1.2. Any holomorphic line bundle on CPn is isomorphic to OCPn(k) for
some k 2 Z.
In the case where n = 1 we have a further simplification, famously attributed to
Grothendieck and stated and proved in [OSS10, p. 12].
Theorem 4.1.3. The sheaf of holomorphic sections E of a holomorphic vector bundle
E over CP1, of rank r, may be written
E = OCP1(k1)  · · · OCP1(kr)
for unique ki 2 Z, up to re-ordering.
Now let E be the sheaf of holomorphic sections of a vector bundle E ! CPn. For any
k 2 Z, set
E(k) := E ⌦OCPn(k).
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Recall from Theorem 1.1.48 that for M a compact, complex manifold and F a sheaf of
abelian groups on M , the cohomology groups Hq(M,F) will admit the structure of a
finite-dimensional, complex vector space. We denote its dimension by hq(M,F). In the
case where M = CPn and F = ⌦pCPn(k), the Bott formula calculates hq(CPn,⌦pCPn(k)).
We give it below in full generality, as it appears in [OSS10, p. 4]:
hq
 
⌦pCPn(k)
 
=
8>>>>><>>>>>:
 k+n p
k
  k 1
p
 
for q = 0 and 0  p  n and k > p
1 for 0  p = q  n and k = 0  k+p
 k
   k 1
n p
 
for q = n and 0  p  n and k < p  n
0 otherwise.
(4.1.2)
In the case where p = 0 note that (4.1.2) computes the dimension of the sheaf cohomology
groups valued in the line bundles OCPn(k). With regards to cohomology valued in the
(twisted) tangent sheaf TCPn(k), we cannot apply (4.1.2) directly. Instead we must first
make use of Serre duality which is stated below for CPn:
Theorem 4.1.4. (Serre duality) For a holomorphic vector bundle E ! CPn, there
exists an isomorphism:
H i(CPn, E(k)) ⇠= Hn i(CPn, E_( k   n  1)).
Hence hi(CPn, E(k)) = hn i(CPn, E_( k   n  1)).
4.1.1 In Dimension (1|2)
In Theorem 1.3.21 it was established the set of all supermanifolds modelled on a given
(complex) manifold M and holomorphic vector bundle E ! M (up to isomorphism).
This set was denotedM(M,E). In the present section we will describe this set in the case
where: M = CP1, and E ! CP1 is a holomorphic vector bundle of rank-2. That is, we
will prove the following:
Theorem 4.1.5. Let E ! CP1 be a rank-two, holomorphic vector bundle with the first
Chern class c1(E). Then there exists a bijective correspondence:
M(CP1,E) ⇠= CP c1(E) 4.
In particular, if E is such that c1(E) + 4 > 0, Then X(CP1,E) will necessarily be split.
The statement of Theorem 4.1.5 is well known and may be found works such as [Man88,
BO96, Vis14]. We aim to illustrate here some of the constructions in Chapter 3 by
presenting a self-contained proof of Theorem 4.1.5. Of relevance is the following instance
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of (4.1.2) for q = 1, n = 1 and p = 0:
h1(CP1,OCP1(k)) =
8>><>>:
 k   1 for k <  1
1 if k = 0
0 otherwise.
(4.1.3)
Now let E be a rank-2, holomorphic vector bundle over CP1. Then ^2E is a line bundle.
If degE = c1(E) = k, then ^2E = OCP1(k). Note that TCP1 = OCP1(2) so that TCP1 ⌦
^2E = OCP1(c1(E) + 2). Then from (4.1.3) we have:
h1(CP1,TCP1 ⌦ ^2E) ⇠=
(
 c1(E)  3 for c1(E)   3
0 otherwise.
(4.1.4)
Now, in order to prove Theorem 4.1.5 from here, it will be necessary to characterise the
action of H0(CP1,Aut E) on H1(CP1,G(2)E ). This will be carried out in the results to be
presented in the case where M is an arbitrary (compact) complex manifold and E !M
is a holomorphic vector bundle of rank-2.
Lemma 4.1.6. Suppose E !M has rank-2. Then G(2)E ⇠= TM ⌦ ^2E.
Proof. See Illustration 3.4.15.
At the level of cohomology, we have !⇤ : H1(M,G(2)E ) ⇠= H1(M,TM ⌦ ^2E). Then,
through this isomorphism, we have an action of H0(M,A ut E) on H1(M,TM ⌦ ^2E).
Now let ⇢ 2 H1(M,G(2)E ) be a trivialisation and   2 H0(M,A ut E). We now have:
Proposition 4.1.7. !⇤(  · ⇢) = (det ) 1 · !⇤(⇢).
Proof. See Appendix A.3.1.
Remark 4.1.8. A result very similar to Proposition 4.1.7 appears in [Oni99, p. 62].
There, one considers the induced action of the subgroup C⇥ · 1E ⇢ H0(M,A ut E) and
finds that !⇤(c · ⇢) = c2!⇤(⇢). By our convention in the proof of Proposition 4.1.7, we
would deduce from (A.3.5) that !⇤(c · ⇢) = c 2!⇤(⇢).
Importantly, from Proposition 4.1.7 we see that it is the global automorphisms of ^2E
which act on the 1-cohomology group H1(M,TM ⌦ ^2E) by multiplication. We now
state the following result:
Lemma 4.1.9. Any holomorphic line bundle on CPn is simple.1
1Recall that a vector bundle E ! M is said to be simple if H0(M, End E) = C · 1E , i.e., the only
globally defined endomorphisms of V are constant scalar multiples of the identity section.
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Proof. This lemma follows from two relevant facts: (1) any line bundle on CPn is stable
(see [OSS10, p. 83]); and (2) that any stable, holomorphic vector bundle on CPn is
simple (see [OSS10, p. 87]).
Proof of Theorem 4.1.5. Firstly, from Lemma 4.1.6 and Proposition 4.1.7 we may identify
the H0(M,A ut E)-invariant subsets of H1(M,G(2)E ) with H0(M,A ut ^2 E)-invariant
subsets of H1(M,TM ⌦ ^2E). In particular, it follows from Theorem 1.3.21 that:
M(M,E) ⇠= H
1(M,TM ⌦ ^2E)
H0(M,A ut ^2 E) . (4.1.5)
In specialising to M = CP1, we see from Lemma 4.1.9 that:
H0(CP1,A ut ^2 E) ⇠= C⇥. (4.1.6)
The present theorem will now follow from (4.1.4), (4.1.5) and (4.1.6).
Remark 4.1.10. To elaborate on an irrelevant subtlety here: from Proposition 4.1.7 we
deduce that the action of H0(A ut^2 E) on H1(TCP1 ⌦^2E) is identified with the action
of C⇥ on CN given by v 7! c 2v, where N =  c1(E) 3. Hence, the quotient is naturally
a weighted projective space CN/(v ⇠ c 2v). However, this particular quotient will in
fact just coincide with the familiar projective CPN 1 (see e.g., [Dol82]).
4.1.2 In Dimension (n|2)
We firstly have from (4.1.2) for n > 1:
hq(CPn,⌦1CPn(k)) =
(
1 for q = 1 and k = 0
0 for q > 1.
(4.1.7)
Then as a result of (4.1.7) and Proposition 4.1.2 we readily deduce the following:
Proposition 4.1.11. Let n > 1 and suppose E ! CPn is a rank-2, holomorphic vector
bundle. Then
M(CPn,E) =
(
pt [ pt if n = 2 and c1(E) =  3
pt otherwise.
Proof. Since E has rank-2, then ^2E will be a line bundle on CPn which, from Propo-
sition 4.1.2, we may identify with OCPn(c1(E)). Hence TCPn ⌦ ^2E = TCPn(c1(E)). In
reasoning just as in the proof of Theorem 4.1.5 we will find, similarly to (4.1.5), that:
M(CPn,E) ⇠= H
1(CPn,TCPn(c1(E)))/C⇥ . (4.1.8)
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Now since ⌦1CPn = T
_
CPn , it follows from Serre duality (see Theorem 4.1.4) that
h1(CPn,TCPn(c1(E))) = hn 1(CPn,⌦1CPn( c1(E)  n  1)). (4.1.9)
Then from (4.1.7) we see that (4.1.9) above will be non-vanishing, and one-dimensional
only for n = 2 and c1(E) =  3. The proposition now follows from (4.1.8).
Hence on CPn, for n > 1, we see that there will exist a unique (up to isomorphism)
non-split supermanifold in the case where n = 2. Otherwise, any (n|2)-dimensional
supermanifold on CPn will be split. Now, the canonical bundle of an n-dimensional
manifold M is the bundle of top-forms ⌦n(M), with sheaf of holomorphic sections de-
noted ⌦nM . It is a line bundle on M . Importantly, when M = CPn, we have
⌦nCPn = OCPn( n  1). (4.1.10)
Now let ⌦1(CPn) denote the holomorphic vector bundle of 1-forms on CP2 and ⌦1CPn
its sheaf of sections. Then for n = 2, we see from (4.1.10) that c1(⌦1(CP2)) =  3.
Therefore, from Proposition 4.1.11, there will exist a unique (up to isomorphism), non-
split supermanifold modelled on the pair (CP2,⌦1CP2).
Remark 4.1.12. Let @¯ denote the Dolbeault operator on the (compact) complex manifold
M . It defines a di↵erential complex on M and its cohomology is known as Dolbeault
cohomology, denoted Hp,q
@¯
(M). It is an invariant of the complex structure on M . Its
relation to sheaf cohomology is by means of the Dolbeault isomorphism which asserts
(see e.g., [GH78]):
Hp,q
@¯
(M) ⇠= Hq(M,⌦pM ). (4.1.11)
In the case where M = CP2, we have H1,1
@¯
(CP2) ⇠= C which agrees with (4.1.7). Note
in particular that non-trivial, @¯-closed forms on CP2 may be used to define non-split
supermanifolds modelled on (CP2,⌦1CP2) by appealing to (4.1.11). In general, for M a
compact, Ka¨hler manifold with dimM > 1, the Dolbeault isomorphism is employed in
[Oni98] to construct (potentially) non-split supermanifolds modelled on (M,⌦1M ) and
yields, in a canonical way, a supermanifold X(M,⌦1(M)), termed the canonical supermani-
fold associated toM . In the case whereM is a flag manifold, its canonical supermanifold
is shown in [Oni98] to be non-split. This statement is consistent with that in Proposition
4.1.11 for M = CP2.
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4.1.3 In Dimension (1|3)
Rank-3 supermanifolds over CP1 are studied in [BO96, Vis14]. It is in [Vis14] where a
classification, analogous to the rank-2 case in Theorem 4.1.5, was obtained under certain
hypotheses. It is as follows:
Theorem 4.1.13. Let E ! CP1 be a rank-3 vector bundle, and assume that it splits as
a triple of identical line bundles, i.e., that E = OCP1(k) 3. Then there exists a bijective
correspondence:
M(CP1,E) ⇠=
3[
r=0
GrC(r, 4k   4),
where GrC(n, k) is the complex Grassmannian. In particular, if k >  2, we see that all
supermanifolds X(CP1,E) will be split.
Remark 4.1.14. Our conventions here di↵er from those in [Vis14] and so our statement
of Theorem 4.1.13 di↵ers slightly from the statement in [Vis14].
We will not provide a proof of Theorem 4.1.13 here, but rather give a general discussion
and, in doing so, obtain some generalisations. Firstly, recall from Lemma 4.1.6 that the
group G(2)E is abelian when rk E = 2, and will remain so in the case where rk E = 3.
Indeed, we find:
Lemma 4.1.15. Let E !M be a rank-3 vector bundle. Then G(2)E ⇠= T⇧E [2].
The proof of Theorem 4.1.13 will then unfold along the following lines:
(1) calculate h1(CP1,T⇧E [2]), and;
(2) characterise the action of H0(CP1,A ut E) on H1(CP1,T⇧E [2]).
We concern ourselves mainly with (1) here. To address it, recall from (1.4.14) that we
have an exact sequence with which to work:
0! ^3E ⌦ E_ ,! T⇧E [2]⇣ TCP1 ⌦ ^2E ! 0. (4.1.12)
By the vanishing result in (ii) in Theorem 1.1.48 note that H2(CP1,F) = 0 for any
abelian sheaf F . Then by Theorem 1.1.36 we obtain from (4.1.12) the following exact
sequence on cohomology:
0 // H0(^3E ⌦ E_) // H0(T⇧E [2]) // H0(TCP1 ⌦ ^2E)
@⇤
✏✏
0 H1(TCP1 ⌦ ^2E)oo H1(T⇧E [2])oo H1(^3E ⌦ E_)oo
(4.1.13)
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where byH i( ) it is meantH i(CP1, ) in the above sequence. This leads to the following
result:
Lemma 4.1.16. The di↵erence of h0(T⇧E [2]) and h1(T⇧E [2]) is given by:
h0(T⇧E [2])  h1(T⇧E [2])
=
h0(^3E ⌦ E_) + h0(TCP1 ⌦ ^2E)  h1(^3E ⌦ E_)  h1(TCP1 ⌦ ^2E), (4.1.14)
where by hi( ) it is meant hi(CP1, ) above, for i = 0, 1.
Observe that (4.1.14) may be computed from the Bott formula for projective space in
(4.1.2). The particular manifestation of (4.1.2) relevant for our purposes here is:
hq(CP1,OCP1(k)) =
8>><>>:
k + 1 for q = 0 and k   0
 k   1 for q = 1 and k   2
0 otherwise.
(4.1.15)
Then from (4.1.15) we readily deduce the following:
Lemma 4.1.17. Suppose E =L3a=1OCP1(ka). Then,
hi(CP1,^3E ⌦ E_) =
(
2c1(E) + 3 i = 0 and c1(E)   ka, 8a
 2c1(E)  3 i = 1 and c1(E)  ka   2, 8a
where c1(E) = k1 + k2 + k3.
Lemma 4.1.18. Suppose E =L3a=1OCP1(ka). Then,
hi(CP1,TCP1 ⌦ ^2E) =
(
2c1(E) + 9 i = 0 and kab    2, 8a < b
 2c1(E)  9 i = 1 and kab   4, 8a < b
where kab = ka + kb.
We can now deduce the following result which appears in [Vis14]:
Proposition 4.1.19. Suppose E = OCP1(k) 3. Then
h1(CP1,T⇧E [2]) =
(
 12k   12 if k   2
0 otherwise
(4.1.16)
Proof. We suppose firstly that k   2. Then 2k   4 and so, by Lemma 4.1.18, we see
that
h0(CP1,TCP1 ⌦ ^2E) = 0 and h1(CP1,TCP1 ⌦ ^2E)) =  6k   9. (4.1.17)
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Due to the former result in (4.1.17) the boundary map in (4.1.13) must vanish and so,
for such a bundle E we end up with the following short-sequence of cohomology groups:
0! H1(CP1,^3E ⌦ E_) ,! H1(CP1,T⇧E [2])⇣ H1(CP1,TCP1 ⌦ ^2E)! 0. (4.1.18)
Now since k   2, we see that c1(E) = 3k  k   2 and so, by Lemma 4.1.17 that
h0(CP1,^3E ⌦ E_) = 0 and h1(CP1,^3E ⌦ E_) =  6k   3. (4.1.19)
Now from (4.1.18) we have:
h1(T⇧E [2]) = h
1(^3E ⌦ E_) + h1(TCP1 ⌦ ^2E))
=  12k   12 from (4.1.19) and (4.1.17).
This proves the first statement in (4.1.16). Now suppose that k >  1. Then from
Lemma 4.1.18 and 4.1.17 we see that both h1(TCP1 ⌦^2E) and h1(^3E ⌦E_) will vanish
and so, from the exact sequence in 4.1.13, it follows that h1(T⇧E [2]) = 0 also. The only
non-trivial case now to check is k =  1. In this case we will find:
0 // H0(T⇧E [2]) // C3
@⇤ // C3 // H1(T⇧E [2]) // 0 (4.1.20)
and from Lemma 4.1.16 that h0(T⇧E [2]) = h1(T⇧E [2]). Hence, to complete the proof
of this proposition it will su ce to show that h0(T⇧E [2]) = 0 for E = OCP1( 1) 3. To
show this, we will appeal to a trivialisation of ⇧E. Consider the standard open covering
on CP1 by two open sets U, V . These extend to give a covering of ⇧E by the open sets
U [ V. If (x, ✓) are coordinates on U , and (y, ⌘) those on V, with ✓ = (✓1, ✓2, ✓3) and
similarly for ⌘, then we have the transition functions e = {eUV} given by:
y = eUV(x, ✓) =
1
x
and ⌘a = eUV,a(x, ✓) = x 1✓a (4.1.21)
for a = 1, 2, 3. Now let X = {XU} be a global section of T⇧E [2]. Then one has,
XU = XabU (x) ✓ab
@
@x
+XU,a(x) ✓123
@
@✓a
.
We will show here that if X is a global section, then it must necessarily vanish. To do
so, we firstly have the following transformation laws over U \ V:
@
@x
=
@eUV
@x
@
@y
+
@eUV,a
@x
@
@✓a
=  y2 @
@y
  y ⌘a @
@⌘a
and
@
@✓a
= y
@
@⌘a
. (4.1.22)
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Hence on U \ V we have,
XU =  XabU
✓
1
y
◆
⌘ab
@
@y
 ✓✓
X12U
✓
1
y
◆
+X23U
✓
1
y
◆
 X13U
✓
1
y
◆◆
y 1  XU,a
✓
1
y
◆
y 3
◆
⌘123
@
@⌘a
Now, we need to equate XU with XV and from above this entails solving:
XV,a(y) =
✓
X12U
✓
1
y
◆
+X23U
✓
1
y
◆
 X13U
✓
1
y
◆◆
y 1  XU,a
✓
1
y
◆
y 3 (4.1.23)
Now XU must be holomorphic in the coordinate x = 1/y and XV must be holomorphic
in y. In imposing this constraint, it is clear that (4.1.23) can only have the trivial
solution: XabU = 0 and XU,a = 0. This is because the left-hand side of (4.1.23) will not
have any poles in y, whereas the right-hand side necessarily will have simple poles in y
of orders at least one and three. Thus if X is a global section, then necessarily X = 0
and so h0(T⇧E [2]) = 0. The proposition now follows.
In order to obtain the classification in Theorem 4.1.13 it is necessary to investigate
the action of H0(CP1,A ut E) on H1(CP1,T⇧E [2]). In the case where E = OCP1(k) 3
and k   2, the space H1(CP1,T⇧E [2]) will be a ( 12k   12)-dimensional, complex
vector space by Proposition 4.1.19. For further details on the construction of the ac-
tion of H0(CP1,A ut E) we refer to [Vis14]. We wish to observe here that by Lemma
4.1.18 and 4.1.17, it will be possible to (in principle) calculate what the dimension of
h1(CP1,T⇧E [2]) will be for a general vector bundle E . This is useful for it will be this
space by which one must quotient in order to obtain a classification of (1|3)-dimensional
supermanifolds over CP1 in considerable generality. However, there are some extra
subtleties that one must account for before marching toward a general classification—
namely the boundary map in (4.1.13). We will not provide a full classification here, but
conclude with an illustration in which this boundary map will not vanish (c.f., (4.1.20)).
We begin with its construction.
Construction 4.1.20. Let E =L3a=1OCP1(ka). Then just as in (4.1.21) the transition
data for the split model ⇧E is given by:
y = eUV(x, ✓) =
1
x
and ⌘a = eUV,a(x, ✓) = xka✓a.
Now since E is split, we have
^2E = OCP1(k12) OCP1(k13) OCP1(k23)
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where kab = ka + kb. Hence, in identifying TCP1 with OCP1(2), we have:
H0(CP1,TCP1 ⌦ ^2E) =
M
a<b
H0(CP1,OCP1(kab + 2)). (4.1.24)
If @⇤ is non-zero, then it will be non-zero on at least one of the summands in (4.1.24)
and vice-versa. Suppose H0(OCP1(k12 + 2)) = H0(TCP1(kab)) is non-vanishing. We will
give a construction of @⇤|H0(TCP1 (kab)) in what follows. With respect to the standard cover
{U, V } of CP1, let X = {XU} 2 H0(TCP1(kab)) be a global section. Then we can write
XU = XU (x) ✓12
@
@x
.
Now set: (@⇤(X))UV := XV   (eUV)⇤XU . Since X is a global section we have from
(4.1.22) that,
(@⇤(X))UV =  k3 ·XU
✓
1
y
◆
yk1+k2+1 ⌘123
@
@⌘3
. (4.1.25)
The collection {(@⇤(X))UV} is a 1-cocycle by construction and from (4.1.25) it is clearly
valued in ^3E ⌦ E_. The boundary map is then defined by: @⇤(X) := [{(@⇤(X))UV}].
Proposition 4.1.21.
dim im @⇤|H0(TCP1 (k12)) =
(
1 if k12 =  2
0 otherwise
Remark 4.1.22. Note that the statement of Proposition 4.1.21 is consistent with (4.1.20)
in the proof of Proposition 4.1.19.
Proof of Proposition 4.1.21. In order for @⇤(X) to vanish, we need to be able to solve:
(@⇤(X))UV = (  )UV on all intersections U \ V. That is, we need to solve:
(@⇤(X))UV
set
=  V (y) ⌘123
@
@⌘3
   U (x) ✓123 @
@✓3
=
✓
 V (y)   U
✓
1
y
◆
yk1+k2
◆
⌘123
@
@⌘3
.
Then from (4.1.25) we see that @⇤(X) = 0 if and only if there exist { U , V } such that
 k3 ·XU
✓
1
y
◆
+  U
✓
1
y
◆
y 1 =  V (y) y (k1+k2+1) (4.1.26)
The functions XU and  U are holomorphic on U whereas  V is holomorphic on V . We
see that if k12 <  1, then the right-hand side of (4.1.26) will not have any poles. It will
only have simple zeroes of order at least  (k1 + k2 + 1). In contrast, the left-hand side
will not have any zeroes. Hence, if k12 <  1, it will only be possible to solve (4.1.26) if
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 V = 0. This gives,
 U
✓
1
y
◆
= k3 · y ·XU
✓
1
y
◆
. (4.1.27)
In order to solve (4.1.27) for  U and XU holomorphic, we necessarily need XU to be
polynomial in x of degree at least one, i.e., have no constant term. Now note that
XU = c ✓12
@
@x
(4.1.28)
will be a global section of TCP1( 2) for any c 2 C and, moreover, that @⇤(X) 6= 0.
Hence @⇤|H0(TCP1 ( 2)) 6= 0. Moreover, since @⇤ is linear and h0(TCP1( 2)) = 1, it then
follows that dim im @⇤|H0(TCP1 ( 2)) = 1. Now suppose k12 6=  2. If k12 <  2, then
h0(TCP1(k12)) = 0. If k12    1, then (4.1.26) will always have a solution for appropri-
ately chosen { U , V }.
As a result of the characterisation of the boundary map @⇤ in Proposition 4.1.21 above
it will be straightforward to calculate h1(T⇧E [2]) in general. Starting from the exact
sequence in (4.1.13), note that we will obtain the following short exact sequence:
0 // coker @⇤ // H1(T⇧E [2]) // H1(^2E ⌦ TCP1) // 0.
Hence,
h1(T⇧E [2]) = dim coker @⇤ + h1(^2E ⌦ TCP1)
= h1(^3E ⌦ E_)  dim im @⇤ + h1(^2E ⌦ TCP1). (4.1.29)
The following result now follows from (4.1.29) and Proposition 4.1.21:
Theorem 4.1.23. Let E ! CP1 be a rank-3, holomorphic vector bundle and write
E =L3a=1OCP1(ka). Then
h1(CP1,T⇧E [2]) =
8>>>>><>>>>>:
 4c1(E)  12 if kab 6=  2, 8a < b;
 4c1(E)  13 if one of kab =  2, a < b;
 4c1(E)  14 if two of kab =  2, a < b;
0 if kab =  2 for all a < b
for kab = ka + kb.
Proof. If kab 6=  2 for all a < b, then dim im @⇤ = 0 by Proposition 4.1.21. Hence from
Lemma 4.1.17 and 4.1.18 we have
h1(T⇧E [2]) = h
1(^3E ⌦ E_) + h1(^2E ⌦ TCP1) =  4c1(E)  12.
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If k12 =  2 and k13, k23 <  2, then dim im @⇤ = 1; and similarly if k12 = k23 =  2, then
dim im @⇤ = 2 and the calculation of h1(T⇧E [2]) then follows from (4.1.29). If kab =  2
for all a < b, then note that (k1, k2, k3) = ( 1, 1, 1) and so h1(T⇧E [2]) = 0 from
Proposition 4.1.19.
Remark 4.1.24. Note that from Theorem 4.1.23 and Lemma 4.1.16 we may also calculate
the dimension of the space of global (degree-two) tangent vectors h0(T⇧E [2]).
Remark 4.1.25. In more generality (i.e., higher odd dimension) there will be more sub-
tleties plaguing the classification problem, such as the existence of pseudo-supermanifolds
detailed in Section 3.4. However in the present setting, where the rank of the modelling
bundle is three, pseudo-supermanifolds will not cause any problems as a result of Theo-
rem 3.4.16.
4.2 Obstructed Thickenings
From Corollary 2.4.5 we know that any supersymmetric thickening of a Riemann surface
C will extend to define a supermanifold over C. This follows from Theorem 2.2.9 and the
fact that H2(C,F) = 0 for any sheaf of abelian groups F on C. This argument of course
will not hold for complex manifolds of (complex) dimension greater than 1 and so we
expect, for instance, that there will exist obstructions to finding thickenings containing
a given supersymmetric thickening, i.e., obstructed thickenings (see Definition 2.2.7).
In Section 3.4 we explored this problem in more detail and identified necessary and
su cient conditions under which a given thickening will be obstructed. In the present
section we aim to confirm their existence on the projective plane. To recap, let M be a
complex manifold and E !M a holomorphic, rank-3 vector bundle. Then we have the
following exact sequence on cohomology:
. . . // H1(M,^3E ⌦ E_) // H1(M,T⇧E [2]) r⇤ // H1(M,^2E ⌦ TM )
@⇤
✏✏
. . . H2(M,^3E ⌦ E_)oo
(4.2.1)
As argued in Proposition 2.3.10 and Lemma 2.3.13, the group H2(M,^3E ⌦E_) may be
identified with the space of obstructions to extending a given order-2 thickening, with
obstruction class lying in the image of the coboundary operator @⇤. Then, as observed
in Corollary 2.3.14, a necessary and su cient condition for the existence of a thickening
containing a given, order-2 thickening is that its associated cohomology class !(2) (i.e.,
its extension class as a thickening containing ⇧E(1)) map to zero under @⇤. We now
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present the following useful lemma in the case where M is a complex surface, i.e., is
2-dimensional as a complex manifold.
Lemma 4.2.1. Let E be a rank-3 vector bundle over a 2-dimensional, complex manifold
M and suppose,
h1(M,TM ⌦ ^2E) 6= 0; h2(M,TM ⌦ ^2E) 6= 0 and h2(M,^3E ⌦ E_) 6= 0. (4.2.2)
Then there will exist a second order, obstructed thickening on (M,E).
Proof. Let k = c1(E) so that we may write ^3E ⌦ E_ = E_(k). As M is a two-
dimensional, complex manifold it follows that H i(M,F) = 0 for all i > 2 and any sheaf
of abelian groups F . This allows us to conclude that the sequence in (4.2.1) for M
continues as follows:
. . . // H1(E_(k)) s
1⇤ // H1(T⇧E [2])
r1⇤ // H1(^2E ⌦ TM )
@⇤
✏✏
0 H2(^2E ⌦ TM )oo H2(T⇧E [2])r
2⇤oo H2(E_(k))s
2⇤oo
(4.2.3)
where H i( ) = H i(M, ). Our objective is to definitively conclude that the boundary
map @⇤ is non-trivial under the hypotheses in (4.2.2), for then we may conclude that
there will exist obstructed thickenings. To see that all three conditions in (4.2.2) are
su cient to deduce @⇤ 6= 0, firstly note by exactness of (4.2.3) that: im @⇤ = ker s2⇤.
Hence it su ces to characterise the map s2⇤. Now, by exactness again we know that r2⇤
will be surjective and non-trivial. If r2⇤ is bijective, then:
{0} = ker r2⇤ = im s2⇤ =) ker s2⇤ 6= 0 =) im @⇤ 6= 0. (4.2.4)
Hence, if r2⇤ is bijective, we see that @⇤ will be non-trivial. Suppose however r2⇤ is not
bijective. Then, if s2⇤ is not bijective either, we may use the reasoning in (4.2.4) again to
deduce that @⇤ will be non-trivial. However, if s2⇤ is bijective, then @⇤ must necessarily
be trivial, but note that bijectivity of s2⇤ will contradict the surjectivity of r2⇤ since we
are assuming in (4.2.2) that h1(TM ⌦ ^2E) 6= 0. Hence s2⇤ cannot be bijective, which
means @⇤ will be non-trivial. The lemma now follows.
In [LPW90, p. 443] an obstructed thickening is constructed on the product CP1 ⇥CP1.
In what follows below we will consider the complex projective plane CP2.
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4.2.1 On CP2: Split, Rank 3 Vector Bundles
We specialise now to the case where M = CP2. Let E ! CP2 be a rank-3 holomorphic
vector bundle and suppose it splits into a direct sum of line bundles. We describe in
the following an example of an instance in which (CP2, E) will admit a second order,
obstructed, supersymmetric thickening.
Example 4.2.2. From (4.1.2) we have:
h0(TCP2(l)) 6= 0 () l > 2 (4.2.5)
h1(TCP2(l)) 6= 0 () l =  3 (4.2.6)
h2(OCP2(l)) 6= 0 () l <  3. (4.2.7)
Now let E =L3a=1OCP2(ka) be a split, rank-3, holomorphic vector bundle on CP2. The
degree of E is k = k1 + k2 + k3 and the second exterior power is given by:
^2E = OCP2(k1 + k2) OCP2(k1 + k3) OCP2(k2 + k3).
Now, the sheaf cohomology functor H i( ) on projective space commutes with (countably-
many) direct sums, as discussed in [Har77, p. 209], and so hi(E) =P3a=1 hi(OCP2(ka)).
Then, in order to ensure (4.2.2), it su ces to choose the triple (k1, k2, k3) such that
(4.2.5), (4.2.6) and (4.2.7) hold. We can consider, for instance, the following constraints:
k1 + k2 > 2 k1 + k3 =  3 and k2 + k3 <  3. (4.2.8)
Evidently, a solution to (4.2.8) exists for any distinct pair of integers (k1, k2) which
satisfy k1 + k2 > 2. Then for such an E the conditions in (4.2.2) will hold and so, by
Lemma 4.2.1, there will exist obstructed, second order thickenings X(2)(CP2,E) of ⇧E
(1).
4.2.2 On CP2: Non-Split, Decomposable, Rank 3 Vector Bundles
It is not so straightforward to deduce the existence of obstructed thickenings when
E ! CP2 is no longer split. In what follows, we consider the case where E is of rank-
3, non-split, but decomposable, i.e., it is the direct sum of an indecomposable, rank-
2, holomorphic vector bundle and a line bundle. In general, non-split, decomposable
vector bundles of any rank (greater than 3) exist on the projective plane by virtue of the
construction of indecomposable bundles (of any rank) in [Sch61]. Now suppose E ! CP2
has rank-3. Then ^3E will be a line bundle and so ^3E = OCP2(k), for k = c1(E). We set
E_(k) := E_⌦OCP2(k). Our method of inferring the existence of obstructed thickenings
here will follow that in Example 4.2.2. That is, we will appeal to Lemma 4.2.1. To this
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extent we present the following construction of a rank-2, indecomposable, holomorphic
vector bundle from [OSS10].
Construction 4.2.3. Let Y ⇢ CP2 comprise a collection of m points, m > 0, and let
JY ⇢ CCP2 be the sub-sheaf of holomorphic functions on CP2 which vanish on Y , i.e.,
an ideal sheaf. Then in [OSS10, p. 53] it is constructed a rank-2, holomorphic vector
bundle F ! CP2 and a global section s 2 H0(CP2,F) such that firstly, for a fixed integer
k0 < 3,
c1(F ) = k
0; c2(F ) = m and Y = {zeroes of s}; (4.2.9)
and secondly that the sheaf of holomorphic sections F of F fits into the exact sequence:
0! CCP2 ·s,! F ⇣ JY (k0)! 0 (4.2.10)
where JY (k0) = JY ⌦OCP2(k0) and F the sheaf of sections of F . We will be interested
in the degree of F which, from (4.2.9) is k0 and so, henceforth, we will denote the bundle
described here by Fk0.
More generally, a construction of rank-2, indecomposable bundles of a similar nature to
that of Fk0 in Construction 4.2.3 on complex surfaces other than CP2 is given in [GH78,
p. 726]. We limit our considerations here to the projective plane. Integral to inferring
the existence of some E ! CP2 such that (4.2.2) holds is the celebrated theorem of
Serre, which we state from [OSS10]:
Serre’s Theorem A. Let F be a coherent, analytic sheaf on CPn. Then there exists a
k0 2 Z such that, for any l   k0, the sheaf F(l) is generated by its global sections.
To elaborate on Serre’s Theorem A, a sheaf F is said to be generated by its global sections
if the evaluation mapH0(F)⌦O ! F is surjective, whereO denotes the structure sheaf.2
In particular h0(F) 6= 0 if F is globally generated. Hence, by Serre’s Theorem A above
we see that: if F is a holomorphic vector bundle on CPn, then h0(F(l)) 6= 0 for all
l   k0 and some k0 2 Z. Now consider the bundle E(k0,l) := Fk0   OCP2(l), for some
l. Then E(k0,l) will be the sheaf of holomorphic sections of a non-split, decomposable,
rank-3 vector bundle E(k0,l) on CP2. By construction we have degE(k0,l) = k0 + l.
Proposition 4.2.4. For su ciently small l, i.e., l ⌧ 0, the bundle E( 3,l) will be such
that (4.2.2) will be satisfied.
2The evaluation map   : H0(F)⌦O ! F is given as follows: if s 2 H0(F) and f 2 O, then at a point
p in the base space M we have  p(s ⌦ f) = s · fp for fp the stalk of f at p. The map   is well-defined
since F is an O-module.
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Proof. We firstly have:
^2E(k0,l) ⇠=
 ^2Fk0 ⌦ ^0OCP2(l)    ^1Fk0 ⌦ ^1OCP2(l) 
= OCP2(k0)  Fk0(l). (4.2.11)
Now, the sheaf cohomology functor H i(CPn, ) will commute with countably-many
direct sums so we may deduce that hi(F  G) = hi(F)+hi(G). Using this, Serre duality
and (4.1.2), it will then follow from (4.2.11) that
h1(TCP2 ⌦ ^2E(k0,l))   h1(⌦1CP2( k0   3)) = 1 i↵ k0 =  3. (4.2.12)
Now, recall that we must have k0 < 3 by construction of Fk0 in Construction 4.2.3. In
setting k0 =  3, we will be assured in h1(TCP2 ⌦ ^2E(k0,l)) 6= 0 from (4.2.12). Now, as a
result of setting k0 =  3, note from (4.1.2) that:
h2(TCP2 ⌦ ^2E( 3,l)) = h0(⌦1CP2(0)) + h0(⌦1CP2 ⌦ F_ 3( l   3))
= h0(⌦1CP2 ⌦ F_ 3( l   3)). (4.2.13)
We are yet to impose any constraints on l here. In appealing to Serre’s Theorem A, we
may choose l su ciently small (i.e., su ciently negative) so that  l   3  0. This will
ensure that h0(⌦1CP2⌦F_ 3( l 3)) 6= 0. Similarly, regarding the latter-most cohomology
group in (4.2.2), we have:
h2(E_( 3 + l)) = h2(F_ 3( 3 + l)) + h2(OCP2( 3)) = h0(F 3( l + 3))
and just as in (4.2.13) we see, for su ciently small l, that h0(F 3( l+3)) > 0 by Serre’s
Theorem A. The proposition now follows.
From Lemma 4.2.1 and Proposition 4.2.4 we conclude:
Theorem 4.2.5. Let E( 3,l) ! CP2 be the vector bundle whose sheaf of sections is
E( 3,l). Then for su ciently small l, there will exist an obstructed, second order thick-
ening of ⇧E(1)( 3,l).
4.3 On Riemann Surfaces
We will cast here only a cursory glance at the state of supermanifolds over Riemann
surfaces and comment on where they sit in relation to supermanifolds in more generality.
Firstly, a (compact) Riemann surface of a given genus g is a one-dimensional, compact,
complex manifold. When g = 0, there exists a unique (up to biholomorphism) Riemann
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surface, being CP1. It, and its higher-dimensional siblings CPn, have been the subject of
our examples so far. With regards to Riemann surfaces of genus g > 0, we longer have
the luxury of a Bott-like formula for computing the complex dimensions of the various
cohomology groups of interest. As such, results such as Theorem 4.1.5 and 4.1.13 are not
readily generalisable. We may nevertheless appeal to Serre duality and the Riemann-
Roch Theorem however. For convenience, we state versions of these incorporating vector
bundles below.
Theorem 4.3.1. (Serre duality) Let C be a compact Riemann surface and E ! C a
holomorphic vector bundle. Then there exists an isomorphism,
H1(C, E) ⇠= (H0(C, E_ ⌦ ⌦1C))_
where E denotes the sheaf of sections of E and ⌦1C denotes the sheaf of holomorphic
1-forms on C.
Remark 4.3.2. In the case where C = CP1, we see that Theorem 4.3.1 is a manifestation
of Theorem 4.1.4 at k = 0 and n = 1.
Theorem 4.3.3. (Riemann-Roch) Let C be a compact Riemann surface of genus g, and
E ! C a holomorphic vector bundle of rank q. Then,
h0(C, E)  h1(C, E) = degE + q(1  g),
where degE := c(detE) is the first Chern number of the line bundle detE.
In exploiting the close relationship between (e↵ective) divisors and holomorphic line
bundles on Riemann surfaces, one has the following useful lemma which we will state
but not prove.
Lemma 4.3.4. Let C be a compact Riemann surface and let L! C be a holomorphic
line bundle and denote by L its sheaf of sections. If c1(L) < 0, then h0(C,L) = 0.
Riemann surfaces of genus g > 0 are uniquely interesting in the sense that: (1) holo-
morphic vector bundles on them need not all split into line bundles; and (2) they are
1-dimensional, which means H2(C,F) = 0 for any abelian sheaf F on C. In partic-
ular, there are no obstructions to extending a given supersymmetric thickening to a
supermanifold over C, as observed in Corollary 2.4.5. In this sense, they combine the
simplicity of CP1 with the complexity of CPn.
Remark 4.3.5. By a ‘supermanifold over a Riemann surface’, it is not necessarily meant
a super Riemann surface. This is an object of independent interest and is relevant to
considerations arising in the context of supersymmetry in physics. In later chapters in
this thesis we will investigate this object in more detail.
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Now recall from Lemma 4.1.6 that G(2)E ⇠= TM ⌦ ^2E for any manifold M and E ! M
of rank-2. Specialising to the case where M = C is a Riemann surface of genus g, note
by Serre duality that
h1(C,TC ⌦ ^2E) = h0(C,⌦1C ⌦ ⌦1C ⌦ ^2E_).
Since C is 1-dimensional and E has rank-2, the sheaf ⌦1C ⌦ ⌦1C ⌦ ^2E_ will be a sheaf
of sections of a line a bundle on C with,
deg(⌦1C ⌦ ⌦1C ⌦ ^2E_) = 2 deg(⌦1C)  degE = 2 · (2g   2)  degE. (4.3.1)
Then, from Lemma 4.3.4 and (4.3.1) we find the following:
Proposition 4.3.6. Let X(C,E) be a (1|2)-dimensional supermanifold over the Riemann
surface C of genus g. Then if
1
2
degE >   (C), (4.3.2)
the supermanifold X(C,E) will be split. Here  (C) = 2  2g is the Euler characteristic of
the surface C.
Hence we see that on any Riemann surface, the set of supermanifolds M(C,E) may be
identified with a point if the degree of E is su ciently high. In the case where g = 0,
so that C = CP1, note that Proposition 4.3.6 is in agreement with Theorem 4.1.5.
The strict inequality in (4.3.2) cannot be relaxed and to illustrate, we consider below
the genus-one case. That is, by appealing to the characterisation of vector bundles on
elliptic curves by Atiyah in [Ati57b], we will construct here a non-split, (1|2)-dimensional
supermanifold over an elliptic curve whose modelling bundle E has degree degE = 0.
Example 4.3.7. Let C be a Riemann surface of genus g = 1. Then TC will be a degree-
zero line bundle on C. As it will admit a global section, being a translation-invariant
vector field, it will in fact be trivial, i.e., TC ⇠= OC . Now let E ! C be a rank-2,
holomorphic vector bundle and suppose ^2E = T_C . Then E will be a rank-2 vector bundle
on C of degree-zero and we have: H1(C,TC ⌦ ^2E) ⇠= Ext1(TC ,TC) ⇠= Ext1(OC ,OC).
We now appeal to [Ati57b, Theorem 5, p. 432] where it is constructed an indecomposable,
holomorphic rank-2 vector bundle F such that:
0! CC ,! F ⇣ CC ! 0. (4.3.3)
We can then use F to define a (1|2)-dimensional supermanifold X(C,E) whose obstruction
class is given by the extension class of F . Since F has rank-2 and is indecomposable, its
extension class in Ext1(OC ,OC) is non-trivial. In particular, X(C,E) will be non-split.
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4.4 Varieties in Projective Superspace
We have described supermanifolds over the projective space CPn in reference to a vec-
tor bundle E ! CPn. While every supermanifold over CPn (and in general) may be
described in this way, there is a particular supermanifold over CPn which is often con-
sidered in the literature (see e.g., [Man88]). It is referred to as projective superspace,
and we describe its construction in what follows.
Construction 4.4.1. Let (z, ⇠) be coordinates on Cn+1|q and consider the action of C⇥
on Cn+1|q, given by (z, ⇠) 7! ( z, ⇠) for   2 C⇥. We define,
CPn|q := Cn+1|q/C⇥.
Then in CPn|q, we see that (z, ⇠) ⇠ (z0, ⇠0) if and only if z0 =  z and ⇠0 =  ⇠, for some
  2 C⇥. In this way we deduce that CPn|q is a supermanifold over CPn.
Definition 4.4.2. The supermanifold CPn|q from Construction 4.4.1 is referred to as
the (n|q)-dimensional, projective superspace.
In a more familiar language as has been employed thus far in this work, we have the
following characterisation of projective superspace, a proof of which we leave to [Man88].
Lemma 4.4.3. The (n|q)-dimensional projective superspace CPn|q is identified with the
split model ⇧OCPn( 1) q over CPn. In particular, it is split.
As we will venture to illustrate in the sections to follow, the familiar projective varieties
which one is accustomed to from studies in algebraic geometry may be generalised to
varieties in projective superspace. This is attractive as it allows for the construction of
many interesting examples of supermanifolds. We will present below two such examples.
The first, a quadric, is taken from [BO96] where it is shown to be non-split. In then
taking motivation from our study of the quadric we consider projective plane curves of
degree-(2n).
4.4.1 The Quadric
A hypersurface inside a complex manifold M is a complex sub-manifold N ⇢ M of
complex co-dimension one. Standard examples of hypersurfaces include the projective
spaces CPn ⇢ CPn+1. A quadric is defined to be a hypersurface of degree-2. We give a
description of it as a degree-2, projective plane curve in what follows.
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Construction 4.4.4. Let (⇣0, ⇣1, ⇣2) denote homogeneous coordinates for CP2 and de-
fine the following homogeneous, degree-two polynomial:
P (⇣) = ⇣0⇣2   (⇣1)2.
Let C denote the locus of this polynomial P . Then C will define a variety in CP2. To
see that it may be identified with CP1, firstly let t0, t1 be homogenous coordinates for
CP1. Then the map
(t0, t1) 7 ! ((t0)2, t0t1, (t1)2)
sends CP1 to C biholomorphically.
The quadric C can be endowed with a system of local coordinates as follows. Firstly let
Ui = {⇣i 6= 0} so that CP2 will be covered by the open sets U0, U1 and U2. Let zi =
⇣i/⇣0, xi = ⇣i/⇣1 and yi = ⇣i/⇣2 denote inhomogeneous coordinates on U0, U1 and U2
respectively. They define a system of local coordinates for CP2 (e.g., the homeomorphism
U0 ⇠= C2 is given by [⇣0 : ⇣1 : ⇣2] 7! (z1, z2)). As for the curve C, it is cut out by:
z2   (z1)2 = 0 in U0; x0x2   1 = 0 in U1 and (y1)2   y0 = 0 in U2. (4.4.1)
The loci in (4.4.1) guarantee that C ⇢ CP2. In setting U˜i = C \ Ui we see that C
is covered by {U˜0, U˜1, U˜2}. Local coordinates for C are given by projecting the chart
Ui ⇠= C2 onto C. For instance, in U˜0 we can take either z1 or z2 as a local coordinate
for C. In taking z1 as a local coordinate; and y1 a local coordinate for C in U˜2, we find
in the intersection U˜0 \ U˜2 the transition function
C⇥
⇠= ! C⇥ given by u 7 ! ⇥1 : u : u2⇤ 7 ! 1
u
(4.4.2)
Had we chosen z2 instead as a local coordinate on U˜0 then we would obtain on U˜0 \ U˜2
the transition function u 7! 1/pu. In what follows we consider the notion of a quadric
in superspace.
The Quadric in Superspace
We now aim to adapt the quadric from Construction 4.4.4 to projective superspace
CP2|2. Let (⇣0, . . . ⇠2) denote homogeneous coordinates and define:
P (⇣, ⇠) = ⇣0⇣2   (⇣1)2 + ⇠1⇠2. (4.4.3)
Just as for the quadric, define Ui are defined by {⇣i 6= 0}. That is Ui = Ui⇥C0|2. Denote
by Q1|2C the locus P = 0, where P is as in (4.4.3). Then just as in (4.4.1) we see that
Chapter 4. Some Examples 110
Q1|2C is given by:
z2   (z1)2 +  1 2 = 0 in U0 and y0   (y1)2 + ⌘1⌘2 = 0 in U2. (4.4.4)
On the intersection Q1|2C \ (U0 \ U2) we have a ne coordinates y1 and z1 related as
follows (c.f., (4.4.2)):
y1 =
⇣1
⇣2
=
z1
z2
and ⌘a =
1
⇣2
⇠a =
1
z2
 a. (4.4.5)
Then from (4.4.4) and (4.4.5) we obtain the following transition data for Q1|2C on Q
1|2
C \
(U0 \ U2):
y1 =
1
z1
+
1
(z1)3
 1 2 and ⌘a =
1
(z1)2
 a (4.4.6)
for a = 1, 2.
Lemma 4.4.5. As a supermanifold Q1|2C is modelled on CP1 and the rank-2 vector
bundle E whose sheaf of sections is OCP1( 2) OCP1( 2).
Proof. That the reduced space of Q1|2C is CP1 follows from Construction 4.4.4. Regarding
the modelling bundle E, firstly note from (4.4.6) that E will split into a sum of line
bundles `1 and `2. Hence it su ces to find the degree of `a, a = 1, 2 respectively. From
the transition data for `a we see evidently that deg `a =  2.
We now prove the following result, a statement and proof of which also appears in
[BO96].
Theorem 4.4.6. The quadric Q1|2C is non-split as a supermanifold.
Proof. To avoid cumbersome notation, we set u = z1 and v = y1. In order to show that
Q1|2C is non-split it will su ce3 to show that its first obstruction class to splitting will not
vanish and so we investigate this class in what follows. From (4.4.6) we will obtain an
expression for the cocycle representative of first obstruction class ! on U0 \U2, denoted
!02. It is given below:
!02 =
1
u3
 1 2
@
@v
. (4.4.7)
We claim that !02 in is not cohomologous to zero. In an e↵ort toward this goal, we will
suppose it is, which means there will exist holomorphic vector fields  0 on U0 and  2 on
3see Remark 3.1.10.
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U2 respectively, such that:
!02 =  2(v) ⌘1⌘2
@
@v
   0(u)  1 2 @
@u
. (4.4.8)
Hence we wish to argue that it will not be possible to solve (4.4.8) for  2 and  0
respectively holomorphic. To do so, we firstly need the inverse data for (4.4.6) which is:
u =
1
v
+
1
v3
⌘1⌘2 and  a =
1
v2
⌘a. (4.4.9)
Hence, we get:
@
@v
=
@u
@v
@
@u
=   1
v2
@
@u
+ . . . =  u2 @
@u
+ . . . ,
and so imposing (4.4.8) we find:
u (u 0(u)  1) =  2(v). (4.4.10)
The left-hand side of (4.4.10) is holomorphic in u and so has a simple zero at u = 0.
Now note that the right-hand side of (4.4.10), if assumed to be holomorphic in v, cannot
have any simple zeroes and, at most, only poles since v = 1/u. And so, assuming both
 0 and  2 are holomorphic leads to a contradiction. Hence (4.4.10) cannot be solved
for holomorphic functions  0(u) and  2(v). Therefore we conclude that the obstruction
class ! 6= 0. In particular, that Q1|2C is non-split.
4.4.2 Projective Plane Curves of Even Degree
Following [Kod86, p. 40] we give a construction of a curve in CP2 of degree-m, similarly
to the quadric in Construction 4.4.4.
Construction 4.4.7. Let ⇣ = (⇣0, ⇣1, ⇣2) denote homogeneous coordinates for the pro-
jective plane CP2. Recall the open sets Ui = {⇣i 6= 0}, for i = 0, 1, 2, which cover CP2.
Set
P (⇣) = (⇣0)m + (⇣1)m + (⇣2)m. (4.4.11)
Then P is a homogeneous polynomial of degree-m and so its locus, C, defines a variety
in CP2 of degree-m. Let zi, resp. xi, resp. yi denote inhomogeneous coordinates on U0,
resp. U1, resp. U2. Then C is given by:
1 + (z1)m + (z2)m = 0 in U0
(x0)m + 1 + (x2)m = 0 in U1; and
(y0)m + (y1)m + 1 = 0 in U2.
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If U˜i = C \ Ui, then C is covered by {U˜0, U˜1, U˜2}.
Local coordinates on C are slightly more subtle to describe here than in the case of
the quadric. Firstly note that C = U˜0 [ (C \ {⇣0 = 0}), so to describe a system of
local coordinates it will su ce to describe them in neighbourhoods of points in U˜0 and
points comprising the intersection C \ {⇣0 = 0}. Consider U˜0 \ {⇣1 = 0}. This set
consists of a finite set of distinct points pk (of cardinality m) at which (z2)m + 1 = 0.
In a su ciently small neighbourhood U˜0(pk) of each pk we have (z2)m + 1 6= 0. Now
consider the map '0;k : U˜0(pk) ! C given by [⇣0 : ⇣1 : ⇣2] 7! ⇣2/⇣1 = z2. Upon
taking a branch of the m-th root function, this map will be a homeomorphism with
inverse ' 10;k : u 7! [1 : ( 1   um)1/m : u]. Clearly U˜0 =
Sm
k=1 U˜0(pk). Regarding points
qk 2 C \ {⇣0 = 0} note that, in a su ciently small neighbourhood U˜1(qk), we can take
x2 as a local coordinate. On the intersection U˜0(pk) \ U˜0(qk0) we have,
z2 =
1
x2
. (4.4.12)
The curve C from Construction 4.4.7 above is an example of a compact Riemann surface
of genus g(C). The genus depends on the degree m of C in the following way:
g(C) =
1
2
m(m  3) + 1. (4.4.13)
Hence if m = 1 or 2 we obtain the familiar, genus-zero curve CP1, known as a conic (see
[Mir95, p. 57]). Note that it is also a one-dimensional quadric.
Curves in Projective Superspace
In what follows we will detail the construction of projective plane curves in superspace
by adapting the polynomial in (4.4.11) appropriately. To begin let (⇣0, ⇣1, ⇣2, ⇠1, . . . , ⇠q)
be homogeneous coordinates for CP2|q, and consider the polynomial
P (⇣, ⇠) = (⇣0)2n + (⇣1)2n + (⇣2)2n +
X
|I|=2n
⇠I (4.4.14)
for q   2n; I = (i1, . . . , i2n) a multi-index; and ⇠I = ⇠11 · · · ⇠i2n . Note that P ( ⇣, ⇠) =
 2nP (⇣, ⇠), so that the locus P = 0 in C3|q will define a degree-(2n) variety in CP2|q. We
will denote this variety by F1|qC (n). By construction, it is a supermanifold over the degree-
(2n) projective plane curve C. In order to describe local coordinates on F1|qC (n), firstly
let Ui = {(⇣, ⇠) | ⇣i 6= 0}. We denote by zi, xi and yi even, inhomogeneous coordinates on
U0,U1 and U2 respectively, i.e., that zi = ⇣i/⇣0; xi = ⇣i/⇣1 and yi = ⇣i/⇣2. Similarly, let
 a = ⇠a/⇣0; ✓a = ⇠a/⇣1 and ⌘a = ⇠a/⇣2 denote odd, inhomogeneous coordinates. Then
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we obtain inhomogeneous coordinates on U0,U1 and U2 respectively. From (4.4.14) the
locus P = 0 is given by:
1 + (z1)2n + (z2)2n +
X
|I|=2n
 I = 0 in U0; (4.4.15)
(x0)2n + 1 + (x2)2n +
X
|I|=2n
✓I = 0 in U1 and; (4.4.16)
(y0)2n + (y1)2n + 1 +
X
|I|=2n
⌘I = 0 in U2. (4.4.17)
Now just as Lemma 4.4.5 we have:
Lemma 4.4.8. Let C be a degree-(2n), projective plane curve and suppose q   2n. As
a supermanifold, F1|qC (n) is modelled on a degree-(2n) projective plane curve C and a
split, rank q, holomorphic vector bundle of degree-( 2nq).
Proof. Let C be a degree-(2n) projective plane curve and suppose q   2n. That
(F1|qC (n))red = C is immediate. To describe the modelling bundle E, firstly recall that
the topology of F1|qC (n) comes from C. That is, by a point in F
1|q
C (n) it is meant a point
in C. In the discussion succeeding Construction 4.4.7 we described coordinates on C
and this discussion generalises straightforwardly to describe a system of coordinates on
F1|qC (n). In a neighbourhood of points qk 2 C \ {⇣0 = 0} we have from (4.4.12),
 a =
1
⇣0
⇠a =
⇣2
⇣0
1
⇣2
⇠a =
1
x2
✓a. (4.4.18)
Any vector bundle is locally split so, locally, E ⇠=loc.
Lq
a=1 `a. A local section for `a
over U˜0, resp. U˜1, is given by  a, resp. ✓a. From (4.4.18) we see that E will in fact
be globally split. Moreover at qk, we see from (4.4.18) that  a will have a simple pole.
Hence, as a divisor, we write (`a) =
P2n
k=1( 1) · qk which shows that deg `a =  2n.
Since E =Lqa=1 `a, we conclude that degE =  2nq.
Regarding the global structure of F1|qC (n) as a supermanifold we have:
Theorem 4.4.9. There exists a trivialisation for F1|qC in which its (2n 1)-th obstruction
class to splitting exists and does not vanish.
Proof. In a neighbourhood of points pk at which (z2)2n + 1 = 0 recall that z2 can be
used as a local coordinate. For notational convenience we set u = z1 and v = z2. Then
v2n + 1 = 0 at pk and we see from (4.4.15) that the coordinates u and v are related as
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follows:
u =
  v2n   1  12n   v2n 1
( v2n   1) 2n 12n
·
X
|I|=2n
 I + . . .
By Proposition 3.2.7, the (2n 1)-th obstruction class to splitting, !, is represented here
by
!uv =
 v2n 1
( v2n   1) 2n 12n
·
X
|I|=2n
 I
@
@u
.
The subscript ‘uv’ reflect that !uv is defined on the intersection of two neighbourhoods
of pk parametrised by u, resp. v. Now, to see that ! will not vanish, we will suppose to
the contrary that it does. Then, just as in the proof of Theorem 4.4.6, we will be able
to find vector fields  u and  v, holomorphic in u resp. v, such that
!uv =
X
|I|=2n
 Iv(v) I
@
@v
 
X
|I|=2n
 Iu(u) I
@
@u
. (4.4.19)
Now note that
@
@v
=
@u
@v
@
@u
=
 v2n 1
( v2n   1) 2n 12n
@
@u
+ . . .
where the ellipses ‘. . .’ denote terms proportional to  . Then from (4.4.19) we see that
if ! ⇠ 0, then necessarily
 Iu(u) =
1
( v2m   1)2n 1
"
1   Iv(v)
( v2n   1) 12n
#
v2n 1 (4.4.20)
Now recall that we are in a neighbourhood of pk. Here v2n + 1 = 0 and so, since n > 0,
the right-hand side of (4.4.20) will have a pole of order-(2n  1) at pk. In assuming  u
and  v are holomorphic in u, resp. v, the left-hand side of (4.4.20) cannot entertain a
pole of any order at pk. It now follows that ! is non-trivial.
As observed earlier, if n = 1 note from the formula for the genus g(C) in (4.4.13) that
(F1|qC (1))red ⇠= CP1. Furthermore, in comparing Lemma 4.4.5 with Lemma 4.4.8, observe
that F1|2C (1) and the quadric Q
1|2
C defined by (4.4.3) will be locally isomorphic. Inspecting
the defining polynomial equations for F1|2C (1) and Q
1|2
C respectively will reveal that they
are in fact isomorphic.
Proposition 4.4.10. F1|2C (1) ⇠= Q1|2C .
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Proof. Consider the following automorphism of C3|2,0BBBBBBB@
⇣0
⇣1
⇣2
⇠1
⇠2
1CCCCCCCA 7 !
0BBBBBBB@
⇣0 + i⇣2
i⇣1
⇣0   i⇣2
⇠1
⇠2
1CCCCCCCA .
Under this automorphism the locus (4.4.3) defining Q1|2C transforms into the locus
(4.4.14)|n=1,q=2, defining F1|2(1). Hence Q1|2C and F1|2(1) are isomorphic.
Proposition 4.4.10 holds in a little more generality and admits a nice characterisation.
We conclude this chapter with this characterisation.
Theorem 4.4.11. Let E denote the modelling bundle for F1|qC (n). Then E ⇠= (⌦1C) q if
and only if n = 1, i.e., if C is a one-dimensional quadric.
Proof. Recall from (4.4.13) the formula for the genus of C. In terms of the genus g(C)
we know that deg⌦1C = 2g(C)  2. Hence in terms of the degree of C we have,
deg((⌦1C)
 q) = q · ((2n(2n  3) + 2)  2) = 2qn(2n  3). (4.4.21)
Now, from Lemma 4.4.8 we know that degE =  2nq. If we know assume E ⇠= (⌦1C) q,
then necessarily we must equate degE with (4.4.21). In doing so, we will find n = 1.
The converse statement is straightforward.
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The central goal of this chapter is to prove the Koszul splitting theorem, stated below:
Theorem 5.0.1. If a supermanifold X admits a globally holomorphic connection on its
tangent bundle, then it is split.
A statement and proof of Theorem 5.0.1 originally appeared in [Kos94], where the exis-
tence of a splitting map for X was inferred from the construction of a global holomorphic
connection. This is a fascinating result since one encounters the notion of a connec-
tion in many areas of mathematics and theoretical physics. Indeed, Atiyah classes for
supermanifolds—being classes which represent the failure for a supermanifold to admit
a global, holomorphic connection, were employed in a recent paper of Donagi and Wit-
ten in [DW14] to probe the global structure of the (punctured) moduli space of super
Riemann surfaces.
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For our considerations in this thesis, Theorem 5.0.1 provides another viewpoint on ob-
struction theory for supermanifolds. Recall that in obstruction theory (in the sense of
Chapter 3), the central guiding problem is to determine whether a supermanifold is
split. Note however that the obstruction classes to splitting only partly address this
problem. Indeed, in light of the existence of exotic structures (see Illustration 3.1.9 and
the surrounding discussion) it is not so straightforward to determine if a supermanifold
is split or not when its first obstruction class to splitting vanishes. This is because
the higher obstruction classes to splitting need not represent invariants of the complex
structure on a supermanifold. Hence, alternative viewpoints on the problem of splitting
a supermanifold will undoubtably be very useful and in Theorem 5.0.1 we have one such
alternative viewpoint.
The original proof of Theorem 5.0.1 given by Koszul in [Kos94] is motivated by geometric
intuition but consists of a series of constructions which are quite terse. As such it can
be di cult to fully appreciate and, moreover, relations to obstruction theory are not
immediately clear. In the argument presented here, we emphasise this relation with
obstruction theory in a precise sense—we show that the Atiyah class restricts to an
obstruction class to splitting, whenever this class exists. Theorem 5.0.1 will then follow
as a natural consequence. Hopefully this treatment will add to further understanding on
this deep relation uncovered by Koszul between holomorphic connections and complex
structures on supermanifolds.
In a sense, this chapter serves to illustrate how one can apply one of the main results in
Chapter 3 (being Theorem 3.3.22) to the problem of determining when a supermanifold
is split. The proof given here is motivated by a result describing the Atiyah class of a
supermanifold in [DW14].
5.1 Preliminaries: On Complex Manifolds
The Atiyah class of a holomorphic vector bundle E over a complex manifold M is
a certain class in a certain sheaf cohomology group of M which measures the failure
for E to admit a global holomorphic connection. This class was first introduced in
[Ati57a] and it is the treatment there that we will summarise presently. So, let M be
a complex manifold and E ! M a holomorphic vector bundle. Denote by ⌦kM the
sheaf of holomorphic k-forms on M and by E the sheaf of holomorphic sections of E. A
holomorphic connection D on E is defined as follows:
Definition 5.1.1. A holomorphic connection D on E is a C-linear map of sheaves
D : E ! E ⌦ ⌦1M
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which satisfies, for any function f 2 CM and section s 2 E ,
D(f ⌦ s) = (df)⌦ s+ f ⌦Ds
where d : CM ! ⌦1M is the holomorphic, exterior di↵erential.
Suppose E has rank q. Locally, any connection D may be written d +A, for A a q ⇥ q-
matrix of holomorphic 1-forms. To see this, firstly let U be a coordinate neighbourhood
in M with coordinate x. The local triviality condition on E ensures, over U , that
E(U) is a free CM (U)-module of rank q (see Example 1.1.21). In particular there will
exist a generating set of sections eU = {eU,1, . . . , eU,q} for E(U) so that, for any section
sU 2 E(U), we can write
sU (x) =
qX
a=1
saU (x) eU,a (5.1.1)
where sqU 2 CM (U). Then,
DsU =
⇣
dsaU + s
b
UAab
⌘
⌦ ea
= (d +A)⌦ s. (5.1.2)
for A = (Aab) a q ⇥ q-matrix valued in ⌦1M (U). The notion of a global holomorphic
connection on E that we describe here will be in reference to an open covering. As such,
let U = {U, V, . . .} denote an open covering of M .
Definition 5.1.2. A local holomorphic connection r on E with respect to the cover U
is a collection r = {rU}, where rU is a holomorphic connection on E(U) in the sense
of Definition 5.1.1.
Definition 5.1.3. A local holomorphic connection r on E is said to be global if, on
every non-empty intersection U \ V , we have rU = rV .
Note that if r is a global holomorphic connection in the sense of Definition 5.1.3 above,
then there will exist a holomorphic connection D such that D|U = rU for all U 2 U.
We will now describe the obstruction for D to exist. Firstly, if we are given a local
holomorphic connection then note from (5.1.2) that, with respect to a collection of local
generators e = {eU}, we will also obtain a 0-cochain A = {AU} 2 C0(U,⌦1M ⌦ E nd E),
where E nd E =H om(E , E) = E_ ⌦ E is the sheaf of endomorphisms of E . Here
rU = d +AU . (5.1.3)
We will call A a local connection 1-form for r. Now let ⇣ = {⇣UV } denote the transition
functions for E. Then we have eV = ⇣UV eU on all non-empty intersections U \ V . If we
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assume the given local connection r = {rU} is global, then there exists a holomorphic
connection D on E such that
rV eV = D|V eV = D|U (⇣UV eU ) = d⇣UV eU + ⇣UVrUeU . (5.1.4)
In rearranging (5.1.4) and using (5.1.3) we see that
AV ⌦ eV  AU ⌦ eU = d log ⇣UV ⌦ eU , (5.1.5)
where d log ⇣UV = ⇣V Ud⇣UV .
Remark 5.1.4. Strictly, it only makes sense to write d log ⇣UV for line bundles. In com-
ponents, the equation in (5.1.5) is written as follows:
⇣bV U,aAcV,b⇣dUV,c  AdU,a = ⇣bV U,ad⇣dUV,b. (5.1.6)
Then, for vector bundles, we denote by d log ⇣UV the matrix (⇣bV U,ad⇣
d
UV,b). It is not
too hard to check that d log ⇣UV will satisfy the conditions to define a 1-cocycle on a
non-empty, triple intersection of sets (see (A.1.5) and (A.1.6)).
In continuing on from where we left o↵ above, the right-hand side of (5.1.5) will exist
a priori as a 1-cocycle valued in the sheaf ⌦1M ⌦ E nd E . This observation now leads to
the following definition of the Atiyah class.
Definition 5.1.5. The Atiyah class of E, denoted at(E), is the cohomology class asso-
ciated to the 1-cocycle {d log ⇣UV }.
Evidently, the Atiyah class at(E) of a holomorphic vector bundle E resides in the 1-
cohomology group H1(M,⌦1M ⌦E nd E). In the following we investigate the Atiyah class
of the tangent bundle further.
Example 5.1.6. (The tangent bundle) LetM be a complex manifold endowed with tran-
sition data f = {fUV } with respect to an open covering {U, V, . . .}. Then the Jacobian
matrix of fUV , denoted (fUV )⇤, will be the transition functions of the tangent bundle of
M over U \V . In coordinates x on U and y on V , we can write (fUV )⇤ as the following,
vector-valued di↵erential form on U \ V ,
(fUV )⇤ =
@fµUV
@x⌫
dx⌫ ⌦ @
@yµ
.
Calculating the right-hand side of (5.1.6) here we obtain the cocycle representative of
at(TM),
d log(fUV )⇤ =
@2fµUV
@x @x⌫
@f V U
@yµ
dx    dx⌫ ⌦ @
@x 
. (5.1.7)
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It is the symmetric square dx    dx⌫ which appears in (5.1.7) since the antisymmetric
component of dx  ⌦ dx⌫ vanishes, due to the commutativity of the derivatives @/@x⌫
and @/@x . Hence at(TM) 2 H1(M, Sym2⌦1M ⌦ TM ) where Sym2⌦1M = ⌦1M   ⌦1M is
the symmetric tensor product.
The equation (5.1.5) asserts that at(E) = 0. We have so far deduced that if there exists
a global holomorphic connection on E, then the Atiyah class of E will vanish. The
converse of this statement also holds and was first observed by Atiyah in [Ati57a]. We
state here the following theorem, a version of which appears in [Ati57a, p. 188].
Theorem 5.1.7. A holomorphic vector bundle E !M will admit a global holomorphic
connection if and only if its Atiyah class at(E) vanishes.
The definition of the Atiyah class presented in Definition 5.1.5 so far requires a choice
of trivialisation. Of course, as the class itself is an object in a sheaf cohomology group,
we need not always appeal to a trivialisation in order to define it. Of relevance to the
considerations in this chapter will be the following, coordinate-free description, which is
found in [Ati57a, pp. 184-185]. We firstly have the following.
Lemma 5.1.8. Let E be a holomorphic vector bundle over M . Then there exists a short
exact sequence of sheaves of CM -modules,
0! ⌦1M ⌦ E ,! J 1(E)⇣ E ! 0, (5.1.8)
where J 1(E) denotes the (sheaf of sections of) bundle of 1-jets of sections of E.
As E is locally free, the functor H omCM (E , ) =   ⌦ E_ will preserve exactness of
(5.1.8). Hence, applying H omCM (E , ) to (5.1.8) yields the following exact sequence:
0! ⌦1M ⌦ E nd E ,! J 1(E)⌦ E_ ⇣ E nd E ! 0. (5.1.9)
The above sequence induces a long-exact sequence on cohomology which includes the
piece,
. . . // H0(M,E nd E) @⇤ // H1(M,⌦1M ⌦ E nd E) // . . . (5.1.10)
We now have an alternative definition of the Atiyah class of E as follows.
Definition 5.1.9. Let 1E 2 H0(M,E nd E) denote the identity section. The Atiyah
class of E, denoted at(E), is defined as
at(E) := @⇤(1E).
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The two definitions of the Atiyah class on compact, complex manifolds so far provided
(Definiton 5.1.5 and 5.1.9) admit generalisations to supermanifolds.
5.2 The Atiyah Class of a Supermanifold
Just as for complex manifolds, the Atiyah class for supermanifolds admits both a
coordinate-based definition as in Definition 5.1.5 and a coordinate-free definition as
in Definition 5.1.9. Regarding the coordinate-based definition:
Definition 5.2.1. Let (U, ⇢) denote a trivialisation of X(M,E), so that {(⇢UV)⇤} denotes
the transition data for T(M,E). The Atiyah class of T(M,E) is the cohomology class
associated to the 1-cocycle {d log(⇢UV)⇤}.
As for the coordinate-free definition, we follow [BBHR91] in which a treatment of the
Atiyah class is given for vector bundles more generally. In analogy with Lemma 5.1.8
we have the following:
Lemma 5.2.2. Let X = (M,OM ) be a supermanifold. Then there exists a short exact
sequence of OM -modules,
0! E nd TX ,! J 1(TX)⇣ TX ! 0, (5.2.1)
splittings of which correspond to global, holomorphic connections on TX.
For the same reasons as in the previous section we will deduce from (5.2.1) an exact
sequence analogously to (5.1.9) and this induces a corresponding long-exact sequence on
cohomology containing the following piece:
. . . // H0(M,E nd TX)
@⇤ // H1(M,⌦1X ⌦ E nd TX) // . . . (5.2.2)
where ⌦1X = H omOM (TX,OM ), for OM is the structure sheaf of X. Thus we submit
the following:
Definition 5.2.3. Let 1X 2 H0(M,E nd TX) be the identity section. The Atiyah class
of TX, denoted at(X), is defined as:
at(X) := @⇤(1X).
That Definitions 5.2.1 and 5.2.3 coincide is the subject of [BBHR91, p. 161-162] where
it is proved, more generally, for vector bundles on supermanifolds.
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5.2.1 A Diagram
In line with the theme that has been permeating throughout this work, our aim is to
relate the objects so far constructed with obstruction classes. That is, we would like to
relate the Atiyah class of X with the obstruction classes to splitting X, as in [DW14].
When X is split, there will exist a trivialisation in which all of these obstruction classes
to splitting X vanish, and as a result the Atiyah class of a split model will be in a
particularly simple form. Hence, a natural starting point in our investigations of the
Atiyah class is on the split model. But before we delve further into its description and
present results thereon, it will be necessary to give some further context. We will firstly
make the following observation, stated below in the form of a remark.
Remark 5.2.4. Let X = (M,OM ) be a supermanifold and recall that ◆ :M ⇢ X induces
a functor ◆⇤ : OM -Mod ! CM -Mod. Hence, if V is a sheaf of OM -modules then ◆⇤V
will be a sheaf of CM -modules. Now, importantly, both V and ◆⇤V will sheaves on M
since Xred = M . As such V ! ◆⇤V is a morphism of sheaves on M . In supposing V is
a sheaf of abelian groups, then so is ◆⇤V . Then as the i-th sheaf cohomology group H i
is a covariant functor from the category of abelian sheaves on M to abelian groups, it
follows that we will have a map induced on cohomology H i(M,V )! H i(M, ◆⇤V ).
Our intent now is to apply the observations in Remark 5.2.4 to the sheaf cohomology
groups appearing in (5.2.2). We recall this sequence below for convenience:
. . . // H0(M,E nd TX)
@⇤ // H1(M,⌦1X ⌦ E nd TX) // . . . (5.2.3)
Recall now from Lemma 1.4.12 that ◆⇤T(M,E) ⇠= ◆⇤T⇧E ⇠= E_   TM . Therefore,
◆⇤E nd T(M,E) = ◆⇤T(M,E) ⌦ ◆⇤T_(M,E)
⇠= ◆⇤T⇧E ⌦ ◆⇤T_⇧E
⇠= E nd TM   E nd E   (E ⌦ TM )  (E ⌦ TM )_ . (5.2.4)
The tangent sheaf T(M,E) is Z2-graded, with (◆⇤T(M,E))+ = TM and (◆⇤T(M,E))  = E_.
For our purposes it will su ce to consider the subsheaves of parity preserving morphisms.
These are characterised in the following:
Lemma 5.2.5. (◆⇤E nd T(M,E))+ ⇠= E nd TM   End E .
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Now, as a result of (5.2.4) we find
◆⇤H om
 
T(M,E),E nd T(M,E)
 
(5.2.5)
⇠=
E ⌦  E nd E   E nd TM   (E ⌦ TM )  (E ⌦ TM )_   (5.2.6)
  ⌦1M ⌦
 
E nd E   E nd TM   (E ⌦ TM )  (E ⌦ TM )_
 
. (5.2.7)
In using the decomposition of (5.2.5) above we will find, similarly to Lemma 5.2.5, that:
Lemma 5.2.6. There exists a decomposition,
 
◆⇤H om
 
T(M,E),E nd T(M,E)
  
+
⇠=
H om(TM ,E nd TM ) Hom(TM ,E nd E) H om(E_ ⌦ E_,TM ) H om(E_, E_ ⌦ T_M )
where the first two summands above come from (5.2.7) and the latter two summands
above from (5.2.6).
It now follows from Remark 5.2.4 that we will obtain the following maps on cohomology:
H0(E nd T(M,E))  ! H0(E nd TM ) H0(E nd TE), and; (5.2.8)
H1(H om(T(M,E),E nd T(M,E)))  ! H1((◆⇤H om(T(M,E),E nd T(M,E)))+). (5.2.9)
We wish to combine (5.2.8) and (5.2.9) with the boundary map @⇤ in (5.2.3) so as to
gain some understanding of the Atiyah class.1 For this reason we detail below a certain
lifting of a map allowing us to relate the Atiyah class with the grading vector field.
Through such a relation we can infer relations between the Atyah class and obstruction
classes to spliting.
The Lifting Map
Firstly recall that the grading vector field ✏ is a global section in H0(M,T⇧E [0]) and,
associated to any supermanifold X(M,E), that the obstruction element @0(✏) lifts to a mul-
tiple of the obstruction obstruction class to splitting X(M,E) by Theorem 3.3.22. Now
recall from (3.3.6) that @0 will be a C-linear map between complex vector spaces. In par-
ticular, this means @0( ✏) =  @0(✏). Now, to any global vector field X 2 H0(M,T⇧E [k]),
set:
L(X) := {  ·X |   2 C} . (5.2.10)
1Note H om(T(M,E), End T(M,E)) = ⌦
1
(M,E) ⌦ End T(M,E) here.
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Then L(X) ⇢ H0(M,T⇧E [k]) is a one-dimensional subspace. Let 1E 2 H0(M,E nd E)
be the identity section. In setting X = ✏ note that we have a map i⇤ : L(1E) ! L(✏),
where i⇤ is the map induced on global sections from the short exact sequence for T⇧E [0].2
With this observation we have the following:
Theorem 5.2.7. Let X(M,E) be a supermanifold and let 1E 2 H0(M,E nd E) be the
identity section. Then, for some j   1, there exists a C-linear map
 (M,E) : L(1E)  ! H1(M,T⇧E [2j]).
Proof. Given a supermanifold X(M,E), it will admit a trivialisation in which the l-th
obstruction class to splitting, !l, will exist for some l. Now, l is an integer, l   2; and
it is either even or odd. If l = 2j or 2j + 1, then !(l) 2 H1(M,T⇧E [2j]). If (U, ⇢) is
a trivialisation in which !(l) exists, then from Theorem 3.3.22 there will exist a map
sending the grading vector field ✏ to either a multiple of !(l) if l = 2j + 1 or of p⇤!(l)
if l = 2j. In composing this map with i⇤ : L(1E) ! L(✏) we obtain the desired map
 (M,E).
Now write 1(M,E) = 1T(M,E) . In defining L(1(M,E)) ⇢ H0(M,E nd TX) in a similar way
to (5.2.10) note that under the map in (5.2.8), which we denote by ◆⇤, that
◆⇤L(1(M,E)) = L(1TM   1E) ⇢ L(1TM )  L(1E). (5.2.11)
Now, from the Atiyah sequences for TM and E respectively, we obtain the boundary
maps @M⇤ and @E⇤ given below:
@M⇤ : H
0(M,E nd TM )  ! H1 (M,H om(TM ,E nd TM )) and;
@E⇤ : H
0(M,E nd E)  ! H1(M,H om(TM ,E nd E)).
With these boundary maps above combined with the map  (M,E) in Theorem 5.2.7 we
can define a map ↵ : ◆⇤L(1X)! H1((◆⇤H om(T(M,E),E nd T(M,E)))+) as follows: firstly,
by Lemma 5.2.6 we have a decomposition of (◆⇤H om(T(M,E),E nd T(M,E)))+ into four
summands. Let pi denote the projection of (◆⇤H om(T⇧E ,E nd T⇧E))+ onto the i-th
summand and denote by pi⇤ the corresponding map on cohomology. Upon inspection of
the decomposition in Lemma 5.2.6, note that the second and fourth summands coincide.
Hence p2 = p4. We set:
p1⇤↵ = @
M
⇤ p
2
⇤↵ = @
E
⇤ and p
3
⇤↵ =  (M,E) mod J 3. (5.2.12)
2If E is a simple, holomorphic vector bundle then L(1E) = H
0(M, End E).
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It is in setting p3⇤↵ ⌘  (M,E) in (5.2.12) above which guarantees that p3⇤↵ will be valued
in the summand H1(^2E ⌦ TM ) ⇢ H1(H om(E_ ⌦ E_,TM )) which, by Lemma 5.2.6, is
a summand of H1((◆⇤H om(T(M,E),E nd T(M,E)))+). Then from (5.2.12) we obtain the
diagram:
L(1(M,E))
✏✏
@⇤ // H1(H om(T⇧E ,E nd T(M,E)))
✏✏
◆⇤L(1(M,E))
↵ // H1((◆⇤H om(T(M,E),E nd T(M,E)))+)
(5.2.13)
We now have the following:
Proposition 5.2.8. The diagram in (5.2.13) commutes.
To be clear, commutativity of (5.2.13) means the following: note firstly that ◆⇤(1(M,E)) =
1TM   1E . Then by construction of ↵ in (5.2.12), commutativity of (5.2.13) means:
↵(1TM   1E) = @M⇤ (1TM )  @E⇤ (1E)   (M,E)(1E)
= at(M)  2at(E)   (M,E)(1E). (5.2.14)
In the sections to follow, we will submit a proof of Proposition 5.2.8 in the case where X is
the split model, and then more generally. Subsequently, in constructing a variant of the
diagram in (5.2.13), we will generalise Proposition 5.2.8 from which we will eventually
deduce the Koszul Splitting Theorem.
5.2.2 On the Split Model
Our focus here will be on the following result, which appears in more generality in
[DW14, p. 14]. In subsequent sections, we will investigate this more general result in
[DW14] with a view to then generalise it further.
Proposition 5.2.9. Let ◆ :M ,! ⇧E be the canonical inclusion of spaces. Then,
◆⇤ (at(⇧E)) = at(M)  2 at(E) (5.2.15)
where 2 at(E) = at(E)  at(E).
Proof. There are two definitions of the Atiyah class so far given. One is coordinate
free (Definition 5.2.3) whereas the other appeals to a choice of trivialisation (Definition
5.2.1). We will appeal to the latter definition here. Let (U, ⇢) be a trivialisation of ⇧E
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where, on U \ V, the transition functions are
⇢µUV(x, ✓) = f
µ
UV (x) and ⇢UV,a(x, ✓) = ⇣
b
UV,a(x)✓b. (5.2.16)
Recall from Definition 5.2.1 that {d log(⇢UV)⇤} is the Cˇech cocycle representative of the
Atiyah class at(⇧E). Hence our goal is to compute d log(⇢UV)⇤. We firstly have from
(5.2.16) the following:
(⇢UV)⇤ =
@fµUV
@x⌫
dx⌫ ⌦ @
@yµ
+
@⇣bUV,a
@x⌫
✓b dx
⌫ ⌦ @
@⌘a
+ ⇣bUV,a d✓b ⌦
@
@⌘a
. (5.2.17)
As such, we find
d log(⇢UV)⇤ =
@2fµUV
@x @x⌫
@f V U
@yµ
dx  ⌦ dx⌫ ⌦ @
@x 
(5.2.18)
  @
2⇣bUV,a
@x @x⌫
⇣aV U,c✓b dx
  ⌦ dx⌫ ⌦ @
@✓c
(5.2.19)
+
@⇣bUV,a
@x 
⇣aV U,c dx
  ⌦ d✓b ⌦ @@✓c (5.2.20)
+
@⇣bUV,a
@x⌫
⇣aV U,c d✓b ⌦ dx⌫ ⌦
@
@✓c
. (5.2.21)
Due to the commutativity of the derivations @/@x⌫ and @/@x , only the symmetric
component of dx ⌦dx⌫ in (5.2.18) will survive. Moreover, since the parity of d✓ is even
it follows that d✓b ⌦ dx⌫ = dx⌫ ⌦ d✓b. As such (5.2.20) and (5.2.21) may be collected.
Then, upon sending ✓ 7! 0 via ◆⇤, we have:
◆⇤(d log ⇢UV)⇤)
=
@2fµUV
@x @x⌫
@f V U
@yµ
dx  ⌦ dx⌫ ⌦ @
@x 
+ 2
@⇣bUV,a
@x 
⇣aV U,c dx
  ⌦ d✓b ⌦ @@✓c , (5.2.22)
where all the indices in (5.2.22) are implicitly summed over all of their values unless
specifically indicated. Hence, in comparing (5.2.22) with Example 5.1.6 and with (5.1.6)
we see that d log(⇢UV)⇤ may be written as the cocycle representatives of the Atiyah
classes for TM and E respectively. The proof follows upon taking cohomology class.
By (5.2.14) note that Proposition 5.2.8 now follows from Proposition 5.2.9 above. In
what follows we will consider the analogous statement to that in Proposition 5.2.9 for
supermanifolds more generally.
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5.2.3 On Supermanifolds
It was remarked earlier that Proposition 5.2.9 is a weaker form of a result which appears
in [DW14, p. 14]. Here we wish to prove, using a similar method as in Proposition 5.2.9,
this aforementioned result.
Proposition 5.2.10. Let X(M,E) be a supermanifold modelled on (M,E) and let ◆ :
M ,! X(M,E) be the inclusion of spaces. Then the Atiyah class of X(M,E) decomposes as
follows:
◆⇤
 
at
 
X(M,E)
  
= at(M)  2at(E)  2!(2)(M,E),
where !(2)(M,E) is the first obstruction class to splitting X(M,E).
Remark 5.2.11. The statement and proof of Theorem 5.2.10 is given in [DW14, p. 14],
where the authors appeal to the characterisation of the Atiyah class by means of sheaves
of rings of di↵erential operators, given in [Kap99]. The proof we submit here is more
elementary and may, as a result, be insightful in its own right. In particular, it motivates
the proof of the Koszul splitting theorem to be provided in the section to come.
Proof of Theorem 5.2.10. Let (U, ⇢) be a trivialisation of X(M,E). For the purposes of
the present proof, it will su ce to consider the second order thickening X(2)(M,E) ⇢ X(M,E)
with
⇢(2);µUV (x, ✓) = f
µ
UV (x) + f
µ|ij
UV (x) ✓ij and ⇢
(2)
UV,a(x, ✓) = ⇣
b
UV,a(x) ✓b. (5.2.23)
From Definition 5.2.1 the Atiyah class of X(M,E) is given by the cohomology class of the
cocycle {d log(⇢UV)⇤}. It is our intent here to compute this cocycle. Let ⇢(1) = {⇢(1)UV}
denote the transition data for the order-1 thickening X(1)(M,E). Then we have ⇢
(2) =
⇢(1) + . . ., where ⇢ is given in component form in (5.2.23). Now note that,
(⇢(2)UV)⇤   (⇢(1)UV)⇤ =
@fµ|ijUV
@x 
✓ij dX
  ⌦ @
@Y µ
+ fµ|ijUV (✓jd⇥i   ✓id⇥j)⌦
@
@Y µ
, (5.2.24)
where (⇢(1)UV)⇤ is as in (5.2.17). Regarding the di↵erential, note that d
2 = 0. Hence
d2(⇥ij) = d(d⇥ij) = 0 and so d⇥i ^ d⇥j = d⇥i ^ d⇥j , i.e., that d⇥a has even parity as
a di↵erential form, in contrast to dXµ. It stands to reason therefore that the symmetric
tensor-product of even variables is anti-symmetric, i.e., that d⇥i   d⇥j =  d⇥i   d⇥j .
Hence,
d(d⇥ij) = d⇥j ⌦ d⇥i   d⇥i ⌦ d⇥j = 2 d⇥i   d⇥j . (5.2.25)
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This leads to,
d log(⇢(2)UV)⇤   d log(⇢(1)UV)⇤ =
@2fµ|ijUV
@x⌫@x 
✓ij dX
⌫ ⌦ dX  ⌦ @
@Y µ
+
@fµ|ijUV
@x 
d(⇥ij)⌦ dX  ⌦ @
@Y µ
+ 2 fµ|ijUV d⇥i   d⇥j ⌦
@
@Y µ
(5.2.26)
where (5.2.26) follows from (5.2.24) (c.f., Example 5.1.6). Then, since ◆⇤ is linear and
◆⇤(d⇥ij) = 0, we see that
◆⇤
⇣
d log(⇢(2)UV)⇤   d log(⇢(1)UV)⇤
⌘
= 2fµ|ijUV d✓i   d✓j ⌦
@
@yµ
. (5.2.27)
As the symmetric product on the right-hand side of (5.2.27) is anti-symmetric, by
(5.2.25), we may identify RHS(5.2.27) with the cocycle representative for the first ob-
struction class. Then, from Proposition 5.2.9 and the observation that ◆⇤d log(⇢(2)UV)⇤ =
◆⇤d log(⇢UV)⇤, the present theorem follows.
Upon inspection of (5.2.14) note that Proposition 5.2.8 for supermanifolds will follow as
a corollary of Proposition 5.2.10 above. We conclude this section now with the following,
conceptual result:
Corollary 5.2.12. Let ◆ denote the inclusion of M into ⇧E and X(M,E). Now suppose
X(M,E) is such that its first obstruction class to splitting vanishes. Then,
◆⇤
 
at
 
X(M,E)
  
= ◆⇤ (at (⇧E)) .
The above result serves to illustrate: when X(M,E) is such that its first obstruction class
to splitting vanishes, the map ◆⇤ will simply not retain enough information so as to
say anything meaningful about the Atiyah class at(X(M,E)). Hence, in order to obtain
a more complete characterisation of at(X(M,E)), it will be necessary to consider some
generalisations, such as pulling back to thickenings X(k) ⇢ X instead of pulling back to
M . Along the way we will derive the Koszul Splitting Theorem as natural consequence.
5.3 The Koszul Splitting Theorem
We look to give a generalisation of Proposition 5.2.10 in the present section which entails
obtaining a diagram similar to that in (5.2.13). So, given a supermanifold X(M,E) recall
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that it will admit a filtration by thickenings
M ⇢ ⇧E(0) ⇢ X(2)(M,E) ⇢ · · · ⇢ X(M,E).
Let ◆k : X
(k)
(M,E) ,! X(M,E) denote the inclusion. Then we have a right-exact functor
◆⇤k : OM -Mod ! O(k)M -Mod where O(k)M = OM/J k+1 is the structure sheaf of X(k)(M,E).
Thus leads to the following result in analogy with Lemma 1.4.10 and 1.4.12:
Lemma 5.3.1. ◆⇤kT(M,E) = T(M,E)/J k+1 · T(M,E).
Proof. By Illustration 1.1.22 we have:
◆⇤kT(M,E) = T(M,E) ⌦OM O(k)M = T(M,E) ⌦OM (OM/J k+1) = T(M,E)/J k+1 · T(M,E)
where the latter-most equality above follows from Lemma 1.2.18.
Corollary 5.3.2. Regarding the split model T⇧E we have:
◆⇤kT⇧E =
0@ k 1M
j= 1
T⇧E [j]
1A  ⇣^kE ⌦ TM⌘
Proof. The proof if this corollary is similar to that of Lemma 1.4.10. Recall that T⇧E is
Z-graded. Since taking tensor products will commute with direct sums, it follows that
◆⇤kT⇧E will be Z-graded also. We write: ◆⇤kT⇧E =
L
j  1(◆
⇤
kT⇧E)[j]. Now J =
L
l>k ^lE
so therefore ◆⇤k ^• E =
Lk
j= 1 ^jE . Then by Lemma 5.3.1 we deduce:
◆⇤kT⇧E =
0@ k 1M
j= 1
T⇧E [j]
1A  (◆⇤kT⇧E)[k].
Now note that we have:
(◆⇤kT⇧E)[k] =
T⇧E [k]
(J · T⇧E) \ T⇧E [k] .
As T⇧E is locally free, J · T⇧E = J ⌦ T⇧E . Hence (J · T⇧E) \ T⇧E [k] ⇠= ^k+1E ⌦ E_.
The corollary now follows from the exact sequence in Lemma 1.4.9.
Now by reasoning just as in Remark 5.2.4, the morphism ◆⇤k will induce morphisms on
the cohomology groups as in (5.2.8) and (5.2.9):
H0(E nd T(M,E))  ! H0(◆⇤kE nd T(M,E)), and;
H1(H om(T(M,E),E nd T(M,E)))  ! H1((◆⇤kH om(T(M,E),E nd T(M,E)))+).
Chapter 5. Atiyah Classes and the Koszul Splitting Theorem 130
We now have the following result which, in a sense, generalises the diagram in (5.2.13):
Lemma 5.3.3. For k   2, suppose that either the (2k   1)-th or (2k)-th obstruction
class to splitting X(M,E) exists and is non-vanishing. Then there exists a diagram:
L(1(M,E))
✏✏
// H1
 
H om(T(M,E),E nd T(M,E))
 
✏✏
L(1E) // H1(T⇧E [2k])
(5.3.1)
Proof. Suppose the (2k   1)-th obstruction class to splitting the supermanifold X(M,E)
exists and is non-vanishing. Then by (3.2.3) and Proposition 3.2.7 we infer that X(M,E)
will admit the following filtration,
M ⇢ ⇧E(1) ⇢ ⇧E(2) ⇢ · · · ⇢ ⇧E(2k 1) ⇢ X(2k)(M,E) ⇢ · · · ⇢ X(M,E). (5.3.2)
Note that as a result of (5.3.2) we deduce:
T(M,E) =
0@2k 1M
j  1
T⇧E [j]
1A  T(M,E)[2k].
Hence from Lemma 5.3.1 and Corollary 5.3.2 and an argument similar to that given in
Lemma 1.4.12 we have:
◆⇤2kT(M,E) =
0@2k 1M
j= 1
T⇧E [j]
1A  ◆⇤2kT(M,E)[2k]
=
0@2k 1M
j= 1
T⇧E [j]
1A  ⇣^2kE ⌦ TM⌘
= E_   · · ·
This allows us to deduce:
◆⇤2k 1E nd T(M,E) ⇠= E nd E   · · · (5.3.3)
and similarly that
◆⇤2k 1H om
 
T(M,E),E nd T(M,E)
  ⇠= (E ⌦ E ⌦ T⇧E [2k   2])  · · · (5.3.4)
We will now construct each map in the diagram in (5.3.1) in what follows. Regarding the
first vertical arrow L(1(M,E)) ! L(1E), this is the map obtained from that induced on
cohomology via the composition E nd T(M,E) ! ◆⇤2k 1E nd T(M,E) ! E nd E from (5.3.3).
As for the second vertical arrow: to construct it, firstly use the anti-symmetrisation
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map E ⌦ E ! ^2E . Then compose this map with the natural map ^2E ⌦ T⇧E [2k  
2] ! T⇧E [2k].3 This map induces a map on 1-cohomology which we identify with the
second vertical map in (5.3.1). The horizontal map from L(1(M,E)) in (5.3.1) is of course
the boundary map @⇤ from the long-exact sequence in (5.2.2), restricted to L(1(M,E)).
Finally, the bottom horizontal map is the lifting map  (M,E) from Theorem 5.2.7. The
argument presented so far holds, with only subtle changes, if we assume instead that
the (2k)-th obstruction class to splitting X(M,E) exists and is non-vanishing. We omit
the details here.
Remark 5.3.4. It was mentioned that the diagram in Lemma 5.3.3 is, in a sense, a
generalisation of that in (5.2.13). The sense in which it is not lies in the observation
that there does not exist a natural map L(1E)! H0(M,E nd TM ) as in Lemma 5.2.5.
With a diagram now established in Lemma 5.3.3 above, the generalisation of Proposition
5.2.10 we have alluded to is:
Proposition 5.3.5. The diagram constructed in Lemma 5.3.3 commutes.
Just as with Proposition 5.2.10, the proof of Proposition 5.3.5 will follow upon char-
acterising the restriction of the Atiyah class to a thickening. The construction of the
diagram in Lemma 5.3.3 is largely to illustrate that the result to follow will make sense.
Theorem 5.3.6. Let X(M,E) be a supermanifold whose (2j   1)-th obstruction class to
splitting exists. Then
◆⇤2j
 
at(X(M,E))
 
= (2!) ·
✓
2j
2
◆
· p⇤!(2j)(M,E) (5.3.5)
If p⇤!(M,E) = 0, so that the (2j)-the obstruction class to splitting X(M,E) exists, then
◆⇤2j+1
 
at(X(M,E))
 
= (2!) ·
✓
2j + 1
2
◆
· !(2j+1)(M,E) . (5.3.6)
In order to now prove Theorem 5.3.6, it will be useful to digress here and describe a
certain construction on exterior algebras, presented below.
5.3.1 A Construction on the Exterior Algebra
The notion of a connection on a complex manifold was described in Section 5.1. The
present construction aims to describe an analogous construct on the exterior algebra of
a vector space.
3such a map exists since, firstly, the elements of E are identified with the odd, homogeneous sections
of ^•E of parity one; and secondly that T⇧E is, by construction, a ^•E-module.
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Construction 5.3.7. Let V be an n-dimensional (complex) vector space with basis {vi}.
Then ^•V will be an algebra and, with respect to the basis {vi} we have generators for
the derivations Der ^• V , denoted symbolically by {@/@vi}. The di↵erential d on V is
defined by:
d := dvi
@
@vi
(5.3.7)
where dvi are basis vectors for the space of 1-forms on V , which we denote by W . As
defined, d is independent of this choice of basis {vi}. Note that, as vector spaces, there
will exist a natural map V !W given by sending vi 7! dvi. This map is invertible and
so d will define an isomorphism of vector spaces V
⇠=! W . Now define d on the k-fold
exterior power of V as follows:
d : ^kV  !W ⌦ ^k 1V ; given by (5.3.8)
vi1 ^ · · · ^ vik 7 !
X
( 1)l 1 i;ildvi ⌦ vi1···ˆil···ik . (5.3.9)
where the caret symbol in (5.3.9) denoted omission;  i;il is the Kronecker delta; and the
summation is over l. Then, as defined, d : ^•V !W⌦^•V will be a C-linear derivation
and, in this sense, a connection. In using the isomorphism V
⇠=! W , we will obtain the
map:
µ :W ⌦ ^k 1V ⇠= ! V ⌦ ^k 1V  ! ^kV,
where the latter map defining µ above is given by multiplication in the algebra ^•V .
Hence from (5.3.8) we have the map µ   d : ^kV ! ^kV , which is non-trivial for all
k > 1.
Regarding the map µ   d constructed at the end of Construction 5.3.7 above, we have
the following, whose proof follows from a straightforward calculation:
Lemma 5.3.8. Let 1 < k  n be fixed. Then
µ   d = k · I,
where I : ^kV ! ^kV is the identity map.
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We are interested in extending the Construction 5.3.7 to incorporate squares4. In ap-
plying d again in (5.3.8), we will find, for each k:
^kV
µ d⌦2
✏✏
d //W ⌦ ^k 1V 1W⌦d //W ⌦W ⌦ ^k 2V
⇠=
✏✏
^kV V ⌦ V ⌦ ^k 2Voo
(5.3.10)
where 1W is the identity map on W . The composition of the solid arrows in (5.3.10)
above is denoted by µ   d⌦2, as indicated. Then just as in Lemma 5.3.8, we have:
Lemma 5.3.9. For 2  k  n fixed, we have:
µ   d⌦2 =  (2!) ·
✓
k
2
◆
· I,
where I : ^kV ! ^kV is the identity map.
Before giving a proof of Lemma 5.3.9 above, it will be helpful to provide the following
illustration in a low-dimensional case, so as to get a better understanding of (5.3.10)
Illustration 5.3.10. Suppose V is 3-dimensional and let {v1, v2, v3} denote a basis.
Then ^3V will be one-dimensional and is spanned by v1^ v2^ v3. For shorthand we will
write v123. Now,
d(v123) = dv1 ⌦ v23   dv2 ⌦ v13 + dv3 ⌦ v12. (5.3.11)
In sending dvi 7! vi and ⌦ 7! ^, we have from (5.3.11) that:
µ   d : v123 7 ! dv123 7 ! v123   v213 + v312 = 3 · v123.
Note, this illustrates Lemma 5.3.8. Now from (5.3.11), in applying d again we will find
d⌦2(v123) = (dv2 ⌦ dv1 ⌦ v3   dv3 ⌦ dv1 ⌦ v2)
  (dv1 ⌦ dv2 ⌦ v3   dv3 ⌦ dv2 ⌦ v1)
+ (dv1 ⌦ dv3 ⌦ v2   dv2 ⌦ dv3 ⌦ v1)
where, in the above calculation, we have used: @/@vi dvj = dvj @/@vi. By inspection we
see that: dvi ⌦ dvj 7! dvi   dvj will send d⌦2(v123) 7! 0. However, sending dvi ⌦ dvj 7!
vi ^ vj will ensure that d⌦2(v123) 7!  3 · 2 v123 =  (2!) ·
 3
2
 
v123. This agrees with
Lemma 5.3.9.
4to compare, the expression for d in (5.3.7) resembles the familiar Ka¨hler di↵erential, or de Rham
di↵erential, which squares to zero. However, in the present case d in (5.3.7) need not square to zero by
the construction we have in mind.
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Proof of Lemma 5.3.9. Let {vi} be a basis for V and I = (i1, . . . , ik) an ordered multi-
index of length k. Then a basis for ^kV is given by the collection {vI} for all such
ordered, multi-indices I of length k. We compute:
ei1···ik
d7 !
nX
i=1
( 1)l 1 i;il dei ⌦ ei1···ˆil···ik
d7 !
nX
i=1<j
( 1)l 1( 1)l0 2 i;il j;il0dej ⌦ dei ⌦ ei1···ˆil···ˆil0 ···ik
+
nX
i>j=1
( 1)l 1( 1)l00 1 i;il j;il00dej ⌦ dei ⌦ ei1···ˆil00 ···ˆil···ik
µ7 !
nX
i=1<j
( 1)l 1( 1)l0 2( 1)l0 1( 1)l 1 i;il j;il0ei1···il 1iil+1···il0 1jil0+1···ik
+
X
i>j=1
( 1)l 1( 1)l00 1( 1)l 2( 1)l00 1 i;il j;il00ei1···il00 1jil00+1···il 1iil+1···ik
=  
X
i=1<j
 i;il j;il0ei1···il 1iil+1···il0 1jil0+1···ik (5.3.12)
 
X
i>j=1
 i;il j;il00ei1···il00 1jil00+1···il 1iil+1···ik (5.3.13)
By construction, the expression (5.3.12) + (5.3.13) yields a multiple of ei1···ik . To de-
termine this multiple, we need only count the number of summands in each of the
expressions (5.3.12) and (5.3.13). Regarding (5.3.12), note that since i ranges from 1 to
n, there are (tautologically) k-many solutions i to  i;il , for il 2 (i1, . . . , ik). Similarly,
there are (k   1)-many solutions to  j;il0 for il0 2 (i1, . . . , iˆl, . . . , ik). Hence there are
k · (k   1) terms in (5.3.12) and (5.3.13). The lemma now follows.
Remark 5.3.11. For our purposes in this work it is su cient to restrict our attention to
Lemma 5.3.9. However, the construction of µ  d⌦2 can be generalised to a map µ  d⌦m
which, for any m < k  n, maps ^kV ! ^kV . The combinatorial expression for m = 2
given Lemma 5.3.9 is suggestive of a more general formula for µ   d⌦m involving m and
k. We will not pursue such a formula here.
5.3.2 Proof of Theorem 5.3.6
The method of proof of Theorem 5.3.6 follows along similar lines to that of Proposition
5.2.10. We will only give a partial proof here. That is, we will prove the assertion in
(5.3.5). The proof of (5.3.6) will follow along essentially the same lines. So, we suppose
here that X(M,E) is a supermanifold whose (2j   1)-th obstruction class to splitting
vanishes. Let X(2j)(M,E) denote the (2j)-th order thickening associated to X(M,E). Then by
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Theorem 3.3.22 we have a trivialisation (U, ⇢) of X which, explicitly, is given by:
⇢µUV = f
µ
UV +
X
|I| j
fµ2|IUV ✓2I and ⇢UV,a = ⇣
b
UV,a ✓b +
X
|I| j
⇣2I+1UV,a ✓2I+1. (5.3.14)
It su ces to consider the (2j)-th order thickening X(2j)(M,E) which means we look at (5.3.14)
modulo J 2j+1. Then just as in (5.2.26), we have:
◆⇤2j
⇣
d log(⇢(2j)UV )⇤   d log(⇢(1)UV)⇤
⌘
=
f
µ|i1···i2j
UV
⇣
d✓a ⌦ d✓b ✓i1···ˆia···ˆib···i2j
  d✓b ⌦ d✓a ✓i1···ˆib···ˆia···i2j
⌘
⌦ @
@yµ
.
The assertion (5.3.5) now follows by applying Lemma 5.3.9 to the present situation.
5.3.3 The Koszul Splitting Theorem
At the beginning of this chapter we stated the Koszul splitting theorem (Theorem 5.0.1).
To prove this theorem with the theory developed so far, firstly recall Lemma 5.2.2 where
the existence of a global holomorphic connection on X is related to the Atiyah class of
X. More precisely, we have:
a supermanifold X admits a global, holomorphic connection if and only if its
Atiyah class vanishes.
Now from Theorem 5.3.6 we know that the Atiyah class at
 
X(M,E)
 
of X(M,E) will pull
back to an obstruction class to splitting X(M,E). In particular, we see that if the Atiyah
class vanishes, then its pullback must necessarily vanish. To see how this will result in
a proof of Theorem 5.0.1, consider firstly two supermanifolds X(M,E) and X˜(M,E) with
structure sheaves OM and O˜M respectively. Denote by A(M,E), resp. A˜(M,E) the sheaves
H omOM (T(M,E),E nd T(M,E)), resp. H omO˜M (T˜(M,E),E nd T˜(M,E)) and recall that the
Atiyah classes at
 
X(M,E)
 
and at(X˜(M,E)) lie in H
1(M,A(M,E)) and H1(M, A˜(M,E))
respectively. Now both A(M,E) and A˜(M,E) are sheaves of modules over OM and O˜M
respectively and if there exists an isomorphism   : X(M,E)
⇠=! X˜(M,E), then   will induce
an isomorphism of modules A(M,E)
⇠=! A˜(M,E). In particular, note that we will obtain
an isomorphism on cohomology:
 ⇤ : H1(M,A(M,E))
⇠= ! H1(M, A˜(M,E)).
Hence we conclude:
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Lemma 5.3.12. Let X(M,E) and X˜(M,E) be supermanifolds and suppose they are iso-
morphic. If the Atiyah class of X(M,E) vanishes, then so does that of X˜(M,E).
Now assume that at
 
X(M,E)
 
= 0. Then certainly ◆⇤2at
 
X(M,E)
 
= 0. By Theorem 5.3.6
we can identify ◆⇤2at
 
X(M,E)
 
with a multiple of the first obstruction class to splitting
!⇤(⇢) and so, if at
 
X(M,E)
 
= 0, then so must !⇤(⇢). This implies there will exist a lift
'3 of ⇢. That is, by Proposition 3.2.6, there will exist a supermanifold X˜(M,E) such that:
(i) X(M,E) and X˜(M,E) are isomorphic and;
(ii) the second obstruction class to splitting X˜(M,E) exists.
In using (i) above in conjunction with Lemma 5.3.12 we find that the Atiyah class of
X˜(M,E) must vanish. Moreover, by Theorem 5.3.6 this class will restrict to the second
obstruction class to splitting X˜(M,E). Hence the second obstruction class to splitting
X˜(M,E) must also vanish. Hence there will exist a lift of '
3 to '4. Continuing in this
way, we will deduce the existence of a lift of ⇢ to a level-(q + 1) trivialisation and so,
by Theorem 3.1.5, a splitting. The Koszul Splitting Theorem (Theorem 5.0.1) now
follows.
The vanishing of the Atiyah class is typically quite a strong condition. To illustrate,
observe that it is easily possible for a split supermanifold ⇧E to have a non-vanishing
Atiyah class. This can achieved by assuming the Atiyah classes of at least one of the
reduced spaces do not vanish (see Proposition 5.2.9). This begs the following question
relating to su cient conditions:
Question 5.3.13. Suppose the Atiyah classes of M and E both vanish. Then will the
Atiyah class of ⇧E vanish?
To see why Question 5.3.13 can generally fail to have an answer in the a rmative,
we need to recall some subtleties regarding higher obstruction classes. Recall from
Illustration 3.1.9 the notion of an ‘exotic’ lift and from Definition 3.1.11 the notion of
an ‘exotic structure’. Briefly, an exotic structure on ⇧E corresponds to a supermanifold
X(M,E) such that:
(i) X(M,E) ⇠= ⇧E and;
(ii) for some k > 1, the k-th obstruction class !(k) to splitting X(M,E) exists and does
not vanish.
If Question 5.3.13 were to admit an answer in the a rmative then, in assuming the
Atiyah classes of M and E vanish, we have that at(⇧E) = 0. As such, by Lemma
Chapter 5. Atiyah Classes and the Koszul Splitting Theorem 137
5.3.12, we will find that at(X(M,E)) = 0 also. Now observe that
◆⇤k(at(X(M,E)) / !(k) by Theorem 5.3.6
6= 0 by (ii) above.
Hence at(X(M,E)) cannot vanish if there exist exotic lifts, but this violates Lemma 5.3.12.
We are thus left to conclude the following, which can be thought of as a strengthening
of Theorem 5.0.1:
Corollary 5.3.14. Let X be a supermanifold and suppose at(X) = 0. Then X is canon-
ically split, i.e., its split model does not admit any exotic structures.
Remark 5.3.15. To compare, in [Kos94, p. 159] it is deduced firstly that associated to
a global, holomorphic connection r will be precisely one, and only one splitting Hr
and; secondly that, in the presence of a global holomorphic connection, any splitting
will be of the form Hr for some r. By the construction of the splitting Hr given in
[Kos94], a splitting X(M,E) ⇠= ⇧E, for X(M,E) an exotic structure, cannot come from
some global holomorphic connection. Hence we can recover Corollary 5.3.14 from the
argument given in [Kos94].
Remark 5.3.16. To further elaborate on Remark 5.3.15 above: in [Kos94], a global
holomorphic connection r on X is used to show that the grading vector field ✏ will
lift to a global vector field on X. From Chapter 3, this is equivalent to the statement
that: in any trivialisation of X, the grading vector field ✏ will lift to a global vector field
on X. If X admits an exotic structure however, then it will admit a trivialisation in
which a lift of ✏ will be obstructed.
In light of Corollary 5.3.14, we conclude now with the following modification of Question
5.3.13:
Question 5.3.17. Suppose the Atiyah classes of M and E both vanish and that ⇧E
does not admit any exotic structures. Then will the Atiyah class of ⇧E vanish?
5.4 Further Remarks on Exotic Structures
In Question 5.3.17 we questioned the consequences of a split model ⇧E which does not
admit any exotic structures. In this section, with which we conclude this chapter, we
discuss situations in which exotic structures will not exist; and those in which they might.
To begin we recall Construction 1.1.42 where, associated to a short exact sequence of
sheaves of groups 1 ! A ! B ! C ! 1, there is a natural action of the group H0(C)
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on the (pointed) set H1(A). We apply this observation to the following short exact
sequence:
1! G(3)E ,! G(2)E ⇣ Q(2)E ! 1.
From Construction 1.1.42 we see that H0(M,Q(2)E ) will act on H1(M,G(3)E ). Moreover,
from Lemma 1.1.43 we see that: '3, '˜3 2 H1(M,G(3)E ) map to the same element in
H1(M,G(2)E ) if and only if there exists some ⌫ 2 H0(M,Q(2)E ) such that '3 = ⌫ · '˜3,
where ‘·’ denotes the action of H0(M,Q(2)E ) on H1(M,G(3)E ). This leads to the following:
Lemma 5.4.1. Let E ! M be a holomorphic vector bundle of rank-3 and suppose
moreover that H0(M,Q(2)E ) = 0. Then ⇧E will not admit any exotic trivialisations.
Proof. If E has rank-3, note that G(4)E = {1} and so any exotic structure for ⇧E will
be defined by an element '˜3 2 H1(M,G(3)E ). This '˜3 maps to ⇢ 2 H1(M,G(2)E ) which
represents ⇧E. That is, '˜3 will be an exotic lift of ⇢. Note however that there will also
exist a canonical lift '3 of ⇢. As '3 and '˜3 both map to ⇢, we must necessarily be able
to write '3 = ⌫ · '˜3 for some ⌫ 2 H0(M,Q(2)E ). This will not be possible however if we
assume H0(M,Q(2)E ) = 0.
In [DW13, p. 15], an illustration of an exotic structure is given on the split model ⇧E
for E a rank-3 vector bundle. This example is based on (ii) in Definition 3.1.11 and we
describe it here via the following lemma.
Lemma 5.4.2. Let E ! M be a holomorphic vector bundle of rank-3 and suppose
moreover that H1(M,Q(3)E ) = 0. Then ⇧E will not admit any exotic trivialisations.
Proof. Recall the short exact sequence 1! G(4)E ! G(3)E ! Q(3)E ! 1. Since E has rank-
3, we know that G(4)E = {1} and hence G(3)E ⇠= Q(3)E . As such H1(M,G(3)E ) ⇠= H1(M,Q(3)E ).
Therefore, if H1(M,Q(3)E ) = 0, then H1(M,G(3)E ) consists of a single element, namely,
the canonical lift '3 of the trivialisation ⇢ defining ⇧E.
From Lemma 5.4.1 and 5.4.2 we see that the non-vanishing of both H0(M,Q(2)E ) and
H1(M,Q(3)E ) are necessary conditions for an exotic structure on ⇧E to exist when E has
rank-3. We suspect they these conditions are not su cient, but will make no attempts
here to verify this suspicion.
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It was mentioned in Remark 4.3.5 in Chapter 4 that a super Riemann surface is an object
of independent interest. One of the reasons for this is due to the role that they, and
their moduli, play in superstring theory. We refer to the expository preprint [Wit13b]
and references therein for further explanation on this point.
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In the present work, we will discuss the theory of superconformal structures in two
parts. The first, covered in the present chapter, intends to give an introduction to
some aspects of the theory of superconformal structures on supermanifolds. Then, as
indicated by the title, we constrain ourselves to the well established theory of N = 1
super Riemann surfaces and their (infinitesimal) deformations. In keeping in line with
the central theme of this work, we will look to relate deformations of these structures
with aspects of obstruction theory presented in Chapter 3.
The central objective in this chapter is on describing precisely a relation between the
Kodaira-Spencer map of an infinitesimal deformation and the obstructions to splitting
the total space of this deformation. This relation is explored further in the context of
odd deformations of higher order and a detailed study for deformations of second order
is presented. We will find that a second order deformation will be split if and only if its
first obstruction class to splitting vanishes. This is surprising since the vanishing of the
first obstruction class to splitting a (p|q)-dimensional supermanifolds X, with q   3, is
generally insu cient to conclude that X is split; and an odd, second order deformation
X is a supermanifold of dimension (1|3).
The result we deduce concerning the obstruction theory of an odd, second order defor-
mation leads to a natural question on the characterisation of odd deformations of any
order. We conclude this chapter on this question. In the sequel, Chapter 7, we investi-
gate the relation between the infinitesimal deformations here and those for N = 2-super
Riemann surfaces.
6.1 Preliminaries: Superconformal Structures
Consider coordinates (x, ✓) on C1|1 and define,
D :=
@
@✓
  ✓ @
@x
. (6.1.1)
Then D will be an odd vector field on C1|1 and from Lemma 1.4.7 its Lie bracket with
itself is given by:
1
2
[D,D] = D2 =
✓
@
@✓
  ✓ @
@x
◆✓
@
@✓
  ✓ @
@x
◆
=   @
@x
. (6.1.2)
It is the calculation in (6.1.2) above which motivates the notion of a superconformal
structure considered in this section.
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6.1.1 In Dimension (1|1)
The following definition of a superconformal structure on a (1|1)-dimensional superman-
ifold is taken from [DW13, p. 23] and can be found in [Fri86] and in [RSV88] where the
term superconformal manifold is used:
Definition 6.1.1. Let X be a (1|1)-dimensional supermanifold and suppose D ⇢ TX is
a sub-sheaf of rank-(0|1) such that the quotient sheaf satisfies:
TX/D ⇠= D⌦2.
Then D is called a superconformal structure on X.
To see how the distribution D is related to the vector field D in (6.1.1), we have the
following lemma:
Lemma 6.1.2. Let D be a superconformal structure for X. Then in any coordinate
neighbourhood U ⇢ X, we can find coordinates in which D(U) is generated by an odd
vector field D, which can be written in the form (6.1.1).
Proof. See [DW13, p. 23].
Now, not every (1|1)-dimensional supermanifold X will admit a superconformal structure
and to illustrate we have the following well known result:
Theorem 6.1.3. Let X(M,E) be a (1|1)-dimensional supermanifold. Then it will admit
a superconformal structure D if and only if E⌦2 ⇠= ⌦1M .
As mentioned, this result (Theorem 6.1.3 above) is well-known and a proof can be found
for instance in [CR88]. Nevertheless we will submit a proof here with the objective to
illustrate the techniques used therein. Proofs of subsequent results will follow a similar
yoga to the proof of Theorem 6.1.3 we submit presently.
Proof of Theorem 6.1.3. Let (U, ⇢) denote a trivialisation for X. Recall that this consists
of a collection of subsets {U ,V,W, . . .} covering X and subsets {UV ,UW , . . .} where U• ⇢
U which are identified by the transition functions ⇢ = (⇢+, ⇢ ), where ⇢UV : UV
⇠=! VU is
given by:
⇢+UV(x, ✓) = fUV (x) and ⇢
 
UV(x, ✓) = ⇣UV (x) ✓.
Then the transition functions for TX are given by,
(⇢UV)⇤ =
 
@fUV
@x ✓
@⇣UV
@x
0 ⇣UV
!
.
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Now let DU be the generator for DU so that we obtain a collection of vector fields
{DU}U2U. In order for {DU}U2U to define a superconformal structure D, we firstly
require (⇢UV)⇤ induce an isomorphism between DU |UV and DV |VU . Let (y, ⌘) denote
coordinates on V. In applying (⇢UV)⇤ to the generator DU we see that,
(⇢UV)⇤DU = ⇣UV
@
@⌘
  ⇣V U @fUV
@x
⌘
@
@y
. (6.1.3)
Now if (⇢UV)⇤ is an isomorphism, we must be able to write the image of (⇢UV)⇤ on the
generator DU as a non-zero multiple of DV , i.e., that (⇢UV)⇤DU = hUVDV , for some
hUV 2 OVU . From (6.1.3) we see that this is possible if and only if
@fUV
@x
= ⇣2UV . (6.1.4)
Since {@fUV /@x} and {⇣UV } are the transition functions for ⌦1M and E respectively,
then (6.1.4) is equivalent to the statement ⌦1M
⇠= E⌦2. The theorem now follows.
While we will not study superconformal structures in full generality in this work, it
will nevertheless aid in understanding such structures by seeing the larger framework in
which they sit. Such a framework may then be applied to the N = 2 case to be studied
in the subsequent chapter. In the following section we will be guided by the goal to
obtain a classification in the spirit of Theorem 6.1.3 for superconformal structures in
more generality.
6.1.2 In Dimension (p|q)
We firstly note that the calculation in (6.1.2) may be generalised and, as a result, so can
Definition 6.1.1. It is our aim in this section to generalise Definition 6.1.1 and deduce a
result analogous to Theorem 6.1.3. In the context of supersymmetric sigma-models, one
finds generalisations of the calculation in (6.1.2) as in, for instance, [Fre99, DF99], in an
e↵ort to study theories of physics with higher supersymmetry. Regarding generalisations
of Definition 6.1.1 to supermanifolds of higher rank, i.e., in dimension (1|q), these may
be found in [Coh87, DRS90, FR90a]. The generalisation we have in mind here combines
both of these points of view and thereby applies to supermanifolds of any dimension.
To describe it, firstly let U be a coordinate neighbourhood of dimension (p|q) and let
(x, ✓) denote coordinates. We set, for a = 1, . . . , q,
Da :=
@
@✓a
   acµ(x) ✓c @
@xµ
, (6.1.5)
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where all indices other than a above are implicitly summed; and  acµ is a holomorphic
function of the even coordinates x. Then just as in (6.1.2) (albeit via a more tedious
calculation) we have:
Lemma 6.1.4. The vector field written in (6.1.5) satisfies,
1
2
[Da, Db] =   {a,b};µ @
@xµ
where  {a,b};µ = (1/2)( abµ+ baµ); and [ , ] is the Lie bracket from Lemma 1.4.7.
Now on the coordinate neighbourhood U = (U,OU ) we set,
D(N )U := spanOU
 
D1, . . . , DN
 
for some N  q. Then:
Lemma 6.1.5. The object D(N )U defines a locally free, rank-(0|N ) sheaf on U .
Proof. To see that D(N )U is a sheaf note firstly that it is a pre-sheaf (i.e., that (i) is
satisfied in Definition 1.1.1). Now since U is a coordinate domain, the locality axioms
in (ii) and (iii) in Definition 1.1.1 are straightforward. Hence D(N )U is a sheaf. That it
is locally free follows from the fact that it is a sub-sheaf of the tangent sheaf TU 1. As
TU is locally free, then D
(N )
U will be locally free also. That D
(N )
U has rank-(0|N ) follows
from the observation that its generators Da and Db are odd and pair-wise independent
for a 6= b.
Definition 6.1.6. Let X be a (p|q)-dimensional supermanifold. Then a level-N , super-
conformal structure on X is identified with a rank-(0|N ) sub-sheaf D ⇢ TX such that
D ⇠= D(N ).
It will be useful to introduce the following terminology:
Definition 6.1.7. For a superconformal structure D, the vector fields in (6.1.5) will be
referred to as its generators for the cover U; and   = {( abµU )}U2U its defining cochain
for U.
Remark 6.1.8. In the literature, the generators for the superconformal structure, as we
have called them here, are referred to as covariant derivatives (e.g., in [Fre99]). In
[DF99, p. 237], in the context of supersymmetric sigma-models, the defining cochain  
is used in the definition of the Dirac form.
1to justify that D(N )U ⇢ TU is a sub-sheaf observe firstly that, by construction, it will be a sub-
presheaf of TU , thought of as a pre-sheaf. Now consider that associated to any pre-sheaf is a unique
sheaf (see e.g., [Har77, p. 64]) and so the sheaf associated to the presheaf D(N )U , denoted Dˆ
(N )
U will be a
sub-sheaf of the tangent sheaf TU . But we have already argued that D
(N )
U is a sheaf and so by uniqueness
D(N )U ⇠= Dˆ(N )U ⇢ TU . Hence D(N )U ⇢ TU .
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Example 6.1.9. The superspace Cp|q will admit a level-N superconformal structure D
for any N = 1, . . . , q by setting D = D(N )Cp|q (c.f., Lemma 6.1.5). A superconformal
domain is then a pair (U ,D(N )|U ) where U ⇢ Cp|q is a domain and D(N ) is a supercon-
formal structure on Cp|q.
The Definition of a level-N superconformal structure in Definition 6.1.6 captures the
intuition that a supermanifold X which admits such a structure may be obtained by
gluing together superspaces which admit admit such a structure, i.e., that its local
model is (Cp|q,D) as in Example 6.1.9.
Definition 6.1.10. A (p|q)-dimensional supermanifold X is said to be maximally su-
perconformal if it admits a level-N superconformal structure for N = q.
We will be primarily concerned with deformations of maximally superconformal struc-
tures in this work.
Remark 6.1.11. The definition of a level-N superconformal structure evidently gener-
alises Definition 6.1.1. Note, in the case where q = 1, every superconformal structure
will be maximal in the sense of Definition 6.1.10.
We have so far given a definition of a (maximal) superconformal structure but are yet to
show that such structures exist, or to classify them. To this end we have the following
result which nicely ties in the theme of existence of superconformal structures with that
of obstruction theory for supermanifolds.
Theorem 6.1.12. Let X(M,E) be a (p|q)-dimensional supermanifold, with q > 1. If
X(M,E) is maximally superconformal, with superconformal structure D, then its defining
cochain satisfies:
   = 2f (2)
where   : C0(U, E ⌦ E ⌦ TM )! C1(U, E ⌦ E ⌦ TM ) is the coboundary map for the Cˇech
cochain complex of E ⌦ E ⌦TM ; and f (2) = {f (2)UV} is a cocycle representative of the first
obstruction class !(M,E) to splitting X(M,E). In particular: the symmetric component of
  (in its first two indices) is globally defined; and !(M,E) = 0.
Proof. Let (U, ⇢) denote a trivialisation for X(M,E). With (x, ✓) coordinates on U , we
have
(⇢UV)⇤
✓
@
@xµ
◆
=
 
@f⌫UV
@xµ
+
@f⌫|ijUV
@xµ
✓ij + . . .
!
@
@y⌫
+
 
@⇣cUV,a
@xµ
✓c +
@⇣cdeUV,a
@xµ
✓cde + . . .
!
@
@⌘a
.
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Similarly, we have
(⇢UV)⇤
✓
@
@✓a
◆
=
⇣
( 1)p(a,j)f⌫|ajUV ✓j + . . .
⌘ @
@y⌫
+
 
⇣aUV,c + . . .
  @
@⌘c
,
where p is the function
p(a, j) =
(
0 if a < j
1 if a > j.
Now let DaU be a generator for D
(N )
U which we can write as in (6.1.5). Then from the
expressions of ⇢⇤ given above, we deduce the following:
(⇢UV)⇤DaU = (⇢UV)⇤
✓
@
@✓a
◆
   acµU ⇢UV,c (⇢UV)⇤
✓
@
@xµ
◆
=
"
⇣aUV,c   ⌘de
 
 acµU ⇣
d
UV,c
@⇣bUV,c
@xµ
⇣eUV,b
!#
@
@⌘c
(6.1.6)
+ ⌘d
✓
( 1)p(a,j)f⌫|ajUV ⇣dUV,j    acµU ⇣dUV,c
@f⌫UV
@xµ
◆
@
@y⌫
(6.1.7)
+ . . . ,
where the ellipses denote derivations whose coe cients lie in J 3U . Now in order for D to
define a superconformal structure for X, the generator DaU must be expressible in terms
of generators for D(N )V |VU , which are given by
DcV =
@
@⌘c
   cd⌫V ⌘d
@
@y⌫
. (6.1.8)
Hence we must impose,
(⇢UV)⇤DaU = h
a
UV,cD
c
V . (6.1.9)
Then, upon imposition of (6.1.9), we will obtain two equations from (6.1.6) and (6.1.7)
as follows:
haUV,c = ⇣
a
UV,c   ⌘de
 
 acµU ⇣
d
UV,c
@⇣bUV,c
@xµ
⇣eUV,b
!
+ . . . ; and (6.1.10)
haUV,c 
cd⌫
V =  ( 1)p(a,j)f⌫|ajUV ⇣dUV,j +  acµU ⇣dUV,c
@f⌫UV
@xµ
+ . . . (6.1.11)
Now from (6.1.10) we see that the degree-zero component of (6.1.11) becomes,
⇣aUV,c 
cd⌫
V    acµU ⇣dUV,c
@f⌫UV
@xµ
= ( 1)p(j,a)f⌫|ajUV ⇣dUV,j . (6.1.12)
Now let eU = (e1U , . . . , e
q
U ) denote generators for E over U , and similarly for eV so that,
on U \ V , we have eV = ⇣UV eU . Then note that (6.1.12) is equivalent to the following
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equation,
 ad⌫V eV,a ⌦ eV,d
@
@y⌫
   acµU eU,a ⌦ eU,c
@
@xµ
= ( 1)p(j,a)f⌫|ajUV eU,a ⌦ eU,j
@
@y⌫
(6.1.13)
Since ( 1)p(j,a) =  ( 1)p(a,j), it follows that the symmetric part of the right-hand
side of (6.1.13) will vanish. Hence, the symmetric component of   (in its first two
indices) defines a global section, i.e., Sym2( ) 2 H0(M, Sym2E ⌦TM ). Now, in writing:
⌘ad = eV,a ^ eV,d and ✓ac = eU,a ^ eU,c we find,
 ad⌫V ⌘ad
@
@y⌫
   acµU ✓ac
@
@xµ
= 2f⌫|ajUV ✓aj
@
@y⌫
. (6.1.14)
The right-hand side of (6.1.14) is a non-zero multiple of (a cocycle representative of)
the first obstruction class of X(M,E); whereas the left-hand side is the coboundary of
a 0-cochain valued in ^2E ⌦ TM . Hence (6.1.14) asserts that this non-zero multiple
must vanish in its cohomology class, which is equivalent to the obstruction class itself
vanishing.
Remark 6.1.13. From Lemma 6.1.4 note that the symmetric part (in its first two indices)
of the defining cochain   is given by: Sym2( ) = ([Da, Db]). Since {Da} generate the
superconformal structure, it is perhaps unsurprising to find that Sym2( ) is a global
section of Sym2E ⌦ TM , where Sym2E = E   E .
As a result of Theorem 6.1.12 we may deduce the following.
Corollary 6.1.14. A (p|2)-dimensional supermanifold is maximally superconformal if
and only if it is split.
In restricting our concerns to split models with q > 2, we have the natural question,
motivated by Corollary 6.1.14:
Question 6.1.15. For E ! M a rank q, holomorphic vector bundle, does ⇧E always
admit a maximal superconformal structure?
The analogous question in the case where X is (1|1)-dimensional is answered in the
negative by Theorem 6.1.3. In the present case we have the following answer to Question
6.1.15, stated in more generality. It can be deduced from (6.1.13).
Theorem 6.1.16. Let E ! M be a rank q, holomorphic vector bundle. If the split
model ⇧E is maximally superconformal, then its defining cochain   must be a global
section of E ⌦ E ⌦ TM , i.e.,    = 0
Remark 6.1.17. Note that Theorem 6.1.16 generalises Theorem 6.1.3 since the require-
ment E⌦2 = ⌦1M , for M one-dimensional, is equivalent to requiring the line bundle
E ⌦ E ⌦ TM be holomorphically trivial, i.e., that it admit a global section.
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6.2 Deformations of Super Riemann Surfaces
We aim to give here an explicit construction of (infinitesimal) deformations of a super-
Riemann surface, with a view to classify them. We will be guided by the analogous
treatment of deformations of complex structures on manifolds given in [Kod86], i.e., via
gluing data.
Remark 6.2.1. The ultimate classification result obtained as a result of the constructions
given in this section is itself well-known and similar statements may be found in [GN88,
FR90b, Wit13b]. Along the way toward obtaining these classifications however we will
deduce interesting relations between deformation theory and obstruction theory which
leads onto further avenues of study.
We have so far discussed superconformal structures on supermanifolds in Section 6.1.
A super Riemann surface, as may be found in [Fri86, RSV88, CR88], is itself defined as
follows:
Definition 6.2.2. If X is a (1|1)-dimensional supermanifold over a Riemann surface C,
and it admits a superconformal structure D, then it is called a super Riemann surface,
and will be denoted S = (X,D).
In analogy with Example 6.1.9 we have:
Example 6.2.3. Superspace C1|1 admits a superconformal structure given by the vector
field D which, in coordinates (x, ✓) is given as in (6.1.1). It is therefore a (non-compact)
super Riemann surface. The notion of a superconformal domain translates from Example
6.1.9 naturally to the present setting.
If (U, ⇢) denotes a trivialisation of S, then firstly
y = ⇢+UV(x, ✓) = fUV (x) and ⌘ = ⇢
 
UV(x, ✓) = ⇣UV (x) ✓. (6.2.1)
Now from (6.1.4) in Theorem 6.1.3 we know that the transition functions {⇣UV } satisfy:
(⇣UV )2 = f 0UV . As such S is a supermanifold modelled on (C,⌦1/2C ), where ⌦1/2C denotes
the sheaf of half-di↵erentials, or spin structures2. Moreover, since dimS = (1|1), we
evidently have S = ⇧⌦1/2C .
2 more precisely, the spin structure ⌦1/2C is the invertible sheaf (line bundle) on C such that ⌦
1/2
C ⌦
⌦1/2C
⇠= ⌦1C . While ⌦1C is uniquely defined, note that ⌦1/2C certainly is not. As discussed in [Ati71], on a
genus-g Riemann surface C there are 22g non-isomorphic spin structures.
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6.2.1 Superconformal Transformations and Vector Fields
A (1|1)-dimensional supermanifold equipped with a superconformal structure was intro-
duced in Definition 6.1.1, and a classification of them was obtained in Theorem 6.1.3.
Implicit in the proof of Theorem 6.1.3 is the theory to be presented in this section, being
the notion of a superconformal transformation and infinitesimal generators of them. We
aim to illustrate here that these generators are precisely superconformal vector fields.
We begin with their definitions.
Definition 6.2.4. Let S = (X,D) be a super Riemann surface. An endomorphism
of S is a morphism of supermanifolds ⇤ : X ! X (as locally ringed spaces) such that
⇤⇤D ✓ D. We refer to such a morphism ⇤ as a superconformal transformation.
Definition 6.2.5. A vector field w on S is said to be superconformal if Lw(D) ⇢ D,
where L is the super-Lie derivative from Lemma 1.4.8.
As mentioned earlier, the primary motivation behind the present section is to justify the
following thesis:
superconformal vector fields generate infinitesimal superconformal transfor-
mations.
(6.2.2)
We firstly have, from essentially the same calculations as given in the proof of Theorem
6.1.3, the following characterisation of superconformal transformations:
Lemma 6.2.6. Let ' : C1|1 ! C1|1 be a morphism given by ' = ('+,' ), where:
'+(x, ✓) =  (x) and ' (x, ✓) = ⇣(x) ✓.
Then ' will be a superconformal transformation if and only if
⇣(x)2 =
@ 
@x
.
Now just as for superconformal transformations in Lemma 6.2.6, it will be desirable to
obtain a characterisation of the superconformal vector fields on C1|1. This is the subject
of the following illustration.
Illustration 6.2.7. (Superconformal Vector Fields) Let (x, ✓) denote coordinates on
C1|1 and denote by w a vector field. Recall that the sheaf of vector fields on a super-
manifold is Z2-graded. As such, with respect to this grading, we write w = w+ + w 
where:
w+ = ↵0
@
@x
+ ↵1✓
@
@✓
and w  =  0
@
@✓
+  1✓
@
@x
(6.2.3)
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for even functions ↵i, i, i = 0, 1. If Lw denotes the Lie derivative along w then, since
D is odd, we have (c.f., Lemma 1.4.8 and 1.4.7):
Lw(D) = [w,D] = [w+, D] + [w , D] =
 
w+D  Dw+ +  w D +Dw   .
Hence from (6.2.3) we find
[w+, D] = ✓
✓
@↵0
@x
  ↵1
◆
@
@x
  ↵1 @
@✓
and;
[w , D] = ( 1    0) @
@x
  ✓@ 0
@x
@
@✓
.
This gives:
[w,D] =
✓
 ↵1   ✓@ 0
@x
◆
@
@✓
 

 0    1   ✓
✓
@↵0
@x
  ↵1
◆ 
@
@x
(6.2.4)
Now if w is a superconformal vector field, then from Definition 6.2.5 we must have
Lw(D) = f ·D for some f . In implementing this we find from (6.2.4) that,
 f = ↵1 + ✓@ 0
@x
and  ✓f =  0    1   ✓
✓
@↵0
@x
  ↵1
◆
. (6.2.5)
Then from (6.2.5) we get:
 0    1 = 0 and ↵1   1
2
@↵0
@x
= 0. (6.2.6)
Hence the vector field w = w+ + w  in (6.2.3) will be a superconformal vector field on
C1|1 if and only if its coe cient functions ↵i, i, for i = 0, 1 satisfy (6.2.6).
We wish to generalise the discussions so far had to families. So, to that extent, consider
parameters (t, ⇠) on C1|1 and a family of morphisms '(t,⇠) : C1|1 ! C1|1. If (x, ✓) denote
coordinates on the domain of '(t,⇠), where '(t,⇠) = ('
+
(t,⇠),'
 
(t,⇠)), then
'+(t,⇠)(x, ✓) =  t(x) + gt(x) ⇠✓ and '
 
(t,⇠)(x, ✓) = ⇣t(x) ✓ +  t(x) ⇠. (6.2.7)
The description in (6.2.7) characterises what we mean by a ‘family of superconformal
transformations parametrised by C1|1.’ More precisely, we give the following definition:
Definition 6.2.8. Let (C1|1,D) denote (1|1)-dimensional, complex superspace with a
choice of superconformal structure D. A morphism C1|1 ⇥ (C1|1,D) ! (C1|1,D) is
referred to as a family of superconformal transformations parametrised by C1|1.
Remark 6.2.9. To reiterate, Definition 6.2.8 captures the intuition that a family of super-
conformal transformations ' comprises a collection of superconformal transformations
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{'(t,⇠)} for each (t, ⇠) 2 C1|1. However the sense in which it makes sense to fix (t, ⇠), so
that it represents a point in C1|1 in the sense of di↵erential geometry is subtle and will
be finessed in this thesis. Definition 6.2.8 is nevertheless perfectly reasonable.
The analogue of Lemma 6.2.6 for families of superconformal transformations is now:
Lemma 6.2.10. The morphism ' in (6.2.7) will define a superconformal transformation
if and only if for each t:
⇣2t =
@ t
@x
and gt = ⇣t t. (6.2.8)
Proof. For (t, ⇠) fixed, let (y, ⌘) be coordinates in the image of '(t,⇠). We firstly have,
('(t,⇠))⇤
✓
@
@✓
◆
=  gt⇠ @
@y
+ ⇣t
@
@⌘
and; (6.2.9)
('(t,⇠))⇤
✓
@
@x
◆
=
✓
@ t
@x
+
@gt
@x
⇠✓
◆
@
@y
+
✓
@⇣t
@x
✓ +
@ t
@x
⇠
◆
@
@⌘
. (6.2.10)
Now if D(x, ✓) = @✓   ✓@x denotes the superconformal structure on C1|1 in the (x, ✓)
coordinate system, and similarly D(y, ⌘) that in the (y, ⌘)-coordinate system, then '(t,⇠)
will be a superconformal transformation if ('(t,⇠))⇤D(x, ✓) / D(y, ⌘). From (6.2.9) and
(6.2.10) we readily find,
('(t,⇠))⇤D(x, ✓) =
✓
⇣t   @ t
@x
✓⇠
◆
@
@⌘
 
✓
@ t
@x
✓ + gt⇠
◆
@
@y
. (6.2.11)
Now from (6.2.7),
D(y, ⌘) =
@
@⌘
  ⌘ @
@y
=
@
@⌘
  (⇣t ✓ +  t ⇠) @
@y
. (6.2.12)
In setting ('(t,⇠))⇤D(x, ✓) = f(t,⇠) ·D(y, ⌘) we see from (6.2.11) and (6.2.12) that,
f(t,⇠) = ⇣t   @ t@x ✓⇠ and f(t,⇠) · ⌘
set
=
@ t
@x
✓ + gt ⇠.
In making use now of ⌘ = ⇣t ✓ +  t ⇠, we conclude with:
⇣2t ✓ + ⇣t t ⇠ =
@ t
@x
✓ + gt ⇠. (6.2.13)
The lemma now follows.
Remark 6.2.11. As a consistency check, note that we will recover Lemma 6.2.6 from
Lemma 6.2.10 at ⇠ = 0.
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Now denote by SC(t,⇠)(C1|1,D) the set of superconformal transformations of C1|1. To
avoid cumbersome notation, we will omit reference to D. Denote now by SC⇥(t,⇠)(C
1|1)
the set of invertible superconformal transformations. Then we have a collection of sets
parametrised by (t, ⇠) 2 C1|1. A perhaps obvious, but important observation to make
here is the following:
Lemma 6.2.12. SC⇥(t,⇠)(C
1|1) is a group for each (t, ⇠).
Proof. The group law SC⇥(t,⇠)(C
1|1) is given by composition of maps. This law is evidently
closed since the operation of pushing forward vector fields is linear, i.e., (    ')⇤ =
 ⇤   '⇤. Finally, from Lemma 6.2.10, we see that the identity element is an example of
an invertible superconformal transformation.
Classically regarding a family of di↵eomorphisms of a space, parametrised by some (real)
parameter t in a neighbourhood of zero, one may obtain a vector field by di↵erentiating
this family with respect to the parameter t and setting t = 0. This vector field so
obtained is referred to as the infinitesimal generator for the family. We wish to adapt
this picture to the present setting, where we are in possession of a family ' = {'(t,⇠)}
of superconformal transformations of C1|1 as in (6.2.7). Recall that from Definition
6.2.8 we can think of ' as a certain morphism C1|1 ⇥ C1|1 ! C1|1 and so it makes to
di↵erentiate ' = {'(t,⇠)} with respect to the parameters (t, ⇠) 2 C1|1. Now recall that
the tangent space of C1|1 is Z2-graded. Its even and odd components are generated by
@/@t and @/@⇠ respectively. We set
w+(t,⇠) := ('(t,⇠))⇤
✓
@
@t
◆
and; (6.2.14)
w (t,⇠) := ('(t,⇠))⇤
✓
@
@⇠
◆
. (6.2.15)
The justification for the thesis in (6.2.2) is now given by the following results:
Theorem 6.2.13. The family ' = {'(t,⇠)} is superconformal if and only if the vector
fields w+(t,⇠) and w
 
(t,⇠) are superconformal.
Proof. The proof of Theorem 6.2.13 consists of a series of calculations so we defer it to
Appendix A.4.1.
Note that at ⇠ = 0, the map ' will preserve the parity of the vector fields. As such from
Theorem 6.2.13 we have:
Corollary 6.2.14. If the family ' = {'(t,⇠)} is superconformal, then at ⇠ = 0 the vector
fields w+(t,0) and w
 
(t,0) will be even and odd superconformal vector fields respectively.
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Remark 6.2.15. In the context of di↵erential geometry, Theorem 6.2.13 mirrors the cor-
respondence, classically, between families of di↵eomorphisms and vector fields. Given
a vector field on a manifold, it will generate a family of di↵eomorphisms known as its
flow. Conversely, as mentioned already, given a family of di↵eomorphisms, one may
di↵erentiate it to obtain its infinitesimal generator, being the vector field. More details
on such correspondences for supermanifolds in both the smooth and holomorphic setting
can be found in the articles [MM88, GW13].
Remark 6.2.16. It was mentioned earlier that the material presented in this section
was implicitly used in the proof of Theorem 6.1.3. By this it was simply meant that:
the transition data of a (1|1)-dimensional supermanifold which admits a superconformal
structure are necessarily superconformal transformations. This justifies the viewpoint
that a super Riemann surface is the supermanifold obtained by gluing together the
superconformal structures on C1|1.
With Theorem 6.2.13 and Corollary 6.2.14, in addition to the observation in Remark
6.2.16, we have the necessary theory required to construct infinitesimal deformations.
However, before doing so, it will be helpful to firstly discuss the sheaf of superconformal
vector fields.
6.2.2 The Sheaf of Superconformal Vector Fields
From Illustration 6.2.7 we know that the set of superconformal vector fields on C1|1 is
generated over C by
w+(x, ✓) = ↵0
@
@x
+
1
2
@↵0
@x
✓
@
@✓
and w (x, ✓) =  0
✓
@
@✓
+ ✓
@
@x
◆
. (6.2.16)
IfW denotes the sheaf of superconformal vector fields, then from (6.2.16) we see that it is
Z2-graded. The following well-known results will be useful to get a better understanding
of W as a sheaf.
Lemma 6.2.17. W is a sheaf of modules over C, but not over CC1|1.
Proof. This result follows almost immediately from the definition, but there are some
subtleties to overcome. We will firstly show: if w is a superconformal vector field and
g 2 CC1|1 is some function, then g · w is also superconformal if and only if Dg = 0.
From Definition 6.2.5 this is equivalent to proving: LgwD / D if and only if Dg = 0.
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Computing this we have,
LgwD   gLwD = (Dg) · (w    w+) (6.2.17)
= (Dg) ·
✓
 0   1
2
@↵0
@x
✓
◆
@
@✓
+ (Dg) · ( 0 ✓   ↵0) @
@x
. (6.2.18)
In assuming g · w is superconformal, we see that the left-hand side of (6.2.17) must be
proportional to D. Hence (6.2.18) must also be proportional to D. In requiring this, we
will be led to the condition:
(Dg) · ↵0 = 2(Dg) ·  0 ✓. (6.2.19)
Since ↵0 and  0 are even functions, it follows by comparing parities that (6.2.19) admits
only the trivial solution, i.e., Dg = 0. We have so far shown that W is a sheaf of
kerD-modules. We now claim that kerD ⇠= C. Indeed, if g 2 kerD, then Dg = 0. In
writing g(x, ✓) = g0(x)+ g1(x) ✓, then Dg = 0 if and only if g1(x) = ✓g00(x). Comparing
parities shows that this is possible only when g1(x) = 0 and g00(x) = 0, i.e., when g0(x)
is constant. The lemma now follows.
Now let S = (X,D) be a super Riemann surface over a Riemann surface C, i.e., X is a
supermanifold over C. The results so far presented generalise to S as follows: let WS
denote the sheaf of superconformal vector fields on S. Then WS is a sheaf of Z2-graded,
C-algebras on C. In forgetting the superconformal structure D, we have an inclusion
WS ⇢ TX. Lemma 6.2.17 informs us that this inclusion will not be as CC-modules.
Denote by W+S and W S the even and odd, graded components of WS respectively.
They are generated over C by the vector fields in (6.2.16).
Lemma 6.2.18. There exists an isomorphism WS ⇠= TX/D, and as a result:
W+S ⇠= TC and W S ⇠= T1/2C . (6.2.20)
Proof. Let S = (X,D) be a super Riemann surface. Recall from Definition 6.1.1 that
we have the following exact sequence:
0! D ,! TX
p
⇣ T/D! 0. (6.2.21)
ConsiderWS ⇢ TX. Recall that X is a supermanifold over C and so we have an inclusion
◆ : C ⇢ X as locally ringed spaces. In particular ◆⇤WS will be a sheaf on C. We claim
now that:
W ⇠= p(W) ⇠= ◆⇤W. (6.2.22)
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To see the first isomorphism in (6.2.22), it su ces to show that the image of any vector
field in W will not vanish modulo D. Then we may conclude by exactness in (6.2.21)
that the kernel of p|W is trivial, and so p must be bijective. So let w 2W. Then locally
we have w = w+ + w  where w+ and w  are given as in (6.2.16). We readily find:
w+ ⌘ ↵0 @
@x
and w  ⌘  0 @
@✓
. (6.2.23)
where the above equivalence is taken moduloD. Thus w vanishes if and only if it vanishes
modulo D which confirms the bijection W ⇠= p(W). Now, from the explicit description
of w in (6.2.16) together with (6.2.23), it follows that w+ ⌘ ◆]w+ and w  ⌘ ◆]w , where
◆] : OC ! CC is the map induced on structure sheaves from the embedding C ⇢ X.
Now, importantly, ◆]w± generate ◆⇤WS and so from (6.2.23) we conclude that
◆⇤W ⇠= TC   E_, (6.2.24)
where the latter isomorphism in (6.2.24) above follows from Lemma 1.4.12. The present
lemma now follows from Theorem 6.1.3 where it was deduced that the modelling bundle
E for a super-Rieman surface must satisfy E = ⌦1/2C .
6.2.3 Infinitesimal Deformations
Typically, the infinitesimal deformations of a particular object are parametrised by a
parameter varying in a parameter space which, in algebraic geometry, is referred to as
the dual numbers (see e.g., [Har10]). In the present case, there are naturally two distinct
parameters we can use to describe families of objects, depending on the two types of
parities that the parameters can have: even and odd. Hence we have notions of ‘even’
and ‘odd’ deformations. We will be more precise on this point in the sections to follow.
For now it will su ce to be aware that, by an odd family of objects it is meant a family of
objects parametrised by C0|1. In what follows we begin with the prerequisite ingredients
required to construct an infinitesimal deformation of a super Riemann surface.
Construction 6.2.19. As mentioned in Remark 6.2.16, a super Riemann surface S
may be thought of as gluing together copies of C1|1 with its standard superconformal
structure. That is, S admits a trivialisation (U, ⇢) where U = {U ,V, . . .} is a collection of
superconformal domains in C1|1 from Example 6.2.3; and ⇢ = {⇢UV}, where ⇢UV : UV
⇠=!
VU is an invertible, superconformal transformation. It is given as in (6.2.1). Now, as a
result of Lemma 6.2.12, the composition of superconformal transformations, parametrised
by (t, ⇠) 2 C1|1, will remain superconformal. This serves to justify generalising the gluing
construction for a super Riemann to ‘families’ of super Riemann surfaces. We will
consider here families over C0|1. If ⇠ denotes the odd parameter on C0|1, consider the
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collection # = {#UV} where #UV = {⇢UV;⇠}⇠2C0|1 is superconformal and ⇢UV;0 = ⇢UV . In
writing ⇢UV;⇠ = (⇢+UV;⇠, ⇢
 
UV,⇠), we have
⇢+UV;⇠ = fUV + f
12
UV ⇠✓ and ⇢
 
UV,⇠ = ⇣UV ✓ +  UV ⇠. (6.2.25)
Then from Theorem 6.2.13 we know that di↵erentiating #UV = {⇢UV;⇠} with respect to
⇠ will yield a superconformal vector field w UV;⇠. At ⇠ = 0, it will be odd by Corollary
6.2.14. Explicitly,
w UV;0 = f
12
UV (x)
✓
✓
@
@y
+
1
⇣UV
@
@⌘
◆
=  UV (x)
✓
⌘
@
@y
+
@
@⌘
◆
. (6.2.26)
Let w ⇠ = {wUV;⇠}. Now let WS [⇠] =WS ⌦C C[⇠]. Then from Lemma 6.2.17 we see that
WS [0] = WS . We now find that w ⇠ is a WS [⇠]-valued 1-cochain on C, and w 0 will be
a W S -valued 1-cochain on C.
Now let ⇢⇠ = {⇢UV;⇠} be as in (6.2.25) and # = {⇢⇠}⇠2C0|13. In Construction 6.2.19
above, we describe how to obtain a 1-cochain of superconformal vector fields from #.
This observation is crucial to a classification of infinitesimal deformations and will be
exploited in the section to follow. For now however, we would like to know: when does
the data (U,#) define a trivialisation for a supermanifold? This question is addressed
in the following:
Lemma 6.2.20. # satisfies the cocycle condition if and only if ⇢⇠ satisfies the cocycle
condition for all ⇠.
Proof. The cocycle condition asserts that
#UW(x, ✓, ⇠) = #VW   #UV(x, ✓, ⇠). (6.2.27)
We will use that: #UV(x, ✓, ⇠) = (⇢UV;⇠(x, ✓), ⇠). Then expanding the right-hand side of
(6.2.27) reveals:
RHS(6.2.27) = #VW   (#+UV(x, ✓, ⇠),#+UV(x, ✓, ⇠), ⇠)
= #VW   (⇢+UV;⇠(x, ✓), ⇢+UV;⇠(x, ✓), ⇠)
= (⇢VW;⇠   (⇢+UV;⇠(x, ✓), ⇢+UV;⇠(x, ✓)), ⇠).
3Intuitively, the main distinction between ⇢⇠ and # is in the interpretation of this odd parameter ⇠.
As indicated by the notation, we consider ⇠ fixed for ⇢⇠ and variable for #. More precisely, by Definition
6.2.8 we have, for # = {#UV}, that #UV : C0|1 ⇥ UV ! C0|1 ⇥ VU (c.f., Remark 6.2.9).
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Thus from (6.2.27) we now find,
(⇢UW;⇠(x, ✓), ⇠) = (⇢VW;⇠   (⇢+UV;⇠(x, ✓), ⇢+UV;⇠(x, ✓)), ⇠), (6.2.28)
and evidently (6.2.28) can hold if and only if the analogous cocycle condition for ⇢⇠
holds, for all ⇠.
Now similarly to Proposition 2.3.2 and Lemma 2.3.3, we also have the following:
Lemma 6.2.21. # will satisfy the cocycle condition if and only if w 0 is a 1-cocycle
valued in W S .
Proof. From (6.2.26), the 1-cochains of interest to us here are:
w ;(1)UV;0 := f
12
UV (x) ✓
@
@y
and w ;(2)UV;0 :=
1
⇣UV
f12UV
@
@⌘
=  UV
@
@⌘
.
Regarding the first implication ()), suppose # satisfies the cocycle condition. Note that
# is given by (6.2.25), where ⇠ is allowed to vary. Define ! = {!UV} where,
!UV = f12UV (x) ⇠✓
@
@y
.
Then in arguing as in Lemma 2.3.3, it will follow that ! will satisfy the cocycle condition.
Moreover, we have ! = ⇠w ;(1)0 from which we see that ! will be a 1-cocycle if and only
if w ;(1)0 is a 1-cocycle. As for w
 ;(2)
0 = {w ;(2)UV;0 } firstly note, as a result of # satisfying
the cocycle condition that:
 UW = ⇣VW UV +  VW . ()  UW @
@ 
=  UV
@
@⌘
+  VW
@
@ 
, (6.2.29)
where   denotes the odd coordinate onW. Hence w ;(2) = {w ;(2)UV;0 } satisfies the cocycle
condition. Thus we have shown: if # satisfies the cocycle condition (see (6.2.27)), then
w 0 will be a W S -valued 1-cocycle. The proof of the converse implication in this lemma
is similar to the argument so far given so we omit it here.
Now suppose # satisfies the cocycle condition. Then from (U,#) we can define a (1|2)-
dimensional supermanifold X by means of the gluing construction from Section 1.3.1.
Definition 6.2.22. The supermanifold X , given by the trivialisation (U,#), is called
the total space of a deformation of S over C0|1.
Evidently from Lemma 6.2.20 we will obtain from X a supermanifold S⇠, constructed
from (U, ⇢⇠). Hence if we are given an infinitesimal deformation X we will obtain a
family {S⇠}⇠2C0|1 of what are referred to in [LR88] as relative super Riemann surfaces.
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Indeed, note that S⇠ itself is not quite a supermanifold in the sense we have so far been
accustomed to. The terminology ‘relative’ stems from studies in algebraic geometry and,
in the present setting S⇠ is a supermanifold of relative dimension (1|1).4 In analogy with
the deformation theory of complex manifolds however, we will think of X = {S⇠}⇠2C0|1
as a family of super Riemann surfaces. Hence S⇠ here will be referred to as a super
Riemann surface (c.f., Remark 6.2.9).
Definition 6.2.23. The supermanifolds S⇠ ⇢ X are referred to as the fibers of the
infinitesimal deformation X .
6.3 The Kodaira-Spencer Map
In Definition 6.2.22 it was described an (odd) infinitesimal deformation of a super-
Riemann surface by reference to a trivialisation. In the present section we will be
concerned with another description of these deformations which does not appeal to a
trivialisation. Our goal will be to prove (partly) a well-known classification of them,
thereby completing the line of thinking initiated in Lemma 6.2.21. Along the way we
will describe a relation between deformation theory and obstruction theory.
6.3.1 Preliminaries
Classically, both in complex geometry (see [Kod86]) and algebraic geometry (see [Har10]),
the set of infinitesimal deformations of a manifold or scheme is, up to equivalence, clas-
sified by the 1-cohomology group valued in the tangent sheaf of the object we are de-
forming, referred to as the central fiber. The map assigning this cohomology class to a
given equivalence class of infinitesimal deformations is referred to as the Kodaira-Spencer
map. With regards to supermanifolds, a concise treatment of deformation theory from
the point of view of algebraic geometry is given in [Vai90], where the Kodaira-Spencer
map is described. It is observed furthermore in [FR90b] that this map is Z2-graded, i.e.,
decomposes into even and odd components. This reflects the observation made earlier
that there are naturally two types of deformations of supermanifolds: even and odd
ones. We will describe in this section the odd component of the Kodaira-Spencer map.
To begin, we present a coordinate-free generalisation of Definition 6.2.22 from [Vai90].
Definition 6.3.1. Let X be a supermanifold over C. Then a deformation of X over a
connected superspace S consists of a (flat) morphism of supermanifolds ⇡X : X ! S
4this is in contrast to the object X which itself is a perfectly fine supermanifold of dimension (1|2)
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such that the following diagram,
X
✏✏
// X
⇡X
✏✏
pt // S
commutes. We refer to X as the central fiber ; S as the base and X as the total space, of
the deformation ⇡X : X ! S.
A morphism of deformations ⇡X : X ! S and ⇡X 0 : X 0 ! S0 of X then consists of the
following commutative diagram
X
⇡X
✏✏
// X 0
⇡X 0
✏✏
S // S0
(6.3.1)
which is required to be compatible with the inclusion of X, described in Definition 6.3.1.
Definition 6.3.2. Two deformations of X over a fixed base S are said to be equivalent
if they are isomorphic over S, i.e., that
X
⇡X
✏✏
⇠= // X 0
⇡X 0
✏✏
S S.
The set of deformations of X over S, up to equivalence, is denoted DefS(X).
Definition 6.3.3. We say a deformation of X over S is an odd, infinitesimal deformation
when S = C0|1.
Remark 6.3.4. To compare the terminology in Definition 6.3.3 with that found in [Har10]:
an infinitesimal deformation is a deformation over the base D = Spec C[t]/t2. In the
case where t is a parameter of ‘odd’ parity, we identify D with C0|1 (see e.g., Example
1.2.25). In [Vai90], an infinitesimal deformation of a supermanifold is defined to be a
deformation over D1|1 := Spec C[t, ⇠]/(t2, t⇠). Here, an odd infinitesimal deformation is
defined to be a deformation over the base C0|1 = Spec C[⇠]. Our focus in this chapter
will be on deformations over C0|1.
Regarding deformations of higher order we take our cue from [Har10] and give the
following:
Definition 6.3.5. We say a deformation of X over S is an odd, n-th order deformation
when S = C0|n.
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6.3.2 Odd Infinitesimal Deformations
We specialise now to the case where the supermanifold in question, whose deformations
we wish to study, is a super Riemann surface S. A deformation, as has so far been
described, comprises a family of supermanifolds. In the case where the central fiber is a
super Riemann surface we have:
Definition 6.3.6. A deformation ⇡X : X ! C0|n of the super Riemann surface S is a
deformation of S as a supermanifold such that the fiber S⇠ = ⇡ 1X (⇠) is a relative super
Riemann surface.
Remark 6.3.7. We distinguish here between deformations of S as a supermanifold ; and
as a super Riemann surface.
Let WS denote the sheaf of superconformal vector fields on S. In Lemma 6.2.21 it
was observed, given # = {#UV} a collection of families of superconformal transforma-
tions, that this collection will satisfy the cocycle condition if and only if the associated
collection of superconformal vector fields does. This suggests a relation between the
supermanifold X and the cohomology group H1(C,WS). More precisely, we have:
Theorem 6.3.8. There exists a bijection: DefC0|1(S) ⇠= H1(C,W S ).
Remark 6.3.9. As already mentioned, the assertion in Theorem 6.3.8 is itself not new,
and is well known and known in more generality (i.e., for S = D1|1 or Spec C[t, ⇠]/t2).
That is, there exists a bijection DefD1|1(S) ⇠= H1(C,WS). See for instance [LR88], and
in particular [DW13, p. 26]. We concern ourselves here in the weaker statement in
Theorem 6.3.8 since, firstly, it is what follows from the theory presented so far; and
secondly, that it is more closely related to the obstruction theory for supermanifolds
which we are more interested in studying.
We begin by firstly constructing the map imposing the bijection in Theorem 6.3.8 called
the Kodaira-Spencer map. For a construction of this map in more generality and abstrac-
tion, we cite [LR88, p. 167]. Let ⇡X : X ! C0|1 be an odd, infinitesimal deformation
and suppose (U,#) is a trivialisation for X . Following a similar construction in [Kod86]
regarding deformations of compact, complex manifolds, we set:
KSUV;0(⇡X ) := (#UV)⇤
✓
@
@⇠
◆    
⇠=0
. (6.3.2)
A more explicit description of KSUV;0(⇡X ) is given in (6.2.26). Now from Lemma 6.2.21
the collection {KSUV;0(⇡X )} will define a W S -valued, 1-cocycle. The Kodaira-Spencer
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map associated to ⇡X : X ! C0|1, denoted KS 0 (⇡X ), is then the map:
KS 0 (⇡X ) : T0C0|1  ! H1(C,W S ) given by
@
@⇠
7 ! [{KSUV;0(⇡X )}], (6.3.3)
where the square brackets denote the cohomology class of the 1-cocycle {KSUV;0(⇡X )}.
The map so defined in (6.3.3) is evidently linear over C. Hence KS 0 (⇡X ) is a C-linear
map. The proof of Theorem 6.3.8 will follow if we can show that KS 0 is, in a sense, a
complete invariant. To do so, it will be convenient to give another interpretation of the
Kodaira-Spencer map.
6.3.3 Relations to Obstruction Theory
As mentioned in Remark 6.3.9, we are interested in the relating the theory of deforma-
tions with obstruction theory for supermanifolds in the sense discussed in Chapter 3.
Therefore, it is pertinent to make the following observations: let X be the total space
for an infinitesimal deformation of a super Riemann surface S. In following on from
Construction 6.2.19, suppose (U,#) is a trivialisation for X . It was mentioned that, as
a supermanifold, X has dimension (1|2). Its reduced space is just that of S, which is a
Riemann surface. Regarding its modelling bundle, we have:
Lemma 6.3.10. If E denotes the modelling bundle of X , then its sheaf of sections E
fits into the exact sequence,
0! CC ,! E ⇣ ⌦1/2C ! 0. (6.3.4)
Proof. The object { UV @/@⌘} in Construction 6.2.19 is a cocycle representative for the
extension class  of E. From (6.2.29) it is clear that  2 H1(C,T1/2C ). The proof now
follows from the observation that H1(C,T1/2C ) classifies extensions of the trivial bundle
by ⌦1/2C .
We see see in Lemma 6.3.10 that if a supermanifold X(C,E) is to be an odd, infinitesimal
deformation of the super Riemann surface S = ⇧⌦1/2C , than necessarily we must have
the modelling bundle E fit into the exact sequence (6.3.4). It is natural to then ask: is
this su cient? The answer to this question is given by the following:
Lemma 6.3.11. The supermanifold X(C,E) will be an odd, infinitesimal deformation of
the super Riemann surface S if and only if:
(i) E fits into an exact sequence in (6.3.4), and;
(ii) [E] = !(C,E)
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where [E] is the extension class of E and !(C,E) is the (first) obstruction class to splitting
X(C,E).
Proof. Suppose X(C,E) is an odd, infinitesimal deformation of S. Then (i) is immediate
by Lemma 6.3.10. As for (ii), consider a trivialisation (U,#) for X(C,E). The transition
functions # are given as in (6.2.25) and from (6.2.26) we obtain the following 1-cochain
valued in W ,
w UV;0 = f
12
UV (x)
✓
✓
@
@y
+
1
⇣UV
@
@⌘
◆
=  UV (x)
✓
⌘
@
@y
+
@
@⌘
◆
. (6.3.5)
This 1-cochain is necessarily a 1-cocycle by Lemma 6.2.21. Now from Lemma 6.2.18 we
haveWS ⇠= TX/D where X is the underlying (1|1)-dimensional supermanifold associated
to S. As such, since WS = W+S   W S and since ⌘@/@y + @/@⌘ generates W S (see
(6.2.16)), we see that
⌘
@
@y
+
@
@⌘
= ⌘
@
@y
+
✓
D⌘ + ⌘
@
@y
◆
⌘ 2⌘ @
@y
() @
@⌘
⌘ ⌘ @
@y
(6.3.6)
where D⌘ = @/@⌘   ⌘@/@y is the generator for D over V. Hence we find
 UV
@
@⌘
⌘  UV ⌘ @
@y
=  UV ⇣UV ✓
@
@y
= f12UV ✓
@
@y
(6.3.7)
where the latter equality in (6.3.7) follows from (6.3.5). In now identifying { UV @/@⌘}
and {f12UV ✓@/@y} with the cocycle representatives for [E] and !(C,E) respectively, we
conclude from (6.3.7) that [E] = !(C,E). Conversely, given [E], Construction 6.2.19
and Lemma 6.2.21 then describe how an odd, infinitesimal deformation of S will be
obtained.
Corollary 6.3.12. Suppose E ! C is a rank-2, holomorphic vector bundle and that its
sheaf of sections E defines a non-trivial extension of CC by ⌦1/2C . Then ⇧E will not be
an odd, infinitesimal deformation of S.
The key point illustrated in Corollary 6.3.12 is that even though ⇧E, with [E] 2
H1(C,T1/2C ) non-trivial, will certainly be an odd, infinitesimal deformation of S as a
supermanifold ; it will not be a deformation of S as a super Riemann surface (c.f., Re-
mark 6.3.7). We now have the following result relating the theory of deformations with
that of obstructions.
Proposition 6.3.13. The image of the Kodaira-Spencer map of an odd, infinitesimal
deformation ⇡X : X ! C0|1 may be identified with the first obstruction class to splitting
X , up to a scale factor.
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Proof. Let ⇡X : X ! C0|1 be an odd, infinitesimal deformation of S and suppose (U,#)
is a trivialisation for X . Then from (6.2.25) in Construction 6.2.19 we obtain a cocycle
representative for the first obstruction class to splitting X :
!UV = f12UV (x) ⇠✓
@
@y
= ⇠ ·
✓
f12UV (x) ✓
@
@y
◆
= ⇠ !˜UV . (6.3.8)
Let ! = [{!UV}] and !˜ = [{!˜UV}]. Note that ! and !˜ are classes in H1(C,TC ⌦ ^2E)
and H1(C,T1/2C ) respectively, where E here is the sheaf of sections of the normal bundle
E of X . Now from the exact sequence in (6.3.4) we have ^2E ⇠= ⌦1/2C . Hence H1(C,TC⌦
^2E) ⇠= H1(C,T1/2C ) and so we may identify the classes ! and !˜. Regarding the odd
Kodaira-Spencer map, we have from (6.3.2) and (6.3.3) that:
KSUV;0(⇡X ) =  UV
✓
@
@⌘
+ ⌘
@
@y
◆
⌘ 2 ·  UV ⌘ @
@y
modulo D (see Lemma 6.2.18 or (6.3.6))
= 2 · ⇣ 1UV f12UV ⌘
@
@y
by superconformality
= 2 · !UV since ⌘ = ⇣UV ✓ at ⇠ = 0 from (6.2.25).
Hence, we find
KS0(⇡X )
✓
 
@
@⇠
◆
= 2  · !X (6.3.9)
for any   2 C. This completes the proof.
In using the relation derived between the Kodaira-Spencer map and the obstruction
class to splitting in Proposition 6.3.13, we may now give a proof of Theorem 6.3.8.
6.3.4 Proof of Theorem 6.3.8
Consider the first implication ()). Let ⇡X : X ! C0|1 and ⇡X 0 : X 0 ! C0|1 be
infinitesimal deformations of S and suppose they are equivalent. Then we claim that
KS0(⇡X ) = KS0(⇡X 0). Indeed, by Definition 6.3.2, we have:
X
⇡X
✏✏
⇠= // X 0
⇡X 0
✏✏
C0|1 C0|1
Hence X ⇠= X 0. Now let E and E0 be the modelling bundles of X and X 0 respectively.
Since X and X 0 are both deformations of the given super Riemann surface S, it follows
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from Lemma 6.3.10 that we have the following relation between these modelling bundles:
0 // CC // E //
⇠=
✏✏
⌦1/2C
// 0
0 // CC // E 0 // ⌦1/2C // 0
Therefore, the extension classes of the modelling bundles coincide, i.e., [E] = [E0]. As a
result, by Lemma 6.3.11, it follows that we must have equality also of the obstruction
classes. Hence from Proposition 6.3.13 the (odd) Kodaira-Spencer maps of X and X 0
must coincide. As for the converse implication: if we are given KS0(⇡X ) = KS0(⇡X 0),
then !X = !X 0 and so we will obtain an isomorphism X
⇠=! X 0 which restricts to the
identity on the reduced space and the modelling bundle. In particular, it will yield an
equivalence of deformations ⇡X : X ! C0|1 and ⇡X 0 : X 0 ! C0|1.
6.4 Higher Order Odd Deformations
We continue here from Proposition 6.3.13. In [DW13] it was provided an example of an
odd, infinitesimal deformation ⇡X : X ! C0|1 of S and argued that its total space X is
non-split. Then Proposition 6.3.13 serves to justify our assertion that this example in
[DW13] is typical. From the explicit relation between the image of the Kodaira-Spencer
map and the obstruction class in (6.3.9), we may readily conclude:
Proposition 6.4.1. If the total space of an odd infinitesimal deformation of S is non-
split, then its Kodaira-Spencer map is injective. Otherwise it is the zero map.
Hence we see from Proposition 6.4.1 that the total space of an odd infinitesimal de-
formation of a super Riemann surface is split if and only if its odd Kodaira-Spencer
map vanishes. It is interesting to compare this observation with the consequences of the
Kodaira-Spencer map vanishing in the context of deformations of complex structures on
manifolds. Here we have from [Kod86, p. 194] that: if the Kodaira-Spencer map of a
complex-analytic family vanishes, then the family is locally trivial. Since the converse of
this statement is true, under reasonable hypotheses ([Kod86, p. 202]), it follows that:
under some reasonable hypotheses, the Kodaira-Spencer map of a complex
analytic family vanishes if and only if the family is locally trivial.
(6.4.1)
It is this statement in (6.4.1) which we would like to adapt to the case of deformations of
super Riemann surfaces. That is, we would like to understand what the consequences are
for a vanishing Kodaira-Spencer map. A first clue is given in Proposition 6.4.1, where
we find that: the total space of an odd, infinitesimal deformation of a super Riemann
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surface is split if and only if its Kodaira-Spencer map vanishes. In general, recall from
Definition 6.3.3 that an odd, n-th order deformation of S will be a deformation over
C0|n. As to their construction, a similar argument as in Construction 6.2.19 will apply
here since there exists a generalisation of Lemma 6.2.10 to the present case. To be
more precise, observe firstly that Definition 6.2.8 straightforwardly generalises to give
the notion of a family of superconformal transformations of C1|1 parameterised by C0|n
for any n. Let '⇠ : C1|1 ! C1|1 be a superconformal transformation with ⇠ 2 C0|n, and
write '⇠ = ('
+
⇠ ,'
 
⇠ ), where:
'+⇠ =  +  
ij ⇠ij +  
ijkl ⇠ijkl + . . .+ f
i ⇠i✓ + f
ijk⇠ijkl✓ + . . .
' ⇠ = ⇣ ✓ + ⇣
ij ⇠ij✓ + . . .+  
i⇠i +  
ijk ⇠ijk + . . .
The coe cients  I , f I , ⇣I , I are all functions of x. In setting ⇠ = (⇠1, . . . , ⇠n), we have
more succinct notation:
'+⇠ =  (x, ⇠) + f(x, ⇠) ✓ and '
 
⇠ = ⇣(x, ⇠) ✓ +  (x, ⇠). (6.4.2)
The following result is well-known and can be found, for instance, in [CR88]. It is the
generalisation of Lemma 6.2.10 alluded to earlier.
Lemma 6.4.2. The morphism '⇠ is superconformal if and only if
⇣2 =
@ 
@x
+  
@ 
@x
and f = ⇣ ·  .
Remark 6.4.3. It was mentioned that Lemma 6.4.2 is a generalisation of Lemma 6.2.10.
To see why, simply note that we may recover Lemma 6.2.10 from Lemma 6.4.2.
Then, in reasoning as in Construction 6.2.19, we will be able to deduce that the total
space X of an odd, n-th order deformation of S has dimension (1|n+1). It will necessarily
admit a trivialisation (U,#), for # = {⇢⇠}⇠2C0|n , with:
⇢+UV;⇠ = fUV + f
i
UV ⇠i✓ + f
ijk
UV ⇠ijk✓ + . . .+ g
ij
UV ⇠ij + . . . and (6.4.3)
⇢ UV,⇠ = ⇣UV ✓ + ⇣
ij
UV ⇠ij✓ + . . .+  
i
UV ⇠i +  
ijk
UV ⇠ijk + . . . (6.4.4)
Here ⇢⇠ is superconformal for each ⇠ = (⇠1, . . . , ⇠n) 2 C0|n. With the Kodaira-Spencer
map defined analogously to (6.3.3) we may readily deduce the following:
Lemma 6.4.4. If the total space X of a deformation ⇡X : X ! C0|n of S is split, then
its Kodaira-Spencer map vanishes.
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We take the converse of Lemma 6.4.4 to be the analogue of the statement in (6.4.1) for
supermanifolds, and a generalisation of Proposition 6.4.1. That is, we pose the question:
Question 6.4.5. Let X be the total space of an odd, n-th order deformation of a super-
Riemann surface. If its Kodaira-Spencer map vanishes, then is it split?
In what remains of this chapter we will study Question 6.4.5 for odd deformations
of second order. We will show that, in general, the deformation X will be non-split,
thereby answering Question 6.4.5 in the negative. Interestingly, we will nevertheless
obtain su cient conditions to guarantee splitness of X . These conditions are stronger
than the conditions for splitness more generally for supermanifolds and so we will be
led naturally to a question with which we will conclude this article. Before doing so
however, we will firstly unravel Question 6.4.5 a little further.
Let ⇡X : X ! C0|n be an n-th order deformation of S. From the trivialisation (U,#) with
# = {⇢⇠}⇠2C0|n in (6.4.3) and (6.4.4), the cocycle representative for the Kodaira-Spencer
map as in (6.3.2) is:
KSUV;0(⇡X ) =
 
KS1UV;0(⇡X ), . . . ,KS
n
UV;0(⇡X )
 
(6.4.5)
where
KSaUV;0(⇡X ) = (#UV)⇤
✓
@
@⇠a
◆    
⇠=0
= faUV (x) ✓
@
@y
+  aUV
@
@⌘
. (6.4.6)
At a glance, Question 6.4.5 seems categorically untrue since the cocycle representative
for KS0(⇡X ) does not incorporate any of the coe cient functions of # = {⇢⇠}, other
than {faUV } and { aUV }. However, we are yet to use that ⇢⇠ is superconformal. In doing
so we may infer from Lemma 6.4.2 that there will be relations between the coe cient
functions of #. Moreover, these relations might be such that: given {faUV } and { aUV },
they will uniquely determine ⇢⇠ for all ⇠, and hence #. We investigate these relations in
more detail in the following.
6.4.1 Trivialisations
The goal of the present section is to address Question 6.4.5 in the case where n = 2. We
begin by taking a closer look at Lemma 6.4.2.
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Illustration 6.4.6. Suppose n = 2 and let '⇠ : C1|1 ! C1|1 be a superconformal trans-
formation with ⇠ = (⇠1, ⇠2) 2 C0|2. Write ' as in (6.4.2) where,
 (x, ⇠) =  0(x) +  12(x) ⇠12 f(x, ⇠) = f
1(x) ⇠1 + f
2(x) ⇠2
and similarly,
⇣(x, ⇠) = ⇣0(x) + ⇣12(x) ⇠12 and  (x, ⇠) =  
1(x) ⇠1 +  
2(x) ⇠2.
Then from Lemma 6.4.2, since '⇠ is superconformal, we have the relations:
(⇣0)2 =
@ 0
@x
; f i = ⇣0 i. (6.4.7)
and
@
@x
 12 = 2⇣0⇣12   @ 
1
@x
 2 +  1
@ 2
@x
(6.4.8)
Hence any solution to (6.4.7) and (6.4.8) will define a superconformal transformation of
C1|1 over C0|2.
In (sub)Section 6.3.2 a description of odd, infinitesimal deformations was given using
trivialisations. The idea was to firstly characterise superconformal transformations and
then impose that the transition data in the trivialisation be superconformal. This idea
adapts straightforwardly to describe odd deformations of any order and, in what follows,
we consider in detail those of second order.
To recap, in Lemma 6.4.2 we find conditions under which superconformal transforma-
tions of C1|1 will exist and, in Illustration 6.4.6, a specialisation to the case where n = 2.
Now let ⇡X : X ! C0|2 be an odd, second order deformation of S. Then it admits a triv-
ialisation (U,#), where # = {⇢⇠} is given by (6.4.3) and (6.4.4) and is superconformal.
For convenience we recall this below. Firstly:
⇢+UV;⇠ = fUV + f
i
UV ⇠i✓ + g
12
UV ⇠12 and; (6.4.9)
⇢ UV,⇠ = ⇣UV ✓ +  
i
UV ⇠i + ⇣
12
UV ⇠12✓. (6.4.10)
In order for ⇢⇠ = {⇢UV;⇠} to be superconformal we require the conditions in (6.4.7) and
(6.4.8) to hold. That is, on the intersections U \ V :
@fUV
@x
= ⇣2UV ; f
i
UV = ⇣UV  
i
UV ; (6.4.11)
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and
@g12UV
@x
= 2⇣UV ⇣
12
UV  
@ 1UV
@x
 2UV +  
1
UV
@ 2UV
@x
. (6.4.12)
It remains now to check whether the data ⇢⇠, where ⇢⇠ = {⇢UV;⇠} comprises supercon-
formal transformations over C0|2, will in fact define a trivialisation for a second order
deformation X of S. This means that the cocycle condition must be satisfied. In even
and odd components this condition states that on intersections U \ V:
⇢+VU   ⇢UV = id and ⇢ VU   ⇢UV = id; (6.4.13)
and on triple intersections U \ V \W :
⇢+UW = ⇢
+
VW   ⇢UV and ⇢ UW = ⇢ VW   ⇢UV . (6.4.14)
We will investigate the condition (6.4.13) on intersections; and (6.4.14) on triple inter-
sections separately in what follows.
On Intersections
Lemma 6.4.7. Let # = {⇢⇠} where ⇢⇠ = {⇢UV;⇠} is superconformal. Then (U,#) define
a trivialisation for a supermanifold X if and only if on all intersections U \ V :
g12UV =  ⇣2UV g12V U ; (6.4.15)
⇣12UV =  ⇣2UV ⇣12V U  
@⇣UV
@x
g12V U ; and; (6.4.16)
Proof. On a single open set U we have ⇢UU (x, ✓) = id which implies:
f iUU = g
12
UU = 0 and  
i
UU = ⇣
12
UU = 0. (6.4.17)
We will consider firstly the even component in what follows. In imposing (6.4.13) and
using (6.4.17) we find,
@fV U
@y
f iUV =  f iV U⇣UV ; (6.4.18)
and
@fV U
@y
g12UV =  g12V U   f1V U 2UV + f2V U 1UV . (6.4.19)
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In using (6.4.11) and (6.4.18) we will straightforwardly deduce (6.4.15) from (6.4.19).
Regarding the odd component: as we are assuming ⇢⇠ is superconformal, we know that
(6.4.12) must hold. Now as we have justified (6.4.15), we are at liberty to use this in
what follows. Firstly, from (6.4.18) and (6.4.11) we have
 iUV =  ⇣UV  iV U . (6.4.20)
Now starting from (6.4.12):
2⇣UV ⇣
12
UV =
@g12UV
@x
+
@ 1UV
@x
 2UV    1UV
@ 2UV
@x
=   2⇣UV @⇣UV
@x
g12V U   ⇣4UV
@g12V U
@y
+ ⇣UV
@⇣UV
@x
 1V U 
2
V U + ⇣
4
UV
@ 1V U
@y
 2V U
  ⇣UV @⇣UV
@x
 1V U 
2
V U   ⇣4UV  1V U
@ 2V U
@y
=   2⇣UV @⇣UV
@x
g12V U   ⇣4UV
✓
@g12V U
@y
  @ 
1
V U
@y
 2V U +  
1
V U
@ 2V U
@y
◆
=   2⇣3UV ⇣12V U   2⇣UV
@⇣UV
@x
g12V U .
The identity in (6.4.16) now follows.
Corollary 6.4.8. If the data (U,#) from Lemma 6.4.7 define a trivialisation for an odd,
second order deformation X of a super Riemann surface S, then
@g12UV
@x
= 2⇣UV ⇣
12
UV . (6.4.21)
Proof. We want to show:
@ 1V U
@y
 2V U =
@ 2V U
@y
 1V U . (6.4.22)
Recall that the relation for ⇣12 on intersections in (6.4.16) was obtained by appealing
to the equation (6.4.12) characterising superconformality. In appealing directly to the
transition data and enforcing (6.4.14) however, we will obtain another relation for ⇣12
on intersections. It is:
⇣12UV =  ⇣2UV ⇣12V U  
@⇣UV
@x
g12V U   ⇣4UV
✓
@ 1V U
@y
 2V U    1V U
@ 2V U
@y
◆
(6.4.23)
In comparing (6.4.23) with (6.4.16) the identity in (6.4.22) follows.
We turn now to (6.4.14) concerning triple intersections.
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On Triple Intersections
Lemma 6.4.9. Let # = {⇢⇠} where ⇢⇠ = {⇢UV;⇠} is superconformal. If (U,#) defines a
trivialisation for a supermanifold X , then f i = {f iUV } and  i = { iUV } define 1-cocycles
valued in T1/2C for each i.
Proof. This follows immediately from expanding (6.4.14). For f i we find,
f iUW =
@fVW
@y
f iUV + ⇣UV f
i
V W or f
i
UW ✓
@
@z
= f iUV ✓
@
@y
+ f iV W ⌘
@
@z
(6.4.24)
where z denotes the local even coordinate on W . The latter expression shows that f i
will be a 1-cocycle. Similarly, for  i we will find
 iUW
@
@ 
=  iUV
@
@⌘
+  iV W
@
@ 
. (6.4.25)
for   the local odd coordinate on W . Hence  i will be a 1-cocycle also. Alternatively,
given (6.4.24) and the superconformal conditions in (6.4.11), we will recover (6.4.25)
and vice-versa which shows that they must both be 1-cocycles valued in the same sheaf,
which is T1/2C .
A more interesting object is g12 = {g12UV }. From (6.4.15) in Lemma 6.4.7 we know that
g12 2 C1(U,TC). In order for it to be a TC-valued 1-cocycle however, it is necessary for
( g12)UVW = 0. As we will see this will not be true in general.
Proposition 6.4.10. Let # = {⇢⇠} where ⇢⇠ = {⇢UV;⇠} is superconformal. If (U,#)
defines a trivialisation for a supermanifold X , then on U \ V \W
g12UW
@
@z
  g12UV
@
@y
  g12VW
@
@z
= ( 1 ⌦  2    2 ⌦  1)UVW (6.4.26)
Proof. Expanding (6.4.14) we find
g12UW =
@fVW
@y
g12UV + g
12
VW +  
2
UV f
1
VW    1UV f2VW
=
@fVW
@y
g12UV + g
12
VW + ⇣VW
 
 2UV  
1
VW    1UV  2VW
 
.
Now from the general theory of tensor-products of sheaves of abelian groups A and B we
have on the cochains a map Cp(U,A) ⌦ Cq(U,B) ! Cp+q(U,A ⌦ B). Importantly, this
map descends to a map on the corresponding cocycles and induces a graded-commutative
product (the cup product) on Cˇech cohomology (see [Bry08, pp. 29-30]). In using
T1/2C ⌦T1/2C ⇠= TC we hence we have a map Z1(U,T1/2C )⌦Z1(U,T1/2C )! Z2(U,TC). This
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map is given by concatenation and so on the 1-cocycles  1, 2 from Lemma 6.4.9 we
have
( 1 ⌦  2)UVW =  1UV  2VW
@
@⌘
⌦ @
@ 
= ⇣VW 
1
UV  
2
VW
@
@ 
⌦ @
@ 
⌘ ⇣VW 1UV  2VW
@
@z
(6.4.27)
where in (6.4.27) we have used the isomorphism T1/2C ⌦ T1/2C ⇠= TC to identify (@/@ )⌦
(@/@ ) with @/@z over W . The present proposition now follows.
Hence the object g12 = {g12UV } will not generally be a 1-cocycle. We learn from Proposi-
tion 6.4.10 however that there are nevertheless some restrictions on what this 1-cochain
must satisfy in order for the data (U,#) to trivialise a supermanifold X . Note that the
constraint in (6.4.26) can always be satisfied on Riemann surfaces since: (1) we know
from the proof of Proposition 6.4.10 that the right-hand side of (6.4.26) will be a 2-
cocycle; (2) that the left-hand side of (6.4.26) is the coboundary of a 1-cochain; and (3)
that H2(C,A) = 0 for any sheaf of abelian groups A for dimensional reasons. Regarding
⇣12, there is little to say about this object on triple intersections. For our purposes in
this article, the characterisation in Corollary 6.4.8 will be su cient.
6.4.2 Odd Deformations of Second Order
As a result of our deliberations thus far, we can be assured that the following construction
will yield an odd, second order deformation of a super Riemann surface S = ⇧⌦1/2C .
Construction 6.4.11. Let ⇥ 2 H1(C,T1/2C ) be fixed and denote by {⇥UV } a 1-cocycle
representative with respect to a cover U of C. Consider data (U,#), where # = {⇢⇠} is
given by,
⇢+UV;⇠ = fUV +
1
2
⇣UV⇥UV (⇠1 + ⇠2)✓; and ⇢
 
UV,⇠ = ⇣UV ✓ +
1
2
⇥UV (⇠1 + ⇠2).
Suppose f 0 = ⇣2. Then by Corollary 6.4.8 the data (U,#) will trivialise an odd, second
order deformation X of a super Riemann surface S. Moreover, by (6.4.6) we see that
KSi0(⇡X ) = ⇥ for i = 1, 2.
We turn our attention now to Question 6.4.5 adapted to odd, second order deformations.
Lemma 6.4.12. Let C be a Riemann surface with H1(C,TC) 6= 0. Then there exist
counter-examples to Question 6.4.5.
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Proof. Consider the example of an odd, second order deformation X in Construction
6.4.11. Observe for the trivialisation (U,#) for X that the right-hand side of (6.4.26) will
vanish identically which means g12 will define a class inH1(C,TC). Hence if g12 = {g12UV }
defines a non-trivial element in H1(C,TC), the data #˜0 = {⇢˜⇠} given by
⇢˜+UV = ⇢
+
UV + g
12
UV ⇠12 and ⇢˜
 
UV = ⇢
 
UV +
1
2
⇣ 1UV
@g12
@x
⇠12✓
will define a trivialisation for another odd, second order deformation X˜ . Moreover, the
Kodaira-Spencer map is obtained from the data # = {⇢⇠} and there are no relations
between this map and g12. Hence we can take KS0(⇡X ) = 0 and, in doing so, we will
be in possession of an odd, second order deformation of S whose Kodaira-Spencer map
vanishes and yet whose total space is non-split.
Observe that by (6.4.5) and Lemma 6.4.9, the Kodaira-Spencer map will have two
components and so can be thought of as mapping to a subspace B of H1(C,T1/2C ) ⇥
H1(C,T1/2C ). The condition in (6.4.22) suggests B and H
1(C,T1/2C ) ⇥ H1(C,T1/2C ) are
not equal, however by Construction 6.4.11 it is clear that B will contain the diagonal
H1(C,T1/2C ). The observation in Lemma 6.4.12 will lead to the following general result.
For some ⇥ 2 B, consider the following set:
Def(2)S (⇥) =
 
Deformations ⇡ : X ! C0|2 of S such that KS0(⇡X ) = ⇥
 
/ ⇠ .
The proof of Lemma 6.4.12 suggests that the set Def(2)S (⇥) of odd, second order defor-
mations of S with a fixed Kodaira-Spencer map admits additional structure. To see this
we consider the following map defined on deformations X in a manner analogous to the
Kodaira-Spencer map: for a trivialisation (U,#) of X , define
gUV :=
1
2
⇠i
✓
(#UV)⇤
✓
@
@⇠i
◆
 KSiUV;0
◆
.
for i implicitly summed. Note that as defined, g(⇡X ) = {gUV} = {g12UV ⇠12@/@y}. It is a
TC-valued, 1-cochain and, by Proposition 6.4.10, it is subject only to the constraint:
( g)UVW = ( 1 ⌦  2    2 ⌦  2)UVW . (6.4.28)
Evidently, replacing g(⇡X ) with g(⇡X )+↵, for ↵ 2 Z1(U,TC) is consistent with (6.4.28)
and so will define another odd, second order deformation X˜ . Moreover, if ↵ ⇠ 0, then
X and X˜ will be equivalent as deformations as standard arguments from Section 2.5 in
Chapter 2 will reveal. Hence we have:
Theorem 6.4.13. The set Def(2)S (⇥) is a torsor for the group H
1(C,TC).
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We now concentrate on the case where ⇥ lies on the diagonal H1(C,TC) ⇢ H1(C,TC)⇥
H1(C,TC). As observed in the proof of Lemma 6.4.12 note that g(⇡X ) will now define
a class in H1(C,TC) as opposed to a TC-valued 1-cochain.
Theorem 6.4.14. There exists a bijection Def(2)S (⇥) ⇠= H1(C,TC) given by the as-
signment (X ⇡X! C0|2) 7! g(⇡X ). Furthermore, for such ⇥, the total space X of the
deformation ⇡X : X ! C0|2 is split if and only if:
(i) KS0(⇡X ) = 0; and
(ii) g(⇡X ) = 0.
Proof. That we obtain a bijection Def(2)S (⇥) ⇠= H1(C,TC) follows from Theorem 6.4.13.
Regarding the two-way implication, consider the first ()). If the deformation ⇡X :
X ! C0|2 is split then (i) and (ii) follow from the observations in Lemma 6.4.4 and
6.4.12. Conversely, the main di culty lies in describing a splitting map. This follows
from unenlightening calculations and so we defer it to Appendix A.4.2.
Example 6.4.15. By Theorem 6.4.14 it follows that if both H1(C,T1/2C ) and H
1(C,TC)
vanish, then any odd, second order deformation of the super Riemann surface S = ⇧⌦1/2C
must be split. As these conditions hold for CP1|1 we see therefore that any odd, second
order deformation of CP1|1 must split. This reasoning of course does not apply to the
super tori since h1(C,TC) = 1 in this case. Indeed, if S has genus g   2, there will
always exist non-split, odd second order deformations since h1(C,TC) = 3g   3 6= 0.
6.4.3 Further Relations to Obstruction Theory
It is important to stress that, typically, it is di cult to check whether a given superman-
ifold X will be split. Indeed, the vanishing of the first obstruction class to splitting is a
necessary but, generally, not su cient condition when the dimension (p|q) of X is high
enough, i.e., when q   3 (c.f., exotic structures in Illustration 3.1.9 and Section 5.4).
Now note that in Theorem 6.4.14 however, we find necessary and su cient conditions
for a certain class of (1|3)-dimensional supermanifolds X to be split. To di↵erentiate
this class of deformations from others we submit the following definition.
Definition 6.4.16. Let ⇡X : X ! C0|2 be an odd, second order deformation of a super
Riemann surface S. We say this deformation is canonical if KS0(⇡X ) lies in the diagonal
embedding H1(C,T1/2C ) ⇢ H1(C,T1/2C )⇥H1(C,T1/2C ).
A relevant result is now the following:
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Lemma 6.4.17. Let X be the total space of a canonical, odd, second order deformation
of S and denote by !X the first obstruction class to splitting X . Then
!X   g(⇡X ) ⌘ 1
2
KS0(⇡X ) (6.4.29)
where the above equivalence is taken in H1(C,T1/2C )⇥H1(C,T1/2C ).
Before giving a proof of Lemma 6.4.17 we will firstly explain (6.4.29). Our starting point
is the following preliminary result regarding exterior powers of sheaves of modules from
[Har77, pp. 127-8]:
Lemma 6.4.18. Let (X,OX) be a locally ringed space and suppose A ,! E ⇣ B is a
short exact sequence of locally free sheaves of OX-modules. Then the k-th exterior power
^kE admits a finite filtration,
^kE ◆ F1 ◆ F2 ◆ · · · ◆ Fk ◆ 0
with successive quotients satisfying
F l/F l+1 ⇠= ^lA⌦ ^k lB
for l = 0, . . . , k.
Illustration 6.4.19. We discuss here the relevance of Lemma 6.4.18 to deformations
of super Riemann surfaces. To begin, let X be an odd, second order deformation of a
super Riemann surface S = ⇧⌦1/2C and denote by E the modelling bundle for X . As X
is (1|3)-dimensional, we know that E will have rank 3. Now just as in (6.3.4) in Lemma
6.3.10 we will find that E fits into the following short exact sequence,
0! C 2C ,! E ⇣ ⌦1/2C ! 0.
We are interested here in ^2E. Observe now, from Lemma 6.4.18, that ^2E will admit
a finite filtration ^2E ◆ F1   F2 ◆ 0 with
F0/F1; = 0 F1/F2 ⇠= ⌦1/2C   ⌦1/2C ; and F2 ⇠= CC .
This leads to the following short exact sequence,
0! CC ,! ^2E ⇣ ⌦1/2C   ⌦1/2C ! 0 (6.4.30)
Now, on a curve C its tangent sheaf TC is a line bundle and so is invertible. The tensor
product with respect to invertible sheaves preserves exactness and so from (6.4.30) we
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obtain,
0! TC ◆,! ^2E ⌦ TC
p
⇣ T1/2C   T1/2C ! 0. (6.4.31)
Denote by ◆⇤ and p⇤ the corresponding induced maps on cohomology. Then (6.4.29)
asserts:
p⇤(!X   ◆⇤g(⇡X )) = 1
2
KS0(⇡X ),
where KS0(⇡X ) = (KS10(⇡X ),KS20(⇡X )).
Proof of Lemma 6.4.17. At the level of cocycles with respect to a covering, the state-
ment in (6.4.29) follows directly from the expression for the cocycle representative of the
obstruction class !X (see Proposition 3.2.7)
In the language developed so far, we have stated and proved Theorem 6.4.14 for these
canonical deformations. Note however that by exactness of (6.4.31) we will always be
able to relate the first obstruction class to splitting to the Kodaira-Spencer map (c.f.,
Lemma 6.4.4). In particular, we have:
Lemma 6.4.20. Let ⇡X : X ! C0|2 be the total space of an odd, second order deforma-
tion of S. If either !X or KS0(⇡X ) vanish, then the deformation will be canonical.
Proof. If KS0(⇡X ) = 0, then clearly X will certainly be canonical. The vanishing of !X
will imply the vanishing of KS0(⇡X ) by (6.4.31) (c.f., Lemma 6.4.4). Hence X will be
canonical in either case.
With Lemma 6.4.20 and Theorem 6.4.14 we have:
Theorem 6.4.21. The total space of an odd, second order deformation will be split if
and only if its first obstruction class to splitting vanishes.
Proof. Let X be the total space of an odd, second order deformation of S. We will prove
here the converse assertion: if !X = 0, then X is split. So, in supposing !X = 0, we
know that X will be canonical by Lemma 6.4.20. Hence we can apply Lemma 6.4.17
to deduce that KS0(⇡X ) = 0 and g(⇡X ) = 0. The assertion now follows from Theorem
6.4.14.
As mentioned already, the vanishing of the first obstruction class to splitting a super-
manifold X is generally insu cient to conclude that X will be split. However, if X is
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the total space of an odd, second order deformation of a super Riemann surface we see
that it will in fact be su cient. It is then natural to suspect this might be true in more
generality. Hence, in taking motivation from Theorem 6.4.21 we conclude this chapter
with the following question:
Question 6.4.22. Let X be the total space of an odd, n-th order deformation of a super
Riemann surface S. Then if the first obstruction class to splitting X vanishes, is X
split?
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In the first part of our study of superconformal structures and their deformations in
Chapter 6, we were concerned with relating deformations of N = 1 super Riemann
surfaces with obstruction theory. This was made precise in Proposition 6.4.1. Subse-
quently, we investigated deformations of higher order. Upon specialising to deformations
of second order we deduced Theorem 6.4.21 which motivated a question on the charac-
terisation of odd deformations of any order in Question 6.4.22. In the present chapter
we will pursue deformation theory from a di↵erent perspective.
A well known correspondence in the literature surrounding superconformal structures is
that between the moduli space of N = 2 super Riemann surfaces, MN=2, and all (1|1)-
dimensional supermanifolds M(1|1). This correspondence is famously attributed to an
unpublished letter from Deligne to Manin in [Del87] and a proof of this correspondence
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can be found in [DRS90]. In addition it is argued in [GN88] the existence of an embedding
of the N = 1 moduli space in the moduli space of (1|1)-supermanifolds. Hence, we find:
MN=1 ⇢M(1|1) ⇠=MN=2, (7.0.1)
and as a result that MN=1 ⇢ MN=2. The embedding in (7.0.1) is commented on in
[Coh87, FR90a, DRS90] and is explored further in the present chapter.
After cementing the notion of an N = 2 super Riemann surface, we will investigate
the relation between infinitesimal deformations of N = 1 and N = 2 super Riemann
surfaces. Our objective in this chapter is to explicitly illustrate the embedding in (7.0.1)
at the level of odd infinitesimal deformations.
7.1 Superconformal Structures in Dimension (p|2)
In Section 6.1.2 we introduced superconformal structures in considerable generality. In
this chapter we will to specialise this general picture in order to give a definition of an
N = 2 super Riemann surface, as is typically found in the literature (e.g., [FR90a, Coh87,
DRS90, Rab11]). Before doing so, it will be useful to firstly investigate some general
properties of superconformal structures in dimension (p|2). The following construction
is motivated by Corollary 6.1.14.
Construction 7.1.1. Let M be a p-dimensional, compact, complex manifold and E !
M a rank-2, holomorphic vector bundle. Now suppose X(M,E) is a (p|2)-dimensional
supermanifold over M . Then from Corollary 6.1.14 we know that if X(M,E) admits a
(maximal) superconformal structure D, then it must necessarily be split. This is straight-
forward to see upon unravelling the proof of Theorem 6.1.12. Let (U, ⇢) denote a triv-
ialisation for X(M,E) and   = { U}U2U 2 C0(U, E ⌦ E ⌦ TM ) the defining cochain for
the superconformal structure D. If ^2( ) and Sym2( ) denotes the anti-symmetrisation
and symmetrisation of   respectively, Theorem 6.1.12 then asserts:
 
 ^2( )  = f (2) and    Sym2( )  = 0, (7.1.1)
where f (2) is a representative of the first obstruction class to splitting X(M,E); and   :
C0(U, E ⌦ E ⌦ TM ) ! C1(U, E ⌦ E ⌦ TM ) is the coboundary map on the Cˇech cochain
complex of E ⌦ E ⌦ TM . In particular, we have Sym2( ) 2 H0(Sym2E ⌦ TM ), where
Sym2E = E   E is the symmetric tensor product. Concentrating now on the former
of the two equations in (7.1.1), this asserts: associated to any defining cochain for a
maximal superconformal structure will be a splitting map X(M,E)
⇠=! ⇧E. Now denote
by Sconfmax.(X(M,E)) the set of maximal, superconformal structures on X(M,E) and by
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Splittings(X(M,E)) the set of splittings X(M,E)
⇠=! ⇧E. Then we have argued the existence
of a map,
  : Sconfmax.(X(M,E))  ! Splittings(X(M,E)). (7.1.2)
Note that (7.1.2) will admit a section, seen as follows: given a splitting ⇤ : X(M,E)
⇠=!
⇧E, we may construct from it a 0-cochain   = { U} 2 C0(U,^2E ⌦TM ) which satisfies
   = f (2). Then, from this   we obtain a defining cochain   for a maximal superconfor-
mal structure D on X(M,E) by setting: ^2( ) =   and Sym2( ) = 0.
The following results are now evident from Construction 7.1.1:
Proposition 7.1.2. Let X(M,E) be a (p|2)-dimensional supermanifold. Then the set
Sconfmax.(X(M,E)) will be a pseudo-torsor for the group H
0(Sym2E ⌦ TM ). If X(M,E) =
⇧E is the split model, then Sconfmax.(⇧E) ⇠= H0(E ⌦ E ⌦ TM ) as sets.
The latter observation in Proposition 7.1.2 generalises as follows:
Proposition 7.1.3. Suppose X(M,E) is a split, (p|2)-dimensional supermanifold. Then
the map   in (7.1.2) will be a set-theoretic fibration with fiber H0(Sym2E ⌦ TM ).1 If
X(M,E) = ⇧E, then   coincides with the map H
0(E ⌦ E ⌦ TM )! H0(^2E ⌦ TM ).
We suspect that Proposition 7.1.2 can be generalised to an appropriate statement for an
arbitrary (p|q)-dimensional supermanifold. The main subtlety to overcome in order to
obtain such a statement is in inferring relations between the superconformal structures
and the trivialising cochains of Definition 2.5.4 (c.f., Theorem 6.1.12).
7.2 Super Riemann Surfaces: N = 2
With superconformal structures discussed so far in considerable generality, the notion
of an N = 2 super Riemann surface is now quite accessible. Simply put, it is a (1|2)-
dimensional supermanifold X(C,E) over a Riemann surface C which admits a maximal
superconformal structure of a particular kind.
1i.e., that firstly  (  · D) =  (D) for any   2 H0(Sym2E ⌦ TM ); and secondly that, associated to
any ⇤ 2 Splittings(X(M,E)), there will be an isomorphism (as sets),
  1(⇤) ⇠= H0(M, Sym2E ⌦ TM ).
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7.2.1 Generators
Let E ! C be a holomorphic, rank-2 vector bundle over a Riemann surface C and
consider the split model ⇧E. Denote by U ⇢ ⇧E a coordinate neighbourhood, with
coordinates (x, ✓). Then in the literature, e.g., in [Coh87, DRS90, Wit13b], one typically
considers generators for the superconformal structure given in U by:
D1U =
@
@✓1
  ✓2 @
@x
and D2U =
@
@✓2
  ✓1 @
@x
. (7.2.1)
Alternatively to (7.2.1), one might also consider the generators:
D1U =
@
@✓1
  ✓1 @
@x
and D2U =
@
@✓2
  ✓2 @
@x
. (7.2.2)
Evidently, we have chosen the following defining cochains for the respective supercon-
formal structure here:
(A)  U =
 
0 1
1 0
!
⌦ @
@x
in (7.2.1) and (B)  U =
 
1 0
0 1
!
⌦ @
@x
in (7.2.2).
(7.2.3)
The choice of sign appearing in (7.2.1) and (7.2.2) is just the convention adopted here.
In the literature, one will find formulations with opposite sign choices. In line with
[Coh87], we give the following definition:
Definition 7.2.1. An N = 2 super Riemann surface is a maximally superconformal
structure D on ⇧E, where E is a rank-2, holomorphic vector bundle and the defining
cochain for the superconformal D is given by either (7.2.3)(A) or (7.2.3)(B).
To indicate the dependence on the generators in Definition 7.2.1 above, we have the
following definitions following [FR90a]:
Definition 7.2.2. An N = 2 super Riemann surface is said to be of either twisted or
untwisted if the generators for its superconformal structure D is given by (7.2.3)(A) or
(7.2.3)(B) respectively.
We have so far introduced N = 2 super Riemann surfaces by reference to the Riemann
surface C and a rank-2 holomorphic vector bundle E. In Question 6.1.15 it was asked
whether a given split model ⇧E will admit a superconformal structure and in Theo-
rem 6.1.16 this question was (partially) answered. That is, a necessary condition was
obtained. In the present case we inspect the following two questions in detail.
Question 7.2.3. Is the modelling bundle of an N = 2 super Riemann surface subject
to any non-trivial constraints?
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Question 7.2.4. Are twisted and untwisted, N = 2 super Riemann surfaces isomor-
phic?
We will firstly address the Question 7.2.3 in what follows. Regarding twisted, N = 2
super Riemann surfaces, we find the following answer in [FR90a], which we state below:
Theorem 7.2.5. Let E ! C be a holomorphic, rank-2 vector bundle. Then ⇧E will be
an N = 2, twisted super Riemann surface if and only if:
(i) E splits into a sum of line bundles `0   `1 and;
(ii) `⌦2i ⇠= ⌦1C for i = 0, 1
In the untwisted case we have a similar result to Theorem 7.2.5. A proof of this result
also appears in [FR90a].
Theorem 7.2.6. Let E ! C be a holomorphic, rank-2 vector bundle. Then ⇧E will be
an N = 2, untwisted super Riemann surface if and only if:
(i) E splits into a sum of line bundles, and;
(ii) det E = ⌦1C .
The method of proof for Theorems 7.2.5 and 7.2.6 are very similar. Now even though
these results can be found in [FR90a], we present below a proof of Theorem 7.2.6 for
completeness.
Proof of Theorem 7.2.6. The transition functions for ⇧E are given by:
⇢+UV(x, ✓) = fUV (x) and ⇢
 
UV,a(x, ✓) = ⇣
b
UV,a(x) ✓b. (7.2.4)
Following the method of proof in Theorem 6.1.3, we firstly have:
(⇢UV)⇤
✓
@
@x
◆
=
@fUV
@x
@
@y
+
@⇣bUV,c
@x
✓b
@
@⌘c
and (⇢UV)⇤
✓
@
@✓a
◆
= ⇣aUV,c
@
@⌘c
.
Hence,
(⇢UV)⇤D1U =
 
⇣1UV,c +
@⇣1UV,c
@x
✓1✓2
!
@
@⌘c
  ✓2@fUV
@x
@
@y
and;
(⇢UV)⇤D2U =
 
⇣2UV,c  
@⇣2UV,c
@x
✓1✓2
!
@
@⌘c
  ✓1@fUV
@x
@
@y
.
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In requiring D ⇢ T⇧E , we must have,
(⇢UV)⇤DaU = h
a
UV,cD
c
V (7.2.5)
for a = 1, 2 and where, as in (7.2.1), that
D1V =
@
@⌘1
  ⌘2 @
@y
and D2V =
@
@⌘2
  ⌘1 @
@y
.
Evidently h = {haUV,c} are the transition functions for the superconformal structure D.
Implementing (7.2.5) we readily find:
haUV,c(x, ✓) = ⇣
a
UV,c(x)  ( 1)a
@⇣aUV,c
@x
✓1✓2. (7.2.6)
Now, using (7.2.4) to write ⌘a = ⇣bUV,a✓b, we also have from (7.2.5) the following:
(7.2.5)|a=1 () @fUV
@x
= ⇣1UV,1⇣
2
UV,2 + ⇣
2
UV,1⇣
1
UV,2 and 2⇣
1
UV,1⇣
1
UV,2 = 0. (7.2.7)
Similarly,
(7.2.5)|a=2 () @fUV
@x
= ⇣1UV,1⇣
2
UV,2 + ⇣
1
UV,2⇣
2
UV,1 and 2⇣
2
UV,1⇣
2
UV,2 = 0. (7.2.8)
Now since ⇣ = {⇣UV } satisfies the cocycle condition, we cannot have its diagonal entries
vanish. Hence from the latter constraints in (7.2.7) and (7.2.8), it follows that the
o↵-diagonal terms must vanish. The theorem now follows.
It is interesting to compare and contrast Theorem 7.2.6 above with that of Theorem
7.2.5. In particular, observe that the structure of the modelling bundle di↵ers and,
evidently depends on the choice of generator in (7.2.3). In practice however, one typically
works with either generator (7.2.3)(A) or (7.2.3)(B) without paying to much attention
to which, for they should di↵er by an appropriate ‘change in coordinates’ (see e.g.,
[Coh87, DRS90]). This ‘change in coordinates’ would then yield an isomorphism of
twisted and untwisted super Riemann surfaces. It is our goal in the section to follow to
argue that such an isomorphism exists only in a particular instance.
7.2.2 On Twisted and Untwisted Super Riemann Surfaces
We begin with the following definition:
Definition 7.2.7. Let E be a rank q, holomorphic vector bundle on a Riemann surface
C. Then we say E is self-dual if E ⇠= E_ ⌦ ⌦1C .
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The following simplification now occurs in the case where E has rank-2, as shown in
[FR90a] by direct calculation:
Lemma 7.2.8. If E is a rank-2, self-dual vector bundle on a Riemann surface, then it
must split into a direct sum of line bundles `0   `1 such that:
deg `0 + deg `1 = 2g   2.
Note now, in Theorem 7.2.5 and 7.2.6, that the modelling bundle of an N = 2 super
Riemann surface must be a self-dual bundle. This need not imply that twisted and
untwisted, N = 2 super Riemann surfaces will be isomorphic however. To illustrate
this we state the following, useful fact regarding isomorphisms of decomposable, rank-2
vector bundles from [Gun67, p. 86]:
Lemma 7.2.9. Let E ! C be a decomposable, rank-2, holomorphic vector bundle on a
Riemann surface C. Then any isomorphism ↵ : E ! E preserving the decomposition
must act as the identity on one of the summands.
Now for self-dual, rank-2 bundles E we have from Lemma 7.2.8 that E = `0  `1. Hence
E_⌦⌦1C will be decomposable, i.e., E_⌦⌦1C = (`_0 ⌦⌦1C) (`_1 ⌦⌦1C) and the assumption
that E is self-dual ensures the existence of an isomorphism S : E ⇠=! E_⌦⌦1C . Then from
Lemma 7.2.9 we see that the isomorphism S must be such that:
(i) S : `0
⇠=7 ! `_0 ⌦ ⌦1C or (ii) S : `0
⇠=7 ! `_1 ⌦ ⌦1C . (7.2.9)
The discrepancies between Theorem 7.2.5 and 7.2.6 (i.e., between twisted and untwisted)
may now be attributed to the isomorphism in (7.2.9). As a consequence, Theorem 7.2.5
and 7.2.6 will coincide only in a special case. More precisely:
Proposition 7.2.10. Let E = `0   `1 be self-dual, and suppose `0 and `1 are not iso-
morphic. Then ⇧E will be either a twisted or untwisted N = 2 super Riemann surface,
but not both.
Proof. Given the hypotheses in the statement of this proposition, note that if `0 satisfies:
(1) `0 ⇠= `_0 ⌦⌦1C as in Theorem 7.2.5; and (2) `0⌦`1 ⇠= ⌦1C as in Theorem 7.2.6, then ⇧E
will be an N = 2 super Riemann surface which is both twisted and untwisted. Suppose
⇧E is both, so that (1) and (2) hold simultaneously. Then (1) implies `⌦20 ⇠= ⌦1C and so
we find from (2) that `⌦20 ⇠= `0⌦`1, in turn implying `0 ⇠= `1. But this is a contradiction.
Hence ⇧E must be either twisted or untwisted, but not both.
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We find in Proposition 7.2.10 a negative answer to the Question 7.2.4. In the case where
the Riemann surface is CP1 however, the answer will be in the a rmative.
Corollary 7.2.11. On CP1, any N = 2 super Riemann surface must be untwisted. It
is twisted if and only if E is a direct sum of spin-structures, i.e., E = ⌦1/2CP1   ⌦
1/2
CP1, in
which case it is (trivially) untwisted also.
Proof. Suppose E = `0   `1 is a self-dual vector bundle and suppose `0 and `1 are not
isomorphic. Then from Proposition 7.2.10 we know that ⇧E will be of either twisted
or untwisted. Supposing it is twisted, we must have: `i ⇠= `_i ⌦ ⌦1CP1 for i = 0, 1. In
particular, that `i is a spin structure for i = 0, 1. On CP1 however, there is only one
unique spin structure (see e.g., [Ati71]) and, as a result `0 and `1 must be isomorphic.
But this contradicts our assumption that they were not. Hence there cannot exist an
N = 2, untwisted super Riemann surface unless it is itself twisted.
Remark 7.2.12. On CP1 we can deduce more: since any holomorphic line bundle will be
isomorphic toOCP1(k), for some k by Proposition 4.1.2, we see that anyN = 2, untwisted
super Riemann surface ⇧E on CP1 will be given by E = OCP1(k) OCP1( k   2).
We conclude with the following result which leads on from Corollary 7.2.11 and follows
almost immediately from Proposition 7.2.10.
Proposition 7.2.13. The split model ⇧E is both a twisted and untwisted, N = 2
super Riemann surface if and only if E is a direct sum of identical spin structures, i.e.,
E = ⌦1/2C   ⌦1/2C .
Remark 7.2.14. In general, a Riemann surface C of genus g admits 22g-many inequivalent
spin structures (see e.g., [Ati71]). Hence, for g > 0, it is possible to construct examples
of N = 2, twisted super Riemann surfaces which are not untwisted—in contrast with
the genus-zero case in Corollary 7.2.11.
Definition 7.2.15. By an N = 2 super Riemann surface we will mean an N = 2 super
Riemann surface which is both twisted and untwisted.
7.2.3 From N = 1 to N = 2
Central now to the considerations of this chapter are the following results relating the
theory of N = 1 super Riemann surfaces to the N = 2 case. These statements also
appear in [FR90a, DRS90].
Theorem 7.2.16. Any N = 1 super Riemann surface S will define an N = 2-super-
Riemann surface.
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Proof. Recall from Theorem 6.1.3 that any N = 1 super Riemann surface S may be
written S = ⇧⌦1/2C , for ⌦1/2C the sheaf of sections of a spin structure on C. Consider
now the bundle E whose sheaf of sections is given by E = ⌦1/2C   ⌦1/2C . Then from
Proposition 7.2.13 we see that ⇧E will be an N = 2 super Riemann surface in the sense
of Definition 7.2.15.
To be more precise in our usage of the word ‘defines’, it is meant the following: the
construction in Theorem 7.2.16 defines a set-theoretic map from the set of N = 1 super-
Riemann surfaces to the set of N = 2 super Riemann surfaces. More generally, we have
for the untwisted case:
Theorem 7.2.17. Any N = 2, untwisted super Riemann surface uniquely defines, and
may be uniquely defined by a (1|1)-dimensional supermanifold.
Proof. Suppose we are given a (1|1)-dimensional supermanifold over C. Then it is
necessarily a split model and is given by ⇧` for some line bundle `! C. Now, the set of
line bundles on C admits the structure of a group under the tensor-product operation,
and is known as the Picard group. It follows that there will exist a unique (up to
isomorphism), holomorphic line bundle `0 such that ` ⌦ `0 = ⌦1C . Write `0 = `_ ⌦ ⌦1C .
Now set E = `   (`_ ⌦ ⌦1C). Then from Theorem 7.2.6 we see that ⇧E will be an
untwisted, N = 2 super Riemann surface. Conversely, suppose now that ⇧E is a given,
untwisted, N = 2 super Riemann surface. Then we must necessarily have E = `0   `1,
for line bundles `i such that `0 ⌦ `1 = ⌦1C . Projection onto either line bundle will send
⇧E to a (1|1)-supermanifold over C.
Remark 7.2.18. Note that the analogous statement in Theorem 7.2.17 for the twisted
case will not hold.
In the remainder of this chapter we consider only the generators for N = 2, twisted
super Riemann surfaces (i.e., those locally given in (7.2.1)). However, our analysis is
ultimately applied to N = 2 super-Riemann surfaces. As such, it makes no di↵erence as
to which choice of generator we make.
7.3 Deformations of N = 2 Super Riemann Surfaces
7.3.1 Superconformal Vector Fields
Definition 6.2.5 generalises straightforwardly to the present case, thereby giving a notion
of a superconformal vector field for N = 2 super Riemann surfaces.
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Remark 7.3.1. From Lemma 6.1.5 note that the superconformal structure D for an N =
2 super Riemann surface SN=2 will be a subsheaf of the tangent sheaf. Then as in Lemma
6.2.18, the cokernel ofD ,! TX may be identified with the sheaf of superconformal vector
fields.
We describe superconformal vector fields here in a manner similar to that in Illustration
6.2.7. On C1|2 with coordinates (x, ✓1, ✓2), its superconformal structure is given by the
vector fields D1, D2 written as in (7.2.1). Now let w be a vector field on C1|2 and write
w = w+ + w  its decomposition into even and odd parts. In full generality we have:
w+(x, ✓) =
 
↵0(x) + ✓12 ↵
12(x)
  @
@x
+ ↵ij(x) ✓i
@
@✓j
and;
w (x, ✓) =
 
 j(x) + ✓12  
12
j (x)
  @
@✓j
+  i(x) ✓i
@
@x
where i, j = 1, 2. The coe cients of w are holomorphic functions. Now, according to
Definition 6.2.5, the vector field w will be superconformal if
[w,Di] = f ij ·Dj i.e.,
 
w+Di  Diw+ +  w Di +Diw   = f ij ·Dj (7.3.1)
for functions f ij ⌘ f ij (x, ✓). Computing this, we have the following for D1:
Lw+D1 = [w+, D1]
= w+D1  D1w+
=

 ↵12 ✓1 +
✓
@↵0
@x
  ↵12   ↵22
◆
✓2
 
@
@x
 
 
↵1j +
@↵1j
@x
✓12
!
@
@✓j
(7.3.2)
and
Lw D1 = [w , D1]
= w D1 +D1w 
=

 1    2  
✓
 122  
@ 1
@x
◆
✓12
 
@
@x
+
✓
 12j  
@ j
@x
◆
✓2
@
@✓j
. (7.3.3)
Now if w is superconformal, then from (7.3.1) we must set:
LwD1 = f 1j ·Dj = f 11 ·
✓
@
@✓1
  ✓2 @
@x
◆
+ f 12 ·
✓
@
@✓2
  ✓1 @
@x
◆
.
Chapter 7. Deformations of Super Riemann Surfaces: N = 2 186
Hence from (7.3.2) and (7.3.3), we find the following expression for f 1j :
f 11 (x, ✓) =  ↵11 +
✓
 121  
@ 1
@x
◆
✓2   @↵
1
1
@x
✓12 and;
f 12 (x, ✓) =  ↵12 +
✓
 122  
@ 2
@x
◆
✓2   @↵
1
2
@x
✓12.
This now leads us to the following necessary conditions for w to be superconformal:
↵11 + ↵
2
2 + ↵
12 =
@↵0
@x
; ↵12 =  ↵12;  122 =
1
2
@( 1 +  2)
@x
;  1 =  2. (7.3.4)
In carrying out the same computations for D2, we find:
Lw+D2 =
✓
@↵0
@x
+ ↵12   ↵11
◆
✓1   ↵21 ✓2
 
@
@x
 
 
↵2j +
@↵2j
@x
✓12
!
@
@✓j
and;
Lw D2 =

 2    1  
✓
 121 +
@ 2
@x
◆
✓12
 
@
@x
 
✓
 12j +
@ j
@x
◆
✓1
@
@✓j
.
Hence,
f 21 (x, ✓) =  ↵21  
✓
 121 +
@ 1
@x
◆
✓1   @↵
2
1
@x
✓12 and;
f 22 (x, ✓) =  ↵22  
✓
 122 +
@ 2
@x
◆
✓1   @↵
2
2
@x
✓12
from which we get:
↵11 + ↵
2
2   ↵12 =
@↵0
@x
; ↵21 =  ↵21;  121 =  
1
2
@( 2 +  1)
@x
;  2 =  1. (7.3.5)
We now find from (7.3.4) and (7.3.5) necessary and su cient conditions for w to be a
superconformal vector field and can thereby conclude the following:
Lemma 7.3.2. If w is a superconformal vector field on C1|2, then it is of the form
w = w+ + w , where:
w+ = ↵0
@
@x
+ ↵11 ✓1
@
@✓1
+
✓
@↵0
@x
  ↵11
◆
✓2
@
@✓2
and (7.3.6)
w  =
✓
 1   @ 1
@x
✓12
◆
@
@✓1
+
✓
 2 +
@ 2
@x
✓12
◆
@
@✓2
+ ( 1 ✓2 +  2 ✓1)
@
@x
. (7.3.7)
Remark 7.3.3. It is perhaps worth remarking that our derivation of the N = 2 super-
conformal vector fields in Lemma 7.3.2 coincides with that in [Wit13b]. We illustrate
this for the even superconformal vector fields. In [Wit13b, p. 107] the superconformal
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vector fields, in coordinates (w, ✓+, ✓ ), are found to be:
Vg = g(w)
@
@w
+
1
2
@g
@w
✓
✓+
@
@✓+
+ ✓ 
@
@✓ 
◆
and vk =  k(w) ✓+ @@✓+
where g and k are holomorphic functions of w. Their sum is given by:
Vg + vk = g(w)
@
@w
+
✓
1
2
@g
@w
+ k(w)
◆
✓ 
@
@✓ 
+
✓
1
2
@g
@w
  k(w)
◆
✓+
@
@✓+
. (7.3.8)
Now set: (w, ✓+, ✓ ) = (x, ✓2, ✓1) and write: ↵0 = g and ↵11(x) =
1
2g
0(x) + k(x). Then
regarding the last summand in (7.3.8), we evidently see that:
1
2
@g
@w
  k(w) = @g
@w
 
✓
1
2
@g
@w
+ k(w)
◆
=
@↵0
@x
  ↵11.
Hence (7.3.8) is equivalent to (7.3.6). We will find a similar equivalence regarding the
odd, superconformal vector fields obtained in (7.3.7) with those in [Wit13b, p. 107].
The details of this will be omitted here however.
In comparing Lemma 7.3.2 to the superconformal vector fields described in Illustration
6.2.7 for the N = 1 case, we deduce the following:
Corollary 7.3.4. Let WN=1, resp. WN=2, denote the sheaf of superconformal vector
fields on C1|1, resp. C1|2. Then under the inclusion ◆ : C1|1 ,! C1|2 given by (t, ✓) 7!
(t, ✓, ✓) we have an inclusion of sheaves ◆⇤WN=1 ,!WN=2.
Proof. On coordinates, the inclusion ◆ : C1|1 ,! C1|2 is given by (x, ✓) 7! (x, ✓, ✓). As
such,
◆⇤
✓
@
@x
◆
=
@
@x
and ◆⇤
✓
@
@✓
◆
=
@
@✓1
+
@
@✓2
.
Now let ⌫ = ⌫+ + ⌫  be a superconformal vector field on C1|1. Then from (6.2.6) we
may write,
⌫+(x, ✓) = ↵(x)
@
@x
+
1
2
@↵
@x
✓
@
@✓
and ⌫ (x, ✓) =  (x)
✓
@
@✓
+ ✓
@
@x
◆
.
Then, regarding the even vector field ⌫+ we have:
◆⇤⌫+ = ↵
@
@x
+
1
2
@↵
@x
✓
@
@✓1
+
1
2
@↵
@x
✓
@
@✓2
= ↵
@
@x
+
1
2
@↵
@x
✓
@
@✓1
+
✓
@↵
@x
  1
2
@↵
@x
◆
✓
@
@✓2
.
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Comparing ◆⇤⌫+ with (7.3.6), we see that ◆⇤⌫ will define an N = 2 superconformal vector
field on C1|2. Similarly, regarding ⌫  we have:
◆⇤⌫  =  
@
@✓1
+  
@
@✓2
+   ✓
@
@x
=
1
2
 
✓
@
@✓1
+ ✓
@
@x
◆
+
1
2
 
✓
@
@✓2
+ ✓
@
@x
◆
,
and in comparing ◆⇤⌫  with (7.3.7), it is clear that ◆⇤⌫  will be a superconformal vector
field on C1|2. Hence we have a canonical inclusion of sheaves of C-algebras ◆⇤WN=1 ⇢
WN=2 on C1|2, as we wanted to show.
From the construction of an N = 2 super Riemann surface from a given N = 1 super-
Riemann surface, described in Theorem 7.2.16, it is clear that, locally, this construction
corresponds to the map (x, ✓) 7! (x, ✓, ✓). Corollary 7.3.4 then confirms what we might
have expected: that the map (x, ✓) 7! (x, ✓, ✓) preserves the superconformal structure,
in that it sends N = 1 superconformal vector fields to N = 2 superconformal vector
fields.
7.3.2 Superconformal Transformations
We have so far described superconformal vector fields by a means similar to the N = 1
case in Illustration 6.2.7. In the present section we deliberate on the superconformal
transformations in analogy with Lemma 6.2.6. Just as for the vector fields, the notion
of a superconformal transformation may be generalised from Definition 6.2.4. As we are
ultimately interested in super Riemann surfaces, we will take ‘superconformal structure’
here to mean maximal superconformal structure. It follows then from the calculations
in Theorem 7.2.6 that:
Lemma 7.3.5. Consider a morphism ' : C1|2 ! C1|2 given by ' = ('+,' ), where
'+(x, ✓) =  (x) +  12(x) ✓12 and '
 
a (x, ✓) = ⇣
b
a(x) ✓b
for a = 1, 2. Then ' will preserve the (maximal) superconformal structure on C1|2 (see,
Example 6.1.9) if and only if,
 12 = 0 ⇣
b
a = 0 for a 6= b and det ⇣ =
@ 
@x
for ⇣ = (⇣ba).
Now, the notion of a family of superconformal transformations of C1|2, parametrised
by C1|1 generalises straightforwardly from Definition 6.2.8. We consider here a family
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of such morphisms ' = {'(t,⇠)} where (t, ⇠) 2 C1|1 are parameters. Recall that this
means '(t,⇠) : C1|2 ! C1|2 is superconformal for each (t, ⇠). In particular, that '(t,0) is
superconformal for each t. Then in writing '(t,⇠) = ('
+
(t,⇠),'
 
(t,⇠)) we see, as a consequence
of Lemma 7.3.5, that necessarily:
'+(t,⇠)(x, ✓) =  t(x) +  
i
t(x) ✓i⇠ and; (7.3.9)
' (t,⇠);a(x, ✓) = ⇣
a
t,a(x) ✓a +  t,a(x) ⇠ +  
12
t,a(x) ✓12⇠. (7.3.10)
We now have:
Proposition 7.3.6. The family ' = {'(t,⇠)} will be superconformal if and only if:
@ t
@x
= ⇣1t,1⇣
2
t,2  
a
t =  ⇣at,a t,a+1 and  12t,a = ( 1)a
@ t,a
@x
where ‘a+ 1’ above is evaluated modulo-2.
Proof. See Appendix A.5.1.
As a consistency check, we have the following which may be thought of as the analogue
of Corollary 7.3.4 for superconformal transformations.
Corollary 7.3.7. Any family of superconformal transformations of C1|1, parametrised
by C1|1, will define a family of superconformal transformations of C1|2 also parameterised
by C1|1.
Proof. Let   = { (t,⇠)} be a family of superconformal transformations of C1|1, for (t, ⇠)
parameters in C1|1. Then   will be a family of superconformal transformations of C1|1,
parametrised by C1|1. Write  (t,⇠) = ( +(t,⇠), 
 
(t,⇠)) and recall from Lemma 6.2.10 that
 (t,⇠) may be given by:
 +(t,⇠)(x, ✓) =  t(x) + gt(x) ⇠✓ and  
 
(t,⇠)(x, ✓) = ⇣t(x) ✓ +  t(x) ⇠
where
@ t
@x
= ⇣2t and gt = ⇣t t. (7.3.11)
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Now define ' : C1|2 ! C1|2 by,
'+(t,⇠)(x, ✓) =  t   gt ✓1⇠   gt ✓2⇠ and;
' (t,⇠),1(x, ✓) = ⇣t ✓1 +  t ⇠  
@ t
@x
✓12⇠
' (t,⇠),2(x, ✓) = ⇣t ✓2 +  t ⇠ +
@ t
@x
✓12⇠.
Then by Proposition 7.3.6 we see that ' = {'(t,⇠)} will be superconformal. Moreover,
' is uniquely obtained from  . This completes the proof.
We denote by SC(t,⇠)(C1|2) the set of superconformal transformations of C1|2 over the
fixed parameter (t, ⇠); and by SC⇥(t,⇠)(C
1|2) those which are invertible. Then just as in
Lemma 6.2.12 we have:
Lemma 7.3.8. SC⇥(t,⇠)(C
1|2) is a group for each (t, ⇠).
A proof of Lemma 7.3.8 can be given directly, however the computation is tedious and
we will omit it here. In what follows, we will be concerned with relating superconformal
transformations of C1|1 with those of C1|2. Indeed, note that in Corollary 7.3.7 we have
constructed an injective map of sets l : SC⇥(t,⇠)(C
1|1) ! SC⇥(t,⇠)(C1|2) for each (t, ⇠). We
refer to superconformal transformations in the image of l as being lifted, and the map l
itself as a lifting. Regarding the interplay with the corresponding group structures on
these sets, we have:
Proposition 7.3.9. The lifting l : SC⇥(t,⇠)(C
1|1) ! SC⇥(t,⇠)(C1|2) described in Corollary
7.3.7 defines an injective, group homomorphism.
Proof. See Appendix A.5.2.
In the section to follow we will construct odd, infinitesimal deformations of N = 2 super
Riemann surfaces in much the same spirit as the N = 1 case in Section 6.2.3.
7.3.3 Infinitesimal Deformations
Recall from Theorem 6.2.13 that N = 1 superconformal vector fields may be obtained
from families of superconformal transformations of C1|1 by di↵erentiating these families
with respect to the parameters on which they depend. This result was important as it
was used to classify odd, infinitesimal deformations of N = 1 super Riemann surface
in Theorem 6.3.8. We aim, in this section, to obtain an analogous classification for
N = 2 super Riemann surfaces. As in Chapter 6, our focus will be on odd infinitesimal
deformations.
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Lemma 7.3.10. Let ' = {'(t,⇠)} be a family of invertible morphisms C1|2 ! C1|2 for
each (t, ⇠) 2 C1|1. Define,
w (t,⇠)(x, ✓) := ('(t,⇠))⇤
✓
@
@⇠
◆
.
If ' is a family of superconformal transformations, then w (t,⇠) will be a superconformal
vector field at ⇠ = 0.
Proof. Let ' = {'(t,⇠)} be a family of superconformal transformations, given as in (7.3.9)
and (7.3.10). Fix (t, ⇠) and denote by (y, ⌘) coordinates in the image of '(t,⇠). Then we
have,
w (t,⇠)(x, ✓) =   it ✓i
@
@y
+
 
 t,a +  
12
t,a ✓12
  @
@⌘a
. (7.3.12)
Now, by definition, ⌘a = '
 
(t,⇠);a(x, ✓) and so
✓a = (⇣
a
t,a)
 1⌘a + . . . (7.3.13)
where the ellipses in (7.3.13) denote terms proportional to ⇠. In maintaining this nota-
tion, where ellipses denote terms proportional to ⇠, we then have from (7.3.12),
w (t,⇠) =   it · (⇣it,i) 1⌘i
@
@y
+
 
 t,a +  
12
t,a · (⇣1t,1⇣2t,2) 1⌘12
  @
@⌘a
+ . . .
=  t,i+1⌘i
@
@y
+
 
 t,a + ( 1)a@ t,a
@x
·
✓
@ t
@x
◆ 1
⌘12
!
@
@⌘a
+ . . . (7.3.14)
=  t,i+1⌘i
@
@y
+
✓
 t,a + ( 1)a@ t,a
@y
⌘12
◆
@
@⌘a
+ . . . (7.3.15)
where (7.3.14) follows from Proposition 7.3.6; and (7.3.15) follows from the chain rule
for di↵erentiation. Dropping the ellipses in (7.3.15) amounts to setting ⇠ = 0 and so we
conclude that,
w (t,0) = ('(t,⇠))⇤
✓
@
@⇠
◆    
⇠=0
=
✓
 t,1   @ t,1
@y
⌘12
◆
@
@⌘1
+
✓
 t,2 +
@ t,2
@y
⌘12
◆
@
@⌘2
+ ( t,1 ⌘2 +  t,2 ⌘1)
@
@y
.
This is precisely an odd, superconformal vector field by (7.3.7) in Lemma 7.3.2.
In essentially running the calculation in the proof of Lemma 7.3.10 in reverse we will
obtain, under an additional assumption, the following:
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Lemma 7.3.11. Let ' = {'⇠} be a family of morphisms C1|2 ! C1|2 and suppose '0
is superconformal, and that
w⇠ := '⇤
✓
@
@⇠
◆
is an odd, superconformal vector field at ⇠ = 0. Then ' will be superconformal.
Suppose now that we are given a superconformal transformation '0 : C1|2 ! C1|2 and
an odd, superconformal vector field w . Then by Proposition 7.3.6 note that we will
have all the data required to construct a family of morphisms ' = {'⇠} such that
'|⇠=0 = '0 and '⇤(@/@⇠)|⇠=0 = w . By Lemma 7.3.11 this family will comprise a
family of superconformal transformations. Hence we conclude:
Lemma 7.3.12. Associated to a given superconformal transformation '0 and an odd,
superconformal vector field w  is a unique family of superconformal transformations
' = {'⇠} satisfying the hypotheses of Lemma 7.3.11.
Now the sheaf of odd, superconformal vector fields WN=2  is a sheaf of C-algebras. In
particular, it will be closed under addition and, in this way, will admit the structure of
a sheaf of abelian groups. Denote by SC⇥(C1|2) the group of superconformal transfor-
mations of C1|2. Then we have the following result which can be seen as an analogue of
Lemma 6.2.21.
Lemma 7.3.13. The cartesian product SC⇥(C1|2) ⇥WN=2  admits the structure of a
semi-direct product of groups with group law given by,
 
('0;w
 ), ('˜0; w˜ )
  7 !  '0   '˜0; w˜  + '˜⇤0w   .
Proof. The crux of the proof of the present result lies in showing '⇤0w  will be supercon-
formal. This calculation is tedious and resembles that given in the proof of Proposition
7.3.9 (c.f., (A.5.9)). We omit the details here.
In analogy with Construction 6.2.19 for deformations of N = 1 super Riemann surfaces,
we submit the following for the N = 2 case:
Construction 7.3.14. Fix an N = 2, super Riemann surface SN=2 and let (U, ⇢) be
a trivialisation for it. Then ⇢UV : UV
⇠=! VU is superconformal. Now denote by W SN=2
the sheaf of odd, N = 2 superconformal vector fields on SN=2 and let w  = {w UV} be a
1-cochain valued in WN=2  . By Lemma 7.3.12 we may construct from the data of (⇢, w )
a family of (invertible) superconformal transformations #UV = {⇢UV;⇠}. From Lemma
7.3.13 it will follow that the collection # = {#UV} will satisfy the cocycle condition if and
only if w  is a 1-cocycle. Hence, associated to any N = 2 super Riemann surface SN=2
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and 1-cocycle w  will be a trivialisation (U,#) for a (1|3)-dimensional supermanifold
XN=2. This supermanifold is an odd, infinitesimal deformation of SN=2.
Given SN=2, the details of the construction of XN=2 in Construction 7.3.14 above will
depend on the cohomology class of the 1-cocycle w . That is, replacing w  with a
cohomologous 1-cocycle w˜  will define an isomorphism XN=2 ⇠= XN=2 which acts as
the identity on C0|1, i.e., it will be an equivalence of deformations. In particular, we
deduce the analogous result to Theorem 6.3.8 below:
Theorem 7.3.15. There exists a bijection: DefC0|1(SN=2) ⇠= H1(C,W SN=2).
Remark 7.3.16. As in Remark 6.3.9, we expect that a stronger classification of all in-
finitesimal deformations in the spirit of Theorem 7.3.15 will hold, i.e., that there exist a
bijection between DefD1|1(SN=2) and H1(C,WSN=2), where D1|1 is the analogue of the
dual numbers here, i.e., D1|1 = Spec C[t, ⇠]/t2. Such a result is alluded to in [Wit13b, p.
106], and it is from such a result that Theorem 7.3.15 would follow as a corollary. We
have opted here to state the weaker Theorem 7.3.15, for it is this result which follows
from the material presented so far.
Just as in the previous chapter, it is possible to study the relationship in Theorem 7.3.15
further and deduce relations between the Kodaira-Spencer map and obstruction classes
to splitting as in Proposition 6.3.13. We will not pursue this here however. In what
follows we turn our attention to relations between the deformations constructed here
and those of N = 1 super Riemann surfaces.
7.4 An Embedding of Families
In the present section, we revisit the theme set out in (7.0.1) and Section 7.2.3 on
the relation between N = 1 and N = 2 super Riemann surfaces. Recall from Theorem
7.2.16 that any N = 1 super Riemann surface ‘defines’ an N = 2 super Riemann surface.
More precisely, let SN=2 be the N = 2 super Riemann surface ⇧(⌦1/2C   ⌦1/2C ), where
the spin structures ⌦1/2C are identical. We now have the following result which follows
from Theorem 7.2.16 and Corollary 7.3.4:
Proposition 7.4.1. There exists an embedding SN=1 ⇢ SN=2 of super Riemann sur-
faces.
Proof. Since ⌦1/2C ⇢ ⌦1/2C  ⌦1/2C , we have ⇧⌦1/2C ⇢ ⇧(⌦1/2C  ⌦1/2C ). For a justification of
this see Appendix B, and in particular Corollary B.3. That this embedding will preserve
the superconformal structure follows from Corollary 7.3.4.
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At the outset of this chapter we had the assertion in (7.0.1):
MN=1 ⇢MN=2. (7.4.1)
It is on understanding (7.4.1) that motivates the considerations to follow. In particu-
lar, we wish to now illustrate the embedding (7.4.1) at the level of (odd) infinitesimal
deformations. This leads to the following construction which, in a sense, generalises
Proposition 7.4.1:
Construction 7.4.2. Let SN=1⇠ be a fiber of an odd, infinitesimal deformation of SN=1.
It is discussed in Section 6.2.3 and a construction of it is given in Construction 6.2.19.
Importantly, it admits a trivialisation (U, ⇢N=1⇠ ) where ⇢
N=1
⇠ is a superconformal trans-
formation,
⇢N=1UV;⇠ : UV
⇠= ! VU .
Now, from Corollary 7.3.7 note that each ⇢N=1UV;⇠ may be lifted to an N = 2 superconformal
transformation, which we denote ⇢N=2UV;⇠ . If U˜ ⇢ C1|2 denotes the image of U under the
embedding C1|1 ⇢ C1|2, and similarly for U˜V , then ⇢N=2UV;⇠ : U˜V
⇠=! V˜U . Evidently, the
collection {⇢N=1⇠ } lifts to a collection {⇢N=2⇠ }. Moreover, by Proposition 7.3.9, this lifting
procedure preserves the group structure so that, on non-empty, triple intersections:
⇢N=1VW;⇠   ⇢N=1UV;⇠ // ⇢N=2VW;⇠   ⇢N=2UV;⇠
⇢N=1UW;⇠ // ⇢
N=2
UW;⇠
Hence the collection ⇢N=2⇠ will satisfy the cocycle condition and so will glue together and
define an N = 2 super Riemann surface SN=2⇠ containing SN=1⇠
To reiterate the key points in Construction 7.4.2: given an odd, infinitesimal deformation
XN=1 ! C0|1 of SN=1, with XN=1 = {SN=1⇠ }, we have embeddings SN=1 ⇢ SN=2 and
SN=1⇠ ⇢ SN=2⇠ , and so we find {SN=1⇠ }⇠2C0|1 ⇢ {SN=2}⇠2C0|1 . By Construction 7.3.14
we see that {SN=2}⇠2C0|1 = XN=2 will be an odd, infinitesimal deformation of SN=2.
To sum up, we have a commutative diagram:
XN=1
✏✏
   // XN=2
✏✏
C0|1 C0|1.
(7.4.2)
Hence, from the description of morphisms of families in (6.3.1), we see that (7.4.2) will
be an embedding of families. In particular, we conclude:
Theorem 7.4.3. There exists a morphism: DefC0|1(SN=1)! DefC0|1(SN=2).
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Remark 7.4.4. In (7.4.2) we obtain an embedding of families leading to the morphism in
Theorem 7.4.3. However, there is no reason to suppose this morphism will be injective.
We will return to this remark at a later stage.
The above result (Theorem 7.4.3) is indicative of a more general result regarding defor-
mations. In [Vai90, p. 2151], one can find a description of the deformation functor Def
adapted to the category of supermanifolds. That is, to a given supermanifold X, one
has a functor Def(X) : SS! Sets, where SS is the category of (connected) superspaces.
The functor is given by:
S 7 ! Def(X)(S) := DefS(X) and (S0  ! S) =) (Def(X)(S0)  ! Def(X)(S)).
Hence Def(X) is a contra-variant functor. Theorem 7.4.3 is now suggestive of a more
general result:
Claim 7.4.5. Let SN=1 ⇢ SN=2. Then there exists a natural transformation of defor-
mation functors: Def(SN=1)) Def(SN=2).
We conclude this section with some final observations regarding the odd, infinitesimal
deformations of SN=2. Firstly, in the language of schemes, we have from [Har10, p. 13]
the following:
Theorem 7.4.6. Let Y and X be a schemes over an algebraically closed field K, and
suppose Y ✓ X is a closed immersion, i.e., Y is a closed sub-scheme of X. Then there
exists an exact sequence of sheaves on Y :
0! TY ,! TX |Y ⇣ NY/X ! 0. (7.4.3)
The set of infinitesimal deformations of Y in X, which fix X, is then in bijective corre-
spondence with H0(Y,NY/X).
Remark 7.4.7. By ‘infinitesimal deformation’ in Theorem 7.4.6 it is meant a deformation
of Y over the dual numbers D = Spec k[t]/t2 (c.f., Remark 6.3.4). An infinitesimal
deformation of Y which fixes X is then taken to be a closed sub-scheme Y 0 ✓ X ⇥ D
which is flat over D and satisfies: Y 0 ⇥D k = Y .
We stated Theorem 7.4.6 here primarily as motivation for the interpretation we aim to
give regarding the odd, infinitesimal deformations of SN=2. Firstly, note that we obtain
an exact sequence analogous to the normal sequence in (7.4.3) from Corollary 7.3.4 and
Proposition 7.4.1:
0!W SN=1 ,!W SN=2 ⇣ NSN=1/SN=2 ! 0. (7.4.4)
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In contrast to the situation in Theorem 7.4.6, the sheaves in (7.4.4) are all sheaves on a
fixed Riemann surface C since SN=1red = SN=2red = C.
Remark 7.4.8. The sheaf NSN=1/SN=2 is the sheaf associated to the pre-sheaf U 7!
W SN=2(U)/W SN=1(U). It is coherent since both W SN=1 and W SN=2 are locally free,
and as a result its sheaf cohomology groups are defined and admit the structure of a
finite dimensional, complex vector space (c.f., Remark 1.1.49).
From (7.4.4) we have induced the following long-exact sequence on cohomology:
· · · // H0(C,NSN=1/SN=2) @⇤ // H1(C,W SN=1)
◆⇤ // H1(C,W SN=2)
✏✏
0 H1(C,NSN=1/SN=2)oo
(7.4.5)
The sequence in (7.4.5) terminates since H2(C,F) = 0 for any sheaf of abelian groups
F on a Riemann surface. We now recall:
(i) from Theorem 6.3.8 the space H1(C,W SN=1) parametrises all odd, infinitesimal
deformations of SN=1 and;
(ii) from Theorem 7.3.15 that H1(C,W SN=2) parametrises all odd, infinitesimal defor-
mations of SN=2.
In taking motivation now from Theorem 7.4.6, we submit the following interpretations:
as a result of (i) and (ii), the image of H0(C,NSN=1/SN=2) under @⇤ is interpreted as
the space parametrising all odd, infinitesimal deformations of SN=1 ⇢ SN=2 which fix
SN=2 (c.f., ◆⇤   @⇤ = 0 by exactness in (7.4.5)).
Remark 7.4.9. In following on from Remark 7.4.4, the existence of such odd, infinitesimal
deformations of SN=1 which fix SN=2 will imply that the morphism in Theorem 7.4.3
is not injective.
The image of ◆⇤ consists of all odd, infinitesimal deformations of SN=2 which restrict to a
deformation of SN=1. Finally, by exactness of (7.4.5), we interpret H1(C,NSN=1/SN=2)
as the space which parametrises all odd, infinitesimal deformations of SN=2 which do
not restrict to a deformation of SN=1. We conclude this section (and chapter) now with
an application of Theorem 7.4.3 and the Compatibility Lemma of Donagi and Witten
in [DW13] (see Appendix B). From here a natural claim will result which motivates
studying the Kodaira-Spencer map.
Corollary 7.4.10. If h1(C,W SN=1) 6= 0, then there exists an odd, infinitesimal defor-
mation of SN=2 whose total space is non-split.
Chapter 7. Deformations of Super Riemann Surfaces: N = 2 197
Proof. Let ⇡X : X ! C0|1 be an odd, infinitesimal deformation of SN=1 and suppose its
total space X is non-split. By Proposition 6.4.1 this means the Kodaira-Spencer map of
⇡X : X ! C0|1 will be injective and, as a result, that this infinitesimal deformation will
be non-trivial, i.e., correspond to some non-zero element in H1(C,W SN=1), and vice-
versa by Theorem 6.3.8. Hence, by assumption of h1(C,W SN=1) 6= 0 here, we will be
guaranteed the existence of an odd, infinitesimal deformation of SN=1 whose total space
is non-split. Now from Theorem 7.4.3, we see that ⇡X : X ! C0|1 will define an odd,
infinitesimal deformation ⇡XN=2 : XN=2 ! C0|1 of SN=2. Moreover, since X ⇢ XN=2
with Xred = XN=2red = C, it follows that the obstruction class of XN=2 will not vanish if
that of X is non-vanishing by the Compatibility Lemma (see Lemma B.4 and B.5).
Observe that in Corollary 7.4.10 we needed only the hypothesis that h1(C,W SN=1) 6= 0.
Hence we suppose the following:
Claim 7.4.11. The morphism DefC0|1(SN=1) ! DefC0|1(SN=2) in Theorem 7.4.3 is
injective.
Proof Sketch. We will not give a proof of this claim here but only a sketch, so as
to motivate why it might be true. Note that firstly, by Remark 7.4.9, this claim is
equivalent to the statement: There does not exist any odd, infinitesimal deformation of
SN=1 which leaves SN=2 fixed ; and that this statement is equivalent to: the boundary
map @⇤ ⌘ 0 in (7.4.5). Then, the key ingredient to proving this claim will be in relating
the Kodaira-Spencer map of an odd, infinitesimal deformation ⇡XN=2 : XN=2 ! C0|1 of
SN=2 to the obstruction theory of XN=2 in analogy with the N = 1 case in Proposition
6.4.1. Then the claim will follow immediately from Corollary 7.4.10.
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The theory of deformations typically culminates in the formulation of a moduli problem,
leading to the notions of a moduli stack and moduli space. For completeness, we will
present here an informal discussion on the moduli space of super Riemann surfaces for
N = 1 and N = 2, known in the literature by the term supermoduli spaces. The
N = 1 supermoduli space has been studied in some detail and we will comment here
on some recent results thereon. The N = 2 case is not as extensively studied, however
some preliminary work is undertaken in [FR90a]. Based on the result of Donagi and
Witten in [DW13] regarding non-splitness of the N = 1 supermoduli space, we provide
sketches of an argument for non-splitness of the N = 2 supermoduli space. Our primary
references for this chapter are [Har10, DW13].
Remark. It is not our intent here to give an in-depth treatment of the theory of moduli
spaces or their analogue supermoduli spaces. It will su ce to have only a very superficial
understanding of this theory.
8.1 Preliminaries: Moduli Problems
A formulation and discussion of moduli problems in considerable generality can be found
in [Har10, p. 150]. We give a brief account here with a view to formulate moduli problems
198
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for super Riemann surfaces. Firstly, in a very general setting, let M denote a class of
objects to be classified. Upon cementing a notion of morphism between such objects,
one may think of M as the set:
M = {isomorphism classes of all such objects}. (8.1.1)
For instance, we could consider the set of (compact) Riemann surfaces of a fixed genus,
up to isomorphism; or the set of vector bundles of a fixed degree and rank, up to
isomorphism and so on. The moduli problem is to now giveM more structure than just
a set, e.g., such as that of a variety, or scheme or manifold or some other such geometric
object. More precisely, we want a geometric object M whose set of (closed) points is in
bijective correspondence with the set M, and whose di↵erentiable, or scheme-theoretic
structure is given by all possible variations of elements in M. By these statements it
is meant: for any (appropriately defined) family X ! B, with X = {Xb}b2B, that there
exist a unique map fX : B ! M such that, for b 2 B, the point fX (b) 2 M represents
the isomorphism class of the fiber Xb—which itself defines a point in the set M.
The discussion so far is made precise by requiring that this correspondence be functorial.
Hence, a convenient framework to employ is category theory. Following [Har10] we will
work here in the framework of algebraic geometry, so let SchK denote the category of
schemes over a field K and denote by Set the category of sets. Then, givenM, consider a
functorF : SchK ! Sets defined by sending any scheme B to the set of all (appropriately
defined) families F (B) := {X ! B}. Morphisms are defined as commutative diagrams,
as in (6.3.1).
Definition 8.1.1. The set M is called a moduli problem and the functor F is referred
to as the associated functor. We will also refer to the pair (M,F ) as a moduli problem.
Were there to exist some (uniquely defined) scheme M , whose set of closed points cor-
respond to M, then we would have a natural transformation ' : F ) hM , where
hM = HomSchK( ,M). Then: associated to any family X ! B will be a morphism
fX : B ! M . For any scheme B we denote by '(B) : F (B) ) hM (B) the assignment
(X ! B)) (fX : B !M).
Definition 8.1.2. If there exists a pair (M,') for a moduli problem (M,F ), where M
is a scheme and ' : F ) hM is a natural transformation and, moreover, that:
(i) F (Spec K) ⇠= hM (Spec K); and
(ii) if there exists another natural transformation '0 : F ) hN , for some scheme N ,
then there will exist a morphism f :M ! N such that '0 = f   ',
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then M is referred to as a coarse moduli space for the moduli problem M. If the given
natural transformation ' is an isomorphism, then M is called a fine moduli space.
Remark 8.1.3. In previous chapters (e.g., in Section 6.3 and 7.4), we have mentioned the
deformation functor Def. This functor is defined on the category of Artin rings and is
valued in Set, and its purpose is to study the infinitesimal, and higher order deformations
of a particular, fixed object X. Alternatively one can define a variant, referred to in
[Har10] as the crude local functor, which studies infinitesimal deformations of X up to
isomorphism, denoted F0(X). Evidently, there is a natural transformation Def(X) !
F0(X) given by ‘forgetting the isomorphism’. The relation to the moduli problem is: if
there exists a fine moduli space M for the moduli problem (M,F ), then the crude local
functor F0 is pro-representable. See [Har10, p. 123] for more relations between F0 and
Def. In the absence of a fine moduli space however, the pro-representability of F0 is
still meaningful and properties of such functors are described in [Nit09].
There are many important properties which are satisfied by fine moduli spaces—such
as the existence of a universal family. From [Har10, p. 153], we present below a useful
result to guide intuition:
Proposition 8.1.4. Let M be a fine moduli scheme for the moduli problem M and
[C] 2M a point. Then the Zariski tangent space of M at [C] is:
TM |[C] = H1(C,TC).
In particular, the dimension of M is h1(C,TC).
Unfortunately, a fine moduli space for a given moduli problemM will typically not exist
and so, in lieu of this, one finds themselves having to grapple with the theory of moduli
stacks. Nevertheless, the notion of dimension for a stack will be understood in the sense
of Proposition 8.1.4.
In the case of Riemann surfaces the stack of genus-g, Riemann surfaces, denoted Mg, is
characterised by the set of maps into it:
B 7 !Mg(B) = {families of genus-g, Riemann surfaces over B}. (8.1.2)
From Definition 8.1.2, one obtains the set of points for the coarse moduli space Mg by
taking isomorphism classes, i.e., Mg(S) =Mg(S)/ ⇠=. Hence there exists a natural map
Mg !Mg.
Remark 8.1.5. By construction, every map to Mg will give rise to a map to Mg, and
a map to Mg is given by a family. However, not every map to Mg need arise from a
family for, if it did, then it must necessarily factor through Mg—again, by construction
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in (8.1.2). If every map toMg did factor through Mg, then so will the identity map and
this would result in the existence of a universal family of genus-g, Riemann surfaces over
Mg. It is well-known however that such a family does not exist due to the existence of
Riemann surfaces with non-trivial automorphisms in any genus.
8.2 The N = 1 Supermoduli Space
A formulation of the moduli problem for N = 1 super Riemann surfaces may be found
in [LR88]. Research into the geometry of the corresponding moduli space and related
topics are undertaken in works such as [LR88, RSV88, CR88, FR90b]. We turn our
attention here to N = 1 super Riemann surfaces with the aim to describe some recently
obtained results in [DW13, DW14]. The moduli problem M, in the sense of (8.1.1) and
Definition 8.1.1, is here:
M = {N = 1 super Riemann surfaces up to superconformal isomorphism} . (8.2.1)
Upon fixing the genus g, let MN=1g denote the moduli stack of N = 1 super Riemann
surfaces. By this it is meant that we will think of MN=1g as in (8.1.2), i.e., as being
characterised by maps from (super-)schemes into it:
S 7 !MN=1g (S) = {families of N = 1 super Riemann surfaces over S} . (8.2.2)
By abuse of notation, we will also think of MN=1g as the (coarse) moduli space. From
Theorem 6.1.3 and Construction 6.2.19, spin curves underlie families of super-Riemann
surfaces. In what follows we will elaborate further on the relation between spin curves
and super Riemann surfaces at the level of moduli stacks.
Construction 8.2.1. Given a family of genus-g, Riemann surfaces ⇡ : X ! S, a family
of spin curves is then a family of bundles L = {Lb}b2B such that Lb is a spin structure
on the Riemann surface Xb = ⇡ 1(b), i.e., that L⌦2b ⇠= ⌦1Xb. Here L defines a bundle
over X by: Lb = L|⇡ 1(b), however it need not define a (relative) spin structure on X , as
explained in [DW13, p. 26]. Now, consider the parity map defined fiber-wise: Lb 7! ⇧Lb.
Then from Theorem 6.1.3 we know that ⇧Lb will be an N = 1 super Riemann surface.
Hence ⇧L = {⇧Lb}b2B will be a family of N = 1 super-Riemann surfaces parametrised
by B. In this way, we have:
{spin curves over B} ⇧ ! {N = 1 super Riemann surfaces over B} . (8.2.3)
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As a result of (8.2.3) we see that: SMg(B) ! MN=1g (B).1 In thinking of SMg and
MN=1g as coarse moduli spaces we have an embedding SMg ⇢MN=1g .
The following illustration serves to show that MN=1g is better thought of as a being
fibered over SMg.
Illustration 8.2.2. Fix a spin curve (C,⌦1/2C ) and let S = ⇧⌦1/2C be the associated
super Riemann surface. Consider now two odd, infinitesimal deformations X ! C0|1
and X 0 ! C0|1 of S. By Definition 6.3.1, note that we have:
X
✏✏
X 0
✏✏
C0|1 S
aa
✏✏
==
C0|1
pt
aa ==
(8.2.4)
That is, both X and X 0 will pullback to their central fiber S. However, X and X 0 need
not be equivalent as deformations. In supposing they are non-trivial and inequivalent,
we will find from (8.2.4) two non-trivial deformations corresponding to the same spin
structure ⌦1/2C . In particular, in regarding the spin curve (C,⌦
1/2
C ) as representing a
point in SMg, we see from (8.2.4) thatMN=1g is better thought of as (locally) a fibration
over SMg with fibres identified with odd, infinitesimal deformations.
To continue the line of thought initiated in Illustration 8.2.2: if we think of Mg as a
supermanifold, then SMg ⇢MN=1g is to be thought of as its reduced space. Now denote
by TMN=1g the tangent bundle of MN=1g . It is graded into even (T+MN=1g ) and odd
(T MN=1g ) parts. In analogy now with Proposition 8.1.4, the rank of T MN=1g at a super
Riemann surface S = ⇧⌦1/2C is identified with the set of odd, infinitesimal deformations
of S. From Lemma 6.2.18 and Theorem 6.3.8 we see that this set is identified with
H1(C,W S ) = H1(C,T1/2C ). Symbolically, if [S] 2MN=1g , then:
T MN=1g
  
[S] = H
1(Sred,WS) = H1(C,T1/2C ). (8.2.5)
The odd (resp. even) dimension ofMN=1g is then taken to be the dimension of T MN=1g
(resp. T+MN=1g ) at a (generic) super Riemann surface S.2 Now regarding spin structures
on Riemann surfaces, they can be separated into two classes: even and odd. This is
defined below:
1Here SMg(B) is defined similarly to MN=1g (B) in (8.2.2) with ‘super Riemann surface’ replaced
with ‘spin structure’. See [Cor89] for further details on the moduli space of spin structures.
2As described in [DW13] the split model for the stack MN=1g is to be identified with a certain Z2-
twisted vector bundle on SMg. That is, if V ! SMg denotes such a construct, then MN=1g ⇠=loc. ⇧V .
At a spin curve (C,⌦1/2C ) we have V |[(C,⌦1/2C )] = H
1(C,T1/2C ).
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Definition 8.2.3. A spin structure ` on a Riemann surface C is said to be either even
(resp. odd) if h0(C, `) is even (resp. odd).
It is shown in [Ati71] that the parity of a spin structure (i.e., the distinction between
even and odd) is preserved under deformations, which means there will be no continuous
deformations between spin structures of di↵ering parities. As such, the spin moduli space
SMg can be separated into two disconnected components: SMg = SM+g [SM g where
SM+g (resp. SM g ) parametrises even (resp. odd) spin structures. This decomposition
of SMg holds at the supermoduli level also since topological properties of supermanifolds
are encoded are in their reduced spaces. Hence MN=1g = M
N=1;+
g [MN=1; g , where
(MN=1;±g )red = SM±g . This decomposition is seen at the level of dimensions only in the
genus-one case. In what follows we describe the dimension of MN=1g . For references on
the following result we cite [CR88, Vai90, Hod87].
Lemma 8.2.4.
dimMN=1g =
8>>>>><>>>>>:
(0|0) if g = 0;
(1|0) if g = 1 and even;
(1|1) if g = 1 and odd;
(3g   3|2g   2) if g > 1.
In particular, MN=2g is split for g = 0 and g = 1.
Proof. We will concern ourselves with the calculation of the odd dimension of Mg. In
genus g = 0, note that T1/2C = OCP1(1) and h1(CP1,OCP1(1)) = 0 by (4.1.3). For g = 1
there are four distinct spin structures {`0, . . . `3}, with `⌦2i ⇠= ⌦1C . Now in genus one, the
sheaf of holomorphic di↵erentials is holomorphically trivial, i..e, ⌦1C
⇠= CC ⇠= TC , and so
we may identify one of the spin structures with CC . Say `0 ⇠= CC . Then by the Riemann-
Roch theorem (Theorem 4.3.3) h1(C, `0) = h1(C,⌦1C) = h
1(C, CC) = h0(C, CC) = 1. As
for `i, for i 6= 0, this is a degree-zero line bundle on the complex torus C which is not
isomorphic to CC ; and such line bundles cannot admit any non-zero global section, i.e.,
that h0(C, `i) = 0 for i 6= 0. Hence h1(C, `i) = 0 also by the Riemann-Roch theorem.
Finally, a spin structure ` is said to be even or odd if h0(C, `) ⌘ 0 or 1 modulo 2. This
proves the present lemma for g = 1. Now suppose g > 1. Here the Riemann-Roch
theorem asserts h1(C,T1/2C ) = h
0(C,T1/2C ) + 2g   2. Note that degT1/2C = 1  g < 0 for
g > 1. Hence from Lemma 4.3.4 we have h0(C,T1/2C ) = 0 thereby giving h
1(C,T1/2C ) =
2g   2.
Evidently, for genus g > 1, the supermoduli space MN=1g need no longer be split for
dimensional reasons and this has noteworthy consequences in superstring theory. In-
deed, a major breakthrough by D’Hoker and Phong, as surveyed in [DP02], was in the
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calculation of scattering amplitudes of the superstring to second loop order; and in or-
der to obtain these it was necessary to construct a splitting map for MN=12 . A detailed
construction of this map is given in [Wit13a]. The main result, around which the paper
[DW13] revolves, is on understanding whether MN=1g is projected.3 It was concluded:
Theorem 8.2.5. MN=1g is not projected (and so, non-split) for g   5.
Remark 8.2.6. In a more informal setting, the result in Theorem 8.2.5 was argued to
hold for g   3 in [FR90b].
Now, the moduli stackMg of genus-g, Riemann surfaces admits a universal curve, being
Mg,1. Here Mg,1 parametrises families of marked or pointed Riemann surfaces, (i.e.,
Riemann surfaces with a choice of fixed point), and the projection Mg,1 !Mg is given
by forgetting this point. This has an analogue for N = 1 super Riemann surfaces, and
so we find in the same way a universal curve MN=1g,1 ! MN=1g . It is then shown in
[DW13], and also in [DW14], that a slightly stronger variant of Theorem 8.2.5 holds:
Theorem 8.2.7. MN=1g,1 is not projected (and so, non-split) for g   2.
The methods used to prove Theorem 8.2.5 are quite sophisticated and ultimately make
use of Theorem 8.2.7. However, the method of proof for Theorem 8.2.7 is more accessible.
We will describe here the basic idea behind the proof, with a view to imitate this idea
for the N = 2 case.
Proof Sketch of Theorem 8.2.7. Consider firstly an odd, infinitesimal deformation X !
C0|1 of an N = 1 super Riemann surface of genus g. Then note that we will obtain a
commutative diagram,
X //
✏✏
MN=1g,1
✏✏
C0|1 //MN=1g .
(8.2.6)
If the classifying map C0|1 !MN=1g is an embedding, then the Kodaira-Spencer map of
the deformation X ! C0|1 is injective, and so necessarily non-vanishing. In particular,
from Proposition 6.3.13, we see that X will be a non-split supermanifold. Hence, due
to commutativity of (8.2.6), we see that MN=1g,1 will contain a non-split supermanifold.
A subtle argument now involving the Compatibility lemma (Lemma B.4), comparing
the obstruction classes to splittingMN=1g,1 with that of X , will then ensure that the first
3in this thesis we have not mentioned the notion of projected for a supermanifold, but focussed mainly
on the notion of splitness. In analogy with splitness, a supermanifold X over M is said to be projected if
there exists a projection map X ! M which is compatible with the inclusion M ⇢ X. Projectedness is
a weaker condition than splitness in that if X is split, then is it projected (and, by the contra-positive,
if X is non-projected, then it is non-split).
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obstruction class to splitting MN=1g,1 will not vanish, and as a result that MN=1g,1 cannot
be projected.
8.3 The N = 2 Supermoduli Space
The moduli problem can be formulated here in much the same way as that for the
N = 1 case in (8.2.1). As observed in Section 7.2 however, there are two types of
N = 2 super Riemann surfaces and, by Proposition 7.2.10, they need not be equivalent.
Hence there are two moduli problems one could consider, depending on the type of
N = 2 super Riemann surface in which one is interested. In the present section, we
will look at those which are both twisted and untwisted (i.e., the N = 2 super Riemann
surface). The corresponding, genus-g supermoduli space will be denoted MN=2g . Now
recall from Proposition 7.2.13 that an N = 2 super Riemann surface is necessarily the
split model ⇧E where E = ⌦1/2C   ⌦1/2C is a direct sum of isomorphic spin structures.
From Construction 8.2.1, the reduced space of MN=1g was identified with SMg as a
result of Theorem 6.1.3. We describe the analogous construction to Construction 8.2.1
for MN=2g below.
Construction 8.3.1. Consider the product SMg ⇥Mg SMg and let  g denote the
diagonal, which we identify with an embedded copy of SMg. As such, it will parametrise
families (C, `, `), where ` is a choice of spin curve on C. Applying the parity functor
we will then obtain, just as in Construction 8.2.1, a family of N = 2 super Riemann
surfaces, therefore leading to a map  g !MN=2g .
Hence, the reduced space of MN=2g may be identified with  g, which itself may be
identified with a copy of SMg residing in SMg ⇥Mg SMg. This was observed also in
[FR90a].
Remark 8.3.2. Were we to be interested in the moduli space of twisted, N = 2 super-
Riemann surfaces, denoted MN=2g;tw. , then from Theorem 7.2.5 and the analogous version
of Construction 8.2.1, the reduced space ofMN=2g;tw. would be the fiber product SMg⇥Mg
SMg. Note that this is not true for the untwisted caseMN=2g;untw.. Here, by Theorem 7.2.6,
we would need to consider the moduli stack of decomposable, rank-2 vector bundles on
the genus-g Riemann surface with fixed determinant, given by the canonical bundle.
Note, the intersection however is: MN=2g;tw. \MN=2g;untw. = MN=2g by Proposition 7.2.13—
this intersection being taken in the moduli space of all (1|2)-dimensional supemanifolds
on C.
In order to compute the (odd) dimension of MN=2g as in (8.2.5) we will firstly need a
result analogous to Lemma 6.2.18 for the sheaf of superconformal vector fields WN=2.
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Lemma 8.3.3. Let W SN=2untw. denote the sheaf of odd, superconformal vector fields on the
N = 2, untwisted, super Riemann surface SN=2untw.. Then there exists an isomorphism of
sheaves
W SN=2untw.
⇠= E_
where E denotes the sheaf of sections of the modelling bundle E of SN=2untw..
Proof. An isomorphism of sheaves W SN=2untw.
⇠= E_ can be deduced by constructing an
isomorphism W SN=2untw.(U)
⇠= E_(U) for any open set U ⇢ C = SN=2untw.;red. Equivalently,
if {U ,V, . . .} denotes a covering of SN=2untw. by coordinate domains, then it will su ce to
show W SN=2untw.(U)
⇠= E_(U) for all U = Ured. To that extent let w  2W SN=2untw.(U). Recall
from Lemma 7.3.2 that we may write
w  =
✓
 1   @ 1
@x
✓12
◆
@
@✓1
+
✓
 2 +
@ 2
@x
✓12
◆
@
@✓2
+ ( 1 ✓2 +  2 ✓1)
@
@x
= ⌧⇤  1
✓
@
@✓1
+ ✓2
@
@x
◆
+ ⌧⇤+ 2
✓
@
@✓2
+ ✓1
@
@x
◆
(8.3.1)
where ⌧±(x) = x±✓12 is the (locally defined) translation map. Now any superconformal
vector field will preserve the superconformal structure D. Hence we must identify two
superconformal vector fields w and w˜ i↵ w   w˜ 2 D (see Remark 7.3.1). In particular
note from (8.3.1) that, modulo the distribution D, we have:
w  ⌘ 2 1 ✓2 @
@x
+ 2 2 ✓1
@
@x
. (8.3.2)
Now recall from Theorem 7.2.6 that E = `0   `1 is self-dual, i.e., by Definition 7.2.7
that E_ ⇠= E ⌦ TC . We see from (8.3.2) that any odd, superconformal vector field may
be written (uniquely) as a section of (`0 ⌦ TC)   (`1 ⌦ TC) = E ⌦ TC ⇠= E_ over the
coordinate domain U . Hence that W SN=2untw.
⇠= E_, which completes the proof.
Remark 8.3.4. We expect that a similar result to Lemma 8.3.3 holds for the N = 2,
twisted super Riemann surface but have not endeavoured to investigate it here.
Regarding the superconformal vector fields for the N = 2 super Riemann surface we
have the following result, consistent with Construction 8.3.1.
Lemma 8.3.5. LetWSN=2 denote the sheaf of superconformal vector fields on the N = 2
super Riemann surface SN=2. Then
W+SN=2 ⇠= TC and W SN=2 ⇠= T
1/2
C   T1/2C . (8.3.3)
Proof. The latter result in (8.3.3) is immediate from Lemma 8.3.3 and Proposition 7.2.13.
With regards to the former we will show, as in Lemma 8.3.3, thatW+SN=2 ⇠= TC . Indeed,
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recall from Lemma 7.3.2 that an even, superconformal vector field w+ can be written
w+ = ↵0
@
@x
+ ↵11 ✓1
@
@✓1
+ ↵22 ✓2
@
@✓2
⌘ ↵0 @
@x
+
 
↵11   ↵22
 
✓1✓2
@
@x
modulo D
= ↵0
@
@x
, (8.3.4)
where (8.3.4) follows since ↵11 = ↵
2
2 for an N = 2 super Riemann surface (see Corollary
7.3.4). The present result now follows from the same argument as that given in Lemma
8.3.3.
As mentioned in Remark 7.3.16, we have only proved here that H1(C,W SN=2) may
be identified with the set of infinitesimal deformations of SN=2 in Theorem 7.3.15. In
supposing, more generally, that the even, infinitesimal deformations may be identified
with H1(C,W+SN=2), it then follows from Lemma 8.3.3 and 8.3.5 that the dimension of
MN=2g is given by:
dimMN=2g =
8>>>>><>>>>>:
(0|0) if g = 0;
(1|0) if g = 1 and even;
(1|2) if g = 1 and odd;
(3g   3|4g   4) if g > 1.
In contrast to Lemma 8.2.4, we see that MN=21 , for odd spin structures, need no longer
be split for dimensional reasons. Questions as to whether it is split or not will not be
pursued here however. In what remains we will consider MN=2g for g   2. We wish to
now make some claims which we expect to be true and whose proof we will only sketch.
These are analogues of Theorem 8.2.5 and 8.2.7.
Claim 8.3.6. MN=2g,1 is not projected (and so, non-split) for g   2.
Proof Sketch. Recall from Corollary 7.4.10 that we inferred the existence of non-split,
infinitesimal deformations from the existence of such deformations in the N = 1 case.
Given this, the proof of Claim 8.3.6 should then follow from essentially the same argu-
ment as that for Theorem 8.2.7.
Claim 8.3.7. MN=2g is not projected (and so, non-split) for g   5.
Proof Sketch. The idea here is, just as in Corollary 7.4.10, to ‘bootstrap’ o↵ the N = 1
case in Theorem 8.2.5. That is, given the embedding (7.4.1), it follows that MN=2g will
contain a non-split sub-manifold. Now, this by itself will not ensure that MN=2g is non-
projected (see Example B.4). However, from Construction 8.3.1 note that the reduced
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space  g of MN=2g may be identified with that of MN=1g . As a result, the (reduced)
normal bundle sequence for the embedding MN=1g ⇢ MN=2g will split and so, by the
Compatibility Lemma (see Lemma B.4), it follows that we may compare the obstruction
classes to splittingMN=1g with that ofMN=2g . In particular, thatMN=1g is not projected
should then imply MN=2g is not projected either.
We conclude now with some final remarks. Recall from the outset of Chapter 7 the
statement in (7.0.1), recalled below for convenience:
MN=1g ⇢MN=2g . (8.3.5)
Where superstring theory is concerned, it isMN=1g which is of main interest for reasons
outlined in the introduction to this thesis. As such MN=2g itself can find interest, in
part, to the extent that it relays information about MN=1g . For instance, as mentioned
in [FR90a, DRS90], one of the main reason to study MN=2g is in its role in describing
compactifications of MN=1g via the embedding in (8.3.5).
Remark 8.3.8. A compactification of MN=1g of a particular kind, in analogy with the
Deligne-Mumford compactification of the moduli space of Riemann surfaces, has been
constructed by Deligne in an unpublished letter [Del87] and is surveyed in [Wit13b,
Section 6.2]. At the heart of this compactification is in the consideration of certain types
of degenerations that a given N = 1 super Riemann surface can entertain. However,
the embedding in (8.3.5) does not appear to be explicitly used. As such it is conceivable
that a compactification ofMN=1g could otherwise be obtained without reference to these
degenerations, but rather by working directly with the embedding in (8.3.5). It would
be interesting to see if this could result in an alternate compactification of MN=1g to
that constructed by Deligne.
The theory of supermoduli stacks more generally is still somewhat in its infancy. Interest
in these objects has been reinvigorated by the recent e↵orts of Donagi and Witten in
[DW13, DW14] on the projectability (or lack thereof) of the modui space of N = 1
super Riemann surfaces—themselves motivated by the impressive results of D’Hoker
and Phong regarding the calculation of certain scattering amplitudes in superstring
theory [DP02]. These e↵orts serve to illustrate that further developments in the theory
of supermoduli spaces and stacks will be insightful from both mathematical and physical
points of view, thereby making it a worthwhile subject to study.
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A.1 From Chapter 2
A.1.1 Proof of Lemma 2.3.12
For notational convenience, we set   = (⇢(2)  )⇤(f (2)). We want to show that   is a 2-
cocycle. This means, from Example 1.1.31, we must show on a quadruple, non-empty
intersection U \ V \W \ X , that
(  )UVWX =  UVW    XVW +  XUW    XUV = 0. (A.1.1)
209
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Now since f (2) is a 1-cocycle, it is subject to the conditions,
f (2)UX + f
(2)
XV = f
(2)
UV and f
(2)
UX =  f (2)XU . (A.1.2)
Then from (A.1.1) and the conditions in (A.1.2), we obtain the following expression:
(  )UVWX =
⇣
(⇢(2)UW, )⇤   (⇢(2)UV, )⇤   (⇢(2)VW, )⇤
⌘
(f (2)XU ). (A.1.3)
Therefore, in order to deduce that   is a 2-cocycle, it su ces to show that the right-hand
side of (A.1.3) vanishes. Now, from Construction 2.3.11, each term on the right-hand
side of (A.1.3) may be written as follows:
(⇢(3)UW, )⇤(f
(2)
XU ) = f
 |kl
XU  kl
@⇣bUW,a
@x 
✓b
@
@⇠a
(⇢(3)UV, )⇤(f
(2)
XU ) = f
 |kl
XU  kl
@⇣bUV,a
@x 
✓b
@
@⌘a
(⇢(3)VW, )⇤(f
(2)
XU ) = f
 |kl
XU  kl
@fµUV
@x 
@⇣bV W
@yµ
⌘b
@
@⇠a
.
Hence (A.1.3) becomes,
(  )UVWX = f
 |kl
XU  kl
 
@⇣bUW,a
@x 
✓b
@
@⇠a
  @⇣
b
UV,c
@x 
✓b
@
@⌘c
  @f
µ
UV
@x 
@⇣cV W
@yµ
⌘c
@
@⇠a
!
. (A.1.4)
We now claim that the terms inside the parentheses in (A.1.4) will vanish. To see this,
recall that ⇣ = {⇣UV } defines a multiplicative 1-cocycle. Indeed, it is just the transition
data for the vector bundle E. In particular, we have the cocycle condition manifest as
follows in component form,
⇣bUW,a = ⇣
b
UV,c⇣
c
V W,a. (A.1.5)
In di↵erentiating (A.1.5) we have
@⇣bUW,a
@x 
=
@
@x 
⇣
⇣bUV,c⇣
c
V W,a
⌘
=
@⇣bUV,c
@x 
⇣cV W,a + ⇣
b
UV,c
@fµUV
@x 
@⇣cV W,a
@yµ
. (A.1.6)
Hence,
@⇣bUW,a
@x 
⌦
✓
✓b
@
@⇠a
◆
=
@⇣bUV,c
@x 
⇣cV W,a ⌦
✓
✓b
@
@⇠a
◆
+ ⇣bUV,c
@fµUV
@x 
@⇣cV W,a
@yµ
⌦
✓
✓b
@
@⇠a
◆
=
@⇣bUV,c
@x 
✓b
@
@⌘c
+
@fµUV
@x 
@⇣cV W,a
@yµ
⌘c
@
@⇠a
. (A.1.7)
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But now note that the equation (A.1.7) is precisely the condition that the bracketed
term in (A.1.4) vanish. Hence   is a 2-cocycle, as we wanted to show.
A.2 From Chapter 3
A.2.1 Proof of Theorem 3.3.18
As the title of this section suggests, we provide here a proof of Theorem 3.3.18. It will
be given by means of a series of lemmas.
Lemma A.2.1. For a vector field X 2 H0(M,T⇧E [k]), the class @k(X) modulo J k+n
obstructs the existence of a (k, n)-vector field X(k,n) over X.
Proof. We firstly note that the exact sequence in (3.3.4) holds modulo J k+n. That is,
for n > 0, we have an exact sequence:
0! T(M,E)[k + 1, n] ,! T(M,E)[k, n]⇣ T⇧E [k]! 0. (A.2.1)
A mod-n lift of a global vector field X 2 H0(M,T⇧E [k]) is then a global vector field Yˆ
in H0(M,T(M,E)[k, n]) which gets sent to X via the long-exact sequence on cohomology
induced by (A.2.1). The obstruction to the existence of a lift Yˆ is evidently the class
@k(X) mod J k+n in H1(M,T(M,E)[k+1, n]). Now from Lemma 3.3.13 we see that any
(k, n)-vector field X(k,n) over X will necessarily define a mod-n lift Yˆ of X. Hence the
non-vanishing of @k(X) mod J k+n obstructs the existence of X(k,n), as we wanted to
show.
Remark A.2.2. There are clearly no obstructions to the existence of a (k, 0)- and (k, 1)-
vector field, other than the existence of a global vector field X itself (c.f., Remark
3.3.10).
Lemma A.2.3. For n > 1, the existence of a (k, n)-vector field X(k,n) over X will
necessary entail a degree-1 lifting of the obstruction class @k(X).
Proof. Note that there exists a commutative diagram:
· · · // H0(T⇧E [k])
@k mod J k+n ))
@k // H1(T(M,E)[k + 1])
mod J k+n
✏✏
 k+1 // H1(T⇧E [k + 1]) // · · ·
H1(T(M,E)[k + 1, n])
 k+1 // H1(T⇧E [k + 1]) // · · ·
(A.2.2)
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We have used the assumption n > 1 to deduce that T⇧E [k + 1, n] = T⇧E [k + 1]. Hence
the vertical equality in (A.2.2). In particular, it follows that:
 k+1   @k(X) =  k+1  
⇣
@k(X) mod J k+n
⌘
= 0,
and so the obstruction @k(X) will lift to some Xˆ 2 H1(M,T⇧E [k + 2]), as described in
(3.3.15). Thus we will obtain a degree-1 lift Xˆ of @k(X).
Lemma A.2.4. Suppose we are given a (k, n)-vector field X(k,n), with n > 1. Then we
will obtain from X(k,n) a (k + 1, n  1)-vector field X(k+1,n 1)
Proof. In Lemma A.2.3 we showed that a (k, n)-vector field X(k,n) over X, for n > 1,
will define a degree-1 lift of @k(X). This means there exists some element\@k(X) 2
H1(M,T(M,E)[k + 2]) such that ◆⇤\@k(X) = @k(X). Then Xˆ =  k+2  \@k(X). Now
consider the commutative diagram obtained by reducing OM by J k+n:
· · · // H1(T(M,E)[k + 2])
mod J k+n
✏✏
◆⇤ // H1(T(M,E)[k + 1])
mod J k+n
✏✏
// · · ·
· · · // H1(T(M,E)[k + 2, n]) // H1(T(M,E)[k + 1, n]) // · · ·
(A.2.3)
By Lemma A.2.1 we know that @k(X) ⌘ 0 modulo J k+n and so it follows from com-
mutativity of (A.2.3) that\@k(X) ⌘ 0 modulo J k+n. Hence\@k(X) lies in the im-
age of some vector field Xk+1n in H
0(M,T⇧E [k + 1, n]). But for n > 1, note that
T⇧E [k + 1, n] = T⇧E [k + 1]. Hence Xk+1n ⌘ Xk+1 2 H0(M,T⇧E [k + 1]). We now
have a global vector field Xk+1 in H0(M,T⇧E [k + 1]) with @k+1(Xk+1) ⌘ 0 mod-
ulo J k+n = J k+1+n 1. Thus the vector field Xk+1 will admit a mod-(n   1) lift
Yˆ 2 H0(M,T(M,E)[k+1, n  1]) and so, by Lemma A.2.1 we will obtain a (k+1, n  1)-
vector field X(k+1,n 1) over Xk+1.
A necessary assumption in Lemma A.2.4 is that n > 1. Observe that if n is such that
n > 2, then clearly n > 1 and n  1 > 1. Hence we may apply Lemma A.2.4 twice and
deduce from X(k,n) the existence of vector fields X(k+1,n 1) and X(k+2,n 2). In general
we have:
Corollary A.2.5. Suppose l is such that n   l > 1. Then associated to any (k, n)-
vector field X(k,n) will be a vector field X(k+l,n l). Moreover, this vector field will admit
a degree-1 lift.
The proof of Theorem 3.3.18 will now essentially follow from Corollary A.2.5.
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Proof of Theorem 3.3.18. Firstly, associated to a fixed integer n, there will be (n   2)-
many, positive integers l for which n l > 1. As such, from Corollary A.2.5, associated to
any (k, n)-vector field X(k,n), will be (n 2)-many vector fields X(k+l,n l) and by Lemma
A.2.3, the obstruction element of each of these vector fields will admit a degree-1 lift.
By construction, these lifts may be combined to give a lift of @k(X). To see what the
degree of this lift will be, consider the case l = n  2. Then n  (n  2) = 2 > 1 and so
the obstruction element of the vector field X(k+n 2,2) will admit a degree-1 lift. Now, the
associated vector field to X(k+n 2,2) is Xk+n 2 2 H0(M,T⇧E [k+ n  2]) and a degree-1
lift of @(Xk+n 2) lies in H1(M,T⇧E [k + n]). The theorem now follows.
Remark A.2.6. To continue on from Remark 3.3.12, we have by construction that a
cocycle representative of the degree-(n  1) lift of the obstruction element of X(k,n) is
(⇢UV)⇤YU   YV mod J k+n+2. (A.2.4)
To see why we reduce the expression in (A.2.4) by J k+n+2 instead of J k+n+1, firstly
recall the exact sequence for T⇧E from Lemma 1.4.9. It is given below for convenience:
0! ^k+n+1E ⌦ E_ ,! T⇧E [k + n]⇣ ^k+nE ⌦ TM ! 0.
Evidently, we see that T⇧E [k + n, k + n+ 1] 6= T⇧E [k + n] and T⇧E [k + n, k + n+ 2] =
T⇧E [k+n]. Were we to reduce (A.2.4) by J k+n+1 instead, we would describe a 1-cocycle
valued in ^k+nE ⌦ TM , but not in T⇧E [k + n].
A.3 From Chapter 4
A.3.1 Proof of Proposition 4.1.7
The present proposition may be verified straightforwardly in coordinates. If ⇢ = {⇢UV},
where
⇢µUV(x, ✓) = f
µ
UV (x) + f
µ|12
UV (x) ✓12 and ⇢UV,a(x, ✓) = ⇣
b
UV,a(x) ✓b
then !⇤(⇢) is just the first obstruction class to splitting. From Proposition 3.2.7 we have:
(!⇤⇢)UV = f
µ|12
UV (x) ✓12
@
@yµ
. (A.3.1)
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Now let ⇤ 2 H0(M,A ut ^• E) and suppose that it maps to   2 H0(M,A ut E). In
thinking of   as a 0-cochain { U} we have:
 U = ( 
b
U,a) and  
b
U,a(x)⇣
c
UV,b(x) = ⇣
b
UV,a(x) 
c
V,b(x).
Similarly, we may think of ⇤ as the 0-cochain {⇤U} given by,
⇤µU (x, ✓) = x
µ +  µ|12U (x) ✓12 and ⇤U ,a(x, ✓) =  
b
U,a(x) ✓b. (A.3.2)
From Construction 1.1.42 we have an action of   on ⇢ given as follows:
(  · ⇢)UV = ⇤V   ⇢UV   ⇤ 1U . (A.3.3)
Now even though the construction of {⇤U} in (A.3.2) depends on choice of { µ|12U }, the
expression in (A.3.3) will nevertheless be well-defined in cohomology. To see this, set
⇢˜ =   · ⇢, where ⇢˜ is written:
⇢˜µUV(x, ✓) = f
µ
UV (x) + f˜
µ|12
UV (x) ✓12 and ⇢˜UV,a(x, ✓) = ⇣
b
UV,a(x) ✓b.
Then, as a result of (A.3.3), the relation between f˜µ|12UV and f
µ|12
UV is the following:
(det U ) f˜
µ|12
UV   fµ|12UV =  µ|12U (det ⇣UV ) 
@fµUV
@x⌫
 ⌫|12V . (A.3.4)
Equivalently, we have on cohomology:
!⇤(⇢˜) = (det ) 1 · !⇤(⇢). (A.3.5)
The proposition now follows.
A.4 From Chapter 6
A.4.1 Proof of Theorem 6.2.13
It will be convenient to firstly prove Corollary 6.2.14 directly, from which Theorem 6.2.13
will be evident. We address firstly the odd case:
Lemma A.4.1. If ' is superconformal, then w  will be an odd, superconformal vector
field at ⇠ = 0.
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Proof. Let (y, ⌘) denote coordinates in the image of '(t,⇠). Then from (6.2.7) we have,
w(t,⇠);  = ('(t,⇠))⇤
✓
@
@⇠
◆
= gt ✓
@
@y
+  t
@
@⌘
. (A.4.1)
If '(t,⇠) is a superconformal transformation, then we have from (6.2.8) that gt =  t⇣t.
In using that ⌘ = ⇣t✓ +  t⇠ from (6.2.7), we find
w(t,⇠);  =  t
✓
@
@⌘
+ ⌘
@
@y
◆
+ . . . (A.4.2)
where the ellipses denote terms proportional to ⇠. Hence at ⇠ = 0 it follows from (6.2.6)
that w(t,0);  will be superconformal.
Regarding the vector field w(t,⇠); , for ⇠ 6= 0, note that we may write:
w(t,⇠);  = w(t,0);  + ⇠v+(t,⇠). (A.4.3)
Since w(t,⇠);  and w(t,0);  are both odd, it follows that v(t,⇠) must necessarily be an even
vector field. Then as in Lemma A.4.1, we have:
Lemma A.4.2. If ' is superconformal, then v(t,⇠) is an even, superconformal vector
field.
There are two proofs that we will give of Lemma A.4.2 above. The first is by direct
calculation, whereas the second is more subtle and involves Lemma A.4.1.
First Proof of Lemma A.4.2. Let   = { (t,⇠)} and suppose, for each (t, ⇠), that  (t,⇠)
is inverse to '(t,⇠). Given the expression for '(t,⇠) in (6.2.7) we will find, for  (t,⇠) =
( +(t,⇠), 
 
(t,⇠)), that
 +(t,⇠)(y, ⌘) =  
 1
t (y) 
@  1t
@y
⇣ 1t gt ⇠⌘ and  
 
(t,⇠) = ⇣
 1
t ⌘   ⇣ 1t  t(y) ⇠ (A.4.4)
where, by  t(y), it is meant  t(y) =  t     1t (y). In identifying (x, ✓) =  (t,⇠)(y, ⌘) we
have from (A.4.4) that
 t(x) =  t    +(t,⇠)(y, ⌘) =  t(y) 
@ t
@x
@  1t
@y
⇣ 1t gt ⇠⌘ =  t(y) 
@ t
@y
 t ⇠⌘ (A.4.5)
where in the last equality in (A.4.5) we have used that ' is superconformal. Then from
(A.4.1) we have the full expression for w(t,⇠);  in (A.4.2) as follows:
w(t,⇠);  =  t(y)
✓
@
@⌘
+ ⌘
@
@y
◆
  ⇠
✓
 2t
@
@y
+  t
@ t
@y
⌘
@
@⌘
◆
.
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Hence
v(t,⇠) =  
2
t
@
@y
+  t
@ t
@y
⌘
@
@⌘
=  2t
@
@y
+
1
2
@( 2t )
@y
⌘
@
@⌘
,
and so v is superconformal from (6.2.6).
Second Proof of Lemma A.4.2. Another, arguably more elegant way than in the previous
proof, to see that v must be superconformal is as follows. Firstly write w(t⇠);  as in
(A.4.3):
w(t,⇠);  = w(t,0);  + ⇠ v(t,⇠). (A.4.6)
Recall that we want to show v(t,⇠), which amounts to showing that Lv(t,⇠)D / D. Note,
this is equivalent to showing L⇠ v(t,⇠)D / D. Adding a factor of ⇠ to a vector field
serves only to reverse its parity. Now from Lemma A.4.1 we know that w(t,0);  is
superconformal. Hence in rewriting (A.4.6) we find that the di↵erence w(t,⇠);    ⇠v(t,⇠)
must be superconformal. Now, if either one of w(t,⇠);  or ⇠v(t,⇠) is superconformal, then
both must necessarily be. Hence we may assume, without loss of generality, that neither
w(t,⇠);  or ⇠v(t,⇠) are superconformal vector fields. We aim to arrive at a contradiction
from here, from which the present lemma will follow. Let D be the generator for the
superconformal structure. Then by assumption we have,
Lw (t,⇠)D = wˆ
 
(t,⇠) + f ·D (A.4.7)
L⇠v(t,⇠)D = ⇠ vˆ(t,⇠) + g ·D and; (A.4.8)
Lw (t,⇠) ⇠v(t,⇠) = h ·D. (A.4.9)
where wˆ(t,⇠);  and vˆ(t,⇠) in (A.4.7) and (A.4.8) are not multiples of D. Now from (A.4.9),
since the Lie derivative is linear, we see that
wˆ (t,⇠)   ⇠vˆ(t,⇠) / D. (A.4.10)
Now, the Lie derivative is constructed so as to be compatible with the Z2-graded struc-
ture on the tangent vectors. Then, in using that D is odd, it follows that wˆ(t,⇠);  must
be even whereas ⇠ vˆ(t,⇠) must be odd. In particular, in order to enforce (A.4.10), we
must necessarily require that wˆ(t,⇠);  and ⇠ vˆ(t,⇠) be proportional to D respectively. But
this is a contradiction. The lemma now follows.
In Lemmas A.4.1 and A.4.2 we have the first implication in Theorem 6.2.13 for w(t,⇠); .
That is, we have: if ' is superconformal, then w(t,⇠);  will be a superconformal vector
field. We will now consider analogous statements for w+(t,⇠).
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Lemma A.4.3. If ' is superconformal, then w+ will be an odd, superconformal vector
field at ⇠ = 0.
Proof. Let (y, ⌘) denote coordinates in the image of '(t,⇠). We firstly have,
('(t,⇠))⇤
✓
@
@t
◆
=
✓
@ t
@t
+
@gt
@t
⇠✓
◆
@
@y
+
✓
@⇣t
@t
✓ +
@ t
@t
◆
@
@⌘
=
@ t
@t
@
@y
+
@⇣t
@t
✓
@
@⌘
+ . . .
=
@ t
@t
@
@y
+ ⇣ 1t
@⇣t
@t
⌘
@
@⌘
+ . . . (A.4.11)
where the ellipses denote terms proportional to ⇠; and (A.4.11) follows from the identi-
fication ⌘ = ⇣t✓+ t⇠. Now if ' is superconformal, recall from (6.2.8) that ⇣2t = @ t/@x.
As such we deduce that,
@⇣t
@t
=
1
2
⇣ 1t
@2 t
@t@x
.
Now note that,
⇣ 1t
@⇣t
@t
=
1
2
⇣ 2t
@2 t
@t@x
=
1
2
✓
@ t
@x
◆ 1 @
@x
✓
@ t
@t
◆
=
1
2
@2 t
@y@x
Hence from (A.4.11) it now follows that
('(t,⇠))⇤
✓
@
@t
◆
=
@ t
@t
@
@y
+
1
2
@
@y
✓
@ t
@x
◆
⌘
@
@⌘
+ . . .
The lemma now follows.
Just as in (A.4.3), we write
w+(t,⇠) = w
+
(t,0) + ⇠ v
 
(t,⇠).
Then similarly to Lemma A.4.2 we have the following, whose proof is similar to that of
Lemma A.4.2, so we omit it here.
Lemma A.4.4. If ' is superconformal, then v(t,⇠);  is an odd, superconformal vector
field.
From Lemma A.4.4 we see that the first implication in Theorem 6.2.13 for w+(t,⇠) will
follows. That the converse implications in Theorem 6.2.13 hold is straightforward from
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the calculations given in Lemma A.4.1 and A.4.3. The following example is taken from
[Wit13b].
Example A.4.5. Consider the following map:
'+(t,⇠)(x, ✓) = tx and '(t,⇠); (x, ✓) = t
1
2 ✓. (A.4.12)
Then  t(x) = tx and ⇣t(x) = t1/2. Evidently (6.2.8) holds and so we find that '(t,⇠)(x, ✓)
is a superconformal transformation. It is invertible for all t 6= 0. As there is no depen-
dence on ⇠ in (A.4.12), the odd infinitesimal generator for ' must be even. We see that
it is given by:
w+ = x
@
@x
+
1
2
@
@✓
.
A.4.2 Proof of Theorem 6.4.14
We will prove the implication (() in Theorem 6.4.14 by constructing a splitting map.
In order to justify our e↵orts we have the following preliminary result, following on from
the construction of supermanifolds described in (sub)Section 1.3.1:
Lemma A.4.6. Let X be a supermanifold. Then X is split if there exists a trivialisation
(U, ⇢) with ⇢ given as in (1.3.3) and (1.3.4), and a map ⇤ described as a 0-cochain
{⇤U}U2U such that, on all non-empty intersections U \ V:
⇤V   ⇢UV = ⇢ˆUV   ⇤U (A.4.13)
where {⇢ˆUV} are the transition data of the split model X. The map ⇤ is referred to as a
splitting map.
Remark A.4.7. Complex supermanifolds, up to isomorphisms that preserve the reduced
manifold and modelling bundle, are characterised by their gluing data ⇢ and relations
(A.4.13). This is the idea behind their description as classes in a degree-one, Cˇech
cohomology set valued in a certain sheaf of (generally) non-abelian groups as described
in (sub)Section 1.3.4. This description is originally due to Green in [Gre82].
Now let X be an odd, second order deformation of a super Riemann surface S. As a
result of Corollary 6.4.8, it will su ce to consider deformations X trivialised by (U,#),
where
⇢+UV;⇠(x, ✓) = fUV + g
12
UV ⇠12 and ⇢
 
UV;⇠(x, ✓) = ⇣UV ✓ + ⇣
12
UV ⇠12. (A.4.14)
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We set:
g(⇡X ) =
⇥{g12UV }⇤ (A.4.15)
where [ ] denotes cohohmology class. Since # = {⇢⇠} is superconformal, we must have:
⇣12UV =
1
2
⇣ 1UV
@g12UV
@x
. (A.4.16)
The transition data (U, #ˆ), with #ˆ = {⇢ˆ⇠}, for the split model of X are:
⇢ˆ+UV;⇠(x, ✓, ⇠) = fUV (x) and ⇢ˆ
 
UV;⇠(x, ✓, ⇠) = ⇣UV ✓.
We will begin by establishing Theorem 6.4.14 for the even component ⇢ˆ+⇠ . This means
were are aiming to find some 0-cochain ⇤ = {⇤U} such that, in accordance with (A.4.13):
⇤+V   ⇢UV;⇠ = ⇢ˆ+UV;⇠   ⇤U . (A.4.17)
Firstly, we know from the proof of Lemma 6.4.12 that g12 = {g12UV } defines a class
in H1(C,T1/2C ). Hence, as a result of our assumption that H
1(C,T1/2C ) = 0, we have
g12 ⇠ 0. This means we can write,
g12UV ⇠12
@
@y
=  ˜12V ⇠12
@
@y
   ˜12U ⇠12
@
@x
=
⇣
 ˜12V   ⇣2UV  ˜12U
⌘
⇠12
@
@y
. (A.4.18)
Now let ⇤ = {⇤U} denote a morphism, where ⇤U = (⇤+U ,⇤ U ) is given by:
⇤+U (x, ✓, ⇠) = x+  
12
U (x) ⇠12 and ⇤
 
U (x, ✓, ⇠) = ✓ +  
12
U (x) ⇠12✓.
Recall that we are so far concerned with solving (A.4.17) for the even component, which
means we want to find coe cient functions  12 = { 12U } and  12 = { 12U } such that
(A.4.17) holds. We firstly have,
RHS(A.4.17) = fUV  
 
x+  12U ⇠12
 
= fUV + ⇣
2
UV  
12
U ⇠12. (A.4.19)
The left-hand side is,
LHS(A.4.17) = fUV +
 
g12UV +  
12
V
 
⇠12. (A.4.20)
In comparing wth (A.4.18) we can evidently equate (A.4.20) with (A.4.19) upon setting
 12 =   ˜12. With this choice we can solve (A.4.17). We turn now to establishing
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Proposition 6.4.14 for the odd component which is:
⇤ V   ⇢UV;⇠ = ⇢ˆ UV;⇠   ⇤U . (A.4.21)
Now firstly, as a result of (A.4.17) we have:
g12UV = ⇣
2
UV  
12
U    12V .
Hence, by (A.4.16)
⇣12UV =
1
2
⇣UV
✓
@ 12U
@x
  @ 
12
V
@y
◆
+
@⇣UV
@x
 12U . (A.4.22)
Now recall that we aiming here to find a 0-cochain  12 = { 12U } such that (A.4.21) holds.
And so, just as for the even component, we evaluate the left- and right-hand sides of
(A.4.21) below:
RHS(A.4.21) = ⇣UV ✓ +
✓
⇣UV  
12
U +
@⇣UV
@x
 12U
◆
⇠12✓; and
LHS(A.4.21) = ⇣UV ✓ +
 
⇣12UV + ⇣UV  
12
V
 
⇠12✓.
In using (A.4.22) note that the term proportional to @⇣UV /@x poses no obstruction to
imposing (A.4.21) and so we find,
RHS(A.4.21) = LHS(A.4.21) () ⇣UV
✓
 12V  
1
2
@ 12V
@y
◆
= ⇣UV
✓
 12U  
1
2
@ 12U
@x
◆
.
As  12 = { 12U } is a 0-cochain, we see that a solution to (A.4.21) is given by setting  U =
@ 12U /@x. To conclude, under the hypothesis H
1(C,T1/2C ) = 0: a splitting map ⇤ = {⇤U}
for a second order deformation X of a super Riemann surface S with trivialisation (U,#)
as in (A.4.14) is given by:
⇤+U = x+  
12
U ⇠12 and ⇤
 
U = ✓ +
1
2
@ 12U
@x
⇠12✓.
Theorem 6.4.14 now follows.
Remark A.4.8. By (6.4.8) in Illustration 6.4.6 note that ⇤ is itself superconformal. That
is, if SC1|1⇠ denotes the sheaf superconformal automorphisms of C1|1 on the Riemann
surface C, then ⇤ 2 C0(U,SC1|1⇠ ).
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A.5 From Chapter 7
A.5.1 Proof of Proposition 7.3.6
Let U denote the domain of '(t,⇠) and V the range. Endow U with coordinates (x, ✓) and
similarly endow V with coordinates (y, ⌘). Denote by DaU resp. DaV the superconformal
structures on U and V respectively. We firstly have,
('(t,⇠))⇤D1U = ('(t,⇠))⇤
✓
@
@✓1
  ✓2 @
@x
◆
=
 
⇣1t,1 +
@⇣1t,1
@x
✓12 +
✓
 12t,1  
@ t,1
@x
◆
✓2⇠
!
@
@⌘1
+
✓
 12t,2  
@ t,2
@x
◆
✓2⇠
@
@⌘2
 
✓
@ t
@x
✓2    1t ⇠  
@ 1t
@x
✓12⇠
◆
@
@y
(A.5.1)
and similarly,
('(t,⇠))⇤D2U =  
✓
 12t,1 +
@ t,1
@x
◆
✓1⇠
@
@⌘1
+
 
⇣2t,2  
@⇣2t,2
@x
✓12  
✓
 12t,2 +
@ t,2
@x
◆
✓1⇠
!
@
@⌘2
 
✓
@ t
@x
✓1    2t ⇠ +
@ 2t
@x
✓12⇠
◆
@
@y
Now in order for '(t,⇠) to be superconformal, recall that there must exist holomorphic
functions hUV = (haUV,b) such that,
('(t,⇠))⇤DaU = h
a
UV,bD
b
V (A.5.2)
for a = 1, 2. Now recall that,
D1V =
@
@⌘1
  ⌘2 @
@y
and D2V =
@
@⌘2
  ⌘1 @
@y
.
Since (y, ⌘) are coordinates in the image of '(t,⇠), we may identify,
⌘b = '
 
(t,⇠)(x, ✓) = ⇣
b
t,b ✓b +  t,b ⇠ +  
12
t,b ✓12⇠. (A.5.3)
We consider firstly the equation (A.5.2)|a=1. We readily find that:
h1UV,1 = ⇣
1
t,1 +
@⇣1t,1
@x
✓12 +
✓
 12t,1  
@ t,1
@x
◆
✓2⇠ and h
1
UV,2 =
✓
 12t,2  
@ t,2
@x
◆
✓2⇠.
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Then from (A.5.3), it follows that
h1UV,1 ⌘2 = ⇣
1
t,1⇣
2
t,2 ✓2 + ⇣
1
t,1 t,2 ⇠ +
 
⇣1t,1 
12
t,2 +
@⇣1t,1
@x
 t,2
!
✓12⇠ and; (A.5.4)
h1UV,2 ⌘1 = ⇣
1
t,1
✓
 12t,2  
@ t,2
@x
◆
✓12⇠. (A.5.5)
Now (A.5.2)|a=1 dictates:✓
@ t
@x
✓2    1t ⇠  
@ 1t
@x
✓12⇠
◆
= h1UV,1 ⌘2 + h
1
UV,2 ⌘1.
Then evidently from (A.5.4) and (A.5.5) we obtain:
@ t
@x
= ⇣1t,1⇣
2
t,2  
1
t =  ⇣1t,1 t,2 and
@ 1t
@x
=  2⇣1t,1 12t,2  
@⇣1t,1
@x
 t,2 + ⇣
1
t,1
@ t,2
@x
(A.5.6)
As a result of the middle equation in (A.5.6) it follows that
 12t,2 =
@ t,2
@x
.
Arguing similarly for (A.5.2)|a=2, we will find that:
@ t
@x
= ⇣2t,2⇣
1
t,1  
2
t =  ⇣2t,2 t,1 and
@ 2t
@x
= 2⇣2t,2 
12
t,1 + ⇣
2
t,2
@ t,1
@x
  @⇣
2
t,2
@x
 t,1,
and hence that
 12t,1 =  
@ t,1
@x
.
This concludes the proof of this proposition.
A.5.2 Proof of Proposition 7.3.9
On SC⇥(t,⇠)(C
1|2) the group law is given by function composition. To prove the proposition
we need to show, for two superconformal transformations  (t,⇠) and  ˜(t,⇠) in SC
⇥
(t,⇠)(C
1|1),
that:
l( (t,⇠))   l( ˜(t,⇠)) = l( (t,⇠)    ˜(t,⇠)). (A.5.7)
This is a tedious, but straightforward calculation. Let l( (t,⇠)) = '(t,⇠) be given as in
Corollary 7.3.7 and, similarly, write: l( ˜(t,⇠)) = '˜(t,⇠) where:
'˜+(t,⇠) =  ˜t   g˜t ⇠✓1   g˜t ⇠✓2 and '˜ (t,⇠);a = ⇣˜t ✓a +  ˜t ⇠ + ( 1)a
@ ˜t
@x
✓12⇠.
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Since '˜(t,⇠) is superconformal we have, just as in (7.3.11), that:
@ ˜t
@x
= ⇣˜2t and g˜t = ⇣˜t ˜t. (A.5.8)
Regarding the even part of (A.5.7), we compute:
l( (t,⇠))
+   l( ˜(t,⇠)) = '+(t,⇠)   '˜(t,⇠)
=  t   '˜+(t,⇠)   (gt   '˜+(t,⇠))⇠ ·
⇣
'˜ (t,⇠);1 + '˜
 
(t,⇠);2
⌘
=  t    ˜t   @ t
@x
g˜t ⇠ · (✓1 + ✓2) + (gt    ˜t) ⇠ ·
⇣
⇣˜t ✓1 + ⇣˜t ✓2
⌘
=  t    ˜t  
⇣
⇣2t ⇣˜t  ˜t + ⇣t⇣˜t  t
⌘
(⇠✓1 + ⇠✓2) (from (A.5.8));
=  t    ˜t   ⇣t⇣˜t
⇣
⇣t  ˜t +  t
⌘
(⇠✓1 + ⇠✓2) . (A.5.9)
For the odd part we will find, after a similarly tedious calculation:
l( (t,⇠))
 
a   l( ˜(t,⇠)) = ' (t,⇠);a   '˜(t,⇠)
= (⇣t   '˜+(t,⇠)) · '˜ (t,⇠);a + ( t   '˜+(t,⇠))⇠ + ( 1)a
@ t
@t
· (^2' (t,⇠))⇠
=
✓
⇣t    ˜t   @⇣t
@x
g˜t · (✓1⇠ + ✓2⇠)
◆
·
 
⇣˜t ✓a +  ˜t ⇠ + ( 1)a@ ˜t
@t
✓12⇠
!
+ ( t    ˜t) ⇠ + ( 1)a@ t
@t
⇣2t ✓12⇠
= ⇣t⇣˜t ✓i +
⇣
(⇣t    ˜t) ·  ˜t +  t    ˜t
⌘
⇠
+ ( 1)i
 
@ t
@x
@ t
@x
+ ⇣t
@ ˜t
@x
+
@⇣t
@x
@ ˜t
@x
 ˜t
!
✓12⇠.
Upon inspection it is clear that l( (t,⇠))  l( ˜(t,⇠)) is superconformal and. moreover, equal
to l( (t,⇠)    ˜(t,⇠)) which a rms (A.5.7). This complete the proof.
Appendix B
Submanifolds of Supermanifolds
Given a supermanifold X, it may be quite di cult to deduce whether or not it will be
split if a trivialisation is not immediately at hand. One method to check whether it is
not split relies on investigating submanifolds of X rather than X itself.
Remark B.1. We will refer to supermanifolds Y ⇢ X as submanifolds of X rather than
‘sub-supermanifolds’. Moreover, by ‘submanifold’ we mean complex submanifold.
Now suppose X is a supermanifold and Y ⇢ X is a subset. One can ask: is it a
supermanifold in its own right? (i.e., is it a submanifold?) Just as in the case of complex
manifolds and submanifolds thereof (e.g., [Kod86, p. 33]), we have an analogous result
here which is stated and proved in [Ber87, p. 146]:
Lemma B.2. Let U = (U,OU ) be a coordinate neighbourhood of dimension (p|q), and let
I ⇢ OU be a sub-sheaf generated by even and odd sections (f i,'j) of OU , for i = 1, . . . , p0
and j = 1, . . . , q0. Now let U 0 ⇢ U be defined by the vanishing locus of the even sections
◆]fi, where ◆] : OU ! CU . Then U 0 := (U 0,OU/I) ⇢ U is a coordinate neighbourhood of
dimension (p  p0|q   q0) if and only if
det
✓
@f i
@xµ
◆
6= 0 and det
✓
@'j
@✓a
◆
6= 0,
where (x, ✓) denote coordinates on U ; µ, i = 1, . . . , p0, and j, a = 1, . . . , q0.
We will now consider the following question, motivating our considerations in the re-
mainder of this appendix:
Question B.3. Suppose Y ⇢ X is a supermanifold which is non-split. Does it then
imply X is itself non-split?
The above question as posed is too general and it is straightforward to find counter-
examples.
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Example B.4. Consider the quadric Q1|2C from Section 4.4. Recall that this is a super-
manifold, and in Theorem 4.4.6, was shown to be non-split. However, note also that it
is also a submanifold of CP2|2 by construction and CP2|2 is certainly split (see Lemma
4.4.3).
Hence, the answer to Question B.3 will be not necessarily. Nevertheless, there may be
necessary and su cient conditions under Question B.3 will have an a rmative answer.
Such conditions were identified by Donagi and Witten in [DW13, p. 21] and aided in the
formulation of their Compatibility Lemma. Its exposition is the subject of what follows.
B.1 The Compatibility Lemma
We suppose Y and X are modelled on (N,F ) and (M,E) respectively, and moreover
that: N ⇢M and E|N = F . In this way we can say that (N,F ) ⇢ (M,E) so it is natural
to ask: does it follow that Y ⇢ X? In general it does not and there are obstructions
to realising a given supermanifold Y as a sub-manifold of X. To illustrate, let E and F
respectively denote the sheaf of sections of E and F respectively and let ◆ : N ,! M
be the inclusion. Here E is a CM -module whereas F is a CN -module. As such ◆⇤E will
be a CN -module (see Illustration 1.1.22). Since E|N = F we see that ◆⇤E = F .1 Now,
not every automorphism of E will restrict to an automorphism of F , so we define the
following:
(Aut E)F := {↵ 2 Aut E | 9  2 Aut F such that ◆⇤↵ =  ◆⇤} .
Remark B.1. Note, (Aut E)F 6= ;. Indeed, it will always contain the identity section
since we know that E|N = F .
Now (Aut E)F is a sheaf of groups equipped with morphisms:
(Aut E)F
✏✏
// Aut E
Aut F
given by ↵_
✏✏
  // ↵
 
(B.1)
1to be more precise, here ◆ : Y ⇢ X is a morphism of locally ringed spaces and ◆⇤ is the pullback
map on sheaves of modules, i.e., if OX is the structure sheaf of X and OY that for Y then ◆⇤ : OX -
Mod ! OY -Mod is a right-exact functor. For the statement that ◆⇤ preserves locally free sheaves (i.e.,
sends locally free sheaves of OX -modules to locally free sheaves of OY -modules) see [Sta16, Tag 01C8].
In particular, vector bundles will pullback to vector bundles, as expected.
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In order to apply these constructions to supermanifolds, we need to consider instead the
group G(2)E from Section 3.1. This yields an analogous picture to to (B.1):
(G(2)E )F
r
✏✏
u // G(2)E
G(2)F
(B.2)
As the morphisms in (B.2) above are of sheaves of groups, they induce maps on the
corresponding cohomology groups:
u⇤ : H1(M, (G(2)E )F )  ! H1(M,G(2)E ) and; (B.3)
r⇤ : H1(M, (G(2)E )F )  ! H1(N,G(2)F ). (B.4)
Now recall from Section 3.1 that associated to X(M,E) is a class in H
1(M,G(2)E ) and,
from Theorem 1.3.21, this class is unique up to an action of H0(M,Aut E). Similarly,
associated to Y(N,F ) is a class in H
1(N,G(2)F ), unique up to an action of H0(N,Aut F).
We therefore find the following:
Proposition B.2. Let (N,F ) ⇢ (M,E) and denote by ⇢X, respectively ⇢Y, the classes
defining X and Y in H1(M,G(2)E ), respectively H1(N,G(2)F ). Then in order for Y(N,F )
to sit inside X(M,E) as a submanifold, it is necessary and su cient for there to exist a
class ⇢Y;X 2 H1(M, (G(2)E )F ) such that
(i) r⇤(⇢Y;X) = ⇢Y, and;
(ii) u⇤(⇢Y;X) = ⇢X.
At this stage, we have the following application of Proposition B.2 for split models which
is, in a sense, implicit in our discussions so far.
Corollary B.3. Suppose (N,F ) ⇢ (M,E). Then ⇧F ⇢ ⇧E.
Proof. From Remark B.1 we infer that (G(2)E )F is non-empty. Hence it is a not-necessarily
abelian group and H1(M, (G(2)E )F ) will, in general, admit the structure of a pointed set.
Then the maps u⇤ and r⇤ in (B.3) and (B.4) will be of pointed sets also. Now recall from
Section 1.3.4 that the distinguished point in H1(M,G(2)E ) and H1(M,G(2)F ) correspond
to the split models ⇧E and ⇧F respectively. The present result now follows from
Proposition B.2.
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In supposing Y(N,F ) ⇢ X(M,E) we can now state the Compatibility Lemma of Donagi
and Witten from [DW13, p. 21]:
Lemma B.4. The diagram in (B.2) may be completed to give the following commutative
square,
H1(M, (TM ⌦ ^2E)F )
✏✏
// H1(M,TM ⌦ ^2E)
i
✏✏
H1(N,TN ⌦ ^2F) j // H1(N, ◆⇤TM ⌦ ^2F)
where (TM ⌦ ^2E)F consists of those sections of TM ⌦ ^2E which map to TN ⌦ ^2F
upon restriction to N .
Hence from the Compatibility Lemma we see, for Y(N,F ) ⇢ X(M,E), that the first ob-
struction classes may thusly be compared:
j
⇣
!(2)(Y)
⌘
= i
⇣
!(2)(X)
⌘
.
An important observation at this stage is the following: if the normal bundle sequence
of the embedding N ⇢ M splits, then the map j is injective. In particular, it means
if j(!(2)(Y)) 6= 0, then !(2)(Y) 6= 0, so Y must be non-split. Moreover, since i is a
morphism of abelian groups, it follows that if i(!(2)(X)) 6= 0, then !(2)(X) 6= 0. Thus
we have:
Lemma B.5. Let Y(N,F ) ⇢ X(M,E) be an inclusion of supermanifolds and suppose the
normal bundle sequence of the embedding N ⇢M splits. Then if Y(N,F ) is non-split, so
is X(M,E).
Example B.6. In Example B.4 we asserted that the quadric Q1|2C , appropriately defined
as a variety in projective superspace CP2|2, is a counter-example to Question B.3. This
is consistent with Lemma B.5 for the following reason: the reduced space of Q1|2C can
be identified with CP1, whereas that of CP2|2 is CP2. The embedding Q1|2C ⇢ C2|2 then
presupposes an embedding C ⇠= CP1 ⇢ CP2 as a degree-two, projective plane curve.
That is, (Q1|2C )red = C ⇢ CP2 is a degree-two, projective plane curve. Now we reference
[MR78], where (amongst other statements) it is argued: if the normal bundle sequence of
X ⇢ CPn splits, then X must be a linear subspace (i.e., the locus of homogeneous, degree-
one polynomials). Since (Q1|2)red ⇢ CP2 has degree-two, it is not a linear subspace and
so the normal bundle sequence of the embedding cannot split.
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