Abstract. We are interested in examples of a.e.c. with amalgamation having some (extreme) behaviour concerning types. Note we deal with k being sequence-local, i.e. local for increasing chains of length a regular cardinal. For any cardinal θ ≥ ℵ 0 we construct an a.e.c. with amalgamation k with L.S.T.(k) = θ, |τ K | = θ such that {κ : κ is a regular cardinal and K is not (2 κ , κ)-sequence-local} is maximal. In fact we have a direct characterization of this class of cardinals: the regular κ such that there is no uniform κ + -complete ultrafilter. We also prove a similar result to "(2 κ , κ)-compact for types". . It has seemed to me obvious that even with k having amalgamation, those types in general lack the good properties of the classical types in model theory. E.g. "(λ, κ)-sequence-locality where Definition 0.1. 1) We say that an a.e.c. k is a (λ, κ)-sequence-local (for types) when κ is regular and for every ≤ k -increasing continuous sequence M i : i ≤ κ of models of cardinality λ and p, q ∈ S (M κ ) we have (∀i < κ)(p ↾ M i = q ↾ M i ) ⇒ p = q. We omit λ when we omit " M i = λ". 2) We say an a.e.c. k is (λ, κ)-local when: κ ≥ LST(k) and if M ∈ k λ and p 1 , p 2 ∈ S (M ) and
Introduction
Recall a.e.c. (abstract elementary classes); were introduced in [7] ; and their (orbital) types defined in [8] , see on them [5] , [1] . It has seemed to me obvious that even with k having amalgamation, those types in general lack the good properties of the classical types in model theory. E.g. "(λ, κ)-sequence-locality where Definition 0.1. 1) We say that an a.e.c. k is a (λ, κ)-sequence-local (for types) when κ is regular and for every ≤ k -increasing continuous sequence M i : i ≤ κ of models of cardinality λ and p, q ∈ S (M κ ) we have (∀i < κ)(p ↾ M i = q ↾ M i ) ⇒ p = q. We omit λ when we omit " M i = λ". 2) We say an a.e.c. k is (λ, κ)-local when: κ ≥ LST(k) and if M ∈ k λ and p 1 , p 2 ∈ S (M ) and N ≤ k M ∧ N ≤ κ ⇒ p 1 ↾N = p 2 ↾N then p 1 = p 2 . 3) We may replace λ by ≤ λ, < λ, [µ, λ] with the obvious meaning (and allow λ to be infinity).
Of course, being sure is not a substitute for a proof, some examples were provided by Baldwin-Shelah [2, §2] . There we give an example of the failure of (λ, κ)-sequence-locality for k-types in ZFC for some λ, κ, actually κ = ℵ 0 . This was done by translating our problems to abelian group problems. While those problems seem reasonable by themselves they may hide our real problem.
Here in §1 we get k, an a.e.c. with amalgamation with the class {κ : (< ∞, κ)-sequence-localness fail for k} being maximal; what seems to me a major missing point up to it, see Theorem 1.3. Also we deal with "compactness of types" getting unsatisfactory results -classes without amalgamation; in [2] this was done only in some universes of set theory but with amalgamation; see §2.
We relay on [2] to get that k has the JEP and amalgamation.
Question 0.2. Can {κ : k is (< ∞, κ)-local}, e.g. can it be all odd regular alephs? etc?
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Note that for this the present translation theorem of [2] is not suitable.
1. An a.e.c. with maximal failure of being local Claim 1.1. Assume ⊛ 1 (a) κ = cf(κ) > θ ≥ ℵ 0 or just κ = cf(κ) ≥ ℵ 0 , θ ≥ ℵ 0 (b) there is no uniform θ + -complete ultra-filter D on κ (c) τ θ is a vocabulary of cardinality θ consisting of θ n-place predicates with each n.
Then
⊞ there are I α , M ℓ,α , π ℓ,α (for ℓ = 1, 2 and α ≤ κ), g α (for α < κ) satisfying (a) I α , a set of cardinality θ κ , is ⊆-increasing continuous with α
Proof. Follows from 1.2 which is just a fuller version adding to τ θ unary function F c for c ∈ G. Claim 1.2. Assuming ⊛ 1 of 1.1 we have ⊞ there are I α , M ℓ,α , π ℓ,α (for ℓ = 1, 2, α ≤ κ) and g α (for α < κ) and G such that (a) G is an additive (so abelian) group of cardinality θ ℵ0 (b) I α is a set, increasing continuous with α,
e., the family of finite subsets of σ with the operation of symmetric difference. This is an abelian group satisfying ∀x(x + x = 0) (b) let a f,α,u : f ∈ κ σ, α < κ, u ∈ G be a sequence without repetitions
Note that
For each n < ω and β ≤ κ we define equivalence relations E ′ n,β , E n,β on n (A β ):
is well defined and equal toā ℓ+1 or g α2 (g −1 α1 (ā ℓ )) is well defined and equal toā ℓ+1 (note: first the two cases are one as g −1 α = g α ; second g α does not preserveā/E n,β !, in fact, a, g α (a) are never E n,β equivalent; third clearly they are well defined iff (∀ℓ
where 0 < n < ω thenā/E ′ n,β has exactly σ members (we shall use only its having ≤ 2 σ members).
Now we choose a vocabulary τ * θ of cardinality 2 σ (but see ( * ) 12 ) and for α ≤ κ we choose a τ * θ -model M 1,α with universe A α such that:
n (A β ) and π α (ā) = π α (b); thenā,b realize the same quantifier free type in M 1,α iffāE n,αb . (c) for every function e ∈ σ σ there is a two-place predicate R e ∈ τ * θ such that R
[Why is this possible? First as, for each α < κ, g α maps R
M1,α e onto itself. Why? Assume we are given a pair (a f1,β1,u1 , a f2,β2,u2 ) from
So together we get equality. Second, g α preserves "ā,b are E n,α -equivalent", "ā,b are E ′ n,α -equivalent" and their negations. That is,ā, g α (ā) are not E n,α -equivalent, but as (∀β)(g β = g −1 β ),ā,b being E n,α -equivalent means that there is an even length pass fromā tob, in the graph {(c, g β (c) :
Fourth, because of ( * ) 5 in particular clause (f) of ( * ) 5 .] ( * ) 7 for α < κ let M 2,α be the τ θ -model with universe A α such that g α is an isomorphism from M 1,α onto M 2,α . Now we note
[Why? By the definitions of M 1,γ , g γ , E ′ n,γ , E n,γ , in particular, the "first" and "third", i.e. ( * ) 5 (d) in "why ( * ) 6 ".] ( * ) 9 let M 2,κ := ∪{M 2,α : α < κ}, well defined by ( * ) 8 ( * ) 10 let π ℓ,β = π β for ℓ = 1, 2 and β < κ ( * ) 11 except clause (j) the demands in the conclusion of ⊞ of 1.2 holds easily ( * ) 12 it is O.K. to use a vocabulary of cardinality 2 σ = 2
[Why? As there is a model M of cardinality 2 σ with |τ M | = θ omitting a quantifier free type p such that
[Why? By induction on the k from ( * ) 4 .] So to finish we assume toward contradiction
So trivially
[Why? As h respect (π 1,κ , π 2,κ ) see ( * ) 1 (e) and ( * )
[Why? By ⊛ 1 clearly h maps any finite sequenceb ∈ n (A 1,κ ) to an E n,α -equivalent sequence for each α < κ. Now apply this to the pair (a f,α,∅ , a f,α,u ) recalling ( * ) 13 .] ⊛ 4 we define a partial order ≤ on κ σ as follows:
[Why? This follows from ⊛ 6 below.] , i.e. obviously (a f1,α1,∅ , a f2,α2,∅ ) ∈ R M1,α e so as h is an isomorphism we have (h(a f1,α1,∅ ), h(a f2,α2,∅ )) ∈ R M2,α e so by the previous sentence and the definitions of
which by the definitions of R M1,α e in ⊛ 6 (c) implies u f1,α1 ⊆ {e(i) : i ∈ u f2,α2 } as promised.]
[Why? For clause (a) use ⊛ 6 for e = id θ and
⊛ 8 there are f * ∈ κ σ and α * < κ such that:
(ii) moreover if f * = e • f where e ∈ σ σ and f ∈ κ σ, α < κ then e ↾ u f,α is one-to-one from u f,α onto u f * ,α * so n(f * ) = n(f ) (iii) if α < κ, f * = e 1 , f 1 , f 1 = e 2 , f 2 then e 2 ↾u f2,α is one-to-one onto u f1,α .
[Why? First note that clause (ii), (iii) follows from clause (i). Second, if not then we can find a sequence (f n , α n , e n ) : n < ω such that
Let u n = u fn,αn for n < ω. For n < ω and i < σ let A n,i = α < κ : f n (α) = i , so A n,i : i < ω is a partition of κ and α ∈ A n+1,i ⇒ α ∈ A n,en(i) . So letting A η = ∩{A n,η(n) : n < ω} for η ∈ ω σ clearly A η : η ∈ σ σ is a partition of κ. As we have σ = σ ℵ0 by ( * ) 0 , there is a sequence e n : n < ω satisfying e n ∈ σ σ and f ∈ κ σ such that f n = e n • f for each n < ω. So n < ω ⇒ f n ≤ f which by ⊛ 7 (c) implies n(f n ) ≤ n(f ). As n(f n ) : n < ω is increasing, easily we get a contradiction.]
[Why? If (∀f ∈ κ σ)(∀α < κ)(u f,α = ∅) then (by ⊛ 3 ) we deduce h is the identity contradiction. Otherwise assume u f,α = ∅ hence as in the proof of ⊛ 8 there is f
⊛ 10 if f ∈ κ σ, α < κ and i ∈ u f,α then κ = sup{β < κ : α < β and f (β) = i}.
[Why? If not, let β( * ) < κ be > sup{β < κ : α < β, f (β) = i} and > ω. Let Y = {(a f,α,u , a f,β( * ),u ) : u ∈ G, i / ∈ u}. Now for every β ∈ (β( * ), κ) the function g β maps the set Y onto itself hence by the definition of E 2,β( * )+1 it follows that a ∈ Y ⇒ā/E 2,β( * )+1 ⊆ Y and as h respects (π 1,β( * )+1 , π 1,β( * )+1 ) it follows that h(ā) ⊆ā/E ′ 2,β( * )+i and so κ > γ ≥ β( * ) : γ ∈ (β( * ); κ)} hence h(ā) belongs. But by an earlier sentence Y is closed under those functions so h(ā) ∈ Y . Similarly h −1 (ā) ∈ Y, h maps Y onto itself, recalling ( * ) 2 this implies i / ∈ u f,α .] Now fix f * , α * for the rest of the proof, without loss of generality f * is onto σ and let u f * ,α * = {i * ℓ : i < ℓ( * )} with i * ℓ : ℓ < ℓ( * ) increasing for simplicity. Now for every f ∈ κ σ such that f * ≤ f and α < κ by ⊛ 8 (ii), (iii) we know that if e ∈ σ σ ∧ f * = e • f then e is a one-to-one mapping from u f,α onto u f * ,α * ; but so e ↾ u f,α is uniquely determined by (f * , α * , f, α) so let i f,α,ℓ ∈ u f,α be the unique i ∈ u f,α such that e(i) = i * ℓ . Now if f * ≤ f ∈ κ σ and α 1 , α 2 < κ and e ∈ σ σ and we choose e = id σ so necessarily f ↾ u f,α1 = e • f ↾ u f,α2 , then e ↾ Rang(f ↾ u f,α2 ) map u f,α2 onto u f,α1 but e is the identity so we can write u f instead of u f,α let i f,ℓ = i f,α,ℓ for ℓ < ℓ( * ), α < κ. Let A = {A ⊆ κ : for some f, f * ≤ f and α < κ we have f −1 {i f,0 }\α ⊆ A}
[Why? As κ is regular, this means A ∈ A ⇒ A ⊆ κ ∧ |A| = κ which holds by ⊛ 10 .]
[Why? By the definition of A.]
[Why? Let (f ℓ , α ℓ ) be such that f * = e ℓ •f ℓ and f ℓ ∈ κ σ, α ℓ < κ and f −1 ℓ {i f ℓ ,0 }\α ℓ ⊆ A ℓ for ℓ = 1, 2. Let pr:σ × σ → σ be one-to-one and onto and define f ∈ κ σ by f (α) = pr(f 1 (α), f 2 (α)). Clearly f ℓ ≤ f for ℓ = 1, 2 hence i f,0 is well defined and i f,0 = pr(i f1,0 , i f2,0 ), so we can finish using appropriate Y and ( * ) 6 .]
[Why? Define f ∈ κ σ:
Let i = i f,0 so by the definition of A we have f −1 ∈ A. But if i is even then f −1 {i} ⊆ A and i is odd then f −1 {i} ⊆ κ\A so by ⊡ 3 we are done.]
A is a uniform ultrafilter on κ.
[Why? By
[Why? Assume B ε ∈ A for ε < σ. Define A ε ⊆ κ for ε < σ as follows A 1+ε = B ε \ ζ<ε B ζ for ε < σ and A 0 = κ\
So by the assumptions of 1.2 we are done. 1.2 Claim 1.3. For every θ there is an k = k * θ such that ⊗ (a) k is an a.e.c. with LST(k) = θ, |τ k | = θ (b) k has the amalgamation property (c) k admits closure (see below) (d) if κ is a regular cardinal and there is no uniform θ + -complete ultrafilter on κ, then : k is not (≤ 2 κ , κ)-sequence-local for types, i.e., we can find an ≤ k -increasing continuous sequence M i : i ≤ κ of models and
We shall prove 1.3 below. As in [2] the aim of the definition of "admit closures" is to ensure types behave reasonably. Definition 1.4. We say an a.e.c. k admits closure when for every M ∈ K k and non-empty 
Proof. Note that if D is θ + -complete, then it is σ + -complete (and much more θ ′ -complete for the first measurable θ ′ > θ). 1) So assume
We shall show p 1 = p 2 , this is enough. Without loss of generality
By (e) we have (e) + for each i there is n i < ω and N i,m : n ≤ n i such that
As κ = cf(κ) > ℵ 0 without loss of generality i < κ ⇒ n i = n * . Let χ be such that M i : i ≤ κ , N i,n : n ≤ n * : i < κ and k LST(k) all belongs to H(χ). Let B be the ultrapower (H(χ), ∈) κ /D and j the canonical embedding of (H(χ), ∈) into B and j 1 be the Moskolski-Collapse of B to a transitive set H i and let j = j 1 • j 0 . So j is an elementary embedding of (H(χ), ∈) into (H, ∈) and even L θ + ,θ + -elementary one. Without loss of generality
Together we are done.
2) By the representation theorem of a.e.c. [3, §1].
1.7
Proof. Proof of 1.
<ℵ0 , ∆) and let c i : i < σ list the members of G, let
and α ≤ κ (we get the same result).
Note easily
[Why? By the non-isomorphism in 1.1; extension will not help.]
Now by the"translation theorem" of [2, §4] we can find k ′ which has all the needed properties, i.e. also the amalgamation and JEP.
1.3
2. Compactness of types in a.e.c.
Baldwin [1] ask "can we in ZFC prove that some a.e.c. has amalgamation, JEP but fail compactness of types". The background is that in [2] we construct one using diamonds.
To me the question is to show this class can be very large (in ZFC). Here we accomplish both by direct translations of problems of existence of models for theories in L κ + ,κ + , first in the propositional logic. So whereas in [2] we have an original group G M , here instead we have a set P M of propositional "variables" and P M , set of such sentences (and relations and functions explicating this; so really we use coding but are a little sloppy in stating this obvious translation).
In [2] we have I M , set of indexes, 0 and H, set of Whitehead cases, H t for t ∈ I M , here we have I M , each t ∈ I N representing a theory P M t ⊆ P M and in J M we give each t ∈ I M some models M M s : P M → {true,false}. This is set up so that amalgamation holds. Notation 2.1. In this section types are denoted by p, q as p, q are used for propositional variables. Definition 2.2. 1) We say that an a.e.c. k has (≤ λ, κ)-compactness (for types) when : if M i : i ≤ κ is ≤ k -increasing continuous and i < κ ⇒ M i ≤ λ and
Question 2.3. Can we find an a.e.c. k with amalgamation and JEP such that {θ : k have (λ, θ)-compactness of types for every λ} is complicated say:
(a) not an end segment (b) any {θ : θ satisfies ψ}, ψ ∈ L κ + ,κ + -(second order).
Definition 2.4. Let κ ≥ ℵ 0 , we define k = k κ as follows:
, (pedantically see later), (B) the universe of M ∈ K k is the disjoint union of (so unary)
Then k fail (λ, θ)-compactness (for types).
Remark 2.9. We may wonder but: for θ = ℵ 0 compactness holds? Yes, but only assuming amalgamation.
Proof. Without loss of generality |Γ 0 | = λ. Without loss of generality p * ε : ε < κ are pairwise distinct propositions variables appearing in Γ 0 and each ψ ∈ Γ i is of the form (p) or r ≡ p ∧ q or r ≡ ¬p or r ≡ i<κ p i where {p i : i < κ} ⊆ {p * ε : ε < κ}. Let P i be the set of propositional variables appearing in Γ i without loss of generality
We choose a model M i for i ≤ θ such that:
(c) the natural relations and functions.
Why? We prove more:
[Why? As then Γ θ = Γ M has a model contradiction to an assumption.] 2.8
So e.g.
Conclusion 2.10. If θ > κ is regular with no κ + -complete uniform ultrafilter on θ and λ = 2 θ , then k is not (λ, θ)-compact.
Remark 2.11. Recall if D is an ultrafilter on θ then min{σ ′ : D is not σ ′ -complete} is ℵ 0 or a measurable cardinality.
Proof. (Well known).
Let M be the model with universe 2 θ , P M 0 = θ and R M ⊆ θ × λ be such that {{α < λ : αR M β} : β < λ} = P(θ), < M the well ordering of the ordinal on λ the vocabulary has cardinality κ and has elimination of quantifiers and Skolem functions.
Let Γ i = Th(M, β) β<λ ∪ {α < c : α < θ} (c a new individual constant), then Γ i : i ≤ θ is as 1 required in 2.12 below hence 2.8 apply.
2.10 Conclusion 2.12. In Claim 2.8 if λ = λ κ then we can allow Γ i : i ≤ θ to be a sequence of theories in L κ + ,κ + (τ ), τ any vocabulary of cardinality ≤ λ.
Proof. Without loss of generality we can add Skolem functions (each with ≤ κ places) in particular. So Γ i becomes universal and adding propositional variables for each quantifier free sentence and writing down the obvious sentences, we get a set of propositional sentences, we get Γ i as there.
2.12 I think we forgot Observation 2.13. If λ ≥ κ ≥ θ = cf(θ) then the condition in 2.8 holds.
Proof. Just let Γ 0 = { i<θ ¬p i }, Γ i = Γ 0 ∪ {p j : j < i}.
Conclusion 2.14. 1) C κ = {θ : θ = cf(θ) and for every λ and a.e.c. k with LST(k) ≤ κ, |τ k | = κ have (λ, θ)-compactness of type} is the class {θ : θ = cf(θ) > κ and there is a uniform κ + -complete ultrafilter on θ}. 2) In C κ we can replace "every λ" by λ = 2 θ + κ.
Proof. Put together 2.10,2.16. 2.13 Of course, a complimentary result (showing the main claim is best possible) is: Claim 2.15. If k ′ is an a.c.c., LST(k ′ ) ≤ κ and on θ there is a uniform κ + -complete ultrafilter on θ and θ is regular and λ any cardinality then k ′ has (λ, κ)-compactness of types.
Proof. Write down a set of sentences on
(N i,j,ℓ ≤ k N i,j,ℓ+1 ∨ N i,j,ℓ+1 ≤ k N i,j,ℓ and π i,j be an isomorphism from N j onto N i,j,ni,j over M i mapping a j to a i .
Let τ + = τ ∪ {F ε,n : ε < κ, n < ω}, arity(F ε,n ) = n. Let M N i , a i ) for i < κ, p i = p j ↾M i for i < j < κ as witnessed by (π i , N i,j,ℓ : ℓ ≤ m i,j as in the proof above. 1) There is p κ ∈ S α (M θ ) such that i < θ ⇒ p κ ↾M i . 2) In fact for each i < κ let U i ∈ D be such that i < j ∈ U i ⇒ n i,j = n * 3. On some stability spectrums of an a.e.c. Conclusion 3.7. (−, θ)-stability spectrum -behave as in [6] .
Discussion 3.8. We can look at λ ∈ [θ, 2 θ ) using splitting rather than strongly splitting.
It seems to me the main question is Question 3.9. Assume (∃θ ≥ LS(k)(κ θ (k) > ℵ 0 ).
What can you say on Min{θ : κ θ (h) > ℵ 0 , θ ≥ LST(k)}?
Question 3.10. Assume GCH can we find an a.e.c. k such that: (∀θ ≥ LST(k))(κ θ (k) = ℵ 0 ) but unstable in every regular λ > LST(k)?
