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Abstract
We provide asymptotic results and develop high frequency statistical pro-
cedures for time-changed Le´vy processes sampled at random instants. The
sampling times are given by first hitting times of symmetric barriers whose
distance with respect to the starting point is equal to ε. This setting can
be seen as a first step towards a model for tick-by-tick financial data al-
lowing for large jumps. For a wide class of Le´vy processes, we introduce
a renormalization depending on ε, under which the Le´vy process con-
verges in law to an α-stable process as ε goes to 0. The convergence is
extended to moments of hitting times and overshoots. In particular, these
results allow us to construct consistent estimators of the time change and
of the Blumenthal-Getoor index of the underlying Le´vy process. Conver-
gence rates and a central limit theorem are established under additional
assumptions.
Key words: time-changed Le´vy processes, statistics of high frequency data,
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1 Introduction
In the recent years, a large number of papers has been devoted to asymptotic
results and statistical procedures for time-changed Le´vy processes [15, 16, 39]
and more general semimartingales [1, 4, 3, 2, 21], under high-frequency discrete
sampling. The classical high frequency setting consists in observing n values
of the process over a fixed time interval [0, T ] at deterministic sampling times
0 = tn0 < t
n
1 < . . . < t
n
n = T . Usually, asymptotic results are given as n goes
to infinity and sup{tni+1− tni } goes to zero. Motivated by financial applications,
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many papers focus more specifically on the asymptotic behavior of volatility
estimators. For example, power variation estimators which are robust to jumps
are studied in [7] and [29]. Since financial data are often seen as noisy observa-
tions of a semimartingale, limit theorems for volatility estimators under various
kinds of perturbations have also been widely studied, mostly in the case of con-
tinuous semimartingales, see among others [6, 22, 35, 40].
In this paper we focus on time-changed Le´vy models, that is, we assume that the
process of interest Y is given by Yt = XSt where X is a one-dimensional Le´vy
process and S is a continuous increasing process (a time change), which plays
the role of the integrated volatility in this setting. Time changed Le´vy models
were introduced into financial literature in [11] and their estimation from high
frequency data with deterministic sampling was recently addressed in [15, 16].
In the context of ultra high-frequency financial data, the assumption of de-
terministic sampling times is arguably too restrictive. Several authors have
therefore considered volatility estimation with endogenous sampling times [18,
20, 27, 32] but so far only in the context of continuous processes.
In this work we assume that the sampling times are given by first hitting times
of symmetric barriers whose distance with respect to the starting point is equal
to ε. More precisely, the process Y is observed at times (T εi )i≥0 with T
ε
0 = 0
and T εi+1 = inf{t > T εi : |Yt − YT εi | ≥ ε} for i ≥ 1. The parameter ε is the
parameter driving the asymptotic and thus we will assume that ε goes to zero.
This scheme is probably the most simple and common endogenous sampling
scheme. Moreover, in the spirit of [32] it can be seen as a first step towards a
model for ultra high frequency financial data including jump effects. For exam-
ple, Y could represent the unobservable efficient price process and [−ε, ε] the
bid-ask interval. However, a detailed financial interpretation of our model is left
for further research. For practical application, the model should in particular
be modified so that the observed values remain on the tick grid.
Our asymptotic results may more generally open the way for studying hedging
and portfolio strategies with random endogenous readjustment dates (see e.g.
[17, 33] for relevant examples in the setting of continuous processes) and for
approximating the solutions of stochastic differential equations by Euler-type
schemes with random discretization dates (see e.g., [24, 37]).
We focus on the class of Le´vy processes such that for a suitable α, the rescaled
process (Xεt )t≥0 := (ε
−1Xεαt)t≥0 converges in law to an α-stable Le´vy process
X∗ as ε goes to zero. This class turns out to be rather large, and contains in
particular all Le´vy processes with non-zero diffusion component, all finite vari-
ation Le´vy processes with non-zero drift and also most parametric Le´vy models
found in the literature. We show that for such Le´vy processes the moments of
first exit times from intervals, and certain functionals of the overshoot converge
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to the corresponding functionals of the limiting stable process, which are often
known explicitly.
These findings, which are of interest in their own right, allow us to prove limit
theorems for quantities of the form
V ε(f)t =
∑
T εi ≤t
f
(
ε−1(YT ε
i
− YT ε
i−1
)
)
,
leading to consistent estimators of the time change and of the characteristics
of X that are preserved by the limiting procedure, such as, for example, the
Blumenthal-Getoor index of jump activity. In some cases, we are able to quan-
tify the rate of convergence of the functionals of the rescaled process Xε to the
corresponding functionals of the limiting stable process X∗. From this, conver-
gence rates and central limit theorems for our estimators can be deduced.
The paper is organized as follows. In Section 2, we study the convergence
in law of the properly rescaled underlying Le´vy process X as ε goes to zero.
Asymptotic results for the first exit time and the overshoot (more precisely we
study the value of the process at the first exit time which is directly related
to the overshoot) are given in Section 3. The law of large numbers for V ε(f)
is stated in Section 4, where we also discuss statistical applications. Finally,
a multidimensional central limit theorem is given in Section 5. The proofs are
relegated to Section 6.
2 Convergence of the rescaled process
In this section, we give results on the convergence in law of the properly rescaled
process X as ε goes to zero. The convergences in law are given in the Skorohod
space, for the usual Skorohod topology. These results will be essential for prov-
ing the law of large numbers and the central limit theorem. Let us first recall
the definition of a strictly stable process and introduce other useful notation.
Preliminaries and notation We denote by (A, ν, γ) the characteristic triplet
of the one-dimensional Le´vy process X , with respect to a truncation function h.
This means that via the Le´vy-Khintchine formula, the characteristic function
of Xt is
E[eiuXt ] = etψ(u), ψ(u) = −Au
2
2
+ iγu+
∫
R
(eiux − 1− iuh(x))ν(dx).
Unless otherwise specified, we assume h(x) = −1 ∨ x ∧ 1.
A Le´vy process X is called strictly α-stable for α ∈ (0, 2] if Xt has a strictly
α-stable distribution for all t. This happens if and only if X is selfsimilar, that
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is,
∀a > 0,
(
Xat
a1/α
)
t≥0
=(Xt)t≥0, in law.
As recalled in the following proposition, strictly stable Le´vy processes can be
described in terms of their characteristic triplet.
Proposition (Theorems 14.3, 14.7 in [38]). Let X be a Le´vy process with
characteristic triplet (A, ν, γ).
1. X is strictly 2-stable if and only if ν = 0 and γ = 0.
2. X is strictly α-stable with 1 < α < 2 if and only if A = 0, ν has a density
of the form
ν(x) =
c+
|x|1+α 1x>0 +
c−
|x|1+α 1x<0, (1)
and γc = 0 where γc := γ −
∫
R
(h(x) − x)ν(dx) is the third component
of the characteristic triplet of X with respect to the truncation function
h(x) = x.
3. X is strictly 1-stable if and only A = 0 and ν has a density of the form
ν(x) =
c
|x|2 .
4. X is strictly α-stable with 0 < α < 1 if and only if A = 0, ν has a density
of the form (1) and γ0 = 0, where γ0 := γ −
∫
R
h(x)ν(dx) is the third
component of the characteristic triplet of X with respect to the truncation
function h = 0.
For α ∈ (0, 2] and ε > 0, we define the rescaled Le´vy process Xε via Xεt :=
ε−1Xεαt, t ≥ 0. The first exit time by the rescaled process from the interval
(−1, 1) will be denoted by τε1 := inf{t ≥ 0 : |Xεt | ≥ 1}. This time is directly
related to the first exit time by the original process from the interval (−ε, ε):
inf{t ≥ 0 : |Xt| ≥ ε} = εατε1 .
Similarly, Xετε1 is equal to ε
−1 times the value of X at first exit from (−ε, ε).
From the Le´vy-Khintchine formula it is easy to see that the characteristic triplet
(Aε, νε, γε) of Xε is given by
Aε = Aεα−2; (2)
νε(B) = εαν({x : x/ε ∈ B}), B ∈ B(R); (3)
γε = εα−1
{
γ +
∫
R
ν(dx)(εh(x/ε) − h(x))}. (4)
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Assumptions To be able to prove the convergence of the properly rescaled
process, we introduce two assumptions on the Le´vy measure which will some-
times be imposed in the sequel:
(H-α) The Le´vy measure ν has a density ν(x) = g(x)|x|1+α , where g is a nonnegative
measurable function admitting left and right limits at zero:
c+ := lim
x↓0
g(x), c− := lim
x↑0
g(x),
with c+ + c− > 0.
(H′-α) The Le´vy measure ν satisfies (H-α) and additionnally c+c− > 0 and
the function g is left- and right-Ho¨lder continuous at zero with exponent
θ > α/2:
lim sup
x↓0
|g(x)− c+|
|x|θ <∞ and lim supx↑0
|g(x) − c−|
|x|θ <∞.
Convergence in law of the rescaled process We now establish a set of
alternative conditions under which the rescaled process Xε converges in law to
a strictly stable process as ε → 0. In the sequel, we will always work under
one of these alternative assumptions. The following proposition, therefore, also
serves as the definition of the limiting process X∗ and of the scaling parameter
α depending on the characteristics of X .
Proposition 1.
1. Let α = 2 and A > 0. Then the process Xε converges in law to a Le´vy pro-
cess X∗ with characteristic triplet (A, 0, 0), that is, to a Brownian motion
with variance A at time t = 1.
2. Let α = 1 and assume that X has finite variation (that is, A = 0 and∫
|x|≤1
|x|ν(dx) <∞) and nonzero drift: γ0 := γ−
∫
R
h(x)ν(dx) 6= 0. Then
the process Xε converges in law to the (deterministic) Le´vy process X∗
with characteristic triplet (0, 0, γ0).
3. Let 1 < α < 2 and assume that A = 0 and that the Le´vy measure ν
satisfies the condition (H-α). Then the process Xε converges in law to a
strictly α-stable Le´vy process X∗ with Le´vy density
ν∗(x) =
c+1x>0 + c−1x<0
|x|1+α . (5)
4. Let α = 1 and assume that A = 0 and that the Le´vy measure ν satisfies
the condition (H-α) with c+ = c− := c and with the function g satisfying
∫ 1
0
|g(x)− g(−x)|dx
x
<∞.
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Then the process Xε converges in law to a Le´vy process X∗ with charac-
teristic triplet (0, ν∗, γ∗), where γ∗ = γ−∫∞
0
g(x)−g(−x)
x2 h(x)dx and ν
∗ has
Le´vy density
ν∗(x) =
c
|x|2 ,
that is, to a strictly 1-stable Le´vy process.
5. Let 0 < α < 1 and assume that A = 0, the process has zero drift: γ −∫
R
h(x)ν(dx) = 0 and that the Le´vy measure ν satisfies the condition (H-
α). Then the process Xε converges in law to a strictly α-stable Le´vy
process X∗ with Le´vy density (5).
Remark 1. This result is closely related to the convergence of tempered stable
processes to stable processes studied in [36]. More precisely, in Theorem 3.1 of
[36], Rosin´ski proves the results of parts 3, 4 and 5 under the additional assump-
tion that the function g is completely monotone (but in the multidimensional
setting).
Remark 2. The different alternative cases contain the main parametric models
found in finance literature. We list several examples below.
• All models with a nonzero diffusion component (e.g., the models of Merton
[30] and Kou [25]) satisfy Condition 1.
• The variance gamma model [28] with nonzero drift satisfies Condition 2.
• The normal inverse gaussian process (NIG), see [5], satisfies Condition 4.
This can be seen directly from the form of the Le´vy density
ν(x) =
C
|x|e
AxK1(B|x|),
where A, B and C are constants and K1 is the modified Bessel function
of the second kind, which satisfies K1(x) ∼ 1x for x ↓ 0.
• The CGMY process, see [10], that is, a Le´vy process with no diffusion
component and a Le´vy density of the form
ν(x) =
Ce−λ−|x|
|x|1+α 1x<0 +
Ce−λ+|x|
|x|1+α 1x>0, (6)
satisfies Condition 3 if 1 < α < 2, Condition 4 if α = 1, Condition 2 if
α < 1 and the process has nonzero drift, and Condition 5 if α < 1 and the
drift is zero.
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3 Asymptotic results for the first exit time and
the overshoot of Le´vy processes out of small
intervals
In this section, our aim is to study the first exit time and the overshoot cor-
responding to the exit of X from the interval (−ε, ε). In order to work with
quantities of order 1, we formulate our results in terms of τε1 and X
ε
τε1
.
Convergence for the first exit time and overshoot We define τ∗ as the
first exit time by the limiting process X∗ from the interval (−1, 1). Observe
that τ∗ admits moments of any order. When X∗ is a nontrivial α-stable process
with 0 < α < 2, τ∗ is dominated by the time of the first jump of X∗ greater
than 2 in absolute value, which has exponential distribution. In the case α = 2
(Brownian motion) this is a classical result, see for example [12, 13].
Proposition 2. Let X be a Le´vy process satisfying one of the conditions 1–5
of Proposition 1 and let f be a bounded continuous function on R. Then
1. (τε1 , X
ε
τε1
) converges in law to (τ∗1 , X
∗
τ∗1
) as ε ↓ 0.
2. limε↓0E[(τ
ε
1 )
kf(Xετε1 )] = E[(τ
∗
1 )
kf(X∗τ∗1 )] for all k ≥ 1.
Remark 3. The weak convergence of the Xετε1 under Conditions 1 or 2 of Propo-
sition 1 (actually in these two cases |Xετε1 | → 1) is a known result [14]. See also
[26, Theorem 5.16] for a related result in the context of subordinators.
Remark 4. The moments of the exit time and the law of the overshoot for the
limiting strictly stable process are often known explicitly.
• Under Condition 1 of Proposition 1, the limiting process is a Brownian
motion, so X∗τ∗1 equals 1 or −1 with probability
1
2 and the law of τ
∗
1 is well
known (see e.g., exercise II.3.10 in [31]).
• Under Condition 2 of Proposition 1, the limiting process is deterministic,
so τ∗1 =
1
|γ0|
and X∗τ∗1 = sgn γ0.
• Under Conditions 3–5, the first and second moments of the hitting time
τ∗1 are given in [19] for the symmetric case, and the law of the overshoot
is computed in [9] for the symmetric case and in [34] for the general case.
Rates of convergence for the first exit times and overshoots We
now compute the rates of convergence of E[τε1 ] to E[τ
∗
1 ] and of E[f(X
ε
τε1
)] to
E[f(X∗τ∗1 )]. These results either guarantee the asymptotic normality of the esti-
mators provided in Section 4 or allow to establish a convergence rate or an error
bound for these estimators in the cases when the bias asymptotically dominates
the variance.
Proposition 3.
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1. Let X be a Le´vy process satisfying Condition 1 of Proposition 1 such that
its Le´vy measure ν satisfies
∫
|x|≤1 |x|ν(dx) < ∞ and let f be a bounded
Lipschitz function on R with f(−1) = f(1). Then
lim
ε↓0
ε−1(E[τε1 ]− E[τ∗1 ]) = 0 and lim
ε↓0
ε−1(E[f(Xετε1 )]− E[f(X
∗
τ∗1
)]) = 0.
2. Let X be a Le´vy process satisfying Condition 2 of Proposition 1 such that
its Le´vy measure ν satisfies
∫
|x|≤1 |x|βν(dx) for some β ∈ (0, 1), and let f
be a bounded Lipschitz function on R. Then
lim
ε↓0
ε−(1−β−δ)(E[τε1 ]− E[τ∗1 ]) = 0 (7)
and
lim
ε↓0
ε−(1−β−δ)(E[f(Xετε1 )]− E[f(X
∗
τ∗1
)]) = 0 (8)
for all δ > 0.
3. Let X be a Le´vy process satisfying Condition 3 of Proposition 1, Assump-
tion (H′-α) and the condition
γ =
∫
R
(
h(x)
dν
dν∗
(x)− x
)
ν∗(dx). (9)
or
let X be a Le´vy process satisfying Condition 4 of Proposition 1 and As-
sumption (H′-α)
or
let X be a Le´vy process satisfying Condition 5 of Proposition 1 and As-
sumption (H′-α). Let f be a bounded continuous function on R.
Then
lim
ε↓0
ε−α/2(E[τε1 ]− E[τ∗1 ]) = 0 and lim
ε↓0
ε−α/2(E[f(Xετε1 )]− E[f(X
∗
τ∗1
)]) = 0.
(10)
Remark 5. As we shall see below, Conditions 1 and 3 lead to a central limit the-
orem for the estimators constructed in the following sections, while Condition 2
provides a convergence rate without ensuring asymptotic normality. A natural
question is what happens in the case where the Le´vy process satisfies Condition
3 of Proposition 1 but the drift constraint (9) is not satisfied. In this case, we
have been unable to obtain a convergence rate, due to unsufficient regularity of
the functions of type Ex[τ∗1 ] and E
x[f(X∗τ∗1 )]. However the following example
shows that the estimate (10) may not hold in this case, and therefore one cannot
hope to obtain a limit theorem without bias.
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Let X be a Le´vy process with characteristic triplet (0, ν, γc) with respect to
the truncation function h(x) = x and ν given by (1) with c+ = c− and 1 <
α < 2. Assume γc > 0 (hence the drift constraint is not satisfied) and let
f(x) = 1(1,∞)(x)+x1(0,1](x). The process X
∗ then has the characteristic triplet
(0, ν, 0) (with respect to the same truncation function), and the function u(x) :=
Ex[f(X∗τ∗1 )] is given by (see [9]),
u(x) = 21−αΓ(α)
[
Γ
(α
2
)]−2 ∫ x
−1
(1− u2)α/2−1du
for |x| < 1 and u(x) = f(x) for |x| ≥ 1. Observe that for |x| < 1,
u′(x) ≥ 21−αΓ(α)
[
Γ
(α
2
)]−2
:= C
and (this is shown in [9])∫
R
{u(x+ z)− u(x)− zu′(x)} ν(dz) = 0.
Using this identity in the Itoˆ formula applied to u(Xεt ) between t = 0 and t = τ
ε
δ
for δ ∈ (0, 1) (to avoid regularity issues), and taking the expectation, we get
E[u(Xετε
δ
)− u(0)] = εα−1γcE
[∫ τεδ
0
u′(Xεs )
]
≥ Cεα−1γcE[τεδ ],
which is equivalent to
E[u(δXεδτεδ1
)− u(0)] ≥ Cεα−1δαγcE[τεδ1 ].
With the notation ρ = εδ, this gives
E[u(δXρ
τρ1
)− u(0)] ≥ Cρα−1δγcE[τρ1 ].
Taking the limit δ → 1 then yields
E[f(Xρ
τρ1
)− f(X∗τ∗1 )] = E[u(X
ρ
τρ1
)− u(0)] ≥ Cρα−1γcE[τρ1 ],
which is bounded from below by ρα−1 times a positive constant since E[τρ1 ]
converges to E[τ∗1 ].
4 Law of large numbers and statistical applica-
tions
In this section we give the law of large numbers for the the processes of the form
V ε(f)t =
∑
T εi ≤t
f
(
ε−1(YT ε
i
− YT ε
i−1
)
)
,
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where f is a bounded continuous function on R. Let
m(f) =
E[f(X∗τ∗1 )]
E[τ∗1 ]
.
Theorem 1. Let X be a Le´vy process with characteristic triplet (A, ν, γ), satis-
fying one of the conditions 1–5 of Proposition 1. Let f be a bounded continuous
function on R. Then
lim
ε↓0
εαV ε(f)t = m(f)St (11)
in probability, uniformly on compact sets in t (ucp).
As shown in the following examples, this result can be in particular used to build
estimators of relevant quantities such as the time change or the Blumenthal-
Getoor index.
Example 1 (Estimation of the time change). Assume that the parameters of
the underlying Le´vy process are known. In our model, the time change can be
recovered simply from the times (T εi ) as ε→ 0, by taking f = 1, which gives,
St = lim
ε↓0
εαV ε(1)tE[τ
∗
1 ]. (12)
Example 2 (Estimation of the Blumenthal-Getoor index for the time-changed
CGMY process). Let X be the CGMY process (6) with 1 < α < 2. Including
the constant C into the time change, we can assume C = 1 with no loss of
generality. In this case, the limiting process X∗ is a symmetric α-stable process
and has Le´vy density ν∗(x) = 1|x|1+α . Our method allows therefore to estimate
the Blumenthal-Getoor index α of the process X . The coefficients λ+ and λ−
cannot be identified from the trajectory of the process over a finite time interval,
even in the case of continuous observation.
The law of the symmetric stable process at the first exit time from an interval
is well known in the literature [9, 19]: X∗τ∗1 has density
µ(y) =
1
pi
sin
(piα
2
)|y|−1(y2 − 1)−α2 , |y| ≥ 1.
and
E[τ∗1 ] =
√
pi
2αΓ
(
1 + α2
) . (13)
With f(x) = 1
|x|β
∧ 1, β ≥ 0 we easily get
E[f(X∗τ∗1 )] =
∫
|y|≥1
µ(y)
|y|β dy =
Γ
(
α
2 +
β
2
)
Γ
(
α
2
)
Γ
(
1 + β2
) ,
where Γ is the gamma function, and in particular for β = 2, E[(X∗τ∗1 )
−2] = α2 .
Combining (11) and (12), we then obtain a consistent estimator of α:
α = 2 lim
ε↓0
V ε(f)t
V ε(1)t
, f(x) =
1
x2
∧ 1.
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5 Central limit theorem and convergence rates
for estimators
We now turn to the central limit theorem. The following result establishes the
rate of convergence and asymptotic normality of the renormalized error in (11).
Theorem 2. Assume that the time-change S defining Y is independent of the
underlying Le´vy process X.
Let X be a Le´vy process satisfying Condition 1 of Proposition 3 and let d ∈ N∗
and f1, . . . , fd be bounded Lipschitz functions on R satisfying fi(1) = fi(−1) for
i = 1, . . . , d
or
let X be a Le´vy process satisfying Condition 3 of Proposition 3 and let d ∈ N∗
and f1, . . . , fd be bounded continuous functions on R.
Define Rεt = (R
ε
t,1, . . . , R
ε
t,d) with
Rεt,j = ε
−α/2(εαV ε(fj)t −m(fj)St).
Then, as ε goes to zero, Rε converges in law to B ◦ S, for the usual Skorohod
topology, with B a continuous centered Rd−valued Gaussian process with inde-
pendent increments, independent of S, such that E[Bt,jBt,k] = (t/(E[τ
∗
1 ])Cj,k
with
Cj,k = Cov[fj(X
∗
τ∗1
)−m(fj)τ∗1 , fk(X∗τ∗1 )−m(fk)τ
∗
1 ].
Under Condition 2 of Proposition 3, τ∗1 et X
∗
τ∗1
are deterministic, and therefore
a central limit theorem cannot be established. In this case, we can only provide
an upper bound on the error of the estimators.
Proposition 4. Let X be a Le´vy process satisfying Condition 2 of Proposition
3, and let f be a real bounded Lipschitz function on R. Then, for every δ > 0,
ε−(1−β−δ)∨−
1
2 {εV ε(f)t −m(f)St} → 0
as ε→ 0, in probability uniformly in t on compacts.
6 Proofs
We give in this section the proofs of the preceding results.
6.1 Proof of Proposition 1
Let (A∗, ν∗, γ∗) denote the characteristic triplet of the limiting process. By
corollary VII.3.6 in [23], in order to prove the convergence in law, we need to
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check that
γε → γ∗; (14)
Aε +
∫
R
h2(x)νε(dx)→ A∗ +
∫
R
h2(x)ν∗(dx); (15)
and
∫
R
f(x)νε(dx)→
∫
R
f(x)ν∗(dx) (16)
for every continuous bounded function f which is zero in a neighborhood of
zero.
Part 1 We first check (14). Using the explicit form of the truncation function,
we get, for ε < 1,
|γε| ≤ ε|γ|+ ε
∫
|x|>1
ν(dx) + ε
∫
ε<x≤1
(x− ε)ν(dx) + ε
∫
−1≤x<−ε
(ε− x)ν(dx).
The convergence of the first two terms to zero is evident; for the third term it is
the consequence of the dominated convergence theorem, because the integrand
ε(x− ε)1ε<x≤1 converges to zero and is bounded from above by x210<x≤1, and
the fourth term is treated similarly to the third one. Therefore, γε → 0 = γ∗.
To prove (15), we observe that Aε → A and moreover∫
R
h2(x)νε(dx) =
∫
|x|≤ε
x2ν(dx) + ε2
∫
|x|>1
ν(dx) + ε2
∫
ε<|x|≤1
ν(dx).
For the first two terms the convergence to zero is evident, and for the last one
we can once again apply the dominated convergence theorem using the fact that
ε21ε<|x|≤1 ≤ x210<|x|≤1.
For the condition (16), assume f(x) = 0 for |x| ≤ δ. Then we can again
decompose∫
R
f(x)νε(dx) = ε2
∫
δε<|x|≤1
f(x/ε)ν(dx) + ε2
∫
|x|>1
f(x/ε)ν(dx),
and apply the dominated convergence theorem to the first term, to show that
the limit is zero.
Part 2 The proof of this part is a minor modification of part 1, so we omit it
to save space.
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Conditions (15) and (16) in parts 3, 4 and 5 To prove (15), we fix η > 0
such that g(x) is bounded on [−η, η]. Then
lim
ε↓0
∫
R
h2(x)νε(dx) = lim
ε↓0
εα
∫
|x|≤η
h2(x/ε)g(x)dx
|x|1+α
= lim
ε↓0
∫
|x|≤η/ε
h2(x)g(εx)dx
|x|1+α =
∫
R
h2(x)ν∗(dx),
where in the last equality we use the dominated convergence theorem. The
condition (16) is shown in a similar manner.
Condition (14) in part 3 Since α > 1 and h is bounded, for every η > 0,
lim
ε↓0
γε = lim
ε↓0
εα−1
∫
|x|≤η
ν(dx)(εh(x/ε) − h(x))
Since g has left and right limit at zero, for every δ > 0 we can choose η < 1
small enough so that |g(x) − c+| < δ for 0 < x ≤ η and |g(x) − c−| < δ for
−η ≤ x < 0. Then, using the explicit form of h,
lim
ε↓0
γε ≤ lim
ε↓0
{∫ η
ε
(c+ − δ)(ε− x)dx
|x|1+α +
∫ −ε
−η
(c+ + δ)(−ε− x)dx
|x|1+α
}
lim
ε↓0
γε ≥ lim
ε↓0
{∫ η
ε
(c+ + δ)(ε− x)dx
|x|1+α +
∫ −ε
−η
(c+ − δ)(−ε− x)dx
|x|1+α
}
Explicit evaluation of these integrals together with the fact that the choice of δ
is arbitrary, yields
lim
ε↓0
γε = − c+ − c−
α(α− 1) ,
and it is easy to check that the third component of the characteristic triplet
of a Le´vy process with Le´vy density (5) equals − c+−c−α(α−1) with the truncation
function h(x) = −1 ∨ x ∧ 1 if and only if it equals zero with h(x) = x.
Condition (14) in part 4 We rewrite γε as
γε = γ +
∫ ∞
0
g(x)− g(−x)
x2
{εh(x/ε)− h(x)}dx
and apply the dominated convergence, using the fact that |εh(x/ε) − h(x)| ≤
h(x).
Condition (14) in part 5 Using the fact that the process has zero drift,
we get γε = εα
∫
R
ν(dx)h(x/ε), and once again, choosing η > 0 such that g is
bounded on [−η, η], we get, by dominated convergence:
lim
ε↓0
γε = lim
ε↓0
εα
∫
|x|≤η
g(x)h(x/ε)dx
|x|1+α = limε↓0
∫
|x|≤η/ε
g(xε)h(x)dx
|x|1+α =
∫
R
h(x)ν∗(dx).
13
6.2 Proof of Proposition 2
Part 1 This will follow if we show that the mapping which to a trajectory
α ∈ D (space of ca`dla`g trajectories) associates (τα1 , α(τα1 )), with τα1 := inf{t ≥
0 : |α(t)| ≥ 1}, is continuous in Skorohod topology. We work component by
component. We start with the first component and study the continuity of the
mapping which to a trajectory α ∈ D associates τα1 . This in turn follows from
Proposition VI.2.11 in [23], provided that we prove that the processes Xε for
every ε and X∗ satisfy two regularity properties:
inf{t ≥ 0 : |Zt| ≥ 1} = lim
δ↓1
inf{t ≥ 0 : |Zt| ≥ δ} (17)
inf{t ≥ 0 : |Zt| ≥ 1} ≤ inf{t ≥ 0 : |Zt−| ≥ 1} (18)
almost surely, where Z stands for Xε or X∗. From the proof of Lemma 7.10
in [26], it follows that property (17) holds for every Le´vy process unless it is
of compound Poisson type, which is excluded by the conditions of Proposition 1.
To show Property (18), we introduce τ = inf{t ≥ 0 : |Zt−| ≥ 1}. Remark
that τ is a stopping time as the hitting time of a Borel set by a ca`gla`d adapted
process (debut theorem). Property (18) may fail only if the process Z creeps
up to the boundary of [−1, 1] and then immediately jumps back inside this do-
main, which happens only if |Zτ−| = 1 and ∆Zτ 6= 0. Introduce the sequence
τn = inf{t ≥ 0 : |Zt−| ≥ 1−1/n}, which satisfies τn ≤ τ . On the set {|Zτ−| = 1}
also τn < τ for all n and it is clear that τn → τ . If |Zτ−| 6= 1 it means that
the level 1 is attained by a jump, and hence |Zτ−| < 1 and τn = τ as soon as
1 − 1/n > |Zτ−| so that also τn → τ . Therefore, by Proposition I.7 in [8], on
the set {|Zτ−| = 1}, ∆Zτ = 0.
The continuity of the second component follows from the proof of Proposition
2.12 in [23] (part c.) together with the inequality (18).
Part 2 We will show that the family (τε1 )ε>0 has a uniformly bounded ex-
ponential moment, which will imply uniform integrability and convergence of
E[(τε1 )
kf(Xετε1 )]. We treat separately Conditions 1, 2 and 3–5 of Proposition 1.
Condition 1 Since any jump ∆Xεt with |∆Xε| ≥ 2 immediately takes the
process Xε out of the domain (−1, 1), the exit time τε1 is dominated by τ˜ε1 :=
inf{t > 0 : |X˜εt | ≥ 1}, where the process X˜ε is obtained from Xε by truncating
all jumps greater than 2 in absolute value. The characteristic exponent of X˜ε
is
ψε(u) = −Au
2
2
+ iuγε +
∫
|x|<2
(eiux − 1− iux)νε(dx),
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where for simplicity we have assumed that the truncation function satisfies
h(x) = x for |x| < 2. This can be rewritten as
ψε(u) = −Au
2
2
+ iuγε +
∫
|x|<2ε
ε2(eiux/ε − 1− iux/ε)ν(dx) := −Au
2
2
+ ψ˜ε(u),
and it is easily seen that
|ψ˜ε(u)| ≤ |γε||u|+ |u|
2
2
e2|u|
∫
|x|<2ε
x2ν(dx), u ∈ C.
Since γε → 0 as ε → 0 (see the proof of Proposition 1), we can find ε0 > 0
such that for all ε < ε0 and for all u ∈ C with |u| = 12 , 2A |ψ˜ε(u)| < 18 . From
this bound we deduce: ℑψε(eipi/12/2) ≤ 0 and ℑψε(e−ipi/12/2) ≥ 0. From the
continuity of ψε it follows that there exists θ ∈
[− pi12 , pi12] such that u∗ := eiθ/2
satisfies ℑψε(u∗) = 0 and ℜψε(u∗) ∈ [− 3A12 ,− A16 ].
Consider now the (complex) exponential martingaleM εt = e
iu∗X˜εt−tψε(u
∗). Since
|X˜ετ˜ε1∧t| ≤ 3, we get that E[M
ε
τ˜ε1
] = 1, and taking the real part,
E[e−τ˜
ε
1ψε(u
∗)] ≤ e
3|u∗|
cos(3|u∗|) =
e3/2
cos(3/2)
,
which implies
E[e
A
16
τ˜ε1 ] ≤ e
3/2
cos(3/2)
for all ε < ε0.
Condition 2 Without loss of generality let γ0 > 0. We use the Le´vy-Itoˆ
decomposition of X :
Xt = γ0t+
∫ t
0
∫
R
zJ(ds× dz),
where J is the jump measure of X , and we denote
X˜t :=
∫ t
0
∫
|z|<2ε
zJ(ds× dz).
Since any jump ∆X with |∆X | ≥ 2ε immediately takes the process Xε out of
the domain (−1, 1), for every k > 1
P
[
τε1 >
k
γ0
]
≤ P
[
γ0t+ X˜t ∈ (−ε, ε), ∀t ≤ kε
γ0
]
≤ P
[
|X˜ kε
γ0
| > ε(k − 1)
]
.
Since X˜ has bounded jumps, all its exponential moments are finite, and therefore
for all α > 0, β > 0 and t > 0,
P
[
|X˜t| ≥ α
]
≤ e−αβE
[
eβ|X˜t|
]
≤ e−αβ exp
(
t
∫
|z|<2ε
(eβ|z| − 1)ν(dz)
)
.
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Taking α = ε(k − 1), β = 1ε and t = kεγ0 yields
P
[
|X˜ kε
γ0
| > ε(k − 1)
]
≤ e1−k exp
(
kε
γ0
∫
|z|<2ε
(e|z|/ε − 1)ν(dz)
)
≤ e1−k exp
(
ke2
γ0
∫
|z|<2ε
|z|ν(dz)
)
.
SinceX is a finite variation process,
∫
|z|≤1
|z|ν(dz) <∞ and limε↓0
∫
|z|<2ε
|z|ν(dz),
which means that there exist ε0 > 0, and two constants c > 0 and C > 0 such
that for all ε ≤ ε0 and all k > 1,
P
[
τε >
k
γ0
]
≤ Ce−ck,
which ensures the uniform integrability.
Conditions 3–5 For T > 0, the event {τε1 > T } occurs only if the process
Xε does not have any jumps greater or equal to 2 in absolute value on [0, T ].
Therefore,
P [τε1 > T ] ≤ exp{−Tεαν((−∞,−2ε] ∪ [2ε,+∞))}.
On the other hand,
εαν((−∞,−2ε] ∪ [2ε,+∞)) =
∫ −2
−∞
g(εx)dx
|x|1+α +
∫ +∞
2
g(εx)dx
|x|1+α
is uniformly bounded from below because g has right and left limits at zero, at
least one of which is positive.
6.3 Proof of Proposition 3
Part 1 We first prove the rate of convergence for the first exit time. Let
u(x) := Ex[τ∗1 ] =
1−x2
2A 1|x|≤1.Then,
E[τε1 − τ∗1 ] = E[u(Xετε1 ) + τ
ε
1 − u(0)].
By Itoˆ formula (whose application can be justified, e.g., by regularizing the
function u),
u(Xετε
1
) + τε1 − u(0) =
∫ τε1
0
u′(Xεt−)dX
ε
t +
∫ τε1
0
(
A
2
u′′(Xεt ) + 1
)
dt
+
∑
t≤τε1 :∆X
ε
t 6=0
(u(Xεt )− u(Xεt−)−∆Xεt u′(Xεt−))
=
∫ τε1
0
u′(Xεt−)dX
ε
t
+
∑
t≤τε1 :∆X
ε
t 6=0
(u(Xεt )− u(Xεt−)−∆Xεt u′(Xεt−)),
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where we used the fact that A2 u
′′ + 1 = 0. Taking the expectation, using the
boundedness of u and u′ and the fact that the jumps of X have finite variation,
we get:
E[τε1 − τ∗1 ] = E
[
−εγ0
A
∫ τε1
0
Xεt dt+
∫ τε1
0
∫
R
{u(Xεt + z)− u(Xεt )}νε(dz)dt
]
,
where γ0 = γ −
∫
R
h(x)ν(dx) is the drift of X . Since the limiting process X∗
is continuous in this case, using the Skorokhod representation theorem together
with the fact that the convergence in Skorokhod topology implies convergence
in the local uniform topology (see Theorem VI.1.17 in [23]), we get,
∫ τε1
0
Xεt dt→
∫ τ∗1
0
X∗t dt
in law as ε→ 0. Since τε1 is uniformly integrable and |Xεt | ≤ 1 before τε1 , also,
lim
ε↓0
E
[∫ τε1
0
Xεt dt
]
= E
[∫ τ∗1
0
X∗t dt
]
= 0,
because X∗ is a Brownian motion which is a symmetric process. For the second
term under the expectation, we get:
ε−1E
[∫ τε1
0
∫
R
{u(Xεt + z)− u(Xεt )}νε(dz)dt
]
= E
[∫ τε1
0
∫
R
ε{u(Xεt + z/ε)− u(Xεt )}ν(dz)dt
]
which can be shown to go to zero using the boundedness of u and u′.
To compute the convergence rate of the overshoot, we proceed along the same
lines, with the function u now defined by u(x) = f(x) for |x| ≥ 1 and u(x) = f(1)
for |x| < 1.
Part 2 Once again, we start with the first exit time. Without loss of generality,
assume γ0 > 0. In this case, τ
∗
1 =
1
γ0
. The process Xε exits the interval (−1, 1)
a.s. in finite time, and we denote by U ⊂ Ω the set of trajectories on which it
exits through the upper barrier. Then,
E[τε1 ]− E[τ∗1 ] = E[(τε1 − 1/γ0)1U ] + E[(τε1 − 1/γ0)1Uc ]
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and we analyze the two terms separately. For the first term,∣∣E[(τε1 − 1/γ0)1U ]∣∣ = 1γ0
∣∣E[(Xετε1 − 1− ∑
t≤τε1
∆Xεt
)
1U
]∣∣
≤ 1
γ0
E
[ ∑
t≤τε1
|∆Xεt | ∧ 2
]
= E[τε1 ]
∫
R
(|x| ∧ 2)νε(dx)
= E[τε1 ]ε
∫
R
(|x/ε| ∧ 2)ν(dx),
where the inequality is due to the fact that on U , |Xετε1 − 1| ≤ ∆Xετε1 . Then,
ε
∫
R
(|x/ε| ∧ 2)ν(dx) = 2ε
∫
|x|>2ε
ν(dx) +
∫
|x|≤2ε
|x|ν(dx)
≤ (2ε)1−β
∫
|x|>2ε
(|x|β ∧ 1)ν(dx) + (2ε)1−β
∫
|x|≤2ε
|x|βν(dx),
from which the result for the first term follows.
To treat the second term, we first estimate the probability of the set U c. If∑
t≤2/γ0
|∆Xεt | ≤ 1 then the process Xε surely exits from the interval (−1, 1)
through the upper barrier before time 2/γ0. Therefore, by the Markov inequal-
ity,
P [U c] ≤ P [ ∑
t≤2/γ0
|∆Xεt | > 1
]
≤ P [ ∑
t≤2/γ0
|∆Xεt |1|∆Xεt |≤1 > 1
]
+ P
[∃t ∈ [0, 2/γ0] : |∆Xεt | > 1]
≤ E[ ∑
t≤2/γ0
|∆Xεt |1|∆Xεt |≤1
]
+ 1− exp ( 2
γ0
νε((−∞,−1) ∪ (1,∞)))
≤ 2
γ0
∫
|x|≤1
xνε(dx) +
2
γ0
∫
|x|>1
νε(dx)
=
2
γ0
∫
|x|≤ε
xν(dx) +
2ε
γ0
∫
|x|>ε
ν(dx) = O(ε1−β).
The estimate for E[(τε1 − 1/γ0)1Uc ] now follows by Cauchy-Schwarz inequality
and Proposition 2.
We now move to the convergence rate for the overshoot. Let u(x) = f(x)
for |x| ≥ 1 and u(x) = f(−1)+ x+12 (f(1)− f(−1)) for |x| < 1. Applying the Itoˆ
formula to f(Xετε1 ) and taking the expectation, we get
E[f(Xετε1 )− f(X
∗
τ∗1
)] = E[f(Xετε1 )− f(1)]
=
f(1)− f(−1)
2
γ0{E[τε1 ]− E[τ∗1 ]}+ E
[∫ τε1
0
∫
R
{f(Xεs + z)− f(Xεs )}νε(dz)ds
]
,
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from which the result follows using the boundedness and the Lipschitz property
of f and the convergence rate of the first exit time obtained above.
Part 3 Again, we start with the exit time.
Step 1. Let ξ ∈ (0, 1) such that c < g(x) < C for two constants c and C with
0 < c < C <∞ and all x : |x| ≤ ξ. Let g¯ be such that g¯(x) = g(x) for all x with
|x| ≤ ξ and c < g(x) < C for all x, let ν¯(dx) := g¯(x)|x|1+α dx and let J¯ be a Poisson
random measure with intensity ν¯(dx) × dt independent from J . We define the
processes X¯ and Xˆ by
X¯t :=
(
γ −
∫
|x|>ξ
h(x)ν(dx)
)
t+
∫ t
0
∫
|x|≤ξ
xJ˜(ds× dx) +
∫ t
0
∫
|x|>ξ
xJ¯(ds× dx),
Xˆt :=
(
γ −
∫
|x|>ξ
h(x)ν(dx)
)
t+
∫ t
0
∫
|x|≤ξ
xJ˜(ds× dx).
Let X¯εt := ε
−1X¯εαt, Xˆ
ε
t := ε
−1Xˆεαt and let τ¯
ε
1 and τˆ
ε
1 be the corresponding first
exit times. By construction, if ε ≤ ξ/2, τε1 ≤ τˆε1 and if τε1 < τˆε1 then τε1 is the
time of the first jump of J which is greater than ξ in absolute value; the same
statement holds if τε1 is replaced with τ¯
ε
1 . Let µ
ε be the law of τˆε1 . It follows
that ∣∣E[τ¯ε1 − τε1 ]∣∣ ≤ E[τˆε1 − τε1 ] + E[τˆε1 − τ¯ε1 ]
≤
∫ ∞
0
µε(dt)t
(
1− e−tεαν({x:|x|>ξ})
)
+
∫ ∞
0
µε(dt)t
(
1− e−tεαν¯({x:|x|>ξ})
)
≤ εα(ν({x : |x| > ξ}) + ν¯({x : |x| > ξ}))
∫ ∞
0
t2µε(dt)
= εα(ν({x : |x| > ξ}) + ν¯({x : |x| > ξ}))E[(τˆε1 )2].
Applying the Proposition 2 to the process Xˆε, we get that E[(τˆε1 )
2] is bounded,
and therefore,
∣∣E[τ¯ε1 − τε1 ]∣∣ = O(εα).
Step 2. In view of Step 1, it is sufficient to show that
lim
ε↓0
ε−α/2(E[τ¯ε1 ]− E[τ∗1 ]) = 0.
Let Pε be the probability measure under which the canonical process, denoted
by X , follows the same law as X¯ε, and P∗ be the probability measure under
which X follows the same law as X∗ By Theorem 33.2 in [38], the restrictions
of Pε and P∗ on every finite interval [0, T ] are equivalent with density given by
dPε
dP∗
|FT = F εT = E(Uε)T , UεT =
∫ T
0
∫
R
(eφε(x) − 1)J˜P∗(dt× dx),
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where J˜P
∗
is the compensated jump measure of X under P∗, E denotes the
Dole´ans-Dade exponential, and φε(x) := g¯(εx)c+1x>0+c−1x<0 .
We denote by τ1 the first exit time of the canonical process out of the interval
(−1, 1) and by Eε and E∗ the expectations under the corresponding probabil-
ities. Let q ∈ (1 ∨ α/θ, 2) and p such that 1q + 1p = 1. Then by the monotone
convergence theorem and Ho¨lder’s inequality,
|Eε[τ1]− E∗[τ1]| = |E∗[τ1(F ετ1 − 1)]| ≤ E∗[(τ1)p]1/pE∗[|F ετ1 − 1|q]1/q
The first factor does not depend on ε and is clearly finite (τ∗1 has an exponential
moment). As for the second factor, since F εt −1 is a P∗-martingale starting from
zero, by the Burkholder-Davis-Gundy inequality we get,
E∗[|F ετ1 − 1|q] ≤ CE∗
[
[F ε]q/2τ1
]
= CE∗
[( ∑
t≤τ1:∆Uεt 6=0
(F εt−)
2(∆Uεt )
2
)q/2]
≤ CE∗[ ∑
t≤τ1:∆Uεt 6=0
(F εt−)
q(∆Uεt )
q
]
= CE∗
[ ∫ τ1
0
(F εt )
qdt
] ∫
R
(eφε(x) − 1)qν∗(dx).
The second factor satisfies∫
R
(
eφε(x) − 1
)q
ν∗(dx) = εα
∫
R
(
eφ1(x) − 1
)q
ν∗(dx) = O(εα)
by the Ho¨lder property of g. For the first factor we get:
E∗
[∫ τ1
0
(F εt )
qdt
]
≤ E∗[τ1] + E∗
[∫ τ1
0
(F εt )
2dt
]
= E∗[τ1] +
∫ ∞
0
E∗[(F εt )
21t≤τ1 ]dt = E
∗[τ1] +
∫ ∞
0
Eε[F εt 1t≤τ1 ]dt
To get rid of the stochastic exponential in the last expression, we would like
to make another change of probability measure. Since F ε is not a martingale
under Pε, we represent it as
F εt = F¯
ε
t exp
(
tCε
)
,
where F¯ ε is the Dole´ans-Dade exponential of
U¯εt =
∫ t
0
∫
R
(eφε(x) − 1)J˜P ε(dt× dx),
and
Cε =
∫
R
(
(eφε(x) − 1)φε(x)− eφε(x) + 1
)
ν∗(dx)
= εα
∫
R
(
(eφ1(x) − 1)φ1(x)− eφ1(x) + 1
)
ν∗(dx) = O(εα).
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Then,
E∗
[∫ τ1
0
(F εt )
qdt
]
≤ E∗[τ1] + E¯ε[eτ1Cε ],
where E¯ε denotes the expectation under the probability P¯ε such that dP¯
ε
dPε |Ft =
F¯ εt . Since Cε → 0 and ε→ 0 and τ1 has an exponential moment under P¯ε (the
arguments in the proof of Proposition 2), we conclude that the first factor in
(6.3) is finite. Combining this with (6.3), the proof is completed.
Let us now turn to the convergence rate for the overshoot. We follow the same
steps as above. In step 1, we get, using the boundedness of f ,
|E[f(X¯ετ¯ε1 )]− E[f(X
ε
τε1
)]| ≤ C{P [τε1 < τˆε1 ] + P [τ¯ε1 < τˆε1 ]} = O(εα).
The rest of the proof is carried out in the same way, with some simplifications
due to the boundedness of f ; for example, the Ho¨lder inequality in (6.3) is not
needed.
6.4 Proof of Theorem 1
Introduce an auxiliary sequence of times (σεi )i≥0 via σ
ε
0 = 0 and σ
ε
i+1 = inf{t >
σεi : |Xt −Xσεi | ≥ ε} for i ≥ 1. The corresponding counting process is denoted
by M εt =
∑
i≥1 1σi≤t, and it clearly satisfies V
ε(1)t = M
ε
St
for all t. We first
treat the convergence of the process M εt .
Step 1. Define the process
Zεt =
[ε−αt]∑
i=1
(σεi − σεi−1),
where [x] stands for the integer part of x. We first show that Zεt → tE[τ∗1 ] in
probability for all t. For every ∆ > 0,
P
[|Zεt − tE[τ∗1 ]| > ∆] ≤ P [|Zεt − E[Zεt ]| > ∆2
]
+ 1|E[Zεt ]−tE[τ∗1 ]|>∆2
.
The second term converges to zero because E[Zεt ] = [ε
−αt]E[σε1] = ε
α[ε−αt] ×
ε−αE[σε1] → tE[τ∗1 ] by Proposition 2. For the second term, Chebyshev’s in-
equality yields:
P
[|Zεt − E[Zεt ]| > ∆2 ] ≤ 4VarZt∆2 = 4[ε
−αt]Varσε1
∆2
→ 0,
because by Proposition 2, ε−2αVar σε1 → Var τ∗1 as ε→ 0.
Step 2. We next show that the convergence takes place uniformly on compact
sets in t. Recall first Dini’s theorem which states that a deterministic sequence
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of nonnegative increasing functions on R+ converging pointwise to a continuous
function also converges locally uniformly. Now we use the fact that proving
convergence in probability is equivalent to prove that from any subsequence,
one can extract another subsequence converging almost surely. This together
with Dini’s theorem and the pointwise convergence in Step 1 gives
Zεt
ucp→ tE[τ∗1 ], as ε→ 0.
Step 3. Our next objective is to deduce the ucp convergence ofM from that of
Z. Let ∆ > 0, T > 0 and M¯ > T/E[τ∗1 ]. Since Z
ε
Mεt ε
α ≤ t and Zε(1+Mεt )εα > t,
we have
P [sup
t≤T
|εαM εt E[τ∗1 ]− t| > ∆]
is smaller than
P [sup
t≤T
{εαM εt E[τ∗1 ]− ZεMεt εα} > ∆] + P [sup
t≤T
{Zε(1+Mεt )εα − ε
αM εt E[τ
∗
1 ]} > ∆].
Thus, for ε small enough, there exists some c > 0 such that this is also smaller
than
2P [M εT > M¯ε
−α] + 2P
[
sup
s≤M¯+c
|Zεs − sE[τ∗1 ]| > ∆− E[τ∗1 ]εα,M εT ≤ M¯ε−α
]
≤ 2P [ZεM¯ ≤ T ] + 2P
[
sup
s≤M¯+c
|Zεs − sE[τ∗1 ]| > ∆/2].
Since M¯ > T/E[τ∗1 ], the convergence of Z
ε
M¯
to M¯E[τ∗1 ] implies that P [Z
ε
M¯
≤ T ]
goes to zero. This together with the ucp convergence of Zεt in Step 3 gives
εαM εt E[τ
∗
1 ]
ucp→ t, as ε→ 0.
Step 4. Define the process
Z˜εt (f) = ε
α
[ε−αt]∑
i=1
f
(
ε−1(Xσεi −Xσεi−1)
)
.
As in Step 1, we easily show using Proposition 2 that for t > 0,
Z˜εt (f)→ tE[f(X∗τ∗1 )],
in probability.
Step 5. Following Step 2, we obtain
Z˜εt (f)
ucp→ tE[f(X∗τ∗1 )], as ε→ 0
applying Dini’s theorem separately for the positive and negative parts of f .
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Step 6. Let ∆ > 0 and η > 0. Since εαM εt E[τ
∗
1 ] tends ucp to t, for big enough
ε,
P [sup
t≤T
|εαM εt E[τ∗1 ]E[f(X∗τ∗1 )]− tE[f(X
∗
τ∗1
)]| > ∆/2] ≤ η.
Thus,
P [sup
t≤T
|Z˜εεαMεt (f)E[τ
∗
1 ]− tE[f(X∗τ∗1 )]| > ∆]
is smaller than
P [sup
t≤T
|Z˜εεαMεt (f)E[τ
∗
1 ]− εαM εt E[τ∗1 ]E[f(X∗τ∗1 )]| > ∆/2] + η.
Following the same lines as in Step 3, we eventually obtain
Z˜εεαMεt (f)
ucp→ m(f)t, as ε→ 0.
Step 7. Finally we write
P
[
sup
t≤T
|εαV ε(f)t −m(f)St| > δ
]
= P
[
sup
t≤T
|Z˜εεαMε
St
(f)−m(f)St| > δ
]
≤ P [ sup
t≤T
|Z˜εεαMε
St
(f)−m(f)St| > δ, ST ≤ T ∗
]
+ P [ST > T
∗].
Choosing first T ∗ large enough to make P [ST > T
∗] small, we can then take ε
small enough to make the first term small as well. This completes the proof.
6.5 Proof of Theorem 2
In this proof, we assume without loss of generality that the function f1 is con-
stant such that f1(x) = 1.
Step 1. Let R¯εt = (R¯
ε
t,1, . . . , R¯
ε
t,d) be defined by
R¯εt,j = ε
−α/2
(
Z˜εεαMεt (fj)− tm(fj)
)
.
It is in fact sufficient to show that R¯ε tends to B. Indeed, in that case, the
sequence (R¯ε, S) is C−tight (see Corollary VI.3.33 in [23]). Using the indepen-
dence of S, we obtain the convergence of finite dimensional law and finally the
convergence in law of (R¯ε, S) to (B,S). Now using Skorohod representation
theorem, we can place ourselves on the probability space on which this conver-
gence holds almost surely in Skorohod topology. We conclude using the fact
that for x in the d dimensional Skorohod space and y an increasing function
the 1 dimensional Skorohod space function, the application (x, y) → (x ◦ y) is
continuous at continuous (x, y) in Skorohod topology.
Step 2. In this step we study the convergence of the process Lεt = (L
ε
t,1, . . . , L
ε
t,d)
defined by
Lεt,j = ε
−α/2
(
Z˜εt/E[τ∗1 ](fj)−m(fj)Z
ε
t/E[τ∗1 ]
)
.
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We write
Lεt,j =
[t/(E[τ∗1 ]ε
α)]∑
i=1
ξεi,j ,
with
ξεi,j = ε
α/2fj
(
ε−1(Xσεi −Xσεi−1)
)− ε−α/2m(fj)(σεi − σεi−1).
Using that {
ε−1(Xσεi −Xσεi−1), σεi − σεi−1
}
and {Xετε
1
, εατε1} have the same law, we get
E[ξεi,j ] = ε
α/2
(
E[fj(X
ε
τε1
)]−m(fj)E[τε1 ]
)
= εα/2
(
E[fj(X
ε
τε1
)]− E[fj(X∗τ∗1 )] +m(fj)(E[τ
∗
1 ]− E[τε1 ])
)
and for 1 ≤ j, k ≤ d,
E[ξεi,jξ
ε
i,k] = ε
αE
[(
fj(X
ε
τε1
)−m(fj)τε1
)(
fk(X
ε
τε1
)−m(fk)τε1
)]
.
Moreover, for some positive constant c,
E[(ξεi,j)
4] ≤ cε2α.
From the specific assumptions on X for Theorem 2, we get
[t/(E[τ∗1 ]ε
α)]∑
i=1
E[ξεi,j ]→ 0.
Now, using Proposition 2, we obtain
[t/(E[τ∗1 ]ε
α)]∑
i=1
(
E[ξεi,jξ
ε
i,k]− E[ξεi,j ]E[ξεi,k]
)→ (t/E[τ∗1 ])Cj,k
with
Cj,k = Cov[fj(X
∗
τ∗1
)−m(fj)τ∗1 , fk(X∗τ∗1 )−m(fk)τ
∗
1 ].
Using a usual theorem on the convergence of triangular arrays, see Theorem
VIII.3.32 in [23], we obtain that Lε converges in law to a continuous cen-
tered Rd−valued Gaussian process with independent increments B such that
E[Bt,jBt,k] = (t/(E[τ
∗
1 ])Cj,k.
Step 3. We introduce two families of time changes converging ucp to identity:
ηεt = ε
αM εt E[τ
∗
1 ] and η¯
ε
t = ε
α(1+M εt )E[τ
∗
1 ]. Since the ucp convergence implies
the convergence in law in the Skorohod space, the sequences ηεt and η¯
ε
t are C-
tight. The sequence Lεt being also C-tight, the sequence of d + 2-dimensional
processes (Lεt , η
ε
t , η¯
ε
t ) is C-tight. Since the time changes converge to deterministic
limits, we also get the finite dimensional convergence of the preceding sequence
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which implies its convergence in law in the Skorohod space for the Skorohod
topology.
By the Skorohod representation theorem, we can place ourselves on the prob-
ability space on which Lε → B, ηεt → t and η¯εt → t almost surely in Skorohod
topology. Using again the continuity of composition by time change at contin-
uous limits, we get that Lεηεt → Bt and Lεη¯εt → Bt. Since Bt is continuous, this
implies Lεηεt − Lεη¯εt → 0 and so, using that f1(x) = 1,
εα/2 + ε−α/2
(
m(f1)(Z
ε
εα(Mεt +1)
− ZεεαMεt )
)→ 0,
which gives
ε−α/2(ZεεαMεt − Z
ε
εα(Mεt +1)
)→ 0.
This also implies the convergence for the local uniform topology (see Theorem
VI.1.17 in [23]). Since by construction ZεMεt εα ≤ t and Zε(1+Mεt )εα > t we get
|ZεεαMεt − t| ≤ |Z
ε
εαMεt
− Zεεα(Mεt +1)|.
Thus,
ε−α/2(ZεεαMεt − t)→ 0.
Eventually, we use that R¯εt = L
ε
ηεt
+ γεt , with
γεj,t = m(fj)ε
−α/2(ZεεαMεt − t).
Since γεt → 0, the result follows.
6.6 Proof of Proposition 4
The idea is to repeat the proof of Theorem 1, using sharper estimates (7) et (8)
to obtain the convergence rate. We only give the sketch of the proof.
Define the process
Uεt = ε
−(1−δ−β)∨−1
2


[ε−1t]∑
i=1
(σεi − σεi−1)− tE[τ∗1 ]

 .
We recall that in our setting τ∗1 is deterministic, but we stick to the notation of
the proof of Theorem 1. Then,
Uεt = ε
−(1−δ−β)∨− 1
2


[ε−1t]∑
i=1
(σεi − σεi−1)− [ε−1t]E[σε1]


+ε−(1−δ−β)∨−
1
2
{
ε[ε−1t]E[τε1 ]− tE[τ∗1 ]
}
.
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The bound (7) implies that the terms in the second line converge to zero uni-
formly in t on compacts. The terms in the first line, by Kolmogorov’s inequality,
satisfy
P

sup
t≤t0
ε−(1−δ−β)∨−
1
2
∣∣∣∣∣∣
[ε−1t]∑
i=1
(σεi − σεi−1)− [ε−1t]E[σε1]
∣∣∣∣∣∣ ≥ λ


≤ 1
λ2
ε−2(1−δ−β)∨−1[ε−1t0]Var σ
ε
1 ≤
t0
λ2
Var τε1 ,
which converges to zero as ε → 0 because E[τε1 ] → E[τ∗1 ], E[(τε1 )2] → E[(τ∗1 )2]
and τ∗1 is deterministic. We have therefore shown that U
ε ucp−−→ 0.
Now we repeat the arguments of step 3 of the proof of Theorem 1 to show that
ε−(1−δ−β)∨−
1
2 {εM εtE[τ∗1 ]− t}
ucp−−→ 0.
Finally, we define
U˜εt (f) = ε
−(1−δ−β)∨−1
2


[ε−1t]∑
i=1
(f(ε−1(Xσεi −Xσεi−1))− tE[f(X∗τ∗1 )]

 .
and show that U˜ε(f)
ucp−−→ 0 using the same argument as above. The proof can
then be completed by repeating the steps 5–7 of the proof of Theorem 1 with
the process Z˜ε(f) replaced by U˜ε(f).
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