Abstract. Decision tree methods generally suppose that the number of categories of the attribute to be predicted is fixed. Breiman et al., with their Twoing criterion in CART, considered gathering the categories of the predicted attribute into two superclasses. In this paper, we propose an extension of this method. We try to merge the categories in an optimal unspecified number of superclasses. Our method, called Arbogodaï, allows during tree growing to group categories of the target variable as well as categories of the predictive attributes. At the end, the user can chose to generate either a set of single rules or or a set of multi-conclusion rules that provide interval like predictions.
Introduction
Induction trees are among the most popular supervised methods proposed in the literature. They are appreciated for the simplicity and the high efficacy of the algorithms, for their ease of use and for the easily interpretable results they provide. Hastie et al. [3] , p. 313, designate them as the learning tool that comes closest to the requirements of an "off-the-shelf" method.
Many induction trees methods have been proposed so far in the literature. Some like ID3 [6] , C4.5 [7] and CHAID [4, 5] build n-ary trees, others like CART [2] produce binary trees or, like SIPINA and Branching Programs [11, 12] , latticed graphs that generalize trees by allowing the merging of nodes.
All these methods were originally intended for categorical attributes and require therefore that quantitative variables be discretized. This discretization can be done at once before growing the tree. Most of the tree growing methods, nevertheless, handle quantitative variables in an automatic manner by dynamically choosing the optimal discretization thresholds at each node. Some methods also attempt to reduce the number of categories of nominal attributes by partitioning them into a smaller number of classes. CART, for example, merges the categories into two new superclasses at each new split. This has the advantage of avoiding to uselessly increase the number of nodes. Indeed, the higher the number of nodes, the greater are the chances that some of them will have too few cases to get reliable estimates of the response classes probabilities.
There are two main ways for partitioning the values of the predictive attributes. The first is for instance a characteristic feature of CHAID [4] . At each node, the local discriminating power of each categorical attribute is tested using all possible partitions of its values. Partitions in two or more groups are explored. Thus, for each split, a predictor is selected simultaneously with its locally best partition.
The second strategy is used for instance by Breiman et al. [2] in their CART method. At each node, CART looks only for the best bi-partition of each predictor. It generates thus only binary trees. With their Twoing criterion, the authors of CART propose however also a strategy that extends their principle to the response variable. When the response is multi-valued, using Twoing is equivalent to seek, for every predictor, simultaneously the best bi-partition of its values and the best bi-partition of the response values. The Twoing is the value of the Gini impurity for the best couple of bi-partitions and is used for selecting the split variable at each node.
In this paper, we extend the principle of a simultaneous search of a double bipartition. We combine the CHAID and CART approaches. Like CHAID we look at each step for the best not necessarily binary partition of the attributes. Like CART with Twoing we explore also the partitioning of the values of the target variable. Unlike CART, we do not, however, restrict ourself to bi-partitions. At each step we look for the simultaneous grouping of the predictor values and of the target variable values that optimizes the chosen criterion. We make use here of results given in [9, 10] . This gives rise to a new induction tree method that we call Arbogodaï. This kind of tree is characterized by a number of value classes of the target variable that varies from one node to the other. It is dynamically determined at each new split. When the majority class in a leaf contains several response values, the corresponding prediction rule becomes a multiple conclusion rule. For instance, we can get a rule like "a female customer aged between 30 and 40 with a monthly income ranging form 4000 to 5000 euros will chose a red or blue car". Indeed, we can easily compute which of the two colors is more frequent in the leaf. Hence, we can also derive classical simple rules. With Arbogodaï, the user has the possibility to chose the kind of rule that best suits her needs.
The paper is organized as follows. Section 2 introduces the notations and recalls the basic induction tree concepts. Section 3 discusses the optimal reduction of the crosstable that crosses at each node the target variable with the predictive attribute. Then Section 4 introduces the Arbogodaï algorithm that looks for such an optimal reduction when testing the attributes at each new node. In section 5, we specify the mutiple conclusion nature of the induced rules and propose adapted error rates for Arbogodaï trees. We report also experimentations that attempt to compare the generalization performances of Arbogodaï with other tree algorithms. Finally, in Section 6 we make some concluding remarks.
Principle of Induction Trees and Notations
Let Ω be the population concerned by the learning problem. The profile of any member ω of Ω is described by p variables, X 1 , . . . , X p , called either exogenous variables, predictive attributes or predictors. These variables can be qualitative or quantitative. The set of values taken by X j is denoted by X j . We consider also a target attribute C, sometimes called response, endogenous or dependent variable, and designate by C the set of response values. Like the X j 's, C can be qualitative or quantitative. Since the attributes X j and the target variable C take only a finite number of different values in a given dataset, the sets X j and C are finite. We denote by m j the number of different values taken by the attribute X j and by the number of different response values c i . Thus, C = {c 1 , . . . , c }. The goal of induction trees is then to generate a model φ(X 1 , . . . , X p ) in the form of a decision tree for predicting the value of C from the knowledge of the values taken by the predictive attributes. The tree φ is induced from a training sample Ω L ⊂ Ω.
The growing process of the tree is quite simple. As illustrated in Figure 1 , the set Ω L is iteratively split by means of, at each step, one of the predictive attributes X 1 , . . . , X p . The goal is to get distributions among the values of the target variable that are as different as possible. The leaves of the trees obtained at each step t of the growing process define a partition S t of Ω L that becomes finer and finer with t. The root of the tree corresponds to the trivial partition S 0 = {Ω L }. The tree given in Figure 1 partitions Ω L in three subsets corresponding to the nodes s 2 , s 3 and s 4 . In leaf s 3 for example, we have the set of cases of Ω L that take values X 1 = male and X 2 < 5000. At step t, the partition S t is derived from the previous one S t−1 by seeking the best leaf-attribute couple (s k , X j ), i.e. that for which the splitting of s k ∈ S t−1 according to the values of X j maximizes the gain of information on the target variable between S t−1 and S t . The gain of information is usually measured as the reduction in uncertainty for the target variable or as the increase in the strength of association between the partition and the target variable. The growing process stops when the criterion can no longer be improved or when some stopping criterion is reached.
Let n be the grand total of cases, n ik the number of cases with value c i for the target variable in the class (leaf) s k of the partition S, n .k the total number of cases in leaf s k , n i. the total number of cases with value c i . The corresponding observed frequencies are denoted respectively by f ik , f .k and f i. , and f i|k = n ik /n .k stands for the conditional frequency of value c i in the leaf s k . 
At any node s of a tree, an attribute X j defines a partition of the cases in s. This partition is described by the columns of the × m j contingency table ( Table 1 ) that crosses the target variable (rows) with X j (columns).
The criteria used to measure the gain of information brought by a split defined by X j are computed from this table. For instance, some methods try to maximize the reduction in uncertainty as measured by entropies. In this case, the uncertainty after the split is defined as the weighted mean of the uncertainty of the columns of the contingency Table 1 I
where h() is, for example, the Shannon entropy, − i=1 f i|k log 2 f i|k , or the quadratic entropy, also known as the Gini diversity index
Alternatively, some methods like CHAID, optimize the strength or the statistical significance of the association between the resulting partition (columns of Table 1 ) and the target variable (rows of Table 1 ).
Optimal Reduction of a Contingency Table
Let us recall that CHAID tries, at each step, to merge the columns of crosstables like Table 1 to find the best grouping of values for each candidate attribute, i.e. the grouping that optimizes the criterion. CHAID makes no change, however, on the values of the target variable. Arbogodaï, like the Twoing approach in CART, considers merging both columns and rows. Unlike the Twoing rule that looks for the best solution among 2 × 2 tables only, we seek however the best cross-partition without constraints on the number of rows and columns. This section discusses this issue. First, we motivate the approach by showing that the best n-ary split can sometimes be missed by successive binary splits. Then, we examine strategies for determining the best simultaneous partition of the rows and the columns. We show that the search of the optimal solution becomes rapidly untractable when the number of values of the predictive and/or target variable exceeds 5 or 6. This leads us to use a heuristic to get a quasi-optimal solution.
Motivation of n-ary Partitions
Consider the crosstable of Table 2 . The best bi-partition of its columns is S bin = {{a, b}, {d, e}}, whether we use the Gini, the Twoing, the significance of Pearson's Chi-Squares or an association measure like the t of Tschuprow. Now, the best 3 way partition is S 3way = {{a}, {b, d}, {e}} with any of the criteria except Twoing which is not applicable. Clearly S 3way cannot be obtained by splitting the classes of S bin . This proves that multiple binary partitions are not equivalent to n-ary partitions and can sometime miss optimal solutions. The merging of response values is different in nature from that of predictive attributes. Indeed, the partition of the response values does not translate into a split of the node. Considering such mergings in the optimization process merits therefore some further justification. This is given by simply extending the argument of Breiman et al. ( [2] , p. 105) who argue that searching for superclasses (the groups of the partitions of the response values) provides strategic information on the similarities of responses. When two or more responses, red car and blue car for example, are almost equally frequent it may be a better strategy to predict that the customer will buy a red or a blue car than explicitly a red one. Simultaneously, it may be useful to know that yellow and pink colors are much less improbable than all other non red and non blue proposed colors. There is thus no reason to limit the argument to two superclasses only. Multi-superclasses provide a more refined strategic information.
Optimal Reduction
Let T s (C, X j ) denote the contingency table obtained by crossing the target variable C with the predictive attribute X j at a given node s of the tree. From here on we shall drop the subscripts j and s when there is no ambiguity. Our objective is to seek the couple of partitions that produces the table T(C, X) with maximal row-column association θ. We write the association criterion as θ(C, X ) to make it clear that it varies with the partitioning of the values of C and X. Let us recall that X stands for the set of distinct values of X in the concerned population, and C for the set of distinct values of the target variable C.
We have to distinguish between ordered and unordered sets X and C. In the unordered case, i.e. for nominal attributes, we denote respectively by P x and P c the sets of possible partitions of X and C. In the ordered case, i.e. for ordinal or quantitative attributes, only the merging of adjacent categories is allowed. We denote by A x and A c the sets of such allowed partitions. For the unordered case, assuming the criterion has to be maximized, we seek the best couple of partitions in P c × P x . We have to solve 5 arg max θ(C, X ) for (C, X ) ∈ P c × P x . Finding the optimal solution requires thus to scan |P c ||P x | crosstables. For ordered variables, we replace P with A.
The = 2 m−1 . Thus, when both variables are nominal with m = = 10 categories, we would have to test more than 13 billions of tables. This is indeed intractable.
Reduction Heuristic
To face the limitations mentioned above, two ways can be considered. The first, is to seek the optimal solution among reasonably sized tables only, i.e. by limiting partitions to a maximum of say 5 or 6 classes. The second approach consists in using a heuristic that would provide a solution close to the true optimum. We have considered this last case in our work on the optimal aggregation of contingency tables [10] in which we studied an algorithm first introduced in [9] . Our experiences with the heuristic led us to two main conclusions. First, the heuristic provides solutions that are most of the time very close to the true optimum. Secondly, the optimal solution is very unstable. It depends indeed strongly on the sample considered. In a learning framework, where the learned rules are intended to be applied outside the learning sample, it is then not crucial to know the exact learning optimum. A solution close to the optimum is largely sufficient. We decided therefore to adopt here the heuristic studied in [10] that we recall briefly.
The heuristic is a simple greedy algorithm. It iteratively merges two rows or two columns. At each step, it merges the couple of either rows or columns that provides the greatest improvement in the criterion. The algorithm reduces thus at each step the table by one row or one column. The process stops when any additional merging would deteriorate the criterion.
Let C k and X k be the partitions of the values of C and X after step k. For C for example, we denote by P k c the set of partitions that can be obtained in the nominal case by grouping two classes of C k . When C k is an ordered set, we consider the set A k c of partitions that can be obtained by grouping adjacent classes of C k . Assuming the criteria θ has to be maximized, the row-column configuration achieved after step k is, for the nominal case, the solution of
and
For ordinal variables, we replace P (k−1) by A (k−1) . The algorithm starts from the finest partitions X 0 and C 0 of the values observed at the concerned node s. It seeks iteratively, the tables T k (C, X) (k = 1, 2, . . .) corresponding to the double partition solution of problem (2) . The procedure is repeated as long as we have θ(
Arbogodaï Trees
We first explain the principle of the Arbogodaï algorithm and, then, describe how it works on an example.
Principle of the Algorithm
Arbogodaï follows the general principle of tree growing presented in Section 2. Its specificity is an additional preparatory step before testing the attributes at a node. This step consists in optimally reducing the size of the table that crosses the target variable with every attribute. The splitting criterion is then computed using the found partitions of both the attribute and the target variable values. The splitting of the selected node is done according to the found classes of values of the selected predictive attribute. This additional step plays a role similar to discretization. The merging of values can indeed be assimilated to some sort of discretization that works also on nominal variables. Remember, however, that the merging is done here simultaneously at each step on the target and the predictive attribute.
The reduction of the table is that for which the row-column association θ is maximized. Indeed we use the heuristic of Section 3.3 and measure the association θ with the t of Tschuprow:
is the Pearson Chi-Squares statistic. Unlike some other association measures, the t of Tschuprow may increase with the merging of either rows or columns (see [10] .)
The splitting criterion is the reduction in uncertainty (gain in purity) achieved with the columns of the reduced table as compared to its margin. The uncertainty after the split is computed for every X j by applying formula (1) on the optimal reduced table for X j at the considered node s. Using the * to denote quantities derived from the reduced table, the gain in uncertainty reads, with the quadratic (Gini) entropy:
In addition, we use Laplace estimates for the proportions, i.e. the f * 's are computed by adding a constant λ to each cell of the reduced table and of its margins. This penalizes the gain of uncertainty obtained at nodes with small counts. With very small counts, i.e. when λ represents a significant proportion of the count, a split may even deteriorate the uncertainty criterion (see [12] p.76.)
Example
We now describe the Arbogodaï algorithm through an example. We consider the Flags dataset from the UCI repository [1] . The response variable C takes 6 Figure 2 shows an extract of the two first levels of the Arbogodaï tree for these data.
Step 1. At the root of the tree, we have the distribution of all 194 cases among the 6 values of the response C. The 29 predictive attributes are successively tested. For every attribute, we first determine the optimal reduced crosstable with the target variable. We then select the attribute for which the gain in uncertainty computed on the reduced table is maximal. The winner is X 7 , which takes 8 values:
The two simultaneous groupings found by the heuristic of Section 3.3 are X * 7 = {{c, d, e, h}; {a, b, g}; {f }} and C * = {{c 1 }; {c 2 , c 4 , c 5 , c 6 }; {c 3 }}. The corresponding crosstable is shown in Table 3 together with the table of the derived conditional frequencies f * i|k . The latter have been computed by setting λ = 1. The marginal uncertainty is h(C * ) = 1 − .20 2 − .53 2 − .27 2 = .61 and the uncertainty after the split, which is the weighted average of the uncertainty of each column, is h(C * |X * 3 ) = .31. The gained information is thus .3. This is the maximal value achievable with any of the 29 attributes. 
Step 2. The process is repeated on every terminal node of the previously obtained tree. Notice that we try to merge the original set of values X and C and not the set of previously merged classes. In our example, the next best split occurs at the middle node (X 7 ∈ {a, b, g}). The attribute selected for splitting this node is X 3 . The 6 values of the target C were merged to form 4 target classes. However, no merging of the attribute could improve the association between X 3 and the target C. The node is therefore split in 4 new classes corresponding to the 4 values of X 3 . This leads to the tree with 6 leaves shown in Figure 2 .
Following steps. In our example, the tree growing process is stopped after step 2. Without explicit stopping rules, the growing continues until the criterion can no longer be improved. At step 3, Arbogodaï would scan the 6 leaves of the previously grown tree.
Two further remarks should be made: (i) At a same level, nodes that do not result from a same parent may have different partitions of the set C of response values. (ii) When the same attribute is used as the splitting variable at more than one node, its values are not necessarily partitioned the same way for each split. For example, growing the tree of Figure 2 one level further leads to split each of the two left most leaves of level 2 with the same attribute X 29 . The corresponding crosstables are given in Table 4 . It can be seen that the values of C are once partitioned as {{c 1 , c 2 , c 4 }, {c 3 }, {c 5 , c 6 }} and once as {{c 3 }, {c 4 }, {c 1 , c 2 , c 5 , c 6 }}. Likewise, attribute X 29 is used once with the partition {{a, b, d, e}, {f }} and once with {{a, e, d}, {b, f }}.
Induces Rules and their Accuracy
Arbogodaï can generate two types of classification rules: (i) Classical rules by disregarding the merged classes of response values in the final leaves. (ii) Multiple conclusion rules for leaves with merged response values. This Section specifies the nature of these rules, defines error rates adapted for them and presents experimentation results.
We give hereafter the multiple conclusion rules generated by the tree of Figure 2 . Each path joining the root to a leaf defines the premise of a rule. The conclusion is drawn from the distribution in the leaf, i.e. the rule predicts for cases falling in the leaf the modal value in the leaf, or modal class of values when some are merged. The tree has 6 leaves giving rise to the 6 following rules (the value between parentheses is the confidence of the rule for the training data). Clearly, when the majority class contains only one value we get classical rules.
Here, only R 3 and R 4 provide multiple conclusions in the form of "either c 1 or c 2 ."
(26/27) R 3 : If X 7 ∈ {a, b, g} and X 3 = a then C ∈ {c 1 , c 2 } (34/42) R 4 : If X 7 ∈ {a, b, g} and X 3 = b then C ∈ {c 3 , c 4 } (12/12) R 5 : If X 7 ∈ {a, b, g} and X 3 = c then C = c 6 (10/16) R 6 : If X 7 ∈ {a, b, g} and X 3 = d then C = c 5 (31/45)
Error Rates
The accuracy of the learned rules is usually assessed with the misclassification error rate or equivalently with the classification success rate. For classical rules, the misclassification rate reads err = 1 − s∈S f s f max |s where f s is the proportion of cases in leaf s and f max |s = max i f i|s is the frequency of the modal response in leaf s. For multiple conclusion rules, two kinds of error rates can be defined:
weighted superclass error
where C max,s is the set of response values in the modal superclass at leaf s, f i|max,s the frequency of response c i in that superclass andp i|max,s an estimation of the probability of c i in the superclass. We get resubstitution error rates when the frequencies are those of the learning sample and generalization error rates when the frequencies are obtained from validation data. The estimationsp i|max,s 's are in any case computed on the training data. To get more reliable estimates, we use the marginal distribution at the parent node. This can be justified as follows. Values are merged when their distributions among the values of the split attribute are similar. Hence, their distributions inside the superclass are similar too and therefore similar to the marginal distribution. The superclass error, serr, is computed as for classical rules but with the superclass frequencies f * i|s instead of the single response frequencies f i|s . Doing so, we do not care indeed of classification error inside the modal superclasses. This may have sense independently for each rule. We cannot compare, however, the error rate of a rule that predicts for instance c 1 with that of a rule that predicts c 1 or c 2 . Hence, the global superclass error does not make much sense.
The weighted superclass error, werr, takes the uncertainty inside the majority class into account. It assumes that each case falling in a leaf is randomly assigned to a value in the modal superclass. The supposed random assignment is done according to the learned distribution inside C max,∫ . For instance for our example tree, a case (X 7 = a, X 3 = a, C = c 2 ) is correctly classified in the modal superclass of leaf 3. In that leaf, the estimated proportion of cases taking C = c 2 in the superclass is 85%. Thus, we weight this correct classification and count it as a .85 correct classification. In resubstitution, if we usep i|max,s = f i|max,s , this is equivalent to weighting down the success rates with the Gini uncertainty of the distribution inside the superclass:
where serr s is the superclass error for rule s.
It is well known that the learning error rate suffers from an optimistic bias. It underestimates the generalization error rate. For validation, it is then common to compute the classification error rate on a separate dataset not used for learning. Alternatively, and perhaps more frequently, a cross-validation error rate is computed. A 10 folds cross-validation (10CV), for instance, consists in splitting the learning sample into 10 approximately equally sized parts. Dropping each time a different part we get 10 learning datasets from which 10 trees are induced. For each of them we compute the error rate on the dropped out data. The cross-validation error rate is the mean values of the 10 resulting error rates.
Experimentation
We have experimented our approach on 8 benchmark datasets. Table 5 gives the cross-validation success rates obtained for each dataset with Arbogodaï and, for the sake of comparison, with CART and CHAID. For Arbogodaï, we give the rate derived from both the classical and the weighted superclass error. Arbogodaï ranks first for 5 of the 8 datasets whatever error is considered. Unsurprisingly, its superiority is mostly significant when the number of values of the target variable is large. 
Conclusion
To conclude, we would like to point out that the Arbogodaï method is well suited for mixed nominal and ordinal multi-valued attributes since the merging of any or only adjacent values can be set on the fly. It is also able to handle similarly nominal and ordinal, hence quantitative, target variables. Thus, Arbogodaï could be seen as some sort of regression tree. The originality is that, unlike for instance CART that generates point predictions for each leaf, Arbogodaï would provide interval predictions. The multi-conclusion of an Arbogodaï rule can hence be seen as a generalized interval for qualitative responses. Finally, let us mention that we are presently designing further experiments for comparing Arbogodaï with other tree methods and especially CHAID and CART. This aspect requires a careful investigation. Indeed, the parameterization of the trees (depth, pruning, stoping rules,...) plays a crucial role on the classification performance. We are trying, therefore, to set up rigorous conditions that would ensure more fair, hence more useful, comparison results. We also plan to investigate the relationship to the minimal description length (MDL) principle [8] , as the optimally reduced tables can be seen as theories that best describe, locally at each node, the relevant knowledge about the relation between attributes and the target variable.
