In this paper we study the nodal lines of random eigenfunctions of the Laplacian on the torus, the so called 'arithmetic waves'. To be more precise, we study the number of intersections of the nodal line with a straight interval in a given direction. We are interested in how this number depends on the length and direction of the interval and the distribution of spectral measure of the random wave. We analyse the second factorial moment in the short interval regime and the persistence probability in the long interval regime. We also study relations between the Cilleruelo and Cilleruelo-type fields. We give an explicit coupling between these fields which on mesoscopic scales preserves the structure of the nodal sets with probability close to one.
Introduction

The random toral wave ensemble
In recent years the merge of ideas from several branches of mathematics has brought by the study of nodal lines. For a real-or complex-valued function Φ defined on a smooth compact surface S, the nodal set is {x ∈ S : Φ(x) = 0}.
(1.1)
Let ∆ be the Laplacian operator on S. The study of functions Φ satisfying the Helmholtz equation (∆ + E)Φ = 0 with eigenvalue (or 'energy') E > 0, especially in the high energy limit E → ∞, has several applications in PDEs and in physics, e.g. the study of waves. Here the nodal lines remain stationary during membrane vibrations.
Our starting point is the ensemble of 'arithmetic random waves', first introduced in 2007 by Oravecz, Rudnick and Wigman [22] . These waves are the random Gaussian Laplace toral eigenfunctions, defined as follows. On the torus T 2 = R 2 /Z 2 , the Laplace eigenvalues are of the form E m = 4π 2 m where m is the sum of two integer squares. Let Λ = Λ m = {λ ∈ Z 2 : |λ| 2 = m} (1.2)
be the set of lattice points on the circle √ mS 1 . For the eigenvalue E m the collection of exponentials {e 2πi λ,x } λ∈Λm forms a basis for the relative eigenspace. Therefore, all the (complex-valued) eigenfunctions corresponding to the eigenvalue 4π 2 m have the expression We are interested in the behaviour of arithmetic waves as m → ∞. In this context, it is natural to re-scale the function so that its wavelength becomes 1. Namely, we consider Ψ m (x) = 1 r 2 (m) λ∈Λm a λ e 2πi λ/ √ m,x , x ∈ √ mT 2 .
(1.5)
1 These are defined on a probability space (Ω, F, P), and E denotes expectation with respect to P. 2 The notation A ∼ N (µ, σ 2 ) means that A is a (real) Gaussian r.v. of mean µ and variance σ 2 .
The spectral measure ν m of the rescaled function purely atomic and is given by The behaviour of arithmetic waves can be described in terms of the ν m or, equivalently, in terms of its support. These measures change in a complicated way as m → ∞. In particular, they do not converge. On the other hand, for a generic (i.e., density one) sequences of energy levels {m k } k , the measures ν m k converge weak-* to the uniform measure on S 1 :
See [11, 12] for details.
To the other extreme, Cilleruelo showed that there exist ('thin' i.e. density zero) sequences of energy levels {m k } k such that all the lattice points lie on arbitrarily short arcs: 8) with ν m as in (1.6). Indeed, Cilleruelo proved the following result.
Proposition 1.1 ([6, Theorem 2]).
For every > 0 and for every integer k, there exists a circle √ mS 1 such that all the lattice points of Λ m are on the arcs √ me iπ/2(t+θ) , |θ| < , t = 0, 1, 2, 3, and |Λ m | > k.
The limiting measure in (1.8) is called the Cilleruelo measure in the literature [6, 25, 17, 23] . Figure 1 represents an arithmetic random wave in case of spectral measure supported on 8 points that are close to the support of the Cilleruelo measure.
The field corresponding to the Cilleruelo measure is called the Cilleruelo field. It can be written explicitly as 9) were b 1 , b 2 , c 1 , c 2 ∼ N (0, 1) and i.i.d. Figure 2 gives examples of the nodal lines for a Cilleruelo field. We observe that the nodal lines of Figure 1 resemble those of Figures 2. In Theorem 1.8 we will give a precise meaning to this statement.
In this paper we are mostly interesting in understanding of behaviour of nodal sets as m → ∞ in terms of the limiting spectral measure. In particular, we want to compare nodal sets with different energies. In this context it is natural to study rescaled fields defined by (1.5) since they all oscillate on the same scale and their spectral measures are all supported on the unit circle. Unless explicitly stated, all fields in this paper are assumed to be rescaled. It is also quite natural to extend by periodicity arithmetic waves from the (rescaled) torus to the entire plane.
Nodal intersections
For functions defined on a surface, a good indication about the geometry of the nodal set may be obtained by analysing its intersections with a fixed curve [27, 5, 10] . For (non-rescaled) arithmetic random waves Ψ, the expected nodal intersections number Z against a fixed smooth curve C ⊂ T 2 of length L is [25, Theorem 1.1]
It is important to note that although the arithmetic random wave is not anisotropic, but this expectation is. The reason is that the field is stationary, and this is enough for such expectations to depend on the length of the curve only, but not on its shape or orientation.
Rudnick-Wigman [25] and subsequently Rossi-Wigman [23] investigated the variance and distribution of Z against reference curves of nowhere zero curvature. The precise asymptotic behaviour of the variance is remarkably non-universal: it depends both on C and on the limiting spectral measure of the random waves. Now take the intersection of the nodal line of Ψ with a fixed straight line segment (the other extreme of nowhere zero curvature)
The expected intersection number (1.10) remarkably does not depend on the direction of the straight line. In [19] Maffucci bounded the nodal intersection variance with the same order of magnitude as the leading term in the work [25] of Rudnick-Wigman for the case of nowhere zero curvature curves. Here the problem is intimately related with the following so far unsolved question in analytic number theory. Consider a circle of radius √ m: is it true that on every arc of length ( √ m) 1/2 there are O(1) lattice points as m → ∞? One has the upper bound [15] 
Jarnik [16] showed that on arcs of length < ( √ m) 1/3 there are at most 2 lattice points. Further progress is due to Cilleruelo-Granville [8, 7] .
In the present work we focus on the intersections of the nodal set for rescaled waves Ψ against a straight line which has a fixed direction but it length varies. Fix 0 ≤ u ≤ π/4 and take a sequence of straight line segments
We may assume 0 ≤ u ≤ π/4 thanks to the spectral measure symmetries. The nodal intersections Z = Z(m, L) are the zeroes of the process ψ := Ψ(γ). How does Z depend on the direction of the line? We start with the asymptotic behaviour of the variance on microscopic scales, i.e. scales that are smaller than the wavelength. Proposition 1.2. Let {m k } k be a sequence of energies such that the (rescaled) spectral measures converge to the limiting measure ν. Let C be an interval of length L = L(m) in the direction u and Z be the corresponding number of zeroes. Then, as L → 0, we have
where ν(4) is the fourth Fourier coefficient of ν.
Unlike the expected number of zeroes, the leading coefficient in (1.13) depends on both the angle of the straight line and on the limiting spectral measure ν. We also have the universal bounds on the leading coefficient:
The leading coefficient may vanish in two cases: ν(4) = 1 (Cilleruelo measure) combined with cos(4u) = −1 (diagonal line segments), and ν(4) = −1 (tilted Cilleruelo measure) combined with cos(4u) = 1 (horizontal and vertical line segments). In these cases, the second factorial moment obeys the following smaller order asymptotic. Proposition 1.3. Let {m k } k and the corresponding Z be as in Proposition 1.2. We additionally assume that ν(4) cos(4u) = −1. Then the second factorial moment of zeroes has the asymptotic
(1.14)
Propositions 1.2 and 1.3 will be proven in Section 2.
Large deviations
Our next results concern large deviations of the zeroes along a straight line. We are interested in the probability that a large gap occurs between two consecutive zeroes, called the persistence probability. This is relevant at an intermediate scale, as we shall now see. We obtain an upper or a lower bound for the persistence in certain scenarios, depending on the relation between the spectral measure ν m and the direction of the straight line. Proposition 1.4. For fixed m suppose ν m has a point mass at (cos u, sin u). Then one has
Moreover, take a subsequence {m k } s.t. ν m k has a point mass at (cos u, sin u) for all sufficiently big m, and r 2 (m k ) → ∞. Then for every > 0 there are constants C 1 and C 2 which are independent of L such that for all sufficiently large r 2 (m)
To be more precise, we can take C 1 to be any constant such that 0 < C 1 < 1/2. Proposition 1.5. For fixed m suppose ν m does not have a point mass at (cos u, sin u). Then we have the upper bound
Propositions 1.4 and 1.5 will be proven in Section 3. Note that these propositions allow to detect atoms of ν m by considering the persistence probability in a given direction. To prove these propositions, we will make considerations about spectral gaps -see Section 3 for details.
When the limiting spectral measure has a nice form, we obtain sharp bounds for the persistence probability at the intermediate scale. The weak-* partial limits of {ν m } ('attainable measures') were partially classified in [17, 18] . Among other results, one has [18] the following: for every θ ∈ [0, π/4], the measure σ θ that is uniform on the union of four arcs
is attainable. In particular, when θ = 0 and θ = π/4 we recover the Cilleruelo and Lebesgue measures respectively. We are now ready to state our next result. Proposition 1.6. Fix 0 ≤ u ≤ π/4 and suppose that the spectral measure of Ψ is σ θ with θ = 0. Then we have
(1.19) Proposition 1.6 will be proven in Section 3. We will show how the phase transition between (1.18) and (1.19) comes from the existence of a spectral gap.
We now turn our attention to the Cilleruelo field F (1.9), a case excluded from Proposition 1.6. For 0 ≤ u ≤ π/4 consider the restriction
where L is allowed to vary. Denote Z f the zeroes of this process. Due to the normalisation (1.10) now reads
Since (1.20) is a stationary process, the expected number of zeroes is independent of the direction u. However, the process itself is very far from being rotation invariant. We then seek observables that depend on the direction u. We start by formulating several precise statements for the persistence probability of (1.20) at the intermediate scale, depending on u.
Proposition 1.7. There exist positive constants C n such that for the restricted Cilleruelo field f u , 0 ≤ u ≤ π/4, we have
The proof of Proposition 1.7 can be found in Section 3.
Cilleruelo type fields
We would like to return back to Figure 1 which shows a sample of a field whose spectral measure is close to the Cilleruelo spectral measure. It is easy to see that on small intermediate scales this field looks like the Cilleruelo field. In this section we give a rigorous quantitative statement about this 'similarity'.
Let G be a stationary Gaussian field such that its spectral measure is purely atomic with all atoms having the same mass 3 , symmetric w.r.t. rotations by π/2 around the origin and supported on S 1 . Let N = 4M be the number of atoms and that are at points y j = (cos(ϕ j ), sin(ϕ j )), j = 1, . . . , N . We assume that − < ϕ j < for each j = 1, . . . , M for some fixed > 0. Then G will be completely determined, via the symmetries, once we fix the M atoms -close to the point (1, 0). We may write explicitly To be more precise, we establish a natural coupling between such a field and the Cilleruelo field in such a way that the coupled field are close to each other with large probability.
Theorem 1.8. Let F be the Cilleruelo field and G be a field as above. Then there is an absolute constant c, and a coupling of the fields such that for all
and
We would like to point out that this is very close to the best possible result since, as we will see, the difference between covariance kernels of F and G inside B R is of order R. Theorem 1.8 will be proven in Section 4.
Remark 1.9. We state this theorem for coupling in the disc centred at the origin, but by stationarity, the same holds for any disc. Note, that the same sample Cilleruelo-type field will be coupled to different samples of the Cilleruelo field in different discs. See Figure 3 .
Remark 1.10. This is a particular example of coupling of fields with close spectral measures. The general coupling result will appear elsewhere.
Remark 1.11. Similar result with essentially the same proof holds for F − G C k (B R ) for any integer k. With a bit more work, it can be shown that it is also true for non-integer k.
Remark 1.12. Note that Theorem 1.8 states that the coupled fields are close. In general, this does not mean that their nodal lines are close. If two functions are close, then in order for their nodal lines to be close, we also need the nodal lines to be 'stable', that is, we need that the gradient can not be too small on the nodal line. Figure 3 gives an example of a 'stable' and 'unstable' couplings. This could be quantified and the probability of the 'unstable' nodal lines can be estimated. Since this is not important for our considerations, we are not providing the details. We refer interested readers to [3, Lemmas 8 and 9] as well as to [21, 26] .
For small L Theorem 1.8 allows us to control the persistence probability of g as in the following result. 
The proof of Proposition 1.13 may be found in Section 4. Theorem 1.8 and Proposition 1.13 give indications on the closeness of the nodal lines of F and G when the spectral measures are close. At an appropriate scale, the nodal lines of a Cilleruelo type field 'look like' those of a Cilleruelo fieldcfr. Figure 3 .
The rest of this paper is organised as follows. In Section 2, we establish Propositions 1.2 and 1.3. In Section 3, we cover relevant background on persistence probability and spectral gaps, and prove Propositions 1.4, 1.5, 1.6, and 1.7. In Section 4, we establish the coupling results Theorem 1.8 and Proposition 1.13.
Second factorial moment asymptotic
The aim of this section is to prove Propositions 1.2 and 1.3. We will need background on Kac-Rice formulas for processes, a standard tool for computing moments for the number of zeroes.
Kac-Rice formulas
The restriction of the rescaled arithmetic random wave Ψ m (1.5) to a straight line in the direction u defines a centred Gaussian stationary process
Its covariance function is given by the expression
where t = t 1 − t 2 with slight abuse of notation. For a process p satisfying certain conditions, moments of the number of zeroes ξ(p, T ) := |{t ∈ T : p(t) = 0}| may be computed via Kac-Rice formulas [2, 9, 1]. Let p : I → R be a (a.s. C 1 -smooth, say) Gaussian process on an interval I ⊆ R. Define the first and second intensities, also called respectively zero density function
and 2-point correlation function K 2 : I × I → R,
If p is a stationary process, (2.3) and (2.4) simplify to K 1 (t) ≡ K 1 and
respectively.
Theorem 2.1 ([2, Theorem 3.2])
. Let p be a real-valued Gaussian process defined on an interval I and having C 1 paths. Denote ξ the number of zeros of p on I. Then the expected number of zeroes is given by
Assume further that for every t 1 = t 2 the joint distribution of the random vector (p(t 1 ), p(t 2 )) ∈ R 2 is non-degenerate. Then one has
Letting Z = Z(m, u) be the number of zeroes of the process ψ, Rudnick and Wigman [25] computed via (2.5) E[Z] = √ 2L (1.10), independent of u. For the second factorial moment, the non-degeneracy assumption of Theorem (2.1) is unfortunately far from being satisfied for the process ψ [25, 19] . However, on small scales (e.g. in the limit L → 0) the non-degeneracy assumption does hold [25, Lemma 4.3] . To establish the asymptotic of the second factorial moment, we will need a preliminary lemma. Recall the notation (1.2) for the lattice point set Λ = Λ m = √ m supp(ν m ).
Lemma 2.2. For fixed m and α = (cos(u), sin(u)) ∈ R 2 one has 
and writing 10) where the remaining summands cancel out in pairs by the symmetries of the set Λ. Since
and since clearly 2(A + B) = |Λ|, one obtains
Replacing (2.11) into (2.10) we get
where we used |α| = 1. We now obtain (2.8) by observing that We now outline the proof of (2.9), that is very similar to that of (2.8). We write We clearly have C + D = A = |Λ|(3 + ν(4))/8 and 2(C + 3D) = |Λ|, whence
Substituting (2.14) into (2.13) yields
15) where we also noted that α 4 1 α 2 2 + α 4 2 α 2 1 = α 2 1 α 2 2 since |α| = 1. One has α 6 1 + α 6 2 + 3α 2 1 α 2 2 = 1 and α 6 1 + α 6 2 − 5α 2 1 α 2 2 = cos(4u). We replace these into (2.15) to establish (2.9).
The proofs of Propositions 1.2 and 1.3
We now formulate the asymptotic of the two-point correlation function (2.4) of ψ (2.1) on small scales. Proposition 2.3. As L → 0, the two-point correlation function has the form
The proof of Proposition 2.3 is deferred to the end of this section. 
We have the following bounds for the leading coefficient in (2.16):
If ν(4) > 0, the maximum is reached when u is a multiple of π/2 and the minimum is reached when u is an odd multiple of π/4; whereas if ν(4) < 0, the opposite is true. If ν(4) = 0, that is to say, if the lattice points Λ equidistribute in the limit, then the leading coefficient does not depend on the angle u.
On the other hand, if u = π/8 or an odd multiple, then cos(4u) = 0 hence (2.16) is independent of the distribution of the lattice points on √ mS 1 . This is tantamount to 1 |Λ|
i.e. the vanishing of α . The leading coefficient of (2.16) may vanish in the two cases: ν(4) = 1 (Cilleruelo measure) combined with cos(4u) = −1 (diagonal line segments), and ν(4) = −1 (tilted Cilleruelo measure) combined with cos(4u) = 1 (horizontal and vertical line segments). In these cases, the two-point correlation function obeys the following smaller order asymptotic. 
To finish this section we prove Propositions 2.3 and 2.4.
Proof of Proposition 2.3. The covariance function κ (2.2) satisfies κ (0) = −2π 2 =: −M . We suppress the dependency on t 1 , t 2 , t = t 1 − t 2 to simplify notation. The two-point function admits the explicit expression [25, Lemma 3.1]
where ρ is the correlation between ψ (t 1 ) and ψ (t 2 ), and is given by
Expanding exponent into power series and using Lemma 2.2 we obtain the following expansions as t → 0
Using these expansions we get
Combining these formulas we have
Recalling that M = 2π 2 we complete the proof of the lemma.
Proof of Proposition 2.4. We proceed as in the proof of Proposition 2.3, computing the Taylor expansions to one order higher, e.g.,
(via Lemma 2.2). As before, we plug this into the formula for K 2 and using that ν(4) cos(4u) = −1 we have
3 Persistence probability
Random toral waves
The aim of this section is to prove Propositions 1.4 and 1.5. Recall that the restriction of a toral wave (1.4) to the straight line (1.12) defines the process (2.1)
The spectral measure of this process is the projection of the original spectral measure
Proof of Proposition 1.4. The main idea of the proof is very simple. Let us assume that ν m has a mass at (cos(u), sin(u)) =λ, then the term corresponding to this point-mass (and its rotations by multiples of π/2) in the definition of Ψ is a rotated Cilleruelo field. With positive probability its nodal set does not intersect a given line in this direction (see Figure 2) . With positive probability, this term dominates the entire sum and the same is true for Ψ and its restriction ψ u .
To prove the first part of the proposition we note that ψ u (t) has no zeros if
where we recall a λ = b λ + ic λ . For |Λ m | fixed, one immediately obtains (1.15).
To show (1.16), for each λ =λ, consider the i.i.d. random variables
. By the CLT one has
where Z 1 , Z 2 are i.i.d. standard Gaussians. It follows that
as claimed. The second inequality in (1.16) follows on recalling (1.11).
In the argument above we see that if the spectral measure ρ u has an atom at the origin, then ψ u contains a constant term which dominates the entire sum with positive probability. If it has no atom at the origin, then, in some sense, the most important term is the one which corresponds to the atom which is closest to the origin. The precise formulation is fiven by the following result by Feldheim-Feldheim-Jaye-Nazarov-Nitzan [13] . Given a random process, we say that it has a spectral gap if its spectral measure vanishes on an interval (−a, a). with spectral gap (−a, a) has persistence probability
for some absolute constant c.
We are now in a position to prove Proposition 1.5.
Proof of Proposition 1.5. Since (cos u, sin u) is not in the support of ν m , the spectral measure of ψ has the gap (−A m , A m ), where
{| λ, (cos u, sin u) |} > 0.
By Theorem 3.1 it follows that
wherec is a constant.
Sharp bounds and phase transition
The goal of this section is to prove Proposition 1.6. Recall that for a density one sequence of energies m k one has (1.7)
In this case, the limiting spectral measure ρ of ψ = Ψ(γ) satisfies
independent of the direction u. As mentioned in the Introduction, more generally for every θ ∈ [0, π/4] the limiting spectral measure σ θ of Ψ supported on [18] . When θ = 0 and θ = π/4 we recover the Cilleruelo and uniform measures respectively.
In the case when the spectral measure of Ψ is σ θ , the spectral measure σ θ,u of the restriction ψ u is the projection of θ. Unless θ = 0, this projection is continuous with respect to the Lebesgue measure and its support is given by the union of four intervals.
Since the support is symmetric, it is enough to describe its positive part. It is easy to check that it is given by
For measures of this type [13] gives also a lower bound on the persistence probability: 
for some absolute constant c .
Proof of Proposition 1.6. First, let us consider the case θ < u. According to (3.3), the spectral measure has a spectral gap and continuous with respect to the Lebesgue measure. By Theorems 3.1 and 3.2 we have
for some positive constants c 1 and c 2 (that depend on u and θ). Next, we consider the case u ≤ θ. In this case the density of the spectral measure is a continuous non-vanishing function is a neighbourhood of the origin. For such functions Theorem 1 of [14] states that log P(Z = 0) ≈ L.
Cilleruelo field
The aim of Section 3.3 is to prove Proposition 1.7. We have the explicit formula for the restriction and the spectral measure
The behaviour of ρ as u varies already gives an indication that the cases u = 0, π/4 are in some sense 'special'. Indeed, in these cases ρ is supported at three and two points respectively instead of four. Another indication in this sense is given by the following lemma.
Lemma 3.3 (Relation between f and its derivatives).
(f is periodic). More generally, for every 0 ≤ u ≤ π/4, one has the relation
for all t.
We will study the persistence probability of f u , starting with the special cases u = 0, π/4. Here we may actually compute the distribution of nodal intersections Z = Z f .
For u = 0 the expression (3.5) simplifies to
and the covariance function is thus
Lemma 3.4 (Bogomolny and Schmit [4] ). For a Gaussian process defined on [0, T ] with covariance function κ,
for L ≥ 2π, letting n = L/2π ∈ N to be the integer part of L/2π,
Proof. For u = 0 it is elementary to see that for L = 2πn, n ∈ N, one has
Indeed, f 0 is periodic of period 2π, hence in [0, 2πn] it has either 2L zeroes or none, depending on whether the straight line y = b 2 intersects the sine wave y = b 1 cos(x) + c 1 sin(x). From the formula for the expectation of Z (1.21) we then gather (3.7). We immediately deduce that P(
Let 0 ≤ L ≤ 2π. As f 0 is of period 2π, it may have 0, 1 or 2 zeroes. The respective probabilities are computed using Lemma 3.4 together with the formula (1.21) for the expected value of Z. The remaining probabilities now follow from the periodicity of f 0 . Now fix u = π/4 to obtain
which is just sine wave with a random phase shift and amplitude. Its covariance function is κ π/4 (t) = cos(t/ √ 2).
the r.v. Z = Z f is distributed as follows:
where {x} := x − x is the fractional part of a real number x.
Proof. The function f π/4 is periodic of period 2π √ 2, and has zeros at
In particular a.s. there is exactly one zero in each interval
The claims of the present Proposition are now all established thanks to Lemma 3.4.
Propositions 3.5 and 3.6 yield in particular the persistence of Z f in the cases u = 0, π/4.
Proof. This follows from Propositions 3.5 and 3.6.
Furthermore, for the Cilleruelo field along the directions u = 0, π/4 one may compute the second factorial moment of Z exactly. 
with asymptotic
as L → ∞. Let u = π/4 and n := L/π √ 2 . Then the second factorial moment of Z is given by
Proof. The second factorial moment
is computed directly from the distribution of Z given by Propositions 3.5 and 3.6.
It is worth noting that for u = 0 we have
Indeed, in the computation of Var(Z) for u = π/4 several terms of order L 2 and in L remarkably cancel out. It is natural to conjecture E [Z(Z − 1)] L 2 as L → ∞ for the restriction of the Cilleruelo random wave to any straight line. Possibly the leading asymptotic is E [Z(Z − 1)] ∼ L 2 cos(u)/π 2 √ 2. For u = 0, π/4 computing explicitly the distribution of Z yields in particular the persistence of the Cilleruelo field along these directions. In case of general u, we have several upper and lower bounds for the persistence, as prescribed by Proposition 1.7. We now complete the proof of this result.
Proof of Proposition 1.7. Statement (i) has already been proven in Corollary 3.7. Recall the expression (3.5)
To show (ii), assume Lu C 1 < π/2. For a parameter k we write
.
Via Gaussian ball and tail estimates [14, Lemma 3.14],
To show (iii), let Lu π/2: in this regime the computations for (ii) yield With positive probability f u (0) > 0. Moreover, with positive probability b 2 is big enough and |b 1 |, |c 1 |, |c 2 | small enough so that f u ((π/2 + )/ sin(u)) has the same sign as cos(π/2 + ) < 0. Therefore, with positive probability depending on , f u (t) changes sign for t ∈ [0, π/2 + ]. By continuity, with probability C 6 ( ) > 0 the process f u has at least one zero provided L sin(u) > π/2 + .
The last part (vii) is almost trivial. With probability one, the nodal lines of the Cilleruelo field F are either 2π periodic vertical or horizontal lines. This means that they must intersect any interval of length L in the direction u as long as its projections onto both vertical and horizontal directions are longer than 2π.
To be more precise we fix 0 < u ≤ π/4. Almost surely b 2 1 + c 2 1 = b 2 2 + c 2 2 , and suppose for a moment that b 2 1 + c 2 1 is larger. Again with probability 1 we have b 1 , c 1 = 0 and w.l.o.g. c 1 > 0. Then for all x 2 one has
Likewise, for all x 2 one has 
Coupling
We will need a technical result which states that the a field with small variance is small everywhere with probability which is close to one. The precise formulation is given in the following lemma.
Lemma 4.1 (Lemma 3.12 of [20] ). There exists an absolute constant c > 0 such that, for every C 1 -smooth planar Gaussian field g and for all R ≥ c and h
where
Note that this statement is slightly different from that of Lemma 3.12 of [20] , but the proof is exactly the same.
We are ready to prove Theorem 1.8. We claim that H(x), which is the difference between coupled fields is uniformly small with large probability. To shorten and simplify the calculations we will estimate the first sum only. Estimates for other sum (or for all of them simultaneously) can be done in exactly the same way. Let us consider the function
This is a non-stationary Gaussian field with covariance
q(x 1 , y j )q(x 2 , y j ), where q(x, y) = cos( x, y ) − cos( x, (1, 0) ).
Since cosine is a Lipschitz function with norm 1 and |y j − (1, 0)| ≤ , we have q(x, y) ≤ |x| . By the same argument |∇ x q(x, y)| ≤ |x| . Let us consider m as in Lemma 4.1 when g = H 1 . The estimates above, imply that m ≤ (R + 1) . Considering h = log R, Lemma 4.1 gives P H 1 C(B R ) ≥ 2 R log R ≤ exp(− log 2 R/c).
By considering h = R we get
Applying the same argument to the other terms (or estimating the covariance function of H) we complete the proof of the theorem.
We end this section by proving Proposition 1.13.
Proof of Proposition 1.13. Recall the expression for the restricted Cilleruelo field f (3.5). Let 0 < u ≤ π/4 and L sin(u) ≥ 2π. Suppose that
and moreover that |G(x) − F (x)| < 2 L log L for every x ∈ B(0, L). Then the proof of Proposition 1.7 (vii) tells us that for every x 2 we have G(α 1 , x 2 ) > 0 and G(α 2 , x 2 ) < 0 with α 1 , α 2 as in (3.10) and (3.11) respectively. As L sin(u) ≥ 2π, it follows that the process G has a zero in [0, L]. By the argument above the event Z g = 0 is inside the union of two events:
which means that F is close to zero, and
which means that F and G differ too much. The probability of the first event is
where X 1 and X 2 are independent χ(2) random variables. By Theorem 1.8 the probability of the second event is bounded by exp(−(log 2 L)/c). Combining these estimates we have
For the rest of this proof fix u = 0. We apply the same logic: if the restriction of F is not too small and F − G is small, then the restriction of G is also of constant sign.
The event f > 2 L log L is equivalent to b 2 > b 2 1 + c 2 1 + 2 L log L. As b 2 ∼ N (0, 1) and b 2 1 + c 2 1 ∼ χ(2) are independent, we get
via a routine computation. Combining this with the bound (4.4)
