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I. INTRODUCTION
Although the Sensor Internet is still in its infancy, large numbers of sensor networks are already being interconnected and share huge amounts of streaming data from sensors. In the SwissEx project [1] , [2] , for example, various research institutes share real-time environmental observation data across many different local sensor networks; they become producers and consumers of streaming data simultaneously. In these federated sensor networks, data streams from a producer node are continuously delivered to multiple consumer nodes in different local networks. Minimizing communication cost over the networks has become a primary challenge for researchers.
A rich body of research deals with this problem, including communication-efficient data dissemination [3] , [4] and effective operator placement in distributed stream processing systems [5] , [6] , [7] . Although these proposals reduce large amounts of data transfers over distributed sensor networks, they are applicable only for particular query types, or inefficient when a query result contains a large volume of data.
This paper proposes a novel framework that is fundamentally different from the existing approaches. It employs (mathematical) models for representing data streams at producer nodes, and duplicates the models onto consumer nodes who need the data streams. Queries at the consumer nodes are processed directly over the data streams generated by the models, so-called model-based views [8] , without fetching the actual data from the producer nodes. The framework then subsequently updates the models, so that real-time sensor readings are precisely captured by the models.
Model-based views have been introduced to achieve synergy among data processing using models and powerful data management functionalities provided by databases, the both tasks are often needed for applications but performed separately. In this paper, we go beyond this approach and present a framework adopting the model-based views to lead to various advantages for processing distributed data streams. The key features of the framework are briefly highlighted as follows:
• First, it permits to reduce the communication cost over networks significantly since it does not require any data transfer of actual streams. Only the parameters of models are updated through the networks. Typically, the model update occurs infrequently and yields substantially smaller amounts of data to be transmitted.
• Second, any type of queries with respect to the data streams can be processed at consumer nodes without sending queries and receiving the results across the networks, since the consumer nodes have all data required for the query processing, i.e., model-based views.
• Third, our framework is generic and any type of model can be employed, as long as the model is timeparameterized. This is important because a number of models are being used for different purposes in a wide range of applications.
• Finally, the framework provides a systematic solution that can guarantee user-specified accuracy requirements for model-based views. The guarantees are independent of the model types used within the framework.
In fact, some prior work [9] , [10] , [11] has already utilized models for reducing data communication for stream processing over networks. Nevertheless, their methods are designed for specific models, while we aim to provide a generic platform that accepts arbitrary models.
Furthermore, we propose two novel mechanisms. First, we introduce a coded model update that enables model update from one node to another very efficiently. The coded model update predetermines parameter values for a model, which are shared by both producer and consumer nodes. It then sends merely bitmap-encoded identifers of the parameters when the model update is required, instead of sending the actual parameter values for the model. We present concrete solutions 978-1-4244-9268-8/11/$26.00 ©2011 IEEE for presetting the parameter values, guaranteeing user-provided error bounds, and encoding bitmaps.
Second, we propose a new model, called coded intervariable model, using correlation information of multiple streams, which can compensate errors and noises of raw data by exploiting the dependencies from one stream to another. This yields more precise value prediction and reduces data redundancy, resulting in infrequent model update. Since our coded model update is designed to support any given model, we embody this correlation model into the coded model update. Therefore, it brings synergy effects from combining the effectiveness of the correlation model and the efficiency of the coded model update.
The remainder of the paper is organized as follows. Section II presents our network model and the architecture of the framework. Section III introduces the coded model update and Section IV describes the details of the coded inter-variable model. Section V presents extensive experimental results for large, real sensor datasets. Section VI discusses the relevant works to our study, followed by conclusions in Section VII.
II. THE FRAMEWORK
In this section, we introduce our framework that utilizes model-based views for efficient data communication over federated sensor networks.
Let Figure 1 illustrates an example of a federated sensor network, connecting three local sensor networks with the corresponding nodes N 1 , N 2 , and N 3 . In the example, node N 1 sustains two data streams s 1 and s 2 from two different sensors respectively, and the node is connected to nodes N 2 and N 3 through the Internet. Similarly, N 2 and N 3 maintain their own local streams in different local networks. In a federated sensor network, it often occurs that a node needs to bring the data streams maintained by another node (or multiple other nodes) across the Internet, for analyzing the data or processing queries. We call the former node a consumer node and the latter node a producer node. It is also possible that the producer node needs the data streams maintained by the consumer node, and thus the both nodes become producers and consumers simultaneously. Fig. 1 shows an example of these processes. N 2 (i.e., consumer node) asks stream s 2 from N 1 (i.e. producer node), and then model M s2 is constructed at N 1 . Next, N 1 sends the parameter values for M s2 to N 2 , where a model-based view s 2 for representing s 2 is generated. With the same manners, model-based views s 2 and s 3 at N 3 are also generated by M s2 and M s3 , respectively.
When the framework constructs a model at a producer node, it takes a user-specified error bound, such that the difference between a raw sensor reading and its corresponding value in a model-based view, termed model-driven value, is smaller than the bound. Our framework provides this accuracy guarantee throughout the federated sensor network, formally stated as:
Given an accuracy bound s for s, the framework guarantees that
To maintain Property 1, the framework performs model update from a producer node to consumer nodes using the following steps: (i) the producer node generates a modeldriven value when a new raw reading is streamed, and checks whether the difference between the raw value and the modeldriven value stays within the error bound. (ii) If the difference does not exceed the error bound, no communication is required between the two nodes, and the consumer node generates values for their model-based views. (iii) Otherwise, the producer node reconstructs its model, so that the model-driven value generated from the reconstructed model does not exceed the error bound from the current raw reading. Next, the producer node updates the models at consumer nodes by sending new parameter values of the reconstructed model.
III. CODED MODEL UPDATE
Although transmitting parameter values for models over networks is much more efficient than sending actual data streams, this benefit may decrease when the values in the stream fluctuate dramatically over short terms and thus model updates from one node to another occur often. To cope with this problem, we introduce a novel scheme that enables the model update more efficiently.
A. Overview
The core idea underlying our approach is to share a set of predetermined parameter values for building a model between a producer node and a consumer node. The framework then transfers merely bitmap-encoded identifiers of the prearranged parameter values when a model update is required, instead of sending the actual parameter values for the model. Fig. 2 illustrates an example of the coded model update for a linear regression model. First, the producer node computes two It then sends the information of the predetermined values to the consumer node when the connection between the two nodes is initially established. The information is subsequently updated only when necessary. In fact, we do not store the predetermined parameter values in the system, but derive them from their upper and lower bounds (the next subsection provides details).
After the initialization, the producer node represents the stream as a model instance M. 1 during t ∈ [1, 4] , and it simultaneously matches the actual parameters for M. 1 to the most similar preset parameter values (i.e., 0.7 and 1 for slope and v-intercept, respectively). While this, the producer node also monitors whether Property 1 holds between each actual sensor reading and its corresponding model-driven value obtained from the preset model. At the consumer node, the model-based view is generated by the predetermined model during the same time period t ∈ [1, 4] .
In this example, the actual reading at t = 5 at the producer node is assumed to exceed a given error bound from its corresponding model-driven value generated by the preset model, requiring the producer node to reconstruct the model as M. 2 . The producer node then finds the most similar preset parameter values (i.e., 0.0 and 5 in Fig. 2 ) to M. 2 again. Next, it encodes a bitmap using the identifiers (i.e., a 2 and b 3 ) of the preset parameter values found and sends the bitmap to the consumer node which derives the parameter identifiers by decoding the bitmap.
B. Presetting Parameter Values
Let P = {p i } be a set of parameters required for building a given model, excluding constants (e.g.,
2 ). While sweeping a stream s, we obtain a set of model instances. By extracting the value for p i from each model instance, we collect a set V pi of parameter values. For example, V p1 = {2, 4} and V p2 = {3, 5} are obtained from two instances of degree-2 polynomials v = 2t + 3t 2 and v = 4t + 5t 2 , respectively. Our framework then stores the upper and lower bounds of each Given an integer number h, the space of B pi is conceptually divided into h subspaces, each of which has an equal size [3, 5] for h = 2, B pi = [1, 5] . We then take the median value of each subspace to be used as a predetermined value for a parameter p i . Note that we do not store these predetermined parameter values in the system but derive them from the bounds, reducing storage requirement for the coded model update substantially.
Let f loor(x) be the largest integer value that is not greater than x. Given an actual parameter value v p , its nearest predetermined parameter value is computed by
Equation 1 has a constant-time complexity. Therefore, all of the necessary parameter information for building the model can also be computed with a constant-time complexity, i.e., O(|P | + 1).
As time passes and s receives more new readings, the space of |B pi | may be expanded, consequently each preset parameter value may also cover a large subspace. Nevertheless, such a expansion seldom occurs after certain time periods (e.g., the highest and the lowest values of air temperature over years do not change often). In addition, the large space of |B pi | does not necessarily mean that the preset parameter values have coarse granularities. For instance, coefficient values associated with the time variable of polynomial regression curves or lines can be normalized within
. As a more specific example taking a linear regression model and h = 10 (which is much smaller than its typical values in our system), the angle between the line formed by the actual model and that formed by the model using the preset parameter values always stays within at most an 18-degree error, regardless of |B pi |. Furthermore, even if the model constructed by the preset parameter values may require more frequent model update due to its inaccurate prediction compared to the actual model, each size of model update is still much smaller than that of actual parameter values, rendering lower total costs for model update.
IV. CODED INTER-VARIABLE MODEL
It is often observed that data streams collected from different sensors or locations exhibit correlated trends over time due to physical laws. For instance, Fig. 3(a) plots sensor readings of air temperatures from two different places, and Fig. 3(b) shows measurements of air and ground temperatures in the same area. Such correlated streams generally can be used to obtain more precise value predictions and thus model updates from producer nodes to consumer nodes can also occur less frequently.
A. Preliminaries
We utilize the correlations across physical variables in our framework when correlated streams are requested from consumer nodes. Since our coded model update is designed to support any given arbitrary models, we aim to develop this correlation model based on the coded model update method. Thus, it is natural to expect synergy effects from combining the coded model update and the correlation models. 
It has been shown that using linear dependency with scale factor across variables is very effective to handle correlated streams, in terms of minimizing data redundancy [12] , [13] . Fig. 4(a) illustrates an example of how the coded intervariable model works, using piecewise constant models for representing two streams s 1 . j is the j-th instance of the coded inter-variable model having δ = 3 that is shared by both producer and consumer nodes. 3 ) is used for describing the dependency between the two models.
B. Bitmap Encoding
Suppose that a set of streams S = {s 1 , s 2 , · · · , s n } at a producer node are requested from a consumer node. Starting with k = 8 bits for a bitmap as an update message in the coded model update, we divide the k bits into two slots, which the first slot o id is assigned for identifiers of each stream and the other o v is designed for the accuracy control slot. We fist assign |o id | = ceil(log 2 (n)) within k, where ceil(x) returns the smallest integer value that is not smaller than x, and the rest bits of k are assigned to o v ( e.g., Fig. 4(b) ).
The coded inter-variable model can assign more bits to the accuracy slot o v than the general coded model update does (e.g., Fig. 4(b) ), because o i d generally does not take many bits of k unless the number of streams requested by a consumer node is very large. As a result, the preset models become more descriptive by having more preset readings, rendering more precise value prediction.
C. Computing Correlated Streams
A study in stream data compression [13] presents a state-ofthe-art solution, called GAMPS, that finds optimal groups of streams for applying correlation models, and computes optimal base streams with respect to maximized data compression. Unfortunately, some of these methods cannot be directly employed for our work, because they consider compression of static historical data that are already collected, while our work applies to real-time data. In this study, we aim to minimize the size of data costs for identifying a specific stream, to be sent from producer nodes to consumer nodes. When the number of streams requested by a consumer node is large, discovering which stream is correlated to another or others is computationally expensive.
To cope with this, we consider a given time-window that contains a history of the data streams requested by a consumer node. We discover correlated streams within this window, and then apply our coded inter-variable model for the correlated streams found. The intuition behind this is that correlated streams in the window are also likely to exhibit similar trends for longer terms. Thus, we do not need to compute them every time when a producer node receives a new reading. For example, the streams in Fig 3 show similar trends over three days. Those plots suggest that we can detect such correlations with small window sizes, e.g., half a day.
Given a window and a set of streams to be transmitted to a consumer node, we discover groups of correlated streams by utilizing the plane-sweep algorithm. Our cost model is the frequency of model updates while scanning the window along time. We compute the cost for every combination of the streams, using the coded inter-variable model. We select the combinations having the lowest costs as the groups of correlated streams. For each of such groups, we apply the method introduced in GAMPS [13] for finding the base signal for this group. Note that this operation is performed only once when a consumer node requests multiple streams that are maintained by a producer node.
V. EXPERIMENTS
To show that our proposals achieve subtantial amounts of communication reduction, we conducted an experimental study. We analyze the effect of our coded model update (Section III) in terms of communication efficiency and we compare the performance of our coded inter-variable model (Section IV) with a state-of-the-art solution (GAMPS [13] ).
A. Datasets and Cost Measures
Our experiments use two real datasets in order to contend with real phenomena: (1) St. Bernard: Environmental data was collected for a period of 7 months in the Grand St. Bernard area in Switzerland. We selected one deployment station and retrieved 8 distinct data streams that measured: air temperature, surface temperature, relative humidity, solar radiation, soil moisture, and wind speed. Total number of readings was 80640. Some of the streams in this dataset show quite similar trends over time. (2) Wannengrat: Six different physical variables were recorded over a period of two months in Wannengrat, Switzerland. The observations include relative humidity, air temperature, surface temperature, snow height, wind speed, and wind direction. Total number of readings was 104688. Unlike St. Bernard, correlations of the streams are hardly found in this dataset.
We compute the communication costs as follows: Let |s| be the number of readings in an original data stream s, and |s | be the number of model updates occurred, while sweeping s. We obtain the relative communication cost for the stream s by cost s = |s |·|u| |s|·4bytes , where: |u| is the size (in bytes) of one model update; and we used the fact that each raw reading was stored using 4 bytes.
B. Effect of Coded Model Update
In the first set of experiments, we measured the effect of using model-based views for minimizing communication cost over networks. Fig. 5 demonstrates significant improvements Our proposal achieves at best over 99 % (coded degree-0 polynomial regression, for St. Bernard) and at least 91 % (degree-2 Chebyshev regression, for St. Bernard) less data communications, compared to transmitting original data. This is expected since the coded model update compresses the model parameter values with compact bitmaps. For these experiments, the sizes of the bitmaps were only one or two bytes for each stream. To obtain these results, we set the usergiven error bound to 1 %.
Next, we measured how varying error bound affects the performance of our framework. Fig. 6 shows the changes of communication cost along different sizes of error bound for degree-1 polynomial and Chebyshev regression models with This observation becomes more clear when the error bound grows from 0.5 % to 2 % and then it does less after 2 %. Using a such value of error bound as 2 %, called a knee point, implies that our framework shows a great performance, in terms of minimizing the size of error bound and maximizing communication efficiency. If an application using the framework needs to set the value for error bound in an automated way, it is ideal to use such a knee point for the value.
C. Effect of Coded Inter-Variable Model
In the second set of experiments, we measured the communication costs of our coded inter-variable model, and compared it with a state-of-the-art solution GAMPS [13] . Both are correlation models and share similar underlying ideas that exploit linear dependencies among the streams. Fig. 7 shows the results, with varying error bound, as well as those for using piecewise constant models for the streams, without taking into account their correlations.
For the St. Bernard dataset, our coded inter-variable model performs best, and this becomes more remarkable for the Wannengrat dataset. GAMPS also performs better than the piecewise constant model for St. Bernard. This supports the discussion made in Section IV-A, such that considering correlations of streams can reduce the redundancy of data, rendering more efficient data communication over networks. As we described in Section V-A, the Wannengrat dataset seldom contains correlated streams. As a result, the communication costs using GAMPS increase substantially in this dataset. In contrast, our coded inter-variable model still shows the best performance among all the methods. This is because the coded inter-variable model works like the piecewise constant model, when streams are uncorrelated.
VI. RELATED WORK
Due to the characteristics of continuity, data streams are often modeled by continuous-time functions as time-series regression models [8] , [14] , [15] . The main focuses of these studies are, however, not on minimizing communication cost over distributed network settings, but on developing techniques for query processing in centralized system settings.
Instead of building individual models for single data streams, correlation models for multiple streams have also been highlighted, particularly for data stream compression [12] , [16] , [13] . They can generally increase compression ratios by reducing data redundancy. Although our proposal also takes into account stream correlation, it differs from them because they mainly consider static historical data, whereas our work applies to real-time data.
Streaming data dissemination [3] , [4] concerns continuous data transfers from producer nodes to consumer nodes. These studies assume that raw data streams must be disseminated. Hence, they focus on maximizing the shares of data to be carried together over networks. In contrast, we claim that conveying the raw streams is unnecessary; we transfer only the models rather than the actual streams.
In contrast to moving the actual data streams, placing operators (or executable codes) into networks has also been studied in a rich body of research work [5] , [6] , [7] . The key disadvantage of these work, however, is that query results must be delivered across networks, even if the results are optimally reorganized with respect to network latency, maximal share for multiple queries, and so on. This may decrease the communication efficiency when the query results contain large amounts of data (e.g., SELECT *).
VII. CONCLUSIONS
Increasing use of sensor network is resulting in federated sensor networks, consisting of interconnected local sensor networks. To reduce data communication in such a network, various proposals have been introduced. However, they are generally query-dependent or inefficient for large volumes of query results. This paper proposes a generic framework that represents data streams by given arbitrary numerical models, so-called model-based views. Only the models' parameters are transferred over the networks for efficient data communication. Moreover, we propose a method that boosts the performance of the framework, named coded model update. It compresses the parameter values of the models to be transmitted, by encoding them with compact bitmaps. We also present a coded intervariable model that incorporates an effective correlation model into the efficient coded model update. Experimental results show the proposals effectively reduce communication costs.
