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Effects of Social Reinforcement Versus Tokens on the Spontaneous Speech of Preschoolers 
Carly Moher Eby 
Two studies were conducted on the effects of different reinforcement contingencies on the 
emission of verbal operants by preschoolers.  Six participants, 3 females and 3 males, 3- to 4-
years old, were selected to participate in Experiment I.  Six participants, 5 females and 1 male, 2- 
to 4-years-old, were selected for Experiment II.  In Experiment I, the effects of contingent tokens 
versus contingent adult attention were tested on the number of tacts emitted in three different 
experimental settings, using an alternating treatment design. In Experiment II, the effects of 
contingent tokens versus contingent adult attention were tested on the number of tacts per minute 
and the percentage of peer-to-peer conversational units. The results from both experiments 
showed that these participants emitted tacts more frequently with contingent social attention than 
with contingent tokens. In addition, in Experiment II, peer-to-peer conversational units were low 
when adult attention was available and increased when adult attention was withheld.  
Implications of these results include, tacts are maintained specifically by social reinforcers, not 
simply generalized conditioned reinforcers (i.e., tokens).  Thus, special attention must be paid 
when selecting reinforcers for teaching tacts so that the desired function is taught. Moreover, 
deprivation of adult-attention appears to function as a motivating operation for enhancing the 
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INTRODUCTION AND REVIEW OF THE LITERATURE 
 Vocabulary growth in early childhood is correlated with later academic success (Hart & 
Risley, 1995). Children’s language acquisition begins with an environment rich in language and 
social interactions (Hart & Risley, 1995).  Evidently, a critical component of that environment is 
the presence of speaking adults and the interactions that occur with them. For instance, in Hart 
and Risley’s study, parents who were more responsive to their children, spent more time talking 
to their children, used more variety in language, and engaged in longer interactions, had children 
with greater vocabulary growth, better use of vocabulary, and higher IQ scores. 
 Vocabulary growth was selected as the dependent variable in Hart and Risley’s (1995) 
study not only because it afforded them a way to directly measure overt changes in behavior 
(unlike an indirect measure, such as IQ), but also because a strong vocabulary is regarded by 
parents, educators, and society in general as a good indicator of language and social development 
in children.  In verbal behavior research, a major component of vocabulary use is known as a tact 
repertoire (Skinner, 1957). Skinner defined the tact as a “verbal operant in which a response of a 
given form is evoked by a particular object or event or property of an object or event”  (pp. 81-
82).  In other words, tacts are words for objects, events, people, or actions that the speaker 
contacts in his/her current environment.  Learning a fluent tact repertoire is the cornerstone of 
being a true speaker and is a necessary component of becoming truly verbal (Greer & Speckman, 
2009). 
Tacts are a useful verbal behavior repertoire for researchers seeking to understand how 
language and social behaviors are learned.  In a series of studies, researchers found that an 
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Intensive Tact procedure in which children were immersed in daily tact instruction resulted in 
more tacts emitted in non-instructional settings (Delgado & Oblak, 2007; Greer & Du, 2010; 
Pistoljevic, 2008; Pistoljevic & Greer, 2006; Schauffler & Greer, 2006).  These researchers 
suggested that the Intensive Tact procedure functioned to teach children to recruit adult attention 
by emitting tacts.  Schmelzkopf (2010) hypothesized that in order for children to learn how to 
recruit adult attention via the emission of tacts, adult attention must function as a reinforcer for 
their behavior.  When adult attention did not function as a reinforcer, Schmelzkopf (2010) found 
that the Intensive Tact procedure functioned to condition adult attention as a reinforcer. 
Schmelzkopf’s study was the first to measure conversational units in addition to tacts.  In her 
measurement of verbal operants, she separated tacts from conversational units.  For instance, a 
single tact emitted was measured as a tact. A conversational unit that contained tacts within the 
speaker-listener exchange was measured as a conversational unit only, and did not account for 
the tacts that were contained within the conversational unit.  As a result of this measurement 
method, her findings appeared different from previous studies because conversational units, 
rather than tacts, showed the greatest increase following the Intensive Tact intervention.  If the 
tacts contained within the conversational units had been a focus of measurement as well, the 
results would have conceivably shown increased tacts similar to previous studies. Nevertheless, 
Schmelzkopf’s findings were important as they led her to conclude that the intensive tact 
procedure functioned to condition adult attention as a reinforcer, causing the participants to 
become more “interested” in the adults and therefore engaging in more verbal exchanges.   
It is becoming clear that tacts are a key component in the acquisition of verbal behavior 
and social behavior in humans. According to Greer, Singer-Dudek, Longano, and Zrinzo (2008), 
“praise and related social attention appear to play a critical role in the learning of tacts and the 
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incidental acquisition of language and other types of socialization and acculturation” (p.6). It 
seems logical, therefore, to assume that there is something fundamentally social about the tact 
operant.  However, this assumption is not consistent with much of the literature on how tacts are 
taught. 
When Skinner (1957) first defined the tact as one of the elementary verbal operants, he 
identified its functional reinforcer as generalized conditioned reinforcement.  By definition, 
generalized conditioned reinforcers are reinforcers that have been paired with more than one 
unconditioned or conditioned reinforcer, and as a result the momentary conditions of the 
organism (i.e., motivating operations, such as satiation or deprivation) are not likely to affect 
their efficacy.    
Interestingly, generalized conditioned reinforcers, according to their traditional definition, are 
not necessarily social in nature.  Money, tokens, and social attention are all classified together as 
generalized conditioned reinforcers, despite their vastly different physical dimensions.  Money is 
a generalized conditioned reinforcer because it can lead to many unconditioned reinforcers (i.e., 
food, warmth) or conditioned reinforcers (i.e., travel, books, music) and so it is relatively 
independent of momentary deprivations (i.e., if you are not hungry and therefore do not want 
food, you can spend your money on going to the movies instead, and therefore the reinforcing 
value of money is never diminished). It has become common in the literature to refer to money 
as the best example of generalized conditioned reinforcement (Catania, 2007; Cooper, Heron, & 
Heward, 2007; Greer & Ross, 2008; Kazdin, 1984; Moore, 2008; Skinner, 1953, 1957).  In 
educational research and applications, token economies have become the most commonly used 
generalized conditioned reinforcers. Token economies essentially function in the same way as 
money – one can spend tokens on an array of different types of items or activities, depending on 
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what is most motivating at the time. The third type of generalized conditioned reinforcer, social 
attention or approval, differs from both money and tokens in terms of its stimulus properties, 
how it’s delivered as a reinforcer, and the absence of an exchange for a “back-up” reinforcer 
(Skinner, 1953).  Indeed, there is a social aspect to attention and approval as a reinforcer because 
it typically involves person-to-person interaction. 
Evidently, each of these types of reinforcers – money, tokens, and social attention - differ 
considerably in terms of their physical dimensions and how they are used and yet somewhat 
surprisingly they are often classified together under the same umbrella term of generalized 
conditioned reinforcement. This presents a problem in research and practice with respect to how 
tacts are learned.  If the assumption is that the tact is a fundamentally social operant that is 
controlled by social attention of others (Greer & Ross, 2008; Schmelzkopf, 2010), then the 
current definition is inadequate. That is, perhaps it needs to be specified that the reinforcement 
for tacts is uniquely social (i.e., social verbal reinforcement) rather than other forms of 
generalized conditioned reinforcers (i.e., tokens).  Currently, this has been overlooked in the 
literature.  
A review of the verbal behavior literature revealed that the available definitions and uses of 
the vocabulary pertaining to generalized conditioned reinforcers has varied widely and 
subsequently the applications in the verbal behavior research of the use of generalized 
conditioned reinforcers has also shown vast inconsistencies.  For example, it seems that 
generalized conditioned reinforcement has become an umbrella term in verbal behavior research 
focused on teaching tacts.  Across several studies that were reviewed, generalized conditioned 
reinforcement referred inconsistently to reinforcement operations such as “non-specific” 
reinforcement including food and toys (Braam & Sundberg, 1991; Stafford, Sundberg, & Braam, 
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1988), praise (Carroll & Hesse, 1987; Sundberg, San Juan, Dawdy, & Arguelles, 1990), food and 
praise (Partington & Bailey, 1993), tokens and praise (Williams, Carnerero, & Perez-Gonzalez, 
2006), or opportunities to mand (Greer & Ross, 2008).  When it comes to the reinforcement of 
tacts, it seems that a necessary condition should be that there is a social dimension to the 
reinforcement that maintains them.  However, past research has not addressed the possible 
distinction between the various types of generalized conditioned reinforcers as they apply to 
verbal behavior.  This distinction is an important one to make because it is critical that tacts are 
being taught using the most effective instructional tactics.  If the reinforcement operations being 
practiced are faulty, this will negatively impact the acquisition of tact repertoires by children 
who need tacts in order to acquire important verbal capabilities. 
Thus, the procedural variations noted above have led to the question; does social attention 
serve a different type of reinforcement function than tokens in the reinforcement of tacts? In 
Experiment I, the following questions were investigated: 1. How will tacts be affected by 
conditions of (a) contingent social attention reinforcement and (b) contingent token 
reinforcement? 2. If tacts function to gain access to attention instead of tokens, or vice versa, 
what does this mean about the function of the tact?  3. If the function of the tact is to recruit 
social reinforcement, how does this impact the current definitions used in the literature?  In 
Experiment II, the research was extended to explore: 1. How will social reinforcers and token 
reinforcers affect the verbal operants of typically developing preschoolers? 2. How will these 
conditions impact the audience relation in terms of who the children speak to when a peer and an 





Definition of Terms 
 
1. Antecedent Stimulus 
A specified part or change in a part of the environment, usually correlated with the 
occurrence of a specific response. 
2. Audience relation 
The audience is critical because all verbal behavior must occur in the presence of 
a listener (even when the listener is the “self”).  The listener as audience is a 
discriminative stimulus that was part of a context in which the behavior was reinforced; 
therefore, it became discriminative for that behavior.  An audience is a discriminative 
stimulus (based on prior reinforcement or punishment effects) in the presence of which 
verbal behavior is reinforced and therefore strengthened.  It is a verbal community (i.e., 
an audience) that establishes language (Skinner, 1957). 
3. Behavioral Developmental Cusps 
A behavioral developmental cusp is any change in behavior that results in 
bringing the organism's behavior into contact with new contingencies that he/she could 
not contact prior to the acquisition of the cusp (Rosales-Ruiz & Baer, 1997).  For 
example, once a baby learns to crawl, this is a developmental cusp because the baby can 
then move in his/her environment and experience new reinforcers or punishers that were 
previously out of reach.  
4. Capability 
A capability is defined as the acquisition of a cusp that allows for new ways of 
learning.  According to Greer and Speckman (2009), “when the induction of a behavioral 
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developmental cusp also results in a child being able to learn in a way they could not 
before, we identify that as an experientially derived verbal developmental capability and 
higher order or overarching operant” (p. 462). While a developmental capability is a cusp, 
not all cusps are developmental capabilities (Greer & Speckman, 2009).   
5. Conditioned Reinforcement 
Conditioned reinforcers are stimuli that function to reinforce behavior because of 
a history of being paired with other unconditioned or conditioned reinforcers (Catania, 
2007). 
6. Consequence 
A change in the environment that occurs following a specific response 
7. Discriminative Stimulus  
A discriminative stimulus (SD) is defined as “a stimulus condition that has a 
history of correlation with the differential availability of an effective form of 
reinforcement given a particular type of behavior.  Differential availability implies that 
the relevant consequence has been in some way more available in the presence than in the 
absence of the stimulus condition or SD” (Michael, 1993).  According to Catania (2007) a 
discriminative stimulus is: 
any stimulus with a discriminative function; according to an older 
usage, a stimulus correlated with reinforcement when another is 
correlated with extinction. The latter usage has become less 
common because it isn’t applicable to stimuli correlated with 
different schedules (e.g., multiple FI FR). (Catania, 2007) 
 
8. Generalized Conditioned Reinforcement 
Skinner (1953) defined generalized conditioned reinforcers as those that have 
been paired with more than one unconditioned or conditioned reinforcer, and as a result 
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the momentary conditions of the organism (i.e., motivating operations) are not likely to 
be important.  For example, money can be linked to many unconditioned reinforcers and 
so it is “relatively independent of momentary deprivations” (p. 77). 
9. Echoic Verbal Operant 
Echoic behavior is defined as verbal behavior that has a point-to-point 
correspondence between the sound of a spoken stimulus and the response (Skinner, 1957). 
An echoic repertoire is established through “educational” reinforcement.  Parents and 
teachers use echoics regularly and “naturally” when interacting with children (e.g., “Yes, 
that is a tiger”). Imitation is not echoic because there is no similarity between a pattern of 
sound and the muscular responses, which produce a similar pattern (Greer & Ross, 2008).  
In other words, imitation does not have point-to-point correspondence between the sound 
of the stimulus and the response.  “Echoics are also distinguished from parroting in that 
the echoic response has the potential to be reinforced by a listener as a mand or tact, 
while parroting is automatically reinforced” (Greer & Ross, 2008). 
10. Experimental Condition          
 The term “experimental condition” or “condition” are used throughout this paper 
to refer to the independent variables that are operating on the dependent variable.  For 
instance, when referring to the “attention condition” this means that all of the operations 
described in the “Independent Variable” section pertaining to the delivery of attention as 
an independent variable would be operating when the “attention condition” is in effect.  
This terminology is not to be confused with “condition” as it is used in the terms, 




11. Intraverbal Operant 
One of Skinner’s elementary verbal relations (Skinner, 1957).  Intraverbal 
behavior occurs under the control of other verbal behavior, but there is no point-to-point 
correspondence between the stimulus and the response (Skinner, 1957).  For example, 
intraverbal behavior occurs under conditions such as being asked, “What time is it?” 
saying the alphabet, or social questions, such as “what is your name?” Chaining is an 
example of intraverbal behavior, where any one link is not under exclusive control of the 
preceding link.  Word associations can also be intraverbal behavior.  Translating 
languages consists of intraverbal behavior, where the new language is spoken under the 
control of the old language (Skinner, 1957). 
12. Listener 
A term used to describe the level of verbal behavior that a person functions with.  
A listener is governed by the verbal behavior or others, therefore a listener gains some 
independence because he/she can respond to speaker behavior, including instructions, 
requests, and approvals (Greer & Ross, 2008). 
The listener mediates and shapes the behavior of the speaker, and 
sometimes that speaker is the listener himself or herself. Thus, a 
verbal person is not a "processor" of language or a "retriever" of 
information stored in long- or short-term memory, but instead is 
one who observes stimuli in a specific way and responds 
appropriately to them (Greer & Speckman, 2009, p. 451). 
 
 
13. Mand Operant 
One of Skinner’s elementary verbal relations (Skinner, 1957).  A verbal operant in 
which the response is reinforced by a characteristic consequence and is therefore under 
the functional control of relevant conditions of deprivation or aversive stimulation 
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(Skinner, 1957).  The mand specifies its reinforcer.  Subtypes of mands include extended 
mands, superstitious mands, and magical mands.  The extended mand occurs when the 
reinforcement for the mand is unlikely or impossible, such as when a child mands the 
behavior of a baby, a doll, or an untrained animal (Skinner, 1957).  Extended mands may 
occur even when no listener is present, such as a thirsty man who says “water” when he’s 
alone in the desert (Skinner, 1957).  Superstitious mands occur when there is no real 
consequence to strengthen the response, but they continue to be emitted because of 
accidental reinforcement or intermittent reinforcement.  For example, a gambler says, 
“roll me a six!” even though this verbal response has never been reinforced previously 
(Skinner, 1957).  Magical mands are those that the speaker creates based on past effective 
mands (Skinner, 1957).  For example, having manded a cup of tea before and received it, 
the speaker will mand a cup of coffee even though he has never received coffee in this 
way before (Skinner, 1957). 
14. Motivating Operations 
Events that alter the reinforcing effect of a specific stimulus or stimulus class and that in 
turn alter the frequency of responses that they follow (Laraway, Snycerski, Michael, & 
Poling, 2003; Michael, 1982, 2000).  Satiation and deprivation are two types of motivating 
operations that either have an abative effect (in the case of satiation) or an evocative effect 
(in the case of deprivation) on stimuli that are presented as reinforcers. 
15. Multiply Controlled Verbal Operants 
According to Skinner, it is common to find a mixture of controlling relations that 
characterize both tacts and mands.  In the case of the tact, non-generalized reinforcement 
sometimes disturbs the stimulus control of the tact, such as when consequences other than 
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generalized reinforcement are more important to the speaker at the moment of the response 
(Skinner, 1957). Skinner asserts that although the verbal community generally maintains the 
speaker’s behavior with generalized reinforcement, the listener often responds to the speaker 
in ways other than merely emitting approvals.  For example, if a speaker tacts a private event, 
such as “I am cold” the listener may reinforce the speaker’s behavior with generalized 
reinforcement by saying “yes, it is cold in here.” However, the listener may also act by 
closing a window or handing over a blanket.  In the latter case, the listener’s behavior of 
closing the window or providing a blanket may be reinforcing to the speaker under the 
current state of aversive stimulation (being cold), and the initial speaker response, “I am 
cold,” then functions as a mand rather than as a tact. When this occurs, it is called an “impure 
tact” (Skinner, 1957).  
16. Naming 
Naming is a verbal developmental capability and cusp that is necessary for 
becoming truly verbal (Barnes-Holmes, Barnes-Holmes, & Cullinan, 2001; Barnes-Holmes, 
Hayes, Barnes-Holmes, & Roche, 2001; Horne & Lowe, 1996). Horne and Lowe (1996) 
defined it as a bidirectional relationship between listener and speaker behavior that allows us 
to hear a word for an object while observing the relevant stimulus and then say the word in 
the presence of the stimulus, without ever being explicitly taught to say it.  Naming appears 
to be one of the most – if not the most crucial stage in a child’s verbal development because 






17. Pure Tact 
A tact that is evoked by a non-vocal antecedent (Greer & Ross, 2008).  Also refers to the 
consequence operation.  According to Skinner, it is a tact that is not multiply controlled 
(see Multiply Controlled Verbal Operant).   
18. Repertoire 
A class or category of operants that an organism has learned (Greer & Ross, 2008). 
19. Stimulus 
A specified part or change in a part of the environment, usually correlated with the 
occurrence of a specific response 
20. Social Approval 
A reinforcement operation that consists of vocal and non-vocal behavior, including 
approving statements, smiling, laughter, a pat on the back, and/or hand gestures such as 
thumbs up or high five. 
21. Tact Operant  
One of Skinner’s elementary verbal relations (Skinner, 1957).  A “verbal operant in 
which a response of a given form is evoked by a particular object or event or property of an 
object or event” (Skinner, 1957).  The presence of a given stimulus raises the probability of 
occurrence of a given form of response.  A pure tact, according to Skinner, is established 
with a completely generalized reinforcer.  
22. Token 
A stimulus used as a generalized conditioned reinforcer, such that it can be delivered as a 




23. Unconditioned Reinforcers 
Unconditioned reinforcers are stimuli that function as reinforcers without any prior 
learning history (Catania, 2007). 
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Review of the Literature 
Psycholinguistic Theory 
 The psycholinguistic approach to language grew out of the Cognitive Psychology 
discipline.  Within this approach, it is assumed that language is caused by underlying mental 
structures, rather than environmental experiences (Pinker, 1994).  It asserts that a Universal 
Grammar underlies language, such that there are certain properties that exist in all human 
languages.  In addition, it is believed that humans have an innate language acquisition device that 
allows for the production of grammatically and syntactically correct sentences (Chomsky, 1972).  
It is also believed that language develops so quickly and with such complexity that learning 
theories based on environmental interactions are inadequate to explain how language is acquired.   
 
Verbal Behavior Theory 
 B.F. Skinner (1957) introduced a new theory of language in which he defined verbal 
behavior as “the behavior of an individual which achieves its effect on the world through 
someone else’s behavior.”  In his opening paragraphs, Skinner states, “Behavior alters the 
environment through mechanical action…much of the time, however, a man acts only indirectly 
upon the environment from which the ultimate consequences of his behavior emerge.  His first 
effect is on other men.” (p.1)  
 Skinner’s theory was immediately recognized as a sharp contrast from traditional 
approaches to language, such as psycholinguistics. Skinner viewed verbal behavior as a 
relationship between the organism and the environment, such as with other types of behavior (i.e., 
nonverbal behavior), however the difference was that the relation is not a direct functional 
relation because verbal behavior does not operate directly on the environment, rather it operates 
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on the environment through the behavior of other people in the verbal community (i.e., the 
listener or the audience). In no way did his approach obviate the need for the other aspects of 
language study, although it had significant import on various theories of language evolution and 
development that presume the invocation of psychological constructs. 
 
Relational Frame Theory 
Relational Frame Theory (RFT) is a contemporary behavioral account of human language 
and cognition (Hayes, Barnes-Holmes, & Roche, 2001).  It purports that derived relational 
responding is the basis of complex human behavior. According to the RFT theory, learning 
histories of relational responding with multiple exemplars can explain how individuals can 
respond relationally to novel, untrained stimuli, in the absence of reinforcement. These 
experiences result in the formation of generalized, overarching response classes.  This theory 
explains how language can be learned, despite the impossibility of explicit teaching of every 
word, phrase, or sentence (Hayes, et al., 2001). 
 
The Controlling Variables for Tacts and Mands 
One of the most interesting and ever-evolving areas of verbal behavior research has been the 
quest to understand the difference between two of the elementary verbal operants that were 
defined by Skinner (1957), the mand and the tact.  Skinner defined the tact as a “verbal operant 
in which a response of a given form is evoked by a particular object or event or property of an 
object or event”  (pp. 81-82). Tacts are evoked by nonverbal stimuli in the environment. Skinner 
defined the mand as “a verbal operant in which the response is reinforced by a characteristic 
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consequence and is therefore under the functional control of relevant conditions of deprivation or 
aversive stimulation” (pp. 35-36).    
According to Skinner (1957), mands and tacts are distinct in two important ways: (1) how 
they are evoked, and (2) how they are reinforced. From an antecedent perspective, mands are 
under the control of specific deprivation or aversive stimulation, known as motivating operations 
(Laraway, et al., 2003; Michael, 1982, 2000).  In contrast, tacts do not depend on any specific 
deprivation or aversive stimulation; rather the stimulus control for the tact is in the discriminative 
stimulus (other research has suggested differently and will be discussed herein). Discriminative 
stimuli are established when responses in the presence of one stimulus are consistently 
reinforced with generalized reinforcement within the verbal community. As a result of 
establishing a discriminative stimulus, responses are controlled by the salient stimulus properties 
in the environment.  
In verbal behavior research, motivating operations, particularly establishing operations, 
have been a critical component in studies aimed at teaching the mand operant.  It has been 
replicated repeatedly that a state of deprivation of the specified reinforcer, or presence of an 
aversive stimulus, is necessary in order to teach mands and this has been consistent in the verbal 
behavior research (Braam & Sundberg, 1991; Carroll & Hesse, 1987; Hall & Sundberg, 1987; 
Lamarre & Holland, 1985; Michael, 1988; Nuzzolo-Gomez & Greer, 2004; Sigafoos, Reichle, 
Doss, Hall, & Pettitt, 1990; Stafford, et al., 1988).   
However, the antecedent events that evoke the tact operant have not received the same 
amount of attention as those for the mand, and the status of these events is less certain in the 
literature. Early studies that tested the effects of satiation and deprivation of social reinforcers on 
the emission of verbal behavior found that behaviors classified as “comments,” (i.e., casual 
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remarks that did not require a formal response from the listener), “questions,” (i.e., casual 
remarks that required brief responses from the listener), and “attention-seeking” responses (i.e., 
responses that were characterized by necessary attention from the listener) increased under 
conditions of social deprivation and decreased under conditions of social satiation, indicating 
that emission of tact operants could be affected by momentary motivational variables (Gewirtz & 
Baer, 1958a, 1958b; Gewirtz, Baer, & Roth, 1958). There have been few replications of these 
results, and thus there appears to be a gap in the literature regarding the possible ways in which 
motivating operations alter the tact operant.  One exception to this gap was a study conducted by 
(Tsiouri & Greer, 2007) in which they compared the effects of social attention delivered on a 
fixed-time schedule that was not contingent on a specific behavior with contingent social 
attention on first instances of echoic responses. 
Tsiouri and Greer (2007) compared contingent social reinforcers with fixed-time delivery 
of social reinforcers without extinction to teach echoic responses to two preschool-aged children 
with no vocal verbal repertoires.  The fixed-time delivery of social attention condition was 
designed to create an abolishing operation for the reinforcing efficacy of social attention.  It was 
a control condition used to measure the effects of the contingent social reinforcement condition. 
These procedures were consistent with noncontingent reinforcement or fixed-time delivery of 
preferred item procedures used to decrease aberrant behavior maintained by attention (Vollmer, 
Iwata, Zarcone, Smith, & Mazaleski, 1993).  Additionally, the fixed-time delivery of social 
attention was accompanied by a no extinction component, to control for the possibility that 
response suppression would be caused by extinction rather than satiation (Hagopian, Crocket, 
Van Stone, Deleon, & Bowman, 2000; Lalli, Casey, & Kates, 1997).  Tsiouri and Greer found 
that correct echoic tacts occurred more frequently in the contingent delivery condition, as 
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compared to the fixed time delivery condition.  This difference was not observed for their second 
dependent variable, emission of motor imitation responses. 
The second distinction that Skinner (1957) made between the mand and the tact was their 
unique reinforcement control.  Mands specify their reinforcers.  For example, a thirsty (i.e., 
water-deprived) person emits the response, “water” and the response is reinforced with the 
delivery of water.  Tacts do not specify their reinforcers; rather generalized conditioned 
reinforcers strengthen them.  When Skinner wrote about generalized conditioned reinforcers with 
respect to tacts, his description lacked some of the certainty and clarity with which the specificity 
of mand reinforcement was described. 
 
Conditioned Reinforcement 
The discriminative stimulus hypothesis. Skinner first theorized that conditioned 
reinforcement could be explained by analyzing chains of discriminated operants (Skinner, 1938).  
This theory was later developed by Keller and Schoenfeld (1950), who formalized the 
Discriminative Stimulus Hypothesis.  A discriminative stimulus is defined as any stimulus in the 
presence of which responses of some type have been reinforced and in the absence of which the 
same type of responses have occurred and not been reinforced (Cooper et al., 2007). Skinner 
(1938) reported that in each link of operant chains, the discriminative stimulus both serves to 
occasion a subsequent operant, and acts as a conditioned reinforcer for the operant that precedes 
it. In brief, the discriminative stimulus hypothesis states that conditioned reinforcers are always 
discriminative stimuli, and discriminative stimuli are conditioned reinforcers.   
  Keller and Schoenfeld (1950) expanded upon Skinner’s description of operant chains.  They 
defined a conditioned reinforcer as:  
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A stimulus which is not originally a reinforcing one (or which is 
not, as we often say, a “primary reinforcement”) can become 
reinforcing through repeated association with one that is.  That is, 
reinforcing effects may be acquired by a stimulus through being 
present when an original reinforcement is given. (p.234) 
  
According to Keller and Schoenfeld (1950), the criterion to be met by a conditioned 
reinforcer is that “it must, through conditioning, have acquired the power to condition” (p. 234). 
Keller and Schoenfeld described several animal studies to demonstrate the operation of 
secondary reinforcement (p. 234).  In one study by Schoenfeld, Antonitis, and Bersh (1950), 
animals were trained to come to the cage’s food tray at the sound of a food pellet falling into the 
tray.  Schoenfeld et al. (1950) proposed that in order to act as a conditioned reinforcer (Sr) for 
any response, a stimulus must be a discriminative stimulus (SD) for some response.  Support for 
this statement included the following evidence: First, the training conditions for obtaining a Sr 
are the same as those for obtaining a SD.  We must first make a SD of the stimulus we wish to use 
later. Second, the response for which the stimulus is specifically used as SD is not the only one 
for which it can be used as a Sr. For example, Skinner’s rats were trained to come to a tray for a 
pellet at the sound of the magazine.  The next step was introduction of the bar and the lever press 
and pressing was conditioned by the magazine sound produced by the rat himself.  In this 
example, the stimulus acts as both SD and Sr (this relates to behavior chains).  Third, SD and Sr 
were interchanged (Dinsmoor, 1950) and this interchange of stimulus function did not produce 
any differences in the performances of the rat groups.  This indicates that establishing a stimulus 
as a SD establishes it also as a Sr, and extinguishing its power to function in one way also 
diminishes power or value in the other way.  
Stimulus-stimulus pairing hypothesis. Other researchers have sought to demonstrate that conditioned 
reinforcement involves the response-dependent presentation of a stimulus for a brief period of time in the presence 
of an unconditioned or other conditioned reinforcer (also referred to as “primary” reinforcement), and that pairing 
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results in the previously neutral stimulus becoming a conditioned reinforcer.  Williams (1994) refers to this as 
conditioned value – “the idea that stimuli paired with primary reinforcers acquire reinforcement properties in their 
own right” (p. 457).  According to Gollub (1970), “the major independent variable is the organism’s history with 
respect to that stimulus – especially the occurrence of that stimulus in relation to food delivery” (p. 364).  This 
research often involves second-order schedules of reinforcement, under which “the behavior on which reinforcement 
depends is itself subject to a reinforcement schedule” (p. 364).   
A series of experiments by Zimmerman between 1959 and 1976 provided evidence for the pairing 
(conditioned value) hypothesis. For example, Zimmerman, Hanford, and Brown (1967) presented food to pigeons on 
a background schedule of “freely presented reinforcement” that was delivered on a variable time (VT) 3 min 
schedule.  Conditioned reinforcers consisted of brief presentations of the darkened response key, extinction of the 
house light, and the sound of the food tray.  Different frequencies of conditioned reinforcers were presented across 
experimental conditions.  The authors found that pecking rates were maintained when primary reinforcement was 
suspended, suggesting that “schedules of conditioned reinforcement can maintain behavior continuously in a manner 
apparently similar to that which occurs with primary reinforcement” (Gollub, 1970, p. 458). 
 Second-order schedules of reinforcement have also been described to support the stimulus-stimulus pairing 
hypothesis.  According to Gollub (1970), “Under second-order schedules, the behavior on which reinforcement 
depends is itself subject to a reinforcement schedule.  For example, food may be presented every third time the 
pigeon satisfies a fixed-interval 1-min schedule requirement.  This would be designated by FR 3 (FI 1-min), a fixed 
ratio of fixed intervals.” (p. 364).  With second-order schedules, a long interval between presentations of the primary 
reinforcer is divided into small units, and a brief stimulus is presented at the end of each sub-interval.  The same 
stimulus is presented again at the end of the interval, paired with the primary reinforcer (Gollub, 1970).  
 A great deal of debate has occurred over the validity of the concept of conditioned reinforcement, 
particularly with respect to the pairing hypothesis (Williams, 1994).   
The controversy has not been whether contingent stimuli may affect behavior, 
because clearly they do; at issue, rather, has been whether such effects depend 
upon the stimuli having acquired conditioned value as a result of their pairing 
with the primary reinforcer. (Williams, p. 458)   
 
 Nevertheless, although it remains unresolved exactly how conditioned reinforcers are established, the 




Educationally Significant Applications of Conditioned Reinforcement 
 The token economy. Conditioned reinforcement has been tested in applied settings with 
token economies. At the Juniper Garden Children’s Program, a series of studies were conducted 
wherein a token economy was developed and implemented to teach academic repertoires to 
children from families of low socioeconomic status (Birnbrauer, Bijou, Wolf, & Kidder, 1965; 
Staats, Staats, Schutz, & Wolf, 1962) (Birnbrauer, Wolf, Kidder, & Tague, 1965; Wolf, Giles, & 
Hall, 1968).  Token economies have also been used to teach psychiatric inpatients with 
Schizophrenia (Ayllon & Azrin, 1968; Ayllon & Michael, 1959; Dickerson, Tenhula, & Green-
Paden, 2005), and children and individuals with intellectual disabilities and autism (Hung, 1977; 
Steeves, Martin, & Pear, 1970). The establishment and validation of tokens as reinforcers was 
demonstrated by Moher, Gould, Hegg, and Mahoney (2008).  In their study, novel stimuli were 
paired with edible reinforcers for three participants. Pre- and post-pairing preference and 
reinforcer assessments showed that the tokens did not function as reinforcers prior to pairing, but 
following the pairing intervention, the tokens functioned as reinforcers that matched the 
reinforcer value of the edibles with which they were paired.  When assessed under conditions of 
satiation, the tokens decreased in effectiveness, similar to how the edible reinforcers decreased in 
effectiveness.   
 In the applications of token economies discussed above, the target responses for increase or 
decrease were typically performance-based responses, such as increasing rates of studying, 
improving work (i.e., “on-task”) behavior, increasing class participation, decreasing out-of-seat 
behavior, or decreasing maladaptive behaviors.  New operants were not taught with tokens in 





Expanding communities of reinforcement via conditioned reinforcement. Baer and colleagues 
introduced the term “natural communities of reinforcement” to refer to environments that “naturally” function to 
maintain some behavior.   When a new operant is strategically taught in the context of the natural environment, the 
natural maintaining communities of reinforcement will continue to operate on the behavior in the absence of the 
teaching intervention and other sources of reinforcement would effectively be unnecessary (Baer & Wolf, 1970; 
Stokes & Baer, 1977; Stokes, Fowler, & Baer, 1978). Greer and colleagues have conducted a series of studies that 
are arguably the most educationally and socially significant applications of conditioned reinforcement research, 
aimed at “expanding communities of reinforcement” (Greer, Dorow, & Hanser, 1973; Greer, Dorow, & Randall, 
1974; Greer, Dorow, Wachhaus, & White, 1973; Greer, Becker, Saxe, & Mirabella, 1985; Nuzzolo-Gomez, 
Lenoard, Ortiz, Rivera, & Greer, 2002; Tsai & Greer, 2006).   For example, Greer et al. (1973) paired contingent 
teacher approvals with participants’ music listening responses in a stimulus-stimulus pairing paradigm and showed 
that praise could function as a conditioned reinforcer that when paired with previously unpreferred music converted 
the music to conditioned reinforcement for listening and choosing musical stimuli.  In a later study, a stimulus-
stimulus pairing procedure in which reinforcement was paired with toy play or observing books resulted in 
replacement of stereotypy with either toy play or observing books for young children with developmental disabilities 
(Greer et al., 1985; Nuzzolo-Gomez et al., 2002; Tsai & Greer, 2006; Longano & Greer, 2006).   
 
 Teaching verbal behavior with conditioned reinforcement.  Sundberg, Michael, Partington, and 
Sundberg (1996) found that systematically pairing reinforcement (e.g., tickles, hugs) with target vocal sounds 
spoken by an adult resulted in the acquisition of new speech sounds for five participants who were pre-speakers.   
Longano (2008) found that Naming, a more advanced language capability, was acquired as a function of a 
systematic stimulus-stimulus pairing of visual stimuli and vocal speech (i.e., echoic behavior).  
The applications of conditioned reinforcement to teaching verbal behavior as well as expanding 
communities of reinforcement differ from the token research because the focus is on teaching new operants, not on 
reinforcement of performance behavior. They are especially important applications because they result in the 
acquisition of new conditioned reinforcers (i.e., vocal verbal behavior, observing books, or playing with toys).  Once 
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the child has these new operants in repertoire, he/she will be able to access additional reinforcers in the environment 
that were not accessible before.  Rosales-Ruiz and Baer (1996) described this type of change as a behavioral cusp. 
 
Emergence of conditioned reinforcement from observation. In a recent expansion of 
the literature on conditioned reinforcement, Greer and Singer-Dudek (2008) found that six 
participants, ages 3-5 years, acquired conditioned reinforcement for previously neutral stimuli 
through a peer observation intervention.  During a pre-intervention phase, correct responses on 
performance tasks were measured during alternating conditions in which a food item or a neutral 
item (disc or string) was delivered contingent on correct responses.  Results showed that 
discs/string did not function as reinforcers, but food did. Learning tasks were also measured in 
which discs/strings were presented contingent on correct responses and corrections were given 
for incorrect responses. The peer observation intervention consisted of peer confederates 
receiving discs or strings contingent on correct responses during performance tasks while the 
participants observed.   During the post-intervention phase, the same performance and learning 
tasks from pre-intervention were presented. Results for each of the participants showed that the 
discs and strings reinforced correct responding on both performance and learning tasks, 
indicating that the discs and strings became conditioned reinforcers as a result of the peer 
observation intervention 
 The peer observation intervention described by Greer and Singer-Dudek (2008) was used 
in a follow-up study by Greer, Singer-Dudek, Longano, and Zrinzo (2008) to test whether the 
procedure would be effective in conditioning vocal praise as a reinforcer for performance and 
learning.  There were 4 male participants, ages 3 to 7.  A pre-intervention functional analysis was 
conducted in which the participants’ performance responses were tested under alternating phases 
of repeated sessions with edible reinforcement and repeated sessions of vocal praise delivered 
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contingent upon correct responses.  This assessment showed that praise did not function as a 
conditioned reinforcer. The peer observation intervention was then implemented.  The 
intervention consisted of the participant observing a peer confederate receive praise for correct 
responses on a performance task, while the target participant did not receive praise for correct 
responses.  Following the intervention, a post-intervention reversal design was conducted to test 
the effect of praise as a reinforcer.  The results showed that praise emerged as a conditioned 
reinforcer for all of the participants, as demonstrated by maintained responding during 
performance tasks and acquisition of learning tasks.   
 O’Rourke (2006) used the same observation intervention to condition math activities as 
reinforcers for second and third graders in general education classes.  The result of the 
conditioned reinforcement via observation intervention was that previously non-preferred math 
activities were established as reinforcers for performance and learning.  These studies 
demonstrated a new way to establish conditioned reinforcers. 
 
Generalized Conditioned Reinforcement  
Skinner (1953) made a distinction between money, educational reinforcers (i.e., tokens), and social 
reinforcement.  Money, according to Skinner, is the greatest example of a generalized reinforcer because of its 
ability to be exchanged for a nearly endless variety of unconditioned and/or conditioned reinforcers. Its usefulness 
depends largely on its independence from momentary deprivation.  Its effectiveness depends largely on the 
discriminative features of the physical dimensions of the money itself because the contingency between behavior 
emitted and money paid can be made very clear.  The reinforcing effect of money is quickly and easily established 
and the exchange value is much more obvious than the exchange value of attention, approval, or affection. 
Educational reinforcers, such as grades, diplomas, and tokens require more operations to gain reinforcement value 
than does money because they are not as readily or universally exchanged for unconditioned or conditioned 
reinforcers, however the possibility for exchange is certainly there (Skinner, 1953).   
25  
 
Social reinforcement. The third type of generalized reinforcement discussed by Skinner is social reinforcement 
in the form of attention, approval, or affection.  These become important to humans because gaining attention from 
others is a necessary condition for accessing other reinforcers.  Skinner identified the attention of a parent, teacher, 
or loved one as an especially good generalized reinforcer that can effectively strengthen behavior.  
Attention or approval can be difficult to define, observe, and measure.  Also, it can be 
difficult for the person whose behavior is resulting in the reinforcement to discriminate the 
reinforcement contingencies, which can often be weak or occur on an intermittent schedule. 
Nevertheless, Skinner states that generalized reinforcers of all forms do become strongly 
established and that eventually they are effective in the absence of the primary reinforcers upon 
which they were based, such that “we get attention or approval for its own sake” (Skinner, 1953, 
p. 81). 
An early example of verbal behavior strengthened by generalized reinforcement in the 
form of approvals was an experiment conducted by Greenspoon (1955) with undergraduate 
college students as participants. Participants were instructed to say as many words as they could 
think of during a 50-minute interview-like session.  For one of the experimental groups, plural 
nouns emitted were contingently followed by a vocal stimulus, “mmm-hmm,” and for the other 
experimental group, non-plural nouns emitted were contingently followed by a different vocal 
stimulus, “huh-uh.”  A control group was also included for whom there were no programmed 
consequences for plural or non-plural nouns.  The results showed that the vocal consequence, 
“mmm-hmm” increased the frequency of plural responses emitted by participants, and the vocal 
consequence, “huh-uh” decreased the frequency of plural responses.  
Skinner (1957) uses Greenspoon’s (1955) experiment as an example when making a 
distinction between approvals that function as generalized reinforcement and approvals that 
function as discriminative stimuli.  It is likely a discriminative stimulus function if the verbal 
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behavior in question was previously reinforced under specific conditions.  However, in the case 
of Greenspoon’s (1955) experiment, it is doubtful that an earlier discrimination had been made 
for plural nouns, and therefore the verbal stimulus, “mmm-hmm” was probably functioning as 
generalized reinforcement. 
Stokes, Fowler, and Baer (1978) found that preschoolers could be taught to recruit 
attention in the form of approvals from their teachers.  The children were taught to prompt or cue 
the teachers to deliver positive comments about their work.  Generalization probes revealed that 
in the absence of the intervention conditions, the children continued to recruit positive teacher 
attention and the teachers continued to deliver approvals.  The authors concluded that teaching 
children to recruit positive adult interactions is important for children who may otherwise not 
receive many approvals, such as children who have a history of emitting problem behavior in the 
classroom.  It is also important to teach children with limited verbal repertoires to recruit social 
attention from adults.  This has been demonstrated in several studies on intensive tact instruction 
(Pistoljevic & Greer, 2006; Delgado & Oblak, 2007; Schauffler & Greer, 2006; Schemlzkopf, 
2010). 
However, others have found that attention, approval, and affection are not necessarily 
reinforcers for many individuals, including individuals with autism (Bijou & Ghezzi, 1999) and 
other language disorders (Greer, Singer-Dudek, Longano, & Zrinzo, 2008).   
 
Absence of attention as a conditioned reinforcer. Difficulties in the discrimination of 
attention or approval have been investigated by researchers interested in social intelligence 
(Goleman, 2006). Social intelligence refers to a combination of social awareness skills (i.e., 
primal empathy, attunement, empathic accuracy, and social cognition) and social facility skills 
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(i.e., synchrony, self-presentation, influence, and concern).  It is theorized that people function 
along a spectrum of social intelligence, depending on how they score on each of the eight 
components listed here.  Empathy has the greatest relevance to the current discussion.  Empathy 
is the ability to sense the emotions of others and neuroscientists have linked empathy to the 
activation of mirror neurons (Goleman, 2006; Miller, 2006). Once empathy is further developed, 
researchers in this area refer to “mindsight,” – the ability to pick up on clues from peoples’ faces, 
voices, and eyes and to “read between the lines” of what is said (Goleman, 2006).  Individuals 
with autism and Asperger’s syndrome appear to have deficits in “mindsight” and this has been 
linked to brain scans of these individuals that show inactivity in the “fusiform gyrus face area” 
while looking at faces of people (Baron-Cohen, 2003; Goleman, 2006). 
As described earlier, Greer et al. (2008) found that vocal praise did not function as a 
conditioned reinforcer for 4 male participants and a previously tested peer observation 
intervention (Greer & Singer-Dudek, 2008) was effective in conditioning vocal praise as a 
reinforcer for performance and learning.   
Schmelzkopf (2010) found that children could acquire conditioned reinforcement for 
adult attention.  In her two experiments, adult approvals were conditioned as reinforcers as a 
function of an intensive tact procedure (in the first experiment) and then by the observational 
conditioning intervention (in the second experiment).  Her study revealed a functional relation 
between the acquisition of adult approvals as conditioned reinforcers and the frequency of vocal 
verbal operants emitted.  Specifically, the number of conversational units emitted increased 
following intervention.  In her first experiment, participants were exposed to the intensive tact 
procedure (Delgado & Oblak, 2007; Pistoljevic, 2008; Pistoljevic & Greer, 2006; Schauffler & 
Greer, 2006).  The results showed that the intensive tact procedure functioned to condition adult 
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approvals for all three participants, as measured in a pre- and post-intervention experimental 
analysis in which performance responding and learning were measured before and after 
conditioning.  This was an important finding because it has previously been hypothesized that 
the intensive tact procedure indirectly taught participants to emit tacts as a means to recruit adult 
attention (Greer & Ross, 2008; Pistoljevic, 2008), however it had not been experimentally 
demonstrated prior to Schmelzkopf’s study. Additionally, experimental probes were conducted 
in non-instructional settings to measure the frequency of vocal verbal operants emitted. 
Consistent with previous studies (Delgado & Oblak, 2007; Pistoljevic, 2008; Pistoljevic & Greer, 
2006; Schauffler & Greer, 2006), the verbal operants increased, however her results differed 
from previous studies in that it was not the number of tacts that noticeably increased as a 
function of the intervention, rather it was conversational units.  Schmelzkopf suggested that the 
intensive tact procedure functioned to condition adult attention as a reinforcer, causing the 
participants to become more “interested” in the adults and therefore engaging in more verbal 
exchanges.   
In her second experiment, Schmelzkopf selected three new participants who did not have 
conditioned reinforcement for adult approvals.  The participants were exposed to the 
observational conditioning intervention (Greer & Singer-Dudek, 2008; Greer, et al., 2008; 
O'Rourke, 2006). Similar to her first experiment results, the observational conditioning 
intervention functioned to condition adult approvals for all three participants, as measured in a 
pre- and post-intervention experimental analysis in which performance responding and learning 
were measured before and after conditioning.  Experimental probes conducted in non-
instructional settings revealed that the observational conditioning intervention functioned to 
increase the number of vocal verbal operants emitted.  Again, it was conversational units that 
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increased the most.  Schmelzkopf concluded that the demonstrated effects on conversational 
units was evidence that both the intensive tact procedure and the observational conditioning 
intervention functioned to condition adult attention and as a result, the participants learned the 
reinforcement value of being a listener.  Acting as a listener and a speaker simultaneously is 
critical to being truly verbal (Greer & Speckman, 2009).  Furthermore, having the capacity to 
engage with others in ongoing speaker-listener exchanges may be the most important measure of 
what is considered “social” behavior (Reilly-Lawson & Walsh, 2007; Schmelzkopf, 2010). 
 
Motivating Operations 
Motivation as drive. In 1950, Keller and Schoenfeld described the drive concept in 
terms of a relationship between certain environmental variables (that Keller and Schoenfeld 
tacted as establishing operations) and certain changes in an organism’s behavior: “Drive is 
the name for a fact – the fact that certain operations can be performed on an organism (for 
example, depriving it of food) that have an effect upon the behavior which is different from that 
of other operations.  Drive is not a thing, but simply a word we use to show our recognition that 
behavioral functions which may depend on reinforcement are also modifiable by another 
influence, one exerted by occurrences which do not involve reinforcement.” (p. 265).  Keller and 
Schoenfeld (1950) observed that “(1) depriving an animal of food is a way of increasing the 
strength of a conditioned reflex like bar pressing; that concurrently, (2) many other reflexes rise 
in strength, such as reaching, seizing, and chewing; that (3) with sufficient intake of food 
(satiation), these reflexes drop in strength to zero; and that (4) food-deprivation is itself a 
prerequisite for using food as reinforcement – that a reinforcer is such by virtue of some 
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operation that makes it act so.” (p. 264).  In contrast to Hull’s drive reduction theory, Keller and 
Schoenfeld report that it was an error to conclude that,  
Merely because an animal eats, he is hungry.  There are many variables which 
may influence eating behavior.  Emotional excitement can make an animal stop 
eating, or the introduction of another animal into the situation may cause him to 
resume eating after he has stopped; and human beings may eat for social reasons 
or starve for political ones.  Mere eating at any given time is an inadequate 
criterion of hunger unless we know what preceded the eating. (pp. 268-269) 
 
 
From animals to humans. In their synthesis of motivation research, Keller and 
Schoenfeld (1950) helped to bridge the gap between research that was conducted in the animal 
laboratory and the study of verbal behavior in humans.  In one study, tests of word association 
and word completion were given at various between-meal times and after a 24-hour fast.  Results 
showed an increase in food words as a function of increased time since eating (i.e., 
deprivation).  Levine, Chein, and Murphy (1942) found that when food-deprived adults were 
shown ambiguous figures and asked to name the pictures, hungrier subjects saw a greater 
percentage of food pictures.  Based on these studies, Keller and Schoenfeld concluded that 
“discriminative stimuli normally insufficient to evoke word-food responses may become 
increasingly effective under stronger degrees of hunger” (p. 290).  This demonstrated how the 
same type of establishing operation (i.e., food deprivation) that had been shown to affect 
behavior in animals, such as correct responses in a maze or rate of responses in an operant 
chamber, could also affect verbal behavior in humans. The influence of motivating operations 
(Laraway et al., 2003) on verbal behavior in humans was further described by Skinner (1957) 
who described that when a new verbal operant is acquired it becomes a member of a group of 
responses which vary together with the relevant deprivation (Skinner, 1957).  For instance, when 
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the verbal operant "Water!" is acquired we can make it more likely to occur by inducing exercise, 
feeding the speaker salt, or raising the room temperature; Or less likely by causing the speaker to 
drink large amounts of water (Skinner, 1957).  According to Skinner: 
Such operations are said by the layman to create or allay a "state of thirst." Such a 
concept is only as valid or useful in prediction and control as the observations 
upon which it rests.  The important events are the operations which are said to 
change the state of thirst.  In predicting and controlling the verbal 
response water!  we do not change thirst directly; we engage in certain operations 
which are said to change it.  It is simpler to omit any reference to a "drive" and 
say that the probability of the response Water! can be changed through these 
operations. (p. 32) 
 
Skinner (1957) further considered how water might be reinforcing under the conditions of 
fire - to extinguish fire.  We may not know if a response acquired while thirsty will be emitted 
when fire catches.  However, if the sight of the water is the functional reinforcer, then perhaps 
this could be the case.  Thus, the group of operations that affect the strength of Water! would 
suggest some general "need for water" rather than "thirst."  If this is the case, then the behavior is 
probably better described as being under the control of water as a discriminative stimulus 
(Skinner, 1957).  This role of the discriminative stimulus was later addressed by Michael (1982/ 
1993). 
Motivating operations defined. In 1982, Michael defined establishing operation as a 
term for any environmental variable that (a) alters the effectiveness of some stimulus, object, or 
event as a reinforcer; and (b) alters the current frequency of all behavior that has been reinforced 
by that stimulus, object, or event (Michael, 1982, 1993).  According to Iwata, Smith, and 
Michael (2000), the applied research that followed Michael’s introduction of the term fell into 
three categories: (a) general demonstrations of the influence of an EO on behavior, (b) the use of 
EO manipulations to clarify results of behavioral assessments, (c) attempts to improve behavior 
by incorporating EO manipulations as treatment components.  Laraway, Snycerski, Michael, and 
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Poling (2003) introduced the term motivating operation (MO) to replace establishing operation, 
and introduced the terms value altering effects and behavior altering effects.  A value-altering 
effect is “either (a) an increase in the reinforcing effectiveness of some stimulus, object, or event, 
in which case the MO is an establishing operation (EO); or (b) a decrease in reinforcing 
effectiveness, in which case the MO is an abolishing operation (AO).” (Michael, 2007, p. 375). 
The behavior-altering effect is “either (a) an increase in the current frequency of behavior that 
has been reinforced by some stimulus, object, or event, called an evocative effect; or (b) a 
decrease in the current frequency of behavior that has been reinforced by some stimulus, object, 
or event, called an abative effect” (Michael, 2007, p.375).   
Michael and colleagues (e.g., Michael, 1993, Laraway et al., 2003) distinguished between 
an MO as motivative versus discriminative: a MO is not an discriminative stimulus (Sd) because 
an Sd constitutes at least a probabilistic guarantee that the relevant consequence will follow the 
response.  Discriminative stimuli are related to the differential availability of a currently effective 
form of reinforcement for a particular type of behavior; MOs are related to the differential 
reinforcing effectiveness of a particular type of environmental event. 
 
Motivating operations in verbal behavior research. Lodhi and Greer (1989) conducted 
an important study in which four typically developing 5-year old females were observed during 
independent toy play under two conditions – anthropomorphic toy play (i.e., three-dimensional 
toys such as stuffed animals, dolls, and figurines) and non-anthropomorphic toy play (i.e., two-
dimensional toys such as puzzles, coloring books, and story books).  The dependent variables 
were mands, tacts, intraverbals, autoclitics, and conversational units. All participants emitted 
more verbal behavior in the anthropomorphic condition than in the nonanthropomorphic 
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condition and there was no overlap in the data between conditions for any of the participants. 
Furthermore, conversational units occurred in the anthropomorphic condition only.  These results 
offered evidence for Skinner’s hypothesis that when we talk to ourselves we are acting as both 
speaker and listener (Lodhi & Greer, 1989).  
Donley and Greer (Donley & Greer, 1993) tested the effects of the presence or absence of 
adult attention on the social interactions of children.  In their study, conversational units between 
four students with developmental disabilities were measured in a combined reversal and multiple 
schedules design.  Conversational units were observed under the conditions of teacher present 
and teacher absent.  The results showed that peer conversational units were higher when the 
teacher was absent, indicating that the audience acts as a setting event under which peer social 
exchanges are more likely or less likely to occur (Donley & Greer, 1993). 
Summary and Rationale 
Learning a fluent tact repertoire is key to being a true speaker and necessary for becoming 
truly verbal (Greer & Speckman, 2009).  The extent to which it matters if the reinforcers 
delivered for tacts is social or not, remains unclear.  It has not yet been demonstrated empirically 
if there is a difference in the effects that social reinforcers (such as attention) and educational 
reinforcers (such as tokens) have on tacts.  This is an important distinction to make because tacts 
must be taught using the most effective instructional tactics in order to optimize language 
instruction.  Moreover, it may be a critical component to verbal behavior development and the 
acquisition of more advanced language capabilities, such as Naming.  That is, it may be a key 
component to becoming truly verbal. 
The purpose of the two experiments reported here was to test the effects of two different 
reinforcement contingencies on the emission of tacts by preschoolers. Thus, in Experiment I, the 
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following questions were investigated: 1. How will tacts be affected by conditions of (a) 
contingent social attention reinforcement and (b) contingent token reinforcement? 2. If tacts 
function to gain access to attention instead of tokens, or vice versa, what does this mean about 
the function of the tact? 3. If the function of the tact is to recruit social reinforcement, how does 
this impact the current definitions used in the literature?  In Experiment II, the research was 
extended to explore: 1. How will the conditions of social verbal reinforcement and token 
reinforcement affect the verbal operants of typically developing preschoolers? 2. How do these 
conditions impact the audience relation in terms of who the children speak to when a peer and an 







In the experiments reported herein, single-subject research methods were implemented to 
test the effects of two different reinforcement contingencies on the emission of tacts by preschool 
children.  Both experiments investigated the effects of social attention reinforcement versus 
token reinforcement on the emission of tacts.  The method components that were common 
between both experiments will be reported here, while components that were specific to only one 
of the experiments will be reported in that particular method section.  
Setting & Participants 
Both experiments included preschool-age children.  All of the participants from 
Experiment 1 and most from Experiment 2 were recruited from one preschool.  Two of the 
participants selected for Experiment 2 were from another preschool that will be described in the 
method section for Experiment 2.  The first preschool was a publicly funded, privately run 
preschool, located approximately 20 miles outside a major metropolitan area.  The school served 
children, 2- to 5-years old, with and without disabilities.  Children with disabilities were referred 
and funded by their school districts and the Committee on Preschool Special Education (CPSE). 
Parents of children without disabilities went through an application process and paid tuition to 
attend the school.  The school employed the Comprehensive Application of Behavior Analysis to 
Schooling (CABAS®) model of education.  In this model, scientific procedures are applied to 
pedagogy, curriculum design, classroom management, staff training, and parent education.  It is a 
learner driven approach to education. 
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All of the students attending the preschool were assessed using the CABAS® 
International Curriculum and Inventory of Repertoires for Children from Pre-School to 
Kindergarten (C-PIRK) (Greer & McCorkle, 2009; Waddington & Reed, 2009) as well as the 
Verbal Behavior Development Assessment (VBDA) (Greer, 2004).  The C-PIRK is a criterion-
referenced assessment of over 300 repertoires within the curricular areas of communication, 
academic literacy, self-management, communities of reinforcement, and physical development.  
The C-PIRK is administered upon entry to determine the repertoires that each child brings with 
him/her and it is continually updated as repertoires are acquired to reflect what the child has 
learned.  In conjunction with the C-PIRK, the VBDA is used to assess the child’s verbal 
developmental cusps and capabilities, a hierarchical set of repertoires that are considered 
necessary for academic and language advancement.  If a child demonstrates that he or she is 
missing one or more of these verbal developmental cusps, empirically tested protocols (Greer & 
Ross, 2008; Keohane, Pereira-Delgado, & Greer, 2009) are implemented in order to help the 
child achieve the missing repertoire. 
Parental consent for participation was obtained and participants were selected if they 
demonstrated certain pre-requisites, including emission of pure tacts in non-instructional settings, 
conditioned reinforcement for adult approvals and conditioned reinforcement for tokens.  
Selection procedures included a brief interview with the potential participant’s teachers and/or 
parents, observation of the child in his/her classroom environment, and a brief reinforcer 
assessment to determine if tokens and praise functioned as conditioned reinforcers for a 
performance response (i.e., a shape-sorting task).  The reinforcer assessment was conducted 
according to the method described by Greer and Singer-Dudek (2008).  If the potential 
participant demonstrated the pre-requisite skills, they were selected for participation.  It is 
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important to note that the experimenters were teachers or teaching assistants in the preschool, 
they did not teach any of the participants.  They taught in nearby classrooms and had minimal 
contact with the participants outside of the experimental setting. 
 
Dependent Variable 
 The primary dependent variable of interest was emission of tacts.  In addition, four other 
verbal operants were measured. These included mands, intraverbals, conversational units, and 
wh-questions. For definitions of each verbal operant that was measured, please refer to the 
“Definition of Terms” section. It should be pointed out that in cases where a participant emitted a 
tact and a wh-question within the same sentence, both verbal operants were counted and 
recorded separately.  Similarly, any conversational units or intraverbals that also contained tacts 
were counted and recorded as both.  In Experiment II, an additional dependent variable was the 
percentage of peer-to-peer conversational units. 
 
Data Collection 
 Data were collected on all verbal operants emitted in a session.  Sessions were videotaped 
and viewed at a later time in order to ensure accurate data recording.  Data were recorded on a 
custom data form (Appendix A) that had spaces at the top of the page to record the date, 
participant’s name, the peer’s name, the setting, and the condition. There were columns and rows 
set up for recording each verbal response emitted within the session.  There were 11 columns.  
Beginning on the left of the page, there were columns labeled as M (mand), T (tact), Wh (Wh 
question), I (Intraverbal), and CU (Conversational unit).  An “X” was marked in the appropriate 
column to identify the type of verbal operant emitted.  In the next column, the observer wrote the 
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exact word or phrase spoken.  In cases where certain words were unintelligible, the observer 
marked this with the word unclear in parentheses. In the next column, the observer recorded the 
type of consequence that was delivered.  She wrote a T to denote token delivery, A to denote 
attention, MR to denote mand reinforcement, or NR to denote no reinforcement. Next, the 
observer recorded the audience to whom the verbal response was directed.  The columns were 
labeled S (Self), P (Peer) and A (Adult).  The observer placed an “X” in the appropriate column.  
Finally there was a “Notes” column where the observer recorded any additional information.  
Appendix A shows the data sheet. 
 
Independent Variable  
The independent variable was the manipulation of reinforcement types contingent upon 
tact emission.  Thus, the variable that was manipulated was either the delivery of tokens or the 
delivery of social attention, depending on the experimental condition in effect.  In the attention 
condition, any tact emitted by participants was followed by vocal and non-vocal social attention 
from the experimenter. For example, if the participant said, “It’s a guitar,” the experimenter 
responded with a vocal response such as, “you’re right, that is a guitar!” as well as a non-vocal 
response, such as a smile, a nod, or a light pat on the back. 
 In the token condition, any tact emitted by the participants was followed by delivery of a 
token into the participant’s clearly labeled cup. No vocal response was given.  At the end of the 
session in the token condition, participants were given the opportunity to exchange their tokens 






 Prior to beginning a session, the experimenter went to the participants’ classroom(s) and 
asked his/her teacher if he/she was available to leave the classroom.  If the teacher agreed that 
he/she was available, the experimenter then asked the participant, “Do you want to come and 
play today?”  If the participant said, “Yes,” nodded his/her head, and/or approached the 
experimenter without hesitation, the participants and the experimenter walked together to the 
experimental setting and the session began.  If a participant said, “No,” shook his/her head, or 
failed to approach the experimenter independently, the experimenter said something similar to, 
“alright, maybe we’ll play tomorrow,” and the session did not take place that day. It should be 
noted that participants rarely refused participation.  On one occasion, a participant was asked to 
come when he was not yet finished eating his lunch and so he did not want to go with the 
experimenter.  However, when she returned 15 minutes later, he had finished his lunch and he 
requested to go with the experimenter and the session was therefore conducted.  
 Two participants were present in every session.  Both of the participants received the 
same experimental conditions at the same time. Although they were observed in pairs, each 
participant was treated as a single participant and their responses were followed by 
individualized contingencies.  For instance, if only Participant A emitted a tact, specific 
reinforcement was delivered to her individually, such that either the experimenter delivered 
vocal praise and also said her name (i.e., “that’s right, Participant A!”), or a token was delivered 
into Participant A’s clearly labeled cup.  If both participants emitted tacts at the same time, 
specific reinforcement was again delivered on an individual basis. That is, in the case of attention 
reinforcement, the experimenter delivered specific vocal praise to each participant by saying 
their names clearly (e.g., “Yes Participant A, it’s a cat! You’re right Participant B, that’s a 
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schoolbus!”).  Or, in the case of token reinforcement, a token was dispensed into both of the cups, 
one for each of the participants. Once the participants and the experimenter were in the 
experimental setting, the experimenter started the video camera.  The experimenter then signaled 
the start of the session, however the exact procedure for this varied depending on the experiment 
(i.e., first or second) and the type of session.  Exact details are available in the following sections.  
All sessions were five minutes in duration.  Following the completion of a session and any post-
session activities (see exact details in specific sections), the experimenter told the participants 










Six participants, 3 boys and 3 girls, were selected for this experiment.  They were 
selected from the preschool that was described in the General Method section.  A description of 
the participants is presented in Table 1. 
Table 1 
Experiment I Participant Characteristics 








A 3.4/Female - Listener/Speaker 
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F 4.0/Female -Listener/Emergent 
Speaker 
-“Preschooler with a 
Disability” 
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Setting and Materials 
All experimental sessions took place at the preschool from which the participants were 
selected.  Sessions were conducted in three non-instructional settings.  The first setting, free play 
consisted of a free play area of the classroom that measured 2.4 meters by 3 meters.  The play 
area contained a variety of age-appropriate toys, including blocks, puzzles, books, toy vehicles, 
toy animals, dolls, cause-effect toys, and musical toys. A photograph of the free play setting is 
shown in Appendix B. In the second setting, structured play, participants were instructed to go to 
a specific table within the classroom.  Imaginative play toys were present, including a play farm 
with toy animals, a dollhouse with toy people, and a car garage with toy cars. A photograph of 
the structured play setting is shown in Appendix C. In the third setting, transition, participants 
were asked to wait in a specified hallway area before starting a new activity.  The hallway was 
an open space outside of the classroom that measured approximately 1.5 meters by 2.7 meters.  It 
was a small “nook” at the end of a longer hallway.  There were two classrooms and one office 
and the doors to these rooms remained closed during sessions.  There were two bulletin boards 
hanging on the walls.  The bulletin boards contained graphs depicting classwide data.  The 
bulletin boards were covered with colored paper and colorful borders.  On one bulletin board 
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there was a winter theme depicted, with artificial snowflakes and photographs of students.  On 
one wall, there were two trees made of paper taped to the wall.  One tree resembled an apple tree.  
When in this setting, the participants sat on the floor, each time with their backs against the same 
wall. A photograph of the transition setting is shown in Appendix D. 
Token cups and tokens were present in the token reinforcement sessions.  The token cups 
were plastic painting cups with lids that had a hole in the middle (where tokens were inserted).  
The participants used these in their classrooms on a regular basis.  The cups were labeled with 
the participant’s names. Tokens were small, colored, plastic discs. A photograph of the tokens is 
shown in Appendix E. These were the same tokens that the participants earned in their classroom 
token economies already established. There was a video camera present during all sessions.  The 
video camera was a Flip™ digital camera measuring 10.5 cm x 5.5 cm.  It was mounted on an 
adjustable tripod that extended to a maximum height of 134 cm.  
Design 
The design was an alternating treatment design. Alternating treatment designs are 
considered one of the strongest designs in single-subject research (Kennedy, 2005). In this 
design, the researcher alternates between two or more experimental conditions from session to 
session.   If the responses measured under the alternating conditions show differentiation, then a 
functional relation is demonstrated (Kennedy, 2005). The two alternating conditions were token 
reinforcement and social attention reinforcement.  Experimental conditions rotated daily.  The 
condition was randomly assigned each day by “picking out of a hat” the name for which 
reinforcement operation to implement. Thus, two pieces of paper each with a condition written 
down (i.e., “token” or “attention”) were placed in an opaque container and somebody other than 
the primary experimenter picked one piece of paper.  If the selected paper said, “token” then the 
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token condition was implemented. Likewise, if it said, “attention,” then the attention condition 
was implemented.  A total of three sessions took place daily, one in each setting (i.e., transition, 
free play, structured play).  The experimental condition (token or attention) remained the same 
for each setting on a given day.  If time ran out on a given day and fewer than three sessions, or 
one in each setting, took place, then those sessions were carried over to the next day. Once one 
session for each setting had taken place under the most recently selected condition (token or 
attention), then the next condition was selected using the “pick out of a hat” method.  A 
minimum of 18 sessions was conducted for each participant.  Thus, at least three sessions were 
conducted in each setting/condition combination.  For instance, there were three transition 
setting/attention condition sessions, three free play setting/attention condition sessions, and three 
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Two participants were brought to the experimental setting prior to beginning the session.  
Participant pairs varied across sessions.  Thus, each of the six participants was paired with every 
other participant at some point.  However, the pairings were not systematically programmed nor 
were they counterbalanced.  This variable was not controlled for in this initial experiment.   
In the free play setting, sessions began with the experimenter saying, “We are going to 
play in the toy area. You can talk about anything you want while we play.”  In the structured 
play setting, sessions began with the experimenter saying, “We are going to play with toys at the 
table and you can talk about anything you want while we play.” In the transition setting, sessions 
began with the experimenter saying, “We need to wait here while we get ready for the next 
activity, but you can talk while we wait.” 
All sessions were videotaped and the experimenter remained present during all sessions.  
The experimenter did not initiate conversations with the participants in either condition, unless it 
was absolutely necessary to give a vocal direction for safety purposes.  An example of a 
direction that was given for safety purposes was when a participant stood on a chair and the 
experimenter said, “please keep your feet on the floor.”  She responded to any verbal operants 
emitted by the participants according to the experimental condition that was in effect.  For 
example, when the attention condition was in effect, tacts emitted by the participants resulted in 
a vocal response. Wh-questions also resulted in vocal responses during the attention condition.  
Mands sometimes resulted in vocal responses, such as when a participant manded for something 
from the experimenter and its delivery was not possible.  For example, when a participant said, 
“can we go in the classroom now?” the experimenter responded, “Not now, we need to wait.”  
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Although the absence of the mand reinforcement means that it is not technically a mand, this was 
done in order to create an environment that closely resembled the natural environment.  In an 
everyday interaction, a request such as this one, when impossible to reinforce with the specified 
item, would result in some kind of vocal response explaining why it was not possible at that 
moment. 
In the token condition, the experimenter did not initiate any social interactions with the 
participants, unless it was necessary to give a direction, such as for safety purposes.  Tacts 
emitted by participants resulted in a token delivered into his/her token cup, but no vocal response.  
Also, Wh questions and mands did not result in vocal responses during the Token condition.  
One exception was that, for Participants C and D, tokens were delivered for conversational units, 
intraverbals, and Wh questions, in addition to tacts.  This was an unplanned variation in the 
procedure, however the impact was minimal because in many cases, these verbal operants also 
contained tacts and therefore delivery of reinforcement was correct.  Additionally, 
implementation of the independent variable on the main dependent variable, tacts, was identical 
to that for the rest of the participants. 
Interobserver Agreement 
A second observer, who was a graduate of the program in Applied Behavior Analysis and 
who was trained in the analysis of verbal behavior, independently viewed and transcribed the 
video recorded sessions, and recorded data on the custom data sheet.  IOA was calculated by 
dividing the smaller number of tacts measured by the larger number of tacts measured, then 
multiplying by 100. For participant A, IOA was conducted in 44% of sessions and mean 
agreement was 87.2% (range: 83%-100%).  For participant B, IOA was conducted in 39% of 
sessions and mean agreement was 89.1 % (range: 80%-100%). For participant E, IOA was 
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conducted in 11% of sessions and mean agreement was 93.8% (range: 88.9%-100%). For 
participant F, IOA was conducted in 27% of sessions and mean agreement was 83% (range: 
81.8%-100%).  IOA for participants C and D is unavailable due to an unplanned loss of video 
footage for these participants.  
Results 
 Table 3 displays a comparison of emission of verbal operants under the conditions of 
social attention reinforcement (A) and token reinforcement (T) of tacts.  The data for Participants 
A, B, C, D, E, and F are shown here.  The numbers of occurrences emitted in each of the three 
settings are displayed separately and the total number across conditions is also shown in bold.   It 
is important to keep in mind that tact emission was the primary dependent variable that was 
directly contacted by the tested variable.  The additional behaviors that were measured were 
conversational units, intraverbals, wh-questions, and mands.  There was no programmed 
reinforcement for these behaviors, except when a tact was emitted as part of a conversational unit, 












Table 3  
A comparison of the verbal operants emitted in the attention condition (A) versus the token 
condition (T) in three different settings. 















































































































































































































































































Figure 1 displays a comparison of the attention and token condition in terms of the 
numbers of tacts, mands, wh questions, intraverbals, and conversational units emitted across all 
three settings (i.e., free play, structured play, and transition).  Each of the six participants is 
represented by his or her individual graph.  For all participants, a greater number of tacts were 
emitted in the attention condition versus the token condition.  In addition, more intraverbals and 
conversational units were emitted in the attention condition versus the token condition for all 
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participants, except Participant F, who emitted the same number of intraverbals in both 
conditions, and Participant D, who emitted more conversational units in the token condition.  For 
mands and wh-questions, the differences between attention and token conditions were small for 
all participants. 
Figure 2 shows a comparison of the attention versus token conditions in terms of the 
numbers of tacts emitted in all three settings comined.  Thus, each data point represents the total 
combined number of tacts emitted in a combined 15-minute session, made up of all three settings. 
For all four participants, the number of tacts emitted was greater in the attention condition as 













Figures 3, 4, and 5 are line graphs depicting the number of tacts emitted across two 
experimental conditions, in each of the three experimental settings.  Figure 3 shows the number 
of tacts emitted in the Transition setting.  Each data point represents a single 5-minute session. 
Four out of 6 participants (C, D, E, and F) showed differentiated responding immediately and 
tacts consistently occurred more frequently in the social attention condition.  The data for 
Participant B show some overlap in the level of responding across the two conditions, however 
an overall greater number of tacts occurred in the attention condition.  The data for Participant A 
show one overlapping data point, due to the second token session which show a sharp increase in 
the number of tacts emitted, followed by a sharp decline in the following token session.   
Figure 4 shows the number of tacts emitted in the Structured Play setting. The data for 
Participant B, C, and D show that they consistently emitted more tacts in the attention condition 
as compared to the token condition and there was no overlap in the data paths.  The data for 
Participants A, E, and F show greater variability and some overlapping data paths, thus no clear 
trend was observed in the structured play setting for these three participants. 
Figure 5 shows the number of tacts emitted in the Free Play setting. The data for 
Participant B, C, and D show that they consistently emitted more tacts in the attention condition 
as compared to the token condition, with no overlap in the data paths.  The data for A show that 
she emitted more tacts in the attention condition as compared to the token condition, with a slight 
overlap in the data paths.  The data for E and F show variability in responding and overlapping 








Figure 3. Number of tacts emitted in the transition setting for Participants A, B, C, D, E, and F.                                                             
                           
Note. Sessions were 5 min in duration.  Closed circle represents responding under attention 









































Figure 4. Number of tacts emitted in the structured play setting for Participants A, B, C, D, E, and F.   
            






Note. Sessions were 5 min in duration.  Closed circle represents responding under attention 

















































Figure 5. Number of tacts emitted in the free play setting for Participants A, B, C, D, E, and F.   
                                  
 
Note. Sessions were 5 min in duration.  Closed circle represents responding under attention 























Discussion of Experiment I and Rationale for Experiment II 
 
 The purpose of this study was to measure the emission of tacts under two different 
experimental conditions – contingent attention versus contingent tokens.  Skinner (1957) 
defined the reinforcement for the tact operant as generalized conditioned reinforcement, 
however the extent to which tacts occur under uniquely social contingencies (i.e., social 
attention) versus less social contingencies (i.e., token) has been unclear both conceptually 
and empirically. 
 The results of this preliminary investigation showed that tacts occurred more frequently 
under social attention reinforcement conditions as compared to token reinforcement 
conditions for six participants for whom both adult attention and tokens functioned as 
reinforcers.  These results suggest that tacts are reinforced not just by generalized 
conditioned reinforcers, but specifically by social verbal reinforcement.  This is an important 
distinction that must be made so that we can better understand how tacts are learned.  Based 
on the data presented here, we are beginning to see that there is a social component that is 
critical in the reinforcement of tacts.  One implication of these results might be that tacts 
should specifically be taught under conditions of social verbal reinforcement, rather than 
other generalized conditioned reinforcers, in order to be sure that the tact function is being 
taught, not just the topography.    
 The total number of tacts emitted across all three settings was higher in the attention 
condition compared to the token condition for all six participants.  When each setting was 
analyzed separately, some between-subjects differences were revealed.  For instance, in the 
transition setting, a clear differentiation in the data paths emerged for Participants C, D, E, 
and F, however for participants A and B there were some overlapping data points.  For 
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Participant A, there was an increase in tacts in the second token session because she appeared 
to be reinforced by manipulating the behavior of the experimenter.  That is, once she 
observed the token delivery following her initial tact, she continued to repeat the same tacts 
that had initially resulted in tokens while watching to see if a token would be delivered.  In 
the following token session, the number of tacts emitted decreased.  Alternatively, it is 
possible that the “burst” in tacts observed in the second session was as a result of an 
extinction schedule in place for social attention.   Whatever the cause, responding resumed its 
initial level and the functional reinforcer appears to be social attention for this participants 
tacts.  
There was noticeable variability and overlapping data paths in the Structured Play setting 
for 3 out of 6 participants (A, E and F).  A possible reason for this is that this setting had 
anthropomorphic toys and there may have been more self-talk speaker-listener exchanges 
(speaker-as-own-listener) and fewer social interactions with the adult or peer present.  Thus, 
the structured play setting appeared to act as a setting event in which the audience was the 
self as a listener rather than the peer or adult as a listener.  Similar findings were reported by 
Lodhi and Greer (1989) in their investigation of the effects of anthropomorphic toy play 
conditions on the verbal behavior of young children. 
In their study, four typically developing 5-year old females were observed during 
independent toy play under two conditions – anthropomorphic toy play (i.e., three-
dimensional toys such as stuffed animals, dolls, and figurines) and non-anthropomorphic toy 
play (i.e., two-dimensional toys such as puzzles, coloring books, and story books).  The 
dependent variables were mands, tacts, intraverbals, autoclitics, and conversational units. All 
participants emitted more verbal behavior in the anthropomorphic condition than in the non-
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anthropomorphic condition and there was no overlap in the data between conditions for any 
of the participants. Furthermore, conversational units occurred in the anthropomorphic 
condition only.  These results offered evidence for Skinner’s hypothesis that when we talk to 
ourselves we are acting as both speaker and listener (Lodhi & Greer, 1989).  This may 
explain why the structured play condition in this study resulted in variability in responding; 
because the audience became the speaker-as-own listener rather than the adult and peer that 
were present. 
Another unique setting event was also noticed in the Free Play setting and this may have 
accounted for some variability and overlapping data paths by Participants E and F.  The Free 
Play setting included toys that made noise, such as musical toys and talking toys.  These 
noisy toys may have functioned as competing items for talking.  When participants played 
with these toys, they appeared less likely to talk, thus the noisy toys appeared to have an 
abolishing effect on the reinforcement available for verbal operants.  
The data here show that, overall, each of the six participants emitted a greater number of 
tacts when social attention was delivered than when token reinforcement was delivered.  
Between 30% and 51% more tacts occurred when social attention was delivered contingently.  
It is, however, important to explore why tacts continued to occur when contingent tokens 
were delivered.  One possible explanation is that there may have been carry-over effects 
created by the alternating treatment design. In order to eliminate these effects, we used a 
token cup as a discriminative stimulus to signal a changeover schedule from one condition to 
the next.  Even with a changeover schedule in place, carryover effects are common in 
alternating treatment designs and may be impossible to eliminate completely (Kennedy, 
2005).  Finally, it is possible that the delivery of tokens, which required a physical movement 
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by the experimenter, could have had an element of social attention, albeit non-vocal, but 
social nonetheless.  In Experiment II, I adopted a method of token delivery designed to 
eliminate the adult as much as possible. (Zrinzo, 2010) achieved this by using a token chute 
system, which effectively removed the adult from the token delivery process because the 
participant could not see the adult who was delivering the tokens through the chute. 
It is important to note that the comparison of conditions was not an equal comparison in 
terms of conversational units.  This is because due to the nature of the conditions, there were 
more opportunities for conversational units to occur with the adult in the attention condition 
than in the token condition.  In the token condition, the adult did not vocally respond to 
statements made by the participant, therefore eliminating the possibility of a speaker-listener 
exchange between the participant and the adult experimenter in the token condition.  
Conversational units could still occur between the participant and the peer, however.  For 
example, Participants A and E were together in a Token-Transition session.  Participant A 
began pretending to be the “teacher,” holding up a piece of paper that she found, and saying, 
“(E), what is this?” to which Participant E replied, “S” and Participant A then said, “Good.” 
Another important consideration in the results of this study is the role of the peer. The 
presence of the peer likely created some setting events throughout this study.  It was noticed 
anecdotally that oftentimes when the token condition was in effect, the lack of adult attention 
resulted in participants recruiting more attention from the peer, thus more peer interactions 
occurred.  The deprivation of adult attention in this condition appeared to create an 
establishing operation for the reinforcing effect of peer attention.  For example, Participant B 
began to recruit attention from her peer during the token condition by instructing her peer to 
imitate her actions (e.g., “everybody do this”).  In some cases, it appeared that mands and 
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wh-questions increased during the token condition in an attempt to recruit adult attention in a 
new way, since tacts were not resulting in adult attention.  In Experiment II, I will explore 
how different reinforcement contingencies affect the audience relation. 
The effects of the presence or absence of adult attention on the social interactions of 
children were demonstrated by Donley and Greer (1993).  In their study, conversational units 
between four students with developmental disabilities were measured in a combined reversal 
and multiple schedules design.  Conversational units were observed under the conditions of 
teacher present and teacher absent.  The results showed that peer conversational units were 
higher when the teacher was absent, indicating that the audience acts as a setting event under 
which peer social exchanges are more likely or less likely to occur (Donley & Greer, 1993).  
In the current study, the removal of adult attention during the token condition could have 
functioned as an establishing operation for peer social exchanges. 
The purpose of Experiment II was to continue to investigate the emission of tacts under 
conditions of social verbal reinforcement versus token reinforcement.  However, the 
methodology was revised and refined based on some of the limitations that were identified in 
Experiment I.  First, a more controlled environment seemed desirable so that the effects of 
certain extraneous variables could be further eliminated.  This was achieved by selecting a 
single setting in which to observe the participants, rather than three separate settings. 
The setting for Experiment II was designed to resemble a laboratory setting.  It also was 
designed to resemble the transition setting from Experiment I because it was the setting in 
which participants emitted the most tacts in Experiment I.  Furthermore, this setting did not 
have some of the limitations of the Structured Play and Free Play settings.  In the Structured 
Play setting, the presence of anthropomorphic toys may have been a setting event for the 
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speaker-as-own-listener as a more reinforcing audience than the adult.  In the Free Play 
setting, the presence of musical toys and “talking” toys seemed to compete with the emission 
of tacts 
In Experiment II, the following experimental questions were asked: 1. How will the 
conditions of social verbal reinforcement and token reinforcement affect the verbal operants 
of typically developing preschoolers? 2. How do these conditions impact the audience 







 Six participants were selected for Experiment II. Five female and one male preschooler 
participated.  Two of the participants from Experiment I, Participants A and B, also participated 
in Experiment II.  Participants G and H were selected from the same preschool classroom as 
Participants A and B.  Participants I and J were selected from a different preschool.  This 
preschool was characterized as a private, non-profit, community-based, cooperative preschool. 
The school was run out of a large graduate college located in a major metropolitan city. Parent 
members of the cooperative preschool served as the teachers on a rotating cycle.  There were 2 
classes of 6-8 students, 10 parent/teachers, and 2 assistant teachers. In addition, Participants I and 
J were sisters. Table 4 displays participant information. 
 
Setting and Materials 
 The setting for Participants A, B, G, and H was a small therapy room within the 
preschool that was typically used for physical therapy. It had a door, a window looking outside at 
a playground, and a closet with materials in it that remained closed.  There were some materials 
present that were used for physical therapy, such as mats and therapy balls; however these were 
kept out of the way during experimental sessions.  Materials that were used during experimental 
sessions included a table that measured 58 cm x 118 cm with a custom-made partition mounted 
on it.  The partition was constructed using white foam filled tri-fold display board that measured 
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was mounted on the table using white duct tape.  Two holes 5 cm in diameter were cut in the 
foam board in the middle panel using an Exacto® knife.  A white plastic flexible corrugated pipe 
(i.e., drain pipe) was inserted through each of the holes to form a chute through which tokens 
could be delivered.  Thus, there were two token chutes.  Just below the chutes, identical plastic 
cups were mounted on the table and secured with Velcro®.  The cups were transparent and had 
no lids.  The chutes were positioned so that tokens would travel through the chutes and into their 
respective cups.  The token chutes were present only when the experimental condition called for 
token reinforcement.  During sessions when tokens were not being delivered, the chutes were 
removed from the tri-fold board and the holes were sealed with white duct tape. The setting for 
Participants I and J was a living room in the principle investigator’s apartment.  The same 
partition described above was present. 
An Apple® i-Pad™ was mounted at the top of the tri-fold board, positioned in the center 
of the middle panel.  See Appendix G for a photos. Photos were displayed in a slideshow format 
on the i-Pad® using the i-Photo® software.  The photos were pre-selected and organized into 
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five different sets.  Each set contained 30 photos.  Five categories were equally represented in 
each set.  The categories were Animals, Sports, Basic Shapes/Letters/Numbers, Cartoon/Book 
Characters, and Miscellaneous.  These categories were selected because they contained items 
that were age-appropriate and commonly known among preschoolers. Table 5 displays a list of 
stimuli presented.  The slideshow ran on an automatic timer.  The timer was set so that each 
photo was displayed for 10 s, then it automatically changed to a new picture within the set.  The 
slideshow function “shuffle” was turned on so that the order of pictures was randomized.  Thus, 
the pictures were shown in no particular order.  In addition, if the set was viewed again within 
the experiment, a new order of photos was displayed.  There were five sets and these were 
counterbalanced across the two experimental conditions (attention and token) so that each set 
was displayed an equal number of times in each experimental condition.  See Table 5 for an 
example of how the sessions were sequenced and how the sets of stimuli were counterbalanced 
across experimental conditions. 
Two child-size chairs were positioned in front of the table/partition.  A white line was 
positioned on the floor using duct tape in between the two chairs and the table as a visual 
boundary for the participants to indicate that they should remain behind the line.  A video camera 
was placed at one end of the room, positioned so that both participants could be captured in the 
frame.  Tokens used in sessions under token conditions were stored behind the partition, outside 
of the participants’ view. 
Design 
 The design was a multi-element design that included an initial alternating treatments 
design, followed by a reversal design. This entailed rapid alternation between token 
reinforcement and social attention reinforcement, followed by repeated exposure to both 
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conditions in an A-B-A (Participants A and B) or B-A (Participants F, G, H, and I) sequence.  In 
the multi-element assessment, order of sessions was a simple alternation if only one session per 
day took place.  For instance, on day one the attention condition was implemented and on day 
two the token condition was implemented.  If, however, two sessions took place in one day, the 
order of sessions was counterbalanced in order to minimize any sequence effects.  Thus, on day 
one the sequence was Attention, and then Token; on day two the sequence was Token, then 
Attention.  Table 6 shows an example of the sequence of experimental conditions.   
Dependent Variable 
The number of tacts emitted was measured and reported as number of responses per 
minute when all sessions were combined (i.e., Figure 7) and as total number of tacts emitted 
when displayed in a line graph (i.e., Figure 8).  In Figure 7, the number of responses per minute 
was reported because the number of sessions was unequal across participants. In order to obtain 
this measure, the total sum of each verbal operant was devided by the total number of minutes 
for all sessions.  For example, if a participant emitted a total of 300 tacts across all sessions and 
there were 20, 5 min sessions, then 300 was divided by 100, rendering a 3.0 for the number of 
tacts emitted per minute.  Additionally, the percentage of peer-to-peer conversational units was 
also a dependent variable in Experiment II.  As in Experiment I, mands, intraverbals, 




Stimuli presented in slideshow format in Experiment II.  









































































































































































Table 6  
 
Example of the sequence of sessions delivered in Experiment II  
Phase Session 
Number 




















































































Independent Variable and Procedure 
 Similar to the first experiment, two participants were present in each session.  However, 
in the second experiment, pairs were held constant.  Thus, the pairs throughout the study were: A 
with B, G with H, and I with J. Participants were brought to the experimental setting and asked 
to sit down in the chairs.  A photo slideshow was already in progress when they arrived.  In order 
to communicate to the participants which experimental condition would be in effect, the 
experimenter delivered an antecedent such as, “Look, what’s that?” while pointing to the picture 
on the screen.  If the participants responded by correctly tacting the picture, either a token was 
delivered through the token chute (by a second experimenter located behind the partition) or 
attention was given by the primary experimenter, depending on the experimental condition in 
effect for that session.  This was done twice at the beginning of each session to ensure that the 
contingency was established for each participant. Next, the experimenter said, “Please wait in 
your chairs while I get something ready for our next activity,” and then the experimenter sat 
approximately 1 meter away from the participants and became occupied with her work. This is 
when the session technically began, thus the 5-minute “waiting” period served as the 
experimental session. The participants were given no further instructions and they were not 
asked to talk about the pictures in the slide show.  The experimenter did not deliver any more 
antecedents or initiate any more interactions. 
 In the attention condition, any tacts emitted by a participant while he/she “waited” were 
followed by attention from the experimenter in the form of vocal approvals (i.e., “That’s right!  It 
is a leopard” or “I see Mickey Mouse too!”), non-vocal approvals, such as smiles, laughter, 
thumbs up, and physical attention, such as tickles and light pats. 
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 In the token condition, any tacts emitted by a participant while he/she “waited” were 
followed by the delivery of a token through the chute into his/her cup.  For this condition, a 
second experimenter sat behind the partition out of the participants’ view, but such that the 
second experimenter could see the primary experimenter, who sat 1 meter from the participants.  
The primary experimenter used hand gestures to signal to the second experimenter when to 
deliver a token and into which chute.  Prior to each session, the two experimenters established 
the hand signals to be used.  Typically, the signals were a single extended index finger to signal a 
token for chute #1 (left side) and two extended fingers to signal a token for chute #2 (right side).  
Thus, if the participant sitting in the chair closest to chute #1 emitted a tact, the primary 
experimenter discretely held up one finger and the second experimenter then deposited a token 
into chute #1.  If both participants emitted a tact at the same time, the primary experimenter 
gestured with one finger then two fingers, then the second experimenter deposited a token into 
both chutes. No vocal responses were given in this condition. 
 In token sessions, the participants were given the opportunity to exchange their tokens for 
a small snack (i.e., a Skittle, M&M, Starburst, or Hershey kiss chocolate).  Across both token 
and attention conditions, participants were asked to participate in a brief activity after the 5 
minutes of “waiting” (in actuality, the “waiting” period served as the experimental session).  The 
activity was not included in any of the experimental measures.  It simply served as a “reason” for 
the participants to have to wait in the experimental setting.  Examples of activities included 
molding shapes using play-doh, drawing on dry-erase boards, building with blocks, completing a 
puzzle.  After 2-3 minutes of the activity, the experimenter told the participants that it was time 





A second observer, graduates of the program in Applied Behavior Analysis and who were 
trained in the analysis of verbal behavior, independently viewed the video recorded sessions and 
recorded data on the custom data sheet.  Transcripts of what was said were compared across 
observers.  Interobserver agreement (IOA) was calculated by dividing the number of agreements 
by the number of agreements plus disagreements, then multiplying by 100.  For participant A, 
IOA was conducted in 30% of sessions and mean agreement was 91% (range: 82%-100%). For 
participant B, IOA was conducted in 30% of sessions and mean agreement was 91% (range: 83% 
-97%). For participant G, IOA was conducted in 37% of sessions and mean agreement was 91% 
(range: 86% -94%). For participant H, IOA was conducted in 37% of sessions and mean 
agreement was 95% (range: 84% -100%). For participant I, IOA was conducted in 31% of 
sessions and mean agreement was 96% (range: 89% -100%). For participant J, IOA was 
conducted in 31% of sessions and mean agreement was 89% (range: 83% -94%).  
Results 
 Table 7 displays a comparison of the emission of verbal operants under conditions of 
social attention reinforcement (A) and token reinforcement (T) of tacts for all participants.  The 
number of tacts emitted per minute was higher under attention reinforcement than token 
reinforcement for all six participants. A greater percentage of correct tacts were emitted under 
the attention reinforcement than token reinforcement for all participants.  In addition, more 
intraverbals and conversational units were emitted under attention reinforcement for all 
participants.  Wh-questions emitted were nearly equal across conditions. Mands were emitted 






Number of responses per minute of tacts, conversational units, intraverbals, Wh-questions, and 
mands, as well as mean percentage of correct tacts emitted under attention reinforcement (A) 
and token reinforcement (T) conditions. 


















A T A T A T A T A T A T 
A / 3.8 8.9 5.5 95 88 1.8 0.12 3.2 1.3 0.2 0.22 0 0.1 
B / 4.4 6.8 5.7 97 89 0.8 0.15 2.2 1.5 0.2 0.13 0.15 0.3 
G / 4.0 9.7 4.1 99 96 4.0 0.33 4.7 0.98 0.5 0.48 0 0.3 
H / 3.11 4.4 2.1 100 92 0.9 0.2 2.0 0.7 0.4 0.38 0.2 0.4 
I / 4.1 6.0 3.6 98 95 1.8 0.6 2.3 1.4 0.5 0.44 0.04 0.4 









Figure 6.  Bar graphs depicting the differences in the responses per minute of tacts, 
conversational units, intraverbals, Wh-questions, and mands under attention reinforcement 





























Figure 7 displays line graphs for each Participants A and B, depicting the numbers of 
tacts emitted across sessions.  Participant A’s graph shows an immediate differentiation in her 
tacts across the rapidly alternating conditions.  Tacts were consistently higher in the attention 
condition.  In the second phase, attention reinforcement was delivered in repeated sessions and 
Participant A showed very stable responding and a reversal was implemented after three sessions.  
In the third phase, only token reinforcement was delivered. There was an immediate drop in the 
level of responding and after five sessions another reversal back to Attention was implemented.  
There was an immediate increase in level from the last token session, however, the level of 
responding did not immediately return to the response level observed in the initial phase. 
Participant B’s graph shows that it took 3 sessions before differentiation was observed. 
However, there was a clear separation in the data paths for the remainder of the first phase of 
alternating treatments, and tacts were clearly occurring more frequently under attention 
reinforcement.  In the second phase, only attention reinforcement was delivered for repeated 
sessions. After three sessions, there was stability in her tacts, and a reversal was implemented.  In 
the third phase, only token reinforcement was delivered for repeated sessions.  The data showed 
a descending trend and after five sessions, another reversal was implemented back to attention.  
The data in this phase show a sharp ascending trend and a return to initial levels of responding. 
Figure 8 shows graphs for Participants G and H. Participant G’s graph shows an 
immediate differentiation of responding between the two conditions, with a higher number of 
tacts consistently occurring in the attention condition. In the second phase, only token 
reinforcement was delivered and this result in a low, descending trend in the data.  After four 
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sessions and stable responding, a reversal to attention reinforcement was implemented and there 
was an immediate increase in the level of responding. 
Participant H had some initial variability in her responding, however the two data paths 
did show some separation and tacts occurred more frequently in the attention condition.  In the 
second phase, only tokens were delivered and Participant H’s tacts dropped to zero by the third 
repeated session.  In a reversal to attention, Participant H showed an immediate increase in the 
number of tacts emitted and this remained stable across three consecutive sessions. 
Figure 9 shows graphs for Participants I and J. Participant I showed some initial 
variability in her responding, however, differentiation of the reinforcement conditions was 
clearly achieved after the first four sessions.  In the second phase, tacts were maintained under 
attention reinforcement for four repeated sessions.  In a reversal to token reinforcement, the 
number of tacts emitted showed an immediate drop in level and declined over two consecutive 
sessions. 
Participant J showed an immediate and clear differentiation in responding across the two 
conditions.  In the second phase, tacts were maintained under attention reinforcement for four 
repeated sessions.  In a reversal to token reinforcement, the number of tacts emitted showed an 
immediate drop in level and then declined over two consecutive sessions. For all six participants 





Figure 7. Numbers of tacts emitted under attention reinforcement (closed circle) and token 













Figure 8. Numbers of tacts emitted under attention reinforcement (closed circle) and token 













Figure 9. Numbers of tacts emitted under attention reinforcement (closed circle) and token 


























Percentage of conversational units that occurred between the participants and the adult versus 
the peer when adult attention was delivered contingent upon tacts (A) and when tokens were 













Figure 10 represents the audience relation.  It shows the percentage of peer-to-peer 
conversational units emitted.  Across all participants, there were very few peer-to-peer 
conversational units emitted in the social attention condition, when adult attention was delivered 
contingent upon tacts.  Peer-to-peer conversational units increased in the token condition, when 
adult attention was withheld.  The numbers and percentages are displayed in Table 8. 
The results of Experiment II revealed a functional relation between contingent adult 































































support the theory that tacts are maintained by a specific type of generalized conditioned 
reinforcement, social attention, and not by other non-specific types (i.e., tokens). Furthermore, 
peer-to-peer conversational units were observed to occur more often in the token session when 























Figure 10. The percentage of peer-to-peer conversational units emitted when adult attention was 
delivered contingent upon tacts and when adult attention was withheld and tokens were 



















Chapter IV  
GENERAL DISCUSSION 
Major Findings  
In this section, the experimental questions put forth in Experiments I and II will be 
answered.  Some additional findings that were not formally investigated will also be discussed, 
as will some limitations of the current research and future directions.     
How were tacts affected by conditions of (a) contingent social attention 
reinforcement and (b) contingent token reinforcement? The combined results from both 
experiments showed a functional relation between the number of tacts emitted and contingent 
delivery of adult attention for each of the 10 participants described here.  Two types of 
generalized conditioned reinforcers, social attention and tokens, were selected for comparison as 
a way to investigate how social reinforcers and nonsocial reinforcers affect language differently. 
The results of these experiments provide strong empirical evidence that there is a difference 
between social and nonsocial reinforcers in the reinforcement of tacts. 
 The results from these experiments provided important empirical evidence for the 
relationship between tacts and social reinforcers.  Similar findings were described by Hart and 
Risley (1995), however their results were correlational, while the current findings have 
demonstrated a functional relation.  In Hart and Risley’s study, children’s language was 
correlated with parent responsiveness.  Moreover, parents who gave more affirmative feedback 
and were more responsive had children with greater vocabulary growth, better use of vocabulary, 




What did the results reveal about the function of the tact? The results reported here 
have provided empirical support for the theory that tacts function to recruit social attention. In 
the current investigation, social reinforcers were more effective than tokens in the reinforcement 
of tacts, suggesting that the function of tacts is to recruit social reinforcement, such as attention 
or approval.  When Skinner (1957) first defined the tact, he emphasized the importance of 
discriminative stimuli for the tact: “The tact emerges as the most important of verbal operants 
because of the unique control exerted by the prior stimulus” (p. 83). Skinner called this “the 
essence of the tact” (p. 82). However, the current findings suggest that the consequence relation 
is equally important and contributes greatly to the “essence” of the tact.  Since Skinner’s early 
treatment of the tact, several researchers have suggested that there is a necessary relationship 
between tacts and social reinforcement (Delgado & Oblak, 2007; Greer & Du, 2010; Pistoljevic, 
2008; Pistoljevic & Greer, 2006; Schauffler & Greer, 2006; Schmelzkopf, 2010); however until 
now there was a lack of empirical evidence to support this notion. 
These findings should be considered in terms of the function of language versus its form.  
Skinner (1957) described the functional independence of mands and tacts.  This principle states 
that the establishment of one verbal operant (either the tact or mand) does not automatically 
result in the appearance of the other.  In other words, if a child learns to emit the word, “apple” 
as a mand, the child will not necessarily use the same word as a tact without explicit instruction.  
The importance of teaching language function in lieu of its form is relevant to the current 
discussion.  Tacts should be taught using social reinforcers to ensure that the relevant language 




If the function of the tact is to recruit social reinforcement, how does this impact the 
current definitions used in the literature?  These results have theoretical implications.  
“Reinforcement contingencies, in general, and social reinforcement contingencies, in particular, 
are ubiquitous in applied behavior analysis” (Vollmer & Hackenberg, 2001).  Despite their 
widespread use, there is a need for a more fundamental understanding of social reinforcers 
(Vollmer & Hackenberg, 2001).  The results reported here have contributed to this understanding.  
Reinforcers are often classified according to their formal or physical properties, such as edible, 
sensory, tangible, activity, or social (Cooper, et al., 2007).  The current results have provided 
empirical evidence for the specification of reinforcement for tacts based on physical properties.  
That is, tacts are reinforced by social reinforcers, rather than by tangible reinforcers (items such 
as stickers, school materials, and tokens are considered tangible). 
Much of the scientific research in verbal behavior has been aimed at investigating mands. 
Evidence for the conditions under which mands are learned (the functional control of the relevant 
motivating operation and the delivery of the specified reinforce) is vast (Greer & Ross, 2008; 
Hall & Sundberg, 1987; Michael, 1988; Ross & Greer, 2003; Williams & Greer, 1993). Similarly, 
it should be made clear in the tact definition that tacts are reinforced by social attention and their 
function is to recruit attention from one’s verbal community.   
The current findings have provided evidence that preschoolers’ tacts are strengthened 
when they result in adult attention as compared to educational reinforcers. However, one 
question that remains to be explored is why social reinforcement appears to be so strong for 
humans?  In Skinner’s (1953) treatment of social reinforcers, he suggested that signs of approval 
and disapproval become generalized conditioned reinforcers and punishers when they are paired 
with a variety of primary reinforcers and punishers during early child development.  These early 
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social experiences in conjunction with biologically important events (i.e., food, warmth, physical 
contact with caregivers) would be cause for the strength and power of social reinforcers later in 
life.  Some researchers have questioned if social reinforcement is in fact unconditioned:  
On the other hand, it is not unreasonable to suppose that for 
humans and other social species there are unconditioned aspects to 
such stimuli as well; that is, susceptibility to control by features of 
others’ behavior has been selected in the evolution of social 
species (Vollmer & Hackenberg, 2001). 
 
 Regardless of where social reinforcers fit in on the continuum of unconditioned and 
conditioned reinforcement, their power to reinforce has been well documented, especially the 
power of adult attention in the reinforcement of children’s behavior (Risley, 2005). The current 
findings contribute to the literature by adding evidence for the strength of social reinforcers 
specific to verbal behavior in children. 
How did the experimental conditions impact the audience relation in terms of who 
the children were more likely to speak to in the presence or absence of adult attention? In 
Experiment II, the percentages of verbal operants emitted towards the adult and the peer were 
measured.  The results showed that all six participants spoke to the adult almost exclusively 
under attention reinforcement conditions.  However, when token reinforcement was in effect and 
therefore adult attention was withheld, the participants spoke to the peer more than the adult.  
Thus, the deprivation of adult attention created an establishing operation for the reinforcing value 
of the peer’s attention.  These results were similar to the findings reported by Donley and Greer 
(1993), who found that the absence of adults in a play setting was functionally related to the 
occurrence of conversational units between individuals with developmental disabilities. 
 The effects of motivational factors on the efficacy of social reinforcers have been studied 
in the context of verbal behavior (Gewirtz & Baer, 1958a, 1958b; Gewirtz, et al., 1958; Tsiouri 
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& Greer, 2007).  The procedures used for the current studies led to a somewhat serendipitous 
finding. By including both participants in a single session, the effects of the presence or absence 
of adult attention on peer interactions were revealed.  The results showed that deprivation of 
adult attention was a motivating operation that affected the reinforcement value of the peer’s 
attention.  That is, when adult attention was available, peer interactions were low.  When adult 
attention was withheld, peer interactions increased.  One implication of this finding is that it 
underscores the powerful strength of adult attention for young children.  Another possible 
implication is that this type experimental paradigm may lend useful for future research aimed at 
increasing the reinforcing value of peer interactions. It may also be useful for increasing the 
reinforcing value of adult attention for children whose behavior is not reinforced by social 
reinforcers, such as children with autism (Bijou & Ghezzi, 1999).   
 
Additional Findings 
Effects of different types of social reinforcers. The effectiveness of the social 
reinforcement delivered in these experiments was probably largely dependent on the non-vocal 
properties, such as eye contact, facial expressions (i.e., smiles) and physical contact (i.e., pat on 
the back, high five).  This effect has been empirically demonstrated by other researchers.  For 
example, Kazdin and Klock (1973) found that the use of smiles and physical contact enhanced 
the effectiveness of verbal approval. Park, Pereira-Delgado, Choi, and Greer (2008) found that 
playful physical contact enhanced the reinforcement delivered during academic instruction. One 
of the challenges of using social stimuli as reinforcers is that they are difficult to describe and 
quantify in the way that other reinforcers, such as food or tokens, can be.  Social reinforcers 
come in a variety of forms and are delivered in a variety of ways and not all these forms of social 
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reinforcement are equivalent.  Consistent with this viewpoint, the type of social reinforcement 
delivered in the current studies would be difficult to quantify and it seems that there may be a 
need to investigate this further to enhance our understanding of social reinforcement and its 
effects on verbal behavior. 
Effects of participants’ level of verbal capability on the frequency and variety of 
tacts emitted. The participants in Experiment I represented a relatively wide range of levels of 
verbal capabilities.  Participant B was the only participant who did not have any diagnosis or 
classification.  Participant A did carry a diagnosis of “expressive language disorder” and 
“adjustment disorder,” however her IQ was tested in the average range and she had similar 
verbal capabilities to Participant B.  Participant C was classified as a “preschooler with a 
disability” and his IQ was reported in the below average range.  Participant D was recently de-
classified and had no formal diagnosis.  His IQ was tested in the above average range and he 
read on a second grade level. Participants E and F were both selected from a different classroom 
than the rest of the participants. It was a non-integrated classroom setting, therefore all of the 
students in their classroom carried a classification as “preschooler with a disability” and the 
levels of verbal capabilities demonstrated by Participant E and F were overall lower than those of 
the rest of the participants.   
These differences in levels of verbal capability became apparent in the results from 
Experiment I.  Participants E and F emitted relatively few tacts overall as compared to the other 
four participants.  Participants E and F emitted a total of 73 and 47 tacts, whereas the other four 
participants emitted between 103 and 120 tacts.  In addition, their tacts were noticeably less 
varied and less “sophisticated” than the tacts emitted by the rest of the participants.  For example, 
Participant E emitted many of the same tacts across sessions, such as, “tickle,” “apple tree,” “a 
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car,” and “a dinosaur.”  Similarly, Participant F repeated tacts within and across sessions, such as 
“a baby,” “baby lion,” “a dirty baby.”  As a comparison, some of the tacts emitted by the other 
participants were more varied in terms of the range of words used and their sophistication in 
terms of use autoclitics.  For example, Participant D said, “Her shoes have lights…You have 
boots…Stomp Stomp…You stomp bugs…The bugs go crunch…I don’t like bugs.”  Additional 
examples are shown in Appendix G.   
Although the results obtained from Participants E and F were consistent with the rest of 
the participants in Experiment I in that tacts did occur more frequently under social 
reinforcement than token reinforcement, the overall effect was smaller for these two participants.  
The strength of social reinforcers was less powerful for these two participants and one possible 
cause is their lower levels of verbal capabilities.   
In Experiment II, all six of the participants were described as typically developing, with 
the exception of Participant A, however her verbal capabilities matched those of the other 
participants.  In contrast to Experiment I, the results in Experiment II were very consistent across 
participants in terms of the frequency of tacts emitted and the strength of the functional relation 
between tacts and social reinforcement.  One exception was Participant H, who emitted fewer 
tacts, relative to the rest of the participants.  However, she was paired with Participant G, who 
emitted the highest number of tacts across all participants, so the relatively low emission of tacts 
by Participant H may have been a direct effect of Participant G’s frequency of tacts.  Individual 
participant characteristics and their impact on the peer with whom they were paired was not 
investigated in this study. However the data from Participant G and Participant H are compelling 
and it would be interesting to investigate the effects of participant characteristics such as age, 
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gender, and the characteristics of the peer with whom they are paired, on the outcomes of this 
type of study.   
The inclusion of typically developing children in Experiment II was important for gaining 
a better understanding of how social reinforcers impact language in the absence of any known 
language disorders.  With a clear picture of how language functions for the typically developing 
children included in this study, this information can be used to investigate the same phenomenon 
in children with language disorders.  With Participants E and F in mind, will such investigations 
reveal that for children with language disorders, social reinforcers do not function to reinforce 
tacts, either to the same degree as their typically developing peers, or not at all?  This will be an 
important future direction in this line of research. 
Limitations 
 The limitations that were found in Experiment I were discussed in the Discussion of 
Experiment I and were addressed and improved upon in Experiment II. First, the Structured Play 
and Free Play settings were not conducive to the comparison of the two reinforcement 
contingencies because included presented too many extraneous variables within the setting.  This 
limitation was addressed in Experiment II by selecting a single experimental setting that 
consisted of a more controlled environment.   
Second, in Experiment I the only discriminative stimulus that was programmed to signal 
the changeover from one condition to the next was the presence of the token cups in the token 
sessions and the absence of the cups in the attention sessions.  This seemed inadequate for 
eliminating possible carry-over effects.  Therefore, in Experiment II, the contingency was 
established for each participant at the beginning of each session.  For example, when the 
participants arrived in the experimental setting, the experimenter established the contingency in 
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effect by asking the participants to tact a picture on the screen.  Contingent upon a correct 
response, attention was delivered to establish the attention contingency, or a token was delivered 
to establish the token contingency.  Once the contingency was contacted by each participant, 
then session officially began.  This appeared to be an effective way to address this limitation and 
to help reduce the potential for carry-over effects.   
Third, in Experiment I, there were limitations to the token delivery operation.  By having 
the experimenter physically deliver the token into the cup it was impossible to eliminate adult 
attention from the reinforcement operation.  Also, the participants moved around a fair amount in 
the Free Play and Structured Play settings and they did not always notice if their token cup was 
beside them or not, therefore the extent to which the token reinforcement was made clearly 
visible to the participants varied.  In Experiment II, tokens were delivered through plastic chutes 
that were designed to eliminate the role of the adult.  Also, the setting was more controlled and 
the token cups were clearly visible at all times to the participants. 
Fourth, two participants were present in every session, however in Experiment I the 
pairings were not held constant, thus the peer with whom participants were observed varied 
across sessions.  Also, the number of pairings with each different peer was not controlled or 
counterbalanced.  For example, Participant A was observed with Participant B 9 times, 
Participant E 8 times, and Participant F 3 times. It is possible that this uncontrolled variable 
could have caused for some of the variability observed in participant responding during 
Experiment I. This was addressed by keeping the pairs consistent in Experiment II. 
Another limitation that was present in both experiments was that there were unequal 
opportunities for conversational units to occur across the two reinforcement conditions. In the 
token condition, the adult did not verbally respond to statements made by the participant, 
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therefore significantly altering the probability of speaker-listener exchanges between the 
participant and the adult experimenter during the token condition.  However, since 
conversational units could still occur between the two peers, they were still included as a 
dependent measure and in fact, it led to an interesting analysis of the effects of motivational 
variables on peer interactions. 
In Experiment II, participants were shown pictures on an iPad as a measure to provide 
opportunities to tact.  The pictures were organized into five different sets of stimuli and exposure 
to each set was counterbalanced so that the participants each set in both experimental conditions 
an equal number of times (this is shown in Table 5).  However, the repeated exposure to the 
same stimuli may have resulted in an overall decrease in participant levels of responding over 
time.  Skinner discussed the “novelty of the occasion” in relation to tacts: “A given object does 
not remain the inevitable occasion for the reinforcement of an appropriate response, and the 
probability of response therefore comes to vary with the occasion” (p. 85).  If more novel stimuli 
had been present during experimental sessions, tacts may have been maintained at a higher level.  
However, the repeated exposure was an important control measure. Stimulus sets were 
counterbalanced across experimental conditions and this controlled for any variability across 
conditions due to the experimental stimuli. 
Interobserver agreement data could be improved upon for both Experiment I and 
Experiment II.  Some of the lower scores are likely attributable to lack of clarity of what was 
said or the definitions that the independent observers agreed upon.  Therfore, it would be a 





Suggestions for Future Research 
The current findings have many implications for future research.  As noted already, there 
was a weaker relation for some of the participants with the lowest levels of verbal behavior, 
relative to their participant counterparts.  This suggests that there is a need to extend this research 
to other children who demonstrate lower levels of verbal behavior, such as children with autism, 
for whom the relation between tacts and social reinforcers may be weak or not present at all.  
One of the best predictors of outcomes for children with autism is the development of 
“spontaneous language” before age 6 (Szatmari et al., 2003).  The dilemma with this is that 
social reinforcers are often ineffective for children with autism (Greer et al., 2008), but they are 
necessary for the acquisition of critical speaker repertoires.  Thus, acquiring the social function 
of the tact appears to be an important verbal developmental cusp.   Acquiring and emitting 
language under this reinforcement control is probably necessary for the acquisition of more 
advanced speaker capabilities, such as a fluent tact repertoire and Naming.  Future research 
should further investigate social reinforcement as a critical verbal developmental cusp. 
The role of non-vocal components of social reinforcement was not directly investigated 
in these studies, however the extent to which behaviors such as smiles and physical contact 
determined the effectiveness of the social reinforcement that was delivered would be a useful 
addition to this research.  Moreover, did this play a role in the significant preference that 












The findings from the two experiments reported here have provided evidence for a 
functional relation between social reinforcers (social attention) and the emission of tacts for 10 
preschoolers.  For each of these participants tacts were shown to increase when contingent social 
attention was delivered, as compared to contingent tokens.  These findings have provided 
empirical evidence that the function of the tact operant is to recruit social attention specifically, 
not other generalized conditioned reinforcers.  Thus, social reinforcers should be used in tact 
instruction to ensure that the function of the tact is learned, not merely the form.  In addition, 
motivational variables were found to impact who the children were more likely to choose as a 
listener.  When adult attention was available, the participants spoke to the adults, however when 
deprived of adult attention, peer social interactions increased.  These findings provide evidence 
that social attention can be a powerful reinforcer for language in young children. This may in 
fact be an important verbal developmental cusp (Greer & Speckman, 2009) and it is probable 
that acquiring the social function of tacts is necessary for achieving more advanced speaker 
capabilities, such as Naming, and for becoming truly verbal. Future studies should include 
children for whom social reinforcers are ineffective, such as children with autism, so that 
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Apparatus used in Experiment II. Front of partition with iPad mounted for Attention condition 
(top left); Front of partition with iPad mounted  and chutes/token cups for Token condition (top 
right); Token chute and token cup (bottom left); Back of partition showing entry point for token 
chutes (bottom right) 
 
 
              
 
 











Example of verbal operants emitted by Participants A and B and the primary investigator (PI) 
during one of the Transition-Attention sessions in Experiment I 
B: “Who was eating in here?” 
B: “I see a Dorito” 
PI: “Oh, you see a Dorito, B?” 
A: “I see a Dorito” 
PI: “You see it too, A?” 
B: “It was raining when I came here” 
PI: “It was raining when I came too” 
B: “When I came out of my mommy’s car I felt a drip on my head” 
PI: “You did? Whoa!” 
A: “I have my Tinkerbell umbrella” 
PI: “That’s a good thing, A” 
B: “You got a Tinkerbell umbrella?” 
A: “Yeah, Tinkerbell umbrella” 
B: “What are we waiting for?” 
PI: “We’re waiting to go inside the classroom” 
B: “A, who drived you here? Mommy or the bus?” 
A: “Mommy” 
PI: “Oh, that’s great you came with your Mommy, A” 
B: “Me too, my mommy” 




B: “Who made those apples?” 
PI: “I did” 
B: “Did you make all of the apples?” 
PI: “I sure did” 
B: “It’s a 4” 
PI: “Hey, that’s right! It is 4, B” 
B: “I’m jumping” 
PI: “Cool jumping, B!” 
 
  
