Consistent multiple testing for change points  by Chen, Kuo-mei et al.
Journal of Multivariate Analysis 102 (2011) 1339–1343
Contents lists available at ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Consistent multiple testing for change points
Kuo-mei Chen, Arthur Cohen, Harold Sackrowitz ∗
Department of Statistics, Rutgers University, Piscataway, NJ 08854, United States
a r t i c l e i n f o
Article history:
Received 20 May 2010
Available online 11 May 2011
AMS 2000 subject classifications:
primary 62F05
secondary 62F03
Keywords:
Stepdown procedures
Familywise error rate
Binary sequential segmentation
Maximum residual down
a b s t r a c t
The change point problem for independent normal means is considered as a multiple
testing problem. Two stepwise methods are considered. Namely, the binary segmentation
method of Vostrikova (1981) [7] and the maximum residual down method of Cohen et al.
(2009) [5]. Both of these methods are shown to be consistent. Consistent here means that
as sample sizes tend to infinity, the probability of making an error (false rejection or false
acceptance) tends to zero.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Xij, i = 1, . . . , k, j = 1, . . . , n be independent random variables which are normally distributed with means µi and
known variance σ 2. Consider null hypotheses Hi : µi − µi+1 = 0 vs. Ki : µi − µi+1 ≠ 0, i = 1, . . . , k − 1. Various
approaches to this multiple testing problem, called a change point problem, have been considered, see Chen and Gupta [4].
One such approach attributed to Vostrikova [7] is a stepwise procedure called binary segmentation (BSP). The methodology
called MRD is developed in Cohen et al. [5]. The MRD methodology can be applied in a variety of multiple testing settings
other than change point. For example it can be used in models comparing treatments with a control. In CSX [5] it is shown
that the BSP procedure is based on the same statistics as is the MRD procedure for the change point problem. It was further
shown in Chen et al. [3] that the MRD procedure is not necessarily consistent in every setting. Of course in the CCS [3]
paper, the example given for which MRD is not consistent does not involve the change point model of this paper. In this
paper, we show that the binary segmentation procedure and the MRD procedure of CSX [5] are consistent for the change
point problem. Consistent here means that the probability of any mistakes, regarding any of the k − 1 hypothesis testing
problems, goes to zero as n →∞. Consistency in the above sense for other multiple testing problems has previously been
considered by An and Gu [1] and Bunea et al. [2].
CSX [5] indicated that most standard stepwise multiple testing procedures (step-up, step-down and others) for the
change point model are inadmissible for a risk function concerned with both type I and type II errors. On the other hand,
the BSP and MRD procedures are admissible.
The consistency results are easily extended to the case of unknown common variance σ 2.
In Section 2we give some notation and preliminaries. Section 3 contains the descriptions of the BSP andMRDprocedures.
An example illustrating these methods is given. Section 4 contains the lemmas and the theorem establishing consistency.
Extensions are also mentioned in Section 4. Proofs are given in the Appendix.
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2. Notations and preliminaries
Sample means for each population are denoted by x¯i =∑nj=1 xij/n, i = 1, . . . , k. Let x = (x¯1, . . . , x¯k) be a sample point.
When we assume the variance σ 2 is known, we take it, without loss of generality, to be 1, unless stated otherwise. We set
νi = µi−µi+1, i = 1, . . . , k− 1, so that Hi : νi = 0 vs. Ki : νi ≠ 0. When νi ≠ 0, we say that a change point exists between
i and i+ 1. All procedures are finite action procedures and each procedure (nonrandomized) either accepts or rejects each
of the k− 1 hypotheses. A procedure consists of a vector Ψ = (ψ1(x), . . . , ψk−1(x))′, where ψi(x) = 1 if Hi is rejected and
ψi(x) = 0 if Hi is accepted. We assume k to be fixed and study the behavior of the procedures as n becomes large. That is, k
does not change with n. A procedure is consistent if for every i,
lim
n→∞ Pµ{ψi(x) = 1} = 1 if νi ≠ 0 and
lim
n→∞ Pµ{ψi(x) = 0} = 1 if νi = 0.
In other words, as n →∞, the probability of any mistake tends to 0.
3. BSP and MRD procedures
Let I = {1, 2, . . . , k}. Let B = B(t1, t2) be the subset of consecutive integers {t1, t1 + 1, . . . , t2}. Let A(t1, i) ⊂ B, be the
subset of B consisting of the consecutive integers {t1, . . . , i}. Next, define
Dx(A(t1, i); B) = n(¯¯xA − ¯¯xB\A)2/σ 2

1
i− t1 + 1 +
1
t2 − i

(3.1)
where ¯¯xA =∑ij=t1 x¯j/(i− t1 + 1), ¯¯xB\A =∑t2j=i+1 x¯j/(t2 − i), and
D∗x (B) = maxt1≤i<t2 Dx(A(t1, i); B). (3.2)
Let A(t1, i∗(x)) denote the set for which the maximum is attained. That is,
D∗x (B) = Dx(A(t1, i∗(x))).
At the first stage of BSP or MRD, all 2 set partitions of consecutive integers of I are considered. That is, A(1, i), I \ A(1, i),
i = 1, . . . , k − 1. Dx(A(1, i); I) is computed for i = 1, . . . , k − 1. Letting Cn(I) denote a constant at stage 1 and letting
D1 = D∗x (I), ifD1 ≤ Cn(I), stop and accept all null hypotheses. IfD1 > Cn(I), then partition I into A(1, i∗(x)) and I \A(1, i∗(x))
and continue to stage 2.
At stage 2, for BSP, each of A(1, i∗(x)) and I \A(1, i∗(x)) is treated as I was at stage 1. For A(1, i∗(x)), either all hypotheses
determined by the indices in A(1, i∗(x)) are accepted, or A(1, i∗(x)) is split into two sets. Similarly for I \ A(1, i∗(x)). At each
successive stage, until the procedures stops, each set of the current partition could possibly be split into two sets. Note that
at stage 2, BSP uses two, possibly different (depending on the size of the sets), constants Cn(A(1, i∗(x))) and Cn(I\A(1, i∗(x))).
With MRD, on the other hand, at most one set can be split at any stage. The same constant is used for both sets at
stage 2 and it is only possible to split one of the two subsets. Namely, that set of two subsets A(1, i∗(x)) and I \ A(1, i∗(x))
corresponding to the largest statistic.
Should there be a split of a subset at stage 2 then at stage 3, there would be 3 subsets to consider. Namely the subset that
was not split at stage 2 plus the 2 subsets resulting from the split at stage 2.
At successive stages, it is always only possible to split one subset and only a single constant is used for all the current
subsets. Unlike the BSP procedure, subsets whose maximum statistic is less than the given constant do not give rise to
acceptance unless all subsets yield maximum statistics less than the critical value for that stage. That is, the MRD procedure
stops.
In the fixed sample size setting, at stage 1 the critical value is, typically, determined by a Bonferroni bound using a chosen
significance level α. That is, if there are k elements in I , one determines the critical value as the 1 − α/(k − 1) percentile
of a chi-square distribution with 1 degree of freedom. At successive stages, one can also choose the critical value to be the
1− α/(r − 1) percentile of the chi-square distribution if there are r elements in the set under study. Such selections would
certainly control weak FWER at level α.
In deference to the notion of consistency the collection of critical values usedwhen the sample size is nmust go to infinity
at a rate of o(n). A convenient way to accomplish this is to fix an n∗ and then multiply each of the chi-square percentiles by
max{1, (ln n)/(ln n∗)}. This will control FWER at level α for n ≤ n∗ and decrease thereafter.
We now offer an example illustrating BSP and MRD. We use summary data from Dixon and Massey [6], page 145. The
data represent averagemonthly overtime pay at a department store for the year 1966. Averages are based on 4 observations
per month. The data are presented in Table 1.
We assume that the variance for each month is σ 2 = 16. For both BSP and MRD, we compute the stage 1 statistics
Dx(A(1, i); I) of (3.1), for i = 1, 2, . . . , 11, I = {1, . . . , 12}. The eleven statistics turn out to be 8.81, 8.82, 25.84, 19.53,
14.52, 27.60, 42.18, 70.21, 22.25, 26.67, 31.91. The critical values are determined as mentioned above with α = 0.05 and
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Table 1
Monthly sample means of the overtime pay.
January February March April May June July August September October November December
12.1 15.8 10.2 18.6 19.2 12.6 13.8 12.6 31.0 18.6 20.3 28.6
n∗ = 4. Thus the critical value at stage 1 is 8.05 and this means that ν8 = 0 is rejected since D∗x (I) = Dx(A(1, 8); I) = 70.21.
At stage 2, I is partitioned into 2 sets, namely B(2)1 = {1, 2, . . . , 8} and B(2)2 = {9, 10, 11, 12}. Stage 2 calculation of
Dx(A(1, i); B(2)1 ) yielded amaximum value of 3.32whileDx(A(9, i); B(2)2 ) yielded amaximum value of 13.55. For BSP a critical
value of 7.27 was used for D∗x (B
(2)
1 ) and 5.73 for D
∗
x (B
(2)
2 ). The D
∗
x (B
(2)
1 ) critical value was the 1–0.05/7 percentile of a chi-
square 1 distribution. Thus BSP accepts ν1 = ν2 = · · · = ν7 = 0 and rejects ν9 = 0. For MRD a critical value of 7.27 was
used and ν9 = 0 was rejected. At stage 3 BSP considers only 2 statistics from the set B(3) = {10, 11, 12}. The maximum of
the 2 statistics is 13.95, which exceeds a critical value of 5.02 (the chi-square 1, 1–0.05/2 percentile), leading to a rejection
of ν11 = 0. MRD does the same. Finally, BSP considers B(4) = {10, 11} at stage 4 and accepts ν10 = 0 using a critical value of
3.84. In summary, both BSP and MRD reject ν8, ν9, and ν11 and accept all other ν’s.
4. Consistency results
In this section we give a series of lemmas which will be used to prove the consistency of the BSP and MRD procedures.
All proofs are given in the Appendix. We start with
Lemma 4.1. Recall νi = µi − µi+1, i = 1, . . . , k− 1, then νi = 0, i = 1, . . . , k− 1, if and only if
i−
j=1
µj/i =
k−
j=i+1
µj/(k− i), for i = 1, . . . , k− 1. (4.1)
Lemma 4.2. Let C(n) be a constant so that C(n) → ∞ as n → ∞ and C(n) = o(n). Let B ⊂ I be a subset of consecutive
integers, i.e., B = {t1, t1 + 1, . . . , t2}. Suppose for all indices j ∈ B, νj = 0. Then,
lim
n→∞ P{D
∗
x (B) > C(n)} = 0.
Lemma 4.3. Let B ⊂ I be a subset of consecutive integers of I, i.e., B = {t1, t1 + 1, . . . , t2}. Suppose indices j and j + 1 lie in B
and µj ≠ µj+1. Then if C(n) = o(n) and lim C(n)→∞ as n →∞,
lim
n→∞ P{D
∗
x (B) > C(n)} = 1.
Note that, in Lemma 4.3, the maximum statistic need not occur between indices j and j+ 1.
Lemma 4.4. Let B ⊂ I be a subset of consecutive integers of I. Suppose indices j and j + 1 lie in B and suppose µj = µj+1, but
not all µt1 = µt1+1 = · · · = µt2 , then
lim
n→∞ P{D
∗
x (B) = D(A(t1, j); B)} = 0 (4.2)
and
lim
n→∞ P{D
∗
x (B) > C(n)} = 1. (4.3)
Theorem 4.5. Let Cw(n) be constants for the BSP and MRD procedures at various stages. Suppose limn→∞ Cw(n) = ∞ and
suppose Cw(n) = o(n). Then the BSP and MRD procedures are consistent.
Remark 1. If the assumption of constant known variance is replaced by constant unknown variance, then throughout σ 2
would be replaced by s2, where s2 = ∑ki=1∑nj=1 (xij − x¯i)2/k(n − 1). This will not alter the consistency results since s2
converges in probability to σ 2 as n → ∞ and all probability assertions will remain the same. The chi-square distribution
would be replaced by the F-distribution with degree of freedom 1 and k(n− 1).
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Appendix. Proofs
Proof of Lemma 4.1. Write ν = 0 asµ = 0, where is the (k− 1)× kmatrix.
 =

1 −1 0 0 · · · 0
0 1 −1 0 · · · 0
...
0 0 0 0 · · · 1 −1
 . (A.1)
The rows of  are a basis for the linear space of contrasts among the µ’s. The relations in (4.1) are contrasts among the
µ’s. In fact (4.1) can be expressed as 0µ = 0 where
0 =

k− 1 −1 −1 · · · −1
k− 2 k− 2 −2 · · · −2
...
1 · · · 1 −(k− 1)
 . (A.2)
This implies that 0 = H. In fact if we take
H−1 = 1
k

2 −1 0 · · · 0
−1 2 −1 0 · · · 0
...
0 0 0 · · · −1 2
 (A.3)
we see that H−10 = . This fact implies thatµ = 0 if and only if 0µ = 0. 
Proof of Lemma 4.2. Note first that with all νj = 0 from (3.1) Dx(A(t1, i); B) for each i is a statistic that is the square of a
standard normal variable. Now
lim
n→∞ P{D
∗
x (B) > C(n)} = limn→∞ P{at least one Dx(A(t1, i); B) > C(n), i = t1, . . . , t2 − 1}
≤ (t2 − t1) lim
n→∞ P{Dx(A(t1, t1); B) > C(n)}
= (t2 − t1) lim
n→∞{1− [Φ(C
1/2(n))− Φ(−C1/2(n))]}
= 0,
whereΦ is the c.d.f. of a standard normal. 
Proof of Lemma 4.3. Since νj ≠ 0 for all indices in B, Lemma 4.1 implies there exists some i ∈ B, say i′, such that∑i′
j=t1 µj/(i
′ − t1 + 1) ≠ ∑t2j=i′+1 µj/(t2 − i′). This implies that Dx(A(t1, i′); B) is the square of a normal random variable
with variance 1 whose mean is going to infinity at the rate of
√
n. Since
lim
n→∞ P{D
∗
x (B) > C(n)} ≥ limn→∞ P{Dx(A(t1, i
′); B) > C(n)} (A.4)
and C1/2(n) = o(√n), the limit of the r.h.s. of (A.4) is 1. 
Proof of Lemma 4.4. The fact that not all µt1 = µt1+1 = · · · = µt2 implies, by virtue of Lemma 4.3, that (4.3) holds.
To show (4.2), first suppose t1 + 1 ≤ j ≤ t2 − 2 and consider random variables Dx(A(t1, j); B), Dx(A(t1, j − 1); B) and
Dx(A(t1, j + 1); B). Without loss of generality, we take µj = µj+1 = 0 and let∑j−1i=t1 µi = F and∑t2i=j+2 µi = G. Then note
that (1/n)Dx(A(t1, j); B), (1/n)Dx(A(t1, j− 1); B) and (1/n)Dx(A(t1, j+ 1); B) converge a.e. respectively to
F
j−t1+1 − Gt2−j
2
1
j−t1+1 + 1t2−j
(A.5)

F
j−t1 − Gt2−j+1
2
1
j−t1 + 1t2−j+1
(A.6)

F
j−t1+2 − Gt2−j−1
2
1
j−t1+2 + 1t2−j−1
. (A.7)
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Next note that if F = G = 0, then Lemma 4.3 could be used to establish (4.2). Next assume not both F and G are zero. Then
if we setm1 = j− t1 andm2 = t2 − j− 1, we will find that the a.e. limit (A.5)–(A.7) satisfy
(A.6)+ (A.7) > 2(A.5). (A.8)
To see this, first note that all cross product terms FG in (A.8) cancel. The expression (A.8) without cross products, reduces
to
F 2

m2 + 2
m1
+ m2
m1 + 2

+ G2

m1
m2 + 2 +
m1 + 2
m2

> 2F 2

m2 + 1
m1 + 1

+ 2G2

m1 + 1
m2 + 1

. (A.9)
It is easily shown now that the coefficients of F 2 and G2 on the l.h.s. of (A.9) are larger than their counterparts on the r.h.s.
of (A.9). Thus either (A.6) or (A.7) is larger than (A.5). If m1 = 0, we take F = 0 and treat F/m1 as zero in (A.9). Similarly, if
m2 = 0, we take G = 0 and treat G/m2 as zero in (A.9). Finally, (A.8) implies that
lim
n→∞ P{(D
∗
x (B)− D(A(t1, j); B)) > 0} = 1. 
Proof of Theorem 4.5. If all νj = 0, Lemma 4.2 implies that for sufficiently large n, all nulls will be accepted. If at least one
νj ≠ 0, Lemma 4.3 implies that for sufficiently large n, some hypotheses will be rejected and the process will continue until
νj = 0 is rejected. If some νj = 0 but not all νj = 0, Lemma 4.4 implies that νj = 0 will not be rejected since another νj
would be rejected at each stage until νj = 0 is among all ν’s that are zero and then they will all be accepted.
This covers all possibilities and ensures that the procedures are consistent. 
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