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The flow sharing problem is a class of techniques that can be used to find the optimal flow in
a capacitated network, which realizes an equitable distribution of flows. This paper extends
the integer flow sharing problem by considering fuzzy capacities and fuzzy weights such
that the flux received at each sink node and the flow value through each arc are restricted to
bemultiples of some block unit. Fuzzy capacity describes the flexibility of the upper limit of
flow value through each arc. Fuzzy weight represents the degree of satisfaction of the flux
to a sink node. Our model has the two following criteria: to maximize the minimal degree
of satisfaction among all of the fuzzy capacity constraints and to maximize the minimal
degree of satisfaction among the fluxes to all of the sink nodes. Because an optimal flow
pattern that simultaneously maximizes the two objectives is usually not feasible, we define
non-domination in this setting and propose a pseudo-polynomial algorithm that finds some
non-dominatedflowpatterns. Finally, a numerical example is presented todemonstratehow
our algorithm works.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Thenetworkflowproblem,which is an important problem in combinatorial optimization, has awide rangeof applications
in different areas, such as transportation, telecommunication, agriculture, finance,marketing andwarehousing. In a standard
setting, the data are fixed and certain. However, in many actual problems, some parameters (e.g., costs, capacities, supplies
and demands) may be imprecise. Impreciseness can be captured by applying fuzzy quantities. Kim and Roush [1] developed
fuzzy flow theory and presented the conditions to obtain an optimal flow by means of definitions on fuzzy matrices. Ignizio
and Daniels [2] considered a fuzzy multicriteria integer programming via fuzzy generalized networks. With respect to the
crisp capacitated network, Khang and Fujiwara [3] proposed some approximate methods to solve capacitated fixed-charge
network problems, and Zhou et al. [4] studied a flow distribution optimization problem for a capacitated logistics network
basedonconcave costswith theobjectiveofminimizing the total logistics costs of thenetwork. Furthermore, somemaximum
flow problems on fuzzy capacitated networks have been considered [5–7]. Chanas and Kolodziejczyk [5] considered a fuzzy
version of the maximum integer flow problem by introducing the notion of fuzzy one-sided (upper) capacity constraints;
they derived an efficient algorithm for this problem by showing that the max-flowmin-cut theorem also holds in this case.
Furthermore, they extended this model to the real-valued flow case with one-sided and two-sided capacity constraints [6];
they also extended the integer flow case with two-sided capacity constraints [7]. Recently, Takahashi [8] proposed a new
algorithmbased on thework of [6]; this algorithmalso uses the technique ofminimumcuts. Hernandes et al. [9] proposed an
algorithm for the fuzzy maximum flow problem based on the classical Ford-Fulkerson algorithm, which uses the technique
of incremental graphs. Ghatee and Hashemi [10] presented three models of the fuzzy minimum-cost flow problem (MCFP)
that utilize a total order and nominal flows: MCFP with fuzzy costs, MCFP with fuzzy supply-demand and a combination of
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the two cases. Furthermore, they investigated a fully fuzzified MCFP by considering a large variety of ranking functions by
fuzzy costs, capacities, supplies and demands [11].
In this paper, we address a generalized bi-criteria fuzzy integer flow sharing problem,which is a different type of network
flow problem. The flow sharing problem, which was first studied by Brown [12], is a class of techniques that can be used to
find the optimal flow in a capacitated network, which realizes an equitable distribution of flows. An equitable distribution
is defined in terms of the weights assigned to the sink nodes, which represent the relative importance. To formulate the
problem, Brown [12] introduced a tradeoff function defined as the quotient of the flux to the weight of a sink node and
addressed a flow sharing problem with the objective of maximizing the smallest value among all of the tradeoff values.
In the classical formulation of the flow sharing problem, Brown [12] assumed that the weights assume constant and
precise values. However, in real situations, these values may not be known exactly, and it may, therefore, be more suitable
to specify them in an imprecise manner. For instance, a sink node may be satisfied with a share that is less than the precise
optimal value because the requirements of sink nodes are usually stated in a fuzzy manner, and accordingly, a single value
of each weight may not fit the corresponding requirement. To address this issue, Tada et al. [13] introduced fuzzy weights
and considered a fuzzy flow sharing problem. In some situations, the equitable distribution should be computed under the
constraint that the flux received at each sink node is a multiple of some block unit. Associated with this constraint, the
authors [13] considered a generalized fuzzy flow sharing problem. Creating another model involving fuzzy weights, Itoh
and Ishii [14] addressed a fuzzy flow sharing problem using a possibility measure, with the aim of maximizing the minimal
possibility of the fuzzy goal among all of the sink nodes. To deal with the case in which some violation of the capacity
constraints of the distribution network arcs is acceptable in a certain range, Ishii and Itoh [15] considered a fuzzy integer
flow sharing problem with fuzzy capacity constraints.
The motivation for our generalized bi-criteria fuzzy integer flow sharing problem is provided by the following kind of
example. After a disaster, we need to determine an equitable distribution of the limited food resources among the shelters.
The weight associated with each shelter is the number of victims in that shelter. The information about the number of
victims in each shelter is vague because of the emergency; therefore, fuzzy weights should be considered for each shelter.
Additionally, violation of the capacity constraints of the distribution system is acceptable in a certain range during this
particular situation. The quantities in the distribution system are multiples of some block unit. To our knowledge, this
general problem has not been solved until now. To deal with this general case, we need to determine a distribution method
that ensures the “largest possible degree of satisfaction of the demander”and that simultaneously satisfies the capacity
constraints in the best possible way. Based on this, we consider a generalized integer flow sharing problem with fuzzy
capacities and fuzzy weights such that the flux received at each sink node and the flow value through each arc are restricted
to be multiples of some block unit.
The rest of this paper is organized as follows. First, a review of related works is presented in Section 2. Our problem is
then formulated in Sections 3, and 4, we present a pseudo-polynomial algorithm for our problem. Section 5 shows how our
algorithmworks using a numerical example. Finally, Section 6 concludes this paper and discusses further research problems.
2. Review of related works on flow sharing problems
In this section, we briefly summarize the relevant works on the different models of flow sharing problems.
2.1. Classical flow sharing problem
Theflowsharingproblem,whichwasfirst studiedbyBrown [12], is definedon a capacitatednetworkG = (N, A), whereN
is the set of nodes andA is the set of directed arcs connecting nodes. Let us denote n = |N| andm = |A|. Each arc (i, j) ∈ Ahas
a positive capacity cij .N includes two special node sets, namely a set of source nodes S and a set of sink nodes T .We attach toG
a super-source nodeσ and a super-sink node uwith non-capacitated arcs fromσ to all of the source nodes and from all of the
sinknodes tou, that is, cσ s = ∞, s ∈ S and ctu = ∞, t ∈ T . LetG′ = (N′, A′) = (N∪{σ }∪{u}, A∪{(σ, s)|s ∈ S}∪{(t, u)|t ∈
T}) be the extended network. Let fij be a flow value through arc (i, j) ∈ A′, andwe use a simplified notation ft = ftu for t ∈ T .
The aim of the flow sharing problem is to find the optimal flow in a capacitated network that realizes an equitable
distribution of flows. In other words, it is a determination of flow values to be sent equitably into all of the sink nodes
t ∈ T , i.e., revise each value of ctus (which are initially equal to ∞) before applying a method to solve the maximum flow
problem. An equitable distribution is defined in terms of theweights assigned to the sink nodes, which represent the relative
importance. Letwt denote theweight for sink node t ∈ T . To formulate the problem, a tradeoff function TO(ft) is introduced:
TO(ft) = ft/wt . Then, Brown [12] addressed the flow sharing problem with the objective of maximizing the smallest value
among all of the tradeoff values, which is formulated as follows:
FSP: maximize min
t∈T TO(ft),
subject to
∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
0 ≤ fij ≤ cij, (i, j) ∈ A.
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Brown [12] developed a polynomial-bounded algorithm for FSP with O(|T|n5) time complexity by using the results of
Edmonds and Karp [16]. However, its time complexity can be reduced to O(|T|cf (n,m)), where cf (n,m) is the time bound
of the maximum flow problem for a graph G [17].
2.2. Fuzzy flow sharing problem
In the classical formulation of the flow sharing problem, Brown [12] assumed that the weights assume constant and
precise values. However, in real situations, these values may not be known exactly, and it may, therefore, be more suitable
to specify them in an imprecise manner. For instance, a sink node may be satisfied with a share that is less than the precise
optimal value because the requirements of sink nodes are usually stated in a fuzzymanner, and accordingly, a single value of
each weight may not fit for the corresponding requirement. To address this issue, Tada et al. [13] introduced fuzzy weights
and considered a fuzzy flow sharing problem.
In this subsection, we consider two versions of the fuzzy flow sharing problem: the ordinary fuzzy flow sharing problem
and a generalized version. The latter problem is a generalization of the former in the sense that it incorporates the “realistic
share constraints”such that every share must be in some block unit (e.g., if the unit is “a dozen”, every share is 12, 24, 36 or
…).
2.2.1. Ordinary fuzzy flow sharing problem
For each sink node t ∈ T , the membership function μt(ft) characterizing the fuzzy weight of t is given as follows:
μt(ft) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 (ft ≤ at),
ft−at
bt−at (at < ft < bt),
1 (ft ≥ bt),
where 0 < at < bt . Each membership value μt(ft) represents the degree of satisfaction when sink node t receives a flux ft .
Tada et al. [13] formulated the fuzzy flow sharing problem by replacing the tradeoff function of the classical flow sharing
problem of Brown [12] by the membership function:
FFSP: maximize min
t∈T μt(ft),
subject to
∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
0 ≤ fij ≤ cij, (i, j) ∈ A.
Tada et al. [13] presented a polynomial-bounded algorithm for FFSP with O(|T|cf (n,m)) time complexity.
2.2.2. A generalized fuzzy flow sharing problem
In some situations, the equitable distribution should be computed under the constraint that the flux received at each
sink node is a multiple of some block unit. Tada et al. [13] assumed that ft ≡ 0 (mod d), t ∈ T , where d is a positive integer.
Associated with this constraint, they considered a generalized fuzzy flow sharing problem:
GFFSP: maximize min
t∈T μt(ft),
subject to
∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
0 ≤ fij ≤ cij, (i, j) ∈ A,
ft ≡ 0 (mod d), t ∈ T .
Note that GFFSP differs from FFSP in the d-multiple constraints. Tada et al. [13] introduced a polynomial-bounded algo-
rithm for GFFSP with O(|T|2cf (n,m)) time complexity, which is |T| times the time complexity of the algorithm for FFSP.
2.3. Fuzzy integer flow sharing problem using a possibility measure
In this section, we recall a model by Itoh and Ishii [14], which involves fuzzy weights but differs from the FFSP by Tada et
al. [13]. Each sink node t ∈ T has the fuzzy weight wt distributed by the following membership function:
μWt (wt) = R{αt(wt − et)2},
where αt > 0 and et ≥ 0 and R : [0,∞) → [0, 1] satisfies R(x) = −ax + 1 (0 ≤ x ≤ 1/a), R(x) = 0 (x > 1/a); here,
a > 0.
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Let yt = ft ·wt , t ∈ T . Becausewt is a fuzzy number, so is yt . From the extension principle, it is distributed by the following
membership function:
μYt (yt) = μWt (yt/ft).
Each membership value μYt (yt) represents the degree of satisfaction when sink node t receives a flux ft .
Because yt is a fuzzy number, the problem (maximize mint∈T yt) cannot be optimized from the rigorous definition.
Therefore, Itoh and Ishii [14] defined optimality by trying to maximize the minimal possibility for satisfying the decision
maker’s aspiration level for Yt and introduced the fuzzy goal Gt that yt is roughly greater than g
u
t , the membership function
of which may be defined properly as follows:
μGt (yt) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 (yt ≤ glt),
yt−glt
gut −glt (g
l
t < yt < g
u
t ),
1 (yt ≥ gut ),
where glt < g
u
t , and g
l
t and g
u
t are positive integers.
For each t ∈ T , to realize the fuzzy goal Gt with a high possibility, a possibility measure of the fuzzy goal Gt for Yt is
defined as follows:∏
Yt
(Gt) = sup
yt
min{μYt (yt), μGt (yt)}.
∏
Yt
(Gt) describes the possibility of realizing the fuzzy goal Gt with the fuzzy number Yt . Itoh and Ishii [14] formulated a
fuzzy integer flow sharing problem using a possibility measure with the objective of maximizing the minimal possibility of
the fuzzy goal among all of the sink nodes as follows:
FIFSPPM: maximize min
t∈T
∏
Yt
(Gt),
subject to yt = ft · wt, t ∈ T,∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
0 ≤ fij ≤ cij, (i, j) ∈ A,
fij, ft : nonnegative integer, (i, j) ∈ A, t ∈ T .
Itoh and Ishii [14] proposed a solution procedure for FIFSPPM based on modal optimization.
2.4. Fuzzy integer flow sharing problem with fuzzy capacity constraints
To deal with the case in which some violation of the capacity constraints of the distribution network arcs is acceptable
in a certain range, Ishii and Itoh [15] introduced the fuzzy capacity constraints (that is, the upper limit of capacity for each
arc is flexible) into the ordinary fuzzy flow sharing problem.
Each arc (i, j) ∈ A has a fuzzy capacity distributed by the following membership function:
μij(fij) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 (fij ≤ cij),
c¯ij−fij
c¯ij−cij (cij < fij < c¯ij),
0 (fij ≥ c¯ij),
where cij < c¯ij , and cij and c¯ij are positive integers.
Ishii and Itoh [15] considered two criteria: the minimal degree of satisfaction among all of the fuzzy capacity constraints
and that among the fluxes to all of the sink nodes, both of which are to be maximized. They then formulated a fuzzy integer
flow sharing problem with fuzzy capacity constraints, as follows:
FIFSPFC: maximize min
(i,j)∈Aμij(fij),
maximize min
t∈T μt(ft),
subject to
∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
fij, ft : nonnegative integer, (i, j) ∈ A, t ∈ T .
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Ishii and Itoh [15] addressed an algorithm for FIFSPFC with the time bound O(C · max(log C, |T|2cf (n,m))), where
C = ∑(i,j)∈A(c¯ij − cij).
3. Formulation of our problem
In this section, we introduce a generalized bi-criteria fuzzy integer flow sharing problem, which is a generalization of
FIFSPFC with some features of GFFSP. Before providing the formulation of our problem, we recall the main notations for
the purpose of this section. As before, let G = (N, A) be a distribution network, where the node set N includes two special
node sets: a set of source nodes S and a set of sink nodes T . Let us denote n = |N| and m = |A|. Furthermore, we add a
super-source node σ and a super-sink node u with arc sets {(σ, s)| s ∈ S} and {(t, u)| t ∈ T} to G and define the extended
network G′ as follows:
G′ = (N′, A′) = (N ∪ {σ } ∪ {u}, A ∪ {(σ, s)|s ∈ S} ∪ {(t, u)|t ∈ T}).
A cut in G′ separating σ and u is a set of arcs (X, X¯) such that σ ∈ X , u ∈ X¯ . Moreover, let fij denote a flow value through
arc (i, j) ∈ A′, and we use a simplified notation ft = ftu for t ∈ T .
Each arc (i, j) ∈ A has a fuzzy capacity distributed by the following membership function:
μij(fij) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1 (fij ≤ cij),
c¯ij−fij
c¯ij−cij (cij < fij < c¯ij),
0 (fij ≥ c¯ij),
where cij < c¯ij , and cij and c¯ij are positive integers. This fuzzy capacity implies that arc (i, j) can have a capacity of a flowvalue
not greater than cij without any difficulty. In contrast, some difficulties should be overcomewhen the flow value exceeds cij ,
and a value greater than or equal to c¯ij can never be achieved.
We assume that the capacity cσ s of arc (σ, s) (s ∈ S) is ∞. In contrast, the capacity ctu of arc (t, u) (t ∈ T) must be
determined and updated so as to maximize the second criterion using the following membership function μt(ft) of flux ft ,
which characterizes the fuzzy weight of sink node t ∈ T:
μt(ft) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 (ft ≤ at),
ft−at
bt−at (at < ft < bt),
1 (ft ≥ bt),
where at < bt , and at and bt are positive integers. This fuzzy weight implies that the sink node t attempts to achieve a flux
not less than bt , but if that is not possible, it attempts to achieve a flux at least greater than at . However, a value smaller than
at cannot be achieved. Each membership value μt(ft) represents the degree of satisfaction when the sink node t receives a
flux ft .
Furthermore, we restrict the flow values fij , ft to be nonnegative integers. In some situations, the equitable distribution
should be computed under the constraint that the flux received at each sink node is a multiple of some block unit. Thus,
we assume that the flux received at each sink node t ∈ T is a multiple of some positive integer dt , i.e., ft ≡ 0 (mod dt),
t ∈ T . Furthermore, the flow value through each arc (i, j) ∈ A is also assumed to be a multiple of some positive inte-
ger d, i.e., fij ≡ 0 (mod d), (i, j) ∈ A. To ensure feasibility, we assume dt = ktd, t ∈ T , where kt is a positive integer,
t ∈ T .
We consider two criteria: to maximize theminimal degree of satisfaction among all of the fuzzy capacity constraints and
to maximize the minimal degree of satisfaction among the fluxes to all of the sink nodes. Our generalized bi-criteria fuzzy
integer flow sharing problem can then be formulated as follows:
P: maximize min
(i,j)∈Aμij(fij),
maximize min
t∈T μt(ft),
subject to
∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
fij ≡ 0 (mod d), (i, j) ∈ A,
ft ≡ 0 (mod dt), t ∈ T,
fij, ft : nonnegative integer, (i, j) ∈ A, t ∈ T .
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Next, we define the bi-objective vector of flow pattern f = (fij) that is feasible for P as
v(f) = (f 1, f 2) =
(
min
(i,j)∈Aμij(fij), mint∈T μt(ft)
)
.
Usually, an optimal flow pattern that simultaneously maximizes the two objectives is not feasible. However, we can seek
non-dominated flow patterns, the definition of which is given as follows.
Definition 1. Let fa, fb be two flow patterns that are feasible for P. Then, we say that fa dominates fb if f
1
a ≥ f 1b , f 2a ≥ f 2b and
(f 1a , f
2
a ) 
= (f 1b , f 2b ). If there exists no flow pattern dominating fb, fb is called a non-dominated flow pattern.
4. Solution procedure
In this section, we provide a solution procedure for problem P. First, we explain the main ideas of our method that
finds some non-dominated flow patterns. Because the flow value through each arc is an integer, the degrees of satisfaction
among all of the fuzzy capacity constraints are discrete. We sort these values, which are the first components of the bi-
objective vectors. Each different value corresponds to a different single criterion sub-problem. To solve these sub-problems,
we transform them into equivalent problems, which are ordinary fuzzy flow sharing problemswith themultiple constraints
of flow values. As we know, Tada et al. [13] have already solved an ordinary fuzzy flow sharing problem; based on this, we
provide an algorithm for our sub-problem. Solving these sub-problems, we obtain a maximum flow that maximizes the
minimal degree of satisfaction among all of the sink nodes, and their optimal values are the second components of the
bi-objective vectors. Applying the definition of non-domination to these bi-objective vectors, we finally provide a pseudo-
polynomial algorithm for our original problem P.
4.1. Solution procedure for a sub-problem
Because all of the flow values fij , ft are integers, we only need to consider integer capacity values. First, we solve the
following fuzzyflowsharingproblemsP(1) andP(0) andfindoptimal flowpatterns f(1) and f(0) forwhich the corresponding
bi-objective vector has the values 1 and 0 as the first component, respectively:
P(1): maximize min
t∈T μt(ft),
subject to
∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
0 ≤ fij ≤ cij, (i, j) ∈ A,
fij ≡ 0 (mod d), (i, j) ∈ A,
ft ≡ 0 (mod dt), t ∈ T,
fij, ft : nonnegative integer, (i, j) ∈ A, t ∈ T,
P(0): maximize min
t∈T μt(ft),
subject to
∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
0 ≤ fij ≤ c¯ij, (i, j) ∈ A,
fij ≡ 0 (mod d), (i, j) ∈ A,
ft ≡ 0 (mod dt), t ∈ T,
fij, ft : nonnegative integer, (i, j) ∈ A, t ∈ T .
Set f ′ij = fij/d, (i, j) ∈ A and f ′t = ft/d, t ∈ T; then, to solve P(1), we only need to solve the following equivalent problem
P(1)′:
P(1)′ : maximize min
t∈T μ
′
t(f
′
t ),
subject to
∑
i:(i,j)∈A′
f ′ij =
∑
k:(j,k)∈A′
f ′jk, j ∈ N,
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0 ≤ f ′ij ≤ c′ij ( [cij/d]), (i, j) ∈ A,
f ′t ≡ 0 (mod kt), t ∈ T,
f ′ij, f ′t : nonnegative integer, (i, j) ∈ A, t ∈ T,
where
μ′t(f ′t ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 (f ′t ≤ a′t),
f ′t −a′t
b′t−a′t (a
′
t < f
′
t < b
′
t),
1 (f ′t ≥ b′t);
here, a′t = at/d and b′t = bt/d.
To solve P(1)′, the kt-multiple constraints are relaxed, and the following auxiliary problem P(1)′′ is considered.
P(1)" : maximize min
t∈T μ
′
t(f
′
t ),
subject to
∑
i:(i,j)∈A′
f ′ij =
∑
k:(j,k)∈A′
f ′jk, j ∈ N,
0 ≤ f ′ij ≤ c′ij, (i, j) ∈ A,
f ′ij, f ′t : nonnegative integer, (i, j) ∈ A, t ∈ T .
Note that P(1)′′ differs from the FFSP by Tada et al. [13] in the integer flow constraints. Therefore, the algorithm for P(1)′′
is similar to that for FFSP; the only difference is that the capacities of arcs from all of the sink nodes to u are constrained to
integer values. We present the following algorithm for P(1)′′, where c′σ s  cσ s/d, s ∈ S and c′tu  ctu/d, t ∈ T .
ALGORITHM FOR P(1)′′
STEP 1. Find a maximum flow (its value v(1)′∗) from σ to u in network G′ with capacities c′ij , (i, j) ∈ A, c′σ s = ∞, s ∈ S
and c′tu = ∞, t ∈ T .
STEP 2. Set i = 1,µ1 = (v(1)′∗ −∑t∈T a′t)/∑t∈T (b′t − a′t). Ifµ1 ≤ 0, then terminate. The optimal value is 0. Otherwise,
set c′tu = [µ1(b′t − a′t) + a′t], t ∈ T . Go to STEP 3.
STEP 3. Find a maximum flow (its value v′i) from σ to u together with its corresponding minimum cut (Xi, X¯i).
STEP 4. If v′i < v(1)′∗, go to STEP 5. Otherwise, terminate. The current flow is optimal.
STEP 5. If i ≥ 2, go to STEP 6. Moreover, if X1 ∩ T = ∅, terminate as infeasible. Otherwise, set
µX¯1 =
⎛
⎝FX¯1 − ∑
t∈X¯1∩T
a′t
⎞
⎠
/ ∑
t∈X¯1∩T
(b′t − a′t),
µX1 =
⎛
⎝v(1)′∗ − FX¯1 − ∑
t∈X1∩T
a′t
⎞
⎠/ ∑
t∈X1∩T
(b′t − a′t),
where FX¯1 =
∑
t∈X¯1∩T f
′
t . Then, for each t ∈ T , its capacity c′tu is reset as follows:
c′tu = [µX¯1(b′t − a′t) + a′t], t ∈ X¯1 ∩ T,
c′tu = [µX1(b′t − a′t) + a′t], t ∈ X1 ∩ T .
Finally, set i = 2, and return to STEP 3.
STEP 6. For each t ∈ X¯1 ∩ T , set
µX¯1∩X¯i =
⎛
⎝FX¯1∩X¯i − ∑
t∈X¯1∩X¯i∩T
a′t
⎞
⎠/ ∑
t∈X¯1∩X¯i∩T
(b′t − a′t),
µX¯1∩Xi =
⎛
⎝FX¯1 − FX¯1∩X¯i − ∑
t∈X¯1∩Xi∩T
a′t
⎞
⎠
/ ∑
t∈X¯1∩Xi∩T
(b′t − a′t),
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where FX¯1∩X¯i =
∑
t∈X¯1∩X¯i∩T f
′
t . Then, for each t ∈ X¯1 ∩ T , its capacity c′tu is reset as follows:
c′tu = [µX¯1∩X¯i(b′t − a′t) + a′t], t ∈ X¯1 ∩ X¯i ∩ T,
c′tu = [µX¯1∩Xi(b′t − a′t) + a′t], t ∈ X¯1 ∩ Xi ∩ T .
For each t ∈ X1 ∩ T , set
µX1∩X¯i =
⎛
⎝FX1∩X¯i − ∑
t∈X1∩X¯i∩T
a′t
⎞
⎠
/ ∑
t∈X1∩X¯i∩T
(b′t − a′t),
µX1∩Xi =
⎛
⎝v(1)′∗ − FX¯1 − FX1∩X¯i − ∑
t∈X1∩Xi∩T
a′t
⎞
⎠
/ ∑
t∈X1∩Xi∩T
(b′t − a′t),
where FX1∩X¯i =
∑
t∈X1∩X¯i∩T f
′
t . Then, for each t ∈ X1 ∩ T , its capacity c′tu is reset as follows:
c′tu = [µX1∩X¯i(b′t − a′t) + a′t], t ∈ X1 ∩ X¯i ∩ T,
c′tu = [µX1∩Xi(b′t − a′t) + a′t], t ∈ X1 ∩ Xi ∩ T .
Finally, set i = i + 1, and return to STEP 3.
With respect to the validity and the time complexity of the algorithm for P(1)′′, we can refer to that of the algorithm for
FFSP by Tada et al. [13].
Note that P(1)′ differs from the GFFSP by Tada et al. [13] in the multiple constraints and integer flow constraints. We are
strongly inspired by the algorithm for GFFSP. Therefore, we give the following algorithm for P(1)′.
ALGORITHM FOR P(1)′
STEP 1. Use the above algorithm for P(1)′′ to solve P(1)′′. If f ′t ≡ 0 (mod kt) for all t ∈ T , then terminate. The current flow
is optimal. Otherwise, set i = 1 and c′(1)tu =
⌊
c
′(0)
tu /kt
⌋
· kt , t ∈ T , where c′(0)tu is the capacity of the arc from t to u
in the final network realized by the solution procedure of P(1)′′. Then, go to STEP 2.
STEP 2. Find a maximum flow (its value v′i) from σ to u together with its corresponding minimum cut (Xi, X¯i).
STEP 3. If v′i < v(1)′∗, go to STEP 4. Otherwise, terminate. The current flow is optimal.
STEP 4. Denote Fi to be the set of t ∈ T such that there exists an augmenting path from σ to u via t when c′(i)tu is updated to
c
′(i+1)
tu = c′(i)tu + kt . If Fi is empty, terminate as infeasible. Otherwise, let t˜ = argmint∈Fi μ′t(c′(i)tu ). Using the binary
search to find the largest qt˜ ∈ {1, . . . , (v(1)′∗ − v′i)/kt˜} such that there exists an augmenting path from σ to u
via t˜ when c
′(i)
t˜u
is updated to c
′(i+1)
t˜u
= c′(i)
t˜u
+ qt˜ · kt˜ and t˜ = argmint∈Fi+1 μ′t(c′(i+1)tu ), set c′(i+1)t˜u = c′(i)t˜u + qt˜ · kt˜ .
Go to STEP 5.
STEP 5. Set i = i + 1, and return to STEP 2.
First, we show the validity of the algorithm for P(1)′ by the following proposition.
Proposition 1. The algorithm for P(1)′ is valid.
Proof. Assume that f ′t ≡ 0 (mod kt) does not hold for at least one sink node in STEP 1 (at the first iteration); otherwise, the
algorithm terminates because the current flow is optimal. After the max-flow computation in STEP 2 at the first iteration,
each t ∈ T satisfies f ′t ≡ 0 (mod kt) and f ′t = c′(1)tu because c′(1)tu ≤ c′(0)tu ; in addition, the minimum cut of the final max-flow
derived from the algorithm for P(1)′′ (let the minimum cut be (X0, X¯0), σ ∈ X0, u ∈ X¯0) shows that all of the sink nodes are
included in X0 and that only the super-sink node is included in X¯0. Therefore, although the present degree of satisfaction of
the flux to each sink node is not greater than that realized by the algorithm for P(1)′′, all of the sink nodes are included in X1.
Then, because v′1 < v(1)′∗, at STEP 4, wemust determine a sink node t to augment the flowby qt ·kt . Because the objective of
P(1)′ is in amax-min form, the sink node t˜, which has theworst degree of satisfaction at the current iteration (i = 1), should
be selected. If the sink node was not selected from the F1 with the sink node t for which there exists an augmenting path
from σ to u via t when increasing its capacity by kt , the flux into the sink node t˜ is less than the required value (c
′(i)
t˜u
+ qt˜ · kt˜)
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at the next iteration (i = 2). Consequently, the sink node t˜ in STEP 4 with a revised capacity necessarily belongs to F1. In the
case of i ≥ 2, the capacity from the sink node t˜ to the super-sink node u is updated in the same manner. 
Next, we provide some lemmas that are necessary for showing the time complexity of the algorithm for P(1)′.
Lemma 1. v(1)′∗ − v′1 ≤
∑
t∈T (kt − 1).
Proof. Let f ′∗t be the flux to sink node t in the case that the flow is optimal without the kt-multiple constraints. Then,
v(1)′∗ − v′1 =
∑
t∈T
f ′∗t −
∑
t∈T
c′(0)tu /kt · kt ≤
∑
t∈T
(kt − 1). 
Lemma 2. If v′i < v(1)′∗, then v′i+1 = v′i + qt˜ · kt˜ , Fi+1 ⊆ Fi, where t˜ and qt˜ are defined in STEP 4 of the algorithm for P(1)′.
Proof. Because v′i < v(1)′∗, we need to select a sink node to increase the flow. Because the objective of P(1)′ is in amax-min
form, we select the t˜ ∈ Fi with the worst degree of satisfaction. Then, the max-flow v′i+1 (at the iteration i + 1) is the
max-flow v′i (at the iteration i) plus qt˜ · kt˜ , and furthermore, Fi+1 ⊆ Fi holds. 
Theorem 1. The time complexity of the algorithm for P(1)′ is O(log R |T|2cf (n,m)), where R = maxt∈T kt/mint∈T kt.
Proof. STEP 1 takes at most O(|T|cf (n,m)) operations. For the iterations from STEP 2 to STEP 5, STEP 2 is O(cf (n,m)), and
STEP 4 is O(|T|cf (n,m)). From the above lemmas, the number of iterations in the algorithm for P(1)′ is at most O(|T| log R).
Thus, the time complexity is O(log R |T|2cf (n,m)). 
Wedenote the optimal flowpattern and the optimal value of P(1)′ as f ′(1) and f ′(1)2, respectively. Therefore, it is obvious
that the optimal flow pattern and the optimal value of P(1) are d · f ′(1) and f ′(1)2, respectively, i.e., f(1) = d · f ′(1) and
f (1)2 = f ′(1)2.
4.2. Solution procedure for our original problem
Now, let us sort μij(kd), where k is an integer in
(
c′ij, c¯′ij
]
(i, j) ∈ A, with c¯′ij  [c¯ij/d]; let the result be
1 ≡ μ0 > μ1 > · · · > μl > μl+1 ≡ 0,
where l is the number of different μij(kd) ∈ (0, 1).
For q = 1, . . . , l, let P(μq) denote the following problem:
P(μq) : maximize min
t∈T μt(ft),
subject to
∑
i:(i,j)∈A′
fij =
∑
k:(j,k)∈A′
fjk, j ∈ N,
0 ≤ fij ≤ cqij ( [(1 − μq)c¯ij + μqcij]), (i, j) ∈ A,
fij ≡ 0 (mod d), (i, j) ∈ A,
ft ≡ 0 (mod dt), t ∈ T,
fij, ft : nonnegative integer (i, j) ∈ A, t ∈ T .
By the solution procedure, which is similar to that for the problem P(1), we solve problem P(μq). Let the optimal flow
pattern and the optimal value of P(μq) be f(μq) and f (μq)2, respectively.
Let NDF and NDV denote the set of some non-dominated flow patterns and corresponding bi-objective vectors, respec-
tively. Next, we provide the following algorithm for P.
ALGORITHM FOR P
STEP 1. Set q = 1, NDF = {f(1)} and NDV = {(1, f (1)2)}.
STEP 2. Solve P(μq). If f(μq) is dominated by some flow patterns in NDF , then go to STEP 3 directly. Otherwise, set
NDF = NDF ∪ {f(μq)} and NDV = NDV ∪ {(μq, f (μq)2)}. Then, go to STEP 3.
STEP 3. Set q = q + 1. If q 
= l + 1, then return to STEP 2. Otherwise, check whether f(0) is dominated by some flow
patterns inNDF . If it is dominated, terminate. Otherwise, setNDF = NDF ∪{f(0)} andNDV = NDV ∪{(0, f (0)2)},
and then, terminate.
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The validity of the algorithm for P is shown as follows.
Proposition 2. The algorithm for P is valid.
Proof. The algorithm for P checks all of the possibilities (i.e., μ0, μ1, . . . , μl, μl+1) of the first components of the bi-
objective vectors; that is, we solve the corresponding problems P(1), P(μq), q = 1, . . . , l, P(0), which are sub-problems of
problem P. Then, we obtain an optimal flow pattern that maximizes the minimal degree of satisfaction among the fluxes to
all of the sink nodes for each sub-problem. The greater the flow value sent from σ to u in G′, the greater is mint∈T μt(ft)
because of the increasing property of μt . Therefore, from the definition of non-domination, our algorithm is valid. 
The time complexity of the algorithm for P is given as follows.
Theorem 2. The time complexity of the algorithm for P is O(L log L |T|2cf (n,m)) if R = O(L), where L = ∑(i,j)∈A(c¯ij − cij)/d.
Proof. Solving each problem P(0) and P(1) takes at most O(log R |T|2cf (n,m)) operations. Because we consider integer
flow, l ≤ L holds. Therefore, sorting μ0, μ1, . . . , μl+1 takes at most O(L log L) operations. In STEP 2, solving P(μq) takes
at most O(log R|T|2cf (n,m)) operations; checking whether there exists a flow pattern in NDF that dominates f(μq) or
not takes at most O(L) operations. In STEP 3, without returning to STEP 2, judging whether there exists a flow pattern
in NDF that dominates f(0) or not takes at most O(L) operations. As STEP 2 to STEP 3 is repeated at most O(L) times,
solving P(μq) for all μq requires a computational time of O(L log R|T|2cf (n,m)). Therefore, the total time complexity is
O(max(L log L, L log R|T|2cf (n,m))) = O(L log L|T|2cf (n,m)) if R = O(L). 
5. Numerical example
In this section, we show how our algorithm works using a numerical example.
Consider the extended network shown in Fig. 1. S = {1, 2}, T = {4, 5, 6} and A = {(1, 3), (2, 3), (2, 5), (2, 6), (3, 4),
(3, 5)}. The two numbers beside each arc (i, j) ∈ A are the values of (cij, c¯ij), which describe its fuzzy capacity, and the two
numbers beside each sink node t ∈ T are the values of (at, bt), which represent its fuzzy weight. Let d = 3, d4 = 3, d5 = 6
and d6 = 3; then, k4 = 1, k5 = 2 and k6 = 1.
Now sorting μij(kd), k is an integer in
(
c′ij, c¯′ij
]
, (i, j) ∈ A, and we obtain
1 ≡ μ0 > μ1 = 0.8 > μ2 = 0.75 > μ3 = 0.5 > μ4 = 0.25 > μ5 = 0.2 > μ6 ≡ 0.
The networks with capacity cij and c¯ij considered in problems P(1) and P(0) are shown in Figs. 2 and 3, respectively. Figs.
4 and 5 show the networks with capacity c′ij and c¯′ij , respectively. Let us now solve problems P(1)′′ and P(0)′′.
The algorithm for P(1)′′ performs as follows:
STEP 1. Fig. 6 shows the result of a max-flow computation with capacities c′ij , (i, j) ∈ A, c′σ s = ∞, s ∈ S and c′tu = ∞,
t ∈ T . Consider the network shown in this figure and in the other figures below. The first number beside each arc indicates
its capacity, and the second number indicates the arc flow. Note that v(1)′∗ = 1.
Fig. 1. Initial extended network G′ .
Fig. 2. Network with capacity cij .
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Fig. 3. Network with capacity c¯ij .
Fig. 4. Network with capacity c′ij .
Fig. 5. Network with capacity c¯′ij .
Fig. 6. The maximum flow for the network in Fig. 4.
STEP 2. Because µ1 = 1−(0+2/3+2/3)10/3+1+5/3 = −1/18 < 0, terminate. The optimal value is 0.
It is obvious that an optimal flow pattern for P(1) is given as follows: f13 = f34 = 1, f23 = f25 = f26 = f35 = 0, and the
optimal value is 0.
The algorithm for P(0)′′ performs as follows:
STEP 1. Fig. 7 shows the result of a max-flow computation with capacities c¯′ij , (i, j) ∈ A, c′σ s = ∞, s ∈ S and c′tu = ∞, t ∈ T .
Note that v(0)′∗ = 8.
First iteration, i = 1.
STEP 2. Because µ1 = 8−(0+2/3+2/3)10/3+1+5/3 = 10/9 > 0, set c′4u = [10/9 · 10/3 + 0] = 3, c′5u = [10/9 · 1 + 2/3] = 1 and
c′6u = [10/9 · 5/3 + 2/3] = 2.
STEP 3. The result of a max-flow computation is shown in Fig. 8.
STEP 4. Because v′1 = 5 < 8 = v(0)′∗, go to STEP 5.
STEP5.X1∩T = {5} 
= ∅and FX¯1 = 4; therefore,µX¯1 = 4−2/35 = 2/3,µX1 = 8−4−2/31 = 10/3and c′4u = [2/3·10/3+0] =
2, c′6u = [2/3 · 5/3 + 2/3] = 1 and c′5u = [10/3 · 1 + 2/3] = 4. Return to STEP 3.
Second iteration, i = 2. Fig. 9 shows the network obtained in STEP 3.
STEP 4. Because v′2 = 7 < 8 = v(0)′∗, go to STEP 6.
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Fig. 7. The maximum flow for the network in Fig. 5.
Fig. 8. The first association network for P(0)′′ .
Fig. 9. The second association network for P(0)′′ .
Fig. 10. The third association network for P(0)′′ .
STEP 6. X¯1 ∩ X¯2 ∩ T = {4}, X¯1 ∩ X2 ∩ T = {6}, FX¯1∩X¯2 = 2; therefore,µX¯1∩X¯2 = 2−010/3 = 3/5,µX¯1∩X2 = 4−2−2/35/3 = 4/5 and
c′4u = [3/5 · 10/3 + 0] = 2, c′6u = [4/5 · 5/3 + 2/3] = 2. Additionally, because X1 ∩ X¯2 ∩ T = {5}, we have FX1∩X¯2 = 4.
Thus, µX1∩X¯2 = 4−2/31 = 10/3, and c′5u = [10/3 · 1 + 2/3] = 4. Return to STEP 3.
Third iteration, i = 3. Fig. 10 shows the network obtained in STEP 3.
STEP 4. Because v′3 = 8 = v(0)′∗, the current flow is optimal. μ′4(f ′4) = μ′4(2) = 0.6, μ′5(f ′5) = μ′5(4) = 1 and
μ′6(f ′6) = μ′6(2) = 0.8; therefore, mint∈T μ′t(f ′t ) = 0.6.
Because f ′4 ≡ 0(mod 1), f ′5 ≡ 0(mod 2) and f ′6 ≡ 0(mod 1), the current flow is optimal for P(0)′. Furthermore, an optimal
flow pattern f(0) of P(0) is given as follows: f13 = 9, f23 = 3 and f25 = f26 = f34 = f35 = 6, and the optimal value is 0.6.
Similarly, for each q ∈ {1, . . . , 5}, we can obtain the optimal flow pattern f(μq) of P(μq) and the corresponding bi-
objective vector (μq, f (μq)2), which is shown in Table 1. Furthermore, from the algorithm for P and the definition of
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Table 1
An optimal flow pattern f(μq) of P(μq) and corresponding bi-objective vector
(μq, f (μq)2).
P(μq) f(μq) (μq, f (μq)2)
P(1) f13 = f34 = 1, f23 = f25 = f26 = f35 = 0 (1, 0)
P(0.8) f13 = f26 = f34 = 3, f23 = f25 = f35 = 0 (0.8, 0)
P(0.75) f13 = 6, f23 = 0, f25 = f26 = f34 = f35 = 3 (0.75, 0.2)
P(0.5) f13 = f23 = f25 = f26 = f34 = f35 = 3 (0.5, 0.2)
P(0.25) f13 = f34 = 6, f23 = f25 = f26 = f35 = 3 (0.25, 0.2)
P(0.2) f13 = f26 = f34 = 6, f23 = f25 = f35 = 3 (0.2, 0.6)
P(0) f13 = 9, f23 = 3, f25 = f26 = f34 = f35 = 6 (0, 0.6)
non-domination, we obtain a set of some non-dominated flow patterns for P and that of the corresponding bi-objective
vectors as follows:
NDF = {f(1), f(0.75), f(0.2)},
NDV = {(1, 0), (0.75, 0.2), (0.2, 0.6)}.
6. Conclusions
In this paper, we have investigated a generalized bi-criteria integer flow sharing problemwith fuzzy capacities and fuzzy
weights such that the flux received at each sink node and the flow value through each arc are restricted to be multiples of
some block unit. Further, we have proposed a pseudo-polynomial algorithm that finds some non-dominated flow patterns
of our problem and illustrated it using a numerical example. Although our algorithm is not fully efficient, the nature of
the algorithm differs from that of other optimization techniques. As a future research problem, we will evaluate other
optimization techniques and use some of them to improve our algorithm.
There aremany possible extensions of this work. First, we could consider themore general case inwhich the flow value is
restricted to be a multiple of some block unit specific to each arc. Another interesting problem is to extend it by introducing
a fuzzy goal possibility measure for each sink node. Additionally, the min-max type objective should be considered and
solved.
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