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RESUMO
Introduzimos a teoria dos p-rough paths seguindo a abordagem de M. Gubinelli, con-
hecida por integrac¸a˜o alge´brica. Durante toda a dissertac¸a˜o nos restringimos ao caso 1 ≤
p < 3, o que e´ suficiente para lidar com trajeto´rias do movimento Browniano e aplicac¸o˜es ao
Ca´lculo Estoca´stico. Em seguida, estudamos as equac¸o˜es diferenciais associadas aos rough
paths, onde no´s conectamos a abordagem de A. M. Davie (a`s equac¸o˜es) e a abordagem de
M. Gubinelli (a`s integrais). No final da dissertac¸a˜o, aplicamos a teoria de rough path ao
ca´lculo estoca´stico, mais precisamente relacionando as integrais de Itoˆ e Stratonovich com a
integral ao longo de caminhos.
vii
ABSTRACT
We introduce p-Rough Path Theory following M. Gubinelli´s approach, as known as
algebraic integration. Throughout this master´s thesis, we are concerned only in the case
where 1 ≤ p < 3, witch is enough to deal with trajectories of a Brownnian motion and some
applications to Stochastic Calculus. Afterwards, we study differential equations related to
rough paths, where we connect the approach of A. M. Davie to equations with the approach
of M. Gubinelli to integrals. At the end of this work, we apply the theory of rough paths
to stochastic calculus, more precisely, we related the integrals of Itoˆ and Stratonovich to
integral along paths.
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INTRODUC¸A˜O
A primeira preocupac¸a˜o da Teoria de Rough Paths e´ definir e entender integrais da forma∫ t
s
dx (u)φ (y (u))
ou, equivalentemente, definir equac¸o˜es do tipo
dy = φ (y) dx (0.0.1)
onde y : I ⊂ R→W e x : I ⊂ R→V sa˜o caminhos nos espac¸os de Banach W e V
respectivamente, e φ : W → L (V,W ) . Sendo que x na˜o tem, necessariamente, variac¸a˜o
limitada. Do ponto de vista da Ana´lise Estoca´stica, a Teoria de Rough Paths e´ capaz de dar
uma formulac¸a˜o “caminho-a-caminho” para integrais e equac¸o˜es diferenciais estoca´sticas.
A grande descoberta de T. Lyons, pai da teoria, foi que no caso do integrador x ser
diferencia´vel, a soluc¸a˜o da equac¸a˜o dirigida (0.0.1) depende de maneira “bem comportada”
das integrais iteradas, x, de x:
(s, t) ∈ I2 7−→ xa¯ (s, t) := xa¯ts :=
∫ t
s
dxanun
∫ un
s
dxan−1un−1
∫ un−1
s
· · ·
∫ u2
s
dxa1u1
onde a¯ e´ o multi-´ındice (a1, . . . , an) com |a¯| = n sendo seu comprimento. Por exemplo, no
caso V = Rn, xaiui e´ a ai−e´sima coordenada de xui , enquanto no caso geral (mesmo quando
dimV = ∞), a¯ = (a1, . . . , an) pode ser visto como uma |a¯| −upla de funcionais lineares, e
enta˜o xaiui := ai (xui) .
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Pode-se dizer que, em algum sentido, as integrais iteradas codificam o comportamento
local do caminho x suficientemente bem para recuperar seu efeito na soluc¸a˜o y. A ide´ia
de representar fielmente um caminho pelas integrais iteradas, originalmente foi desenvolvido
por K. T. Chen na de´cada de 60. Para refereˆncias histo´ricas: [2, 3, 4].
Numa perspectiva de sistema de equac¸o˜es, as integrais iteradas fornecem um conjunto de
coordenadas canoˆnicas para a ana´lise de sistemas na˜o lineares, ana´logo aos coeficientes de
Fourier para sistemas lineares.
Para um exemplo mais concreto e nume´rico, recomendamos a introduc¸a˜o do livro de T.
Lyons e Z. Qian [17], onde atrave´s de um exemplo simples mostra-se a eficieˆncia das integrais
iteradas do caminho x para aproximar a soluc¸a˜o de equac¸o˜es do tipo (0.0.1).
Este trabalho teve como motivac¸a˜o relacionar a abordagem (discretizada) de A. M. Davie,
[5], nas equac¸o˜es diferenciais a abordagem (alge´brica) de M. Gubinelli, [7], nos rough paths.
Esta relac¸a˜o ate´ enta˜o na˜o tinha sido feita, e a chave para conseguirmos isto foi construir
uma versa˜o discreta do resultado fundamental de M. Gubinelli: a aplicac¸a˜o costura (“Sewing
map”).
No decorrer da dissertac¸a˜o essencialmente estamos em dimensa˜o finita. Avisamos isto,
pois apesar do esforc¸o e de alguns argumentos serem va´lidos para dimensa˜o infinita, em
algum momento nos rendemos a` dimensa˜o finita. Vale ressaltar que o esforc¸o na˜o foi em
completamente em va˜o, pois mantivemos a linguagem de espac¸o vetorial abstrato o tempo
todo, portanto e´ bastante prova´vel que pode-se facilmente verificar a validade de todos (ou
quase todos) os resultados para um espac¸o de Hilbert qualquer.
No Cap´ıtulo 1, introduzimos a linguagem apropriada para a integrac¸a˜o alge´brica: os
incrementos. Inicinalmente provamos algumas propriedades simples do operador δ e alguns
fatos sobre a norma nos incrementos, que sa˜o usuais no contexto de func¸o˜es Ho¨lder cont´ınuas.
No final deste cap´ıtulo, provamos os resultados fundamentais da dissertac¸a˜o: Aplicac¸a˜o
costura (e a sua versa˜o discretizada), Teoremas 1.4.1 e 1.4.2, e o Corola´rio da integrac¸a˜o
alge´brica 1.4.6. Numa primeira leitura, recomendamos pular as demonstrac¸o˜es.
No Cap´ıtulo 2, e´ onde a teoria de rough paths e´ de fato abordada: integrac¸a˜o ao longo
de caminhos. As duas primeiras sec¸o˜es e´ dedicada a familiarizar-se com o operador δ e
construir a integral de Young, como exemplo de aplic¸a˜o dos resultados do cap´ıtulo anterior.
Em seguida, no desenvolvimento da integrac¸a˜o ao longo de caminhos, e´ muito importante a
ide´ia de como aproximar integrais usuais (tipo Riemann-Stieltjes) e como esta aproximac¸a˜o
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junto com a aplicac¸a˜o costura Λ (para controlar o “resto”) sa˜o usados para extender a noc¸a˜o
de integral. As duas sec¸o˜es finais e´ devotada a comenta´rios gerais da teoria e a abordagem
a teoria de rough paths de T. Lyons via os funcionais multiplicativos. Como exemplo da
versatilidade da aplicac¸a˜o Λ, provamos dois resultados importantes da abordagem de T.
Lyons, [16]. Estas u´ltimas sec¸o˜es podem ser omitidas pois tratam de to´picos ale´m dos
desenvolvidos na dissertac¸a˜o.
No Cap´ıtulo 3, primeiramente desenvolvemos a teoria de equac¸o˜es diferenciais associadas
aos rough paths provando resultados t´ıpicos: existeˆncia, unicidade e dependeˆncia cont´ınua
dos paraˆmetros iniciais para soluc¸o˜es da equac¸a˜o diferencial do tipo (0.0.1). A ide´ia da
aproximac¸a˜o discreta para a soluc¸a˜o da equac¸a˜o e´ de A. M. Davie, [5]. Como pre´-requito para
os resultados citados, e´ necessa´rio apenas a aplicac¸a˜o costura discreta e familiaridade com
o operador δ. Deste modo, pode-se passar rapidamente ao estudo das equac¸o˜es diferenciais
sem a definic¸a˜o de integral. No final deste cap´ıtulo, mostramos que a noc¸a˜o de soluc¸a˜o e a
definic¸a˜o de integral ao longo de caminhos sa˜o compat´ıveis. Tal conexa˜o entre as teorias e´
original e foi desenvolvido por no´s durante o mestrado.
No Cap´ıtulo 4, fazemos uma ra´pida aplicac¸a˜o ao ca´lculo estoca´stico mostrando como
podemos interpretar as integrais estoca´sticas de Itoˆ e Stratonovich caminho a caminho via a
integral ao longo de caminhos definida no Cap´ıtulo 2. Feito a relac¸a˜o, segue imediatamente
do cap´ıtulo anterior que temos resultados de existeˆncia e unicidade de soluc¸o˜es, caminho a
caminho, para equac¸o˜es diferenciais estoca´sticas (sob hipo´teses adequadas).
CAPI´TULO 1
INTEGRAC¸A˜O ALGE´BRICA
Apresentaremos aqui os fundamentos da integrac¸a˜o alge´brica seguindo M. Gubinelli, [7, 13].
O autor introduziu os incrementos para formalizar abstratamente os conceitos e resultados
te´cnicos necessa´rios para estabelecer rapidamente os rough paths e a integrac¸a˜o ao longo
destes. Primeiramente chamou esta sua abordagem de Integrac¸a˜o Alge´brica, pois introduzia
a integrac¸a˜o com integradores de variac¸a˜o ilimitada atrave´s de um problema alge´brico [7].
1.1 Motivac¸a˜o
Terry Lyons propoˆs as primeiras definic¸o˜es e formulac¸o˜es para os rough paths em 1998, [15].
Depois reescreveu com mais clareza, [16]. Atualmente, a refereˆncia mais completa seguindo a
abordagem de Lyons e´ P. Friz [6], livro que ainda na˜o foi publicado, entretanto esta´ dispon´ıvel
na rede.
Os integradores que estamos interessados em definir a integral sa˜o caminhos Ho¨lder
cont´ınuos, i.e., x : I → V que satisfaz a seguinte desigualdade
|xt − xs| ≤ C |t− s|1/p
para algum C > 0 e 1 ≤ p < 3. Vale observar que a restric¸a˜o no expoente p na˜o e´ essencial, a
teoria esta´ desenvolvida para qualquer 1 ≤ p <∞. Durante toda a dissertac¸a˜o discutiremos
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apenas o caso 1 ≤ p < 3, pois e´ suficiente para, por exemplo, lidar com as trajeto´rias do
movimento Browniano fraciona´rio com expoente de Hurst H ∈ (1/3, 1].
Como motivac¸a˜o temos o problema de dar uma definic¸a˜o do tipo soma de Riemann para
a integral
J (dxφ (x))ts :=
∫ t
s
dxuφ (xu)
?
:= lim
|P|→0
∑
ui∈P−{t}
φ (xui)
(
xui+1 − xui
)
sendo φ : V → L (V,W ) suave, onde L (V,W ) e´ o espac¸o das transformac¸o˜es lineares
cont´ınuas de V em W . Procedendo por aproximac¸o˜es, consideramos uma famı´lia {x (ε)}ε>0
de aproximac¸o˜es suaves do caminho x e
J (dxφ (x)) (ε)ts =
∫ t
s
dx (ε)u φ (x (ε)u) ,
e´ fa´cil de se convencer que em geral na˜o temos nenhum controle da convergeˆncia destas
integrais quando limε→0 x (ε) = x na norma 1/p−Ho¨lder. Um fato nota´vel e´ que todas as
poss´ıveis integrais obtidas variando a func¸a˜o φ convergem ao mesmo tempo (contanto que φ
seja suficientemente suave), desde que as integrais iteradas aproximadas (abaixo) de ordem
2 convirjam a` uma func¸a˜o x : I2 → V ⊗ V.
Definic¸a˜o 1.1.1. Seja V um espac¸o de Banach e seja x : [0, T ] → V um caminho C∞.
Definimos a integral iterada de ordem 2
x =
∫ T
0
dxt ⊗
∫ t
0
dxs ∈ V ⊗ V,
coordenada a coordenada. Isto e´, fixamos {ea : a ∈ A} base de V e denotamos xat ∈ R a
coordenada de xt na direc¸a˜o de ea, e enta˜o
xb,a : =
∫ T
0
dxbs
(∫ s
0
dxat
)
para a, b ∈ A,
=
∫ T
0
dxbs (x
a
s − xa0)
=
∫ T
0
dsx˙bs (x
a
s − xa0)
(onde as integrais sa˜o no sentido de Riemann).
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Conve´m interpretarmos x como func¸a˜o dos extremos de integrac¸a˜o
(t, s) 7→ xb,ats :=
∫ t
s
dxbu
∫ u
s
dxar
A convergeˆncia das integrais iteradas das aproximac¸o˜es x (ε) para x e´ no seguinte sentido
sups,t∈I
|x(ε)b,ats −xb,ats |
|t−s|2/p → 0 quando ε→ 0 ,
onde,
x (ε)ts =
∫ t
s
dxu (ε)⊗
∫ u
s
dxr (ε) .
Enta˜o, em algum sentido, podemos afirmar que a teoria de integrac¸a˜o com o integrador x
esta´ bem definida desde que possamos controlar a convergeˆncia das integrais iteradas de
ordem 2. Assumindo isto e´ poss´ıvel definir as integrais: J (dxφ (x)) e as integrais iteradas
de ordem superior. Estas novas integrais sera˜o “boas func¸o˜es” do caminho x e xa1,a2 .
Vale observar que a afirmac¸a˜o “podemos definir as outras integrais sabendo x e xa1,a2“
e´ va´lida somente quando 1 ≤ p < 3. No caso geral, sera˜o necessa´rias bpc−integrais iteradas
para definir as integrais J (dxφ (x)) e as integrais iteradas de ordem superior. Entretanto,
o caso geral na˜o sera´ tratado aqui. Recomendamos P. Friz [6], para um tratamento deste.
Observamos que uma vez tomado o limite ε → 0, o objeto x na˜o e´ mais uma integral
iterada (no sentido usual, ver Definic¸a˜o 1.1.1) e pode ser caracterizado abstratamente pelas
seguintes propriedades
1. Relac¸a˜o de Chen
xa1,a2ts = x
a1,a2
tu + x
a1,a2
us + (x
a1
t − xa1u ) (xa2u − xa2s ) (1.1.1)
2. Condic¸a˜o de regularidade
sup
s,t∈I
|xa1,a2ts |
|t− s|2/p
<∞
O mais interessante e´ que pode existir mais de uma escolha poss´ıvel para este objeto que
satisfaz estas duas propriedades. Desta maneira, levando a diferentes teorias de integrac¸a˜o.
Por exemplo, com a integral de Itoˆ e a integral de Stratonovich cada uma fornece uma
definic¸a˜o para o objeto x de maneira diferente. Veremos mais detalhes no Cap´ıtulo 4.
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Neste contexto limitado encontramos o primeiro exemplo na˜o trivial de rough path: o
par (x,x)
(x,x) : I2 → V ⊕ (V ⊗ V )
(t, s) 7→ (xt − xs,xts)
e´ denominado p−rough path. Em outras palavras, um rough path e´ um caminho mais
alguma informac¸a˜o na forma de “integrais iteradas”, para o qual uma completa teoria de
integrac¸a˜o e de equac¸o˜es diferenciais pode ser constru´ıda.
1.2 Incrementos
M. Gubinelli introduziu um complexo de cocadeias para codificar as relac¸o˜es alge´bricas refer-
entes a`s integrais iteradas e aos rough paths. Seja V um espac¸o de Banach e I ⊂ R um sub-
conjunto qualquer. Na˜o estamos interessados nas dificuldades te´cnicas que um espac¸o de di-
mensa˜o infinita pode oferecer, mas sempre que poss´ıvel na˜o colocaremos hipo´teses adicionais
em V . A grande dificuldade esta´ na definic¸a˜o para os produtos tensoriais V ⊗n = V ⊗· · ·⊗V e
na escolha das normas em V ⊗n. Vamos assumir que existe uma famı´lia de normas admiss´ıveis
{|·|n ;n ∈ N}, onde |·|n e´ norma em V ⊗n. Mais precisamente.
Definic¸a˜o 1.2.1 ((V ⊗n, |·|n)). Seja V um espac¸o de Banach. Dizemos que as poteˆncias
tensoriais V ⊗n esta˜o munidos de normas admiss´ıveis se as seguintes condic¸o˜es sa˜o va´lidas
1. Para cada n ≥ 1, o grupo sime´trico Sn age por isometrias em V ⊗n, isto e´,∣∣vσ(1) ⊗ · · · ⊗ vσ(n)∣∣n = |v1 ⊗ · · · ⊗ vn| , ∀vi ∈ V, ∀σ ∈ Sn
2. O produto tensorial tem norma 1, isto e´, para cada n,m ≥ 1
|v ⊗ w|m+n ≤ |v|m |w|n , ∀v ∈ V ⊗m,∀w ∈ V ⊗n
Notac¸a˜o 1.2.2. Sempre que na˜o causar confusa˜o, omitiremos o ı´ndice n nas normas |·|n,
simplesmente denotando por |·| para todo n.
Exemplo 1.2.3. Em dimensa˜o finita temos os exemplos usuais. Fixe {ea : a = 1, . . .m}
base de V . Enta˜o {ea¯ := ea1 ⊗ · · · ⊗ ean : a¯ = (a1, . . . , an) ∈ {1, . . . ,m}n} e´ base de V ⊗n.
Seja v =
∑
a¯ v
a¯ea¯ ∈ V ⊗n (soma finita) e considere as normas em V ⊗n
|v|n :=
∑
a¯
|va¯|
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e
‖v‖n := maxa¯ |v
a¯| .
Enta˜o (V ⊗n, ‖·‖n)n∈N e (V ⊗n, |·|n)n∈N sa˜o exemplos de famı´lias de normas admiss´ıveis.
Exemplo 1.2.4. Suponha V = (H, 〈·, ·〉) espac¸o de Hilbert separa´vel. H⊗2 e´ o completa-
mento com respeito a 〈·, ·〉2 do espac¸o das formas bilineares
φ⊗ ψ : H ×H → R , onde φ, ψ ∈ H
(h1, h2) 7→ 〈φ, h1〉 〈ψ, h2〉
sendo
〈φ⊗ ψ, θ ⊗ η〉2 := 〈φ, θ〉 〈ψ, η〉 .
Munimos H⊗2 com a norma, |·|2 , induzida por 〈·, ·〉2. Analogamente constru´ımos (H⊗n, |·|n)
para cada n ∈ N. Notamos que 〈·, ·〉 tem a seguinte propriedade: se {ea : a ∈ N} e´ base
ortonormal de H enta˜o {ea¯ := ea1 ⊗ · · · ⊗ ean : a¯ ∈ Nn} e´ base ortonormal de (H⊗n, |·|n).
Deste modo, para v =
∑
a¯∈Nn v
a¯ea¯ ∈ H⊗n e w =
∑
b¯∈Nm w
b¯eb¯ ∈ H⊗m temos
|v ⊗ w|2n+m =
∑
a¯,b¯
∣∣∣va¯wb¯∣∣∣2 |ea¯ ⊗ eb¯|2n+m
=
∑
a¯,b¯
∣∣∣va¯wb¯∣∣∣2
=
∑
a¯
|va¯|2
∑
b¯
∣∣∣wb¯∣∣∣2
= |v|n |w|m
portanto (H⊗n, |·|n)n∈N e´ uma famı´lia de normas admiss´ıveis.
Observac¸a˜o 1.2.5. Para exemplos e construc¸o˜es de tensores e normas admiss´ıveis para
espac¸os de Banach de dimensa˜o infinita ver R. A. Ryan [18].
Vamos ao complexo de cocadeias. Definimos
C1 (V ) := {f : I → V }
e para k ≥ 2,
Ck (V ) :=
{
f : Ik → V : ft1···tk = 0 quando ti = ti+1 para algum i
}
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onde ft1···tk := f (t1, . . . , tk) . Os elementos de Ck (V ) sa˜o chamados de k−incremento, k ≥ 1.
Seja C∗ (V ) := ∪k≥1Ck (V ). Definimos o operador de cobordo δ : Ck (V )→ Ck+1 (V ) por
(δg)t1···tk+1 :=
k+1∑
i=1
(−1)i gt1···tˆi···tk+1
onde tˆi significa que esta varia´vel em particular e´ omitida.
Denotamos
ZCk (V ) := Ck (V ) ∩ ker δ e BCk (V ) := Ck (V ) ∩ Im δ
os k−cociclos e os k−cobordos, respectivamente.
O par (C∗, δ) e´ denominado complexo de cocadeias. A nomenclatura introduzida aqui e´
convencional na a´lgebra homolo´gica.
Notac¸a˜o 1.2.6. As vezes omitiremos o espac¸o V na notac¸a˜o introduzida.
Exemplo 1.2.7. Ac¸a˜o de δ: dados g ∈ C1 e h ∈ C2, enta˜o, para qualquer t, u, s ∈ I temos
(δg)ts = gt − gs e (δh)tus = hts − htu − hus
Exemplo 1.2.8. Os principais exemplos de 2−incrementos sa˜o as integrais. Sejam x, y :
I = [0, T ]→ R caminhos C∞. Definimos h1, h2 ∈ C2 por
h1ts :=
∫ t
s
dxryr e h
2
ts :=
∫ t
s
dxu
∫ u
s
dyr.
Note que h1 ∈ ZC2 enquanto h2 na˜o necessariamente pertence a` ZC2. Isto e´, temos(
δh1
)
tus
=
∫ t
s
dxryr −
∫ t
u
dxryr
∫ u
s
dxryr = 0(
δh2
)
tus
= (xt − xu) (yu − ys) = (δx)tu (δy)us
e na˜o temos a garantia de que δh2 = 0.
Segue algumas propriedades alge´bricas do operador δ
Proposic¸a˜o 1.2.9. As seguintes afirmac¸o˜es sa˜o verdadeiras:
1. δ : Ck (V )→ Ck+1 (V ) e´ linear
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2. δδ = 0
3. (C∗, δ) e´ ac´ıclico, isto e´, ZCk+1 (V ) = BCk (V )
Demonstrac¸a˜o. 1. Trivial
2. Seja g ∈ Cn, vamos mostrar, pela definic¸a˜o, que δδg = 0. Conve´m introduzirmos o
operador que exclui a varia´vel na posic¸a˜o i, Ti : Cn → Cn+1, definido por
Ti (g)t1···tn+1 := g···ti−1ti+1···,
deste modo
δg =
∑n
i=1
(−1)i Tig
Vamos mostrar que e´ verdadeira a seguinte igualdade TjTi = TiTj−1, para i < j. Este
fato sera´ u´til para provarmos que δδ = 0. Por um lado,
(TjTig)t1···tn+2 = (Tig)t1···ti···tˆj ···tn+2
= gt1···tˆi···tˆj ···tn+2 ,
por outro lado,
(TiTj−1g)t1···tn+2 = (Tj−1g)t1···tˆi···tj ···tn+2
= gt1···tˆi···tˆj ···tn+2
portanto vale TjTi = TiTj−1 para 1 ≤ i < j ≤ n + 1. Calculemos δδg. Segue da
linearidade de δ que
δδg =
n∑
i=1
(−1)i δ (Tig)
=
n∑
i=1
n+1∑
j=1
(−1)i+j TjTig
=
∑
1≤i<j≤n+1
(−1)i+j TjTig +
∑
1≤j<i≤n
(−1)i+j TjTig
=
∑
1≤i<j≤n+1
(−1)i+j TiTj−1g +
∑
1≤j<i≤n
(−1)i+j TjTig
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usamos a relac¸a˜o TjTi = TiTj−1 no somato´rio da esquerda na u´ltima igualdade. Para
finalizar, trocando j por j+1 no somato´rio da esquerda e trocando i por j no da direita
resulta que
δδg =
∑
1≤i≤j≤n
(−1)i+(j+1) TiTjg +
∑
1≤i≤j≤n
(−1)j+i TiTjg
= 0
3. Pelo item 2, ZCk+1 (V ) ⊇ BCk (V ) . Agora, se g ∈ ZCk+1 (V ) , fixe s ∈ I e defina
ht1···tk := (−1)k+1 gt1···tks. Obviamente, ti = ti+1 ⇒ h···titi··· = 0. Agora
(δh)t1···tk+1 = [−ht2···tk+1 + ht1 tˆ2···tk+1 + · · ·+ (−1)
k ht1···tk−1tk+1 + (−1)k+1 ht1···tk ]
= (−1)k+1 [−gt2···tk+1s + gt1t2···tk+1s + · · ·+ (−1)k+1 gt1···tks]
= (−1)k+1 [(δg)t1···tk+1s − (−1)
k+2 gt1···tk+1 ]
= gt1···tk+1
usamos na u´ltima igualdade que δg = 0. Resulta que h ∈ Ck e δh = g.
No caso de V = R enta˜o podemos introduzir um produto em C∗ = C∗ (R), da seguinte
maneira. Sejam h ∈ Cm, e g ∈ Cn, definimos hg ∈ Cm+n−1 por
(hg)t1···tm+n−1 := ht1···tmgtm···tm+n−1 .
Proposic¸a˜o 1.2.10. Se V = R, enta˜o C∗ = C∗ (R) munido do produto definido acima, e´
uma a´lgebra graduada (associativa, na˜o comutativa) e δ age como uma derivac¸a˜o graduada.
Em particular, para f, g ∈ C1 e h, h˜ ∈ C2, δ satisfaz
δ (fg) = δfg + fδg
δ (fh) = δfh+ fδh
δ (hf) = δhf − hδf (1.2.1)
δ
(
hh˜
)
= δhh˜− hδh˜ (1.2.2)
Demonstrac¸a˜o. Elementar.
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Observac¸a˜o 1.2.11. Mais adiante, vamos considerar outros produtos, ana´logos ao definido
acima, quando os incrementos tomam valores em espac¸os vetoriais quaisquer. Por exemplo,
se x, y ∈ Cm (I, V ) e T ∈ Cn (I, L (V,W )) enta˜o podemos definir
(Tx)t1···tm+n−1 := Tt1···tmxtm···tm+n−1 ,
tambe´m
(xT )t1···tm+n−1 = Ttn···tm+n−1xt1···tn
e tambe´m
(xy)t1···t2m−1 := xt1···tm ⊗ xtm···t2m−1 ∈ V ⊗2
1.3 Espac¸os Cµk e Cγ−Ho¨l
Para introduzir as condic¸o˜es de regularidade nas integrais iteradas, e´ necessa´rio definir nor-
mas nos espac¸os Ck (V ), k = 1, 2, 3.
Definic¸a˜o 1.3.1 (Cµk ). Se µ ∈ [0,∞)
1. Para h ∈ C1 (V ), ‖h‖µ := ‖h‖Cµ1 (V ) := supt,u∈I
|ht−hu|
|t−u|µ
2. Para h ∈ C2 (V ), ‖h‖µ := ‖h‖Cµ2 (V ) := supt,u∈I
|htu|
|t−u|µ .
3. Para h ∈ C3 (V ) , ‖h‖µ := ‖h‖Cµ3 (V ) := sups<u<t
|htus|
|t−s|µ .
4. Para h ∈ Ck (V ) (k = 1, 2, 3), ‖h‖∞ := supt1,··· ,tk∈I |ht1···tk | .
5. Cµk (V ) := {h ∈ Ck (V ) : ‖h‖µ <∞}, para k = 1, 2, 3.
6. Cµ1,o (V ) := {h ∈ Cµ1 (V ) : h0 = o}, onde o ∈ V fixo.
7. C1+k (V ) := ∪µ>1Cµk (V ) , como unia˜o de conjuntos. Analogamente, ZCµk := ZCk ∩ Cµk ,
BCµk , ...
Proposic¸a˜o 1.3.2. Seja I = [0, T ]. Enta˜o ‖·‖Cµk e´ uma seminorma para k = 1 e e´ norma
quando k = 2, 3. ‖·‖Cµ1 induz uma me´trica d em C
µ
1,o (I, V ) e e´ uma norma quando o = 0. Os
espac¸os Cµ1,o (I, V ), Cµk (I, V ) (k = 2, 3) sa˜o completos.
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Demonstrac¸a˜o. Caso k = 1. Sejam h, h1, h2 ∈ Cµ1,o. Segue das propriedades de func¸o˜es Ho¨lder
cont´ınuas que ‖·‖µ e´ uma seminorma. Tambe´m sabemos que ‖h‖µ = 0 se, e somente se, h e´
constante. Logo d (h1, h2) = ‖h1 − h2‖µ = 0 se, e somente se, h1t = h2t = o (∀t ∈ I). Ou seja,
d (h1, h2) = 0 se, e somente se, h1 = h2, e portanto d e´ uma me´trica. E´ o´bvio que Cµ1,0 e´ um
espac¸o vetorial e portanto ‖·‖µ e´ uma norma. A demonstrac¸a˜o da completude e´ ana´loga ao
caso k = 3.
Caso k = 3. Provaremos que ‖·‖µ e´ norma para k = 3. Seja h tal que ‖h‖µ = 0. Enta˜o
|htus| ≤ ‖h‖µ |t− s|µ = 0, logo htus = 0. Os outros axiomas de norma seguem facilmente.
Provaremos que Cµ3 e´ completo. Seja (hn)n ⊂ Cµ3 sequeˆncia de Cauchy. Enta˜o
|hntus − hmtus| ≤ sup
t,u,s∈I
|hntus − hmtus|
|t− s|µ . supt,s∈I |t− s|
µ
≤ T µ sup
t,u,s∈I
|hntus − hmtus|
|t− s|µ
= T µ ‖hn − hm‖µ .
Logo
‖hn − hm‖ ≤ T µ ‖hn − hm‖µ ,
ou seja, (hn) e´ Cauchy na norma ‖·‖∞. Como o espac¸o das func¸o˜es cont´ınuas (C (I3, V ) , ‖·‖∞)
e´ completo segue que existe h cont´ınua tal que limn→∞ ‖hn − h‖∞ = 0.
Se s = u ou se u = s enta˜o htus = limn→∞ hntus = limn→∞ 0 = 0, ou seja, h ∈ C3.
Mostraremos que ‖h‖µ <∞. Sejam t, u, s ∈ I enta˜o
|htus|
|t− s|µ = limn→∞
|hntus|
|t− s|µ
= lim supn
|hntus|
|t− s|µ
≤ lim supn ‖hn‖µ
Como
(
‖hn‖µ
)
n∈N
e´ limitada segue que, tomando o supremo na desigualdade acima, ‖h‖µ <
∞. Para terminarmos vamos mostrar que limn→∞ ‖hn − h‖µ = 0. Dado ε > 0, para n e m
suficientemente grandes temos que
|hntus − hmtus|
|t− s|µ ≤ supt,u,s∈I
|hntus − hmtus|
|t− s|µ
= ‖hn − hm‖µ
< ε
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(∀t, u, s ∈ I). Tomando m→∞, resulta que
|hntus − htus|
|t− s|µ < ε
(∀t, u, s ∈ I). Logo ‖hn − h‖µ < ε, como quer´ıamos.
Proposic¸a˜o 1.3.3. δ : Cµ2 → Cµ3 (µ > 1) e´ injetor e verifica a seguinte desigualdade
‖δh‖Cµ3 ≤ 2 ‖h‖Cµ2 ,
logo e´ cont´ınuo.
Demonstrac¸a˜o. Sejam h ∈ Cµ2 e s < u < t em I. Enta˜o |t− s| = |t− u|+ |u− s|, logo
|t− s|µ = (|t− u|+ |u− s|)µ
≥ |t− u|µ + |u− s|µ .
Como δhtus = hts − htu − hus e usando a desigualdade anterior temos que
|δhtus| ≤ |hts|+ |htu|+ |hus|
≤ ‖h‖Cµ2 (|t− s|
µ + |t− u|µ + |u− s|µ)
≤ ‖h‖Cµ2 (|t− s|
µ + |t− s|µ) ,
logo ‖δh‖Cµ3 ≤ 2 ‖h‖Cµ2 . Portanto δ : C
µ
2 → Cµ3 esta´ bem definido.
Resta mostrar a injetividade. Seja h ∈ Cµ2 tal que δh = 0. Como ZC2 = BC1 segue que
existe f ∈ C1 tal que δf = h. Enta˜o ‖f‖Cµ1 = ‖δf‖Cµ2 = ‖h‖Cµ2 < ∞, ou seja, f e´ µ−Ho¨lder
cont´ınua com µ > 1. Portanto f e´ constante. Logo h = δf = 0, ou seja δ e´ injetor.
Definic¸a˜o 1.3.4 (Cγ−Ho¨l). Se γ ∈ (0,∞) denotamos por Cγ−Ho¨lloc (V,W ) o espac¸o das func¸o˜es
bγc-vezes diferencia´veis sendo que as derivadas de ordem bγc sa˜o localmente (γ − bγc)−Ho¨lder
cont´ınuas. Este espac¸o e´ munido com a topologia definida pela seguinte famı´lia de seminor-
mas
‖φ‖γ,K := ‖φ‖∞,K +
∥∥∂bγcφ∥∥
(γ−bγc)−Ho¨l,K +
bγc∑
j=1
∥∥∂kφ∥∥∞,K
onde K ⊂ V e´ um compacto. E
‖φ‖∞,K : = sup
x∈K
|φ (x)|
‖φ‖(γ−bγc)−Ho¨l,K : = sup
x,y∈K
|φ (x)− φ (y)|
|x− y|γ−bγc
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Denotamos por Cγ−Ho¨lc o subconjunto de C
γ−Ho¨l
loc das func¸o˜es que possuem suporte compacto
e por Cγ−Ho¨l o subconjunto de Cγ−Ho¨lloc das func¸o˜es que satisfazem ‖φ‖γ,W <∞.
Observac¸a˜o 1.3.5. bγc e´ a parte inteira de γ, isto e´, bγc e´ o u´nico nu´mero inteiro tal que
bγc ≤ γ < bγc+ 1.
A seguir mostraremos alguns resultados que sera˜o u´teis nas sec¸o˜es posteriores.
Lema 1.3.6. Sejam I ⊂ R compacto (na˜o precisa ser intervalo), φ ∈ C(γ−1)−Ho¨lloc (U1, U2) e
z ∈ C1/p1 (I, U1) (2 ≤ p < γ ≤ 3 e U1e U2 sa˜o espac¸os de Banach, na˜o necessariamente finito
dimensionais). Consideramos os seguintes 2-incrementos
(δzDφ ◦ z)us = Dφ (zu) δzus ∈ U2
δφ ◦ zus = φ (zu)− φ (zs) ∈ U2.
Enta˜o
‖δφ ◦ z − δzDφ ◦ z‖ γ−1
p
≤ ‖φ‖(γ−1)−Ho¨l,K ‖z‖γ−11/p ,
onde K e´ um compacto que depende de z e de I. Isto e´, mostramos que δφ ◦ z− δzDφ ◦ z ∈
C(γ−1)/p2 (I, U2) .
Demonstrac¸a˜o. Usando a propriedade |v|U2 = sup {ξv : ξ ∈ U∗2 , |ξ| = 1} , resulta que
|(δφ ◦ z − δzDφ ◦ z)us| = |φ (zu)− φ (zs)−Dφ (zs) δzus|
= sup
ξ∈U∗2 ,|ξ|=1
|ξ [φ (zu)− φ (zs)−Dφ (zs) δzus]|
= sup
ξ∈U∗2 ,|ξ|=1
|ξφ (zu)− ξφ (zs)− ξDφ (zs) δzus|
= sup
ξ∈U∗2 ,|ξ|=1
|[ξ ◦ φ (zu)− ξ ◦ φ (zs)− ξDφ (zs) δzus]| . (1.3.1)
Agora aplicando o teorema do valor me´dio as func¸o˜es ξ ◦ φ : U1 → R, segue que existem zξ
pertencentes ao segmento [zs, zu] ⊂ U1 tais que
ξ ◦ φ (zu)− ξ ◦ φ (zs) = D (ξ ◦ φ)
(
zξ
)
δzus
= ξDφ
(
zξ
)
δzus.
Enta˜o
ξ ◦ φ (zu)− ξ ◦ φ (zs)− ξDφ (zs) δzus = ξDφ
(
zξ
)
δzus − ξDφ (zs) δzus
= ξ
{(
Dφ
(
zξ
)−Dφ (zs)) δzus} ,
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de onde segue que
|ξ ◦ φ (zu)− ξ ◦ φ (zs)− ξDφ (zs) δzus| ≤ |ξ| {
∣∣Dφ (zξ)−Dφ (zs)∣∣ |δzus| (1.3.2)
Agora, uma vez que zξ ∈ [zs, zu] resulta que
∣∣zξ − zs∣∣ ≤ |zu − zs| ≤ ‖z‖1/p |u− s|1/p e
portanto∣∣Dφ (zξ)−Dφ (zs)∣∣ |δzus| ≤ ‖Dφ‖(γ−2)−Ho¨l,K ∣∣zξ − zs∣∣γ−2 ‖z‖1/p |u− s|1/p
≤ ‖Dφ‖(γ−2)−Ho¨l,K ‖z‖γ−11/p |u− s|
γ−1
p
≤ ‖φ‖(γ−1)−Ho¨l,K ‖z‖γ−11/p |u− s|
γ−1
p , (1.3.3)
com K = co (z (I)) (fecho da envolto´ria convexa de z (I)), o qual e´ compacto inclusive no
caso em que dimU1 =∞. Substituindo as desigualdades (1.3.2) e (1.3.3) na igualdade (1.3.1)
segue que
|(δφ ◦ z − δzDφ ◦ z)us| ≤ ‖φ‖(γ−1)−Ho¨l,K ‖z‖γ−11/p |u− s|
γ−1
p ,
de onde segue a conclusa˜o do lema.
Proposic¸a˜o 1.3.7 (Interpolac¸a˜o). Sejam 0 < 1
q
< 1
p
≤ 1 e x ∈ C1 (I, V ) . Enta˜o vale a
seguinte desigualdade
‖x‖1/q ≤ ‖x‖p/q1/p ‖x‖
1− p
q
0 .
Demonstrac¸a˜o. Seja u, s ∈ I. Como p
q
> 0 e 1− p
q
> 0, vale a desigualdade
|xu − xs|
|u− s|1/q
=
(
|xu − xs|
|u− s|1/p
)p/q
|xu − xs|1−p/q
≤ ‖x‖p/q1/p ‖x‖
1− p
q
0 .
Logo a proposic¸a˜o segue.
Corola´rio 1.3.8 (Crite´rio de compacidade). Seja K ⊂ C1/p1,o (I, V ) (1 ≤ p < q) limitado
(na me´trica dp de C1/p1,o ) e equicont´ınuo. Enta˜o K e´ relativamente compacto em C1/q1,o . Em
particular, as bolas na me´trica dp sa˜o relativamente compactas na topologia de dq.
Demonstrac¸a˜o. Seja (xn)n∈N ⊂ K. Como K e´ limitado em C1/p1,o e xn0 = o (para todo n ∈ N)
e´ fa´cil de ver que K e´ limitado na me´trica uniforme d∞. Ainda mais, K e´ equicont´ınuo, logo
segue do Teorema do Arzela`–Ascoli que K e´ relativamente compacto na topologia uniforme,
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ou seja, existem subsequeˆncia (yn) de (xn) e y : I → V cont´ınua tais que limn→∞ d∞ (yn, y) =
0. Ainda mais, ‖y‖1/p <∞, pois
|yt − ys| ≤ |ynt − yns |+ |yt − ynt |+ |yns − ys|
≤ sup
n∈N
‖yn‖1/p |t− s|1/p + 2d∞ (yn, y)
logo, tomando o limite n→∞ concluimos que ‖y‖1/p < supn∈N ‖yn‖1/p <∞.
Resta mostrarmos que limn→∞ dq (yn, y) = 0. Notamos que d0 (yn, y) ≤ 2d∞ (yn, y) e
portanto usando a proposic¸a˜o anterior com x = yn − y temos que
dq (y
n, y) = ‖yn − y‖1/q
≤ ‖yn − y‖p/q1/p ‖yn − y‖
1− p
q
0
≤ 21− pq ‖yn − y‖p/q1/p ‖yn − y‖
1− p
q∞ .
Como K e´ limitado e como ‖y‖1/p < ∞ segue que
{
‖yn − y‖1/p ;n ∈ N
}
e´ limitado. Por-
tanto, segue da desigualdade acima que
lim
n→∞
dq (y
n, y) = 0.
Em particular, as bolas sa˜o da forma B =
{
x ∈ C1/p : ‖x− x0‖1/p ≤ r
}
, logo limitadas.
Tambe´m,
|xt − xs| ≤
∣∣xt − xs − x0t + x0s∣∣+ ∣∣x0t − x0s∣∣
≤ ∥∥x− x0∥∥
1/p
(t− s)1/p + ∥∥x0∥∥
1/p
(t− s)1/p
(∀x ∈ B), ou seja, sa˜o uniformemente equicont´ınuas.
O seguinte lema e´ similar ao conhecido Lema Omega (Omega Lemma) de equac¸o˜es difer-
enciais ordina´rias, ver R. Abraham, J. E. Marsden e T. S. Ratiu. [1, p 101].
Lema 1.3.9 (Omega). Sejam I = [0, T ] e ψ ∈ Cγ−Ho¨lloc (U1, U2) (0 < γ ≤ 1, U1, U2 sa˜o
espac¸os de Banach e dimU1 < ∞). Definimos Ω : C1/p1,o (I, U1) → Cαγ/p1,o (I, U2) (1 ≤ p e
0 < α < 1) por
Ω (x) = ψ ◦ x.
Enta˜o Ω e´ cont´ınua.
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Observac¸a˜o 1.3.10. A hipo´tese dimU1 < ∞, pode ser substitu´ıda por φ ∈ Cγ−Ho¨l. Pois
‖φ‖γ−Ho¨l,K ≤ ‖φ‖γ−Ho¨l,U1 e portanto a desigualdade (1.3.7), abaixo, implica a continuidade
de Ω.
Demonstrac¸a˜o. Sejam x, y ∈ C1/p1,o (I, U1) e u, s ∈ I.
|δ (Ω (x)− Ω (y))us| = |ψ (xu)− ψ (yu)− ψ (xs) + ψ (ys)|
= |ψ (xu)− ψ (yu)|+ |ψ (xs)− ψ (ys)|
≤ ‖ψ‖γ−Ho¨l,K˜ (|xu − yu|γ + |xs − ys|γ)
≤ 2 ‖ψ‖γ−Ho¨l,K˜ ‖x− y‖γ∞,I ,
onde K˜ = (x− y) (I) . Logo
‖Ω (x)− Ω (y)‖0 ≤ 2 ‖ψ‖γ−Ho¨l,K˜ ‖x− y‖γ∞,I . (1.3.4)
Por outro lado,
‖Ω (x)− Ω (y)‖γ/p ≤ ‖Ω (x)‖γ/p + ‖Ω (y)‖γ/p
= ‖ψ ◦ x‖γ/p + ‖ψ ◦ y‖γ/p
≤ ‖ψ‖γ−Ho¨l,Kˆ
(
‖x‖γ−11/p + ‖y‖γ−11/p
)
, (1.3.5)
sendo Kˆ = x (I) ∪ y (I). Enta˜o, interpolando as desigualdades (1.3.4) e (1.3.5), temos que
‖Ω (x)− Ω (y)‖αγ/p ≤ ‖Ω (x)− Ω (y)‖αγ/p ‖Ω (x)− Ω (y)‖1−α0
≤ ‖ψ‖αγ−Ho¨l,Kˆ
(
‖x‖γ−11/p + ‖y‖γ−11/p
)α
21−α ‖ψ‖1−α
γ−Ho¨l,K˜ ‖x− y‖
γ(1−α)
∞,I
≤ 21−α ‖ψ‖γ−Ho¨l,K
(
‖x‖γ−11/p + ‖y‖γ−11/p
)α
‖x− y‖γ(1−α)∞,I . (1.3.6)
Agora, observamos que
xu − yu = xu − yu + x0 − y0,
logo
|xu − yu| ≤ ‖x− y‖1/p (u− 0)1/p
≤ ‖x− y‖1/p T 1/p.
Portanto
‖x− y‖∞ ≤ ‖x− y‖1/p T 1/p.
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Substituindo esta desigualdade em (1.3.6) temos que
‖Ω (x)− Ω (y)‖αγ/p ≤ 21−αT
γ(1−α)
p ‖ψ‖αγ−Ho¨l,K
(
‖x‖γ−11/p + ‖y‖γ−11/p
)α
‖x− y‖γ(1−α)1/p . (1.3.7)
Antes de concluirmos a continuidade de Ω e´ necessa´rio observar que o compacto K na
desigualdade acima depende de y. Logo na˜o podemos concluir diretamente a continuidade
(isto e´, na˜o podemos simplesmente tomar o limite limy→x ‖Ω (x)− Ω (y)‖αγ/p = 0). Para
contormar este problema, devemos escolher melhor o compactoK, e isto sera´ feito da seguinte
maneira. Seja (xn)n∈N ⊂ C1/p1,o tal que limn ‖xn − x‖1/p = 0, devemos encontrar K que na˜o
depende de n e contenha K˜ ∪ Kˆ, ou seja, que contenha xn (I) ∪ x (I) ∪ (x− xn) (I). Como
(xn) converge a x segue que existe r > 0 tal que valem as seguintes desigualdades
‖x‖1/p ≤ r
‖xn − x‖1/p ≤ r
‖xn‖1/p ≤ r,
(∀n ∈ N). Logo
|xt − o| ≤ rT 1/p
|xnt − o| ≤ rT 1/p,
(∀t ∈ I,∀n ∈ N). Logo, basta tomar K sendo a bola fechada de raio rT 1/p e centro o. Deste
modo podemos concluir (x− xn) (I) ⊂ K. Portanto por (1.3.7) segue que
lim
n→∞
‖Ω (x)− Ω (xn)‖αγ/p = 0. (1.3.8)
1.4 Resultados fundamentais
O Teorema 1.4.2 apareceu pela primeira vez no artigo [7] de M. Gubinelli, entretanto, a
demonstrac¸a˜o apresentada aqui e´ mais clara e direta, foi publicada em M. Gubinelli e S.
Tindel [13]. Ja´ o Teorema 1.4.1, e´ o ana´logo discreto do Teorema 1.4.2 e, ate´ onde sabemos,
e´ ine´dito. Pore´m, sua demonstrac¸a˜o e´ uma adaptac¸a˜o do resultado fornecido por M. Gubinelli
em [13].
Cap´ıtulo 1 • Integrac¸a˜o Alge´brica 21
O interesse do resultado discreto reside na seguinte ide´ia inspirada de A. M. Davie, [5],
resolver, em algum sentido, a equac¸a˜o diferencial rough (Cap´ıtulo 3) em cada partic¸a˜o finita
de um intervalo, para depois, por argumentos de densidade, ter uma soluc¸a˜o no intervalo.
Este e´ o tema do pro´ximo Cap´ıtulo, baseado no artigo A. M. Davie [5].
O fato relevante do Teorema 1.4.1 e´ que o utilizamos, seguindo as ide´ias de Davie, para
demonstrar o Lema de Davie e, consequentemente, os teoremas de existeˆncia e unicidade de
soluc¸a˜o para equac¸o˜es diferenciais rough. Deste modo, conectando as duas abordagens. A
vantagem e´ que chegamos aos resultados fundamentais da teoria mais ra´pida e diretamente.
Isto na˜o desmerece as literaturas de T. Lyons, [16], e P. Friz, [6], uma vez que estas fornecem
ferramentas para tratar um p−rough path em geral (isto e´, p ∈ [1,∞)).
Por simplicidade assumiremos ao longo desta sec¸a˜o que V e´ um espac¸o de Banach finito
dimensional (dimV < ∞). Entretano as demonstrac¸o˜es apresentadas aqui sa˜o va´lidas no
caso infinito dimensional desde que V seja separa´vel e reflexivo, ver Observac¸o˜es 1.4.4 e 1.4.5
abaixo.
Teorema 1.4.1 (Aplicac¸a˜o costura Λ discreta). Sejam I = {r0 < r1 < · · · < rK} e µ > 1.
Enta˜o existe uma aplicac¸a˜o linear
Λ : ZCµ3 (I, V )→ Cµ2 (I, V )
tal que
δΛ = id|ZC3(I,V ) (1.4.1)
e
‖Λh‖µ ≤ 2µζ (µ) ‖h‖µ , (1.4.2)
sendo ζ (µ) =
∑∞
i=0
(
1
i
)µ
a func¸a˜o zeta de Riemann.
Teorema 1.4.2 (Aplicac¸a˜o costura Λ). Seja I = [0, T ]. Enta˜o existe uma u´nica aplicac¸a˜o
linear
Λ = ZC1+3 (I, V )→ C1+2 (I, V )
tal que
δΛ = id|ZC3(I,V ) .
Ale´m do mais, para todo µ > 1, esta aplicac¸a˜o e´ linear e cont´ınua de ZCµ3 (I, V ) para Cµ2 (I, V )
e temos que vale a desigualdade
‖Λh‖µ ≤ 12µ−2 ‖h‖µ , ∀h ∈ ZCµ3 (V ) (1.4.3)
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Tambe´m Λ verifica a seguinte propriedade local: Sejam J ⊂ I, intervalo, e h, h˜ ∈
ZC1+3 (I, V )
h|J3 = h˜
∣∣∣
J3
⇒ Λh|J2 = Λh˜
∣∣∣
J2
,
em outras palavras, ΛJ : ZC1+3 (J, V )→ C1+2 (J, V ) satisfaz ΛJ (h|J) = (Λh)|J
Lema 1.4.3. Se s = r0 < r1 ≤ · · · ≤ rm−1 < rm = t esta˜o em I, enta˜o existe um ı´ndice l
em {1, . . . ,m− 1} tal que
|rl+1 − rl−1| ≤ 2
m− 1 |t− s|
Demonstrac¸a˜o. No caso m = 2, tomando l = 1 temos que |r2 − r0| = |t− s| ≤ 22−1 |t− s|.
No caso m ≥ 3,
m−1∑
i=1
|ri+1 − ri−1| ≤
m−1∑
i=1
|ri+1 − ri|+ |ri − ri−1|
= |t− r1|+ |rm−1 − s|
≤ 2 |t− s|
enta˜o, pelo menos um dos termos do somato´rio da esquerda deve ser menor ou igual a`
2
m−1 |t− s| .
Demonstrac¸a˜o do Teorema 1.4.1. Seja h ∈ ZCµ3 (I, V ) ⊂ ZC1+3 (I, V ) . Durante a demon-
strac¸a˜o omitiremos a dependeˆncia de I e de V nos objetos em questa˜o. Para evitar sub-
sub´ındices, usaremos hmk em vez de hrmrk .
Dividimos a demonstrac¸a˜o em dois passos.
Passo 1 - Vamos construir M ∈ Cµ2 tal que δM = h.
Como δh = 0, pela Proposic¸a˜o 1.2.9 item 3., segue que existe B ∈ C2 tal que δB = h.
Definimos
Mmk := Bmk −
m−1∑
i=k
Bi,i+1 para todo rm ≥ rk (1.4.4)
(no caso da igualdade, rm = rk, o somato´rio
∑k−1
i=k deve ser entendido como 0). Enta˜o
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M ∈ C2 e satisfaz
δMmlk = Mmk −Mml −Mlk
= Bmk −Bml −Blk −
(
m−1∑
i=k
Bi,i+1 −
m−1∑
i=l
Bi,i+1 −
l−1∑
i=k
Bi,i+1
)
= δBmlk − 0
= hmlk (1.4.5)
Resta garantir que ‖M‖µ <∞.
Segue do Lema 1.4.3, com s = rk e t = rm, que existe l1 ∈ {k + 1, . . . ,m− 1} tal que
|rl1+1 − rl1−1| ≤
2
m− k − 1 |rm − rk| . (1.4.6)
Seja {sk < · · · < sm−1} = {rk, . . . , rm}\{l1}, definindo
M1m,k := Bm,k −
m−2∑
i=k
Bsi+1,si
resulta que
M1m,k −Mm,k = Bl1+1,l1−1 −Bl1+1,l1 −Bl1,l1−1
= δBl1+1,l1,l1−1
= hl1+1,l1,l1−1.
Logo, da identidade anterior, das definic¸o˜es e (1.4.6) temos que∣∣M1m,k −Mm,k∣∣ ≤ ‖h‖µ |rl1+1 − rl1−1|µ
≤ 2µ ‖h‖µ |rm − rk|µ
1
(m− k − 1)µ
por (1.4.6).
Agora, repetindo o processo, escolha l2 ∈ {k+1, . . . ,m−1}\{l1} tal que |rl2+1 − rl2−1| ≤
2
m−k−2 |rm − rk| e defina M2 analogamente a M1. Vemos que∣∣M2m,k −M1m,k∣∣ ≤ 2µ ‖h‖µ |rm − rk|µ 1(m− k − 2)µ
assim por diante, definindo lj ∈ {k + 1, . . . ,m− 1}\{l1, . . . , lj−1} e M j para j = 1, . . . ,m−
k + 1, temos que ∣∣M jm,k −M j−1m,k ∣∣ ≤ 2µ ‖h‖µ |rm − rk|µ 1(m− k − j)µ (1.4.7)
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Portanto, chamando M0 := M e observando que Mm−k+1m,k = 0. Segue de (1.4.7) que
|Mm,k| =
∣∣∣∣∣
m−k+1∑
j=1
M jm,k −M j−1m,k
∣∣∣∣∣
≤ 2µ ‖h‖µ |rm − rk|µ
m−k+1∑
j=1
1
(m− k − j)µ
≤ 2µ ‖h‖µ |rm − rk|µ ζ (µ) .
Desta maneira provamos que
‖M‖µ ≤ 2µζ (µ) ‖h‖µ (1.4.8)
Passo 2 - Definiremos Λ satisfazendo (1.4.2) e (1.4.1).
Seja {hα}α∈A base (de Hamel) do espac¸o Cµ3 . Definimos Hα := {B ∈ C2 : δB = hα} para
cada α ∈ A. Como cada Hα e´ na˜o vazio podemos escolher Bα ∈ Hα para cada α. Assim,
definimos Λ (hα)rm,rk := B
α
rm,rk
−∑m−1i=k Bαri+1,ri , para 0 ≤ rk ≤ rm ≤ rK e cada α. Nos outros
vetores de Cµ3 estendemos ΛI por linearidade. Logo, pelo passo anterior (mais precisamente
por (1.4.4,1.4.5,1.4.8) ) e pela linearidade de δ, segue que Λ satisfaz (1.4.2) e (1.4.1).
Demonstrac¸a˜o do Teorema 1.4.2. Seja h ∈ ZCµ3 ⊂ ZC1+3 para algum µ > 1. Vamos mostrar
que existe um u´nico M ∈ C1+2 tal que δM = h, e enta˜o basta definir Λh := M. Assim
ter´ıamos mostrado a existeˆncia e a unicidade da aplicac¸a˜o Λ : ZC1+3 (V ) → C1+2 (V ) que
satisfaz δΛ = id|ZC3(V ) .
Dividimos a demonstrac¸a˜o em 4 passos.
Passo 1 - Unicidade do 2−incremento M ∈ C1+2 tal que δM = h.
Isto e´ trivial, pois δ e´ injetor da Proposic¸a˜o 1.3.3.
Passo 2 - Vamos construir M ∈ Cµ2 tal que δM = h.
Aqui a te´cnica e´ resolver o problema em ∪nPn, onde (Pn)n e´ uma sequeˆncia arbitra´ria
de partic¸o˜es encaixadas, e depois estender ao fecho da unia˜o dos pontos das partic¸o˜es. Para
isso, vamos utilizar o Teorema 1.4.1 em cada Cµ2 (Pn), n ≥ 1.
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Para cada n ∈ N, hn := h|Pn . Enta˜o hn ∈ Cµ3 (Pn). Note que ‖hn‖µ ≤ ‖h‖µ. Usando o
costureiro discreto, definimos Mn := ΛPn (hn), enta˜o de (1.4.3) temos∣∣∣Mnrnl ,rnk ∣∣∣ ≤ 2µζ (µ) ‖hn‖µ |rnl − rnk |µ ≤ cµ |rnl − rnk |µ (1.4.9)
para todo rnl , r
n
k ∈ Pn := {0 = rn0 < rn1 < · · · < rnkn = T}, sendo cµ := 2µζ (µ) ‖h‖µ.
Como Pn ⊂ Pm se n ≤ m, faz sentido considerarmos as sequeˆncias
(
Mmrnl ,rnk
)
m≥n
⊂ V
para cada rnl , r
n
k ∈ Pn e cada n ∈ N. Para n = 1 e para cada r1l , r1k ∈ P1, temos que
a sequeˆncia
(
Mm
r1l ,r
1
k
)∞
m=1
, esta´ limitada em V , pois
∣∣∣Mmr1l ,r1k∣∣∣ ≤ cµ |r1l − r1k|µ, logo podemos
extrair subsequeˆncia, de modo que Mm
r1l ,r
1
k
convirja, digamos, para Mr1l ,r1k ∈ V quando m→∞
(ver Observac¸o˜es 1.4.4 e 1.4.5). Como P1 e´ finito, existe uma subsequeˆncia (mi)∞i=1 tal que
limi→∞M
mi
r1l ,r
1
k
= Mr1l ,r1k , ∀r1l , r1k ∈ P1. Agora para n = 2, podemos extrair uma subsequeˆncia
de (mi)
∞
i=1 de modo que M
mi
r2l ,r
2
k
→
i→∞
Mr2l ,r2k , ∀r2l , r2k ∈ P2 ⊃ P1. Repetindo sucessivamente
o processo de extrair subsequeˆncias podemos concluir que existe uma (outra) subsequeˆncia
(mi)
∞
i=1 tal que limi→∞M
mi
rl,rk
= Mrl,rk , ∀rl, rk ∈ ∪n≥1Pn.
Note que por (1.4.9), temos |Mkl| ≤ cµ |rk − rl|µ , ∀rl, rk ∈ ∪nPn. O que implica que M e´
uniformemente cont´ınua o que implica que podemos estender M ao fecho ∪nPn = I, isto e´,
M ∈ Cµ2 (I) satisfazendo |Mts| ≤ cµ |t− s|µ ,∀t, s ∈ I, (1.4.10)
lembramos que cµ = 2
µζ (µ) ‖h‖µ .
Por fim, dados t, u, s ∈ ∪Pn
δMtus = Mts −Mtu −Mus
= lim
m→∞
(Mmts −Mmtu −Mmus)
= lim
m→∞
hmtus
= htus (1.4.11)
portanto δM = h em todo I.
Passo 3 - Unicidade e propriedades de Λ.
Notamos que M constru´ıdo no passo anterior e´ u´nico, pois M ∈ C1+2 e satisfaz δM = h.
Logo a unicidade de Λ segue do primeiro passo. Isto e´, existe uma u´nica func¸a˜o Λ : ZC1+3 →
C1+2 tal que δΛ = id. Do passo 2, segue-se que δ e´ sobrejetivo, portanto Λ =
(
δ|C1+2
)−1
e
isto implica que Λ e´ linear.
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Provaremos a propriedade local de Λ. Dados J ⊂ I, e h, h˜ ∈ ZC1+3 (I) tais que h|J3 =
h˜
∣∣∣
J3
, definimos g := Λh−Λh˜. Logo δg = h− h˜, isto implica que δg|J3 = 0, ou seja, g|J2 = 0,
pois δ e´ injetor.
Quanto a` restric¸a˜o Λ : Cµ3 → Cµ2 para µ > 1, resulta que (1.4.10) garante que Λ esta´ bem
definida e e´ cont´ınua.
Passo 4 - Resta mostrar a desigualdade (1.4.3). Para isto vamos especializar a construc¸a˜o
de M numa sequeˆncia de partic¸o˜es.
Como na demonstrac¸a˜o do Teorema 1.4.1, consideramos B ∈ C2 tal que δB = h ∈ Cµ3 .
Fixamos s, t ∈ I e tais que s < t. Dado n ∈ N, definimos para cada i = 0, . . . , 2n
rni := s+
(t− s)
2n
i
isto e´, Pn := {rni ; i = 0, . . . , 2n} e´ a partic¸a˜o dia´dica do intervalo [s, t] com |Pn| = 2−n. Enta˜o
definimos Mn usando a fo´rmula (1.4.4) com a partic¸a˜o Pn := {rni }. Notamos que M0ts = 0.
Para simplificar as contas deMn+1ts −Mnts vale observar que {rni } ⊂ {rn+1i } e que rni = rn+12i .
Portanto podemos reescrever
Mn+1ts = Bt,s −
2n−1∑
i=0
Brn+12i+2,r
n+1
2i+1
+Brn+12i+1,r
n+1
2i
.
Logo
Mn+1ts −Mnts =
2n−1∑
i=0
−Brn+12i+2,rn+12i+1 −Brn+12i+1,rn+12i +Brn+12i+2,rn+12i (1.4.12)
=
2n−1∑
i=0
(δB)rn+12i+2,r
n+1
2i+1,r
n+1
2i
=
2n−1∑
i=0
hrn+12i+2,r
n+1
2i+1,r
n+1
2i
(1.4.13)
como h ∈ Cµ3 resulta que ∣∣Mn+1ts −Mnts∣∣ ≤ 2n−1∑
i=0
‖h‖µ
(
t− s
2n+1
)µ
= ‖h‖µ
(t− s)µ
2(n+1)µ
.2n
=
‖h‖µ (t− s)µ
2µ
1
2n(µ−1)
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Por fim, somando em n,
∞∑
n=0
∣∣Mn+1ts −Mnts∣∣ ≤ ‖h‖µ (t− s)µ2µ
∞∑
n=0
(
1
2µ−1
)n
=
‖h‖µ (t− s)µ
2µ − 2 .
Logo existe
Mts : = lim
n→∞
Mnts
= M0ts +
∞∑
n=0
(
Mn+1ts −Mnts
)
=
∞∑
n=0
Mn+1ts −Mnts
satisfazendo |M |ts ≤ 12µ−2 ‖h‖µ (t− s)µ.
Observac¸a˜o 1.4.4. No passo 2 do Teorema 1.4.2 usamos o fato que podemos extrair uma
subsequeˆncia convergente de Mmlk , pois esta esta´ contida numa bola de V. Este resultado e´,
em geral, falso quando dimV =∞.
Observac¸a˜o 1.4.5. Por exemplo, no caso dimV = ∞, se V e´ reflexivo e separa´vel enta˜o
podemos extrair uma subsequeˆncia. Para garantir a cota |Mts| ≤ cµ |t− s|µ do limite fraco,
basta usarmos a seguinte propriedade do limite fraco: ‖x‖ ≤ limn→∞ ‖xn‖ se w−limn→∞ xn =
x. Existe mais um problema, o limite e a igualdade (1.4.11). Isto pode ser contornado,
redefinindo o espac¸os Cµk (V ) da seguinte maneira:
Cµk (V ) := {h ∈ C3 : ha = a (h) ∈ Cµk (R) ,∀a ∈ V ′}.
Deste modo a igualdade (1.4.11) e´ entendida no sentido fraco.
Corola´rio 1.4.6 (Integral de 2-incrementos). Seja h ∈ C2 tal que δh ∈ Cµ3 , (µ > 1). Enta˜o
h pode ser escrito como
h = δf + Λδh
sendo f ∈ C1 u´nica a menos de constante aditiva. Ainda mais, f satisfaz
(δf)ts = lim|pits|→0
∑
ri∈pits
hri+1,ri
sendo pits partic¸o˜es de [s, t].
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Demonstrac¸a˜o. Como δh ∈ Cµ3 segue que R := Λδh esta´ bem definido. Como δΛ = id resulta
que
δ (h−R) = δh− δΛδh
= δh− δh
= 0.
Sabemos que ZC2 (V ) = BC1 (V ) , logo existe f ∈ C1 (V ) tal que δf = h − R. Resulta que
h = δf + Λδh e que δf e´ u´nica.
Seja Pts = {ti : i = 0, . . . n+ 1} logo
hti+1,ti = δfti+1,ti +Rti+1,ti
portanto
n∑
i=0
hti+1,ti = δfts +
n∑
i=0
Rti+1,ti
Resta mostrarmos que lim|Pts|→0
∑n
i=0
∣∣Rti+1,ti∣∣ = 0. De fato,
n∑
i=0
∣∣Rti+1,ti∣∣ ≤ ‖R‖µ n∑
i=0
|ti+1 − ti|µ
≤ ‖R‖µ |pits|µ−1 |t− s| ,
portanto segue que lim|Pts|→0
∑n
i=0
∣∣Rti+1,ti∣∣ = 0.
CAPI´TULO 2
APLICAC¸O˜ES
Agora vamos ver como a aplicac¸a˜o Λ e a integral de 2-incrementos ajuda na teoria de
integrac¸a˜o com caminhos pouco regulares e suas integrais iteradas. O propo´sito desta sec¸a˜o
e´, inicialmente, fornecer ao leitor uma familiaridade com o operador δ. Em seguida, vamos
definir a integral cla´ssica de Young e a integral
∫
dxuφ (xu) quando x ∈ C1 na˜o e´ suave.
Tambe´m recuperaremos a definic¸a˜o usual de rough path dada por T. Lyons, bem como a
demonstrac¸a˜o de alguns resultados de T. Lyons [16].
2.1 Resultados preliminares
O exemplo padra˜o de 2-incrementos sa˜o as integrais. Por exemplo, se f, g ∈ C∞ (I,R), enta˜o
definimos
J (f)ts :=
∫ t
s
dufu
J (dgf)ts :=
∫ t
s
dgufu
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Denotaremos por C∞2 (R) a C2 (R) ∩ C∞ (I,R). Com estas notac¸o˜es, J (f) e J (dgf) esta˜o
em C∞2 (R). Tambe´m podemos definir a integral de um 2-incremento h ∈ C∞2 (R)
J (h)ts :=
∫ t
s
duhus
J (dgh)ts :=
∫ t
s
dguhus
Desta maneira, como a integral e´ um 2-incremento, definimos as integrais iteradas de maneira
natural
J (dg1 · · · dgnf) := J (dg1 · · · dgn−1J (dgnf))
sendo f, gi ∈ C∞ (R).
Lema 2.1.1. Sejam g ∈ C∞1 e h ∈ C∞2 tal que δh =
∑
i h
1,ih2,i (soma finita). Enta˜o
δJ (dgh) = J (dg)h+
∑
i
J (dgh1,i)h2,i
Demonstrac¸a˜o. Para s ≤ u ≤ t
δJ (dgh)tus =
∫ t
s
dgrhrs −
∫ u
s
dgrhrs −
∫ t
u
dgrhru
=
∫ t
u
dgr (hrs − hru)
=
∫ t
u
dgr (δhrus + hus)
=
∫ t
u
dgr
(∑
i
h1,iruh
2,i
us
)
+
(∫ t
u
dgr
)
hus
=
∑
i
(∫ t
u
dgrh
1,i
ru
)
h2,ius + J (dg)tu hus
=
∑
i
J (dgh1,i)
ru
h2,ius + J (dg)tu hus
Proposic¸a˜o 2.1.2. Sejam f, g, g1, . . . , gn ∈ C∞ (R) . Enta˜o
1. J (dg) = δg
2. δJ (dg) = 0
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3. δJ (dgf) = 0
4. δJ (dgdf) = J (dg)J (df) = δgδf
5. Relac¸a˜o de Chen:
δJ (dg1dg2 · · · dgn) = n−1∑
i=1
J (dg1dg2 . . . dgi)J (dgi+1 . . . dgn) (2.1.1)
Esta relac¸a˜o usualmente aparece como∫ t
s
dg1t1
∫ t1
s
dg2t2 · · ·
∫ tn−1
s
dgntn =
∫ t
u
dg1t1
∫ t1
u
dg2t2 · · ·
∫ tn−1
u
dgntn+
+
∫ u
s
dg1t1
∫ t1
s
dg2t2 · · ·
∫ tn−1
s
dgntn+
+
n−1∑
i=1
(∫ t
u
dg1t1
∫ t1
s
dg2t2 · · ·
∫ ti−1
s
dgiti
)(∫ u
s
dgi+1ti+1
∫ ti+1
s
dgi+2ti+2 · · ·
∫ tn−1
s
dgntn
)
Demonstrac¸a˜o. 1. Para s ≤ t,
J (dg)ts =
∫ t
s
dgr
= gt − gs
= δgts.
2. Pelo item anterior J (dg) = δg, logo δJ (dg) = δδg = 0.
3. Para s ≤ u ≤ t,
δJ (dgf)tus =
∫ t
s
dgrfr −
(∫ u
s
dgrfr +
∫ t
u
dgrfr
)
=
∫ t
s
dgrfr −
∫ t
s
dgrfr
= 0.
4. Para s ≤ u ≤ t, como
J (dgdf)ts =
∫ t
s
dgr
∫ r
s
dfu
=
∫ t
s
dgr (fr − fs)
=
∫ t
s
dgrfr −
(∫ t
s
dgr
)
fs
= J (dgf)ts − δgtsfs
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segue que
δJ (dgdf)tus = δJ (dgf)ts − δ (δgf)tus
= 0− δδgtusfs + δgtuδfus
= J (dg)tu J (df)us ,
pelos itens 1 e 3.
5. Faremos a prova por induc¸a˜o em n. Caso n = 2, e´ o item 4. Suponha verdade para
n− 1, isto e´,
δJ (dg2 · · · dgn) = n−1∑
i=2
J (dg2dg3 . . . dgi)J (dgi+1 . . . dgn)
Pela definic¸a˜o de integral iterada, J (dg1 · · · dgn) = J (dg1J (dg2 · · · dgn)) , logo us-
ando o lema anterior com h1,i = J (dg2dg3 . . . dgi) , h2,i = J (dgi+1 . . . dgn) e h =
J (dg2 · · · dgn) , resulta que
δJ (dg1 · · · dgn) = δJ (dg1h)
= J (dg1)h+ n−1∑
i=2
J (dg1h1,i)h2,i
= J (dg1)J (dg2 · · · dgn)+ n−1∑
i=2
J (dg1h1,i)h2,i
=
n−1∑
i=1
J (dg1dg2 . . . dgi)J (dgi+1 . . . dgn)
2.2 Integral de Young
Originalmente L. C. Young, [20], definiu a seguinte integral∫ T
0
dgufu := lim|P|→0
∑
ti∈P
fti
(
gti+1 − gti−1
)
sendo f ∈ C1/p1 (I, L (V,W )) , g ∈ C1/q1 (I,W ) com p, q ≥ 1 e 1p + 1q > 1. Esta integral e´ uma
extensa˜o da integral de Riemann-Stieltjes para integradores que na˜o tem variac¸a˜o limitada,
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ver L. C. Young [20]. Hoje e´ conhecida como integral de Young e sera´ nossa primeira
aplicac¸a˜o do operador Λ.
Podemos introduz´ı-la no contexto da integrac¸a˜o alge´brica da seguinte maneira. Sejam f
e g func¸o˜es suaves, enta˜o vale
J (dgf)ts = fs (δgts) + J (dgdf)ts (2.2.1)
Assim, pretendemos estender a integral da esquerda via o lado direito da equac¸a˜o. Para isso
e´ suficiente dar significado ao termo J (dgdf) quando f e g na˜o forem suaves. Isto na˜o sera´
feito diretamente. Note que pelo item 4. da Proposic¸a˜o 2.1.2, no caso suave, temos
δJ (dgdf) = δgδf
Como o lado direito esta´ bem definido independentemente da regularidade de f e de g, grac¸as
a aplicac¸a˜o Λ e a propriedade δΛ = id, e´ natural definirmos
J (dgdf) = Λ (δgδf)
e isto faz sentido desde que δgδf ∈ C1+3 (W ) (ver Teorema 1.4.2). Afim de que δgδf ∈
C1+3 (W ) , e´ suficiente que f ∈ C1/p (L (V,W )) e g ∈ C1/q (V ) com p, q ≥ 1 e 1p + 1q > 1.
Enta˜o podemos definir
J (dgf)ts := fs (δgts) + Λ (δgδf)ts
= [δgf + Λ (δgδf)]ts
Como δgδf = −δ (δgf), pela eq. (1.2.1) (ie, Regra de Leibniz) e pelo fato δδg = 0, podemos
reescrever a igualdade acima como
J (dgf) = (id− Λδ) (δgf) ,
aplicando o Corola´rio 1.4.6, resgatamos a definic¸a˜o original da integral de Young,
J (dgf)ts = lim|P∩[s,t]|→0
∑
ti∈P
fti
(
gti+1 − gti−1
)
.
Esta integral satisfaz as propriedades de continuidade usuais.
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Teorema 2.2.1 (de Young). A aplicac¸a˜o
J : C1/p1 (I, V )× C1/q1 (I, L (V,W )) → C
1
p+
1
q
2 (I,W )
(g, f) 7→ J (dgf)
e´ bilinear, cont´ınua e satisfaz∣∣∣∣∫ t
s
dgr (fr − fs)
∣∣∣∣ ≤ 1
2
1
p
+ 1
q − 2
‖g‖C1/p ‖f‖C1/q |t− s|
1
p
+ 1
q
Demonstrac¸a˜o. Provaremos a bilinearidade. Como δ e´ linear e o produto de incrementos e´
bilinear, resulta que
(g, f) 7→ δgf
e´ bilinear. Como Λ tambe´m e´ linear segue que (id− Λδ) e´ linear. Logo
(g, f) 7→ J (dgf) = (id− Λδ) (δgf)
e´ bilinear.
Provaremos a desigualdade. Observamos que∫ t
s
dgr (fr − fs) = −fsδgts +
∫ t
s
dgrfr
= −fsδgts + (id− Λδ) (δgf)ts
= −Λδ (δgf)ts
= −Λ (δδg − δgδf)ts
= Λ (δgδf)ts .
Logo segue da desigualdade 1.4.3 da aplicac¸a˜o costura que∣∣∣∣∫ t
s
dgr (fr − fs)
∣∣∣∣ ≤ |Λ (δgδf)ts|
≤ 1
2
1
p
+ 1
q − 2
‖δgδf‖
C
1
p+
1
q
3
|t− s| 1p+ 1q
≤ 1
2
1
p
+ 1
q − 2
‖g‖C1/p ‖f‖C1/q |t− s|
1
p
+ 1
q .
A continuidade de J segue da desigualdade acima.
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2.3 Integrac¸a˜o ao longo de caminhos (1 ≤ p < 2)
Este e´ o primeiro exemplo (trivial) de rough path e e´ um caso particular da integral de Young.
Definic¸a˜o 2.3.1. Um p-Rough Path (1 ≤ p < 2) e´ um caminho x ∈ C1/p1 (I, V ).
A condic¸a˜o 1 ≤ p < 2 aparece naturalmente quando queremos definir J (dxφ (x)) ao
longo do caminho x ∈ C1/p1 (I, V ), para φ ∈ C(γ−1)−Ho¨lloc (V, L (V,W )) (1 < γ ≤ 2).
Podemos resolver o problema da integrac¸a˜o, J (dxφ (x)) , usando a integral de Young. E´
sabido que,
φ ∈ C(γ−1)−Ho¨lloc , x ∈ C1/p1 ⇒ φ ◦ x ∈ C
γ−1
p .
Logo
δxδφ ◦ x ∈ Cγ/p3 (I,W ) .
Deste modo, a existeˆncia da integral J (dxφ (x)) e´ garantida pela sec¸a˜o anterior (com g = x
e f = φ ◦ x) desde que δxδφ ◦ x ∈ C1+3 (I,W ) . Isto e´, desde que γ−1p + 1p = γp > 1. Como
γ ∈ (1, 2] segue que p ∈ [1, 2) (da´ı, a restric¸a˜o natural 1 ≤ p < 2). Como γ
p
> 1 e p ∈ [1, 2)
resulta que p < γ ≤ 2.
Portanto a integral
J (dxφ (x))ts = (id− Λδ) (δxφ ◦ x)ts (2.3.1)
= lim
|P∩[s,t]|→0
∑
ti∈P
φ (xti)
(
xti+1 − xti−1
)
(2.3.2)
existe desde que x ∈ C1/p1 (I, V ) e φ ∈ C(γ−1)−Ho¨lloc (V, L (V,W )) (1 ≤ p < γ ≤ 2).
Proposic¸a˜o 2.3.2. Seja φ ∈ C(γ−1)−Ho¨lloc (V, L (V,W )) (1 ≤ p < γ ≤ 2 e dimV <∞). Enta˜o
a integral de φ ao longo de x ∈ C1/p1,o (I, V ) depende continuamente de x, ou seja,
J : C1/p1,o (I, V ) → Cαγ/p2 (I,W )
x 7→ J (dxφ (x))
(p/γ < α < 1) e´ cont´ınua.
Demonstrac¸a˜o. Sejam x, y tais que y0 = x0. Pela definic¸a˜o da integral,
J (dxφ (x)) = (id− Λδ) (δxφ ◦ x)
= δxφ ◦ x− Λδ (δxφ ◦ x) .
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Mostraremos que as aplicac¸o˜es x 7→ δxφ ◦ x e x 7→ Λδ (δxφ ◦ x) sa˜o cont´ınuas na norma
‖·‖1/p. Seja (xn) ⊂ C1/p tal que limn→∞ ‖x− xn‖ = 0.
Primeiramente mostraremos que x 7→ δxφ ◦ x e´ cont´ınua. Temos que
φ (xs) δxts − φ (xns ) δxnts = [φ (xs)− φ (xns )] δxts + φ (xns ) (δxts − δxnts) . (2.3.3)
Por um lado temos que
|φ (xns ) (δxts − δxnts)| ≤ |φ (xns )| |δxts − δxnts|
≤ |φ (xns )| ‖x− xn‖1/p (t− s)1/p
enta˜o basta limitarmos |φ (xns )| ≤ C com C independente de s e n, para concluirmos que
limn ‖(δx− δxn)φ ◦ xn‖1/p = 0. Para isto, fixamos a ∈ (0, 1) e consideramos a aplicac¸a˜o
Ω : C1/p1,o → C
α γ−1
p
1,o definida por
Ω (x) = φ ◦ x,
que e´ cont´ınua pelo Lema Omega 1.3.9. Como (xn) e´ convergente e Ω e´ cont´ınua, resulta
que ‖Ω (xn)‖α γ−1
p
≤ C˜ (∀n ∈ N). Logo, lembrando que xn0 = x0,
|φ (xns )| = |φ (xns )− φ (xn0 ) + φ (x0)|
≤ ‖φ ◦ xn‖α γ−1
p
(s− 0)α γ−1p + |φ (x0)|
≤ ‖φ ◦ xn‖α γ−1
p
Tα
γ−1
p + |φ (x0)|
= ‖Ω (xn)‖α γ−1
p
Tα
γ−1
p + |φ (x0)| .
≤ C˜Tα γ−1p + |φ (x0)| .
Portanto tomando C = C˜Tα
γ−1
p + |φ (x0)| segue que
|φ (xns ) (δxts − δxnts)| ≤ |φ (xns )| ‖x− xn‖1/p (t− s)1/p
≤ C ‖x− xn‖1/p (t− s)1/p
de onde conclu´ımos que
lim
n
‖(δx− δxn)φ ◦ xn‖1/p = 0, (2.3.4)
como afirmamos.
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Por outro lado
|[φ (xs)− φ (xns )] δxts| ≤ |φ (xs)− φ (xns )| |δxts|
= |Ω (x)s − Ω (xn)s| |δxts|
≤ ‖Ω (x)− Ω (xn)‖∞ ‖x‖1/p (t− s)1/p ,
logo
‖δx (φ ◦ x− φ ◦ xn)‖1/p ≤ ‖x‖1/p ‖Ω (x)− Ω (xn)‖∞ .
Mais uma vez, usando que xn0 = x0, podemos concluir que
‖Ω (x)− Ω (xn)‖∞ ≤ Tα
γ−1
p ‖Ω (x)− Ω (xn)‖α γ−1
p
pela continuidade de Ω segue que
lim
n→∞
‖δx (φ ◦ x− φ ◦ xn)‖1/p = 0. (2.3.5)
Dos limites (2.3.4) e (2.3.5), e da igualdade (2.3.3) conclu´ımos que a aplicac¸a˜o x 7→ δxφ ◦ x
e´ cont´ınua na norma ‖·‖1/p .
Resta provarmos a continuidade de x 7→ Λδ (δxφ ◦ x) = −Λ (δxδφ (x)). Seja α ∈ (0, 1) tal
que αγ
p
> 1. Logo Ω (x) = φ ◦ x ∈ Cα
γ−1
p
1 e e´ cont´ınua. Como δ : C
α γ−1
p
1 → C
α γ−1
p
2 e´ cont´ınua,
pois preserva norma, segue que δ ◦ Ω : C1/p1,o → C
α γ−1
p
2 e´ cont´ınua. Como δxδφ (x) ∈ Cαγ/p3
segue que Λ (δxδφ (x)) esta´ bem definido e Λ : ZCαγ/p3 → Cαγ/p2 e´ cont´ınua.
2.4 Integrac¸a˜o ao longo de caminhos (2 ≤ p < 3)
Comec¸aremos com a definic¸a˜o de rough path para este caso. Em seguida, continuando a
discussa˜o da sec¸a˜o anterior, veremos que esta definic¸a˜o e´ natural quando se procura uma
melhor aproximac¸a˜o para a integral J (dxφ (x)).
Definic¸a˜o 2.4.1. Um p-Rough Path (2 ≤ p < 3) e´ um par (x,x) onde x ∈ C1/p1 (I, V ) e
x ∈C2/p2 (I, V ⊗ V ) que verifica
δx = δxδx.
Em outras palavras, (x,x) satisfaz a relac¸a˜o de Chen, (2.1.1).
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Observamos que J (dxdx) na˜o pode ser definido via integral de Young quando 2 ≤ p < 3,
pois δxδx ∈ C2/p3 e 2/p < 1. Como o 2-incremento x satisfaz as propriedades que gostar´ıamos
que a integral iterada J (dxdx) tivesse, definimos J (dxdx) := x.
Proposic¸a˜o 2.4.2. Denotamos por Ωp,o (I, V ) o subconjunto dos p-rough path (2 ≤ p < 3)
tais que x0 = o. O conjunto Ωp,o (I, V ) munido da seguinte me´trica
dp (X, Y ) = max
{
‖x− y‖C1/p , ‖x− y‖C2/p2
}
,
X = (x,x),Y = (y,y) ∈ Ωp (I, V ), e´ um espac¸o me´trico completo.
Demonstrac¸a˜o. A completude segue do fato dos espac¸os C1/p1,o e C2/p2 serem completos.
Observac¸a˜o 2.4.3. Cuidado, no caso x ∈ C1/p1 (2 ≤ p < 3), pode existir mais de um 2-
incremento em C2/p2 satisfazendo a relac¸a˜o de Chen com o caminho x. Mais precisamente,
suponha que existe x ∈C2/p2 (I, V ⊗ V ) tal que
δx = δxδx.
Enta˜o x na˜o e´ u´nico.
Demonstrac¸a˜o da Observac¸a˜o. Seja y ∈ C2/p1 (I,R) na˜o constante. Definindo
yabts := x
ab
ts + δyts
onde xa e xab sa˜o as coordenadas de x e x, respectivamente. Resulta que
δyabtus = δx
ab
tus + 0
= δxatuδx
b
us
e que y ∈C2/p2 (I, V ⊗ V ) . Como x 6= y segue que x na˜o e´ u´nico.
Esta e´ a ma´ not´ıcia. Vamos ver que para definir a integral J (dxφ (x)) quando x ∈ C1/p
(2 ≤ p < 3), e´ necessa´rio uma aproximac¸a˜o melhor para o integrador, no seguinte sentido.
Quando 1 ≤ p < 2, o integrador usado na soma de Rieman (ou equivalentemente, no
argumento do operador id − Λδ) foi φ (xti) δxti+1,ti , ver (2.3.1) e (2.3.2). Logo, procurando
um melhor integrador, aparece naturalmente a segunda integral iterada de x: J (dxdx) ≡ x.
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A estrate´gia e´ a seguinte, a princ´ıpio suporemos que φ e x sa˜o suaves e escreveremos
J (dxφ (x)) (a qual existe neste caso) em termos da derivada de φ e em termos de J (dxdx).
Depois, substitu´ımos J (dxdx) por x e para os termos que na˜o puderem ser definidos de
modo alge´brico, usaremos a aplicac¸a˜o Λ para defin´ı-los.
Vamos supor que x : I → V e φ : V → L (V,W ) sa˜o suaves. Para entendermos melhor as
contas, e´ conveniente olharmos o problema em coordenadas. Seja {ea : a = 1, . . . ,m} base
de V , enta˜o
xt =
m∑
a=1
xat ea
J (dxdx)ts =
m∑
a,b=1
∫ t
s
dxar1
∫ r1
s
dxbr2ea ⊗ eb
=
m∑
a,b=1
J (dxadxb)
ts
ea ⊗ eb ∈ V ⊗2
Tambe´m, como φ : V → L (V,W ) segue que Dφ (x) ∈ L (V, L (V,W )) = L (V ⊗2,W ) .
Portanto
Dφ (x) ea ⊗ eb = ∂bφa (x) , sendo ∂bφa : V → W
φ (x) ea = φ
a (x) , sendo φa : V → W
Como sempre, denotamos
J (dxφ (x))ts =
∫ t
s
dxrφ (xr) .
Segue que somando e subtraindo o termo φ (xs) (δxts) =
∫ t
s
dxrφ (xs) do lado esquerdo na
igualdade anterior obtemos que
J (dxφ (x))ts = φ (xs) (δxts) +
∫ t
s
dxr (φ (xr)− φ (xs))
= φ (xs) (δxts) + J (dxdφ ◦ x)ts . (2.4.1)
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Aplicando o teorema fundamental do ca´lculo em φa ◦ x temos que , para s < r1 em I,
φa (xr1) = φ
a (xs) +
m∑
b=1
∫ r1
s
∂bφ
a (xr2) x˙
b
r2
dr2
= φa (xs) +
m∑
b=1
∫ r1
s
∂bφ
a (xr2) dx
b
r2
= φa (xs) +
m∑
b=1
J (dxb∂bφa ◦ x)r1s ,
integrando com respeito a dxar1 = x˙
a
r1
dr1,
J (dxaφa ◦ x)ts = φa (xs)J (dxa)ts +
m∑
b=1
J (dxadxb∂bφa ◦ x)ts ,
somando e subtraindo ∂bφ
a (xs)J
(
dxadxb
)
ts
= J (dxadxb∂bφ (xs))ts na linha anterior obte-
mos,
J (dxaφa ◦ x)ts = φa (xs)J (dxa)ts +
m∑
b=1
∂bφ
a (xs)J
(
dxadxb
)
ts
+
+
m∑
b=1
J (dxadxb∂bφa ◦ x− ∂bφa (xs))ts .
Logo da desigualdade anterior e por (2.4.1) temos que
J (dxadφa ◦ x)ts =
m∑
b=1
∂bφ
a (xs)J
(
dxadxb
)
ts
+
+
m∑
b=1
J (dxadxb∂bφa ◦ x− ∂bφa (xs))ts
ou equivalentemente,
J (dxadφa ◦ x)ts =
m∑
b=1
∂bφ
a (xs)J
(
dxadxb
)
ts
+
+
m∑
b=1
J (dxadxbd (∂bφa ◦ x))ts . (2.4.2)
Usando a expressa˜o de J (dxdx) na base ea⊗eb e usando a linearidade de Dφ (xs) (·) resulta
que
Dφ (xs)J (dxdx)ts =
m∑
a,b=1
∂bφ
a (xs)J
(
dxadxb
)
ts
ea ⊗ eb,
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segue que (2.4.2) pode ser reescrita como
J (dxdφ ◦ x)ts = Dφ (xs)J (dxdx)ts + J (dxdxd (Dφ ◦ x))ts ,
substituindo esta u´ltima igualdade em (2.4.1) resulta que
J (dxφ (x))ts = φ (xs) δxts +Dφ (xs)J (dxdx)ts + J (dxdxd (Dφ ◦ x))ts ,
isto e´,
J (dxφ (x)) = δxφ ◦ x+ J (dxdx)Dφ ◦ x+ J (dxdxd (Dφ ◦ x)) .
Logo, para podermos definir J (dxφ (x)) atrave´s da fo´rmula da direita no caso em que x
na˜o e´ diferencia´vel, temos o termo problema´tico J (dxdxd (Dφ ◦ x)). Apenas sabemos como
este deve comportar-se sob a ac¸a˜o do operador δ (ver Proposic¸o˜es 2.1.2 e 1.2.10, lembrar que
δ (δx) = 0) :
δJ (dxφ (x)) = δ (δxφ ◦ x) + δ (J (dxdx)Dφ ◦ x) + δJ (dxdxd (Dφ ◦ x))
= −δxδφ ◦ x+ δxδxDφ ◦ x− J (dxdx) δDφ ◦ x+ δJ (dxdxd (Dφ ◦ x))
= 0.
Logo
δJ (dxdxd (Dφ ◦ x)) = δxδφ ◦ x− δxδxDφ ◦ x+ J (dxdx) δDφ ◦ x
= δx[δφ ◦ x− δxDφ ◦ x] + J (dxdx) δDφ ◦ x. (2.4.3)
Note que, neste esta´gio, o lado direito de (2.4.3) esta´ bem definido independentemente
da regularidade de x. Vamos mostrar que o lado direito esta´ no domı´nio de Λ quando (x,x)
for um p-rough path (2 ≤ p < 3) e φ ∈ C2−Ho¨lloc . Consequentemente, definiremos
J (dxdxd (Dφ ◦ x)) := Λ (δx[δφ ◦ x− δxDφ ◦ x] + xδDφ ◦ x) ,
o que resolveria nosso problema.
De fato, resta mostrarmos o seguinte resultado.
Lema 2.4.4. Sejam (x,x) um p−rough path a valores em V e φ ∈ C(γ−1)−Ho¨lloc (V, L (V,W ))
(2 ≤ p < γ ≤ 3). Enta˜o
δx[δφ ◦ x− δxDφ ◦ x] ∈ Cγ/p3 (I,W )
xδDφ ◦ x ∈ Cγ/p3 (I,W )
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Demonstrac¸a˜o. Usando o Lema 1.3.6 com U1 = V, U2 = L (V,W ) e z = x, resulta que
δφ ◦ x− δxDφ ◦ x ∈ C(γ−1)/p2 (I, L (V,W ))
e que
‖δφ ◦ x− δxDφ ◦ x‖(γ−1)/p ≤ ‖φ‖(γ−1)−Ho¨l,K ‖x‖γ−11/p ,
para algum compacto K ⊂ V . Logo,
δx[δφ ◦ x− δxDφ ◦ x] ∈ Cγ/p3 (I,W )
Agora vamos mostrar que xδDφ ◦ x ∈ Cγ/p3 (I,W ). Fixamos s < u < t em I, logo
|(xδDφ ◦ x)tus| = |(Dφ (xu)−Dφ (xs)) (xtu)|
≤ |Dφ (xu)−Dφ (xs)| |xtu|
≤ ‖Dφ‖(γ−2)−Ho¨l,K |xu − xs|γ−2 ‖x‖C2/p2 (I,V ⊗2) |t− s|
2/p
≤ ‖Dφ‖(γ−2)−Ho¨l,K ‖x‖C2/p2 ‖x‖
γ−2
C1/p |u− s|
γ−2
p |t− s|2/p
≤ ‖Dφ‖(γ−2)−Ho¨l,K ‖x‖C2/p2 ‖x‖
γ−2
C1/p |t− s|γ/p
onde K = x (I). Resulta que
‖xδDφ ◦ x‖γ/p ≤ ‖Dφ‖(γ−2)−Ho¨l,K ‖x‖C2/p2 ‖x‖
γ−2
C1/p
< ∞.
Isto e´, mostramos que xδDφ ◦ x ∈ Cγ/p3 (I,W ).
Agora, podemos definir (desde que estivermos nas hipo´teses do lema anterior) a seguinte
integral
Proposic¸a˜o 2.4.5 (Existeˆncia da Integral). Sejam (x,x) um p−rough path a valores em V
e φ ∈ C(γ−1)−Ho¨lloc (V, L (V,W )) (2 ≤ p < γ ≤ 3). Enta˜o
J (dxφ (x)) = δxφ ◦ x+ xDφ ◦ x+ Λ (δx[δφ ◦ x− δxDφ ◦ x] + xδDφ ◦ x)
esta´ bem definida e valem as seguintes igualdades
J (dxφ (x))ts = (id− Λδ) [δxφ ◦ x+ xDφ ◦ x]ts (2.4.4)
= lim
|P∩[s,t]|→0
∑
ti∈P
[
φ (xti) δxti+1ti +Dφ (xti) xti+1ti
]
(2.4.5)
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Demonstrac¸a˜o. A boa definic¸a˜o de J (dxφ (x)) segue do lema anterior. Enquanto que a
igualdade (2.4.4) segue de aplicar δ no argumento [δxφ ◦ x+ xDφ ◦ x], usar a linearidade de
Λ e as propriedades elementares dos incrementos.
Ja´ a igualdade (2.4.5) e´ uma consequeˆncia imediata do Corola´rio 1.4.6. Deste modo,
podemos interpretar φ (xti) δxti+1ti + Dφ (xti) xti+1ti como sendo a versa˜o corrigida do inte-
grando φ (xti) δxti+1ti , o qual e´ mais natural.
Notac¸a˜o 2.4.6. Quando for necessa´rio, denotaremos J (dxφ (x)) por
J (dxφ (x)) = J (d (x,x)φ (x)) =
∫
d (x,x)φ (x)
para ressaltar a dependeˆncia de (x,x).
Proposic¸a˜o 2.4.7 (Continuidade da Integral). Seja φ ∈ C(γ−1)−Ho¨lloc (V, L (V,W )) (2 ≤ p <
γ ≤ 3 e dimV < ∞). Enta˜o a integral de φ ao longo de (x,x) depende continuamente de
(x,x), ou seja,
J : Ωp,o (I, V ) → Cαγ/p2 (I,W )
(x,x) 7→ J (d (x,x)φ)
(p < αγ ≤ 3) e´ cont´ınua.
Demonstrac¸a˜o. Pela definic¸a˜o da integral, eq. (2.4.4),
J (dxφ (x)) = (id− Λδ) [δxφ ◦ x+ xDφ ◦ x]
= δxφ ◦ x+ xDφ ◦ x− Λδ (δxφ ◦ x+ xDφ ◦ x) .
Vamos mostrar a continuidade das aplicac¸o˜es x 7→ δxφ ◦ x e (x,x) 7→ xDφ ◦ x. Para
isto fixamos α ∈ (0, 1) tal que 2 ≤ p < αγ ≤ 3 (veremos adiante que isto garante que
δxφ◦x+xDφ◦x esta´ no domı´nio de Λδ). Em especial aqui temos que φ ∈ C1−Ho¨l, logo pela
demonstrac¸a˜o da Proposic¸a˜o 2.3.2 sabemos que a aplicac¸a˜o x 7→ δxφ ◦ x e´ cont´ınua e que
δxφ ◦ x ∈ C2α/p2 .
Vamos mostrar que a aplicac¸a˜o (x,x) 7→ xDφ◦x e´ cont´ınua. ComoDφ ∈ C(γ−2)−Ho¨l (V, L (V ⊗2,W ))
e como x ∈ C1/21,o , segue que aplicando o Lema 1.3.9 temos que
Ω (x) = Dφ ◦ x ∈ Cα(γ−2)/p1,o .
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e Ω e´ cont´ınua.
Agora sejam s < t e (x,x) , (xn,xn) ∈ Ωp,o (I, V ) tais que dp − lim (xn,xn) = (x,x).
Temos que vale
Dφ (xs) xts −Dφ (xns ) xnts = (Dφ (xs)−Dφ (xns )) xts +Dφ (xns ) (xts − xnts) .
Por um lado podemos majorar (Dφ (xs)−Dφ (xns )) xts da seguinte maneira
|(Dφ (xs)−Dφ (xns )) xts| ≤ |Dφ (xs)−Dφ (xns )| |xts|
≤ ‖Dφ‖(γ−2)−Ho¨l,K |xs − xns |γ−2 ‖x‖2/p (t− s)2/p
≤ ‖Dφ‖(γ−2)−Ho¨l,K ‖x− xn‖∞ ‖x‖2/p (t− s)2/p
≤ ‖Dφ‖(γ−2)−Ho¨l,K ‖x− xn‖∞ ‖x‖2/p T 1/p (t− s)1/p ,
onde K e´ uma bola fechada de raio suficientemente grande que conte´m x (I) , xn (I) e
(x− xn) (I) (∀n). Usando na desigualdade acima que ‖x− xn‖∞ ≤ ‖x− xn‖1/p T 1/p im-
plica que vale o seguinte limite.
lim
n→∞
‖x (Dφ ◦ x−Dφ ◦ xn)‖1/p = 0.
Por outro lado podemos majorar Dφ (xns ) (xts − xnts) da seguinte maneira
|Dφ (xns ) (xts − xnts)| ≤ |Dφ (xns )| |xts − xnts|
≤ ‖Dφ‖∞,K ‖x− xn‖2/p (t− s)2/p
≤ ‖Dφ‖∞,K ‖x− xn‖2/p T 1/p (t− s)1/p .
Logo
lim
n→∞
‖(x− xn)Dφ ◦ x‖1/p = 0.
Portanto podemos concluir que
lim
n→∞
‖Dφ (xs) xts −Dφ (xns ) xnts‖1/p = 0,
ou seja (x,x) 7→ xDφ ◦ x e´ cont´ınua. Observamos que esta continuidade segue fundamen-
talmente dos seguintes fatos: em primeiro lugar a linearidade de Dφ (xs) (·) e em segundo
que x ∈ C1/p e x ∈ C2/p. Portanto com a mesma demonstrac¸a˜o podemos concluir que as
seguintes aplicac¸o˜es sa˜o cont´ınuas (na topologia dada por dp)
(x,x) 7→ δxδxDφ ◦ x (2.4.6)
(x,x) 7→ δxδφ ◦ x (2.4.7)
(x,x) 7→ xδDφ ◦ x. (2.4.8)
Cap´ıtulo 2 • Aplicac¸o˜es 45
Resta mostrar que (x,x) 7→ Λδ (δxφ ◦ x+ xDφ ◦ x) e´ cont´ınua. Aplicando δ temos que
δ (δxφ ◦ x+ xDφ ◦ x) = δx [−δφ ◦ x+ δxDφ ◦ x] + xδDφ ◦ x (2.4.9)
Como α < 1 temos que φ ∈ C(αγ−1)−Ho¨l e que 2 ≤ p < αγ < 3, logo aplicando o Lema 1.3.6
para z = x, resulta que
−δφ ◦ x+ δxDφ ◦ x ∈ C
αγ−1
p
2 (I,W ) ,
logo
δx [−δφ ◦ x+ δxDφ ◦ x] ∈ Cαγ/p3 (I,W ) .
Pelas eq. (2.4.6) e (2.4.7) e pela linha anterior temos que x 7→ δx [−δφ ◦ x+ δxDφ ◦ x] ∈
Cαγ/p2 e´ cont´ınua. Agora, a eq. (2.4.8) diz que (x,x) 7→ xδDφ ◦ x e´ cont´ınua. Precisamos
mostrar que xδDφ ◦ x ∈ Cαγ/p3 para aplicarmos Λ na eq. (2.4.9). O Lema 1.3.9 temos
que Ω (x) = Dφ ◦ x ∈ Cα
γ−2
p
1 . Logo δDφ ◦ x ∈ C
α γ−2
p
2 e portanto xδDφ ◦ x ∈ Cαγ/p3 , como
quer´ıamos. Enta˜o aplicando Λ em (2.4.9) resulta que (x,x) 7→ Λδ (δxφ ◦ x+ xDφ ◦ x) ∈
Cαγ/p2 e´ cont´ınua, pois Λ e´ cont´ınua.
Logo provamos que
(x,x) 7→ δxφ ◦ x+ xDφ ◦ x− Λδ (δxφ ◦ x+ xDφ ◦ x) ∈ Cαγ/p2
e´ cont´ınua, ou seja, a integral depende continuamente do rough path (x,x).
Observac¸a˜o 2.4.8. Sabemos que C1/p ⊂ C1/q se 1 ≤ p < q. Uma pergunta natural e´ se vale,
de alguma forma, a seguinte inclusa˜o
{p− rough path (1 ≤ p < 2)} ⊂ {p− rough path (2 ≤ p < 3)}?
Entretanto se nos adiantarmos respondendo (afirmativamente) esta questa˜o, isto nos levaria
a va´rios outros perguntas: por que na˜o escrever as contas com a hipo´tese 1 ≤ p < 3? Por que
fo´rmulas “diferentes” para as integrais ao longo de x (comparar (2.3.1)e (2.4.4))? Assim,
preferimos esclarecer estas questo˜es num contexto mais amplo, na sec¸a˜o seguinte.
2.5 Integrais iteradas mu´ltiplas
E´ poss´ıvel construir integrais iteradas, J (dx . . . dx), de um caminho x desde que conhec¸amos
suficientes integrais iteradas de ordem baixa. Isto e´, se x ∈ C1/p (V ) (1 ≤ p < 2) enta˜o para
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definirmos J (dx . . . dx) e´ suficiente conhecermos J (dx)(= δx); e se x ∈ C1/p (V ) (2 ≤ p < 3)
enta˜o para definirmos J (dx . . . dx) e´ suficiente conhecermos J (dx) e J (dxdx)(= x).
O procedimento e´ simples. Queremos preservar a relac¸a˜o de Chen (2.1.1). Portanto,
observando que quando aplicamos δ numa integral iterada obtemos uma relac¸a˜o em termos
de integrais iteradas de ordem inferior. Segue que se esta relac¸a˜o estiver no domı´nio da
aplicac¸a˜o Λ enta˜o podemos inverter δ, definindo as integrais de ordem superior e resolvendo
nosso problema.
2.5.1 Integrais iteradas de ordem 2:
Para 2 ≤ p < 3 definimos
J (dxdx) := x.
Para 1 ≤ p < 2 definimos
J (dxdx) := Λ (δxδx) ,
pois, desta maneira, J (dxdx) e´ o u´nico 2-incremento em C2/p2 (V ⊗2) tal que δJ (dxdx) =
δxδx (ie, δJ (dxdx)tus = δxtu ⊗ δxus).
Observac¸a˜o 2.5.1. Devido a unicidade de J (dxdx) quando 1 ≤ p < 2, temos que as
equac¸o˜es (2.3.1) e (2.4.4), que definem J (dxφ (x)) em cada caso, coincidem se φ ∈ Cγ−Ho¨lloc
(γ > 2p− 1 ≥ 1). Mais precisamente:
Proposic¸a˜o 2.5.2. Sejam x ∈ C1/p ([0, T ], V ) (1 ≤ p < 2) e φ ∈ Cγ−Ho¨lloc (V, L (V,W ))
(γ > 2p− 1). Definindo x :=J (dxdx), temos que vale a igualdade
J (dxφ (x)) = J (d (x,x)φ (x)) ,
em outras palavras,
J (dxφ (x)) = (id− Λδ) [δxφ ◦ x]
= (id− Λδ) [δxφ ◦ x+ xDφ ◦ x]
Demonstrac¸a˜o. Das hipo´teses e das equac¸o˜es (2.3.2) e (2.4.5) temos que os seguintes limites
existem
lim
|P|→0
∑
ti∈P
φ (xti) δxti+1ti ,
lim
|P|→0
∑
ti∈P
Dφ (xti) xti+1,ti .
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So´ resta verificar que lim|P|→0
∑
ti∈P Dφ (xti) xti+1,ti = 0. De fato,∣∣∣∑
ti∈P
Dφ (xti) xti+1,ti
∣∣∣ ≤ ‖Dφ‖∞,x([0,T ]) ‖x‖C2/p2 ∑ti∈P |ti+1 − ti|2/p
≤ ‖Dφ‖∞,x([0,T ]) ‖x‖C2/p2 |P|
1− 2
p
∑
ti∈P
|ti+1 − ti|
= ‖Dφ‖∞,x([0,T ]) ‖x‖C2/p2 |P|
1− 2
p T,
como 2
p
> 1 temos que
lim
|P|→0
∑
ti∈P
Dφ (xti) xti+1,ti = 0.
2.5.2 Integrais iteradas de ordem 3:
Seja (x,x) um p−rough path (1 ≤ p < 3) podemos definir J (dxdxdx) como anteriormente.
Queremos que seja verdadeira a relac¸a˜o de Chen, enta˜o
δJ (dxdxdx) = J (dx)J (dxdx) +J (dxdx)J (dx)
= δxx + xδx
e como o lado direito da equac¸a˜o pertence a` C3/p3 (I, V ⊗3) e 3p > 1, resulta que esta´ no domı´nio
de Λ. Definimos enta˜o
J (dxdxdx) := Λ (δxx + xδx)
O procedimento para definir J (dx . . . dx) e´ ana´logo.
2.6 Integrac¸a˜o ao longo de p-Rough Path, 1 ≤ p <∞
Aqui vamos dar uma ide´ia das dificuldades de se estudar o caso geral de rough paths e indicar
as refereˆncias para prosseguir o estudo. Tambe´m comentamos as diferenc¸as ba´sicas entre as
duas abordagens principais: via os funcionais multiplicativos de T. Lyons e via a integrac¸a˜o
alge´brica de M. Gubinelli.
Definic¸a˜o 2.6.1. Se bpc = n, isto e´ n ≤ p < n+1 com n ∈ N, dizemos que (x,x2, , . . . ,xbpc)
e´ p-rough path se cada xk satisfaz a relac¸a˜o de Chen, isto e´,
δxk =
k−1∑
j=1
xk−jxj
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e xk ∈ Ck/p2
(
I, V ⊗k
)
para todo k.
Com as ferramentas ja´ desenvolvidas, a u´nica dificuldade em definir a integral J (dxφ (x))
e´ computacional. O algoritmo e´ o mesmo: supor φ e x diferencia´veis e expandir o termo
J (dxdxd (Dφ ◦ x)) ate´ sua n−e´sima ordem, de modo que possamos garantir que quando(
x,x2, , . . . ,xbpc
)
for um p-rough path, o termo J (dxdx · · · dxd (Dn−1φ ◦ x)) estara´ no domı´nio
de Λ. No final chegar´ıamos numa expressa˜o do tipo
J (dxφ (x)) := (id− Λδ) [δxφ ◦ x+ x2Dφ ◦ x+ · · ·+ xnDn−1φ ◦ x]
ou ainda
J (dxφ (x)) = lim
|P|→0
∑
ti∈P
φ (xti) δxti+1ti +
n∑
j=1
Djφ (xti) x
j
ti+1ti
e aqui aparece o novo integrando corrigido φ (xti) δxti+1ti +
∑n
j=1D
jφ (xti) x
j
ti+1ti .
Para seguir este me´todo computacional, M. Gubinelli foi ale´m. Ao inve´s de indexar as
integrais iteradas “apenas” nos N, ele utilizar a´rvores finitas, [11], [8], [13]. Deste modo
cada integral xj e´ vista como um galho (branch) linear de comprimento j. Ele introduziu os
branched rough paths. Estes novos objetos se mostraram u´teis em alguns casos da KdV [10],
da Navier-Stokes [9] e Diagramas de Feynman [13]. Bem como equac¸o˜es de evoluc¸a˜o infinito
dimensionais nos trabalhos em conjunto com S. Tindel e A. Lejay, [13] e [14].
Ja´ na visa˜o de T. Lyons, P. Friz, para lidar com p-rough path, adota-se uma postura
mais geome´trica. Atrave´s da relac¸a˜o de Chen, cria um grupo dentro da algebra tensorial
T n (V ) truncada no n´ıvel n e introduz uma me´trica tipo Ho¨lder. A partir da´ı tem um grupo
de Carnot, com ricas propriedades, e enta˜o estuda-se todos os objetos que esta˜o no escopo
da teoria atrave´s de aproximac¸o˜es por geode´sicas deste grupo.
As geode´sicas sa˜o, de certo modo, curvas diferencia´veis por partes tais que suas integrais
iteradas ate´ uma certa ordem aproximam (na me´trica do grupo) o rough path (x,x2, . . . ,xn).
Os rough paths que podem ser aproximados por geode´sica sa˜o chamados de rough paths
geome´tricos, T. Lyons [15]. E estes sa˜o os objetos fundamentais para esta abordagem. Para
uma boa refereˆncia para estudar esta abordagem e estes objetos ver Parte 2 do livro de P.
K. Friz e N. B. Victoir [6].
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2.7 Alguns resultados de T. Lyons [16]
Os teoremas desta sec¸a˜o fornecem as te´cnicas fundamentais na abordagem de T. Lyons e
podem ser encontrados em [16], [17, p 35]. Sa˜o conhecidos como Teorema da extensa˜o e
Teorema do funcional quase multiplicativo (ou Teorema do quase rough path).
Devido a generalidade da aplicac¸a˜o costura, Λ, e´ poss´ıvel obtermos demonstrac¸o˜es sim-
ples. Apresentaremos aqui as demonstrac¸o˜es fornecidas por M. Gubinelli, [7].
Os resultados demonstrados aqui na˜o sera˜o usados no texto da dissertac¸a˜o nem sa˜o
importantes para a abordagem que utilizamos (seguindo o autor M. Gubinelli) para a teoria
dos rough paths.
Denotamos por T (n) (V ) (n ∈ N) a` a´lgebra tensorial truncada na ordem n. Isto e´,
T (n) (V ) =
n⊕
i=0
V ⊗n,
sendo V ⊗0 = R. T (n) (V ) e´ munido do seguinte produto. Sejam u = (u0, . . . , un) , v =
(v0, . . . , vn) ∈ T (n) (V ), definimos u⊗ v por
u⊗ v =
(
u0v0, u1v0 + u0v1, . . . ,
∑k
i=0
ui ⊗ vk−i, . . .
)
Definic¸a˜o 2.7.1. Um funcional multiplicativo de grau n e´ um 2-incremento Z = (Z0, Z1, . . . , Zn) ∈
C2
(
I, T (n) (V )
)
tal que
Z0 = 1
e as outras componentes satisfazem a relac¸a˜o de Chen, isto e´,
δZk =
k−1∑
j=1
Zk−jZj
Exemplo 2.7.2. Sejam
(
x,x2, . . . ,xbpc
)
um p−rough path. Enta˜o Z = (1, δx,x2, . . . ,xbpc)
e´ um funcional multiplicativo de grau bpc.
A vantagem de introduzir a coordenada Z0 = 1 e´ que podemos relacionar a relac¸a˜o
de Chen com o produto da a´lgebra T (n) (V ) da seguinte maneira. Sejam t, u, s ∈ I, e
Z = (Z0, . . . , Zn) ∈ T (n) (V ) um funcional multiplicativo. Enta˜o, segue da relac¸a˜o de Chen
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que
Zkts = Z
k
tu + Z
k
us +
k−1∑
j=1
Zk−jtu ⊗ Zjus
= Zktu ⊗ 1 + 1⊗ Zkus +
k−1∑
j=1
Zk−jtu ⊗ Zjus
=
k∑
j=0
Zk−jtu ⊗ Zjus,
(1 ≤ k ≤ n). Logo
Zts = Ztu ⊗ Zus
Observac¸a˜o 2.7.3. Na abordagem de T. Lyons, [16], um p−rough path e´ definido como
sendo um funcional multiplicativo de grau bpc tal que ∣∣Zkts∣∣ ≤ αk|t−s|k/pk! (1 ≤ k ≤ bpc), para
algum α > 0. Entretanto, e´ desnecessa´rio introduzir este formalismo ja´ que o intuito da
dissertac¸a˜o e´ apenas o caso 1 ≤ p < 3.
Definic¸a˜o 2.7.4. Um 2-incremento Z = (Z0, . . . , Zn) ∈ C2
(
I, T (n) (V )
)
e´ denominado de
funcional quase-multiplicativo se existe R = (R1, . . . , Rn) ∈ C2
(
I, T (n) (V )
)
tal que Rk ∈
Cµ2
(
I, V ⊗k
)
(µ > 1 e k = 1, . . . , n) e verificam
δZk =
k−1∑
j=1
Zk−jZj +Rk,
(k = 1, . . . , n).
Para as demonstrac¸o˜es, e´ conveniente introduzirmos multi-´ındices na relac¸a˜o de Chen.
Notac¸a˜o 2.7.5. Denotaremos os multi-´ındices por letras do alfabeto latino com uma barra
acima: a¯, b¯,... Dois multi-´ındices juntos indicam concatenac¸a˜o. Por exemplo se b¯ = (a1, a2)
e c¯ = (a3, a4) enta˜o b¯c¯ significa que (a1, a2, a3, a4). Vamos utiliza´-los junto com o s´ımbolo de
somato´rio da seguinte maneira, para a¯ = (a1, . . . , an) fixo,∑
b¯c¯=a¯
,
significa que estamos somando para todos b¯ e c¯ da forma
b¯ = (a1, . . . , ak) ,
c¯ = (ak, . . . , an) ,
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(1 ≤ k ≤ n− 1).
Exemplo 2.7.6. A relac¸a˜o de Chen
δZk =
k−1∑
j=1
Zk−jZj,
em coordenadas, e´ escrita como
δZ a¯ =
∑
b¯c¯=a¯
Z b¯Z c¯.
Teorema 2.7.7 (Teorema do funcional quase multiplicativo). Sejam I = [0, T ] ⊂ R e
p ∈ [1,∞). Seja Z = (Z0, . . . , Zbpc) um funcional quase-multiplicativo de grau bpc tal que
δZk −
k−1∑
j=1
Zk−jZj ∈ Cµ3
(
I, V ⊗k
)
Zk ∈ Ck/p2
(
I, V ⊗k
)
,
(1 ≤ k ≤ bpc e µ > 1). Enta˜o existe um u´nico funcional multiplicativo Z˜ =
(
Z˜0, . . . , Z˜bpc
)
∈
C2
(
I, T (bpc) (V )
)
tal que
Z˜k ∈ Ck/p2
(
I, V ⊗k
)
,∥∥∥Zk − Z˜k∥∥∥
Cµ2
<∞,
(1 ≤ k ≤ bpc).
Demonstrac¸a˜o. E´ suficiente mostrarmos que existe um funcional u´nico multiplicativo Z˜ ∈
C2
(
I, T (bpc) (V )
)
tal que
Z = Z˜ +Q, (2.7.1)
para algum Q ∈ C2
(
I, T (bpc) (V )
)
tal que Qk ∈ Cµ2
(
I, V ⊗k
)
. Isto resolve nosso problema,
pelos seguintes motivos.
1.
∥∥∥Zk − Z˜k∥∥∥
µ
=
∥∥Qk∥∥
µ
<∞.
2. Z˜kts ∈ Ck/p2
(
I, V ⊗k
)
, pois,∣∣∣Z˜kts∣∣∣ ≤ ∣∣Zkts∣∣+ ∣∣Qkts∣∣
≤
∥∥∥Z˜k∥∥∥
k/p
|t− s|k/p + ∥∥Qk∥∥
k/p
|t− s|k/p ,
e como
∥∥Qk∥∥
k/p
≤ T µ− kp ∥∥Qk∥∥
µ
<∞ (µ− k
p
> 0) resulta que Z˜kts ∈ Ck/p2
(
I, V ⊗k
)
.
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Procederemos por induc¸a˜o em |a¯| para demonstrar a existeˆncia de Z˜ e de Q, provando
a igualdade (2.7.1) coordenada a coordenada. Para |a¯| = 1, segue da definic¸a˜o de funcional
quase-multiplicativo que
δZ a¯tus = R
a¯
tus,
com Ra¯ ∈ Cµ3 (I,R). Logo segue do Corola´rio 1.4.6 que a seguinte decomposic¸a˜o e´ u´nica
Z a¯ = δf + ΛδZ a¯,
com f ∈ C1 (I,R). Enta˜o definindo
Z˜ a¯ : = δf
Qa¯ : = ΛδZ a¯ ∈ Cµ2 (I,R)
temos que
δZ˜ a¯ = 0,
isto e´, Z˜ a¯ e´ multiplicativo. Logo Z˜ a¯ e´ o u´nico funcional multiplicativo que satisfaz
Z a¯ = Z˜ a¯ +Q|a¯|
com Qa¯ ∈ Cµ2 (I,R), terminando este caso.
Agora provaremos o passo indutivo. A hipo´tese de induc¸a˜o diz que existem u´nicos fun-
cionais multiplicativos Z˜ a¯ ∈ C|a¯|/p2
(
I, V ⊗|a¯|
)
(1 ≤ |a¯| ≤ k − 1) tais que satisfazem
Z a¯ = Z˜ a¯ +Qa¯,
onde Qa¯ ∈ Cµ2
(
I, V ⊗|a¯|
)
. Pela hipo´tese de induc¸a˜o e pela definic¸a˜o de funcional quase-
multiplicativo segue que, para |a¯| = k,
δZ a¯ =
∑
b¯c¯=a¯
Z b¯Z c¯ +Ra¯
=
∑
b¯c¯=a¯
(
Z˜ b¯ +Qb¯
)(
Z˜ c¯ +Qc¯
)
+Ra¯
=
∑
b¯c¯=a¯
Z˜ b¯Z˜ c¯ +
∑
b¯c¯=a¯
(
Z b¯Qc¯ +Qb¯Z c¯ +Qb¯Qc¯
)
+Ra¯
=
∑
b¯c¯=a¯
Z˜ b¯Z˜ c¯ + R˜a¯, (2.7.2)
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onde
R˜a¯ =
∑
b¯c¯=a¯
(
Z b¯Qc¯ +Qb¯Z c¯ +Qb¯Qc¯
)
+Ra¯
= δZ a¯ −
∑
b¯c¯=a¯
Z˜ b¯Z˜ c¯. (2.7.3)
Mostraremos que R˜a¯ ∈ ZCµ3 (I,R) (domı´nio de Λ). Cada parcela da equac¸a˜o (2.7.3) esta´
em Cµ3 , logo R˜a¯ ∈ Cµ3 (I,R) . Tambe´m temos que
δR˜a¯ = δ
(
δZ a¯ −
∑
b¯c¯=a¯
Z˜ b¯Z˜ c¯
)
= 0−
∑
b¯c¯=a¯
δ
(
Z˜ b¯Z˜ c¯
)
= −
∑
b¯c¯=a¯
δZ˜ b¯Z˜ c¯ +
∑
b¯c¯=a¯
Z˜ b¯δZ˜ c¯
= −
∑
b¯c¯=a¯
∑
d¯e¯=b¯
Z˜ d¯Z˜ e¯Z˜ c¯ +
∑
b¯c¯=a¯
∑
d¯e¯=c¯
Z˜ b¯Z˜ d¯Z˜ e¯
= 0.
Portanto R˜a¯ ∈ Kerδ ∩ Cµ3 (I,R) = ZCµ3 (I,R), como quer´ıamos.
Agora, podemos definir
Qa¯ := ΛR˜a¯ ∈ Cµ2 (I,R) (2.7.4)
e tambe´m
Z˜ a¯ = Z a¯ −Qa¯.
Desta forma Z˜ a¯ e´ u´nico. Ainda mais, Z˜ a¯ e´ multiplicativo, pois como δΛ = id e por (2.7.2) e
(2.7.4) temos que
δZ˜ a¯ = δZ a¯ − δQa¯
=
(∑
b¯c¯=a¯
Z˜ b¯Z˜ c¯ + R˜a¯
)
− δΛR˜a¯
=
∑
b¯c¯=a¯
Z˜ b¯Z˜ c¯.
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Teorema 2.7.8 (Teorema da extensa˜o). Sejam p ∈ [1,∞) e n ∈ N tais que bpc ≤ n. Seja
Z um funcional multiplicativo de grau n tal que
Zk ∈ Ck/p2
(
I, V ⊗k
)
e ∑
|a¯|=k
‖Z a¯‖k/p ≤ β
αk
k!
, (2.7.5)
(1 ≤ k ≤ n), onde α, β > 0. Se β e´ suficientemente pequeno (ie, satisfaz (2.7.8)) enta˜o
existe um u´nico Z : I2 → T ((V )) tal que e´ um funcional multiplicativo, estende Z e satisfaz
(2.7.5) para todo k ∈ N.
Demonstrac¸a˜o. Usaremos induc¸a˜o em k. O passo inicial k = n, e´ verdadeiro pelas hipo´teses
do teorema. Para a hipo´tese indutiva, supomos que k > n e que vale∑
|a¯|=j
‖Z a¯‖j/p ≤ β
αj
j!
,
(1 ≤ j ≤ k). Provaremos que Z pode ser estendido a` um funcional de grau k + 1 de modo
que a desigualdade acima ainda seja verdadeira com o mesmo β.
Seja a¯ tal que |a¯| = k+ 1. Provaremos que existe um u´nico Z a¯ ∈ C
k+1
p
2 (I,R) tal que vale
δZ a¯ =
∑
b¯c¯=a¯
Z b¯Z c¯.
O fundamental e´ mostrar que o lado direito pertence a ZC
k+1
p
3 (I,R) . Primeiramente, vejamos
que
∥∥∥∑b¯c¯=a¯ Z b¯Z c¯∥∥∥ k+1
p
<∞. Da hipo´tese de induc¸a˜o temos que Z b¯ ∈ C|b¯|/p2 (I,R) e que Z c¯ ∈
C|c¯|/p2 (I,R), logo Z b¯Z c¯ ∈ Ck+1/p3 (I,R) (
∣∣b¯∣∣+ |c¯| = |a¯| = k+ 1). Portanto ∥∥∥∑b¯c¯=a¯ Z b¯Z c¯∥∥∥ k+1
p
<
∞. Lembramos ZC
k+1
p
3 = Ck+1/p3 ∩ker δ, portanto devemos mostrar que δ
(∑
b¯c¯=a¯ Z
b¯Z c¯
)
= 0.
Isto segue, pois Z b¯ e Z c¯ sa˜o multiplicativos pela hipo´tese de induc¸a˜o. Logo aplicando (1.2.2)
da Proposic¸a˜o 1.2.10 (regra de Leibniz) em Z b¯Z c¯ temos que
δ
(∑
b¯c¯=a¯
Z b¯Z c¯
)
=
∑
b¯c¯=a¯
δ
(
Z b¯Z c¯
)
=
∑
b¯c¯=a¯
δZ˜ b¯Z˜ c¯ −
∑
b¯c¯=a¯
Z˜ b¯δZ˜ c¯
=
∑
b¯c¯=a¯
∑
d¯e¯=b¯
Z˜ d¯Z˜ e¯Z˜ c¯ −
∑
b¯c¯=a¯
∑
d¯e¯=c¯
Z˜ b¯Z˜ d¯Z˜ e¯
= 0.
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Logo, mostramos que
∑
b¯c¯=a¯ Z
b¯Z c¯ ∈ ZC
k+1
p
3 (k + 1 > p), ou seja,
∑
b¯c¯=a¯ Z
b¯Z c¯ ∈ ZC
k+1
p
3 esta´
no domı´nio de Λ. Definimos Z a¯ via Λ,
Z a¯ := Λ
(∑
b¯c¯=a¯
Z b¯Z c¯
)
.
Logo, pelas propriedades de Λ, Z a¯ e´ o u´nico 2-incremento em C
k+1
p
2 (I,R) que satisfaz
δZ a¯ =
∑
b¯c¯=a¯
Z b¯Z c¯,
em outras palavras,
(
Z0, . . . , Zk+1
)
e´ o u´nico funcional multiplicativo de grau k + 1 que
estende Z.
Provaremos que
(
Z0, . . . , Zk+1
)
satisfaz (2.7.5). Segue da desigualdade de Λ (1.4.3) que
‖Z a¯‖ k+1
p
≤ 1
2(k+1)/p − 2
∑
b¯c¯=a¯
∥∥∥Z b¯Z c¯∥∥∥
k+1
p
,
somando em |a¯| = k + 1temos que
∑
|a¯|=k+1
‖Z a¯‖ k+1
p
≤ 1
2(k+1)/p − 2
∑
|a¯|=k+1
∑
b¯c¯=a¯
∥∥∥Z b¯Z c¯∥∥∥
k+1
p
. (2.7.6)
Como ∥∥∥Z b¯Z c¯∥∥∥
k+1
p
≤
∥∥∥Z b¯∥∥∥
b¯/p
‖Z c¯‖c¯/p , (2.7.7)
substituindo (2.7.7) em (2.7.6) segue que
∑
|a¯|=k+1
‖Z a¯‖ k+1
p
≤ 1
2(k+1)/p − 2
∑
|a¯|=k+1
∑
b¯c¯=a¯
∥∥∥Z b¯∥∥∥
b¯
k
‖Z c¯‖ c¯
k
=
1
2(k+1)/p − 2
k∑
i=1
∑
|b¯|=i
∑
|c¯|=k+1−i
∥∥∥Z b¯∥∥∥
b¯
k
‖Z c¯‖ c¯
k
.
Logo da desigualdade anterior, usando (2.7.5) para Z b¯ e Z c¯ (
∣∣b¯∣∣ + |c¯| = k + 1) e, em
seguida, usando a fo´rmula do binoˆmio de Newton segue que
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∑
|a¯|=k+1
‖Z a¯‖ k+1
p
≤ 1
2(k+1)/p − 2
k∑
i=1
β
α|b¯|
i!
β
a|c¯|
(k + 1− i)!
=
β2αk+1
2(k+1)/p − 2
k+1∑
i=0
1
i!
1
(k + 1− i)!
=
β2αk+1
2(k+1)/p − 2
(1 + 1)k+1
(k + 1)!
.
Portanto escolhendo β tal que
0 < β ≤ min
k>n
2(k+1)/p − 2
2k+1
(2.7.8)
segue que ∑
|a¯|=k+1
‖Z a¯‖ k+1
p
≤ βα
k+1
(k + 1)!
.
Terminando este passo da induc¸a˜o.
Notamos que β independe de k, logo a majorac¸a˜o acima vale para todo k > n, ou seja,
e´ poss´ıvel estender Z de maneira multiplicativa a qualquer grau.
CAPI´TULO 3
EQUAC¸O˜ES DIFERENCIAIS
ROUGH
Neste cap´ıtulo vamos utilizar o esquema de Euler para provar existeˆncia e unicidade de
soluc¸o˜es de equac¸o˜es diferenciais da forma
dy (t) = φ (y (t)) dx (t) (3.0.1)
onde x na˜o e´ diferencia´vel. A. M. Davie, [5], foi o primeiro autor a utilizar o esquema de
Euler (modificado) para aproximar discretamente a soluc¸a˜o (ou melhor, a aproximac¸a˜o esta´
definida apenas numa partic¸a˜o do intervalo) da equac¸a˜o diferencial (3.0.1), conduzindo a
uma demonstrac¸a˜o simples e direta para os teoremas de existeˆncia e unicidade de soluc¸o˜es
(locais no tempo). A demonstrac¸a˜o apresentada aqui, desenvolvida por no´s, e´ baseada do
artigo A. M. Davie [5].
Nossa demonstrac¸a˜o conecta o resultado fundamental de M. Gubinelli, a aplicac¸a˜o costura
Λ (Teorema 1.4.2), com o Lema de Davie (Lemas 3.1.9 e 3.2.9). Deste modo temos mais
um exemplo da versatilidade da aplicac¸a˜o Λ (o primeiro exemplo e´ a sec¸a˜o 2.7), agora num
contexto discreto.
Vale observar que na˜o entraremos em discussa˜o sobre condic¸o˜es para que a soluc¸a˜o seja
global no tempo. Para isto, recomendamos o recente preprint de M. Gubinelli e A. Lejay
[12]. Esse preprint e´ importante na literatura dos rough paths, pois responde questo˜es
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fundamentais (as quais estavam abertas ate´ enta˜o) sobre a diferenc¸a entre rough paths
geome´tricos e na˜o-geome´tricos.
No final deste cap´ıtulo, mostraremos a dependeˆncia cont´ınua da soluc¸a˜o em relac¸a˜o ao
integrador. Fato ana´logo a continuidade das integrais ao longo de caminhos nas sec¸o˜es 2.3 e
2.4 (mais precisamente Proposic¸o˜es 2.3.2 e 2.4.7).
Durante todo o cap´ıtulo, V e W sa˜o espac¸os de Banach de dimensa˜o finita.
3.1 O Caso 1 ≤ p < γ ≤ 2
Denotamos por I o intervalo [0, T ]. Sejam x ∈ C1/p (I, V ) (1 ≤ p < 2) e φ : W → L (V,W )
suficientemente regular.
Dado y0 ∈ W , queremos encontrar y : [0, T ]→ W tal que resolve o seguinte problema de
Cauchy
dy (t) = φ (y (t)) dx (t) , y (0) = y0 . (3.1.1)
Notac¸a˜o 3.1.1. Seja θ : R→ (0,∞). Usaremos a notac¸a˜o
θ (α) = o (α) quando α→ 0
significando que
lim
α→0
θ (α)
α
= 0
Definic¸a˜o 3.1.2. Dizemos que y (t) e´ soluc¸a˜o de (3.1.1) em I = [0, T ] se y (0) = y0 e existe
uma func¸a˜o na˜o-negativa θ em [0,∞) tal que θ (α) = o (α) quando α→ 0, tais que satisfazem
|y (t)− y (s)− φ (y (s)) (x (t)− x (s))| ≤ θ (|t− s|) (3.1.2)
Observac¸a˜o 3.1.3. Esta definic¸a˜o tem a seguinte interpretac¸a˜o. Fixado s ∈ (0, T ) e dado
y (s) , significa que o comportamento de y (t) , quando t esta´ pro´ximo de s, e´ dado pelo
comportamento de x, pois
y (t) ≈ y (s) + φ (y (s)) (x (t)− x (s)) ,
uma vez que t pro´ximo de s implica que θ (|t− s|) ≈ 0.
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Esta definic¸a˜o na˜o envolve uma noc¸a˜o de integral, entretanto se y satisfaz a desigualdade
acima enta˜o y e´ a integral de Young de φ (y) com respeito ao integrador x. Mais precisamente,
suponha que φ ∈ C(γ−1)−Ho¨lloc (W,L (V,W )) e que x ∈ C1/p (I, V ) (1 ≤ p < γ ≤ 2), estas sa˜o
condic¸o˜es suficientes para garantir a existeˆncia da integral de Young. Enta˜o vale as seguintes
afirmac¸o˜es:
• Se y (t) = y0 +
∫ t
0
dx (s)φ (y (s)) enta˜o y ∈ C1/p (I,W ) e y satisfaz (3.1.2);
• Se y satisfaz (3.1.2) enta˜o y (t) = y0 +
∫ t
0
dx (s)φ (y (s)), onde a integral e´ no sentido
de Young.
Proposic¸a˜o 3.1.4. Assumimos que 1 ≤ p < γ ≤ 2. Enta˜o y satisfaz (3.1.2) se, e somente
se,
y (t) = y0 +
∫ t
0
dx (s)φ (y (s)) , (3.1.3)
onde a integral e´ no sentido de Young.
Demonstrac¸a˜o. Primeiramente, sejam y e θ como na Definic¸a˜o 3.1.2. Queremos mostrar que
y satisfaz (3.1.3). Dado ε > 0 tome α tal que θ(α)
α
< ε. Segue de (3.1.2) que para toda
partic¸a˜o P = {0 = t0 < · · · < tK = t} de [0, t] tal que |P| < α, vale
|yk+1 − yk − φ (yk) (xk+1 − xk)| ≤ θ (tk+1 − tk)
< ε (tk+1 − tk) .
Somando em k, obtemos∣∣∣∣∣y0 − y (t)−∑
tk∈P
φ (yk) (xk+1 − xk)
∣∣∣∣∣ ≤ εt
≤ εT,
logo, tomando o limite com |P| indo a zero, temos∣∣∣∣y0 − y (t)− ∫ t
0
dxuφ (yu)
∣∣∣∣ ≤ εT.
Assim
y (t) = y0 +
∫ t
0
dx (u)φ (y (u)) ,
como quer´ıamos.
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Seja y tal que yt = y0 +
∫ t
0
dxuφ (yy). Queremos mostrar que y e´ uma soluc¸a˜o no sentido
da Definic¸a˜o 3.1.2. E´ imediato que∫ t
s
φ (yu)− φ (ys) dxu =
∫ t
s
φ (yu) dxu − φ (ys) (xt − xs)
= yt − ys − φ (ys) (xt − xs) ,
logo
|yt − ys − φ (ys) (xt − xs)| =
∣∣∣∣∫ t
s
φ (yu)− φ (ys) dxu
∣∣∣∣
≤ 1
2γ/p − 2 ‖φ ◦ y‖ γ−1p ‖x‖ 1p (t− s)
γ/p
onde utilizamos o Teorema de Young 2.2.1 (propriedade de continuidade da integral de
Young). Logo y satisfaz (3.1.2) com θ (α) :=
(
1
2γ/p−2 ‖φ ◦ y‖ γ−1p ‖x‖ 1p
)
αγ/p.
A seguir introduziremos as aproximac¸o˜es discretas a uma soluc¸a˜o da equac¸a˜o (3.1.1) (ou
esquema de Euler): seja P = {0 = t0 < · · · < tK = T} uma partic¸a˜o, definimos xk := x(tk)
e yk pela relac¸a˜o de recorreˆncia
yk+1 := yk + φ (yk) (xk+1 − xk) (3.1.4)
ou equivalentemente
yk+1 − y0 =
k∑
i=0
φ (yi) (xi+1 − xi)
Observac¸a˜o 3.1.5. A diferenc¸a com o me´todo convencional em equac¸o˜es ordina´rias e´ que
aqui na˜o estamos “ligando os pontos” (ou melhor, fazendo interpolac¸a˜o linear com os pontos
(xtk , yk)) para definir a aproximac¸a˜o yk em todo [0, tK ] . Aqui, temos yk somente nos pontos
da partic¸a˜o. Esta ide´ia e´ original de A. M. Davie [5].
Os resultados principais desta sec¸a˜o sera˜o os seguintes teoremas:
Teorema 3.1.6. Sejam φ ∈ C(γ−1)−Ho¨lloc (W,L (V,W )) (1 ≤ p < γ ≤ 2) e y0 ∈ W. Enta˜o
existe τ ∈ [0, T ] e uma soluc¸a˜o y de (3.1.1) em [0, τ) tal que y e´ 1
p
-Ho¨lder em cada subinter-
valo [0, t] ⊂ [0, τ). Ainda mais, se τ < T enta˜o a soluc¸a˜o explode em τ , ou seja, |y (t)| → ∞
quando t→ τ .
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Teorema 3.1.7. Sejam φ ∈ Cγ−Ho¨lloc (W,L (V,W )) (1 ≤ p < γ ≤ 2) e y0 ∈ W. Enta˜o a
soluc¸a˜o y de (3.1.1) dada pelo Teorema 3.1.6 e´ u´nica no seguinte sentido. Se t < τ e y˜ e´
outra soluc¸a˜o de (3.1.1) em [0, t] enta˜o y = y˜ em [0, t].
Mais ainda, se t < τ e ε > 0, podemos encontrar α > 0 tal que para toda partic¸a˜o P tal
que |P| < α vale
|yk − y (tk)| < ε,
onde yk e´ dado por (3.1.4). Em outras palavras,a aproximac¸a˜o discreta (3.1.4) aproxima
uniformemente a soluc¸a˜o nos pontos da partic¸a˜o P.
Corola´rio 3.1.8. Sejam φ, p e γ como no teorema anterior. Dadas as condic¸o˜es iniciais
y0, y˜0 ∈ W , considere y, y˜ ∈ C1/p ([0, t],W ) (com t < τ ou com t = τ quando τ = T ) as
u´nicas soluc¸o˜es da equac¸a˜o (3.1.1) no intervalo [0, t] tais que y (0) = y0 e y˜ (0) = y˜0. Enta˜o
existe constante C ′ tal que
|ys − y˜s| ≤ C ′ |y0 − y˜0| , ∀s ∈ [0, t] .
Comec¸aremos analisando o problema discretizado (3.1.4). Seguindo as ide´ias (e o artigo)
de A. M. Davie [5], aqui vamos resolver o ana´logo discreto dos Teoremas 3.1.6 e 3.1.7. Tal
soluc¸a˜o discreta e´ o conteu´do do Lema de Davie 3.1.9 (a seguir). Este resultado foi incor-
porado e adaptado em artigos e livros, ver por exemplo P. Friz [6], produzindo estimativas
muito boas e novas demonstrac¸o˜es para teoremas tipo existeˆncia e unicidade de equac¸o˜es
diferenciais rough.
Para facilitar a notac¸a˜o desta sec¸a˜o, vamos omitir a varia´vel t. Isto sera´ feito da seguinte
maneira: fixamos uma partic¸a˜o do intervalo I, P = {0 = t0 < t1 < · · · < tK = T}, e
definimos x0, . . . , xK ∈ V , ωlk ∈ R para k, l = 1, . . . , K, por xk := xtk e ωlk := tl − tk. Deste
modo, xk e ωlk satisfazem
|xl − xk| ≤ ‖x‖1/p |ωlk|1/p
(‖x‖1/p e´ a constante de Ho¨lder no intervalo I, logo ‖x‖1/p,P ≤ ‖x‖1/p , ou seja, ‖x‖1/pna˜o
depende de P). Tambe´m, abusando da notac¸a˜o, vamos dizer que k, l ∈ P .
Dado y0 ∈ W , definimos yk ∈ W, para k ∈ P , pela fo´rmula (3.1.4).
Sejam Mlk (k ≤ l) definidos por
Mlk := yl − yk − φ (yk) (xl − xk) . (3.1.5)
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Trocando yl − yk pela soma telesco´pica
∑l−1
i=k yi+1 − yi,
Mlk = −φ (yl) (xk − xl) +
l−1∑
i=k
φ (yi) (xi+1 − xi)
ou ainda, numa notac¸a˜o mais sugestiva,
Mlk = [δxφ ◦ y]lk −
l−1∑
i=k
[δxφ ◦ y]i+1,i.
Observamos que M ∈ C2 (P) .
Lema 3.1.9 (Lema de Davie). a) Sejam φ ∈ C(γ−1)−Ho¨lc (W,L (V,W )) e E > 0 tal que
‖x‖1/p ≤ E. Enta˜o existem constantes positivas C e D que dependem apenas de
γ, p, T, E e ‖φ‖(γ−1)−Ho¨l,W , tais que
|yl − yk| ≤ Cω1/plk e |Mlk| ≤ Dωγ/plk
para k ≤ l.
b) Sejam φ ∈ Cγ−Ho¨lc (W,L (V,W )) , y˜0 ∈ W e y˜k definido por (3.1.4). Enta˜o existe
C ′ > 0, dependendo somente de γ, p, T, ‖x‖1/p−Ho¨l,I e ‖φ‖γ−Ho¨l,W , tal que
|y˜k − yk| ≤ C ′ |y˜0 − y0|
Observac¸a˜o 3.1.10. Vale notar que as constantes na˜o depende da partic¸a˜o nem da norma
da partic¸a˜o. Dependem apenas do comprimento do intervalo particionado, T − 0 = T .
Observac¸a˜o 3.1.11. A parte a), diz precisamente que y e´ uma soluc¸a˜o de (3.1.1) na partic¸a˜o
P, pois y satisfaz a definic¸a˜o de soluc¸a˜o com θ (α) := Mαγ/p. Ja´ a parte b) do lema acima,
nos da´ dependeˆncia Lipschitz da condic¸a˜o inicial.
Demonstrac¸a˜o do Lema 3.1.9 a). Utilizaremos a aplicac¸a˜o Λ discreta. Para isso, e´ funda-
mental que y ∈ C1/p−Ho¨l (P) = C1/p1 (P), pois, assumindo isso, segue que h := δxδφ◦y ∈ Cγ/p3
e portanto M estaria escrito na forma
Mmk = Bmk −
m−1∑
i=k
Bi+1,i
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com Bmk := −φ (yk) (xm − xk) = [δxφ ◦ y]mk o qual satisfaz
δB = δ[−δxφ ◦ y]
= −δ2xφ ◦ y + δxδφ ◦ y
= δxδφ ◦ y
= h.
Enta˜o pelo costureiro discreto (ver demonstrac¸a˜o do Teorema 1.4.1, comparando o incre-
mento M daqui ao M de la´),
Λ (h) = M
e por (1.4.2)
|Mlk| ≤ D˜ |tl − tk|γ/p
com
D˜ = 2γ/pζ
(
γ
p
)
‖h‖γ/p,P .
A constante D que vamos construir na demonstrac¸a˜o do lema e´ similar a D˜. A diferenc¸a
entre elas e´ que D na˜o vai depender da partic¸a˜o, enquanto D˜, a princ´ıpio, depende (pois o
termo ‖h‖γ/p,P e´ expl´ıcito em D˜). Esta e´ a ideia.
Mostraremos que y ∈ C1/p1 (P). Isto sera´ feito em dois casos. Fixamos m, k ∈ P tais que
k ≤ m. Escolha ε = ε
(
γ, p, ‖φ‖(γ−1)−Ho¨l,W , E
)
> 0 tal que
C˜ε
γ−1
p ≤ 1 (3.1.6)
onde
C˜ = 2γ−1+
γ
p ζ
(
γ
p
)
‖φ‖(γ−1)−Ho¨l,W ‖φ‖γ−2∞,W Eγ−1
note que ‖φ‖γ−Ho¨l,W <∞, pois o suporte de φ e´ compacto.
Caso 1: ωmk ≤ ε: Usando induc¸a˜o em m− k mostraremos que:
|ym − yk| ≤ 2E ‖φ‖∞,W ω1/pmk .
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Se m− k = 1 enta˜o, pela definic¸a˜o de y, (3.1.4), segue que
|yk+1 − yk| = |δyk+1,k|
≤ |φ (yk)| |δxk+1,k|
≤ ‖φ‖∞,W ‖x‖1/p ω1/pmk
≤ E ‖φ‖∞,W ω1/pmk
≤ 2E ‖φ‖∞,W ω1/pmk .
Agora, se m− k > 1, seja l ∈ P tal que k < l ≤ m. E´ nesta etapa onde o costureiro discreto
Λ e´ fundamental. Definimos h ∈ C3 (P) por
hmlk = (φ (yl)− φ (yk)) (xm − xl)
= [δxδφ ◦ y]mlk.
Mostraremos que h ∈ Cγ/p3 (P ∩ [tk, tm]). Para k < l < m,
|hmlk| = |φ (yl)− φ (yk)| |xm − xl|
≤ ‖φ‖(γ−1)−Ho¨l,W |yl − yk|γ−1 ‖x‖1/p ω1/pml
≤ ‖φ‖(γ−1)−Ho¨l,W
(
2E ‖φ‖∞,W ω1/plk
)γ−1
‖x‖1/p ω1/pml
≤ 2γ−1Eγ−1 ‖x‖1/p ‖φ‖(γ−1)−Ho¨l,W ‖φ‖γ−1∞,W ω
γ−1
p
lk ω
1/p
ml
≤ 2γ−1Eγ ‖φ‖(γ−1)−Ho¨l,W ‖φ‖γ−1∞,W ω
γ
p
mk
onde a 1a desigualdade segue de φ e x serem Ho¨lder, a 2a segue da hipo´tese de induc¸a˜o, e a
3a e´ trivial, pois ωml = tm − tl ≤ tm − tk = ωmk e tambe´m ‖x‖1/p ≤ E.
Como h tambe´m satisfaz δh = 0, segue que h esta´ no domı´nio do costureiro discreto Λ,
ZC1+3 (P ∩ [tk, tm]) . Logo (existe costureiro tal que) Λ (h) = M, pois δM = h (lembrando
que Λ satisfaz δΛ = id). Pela desigualdade (1.4.2), temos
|Mmk| ≤ 2γ/pζ
(
γ
p
)
‖h‖Cγ/p3 (P∩[tk,tm]) ω
γ/p
mk
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agora, pela definic¸a˜o de M, (3.1.5), e pelas majorac¸o˜es acima temos
|ym − yk| ≤ |φ (yk)| |δxmk|+ |Mmk|
≤ ‖φ‖∞,W ‖x‖1/p ω1/pmk + |Mmk|
≤ ‖φ‖∞,W ‖x‖1/p
(
1 + C˜ω
γ−1
p
mk
)
ω
1/p
mk
≤ E ‖φ‖∞,W
(
1 + C˜ε
γ−1
p
)
ω
1/p
mk
≤ E ‖φ‖∞,W (1 + 1)ω1/pmk
= 2E ‖φ‖∞,W ‖x‖1/p ω1/pmk
assim terminando a induc¸a˜o.
Caso 2: ωmk > ε: Para esta parte e´ importante escolher alguns pontos de P ∩ [tk, tm] de
maneira “econoˆmica”, ver Observac¸a˜o 3.1.12 abaixo.
Construiremos k := k0 < k1 < · · · < kr =: m, ku ∈ P ∩ [tk, tm] da seguinte maneira: caso
ωk0+1,k0 > ε definimos k1 := k0 + 1 e caso contra´rio, k1 e´ o maior inteiro tal que k0 < k1 ≤ m
satisfazendo ωk1k0 ≤ ε e ωk1+1,k0 > ε. Caso ωk1+1,k1 > ε definimos k2 := k1 + 1 e caso
contra´rio, k2 e´ o maior inteiro tal que k1 < k2 ≤ m satisfazendo ωk2k1 ≤ ε e ωk2+1,k1 > ε.
Assim, sucessivamente, definimos k1, . . . .kr = m.
Um fato bom na escolha dos ku´s e´ que a quantidade destes (ie, r) na˜o depende da
quantidade de pontos da partic¸a˜o. Mostraremos que
r ≤ T
ε
+ 1.
E´ o´bvio que r ≤ m − k, pois m − k e´ a quantidade de pontos da partic¸a˜o no intervalo
[tk, tm]. A igualdade rmax = m − k ocorre precisamente quando ωku+1ku > ε, ∀u. Como
no intervalo [tk, tm] cabem no ma´ximo
⌊
ωmk
ε
⌋
subintervalos de comprimento ε, segue que
rmax = m− k =
⌊
ωmk
ε
⌋
+ 1. Portanto
r ≤
⌊ωmk
ε
⌋
+ 1
≤ ωmk
ε
+ 1
≤ T
ε
+ 1.
Agora, com os ku´s constru´ıdos, temos que sempre vale∣∣yku+1 − yku∣∣ ≤ 2E ‖φ‖∞,W ω1/pku+1ku
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pois, quando ωku+1ku ≤ ε a desigualdade segue do Caso 1, quando ωku+1ku > ε segue que
ku+1 = ku + 1 (definic¸a˜o de ku+1) e portanto a desigualdade segue da definic¸a˜o de yku+1 .
Somando em u obtemos
|ym − yk| ≤ 2E ‖φ‖∞,W ‖x‖1/p
r−1∑
u=0
ω
1/p
ku+1ku
≤ 2E ‖φ‖∞,W
r−1∑
u=0
ω
1/p
mk
≤ 2E
(
T
ε
+ 1
)
‖φ‖∞,W ω1/pmk .
Portanto y ∈ C1/p1 (P ∩ [tk, tm]) , terminando assim o Caso 2.
Finalizando. Como k,m ∈ P , sa˜o arbitra´rios temos que y ∈ C1/p1 (P), e satisfaz
|ym − yk| ≤ Cω1/pmk ,
com
C := 2E
(
T
ε
+ 1
)
‖φ‖∞,W .
Lembrando que ε satisfaz (3.1.6). Logo h = δxδφ ◦ y ∈ ZCγ/p3 (P). Pelo costureiro discreto
Λ (h) = M , e portanto
|Mmk| ≤ Dωγ/pmk ,
onde
D := 2γ/pEζ
(
γ
p
)
‖φ‖(γ−1)−Ho¨l,W Cγ−1
terminando assim a parte a) do lema.
Demonstrac¸a˜o do Lema 3.1.9 b). Denotamos por Yk a` func¸a˜o que associa a condic¸a˜o inicial
y0 ao valor yk definido por (3.1.4), isto e´, Yk : W → W , y0 7→ Yk (y0) := yk. Por exemplo,
Y0 : W → W e´ o operador identidade Y0 = idW .
Por hipo´tese, φ ∈ Cγ−Ho¨lc (W,L (V,W )) , enta˜o faz sentido calcularmos a derivada
Zk+1 (y0) := DYk (y0) .
Logo de (3.1.4) segue que Zk (y0) satisfaz
Zk+1 (y0) (·) = Zk (y0) (·) +Dφ (yk)Zk (y0) (·) (xk+1 − xk) (3.1.7)
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para cada y0 fixo. Queremos utilizar o item a) para estimar |Zk (y0)|. Para isso, consideramos
a seguinte fo´rmula de recurso:
(yk+1, Zk+1 (y0)) = (yk, Zk (y0)) + Φ (yk, Zk (y0)) (xk+1 − xk) (3.1.8)
onde Φ : W ⊕ L (W,W )→ L (V,W ⊕ L (V, V )) e´ definido por
Φ (w, T ) v := (φ (w) v,Dφ (w) (T ) v) .
Deste modo Φ ∈ C(γ−1)−Ho¨lloc . Assim podemos aplicar a parte a) do Lema utilizando a relac¸a˜o
(3.1.8) com as condic¸o˜es iniciais (y0, 0) ∈ W ⊕ L (W,W ), obtendo
|(yk, Zk (y0))− (y0, 0)| ≤ Cω1/p0,k ≤ CT 1/p.
Tomando a norma |·|max = max{|·|W , |·|L(W,W )} em W ⊕ L (W,W ) , temos
|Zk (y0)− 0| ≤ |(yk, Zk (y0))− (y0, 0)| .
Logo
|Zk|max ≤ CT 1/p
Por fim, seja y˜ dado pela relac¸a˜o (3.1.4) com condic¸a˜o inicial y˜0. Olhando yk e y˜k
como func¸o˜es de suas respectivas condic¸o˜es inicias, podemos aplicar a desigualdade do valor
intermedia´rio
|yk − y˜k| ≤ |Zk (yˆ)| |y0 − y˜0|
≤ C ′ |y0 − y˜0|
onde yˆ e´ um vetor da forma yˆ = ηy0 + (1− η) y˜0 para algum η ∈ [0, 1].
Observac¸a˜o 3.1.12. Vale observarmos que uma te´cnica mais padra˜o, para o caso 2 da
parte a), seria escolhermos uma partic¸a˜o que refina P de modo que possamos garantir que
ωku+1ku ≤ ε. Isto e´ ruim, pois e´ muito importante que possamos controlar as normas de y e
M com constantes que na˜o dependam da partic¸a˜o, ja´ que a estrate´gia que visamos utilizar
e´ a de resolver a equac¸o˜es diferenciais discretamente e depois passar ao fecho da unia˜o dos
pontos das partic¸o˜es.
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Demonstrac¸a˜o do Teorema 3.1.6. Suponhamos primeiramente que φ ∈ C(γ−1)−Ho¨lc (W,L (V,W )).
Tomamos uma sequ¨eˆncia de partic¸o˜es {Pm : m = 1, 2, . . . } de I = [0, T ] tais que Pm ⊂ Pm+1,
com limm→∞ |Pm| → 0. Sejam y(m) (tk), tambe´m denotados por y(m)k , definidos pela relac¸a˜o
de recorreˆncia (3.1.4) usando a partic¸a˜o Pm.
Fixamos t ∈ P1, enta˜o podemos extrair uma subsequeˆncia
(
y(mn) (t)
)
de
(
y(m) (t)
)
de
modo que y(mn) (t) convirja (a princ´ıpio) em [−∞,∞] quando n→∞. Denotamos
y (t) = lim
n→∞
y(mn) (t) ∈ [−∞,∞] .
Agora para t 6= t˜ ∈ P1 podemos extrair uma subsequeˆncia
(
y(mnk) (t)
)
de
(
y(mn) (t)
)
de
modo que
(
y(mnk) (t)
)
e
(
y(mnk)
(
t˜
))
convirjam em [−∞,∞]. Como ∪mPm e´ enumera´vel,
podemos ir extraindo sucessivamente subsequeˆncias de modo que
y (s) := lim
m→∞
y(m) (s) ∈ [−∞,∞] ,
para todo s ∈ ∪mPm. Estamos abusando da notac¸a˜o para a subsequeˆncia.
Notamos que, pelo Lema 3.1.9 a)∣∣y(m) (s)∣∣ ≤ |y0|+ ∣∣∣M (m)s,0 ∣∣∣+ |φ (y0)| |xs − x0|
≤ |y0|+Dωγ/ps,0 + |φ (y0)| ‖x‖1/p ω1/ps,0
≤ |y0|+DT γ/p + |φ (y0)| ‖x‖1/p T 1/p
logo {y(m) (s)}m∈N e´ uniformemente limitada e portanto y (s) ∈ R.
Resulta que podemos passar o limite m → ∞ na desigualdade que o mesmo lema nos
fornece ∣∣y(m) (s)− y(m) (s′)∣∣ ≤ C |s− s′|1/p ,
obtendo
|yµ (s)− y (s′)| ≤ C |s′ − s|1/p
para todo s, s′ ∈ ∪mPm.
Logo y e´ uniformemente cont´ınua neste conjunto e, enta˜o, estendemos y ao fecho ∪mPm =
[0, T ]. Resulta que y : [0, T ]→ Rn e´ tal que ‖y‖1/p ≤ C <∞.
Resta mostrarmos que y e´ soluc¸a˜o da equac¸a˜o (3.1.1) no sentido de (3.1.2). Novamente
do lema, ∣∣∣y(m)s′ − y(m)s − φ (y(m)s ) (xs′ − xs)∣∣∣ = ∣∣∣M (m)s′,s ∣∣∣
≤ D |s′ − s|γ/p , (3.1.9)
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logo, passando o limite m → ∞ obtemos que y satisfaz (3.1.9) no conjunto ∪mPm com
θ (α) = Dαγ/p. Da densidade de ∪mPm em [0, T ] e da continuidade das func¸o˜es envolvidas
resulta que y e´ soluc¸a˜o em [0, T ]. Terminando este caso.
Caso φ ∈ Cγ−1loc (W,L (V,W )): Consideramos φ(r) ∈ Cγ−1c (W,L (V,W )) (r = 1, . . . ), tais
que φ(r) (y) = φ (y) quando |y| ≤ r. Seja r tal que |y0| < r. Seja y(1) uma soluc¸a˜o da equac¸a˜o
dyt = φ
(r) (yt) dxt no intervalo [0, T ] (a qual existe pelo caso anterior). Definimos
τ 1 := max{t ∈ [0, T ] :
∣∣y(1) (s)∣∣ ≤ r,∀s ∈ [0, t]}
Segue da continuidade de y(1) que existe t > 0 tal que
∣∣y(1) (s)∣∣ ≤ r,∀s ∈ [0, t]. Logo τ 1 > 0.
Notamos que y(1) e´ soluc¸a˜o de dyt = φ (yt) dxt em [0, τ 1], pois φ
(r)
(
y
(1)
t
)
= φ
(
y
(1)
t
)
quando
t ∈ [0, τ 1]
Seja y(2) soluc¸a˜o da equac¸a˜o dyt = φ
(r+1) (yt) dxt com condic¸a˜o inicial y
(2) (τ 1) := y
(1) (τ 1).
Definimos
τ 2 := max{t ∈ [τ 1, T ] :
∣∣y(2) (s)∣∣ ≤ r + 1,∀s ∈ [τ 1, t]}.
Resulta que τ 2 > τ 1, que
∣∣y(2) (s)∣∣ ≤ r + 1 para s ∈ [τ 1, τ 2] (o´bvio) e que y(2) e´ soluc¸a˜o de
dyt = φ (yt) dxt em [τ 1, τ 2]. Concatenamos os caminhos y
(1) e y(2) denotanto (ainda) por
y(2). Segue que y(2) (o caminho concatenado) e´ soluc¸a˜o de dyt = φ
(r+1) (yt) dxt em [0, τ 2] com
condic¸a˜o inicial y0.
Indutivamente, definimos y(i), τ i, ∀i ∈ N, de modo que τ i+1 > τ i,
∣∣y(i) (s)∣∣ ≤ r + i,
∀s ∈ [0, τ i], sendo y(i) soluc¸a˜o de dyt = f (yt) dxt em [0, τ i] e, ainda mais, y(i)
∣∣
[0,τ j ]
= y(j)
quando i > j.
Enta˜o, definimos
τ := lim
i→∞
τ i ∈ [0, T ]
e
y (t) := y(i) (t) quando t ∈ [0, τ i),
para todo t ∈ [0, τ). Segue do para´grafo anterior que y esta´ bem definido em [0, τ) e e´ soluc¸a˜o
da equac¸a˜o (3.1.1) em cada intervalo fechado contido em [0, τ).
Resta mostrarmos que quando τ < T temos que limt→τ |y (t)| =∞. De fato, dado L > 0
tome i ∈ N de modo que L < r + i, lembrando que r e´ tal que |y0| < r. Das construc¸o˜es
anteriores, temos que quando t ∈ [τ i, τ i+1],
|y (t)| = ∣∣y(i+1) (t)∣∣ ∈ [r + i, r + i+ 1],
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logo
|y (t)| ≥ r + i
≥ L
quando t ∈ [τ i, τ). Portanto limt→τ |y (t)| =∞.
Demonstrac¸a˜o do Teorema 3.1.7. Sejam y a soluc¸a˜o constru´ıda no Teorema (3.1.6) e y˜ uma
soluc¸a˜o de (3.1.1), (veja Definic¸a˜o 3.1.2). Seja [0, t] um intervalo para o qual y e y˜ estejam
definidas. Para concluirmos que y = y˜ em [0, t] afirmamos que basta mostrarmos que y(m)
do Teorema (3.1.6) converge uniformemente sobre ∪mPm a y˜. Pois, esta afirmac¸a˜o implica
que y(m) converge uniformemente sobre ∪mPm a y˜ e a y. Logo y˜ = y em ∪mPm. Como y˜ e
y sa˜o uniformemente cont´ınuas (pois, em particular, sa˜o Ho¨lder), segue que y = y˜ no fecho
∪mPm = [0, t]. Ou seja, y˜ = y e as concluso˜es deste teorema sa˜o satisfeitas.
Provaremos a afirmac¸a˜o, y(m) do Teorema (3.1.6) converge uniformemente sobre ∪mPm
a y˜. Sejam r tal que |y˜ (s)| < r, para todo s ∈ [0, t] , e Pm, partic¸a˜o de [0, t]. Definimos z(k)l ,
para tl, tk ∈ Pm (l ≥ k) pela relac¸a˜o
z
(k)
l+1 = z
(k)
l + φ
(r)
(
z
(k)
l
)
(xl+1 − xl)
com condic¸a˜o inicial
z
(k)
k := y˜k := y˜ (tk) .
Como
−y˜k+1 + z(k)k+1 = −y˜k+1 + y˜k + φ(r)
(
z
(k)
k
)
(xl+1 − xl)
segue de (3.1.2) que ∣∣∣z(k)k+1 − y˜k+1∣∣∣ ≤ θ (tk+1 − tk) , (3.1.10)
pois z
(k)
k = y˜k e φ
(r) (y˜k) = φ (y˜k) .
Para k < l ≤ K, podemos ver z(k)l como a soluc¸a˜o de (3.1.4) calculado no tempo tl e com
condic¸a˜o inicial
z
(k)
k+1 = yk + φ
(r) (yk) (xk+1 − xk) .
Logo aplicando o Lema 3.1.9 b) para φ(r), z
(k+1)
l e z
(k)
l , no lugar de φ, y˜ e y, respectivamente,
e com tempo inicial tk+1, temos∣∣∣z(k)l − z(k+1)l ∣∣∣ ≤ C ′ ∣∣∣z(k)k+1 − z(k+1)k+1 ∣∣∣
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Segue de (3.1.10) que ∣∣∣z(k)l − z(k+1)l ∣∣∣ ≤ C ′ ∣∣∣z(k)k+1 − y˜k+1∣∣∣
≤ C ′θ (tk+1 − tk) .
Somando sobre k, obtemos que∣∣∣z(0)l − y˜l∣∣∣ ≤ C ′∑
k
θ (tk+1 − tk) .
Notamos que z
(0)
l = y
(m)
l , onde y
(m)
l e´ definido pela relac¸a˜o (3.1.4) usando a partic¸a˜o Pm.
Agora dado ε > 0 tome α > 0 tal que θ (α) < ε
C′tα. Logo, para m suficientemente grande
tal que |Pm| < α (e isto e´ poss´ıvel pois C ′ na˜o depende dos pontos da partic¸a˜o e |Pm| → 0
quando m→∞), segue que∣∣∣y(m)l − y˜l∣∣∣ = ∣∣∣z(0)l − y˜l∣∣∣ ≤ C ′∑
k
θ (tk+1 − tk) ≤ C ′ ε
C ′t
∑
k
tk+1 − tk = ε.
Logo y(m) aproxima a y˜ uniformemente em ∪mPm, como quer´ıamos mostrar.
Demonstrac¸a˜o do Corola´rio 3.1.8. Segue imediatamente do Teorema 3.1.7 e do Lema 3.1.9
b).
3.2 O Caso 2 ≤ p < γ ≤ 3
Como nas integrais ao longo de rough paths, aqui tambe´m temos problema para 2 ≤ p < γ ≤
3. Podemos pensar que a relac¸a˜o de recorreˆncia (3.1.4), na˜o nos fornece uma aproximac¸a˜o
suficientemente boa para o problema, sendo necessa´rio introduzirmos termos de maior ordem.
Heuristicamente, a relac¸a˜o de recorreˆncia (3.1.4) da sec¸a˜o anterior aproxima localmente a
soluc¸a˜o y via o comportamento do integrador x:
yt ≈ yk + φ (yk) (xt − xk) , (3.2.1)
para t pro´ximo de k. Pensando em expansa˜o de Taylor podemos interpretar (3.2.1) como
sendo obtido a partir da equac¸a˜o diferencial rough (3.1.1) aproximando φ (yt) por φ (yk) . Ou
seja, essencialmente temos expansa˜o de Taylor de φ de ordem zero:
φ (yt) ≈ φ (yk + φ (yk) (xt − xk))
≈ φ (yk) .
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Seguindo este racioc´ınio uma aproximac¸a˜o melhor (neste sentido informal) seria incluir
a derivada de φ da seguinte maneira, atrave´s de Taylor de ordem 1 :
φ (yt) ≈ φ (yk + φ (yk) (xt − xk))
≈ φ (yk) +Dφ (yk) (φ (yk) (xt − xk)) ,
para t pro´ximo de k. Portanto para resolvermos a equac¸a˜o diferencial (3.1.1), usando esta
aproximac¸a˜o, no´s temos que integrar com respeito a` (x− xk) dx. Entretanto ha´ problemas
em interpretar esta integral. Portanto voltamos aos rough paths assumimos o seguinte.
Axioma 3.2.1. Supomos que existe x∈C2/p2 (I, V ⊗ V ) , sendo I = [0, T ], tal que satisfaz
δxtus= δxtu ⊗ δxus, (∀s, u, t ∈ I). Ou equivalentemente, valem as seguintes condic¸o˜es:
1. xab (t, s) = xab (t, u) + xab (u, s) + (xa (t)− xa (u)) (xb (u)− xb (s)) (a, b = 1, . . . , dimV
e ∀s, u, t ∈ I).
2. |xa1a2 (t, s)| ≤ C |t− s|2/p
Notamos que se x e´ uma trajeto´ria do movimento Browniano (cujas trajeto´rias sa˜o 1
p
-
Ho¨lder, q.t.p., para p > 2) enta˜o a integral de Itoˆ e a integral de Stratonovich nos da˜o
exemplo de tais objetos. Vale ressaltar que existem muitas possibilidades de escolha para
x, Observac¸a˜o 2.4.3. Diferentes escolhas do objeto x levam a diferentes interpretac¸o˜es de
(3.1.1). Do ponto de vista dos rough paths todas as escolhas sa˜o de igual relevaˆncia.
Definic¸a˜o 3.2.2. Dizemos que y e´ soluc¸a˜o de (3.1.1) em I = [0, T ] se y (0) = y0 ∈ W e
existe uma func¸a˜o na˜o-negativa θ em [0,∞) tal que θ (α) = o (α) quando t → 0, tais que
satisfazem
|yt − ys − φ (ys) (xt − xs)− (Dφ⊗ φ) (ys) xts| ≤ θ (|t− s|) (3.2.2)
Onde denotamos yt := y (t) e xts := x (t, s).
Observac¸a˜o 3.2.3. Dφ e´ a derivada de φ, o mapa Dφ⊗ φ : W → L (V ⊗ V,W ) e´ definido
por (Dφ⊗ φ) (y) ea ⊗ eb := Dφ (y) (φ (y) ea) eb ({ea} e´ uma base de V ).
Observac¸a˜o 3.2.4. A preocupac¸a˜o em fazer Dφ⊗φ (y) ∈ L (V ⊗ V,W ) se deve ao fato das
“integrais iteradas”, xt,s pertencerem ao espac¸o V ⊗ V e do fato da natureza (e definic¸a˜o)
dos elementos xt,s na˜o estarem no escopo da teoria dos rough paths. Logo precisa-se de uma
maneira natural para definir os funcionais de xt,s.
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Observac¸a˜o 3.2.5. Como no caso 1 ≤ p < 2, podemos interpretar essa definic¸a˜o da seguinte
maneira. Fixado s ∈ (0, T ) e dado y (s) , significa que o comportamento de y (t) , quando t
esta´ pro´ximo de s, e´ dado pelo comportamento de x e de sua integral iterada x, pois
yt ≈ ys + φ (ys) (xt − xs) + (Dφ⊗ φ) (ys) xts,
uma vez que t pro´ximo de s implica que θ (|t− s|) ≈ 0. Da´ı, a ide´ia da integral iterada dar
uma melhor aproximac¸a˜o.
Lema 3.2.6. Seja φ ∈ C(γ−1)−Ho¨lc (W,L (V,W )) (2 < γ < 3). Enta˜o a aplicac¸a˜o Dφ ⊗ φ :
W → L (V ⊗ V,W ) satisfaz
|Dφ⊗ φ (y)−Dφ⊗ φ (y˜)| ≤ c
{
‖φ‖(γ−1)−Ho¨l,W + ‖φ‖2(γ−1)−Ho¨l,W
}(|y − y˜|γ−2 + |y − y˜|)
(∀y, y˜ ∈ W ), onde c > 0 e depende das dimenso˜es de V e de W .
Demonstrac¸a˜o. Em dimensa˜o finita e´ suficiente provarmos a desigualdade para as func¸o˜es
coordenadas de φ. Ou seja, fixamos {ea} base de V e definimos φa (y) = φa (y) ea. Logo
φa ∈ C(γ−1)−Ho¨lc (W,W ) e Dφa(y) = Dφ (y) ea. Notamos que
(Dφ⊗ φ) (y) ea ⊗ eb − (Dφ⊗ φ) (y˜) ea ⊗ eb = Dφb (y) (φa (y))−Dφb (y˜) (φa (y˜)) .
Sejam y, y˜ ∈ Kr = {y ∈ W : |y| ≤ r} . Enta˜o∣∣Dφb (y) (φa (y))−Dφb (y˜) (φa (y˜))∣∣ ≤ ∣∣[Dφb (y)−Dφb (y˜)]φa (y)∣∣+ ∣∣Dφb (y˜) [φa (y)− φa (y˜)]∣∣
≤ ∥∥Dφb∥∥
(γ−2)−Ho¨l,W |y − y˜|
γ−2 +
∥∥Dφb∥∥∞,W ‖Dφa‖∞,W |y − y˜|
≤ ‖φ‖(γ−1)−Ho¨l,W |y − y˜|γ−2 + ‖φ‖2(γ−1)−Ho¨l,W |y − y˜|
≤
{
‖φ‖(γ−1)−Ho¨l,W + ‖φ‖2(γ−1)−Ho¨l,W
}(|y − y˜|γ−2 + |y − y˜|)
Como dimW, dimV <∞ segue que
|Dφ⊗ φ (y)−Dφ⊗ φ (y˜)| ≤ c
{
‖φ‖(γ−1)−Ho¨l,W + ‖φ‖2(γ−1)−Ho¨l,W
}(|y − y˜|γ−2 + |y − y˜|) ,
onde c e´ uma constante que depende das dimenso˜es de V e W .
A seguir introduziremos as aproximac¸o˜es discretas a uma soluc¸a˜o de (3.1.1) (ou esquema
de Euler modificado) para este caso. Analogamente ao anterior, seja P = {0 = t0 < · · · <
tK = T} uma partic¸a˜o, definimos xk := x(tk) e yk pela seguinte relac¸a˜o de recorreˆncia
yk+1 := yk + φ (yk) δxk+1,k +Dφ⊗ φ (yk) xk+1,k (3.2.3)
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ou, equivalentemente, y e´ a soluc¸a˜o da equac¸a˜o alge´brica
δyk+1,k := [δxφ ◦ y + xDφ⊗ φ ◦ y]k+1,k
com passo inicial y0. Lembramos que aqui estamos usando o produto nos espac¸os de incre-
mentos C1 (P) e C2 (P).
A seguir os principais resultados desta sec¸a˜o.
Teorema 3.2.7. Sejam φ ∈ C(γ−1)−Ho¨lloc (W,L (V,W )) (2 ≤ p < γ ≤ 3) e y0 ∈ W. Enta˜o
existe τ , com 0 < τ ≤ T e uma soluc¸a˜o y (t) de (3.1.1) para 0 ≤ t < τ , tal que se τ < T
enta˜o |y (t)| → ∞ quando t→ τ . Ainda mais, y e´ 1
p
-Ho¨lder em cada intervalo [0, t] ⊂ [0, τ).
Teorema 3.2.8. Sejam φ ∈ Cγ−Ho¨lloc (W,L (V,W )) e y0 ∈ W. Enta˜o a soluc¸a˜o y (t) de (3.1.1)
dada pelo Teorema 3.2.7 e´ u´nica no seguinte sentido. Se t < τ e y˜ e´ outra soluc¸a˜o de (3.1.1)
em [0, t] enta˜o y = y˜ em [0, t].
Mais ainda, se t < τ e ε > 0, podemos encontrar α > 0 tal que para toda partic¸a˜o P tal
que |P| < α vale
|yk − y (tk)| < ε
onde yk e´ dado por (3.2.3). Em outras palavras,a aproximac¸a˜o discreta aproxima uniforme-
mente a soluc¸a˜o nos pontos da partic¸a˜o. Ale´m do mais, y possui dependeˆncia Lipschitz com
respeito a condic¸a˜o inicial.
Comec¸aremos analisando o problema discretizado (3.2.3). Para facilitar a notac¸a˜o desta
sec¸a˜o, vamos omitir a varia´vel t. Isto sera´ feito da seguinte maneira: fixamos uma partic¸a˜o
do intervalo I, P = {0 = t0 < t1 < · · · < tK = T}, e definimos x0, . . . , xK ∈ V , xlk ∈ V ⊗2 e
ωlk ∈ R para k, l = 1, . . . , K, por
xk : = xtk
xlk : = xtltk
ωlk : = tl − tk.
Deste modo, xk, xlk e ωlk satisfazem as seguintes desigualdade.
|xl − xk| ≤ ‖x‖1/p,I |ωlk|1/p
e
|xlk| ≤ ‖x‖2/p,I |ωlk|2/p .
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Abusando da notac¸a˜o, diremos k, l ∈ P .
Dado y0 ∈ W , defina yk ∈ W, para k ∈ P , pela fo´rmula (3.2.3).
Definidos Nlk (k ≤ l) por
Nlk := yl − yk − φ (yk) (xl − xk)−Dφ⊗ φ (yk) xlk (3.2.4)
ou equivalentemente
Nlk = −φ (yk) (xl − xk)−Dφ⊗ φ (yk) xlk +
l−1∑
i=k
δyi+1,i
= −[δxφ ◦ y + xDφ⊗ φ ◦ y]lk +
l−1∑
i=k
[δxφ ◦ y + xDφ⊗ φ ◦ y]i+1,i.
Observamos que N ∈ C2 (P).
Lema 3.2.9 (Lema de Davie). a) Sejam φ ∈ C(γ−1)−ho¨lc (W,L (V,W )) (2 ≤ p < γ ≤ 3) e
B > 0 tal que ‖x‖1/p,I , ‖x‖2/p,I < B. Enta˜o existem constantes positivas C e D que
dependem apenas de γ, p, T, B e ‖φ‖(γ−1)−Ho¨l,W , tais que
|yl − yk| ≤ Cω1/plk e |Nlk| ≤ Dωγ/plk ,
para k ≤ l.
b) Sejam φ ∈ Cγ−ho¨lc (W,L (V,W )) e y˜0 ∈ W e y˜k definido por (3.2.3). Enta˜o existe
C ′ > 0, dependendo somente de γ, p, T, B e ‖φ‖(γ−1)−Ho¨l,W , tal que
|y˜k − yk| ≤ C ′ |y˜0 − y0|
Demonstrac¸a˜o do Lema 3.2.9 a). Analogamente ao Lema de Davie 3.1.9, o fundamental e´
mostrarmos que a soluc¸a˜o discreta y, esta´ em y ∈ C1/p (P) . Pois, uma vez mostrado que
y ∈ C1/p (P) , segue que
h := δ[δxφ ◦ y + xφ⊗Dφ ◦ y] ∈ Cγ/p3 (P) (3.2.5)
e portanto N = ΛP (h) ∈ Cγ/p2 (P). De conclu´ımos que |Nmk| ≤ Dωγ/pmk . Logo, segue
facilmente que |yl − yk| ≤ Cω1/plk . Esta e´ a ideia da demonstrac¸a˜o.
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Tomamos
ε = ε
(
γ, p, ‖φ‖(γ−1)−Ho¨l,W , B, T
)
> 0
tal que
cγ/pB1ε
γ−2
p < B2 (3.2.6)
cγ/pB1ε
γ−1
p < B3 (3.2.7)
onde B1 depende das constantes do problema (na˜o depende de ε) e e´ tal que
‖h‖Cγ/p(P∩[tk,tm]) ≤ B1 quando ωmk < ε. (3.2.8)
As outras constanstes sa˜o definidas por
cγ/p : = 2
γ/pζ
(
γ
p
)
B2 : = B ‖Dφ⊗ φ‖∞,W
B3 : = B
(
‖φ‖∞,W + T 1/p ‖Dφ⊗ φ‖∞,W
)
.
Notamos que as constantes, cγ/p, B2 e B3 na˜o dependem da partic¸a˜o. Quanto a`s ε e B1
ficara´ claro ao longo da demonstrac¸a˜o que elas tambe´m na˜o dependem da partic¸a˜o.
Fixamos m, k ∈ P tais que k ≤ m e denotamos Pmk = P∩ [tk,tm]
Caso 1: ωmk ≤ ε: Usando induc¸a˜o em m − k mostraremos que ‖y‖1/p,Pmk ≤ 2B3 e que
‖δy − δxφ ◦ y‖2/p,Pmk < 2B2. Denotamos por M o 2-incremento
M := δy − δxφ ◦ y.
Para m− k = 1. Pela definic¸a˜o de yk+1 (3.2.3) temos que
|Mk+1,k| = |δyk+1,k − φ (yk) δxk+1,k|
= |Dφ⊗ φ (yk) xk+1,k|
≤ ‖Dφ⊗ φ‖∞,W ‖x‖2/p ω2/pk+1,k
≤ B ‖Dφ⊗ φ‖∞,W ω2/pk+1,k
= B2ω
2/p
k+1,k
≤ 2B2ω2/pk+1,k.
Cap´ıtulo 3 • Equac¸o˜es Diferenciais Rough 77
Da mesma maneira, tambe´m pela definic¸a˜o de yk+1 (3.2.3), resulta que
|δyk+1,k| = |φ (yk) δxk+1,k +Dφ⊗ φ (yk) xk+1,k|
≤ B
(
‖φ‖∞,W ω1/pk+1,k + ‖Dφ⊗ φ‖∞,W ω2/pk+1,k
)
= B
(
‖φ‖∞,W + ‖Dφ⊗ φ‖∞,W ω1/pk+1,k
)
ω
1/p
k+1,k
≤ B
(
‖φ‖∞,W + ‖Dφ⊗ φ‖∞,W T 1/p
)
ω
1/p
k+1,k
= B3ω
1/p
k+1,k (3.2.9)
≤ 2B3ω1/pk+1,k.
Terminando, assim, o passo inicial.
Faremos um breve comenta´rio sobre como finalizar a induc¸a˜o. A hipo´tese de induc¸a˜o
diz que se l ∈ P e´ tal que k ≤ l < m enta˜o valem as desigualdades ‖M‖2/p,Plk ≤ 2B2
e ‖y‖1/p,Plk ≤ 2B3. Para concluirmos o passo indutivo, usaremos a aplicac¸a˜o Λ discreta
(Teorema 1.4.1) da seguinte maneira. Mostraremos que vale (3.2.8), portanto (existe Λ tal
que) Λ (h) = N . Usando (3.2.8) e (1.4.2) temos que
‖N‖γ/p,Pmk ≤ cγ/pB1.
Isto terminara´ a induc¸a˜o pois, para δymk temos que
|ym − yk| = |Nmk + φ (yk) (xm − xk) +Dφ⊗ φ (yk) xmk|
≤ |Nmk|+ |φ (yk) (xm − xk) +Dφ⊗ φ (yk) xmk|
≤ ‖N‖γ/p,Pmk ω
γ/p
mk +B3ω
1/p
mk
≤
(
cγ/pB1ω
γ−1
p
kl +B3
)
ω
1/p
mk
≤
(
cγ/pB1ε
γ−1
p +B3
)
ω
1/p
mk
≤ (B3 +B3)ω1/pmk
= 2B3ω
1/p
mk ,
sendo que na u´ltima desigualdade usamos a definic¸a˜o de ε, ver desigualdade (3.2.7). Para
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Mmk temos que
|Mmk| = |Nmk +Dφ⊗ φ (yk) xmk|
≤ |Nmk|+ |Dφ⊗ φ (yk) xmk|
≤ cγ/pB1ωγ/pmk +B2ω2/pmk
=
(
cγ/pB1ω
γ−2
p
mk +B2
)
ω
2/p
mk
≤
(
cγ/pB1ε
γ−2
p +B2
)
ω
2/p
mk
≤ (B2 +B2)ω2/pmk
= 2B2ω
2/p
mk ,
sendo que na u´ltima desigualdade usamos a definic¸a˜o de ε, ver desigualdade (3.2.6).
Retomando, para concluirmos o passo indutivo, somente resta mostrar a desigualdade
(3.2.8), pois pelos comenta´rios acima, conclui-se que ‖M‖2/p,Pmk ≤ 2B2 e que ‖y‖1/p,Pmk ≤
2B3. Lembrando que
h = δ[δxφ ◦ y + xDφ⊗ φ ◦ y],
aplicando δ nos termos do colchete [· · · ] resulta que
h = −δxδφ ◦ y + δxDφ⊗ φ ◦ y − xδ(Dφ⊗ φ ◦ y)
= −δxδφ ◦ y + (δxδx)Dφ⊗ φ ◦ y − xδ(Dφ⊗ φ ◦ y)
= −δx (δφ ◦ y − δxDφ⊗ φ ◦ y)− xδ(Dφ⊗ φ ◦ y).
Logo, para k ≤ l < m, temos que
−hmlk = [(δφ ◦ y − δxDφ⊗ φ ◦ y)lk] δxml + [xδ(Dφ⊗ φ ◦ y)]mlk
= [δφ ◦ ylk −Dφ (yk) (φ (yk) δxlk)] δxml + [xδ(Dφ⊗ φ ◦ y)]mlk
= [δφ ◦ ylk −Dφ (yk) δylk −Dφ (yk) (−δylk + φ (yk) δxlk)] δxml +
+ [xδ(Dφ⊗ φ ◦ y)]mlk ,
onde, na u´ltima igualdade somamos e subtraimos −Dφ (yk) δylk. Reagrupando os termos, e
pela definic¸a˜o de Mlk segue da u´ltima igualdade
−hmlk = [δφ ◦ ylk −Dφ (yk) δylk −Dφ (yk) (−Mlk)] δxml + [xδ(Dφ⊗ φ ◦ y)]mlk
= {[δφ ◦ ylk −Dφ (yk) δylk] δxml}+ {[Dφ (yk)Mlk] δxml}+ {[xδ(Dφ⊗ φ ◦ y)]mlk} .
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Agora, para majorar h, e´ suficiente majorar cada um das parcelas {· · · } na soma acima.
Primeiramente vamos majorar xδ(Dφ ⊗ φ ◦ y). Aplicando o Lema 3.2.6 e usando as
desigualdades ‖y‖1/p,Plk ≤ 2B3 e ‖x‖2/p ≤ B, temos que
|(xδ(Dφ⊗ φ ◦ y))mlk| = |[Dφ⊗ φ (yl)−Dφ⊗ φ (yk)] xml|
≤ c
{
‖φ‖(γ−1)−Ho¨l,W + ‖φ‖2(γ−1)−Ho¨l,W
}(|yl − yk|γ−2 + |yl − yk|) |xml|
= B1,1
(|yl − yk|γ−2 + |yl − yk|) |xml|
≤ B1,1
(
‖y‖γ−21/p,Plk ω
γ−2
p
lk + ‖y‖1/p,Plk ω
1/p
lk
)
‖x‖2/p ω2/pml
≤ B1,1
(
(2B3)
γ−2 + 2B3T
3−γ
p
)
Bω
γ−2
p
lk ω
2/p
ml
= B1,2ω
γ−2
p
lk ω
2/p
ml
≤ B1,2ωγ/pmk
as constantes B1,1 e B1,2 sa˜o auxiliares e dependem apenas de γ, p, T, B e ‖φ‖(γ−1)−Ho¨l,W .
Agora vamos majorar {[Dφ (yk) (Mlk)] δxml}. Usando ‖M‖2/p,Plk < 2B2 e ‖x‖1/p ≤ B
temos que,
|[Dφ (yk) (Mlk)] δxml| ≤ |Dφ (yk) (Mlk)| |δxml|
≤ |Dφ (yk)| |Mlk| |δxml|
≤ ‖Dφ‖∞,W 2B2ω2/plk Bω1/pml
= 2BB2 ‖Dφ‖∞,W ω2/plk ω1/pml
≤ 2BB2 ‖Dφ‖∞,W T
3−γ
p ω
γ/p
km
= B1,3ω
γ/p
km .
Agora vamos majorar {[δφ ◦ ylk −Dφ (yk) δylk] δxml} . Usando ‖y‖2/p,Plk < 2B3, ‖x‖1/p ≤
B e o Lema 1.3.6 com I = Plk, U1 = W, U2 = L (V,W ) e z = y, temos que,
|[δφ ◦ ylk −Dφ (yk) δylk] δxml| ≤ |δφ ◦ ylk −Dφ (yk) δylk| |δxml|
≤ |δφ ◦ ylk −Dφ (yk) δylk|Bω1/pml
≤ ‖φ‖(γ−1)−Ho¨l,W ‖y‖γ−11/p,Plk Bω
1/p
ml
≤ (2B3)γ−1B ‖φ‖(γ−1)−Ho¨l,W ω
γ−1
p
lk ω
1/p
ml
= B1,4ω
γ−1
p
lk ω
1/p
ml
≤ B1,4ωγ/pmk .
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Finalizando, podemos tomar B1 := 3 max {B1,2, B1,3, B1,4} (dependendo apenas. Logo,
concluimos que
|−hmlk| ≤
(
B1
3
+
B1
3
+
B1
3
)
ω
γ/p
mk ,
ou seja,
‖h‖γ/p,Pmk ≤ B1
como quer´ıamos. Logo podemos concluir a induc¸a˜o, como ja´ comentamos eTerminando,
assim, o passo indutivo e, enta˜o, este caso. Ou seja, terminamos a induc¸a˜o e este caso.
Caso 2: ωmk > ε: este caso e´ inteiramente ana´logo ao Lema de Davie quando 1 ≤ p < γ ≤
2. Da mesma maneira, mostramos que |ym − yk| ≤
(
T
ε
+ 1
)
2B3ω
1/p
mk . Ou seja, mostramos
que
|ym − yk| ≤ C |ωmk|1/p
com
C =
(
T
ε
+ 1
)
2B3.
Portanto
|Nmk| ≤ D |ωmk|γ/p
com D obtida da mesma maneira que B1, apenas trocando 2B3 por C.
Prova do Lema 3.2.9 b). E´ inteiramente ana´loga a` demonstrac¸a˜o do Lema 3.1.9 b).
Prova do Teorema 3.2.7. E´ inteiramente ana´loga a` demonstrac¸a˜o do Teorema 3.1.6.
Prova do Teorema 3.2.8. E´ inteiramente ana´loga a` demonstrac¸a˜o do Teorema 3.1.7.
3.3 Comparac¸a˜o entre integrais e equac¸o˜es
diferenciais
E´ comum na literatura de equac¸o˜es diferenciais ordina´rias usar uma teoria de integrac¸a˜o
para definir e resolver as equac¸o˜es. Apesar de na˜o ser muito usual, estas ideias tambe´m
funcionam na direc¸a˜o oposta, ou seja, pode-se definir uma integral tendo em ma˜os uma
teoria de soluc¸o˜es para equac¸o˜es diferenciais e resultados de regularidades da soluc¸a˜o.
Os teoremas de existeˆncia e unicidade que ja´ foram apresentados neste cap´ıtulo foram
capazes de dar sentido a` uma equac¸a˜o diferencial sem falar em integral. Vamos ver que a
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integral associada as equac¸o˜es diferenciais coincidem com a integral ao longo de path. Deste
modo terminamos a comparac¸a˜o por completo entre as abordagens de M. Gubinelli e A. M.
Davie, que ate´ enta˜o na˜o tinha sido feita diretamente.
Notamos que, a priori, existe uma discrepaˆncia entre o integrando corrigido (2.4.5) da
Sec¸a˜o 2.4 e o integrando da soluc¸a˜o da equac¸a˜o diferencial (3.2.2). A diferenc¸a esta´ ligado
aos domı´nios e contradomı´nios da φ, ja´ que numa sec¸a˜o φ : V → L (V,W ) enquanto na outra
φ : W → L (V,W ). Ficara´ claro adiante a relac¸a˜o entre os integrandos.
No final, vamos usar a continuidade da integral ao longo de caminhos para obter a de-
pendeˆncia continua de x (no caso 1 ≤ p < 2) e de (x,x) (no caso 2 ≤ p < 3). A demonstrac¸a˜o
apresentada aqui foi desenvolvida por no´s e utiliza os resultados ja´ demonstrados. Vale notar
que pode-se melhorar a continuidade mostrada aqui. Por exemplo, M. Gubinelli [7], conclui
a dependeˆncia Lipschitz diretamente da demonstrac¸a˜o do teorema de unicidade da soluc¸a˜o
(tal conclusa˜o e´ imediata devido ao fato de M. Gubinelli usar argumentos de ponto fixo na
demonstrac¸a˜o). Para a dependeˆncia diferencia´vel (em algum sentido) ver P. Fritz [6].
3.3.1 Integral de Riemann-Stieltjes via equac¸o˜es diferenciais
ordina´rias
A teoria cla´ssica de equac¸o˜es diferenciais ordina´rias fornece soluc¸o˜es para
dy = φ (y) dx
sendo x um caminho Lipchitz e φ um campo Lipchitz. E´ poss´ıvel recuperar a definic¸a˜o
da Integral de Riemann–Stieltjes
∫ ·
0
dxrφ (xr) da seguinte maneira. Atrave´s do sistema de
equac¸o˜es
dzr = dxr
dyr = φ (zr) dxr
(z0, y0) = (x0, 0)
onde x ∈ C1 (I, V ), φ ∈ C1−Ho¨l (V, L (V,W )) . Sabemos que existe uma u´nica soluc¸a˜o (z, y) :
I → V ⊕W . Como x e´ Lipchitz (logo tem variac¸a˜o limitada),
zt = x0 +
∫ t
0
dxt
= xt
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e´ a u´nica soluc¸a˜o para 1a coordenada. Enta˜o
yt =
∫ t
0
dxrφ (zr) =
∫ t
0
dxrφ (xr) ,
ou seja, podemos definir
∫ t
0
dxrφ (xr) como sendo soluc¸a˜o de uma equac¸a˜o diferencial.
Este racioc´ınio funciona com soluc¸o˜es de equac¸o˜es diferenciais rough e integrais ao longo
de rough path.
3.3.2 Integral ao longo de caminhos via equac¸o˜es diferenciais
Vamos recuperar
∫ ·
0
d (x,x)r φ (xr), via a soluc¸a˜o do caso 2 ≤ p < γ ≤ 3 no sentido de
Definic¸a˜o 3.2.2. Este caso e´ um pouco diferente do anterior, pois como vamos precisar da
derivada de φ, e´ necessa´rio trabalhar com campos nos seguintes domı´nios e contradomı´nios
φ ∈ Cγ−Ho¨lloc (V, L (V,W )) (e na˜o φ ∈ Cγ−Ho¨lloc (W,L (V,W ))). Como no caso Lipchitz, a integral
aparece como projec¸a˜o da soluc¸a˜o de uma equac¸a˜o diferencial na 2a coordenada. Mais
precisamente, vamos considerar o sistema
dzr = dxr
dyr = φ (zr) d (x,x)r
(z0, y0) = (x0, 0)
(3.3.1)
e pretendemos mostrar que yt = J (d (x,x)φ (xr))t0 , ver eq. (2.4.5).
E´ fa´cil enquadrar este sistema na teoria da sec¸a˜o anterior. Para isso, fixe {ea : a =
1, . . . ,m}, base de V, e considere o campo Φ : V ⊕W → L (V, V ⊕W ) dado por
Φ (z, y) ea := (ea, φ
a (z))
onde denotamos φa (z) = φ (z) ea.Como φ ∈ Cγ−Ho¨lloc segue que Φ ∈ Cγ−Ho¨lloc , munindo V ⊕W
com a norma do ma´ximo. Assim a equac¸a˜o diferencial
d (zr, yr) = Φ (zr, yr) dxr, (z0, y0) = (x0, 0) (3.3.2)
e´ equivalente ao sistema (3.3.1) acima. Segue do Teorema 3.2.8 que existe uma u´nica soluc¸a˜o.
Agora devemos mostrar que a projec¸a˜o na 2a coordena, r 7−→ yr, da soluc¸a˜o r 7−→ (zr, yr)
e´ uma integral rough ao longo de (x,x). Isto e´, mostrar que vale yt = lim|Pt0|→0
∑
i φ (xti) δxti+1ti+
Dφ (xti) xti+1ti .
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Proposic¸a˜o 3.3.1. Se 2 ≤ p < γ ≤ 3 e φ ∈ Cγ−Ho¨lloc (V, L (V,W )). Seja yt (2a coordenada
da) soluc¸a˜o do sistema (3.3.1). Enta˜o y satisfaz yt = y0 + J (d (x,x)φ (x))t0 .
Demonstrac¸a˜o. Como (zr, yr) e´ soluc¸a˜o da equac¸a˜o (3.3.2), pela Definic¸a˜o 3.2.2, existe θ
tal que dado ε > 0 existe α tais que θ(α)
α
< ε. Segue de (3.2.2) que para toda partic¸a˜o
Pt0= {0 = t0 < · · · < tK = t} de [0, t] tal que |Pt0| < α, vale
|δ (z, y)− δxΦ (z, y)− x (DΦ⊗ Φ) (z, y)|k+1,k ≤ θ (tk+1 − tk)
< ε (tk+1−tk) (3.3.3)
Notamos que
δ (z, y)k+1,k = (δzk+1,k, δyk+1,k) . (3.3.4)
Tambe´m temos que
Φ (z, y) eb =
(
eb, φ
b (z)
)
(3.3.5)
de onde segue que
Φ (z, y) =
[
idV→V
φ (z)
]
(3.3.6)
de onde segue que
DΦ (z, y) ea =
[
0 0
Dφa (z) 0
]
(3.3.7)
Portanto, por (3.3.6) e (3.3.7) temos que
DΦ (z, y)⊗ Φ (z, y) ea ⊗ eb =
[
0 0
Dφa (z) 0
][
eb
φb (z)
]
=
[
0
Dφa (z) eb
]
=
[
0
Dφ (z) ea ⊗ eb
]
. (3.3.8)
Agora, substituindo (3.3.4), (3.3.5) e (3.3.8) em (3.3.3) obtemos que a 2a coordenada de
(3.3.3) satisfaz
|δyk+1,k − φ (zk) δxk+1,k −Dφ (z) xk+1,k| < ε (tk+1 − tk) .
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Como z = x, basta somarmos em k na desigualdade anterior para obtermos∣∣∣∣∣δyt0 −∑
k
[φ (xk) δxk+1,k +Dφ (x) xk+1,k]
∣∣∣∣∣ ≤ εt.
Portanto conclu´ımos que
yt − y0 = yt = lim|Pt0|→0
∑
k
[φ (xk) δxk+1,k +Dφ (x) xk+1,k] = J (dxφ (x))t0 .
Observac¸a˜o 3.3.2. Recuperamos o integrador usual φ (xk) δxk+1,k + Dφ (x) xk+1,k, o qual
aparceu na Proposic¸a˜o 2.4.5 para definir a integral ao londo de (x,x).
O caso 1 ≤ p < γ ≤ 2 e´ semelhante e mais simples. Outro motivo para na˜o repetir as
contas e´ a Proposic¸a˜o 3.1.4, onde provamos a relac¸a˜o entre a integral de Young e a definic¸a˜o
de equac¸a˜o diferencial, ver Definic¸a˜o 3.1.2.
Agora vamos aos teoremas de dependeˆncia cont´ınua da soluc¸a˜o em relac¸a˜o ao integrador.
Teorema 3.3.3. (1 ≤ p < γ < 2). Sejam φ ∈ Cγ−Ho¨lc (W,L (V,W )) ,(xn) ⊂ C1/p1,o (I, V ) tal
que limn→∞ ‖xn − x‖1/p = 0. Denotamos por yn ∈ C1/p1,y0 (I,W ) a u´nica soluc¸a˜o de
dyn = φ (yn) dxn.
Enta˜o existe y ∈ C1/p1,y0 (I,W ) tal que
lim
n→∞
‖yn − y‖1/p = 0
e e´ (a u´nica) soluc¸a˜o de
dy = φ (y) dx.
Demonstrac¸a˜o. Para usarmos a continuidade da integral no sentido da Proposic¸a˜o 2.3.2,
precisamos considerar a integral ao longo de zn = (xn, yn) ∈ C1/p1,(o,y0) (I, V ⊕W ) para um
campo adequado Φ. Definimos Φ : V ⊕W → L (V ⊕W,W ) por
Φ (x, y) =
[
φ (y) 0
]
,
ou seja, Φ (x, y) (x˜, y˜) = φ (y) x˜. Logo Φ ∈ Cγ−Ho¨lc .
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Primeiramente vamos provar que existe y ∈ C1/q1,y0 tal que limn→∞ ‖yn − y‖1/q = 0 (p < q).
Pelo Teorema 3.1.7, sabemos que a sequeˆncia (yn,m)m∈N , definida pela relac¸a˜o de recorreˆncia
yn,mk+1 = yk + φ (y
n,m
k ) δx
n
k+1,k
(tk, tk+1 ∈ Pm), converge a yn uniformemente sobre ∪Pm, onde (Pm)m∈N e´ uma sequeˆncia de
partic¸o˜es de I encaixadas. Aplicando o Lema de Davie 3.1.9 a) a yn,m com E = sup ‖xn‖1/p
segue que existe uma C (dependo de p, γ, ‖φ‖γ−Ho¨l , E e sup I) tal que
|yn,ml − yn,mk | ≤ C |tl − tk|1/p ,
(∀tl, tk ∈ Pm). Como yn,m converge a yn uniformemente sobre ∪Pm segue da desigualdade
anterior que
|ynl − ynk | ≤ C |tl − tk|1/p ,
(∀tl, tk ∈ ∪Pm). Como ∪Pm = I segue que
|ynt − yns | ≤ C |t− s|1/p ,
(∀t, s ∈ I). Ou seja,
‖yn‖1/p ≤ C.
Logo {yn : n ∈ N} e´ compacto em C1/q1,y0 (I,W ) (q > p), ver Corola´rio 1.3.8. Logo existe
y ∈ C1/q1,y0 (I,W ) tal que limn→∞ ‖yn − y‖1/q = 0.
Portanto temos que limn→∞ ‖zn − z‖1/q = 0. Pela continuidade da aplicac¸a˜o z 7→
J (dzΦ (z)) ∈ Cαγ/q ( p
γ
< q
γ
< α < 1), ver Proposic¸a˜o 2.3.2, temos que
lim
n→∞
‖J (dznΦ (zn))− J (dzΦ (z))‖αγ/q = 0. (3.3.9)
Por outro lado, usando que yn e´ soluc¸a˜o de dyn = φ (yn) dxn e das definic¸o˜es de Φ e zn e das
integrais (ao longo de rough path e Young) segue que
J (dznΦ (zn)) = (id− Λδ) (δznΦ ◦ zn)
= (id− Λδ)
(
δzn
[
φ ◦ yn 0
])
= (id− Λδ)
([
δxn
δyn
] [
φ ◦ yn 0
])
= (id− Λδ) [δxnφ ◦ yn]
= J (dxnφ (yn)) (3.3.10)
= δyn. (3.3.11)
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Pelos mesmos motivos temos que
J (dzΦ (z)) = J (dxφ (y)) (3.3.12)
Substituindo (3.3.10) e (3.3.12) no limite (3.3.9) resulta que
lim
n→∞
‖δyn − J (dxφ (y))‖Cαγ/q2 = 0. (3.3.13)
Como a inclusa˜o Cαγ/q2 ⊂ C1/q2 e´ cont´ınua segue que
‖·‖1/q − limn→∞ δy
n = J (dxφ (y)) .
Da unicidade do limite temos que
δy = J (dxφ (y)) , (3.3.14)
ou seja,
yt = y0 + J (dxφ (y))t0
e isto implica que y ∈ C1/p1,y0 , uma vez que x ∈ C1/p. Portanto provamos que y e´ soluc¸a˜o de
dy = φ (y) dx.
Finalizando, segue de (3.3.13) e (3.3.14) que
lim
n→∞
‖yn − y‖Cαγ/q1 = limn→∞ ‖δy
n − δy‖Cαγ/q2
= 0.
Como a inclusa˜o Cαγ/q1,y0 ⊂ C1/p1,y0 e´ cont´ınua, o teorema esta´ demonstrado.
Teorema 3.3.4. (2 ≤ p < γ < 3). Sejam φ ∈ Cγ−Ho¨lc (W,L (V,W )), (xn,xn) , (x,x) ∈
Ωp,o (I, V ) tal que limn→∞ dp ((xn,xn) , (x,x)) = 0. Denotamos por yn ∈ C1/p1,y0 (I,W ) a u´nica
soluc¸a˜o (no sentido da Definic¸a˜o 3.2.2) da equac¸a˜o
dyn = φ (yn) dxn.
yn (0) = y0
Enta˜o existe y ∈ C1/p1,y0 (I,W ) tal que
lim
n→∞
‖yn − y‖1/p = 0
e e´ (a u´nica) soluc¸a˜o de
dy = φ (y) dx.
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Demonstrac¸a˜o. Para usarmos a continuidade da integral no sentido da Proposic¸a˜o 2.4.5 e´
necessa´rio, analogamente ao teorema anterior, considerar a sequ¨encia (a qual definiremos
precisamente a seguir) Zn = ((xn,xn) , (yn,yn)) . O primeiro problema e´ que a soluc¸a˜o yn
e´ um caminho em W e na˜o um p-rough path em W. Para contornar este problema basta
estender o domı´nio da φ ao espac¸o W⊕W⊗2 da seguinte maneira. Definimos φ˜ : W⊕W⊗2 →
L (V,W ⊕W⊗2) por
φ˜ (w1, w2) = (φ (w1) , w1 ⊗ φ (w1)) .
Agora definimos yn·,s como sendo a coordena em W
⊗2 da soluc¸a˜o da equac¸a˜o
d
(
yn,yn·,s
)
= φ˜
(
yn,yn·,s
)
dxn
com condic¸a˜o inicial (yns , 0) . Como a soluc¸a˜o e´ u´nica pelo Teorema 3.2.7, temos que y
n
t,s
esta´ bem definido para todo t, s ∈ I e yn ∈ C2/p2 (I,W⊗2). Tambe´m e´ fa´cil de verificar que
δyn = δynδyn. Logo constru´ımos (yn,yn) ∈ Ωp,o˜ (I,W ), onde o˜ = (y0, 0). Ainda mais,
usando Lema de Davie 3.2.9 a) com B = supn
{
‖xn‖1/p , ‖xn‖2/q
}
e o Corola´rio 1.3.8 e
argumentando como no teorema anterior podemos extrair uma subsequeˆncia de (yn,yn) que
converge a (y,y) ∈ Ωq,o (I,W ) na me´trica dq (q > p).
Como ja´ mencionamos a ide´ia e´ considerar uma sequ¨encia Zn de rough paths em Ωq,o(I, V⊕
W ).
Uma observac¸a˜o importante e´ que tendo em ma˜os os rough paths (yn,yn) ∈ Ωq,o (I,W ) e
(xn,xn) ∈ Ωp,o (I, V ) ⊂ Ωq,o (I, V ) na˜o existe uma maneira canoˆnica de construir um rough
path em Zn ∈ Ωq,o (I, V ⊕W ) de modo que as coordenadas de Zn em W ⊕ W⊗2 sejam
(yn,yn) e as coordenadas de Zn em V ⊕ V ⊗2 sejam (xn,xn). Isto se deve ao fato de que Zn
possui coordenadas cruzadas em V ⊗W e em W ⊗ V .
Deste modo resta definirmos Zn em V ⊗ W e em W ⊗ V. Estas componentes sa˜o in-
terpretadas como as integrais cruzadas
∫
yn ⊗ dxn e ∫ xn ⊗ dyn. Estas integrais podem ser
definidas via o costureiro Λ da seguinte maneira. Notamos que como yn e´ soluc¸a˜o, isto e´,
satisfaz a desigualdade (3.2.2) segue do Teorema 3.2.8 que θ (α) = Mαγ/p. Logo vale que
δynts = φ (y
n
s ) δx
n
ts +Dφ⊗ φ (yns ) xnts +Rnts
onde
Rts := δy
n
ts − φ (yns ) δxnts −Dφ⊗ φ (yns ) xnts
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e R ∈ Cγ/p2 . Portando usando a expressa˜o acima para δyn, que ‖xn‖1/p <∞ e que‖R‖2/p ≤
‖R‖γ/p < ∞ podemos mostrar que δ [ynδxn − xnφ (yn)] esta´ no domı´nio do costureiro, logo
podemos definir ∫ t
s
yn ⊗ dxn = (id− Λδ) [ynδxn − xnφ (yn)]ts ∈ W ⊕ V .
Agora, usando a expressa˜o acima para δyn e a linearidade de ⊗ temos que
[δynxn]ts = x
n
s ⊗ δynts
= xs ⊗ φ (yns ) δxnts + xs ⊗ [Dφ⊗ φ (yns ) xnts] + xs ⊗Rts.
Portanto desta igualdade podemos concluir que δ [δynxn] esta´ no domı´nio de Λ, logo definimos∫ t
s
xn ⊗ dyn = (id− Λδ) [δynxn] ∈ V ⊕W.
Com estas definic¸o˜es, podemos considerar Zn ∈ Ωq,o (I, V ⊕W ). Como no teorema anterior,
definimos Φ : V ⊕ W ⊕ (V ⊕W )⊗2 → L (V ⊕W ⊕ (V ⊕W )⊗2 ,W ⊕W⊗2) de maneira
adequada (i.e., para garantir que J (dZnφ (Zn)) = (J (dxnφ (yn)) ,yn) = (δy,yn)) e usamos
a continuidade de J : Ωq,o (I, V ⊕W )→ Cαγ/q (I,W ⊕W⊗2) para o campo Φ para obtermos
os resultados enunciados no teorema.
CAPI´TULO 4
APLICAC¸O˜ES A` ANA´LISE
ESTOCA´STICA
A teoria de probabilidade fornece exemplos concretos de caminhos na˜o diferencia´veis para
os quais a teoria de rough path se aplica. Durante esta sec¸a˜o comentaremos brevemente
como aplicar a teoria dos rough paths a`s integrais de Itoˆ e Stratonovich. Consequentemente,
tendo em ma˜os a teoria de integrac¸a˜o estoca´stica e a relac¸a˜o com a integrac¸a˜o ao longo de
caminhos, temos aplicac¸o˜es a`s equac¸o˜es diferenciais estoca´sticas via equac¸o˜es diferencias (do
cap´ıtulo anterior).
4.1 Movimento Browniano Enhanced
(Melhorado/Aprimorado)
Numa frase, o Movimento Browniano Enhanced e´ nada mais que o par
(
B,
∫ ∫
dBdB
)
(in-
tegrac¸a˜o estoca´stica) visto, caminho-a-caminho, como um p−rough path (2 < p < 3). Este
objeto e´ a maneira natural de olharmos o movimento Browniano como um rough path. O
me´todo sera´ descrito nesta sec¸a˜o.
Seja (Ω,F ,P) espac¸o de probabilidade e seja B = (B1, . . . , Bn) um movimento Browniano
com valores em V = Rn (munido com o produto escalar euclidiano). E´ sabido que B tem
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trajeto´rias Ho¨lder cont´ınuas com expoente 1
p
para todo p > 2, enta˜o podemos fixar 2 < p < 3
e escolhermos uma versa˜o de B tal que B (ω) ∈ C1/p (I, V ), ∀ω ∈ Ω, onde I e´ um intervalo
limitado. Podemos obter x atrave´s de integrac¸a˜o estoca´stica:
xbaItoˆ,ts =
∫ t
s
dBbr (B
a
r −Bas )
onde a integrac¸a˜o e´ entendida no sentido de Itoˆ com respeito a filtrac¸a˜o natural Ft :=
σ (Bs; s ≤ t). Das propriedades da integral de Itoˆ, temos
xbaItoˆ,ts − xbaItoˆ,us − xbaItoˆ,tu =
(
Bbt −Bbu
)
(Bau −Bas )
o que significa
δxItoˆ = δBδB.
Para podermos aplicar a teoria de rough path ao longo do par BItoˆ:= (B,xItoˆ) resta mostrar-
mos que x (ω)∈C2/p (I, V ⊗2) , ∀ω ∈ Ω. Este e´ um resultado cla´ssico que pode ser encontrado
em D. Strook [19] e sua demonstrac¸a˜o baseia-se no Lema de Garsia, Rodemich e Rumsey.
Tambe´m podemos introduzir
xabStrat,ts =
∫ t
s
◦dBbr (Bar −Bas )
(integral de Stratonovich). Por resultados conhecidos das integrais estoca´sticas temos
xabStrat,ts = x
ab
Itoˆ,ts + g
ab
ts (4.1.1)
onde
gabt =
{
1
2
t, se a = b
0, se a 6= b .
Portanto
δ
(
xabStrat
)
tus
= δ
(
xabItoˆ
)
tus
+ 0
= δBatuδB
b
us.
E´ claro que tambe´m podemos escolher uma versa˜o cont´ınua de xStrat que pertence a C2/p2
(2 < p < 3) e satisfaz δxStrat = δBδB. Desta forma, uma vez escolhido p ∈ (2, 3), BStrat =
(B,xStrat) e´ um p−rough path.
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Definic¸a˜o 4.1.1. A versa˜o cont´ınua do par BItoˆ ou do par BStrat e´ denominada de movi-
mento Browniano enhanced.
Observac¸a˜o 4.1.2. O movimento Browniano na˜o e´ o u´nico exemplo de processo estoca´stico
que fornece, de maneira natural, um p−rough path (2 < p < 3). Por exemplo, e´ sabido que
martingales e o movimento Browniano fraciona´rio com expoente H ∈ (1
3
, 1
2
)
cada um teˆm
versa˜o p−Ho¨lder, para algum p ∈ (1
3
, 1
2
)
.
Observac¸a˜o 4.1.3. O adjetivo “enhanced” e´ usual na literatura e e´ utilizado, em geral, para
qualquer rough path induzido (de maneira natural) dos processos estoca´sticos. Por exemplo,
processos gaussianos enhanced, martingales enhanced, movimento Browniano enhanced, ....
4.2 Integrais Estoca´sticas
A conexa˜o entre as integrais estoca´sticas (de Itoˆ e de Stratonovich) e as integrais ao longo
dos p-rough paths (2 ≤ p < 3) BItoˆ e BStrat e´ a seguinte.
Teorema 4.2.1. Seja φ = (φab )a,b=1,...,dimV ∈ C(γ−1)−Ho¨lc (V, L (V, V )) (2 ≤ p < γ ≤ 3).
Enta˜o a integral estoca´stica de Itoˆ ∫ t
s
dBbrφ
a
b (Br)
possui uma versa˜o cont´ınua igual a
J (dBbItoˆφab (B))
q.t.p. (integral ao longo de BItoˆ (ω) no sentido rough, ver Proposic¸a˜o 2.4.5).
Analogamente, a integral estoca´stica de Stratonovich∫ t
s
◦dBbrφab (Br)
possui uma versa˜o cont´ınua igual a
J (dBbStratφab (B)) .
A seguinte relac¸a˜o e´ verdadeira
J (dBbStratφab (B)) = J (dBbItoˆφab (B))+ g˜bc2
∫ t
s
∂cφ
a
b (Br) dr, (4.2.1)
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onde g˜bc =
{
1 se b = c
0, se b 6= c .
Demonstrac¸a˜o. Lembramos que a integral de Itoˆ,
∫ t
s
dBbrφ
a
b (Br) e´ o limite em probabilidade
das somas discretas
SaP =
∑
ti∈P
φab (Bti)
(
Bbti+1 −Bbti
)
,
onde P partic¸a˜o de I. Enquanto J (dBbItoˆφab (B)) e´ o limite cla´ssico quando |P| tende a 0
de
S˜aP =
∑
ti∈P
φab (Bti)
(
Bbti+1 −Bbti
)
+ ∂cφ (Bti)
a
b x
bc
Itoˆ;ti+1,ti
.
Enta˜o e´ suficiente mostrar o limite em probabilidade
P− lim
|P|→0
RaP = P− lim|P|→0
∑
ti∈P
∂cφ (Bti)
a
b x
bc
Itoˆ;ti+1,ti
= 0.
Como Dφ e´ limitado, e´ suficiente mostrar que L2 − lim|P|→0RaP = 0. Usando que RaP e´ um
martingale discreto, temos que
E |RP |2 =
∑
ti∈P
E
∣∣∣∂cφ (Bti)ab xbcItoˆ;ti+1,ti∣∣∣2
≤ ‖φ‖(γ−1)−Ho¨l,V
∑
ti∈P
E
∣∣∣xbcItoˆ;ti+1,ti∣∣∣2
= ‖φ‖(γ−1)−Ho¨l,V E
∣∣xbcItoˆ;T,0∣∣2 ∑
ti∈P
|ti+1 − ti|2
≤ ‖φ‖(γ−1)−Ho¨l,V E
∣∣xbcItoˆ;T,0∣∣2 |P| |t− s| .
Logo
lim
|P|→0
E |RP |2 = 0.
Portanto mostramos que a integral de Itoˆ e a integral ao longo do rough path BItoˆ coincidem,
ou seja, vale q.t.p.
J (dBbItoˆφab (B)) = ∫ t
s
dBbrφ
a
b (Br) ,
onde o lado direito e´ a integral de Itoˆ. Agora, a integral J (dBbStratφab (B)) que e´ o limite
cla´ssico das somas
S¯P =
∑
ti∈P
φab (Bti)
(
Bbti+1 −Bbti
)
+ ∂cφ (Bti)
a
b x
bc
Strat;ti+1,ti
,
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usando a relac¸a˜o (4.1.1) e que gbcts =
g˜bc
2
(t− s) segue que S¯P e´ igual a
S¯P =
∑
ti∈P
φab (Bti)
(
Bbti+1 −Bbti
)
+ ∂cφ (Bti)
a
b x
bc
Itoˆ;ti+1,ti
+
g˜bc
2
∂cφ (Bti)
a
b (ti+1 − ti)
= S˜P +
g˜bc
2
∑
ti∈P
∂cφ (Bti)
a
b (ti+1 − ti) .
Portanto fazendo |P| → 0, segue que
J (dBbStratφab (B))ts = J (dBbItoˆφab (B))ts + g˜bc2
∫ t
s
∂cφ
a
b (Br) dr.
Ja´ provamos que J (dBbItoˆφab (B))ts = ∫ ts dBbrφab (Br) . Portanto
J (dBbStratφab (B))ts = ∫ t
s
dBbrφ
a
b (Br) +
g˜bc
2
∫ t
s
∂cφ
a
b (Br) dr.
Pela relac¸a˜o entre integral de Itoˆ e integral de Stratonovich, sabemos que o lado direto e´
igual a
∫ t
s
◦dBbrφab (Br) , ou seja, provamos que
J (dBbStratφab (B))ts = ∫ t
s
◦dBbrφab (Br) .
Conclu´ımos esta sec¸a˜o observando que o teorema acima nos fornece uma interpretac¸a˜o
e definic¸a˜o caminho a caminho para estas integrais estoca´sticas. No entanto, caminho a
caminho do movimento Browniano enhanced BStrat ou BItoˆ, e na˜o caminho a caminho do
movimento Browniano B.
Uma vez que as integrais coincidem temos, de grac¸a, os teoremas de existeˆncia e unicidade
(caminho a caminho) para equac¸o˜es diferenciais estoca´sticas.
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