The Stein-Chen method is used to derive two formulas of uniform and non-uniform bounds on Poisson approximation for a sum of n independent geometric random variables. Application of these formulas is illustrated with the Poisson approximation to the negative binomial distribution.
Introduction and main results
In the past few years, there have been many papers on the Stein-Chen method for bounding Poisson approximation errors (see [3] , [10] and references therein) and the application of the techniques to binomial, compound Poisson and geometric approximations: see [4] , [2] and [6] . In this paper we further use the Stein-Chen method to bound error on Poisson approximation to the distribution of a sum of n independent geometric random variables, which is thought of as the number of failures before the n th success in a sequence of Bernoulli trials. Before constructing such bound of the approximation, we define a random variable X as the number of failures before the first success in a sequence of Bernoulli trials with probability of success p, 0 < p < 1. Thus
.., is the geometric probability with parameter p.
Let X 1 , ..., X n be n independent geometric random variables with P (
i , then W is the number of failures before the n th success in a sequence of independent Bernoulli trials. If p i 's are identical 
, the following formula holds:
Remarks. 1. The error bounds in (1.1) and (1.2) are small when all (1 − p i ) are small, i.e. each result of the theorems yields a good Poisson approximation when all (1 − p i ) are small. Furthermore, the error bound in (1.2) depends on w 0 , i.e. it is decreasing for w 0 ≥ 0. 2. In the case of A = {0} or w 0 = 0, by applying Lemma 2.1 (3) of Teerapabolarn and Neammanee [11] , we can obtain the following inequality
Proof of main results
We will prove our main results by using the Stein-Chen method. The method was originally formulated for normal approximation by Stein in 1972, and it was adapted and applied to the Poisson case by Chen in 1975. This method started by Stein's equation for Poisson distribution with a parameter λ which, given h, is defined by
where
and f and h are bounded real valued functions
From Barbour et al. [3] on pp.7 , the solution f A (w) of (2.1) is of the form
where C w = {0, ..., w}, and, for w 0 ∈ N ∪ {0}, the solutions f Cw 0 of (2.1) can be expressed in the form of
The following lemmas are established for proving the main results.
Proof. It is obtained from Barbour et al. [3] on pp.8. 2 Lemma 2.2. For w 0 ∈ N ∪ {0} and k ∈ N, the following estimate holds:
Proof. By using Lemma 2.1 (3) of Teerapabolarn and Neammanee [12] , we have
By the fact that
For w ≥ w 0 + 1 and w ≥ k, by (2.7), we have
and, for k ≤ w ≤ w 0 ,
Hence, (2.6) is obtained. Proof of Theorem 1.1. We shall show that (1.1) holds. From (2.1), given h = h A , we have
where f = f A is defined as in (2.3). Note that
By using Lemma 2.1, 
An illustrative application
This section gives an illustrative application of the theorems to approximate the negative binomial by the Poisson distribution with parameter λ = np −1 (1 − p) in two formulas. Finally, we compare our result, a uniform bound, with some other results.
Uniform and non-uniform bounds
When p i 's are identical to p, we have λ = np −1 (1 − p) and a uniform bound for approximating the negative binomial distribution by the Poisson distribution in Theorem 1.1 is of the form It should be noted that the bounds in (3.1) and (3.2) are small when 1 − p is small or λ is small, i.e. each result of (3.1) and (3.2) gives a good Poisson approximation for small 1 − p or small λ. Moreover, the bound in (3.2) can be decreased by increasing w 0 .
Comparison with some other results
We will compare our result of (3.1) with some other results below.
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