A digital signal processing (DSP) 
I. INTRODUCTION
Many physical and engineering systems are described by partial differential equations (PDEs). It is generally impossible to obtain closed-form analytical solutions for these equations due to the irregularity of problem domains, and because coefficients are usually spatially varying. Consequently, the numerical solution of PDEs plays an important role in understanding and simulatingawidevarietyof physical phenomena. Since the late 194Os, the gradual emergenceof high-speed computers, culminatingwith the introduction of supercomputers, has made it possible for researchers to test and develop new PDE solution techniques. The amount of research activity concerned with the numerical analysis of PDEs has therefore been growingvery rapidly. Many discretization schemes, computational algo- August 22,1990 .
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Angeles, CA 90089-0272, USA. rithms, and novel computer architectures have been proposed to solve PDEs efficiently. In spite of these developments, the numerical solution of PDEs is still one of the most challenging areas of numerical analysis due to the versatile and often complicated structure of PDEs, and because of the large amount of variables that need to be computed for two or higher dimensional problems.
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In this survey, we focus our attention on the discretization and solution of 2-D second-order linear elliptic PDEs of the form with ab > 0, where the coefficients are in general functions of x and y. Elliptic PDEs are often used to characterize the steady-state behavior of physical systems defined over a bounded domain. In this context, boundaryconditions representing experimental conditions are usually imposed on the domain boundary, thus yielding a boundary-value problem.Thefamiliar Laplace, Poisson, Helmholtzand convection-diffusion equations are all special cases of (1.1). The solution of (1.1) has therefore a wide range of applications Elliptic PDEs can be divided into self-adjoint positive definite, indefinite and nonself-adjoint equations, depending on the eigenvalues of the associated differential operator. If an operator is self-adjoint, it has a real spectrum (eigenvalues). Furthermore, if it is positive definite, all its eigenvalues are positive. The discretization of self-adjoint positive definite differential operators leads to symmetric positive definite (SPD) matrices. In contrast, the discretization of nonself-adjoint elliptic operators gives rise to nonsymmetric matrices whose eigenvalues are in general complex. It i s customary to use the Poisson, Helmholtz, and convection-diffusion equations on the unit square Q = [0, I]' with appropriate boundary conditions as model problems for self-adjoint positive definite, indefinite and nonself-adjoint elliptic PDEs, respectively. They can be expressed as follows. Generally speaking, the numerical solution of PDEs involves two tasks: (a) choosing a discretization scheme to transform the PDE of interest into a discrete problem that approximates it, and (b) selecting a solution method for the discretized problem. These two tasks are usually performed separately for single grid solution techniques, but they are combined for multigrid methods. For expository purposes, since the goals of the discretization and solution steps are different, they will be examined independently. In this paper, we study the discretization of all three model problems (1.2)-(1.4). As to solution methods, the design and analysis of iterative algorithms for solving self-adjoint positive definite elliptic PDEs has reached an advanced state of development, whereas a complete theory is not yet available for indefinite and nonself-adjoint PDEs. Thus,wefocus on the solution of self-adjoint positive definite PDEs modeled by the Poisson equation (1.2).
Our exposition relies on a Digital Signal Processing (DSP) approach [31], [34] , [78] , [85] . From the DSP viewpoint, 2-D differential and finite-difference operators correspond to 2-D analog and digital filters, respectively. The discretization of PDEs specifies an approximation problem, i.e., how to match the spectra of analog and digital filters. The solution of PDEs requires the implementation of a deconvolution filter which recovers the input U from the output f given by (1.1). Thus, the discretization and solution of PDEs can be formulated as multidimensional filter specification and filter design problems, respectively.
A key step in deriving discretization schemes is the selection of a set of test functions for which the discretized operator must behave in thesameway astheoriginal differential operator. It turns out that a good set of test functions can be chosen by using concepts of linear systems theory. Roughly speaking, they are obtained by examining thezeros of the system function corresponding to the differential operator. This approach leads to the mode-dependent discretization scheme described in Section II.
The discretization procedure leads to a system of finitedifference equations, which are often solved iteratively. The convergence rate of iterative methods is traditionally studied within the framework of matrix iterative analysis [14] , [96] , [102] . This form of analysis uses tools from numerical linear algebra, where special concepts such as those of L-, M-, and consistently ordered matrices and related inequalities are introduced to facilitate the characterization of the convergence property. The advantage of matrix analysis is itsgeneral applicability. It can beapplied to PDEswith irregular geometries and spatially varying coefficients, or which are discretized with nonuniform grids, as long as the corresponding iteration matrices satisfy the desired properties.
An approach complementing the matrix formulation relies on model problem analysis, whereby the convergence rate of a given iterative method is analyzed for a simple model problem. This form of analysis has several advantages. First, it is much simpler and therefore provides some insight into the behavior of the algorithms that we study. Secondly, the estimates that are provided by this approach for parameters such as the optimum relaxation parameter for the Successive Over-Relaxation (SOR) method, or the smoothing rate of multigrid methods, are usually much sharper than comparable estimates provided by matrix analysis. Finally, the actual convergence behavior of an iterative method for a general class of problems can be well predicted by the model problem approach, as long as the model problem is chosen appropriately.
The model problem approach relies heavily on Fourier analysis. In this survey, we show that it is in fact closely related to the digital filtering concept appearing in multidimensional DSP. Note that this relation was also pointed out in the earlier work of [I51 and [go] , but only briefly. Several examples are given below. Accelerated relaxation methods such asthe SORand Chebyshev iterative methods can be viewed as parametrized lowpass filters for the error between the initial guess and the true solution, where the parameters are chosen to optimize the filtering characteristics. The incomplete LU preconditioning technique for the conjugate gradient method can be interpreted as corresponding to the approximation of a 2-D noncausal FIR filter by the product of two causal and anticausal 2-D FIR filters. The difficulty in that respect lies in the fact that since 2-D polynomials are generally not factorable, the 2-D causal and anticausal filters obtained by spectral factorization have infinite support, and need therefore to be approximated. Finally, if we consider multigrid solution methods, the interpolation and restriction operators appearing in the description of these algorithms are special cases of sampling-rate conversion operations occurring in multirate signal processing. The details of all the above examples will be discussed below. The main purpose of these examples is to illustrate the fact that many tools and concepts arising in the solution of elliptic PDEs are amenable to interpretation and analysis from the point of view of rnultidimensional DSP.
This survey contains two parts: the first part (Section II) considers discretization schemes, whereas the second part (Sections Ill-IX) examines solution methods. Readers seeking to locate quickly topics of interest may want to consult the following table of contents.
IX. Parallel Computation
Finally,wediscuss futureextensions and presentsomeconcluding remarks i n Section X.
Fourier Analysis of the Capacitance System Preconditioners for the Capacitance Matrix
I I. MODE-DEPENDENT DISCRETIZATION
Three types of discretization techniques, the finite-difference, finite-element, and spectral methods, are commonly used t o discretize spatial partial differential operators. In this section, we focus our attention o n modedependent finite-difference discretization schemes (which constitute an extension of standard finite-difference methods), since they are particularly interesting f r o m a digital filtering point of view. The reader is referred to [72] and the references therein for a discussion of the relation existing between spectral and mode-dependent discretization methods, and for a brief overview of mode-dependent finite-element methods.
The analysis and design of mode-dependent finite-difference discretization schemes can be formulated i n a simple way i n the frequency domain. The Laplace and Z-transforms are used t o represent the constant-coefficient differential operator and its discrete approximation by polynomial expressions of the transform variables s and z. Then, the selection of a mode-dependent discretization scheme becomes equivalent t o requiring that the spectra of the continuous and discretized operators, and their derivatives, should match each other at a number of frequencies i n the transform domain. I n DSP terms, since we require that the spectra of the continuous and discretized operators should be as close as possible, the PDE discretization problem can therefore be viewed as a filter specification and design problem. cko + cklx + Ckz -+ . + cknk -eskx where each term xPeskx, 0 zs p I nk, is called a mode of order p at the frequency sk. W e are interested i n approximating a linear Rth-order constant-coefficient differential operator operating o n u(x), where E is the shift operator defined o n an infinite uniform grid Qh with spacing h, i.e. for nh, (n + r)h E Qh, E'u(nh) = u((n + r)h). Ld corresponds t o a forward, backward or central difference operator depending o n whether rl = 0, r, = 0 or -rl = r,, respectively. W e denote by Let also Ld(z) b e the discrete spectrum obtained b y using the Z-transform t o replace E by z i n (2.2), so that It is usuallyeasiertodeterminethecoefficients brof a modedependent finite-difference discretization scheme by using (2.7) rather than (2.4)-(2.5). The key element in the specification of a mode-dependent difference scheme is the choice of coincident space C. In the following two subsections, we discuss the selection of C for several types of problems. with E[=, nk = 2m, where sk is a natural frequencyof L of order nk. Then, the operator L has the 2m-dimensional nullspace
To determine uniquely a (2m + 1)-point finite difference scheme, we need to specify a (2m + 1)-dimensional coincident space C. However, since a homogeneous finite-difference equation can be scaled by an arbitrary constant, a 2m-dimensional coincident space C is sufficient. An exact discretization for (2.8) is obtained by selecting
(2.10)
For this choice, the relations (2.7) yield K Ld(Z) = AZ-m n (Z -Zk)nk, with zk = eskh (2.11)
whereA is a scaling factor and the multiplication factorz-"' isduetothefactthatwewantLd(z)to beacentral difference scheme. The choice of scaling factor A does not affect the solution of the discretized equation
Ld(E)Ud = 0.
However, in order to analyze the discretization error A($, it i s convenient to choose A such that Ld(esh) and L(s) are consistent over fine grids. This constraint implies that A must be proportional to h-*"', as h goes to zero. If we choose C = N L + {x2}, the constant A is uniquely determined. We obtain A = h-2, and in this case (2.12) reduces to the standard 3-point central difference scheme for 0'. 7D convection-diffusion equation: Let L(D) = D 2 -aD, with a # 0. Then, NL = { I , eax} and sk = 0, a, so that in (2.11) we have with appropriate boundary conditions. We discretize (2.14) with the finite-difference scheme and where E, and €,denote respectively the shift operators in thex-and y-directionson the uniform grid nhx,hyobtained by discretizing the unit square with horizontal and vertical meshes h, and h,. 
Note the similarity between these requirements and (2.7). TheabovechoiceofconstraintsA'P,q)(O,O) = Ohastaken into account the specific structure of operators Ld, +, Ld, and L. For example, in the case of the symmetry properties of Ld,x imply that A(2,0)(0, 0) = A(o,2)(0, 0), so that among the sixconstraintswhichareused tospecifyLd, x(€x, €,),onlyfive are independent.
By setting the coefficients of low order terms in (2.22) equal to zero, it is possible to obtain various high-order finite-difference discretization schemes. For example, to obtain the 9-point scheme (2.21), we need only to impose the requirement that this scheme should have an accuracy 1812 ~ as coincident frequencies as shown in Fig. l(a) . With this choice, the discretization can be performed independently Two parameterSA and K remain undetermined. The parameter K is selected such that the discretization error A(sx, s, ) corresponding to natural frequencies is proportional to O(h2), and A is used to normalize the above scheme so that Ld is consistent with L. This yields K = 1 and A = h-2. We obtain the symmetric 5-point stencil discretization operator (2.24)
Rotatingtheabovefour coincident frequencies in thetransform domain and the associated 5-point stencil in the space domain by an angle ~14, we obtain another mode-dependent 5-point stencil discretization. In this scheme, the coincident frequencies become as shown in Fig. l(b) , and the resulting discretization operator is Note that this rotated 5-point stencil can be viewed as corresponding to a discretization on a grid with spacing h h .
By appropriately combining (2.24), (2.25) and adding a constant term, weobtain the9-point stencil discretization operator, (2.26)
we are able to match Ld(Z,, z,) and L(s,, s, ) at 8 frequencies as shown in Fig. l(c Southwell [3] for discretizing the convection-diffusion equation. An important feature of this problem is that there are large first-order terms in the governing second-order PDE. Due to these large first-order terms, there exists a boundary layer which cannot be well approximated by polynomials. The use of trigonometric functions as coincident modes was first discussed by Gautschi [451 for the numerical integration of ODES which have periodicor oscillatory solutions whose periods can be estimated in advance. The advantage of selecting nonpolynomial functions as coincident modes has been recognized for years and applied to PDE problems repeatedly in the literature (see for example the references appearing in [72] (3.1) efficiently.
In the following, we shall restrict our attention to the case where the coefficient matrix A in (3.1) is SPD. In terms of thedifferential operator (l.l), thisamounts to second-order self-adjoint positive definite elliptic PDEs which can be expressed in the form where 6 and Care positive functions and D 5 0. This subclass of equations includes the Poisson equation, which will be used below as the prototype for equations of the form (3.2).
To study the convergence rate of iterative solution techniques for (3.2), the traditional approach consists in using matrix iterative analysis [14], [57, [96] , which relies on a detailed characterization of the structure of iteration matrices. Another approach, which has become popular recently, uses Fourier analysis to study the convergence behavior for a simple model problem. If the model problem is representative of the general class of problems that we want to solve, the convergence behavior for general problems can be inferred from the results obtained for the model problem. Since this second approach analyzes the effect of iterations on each Fourier mode through the use of digital signal processing methods, it is called here the DSP approach.
The advantage of the matrix approach is its general applicability. It can be applied to PDEs with irregular domain geometries, spatially varying coefficients, and when the discretization is performed on nonuniform grids. The only requirement is that the iteration matrices should possess certain properties, such as property A or consistent ordering [57, [IOI], [102] . In contrast, the DSP approach can only be rigorously applied to a small class of problems. It presents, however, several advantages. First, the matrix approach i s in general much more complicated than the DSP approach. Second, for simple problems, the DSP approach yields more accurate estimates of important quantities such as the optimal relaxation parameter for the SOR method, the smoothing rate of multigrid methods, or the eigenvalue distribution of the preconditioned operator obtained by applying a preconditioner to the discretized form of (3.2). Finally, the convergence behavior of iterative algorithms predicted by the DSP analysis of simple model problems is usuallyconsistentwith results obtained by performing numerical experiments on complicated problems. Thus, in spite of its simplicity, the DSP approach provides results which are applicable to very general problems. with grid spacing h = M -' . Approximating the Laplacian with the 5-point finite-difference scheme (2.19), and denoting by unx,,, the discrete approximation of the solution u(n,h, nyh), we obtain the discretized system 1 -h2 (~n x + l , n , + % -l , n y + ~n x , n , + 1 (3.5)
at points (n,h, nyh) which are located in the interior of a h , i.e., for 1 5 n , , ny 5 M -1. This system can be rewritten in terms of shift operators as (3.6) with A(€,, €, ) = 1 -a(€, + €yl + E, + E;').
(3.7)
Boundary Conditions: For self-adjoint positive definite elliptic PDEs, it has been observed empirically [24] that the convergence behavior of a given iterative algorithm is not significantlyaffected by the choice of boundary conditions. This implies that we can, without loss of rigor, restrict our attention to Dirichlet or periodic boundary conditions, since these boundary conditions have the advantage that they lend themselveseasilyto Fourier analysis. For Dirichlet boundary conditions, the solution u(x, y ) is specified along the boundary of the domain 0. In terms of the discretized system ( 3 3 , this means that u , ,~,~, u , . ,~, u~,~~ and uM,," are given. Thus, the system (3.5) consists of (M -1)'equations in (Munknowns. Since nonzero boundary values can be moved to the right hand side and treated as part of the driving function, the system (3.5) with Dirichlet boundary conditions can be replaced by an equivalent system with a modified driving function and zero boundary conditions. Without lossof generality, the system (3.5)with zero boundary conditions 
B. Orderings
To specify an algorithm for processing a multidimensional sequence, it is important to indicate the order in which the sequence should be computed. For example, a certain ordering of grid points is needed to implement 2D IIR filters. Similarly, for PDE algorithms, it is necessary to indicate clearly the ordering scheme which is employed, since the numerical performance of a given algorithm depends in general on the ordering [I], [70] , [87] . We will focus our attention here on the natural and red-black orderings, since they are the most commonly employed, and are both amenable to Fourier analysis. The natural ordering corresponds to a standard rowwise (or columnwise) lexicographic ordering of the grid points. In the redblack ordering, the grid points are partitioned into two groups, which a grid point (n,, n, ) is red if n, + n, is even, and black if n , + ny is odd. Then, as a group, the red points precede the black points, but within each group, points are ordered according to the natural ordering.
Many PDE algorithms have the feature that numerical operations at a given point require only local information. In this case, it is usually possible to divide the grid points intosubsets such that operations performed at pointswithin a subset are independent of each other. In this case, the ordering of points within a subset i s not important, since operations at such points can be implemented in parallel on a multiprocessor machine. When solving equation (3.11)
In (3.10) and (3.11), theorder between grid points isdenoted by an inequality sign. Note that the above parallel natural ordering does not specify an order for points (n,, n, ) such that n, + ny is constant. Similarly, for the parallel red-black ordering, no order is imposed for points of the same color. This is due to the fact that when the Gauss-Seidel or SOR methods described in Section V below are used to solve (3.5), for the natural ordering, points along constant n, + ny lines can be updated in parallel. On the other hand, for the red-black version of the same relaxation methods, all points of identical color can be updated in parallel. From the point of view of parallelism, the red-black ordering is therefore preferable, since only two steps are required to scan all the grid points, instead of O(N1'2) steps for the natural ordering. However, the convergence rate of a given iterative algorithm can also be affected by the choice of ordering. For example, it has been shown recently [70] that the rate of convergence of the symmetric successive overrelaxation (SSOR) and of several preconditioned conjugate gradient methods can be slowed significantly i f we use a red-black ordering instead of the natural ordering. Thus, when selecting a given ordering, one has to be careful to examine both the numerical complexity of the resulting algorithm as well as its parallelism.
C. Fourier Analysis
Several different Fourier basis functions will be introduced to expand 2D sequences. A sequence u , ,~, ,~ defined on a h with zero boundary values can be expanded in a sinusoidal Fourier series of the form It is worth noting at this point that by imposing the condition that the solution U,",,,, is synthesized by a finite numberof Fourier sinefunctionsas in (3.12),weareableto ignore the zero boundary conditions (3.8) for the model Dirichlet problem and treat A(€,, E,) as a shift-invariant operator defined on an infinite grid.
Next, consider a sequence u ,~, ,~ defined on Qh which satisfies the periodic boundaryconditions (3.9). The sequence U,,,,,, can be expanded in complex exponential Fourier series as
M -1 M -1
Since where
weseethate'2s(k"""+ky"Y)h isan eigenfunction ofA(€,,€,)with eigenvalue (3.17). Consequently, by expressing an arbitrary solution as a finite sum of such eigenfunctions, where k, and k, are integers between 0 and M -1, we can ignore the periodic boundary conditions (3.9) for the model periodic problem and view A(€,, E,) as a shift-invariant operator defined on an infinite grid.
To analyze algorithms with a red-black ordering, we can employ a variant of the above Fourier decompositions, which is known as the two-color where for M even,
It is straightforward to check that the Fourier coefficients fikx,ky, fiM-kx,+kY in the sinusoidal expansion (3.12) and fi,,kx,ky, fi b,k,,k,, in the red-black expansion (3.18) are related via also that K, and Kb differ by the single element (M/2, M/2), so that at the frequency (M12, M/2) a single Fourier coefficient fir,~/2,~/2 is used to represent the 2D sequence u,,~,,~. This frequency can therefore be viewed as being degenerate.
With respect to the two-color decomposition (3.18), the discretized system (3.5) can be rewritten as with and Toobtain afrequencydomain representation of the above system, we can substitute the Fourier decomposition (3.18) inside (3.21) and match Fourier components. For a non- In the previous two-color Fourier analysis of the red-black ordering, we have assumed that the boundary conditions are of Dirichlet type. For the caseof periodic boundaryconditions, a similar two-color Fourier analysis can be developed. One needs only to replace the sinusoidal expansions (3.18) by complexexponential Fourier series. Since the analysis is identical to the Dirichlet case, the details areomitted. We find that identities (3. 
D. Summary
In this section, we have examined the model Poisson problem with Dirichlet or periodic boundary conditions, and with a natural or red-black ordering. In each case, a Fourier basis has been introduced to expand 2D sequences satisfying the boundary conditions. For such sequences, it has been shown that the system (3.5) can be viewed as a linear shift-invariant (LSI) system in the space domain, and can therefore be analyzed in the frequency domain. The results of our analysis are summarized in Table 1 .
The Fourier analysis that we have developed in this section has focused on the operator A(€,, Ey) defined in (3.7) 22) . Since this operator is an FIR filter, the ordering of grid points does not play a role in its implementation, so that as far as A is concerned, the distinction between the natural and red-black orderings is really unnecessary. However, when solving (3.5), our actual goal is to implement the inverse filter A-'(€,, E, ) , which is a 2D IIR filter, and for which the choice of ordering does matter. To synthesize this filter, we will rely on the iterated application of deconvolution filters, which will be in general of 2D IIRtype, thus explaining our interest in the choice of ordering.
IV. DIRECT METHODS
Several efficient direct methods have been developed for solving elliptic PDEs. These methods usually exploit special features of certain classes of PDEs, and are often restricted to regular domain geometries. They are therefore not as widely applicable as the iterative methods to be discussed in the following sections. Furthermore, except for fast Fourier solvers, direct methods rely mainly on matrix or graphtheoretic techniques. Thus, they do not fit well the DSP viewpoint adopted in this paper. Consequently, in this section we focus primarily our attention on FFT solvers. However, for completeness, several other direct methods, such as cyclic block-reduction and sparse Gaussian elimination methods, are briefly discussed.
A. and where pl(x) ql(y) > 0. For simplicity, we assume that the boundary conditions are of Dirichlet type, i.e., u(x, y) = 0 on the domain boundary. A wider class of boundary conditions is considered in [94] .
By discretizing the differential operators f(x) and Q(y) on a uniform Qh with spacing h = M-', with 3-point central diferences in thex-and y-directions, respectively,weobtain a 5-point stencil discretization of (4.1). The discretized system can be denoted as (Pd(nx) Qd(ny))un,,n, = fn,,,n,* (4.3)
FFT solvers require that either P(x) or Q(y) should have constant coefficients. If the coefficients pl(x) = p1 and p2(x) = p2 of f(x) are constant, the discretized operator has also constant coefficients. Then, the Fourier transform can be used to transform the discretized equation (4.3), which depends on the two variables nx and n,, into a set of decoupled equations depending on the single variable ny' Specifically, duetothe separabilityof equation (4.1),wecan express the solution unX,,, and driving function fn,,n, in the 
(4.7)
Then, for each value of k, , the system (4.6)-(4.7) can be written in matrix form as a tridiagonal system
where the k, dependence of the solution, driving term, and matrix entries has been suppressed. Each such system can be solved directly with the following algorithm of com- Table 2) . 
Given the solutions iik,,,, of systems (4.6H4.7) for all k, , the solution u ,~, ,~ of the PDE can then be obtained from the discrete sine transform (4.5).
Fast Fourier solvers rely therefore on the following three steps.
Step 7: Perform a I -D fast sine transform of fn,,,, with respect to n, to determine the hybrid Fourier coefficients
Step 2: For each k,, with 1 5 k, C. M -1, calculate the hybrid Fourier coefficients Okr,n, by solving the tridiagonal system corresponding to (4.6)-(4.7).
fkx,ny
Step 3: Perform a I -D fast inverse sine transform to compute the solution u ,~, ,~ from the hybrid Fourier coefficients
In the above discussion, we have assumed that the boundary conditions are of Dirichlet type. However, other choices of boundary conditions, such as Neumann or periodic conditions, are also possible. The effect of a change of boundary conditions is to replace the fast sine transform in steps 1) and 3) above by fast cosine transforms, or FFTs 1931, [94] . The complexity of the resulting family of FFT solvers is O(M2 log (M)). However, it is important to keep in mind that these solvers are restricted to problems with a rectangular domain, and where either P(x) or Q ( y ) has constant coefficients. The cyclic block reduction procedure can be viewed as a special case of a more general family of direct solvers, called sparse Gaussian elimination methods. These methods start from a system of the form
where A is symmetric positive definite. The matrix A is usually sparse. However, when (4.9) is solved by performing a Cholesky factorization A = LL', the lower triangular matrix L contains in general more nonzero elements than existed in the lower triangular part of A, thus resulting in an increase in the storage and computation time required to solve (4.9) by Gaussian elimination. However, the amount of fill, i.e., the number of additional nonzero entries of L, depends highly on the ordering of the variables. If P denotes an arbitrary permutation matrix, it may be of interest to replace the solution of (4.9) by that of 
v. RELAXATION METHODS AND THEIR ACCELERATION
A general mechanism for constructing iterative algorithms for the solution of discretized elliptic PDEs consists of using relaxation. In this approach, instead of requiring that the entire system (3.1) of discretized equations should be satisfied, we force only one or a few equations to hold at any given time. For the case of a single equation, thevalue of the variable u , ,~, ,~ is updated by forcing the discretization equation to hold at point (n,h, n,h), while relaxing it at all other points of the discretization grid n h . By using this procedure sequentially, or if possible in parallel, for all points of ah, an updated value of the solution is obtained at all grid points, and one can then proceed to the next iteration. If the resulting iterative algorithm converges, the complete system (3.1) of discretized equations will eventually be satisifed.
In this section, we describe elementary relaxation methods, such as the Jacobi and Gauss-Seidel iterations, and use a digital filtering viewpoint to analyze their convergence behavior. The major shortcoming of these methods is their slow convergence rate. Several acceleration schemes have been proposed to improve their convergence. Acceleration schemes can be divided into two categories, depending on whether they are stationary or not. In a stationary scheme, the same acceleration procedure is used at each iteration. Thus, we can focus on a single iteration and try to optimize its performance. The best example of such a procedure i s the successive over-relaxation (SOR) method. In a nonstationary scheme, the overall performance of the algorithm is optimized by considering more than one iteration at a time. Examples of such schemes include the Chebyshev semi-iterative (CSI) and conjugate gradient (CC) methods. Both stationary and nonstationary acceleration methods are discussed below.
A. Elementary Relaxation Methods problem. The Jacobi relaxation is given by
Consider the discretization (3.5) of the model Poisson where LI~:,),,~ denotes the value of the variable U,",+ at the mth iteration, with m = 0,1,2, . . . From (5.1), we see that given the values UL;,),,~ at all points of n h , the value U::,:;) at the next iteration is obtained by forcing equation (3.5) to be locally satisfied at (nxh, n,h), independently of whether it is violated at other points Of a h .
One way to modify the Jacobi relaxation (5.1) is to partition the grid points into red and black two groups as described in Section I l l and to perform the iteration Thus, one iteration consists of two steps. In the first step, a Jacobi relaxation is performed at all the red points and in the second step, the values obtained at the red points in the first step are used to perform a Jacobi relaxation at the black points. The iteration (5.2) is known as the Gauss-Seidel relaxation for the red-black ordering. The reader is referred to [75] for a detailed comparison of the red-black Gauss-Seidel and Jacobi relaxations.
To analyze the convergence behavior of relaxation methods, it isconvenient toview each iteration as corresponding to a digital filtering operation on the solution error. For example, if the Jacobi relaxation converges, the iteration equation (5.1) reduces asymptotically to --+ znx,ny-l -h2fnx,n> unx,ny -~Gn,+l,ny + unx-l,ny + unX,ny+l relaxation acts as a notch filter. It filters out the middle frequencies, but dampens only slightly the low and high frequencies. Since lj(kx, k,)( < 1 for all feasible wavenumbers, the Jacobi relaxation converges. Its convergence rate is determined by the spectral radius Comparing(5.9)and (5.12),we see immediatelythattheconvergence rate of the red-black Gauss-Seidel algorithm is double that of the Jacobi relaxation. Since both algorithms require the same number of operations per iteration, the red-black Gauss-Seidel algorithm is twice as efficient.
If the natural ordering is adopted, the Gauss-Seidel relaxation takes the form and is called the lexicographic Gauss-Seidel iteration. The errors dynamics are given by We see from (5.9) that the number of jacobi iterations required to reduce the error by a constant factor is proportional to O(h-2). In order to determine the total number of iterations needed for convergence, it is useful to observe that since the discretized system is only an approximation of the original continuous problem, the iteration can be stopped when the solution error for the discretized system i s of the same order as the discretization error. We saw in Section Il-C that the error for a 5-point discretization of the Laplacian is O(h2). The total number of iterations required by the Jacobi relaxation is therefore O(h-2 log (h-I)). and eh! , ! , + the restriction of the error at the rn-th iteration to the red and black points, respectively, we find that the errors for the red-black Gauss-Seidel relaxation evolve according to Similarly, denoting by where
is the red-black Gauss-Seidel relaxation operator. For Dirichlet boundary conditions, the red and black error functionsadmit a Fourier decomposition of the form (3.18). With respect to this basis, the error dynamics (5.10) decouples 1820 isacausal IIRfilter.The spectral analysisof theoperator GI,, with Dirichlet boundary conditions has been performed by However, if u(x, y ) is a solution of the model periodic problem, u(x, y) plus a constant is also a solution, and the lexicographic Gauss-Seidel method converges to one of these solutions.
To summarize, the Jacobi, red-black, and lexicographic Gauss-Seidel relaxations admit a digital filtering interpretation, where each iteration consists in applying a filter to the errors obtained at the previous iteration. This filtering process can be studied easily in the frequency domain, by decomposing the errors in terms of properly selected Fourier eigenmodes, and examining each mode independently. It is easy to check that p < 1 if and only if 0 < w < 2. Furthermore, we have
PROCEEDINGS OF THE
The locus of eigenvalues XI and X2 as w varies is plotted in Fig. 5 . When w = 0, the eigenvalues Al and A2 coincide at the value 1. As w increases from 0 to 1, both eigenvalues move toward theorigin along the real line butwith different speeds. When w reaches 1, the eigenvalues are 0 and p2.
When 1 e w I wd, one eigenvalue increases its value from 0 and the other continues to decrease. They coincide again at the point wd -1 when w = wd. The eigenvalues become complex conjugate pair with magnitude w -1 for w > Wd.
Thus, these eigenvalues lie outside of the unit circle for w > 2. This plot shows that the spectral radiusp is minimized for w = w , , .
Sincep = j(k,, k,), the relaxation parameter wdwhich minimizes the spectral radius of Grb(W, k, , k, ) isafunction of the wavenumber(k,,k,). Inordertominimizethespectral radius of the space-domain operator Crb(w), we must therefore select for w the value which minimizes the maximum over all feasible wavenumbers of the spectral radius of c(w, k,, k,). A straightforward analysis [75] shows that the optimal relaxation parameter wept is given by the value of a d cor- We see from (5.22) that the number of iterations required by the red-black SOR iteration to reduce the error byaconstant factor is O(h-'), so that this algorithm is one order of magnitudefasterthan the Jacobi or red-blackGauss-Seidel relaxations. However, this rate of convergence is achieved only when the relaxation paramater is equal to its optimal val uew,,,, and is sensitive to perturbations of the relaxation parameter away from this value.
An interesting feature of the SOR method is that, since the optimum relaxation parameter wept is larger than Wdfor all wavenumber components (kx, k,) # (I, I), the eigenvalues of Grb(W,pt) have all the same magnitude wept -1. To illustrate this phenomenon, the spectra of the Jacobi and SOR (with wept) iteration matrices are plotted in 
C. Polynomial Acceleration
The SOR procedure is a stationary one-step acceleration technique, in the sense that it optimizes the convergence behavior of one iteration, and uses the same acceleration scheme at every subsequent iteration. There exists an alternative acceleration approach which optimizes the convergence behavior of the overall algorithm, instead of considering only one step. Specifically, if a given iterative procedure requires s steps to converge, we can select a set of acceleration parameters o, with 1 I i I s and apply U, at the ith iteration to increase the convergence rate. This approach leads to the polynomial acceleration method described below.
Consider the sequence of iterates generated by the iteration (5. 23) where P is assumed to have real eigenvalues, and p ( P ) < 1, so that (5.23) converges. For example, one possible choice for P is the Jacobi iteration matrix 1. The error e' ,") = w("') -w at the mth iteration is given by The problem is to select the coefficients a,,,, so that the error sequence Since Qm(P) is a polynomial function of P, it has the same eigenvectors as P, and if p is an eigenvalue of P, the eigenvalue of Qm(P) corresponding to the same eigenvector is Qm(p). Let S be the discrete spectrum of the matrix P, and let pmin and pma,denote the smallest and largest eigenvalues of P. The polynomial acceleration problem can be formulated as the minimax problem ,=o converges to zero as fast as possible.
(5.28)
Since the discrete spectrum S is seldom known, the problem (5.28) cannot usually be solved as such. A modified version which is easier to solve consists in replacing S in (5. 28) by the continuous spectrum 3 = (x:wmin I x I P,,,}. In this case, we can perform the change of variable with To(z) = 1 and T,(z) = z. This property can be exploited to generate the new sequence {U("')} efficiently, instead of using expression (5.25), which has a high computational cost, and requires a large amount of storage. By taking into account the recursions (5.23) and (5.31) inside (5.25), we obtain the following Chebyshev semi-iterative (CSI) acceleration procedure [57l, [96] for iteration (5.23): To illustrate the redistribution of the eigenvalues of P which is accomplished by the CSI acceleration method, the function Qlo(x) describing how the eigenvalues of Qm(P) depend on those of P for m = 10 is plotted in Fig. 7 . [51] , who observed that for the the red-black ordering, the recursion (5.32) can be rearranged in such a way that only the odd iterates of the red points and the even iterates of the black points need to be computed, thus cutting the numerical complexityof thealgorithm in half. The resulting procedure is called thecyclic CSI method, and its numerical complexity is the same as that of the SOR method. 
D. Historical Notes
The development of relaxation methods for the solution of large systems of linear equations was initiated by Gauss, Jacobi, and Seidel in the 19th century, and Ridchardson, Liebmann, and Southwell early in this century. Sinceacomprehensive account of the history of relaxation methods can be found in a recent paper by Young [103] , our comments focus primarilyon the application of Fourier analysis to the study of these methods. The development of the SOR theory in the late 1940s [42] , [IOO] , [ l o l l marked the beginning of a period of rapid progress in the area of iterative methods. The Fourier approach adopted in this section has fororigin theworkof Frankel [42] [24] . The two-color Fourier analysis of the SOR method for the red-black ordered model Poisson problem with Dirichlet or periodic boundary conditions was developed by Kuo et al. [70] , [75] . The use of Chebyshev polynomials was first proposed by Flanders and Shortley [41] for the solution of matrix eigenvalue problems, and subsequently led to the development of the Chebyshev semi-iterative (CSI) method for solving linear systems. A complete discussion of elementary relaxation methods and of the SOR and CSI acceleration procedures can be found in books by Birkhoff 
VI. MULTIGRID METHODS
The major limitation of elementary and accelerated relaxation methods is that while the components of the error decreasevery rapidly in certain frequency bands, they decay only very slowly in other bands. The region of rapid decay depends on the specific relaxation method that we consider, but it consists typically of middle or high frequencies. On theother hand, the region of slow decay always includes the lowfrequencies.This phenomenon reflects the factthat the low frequency components of the solution depend on global information, and a large number of iterations are required for propagating information from the edges of the problem domain to its center. Since theerror becomes pro-
This solver can be used to compute the smooth components of the error on the coarse grid, and the resulting correction can then be interpolated back to the fine grid and combined with the original fine grid solution. Such a solution scheme is called a two-grid method. In this approach, the fine grid provides the accuracy required by the approximation while the coarse grid offers a faster convergence rate for the low frequency Fourier components. Naturally, the weakness of the above scheme is that we have assumed that an exact solver is available on the coarse grid. This is generally an unreasonable assumption, but we need only to observe that the problem on the coarse grid can itself be solved by a two-grid method. By proceeding recursively, we obtain a multigrid scheme, where progressively coarser grids are employed, until so few discretization points are involved that a direct solver can be used to compute the error on thecoarsest grid. The resulting solution technique is called a multigrid method.
Sincethetwo-grid method isthe main componentof multigrid methods, our first step in this section is to perform a detailed analysis of the two-grid iteration operator. We use two-color Fourier analysis to find the spectrum of this operator for the I-D and 2-D model Poisson problems. Then, we describe several of the standard recursion patterns, namely the V-cycle, W-cycle, and full-multigrid schemes, that are used to generate multigrid methods from the twogrid iteration.
A. Two-Grid Iteration
Consider two discretization grids nh and n2hr with mesh sizes h and 2h, respectively, and let betheequation thatwe seek to solveon the finegrid, where Lh, fh and uh denote the discretized operator, forcing function, and solution, respectively. An (h, 2 h) two-grid iteration for solving this equation consists of the following three steps.
Step 7: Presmoothing: Select a relaxation operator Sh for solving (6.1) on the finegrid. Typically, Sh is the Gauss-Seidel relaxation, but other choices are possible, such as the damped Jacobi iteration described below. Then, given an initial estimate U:' of the solution, apply the Sh iteration v1 times. If uf'denotes the resulting approximate solution, the Step 2: Coarse-Grid Correction: The residual rh can be projected onto the coarse grid n 2 h by using a restriction operator lih, thus yielding f2h = /ihrh. Then, since we assume that an exact solver is available on n 2 h , we use this solver, which is denoted here by L ; ; , to find the solution U2h of the coarse grid problem L2hU2h = f2h* (6.3) If I ; , , denotes an interpolation operator for transferring a function defined on n2h onto the fine grid Oh, we can interpolate the coarse grid correction Uph, and add it to the solution obtained in Step 1, thus yielding (6.4)
Step 3: Postsmoothing: Using U:) as initial solution, we apply the Sh iteration v2 times. The resulting approximate solution is U:).
The above three steps are illustrated in Fig. 8 . Usually, the numbers v, and v2 of pre-and post-smoothing iterations are Naturally, the two-grid iteration needs to be repeated until the error becomes sufficiently small. It will be shown below that the two-grid iteration operator Mih reduces the error by a constant factor independent of h, so that only O(1og (h-')) iterations are necessary to solve (6.1) within the discretization accuracy O(hP), wherep is a positive integer.
Note that equations (6.2)-(6.6) provide only a general description of the two-grid iteration procedure. In order to obtain an actual two-grid iteration, we need to select the operators Sh, /ih, I&,, and L2h which have been left unspecified in the above description. In spite of the fact that there exist many different ways to choose these operators and that they need to be adjusted to achieve the best convergence performance for different applications, the efficiency of multigrid methods does not usually depend on this choice. It is the utilization of multiple discretization grids that makes these methods converge very rapidly. In the following subsections, S h is the red-black Gauss-Seidel iteration operator, Lzh is the usual 3-point (resp. 5-point) discretization of the I-D (resp. 2-D) Poisson operator on the grid 0 2 h , and /ihand /;,are the full weighting restriction and linear interpolation operators, respectively.
B. Solution of the I-D Poisson Problem
Two-Grid Method and Analysis: Consider an (h, 2 h) twogrid method for solving the discretized I-D Poisson equation 1   -h2 (U,,-, -2u, + U,+,) = fn, 1 5 n s N -1 (6.8) where the boundary values U,, and uN are given, h is the grid spacing, and N = h-' is even. For the I-D problem (6.8), it will be shown below that it is possible to choose the relaxation, restriction and interpolation operators so that M i h = 0. This means that the two-grid method i s a direct solver for (6.8). However = where sh(k) denotes the spectrum of Sh. The largest magnitudep of sh(k) for NI2 s k s N -1 is called the smoothing factor. Therefore, the convergence rate of the two-grid method is related to the smoothing factor via p ( M i h ) = p"'+Q.
M i h ( k )
(6.11)
To give an example, consider the damped Jacobi iteration,
where w is a relaxation parameter. The damped Jacobi smoother has the spectrum J(w, k) = (1 -U ) + COS (kah) (6.13) whose magnitude parameterized with w is plotted in Fig.  9 . We can choose w to minimize the magnitude of the largest eigenvalue in the high frequency region. The optimal relaxation parameter i s w = 213,which is obtained by solving (6.14)
and the corresponding smoothing rate is
(6.15)
The estimated two-grid convergence rate becomes p ( M i h ) = (j,"'+m.
(6.16)
We should point out that the assumption (6.9) for the smoothing rate analysis does not actually hold in piactice. However, becauseof its simplicity, thisanalysis isoften useful for estimating the convergence behavior of multigrid methods.
There are situations where the smoothing rate analysis predicts completely wrong results. One such case arises when the red-black Gauss-Seidel relaxation is used as smoother. Following a procedure similar to the one employed for deriving (5.11), we find that with respect to thecoefficients(&,,k, eb,Jofthe I-D red-black Fourierseries This implies a poor convergence of the correspoding multigrid method. However, contrary to this prediction, numerical experiments show that the multigrid method with the red-black Gauss-Seidel smoother is an exact solver for the 1-D Poisson problem and converges very rapidly in the 2-D case. Thus, in order to explain the effectiveness of the red-black Gauss-Seidel smoother, we cannot assume that the condition (6.9) holds. It is necessary to perform a complete two-grid analysis, i.e., to study the spectrum of the coarse-grid corrector Kih defined in (6.7), as well as that of the smoother sh.
We have first to define more precisely the operators appearing in (6.2)-(6.4). The h-grid and 2h-grid Laplacians are With respect to the red-black Fourier expansion (6.17), the action of the h-grid discretized Laplacian and identity operator / h on the red-black Fourier vector &,$)'can be represented by the 2 x 2 matrices (6.22a)
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Observing that in the I -D case, the points of the coarse grid coincide with the red points of the fine grid, we find that the red-black spectral representations of the restriction and interpolation operators / Zhh and / ! h correspond respectively to mappings from (6?r,kr onto &r,k and from &r,k onto @b,k)', and are given by (6.22b) Furthermore,with respecttothe Fouriercomponent&r,kthe 2 h-grid discretized Laplacian is represented by the spectrum (6.22~)
We obtain therefore Finally, choosing Sh = Grb and v1 = vz = 1 in (6.6), we find that the red-black spectral representation of the two-grid operator is given by From (6.18) and (6.23), it is easy to check thatAdEh(k) are 2 x 2 zero matrices for 1 5 k I NI2 -1 and Mih(N/2) = 0.
Thus, the two-grid method with red-black Gauss-Seidel smoothing is a direct solver.
Multigrid methods: The implementation of the two-grid method requires inverting the coarse-grid Laplacian operator L2h. An efficient way to carry out this inversion is to use a (2h, 4h) two-grid iteration. By using nested two-grid iterations, wecan therefore reduce theoriginal problem to one defined on progressively coarser grids, until a direct solver can be used to invert the discretized operator on the coarsest grid. Thus, if the mesh-size on the finest grid is h = 2-L with L > 2, the following nested iteration specifiesan L-grid When k, or k, is equal to Nl2, the 4 x 4 matrices reduce to 2 x 2 or 1 x 1 matrices. The analysis of these degenerate cases can be found in [74] and is omitted here. We also use the abbreviations (N -k,, k, 
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simple physical interpretation of the interpolation and restriction operators, and is also useful for deriving their frequency domain matrices. In this decomposition, the restriction procedure I i h is divided into two steps,
Step 7: Lowpass filtering (or averaging) at every point of nh, where the weighting coefficients are specified by the stencil (6.27a).
Step 2: Down-sampling (or injecting) values from O h to
The interpolation operator /?h is also decomposed into two steps,
Step 7: Up-sampling values from fi2h to n h , where we assign 0 to points which belong to f i h -f i 2 h .
Step 2: Lowpass filtering at every point of a h , where the weighting coefficients are specified by the stencil (6.27b).
It is relatively easy to find a frequency domain matrix representation for each of the above steps. Combining them together, we obtain n 2 h . C,,(k,, k,) is a matrix of rank2 rather than 4. Combining the spectra of the smoothing and coarse-grid correction operators, we obtain the spectrum of the two-grid operator which is again a matrix of rank 2. In [92] From this figure, we see that while the V-cycle multigrid algorithm applies the coarse-grid correction operator once per cycle, the W-cycle algorithm applies it twice. The nummerical complexity per cycle of the V-cycle algorithm is thereforesmaller than that of the W-cyclealgorithm. On the other hand, since the W-cycle algorithm yields a better approximation of L;;, it requires fewer cycles to converge.
The choice of cycling scheme depends on how the above tradeoff i s affected by the problem that we seek to solve.
For the model Poisson problem, theV-cycle algorithm works well. It requires just afew cycles (two or three) to converge within a fixed accuracy (independent of h), so that there i s no need to use the W-cyclealgorithm. However, the W-cycle algorithm is usuallysuperior for difficult problems, such as highly anisotropic or nonlinear problems.
In the full multi-grid (FMG) scheme, instead of solving the discretized problem (6.1) on the fine grid only, we solve it on all grids, starting from the coarsest grid. Once (6.1) has been solved within the discretization accuracy of a given grid, we interpolate the solution to the next finer grid, and usethissolutionasinitialestimatefortheV-orW-cyclemultigrid algorithm applied to the next problem. The advantage of this approach is that, because we are using a good initial estimate for each successive problem, onlyaconstant number of V-or W-cycle iterations are needed to solve (6.1) within the discretization error O(hP) of each grid. The total computational cost of the FMG algorithm is therefore very small, and equals the cost of a constant number of smoothing iterations on the finest grid [181, [541, [921. 
D. Historical Notes
The idea of solving elliptic PDEs by using relaxation on multiple grids was first proposed by Fedorenko [39] and Bakhvalov [I21 in the 1960s. However, it was not until the work of Brandt [18] , Nicolaides [83] , and Hackbush [54] in the 1970s that the efficiency of multigrid methods are recognized, and that their convergence properties were fully analyzed. Brandt used Fourier analysis to study the errorsmoothing rate in the high frequency region. Subsequently, Stuben and Trottenberg [92] also used a Fourier approach to analyze a complete two-grid method including fine-grid smoothing, restriction, coarse-grid inversion and interpolation. Since all the elements of multigrid methods are already present in a two-grid cycling scheme, the results obtained for this scheme are usually a good indicator of the performance of more general multigrid algorithms. More recently, it was shown in [74] that the analysis of two-grid iterations can be simplified significantly by using two-color Fourier analysis. The book by Briggs [20] 
VI I. PRECONDITIONED CONJUGATE GRADIENT METHODS
In the previous two sections, we have examined relaxation methods for solving elliptic PDEs on single and multiple grids. In this section, we consider solution techniques which combine the conjugate gradient algorithm with a preconditioning procedure, whose role is to reduce the condition number of the original system, thereby decreasing accordingly the number of iterations required by the conjugate gradient algorithm.
A. The Preconditioned Conjugate Gradient fPC0 Algorithm
When the conjugate gradient (CG) algorithm was introduced in the 1950s to solve SPD (symmetric positive definite) systems of the form (3.1), it was considered by some researchers as a direct method, since in the absence of roundoff errors, it yields an exact solution in at most N steps, where N is the order of the system. However, because of roundoff errors, this finite termination property does not hold in practice. Furthermore, since the SOR or CSI methods require only O(N112 log N ) iterations for the model Poisson problem, the conjugate gradient algorithm would in fact be relatively inefficient if it truly required N steps to solve this problem.
This forced researchers to view the CG method as an iterative method, and in this context it was found that a useful bound for the norm of the error elrn' after m iterations is [A,
(7.1)
where K(A) denotes the condition number of the matrix A in (3.1), and IIxIIA = (xTAx)l12. For the 2D model Poisson problem, since for Dirichlet or periodic boundary conditions the eigenvalues are given respectively by (3.14) or (3.17), it is easy to check that K(A) = O(h-*) = O(N). Substituting this value inside the bound (7.1) we can conclude that the CG procedure reduces the error by a constant factor in at most O(N'") iterations, so that its rate of convergence is comparable to that of the SOR and CSI methods.
Although the bound (7.1) is rather conservative since it does not take intoaccount the clustering of theeigenvalues of A, it provides an important clue for improving the CG method. Specifically, by introducing a SPD preconditioning transformation M, the system (3.1) can be transformed into A f i d = fd Step 1: Preconditioning: Solve M Z k = r k (7.4) for zk.
Step 2: CG iteration: Compute x k + l = xk + a k + l p k + l r k + l = rk -ak+lAPk+l.
(7.5)
If the spectrum of A has no special clusteringfeature, and i f the condition number K(A) >> 1, the bound (7.1) for the error norm indicates that the number of PCG iterations required to reduce the error by a constant factor is proportional to O( m. Thus, the goal of preconditioning is to find preconditioners M which are easy to invert, since each PCG iteration requires the solution of a systempf the form (7.4, and such that the condition number of A is as small as possible.
If bothA and M have Fourier functions aseigenfunctions, the spectrum of M-'A can be analyzed directly in the frequency domain. In this context, the design of preconditioners corresponds to an inverse filtering problem. That is, given an FIR filter A, we seek to construct a filter M-' = A-lsuch that M -' can be implemented efficiently. Note that since A-' is a noncausal IIR filter, this last constraint precludes selecting M = A.
Many elliptic preconditioners have been proposed in the literature. Depending on whether they rely on operations performed on a single discretization grid, or a sequence of discretization grids, they fall into the category of singlelevel, or of multi-level preconditioners. we do not attempt to survey all existing preconditioning techniques. Instead, our goal is to relate the design and analysis of some preconditioners to familar concepts in DSP to motivate further research along this line.
B. Preconditioners Based on Incomplete Factorization
Among single-level preconditioners, we focus on those obtained by incomplete factorization. Note that the Cholesky algorithm can be used to factor the coefficient matrix A into a product of lower and upper triangular matrices. However, although A is sparse, the Cholesky algorithm results in fillin for its lower and upper triangular factors. The amount of fillin depends on the bandwidth B of A, which may be significant, say O(N"2) for a discretized self-adjoint elliptic PDE problem. The resulting band Cholesky algorithm then requires O(NB2) operations [50], p. 155. We are therefore led to consider preconditioners which require only an approximate factorization of A, i.e., A = LU, and with a computational complexity of OW). Efficient approximate factorization procedures of this type can be obtained by requiring that the lower and upper triangular factors L and U should have the same sparsity pattern as A. From the multidimensional signal processing viewpoint, construct-ing an incomplete factorization is equivalent to factoring of a noncausal IIR filter A -' approximately into the product of two causal IIR filters U-' and L-' of fixed size.
The ILU and MlLU factorizations, which were originally introduced in [821 and [36] respectively, rely on twodifferent rules for constructing L and U. Both factorizations require that L and U should have the same zero entries as the lower and upper triangular parts of A, and that the nonzero offdiagonal entries ofA should be equal to the corresponding entries of M = LU. The difference between the two factorizations lies in the way the diagonal elements of M are specified (see Fig. 12 ). For the ILU factorization, the diag-
where a is a constant to be determined. Since the only nonzero coefficients of ,!(E,, E,) (resp. U(€,, E,)) are those of 1, E ; ' and E ; ' (resp. 1, E , and E,), L and U have the same sparsity pattern as the lower and upper triangular parts of A(€,, E,). The local ILU preconditioners M,(E,, E,) is the product of L(E,, E,) and U(€,, E,):
-(E, + E, + E;' + E;') MI = w (7.7)
Comparing (3.7) and (7.7), we see that the coefficients of the off-diagonal terms E, , E;', E,, and E;' of operator A(€,, E,) are matched by those of MI(€,, E,). Note that MI contains some additional off-diagonal terms of the form E,€;' and €;' €,.The ILU factorization imposestheadditional requirement that the coefficients of the diagonal terms of M, and A should be the same. This implies (see Fig. 12) 2 a + -= 4 (7.8) a so that a = 2 + &. This value of a is in fact observed asymptotically in the ILU factorization of the model Poisson problem with Dirichlet boundary conditions. Therefore, the ILU-preconditioned Laplacian can be written in operator form as 
I :
onal elements of A and M are required to be the same, whereas for the MlLU factorization we require that, for all rows, the row sum of M must differ from the corresponding row sum ofA by a small quantity where is a constant independent of h. 
LE,, E,) = -(a -E;' -E;')
where k,and k, are integers between 1 and N -1.This spectrum is plotted in Fig. 13 . From this plot, as well as from a direct analysis, it iseasy tocheck that the spectrum reaches its minimum at the four corners of the domain 1 5 k,, k, s N -1, and its maximum at the center, i.e., for k, = k, = N12. Furthermore, the minimum and maximum are proportional to O(h2) and 0 ( 1 ) , respectively. This gives Sincethecondition numberofA isofthesameorderasthat of A, it is tempting to conclude that the ILU factorization is not a good preconditioner for the CC algorithm. However, from Fig. 13 , we see that except at the four corners of the (k,, k,) domain, the eigenvalues of A are close to 1.
Aconsequence of this eigenvalueclustering property i s that the ILU preconditioner has a significant acceleration effect on the CG algorithm which is not reflected by the bound (7.1).
MlLU Preconditioner: The MlLU preconditioner has the samesparsity pattern asthe ILU preconditioner, sothat (7.6) and (7.7) also apply. Thus, for the model Poisson problem with the natural ordering, the MlLU preconditioner can be represented as -(E, + E, + E;' + E,?) 1 1 a + -(E,€,' + €;'Ey) .
(7.12)
The difference between the ILU and MlLU factorizations lies in how the constant a is determined. For the MlLU factorization [36] , it is required that the row sum of M, ( E, , EY) should differ from the row sum A(€,, E,), which is zero, by a small quantity 6. This gives 1 (a + 4 -4) = 6 4 (7.1 3)
and selecting 6 = ch214 with c > 0, we obtain ch2 1 2 2 a = 2 + -+ -J&h2 + c2h4.
(7.14)
As was observed above, the spectrum of the ILU preconditioner MI approximates poorly the spectrum of A at the four corners of the domain 1 5 k,, k, 5 N -1. In the modified ILU scheme, the condition (7.13) is imposed in order to guarantee that the preconditioner M , approximates A well in this region. By performing a Fourier analysis identical to the one employed for the ILU case, the spectrum and condition number of the MILU-preconditioned Laplacian can be evaluated. A surface plot of the spectrum i s shown in Fig. 14. This plot indicates that the smallest eigenvalues are of order 1, and the largest eigenvalues occur near the end points of the transverse diagonal k, + k, = N. These eigenvalues are of order h-', and consequently Comparing (7.11) and (7.15), we see that the condition numberof theMILU preconditioned system isoneorder of magnitude smaller than that of the ILU preconditioned system. Numerical experiments have confirmed that the ILU-CG and MILU-CG require, respectively, O(h-') and O(h-'") iterations to converge [24] . The ordering of grid points plays in general an important role in determining the form of the coefficient matrixA, and hence of the preconditioners. With the red-black ordering, the ILU and MlLU preconditioners take completely different forms and the spectra of preconditioned operators behave very differently. See [70] for more details.
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C. Multilevel Preconditioners Based on Filtering
The focus of research on elliptic preconditioners has shifted recentlyto thedesignof preconditionerswith amultilevel (or hierarchical) grid structure. Since the global features of elliptic operators can be reproduced more easily by multilevel preconditioners, the resulting preconditioned systems have often very small condition numbers, rangingfrom 0 ( 1 ) to O(log"h-') wherea is a small integer, and hence the corresponding PCG algorithms converge very quickly. Another advantage of multilevel preconditioners is that they can be effectively implemented on massively parallel computers [71] and, therefore, are attractive for parallel computation.
Several multilevel preconditioners have been proposed. One such preconditioner is the MG algorithm of Section VI. When combined with the CG method, it yields the MG-CG algorithm. The motivation for using the MG algorithm as a preconditioner is that its speed of convergence is governed by the smoothness of the solution function, whereas the convergence rate of the CG method is not affected by this feature. Consequently, the MG-CG method is more effective than the MG method alone for certain applications, such as the solution of interface problems, where because of presence of several materials, the elliptic PDE has discontinuous coefficients. Two other types of multilevel preconditioners have been proposed by Yserentant [104], [I051 and Bramble, Pasciak, and Xu [Iq, [99] in thecontext of finite-element methods. Yserentant considered a new set of basis functions, known as the hierarchical basis. Bramble et al. introduced a sequence of basis functions which are defined at various discretization levels and called multilevel nodal basis functions. Roughly speaking, the preconditioning step M -'r consists in projecting the residual ronto these basis functions. In the following, we exam-ine yet another preconditioner, the multilevel filtering (MF) preconditioner, which was proposed recently in [71] . This preconditioner relies explicitly on multirate digital signal processing techniques and can be best described in the Fourier domain.
The filtering approach to the design of preconditioners can be described as follows. Suppose that we approximate the spectrum of an ellipticoperator bya piecewise-constant function. In the space domain, this approximating function corresponds to an operator which (i) splits the input function into several components, where each such component consists of wavenumbers within a narrow band, (ii) scales each component by a constant, and (iii) recombines all the scaled components. The inverse of such an operator is easy to implement, since it has the same form, except that the scaling constants are inverted. In multirate digital signal processing, the decomposition of a signal intocomponents consisting of different wavenumber bands, and vice versa, isaccomplished byafilter bank analyzer (resp. synthesizer). Although thereexistsa numberoftechniquesfor designing filter banks(see[31],Chapter7),thefilter bankwhich isused for the MF preconditioning technique is obtained by cascading a sequence of lowpass operating on different discretization grids, in combination with down-and up-sampling operations.
To be more precise, consider the I D Poisson equation on the same 2 f -1 to 2' -1 rows as W and zero vectors for remaining rows. Then, the multiplications by W, and W: in the decomposition and synthesis steps of (7.25) can be implemented with FFTs and inverse FFTs. This is due to the factthat W,isamappingfrom thespacedomaintothewavenumber domain, whereas W : is a mapping from the wavenumber domain tothespacedomain. Usingthistechnique, we obtain a preconditioner implementation similar to the fast Poisson solver of Section IV. We see that the Fid functions as an ideal bandpass filter for the band B,. Although it is possible to implement the ideal bandpass characteristic (7.26b) with FFTs or band pass filters of size N, the resulting implementations either cannot be extended to more general PDEs, or are too expensive (i.e., or complexity O(N*) ). This leads us to approximate the ideal bandpass filter Fid with a nonideal filter F/ with
otherwise, (7.27) so that F, can be implemented cost effectively for general problems.
An implementation of the preconditioner (7.25) would then consist of using digital filters to realize F/ in thedecomposition step, followed by a simple addition for the synthesis step. However, the decomposition and synthesis steps would be asymmetric, which is an undesirable feature in the multigrid context. This motivates us to write (7.25) differently as ... The filtering operations that we have just described are performed at every grid point, for all levels 2 5 I I L. If the order 1 of filters HI is finite, the number of operations required for such an implementation is proportional to O(N logN),where N isthetotal numberof unknowns. However, since waveforms consisting only of low wavenumber components can be represented accurately on coarser grids, we can incorporate the multigrid structure into the above framework. This is illustrated in Fig. 18 , which we call the MGMF preconditioner. Note that the MGMF preconditioner is obtained by inserting 2: 1 down-samples (I;-') and 1:2 up-samples (I(-') into the modified SGMF preconditioner. It is easy to see that the number of operations required by the MGMF preconditioner if proportional to O(N) instead of O(N log N) for the SGMF case.
The generalization of the MF preconditioner to multidimensional problems on regular domains i s straightforward. For example, the 2-D elementary filter HI can be [24] . They also observed strong similarities in the eigenvalue distribution of incomplete factorization preconditioners for the Dirichlet and periodic problems. Kuo and Chan [70] used two-color Fourier analysis to study the eigenvalue distribution of the ILU, MILU, and SSOR preconditioned Laplacian with the red-black ordering. In the last few years, a growing amount of work has focused on the design of multilevel preconditioners. A brief survey of recent advances in this area can be found in the papers by Kuo, Chan, and Tong [71] Using block Gaussian elimination, the system (8.2) can be solved as follows:
Step 7: Determine u3 by solving the capacitance system
where the capacitance matrix
is the Schur complement of diag (A,,, A,,) inside A, and g3 = f3 -A :3Ai1 fl -A i3Ag1 f2.
(8.5)
Step 2: the capacitance matrix C explicitly, since the direct computation of the elements of C is very expensive. Instead, when (8.3) is solved by iterative methods such as the PCG algorithm, only the computation of Cw is required, which involves two subproblem solves. Due to the high cost of computing Cw, it is important that iterative methods should converge very fast. Consequently, the design of good preconditioners for the capacitance matrix C is the key to the development of efficient nonoverlapping domain decomposition algorithms.
B. Fourier Analysis of the Capacitance System
As a first step, we consider the case where the matrix A in (8.1) represents the 5-point discretized Laplacian with local operator (3.7), defined over a rectangular domain 62. We also assume that 62 is decomposed horizontally into two rectangular strips 62, and 62,, as shown in Fig. 20 . In the x-direction, 0 is discretized uniformly with mesh size h = N -', where N -1 is the number of internal discretization points. In the y-direction, we assume that the widths L1 and L 2 of 0, and Q 2 satisfy [27. This indicates that preconditioners designed for rectangular domains remain effective for morecomplexdomain geometries. More generally, for an arbitrary problem such as the one depicted in Fig. 19 , one may fit the domain with two subrectangles in such a way the geometric parameters M1 and M2 can be estimated, and then used to design a preconditioner of the form (8.24)-(8.25).
D. Historical Notes
The first domain decomposition technique for solving elliptic problems was introduced by Schwartz in 1869, who proposed an alternating procedure, where the problem is solved by going in alternance from one subdomain to another. A short history of the early work on domain decomposition methods can be found in [98] . The recent interest in domain decomposition techniques is due to the fact that these methods are intrinsically parallel, and are therefore well adapted to parallel computers. A recent paper by Keyes and Cropp [68] provides a good introduction to domain decomposition methods for readers unfamiliar with this topic. It gives an overview of various domain decomposition techniques, compares their performance, and discusses their parallel implementation. The Fourier analysis of the capacitance matrix for a rectangular domain divided into two subrectangles was first proposed by Chan [23] . The extension of this analysis to the case of a rectangle divided into an arbitrary number of rectangular strips is described in [26] . In [27, [28] , Chan and Resasco presented a general framework for the analysis and construction of domain decomposition preconditioners over irregular regions. For a more general perspective on domain decomposition methods, and on their application to a wide variety of PDEs, readers may wish to consult the preceedings of two conferences on domain decomposition methods held in 1987 and 1988 [47l, [25] .
IX. PARALLEL COMPUTATION
There has been much progress during the last 20 years in developing vector and parallel computer architectures [61] , [62] and algorithms for solving elliptic PDEs. In this section, we focus on algorithmsfor parallel computers and will give a brief account of the main achievements in this area. For a more thorough review, we refer readers to the work of Ortega and Voigt [86] , [87l.
As indicated in Section Ill, one way to parallelize PDE algorithms is to reorder the sequence of grid points to be processed in such a way that a large number of operations can be performed in parallel. For example, the red-black ordering is more attractive than the natural ordering for solving 5-point discretized elliptic PDEs, as far as parallel implementation is concerned. One interesting question that arises in this context is whether the convergence rate of iterative algorithms is affected by the reordering scheme. This problem has been studied in [I] , [381, [701, [751,[77l. In particular, the effect of the red-black ordering on SOR and PCG algorithms is discussed in detail in [70] . Briefly speaking, the convergence rate of the SOR algorithm is independent of ordering schemes, but the convergence rate of PCG algorithms depends on the choice of ordering. For the CG method preconditioned by the MlLU or SSOR method, the convergence rate of the red-black ordering is one order of magnitude slower than that of the natural ordering [38] , [70] . For PCG methods, there exists therefore a tradeoff between the rate of convergence and the degree of parallelism that can be achieved.
No such tradeoff exists for the SOR method, but another difficulty arises when one seeks to implement it in parallel. Specifically, when the coefficients of the PDE are spacedependent, the optimal relaxation parameter depends in general on global information and must be estimated adaptively [57l. The estimation of the relaxation parameter requires global communication between all processors, a feature that slows down the SOR algorithm significantly. To overcome this difficulty, a local relaxation procedure was proposed in [16] , [37, [75] where different relaxation parameters are used at every grid point, and are determined on the basis of local information. Since, unlike the conventional SOR algorithm, no global information is needed for determining the optimal local relaxation parameters, the communication time between multiple processors is significantly reduced. Another extension of the red-black SOR algorithm involves the use of more than two colors for ordering the grid points. The motivation for considering multiple coloring schemes is that when elliptic PDEs are discretized on high-order stencils, morethan twocolorsare necessary to decouple all grid points of the same color. For the case of a 9-point stencil discretization, four colors are needed. The extension of the red-black SOR algorithm to multiple coloring schemes can take different forms. For the 9-point discretized Poisson problem, two such extensions have been proposed by Adams, Leveque, and Young [2], and by Kuo and Levy [73] , which rely respectively on a single-or two-level relaxation scheme. Both of these methods are easily parallelizable on mesh-connected processor arrays.
In parallel implementations of the PCG algorithm, the major bottleneck is usually the parallelization of the preconditioner (7.41, since the remaining steps of the PCG algorithm can be parallelized in a straightforward way. The main difficulty lies in the fact that elliptic PDE problems involve a global coupling of all grid points. In order to be effective, preconditioners must take into account this global coupling by including a mechanism for transmitting information from one point of the problem domain to another. Consequently, preconditioners that use purely local information, such as the red-black ordered MlLU and SSORand polynomial preconditioners, are fundamentally limited in theirabilityto improve theconvergence rateof theCGalgorithm. On theother hand, global couplingthrough a natural ordering grid traversal is not highly parallelizable. To construct highly parallelizable and effective preconditioners, we are therefore led to consider preconditioners which share global information through a multilevel grid structure, thus ensuring a good convergence rate, but perform only local operations on each grid level, and hence are highly parallelizable. Preconditioners that have this feature include the multigrid method when used as a preconditioner [66] [99] and Kuo, Chan, and Tong [71] . These preconditioners differ from multgrid methods by the fact that the smoothing operation in multigrid methods is replaced by a simple scaling operation, as was shown in Section VII-B. Other types multilevel preconditioners have been examined in [6], [9] , [IO] , [76] , [97. A detailed comparison of several multilevel elliptic preconditioners can be found in [71] .
The parallelization of multigrid methods or multilevel preconditioners on multiprocessor machines i s one of the most challenging areas in parallel computing for elliptic PDEs. A significant amount of work has focused on parallelizing standard multigrid algorithms on mesh-connected arrays [19] , [44] and hypercubes [29] . Variants of standard multigrid algorithms aiming at achieving more parallelism on massively parallel computers have also been proposed. These parallel multigrid algorithms include the concurrent multigrid method [44] and the superconvergent multigrid method [43] . A survey of developments in this field up to 1987 is presented in [30] . More recent contributions can be found in [79] . Roughly speaking, two fundamental issues arise in parallelizing multigrid methods. One is to find an appropriate mapping which assigns adjacent grid points to neighboring processors so that only local communication is required. Since the hierarchy of grids in the multigrid algorithm complicates the flow of data, this is in general not easy. However, for the hypercube machine this mapping problem has been solved by Chan and Saad [29] . The second problem is usually known as that of load balancing. To get maximal parallelism, we need as many processors as there are points at the fine grid level. However, when relaxation is performed on the coarse grid, the majority of the processors become idle. Thus, the problem is to reduce the number of idle processors as much as possible so that the efficiency of the entire multiprocessor system is maximized. One promising way to solve this problem is to perform concurrent iterations at different grid levels. For example,we may use filtering to split the problem into multiple subproblems defined on different grids, where each subproblem corresponds to a different spectral componentoftheoriginal problem.These subproblemscould then be solved simultaneously by performing concurrent relaxations on all grids. However this approach raises many questions: what is theoptimal splitting scheme? What isthe best filter for dividing a given problem into subproblems?
How is the convergence and efficiency of standard multigrid algorithms affected by this decomposition procedure? Domain decomposition providesa natural waytoachieve parallel computation. This approach is particularly suitable for a coarse grain parallel computing environment where there are considerably fewer processors than grid points. One important issue in domain decomposition is the selection of the numberof subdomains. On one hand, more subdomains imply more parallelism. On the other hand, the communication cost per iteration and the overall number of iterations tend to increase with the number of subdomains.Thus, the answer isgenerally architecture-and problem-dependent. The complexity of parallel implementationsof domain decomposition techniqueson a ring, a twodimensional mesh, and an n-cube has been studied by Gropp and Keyes [52] . Some performance analysis results and numerical experiments have also been reported in [21] [69] , [71] , [72] , [73] , [75] has focused on bridging the gap between these two separate research areas, and a number of interesting new results have been obtained as a consequence of this effort. In this paper, we have described in detail the link existing between DSP and the numerical solution of PDEs, so that numerical PDE algorithms can be understood by electrical engineers in a more familiar setting. In addition, a number of recent developments on iterative solution techniques for elliptic PDEs have been reviewed so as to provide readers with the most up-to-date knowledge in this area.
The effort to bridge the gap between DSP and numerical differential equations will benefit researchers in both areas. From the electrical engineering side, researchers will be able to study existing numerical algorithms for different equations more easily. They will also find numerous interesting and challenging problems in the solution of differential equations, for example, the solution of PDEs consistingof both space and timevariables. From the numerical analysis side, researchers will have new set of tools to analyze and design numerical algorithms. Further advances based on this connection can be expected in the future.
It isworthwhiletoemphasizethattheDSPapproach relies on tools that are usually not used in the matrix context: the theory of multidimensional signals and systems [34] and frequency-domain analysis. To form a matrix equation, a I -D ordering is required and, therefore, the proximity of grid points in multidimensional meshes is disguised. This phenomenon does not occur for multidimensional DSP techniques, since they are fully adapted to the spatial nature of the signals being studied. The discretized system of equationsfortheelliptic problem is looselycoupled in the space domain, but totally decoupled in the frequency domain. In other words, transforming the system from the space domain to the frequency domain corresponds to a diagonalization procedure whereby a sparse matrix is transformed into a diagonal matrix, thus leading to a much simpler analysis. Due to its simplicity, the DSP approach provides some valuable insight into the choice of solution method, as well as some guidelines towards the development of more versatile and efficient solution techniques. This point has been demonstrated in the application of digital filtering theory to the design of elliptic preconditioner as discussed in Section VII. Thus, we conclude that the DSP approach can serve as complement to the classical matrix analysis, which is more generally applicable but less transparent.
In this tutorial paper, we have examined discretization schemes and solution methods for solving elliptic PDEs from the DSP viewpoint. We studied mode-dependent finite-difference schemesforthree model elliptic PDE problems, i.e., the Poisson, Helmholtz, and convection-diff usion equations. The extension of mode-dependent discretization schemes tocoupled differential equationsand timedependent problems, such as hyperbolic and parabolic PDEs, is currently being investigated. We also reviewed various methods for solving self-adjoint positive definite elliptic PDEs modeled by the Poisson equation, including direct methods, elementary and accelerated relaxation methods, multigrid methods, preconditioned conjugate gradient methods, and the domain decomposition technique.
A limitation of the DSPlFourier point of view that we have adopted here is that it is restricted primarily to finite-difference discretization methods. Although the rigorous applicability of Fourier analysis to finite-element methods remains in doubt, it was shown by Strang and Fix [40] , [91] that the Fourier approach can provide useful insights into the accuracy and stability of finite-element schemes. We hope that these early results will ultimately lead to a complete frequency-domain theory of finite-element methods. Finally, we expect that the DSP viewpoint will also be helpful to develop new efficient algorithms for solving more difficult elliptic PDEs such as indefinite and nonself-adjoint problems modeled by the Helmholtz and convection-diffusion equations.
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