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Abstract
Opto-mechanical systems are based on the nonlinear coupling between the electromag-
netic field in a resonator and an array of bulk mechanical resonators such that the fre-
quency of the electromagnetic field resonator depends on the displacement coordinates
of each of the mechanical resonators. In this thesis, three cases are considered: the first
consists of a single array of mechanical resonators interacting with a common field for
which the frequency of the electromagnetic resonance is tuned to depend quadratically
(to lowest order) on the displacement of the resonators. Two such systems are cou-
pled together through weak interactions of their common fields to form the second case
considered in this thesis. For the third case, two systems, each whose frequency of the
electromagnetic resonance is tuned to depend linearly (to lowest order) on the displace-
ment of the two corresponding arrays of resonators, are weakly coupled together. By
using the method of amplitude equations around a critical point, the synchronization
properties of these three systems are found. For the first system, it is found that groups
of near-identical bulk mechanical resonators with low driving fail to synchronize unless
their natural frequencies are identical, in which case the resulting system can exhibit
multiplicity. For the second system, it is shown that the average phases of the two arrays
of near-identical bulk mechanical resonators with low driving fail to synchronize with
each other unless the natural frequencies of the resonators within each array are identical
and their parameters are selected so that these compensate the de-synchronizing effect
of the coupling between the fields. For the third system, despite the de-synchronizing
effect of the coupling between the fields, it is shown that the average phases of the two
arrays of identical bulk mechanical resonators with low driving synchronize with each
other unless the natural frequencies within each array are sufficiently non-identical.
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ω Frequency of the resonator, quadratic case.
ω˜ Frequency of the resonator, linear case.
x Displacement of the resonator, quadratic case.
x˜ Displacement of the resonator, linear case.
X Collective displacement variable, quadratic case.
X˜ Collective displacement variable, linear case.
y Modified momentum variable of the resonator, quadratic case.
y˜ Modified momentum variable of the resonator, linear case.
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Introduction
1.1 The importance of coupled oscillators, opto-mechanics,
and synchronization
Oscillations are ubiquitous in the universe. They can be found all over space, from
gravitational waves, to highly magnetized, rotating neutron stars that emit beams of
electromagnetic radiation in pulses called pulsars. In life forms, from birds flapping
their wings to fireflies emitting sequences of light flashes. Also in human everyday life,
from the vibrations in the strings in a musical instrument to high-quality sensors, this
latter one being one of the types of oscillating systems explored in this thesis [5]. Thus,
understanding the logic of oscillations is very important in the modern world.
However, like most things in nature, no vibrating system is truly independent of external
factors, and it is often the surrounding environment that influences oscillations to vi-
brate the way they do. Sometimes, this environment of influential factors includes other
oscillating entities, which influence the oscillating object and that object sometimes in-
fluences these entities in return. It is these kinds of situations that are known as systems
of coupled oscillators, and these are a field of study in their own right, spanning sciences
such as mathematics, physics, and biology, as well as various fields of engineering.
The area of coupled oscillators that is explored in this thesis is opto-mechanics, which
is the study of the interaction of light with mechanical systems [2, 4]. The concepts
associated with opto-mechanics are not new- Maxwell predicted that electromagnetic
radiation could exert forces on objects, and this phenomenon was first observed over a
century ago [6–8]. Even though the effects are usually small, certain readily observable
natural phenomena exhibit reactions to this force (known as radiation pressure), such
as the tails of comets [8].
In relatively recent times, there has been much interest in the effect of radiation pres-
sure between optical and mechanical systems. This is largely because of the increased
1
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experimental expertise at the smaller scales where mechanisms such as nano and mi-
cromechanical cantilevers [9–14] and membranes [15] operate. In the last 10 years, the
scale of the applications has even approached the quantum mechanical regime, with
the fabrication of devices such as nano-scale beams coupled to microwave cavities [16],
photonic-phononic crystals [17], toroidal optical micro-resonators [18], doubly clamped
beams with integrated mirrors [19] and drumhead capacitors in superconductive mi-
crowave resonators [20], among others. However, applications can also be found in the
larger scale- for example, in manipulating the center of mass motion of mechanical os-
cillators like the mirrors in the LIGO project [21, 22].
One very active area of research presently is that of quantum opto-mechanics, which
seeks to control the quantum mechanical interaction between electromagnetic radiation
and bulk mechanical resonators [23]. It has its roots in the 1970’s, when it was found
that it was possible to trap and manipulate very small particles (down to atoms) using
the forces of light [24, 25]. Attempts to develop gravitational radiation detectors, using
the elastic deformations of large mechanical resonators with small damping, and optical
interferometers, with moving mirrors, [23] further motivated this area of research.
There are now various opto-mechanical [8] and electromechanical [26, 27] systems that
have been developed to measure and control the mechanical elements in the quantum
regime [28]. In order to study mechanical resonators near the quantum limit, an auxiliary
system is required to measure and control them. This may take the form of systems such
as an electrical circuit or an optical cavity, the latter one being of main interest in this
thesis. However, to understand the quantum dynamics, it has been found to be useful
to understand the classical dynamics [2], and to extend this knowledge is the focus of
this thesis.
Most of the research in opto-mechanics up to date has been restricted to deal with sin-
gle optical modes coupled with single mechanical elements [1], which is well-justified for
many experimental purposes [1, 29, 30]. However, the field of research of structures with
two or more mechanical elements and/or optical modes has a great variety of different
schemes, only a few of which have been studied so far [1]. To see some examples of pos-
sible ensembles, see Fig. 1.1 [1]. These schemes lead to a wealth of new and interesting
dynamical behaviors, experimental advantages, and applications, such as parametric
instablities [31], extremely low optical loss [4], and interferometric gravitational wave
observatories, where the free spectral range may match relevant mechanical frequencies
[31], among others. In Chapter 2 of this thesis, an opto-mechanical system with a single
optical mode that is coupled to many mechanical elements is analyzed [4]. While this
model is superficially similar to a simpler model which has already been investigated
[2], the results show that the dynamics are quite different and they exhibit rich dynam-
ical behavior. In its realization as an opto-mechanical system, it could also offer the
advantage of low optical loss [4]. Chapters 3 and 4 of this thesis are concerned with the
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coupling of two opto-mechnical systems, each of which mediates the coupling of multiple
mechanical elements. There is already considerable interest in the detection capabilities
for such coupled oscillator systems [1]. The second part of this thesis provides a start
for a more mathematical treatment of the effect of this coupling.
Figure 1.1: Schematic illustrating some of the possible multimode structures for opto-
mechanical circuits. In (a), two mechanical elements are coupled to a common optical
mode (for applications such as entanglement [1]). In (b), two optical modes are coupled
to a mechanical element (for applications such as QND phonon detection [1]). In (c),
a one-dimensional array is shown, with mechanical couplings between the cells. In (d),
a two-dimensional array, with coupling via common optical modes is shown. In (e),
optical and acoustic waveguides feeding into localized optical and mechanical modes is
shown (for applications such as photon-phonon translator [1]). Figure taken from [1].
One very important aspect which characterizes vibrations is rhythm. Each one of
the aforementioned oscillating phenomena has a unique rhythm. While these rhythms
are changing in time in general, sometimes the surrounding factors make them evolve
through time in such a way that they they tend to a motion which is periodic. This
state is often referred to as a stable limit cycle or a stable periodic orbit. In a system
of coupled oscillators, if this state is reached in such a way that all the oscillators in
the system have the same constant rhythm, it is said that these coupled oscillators have
synchronized. In the context of coupled oscillators, the adjustment of the individual
rhythm of each oscillator to a collective rythm because of the interactions between the
oscillators is the essence of synchronization.
Synchronization is a phenomenon that has long been observed. A more scientific obser-
vation was made in 1665, when, in a letter to his father, Huygens described how two
pendulum clocks hanging from the same wooden beam eventually acquired the same
rhythm, and how they would return to the same rhythm after being deliberately set
differently [32].
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Because synchronization can present itself in any coupled oscillator system, from crickets
chirping in unison, to hormonal cycles coinciding in groups of people that live together,
to orchestras playing their instruments in a coordinated way, its study and understand-
ing are essential for the field of coupled oscillators [33]. Some important examples of
coupled oscillator systems, and the role played by synchronization in their dynamics,
are included in sections 1.2, 1.4, and 1.5. In particular for synchronized opto-mechanical
systems on the nanoscale, applications range from timing to novel computing concepts
[34]. For instance, the model reviewed in section 1.5 is physically realizable as an opto-
mechanical system [2]. This system may lead to the study of the effect of quantum noise
on synchronization [2].
Synchronization in small scale opto-mechanical ensembles could prove to have much
importance in the measurement of certain quantum phenomena [35]. This is because
of the signal-to-noise ratio such a synchronized system could offer. For example, syn-
chronization in the opto-mechanical system explored in Chapter 2 could have important
consequences for quantum measurements of the weak force. As is explained in [35], in
order to detect this force, it is necessary that the response of the system be large enough
not be confused with the natural uncertainty of the quantum system. The response
of the individual mechanical elements are not larger than this uncertainty. However,
if many mechanical elements become synchronized, the collective signal could become
large enough to be detected as an unambiguous response to the weak force. A system
with a coupling like that of Chapter 2 can be engineered as a Fabry-Perot optical cavity
containing an array of vibrating membranes (which act as the mechanical elements) [3].
If such an ensemble can be constructed at a small enough scale [35], it could be an
appropriate candidate for such a detector.
Things that characterize a vibrating wave are its phase and amplitude as functions
of time. In general systems of coupled oscillators, the amplitude and phase of each
individual oscillator are not independent functions, and both also depend on the phase
and amplitude of the other oscillators. In the cases explored in this thesis, the optical
mode/s mediate a complete interdependence of the mechanical elements, which is an
example of what is known as all-to-all coupling. This is because, in the case of opto-
mechanics, each oscillator is coupled to a field, via radiation pressure coupling, which
means effectively that the motion of each oscillator is coupled to the displacement of
every other oscillator, resulting in all-to-all coupling [36].
Mathematically, systems of N coupled oscillators can be modelled as a dynamical system
consisting of 2N first-order differential equations; N for the individual amplitudes and
another N for the individual phases. However, in the case of radiation pressure coupling
there are an additional two equations of motion corresponding to the complex amplitude
of the external field. Therefore, although this is a system of all-to-all coupled oscillators,
it is not in standard form.
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A typical way to simplify systems of coupled oscillators is to reduce them in such a
way that the dynamics of the vibrations only depend on their phases and their time
evolutions, called phase-only models or simply phase models. This was done by Winfree
in 1967 [37]. An example of one such reduction performed in a general system of coupled
oscillators can be found in section 1.4.
However, one pivotal moment in the history of the field of coupled oscillators came when
Kuramoto, using Winfree’s reduction, used collective variables to understand the nature
of a certain array of phase-only coupled oscillators as a whole entity [33, 38, 39]. Even
though the systems in this thesis cannot be reduced to phase models, Kuramoto’s ideas
about using collective variables are applicable to the models explored in this thesis, so
these ideas are reviewed in the next section.
1.2 The Kuramoto model
One of the main motivations for Kuramoto’s work came from the phenomenon of spon-
taneous synchronization, where groups of coupled oscillators spontaneously phase-locked
(i.e. the phases of all of the oscillators vibrated at the same rhythm, or frequency) in
certain regions of the parameter space.
Examples of this phenomenon are found in many places, such as pacemaker cells in
the heart [40, 41], neural networks [42], yeast cell suspensions [43, 44], flashing fireflies
[45, 46], and superconducting Josephson junctions [47, 48], among many others [33].
The first to note this phenomenon was Winfree in 1967, when he reduced certain classes
of coupled oscillators to limit cycle phase models [37]. A description of the model on
which Winfree based his analysis is given by Strogatz [33]:
dΘi
dT
= ω¯i + Z¯ (Θi)
N∑
j=1
X¯ (Θj) for i = 1, . . . , N, (1.1)
where T is time, Θi is the phase of each oscillator, ω¯i is the natural frequency of each
oscillator, Z¯ (Θi) is the sensitivity of each oscillator to the other oscillators, and X¯ (Θi)
is the influence exerted by each oscillator on the others.
This was a very difficult problem at the time, but Winfree had the intuition to think
that if natural frequencies were all close to each other and the coupling with the rest
of the oscillators was weak, then straightforward simplifications could happen. Indeed,
Winfree discovered that, if the separation of the natural frequencies was similar in size
to that of the coupling, then the oscillators spontaneously synchronized, and if the
separation of the natural frequencies was small in size compared to that of the coupling,
then the oscillators did not synchronize [33]. This is because the effect of the simplifying
assumption of Winfree is that there is a natural separation of timescales: a fast one in
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which oscillators go to their natural frequencies, and a slow one in which the effect of
the coupling is felt. The subsequent research in this field has followed suit, as Winfree’s
simplifying assumption is standard in modern research.
Perhaps the most elegant explanation for this phenomenon was described by Kuramoto
[38], who showed that for every weakly coupled nearly identical phase-only limit cycle
oscillator, the long-term dynamics are given by [33]
dΘi
dT
= ω¯i +
N∑
j=1
Γij (Θj −Θi) for i = 1, . . . , N, (1.2)
where Γij (Θj −Θi) is an interaction function which Kuramoto calculated as integrals
involving terms of the original model described by eq. (1.1).
Even though this represented a significant simplification, Γij can take many forms and
this makes its general treatment very complex, which is why Kuramoto began with
the mean-field case, now known as the Kuramoto model, i.e. where Γij (Θj −Θi) =
K
N sin (Θj −Θi), where K ≥ 0 is called the coupling strength constant, and the factor
of 1N ensures the Kuramoto model is well-behaved as N → ∞. The distribution of
the natural frequencies of the oscillators is given by a unimodal distribution g¯ (ω¯) (i.e.
g¯ (ω¯) ≥ g¯ (v¯) if ω¯ ≤ v¯) spread around a mean Ω¯, which can be set to zero by the
transformation (also known as going into a rotating frame) Θ
′
i = Θi + Ω¯T so that
g¯ (ω¯) = g¯ (−ω¯).
Kuramoto made a very simple, yet very important realization about his model: he
defined his order parameter in terms of collective variables r¯ and ψ¯ as
r¯eiψ¯ ≡ 1
N
N∑
j=1
eiΘj . (1.3)
This order parameter has the simple meaning that if it is viewed as a sum of unit vectors
normalized by 1N in an Argand diagram as shown in Fig. (1.2), then it can clearly be
seen that r¯ is the resulting magnitude of the resulting vector that can have a maximum
value of 1 if all oscillators are in the same place, and a minimum value of 0 if all the
oscillators are evenly spaced around the unit circle. On the other hand, ψ¯ is the average
phase of the oscillators. In other words, the steady state of the order parameter gives
a simple measure for synchronization: if dψ¯dT =constant, this means that the average
frequency is constant with the possibility of phase locking if r¯ =constant. If r¯ = 1 it
means that the oscillators are clustered in the same position.
Using the order parameter, Kuramoto attempted to explain why the sudden onset of
synchronization occurred above a certain value of K. In terms of the order parameter,
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Figure 1.2: Plots of the Kuramoto model if N = 5. On the left, the oscillators are
spread across the unit circle, meaning that r¯ ≈ 0. On the right, the oscillators are
clustered close together, meaning that r¯ ≈ 1.
his model is reduced to
dΘi
dT
= ω¯i +Kr¯sin
(
ψ¯ −Θi
)
for i = 1, . . . , N, (1.4)
making the dependence of the individual oscillators on r¯ and ψ¯ explicit, so rather than
each oscillator depending on itself and each of the N − 1 others, each oscillator depends
on itself and r¯ and ψ¯. Using this form, Kuramoto noticed that the effective strength of
the coupling is Kr¯, so a steady state value of r¯ = 0 just gave independent motion of
the oscillators at their natural frequencies, whilst r¯ ≈ 1 gave the near-maximum value
for the effective strength, attracting more oscillators to the synchronized pack, thereby
further strengthening the effective coupling and so on. This explained why above a
certain value of K the oscillators quickly clustered and synchronized.
However, Kuramoto also observed that a little above the value at which the oscillators
began to synchronize K ≡ Kc, the model would often divide into groups of oscillators,
some that clustered and synchronized, and another that was unsynchronized. The un-
synchronized group was always made up of the oscillators whose natural frequencies
resided near the tail of the distribution g¯ (ω¯).
Kuramoto further used this model to calculate the value of Kc above which synchroniza-
tion and clustering began to occur. He did this by demanding self-consistency after going
into a rotating frame such that ψ¯ = Ω¯T , Θi = Θ
′
i− ψ¯, ω¯
′
i ≡ ω¯i + Ω¯, and r¯ =constant, so
dΘ
′
i
dT
= ω¯
′
i −Kr¯sinΘ
′
i for i = 1, . . . , N. (1.5)
Therefore by looking at the stability properties of eq. (1.5), it is possible to notice that
if
∣∣∣ω¯′i∣∣∣ ≤ Kr¯ ⇒ ∣∣∣∣ ω¯′iKr¯ ∣∣∣∣ ≤ 1 and ∣∣∣Θ′i∣∣∣ ≤ pi2 , and the phase locked solution is stable; but if∣∣∣ω¯′i∣∣∣ > Kr¯ ⇒ ∣∣∣∣ ω¯′iKr¯ ∣∣∣∣ > 1 and ∣∣∣Θ′i∣∣∣ > pi2 , and the phase locked solution is unstable, which
explained why near the tail of the distribution corresponding oscillators drifted.
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The self-consistency conditions, together with the assumption that the remaining drifting
oscillators maintain the steady-state values of the order parameter demand that [33]
Kc =
2
pig¯ (0)
and r¯ ≈
√
−16 (K −Kc)
piK4c g¯
′′ (0)
. (1.6)
Thus, Kuramoto made use of collective variables in the form of his order parameter
in order to hugely improve the understanding of the collective dynamics of phase-only
coupled oscillator models.
However, the systems explored in this thesis are not phase-only models, but include
amplitude as well. Even though Kuramoto’s ideas are used in the systems explored,
they are used in the context of amplitude equations, which are equations of motion
for the complex amplitudes of oscillation derived from the equations of motion of single
oscillators, assuming that the amplitude and phase of the oscillator vary slowly compared
the periodic motion. The derivation uses the method of multiple scales and the resulting
equation is usually a nonlinear autonomous equation which is more straightforward to
analyze. In the case of a system of coupled oscillators, since critical points of the the
amplitude equations correspond to periodic orbits in the oscillators, critical points of a
system of collective amplitude equations represent fully synchronized states in the full
form of the corresponding system.
1.3 The method of amplitude equations
The dynamics of systems that can be represented as a linear oscillator with some fre-
quency ω0 subject to small perturbations such that
d2x
dT 2
+ ω20x = σf
(
x,
dx
dT
)
, where σ  ω0,
can often be revealed by deriving equations for the slowly varying amplitude of the
oscillation. On times of order one, the right hand side of this equation can effectively
be ignored. For longer times, it is expected that the solution to this equation is nearly
sinusoidal with frequency≈ ωˆ = ω0+σ∆ω and slowly varying amplitude. It is convenient
to represent this system as
d2x
dT 2
+ ωˆ2x = 2σω0∆ωx+ σf
(
x,
dx
dT
)
, where σ2 is negligible. (1.7)
The key is to notice that there is a natural separation of timescales, which can be
formalized by the method of multiple scales. Since the system is oscillating quickly
compared to the speed at which the amplitude is changing, the fast time variable is T ,
whilst the slow time variable is τ¯ ≡ σT . The next step is to try an asymptotic expansion
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for the solution:
x (T, τ¯) = x0 (T, τ¯) + σx1 (T, τ¯) + . . . (1.8)
By substituting this solution into eq. (1.7) and comparing coefficients of σn, then up to
order σ1, the following equations emerge:
σ0 : ∂
2x0
∂T 2
+ ωˆ2x0 = 0, and
σ1 : ∂
2x1
∂T 2
+ ωˆ2x1 = 2
∂2x0
∂T∂τ¯ + 2ω0∆ωx0 + f
(
x0,
∂x0
∂T
)
.
(1.9)
From the coefficients of σ0, it can be seen that to leading order, the system is a simple
harmonic oscillator, as expected:
x0 (T, τ¯) = A¯ (τ¯) e
iωˆT + A¯∗ (τ¯) e−iωˆT . (1.10)
Consider the case where f is a polynomial, so that
f
(
A¯eiωˆT , A¯∗e−iωˆT
)
=
∞∑
n,m=1
a¯n,m
(
A¯eiωˆT
)n (
A¯∗e−iωˆT
)m
where a¯n,m ∈ C.
Terms of order σ1 give the following condition, where, if differentiation with respect to
slow time is denoted by a dot,
∂2x1
∂T 2
+ ωˆ2x1 = −2iωˆ
(
˙¯AeiωˆT − ˙¯A∗e−iωˆT
)
+ 2ω0∆ω
(
A¯eiωˆT + A¯∗e−iωˆT
)
+
∑∞
n,m=1 a¯n,m
(
A¯eiωˆT
)n (
A¯∗e−iωˆT
)m
.
(1.11)
From this equation, it is possible to see that terms with e±iωˆT are resonant. Therefore,
since x1 must be of order 1 for the series in eq. (1.8) to be asymptotic, the coefficients
of the resonant terms must disappear. The conditions that result are known as the
nonresonance or secularity conditions:
eiωˆT : −2iωˆ ˙¯A+ 2ω0∆ωA¯+
∑∞
n=1 a¯n,n−1A¯
∣∣A¯∣∣2(n−1) = 0, and
e−iωˆT : 2iωˆ ˙¯A∗ + 2ω0∆ωA¯∗ +
∑∞
n=1 a¯n,n−1A¯
∗ ∣∣A¯∣∣2(n−1) = 0. (1.12)
These conditions give the equation for the complex amplitude, also known as the am-
plitude equation. If aˇmn ≡ a¯mn −i2ω , then this is
˙¯A = −iω0∆ω
2ωˆ
A¯+
∞∑
n=1
aˇn,n−1A¯
∣∣A¯∣∣2(n−1) . (1.13)
If the solution for x (T, τ¯) is only taken to leading order, i.e. x (T, τ¯) = x0 (T, τ¯), then the
evolution of x can be seen as simple harmonic with slowly changing amplitude described
by eq. (1.13).
For small amplitude oscillations, the system can be scaled appropriately so that only
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the linear term (∝ A¯) and the first nonlinear term (∝ A¯ ∣∣A¯∣∣2) are important. This
simplifies the nonlinearity considerably, and is one of the appeals for using this method.
If aˇ1,0 ≡ µ¯+ i c2ωˆ and aˇ2,1 ≡ γ¯ + iκ¯, then the amplitude equation is
˙¯A = −iω0∆ω − c
2ωˆ
A¯+ µ¯A¯+ (γ¯ + iκ¯) A¯
∣∣A¯∣∣2 . (1.14)
In this form, the physical meaning of this system becomes clearer. The µ¯ and γ¯ describe
the linear and nonlinear growth/decay of oscillations respectively; so for self-sustained
oscillations to be stable it is needed that small amplitudes grow, i.e. µ¯ > 0 and large
amplitudes decay, i.e. γ¯ < 0. The term κ¯ describes the nonlinear dependence of the
oscillation frequency on the amplitude, which is zero if the dynamics are those of a Van
der Pol oscillator (if γ¯ = − µ¯β4 ), but nonzero for, say, a Duffing oscillator [32].
To illustrate how to find periodic orbits using amplitude equations, consider the case
where ν ≡ −ω0∆ω−c2ωˆ , γ¯ = −1, µ¯ = 1 and κ¯ = −χ:
˙¯A = (1 + iν) A¯− (1 + iχ) A¯ ∣∣A¯∣∣2, (1.15)
which can be written in polar form (A¯ = rˆeiθˆ) as
˙ˆr = rˆ
(
1− rˆ2) , and
˙ˆ
θ = ν − χrˆ2.
(1.16)
Since the equation of motion for rˆ decouples from the θˆ equation, it is straightforward
to see that there exists a stable limit cycle at rˆ = 1, which rotates at a frequency of
˙ˆ
θ = ν − χ.
So far only a single oscillator has been considered. However, the method of amplitude
equations may be easily generalized in order to handle a collection of weakly coupled os-
cillators. Analysis of the amplitude equations then makes it possible to explore whether
such a system synchronizes. This is done by going into polar form and studying the
time evolution of the relative phases of the oscillators, since synchronization means that
the oscillators have the same frequency.
While amplitude equations are typically used to understand the leading order nonlinear
behavior, there has been much interest recently in using amplitude equations to study
the nonlinear behavior in more depth [49–51], and this is done in this thesis in the
context of a collection of weakly coupled oscillators.
In fact, it is often possible to reduce certain phase-amplitude models to phase-only
models. While the results shown in Chapter 2 and in [2] show that this may not be the
case for those models, this idea is used later on in the thesis. Therefore, an example of
this reduction is shown in the next section.
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1.4 Reduction of a general coupled oscillator system into
a phase model
In this section, a general system of synchronized coupled oscillators that can be reduced
to a phase model is reviewed [49]. It represents an application of the techniques of
amplitude equations as well as of the Kuramoto model. It illustrates the fact that,
although synchronization is an example of the importance of nonlinear phenomena, the
main ideas used to understand it can often be reduced to simple linear reasoning [49].
In fact, this is exactly what is done in Chapters 3 and 4 of this thesis. It is also a
good example of the importance of synchronization, since it is useful in applications for
technologies such as nanoscale mechanical resonator arrays [52].
Cross et al. consider the N oscillator system [49] with all-to-all coupling:
d2un
dT 2
= −ω2nun + ν
(
1− u2n
)
dun
dT − a¯u3n
− 1N
∑N
m=1Omn (um − un)− 1N
∑N
m=1 Λmn
(
dum
dT − dundT
)
, n = 1, ..., N.
(1.17)
The first two terms describe uncoupled simple harmonic oscillators with frequencies ωn,
which are assumed to be near identical, i.e. ωn = 1 + ∆n, where ∆n << 1. The
third term adds weak damping (ν is assumed to be small so that ∆n = νδn) in the n
th
oscillator in an interesting way: if |un| < 1, it produces an amplification of the motion,
whilst if |un| > 1, it damps the motion. Since this attracts all amplitudes of oscillation
to 1, an approximation can eventually be made where the amplitude is ignored and only
the phase matters. In fact, if this third term had a different form, the reduction done
in section 1.4.2 may not be possible. The fourth term describes a weak stiffening of the
spring constant (a¯ = νa˜). The final two terms are responsible for the all-to-all coupling.
These are assumed to be weak as well (Omn = νO¯mn and Λmn = νβmn). The former is
responsible for a reactive coupling (proportional to the relative displacements), whilst
the latter is responsible for a dissipative coupling (proportional to the relative velocities).
Special cases of eq. (1.17) have been researched by Cross et al. [49, 52], such as the
reactive all-to-all coupling case where Λmn = 0, Omn = O ∀ m,n and nearest-neighbor
interaction, where the sums of the fourth and fifth terms are from n− 1 to n+ 1.
1.4.1 Amplitude equations
The first two terms of eq. (1.17) dominate and therefore, the method of amplitude
equations can be applied:
un = Un (τˇ) e
iT + U∗n (τˇ) e
−iT + νu(1)n (T ) + ... n = 1, ..., N, where τˇ ≡ νT. (1.18)
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Substituting eq. (1.18) into eq. (1.17), and looking at the nonsecularity condition of the
order ν of these equations gives the amplitude equations. Once again, the dot denotes
differentiation with respect to slow time:
U˙n = i
(
δn + a˜ |Un|2
)
Un +
(
1− |Un|2
)
Un +
1
N
N∑
m=1
(
βmn + iO¯mn
)
(Um − Un) , n = 1, ..., N.
(1.19)
The terms of this equation readily reveal what they do: the first term reflects the ability
to shift the frequency by |Un|2 (by going to a rotating frame via a transformation). The
second term (which corresponds to the third term in eq. (1.17) ) shows the tendency of
oscillators to have an amplitude of one. The third term shows the all-to-all coupling.
A particular case of eq. (1.20) has been explored by Matthews et al [53] where the
frequency difference δn is dictated by some specified distribution P (δ). If a˜ = O¯mn = 0
and βmn 6= 0, then
U˙n =
(
iδn + 1− |Un|2
)
Un +
1
N
N∑
m=1
βmn (Um − Un) , n = 1, ..., N. (1.20)
1.4.2 Synchronization
For eq. (1.19), taking the polar form of the amplitudes Un = rˇne
iθˇn and taking φˇ =
Rˇeiθˇ = 1N
∑n=1
N rˇne
iθˇn (Rˇ > 0 taken as the signature of synchronization) gives the polar
form of the amplitude equations:
˙ˇrn =
(
1− rˇ2n
)
rˇn +
1
N
∑N
m=1 βmn
(
rˇmcos
(
θˇm − θˇn
)− rˇn)− 1N ∑Nm=1 O¯mnrˇmsin (θˇm − θˇn) and
˙ˇθn = δn + a˜rˇ
2
n +
1
N
∑N
m=1 O¯mn
(
rˇm
rˇn
cos
(
θˇm − θˇn
)− 1)− 1N ∑Nm=1 βmn rˇmrˇn sin (θˇm − θˇn) ,
n = 1, ..., N.
(1.21)
If βmn and O¯mn are small, i.e. βmn = ν¯β¯mn and O¯mn = ν¯O¯mn where ν¯ is small, then
perturbation theory can be used to find the steady state for rˇn i.e. ˙ˇrn = 0. To see this,
set rˇn = rˇn0 + ν¯∆rˇn. By considering order one and order ν¯ separately, equations of
motion for rˇn0 and ∆rˇn are obtained:
˙ˇrn0 =
(
1− rˇ2n0
)
rˇn0 and
∆˙rˇn = −2∆rˇn + 1N
∑N
m=1
(
β¯mn
(
rˇm0cos
(
θˇm − θˇn
)− rˇn0)− O¯mnrˇm0sin (θˇm − θˇn)) .
n = 1, ..., N.
(1.22)
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From these equations it is possible to see that for nonzero amplitudes rˇn0 = 1. From
the second equation it is possible to see that ∆rˇn is strongly damped. Therefore, the
steady state of rˇn is given by
˙ˇrn0 = 1 and
∆rˇn =
1
2N
∑N
m=1
(
β¯mn
(
cos
(
θˇm − θˇn
)− 1)− O¯mnsin (θˇm − θˇn)) .
n = 1, ..., N.
(1.23)
Using this, together with the fact that for small x,
(
1 + x2
)2
= 1+x, gives an approximate
value for rˇ2n:
rˇ2n ≈ 1 +
1
N
N∑
m=1
βmn
(
cos
(
θˇm − θˇn
)− 1)+ 1
N
N∑
m=1
O¯mnsin
(
θˇm − θˇn
)
, n = 1, ..., N.
(1.24)
If this value is then substituted into the equation of motion for θˇn, then
˙ˇθn ≈ δn + a˜+ 1
N
N∑
m=1
(
βmna˜+ O¯mn
) (
cos
(
θˇm − θˇn
)− 1)+ 1
N
N∑
m=1
(
βmn − a˜O¯mn
)
sin
(
θˇm − θˇn
)
,
(1.25)
n = 1, ..., N . Two cases are then considered: if the system is purely dissipative, then
a˜ = O¯mn = 0 and βmn 6= 0. If the system has strong frequency pulling then βmn = 0,
a˜ >> 1 and O¯mn 6= 0. In both cases, the equation for ˙ˇθn is reduced by neglecting the
cosine term:
˙ˇθn = δn + a˜+
1
N
N∑
m=1
(
βmn − a˜O¯mn
)
sin
(
θˇm − θˇn
)
, n = 1, ..., N. (1.26)
If a transformation is made such that ˇ¯θn ≡ θˇn− a˜τˇ , and it is assumed that βmn− a˜O¯mn is
the approximately constant and m,n-independent βˇ, then this model effectively reduces
to a well-known phase model, the Kuramoto model:
˙ˇ¯
θn = δn +
βˇ
N
N∑
m=1
sin
(
ˇ¯θm − ˇ¯θn
)
, n = 1, ..., N, (1.27)
and therefore the oscillators can be found to synchronize in a well-known way if βˇ is
sufficiently large, as is discussed in section 1.2.
It is worth mentioning that the application of amplitude equations extends beyond just
discrete oscillators. Bromberg et al. [54] have actually extended the model described
by eq. (1.17) to adapt to a parametric drive and very large arrays so that a contin-
uous version of the amplitude equations is obtained. The discrete displacement from
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equilibrium un (T ) is then replaced by a continuous displacement field u (x, T ), where
the two are equal only for integral values of the spatial coordinate x, i.e. un (T ) =
u (n, T ). For counter-propagating waves, eq. (1.18) would change to u
(
x, T, Xˇ, τˇ
)
=
ν1/2
((
U+
(
Xˇ, τˇ
)
+ U−
(
Xˇ, τˇ
))
+ c.c.
)
+ ν3/2u(1)
(
x, T, Xˇ, τˇ
)
+ ... (c.c. meaning complex
conjugate) where Xˇ and τˇ are a slow displacement variable and slow time respectively.
The applications of such analysis include parametrically driven wave systems with weak
nonlinear damping [54], and one such system is considered for future work in eq. (5.2).
The techniques developed by Bromberg et al. [54] may prove useful for such a system.
A detailed analysis can be found in the thesis of Bromberg [55].
So far, only systems that are directly coupled together have been considered. In the
case of opto-mechanics, however, each oscillator is coupled to every other oscillator via
an optical field and deriving the resulting amplitude equations represents an additional
step. In the next section, an example consisting of an array of nanomechanical resonators
coupled all-to-all via an external field is analyzed in its collective variables [2]. This
example (henceforth referred to as the Linear Coupling case) is similar in many respects
to the system explored in Chapter 2 of this thesis, while being simpler. The aim is to
derive amplitude equations for the dynamics of the coupled oscillators, which can then
be analyzed. Collective phenomena such as synchronization are of particular interest.
Even though the systems explored from this point onward cannot be reduced to phase-
only models, Kuramoto’s ideas about collective variables in the context of amplitude
equations are widely used.
1.5 Review of linear coupling
1.5.1 The model
Holmes et al. [2] explore the dynamics of a certain array of nanomechanical resonators
coupled together via an external field dependent on the sum of the individual displace-
ments. The system they consider is a nanomechanical system where one mode of a
superconducting microwave resonator is coupled to the displacements of N nanome-
chanical resonators. See Fig. 1.3 for a schematic.
The dynamical model in this section also applies to other physical implementations, such
as an opto-mechanical system comprising a Fabry-Perot cavity containing N vibrating
membranes, similar to what is considered in section 1.6 [2]. Thus, the type of coupling
experienced in this system can be identified as radiation pressure coupling.
The dynamics of the microwave field are modelled in the co-planar transmission line by
a lumped circuit LC electrical resonator [2]. The dynamics of the mechanical resonators
are modelled as simple harmonic oscillators. The Hamiltonian for a single nanomechan-
ical resonator interacting with the microwave field is [2]
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Figure 1.3: A schematic of the nano-electromechanical system under consideration.
A superconducting microwave cavity of frequency ω˜c mediates a coupling between N
nano-mechanical resonators capacitively coupled to it. The ith nano-mechanical res-
onator has resonant frequency ω˜i and microwave-mechanical coupling strength g˜i. The
microwave cavity is driven by a linear drive of amplitude ˜ at a detuning from the cavity
of δ˜. This figure has been taken from Holmes et al. [2].
H˜ = φ˜
2L˜
+
Q˜2
2C˜ (q˜)
+ v˜ (t) Q˜+
p˜2
2m˜
+
m˜ω˜2q˜
2
. (1.28)
The first term corresponds to the inductive energy through the inductor with inductance
L˜. The second term corresponds to the charging energy with charge Q˜ on capacitor with
capacitance C˜ (q˜) which changes with the displacement q˜ of the mechanical resonator.
The third term corresponds to the potential energy due to an external AC bias voltage
of the circuit resonator. The fourth and fifth terms correspond respectively to the
kinetic and potential energy of the mechanical resonator with mass m˜, frequency ω˜ and
momentum p˜.
This Hamiltonian can be simplified by keeping in mind that the displacement of the
mechanical resonator is small compared to the equilibrium distance between the me-
chanical resonator and the central conductor of the microwave cavity. Thus, C˜ (q˜) can
be expanded up to linear order in q˜ around the equilibrium displacement q˜0:
H˜ = φ˜
2L˜
+
Q˜2
2C˜0
+ D˜Q˜2q˜ + v˜ (t) Q˜+
p˜2
2m˜
+
m˜ω˜2q˜
2
, (1.29)
where C˜0 ≡ C˜ (q˜) and D˜ ≡ − 12C˜20
dC˜
dq˜ q˜=q˜0
. Using Hamilton’s equations, it is possible to
find that
dφ˜
dT =
Q˜
C˜0
+ 2D˜Q˜q˜ + v˜ (T ) ,
dQ˜
dT = − φ˜L˜ ,
dq˜
dT =
p˜
m˜ and
dp˜
dT = −m˜ω˜2q˜ − D˜Q˜2.
(1.30)
Additionally, if D˜ = 0 and v˜ (T ) = 0, the circuit equations of motion describe a simple
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harmonic oscillator with frequency ω˜c ≡ 1√
L˜C˜0
. It is convenient at this point to define
dimensionless canonical variables. This is done by fixing one energy scale for the circuit
degrees of freedom E˜c and one for the mechanical degrees of freedom E˜m. The dimen-
sionless canonical variables (x˜c, y˜c) for the circuit and (x˜, y˜) for the mechanics are then
defined as
x
′
c =
1√
2E˜cL˜
φ˜,
y
′
c =
1√
2E˜cC˜0
Q˜,
x˜ =
√
m˜ω˜ω˜c
2E˜c
q˜ and
y˜ =
√
ω˜c
2m˜ω˜E˜c
p˜.
(1.31)
By defining a complex amplitude for the circuit degrees of freedom as α
′ ≡ x′c + iy
′
c, the
equations of motion become
dα
′
dT = −iω˜cα
′ − ig˜
(
α
′ − α′∗
)
x˜+ ε˜ (T ) ,
dx˜
dT = ω˜y˜, and
dy˜
dT = −ω˜x˜− g˜y˜2c ,
(1.32)
where g˜ ≡ D˜
√
2E˜c
m˜ω˜
C˜
3/2
0
L˜1/2
and ε˜ (T ) ≡ v˜(T )√
2E˜cL˜
. If a harmonically driven circuit is assumed,
then setting ε˜ (T ) = ε˜0sinω˜DT and defining the rotating variable α˜ ≡ α′eiω˜DT (equivalent
to going to the interaction picture in the quantum description), then dropping rapidly
rotating terms compared to the timescale of observation yields an approximation for the
equations of motion:
dα˜
dT = −iδ˜α˜− ig˜α˜x˜− i˜,
dx˜
dT = ω˜y˜, and
dy˜
dT = −ω˜x˜− g˜2 |α˜|2 ,
(1.33)
where ˜ ≡ − ε˜02 and the frequency detuning is δ˜ ≡ ω˜c − ω˜D. Notice how the effective
coupling in the mechanics g˜2 |α˜|2 is proportional to the circulating power in the cavity
field, which characterizes the radiation pressure coupling. If damping (κ˜ for the cavity
field and γ˜ for the mechanical element) is included in the equations of motion, then [2]
dα˜
dT = −iδ˜α˜− ig˜α˜x˜− i˜− κ˜α˜,
dx˜
dT = ω˜y˜ − γ˜x˜, and
dy˜
dT = −ω˜x˜− g˜2 |α˜|2 − γ˜y˜.
(1.34)
This model can be extended in order to include N mechanical elements [2]. If a timescale
is such that t = κ˜T , κ is normalized to one and from this point onward, the parameters
are to be understood to be scaled by κ. The resulting equations of motion are then [2]:
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dα˜
dt = −
(
1 + i
(
δ˜ +
∑N
i=1 g˜ix˜i
))
α˜− i˜,
dx˜i
dt = ω˜iy˜i − γ˜ix˜i, and
dy˜i
dt = −ω˜ix˜i − g˜i2 |α˜|2 − γ˜iy˜i, for i = 1, ..., N,
(1.35)
where α˜ is, once again, the complex field amplitude, x˜i and y˜i are the canonical position
and momentum variables for the resonators with mechanical damping γ˜i added, ˜ is
the field driving constant, g˜i are the individual coupling strength constants, ω˜i are the
individual natural frequencies of the resonators, and δ˜ is, once again, the field detuning.
The mechanical dampings γ˜i are taken as small (this is the standard of a small quantity
compared to the typical values of the parameters- therefore it is useful to think in its
orders of magnitude, denominated O
(
γ˜n
)
), and the field driving constant is taken as
O
(
γ˜1/2
)
.
Kuramoto’s idea of using collective variables to understand the collective dynamics is
used to study this system. By considering N identical resonators, and defining the
collective variables as
G˜ ≡ 1
N
N∑
j=1
g˜2j , X˜ ≡
1
N
N∑
j=1
g˜j x˜j , and Y˜ ≡ 1
N
N∑
j=1
g˜j y˜j , (1.36)
the equations of motion transform to
dα˜
dt = −
(
1 + i
(
δ˜ +NX˜
))
α˜− i˜,
dX˜
dt = ω˜Y˜ − γ˜X˜, and
dY˜
dt = −ω˜X˜ − G˜2 |α˜|2 − γ˜Y˜ .
(1.37)
or
dα˜
dt = −
(
1 + i
(
δ˜ +NX˜
))
α˜− i˜, and
d2X˜
dt2
+ ω˜2X˜ = G˜ω˜2 |α˜|2 − 2γ˜ dX˜dt .
(1.38)
1.5.2 Amplitude equations
Eqns. (1.37), although not in the standard form described in section 1.3, nevertheless
describe a weakly forced linear oscillator. Therefore, by identifying the two timescales, it
is possible to derive an equation for the slowly varying amplitude. With t acting as the
fast time and τ˜ = γ˜t defined as the slow time, let X˜ = X˜0+A˜ (τ˜) e
iω˜t+A˜∗ (τ˜) e−iω˜t, where
the critical point X˜0 is taken as small (which in turn means that the field amplitude is
of order ˜ as per the parameter region considered in [2]) . However, because the right
hand side is in terms of |α˜|2, the equation of motion for α˜ needs to be solved first so
that the equation of motion for X˜ in eq. (1.38) can be given purely in terms of A˜ (τ˜) eiω˜t
and A˜∗ (τ˜) e−iω˜t. Substituting this assumption into the equation of motion for α˜, and
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knowing that A˜ =
∣∣∣A˜∣∣∣ eiθ˜ gives
dα˜
dt
= −
(
1 + i
(
δ˜ +NX˜0 + 2N
∣∣∣A˜∣∣∣ cos(ω˜t+ θ˜))) α˜− i˜. (1.39)
If α˜ = eiψ˜
∑
m B˜me
imω˜t, then
dα˜
dt
= i
dψ˜
dt
α˜+ eiψ˜
∑
m
imω˜B˜me
imω˜t. (1.40)
Therefore eqns. (1.39) and (1.40) match up if
dψ˜
dt = −2N
∣∣∣A˜∣∣∣ cos(ω˜t+ θ˜)
⇒ ψ˜ = −2N|A˜|ω˜ sin
(
ω˜t+ θ˜
)
, and
eiψ˜
∑
m imω˜B˜me
imω˜t = −
(
1 + i
(
δ˜ +NX˜0
))
eiψ˜
∑
n B˜ne
inω˜t − i˜.
(1.41)
Using the Jacobi-Anger expansion eizsiny =
∑∞
n=−∞ Jn (z) e
iny, obtained from the gen-
erating function of Bessel functions [56] (from this point forward let
∑
n mean
∑∞
n=−∞),
where the Jn are Bessel functions of the first kind, it is possible to find that
B˜m = −i˜
eimθ˜Jm
(
2N|A˜|
ω˜
)
κ˜m
, (1.42)
where κ˜m ≡ 1 + i
(
mω˜ + δ˜ +NX˜0
)
. Therefore it is possible to substitute the solution
for α˜ into the equation of motion for X˜ in eq. (1.38). Once again, if the dot represents
differentiation with respect to slow time, and discarding terms of order γ˜2 gives
2iω˜γ˜
(
˙˜A+ ˙˜A∗e−2iω˜t
)
= ˜2
G˜ω
2
∑
n,m
eiω˜t(m−n−1)eiθ˜(m−n)
Jm
(
2N|A˜|
ω˜
)
Jn
(
2N|A˜|
ω˜
)
κ˜mκ˜∗n
. (1.43)
Thus, discarding fast-rotating terms (equivalent to applying the nonresonance condition)
yields the condition that only terms which satisfy m = n + 1 are taken from the sum,
and the expression for the amplitude equation for the collective variable is found:
˙˜A = −A˜− iˇ2 G˜
4
eiθ˜
∑
n
Jn
(
2N|A˜|
ω˜
)
Jn+1
(
2N|A˜|
ω˜
)
κ˜n+1κ˜∗n
, (1.44)
where ˜2 = ˇ2γ˜.
Typically, at this point one would assume that |A| is small and approximate the right
hand side by the first few terms in its Taylor series in A about A = 0, as in section 1.3.
However, the actual range of values of |A| for which this model is relevant depends on
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many factors. So here the general model is kept. In fact, in its full nonlinear form there
are parameter regions where multiple stable solutions exist. However, by transforming
the sum from being from n = −∞ to n = ∞ to being from n = 0 to n = ∞, because
the form of the nonlinearity consists of a sum of products of Bessel functions, it can be
seen that the nonlinear term in the amplitude equation has a factor of
∣∣∣A˜∣∣∣ ∀ n. Thus,
the amplitude equation is
˙˜A = A˜
(
−1 + ˇ2G˜NF˜
(∣∣∣A˜∣∣∣)) , (1.45)
where F˜
(∣∣∣A˜∣∣∣) ≡ F˜r (∣∣∣A˜∣∣∣)+ iF˜i (∣∣∣A˜∣∣∣) is a complex function.
1.5.3 Synchronization
By going to polar form in the amplitude equation, and noticing that both equations for
r˜ and θ˜ only depend on r˜, it is possible to see that the equation that determines the
amplitude of the periodic orbits r˜0 is given by
F˜r (r˜0) =
1
ˇ2NG˜
. (1.46)
The frequency is then ˇ2NG˜F˜i (r˜0). Because these are amplitude equations of the col-
lective variables, the resonators are synchronized in periodic orbits around the critical
point X˜0. As for the stability of these periodic orbits, considering that at the periodic
orbits ˇ
√
NG˜ = 1
F˜r(r˜0)
= f˜ (r˜0), then
(
d ˙˜r
dr˜
)
r˜=r˜0
= − 2
ˇ
√
NG˜
df˜
dr˜0
, (1.47)
so that the periodic orbits are stable if df˜dr˜0 > 0. In Fig. (1.4), taken from Holmes et
al. [2], it is shown that because of the form of the function F˜r (r˜), multiple stable limit
cycles can exist for the same parameter values. This property is known as multiplicity,
and this characteristic is also present in the other systems explored in this thesis.
It is still possible to derive amplitude equations in the case where these resonators are
non-identical. These are used in a case-by-case basis to find that it is possible to have
synchronization by looking at 2N -dimensional dynamical system formed by the r˜ and θ˜
equations of all the resonators [2].
Thus, it has been shown in this example that it is possible for certain kinds of systems
to understand the collective dynamics by combining the use of collective variables with
the method of amplitude equations.
One of the models explored in this thesis actually extends this model to the weak coupling
of two complex modes α˜1 and α˜2, each with a corresponding array of resonators.
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Figure 1.4: A plot of the width of the amplitudes N
∣∣∣A˜∣∣∣ = Nr˜0 of the periodic orbits
of the system calculated from Eq. (1.43) and (1.45) as a function of the parameter
˜
√
NG˜ for ω˜ = 2 and γ˜ = 0.01, 0.001, 0.0001 and various values of δ˜: in (a) δ˜ = −2,
(b) δ˜ = −5, (c) δ˜ = −9, and (d) δ˜ = −10. Stable periodic orbits are denoted by solid
lines and unstable ones by dashed lines. This figure has been taken from Holmes et al
[2].
In the following section, the kinds of systems explored in this thesis are derived and
their importance is explained.
1.6 Models explored in this thesis
Synchronization is instrumental to applications such as timing, signal processing, mi-
crowave communication, computing, and memory aspects [57]. Major challenges with
such synchronized oscillators include, in the case of the nanoscale, for example, restric-
tions such as nearest-neighbor interaction, or nanoconfigurable coupling, which limits
the control, footprint, and possible topologies of complex oscillator networks [35, 57].
Using cavity field coupled oscillators as a form of all-to-all coupled oscillator systems
is a possible way to overcome such restrictions [4, 35, 57]. This is another reason why
understanding whether synchronization arises in high-frequency mechanical resonators
coupled strongly to one or more modes of the electromagnetic (EM) field in a resonant
cavity is important.
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Recently, there has been significant interest to see quantum mechanics acting on a me-
chanical system whose effects are classically tangible, where coupled mechanical res-
onators need to be prepared at or near their vibrational ground states. However, as was
mentioned previously, in order to understand the quantum dynamics it is first necessary
to understand the classical dynamics, which can be complex because of the nonlinear
interactions [1, 4, 58]. The common feature that these systems have is radiation pressure
coupling, where the individual displacements of each mechanical resonator independently
change the resonant frequency of the EM field mode, the common EM resonator is called
the cavity field. The amount is dependent on the displacement of each mechanical res-
onator. Even though such dependence is mainly linear [2], in certain setups such as that
of a “membrane in the middle” [3, 15, 59], it is possible to tune the optical cavity so
that the dependence is quadratic to leading order in the displacements of the resonator.
This has the advantage of extremely low optical loss [60]. This latter form of parametric
radiation pressure coupling is the case explored in the next two chapters of this thesis.
In this section, three physical examples are given: one is a collection of mechanical
resonators coupled all-to-all via a single external field with quadratic coupling to the
mechanics, denominated as “Single Cavity”. The second and third examples both consist
of two collections of mechanical resonators, each having all-to-all coupling via an external
field. Case I has its complex cavity modes quadratically coupled to their respective
mechanics, whilst in Case II, these are linearly coupled to their respective mechanics.
However, the two field modes are weakly coupled to each other, and are thus known as
“Coupled Cavities”.
1.6.1 Single cavity
The dynamics of a single EM resonator is described as a highly underdamped single
harmonic oscillator with a frequency equal to the cavity resonance frequency [3]. The
canonical degrees of freedom in this case correspond to the in-phase x, and quadrature
phase, y amplitudes of the EM field in the cavity. However, in this thesis the dynamics
are usually described in terms of a complex amplitude α = x+ iy. Units are used such
that the EM energy stored in the cavity is Eo = ~Ωc|α|2, where Ωc is the bare cavity
resonance frequency (i.e. without mechanical coupling). The energy damping rate for
the cavity field is given in terms of its line width κ. This parameter is used to scale
all physical frequencies in the model so that it is possible to fix κ = 1, and thus, in
dimensionless units, the cavity resonance frequency is ωc = Ωc/κ.
The mechanical degrees of freedom are each described by a simple (underdamped) har-
monic oscillator with one degree of freedom corresponding to the displacement of single
bulk flexural mode of an elastic mechanical resonator. This can be arranged by suitable
fabrication of a bulk mechanical resonator, described below.
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The physical implementation of the dynamical systems discussed in this thesis is based
on an opto-mechanical system comprising a Fabry-Perot cavity containing N vibrating
dielectric membranes, an example of which can be seen in Fig. (1.5). Each membrane
has similar reflectivity, mass and mechanical frequency ωm,j . The cavity is driven with a
coherent source at carrier frequency ωd. By a suitable choice of the equilibrium positions
of the membranes the (classical) opto-mechanical Hamiltonian for one cavity mode can
be taken as [3, 61–63]
Figure 1.5: A schematic of the dispersive opto-mechanical setup. The membrane is
represented by a mass on a pendulum with displacement ∆x. At the endpoints of the
membrane are the mirrors that form a high-finesse cavity. The Ain, Aref , Atran, A1, A2,
A3, and A4 are the incident, reflected, transmitted, and circulating fields respectively.
This figure has been taken from Jayich et al. [3].
Hˇ =
∑N
j=1
P 2j
2m +
mΩ2m,i
2 Q
2
j + ~Ωc(Qj)|α|2
+ ~
√
κ(ε∗eiΩdtα+ εe−iΩdtα†),
(1.48)
where Pj and Qj , j = 1...N denote the momentum and position of the membranes
relative to their equilibrium values, m is the effective mass of the bulk mechanical mode
of interest, κ is the line width of the optical resonance, ε is the amplitude of the driving
laser in units such that |ε|2 has units of s−1 (a photon flux), and it is assumed that the
membranes interact with just one resonant mode of the cavity. The first term describes
the mechanical energy of the oscillating membranes, the second the energy of the optical
mode and the last, the driving of the cavity mode. The optical mode is described by
complex amplitudes α, α∗. The Hamiltonian dynamics of these variables is determined
by the Poisson bracket
{α, α∗} = −i. (1.49)
This bracket is inherited from the canonical Poisson bracket for the quadrature phase
amplitudes, x, y of the cavity field, defined by α = (x+ iy)
√
2. Moving to an interaction
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that rotates at the frequency of the driving laser, making the canonical change of variable
α→ αe−iΩdt
′
, (1.50)
and fixing the phase reference for the driving laser so that ε is real, the interaction
picture Hamiltonian is obtained:
Hˇ =
N∑
j=1
P 2j
2m
+
mΩ2m,i
2
Q2j + ~∆(Qj)|α|2 + ~κ(α+ α∗), (1.51)
where  = ε√
κ
is a dimensionless driving field amplitude and ∆(Qj) = Ωc(Qj)− Ωd is a
known nonlinear oscillatory function of Qj dependent on the reflectivity of the membrane
and the length of the cavity [3].
By engineering the system appropriately, it is possible to choose the equilibrium position
of each membrane to ensure that the mode frequency is quadratic to lowest order in the
displacement of the membrane:
∆(Qj) = ∆ +
1
2
d2∆(0)
dQ2j
Q2j . (1.52)
The Hamiltonian becomes
Hˇ =
∑N
j=1
P 2j
2m +
mΩ2m,i
2 Q
2
j
+ ~(∆ +GjQ2j )|α|2 + ~κ(α+ α∗),
(1.53)
where ∆ = Ωc−Ωd is the detuning between the empty cavity resonance and the driving
laser carrier frequency; Gj =
1
2
d2∆(0)
dQ2j
Q2j is the opto-mechanical coupling constant.
In opto-mechanics, the objective is to control the quantum dynamics of mechanical
resonators that have been cooled close to their quantum ground state. This requires
that ωm ≥ κ, a condition known as the resolved sideband regime. In this case, the
convenient position and momentum scales are of the order of the RMS fluctuations in
these quantities in the ground state so that Pj = p¯pj and Qj = x¯xj are chosen with
x¯ =
√
~
mκ
, and (1.54)
p¯ =
√
~mκ (1.55)
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for each mechanical resonator. This fixes E0 = ~κ and the Hamiltonian can be written
as
Hˇ = ~κ
∑N
j=1
p2j
2 +
ω2m,j
2 x
2
j
+ ~κ(δ + gj2 x
2
j )|α|2 + ~κ(α+ α∗),
(1.56)
where ωm,j = Ωm,j/κ, δ = ∆/κ and gj =
1
κ
d2∆(0)
dx2j
. It is then possible to rescale the
parameters in units of ~κ to finally arrive at the Hamiltonian,
Hˇ =
N∑
j=1
p2j
2
+
ω2m,j
2
x2j + (δ +
gj
2
x2j )|α|2 + (α+ α∗). (1.57)
Adding cavity decay and mechanical dissipation to the Hamiltonian equations of motion
gives the equations of motion of the model:
dα
dT = −(κ+ i
(
δ +
∑N
j=1 gjx
2
j
)
)α− i, and
d2xj
dT 2
= −ω2m,jxj − 2γj dxjdT − gjωm,jxj |α|2 j = 1, ..., N,
(1.58)
where κ is the cavity decay rate and γ the mechanical damping. The fluctuation terms
that would accompany the frictional damping of the mechanical resonator shall be ig-
nored.
The system in eq. (1.58) is the subject of Chapter 2 in this thesis, and it takes the
timescale t = κT , in order to normalize κ to one and all the parameters in Chapter 2 are
to be understood as scaled by κ. Typically, the decay of the mechanical energy is much
slower than this, so that the γi are very small. In chapter 2, the ωm,j in eq. (1.58) are
written simply as ωj . It is assumed that γj = γ and gj = g ∀ j.
The main results of this model are summarized at the beginning of Chapter 2.
1.6.2 Coupled cavities
One of the simplest ways in which two cavity field modes α1 and α2 can be coupled to
each other is the case of the coupling between two optical cavities, each formed by two
partially reflecting mirrors. A schematic of a possible setup is illustrated in Fig. 1.6.
If such mirrors are perfect, then Maxwell’s equations are solved with boundary conditions
such that the allowed modes of excitation are found. In reality, cavities are three-
dimensional and therefore this process can be complex. However, if an idealized one-
dimensional cavity with length L is considered, then the allowed field modes simply have
wavelengths of half integer multiples of L, and typically just one of these is taken.
Now, since the mirrors are, in reality, not perfectly reflecting, Maxwell’s equations for
the field also need to be solved inside the (dielectric) mirrors and outside the cavity.
Inside the mirrors, the field is not oscillating, but is exponentially damped, and this is
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Figure 1.6: A schematic of the dispersive opto-mechanical setup with two coupled
optical cavities. The membranes are represented by masses on pendulums with dis-
placement ∆xi, i =1,2. At the endpoints of the membranes are the mirrors that form
high-finesse cavities. The Aini, Arefi, Atrani, A1i, A2i, A3i, and A4i, i =1,2, are the
incident, reflected, transmitted, and circulating fields respectively.
known as an evanescent field. Outside the cavity, the field is not made up of discrete
modes, but of a continuum. If the evanescent field does not damp completely across the
mirrors, a small part of the field may excite the many modes outside, and this is where
the cavity loses energy. In Fig. 1.6, such residues can be seen in Atran1 and Atran2.
The strength of the coupling between the discrete modes inside and the continuum field
outside is captured by the cavity decay rate constant κ.
If two such cavities are set up such that the end mirrors are placed close to each other,
the evanescent field in each mirror excites the other cavity mode with the same resonant
frequency, forming an entirely reciprocal and reversible system, i.e. lossless in energy.
The strength of this coupling is captured by some coupling cavity constant. If two
lossless fields α1 and α2 with frequencies given respectively by ν1 (T ) and ν2 (T ) are
coupled weakly, then their interaction can be represented by [64]
dα1
dT = iν1α1 + iC1α2 and
dα2
dT = iν2α2 + iC2α1,
(1.59)
where Ci ≡ bi + iai. Since there is no dissipation in the system, the total energy E can
be represented by
E = |α1|2 + |α2|2 . (1.60)
Conservation of energy implies that
dE
dT
= 0 = −2 {Re (α2α∗1) (a1 + a2) + Im (α2α∗1) (b1 − b2)} , (1.61)
so ⇒ a1 = −a2 = a and b1 = b2 = b. By appropriately choosing the phase of the
coupling, it is possible to set b = 0. The corresponding Hamiltonian for this interaction
is therefore given by −ia (α∗2α1 − α2α∗1). Thus, this coupling can be represented by the
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addition of an interaction Hamiltonian Hˇint,i to the Hamiltonians of the two uncoupled
complex cavity fields coupled with their respective mechanics Hˇij , where j = 1, 2 is the
index for each cavity and i is an index that represents the two cases of coupled cavities
explored in this thesis: Case I (i = 1) corresponds to two cavities like the one shown in
eq. (1.57), and Case II corresponds to the linear coupling case, whose Hamiltonian is
given in [2]. Thus, the full Hamiltonian for these coupled cavities systems are
Hˇcouple,i =
2∑
j=1
Hˇij + Hˇint,i, for i = 1, 2. (1.62)
As before, adding cavity decay and mechanical dissipation to the Hamiltonian equations
of motion gives the equations of motion of the models, which in the scaled timescale
t = κ1T = κ2T = κT are, for case I explored in Chapter 3,
dαi
dt = −
(
1 + i
(
δi +
∑Ni
j=1 gijx
2
ij
))
αi − ii + aiαk and
d2xij
dt2
= −ω2m,ijxij − 2γij dxijdt − gijωm,ijxij |αi|2 , j = 1, ..., N,
(1.63)
where k = 1 if i = 2, and k = 2 if i = 1. In chapter 3, the ωm,ij in eq. (1.63) is written
simply as ωij . It is assumed that δi = δ for i = 1 and 2, and, just like last section, it is
also assumed that γij = γi and gij = gi ∀ j.
The main results of this model are summarized at the beginning of Chapter 3.
Similarly, the equations of motion for case II explored in Chapter 4 are
d
dt (α˜i) = −
(
1 + i
(
δ˜ + G˜NiX˜i
))
α˜i − i+ aiα˜k, and
d2
dt2
(
X˜i
)
+ ω˜2i X˜i = − G˜2 ω˜i |α˜i|2 − 2γ˜ ddt
(
X˜i
)
, i = 1, 2.
(1.64)
The main results of this model are summarized at the beginning of Chapter 4.
Chapter 2
Single cavity case
In this chapter, the case of multiple mechanical resonators interacting with a common
field for which the frequency of the EM resonance is tuned to depend quadratically (to
lowest order) on the displacement of the resonators is considered. By using the method
of amplitude equations around the only stable critical point, it is shown that groups
of near-identical bulk mechanical resonators with low driving fail to synchronize unless
their natural frequencies are identical, in which case the resulting system can exhibit
multiplicity.
2.1 Layout of the chapter
In this chapter, the dynamics of the single cavity case mentioned in Chapter 1, section
1.6.1 are explained. In the first section, the equations of motion used for the single
cavity case are stated in the form they are used throughout the chapter.
In the second section, all of the critical points and their stabilities are calculated. It
is found that there is only one stable critical point that exists for all values of the
parameters. If the parameters are identical, then there exist “spheres” of critical points
which are unstable. Even though stable and unstable periodic orbits exist, they do
not arise via a Hopf bifurcation (unlike the linear coupling case [2]) because there is
no change in stability of the stable critical point. Rather, these arise via saddle-node
bifurcations of limit cycles, and the way these appear is explained in the fourth section.
In the third section, the single cavity case is analyzed via the adiabatic approach, where
the cavity decay constant (which is normalized to one by appropriate scaling of time
and the parameters, as can be seen in section 1.6.1) is much greater than the rest of the
parameters. It is found that unless there is no mechanical damping in the individual
resonators, these do not synchronize. Instead, they experience amplitude death. This
analysis is done both by treating the adiabatic system as a nearly integrable system us-
ing perturbation theory as well as by solving the equations of motion of the resonators as
27
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simple harmonic oscillators around the stable critical point with slowly varying ampli-
tudes by using different timescales to derive amplitude equations in order to understand
the collective behavior.
In the fourth section, the equation of motion for the cavity amplitude for the slowly
varying amplitude of the oscillators is derived. This is nonstandard because the equation
of motion for the oscillator is coupled to the equation of motion for the cavity. However,
the equation of motion of the cavity is linear, so it can be solved in integral form as in the
linear case described in section 1.5. The solution is represented as a Fourier series with
slowly varying coefficients. An analysis of the amplitude equations reveals the collective
and individual dynamics: it is shown that if there are several groups of resonators, each
with different frequencies, only one frequency group will not experience amplitude death,
and the resonators in the surviving group will synchronize for large enough driving field
amplitude . Additionally, it is found that there may be more that one stable periodic
orbit for a given parameter set, so that the final collective amplitudes depend on the
initial condition. Further, this solution is neutrally stable for the individual amplitudes,
so within a frequency group, the individual amplitudes can differ, and these depend on
the initial individual amplitudes.
2.2 The System
As is explained in Chapter 1, section 1.6.1, the single cavity case is described by eq.
(1.58). However, it is possible to express the system in terms of first order equations of
motion. If α ≡ xc + iyc, and yi is a momentum coordinate of the resonator then,
d
dt (xi) = ωiyi − γxi,
d
dt (yi) = −ωixi − g |α|2 xi − γyi for i = 1, ..., N,
d
dt (xc) = yc
(
δ + g
∑N
j=1 x
2
j
)
− xc, and
d
dt (yc) = −xc
(
δ + g
∑N
j=1 x
2
j
)
− − yc.
(2.1)
From this point forward, when referring to “the system” throughout this chapter, it is
to be understood as a reference to Eq. (2.1).
2.3 Critical points, bifurcations and stability
There are two types of critical points in this system, whose coordinates are denoted by(
xi0, yi0, |α0|2
)
:
• 1. one that exists for all values of the parameters where the resonators are at rest
such that
(
xi0, yi0, |α0|2
)
=
(
0, 0, 
2
1+δ2
)
, and
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• 2. others that arise when resonators are identical and g < 0, in which case these
“spheres” of critical points are characterized by g
∑N
j=1 x
2
j0 = −δ±
√
−g2ω − 1 and
|α0|2 = −ωg .
Using Eq. (2.1), it is possible to find the linearized matrix around 1., which is a block
matrix. Its characteristic equation is
0 =
∣∣Df − λI{2N+2,2N+2}∣∣ =
∣∣∣∣∣ A− λI{2N,2N} 0{2N,2}0{2,2N} B − λI{2,2}
∣∣∣∣∣ , (2.2)
where 0{n,m} is an n by m matrix whose entries are all zeroes, and I{n,n} is an n by n
identity matrix. As for A and B,
A ≡

A1 0{2,2} . . . 0{2,2}
0{2,2} A2 . . . 0{2,2}
...
...
. . .
...
0{2,2} 0{2,2} 0{2,2} AN
 , (2.3)
where
Ai ≡
(
−γ ωi
−ωi − g 21+δ2 −γ
)
, (2.4)
and
B ≡
(
−1 δ
−δ −1
)
. (2.5)
Therefore, using the determinant property of block matrices∣∣∣∣∣ A 00 B
∣∣∣∣∣ = det (A) det (B) ,
the characteristic equation for critical point 1. is
0 =
N∏
j=1
(
(λ+ γ)2 + ω2j +
gωj
2
1 + δ2
)(
(1 + λ)2 + δ2
)
. (2.6)
Therefore, this critical point is stable when g > 0, and if g < 0 it is also stable as long
as the following condition is met:
 ≤ bp, where bp ≡ minj
√
−ωj 1 + δ
2
g
. (2.7)
Since the values of  considered in this thesis are small, critical point 1. is always stable.
This means that, unlike the linear coupling case, Hopf bifurcations are not involved in the
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creation of the periodic orbits, which are found to exist for a large range of parameters.
Because the resonators need to be identical for critical points 2. to exist, it is possible
to simplify the stability analysis by moving to the following collective variables: X ≡∑N
i=1 x
2
i , Y ≡
∑N
i=1 xi
dxi
dt , and Z ≡
∑N
i=1
1
ω2
(
dxi
dt
)2
. In terms of these variables the
system becomes
dX
dt = 2Y,
dY
dt = ω
2Z − 2γY −
(
ω2 + gω |α|2
)
X,
dZ
dt = −4γZ − 2Y
(
1 + gω |α|2
)
,
dxc
dt = yc (δ + gX)− xc, and
dyc
dt = −xc (δ + gX)− − yc.
(2.8)
Using this, and denoting the coordinates of 2. as (X0, Y0, Z0, xc0, yc0), keeping in mind
that Y0 = Z0 = 0, the characteristic equation of 2. can be found to be
0 =
∣∣Df − λI{5,5}∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ 2 0 0 0
0 −2γ − λ ω2 −2gωxc0X0 −2gωyc0X0
0 0 −4γ − λ 0 0
gyc0 0 0 −1− λ δ + gX0
−gxc0 0 0 − (δ + gX0) −1− λ
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.9)
Therefore if B ≡
√
−g2ω − 1, the characteristic equation can be written as
s (λ) = λ(λ+ 2γ)((λ+ 1)2 +B2) = ±4ω2B(δ ±B). (2.10)
Consider s (λ) when γ = 0. Now, s (λ) > 0 and s (0) = 0 and this is a local and
global minimum. Since as λ → ±∞, s → ∞, then by continuity, the function s (λ) =
4ω2B(δ ± B) has a real positive solution, meaning that gX0+ ≡ −δ + B is unstable.
This is illustrated in Fig. (2.1). Now consider the critical point gX0− ≡ −δ − B. the
eigenvalues are given by s (λ) = −4ω2B(δ − B) < 0. In this case, the function s (λ)
does not cross the horizontal line −4ω2B(δ − B), so if this critical point is unstable, it
must be due to a complex conjugate pair of eigenvalues. Since s (λ) does not have a
linear term, then, if λi i = 1, 2, 3, 4 are the roots of the characteristic equation and if
λ3 = ζ + iρ and λ4 = ζ − iρ are a complex conjugate pair, then
2ζλ1λ2 +
(
ζ2 + ρ2
)
(λ1 + λ2) = 0. (2.11)
If λ1, λ2 < 0, then ζ > 0, and the critical point is unstable. If λ1 > 0, λ2 > 0, or
λ1, λ2 > 0, then the critical point is unstable. If λ1, λ2 are a complex conjugate pair
such that λ3 = ζ
′
+ iρ
′
and λ4 = ζ
′ − iρ′, then either ζ ′ > 0 or ζ > 0 and the critical
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Figure 2.1: Plot of s (λ) vs. λ in blue, and 4ω2B (δ +B) in red, with γ = 0, δ = −1,
ω = 2, g = −1, and  = 4.
point is unstable. Therefore both X0+ and X0− are unstable if γ = 0.
To see the possibility of a change in stability as γ is increased away from zero, consider
that if increasing γ resulted in a real negative eigenvalue then at some nonzero real value
of γ there would be a zero eigenvalue, such that s (0) = 0, which cannot be the case. If
increasing γ resulted in a pair of complex conjgate eigenvalues with negative real part
then at some nonzero real value of γ there would be pure imaginary eigenvalues, i.e.
λ = iµ, meaning that, separating real and imaginary parts of eq. (2.10),
µ4 + µ2
(−1−B2 − 4γ) = ±4ω2B (δ ±B) and
µ3 (−2− 2γ) + µ (2γ + 2γB2) = 0. (2.12)
This means that if γ2 is negligible, the condition for a change in stability is that
g24γ ≈ ±4ω4B(δ ±B). (2.13)
This is possible in a small  window near the bifurcation point, but because γ is so small
in comparison with  (typically  is order γ1/2) it would not be picked up in a numerical
investigation of the stability and would only register as a dot in a bifurcation diagram.
Also, the “stable” eigenvalues are very weak at this point, so the probability that the
system could be tuned to this stable solution is very small. Thus, critical points 2. are,
for all viable values of the parameters, unstable.
Even though neither critical points 1. nor 2. undergo Hopf bifurcations (because neither
undergoes a change in stability), there are parameter regions where periodic orbits exist,
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in particular for g > 0, δ < 0, and sufficiently large ; and for g < 0 and sufficiently large
 (see Fig. (2.2), which illustrates the bifurcations in (, δ) parameter space for identical
resonators ). These are created via saddle-node bifurcations of limit cycles, and they
are considered in some depth in the fourth section of this chapter.
In Fig. 2.2 (a), where g = 1, ω = 0.3, and δ < 0, (the shaded region corresponds to
where periodic orbits exist) it can be seen that the saddle-node bifurcations of limit cycles
occur on the boundary (bold red dashed line), creating both stable and unstable limit
cycles (This curve was calculated using the amplitude equations; however, it has been
cross checked with simulations of the package MATCONT of the system in “identical
resonator” variables from Eq. (2.8) ). Note that the critical point 1. is stable for all
g > 0, so multiplicity is also present in the shaded region.
In Fig. 2.2 (b) (ω is the same and g = −1), the critical point 1. is only stable outside the
striped region, which is bounded by the curve  = bp. In terms of the identical resonator
variables this is a branch point bifurcation. In the striped region there is one sphere of
unstable critical points 2. (associated with the plus sign before the square root). In the
hatched region critical point 1. is still stable, but in addition there are two spheres of
unstable critical points 2. Saddle-node bifurcations of limit cycles (bold red dashed line)
occur for fairly small , and everywhere to the left of this curve a stable limit cycle and
an unstable limit cycle exist.
2.4 The adiabatic approximation
The system described in this chapter often presents itself with a large value of the
cavity amplitude decay rate. In this Chapter, this constant is normalized to one, as is
explained in Chapter 1, section 1.6.1. The parameters δ, g, , and γ are assumed to be
small compared to one. For such cases, it is often a good approximation to assume that
the cavity amplitude α quickly goes to its steady state,
0 ≈ d
dt
(α) = −
1 + i
δ + g N∑
j=1
x2j
α− i⇒ |α|2 = 2
1 +
(
δ + g
∑N
j=1 x
2
j
)2 ,
(2.14)
This makes the cavity amplitude a function of the position of all the resonators. Thus,
it is possible to rewrite the equations of motion in eq. (2.1) as
d2
dt2
(xi) + ω
2
i xi = −2γ
d
dt
(xi)− gωixi 
2
1 +
(
δ + g
∑N
j=1 x
2
j
)2 for i = 1, ..., N. (2.15)
If mechanical damping γ is removed, i.e. if γ = 0, it is possible to construct a conservative
or Hamiltonian system. Using Hamilton’s equations together with equations of motion
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Figure 2.2: Bifurcations in the (, δ) parameter space for the identical resonator case.
(a) shows the region where there are periodic orbits (shaded) for g = 1, ω = 0.3, and
δ < 0. The bold red dashed line marks the saddle-node bifurcations of limit cycles.
In (b), the case where g = −1 (ω = 0.3) is shown. Once more, the shaded region is
where there are periodic orbits. The striped region marks where critical point 1. is
unstable and there is one sphere of unstable critical points 2. (associated with the plus
sign before the square root). The hatched region marks where 1. is stable and there are
two spheres of unstable critical points 2. Everywhere to the left of the bold red dashed
line (which once more marks the saddle-node bifurcations of limit cycles) there exists
one stable limit cycle and one unstable limit cycle. This figure was published in [4].
in eq. (2.1), it is possible to see that, if qi ≡ xi and pi ≡ ωiyi = dxi/dt, then
d
dt (xi) = ωiyi =
∂H
∂yi
,
d
dt (ωiyi) = −ω2i xi − gωi |α|2 xi = − ∂H∂xi for i = 1, ..., N.
(2.16)
Hence, by solving these equations, it is possible to find that the Hamiltonian for this
case is
Hˇ = 1
2
N∑
i=1
((
dxi
dt
)2
+ ω2i x
2
i
)
+
2ωi
2
arctan
(
δ + g
N∑
i=1
x2i
)
. (2.17)
2.4.1 Critical Points, Bifurcations, and Stability in the Adiabatic Case
The critical points of this system are the same as the full system, except for the fact
that the parameters are small compared to one. When analyzing stability, the linearized
matrix of 1. is 2n-dimensional rather than 2n+2-dimensional because there are no longer
equations of motion for xc and yc. Similarly, the linearized matrix of 2. is 3-dimensional
rather than 5-dimensional. Since the conservative version of the system is to be explored
as well, the case where γ = 0 is of particular interest. Therefore by looking at the critical
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point 1. , it is possible to see that its characteristic equation is, in this case,
0 =
N∏
i=1
(
λ2 + ω2i +
ωig
2
1 + δ2
)
, (2.18)
meaning that this critical point 1. , rather than being stable, in this case has the following
stability properties:
if g > 0 ⇒ c.p. is a center,
if g < 0 and || < bp ⇒ c.p. is a center,
if g < 0 and || ≥ bp ⇒ c.p. is a saddle,
(2.19)
with bp defined as per Eq. (2.7) in the previous section.
Unlike the previous section, in the case of identical resonators, the remaining critical
points 2. exist but in this case are centers and saddles, as can be seen from their char-
acteristic equation:
0 =
(
λ2 ∓ 4gω
3
2
B (−δ ±B)
)
.
However, in the full system, except very close to a bifurcation, these critical points are
always unstable, and the fact that in this case there is the possibility for centers is an
artifact of the approximation.
Since the system is Hamiltonian, periodic orbits cannot emerge from a Hopf bifurca-
tion, although the possibility of periodic orbits created via saddle-node bifurcations
of periodic orbits exists. Stable periodic orbits of this many-oscillator system are an
obvious candidate for a synchronized solution and, while they can only be neutrally
stable in this case, if damping is added, there is a possibility that they would then
stabilize. Stable periodic orbits appear as resonances [65]. To see that there will al-
most certainly be resonances, consider the two resonator problem. Because the coupling
between the resonators via the inverse tangent function in (2.17) is nonlinear but sym-
metric in x1 and x2, for small g, the Hamiltonian system has the approximate form
Hˇ = Hˇ01
(
x1,
dx1
dt
)
+ Hˇ02
(
x2,
dx2
dt
)
+ 2f
(
x21x
2
2
)
, where the Hˇ0i
(
xi,
dxi
dt
)
(i = 1, 2) are
nonlinear. Since the Hˇ0i
(
xi,
dxi
dt
)
both give oscillatory motion, the coupling implies the
presence of resonant solutions. However, as is shown below, when amplitude equations
are derived for the adiabatic case, these do not survive the introduction of damping.
Chapter 2. Single cavity case 35
2.4.2 Analysis of the adiabatic cases with one and two resonators
2.4.2.1 Single undamped resonator- adiabatic case
From the previous section, it is straightforward to see that there are two possible sce-
narios for this case; keeping in mind that since 1 δ ⇒ bp ≈ minj
√
−ωig , then
if g > 0 ⇒ ∃ a single well,
if g < 0 and |g| < ω
2
⇒ ∃ a single well,
if g < 0 and |g| > ω
2
⇒ ∃ two or three wells.,
(2.20)
The case where there can be two wells corresponds to the one where both critical points
2. exist and critical point 1. is a center. This is illustrated in Fig. (2.3). The fact that
in this approximation the critical points 2. show as being neutrally stable is an artifact
of the approximation, together with the fact that the conditions for existence of these
critical points require a large value for the coupling logically leads one to focus on the
case of a single well.
2.4.2.2 Two undamped resonators- adiabatic case with slightly differing
natural frequencies
If two resonators are taken with frequencies such that ωi ≡ ω + η∆ωi, and 2 = η is
taken as a small parameter, then the Hamiltonian becomes
Hˇ = Hˇ0 + ηHˇ1 + . . . , where
Hˇ0 ≡ 12
∑2
i=1
((
dxi
dt
)2
+ ω2x2i
)
and
Hˇ1 ≡ ω
(
∆ω1x
2
1 + ∆ω2x
2
2
)
+ ω2 arctan
(
δ + g
(
x21 + x
2
2
))
.
(2.21)
The reason for expressing the Hamiltonian this way is that perturbation theory allows
one to analyze the presence of resonances analytically. Resonances imply synchronized
solutions. Writing the Hamiltonian as series of functions [65] whose first term is the
integrable linear oscillator of the single oscillator case makes this possible. Before going
into detail about how resonant terms arise, it is useful to get a general idea by considering
the arctan
(
δ + g
(
x21 + x
2
2
))
term of Hˇ1 in eq. (2.21). Consider a Taylor series around
g
(
x21 + x
2
2
)
= 0, and notice that from the terms with gn
(
x21 + x
2
2
)n
there will be terms
with x2n11 x
2n2
2 , where n1, n2 ∈ Z. The resonances arise from these terms once action
angle variables are introduced. To see this in more detail, notice that since Hˇ0 is a
two-dimensional linear oscillator, then using the symmetries in such a system, a suitable
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Figure 2.3: Contour plots of Hˇ in the single resonator case for the three possible
number of wells. In all plots, lower values of Hˇ are in tones of blue whilst higher values
of Hˇ are in tones of red. From left to right, the first plot shows the case where there
is a single well, with parameter values of g = 0.3, ω = 1, δ = −1, and  = 2. The
second plot shows the case where there are two wells, with parameter values of g = −3,
ω = 1, δ = 1, and  = 2. The third plot shows the case where there are three wells,
with parameter values of g = −3, ω = 1, δ = 10, and  = 2.
choice for action angle variables
(
Ii, θˇi
)
is
Ii =
1
2ω
((
dxi
dt
)2
+ ω2x2i
)
and θˇi = arcsin
 ωxi√((
dxi
dt
)2
+ω2x2i
)
 or
xi =
√
2Ii
ω sinθˇi and pi =
√
2ωIicosθˇi for i = 1, 2.
(2.22)
Notice that the variables
(
Ii, θˇi
)
have the following properties:
{
Ii, θˇj
}
= δij , where δij is the Kronecker delta,
∂Hˇ0
∂θi
= 0 , Hˇ0 = Hˇ0 (Ii) , which means that
(2.23)
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these variables are indeed adequate choices for action angle variables. In terms of these
action angle variables, the Hamiltonian is
Hˇ = Hˇ0 (Ii) + ηHˇ1
(
Ii, θˇi
)
+ . . . , where
Hˇ0 = ω (I1 + I2) and
Hˇ1 = 2
(
I1∆ω1sin
2θˇ1 + I2∆ω2sin
2θˇ2
)
+ ω2 arctan
(
δ + 2gω
(
I1sin
2θˇ1 + I2sin
2θˇ2
))
.
(2.24)
As is expressed above, it becomes clearer that it is the second term in Hˇ1 that gives rise
to resonant solutions. To see this, consider that it is possible to re-express Hˇ1 as a series
using the fact that the Taylor series for arctanx =
∑∞
n=0 (−1)n x2n+1/ (2n+ 1). Using
this and the identities
sinnθˇ = 12n
(
n
n/2
)
+ 22n
∑n
2
−1
n=0 (−1)
n
2
−k (n
k
)
cos
(
(n− 2k) θˇ) , and∏n
k=1 cosθˇk =
1
2n
∑
e∈L cos
(
e1θˇ1 + . . .+ enθˇn
)
where L = {1,−1}n ,
(2.25)
then it is possible to see that Hˇ1 can be expanded as a Fourier series as
Hˇ1
(
Ii, θˇi
)
=
∑
n1,n2
Vn1,n2 (Ii) cos
(
2
(
n1θˇ1 − n2θˇ2
))
. (2.26)
Further, if a near identity transformation such that Ii = Ki + η
∂G
∂θˇi
and Θˇi = θˇi + η
∂G
∂Ki
is made, then in order for the system to be integrable up to order η it is necessary that,
if G ≡ G1 + ηG2 + . . . and G1 =
∑
n1,n2
G1,n1,n2 ,
∂Hˇ0
∂I1
∂G1,n1,n2
∂θˇ1
+
∂Hˇ0
∂I2
∂G1,n1,n2
∂θˇ2
+ Vn1,n2 (Ki) cos
(
2
(
n1θˇ1 − n2θˇ2
))
= 0, (2.27)
which is possible if
G1,n1,n2 = −
1
2
Vn1,n2 (Ki)
n1ω − n2ω sin
(
2
(
n1θˇ1 − n2θˇ2
))
. (2.28)
However, because the denominator is zero for n1 = n2, there will be resonances, and
therefore, synchronized periodic solutions. Because these resonances are intrinsic [65],
the width of the resonances are independent of the value of 2.
However, as the next section shows, these synchronized solutions can only exist if γ = 0.
2.4.3 Amplitude equations for the adiabatic case
In this section, let the small parameter η = γ, and 2 be of order γ. It is possible to
rewrite eq. (2.15) using the Taylor expansion 11+z =
∑∞
n=0
d
dzn
(
1
1+z
)
z=z0
1
n! (z − z0)n,
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in which case it reads
d2
dt2
(xi)+ω
2
i xi = −2γ
d
dt
(xi)−gωixi2
∞∑
m=0
(−1)m
(1 + δ2)m+1
2δg N∑
j=1
x2j +
g N∑
j=1
x2j
2m ,
(2.29)
i = 1, ..., N .Since γ and 2 are both small compared to the other parameters, this last
equation approximately describes a simple harmonic oscillator. Thus, the solution to
the equation near the stable critical point is
xi = A (τ) e
iωt +A∗ (τ) e−iωt + xi0 i = 1, ..., N, (2.30)
where the amplitudes A and its complex conjugate A∗ are complex functions of slow
time τ = γt, and xi0 is the position coordinate of the stable critical point 1., which is
xi0 = 0 ∀ i.
At this point, perhaps one of the most important ideas of this thesis comes into play:
the collective variables used to analyze the amplitude equations are defined as
Re2iφ ≡
N∑
i=1
A2i and S ≡
N∑
i=1
|Ai|2 . (2.31)
These can be visualized in a similar manner as Kuramoto’s order parameter: R and 2φ
are the average length and phase of the squares of the vectors in the Argand diagram. S
is the combined length of all of the squares of the vectors. Therefore, if R is close to S,
this means that the resonators must be either in phase or pi out of phase with respect to
one another, thus providing a simple measure for coherence. In terms of these collective
variables, notice that
∑N
j=1 x
2
j = 2Rcos (2 (ωt+ φ)) + 2S.
It is possible to see that, including only non-rotating terms, called 2γ
g2
U (R,S), where
U (R,S) ∈ R and those rotating at 2iωt, called − 2iγ
g2
H (R,S), where H (R,S) is pure
imaginary, that
1
1 +
(
δ + g
∑N
j=1 x
2
j
)2 = −e2i(φ+ωt) 2iγg2H (R,S) + 2γg2U (R,S)(1 + δ2)2 + . . . (2.32)
Applying the method of multiple scales and discarding terms of order γ2 and higher, the
amplitude equations are obtained:
A˙i = Ai (−1 + i∆ωi) + iAiU (R,S) +A∗iRe2iφH (R,S) i = 1, ..., N. (2.33)
These equations reveal the slow time evolution of the individual amplitudes of each
resonator, whose coupling is reflected nonlinearly in their collective amplitudes R, S
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and φ. The equations of motion for R and S are:
R˙ = Re
(
2e−2iφ
∑N
j=1AjA˙j
)
= −2R, and
S˙ =
∑N
j=1A
∗
j A˙j +
∑N
j=1AjA˙
∗
j = −2S.
(2.34)
Therefore, if γ = 0, then R˙, S˙ = 0 and so R,S are constant, which is the expected
behavior from what was calculated for one and two resonators using a different method
seen last section. However, if γ 6= 0, then R,S ∝ e−2τ , so as τ → ∞, R,S → 0, which
means that the introduction of mechanical damping γ to the adiabatic approximation
results in amplitude death, and not in the stabilization of the synchronized solutions seen
when γ = 0. The problem with the adiabatic approximation is that it does not allow for
the resonators and the cavity to exchange energy. In fact, as is seen next section, this
is an integral part of the mechanism by which nonzero oscillations can occur. This also
highlights the limitations of the adiabatic approximation. This limitation is also present
in the case where the optical cavity is tuned so that the dependence on the displacement
of the resonators xi is linear rather than quadratic (Linear Case or section 1.5 in the
introduction) [2].
As is seen next section, for the case where the ωi and δ are also order 1, synchronization
occurs even with γ 6= 0.
2.5 Amplitude equations approach
2.5.1 Derivation of the amplitude equations by solving dα
dt
using a
power series
In this section, let the small parameter η = γ. The equations of motion for the resonators
are
d2
dt2
(xi) + ω
2
i xi = −2γ
d
dt
(xi)− gωixi |α|2 , i = 1, ..., N, (2.35)
and since |α|2 is of order 2, which is order γ, it is possible to apply the method of
amplitude equations described in section 1.3 around the stable critical point 1.. Thus,
the solution is approximately simple harmonic with slowly varying amplitudes, i.e. xi =
Aˆi (τ) e
iωt + Aˆ∗i (τ) e
−iωt, with the collective variables Rˆ, Sˆ, and φˆ defined similarly as
before in eq. (2.31). This means that the equation of motion for the cavity amplitude
becomes
dα
dt
= −(1 + i(δ + 2g(Rˆ cos(2(ωt+ φˆ)) + Sˆ)))α− i, (2.36)
which can be solved in series form by letting α = eiψ
∑
mBme
2iωmt, so that
dα
dt
= iψ˙α+ eiψ
∑
m
2imωBme
2imωt. (2.37)
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If ψ is chosen such that
iα
dψ
dt
= −2iαgRˆ cos
(
2
(
ωt+ φˆ
))
, (2.38)
which means that
ψ = −gRˆ
ω
sin
(
2
(
ωt+ φˆ
))
, (2.39)
and if the Jacobi-Anger expansion [56] eiz sin y =
∑
n Jn (z) e
iny is used, then eq. (2.36)
becomes ∑
m
(
2imω + 1 + iδ + 2igSˆ
)
Bme
2imωt = −ie−iψ
= −i∑m Jm (gRˆω ) e2imωte2imφˆ,
(2.40)
so that
Bm =
−iJm
(
gRˆ
ω
)
e2imφˆ
2imω + 1 + iδ + 2igSˆ
. (2.41)
Using this in the expression for α and substituting it into the eq. (2.35) and applying
the method of multiple scales considering that γ2 is negligible, it is possible to obtain
amplitude equations for Aˆi and their complex conjugates Aˆ
∗
i :
˙ˆ
Ai = −Aˆi + i
(
∆ωi + U(Rˆ, Sˆ)
)
Aˆi
+ Aˆ∗i Rˆe
2iφˆH(Rˆ, Sˆ), i = 1, ..., N,
(2.42)
where U(Rˆ, Sˆ) is a real function and  = ¯γ1/2;
U(Rˆ, Sˆ) ≡ g
2
∑
m
¯2J2m
(
gRˆ
ω
)
1 +
(
2mω + δ + 2gSˆ
)2 , (2.43)
but H(Rˆ, Sˆ) is complex with both real and imaginary parts which are given by
Hr
(
Rˆ, Sˆ
)
=
−8gδ¯¯2ω2
Rˆ
∞∑
m=1
Jm
(
gRˆ
ω
)
Jm−1
(
gRˆ
ω
)
(2m− 1) (1 + δ¯2 + 4m (m− 1)ω2)∣∣∣κm (Sˆ)∣∣∣2 ∣∣∣κm−1 (Sˆ)∣∣∣2 ∣∣∣κ−m (Sˆ)∣∣∣2 ∣∣∣κ−m+1 (Sˆ)∣∣∣2 , and
(2.44)
Hi
(
Rˆ, Sˆ
)
=
−g¯2δ¯ω
Rˆ
∞∑
m=1
Jm
(
gRˆ
ω
)
Jm−1
(
gRˆ
ω
)
(2m− 1) vm
(
Sˆ
)
∣∣∣κm (Sˆ)∣∣∣2 ∣∣∣κm−1 (Sˆ)∣∣∣2 ∣∣∣κ−m (Sˆ)∣∣∣2 ∣∣∣κ−m+1 (Sˆ)∣∣∣2 , (2.45)
and um and vm depend on the collective variable Sˆ via δ¯ = δ + 2gSˆ;
κm(Sˆ) =
(
1 + i
(
2mω + δ¯
))
, and (2.46)
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vm(Sˆ) = 2(1 + δ¯
2 − 4m2ω2)(1 + δ¯2 − 4(m− 1)2ω2)
+32m(m− 1)ω2.
(2.47)
U(Rˆ, Sˆ) can be removed by letting Ai ≡ Aˆie−i
∫
U(Rˆ,Sˆ)dτ (and Re2iφ ≡ ∑Ni=1A2i and
S ≡∑Ni=1 |Ai|2); but H(Rˆ, Sˆ) is complex with both real and imaginary parts (in contrast
to the adiabatic case).
Noting that Rˆ = R and Sˆ = S, the simplified amplitude equations are
A˙i = (−1 + i∆ωi)Ai +A∗iRe2iφH (R,S) , i = 1, ..., N. (2.48)
Next, these amplitude equations are studied for the two main cases in this system: where
the resonators do not have identical natural frequencies (rather, they differ slightly), and
the case where all resonators have the same natural frequency.
2.5.2 Identical resonator case
If the resonators have identical frequencies, then ∆ωi = 0, and the amplitude equations
in eq. (2.48) simplify further;
A˙ = −Ai +A∗iRe2iφ (Hr (R,S) + iHi (R,S)) , i = 1, ..., N. (2.49)
Their dynamics is determined by the dynamics of the collective variables R, S and φ:
R˙ = −2R+ 2RSHr (R,S) ,
S˙ = −2S + 2R2Hr (R,S) , and
φ˙ = SHi (R,S) .
(2.50)
Note that the R-S subsystem is independent of φ and has critical points, which are
periodic orbits in the full (R,S, φ) space, given by
S = R and RHr (R) = 1, (2.51)
where Hr (R) ≡ Hr (R,R). Within the R-S subsystem the invariant subspace R = S is
stable, since
d
dτ
(
R2 − S2) = −4 (R2 − S2) ,
which implies that R2 − S2 decays exponentially.
The fact that R → S as τ →∞ is quite revealing. The reason for this is that, because
of the interpretation given in section 2.4.3 about R and S in the Argand diagram, then
the fact that R = S means that the resonators must be rotating either in unison or
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with a constant phase difference of pi. Therefore, R = S can be taken in this system as
a measure of synchronization. However, the fact that R = S is stable does not mean
that R˙ = S˙ = 0. For this, it is necessary that RHr (R) = 1. This means that the
only mechanism through which the resonators in this system can lose synchronization is
through amplitude death.
Further, on the R = S stable subspace, because dR˙dR = −2+2RHr (R)+2R ddR (RHr (R)),
then if RHr (R) = 1, this critical point is stable if
d
dR (RHr (R)) < 0.
To gain some insight into the amplitude and stability of these periodic orbits for different
values of δ, it is useful to plot the contours of RHr(R) in (R, δ) space. From these plots,
it is possible to see that the types of periodic solutions depend critically on whether δ
and g have the same sign. These two distinct cases are illustrated in Fig. (2.4), where
g = 1, and Fig. (2.5) where g = −1. For both cases, notice that the critical point at the
origin is always stable because the coupling function has no linear part and γ > 0. This
means that when stable periodic motion does occur, there is multiplicity.
When δ and g have different signs, δ¯ = δ+2gR can be zero, and since Hr is proportional
to δ¯, the line R = − δ2g is a zero contour of RHr (R). In fact, the line R = − δ2g divides
the (R, δ) space into a region where periodic orbits can exist from the one where no
periodic orbits can exist. For g > 0, ( RHr (R) > 0 for R < − δ2g ) periodic orbits only
exist for δ < 0 (Fig. (2.4) (a)) .
Figs. (2.4) and (2.5) (b) show the position and stability of the periodic orbits for
δ = −0.5 in terms of the fixed values of the collective variable R as a function of  for
various values of ω. Notice that, if g > 0, periodic orbits only exist for R < − δ2g , Fig.
4 (b), where as for g < 0, there is no such asymptote. Further, the range of values of 
where multiplicit behavior is exhibited is much smaller for the case where g < 0.
In Figs. (2.6) and (2.7), there is a position comparison of the periodic orbits given by the
amplitude equations with direct simulations of the equations of motion for the two cases
g = 1, and g = −1, using the package MATCONT. The amplitude equations give their
best fit for  small. Within the grey shaded region of Fig. 2.6, the stability predictions
of the amplitude equations break down compared to what is found in the full system.
This is due to the fact that, at those values of , the assumption that  is order γ1/2
breaks down. In Fig. (2.7) the result given by the amplitude equation has also been
plotted for the case where g > 0, to show that for low values of R the unstable periodic
orbits have similar amplitudes (this is because the leading order expansion of Hr(R, R)
in R is proportional to g2).
Another way to see that the resonators will synchronize is to go to polar form, i.e.
Ai = rie
iθi andRH(R,S) ≡ H(R,S)eiη¯(R,S) whereR and S are constants of the collective
motion. Then the equation of motion for θi decouples from that for ri:
θ˙i = H(R,S) sin (2 (φ− θi) + η¯(R,S)), i = 1, ..., N. (2.52)
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Figure 2.4: The case g = 1. (a) is the contour diagram of RHr(R) for g = 1, γ = 0.001
and ω = 0.3 in (R , δ) space; the grey line δ¯ = 0 divides negative (blue) and positive
(red) values of RHr(R); purple lines indicate the rough value of R where RHr (R) = 1.
(b) is a plot of the periodic orbits given by the amplitude equations (  , R) space
(dotted lines are unstable periodic orbits, and solid lines stable ones) for δ = −0.5 with
various values of ω; orange is 0.16, red is 0.3, magenta is 0.2, green is 2, and cyan is
0.25. The stability of the periodic orbits simply depends on the slope of RHr (R). They
are stable if ddR (RHr (R)) < 0. This figure was published in [4].
Letting θ¯i = θi − φ,
˙¯θi = −H sin (η¯) +H sin
(
η¯ − 2θ¯i
)
. (2.53)
Now assuming that the solution to the collective motion lies on a periodic orbit (S =
R and RHr (R) = 1) so that both H and η¯ are constants, stable critical points of
this system always exist, which implies that the individual resonators synchronize to the
collective phase variable φ. However, they may synchronize in phase or out of phase
depending on the initial phases of the resonators, thus confirming the interpretation that
R = S is a measure for synchronization as described before.
Also, if the equation of motion for ri is considered, with
˙¯θi = 0:
r˙i = ri
(−1 +H cos (2θ¯i + η¯)) , (2.54)
since H cos (η¯) = RHr(R,S) the right hand side of this equation is zero irrespective of
the value of ri. This means that the the synchronized solution is neutrally stable and
the individual radii at which the different resonators synchronize depend on their initial
conditions.
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Figure 2.5: The case g = −1. (a) is the contour diagram of RHr(R) for γ = 0.001 and
ω = 0.3 in (R , δ) space; the grey line δ¯ = 0 divides negative (blue) and positive (red)
values of RHr(R); purple lines indicate the rough value of R where RHr (R) = 1. (b)
is a plot of the periodic orbits given by the amplitude equations (  , R) space (dotted
lines are unstable periodic orbits, and solid lines stable ones) for δ = −0.5 with various
values of ω; black is 0.3, red is 0.013, magenta is 0.01, green is 1, and cyan is 3. This
figure was published in [4].
Figure 2.6: Comparison of the amplitude of the collective motion as calculated from
the amplitude equations with numerical calculations from the equations of motion using
the package MATCONT for the case g = 1, δ = −0.5, ω = 0.3, γ = 0.001 and κ = 1.
The grey shaded region indicates where the full system presents a different stability to
that predicted by the amplitude equations. This figure was published in [4].
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Figure 2.7: Comparison of the amplitude of the collective motion as calculated from
the amplitude equations with numerical calculations from the equations of motion using
the package MATCONT for the case g = −1, δ = −1, ω = 0.3, γ = 0.001 and κ = 1.
This figure was published in [4].
2.5.3 Nonidentical resonator case
If the resonators have different natural frequencies (∆ωi 6= ∆ωj), then it is possible to
show that synchronization does not occur. From eq. (2.48), the equations of motion in
of ri and θi for the nonidentical resonator case are
r˙i = ri (−1 +H cos (η¯ + 2(φ− θi)) , and
θ˙i = ∆ωi +H sin (η¯ + 2 (φ− θi)), i = 1, ..., N,
(2.55)
where both H and η¯ are functions of the collective variables R and S and, in this case,
the equations of motion for the collective variables R and φ involve extra sums.
If synchronization were to occur then ddτ (θi − θj) = 0 for all i 6= j. But this equals
−∆ωj,i + 2H cos (η¯ + 2φ− (θi + θj)) sin(θi − θj),
where ∆ωj,i = ∆ωj −∆ωi, so this cannot occur if θi = θj with ∆ωj 6= ∆ωi. Assuming
that θi 6= θj , this means that θi − θj is constant, as is
2H cos (η¯ + 2φ− (θi + θj)) = ∆ωj −∆ωi
sin(θi − θj) .
But this implies that rirj grows or decays exponentially, as
d
dτ ln|rirj | is
−2 + 2H cos (η¯ + 2φ− (θi + θj)) cos(θi − θj)
= −2 + (∆ωj −∆ωi) cot(θi − θj).
So bounded synchronized motion, with ri and rj 6= 0, is not possible unless ∆ωj = ∆ωi
and θi = θj . This result, while it does not depend on the specific details of H and
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η¯, other than that they are functions of the collective variables, is specific to the form
of the coupling function. In fact, because amplitude death is a direct result of the
synchronization condition, it is a further indication of the difference between this model
and a phase only model.
Numerical simulations of 20 resonators showing this result are shown in Fig. 2.8. The
top diagram of (a) shows the time evolution of 7 different frequency groups, whilst the
top diagram of (b) shows the time evolution of a single frequency group. As expected,
there exist resonators in both (a) and (b) that synchronize. However, because (a) has 7
different frequency groups, 6 of them experience amplitude death, with the resonators
in the remaining group being synchronized either in phase or out of phase with respect
to one another. This is clearly seen in the bottom plot of (a) (Air plotted against time
after 5000). In (b), because there do not exist other frequency groups, all resonators
synchronize either in or out of phase with respect to one another. This is seen in the
bottom plot of (b).
2.6 Linear and nonlinear coupling
One motivation for the model considered in this Chapter is provided by the experimental
results showing that the optical cavity may be tuned so that the resonance frequency
of a common electromagnetic resonator depends quadratically on the displacement of
the resonator [4]. It is natural to wonder what happens in the actual process of tuning
from a “linear coupling” regime (as discussed in section 1.5) to the nonlinear coupling
regime discussed previously in this Chapter. In fact, this is an interesting question, as
there are two significant differences between the two models: The first difference is that
a Hopf bifurcation creates the periodic orbits in the “linear coupling” case, while there
is no Hopf bifurcation in the nonlinear coupling case. The second difference is that
nonidentical oscillators typically synchronize in the “linear coupling” case while they do
not in the nonlinear case.
To gain some insight into these differences, and in particular, how synchronization may
be lost in this tuning process, consider a system which includes both linear and quadratic
coupling terms in the simplest way:
d2xi
dt2
= − (ω + ∆ωi)2 xi − 2γi dxidt
− (ω + ∆ωi) |α|2
(g1
2 + g2xi
)
, i = 1, ..., N, and
dα
dt = −(1 + i(δ +
∑N
i=1
(
g1xi + g2x
2
i
)
)α− i.
(2.56)
The system considered in the main part of this chapter can be regained as a special case
of this system where g1 is set to zero and g2 = g. Further, the linear case reviewed in
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Figure 2.8: Nonidentical resonators versus identical resonators. Both (a) and (b)
show the the amplitudes (ri(t)) of 20 resonators for t = (0, 5000), followed by the real
part of the complex amplitude for t = (5000, 5050). But in (a) there are 7 frequency
groups: ∆ω1 = 1,∆ω2,3,4 = 0.98,∆ω5,6,7 = 0.96 etc, where as in (b) there is only one
∆ωi = 1, ∀i. After some time all but one frequency group has nonzero amplitude. In
(a) a group of three resonators synchronize, with one out of phase with the other two.
Also plotted are the collective variables S and R. In both cases the parameter values
are g = 1, δ = −0.5, ω = 0.3, γ = 0.001,  = 1 and κ = 1. This figure was published in
[4].
section 1.5 [2] where it was found that synchronization occurred even for cases where
∆ωi 6= ∆ωj , corresponds to setting g2 = 0, albeit at different radii.
Consider first the possibility that the critical point 1. undergoes a Hopf bifurcation for
g1, g2 6= 0. In fact, it not hard to show that this is the case for some value of , provided
g1 6= 0. See Fig. 2.9, where, using the package MATCONT, one Hopf bifurcation has
been followed in a two-resonator system as g1 and g2 are changed. It is possible to see
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that there cannot be a Hopf bifurcation when g1 = 0, as the Hopf bifurcation line does
not cross the red line that marks g1 = 0. However, these Hopf bifurcations do exist in
the rest of the parameter space, meaning that the mere presence of the g1 term is enough
to ensure that the critical point is unstable for large enough . This means that if the
driving is large enough, tuning from the predominantly linear regime to the nonlinear
regime will result in an oscillatory solution, created both via Hopf bifurcations as well
as through saddle-node bifurcations.
Figure 2.9: One Hopf bifurcation followed using the package MATCONT whilst vary-
ing g1 and g2 in the system described by eq. (2.56). The red line marks g1 = 0. In this
diagram, ω = 0.5, γ = 0.001, ∆ω = 0.2, δ = −0.5, and  = 0.95910622.
Thus, as it is noted in section 2.3, there is no Hopf bifurcations in the nonlinear coupling
case because there is no change in stability in critical point 1..
Once again, considering just two resonators, a periodic orbit of eq. (2.56) is followed
numerically as g1 → 0. As Fig. (2.10) shows, taking this limit resulted in amplitude
death in one (x2) of the resonators and not in the other. In practice, as the cavity
is tuned to be quadratic in the resonator’s displacement one would see one resonator’s
amplitude decay to zero.
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Figure 2.10: The amplitude of the synchronized motion in each individual oscillator
( x1 and x2) as a function of the coefficient of the linear coupling term g1 with the
other parameters fixed as g2 = 1, γ = 0.001, ∆ω = 0.2, κ = 1 and δ = −1.5 using the
package MATCONT. As the limit g1 → 0 is approached x2max → 0 (amplitude death)
while x1max reaches a maximum. This figure was published in [4].
Chapter 3
Coupled cavities, case I
In this chapter, the case of two fields coupled linearly and antisymmetrically, each in-
teracting with an array of mechanical resonators, is considered. The frequency of the
EM resonance of these fields is tuned to depend quadratically (to lowest order) on the
displacement of their respective resonators. By using the method of amplitude equations
around a stable critical point, it is shown that groups of near-identical bulk mechanical
resonators with low driving fail to synchronize unless the natural frequencies of the res-
onators are identical within each cavity and their parameters are selected so that these
compensate the antisymmetric, de-synchronizing effect of the linear coupling between
the fields. From the amplitude equations, conditions in terms of the parameters, un-
der which synchronization is a stable solution, are derived. These results agree with
numerical simulations of the full system.
3.1 Layout of the chapter
In this chapter, the dynamics of the coupled cavities case mentioned in chapter 1 are
explained. In the first section, the equations of motion used for the coupled cavities are
stated in the form they are used throughout the chapter.
In the second section, all of the critical points are found and the stability of the rest
solution of both arrays of resonators is calculated. It is found that this is a stable critical
point that exists for all values of the parameters.
In the third section, the system consisting of the two coupled cavity fields without
resonators is reviewed, and this provides an insight about the nature of the coupling.
While the solutions for both of the complex cavity amplitudes indicate that these will
decay to a critical point, in the case of identical cavities, the linear coupling changes
the frequencies of the coupled system so that it has two different natural frequencies.
In general, this means that without the decay terms the solutions would lie on a torus
rather than being simply periodic. The decay simply damps this system to a critical
point. This suggests that if periodic orbits are stabilized by the effects of the resonators,
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they will likely rotate differently, unless some compensating effect is added. This sets
the stage for what to expect of the nature of the full system.
In the fourth section, amplitude equations are derived for the system, and these are
then classified into two cases: Identical frequencies within each cavity, and nonidentical
frequencies within each cavity. Since it follows from last chapter that there cannot be
synchronization in the latter case, this leads one to focus on the first case. This case
has two subcases: Identical parameters and nonidentical parameters. In both cases it
is found that, similarly to the case with two coupled cavities without resonators, there
cannot be synchronization unless there is a compensating effect. This compensating
effect can be implemented in the system methodically and it is shown how.
3.2 The system
As is indicated in Chapter 1, section 1.6.2 another case of interest is that of two separate
arrays of coupled resonators, each array with its corresponding cavity coupled to the
other cavity as per eq. (1.63). The coupling acts such that, in the undamped system
Hˇcouple =
2∑
i=1
Ni∑
j=1
{
p2ij
2
+
ω2ij
2
x2ij +
(
δ +
gi
2
x2ij
)
|αi|2 + i (αi + α∗i )
}
− ia (α∗2α1 − α2α∗1) ,
(3.1)
where Ni are the number of resonators in cavity i, and a = a1 = −a2, and the coupling
is felt differently by each cavity, which affects synchronization, as is seen this chapter.
By convention, a is taken as positive. The equations of motion for this system are then,
if αi = xci + iyci and yij is a momentum coordinate in cavity i,
d
dt (xij) = ωijyij − γxij ,
d
dt (yij) = −ωijxij − gi |αi|2 xij − γyij , j = 1, ..., Ni,
d
dt (xci) = yci
(
δ + gi
∑Ni
j=1 x
2
ij
)
− xci + aixck, and
d
dt (yci) = −xci
(
δ + gi
∑Ni
j=1 x
2
ij
)
− i − yci + aiyck,
(3.2)
where k = 1 if i = 1 and k = 2 if i = 2, or
d
dt
(αi) = −
1 + i
δ + gi Ni∑
j=1
x2ij
αi − ii + aiαk, and (3.3)
d2
dt2
(xij) + ω
2
ijxij = −giωij |αi|2 xij − 2γ
d
dt
(xij) , j = 1, ..., Ni. (3.4)
In the next section, the critical points, their bifurcations, and the stability of the rest
solution of the resonators on both cavities is investigated, to confirm that the derivation
of the amplitude equations can be done in the region around it.
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3.3 Critical points, bifurcations and stability
From Eqn. (3.4) it is possible to see that there exist two types of critical points for the
xij and αi, denoted by xij0 and αi0, given by the equation
0 = xij0
(
−ω2ij − giωij |αi0|2
)
, (3.5)
so for each cavity, either
xij0 = 0 ∀ j or (3.6)
|αi0|2 = −ωij
gi
. (3.7)
If using the shorthand notation δ¯i ≡ δ + gi
∑Ni
j=1 x
2
ij , the expression for αi0 is always
αi0 =
−ii + aiαk0
1 + iδ¯i0
=
iδ¯k0 − i (i + aik)(
1 + iδ¯i0
) (
1 + iδ¯k0
)− aiak , (3.8)
⇒ |αi0|2 = 
2
i δ¯
2
k0 + (i + aik)
2(
1− δ¯i0δ¯k0 − aiak
)2
+
(
δ¯k0 + δ¯i0
)2 . (3.9)
This gives four different scenarios:
• I. Both arrays experience amplitude death, i.e. the case of eqn. (3.6) for both
cavities (i = 1 and 2).
• II. and III. One array experiences amplitude death and the other goes to the
critical point characterized by eqn. (3.7).
• IV. Both arrays go to their respective critical point characterized by eqn. (3.7).
Since the region around I. is the simplest and most logical choice to derive amplitude
equations, this case is of interest in this thesis. Cases II.-IV. are beyond its scope.
3.3.1 Case I.
The simplest case, this corresponds to when the critical point is at
(
x1j0, x2l0, |α10|2 , |α20|2
)
=
(
0, 0,
δ221 + (1 + a12)
2
(1− δ2 − a1a2)2 + (2δ)2
,
δ222 + (2 + a21)
2
(1− δ2 − a2a1)2 + (2δ)2
)
(3.10)
∀ j, l.
The stability is given by the eigenvalues of the linearized matrix about the critical point,
which may be written in block form:
0 =
∣∣Df − λI{2N1+2N2+4,2N1+2N2+4}∣∣ =
∣∣∣∣∣ A¯ − λI{2N1+2N2,2N1+2N2} 0{2N1+2N2+4,4}0{4,2N1+2N2+4} B¯ − λI{4,4}
∣∣∣∣∣ .
(3.11)
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As for A¯ and B¯,
A¯ ≡

A¯11 0{2,2} . . . . . . . . . . . . 0{2,2}
0{2,2} A¯12 . . . . . . . . . . . . 0{2,2}
...
...
. . .
...
...
... 0{2,2} A¯21 0{2,2} . . .
...
...
...
... 0{2,2} A¯22 . . .
...
...
...
...
...
...
. . .
...
0{2,2} 0{2,2} . . . 0{2,2} . . . . . . A¯N1N2

, (3.12)
where
A¯ij ≡
(
−γ − λ ωij
−ωij − gi |αi0|2 −γ − λ
)
, (3.13)
and,
B¯ ≡

−1− λ δ a1 0
−δ −1− λ 0 a1
a2 0 −1− λ δ
0 a2 −δ −1− λ
 . (3.14)
Therefore, using the determinant property of block matrices∣∣∣∣∣ V 00 W
∣∣∣∣∣ = det (V) det (W) ,
the characteristic equation for this critical point is
∏2
i=1
∏Ni
j=1
(
(λ+ γ)2 + ω2ij + ωijgi |αi0|2
)((
(1 + λ)2 + δ2
)2
+ a1a2
(
a1a2 − 2
(
(1 + λ)2 − δ2
)))
=∏2
i=1
∏Ni
j=1
(
(λ+ γ)2 + ω2ij + ωijgi |αi0|2
)(
(1 + λ+ iδ)2 − a1a2
)(
(1 + λ− iδ)2 − a1a2
)
= 0
(3.15)
and therefore, this critical point is stable when gi > 0, and if gi < 0 it is also stable as
long as the following condition is met:
gi ≤ −
γ2 + ω2ij
ωij |αi0|2
≈ − ωij|αi0|2
, (3.16)
since γ2 ≈ 0. From these conditions it is immediately apparent that the coupling does
not affect the stability of the critical point. In fact, the coupling changes only the
imaginary part of the eigenvalue. In the next section by way of a simple example, it is
explained why this effect is likely to affect the synchronization properties of this system.
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3.4 Coupled cavities without resonators
At this stage, it is useful to make a brief pause before proceeding to analyze the dynamics
of the amplitude equations. This is done in order to get an intuitive understanding of
the effect of the coupling. To do so, consider the two-dimensional system comprised of
the two identical cavities without any resonators:
dα1
dt = − (1 + iδ)α1 − i+ aα2, and
dα2
dt = − (1 + iδ)α2 − i− aα1.
(3.17)
Since this system is linear, the solution is obtained by looking at its characteristic equa-
tion, ∣∣∣∣∣ − (1 + λ)− iδ a−a − (1 + λ)− iδ
∣∣∣∣∣ = ∣∣Df − λI{2,2}∣∣ = 0. (3.18)
This means that the eigenvalues and eigenvectors are given respectively by
λ = −1 + i (−δ ± a) and
(
1
±i
)
. (3.19)
Note that the form of the eigenvectors implies that the system is never uncoupled.
Therefore, it is not possible to think in terms of the individual cavites. This means
that even though α1 and α2 decay to their critical point, the way these spiral into it is
different. This suggests that if the spiral were to be stabilized to a limit cycle by the
resonators in the same way on each cavity, the cavities would then oscillate at different
frequencies, suggesting in turn that there cannot be synchronization unless there is a
compensating effect by making the resonators in each cavity different in a certain way.
This is indeed what is discovered by analyzing the amplitude equations, explained next
section.
3.5 Amplitude equations
In order to understand the dynamics of the coupled cavities, the amplitude equations are
derived as a power series in a, in order to see the effect of the coupling as a perturbation
of a system already known. In fact, only small a is of interest and therefore, the focus of
this chapter is the effect due to the terms which are linear in a. If the right hand sides
of the equations of motion (3.4) are small, then similar to section 1.3, the motion of the
resonators around the stable critical point of case I. is approximately simple harmonic.
Supposing that all resonators have close natural frequencies of ωij ≡ ω + γ∆ωij and a
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is order γ, then, as before,
xij = Aij (τ) e
iωt +A∗ij (τ) e
−iωt + xij0 = Aij (τ) eiωt +A∗ij (τ) e
−iωt, j = 1, ..., Ni.
(3.20)
Unlike chapter 2, six, rather than three collective variables are defined: Rie
2iφi ≡∑Ni
j=1A
2
ij and Si ≡
∑Ni
j=1 |Aij |2. The full derivation of the amplitude equations is de-
tailed in the Appendix of this thesis. The amplitude equations for this system are given
by
A˙ij = −Aij (1− i∆ωij) + iAij {Ui0 (Ri, Si) + aiUi1 (Ri, Si, Rk, Sk, φik)}
+ A∗ijRie
2iφi {Hi0 (Ri, Si) + aiHi1 (Ri, Si, Rk, Sk, φik)} , j = 1, ..., Ni,
(3.21)
where Hi0 = Hir0 + iHii0, Hi1 = Hir1 + iHii1, and Ui, Ui0, Ui1, Hir0, Hii0, Hir1, Hii1 ∈ R.
It is then logical to narrow this system down to two cases, one of which has two subcases:
• Identical frequencies within each cavity, i.e. ∆ωij = ∆ωi ∀ j, which itself
can be subdivided into two cases:
– Nonidentical parameters, i.e. (i, gi) 6= (k, gk) for i 6= k,
– Identical parameters, i.e. (i, gi) = (k, gk) for i 6= k, and,
• Nonidentical frequencies within each cavity, i.e. ∆ωij 6= ∆ωil for i = 1, 2
and j 6= l.
By defining RiHi (Ri, Rk, Si, Sk, φik) ≡ Hˆi (Ri, Rk, Si, Sk, φik) eiηˆi(Ri,Rk,Si,Sk,φik), then
using eq. (3.21), the polar form of the amplitude equations are
r˙ij = rij
(
−1 + Hˆicos (ηˆi + 2 (φi − θij))
)
, and
θ˙ij = ∆ωij + Ui + Hˆisin (ηˆi + 2 (φi − θij)) , j = 1, ..., Ni,
meaning that by demanding synchronization within the same cavity as is done in chapter
2, section 2.5.3, the same results are valid- synchronization within the same cavity cannot
occur. It follows that this system cannot experience bounded synchronized motion even
within the resonators of the same cavity when there are nonidentical frequencies within
each cavity. Therefore, only the two cases where there are identical frequencies within
each cavity are explored.
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3.6 Identical frequencies within each cavity
3.6.1 Nonidentical parameters
If all of the resonators on each cavity have the same natural frequencies, then ∆ωij = ∆ωi
∀ j and the amplitude equations, up to order a, simplify to
A˙ij = (−1 + ∆ωi)Aij + iAij {Ui0 (Ri, Si) + aiUi1 (Ri, Si, Rk, Sk, φik)}
+ A∗ijRie
2iφi {Hi0 (Ri, Si) + aiHi1 (Ri, Si, Rk, Sk, φik)} , j = 1, ..., Ni.
(3.22)
Thus, it is possible to derive equations of motion for the collective variables Ri, Si and
φik up to order a:
R˙i = −2Ri + 2SiRi {Hir0 (Ri, Si) + aiHir1 (Ri, Si, Rk, Sk, φik)} ,
S˙i = −2Si + 2R2i {Hir0 (Ri, Si) + aiHir1 (Ri, Si, Rk, Sk, φik)} , and
φ˙ik = {∆ωi −∆ωk}
+ {Ui (Ri, Si, Rk, Sk, φik)− Uk (Ri, Si, Rk, Sk,−φik)}
+ {SiHii (Ri, Si, Rk, Sk, φik)− SkHki (Ri, Si, Rk, Sk,−φik)} ,
(3.23)
and like last chapter, it becomes clear that, by looking at the equation of motion for
R2i − S2i , that as τ → ∞, R2i − S2i → 0, which means in turn that the resonators of
each cavity will eventually either have the same phase or be pi out of phase. Therefore,
whenever the natural frequencies of the resonators within each cavity are identical,
synchronization within each cavity occurs in the form of phase locking and φ˙i − θ˙ij = 0
∀ j. Thus, the solutions tend to the surface given by Ri = Si. On this surface the
dynamics are given by
R˙i = −2Ri + 2R2i {Hir0 (Ri, Ri) + aiHir1 (Ri, Ri, Rk, Rk, φik)} , and
φ˙ik = {∆ωi −∆ωk}
+ {Ui (Ri, Ri, Rk, Rk, φik)− Uk (Ri, Ri, Rk, Rk,−φik)}
+ {RiHii (Ri, Ri, Rk, Rk, φik)−RkHki (Ri, Ri, Rk, Rk,−φik)} .
(3.24)
To investigate whether synchonization occurs in this scenario or not, consider the col-
lective amplitudes Ri as power series in a, so that Ri = Ri0 +aiRi1 + . . . and since Ri0 is
the value of Ri if a = 0, Ri0 is the value of the collective amplitude for the synchronized
solution described in chapter 2, examples of which can be seen in Figs. (2.4) and (2.5)
(b). Expanding R˙i as a Taylor series around Ri0 up to order a gives
R˙i = aiR˙i1 = 2aiRi0
{
Ri0Hir1 (Ri0, Ri0, Rk0, Rk0, φik) +Ri1
∂ (RiHir0)
∂Ri
(Ri0, Ri0)
}
,
(3.25)
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which implies that if R˙i1 = 0,
Ri1 = −Ri0Hir1 (Ri0, Ri0, Rk0, Rk0, φik)∂(RiHir0)
∂Ri
(Ri0, Ri0)
, (3.26)
where Ri1 is assumed to be order 1 for the assumption of Ri = Ri0 + aiRi1 + . . . to hold
true. Since
(
∂(RiHir0)
∂Ri
(Ri0, Ri0)
)−1
is proportional to the slope of Figs. (2.4) and (2.5)
(b), the fact that Ri1 is assumed to be order 1 reveals that valid synchronized solutions
cannot lie near the points where the periodic orbits change stability. This, for example,
makes synchronized solutions less likely for the case where δ and g have the same sign,
as these are likely to have high values of
(
∂(RiHir0)
∂Ri
(Ri0, Ri0)
)−1
for the synchronized
solutions. Therefore, the main focus of this chapter is the case where δ and g have
different signs.
Near (Ri, Rk) = (Ri0, Rk0), up to order a
φ˙ik = {∆ωi −∆ωk}
+ {Ri0Hii0 (Ri0, Ri0)−Rk0Hki0 (Rk0, Rk0)}+ {Ui0 (Ri0, Ri0)− Uk0 (Rk0, Rk0)}
+ ai {Ri0Hii1 (Ri0, Ri0, Rk0, Rk0, φik) +Rk0Hki1 (Ri0, Ri0, Rk0, Rk0,−φik)}
+ ai {Ui1 (Ri0, Ri0, Rk0, Rk0, φik) + Uk1 (Ri0, Ri0, Rk0, Rk0,−φik)}
+ aiRi1
{
∂(RiHii0)
∂Ri
(Ri0, Ri0) +
∂Ui0
∂Ri
(Ri0, Ri0)
}
+ aiRk1
{
∂(RiHki0)
∂Rk
(Rk0, Rk0) +
∂Uk0
∂Rk
(Rk0, Rk0)
}
.
(3.27)
Therefore by substituting eq. (3.26) into eq. (3.27), it is possible to see that the form
of φ˙ik is
Φ (Ri0, Rk0, φik) ≡ φ˙ik = d (Ri0, Rk0)+ai
∑
n
{hn (Ri0, Rk0) cos2nφik + ηn (Ri0, Rk0) sin2nφik} ,
(3.28)
a sine and cosine Fourier series. Making Φ = 0 gives the synchronization condition:
since Φ is periodic with a maximum amplitude of oscillation ai
∑
n6=0
√
h2n + η
2
n, then if
|ai|
∑
n6=0
√
h2n + η
2
n > |d+ aih0|, Φ has zeroes, and synchronization is possible between
the two cavities. For synchronization to occur between the two cavities it is then nec-
essary that d + aih0 be of the same order as ai
∑
n6=0
√
h2n + η
2
n. This is not the case
in general when the parameters are nonidentical, and therefore synchronization between
the two cavities is not possible except in special cases. Since it is possible to control the
initial conditions of the resonators, and the fact that from these it is known what the
value of Ri0 will be, a logical way of obtaining synchronization between the two cavities
is to have both cavities identical and choosing initial conditions such that Ri0 = Rk0,
which is the subject of the next section.
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3.6.2 Identical parameters
In this section, it is shown that if the two cavities have identical parameters and con-
ditions are chosen such that Ri0 = Rk0, the dynamics is governed by the equation of
motion of φik.
3.6.2.1 The synchronization condition
In this case, synchronization is only possible if
∣∣∣ai∑n6=0 hn∣∣∣ > |d+ aih0|, so a logical
choice of systems are those that have Ri0 = Rk0, i.e. when resonators on both cavities
are identical and have similar initial conditions. This makes d = {∆ωi −∆ωk}. Thus,
it is necessary for the difference in frequency {∆ωi −∆ωk} = −aih0 to guarantee syn-
chronization. In this case, without specifying the arguments for Ri, Si, Rk, and Sk since
they are all Ri0,
h0 = (Ui1 (φik) + Uk1 (−φik))n=0
+ Ri0
( ∂(RiHir0)∂Ri + ∂U0∂Ri )
∂(RiHir0)
∂Ri
(Hir1 (φik) +Hkr1 (−φik))n=0

+ Ri0 (Hii1 (φik) +Hki1 (−φik))n=0 ,
(3.29)
where the first term of the sum is usually dominant. To see this, consider that
(Ui1 + Uk1)n=0 = 2g¯
2
(∑
m
J2m,i
|κm,i|2
)2
(Hir1 +Hkr1)n=0 = 2
(∑
m
J2m,i
|κm,i|2
)(
¯2g
2
∑
m
Jm,iJm−1,i
|κm,i|2|κm−1,i|2Re
(
κ∗m,iκm−1,i
))
= Ri0Hii0(Ri0)¯
√
2(Ui1+Uk1)n=0
g , and
(Hii1 +Hki1)n=0 = 2
(∑
m
J2m,i
|κm,i|2
)(
¯2g
2
∑
m
Jm,iJm−1,i
|κm,i|2|κm−1,i|2 Im
(
κ∗m,iκm−1,i
))
= −Ri0Hir0(Ri0)¯
√
2(Ui1+Uk1)n=0
g = −1¯
√
2(Ui1+Uk1)n=0
g ,
(3.30)
and at this point it is worth considering two cases: that in which δ¯i ≡ δ + 2gSi is not
close to zero and that in which δ¯i ≈ 0. In the first case, ¯ is just above the critical
value for the periodic orbit to exist and ∂(RiHir0)∂Ri (Ri0) is small. Therefore the second
and third terms in eq. (3.30) are on the order of the first. However, this case appears
to be a marginal one, and in fact, it is found that synchronization may not even occur.
See Fig. (3.2) and the explanation below for details. In the second case, ¯ is large and
it is possible to see from Fig. (2.4) that the amplitude will be approximately given by
δ¯i ≈ 0 and ∂(RiHir0)∂Ri (Ri0) is large. Therefore the first term in eq. (3.30) dominates in
the second case.
While a detailed analysis of eq. (3.30), which involves the various different parameters
(δ, ω, g and ¯) would be useful, it is possible to see nevertheless that for large ¯ the
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first term is likely to dominate, and this is indeed what is found. This means that if
{∆ωi −∆ωk} = 0, then Φ (φik) oscillates about approximately ai (Ui1 + Uk1)n=0. Thus,
the synchronization condition is approximately given by 1ai {∆ωi −∆ωk} = (Ui1 + Uk1)n=0.
Although a specific case with synchronization is investigated below in Fig. (3.2), it is
worth noting that the actual value for (Ui1 + Uk1)n=0 and therefore, for {∆ωi −∆ωk} is
very specific to the values of δ and ω, since it is possible to approximate δ¯i ≈ 0. Below,
a contour plot of (Ui1 + Uk1)n=0 is given for three different small values of δ¯i, and their
respective position in a plot of Ri0Hir0 = 1.
Figure 3.1: (a) shows a plot of Ri0Hir0 = 1 with δ = −1.5 and ω = 0.5, indicating
the distance from position away from δ¯i = 0 for each case of the contour plots. (b)-(d)
are contour plots of (Ui1 + Uk1)n=0 for δ¯i = 0.25, 0.1, and 0.01 respectively.
Fig. (3.2) shows the procedure to be followed to achieve a synchronized solution. First,
values for ¯ and Ri0 are chosen according to Ri0Hir0 (Ri0) = 1. This is shown in Fig.
(3.2) (a), where one value is chosen where K is small and δ+2gSi is not close to zero (dark
brown circle around (1.24, 0.6)) and another value where K is not small and δ + 2gSi is
close to zero (cyan circle around (15.81, 0.74)). Since the dark brown case violates the
condition that Ri1 be of order 1, it is expected that even if Φ can be shifted to zero,
synchronization will not be possible.
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Each of these sets of values (dark brown and cyan) is put into the equation of motion
φ˙ik for a relatively high value of a = 0.2, ∆ωi−∆ωk = 0 and this is plotted in Fig. (3.2)
(b) against φik to see the approximate value of h0 and therefore how much difference
in frequency is needed to achieve synchronization. By plotting ai (Ui1 + Uk1) for the
cyan case (in green), it is possible to see that its mean is approximately the same as the
mean of Φ, as expected. From this plot, it is expected that a values of ∆ωi −∆ωk = 30
(corresponding to a difference in frequency of 0.03) for the cyan case and ∆ωi −∆ωk =
0.265 (corresponding to a difference in frequency of 0.000265) for the dark brown case
are needed for synchronization.
Fig. (3.2) (c) shows a time evolution of the cyan case
∑Ni
j=1 x
2
ij for Ni = 9 for i = 1 and
2 for the full system with γ = 0.001. It can be seen that by appropriately choosing the
natural frequencies such that ∆ωi−∆ωk = 30 (ω1 = 0.53 and ω2 = 0.5) synchronization
is achieved. The expected amplitude of oscillation is 4R ≈ 2.98, which is an adequate
approximation. There is also a small difference in the maximum amplitude, which is
also expected because of the antisymmetry in the expansion Ri ≈ Ri + aiR1i.
Fig. (3.2) (d) shows a time evolution of the dark brown case
∑Ni
j=1 x
2
ij for Ni = 9 for
i = 1 and 2 for the full system with γ = 0.001. It can be seen that by appropriately
choosing the natural frequencies such that ∆ωi − ∆ωk = 0.265 (ω1 = 0.500265 and
ω2 = 0.5), even though its corresponding wave Φ has been shifted by the difference in
frequencies to cross zero, the system experiences amplitude death, as the system will go
to the stable critical point at the origin.
3.6.2.2 Stability of the synchronized solution
When synchronized solutions do exist, to find their stability if Ri0 = Rk0, it is possible
to use the fact that Ri1 +Rk1 and φik form a sub-system. To see this, from eqns. (3.25)
and (3.27) this is
˙(Ri1 −Rk1) = (Ri1 −Rk1)K + 2L′ (φik) , (3.31)
˙(Ri1 +Rk1) = (Ri1 +Rk1)K + 2L (φik) , and (3.32)
φ˙ik = aiP (Ri1 +Rk1) + aiG (φik) + (∆ωi −∆ωk) , (3.33)
where K ≡ 2Ri0 ∂(RiHir0)∂Ri (Ri0, Ri0) < 0, L (φik) is a cosine series, L
′
(φik) is a sine series,
P ≡ ∂(RiHii0)∂Ri (Ri0, Ri0) +
∂Ui0
∂Ri
(Ri0, Ri0), and G (φik) is another cosine series. These
latter two equations define a two-dimensional sub-system which is linear in Ri1 + Rk1.
In this sub-system it is possible to show that there is a stable critical point, as the
eigenvalue corresponding to the (Ri1 −Rk1) variable is K < 0. The Jacobian of the
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Figure 3.2: For all plots, δ = −1.5, g = 1 and ω = 0.5. (a) is the plot (in orange) of
Ri0Hir0 = 1. The dark brown circle encloses the point (¯, Ri0) ≈ (1.24, 0.6), and the
cyan cirle encloses the point (¯, Ri0) ≈ (15.81, 0.74). (b) are plots of φ˙ik (Ri0, φik) vs.
φik for a = 0.2. The grey line marks φ˙ik = 0. In dark brown, and magnified below,
is the plot of φ˙ik (0.6, φik) when ¯ ≈ 1.24, and ∆ωi − ∆ωj = 0. In violet, magnified
below, is the plot of φ˙ik (0.6, φik) when ¯ ≈ 1.24, and ∆ωi − ∆ωj = 0.265. In cyan
is the plot of φ˙ik (0.74, φik) when ¯ ≈ 15.81, and ∆ωi − ∆ωj = 0. In magenta is the
plot of φ˙ik (0.74, φik) when ¯ ≈ 15.81, and ∆ωi − ∆ωj = 30, with green being the
corresponding plot of ai (Ui1 (Ri0, φik) + Uk1 (Ri0,−φik)). (c) is the plot of the time
evolution of the full system for
∑9
j=1 x
2
1j (in blue) and
∑9
j=1 x
2
2j (in red) after t = 7000,
where γ = 0.001, a = 0.2, ω1 = 0.53, ω2 = 0.5 and  = 0.5. The close-up above shows
the difference between the
∑9
j=1 x
2
ij . (d) is the plot of the time evolution of the full
system for
∑9
j=1 x
2
1j (in blue) and
∑9
j=1 x
2
2j (in red) after t = 7000, where γ = 0.001,
a = 0.2, ω1 = 0.500265, ω2 = 0.5 and  = 0.03927.
(Ri1 +Rk1),φik sub-system reads
Df =
(
K 2L′ (φik)
aiP aiG′ (φik)
)
(Ri10,Rk10,φik0)
, (3.34)
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so now consider the equation for the phase given that Ri1 +Rk1 =
2L
K ; then
1
A
det (Df) =
dΦ
dφik
(φik0) , (3.35)
and
Tr (Df) = K + aiG′ (φik0) < 0, (3.36)
since K < 0 and it is required in order for Ri > 0 that |K| is greater than order a, as
is mentioned last section. Because of its periodicity, φ˙ik (Ri10, Rk10, φik) takes positive
and negative values at different critical points. If
d(φ˙ik(Ri10,Rk10,φik))
dφik
(φik0) > 0, then
det (Df) < 0, making the corresponding critical points unstable, and if
d
(
φ˙ik (Ri10, Rk10, φik)
)
dφik
(φik0) < 0,
then det (Df) > 0, and because Tr (Df) < 0, these critical points are always stable.
Therefore there always exist stable synchronized solutions for the coupled cavities system
with identical parameters, similar initial conditions, and a small difference in natural
frequency if Ri0 is not small.
This all means that the determinant of Df determines the stability of the critical point.
This in turn means that the stability of the critical point is completely determined by its
stability in the phase equation Φ. In fact, it has been possible to reduce the dynamics of
the amplitude phase system to a phase only system. Moreover, the explicit form of the
phase dynamics as a cosine series is obtained. While only the situation of two coupled
systems and the possibility of their synchronization has been considered in this thesis,
the ability to reduce to an explicit phase system means that it is possible to consider
the dynamics of many coupled cavities with relative ease. This is discussed further in
the last chapter.
In the next chapter, the case of two coupled cavities, the cavity mode of each depending
linearly upon the displacements of their resonators, is considered. This is done to demon-
strate that the same reduction can be done to another system with different coupling
between the cavity and the mechanics; as long as the coupling between the cavities is of
the same form as it is in this chapter. There are, however, various important differences
which are highlighted.
Chapter 4
Coupled cavities, case II
In this chapter, the case of two fields coupled linearly and antisymmetrically, each in-
teracting with an array of mechanical resonators, is considered. The frequency of the
EM resonance of these fields is tuned to depend linearly (to lowest order) on the dis-
placement of their respecitve resonators. In a similar manner as the previous chapter,
by using the method of amplitude equations around a critical point, the synchronization
properties of this system are explored. However, unlike the previous chapter, it is shown
that groups of identical bulk mechanical resonators with low driving synchronize if the
frequencies within each cavity are sufficiently similar, despite the antisymmetric linear
coupling between the fields. From the amplitude equations, whose collective form fol-
lows from the collective equations of motion, unlike the system in the previous chapter,
conditions in terms of the parameters, under which synchronization is a stable solution,
are derived. This method is similar to the one followed in chapter 3, with remarkably
different results, further showing that the method of amplitude equations is an efficient
tool to investigate synchronization in systems of coupled cavities.
4.1 Layout of the chapter
In this chapter, the dynamics of the coupled cavities, case II, mentioned in chapter 1,
are explained. In the first section, the equations of motion used for the coupled cavities,
case II, are stated in the form they are used throughout the chapter.
In the second section, the critical point around which amplitude equations are to be
taken is found, and for it to be stable, the value for the cavity driving constant ˜ has
to be below the Hopf bifurcation from which periodic orbits arise [2]. From the work of
Holmes et al. [2] it is known that below the bifurcation value when δ˜ < 0, periodic orbits
can arise via saddle-node bifurcations of limit cycles. This is the region of parameter
space this chapter focuses on. Even though this can also be the case if δ˜ > 0, the
dynamics in this region involve period doubling and chaos, and so it deserves a separate
study [2].
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In the third section, amplitude equations are derived for the system around the critical
point found on the second section when δ˜ < 0. Unlike the last two chapters, by deriving
amplitude equations from the system in collective form, the collective form of the am-
plitude equations is found directly. Using the same method employed in Chapter 3, it is
found that, unlike Chapter 3, synchronization is a stable solution of this system as long
as the frequencies within each cavity are sufficiently alike. This analysis is performed
using the known dynamics of the single cavity case [2].
4.2 The system
As is indicated in Chapter 1, section 1.6.2 the same method that is used in chapter 3 to
find conditions for synchronization can be applied to two arrays with “linear coupling”
as per eq. (1.64). The coupling acts such that, in the undamped system
Hˇcouple,2 = Hˇ2 − ia˜ (α˜∗2α˜1 − α˜2α˜∗1) , (4.1)
where, like last chapter, a˜ = a˜1 = −a˜2 > 0, where a˜ is small compared to the rest
of the parameters. Suppose that, like section 1.5, the resonators on both cavities are
identical. The equations of motion for the collective variables for this system are then,
if α˜i = x˜ci + iy˜ci and y˜ij is a momentum coordinate in cavity i,
d
dt
(
X˜i
)
= ω˜iY˜i − γ˜X˜i,
d
dt
(
Y˜i
)
= −ω˜iX˜i − G˜2 |α˜i|2 − γ˜Y˜i,
d
dt (x˜ci) = y˜ci
(
δ˜ +NiX˜i
)
− x˜ci + a˜ix˜ck, and
d
dt (y˜ci) = −x˜ci
(
δ˜ +NiX˜i
)
− ˜− y˜ci + a˜iy˜ck,
(4.2)
where k = 1 if i = 1 and k = 2 if i = 2, and Ni is the number of resonators in cavity i,
or
d
dt
(α˜i) = −
(
1 + i
(
δ˜ + G˜NiX˜i
))
α˜i − ii + aiα˜k, and (4.3)
d2
dt2
(
X˜i
)
+ ω˜2i X˜i = −
G˜
2
ω˜i |α˜i|2 − 2γ˜ d
dt
(
X˜i
)
, i = 1, 2. (4.4)
In the next section, the critical point around which amplitude equations are taken is
found and its stability follows the work of Holmes et al. [2]. As is done in other chapters,
the mechanical damping γ˜ is taken as small compared to the other parameters, and is
assumed to be of the same order as a˜.
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4.3 Critical points, bifurcations, and stability
From eqns. (4.3) and (4.4) it is possible to see that if ˜ = 0 and a˜ = 0, then the origin is
a stable critical point. If ˜ (typically O
(
γ˜1/2
)
) and a˜ (typically O (γ˜)) are increased from
zero, then the critical point (whose
(
X˜i, α˜i
)
coordinates at the critical point are written
as
(
X˜i0, α˜i0
)
for i = 1, 2) moves away from the origin and is given approximately by
the following system of cubic equations:
0 ≈ −2ω˜2i X˜i0
(
1 +
(
δ˜ +NiX˜i0
)2)− G˜ω˜i˜2, i = 1, 2, (4.5)
and |α˜i0|2 = −2 ω˜iG˜ X˜i0.
It follows from the work of Holmes et al. [2] that this critical point is only stable if the
value of ˜ is below that corresponding to the Hopf bifurcation. The focus of this chapter
is to analyze the amplitude equations around this critical point. Therefore, since the
region corresponding to δ˜ > 0 exhibits complex dynamics [2] that go beyond the focus
of this thesis, the focus of this chapter is the region where δ˜ < 0. This corresponds to
the region where ˜ is O
(
γ˜1/2
)
[2]. This is illustrated for the single cavity “linear case”
in Fig. (4.1), taken from Holmes et al. [2]. X˜i0 is then O (γ˜). Also, notice from Fig. 4.1
that saddle-node bifurcations of limit cycles also exist for this system.
4.4 Amplitude equations for identical resonators in the re-
gion where δ˜ < 0
Once again, the amplitude equations are derived as a power series in a˜, in order to see
the effect of the coupling as a perturbation of the “Linear Coupling” case described in
section 1.5. Like last chapter, the focus of this chapter is the effect due to the terms
which are linear in a˜. Unlike last chapter, because this system can be re-written as
a perturbed simple harmonic motion equation in terms of its collective variables, it is
unnecessary to define collective amplitudes. If the right hand sides of the equations of
motion (4.4) are small, the procedure described in section 1.3 can be followed. Assuming
that both cavities have close natural frequencies of ω˜i ≡ ω˜ + γ˜∆˜ωi, and slow time is
defined as τ˜ = γ˜t, then, as before,
X˜i = A˜i (τ˜) e
iω˜t + A˜∗i (τ˜) e
−iω˜t + X˜i0, i = 1, 2, (4.6)
where X˜i0 is small, and so this form differs slightly from last chapter where the critical
point is conveniently located at zero. However, it should be noted that this is only valid
in the region of focus of this chapter. This time, using polar form such that A˜i = r˜ie
iθ˜i ,
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Figure 4.1: Bifurcation diagram for the single cavity “linear case” (i.e. a˜ = 0) when
ω˜i = 2 and γ˜ = 0.001, for any i = 1 or 2. In the shaded region there are no periodic
orbits and there is one stable critical point X˜i0. The Hopf bifurcation line is drawn
in red. There is a generalized Hopf GH at δ˜ =
√
7 for the case ω˜i = 2, where the
Hopf bifurcation changes from super to subcritical. Solid blue lines mark saddle-node
bifurcations that create limit cycles (one stable and one unstable), whilst the grey
dashed lines mark saddle-node bifurcations that destroy limit cycles (one stable and
one unstable). Figure taken from Holmes et al. [2].
NiX˜i = 2Niricos
(
ω˜t+ θ˜i
)
+NiX˜i0, and as usual,
α˜i = e
iψ˜i
∑
m
B˜m,ie
imω˜t, i = 1, 2. (4.7)
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Following similar steps to those followed last chapter, and this time using the notation
Jm
(
2Nir˜i
ω˜
)
≡ J˜m,i, it can be found that, up to first order in a˜,
|α˜i|2 = ˜2
∑
m,M
eiω˜t(m−M)eiθ˜i(m−M)
κ˜m,iκ˜∗M,i
J˜m,iJ˜M,i
+ a˜i˜
2
∑
m,M,r,n
eiω˜t(m−M)eiθ˜i(m−M)ein(θ˜i−θ˜k)
κ˜m,iκ˜∗M,i
J˜M,iJ˜r,k
(
J˜r−n,kJ˜m+n,i
κ˜r−n,k +
J˜r+n,kJ˜m−n,i
κ˜∗r+n,k
)
.
(4.8)
where this time κ˜m,i ≡ 1+i
(
mω˜ + δ˜ +NiX˜i0
)
, i = 1, 2. Substituting this into eq. (4.4)
and applying the method followed in Chapter 1, section 1.3, it can be seen that m−M =
1. This means that by defining ˜ ≡ ˇγ˜1/2, φ˜ik ≡ θ˜i − θ˜k, and the complex function
F˜i
(
r˜i, r˜k, φ˜ik
)
= F˜i0 (r˜i)+ a˜iF˜i1
(
r˜i, r˜k, φ˜ik
)
following from eq. (4.8) as − iω˜4γ˜ |α˜i|2(m−M=1)
= ˇ2Nie
iθ˜i
(
F˜i0 (r˜i) + a˜iF˜i1
(
r˜i, r˜k, φ˜ik
))
, it is possible to obtain the amplitude equations
(that are already in collective form) of this system:
˙˜Ai = A˜i
{
−1 + i∆˜ωi
}
+ ˇ2G˜Nie
iθ˜i
(
F˜i0 (r˜i) + a˜iF˜i1
(
r˜i, r˜k, φ˜ik
))
, i = 1, 2. (4.9)
Notice how the form of the amplitude equations in this case differs from eq. (1.45). From
the linearized version of the radial amplitude equation when a˜ = 0, the Hopf bifurcation
condition for the uncoupled system can be recovered [2]. Since critical points in the
amplitude equations correspond to periodic orbits in the full system, as ˇ is increased,
it can be seen that periodic orbits can arise via saddle-node bifurcations of limit cycles.
This contrasts with the types of system explored the last two chapters, where no Hopf
bifurcation is involved.
Furthermore, eq. (4.9) shows that unlike the types of systems explored the last two
chapters, there is no dependence on the complex conjugate, meaning that there is no
analog in this case for the Ui term that is present the last two chapters. The lack of this
term is important for the case of coupled cavities, as it is this term that is dominant
in shifting the average of φ˙ik last chapter. In this case it is the terms analogous to Hi
last chapter the ones that are responsible for the shift of the average collective phase
difference, as is seen below.
Like the system of coupled cavities explored last chapter, synchronization is found by
requiring that
˙˜
φik = 0. If ∆˜ωik ≡ ∆˜ωi − ∆˜ωk, F˜i0 = F˜ir0 + iF˜ii0 and F˜i1 = F˜ir1 + iF˜ii1,
the system can be expressed as
˙˜ri = −r˜i + ˇ2G˜Ni
(
F˜ir0 (r˜i) + a˜iF˜ir1
(
r˜i, r˜k, φ˜ik
))
, and
˙˜
φik = ∆˜ωik + ˇ
2G˜
(
Ni
F˜ii0(r˜i)
r˜i
−Nk F˜ki0(r˜k)r˜k
)
+ ˇ2G˜a˜i
(
Ni
F˜ii1(r˜i,r˜k,φ˜ik)
r˜i
+Nk
F˜ki1(r˜i,r˜k,−φ˜ik)
r˜k
)
, i = 1, 2.
(4.10)
Since a˜i is small, it makes sense to seek synchronized solutions that are a perturbation
of the original ”linear coupling” system. Thus, by letting r˜i = r˜i0 + a˜ir˜i1 + ... where
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r˜i0 is the value of r˜i that gives rise to synchronization if a˜i = 0, eqns. (4.10) become,
recalling that F˜ir0r˜i0 =
1
ˇ2G˜Ni
,
˙˜ri1 = ˇ
2G˜Ni
{
F˜ir1
(
r˜i0, r˜k0, φ˜ik
)
+ r˜i1r˜i0
∂
∂r˜i
(
F˜ir0
ri
)
r˜i=r˜i0
}
, and
˙˜
φik = ∆˜ωik + a˜iˇ
2G˜
(
Ni
F˜ii1(r˜i0,r˜k0,φ˜ik)
r˜i0
+Nk
F˜ki1(r˜i0,r˜k0,−φ˜ik)
r˜k0
)
+ a˜iˇ
2G˜
(
r˜i1Ni
∂
∂r˜i
(
F˜ii0
r˜i0
)
r˜i=r˜i0
+ r˜k1Nk
∂
∂r˜k0
(
F˜ki0
r˜k0
)
r˜k=r˜k0
)
+ ˇ2G˜
(
Ni
F˜ii0(r˜i0)
r˜i0
−Nk F˜ki0(r˜k0)r˜k0
)
, i = 1, 2.
(4.11)
If ˙˜ri1 = 0, then
r˜i1 = −
Fir1
(
r˜i0, r˜k0, φ˜ik
)
r˜i0
∂
∂r˜i
(
F˜ir0
r˜i
)
r˜i=r˜i0
, (4.12)
where r˜i1 is order one, since this is required for the expansion of r˜i to be asymptotic. If a
region is considered where the unperturbed solutions are stable, then ∂∂r˜i
(
F˜ir0
r˜i
)
r˜i=r˜i0
<
0. In addition, the analysis is restricted away from a saddle node bifurcation of a limit
cycle because at this point ∂∂r˜i
(
F˜ir0
r˜i
)
r˜i=r˜i0
can be arbitrarily small, and so r˜i1 does not
remain bounded. In other words, solutions cannot lie in regions close to a change in
stability for the uncoupled “linear case” (see Fig. (1.2) ).
Substituting eq. (4.12) into eq. (4.11) gives a single phase equation that controls syn-
chronization:
˙˜
φik = ∆˜ωik + a˜iˇ
2G˜
(
Ni
F˜ii1(r˜i0,r˜k0,φ˜ik)
r˜i0
+Nk
F˜ki1(r˜i0,r˜k0,−φ˜ik)
r˜k0
)
− a˜iˇ2G˜

 Fir1(r˜i0,r˜k0,φ˜ik)
r˜i0
∂
∂r˜i
(
F˜ir0
r˜i
)
r˜i=r˜i0
Ni ∂∂r˜i ( F˜ii0r˜i0 )r˜i=r˜i0

− a˜iˇ2G˜

 Fkr1(r˜i0,r˜k0,φ˜ik)
r˜k0
∂
∂r˜k
(
F˜kr0
r˜k
)
r˜k=r˜k0
Nk ∂∂r˜k0 ( F˜ki0r˜k0 )r˜k=r˜k0

+ ˇ2G˜
(
Ni
F˜ii0(r˜i0)
r˜i0
−Nk F˜ki0(r˜k0)r˜k0
)
, i = 1, 2,
(4.13)
which is of the form
˙˜
φik = ∆˜ωik + ˇ
2G˜
(
Ni
F˜ii0(r˜i0)
r˜i0
−Nk F˜ki0(r˜k0)r˜k0
)
+
∑
n w˜n (r˜i0, r˜k0) cos
(
nφ˜ik
)
+ v˜n (r˜i0, r˜k0) sin
(
nφ˜ik
)
, i = 1, 2,
(4.14)
meaning that at a critical value for r˜i1, this is a wave in φ˜ik oscillating about a mean given
by ∆˜ωik + w˜0 (r˜i0, r˜k0) + ˇ
2G˜
(
NiF˜ii0 (r˜i0)−NkF˜ki0 (r˜k0)
)
. Therefore synchronization
can occur if this mean is adjusted to zero by changing ∆˜ωik accordingly, as is done last
chapter. However, unlike last chapter, where the Ui terms dominated the coefficient h0,
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in this case there is no equivalent to the Ui terms. The easiest way to adjust to zero
by changing ∆˜ωik is to, strictly speaking, have the same initial conditions such that
r˜i0 = r˜k0 and Ni = Nk = N . This differs from the case explored last chapter where only
similar initial conditions that give rise to the same value for Ri0 is sufficient; because of
the presence of NX˜i0 in κ˜m,i, in strict terms the initial conditions must be the same for
the resulting r˜i0 to be the same. However, because the X˜i0 is small and the fact that
in the case explored (δ˜ < 0) it can be approximated in terms of the parameters [2], one
usually only requires the initial conditions to be similar and the parameters to be the
same for r˜i0 = r˜k0.
4.4.1 r˜i0 = r˜k0 and Ni = Nk = N
When r˜i0 = r˜k0 and Ni = Nk = N , finding the mean value of the oscillation of
˙˜
φik
becomes more straightforward. Keeping in mind that F˜ir0r˜i0 (r˜i0) =
1
ˇ2NiG˜
and since in
this case, NiF˜ii0 (r˜i0) = NkF˜ki0 (r˜k0), the difference in frequencies must be adjusted so
that
∆˜ωik = −w˜0 (r˜i0, r˜i0) = 4a˜iN

(
∂
∂r˜i
(
F˜ii0
r˜i
)
r˜i=r˜i0
)
(
∂
∂r˜i
(
F˜ir0
r˜i
)
r˜i=r˜i0
) − ˇ2G˜N F˜ii0
r˜i0
(r˜i0)
∑
r
J˜r,i0
|κ˜r,i|2
,
(4.15)
i = 1, 2, where J˜r,i0 ≡ Jr
(
2Nr˜i0
ω˜
)
, for one to guarantee zeroes in
˙˜
φik, thus enabling syn-
chronization between the two cavities. However, the maximum amplitude of oscillation
of the function
˙˜
φik is of the same order as the average of oscillation w˜0, thereby not
needing to adjust the difference in frequency in order to obtain synchronization. This is
due to the fact that in this case, there is no equivalent to the Ui terms seen last chapter
which could not be reduced. Since a only changes the order of the maximum amplitude
of oscillation as well as the average, it does not matter how large a is, as long as it does
not violate the assumption r˜i = r˜i0 +air˜i1 + ..., synchronous solutions are usually found.
This is illustrated in Fig. (4.2).
In Fig. (4.2), three cases where Ni = Nk = 10 and G˜ = 1, are considered: (a), (b)
and (c) correspond to δ˜ = −5, −9, and −10 respectively. The first column illustrates
a contour plot (in ω˜ and r˜i0) of the maximum amplitude of oscillation of
˙˜
φik, in order
to compare it with the contours of the average of oscillation of
˙˜
φik illustrated in the
second column. It can be seen that in all three cases the amplitude usually exceeds the
average, ensuring there will be synchronization for small values of ∆˜ωik. This is then
tested against the system in full form with γ˜ = 0.001- the third column has three time
evolutions of the system for each value of δ˜: one for each of a˜ = 0.2, 5, and 15. It
can be seen that, as expected from the analysis of the amplitude equations, the system
never loses synchronization except for the case where a˜ = 15, where the system damps
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to its critical point. Like last chapter, the difference in amplitude between the two
collective variables is clearly seen in the full system, as is expected from the analysis. A
comparative analysis between the average of oscillation and the maximum amplitude is
therefore of interest, and is being researched presently.
Figure 4.2: Comparison of expected dynamics according to the amplitude equations
and numerics of the full system if Ni = Nk = 10 for cases (a) δ˜ = −5, (b) δ˜ = −9 and
(c) δ˜ = −10. In the first column, contour plots of the scaled maximum amplidue of
oscillation
w˜n 6=0
a˜i
are plotted in terms of r˜i0 vs. ω˜. In the second column, contour plots
of the scaled average of oscillation w˜0a˜i are plotted in terms of r˜i0 vs. ω˜. In the third
column three time evolved simulations of the full system are plotted for each of (a), (b)
and (c). X˜i is plotted against t+ 5000, with X˜1 in blue and X˜2 in red. a˜ = 0.2, 5, and
15 in the first, second and third row respectively. A close-up of the peaks is made for
the time evolutions corresponding to a˜ = 5 in all cases.
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4.4.1.1 Stability of the synchronized solutions
To find the stability of the synchronized solutions, the same procedure done in section
3.5.1.2 is followed: by examining the system formed by
˙(r˜i1 − r˜k1) = (r˜i1 − r˜k1) K˜ + 2L˜′
(
φ˜ik
)
,
˙(r˜i1 + r˜k1) = (r˜i1 + r˜k1) K˜ + 2L˜
(
φ˜ik
)
, and
˙˜
φik = ∆˜ωik + a˜iP˜ (r˜i1 + r˜k1) + a˜iG˜
(
φ˜ik
)
,
(4.16)
noticing that the latter two equations form an independent subsystem, where K˜ ≡
ˇ2G˜Nr˜i0
∂
∂r˜i
(
F˜ir0
r˜i
)
r˜i=r˜i0
< 0, P˜ ≡ ˇ2G˜Nr˜i0 ∂∂r˜i
(
F˜ii0
r˜i
)
r˜i=r˜i0
, L˜′
(
φ˜ik
)
is a sine series, and
both G˜
(
φ˜ik
)
and L˜
(
φ˜ik
)
are cosine series.
Since eqns. (4.16) have the same form and properties as eqns. (3.32) and (3.33), it
follows from what is done last chapter that there must be stable synchronized solutions
as long as ∆˜ωik ≈ −w˜0 (r˜i0, r˜i0).
Even though the procedure to obtain synchronization is similar in this system to the one
explored last chapter, there are important differences: firstly, the collective form of the
amplitude equations follows from the collective form of the original variables. This is not
possible in the systems explored the last two chapters because in their original variables,
their collective variables are more complicated- see eq. (2.8). This makes collective
treatment of the identical resonator case of the “linear case” much simpler. However,
because there exists period doubling and chaos above δ˜ = 0, amplitude equations are
more complicated to use beyond this point, which is why the region explored is more
limited. Additionally, because of the form of the coupling between the cavity mode
and the resonators, this results in a different shift to the average of
˙˜
φik, which makes
conditions for synchronization very different. However, both the way the coupling of the
cavities affects their frequency and the procedure to achieve synchronization is the same
in both this and last chapter, owing to the fact that the form of the coupling between the
cavities is the same. Interestingly, against what the intuition acquired in section 3.4, the
antisymmetric coupling doesn’t require a compensation from the difference in frequencies
in the identical resonator case for synchronization to be a stable state. In order to fully
understand the reason why this is, intuition must be acquired concerning the relations
between the maximum amplitude of oscillation and the average of oscillation.
Chapter 5
Discussion, conclusions, and
outlook
This thesis has shown that it is possible to use the method of amplitude equations to
investigate the full nonlinear synchronous dynamics in systems of coupled oscillators
with all-to-all coupling. Using the ideas of collective variables to understand how each
oscillator is affected by all others is possible, even for very complex systems. Further-
more, using these ideas makes the synchronization properties of these systems more
accessible. It also provides a way to investigate certain dynamical systems where other
approximation methods, such as the adiabatic approximation, fail. In particular, given
the importance and range of applications that opto-mechanical systems have nowadays,
research about their nonlinear dynamics is quite valuable [66]. The current interest in
this research area both theoretically and experimentally is proof of this, as are the appli-
cations that are being concocted [67]. In this chapter, possible topics of future research
that would follow logically from this investigation are stated.
5.1 Layout of the chapter
In the first two sections of this chapter, conclusions about each of the systems explored
are drawn.
In the third and final section, future work directions that the investigation in this thesis
has made possible are explained.
5.2 Discussion and conclusions about the single cavity case
Chapter 2 shows that deriving and analyzing the full nonlinear amplitude equations is
an effective way to investigate synchronization in certain opto-mechanical systems with
radiation pressure coupling, such as that of a “membrane in the middle” [3, 15, 59].
In particular, the case where the optical cavity frequency may be tuned so that its
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dependence is quadratic has been considered, in contrast to a previous paper, in which
the case where this dependence is linear is considered [2].
It is shown that the adiabatic approximation, for which it is also possible to derive am-
plitude equations, fails to capture the full dynamics of the system; and synchronization
in particular, because the phenomena relies on the subtle exchange of energies between
the cavity and the mechanics.
The form of the coupled amplitude equations for the individual resonators reveals the
first two of the most striking properties of their dynamics: from the radial equation,
r˙j = −rj(1−R (Hr(R,S) cos(2φ− 2θj))
+ (Hi(R,S) sin(2φ− 2θj))),
(5.1)
it is possible to see that since the coupling term has no linear part, even when the me-
chanical damping on the resonators is weak compared to the cavity damping, oscillator
death is a stable solution for any resonator. Additionally, because the coupling term is
highly nonlinear, it is expected for there to be additional nonzero solutions, which result
in multiplicity. By looking further, it is shown that synchronized oscillatory motion
is only possible for groups of resonators that have identical natural frequencies. This
situation contrasts greatly with that considered in [2], where the resonance frequency
of the common electromagnetic cavity field depends only on the linear displacement
of each mechanical resonator, and it is found that similar resonators synchronize to a
mean oscillation at different, but nonzero, amplitudes. In fact, if one were to change the
length of the cavity even slightly, so as to tune the optical cavity away from a situation
where the resonance frequency of a common electromagnetic cavity field depends on the
linear displacement of each mechanical resonator to one where it depends quadratically
on the displacement of each mechanical resonator, then the amplitude of all but one
resonator or one frequency group of resonators will tend to zero. This might be useful
for applications that involve opto-mechanical resonators as sensitive transducers [4].
Furthermore, it should be noticed that for systems that have the same form of amplitude
equations, it has been noted that R = S is a simple measure of coherence analogous to
r = 1 in the Kuramoto model, indicating that elegant simplifications are still possible
in these types of complex systems using the method of amplitude equations.
5.3 Discussion and conclusions about coupled cavities
5.3.1 Case I
The dynamics of two opto-mechanical systems, each like the one explored in Chapter
2, weakly coupled together are explored in Chapter 3. Once again, the use of collective
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variables, in the context of amplitude equations for understanding the nonlinear syn-
chronous nature of a system, has proven to be a useful tool for the system studied in this
chapter. The collective variables in this case provide a means with which to measure
synchronization by considering the relative collective frequencies φik = φi − φk. In fact,
the conditions for synchronization are given by the equation of motion of the relative col-
lective frequencies. This reduction highlights the importance of the techniques reviewed
in section 1.4.
The most naively intuitive solution- that of identical resonators synchronizing in identi-
cal cavities- does not occur. This is because of the antisymmetric nature of the coupling
between the cavities. In order to achieve synchronization, it is therefore necessary for
the resonators on each cavity to have a difference in natural frequencies that counters
the de-synchronizing effect of the coupling between the cavities. In other words, syn-
chronization requires that the natural frequencies of the resonators differ by an amount
that is proportional to the coupling constant of the cavities.
For the special cases where synchronization can occur, multiplicity remains present in
this system, as the result of the leading order behavior explored in Chapter 2. Also like
Chapter 2, where only one frequency group can survive, in this case, only two frequency
groups survive, one for each cavity.
Perhaps the greatest contribution of the collective variables approach in the context
of amplitude equations for this system is how it provides a method to find how to
manufacture a system of coupled cavities that synchronize. This is possible because
if the system is treated as a perturbation of the leading order behavior, it is possible
to reduce the synchronous dynamics to a single phase equation whose synchronization
properties are straightforward.
5.3.2 Case II
Two opto-mechanical arrays of coupled resonators whose electromagnetic field modes
are coupled to the mechanics linearly are studied in Chapter 4. A strikingly similar
approach to that used in Chapter 3, when applied to the system in Chapter 4, yields
surprisingly different results.
By looking at the simple example in Chapter 3 of weakly coupling two electromagnetic
field modes to each other without any dependence on any resonators, it was found
that the effect of this weak coupling is to modify the resonant frequency of each cavity
mode antisymmetrically. This newly gained intuition suggested, once again naively,
that similar results to those obtained in chapter 3 would also be obtained in this system.
However, because of the unique nature of the linear coupling case, where there cannot be
any linear shift in the collective frequency, synchronization is typically a stable solution
for cases where the difference in collective frequency is small between the cavities. This is
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in stark contrast to case I, where, because there must exist a linear shift in the collective
frequency, synchronization cannot occur for identical resonators.
Once again, using the known properties of the uncoupled system, these are used to study
the coupling as a perturbation of the uncoupled system which yields simplifications
that permit, once more, the reduction of the synchronous dynamics to a single phase
equation, further showing that this method is not exclusively effective for one special
case in coupled opto-mechanical scenarios.
Case I and case II is the subject of a paper to be submitted for publication soon with
C.A. Holmes and G.J. Milburn.
5.4 Outlook
In light of the results obtained in this thesis, certain paths of research can be readily
tackled. Some of these are briefly listed and explained in this final section of the thesis.
5.4.1 Linear and quadratic coupling
Hints are given in section 2.5.4 of this research direction. Given the knowledge that
there now is about the linear and quadratic coupling of the cavity and the mechanics in
the single cavity case, a logical step forward is to extend the single cavity model for this
to include both linear and quadratic coupling to the mechanics. While there is some
discussion of this more general system in the second chapter of this thesis, a more general
treatment tied more closely to experiment is obviously necessary; particularly if tuning
the system in and out of different regimes proves to be a useful tool in experiments.
A way to begin this research would be to consider one, two, and three resonators coupled
to the cavity field, in order to obtain some intuition before embarking on the more general
case. Deriving amplitude equations for these simpler cases and comparing the dynamics
with numerical observations is a logical first step.
5.4.2 Expanding the models of two coupled cavities
Now that the synchronous dynamics of two coupled cavities has been revealed for iden-
tical parameters save for the frequency, a logical step forward is to vary the detuning
δi. A reason to do this is because it may be more achievable experimentally to vary this
parameter. This would represent a further small shift to the resonant frequency of one
cavity mode. This intuition can be obtained by examining the simple two-dimensional
dynamics of such a system without resonators like it was done in section 3.4.
To do the full analysis, one could start with a subtle shift of the same order as a, such
that δi = δ + γ∆δi. This would enable perturbative treatment within the method of
amplitude equations for the system, whose uncoupled dynamics are known. In the case
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of quadratic coupling, for instance, this could be a straightforward thing to do given the
substantial simplifications that the uncoupled system has.
Presumably, the single phase equation reduction would then involve the balancing of
three terms: a, ω, and δ, potentially providing more freedom to design corresponding
experimentation. The results shown in this thesis make this a possibility. In fact, this
extension is something that may be included in the research done in this thesis that is
going to be submitted for publication soon.
5.4.3 Coupling more than two cavities
Another logical extension to the coupled cavities model is to weakly couple more than
two cavities. A straightforward way of doing so is to use reversible coupling, where, like
the models shown in this thesis, are derived from a conservation of energy viewpoint.
There are many ways in which more than two cavities can be coupled: they could, for
example, be coupled in rings or networks (See Fig. 1.1 for more examples).
Using amplitude equations and perturbation theory to reduce these models to a system
of phase equations could yield very interesting dynamics: there could, for example, be
clusters of synchronized cavities. The resulting general system of N coupled cavities
would consist in N − 1 phase equations.
5.4.4 Parametric driving
Another step forward from the models explained in this thesis would be to extend the
method of amplitude equations to include a nonautonomous opto-mechanical system.
This is of great interest nowadays, with applications ranging from macroscale grav-
itational wave detectors to microscale cantilevers used in scanning probe microscopy
[68, 69]. An obvious candidate to do this would be the model reviewed in section 1.5
with the inclusion of parametric driving. The equations of motion would be [49]
d2xi
dT 2
+
(
ω2i + µcosΩT
)
xi = −2γ dxidT − gωi2 |α|2, i = 1, ..., N and
dα
dT = −
(
1 + i
(
δ + g
∑N
j=1 xj
))
α− i. (5.2)
where the Ω is the parametric forcing frequency, µ is the parametric forcing constant,
and the rest of the symbols have their usual meanings.
The dynamics of such a model are qualitatively different and would represent an ex-
tension to the current method of amplitude equations using collective variables in opto-
mechanical systems. The dynamics of a general system of many coupled oscillators with
parametric driving have been revealed by Bromberg et al. [54] using amplitude equations
in a continuum, as is mentioned in section 1.4. This system may therefore represent an
application of these techniques in the context of opto-mechanical systems. The author
is currently researching this model.
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Appendix
Derivation of the amplitude equations for Chapter 3
In this appendix, detail about the derivation of the amplitude equations for the system
described by (3.3) and (3.4) in Chapter 3 is shown.
The parameter a is assumed to be O (γ), and the amplitude equations are to be derived as
a power series in a in order to better understand the effect of the coupling of the cavities.
All resonators are assumed to have close natural frequencies such that ωij = ω+ γ∆ωij .
The left hand side of (3.4) is small. Therefore the method of amplitude equations can
be used. As before,
xij = Aij (τ) e
iωt +A∗ij (τ) e
−iωt + xij0 = Aij (τ) eiωt +A∗ij (τ) e
−iωt, j = 1, ..., Ni. (3)
The collective variables are defined as Rie
2iφi ≡ ∑Nij=1A2ij and Si ≡ ∑Nij=1 |Aij |2. As
before,
∑Ni
j=1 x
2
ij = 2Ri cos (2 (ωt+ φi)) + 2Si and
αi = e
iψi
∑
m
Bm,ie
2imωt, (4)
so that the solution to αi is in this case more complex, given by
ψi = −giRi
ω
sin (2 (ωt+ φi)) and (5)
κm,iBm,i = −iiJm,ie2imφi + ai
∑
s,p
Jr,kJm+r−p,iBp,ke2i(−rφk+(m+r−p)φi), (6)
where the shorthand notation κm,i ≡ 1 + i (2mω + δ + 2giSi) and Jm,i ≡ Jm
(
giRi
ω
)
has
been used. By letting Bm,i ≡ B¯m,ie2imφi and letting the dummy index n → r − p, this
is further simplified to
κm,iB¯m,i = −iiJm,i + ai
∑
r,n
Jr,kJm+n,iB¯r−n,ke2in(φi−φk). (7)
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In order to see the relationship of the different B¯m,i more clearly, it is better to express
everything in vector form:
B¯1 = −i1v1 + aM¯1B2, (8)
B¯2 = −i2v2 − aM¯2B1, (9)
with vector vj and matrices M¯j having the form
vjm =
Jm,j
κm,j
and M¯j (m, l) =
1
κm,j
∑
n
e2in(φj−φk)Jm+n,iJl+n,k, (10)
and by substituting (6) into (7) and vice-versa
B1 = −i
(
I + a2M¯1M¯2
)−1 (
1v1 + a2M¯1v2
)
and (11)
B2 = −i
(
I + a2M¯2M¯1
)−1 (
2v2 − a1M¯2v1
)
. (12)
For a small a, using the property (V + bW)−1 = V−1 − bV−1WV−1 +O (b2),
B1 = −i
(
1v1 + a2M¯1v2 − a21M¯1M¯2v1 +O
(
a3
))
and (13)
B2 = −i
(
2v2 − a1M¯2v1 − a22M¯2M¯1v2 +O
(
a3
))
. (14)
By substituting the solution (1) into (3.4) using solution (2) for the αi and taking terms
that multiply eiωt, amplitude equations are obtained:
A˙ij = −Aij (1− i∆ωij) + igi
2γ
(
Aij
∑
m
∣∣B¯m,i∣∣2 +A∗ije2iφi∑
m
B¯m,iB¯
∗
m−1,i
)
. (15)
Using (11) and (12) it is possible to find a more explicit form for the amplitude equations.
Up to order a2, the terms
∣∣B¯m,i∣∣2 and B¯m,iB¯∗m−1,i are, respectively, expressed as a power
series in a:
∣∣B¯m,i∣∣2 = 2i J2m,i|κm,i|2
+2 aiik|κm,i|2
∑
r,n (cos2nφik + (2 (r − n)ω + δ + 2gkSk) sin2nφik) Jm,iJr−n,kJm+n,iJr,k|κr−n,k|2
+ . . . and
(16)
B¯m,iB¯
∗
m−1,i =
2i Jm,iJm−1,i
|κm,i|2|κm−1,i|2 (bm,i − 2iω)
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+ aiik|κm,i|2|κm−1,i|2
∑
r,n
Jr,k
|κr+n,k|2|κr−n,k|2
{
cmrn,i,k
(
Jmnr,i,kcos2nφik + J ′mnr,i,ksin2nφik
)}
+Cmrn,i,k
(
J ′mnr,i,kcos2nφik − Jmnr,i,ksin2nφik
)
+i[Cmrn,i,k
(
Jmnr,i,kcos2nφik + J ′mnr,i,ksin2nφik
)
]
+
{
[cmrn,i,k
(
−J ′mnr,i,kcos2nφik + Jmnr,i,ksin2nφik
)
]
}
+ . . . ,
(17)
where
φik ≡ φi − φk,
bm,i ≡ |κm,i|2 − 2ω (2mω + δ + 2giSi) ,
Jmnr,i,k ≡ Jm,iJm−n−1,iJr+n,k + Jm−1,iJm+n,iJr−n,k,
J ′mnr,i,k ≡ −Jm,iJm−n−1,iJr+n,k (2 (r − n)ω + δ + 2gkSk)
+Jm−1,iJm+n,iJr−n,k (2 (r + n)ω + δ + 2gkSk) ,
cmrn,i,k ≡ Re
(
κ∗m,iκm−1,iκr+n,kκ
∗
r−n,k
)
, and
Cmrn,i,k ≡ Im
(
κ∗m,iκm−1,iκr+n,kκ
∗
r−n,k
)
.
(18)
As before,  = ¯γ1/2. Since
∣∣B¯m,i∣∣2 ∈ R and B¯m,iB¯∗m−1,i ∈ C, define the coefficients in
the power series:
gi
2γ
∑
m
∣∣B¯m,i∣∣2 ≡ Ui (Ri, Si, Rk, Sk, φik) ≡ Ui0 (Ri, Si) + aiUi1 (Ri, Si, Rk, Sk, φik) + . . . ,
igi
2Riγ
∑
m B¯m,iB¯
∗
m−1,i ≡ Hi (Ri, Si, Rk, Sk, φik) ≡ Hi0 (Ri, Si) + aiHi1 (Ri, Si, Rk, Sk, φik) + . . .
≡ Hir0 (Ri, Si) + iHii0 (Ri, Si) + aiHir1 (Ri, Si, Rk, Sk, φik)
+ iaiHii1 (Ri, Si, Rk, Sk, φik) + . . . ,
(19)
where Ui, Ui0, Ui1, Hir0, Hii0, Hir1, Hii1 ∈ R and Hi, Hi0, Hi1 ∈ C. Hence, up to order a,
the amplitude equations are
A˙ij = −Aij (1− i∆ωij) + iAij {Ui0 (Ri, Si) + aiUi1 (Ri, Si, Rk, Sk, φik)}
+ A∗ijRie
2iφi {Hi0 (Ri, Si) + aiHi1 (Ri, Si, Rk, Sk, φik)} , j = 1, ..., Ni.
(20)
