Abstract: Motivated by the finite element formulation of the Hamilton-Jacobi-Bellman (HJB) equation, we introduce a consensus algorithm to compute the solution of a class of optimization problems that can be solved with a fixed point iteration. The proposed algorithm reduces the computational cost in terms of elementary operations with respect to a complete fixed point iteration. We provide theoretical results on maximum error rate and on the convergence of the algorithm. As an application, we compute the minimum-time solution for a parking maneuver of a car-like vehicle, comparing the fixed point iteration with the consensus iteration.
INTRODUCTION
Consider a control system of the form ẋ(t) = f (x(t), u(t)) x(0) = x 0 , where f is a continuous function, x 0 is the initial state, u(t) ∈ U is the control input and U is a compact set of admissible controls. A fundamental problem in control consists in finding the control function u that minimizes the infinite horizon cost functional
l(x(t), u(t))dt.
where l is a continuous cost function.
A general method for addressing this problem is given by the Hamilton-Jacobi-Bellman (HJB) equation, which is considered by many works in control applications, such as Bertsekas (1995) , Grüne and Semmler (2004) or Luus (1994) . In general, it is not possible to obtain a closed form solution of the HJB equation because it is a nonlinear partial differential equation. Thus, many works provide numerical procedures, see for instance Wang et al. (2000) , Liu and Wei (2013) , Al-Tamimi et al. (2008) , Bian et al. (2014) or Jiang and Jiang (2014) . As can be seen in Appendix A of Bardi and Capuzzo-Dolcetta (2008) , we will briefly recall that, under some approximations, it is possible to obtain the solution of the HJB equation as the limit for k → ∞ of a fixed point iteration of the form x(k + 1) = min 
where, for p = 1,. ..,M, A p are sparse positive matrices and b p are positive vectors. Note that, in (1), the minimum operation is performed component-wise, (i.e., for each component of the vector A p x(k) + b p , a different value of p can be chosen).
It is well known that the convergence rate of iteration (1) is rather poor. Thus, in literature, some works provide an acceleration policy, that is, a second iteration that converges faster to the same limit as (1). As an example, Anderson (1965) presents such an iteration for general fixed point iterations; whilst Alla et al. (2015) and Laurini et al. (2016) introduce acceleration policies designed specifically for (1).
In this paper, we present an algorithm inspired by broadcastbased consensus aimed at reducing the computational cost of iteration (1) in terms of row-column product operations. In fact, when applying iteration (1), all coordinates values of x are updated even though it many not be necessary. Considering the coordinates of x as the nodes of a communication graph, the proposed algorithm updates only those nodes whose neighbors have undergone a sufficiently large variation in their value in the previous iteration. Namely, the nodes communicate their value to their neighbors only when the variation they have undergone is relevant. This is somehow similar to broadcastbased consensus algorithms, such as those presented in Aysal et al. (2009) and Franceschelli et al. (2010) .
The work is organized as follows: in section 2 we introduce the problem of the numerical solution of HJB equation and show that it is an instance of problem (1), in section 3 we formulate the consensus iteration, in section 4 we state the main result, in section 5 we present both the algorithm based on fixed point iteration and on consensus iteration, and in Appendix A we provide the proof of convergence of the introduced algorithm.
As an example, in section 6, we show the computational advantages of the algorithm in computing the minimum-time solution of a parking maneuver for a car-like vehicle with bounded velocity and steering angle.
Notation. By R + we denote the interval [0, +∞). 
; · is also used to denote the induced matrix norm. Symbol ∅ denotes the empty set. A directed multigraph G is a triple (V , E , f ), where V is a set whose elements are called nodes (or vertices), E a set of ordered pairs of nodes of V called edges and f : E → V 2 is
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As an example, in section 6, we show the computational advantages of the algorithm in computing the minimum-time solution of a parking maneuver for a car-like vehicle with bounded velocity and steering angle. a mapping assigning to every edge its ends. Note that in direct multigraphs it may be that ∃ e 1 , e 2 ∈ E : (e 1 = e 2 ∧ f (e 1 ) = f (e 2 )) or ∃ e ∈ E : ∃ i ∈ V : f (e) = (i, i), that is, multiple edges (edges sharing the same ends) are allowed as well as self-loops (edges whose ends coincide with a single vertex). As an example one can refer to Figure 1 which represents a four nodes direct multigraph G = (V , E , f ) , where V = {1, 2, 3, 4}, with multiple edges and self-loops. Given a directed multigraph G = (V , E , f ), let us define, ∀ i ∈ V , the set of direct successors of node i N (i) := { j ∈ V : ∃ e ∈ E : f (e) = (i, j)} and the set of direct predecessors of node i N −1 (i) := { j ∈ V : ∃ e ∈ E : f (e) = ( j, i)}.
PROBLEM MOTIVATION
In this section we show that problem (1) is associated to the numerical solution of the HJB equation. For an extensive discussion, see Appendix A of Bardi and Capuzzo-Dolcetta (2008) . Let us consider a control system defined by the following differential equation in R n : ẋ(t) = f (x(t), u(t)) x(0) = x 0 , where f : R n ×U → R n is a continuous function, x 0 ∈ R n is the initial state, u = u(t) ∈ U ⊂ R m is the control input and U is a compact set of admissible controls. Let us consider an infinite horizon problem defined by the functional
where l : R n ×U → R is a continuous cost function and constant λ > 0 is the viscosity parameter. Let us define the value function v : R n → R as follows: v(x 0 ) = inf
