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PROPERTIES OF STATIONARY STATISTICAL SOLUTIONS OF
THE THREE-DIMENSIONAL NAVIER-STOKES EQUATIONS
CIPRIAN FOIAS, RICARDO M. S. ROSA, AND ROGER M. TEMAM
Abstract. The stationary version of a modified definition of statistical solution for
the three-dimensional incompressible Navier-Stokes equations introduced in a pre-
vious work is investigated. Particular types of such stationary statistical solutions
and their analytical properties are addressed. Results on the support and carriers
of these stationary statistical solutions are also given, showing in particular that
they are supported on the weak global attractor and are carried by a more regular
part of the weak global attractor containing Leray-Hopf weak solutions which are
locally strong solutions. Two recurrence-type results related to these measures are
also proved.
1. Introduction
In a recent work [16], we have introduced and studied a modified definition of
statistical solution for the Navier-Stokes equations. It is our aim here to investigate
the particular case in which such statistical solutions do not vary with time, the
so-called stationary statistical solutions.
The concept of statistical solution is connected with the dynamic behavior of the
system and is directly related to the notion of ensemble average in the conventional
theory of turbulence. More precisely, a statistical solution represents the evolution of
the probability distribution of the state of the system. When this probability distri-
bution does not vary in time, we have a stationary statistical solution. A stationary
statistical solution may be viewed as a generalization of the concept of invariant mea-
sure, in the sense that the underlying system (the three-dimensional Navier-Stokes
equations) is not known to generate a well-defined semigroup.
A stationary statistical solution is an important object for the understanding of
the asymptotic behavior of the system, with particular relevance for turbulence in
statistical equilibrium in time. As already mentioned in [16], it is our belief that
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a better understanding of statistical solutions are of fundamental importance for a
rigorous mathematical approach to the theory of turbulence.
There are essentially two main notions of statistical solution, one introduced by
Foias and Prodi [9, 14] and the other, by Vishik and Fursikov [34]. The definition
recently introduced in [16] bridges these two notions, being based on a modification
of the definition given by Vishik and Fursikov, and which becomes a particular case
of a statistical solution in the sense of Foias and Prodi.
The first step in the construction given in [16] is to define a measure in the space
of trajectories, in a way similar to the definition of a space-time statistical solution
given by Vishik and Fursikov. This yields what we call a Vishik-Fursikov measure.
Then, projecting this measure into the phase space at each time yields a family of
measures which we term a Vishik-Fursikov statistical solution. A Vishik-Fursikov
statistical solution is a particular type of what we call more generally a statistical
solution, which is the solution in the original sense of Foias and Prodi. The Vishik-
Fursikov statistical solutions are more amenable to analysis and have a number of
useful properties as showed in [16] and as explored here.
In [16], we studied mostly the initial value problem, i.e. given an initial probabil-
ity distribution for the velocity field, the aim was to define and prove the existence
of a Vishik-Fursikov statistical solution with that initial probability distribution as
the initial condition. This solution is a particular family, parametrized by the time
variable, of probability distributions for the velocity field in subsequent times. Corre-
sponding results for the initial value problem for the other previously defined notions
of statistical solutions were given in [9, 34].
In the current work, we investigate the case of statistical equilibrium in time, i.e.
in which these probability distributions do not depend on time. We start in Section
2 by recalling the essential concepts and results from the mathematical theory of the
Navier-Stokes equations, measure theory, generalized limits, and ergodic theory. We
also recall some of the functional setting and results from the first part of the work
[16], on time-dependent statistical solutions, and revisit the notion of weak global
attractor and of its regular parts. Then, we define the multivalued solution map
associated with the Navier-Stokes equations and study some dynamic sets such as
orbits and sections of orbits, addressing their measurability, which is a delicate issue
due to the lack of a well-defined semigroup. In Section 3, we return to the first part
of the work [16] on time-dependent statistical solutions and borrow from there the
main concepts and results that we need here.
In Section 4 we start our main investigation on stationary statistical solutions.
We first recall (Definition 4.1) the original definition of a stationary statistical so-
lution as given in [10], which arises when the family of probability distributions of
a statistical solution does not change with time. We then define a Vishik-Fursikov
stationary statistical solution (Definition 4.2), which is obtained as the family of time-
projections of an invariant Vishik-Fursikov measure, in the sense of being invariant
for the time-translation semigroup defined in the space of trajectories. A similar but
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potentially different type of stationary statistical solution is obtained when the family
of time-projections of a Vishik-Fursikov measure does not depend on time, without
the Vishik-Fursikov measure being known wheter it is invariant or not for the trans-
lation semigroup (see Remark 4.3). This is what we call a stationary Vishik-Fursikov
statistical solution. Both are particular types of stationary statistical solutions, and
also particular types of a Vishik-Fursikov statistical solution. We address more care-
fully the connection between these two notions and show that they actually coincide
with each other (Theorem 4.1).
Another particular type of stationary statistical solution is obtained through the
limit of time averages of weak solutions, yielding what is called a time-average sta-
tionary statistical solution (Definition 4.4; see also the references [18, 13]). Similarly,
invariant Vishik-Fursikov measures can also be obtained through the limit of time-
averages of weak solutions (Definition 4.5), and their projection yields a time-average
Vishik-Fursikov stationary statistical solution (Definition 4.6).
Section 5 is devoted to the study of the support of the invariant Vishik-Fursikov
measures and of the Vishik-Fursikov stationary statistical solutions. We essentially
prove that invariant Vishik-Fursikov measures are carried by the set of trajectories
that exist and are uniformly bounded globally in time (Theorems 5.1 and 5.2), both
in the past and in the future, with a corresponding result for the projected version of
these measures, i.e. for the Vishik-Fursikov stationary statistical solutions (Corollary
5.1). This allows us in particular to obtain some estimates in different norms for gen-
eral Vishik-Fursikov stationary statistical solutions (Theorem 5.4) and to show that
they are carried by the weak global attractor of the Navier-Stokes equations (The-
orem 5.3), two facts that were already known for time-average stationary statistical
solutions. We then prove that any time-average stationary statistical solution is a
time-average Vishik-Fursikov stationary statistical solution (Theorem 5.5), and that
they are carried by the ω-limit set of the associated weak solution (Corollary 5.2).
Next, in Section 6, we address some local regularity results for Vishik-Fursikov
stationary statistical solutions and Vishik-Fursikov measures. This is a step towards
the Prodi invariance conjecture, which is related to the support of a time-average
stationary statistical solution being more regular in some sense, belonging to a space in
which the solutions are strong and unique, globally in time. It is a kind of asymptotic
regularity result in average, for the solutions of the 3D Navier-Stokes equations. We
do not prove that such a stationary statistical solution is carried by this regular set,
but we do prove that a Vishik-Fursikov stationary statistical solution is carried by a
set in which the solutions are strong solutions at least locally in time (Theorem 6.1),
with a similar result for a Vishik-Fursikov measure (Theorem 6.2), thus partially
solving the Prodi conjecture.
In Section 7 we address the accretion property of these measures (see Definition
7.1). We go back to time-dependent statistical solutions and prove an accretion prop-
erty valid for any Vishik-Fursikov statistical solution (Theorem 7.1). This automati-
cally yields the accretion property for Vishik-Fursikov stationary statistical solutions
4 C. FOIAS, R. ROSA, AND R. M. TEMAM
(Corollary 7.2), extending the previous result only known to be valid for time-average
measures. Our proof also simplifies the proof given in the previous case (Corollary
7.3).
Finally, in Section 8, we study some recurrence properties of the flow. First, we
prove a recurrence result for accretive measures of multivalued evolutionary systems
(Theorem 8.1). This result applies, in particular, to any accretive stationary statistical
solution, and it is an adaptation of the classical Poincare´ Recurrence Theorem, known
for invariant measures of semigroups. As a consequence of the recurrence result we
find that the support of an arbitrary accretive measure µ for the 3D Navier-Stokes
equations is made only of points which are nonwandering with respect to the Leray-
Hopf weak solutions (see Remark 8.1). Secondly, in the particular case of Vishik-
Fursikov stationary statistical solutions, the recurrence result is slightly improved
(Theorem 8.2).
Concerning the relation with ergodic theory, there is, in fact, much more to be said
for invariant Vishik-Fursikov measures, since they are classical invariant measures, in
the trajectory space, with respect to the translation semigroup. Thus, all the classical
results in ergodic theory apply, and most of the work left is to translate the result to
the phase space. This has been exploited in our recent work [17]. In particular, we
obtain in [17], once we have the right framework developed here, that, at least for
almost every Leray-Hopf weak solution with respect to any invariant Vishik-Fursikov
measure, the generalized limit of time averages of weak solutions is actually a classical
limit. See, also, the Remarks 5.1 and 6.2.
For the casual reader our presentation may at times seem pedantic, but from our
personal experience working with this rigorous approach to the statistics of fluid
dynamics we became aware that, without a very careful treatment, there are many
lurking pitfalls.
2. Preliminaries
2.1. The Navier-Stokes equations and its mathematical setting. We recall,
in this section, some fundamental and classical results about the individual solutions
of the three-dimensional Navier-Stokes equations, which can be found, for instance,
in [6, 13, 24, 31, 32, 33].
We consider the three-dimensional incompressible Navier-Stokes equations, which
we write in the Eulerian form as
∂u
∂t
− ν∆u+ (u ·∇)u+∇p = f , ∇ · u = 0. (2.1)
The space variable is denoted by x = (x1, x2, x3), while t represents the time variable.
The three-dimensional velocity field is denoted by u = (u1, u2, u3), and is a function of
t and x; the term f = f(x) represents the mass density of volume forces applied to the
fluid and is assumed to be time-independent; the parameter ν > 0 is the kinematic
viscosity; and the kinematic pressure is denoted by p = p(t,x).
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We consider two kinds of boundary conditions: periodic and no-slip. In the periodic
case the flow is assumed to be periodic in the space variables, with period Li in each
direction xi, i = 1, 2, 3, and the fluid domain is set to Ω = Π
3
i=1(0, Li). For simplicity,
since the equations for the averages of the velocity field can be solved easily even
when the averages of both the initial velocity field and the forcing term are nonzero
(see e.g. [13]), we assume that they vanish over Ω1, i.e.∫
Ω
u(x, t) dx = 0,
∫
Ω
f(x) dx = 0.
In the case of no-slip, the flow is considered on a bounded domain Ω ⊂ R3, with
smooth boundary ∂Ω, with u = 0 on ∂Ω. Other homogeneous boundary conditions
can be treated similarly, while non-homogeneous boundary conditions can be treated
with the help of a background field.
For the function spaces associated with the boundary conditions, we start with a
space of test functions V appropriate to each case. In the space-periodic case, this
space takes the form
V =
{
u = w|Ω;
w ∈ C∞(R3)3, ∇ ·w = 0,
∫
Ω
w(x) dx = 0, w(x) is periodic
with period Li in each direction xi
}
,
while, in the no-slip case, one considers
V =
{
u ∈ C∞c (Ω)
3; ∇ · u = 0
}
,
where C∞c (Ω) denotes the space of infinitely-differentiable real-valued functions with
compact support on Ω.
In either case, the space H denotes the completion of V in the norm L2(Ω)3 of
square-integrable vector fields, while the space V denotes the completion of V in the
Sobolev norm of H1(Ω)3 of the vector fields which belong to L2(Ω)3 along with their
partial derivatives in space. We identify H with its dual and consider the dual space
V ′ of V , so that V ⊆ H ⊆ V ′, with the injections being continuous, and each space
dense in the following one. In either case, the space V is compactly included in H .
The inner products in H and V are defined respectively by
(u,v)L2 =
∫
Ω
u(x) · v(x) dx, ((u,v))H1 =
∫
Ω
∑
i=1,2,3
∂u
∂xi
·
∂v
∂xi
dx,
and the associated norms by |u|L2 = (u,u)
1/2
L2 , ‖u‖H1 = ((u,u))
1/2
H1 . We denote the
duality product between V and V ′ by
〈u,v〉V ′,V , ∀u ∈ V
′, v ∈ V,
and the usual norm in V ′ is denoted by ‖u‖V ′.
1When the space average u¯ of u does not vanish, u¯ is nevertheless constant in time, and the
difference u′ = u − u¯ satisfies (2.1) except for the addition of lower order terms involving u¯. In
this case, all that follows applies without any significant change. Hence, in the end, our results hold
without significant change even when u¯ 6= 0.
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The Stokes operator A : V → V ′ is defined by duality through the formula
〈Au,v〉V ′,V = ((u,v))H1 , ∀u,v ∈ V.
The restriction of the operator A to D(A) = {u ∈ V ; Au ∈ H} is a positive definite
unbounded self-adjoint closed operator with compact inverse. We know that |Au|L2 is
a norm on D(A) equivalent to the H2-norm. The operator A has a countable number
of eigenvalues {λj}j∈N, counted according to their multiplicity, in increasing order,
with each eigenvalue λj associated with an eigenfunction wj. The Galerkin projector
onto the space spanned by the eigenfunctions associated with the first m eigenvalues
is denoted by Pm. The first eigenvalue λ1 is positive and yields the optimal constant
for the Poincare´ inequality:
λ1|u|
2
L2 ≤ ‖u‖
2
H1 , ∀u ∈ V. (2.2)
We also recall the Agmon inequality
|u|L∞ ≤ c1‖u‖
1/2
H1 |Au|
1/2
L2 , ∀u ∈ D(A), (2.3)
with a suitable non-dimensional constant c1 depending only on the shape of the
domain Ω.
For the nonlinear term, we define the trilinear form
b(u,v,w) =
∫
Ω
(u ·∇)v ·w dx, u,v,w ∈ V,
which is continuous on V . By duality, a bilinear operator B : V × V → V ′ is defined
according to
〈B(u,v),w〉V ′,V = b(u,v,w), ∀u,v,w ∈ V.
Then, we obtain the following functional equation formulation for the time-dependent
velocity field u = u(t) corresponding to the function x ∈ Ω 7→ u(x, t) at each time t:
du
dt
+ νAu+B(u,u) = f . (2.4)
Since we are interested in stationary statistical solutions, we consider the au-
tonomous case, with the following standing hypothesis on the time-independent forc-
ing term:
f ∈ H. (2.5)
A non-dimensional parameter associated with the strength of the forcing term is the
Grashof number
G =
|f |L2
ν2λ
3/4
1
. (2.6)
Given a subset X of H , we denote by Xw this subset endowed with the weak
topology ofH . In particular, Hw denotes the spaceH endowed with its weak topology.
The closed ball of radius R in H is denoted by BH(R). Since H is a separable
Hilbert space, the space BH(R)w is a completely metrizable metric space (i.e. it is a
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topological space such that there exists at least one compatible metric with which it
is complete).
Using this framework, we state the notion of Leray-Hopf weak solution as follows.
Definition 2.1. A (Leray-Hopf) weak solution on a time interval I ⊂ R is defined
as a function u = u(t) on I with values in H and satisfying the following properties:
(i) u ∈ L∞loc(I;H)
⋂
L2loc(I;V );
(ii) ∂u/∂t ∈ L4/3loc (I;V
′);
(iii) u ∈ Cloc(I;Hw), i.e. u is weakly continuous in H, which means t 7→ (u(t),v)
is continuous from I into R, for every v ∈ H;
(iv) u satisfies the functional equation (2.4) in the distribution sense on I, with
values in V ′
(v) For almost all t′ in I, u satisfies the following energy inequality:
1
2
|u(t)|2L2 + ν
∫ t
t′
‖u(s)‖2H1 ds ≤
1
2
|u(t′)|2L2 +
∫ t
t′
(f(s),u(s))L2 ds, (2.7)
for all t in I with t > t′. These times t′ are characterized as the points of
strong continuity in H from the right for u, and their set is of total measure.
(vi) If I is closed and bounded on the left, with its left end point denoted by t0, then
the solution is strongly continuous in H at t0 from the right, i.e. u(t)→ u(t0)
in H as t→ t+0 .
From now on, for notational simplicity, a weak solution will always mean a Leray-
Hopf weak solution.
Using the Cauchy-Schwarz and Poincare´ inequalities, condition (v) yields
|u(t)|2L2 + ν
∫ t
t′
‖u(s)‖2H1 ds ≤ |u(t
′)|2L2 +
1
νλ1
|f |2L2(t− t
′), (2.8)
for t′ and t as in (v). A weak solution also satisfies
|u(t)|2L2 ≤ |u(t
′)|2L2e
−νλ1(t−t′) +
1
ν2λ21
|f |2L2
(
1− e−νλ1(t−t
′)
)
, (2.9)
for almost all t′ in I and all t in I with t′ < t. The allowed times t′ are again the
points at which the solution is strongly continuous from the right. The allowed times
t′ can be characterized as the Lebesgue points of the function t 7→ |u(t)|2L2 in the
sense that
lim
τ→0+
1
τ
∫ t′+τ
t′
|u(t)|2L2 dt = |u(t
′)|2L2. (2.10)
Since t 7→ |u(t)|2L2 is locally integrable, these Lebesgue points form a set of full
measure. In the case of a weak solution on an interval closed and bounded on the
left, with left end point t0, then condition (vi) implies that the point t0 is a point
of strong continuity from the right. In this case, estimate (2.9) is also valid for the
initial time t′ = t0, which is a crucial property for obtaining a priori estimates.
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Let R0 be given by
R0 =
|f |L2
νλ1
=
ν
λ
1/4
1
G. (2.11)
The energy estimate (2.9) implies the following invariance property for any ball of
radius larger than R0: If u is a weak solution on [0,∞) and R ≥ R0, then
u(0) ∈ BH(R)⇒ u(t) ∈ BH(R), ∀t ≥ 0. (2.12)
The notion of strong solution is also of interest in this work:
Definition 2.2. A (Leray-Hopf) weak solution on an arbitrary interval I is called
regular or a strong solution if it satisfies furthermore
(vii) u ∈ C(I, V ), i.e. t 7→ u(t) is strongly continuous from I into V .
It is well known that given any initial time t0 ∈ R and any initial condition u0 in
H , there exists at least one global weak solution u on [t0,∞) satisfying u(t0) = u0.
It is also known that if u0 belongs to V , then there exists a local strong solution u,
defined on some interval [t0, t1), t0 < t1 ≤ ∞, with u(t0) = u0. Such strong solution
is unique among the class of all weak solutions, i.e. when a strong solution u exists
on an interval of the form [t0, t1), with t0 < t1 ≤ ∞, then any weak solution on
[t0, t1) with v(t0) = u0 must coincide with u. Moreover, a strong solution on an open
interval (t2, t3), with −∞ ≤ t2 < t3 ≤ ∞, is analytic in time as a function from (t2, t3)
into D(A).
Concerning the regularity points of a weak solution we introduce the following
definition.
Definition 2.3. Let u be a weak solution defined on an interval I ⊂ R. Then a point
t ∈ I is called singular if u(t) ∈ H \ V and is called regular if u(t) ∈ V . Morever, a
regular point t ∈ I is called a point of interior regularity if there exists a δ > 0 such
that (t− δ, t+ δ) is included in I and u restricted to (t− δ, t+ δ) is a strong solution.
Given a weak solution u on an interval I ⊂ R, the set of interior regularity points
of u is an open set which is dense in I and of full measure in I (see e.g. [25, 30, 19, 33,
15]). Being open, the set of interior regularity points can be written as a countable
collection of disjoint open intervals, say O = ∪k(αk, βk). Each interval (αk, βk) is an
interval of maximal regularity of u, within I. If βk belongs to the interior of I, then
‖u(t)‖H1 must blow up as t approaches βk from the left, otherwise we would be able
to extend the interval of regularity beyond βk.
Following [12], this structure of the set of interior regularity points can be used to
yield an integral estimate for the norm of the weak solutions in D(A); more precisely,
an estimate in L
2/3
loc (I,D(A)). We revisit this estimate here, in non-dimensional form.
If u is a strong solution on an interval J , then the enstrophy equation holds on J :
1
2
d
dt
‖u(t)‖2H1 + ν|Au(t)|
2
L2 + b(u,u, Au) = (f(t), Au(t))L2 . (2.13)
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Using Ho¨lder’s inequality with L6, L3, and L2, respectively, followed by Sobolev’s,
interpolation and Young’s inequalities, we obtain the following inequality for the
trilinear term:
|b(u,u, Au)| ≤
ν
4
|Au|2L2 +
c2
ν3
‖u‖6H1 , ∀u ∈ D(A), (2.14)
for a suitable non-dimensional constant c2 depending only on the shape of Ω, and
which we may assume to be greater than 1. Using the estimate (2.14), we find the
well-known inequality
1
2
d
dt
‖u(t)‖2H1 +
ν
2
|Au|2L2 ≤
1
ν
|f |2L2 +
c2
ν3
‖u‖6H1 . (2.15)
Using that the forcing term is time-independent, we rewrite (2.15) as
d
dt
(
(ν|f |L2)
2/3 + ‖u‖2H1
)
+ ν|Au|2L2 ≤
c2
ν3
(
(ν|f |L2)
2/3 + ‖u‖2H1
)3
.
We divide this inequality by
y(t) = (ν|f |L2)
2/3 + ‖u‖2H1 ,
to find that
d
dt
(
−
1
y
)
+
ν|Au|2L2
y2
≤
c2
ν3
y. (2.16)
Integrating (2.16) from α to β, where α, β ∈ J , with α < β, we have
1
y(α)
+
∫ β
α
ν|Au|2L2
y2
ds ≤
1
y(β)
+
c2
ν3
∫ β
α
y ds.
Then, we obtain∫ β
α
|Au|2/3L2 ds =
∫ β
α
(
|Au|L2
y
)2/3
y2/3 ds ≤
(∫ β
α
|Au|2L2
y2
ds
)1/3(∫ β
α
y ds
)2/3
≤
(
1
νy(β)
+
c2
ν4
∫ β
α
y ds
)1/3(∫ β
α
y ds
)2/3
=
1
ν1/3y(β)1/3
(∫ β
α
y ds
)2/3
+
c2
1/3
ν4/3
∫ β
α
y ds
≤
ν5/3
3y(β)
+
c3
ν4/3
∫ β
α
y ds,
where c3 = 2/3 + c
1/3
2 . Hence, substituting for y, we obtain∫ β
α
|Au|2/3L2 ds ≤
ν5/3
3((ν|f |L2)2/3 + ‖u(β)‖2H1)
+
c3
ν4/3
(
ν2/3|f |2/3L2 (β − α) +
∫ β
α
‖u‖2H1 ds
)
, (2.17)
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for all α < β within an interval of strong regularity.
Consider, now, a weak solution u on an interval I. Let t′ ∈ I be a point of
strong continuity from the right for u, and let t ∈ I, t > t′. Consider the open set
O = ∪k(αk, βk) of interior regularity points of u within (t′, t). Within each interval
(αk, βk), the estimate (2.17) holds. If βk < t, then ‖u(β)‖H1 must blow up as β
approaches βk, otherwise the interval of regularity could be extend beyond βk. If
βk = t, then ‖u(β)‖H1 may or may not blow up. In any case, we let α → α
+
k and
β → β−k in the estimate (2.17) to find the upper bound∫ βk
αk
|Au|2/3L2 ds ≤Mk +
c3
ν4/3
(
ν2/3|f |2/3L2 (βk − αk) +
∫ βk
αk
‖u‖2H1 ds
)
,
where Mk = 0, if βk < t, and Mk = ν/(3|f |
2/3
L2 ), if βk = t.
Summing up in k, using that O = ∪k(αk, βk) is of full measure in (t′, t), and that
βk = t at most for one index k, we obtain the desired result, which we state as follows.
Proposition 2.1. Let u be a Leray-Hopf weak solution on an arbitrary interval I.
Then, ∫ t
t′
|Au|2/3L2 ds ≤
ν
3|f |2/3L2
+
c3
ν4/3
(
ν2/3|f |2/3L2 (t− t
′) +
∫ t
t′
‖u‖2H1 ds
)
, (2.18)
for any t′, t ∈ I, t′ < t, with t′ a point of strong continuity from the right for u.
As mentioned earlier, such an estimate was proved in [12, Theorem 3.1], with a
bound that is not made explicit there.
Next, we recall two results which will be useful in the sequel. First, we will need
to paste solutions together, according to the following result, which holds thanks in
part to the condition of strong continuity from the right, of weak solutions, at the
initial time:
Lemma 2.1 (Pasting Lemma). Let u(1) be a weak solution on an interval (t1, t2] and
u(2) be a weak solution on an interval [t2, t3), with −∞ ≤ t1 < t2 < t3 ≤ ∞ and
u(1)(t2) = u
(2)(t2). Then the function
u˜(t) =
{
u(1)(t), t1 < t < t2,
u(2)(t), t2 ≤ t < t3,
(2.19)
is a weak solution on (t1, t3).
The proof of this result is simple; see [15, Lemma 2.4] for the details. The following
compactness result is also useful. It follows from arguments used in the classical proofs
of existence of weak solutions.
Lemma 2.2 (Weak Compactness). Let {uj}j∈N be a sequence of weak solutions on
some interval I = (t0, t1), −∞ ≤ t0 < t1 ≤ ∞, and suppose this sequence is uniformly
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bounded in H. Then, there exists a subsequence {uj′}j′ and a weak solution u(·) on
I such that uj′ converges to u in Hw, uniformly on any compact interval in I.
2.2. Elements of measure theory. The statistical solutions are Borel probability
measures in appropriate topological spaces. With that in mind, we recall in this
section a few facts from measure theory, especially in connection to topology. For the
results mentioned here, we refer the reader to the works [1, 3, 4, 29, 27, 23].
A measurable space is a pair (X,M) where X is a set and M is a σ-algebra of
subsets of X called the measurable sets. A measure space is a triplet (X,M, µ) where
(X,M) is a measurable space and µ is a measure. A finite measure is a measure such
that µ(X) < ∞, and a probability measure is a finite measure with µ(X) = 1. A
probability space is a measure space (X,M, µ) in which µ is a probability measure.
A null set is a measurable set with measure zero, and a measure is said to be complete
if any subset of a null set is also measurable.
Any measure is continuous from above and from below in the following sense (see
e.g. [1, Theorem 10.8]). If E1 ⊃ E2 ⊃ ... is a monotone decreasing sequence of measur-
able sets with µ(E1) < ∞, then ∩nEn is measurable and µ(∩nEn) = limn→∞ µ(En),
and if E1 ⊂ E2 ⊂ ... is a monotone increasing sequence of measurable sets, then ∪nEn
is measurable and µ(∪nEn) = limn→∞ µ(En).
When the set X is a topological space, a natural σ-algebra to consider is the family
of Borel subsets of X , which is defined as the smallest σ-algebra containing the open
sets of X . This σ-algebra is denoted by B(X). We consider only topological spaces
which are Hausdorff, i.e. in which any pair of distinct points can be separated by
disjoint open sets. If X is a topological vector space, then the weak topology is also
a natural topology to consider. In case the topological vector space is a separable
Banach space then the Borel sets in the strong topology coincide with the Borel sets
in the weak topology. In particular the Borel sets in the space H coincide with the
Borel sets in Hw. Moreover, Borel sets in V or in D(A) are also Borel sets in H (see
[13, Appendix IV.A.1, p. 219-220]).
A Borel measure is a measure µ on a topological space X defined on the Borel sets
B(X) of X . Given a Borel measure µ on a topological space X , the σ-algebra Bµ(X)
is defined as the smallest σ-algebra containing the Borel sets and the subsets of Borel
sets of µ-measure zero. One has (see [21, Theorem 1.8]) that E ∈ Bµ(X) if and only
if there exists a Borel set EB and a subset EN of a Borel set of µ-measure zero such
that E = EB ∪ EN . This representation of E ∈ Bµ(X) may not be unique but the
µ-measure of EB is independent of the representation, so that we can extend the Borel
measure µ to a complete Borel measure on Bµ(X) by defining µ(E) = µ(EB). Such
a measure is called the completion (or the Lebesgue extension) of the Borel measure.
When the Borel measure µ is σ-finite, the completion µ¯ coincides with the restriction
to Bµ(X) to the Carathe´odory extension of µ (see [21, Chapter 1, Exercise 22] and
also [1, Chapter 10]). The collection Bµ(X) of µ-measurable sets is usually larger
than the collection of Borel sets B(X). In what follows, for the sake of notational
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simplicity, we still denote by µ the completion of a Borel measure µ, and we call the
elements in Bµ(X) as µ-measurable sets.
A carrier of a measure is any subset of full measure, i.e. its complement is of zero
measure. The support of a Borel measure is the smallest closed set of full measure,
i.e. supp µ =
⋂
{F ; F ⊂ X ; F is closed in X and µ(X \ F ) = 0} .
Given two measurable spaces (X,M) and (Y,N ) and a function f : X → Y , the
function f is said to be measurable, or (M,N )-measurable, if f−1(E) ∈ M for all
E ∈ N .
When the target space of a sequence of measurable functions is metrizable (and
the measure in the target space is the corresponding Borel measure) the following
“standard” result holds (see [1, Lemma 4.29]):
The pointwise limit of a sequence of measurable functions from a mea-
surable space into a metrizable space is measurable.
(2.20)
Given two topological spaces X and Y and a continuous function f : X → Y , it
follows that f is a Borel map in the sense that f−1(E) ∈ B(X) for all E ∈ B(Y ). Such
continuous function is also (Bµ(X),B(Y ))-measurable, with respect to the completion
of a Borel measure µ onX . However, given two completions µ and ν of Borel measures
on X and Y , respectively, the continuous function f may not be measurable from
(X,Bµ(X), µ) to (Y,Bν(Y ), ν) since f−1(E) may not belong to Bµ(X) for all E in
Bν(Y ) (just take f to be the identity, with Y = X and two Borel measures µ and ν
supported, say, on disjoint intervals I and J , respectively, so that any non-Lebesgue-
measurable subset within I is a null ν-measurable set but is not µ-measurable, and
vice-versa).
Given a topological space X , we denote by C(X) the space of real-valued continuous
function on X , by Cb(X) the space of bounded real-valued continuous functions on
X , and by Cc(X) the space of compactly supported real-valued continuous functions
on X .
The Kakutani-Riesz Representation theorem [1, 3, 29] asserts that a positive lin-
ear functional f defined on the space of compactly supported continuous real-valued
functions Cc(X) on a locally compact Hausdorff space X (i.e. a Hausdorf topologi-
cal space with the property that every point has a compact neighborhood), can be
uniquely represented by a regular Borel measure µ on X , with
f(ϕ) =
∫
X
ϕ(u) dµ(x), for all ϕ ∈ Cc(X).
The Stone-Weierstrass Theorem [8] asserts that if X is a compact Haudorff space
and ifA is a closed sub-algebra of C(X) that contains the unit element, thenA = C(X)
if and only if A distinguishes the points of X . We say that A distinguishes the points
of X when, given any points t, s ∈ X such that t 6= s, there exists f ∈ A such that
f(t) 6= f(s). Then, if S is a sub-algebra of C(X) that contains the unit element and
distinguishes between the points of X , it follows that S is dense in C(X).
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Given two measurable spaces (X,M) and (Y,N ), a measurable function T : X →
Y , and a probability measure µ on (X,M), one obtains a probability measure µT
on Y by the formula µT (E) = µ(T
−1(E)), for all measurable subsets E of Y . The
measure µT is called the measure induced on Y from µ by T , and is sometimes denoted
Tµ or µT−1 (see [1, Section 13.12]). It follows (see [1, Theorem 13.46]) that∫
Y
ϕ(y) dµT (y) =
∫
X
ϕ(T (x)) dµ(x), ∀ϕ ∈ L1(µT ), (2.21)
and
ϕ ∈ L1(µT ) if and only if ϕ is µT -measurable and ϕ ◦ T ∈ L
1(µ). (2.22)
If X and Y are two topological spaces, µ is a Borel measure on X , and T : X → Y
is continuous, then Tµ is a Borel measure on Y and (2.21) holds for any bounded
continuous function ϕ ∈ Cb(Y ).
If µ is a regular Borel measure (as defined in (2.24)-(2.25) below) on a locally
compact Hausdorff space X , then Cc(X) is dense in Lp(µ), for 1 ≤ p <∞ [1, Theorem
13.9].
In the case X and Y are locally compact topological space, a continuous map
T : X → Y induces an operator LT : Cc(Y ) → Cc(X) given by LTϕ = ϕ ◦ T . Then,
regarding a Borel probability measure µ on X as an element of the dual space Cc(X)′,
it is natural to view the induced measure Tµ as L∗Tµ, where L
∗
T : Cc(X)
′ → Cc(Y )
′ is
the adjoint of the operator LT .
In a metrizable topological space X , the following statements concerning two Borel
probability measures µ and ν are equivalent [1, Theorem 15.1]:
µ = ν ⇔µ(G) = ν(G) for all open sets G
⇔µ(F ) = ν(F ) for all closed sets F
⇔
∫
X
ϕ(x) dµ(x) =
∫
X
ϕ(x) dν(x), ∀ϕ ∈ Cb(X)
⇔
∫
X
ϕ(x) dµ(x) =
∫
X
ϕ(x) dν(x), ∀ϕ ∈ D,
where D is any dense subset of Cb(X)
(2.23)
In a metrizable topological space X we say that a net {µα}α of Borel probability
measures on X converges weak-star (see e.g. [1, Section 15.1]) to a Borel probability
measure µ on X if∫
X
ϕ(x) dµα(x)→
∫
X
ϕ(x) dµ(x), ∀ϕ ∈ Cb(X).
This convergence is denoted by
µα
∗
⇀ µ.
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A Borel measure µ on a topological space X is called regular when
µ(E) = inf{µ(O); O ⊃ E, O open in X}, and (2.24)
µ(E) = sup{µ(K); K ⊂ E, K compact in X}. (2.25)
The first relation is called upper regularity, while the second one is called lower reg-
ularity. The completion of a regular Borel measure is also a regular measure. The
support of a regular Borel measure has the property that if O is an open set and
O ∩ suppµ 6= ∅, then µ(O ∩ suppµ) > 0 (this is essentially proved in [1, Theorem
12.14], although their definition of support is slightly different).
A topological space is called a Polish space when it is separable and completely
metrizable. Polish spaces play an important role in measure theory. In particular,
any finite Borel measure on a Polish space is regular in the sense of (2.24) and (2.25)
[1, Theorem 12.7].
In our case, all the spaces H , V , V ′ and D(A) are Polish, and so are the bounded,
weakly closed subsets of H endowed with the weak topology, such as BH(R)w, R > 0.
The space Hw, however, is not Polish. In fact, Hw is separable and completely regular,
but it is neither complete, nor metrizable, nor locally compact.2
In a given topological space, a universally measurable set is any set which is mea-
surable with respect to any complete Borel measure defined on a σ-algebra containing
the Borel sets. This notion is important when comparing different Borel measures
and when taking continuous images of Borel sets, which may not be Borel anymore,
but are still universally measurable. In a separable Banach space, since the Borel sets
with respect to the weak and strong topologies coincide, the corresponding collections
of universally measurable sets also coincide.
An important notion related to universal measurability is that of an analytic set,
which is defined as a subset of a Polish space which is either empty or the continuous
image of the Baire space NN of sequences of natural numbers endowed with the
product topology (which is itself Polish). A subset of a Polish space is coanalytic if
its complement is analytic. The following important facts can be found in [1] (see
also [3]).
Facts:
(i) Any analytic or co-analytic subset of a Polish space is universally measurable
[1, Theorem 12.41];
(ii) Every Borel subset of a Polish space is analytic [1, Section 12.5, pg. 446];
2We recall here that a regular topological space is one in which any pair of a singleton and a closed
set not containing this singleton can be separated by disjoint neighborhoods, while a completely
regular topological space is a regular space in which any pair of a singleton and a closed set not
containing this singleton can be separated by a function, i.e. there exists a continuous real-valued
function defined on the space and which vanishes at the singleton and is equal to one everywhere on
the closed set. The fact that Hw is completely regular comes from the fact that it is a topological
vector space, hence it has a uniform structure [30, Section I.1.4], and is Hausdorff, and any Hausdorff
topological space has a uniform structure if and only if it is completely regular [30, Section B.6].
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(iii) The continuous image of an analytic set from a Polish space into a Polish
space is analytic [1, Section 12.5, pg. 446];
(iv) A subset of a Polish space is both analytic and coanalytic if and only if it is
a Borel set [1, Corollary 12.27];
(v) The collection of analytic sets in a Polish space is closed by countable unions
and countable intersections [1, Theorem 12.25];
(vi) The collection of universally measurable sets in a topological space is a σ-
algebra [1, Section 12.5, pg. 456].
2.3. Generalized limits. In this section we recall the notion of generalized limit,
which is used to define a special type of stationary statistical solution called a time-
average stationary statistical solution (see [2, 13]). A generalized limit is a linear
continuous functional LimT→∞ on the space Cb([0,∞)) of bounded real-valued func-
tions on [0,∞) satisfying the properties
(i) Lim
T→∞
g(T ) ≥ 0, ∀g ∈ Cb([0,∞)), with g(s) ≥ 0, ∀s ≥ 0; and
(ii) Lim
T→∞
g(T ) = lim
T→∞
g(T ), ∀g ∈ Cb([0,∞)), if the classical limit exists.
The existence of such limits results from a simple application of the Hahn-Banach
Theorem, extending the classical limit [8, 4]. A generalized limit has the following
additional properties (see [2, 4, 13]):
(iii) lim inf
T→∞
g(T ) ≤ Lim
T→∞
g(T ) ≤ lim sup
T→∞
g(T ), ∀g ∈ Cb([0,∞));
(iv) | Lim
T→∞
g(T )| ≤ lim sup
T→∞
|g(T )| ≤ sup
t≥0
|g(T )|, ∀g ∈ Cb([0,∞)); and
(v) Lim
T→∞
1
T
∫ T
0
h(τ) dτ = Lim
T→∞
1
T
∫ T
0
h(τ + t) dτ, ∀h ∈ Cb([0,∞)), ∀t > 0.
2.4. Poincare´ Recurrence Theorem. In this section, we recall the Poincare´ Re-
currence Theorem for continuous flows. We consider a probability space (X,M, µ)
and a measurable semigroup {S(t)}t≥0, which is a family of operators S(t) : X → X
with the properties that S(0) is the identity in X ; S(t+s) = S(t)S(s), for all t, s ≥ 0;
and S(t)−1E ∈ M for every E in the σ-algebra M and all t ≥ 0. We say that the
semigroup {S(t)}t≥0 is measure preserving, with respect to the measure µ, or that µ
is invariant by the semigroup {S(t)}t≥0, when µ(S(t)−1E) = µ(E), for every E ∈M
and every t ≥ 0. In this context, the following continuous version of the Poincare´ Re-
currence Theorem holds (see [36, Theorem 1.4] for the discrete version, which implies
the continuous version when applied to T = S(t), for any fixed time t > 0):
Theorem 2.1 (Poincare´ Recurrence Theorem). Let (X,M, µ) be a probability space
and let {S(t)}t≥0 be a measure-preserving semigroup on this probability space. Then,
given E ⊂ X measurable, it follows that for µ-almost-every x ∈ E, there exists a
sequence tn →∞ of nonnegative numbers such that S(tn)x ∈ E for all n ∈ N.
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2.5. Time-dependent function spaces. Let I be an arbitrary interval in R. Con-
sider the spaces Cloc(I,Hw) and Cloc(I, BH(R)w), with R > 0, endowed with the
topology of uniform weak convergence on compact intervals in I. With this topology,
the space Cloc(I,Hw) is a separable Hausdorff locally convex topological vector space
and Cloc(I, BH(R)w) is a Polish space (see [16, Section 2.4]). In the case I is compact,
we may write simply C(I,Hw) and C(I, BH(R)w).
The topology of Cloc(I,Hw) can be characterized by a basis of neighborhoods of the
origin given by
O(J,Ow) = {v ∈ Cloc(I,Hw); v(t) ∈ Ow, ∀t ∈ J} , (2.26)
where J is a compact interval in I, and Ow is a neighborhood of the origin in Hw.
For intervals J ⊂ I ⊂ R, we define the restriction operator given by
ΠJ : Cloc(I,Hw) → Cloc(J,Hw)
u 7→ (ΠJu)(t) = u(t), ∀t ∈ J.
(2.27)
These operators are continuous. In case J is closed in I, ΠJ is also surjective and
open, in the sense of taking an open set in Cloc(I,Hw) into an open set in Cloc(J,Hw).
For each interval I and each t0 ∈ I, we also define the projection operators
Πt0 : Cloc(I,Hw) → Hw
u 7→ Πt0u = u(t0),
(2.28)
which are also continuous and open, as well as surjective.
For the sake of notational simplicity, we do not make explicit the dependence of
ΠJ and of Πt0 on the interval I. This should be clear in the context.
For any interval I which is unbounded on the right and any τ > 0, we define the
translation operator
στ : Cloc(I,Hw) → Cloc(I,Hw)
u 7→ (στu)(t) = u(t + τ), ∀t ∈ I.
(2.29)
The family {στ}τ≥0 is a continuous semigroup of linear operators on Cloc(I,Hw).
Moreover, if I is closed, then each στ is an open map.
We also define, again for I unbounded on the right, the map
σ : [0,∞)× Cloc(I,Hw) → Cloc(I,Hw)
(τ,u) 7→ (σ(τ,u) = (στu)(t) = u(t + τ), ∀t ∈ I.
(2.30)
Using the basis of neighborhoods of the origin (2.26) of Cloc(I,Hw), it is not difficult to
see that the map σ is continuous. In case I is closed, the map σ is also open, but in a
stronger sense: since σ(J×O) =
⋃
t∈J σt(O) for arbitrary J ⊂ R and O ⊂ Cloc(I,Hw),
and since σt is an open map in this case, it follows that σ(J ×O) is open if so is O,
regardless of J .
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The map σ can be used to write the orbit of a trajectory. For instance, if u ∈
Cloc([0,∞), Hw), then the set of values assumed by u in H can be written as⋃
t≥0
{u(t)} = Π0σ([0,∞)× {u}). (2.31)
This expression is crucial for proving that orbits are (universally) measurable (see
Section 2.10) and that the set of recurrent points are also (universally) measurable
(see Section 8).
2.6. Trajectory spaces. We recall the spaces of weak solutions studied in [16]. Con-
sider R ≥ R0, where R0 is given by (2.11), and let I be an arbitrary interval in R,
with I◦ denoting its interior. We define
UI = {u ∈ Cloc(I,Hw); u is a weak solution on I}, (2.32)
UI(R) = {u ∈ Cloc(I, BH(R)w); u is a weak solution on I} , (2.33)
U ♯I = {u ∈ Cloc(I,Hw); u is a weak solution on I
◦}, (2.34)
U ♯I (R) = {u ∈ Cloc(I, BH(R)w); u is a weak solution on I
◦} , (2.35)
with all the spaces being endowed with the topologies inherited from Cloc(I,Hw).
As discussed in [16], the space U ♯I is the sequential closure of UI , with UI ⊂ U
♯
I , in
general, and UI = U
♯
I , when I is open on the left. In the bounded case, since U
♯
I (R)
is metrizable and complete, we have that U ♯I (R) is in fact the closure of UI(R), with
UI(R) ⊂ U
♯
I (R), in general, and UI(R) = U
♯
I (R) when I is open on the left. Using
(2.11), it is proved in [16, Lemma 2.6] that the spaces UI(R) and U
♯
I (R) are not empty
for R ≥ R0.
The Leray-Hopf weak solutions belong to UI , so this is the natural space to consider,
but the larger space U ♯I is needed because each space U
♯
I(R) is compact.
We recall below a few results from [16].
Lemma 2.3 ([16, Proposition 2.7]). Let I ⊂ R be an arbitrary interval and let
R ≥ R0. Then,
(i) The spaces UI and U
♯
I are separable Hausdorff spaces;
(ii) The space UI(R) is a separable metrizable space;
(iii) The space U ♯I (R) is a Polish space.

Lemma 2.4 ([16, Proposition 2.8]). Let I ⊂ R be an arbitrary interval and let
R ≥ R0. Then U
♯
I (R) is compact in Cloc(I, BH(R)w) and, hence, it is a compact
metric space. It is also compactly embedded in L2loc(I;H).
Lemma 2.5 ([16, Proposition 2.9]). Let I ⊂ R be an interval open on the left.
Then, for any sequence {Rk}k∈N of positive numbers with Rk ≥ R0 and Rk → ∞
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and any sequence {Jn}n∈N of compact intervals in I with I = ∪nJn, we have the
characterization
UI = U
♯
I =
⋂
n
⋃
k
Π−1JnU
♯
Jn
(Rk). (2.36)
In particular, UI and U
♯
I are Borel Fσδ sets in Cloc(I,Hw).
Lemma 2.6 ([16, Proposition 2.11]). Let I ⊂ R be an interval closed and bounded
on the left. Then for any sequence {Rk}k∈N with Rk ≥ R0 and Rk →∞, we have the
representation
U ♯I =
⋃
k
U ♯I (Rk). (2.37)
In particular, U ♯I is σ-compact in Cloc(I,Hw), i.e. it is a countable union of compact
sets in Cloc(I,Hw). Moreover, any bounded subset of U
♯
I must be included in U
♯
I (Rk)
for k sufficiently large.
Lemma 2.7 ([16, Proposition 2.12]). Let I ⊂ R be an interval closed and bounded
on the left and let R ≥ R0. Then, UI and UI(R) are Borel sets in Cloc(I,Hw).
Moreover, for any sequence {Rk}k∈N of positive numbers with Rk → ∞, we have the
characterization
UI =
⋃
k
UI(Rk). (2.38)
Furthermore, any bounded subset of UI must be included in UI(Rk), for k sufficiently
large.
A slight variation of Lemma 2.5 can be given in terms of intervals Jn which are
closed on the left but not necessarily compact:
Lemma 2.8. Let I ⊂ R be an interval open on the left. Then, for any sequence
{Rk}k∈N of positive numbers with Rk ≥ R0 and Rk → ∞ and any sequence {Jn}n∈N
of intervals in I with I = ∪nJn, we have the characterization
UI = U
♯
I =
⋂
n
⋃
k
Π−1JnU
♯
Jn
(Rk). (2.39)
Proof. For each n, consider a compact subinterval J ′n ⊂ Jn such that still I = ∪nJ
′
n.
Then, applying (2.36) with J ′n and using that Π
−1
J ′n
U ♯J ′n(Rk) ⊂ Π
−1
Jn
U ♯Jn(Rk) we find that
UI = U
♯
I =
⋂
n
⋃
k
Π−1J ′nU
♯
J ′n
(Rk) ⊂
⋂
n
⋃
k
Π−1JnU
♯
Jn
(Rk) ⊂ UI ,
where in the last inclusion we use that I = ∪nJ ′n. This completes the proof. 
Another fundamental space to consider in the particular case of stationary statisti-
cal solutions is that of uniformly bounded global weak solutions defined on R. More
precisely, we define
W =
{
u ∈ Cloc(R, Hw); u is a weak solution on R with sup
t∈R
|u(t)|L2 <∞
}
, (2.40)
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endowed with the topology inherited from Cloc(R, Hw).
Taking into account that translations in time of global weak solutions are also
global weak solutions, we have that
στW =W, ∀τ ≥ 0, (2.41)
and
ΠtW is independent of t ∈ R. (2.42)
The following result says that W is compact in Cloc(R, Hw).
Proposition 2.2. The space W is a compact metrizable space and is included in the
space Cloc(R, BH(R0)w), where R0 is given in (2.11). In particular, we have
W = UR ∩ Cloc(R, BH(R0)w) = UR(R0). (2.43)
Proof. From the uniform boundedness in H of an element u in W and the a priori
estimate (2.9) it follows that
|u(t)|L2 ≤
1
νλ1
|f |L2 , ∀t ∈ R, ∀u ∈ W. (2.44)
Thus W is a subset of Cloc(R, BH(R0)w) and we can write (2.43). Then, since the
space Cloc(R, BH(R0)w) is metrizable, so is W. From the a priori estimate (2.8), we
also have
ν
∫ t1
t0
‖u(t)‖2H1 dt ≤
1
ν2λ21
|f |2L2 +
1
νλ1
|f |2L2(t1 − t0), ∀t0, t1 ∈ R, t0 < t1, ∀u ∈ W.
(2.45)
Then, it follows from the estimates (2.44) and (2.45) that W is equi-bounded and
equicontinuous in Cloc(R, BH(R)w), with {u(t)}u∈W ⊂ BH(R)w relatively compact for
each t ∈ R. From the Arzela-Ascoli Theorem, it follows that W is relatively compact
in Cloc(R, BH(R)w). From Lemma 2.2, W is also closed. Therefore, W is a compact
metric space. 
From (2.8) we also obtain the following uniform time-average bound for functions
in W.
Lemma 2.9. For every u ∈ W it follows that
1
(t− t′)
∫ t
t′
‖u(s)‖2H1 ds ≤ λ
1/2
1 ν
2G2
(
1 +
1
νλ1(t− t′)
)
, (2.46)
for almost every t′ ∈ R and for all t > t′.
Proof. Just divide (2.8) by ν(t− t′) and use the bound in Proposition 2.2, along with
Young’s inequality and the definition (2.6) of the Grashof number. 
The following uniform time-average bound also holds in W.
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Lemma 2.10. For every u ∈ W it follows that
1
(t− t′)
∫ t
t′
|Au(s)|2/3L2 ds
≤
1
3ν1/3λ
1/2
1 G
2/3(t− t′)
+ c3λ
1/2
1 ν
2/3G2
(
1 +
1
2νλ1(t− t′)
)
, (2.47)
for almost every t′ ∈ R and for all t > t′.
Proof. Simply divide the estimate (2.18) by t− t′ and use the inequality (2.46), along
with Young’s inequality and the definition (2.6) of the Grashof number. 
It is possible to derive an estimate for the time-average of the L∞ norm of the
solutions in W, using the estimates in Lemmas 2.9 and 2.10, along with Agmon’s
inequality (2.3). This is done explicitly in Theorem 5.4, in the context of stationary
statistical solutions.
We also consider the subspaces of weak solutions which can be extended in time to
a uniformly bounded global weak solution (as we will see shortly, the time-invariant
Vishik-Fursikov measures are carried by these subspaces):
WI = {u ∈ UI ; ∃w ∈ W, u(t) = w(t), ∀t ∈ I} , (2.48)
W♯I =
{
u ∈ U ♯I ; ∃w ∈ W, u(t) = w(t), ∀t ∈ I
}
. (2.49)
We have W♯I = ΠIW and, clearly,
W♯I is a compact subspace of U
♯
I (R0). (2.50)
Note also that WI ⊂ W
♯
I . If I is open on the left, then WI = W
♯
I . In particular,
WR = W
♯
R
= W. Moreover, WI = W
♯
I ∩ UI(R0), which implies that WI is Borel in
Cloc(I;BH(R0)w).
A useful characterization of the set W♯I can be given in terms of the spaces U
♯
I (R),
with the help of Lemma 2.2.
Lemma 2.11. Let I ⊂ R be an interval unbounded on the right. Then, for any
R > R0 and any sequence {τk}k∈N of nonnegative times with τk →∞, as k →∞, we
have the characterization
W♯I =
⋂
k∈N
στkU
♯
I (R). (2.51)
Proof. If u ∈ W♯I , then there exists w ∈ W such that u(t) = w(t), ∀t ∈ I. Using the
invariance (2.41), we have u(t) = w(t− τk + τk) = στkw(t− τk), with t 7→ w(t− τk)
belonging to W. In particular, the restriction of t 7→ w(t − τk) to the interval I
belongs to W♯I ⊂ U
♯
I (R0) ⊂ U
♯
I (R). Thus, u ∈ στkU
♯
I (R), for any k ∈ N, proving the
inclusion W♯I ⊂
⋂
k∈N στkU
♯
I(R).
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Now suppose that u ∈
⋂
k∈N στkU
♯
I (R). Thus, u = στkuk, for some uk ∈ U
♯
I (R), for
any k ∈ N. Define vk(t) = uk(t + τk), for t ∈ I − τk. Since I is unbounded on the
right and τk →∞, we find that
⋃
k(I−τk) = R. Moreover, each vk is a weak solution
on I − τk which is uniformly bounded in H by R (with the bound R independent of
k). Thus, using Lemma 2.2 together with a diagonal argument, we find that there is
a subsequence of {vk} that converges, in the weak topology of H , to a weak solution
w on R, uniformly on any compact interval in I. Clearly, w is bounded by R in H ,
so that w ∈ W. Morever, u(t) = στkuk(t) = uk(t+ τk) = vk(t), for any t ∈ I. Hence,
at the limit, w(t) = u(t), for any t ∈ I, proving that u ∈ W♯I . This concludes the
proof of (2.51). 
2.7. The weak global attractor and its regular parts. At this point we recall
the weak global attractor Aw introduced in [20]. It is defined as the set of all points
in H which belong to a global weak solution defined on R and uniformly bounded in
H . By definition this set is directly related to the set W and can be written as
Aw = {u0 ∈ H ; ∃u ∈ W, u(0) = u0} = Π0W. (2.52)
Taking (2.42) into consideration, we have
Aw = ΠtW, ∀t ∈ R. (2.53)
Since W is compact (Proposition 2.2) and the projection operators are continuous
it is clear that Aw = Π0W is compact in Hw. It is in fact included and compact in
BH(R0)w.
We consider now certain regular parts of the weak global attractor. An important
subset of Aw of regular solutions is the set Areg defined by
Areg =

u0 ∈ V ;
∃δ > 0 and ∃u ∈ W with u(0) = u0, such that u is
regular on (−δ, δ) and any other global weak solution
v ∈ W with v(0) = u0 is such that v(t) = u(t),
∀t ∈ (−δ, δ)

 . (2.54)
Loosely speaking, the condition in (2.54) says, essentially, that u ∈ W is regular on
(−δ, δ) and is unique, over the interval (−δ, δ), among all the global weak solutions
in W with value u0 at time t = 0. This set was introduced in [20] and it was proved
there to be open and dense in Aw in the weak topology of H . This proof was given
in more details in [15], where this set was also showed to be characterized as
Areg =
{
u0 ∈ V ;
∀u ∈ W with u(0) = u0, ∃δu > 0 such that u is
regular on a neighborhood (−δu, δu) of t = 0
}
. (2.55)
Another regular subset considered in [15] is the subset A′reg defined as
A′reg =
{
u0 ∈ V ;
∃u ∈ W with u(0) = u0 and ∃δu > 0 such that u is
regular on a neighborhood (−δu, δu) of t = 0
}
. (2.56)
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It is clear that
Areg ⊂ A
′
reg ⊂ Aw,
so that A′reg is also dense in Aw. It was also proved in [15] that A
′
reg is a σ-compact
set in Hw. The following two characterizations were given in [15]:
Areg =
{
u0 ∈ H ; ∀u ∈ W such that u(0) = u0, we have lim inf
t→0−
‖u(t)‖H1 <∞
}
;
A′reg =
{
u0 ∈ H ; ∃u ∈ W such that u(0) = u0 and lim inf
t→0−
‖u(t)‖H1 <∞
}
.
Notice that these last characterizations are related to how the solutions blow-up, or
not, in the H1 norm, as t goes to zero from negative values. The rate of blow up can
be further estimated according to the following characterizations given in [15, Section
3.2, Corollary 1].
Aw \ Areg
=
{
u0 ∈ H ; ∃u ∈ W ∩ Π
−1
0 {u0} such that ‖u(t)‖
2
H1 ≥ Γ(t), ∀t < 0
}
, (2.57)
Aw \ A
′
reg
=
{
u0 ∈ H ; ∀u ∈ W ∩ Π
−1
0 {u0}, we have ‖u(t)‖
2
H1 ≥ Γ(t), ∀t < 0
}
, (2.58)
where
Γ(t) =
ν3/2
2c4|t|1/2
− ν2/3|f |2/3L2 , t < 0, (2.59)
with c4 = max{1, c
3/2
2 }.
We can be more precise in the characterization of the set A′reg \Areg and prove that
the solution which is regular and passes through a given point in this set is in fact
unique.
Proposition 2.3. Let u0 ∈ A′reg. Then, there exists a unique solution u ∈ W with
u(0) = u0 which is a strong solution on a open interval containing t = 0. Moreover,
if u0 ∈ A′reg \ Areg, then Π
−1
t u0 \ {u} is not empty and any solution v ∈ W with
v(0) = u0 and different than u blows up at t = 0, i.e. lim inft→0− ‖v(t)‖H1 =∞, or,
more precisely, ‖v(t)‖ ≥ Γ(t), for all t < 0, where Γ(t) is given by (2.59).
Proof. Since strong solutions are analytic in time, two strong solutions on a neighbor-
hood of t = 0 with the same value at u0 at this time must coincide in their common
neighborhood, hence this strong solution is unique. If u0 is in A′reg \ Areg, then it
means that there are other solutions passing through u0 and they must all blow up,
otherwise they would be strong and would coincide with u in a neighborhood of
t = 0. 
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In view of Proposition 2.3, we can actually write
A′reg =
{
u0 ∈ H ; ∃!u ∈ W such that u(0) = u0 and lim inf
t→0−
‖u(t)‖H1 <∞
}
.
(2.60)
This result can be connected with the following result, which refers to a solution
which belongs to Areg up to a certain time.
Proposition 2.4. Let u ∈ W with u(0) ∈ Areg. Let
tmaxreg = sup{τ > 0, u(t) ∈ Areg, ∀t ∈ [0, τ)}.
Suppose tmaxreg <∞. Then, u(t
max
reg ) /∈ Areg. Morever, if
lim inf
tրtmaxreg
‖u(t)‖H1 <∞,
then u(tmaxreg ) ∈ A
′
reg \Areg and σtmaxreg u is the unique solution referred to in Proposition
2.3 for u0 = u(t
max
reg ).
Proof. The fact that u(tmaxreg ) /∈ Areg follows immediately from the fact that Areg is
weakly open in Aw. Then, if u does not blow up at tmax in the norm of V , then u
can be continued as a strong solution up to an open interval containing tmax, so that
u(tmaxreg ) ∈ A
′
reg, and hence u(t
max
reg ) ∈ A
′
reg \Areg. Moreover, the translation σtmaxreg u has
to be the unique strong solution with u0 = u(t
max
reg ) referred to in Proposition 2.3. 
Similar regular parts can be defined within the set W. In fact, the set A′reg is
directly connected to the set
W ′reg = {u ∈ W; 0 is a point of interior regularity for u} . (2.61)
The connection is given by
W ′reg =W ∩Π
−1
0 A
′
reg. (2.62)
Similarly to (2.58), we have the characterization
W \W ′reg =
{
u ∈ W; ‖u(t)‖2H1 ≥ Γ(t), ∀t < 0
}
. (2.63)
A more precise set, with a lower bound on the size of the interval in which the solution
is regular, can be defined as follows
W ′reg,τ =W ∩ Π
−1
(−τ,τ)C((−τ, τ), V )
= {u ∈ W; u is a strong solution on (−τ, τ)} , (2.64)
for τ > 0. By allowing τ = ∞, we obtain the set of global regular solutions W ′reg,∞.
Clearly, W ′reg,τ1 ⊂ W
′
reg,τ2
, for 0 < τ1 ≤ τ2, with
W ′reg =
⋃
τ>0
W ′reg,τ =
⋃
n∈N
W ′reg,1/n, (2.65)
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and
W ′reg,∞ =
⋂
τ>0
W ′reg,τ =
⋂
n∈N
W ′reg,n (2.66)
Moreover, each W ′reg,τ can be written as
W ′reg,τ =
⋃
k∈N
W ′reg,τ (kR0),
where
W ′reg,τ(R) =W ∩ Π
−1
(−τ,τ)C((−τ, τ);BV (R))
= {u ∈ W; u is a strong solution on (−τ, τ) with ‖u(t)‖H1 ≤ R} ,
for R > 0, τ > 0. Since C((−τ, τ);BV (R)) is closed in Cloc(R, Hw) and W is compact
in Cloc(R, Hw) it follows that W
′
reg,τ (R) is compact, for any R > 0 and any τ > 0.
Thus, W ′reg,τ and W
′
reg are σ-compact and W
′
reg,∞ is an Fστ -set in Cloc(R, Hw). In
particular, all such sets are Borel.
Using (2.63) (translating the estimate from the blow up at 0 to a blow up at β) we
see that the complement of the set W ′reg,τ can be characterized by
W \W ′reg,τ =
{
u ∈ W; ∃β ∈ (−τ, τ); lim inf
t→β−
‖u(t)‖H1 =∞
}
=
{
u ∈ W; ∃β ∈ (−τ, τ); ‖u(t)‖2H1 ≥ Γ(t− β), ∀t < β
}
. (2.67)
2.8. The multivalued evolution map. Due to the lack of a result on the unique-
ness of weak solutions, we cannot define a solution semigroup in the classical sense,
associating a unique solution to a given initial condition. The possibility that certain
initial conditions give rise to more than one solution is not ruled out. Thus, for each
time t ≥ 0 and each initial condition u0, we may have more than one state u(t)
corresponding to the value at t of different weak solutions u starting at that initial
condition, u(0) = u0. This leads naturally to the definition of an evolution map
acting in the collection of all subsets of the phase space. More precisely, we have the
following definition.
Definition 2.4. Given a set E in H and t ≥ 0, we denote by ΣtE the set of all points
w ∈ H, such that w = u(t), for some u in U[0,∞) with initial condition u(0) ∈ E.
The following result concerns the composition of the evolution maps.
Lemma 2.12. For E ⊂ H and t, s ≥ 0, we have that ΣtΣsE ⊂ Σt+sE. 
Proof. The inclusion follows from Lemma 2.1. In fact, ifw ∈ ΣtΣsE, then w = u(2)(t)
for some weak solution u(2) with u(2)(0) ∈ ΣsE, hence u(2)(0) = u(1)(s) for some weak
solution u(1) with u(1)(0) ∈ E. Then, by Lemma 2.1, the concatenation u of u(1) and
u(2), as in the lemma, is such that u is a weak solution with u(0) ∈ E and u(t+s) = w,
so that w ∈ Σt+sE. 
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Remark 2.1. If we could prove that any time s ≥ 0 is a point of strong continuity
from the right for any given weak solution u with u(0) ∈ E ⊂ H , then we would have
that u would be the concatenation of two weak solutions as in Lemma 2.1 and, then,
u(t + s) would be in both Σt+sE and ΣtΣsE. Thus, these two sets would be equal.
But the current state of knowledge only gives us that a weak solution is strongly
continuous from the right almost everywhere, not everywhere. Hence, we can only
assure one side of the inclusion, which is the content of Lemma 2.12.
A fundamental expression for Σt appears in relation with the operators Πt intro-
duced in Section 2.6, as follows.
Lemma 2.13. For any E ⊂ H and t ≥ 0,
ΣtE = Πt(U[0,∞) ∩ Π
−1
0 (E)), (2.68)
with Π0 and Πt considered as defined on Cloc([0,∞), Hw). Moreover, for any sequence
{Rk}k∈N of positive real numbers with Rk ≥ R0 and Rk →∞, we have
ΣtE =
⋃
k∈N
Πt(U[0,∞)(Rk) ∩Π
−1
0 (E)). (2.69)
Proof. Relation (2.68) is simply a symbolic way of expressing the definition of Σt as
given in Definition 2.4. As for (2.69), it follows immediately from (2.68) and the
representation (2.38) with I = [0,∞). 
The following representation is also useful.
Lemma 2.14. For any E ⊂ H and for t, s ≥ 0,
ΣtΣsE = Πt+s
(
U[0,∞) ∩ (Π
−1
[s,∞)U[s,∞)) ∩ Π
−1
0 E
)
, (2.70)
with the projection and restriction operators Π0 and Π[s,∞) considered as defined on
Cloc([0,∞), Hw). Moreover, for any sequence {Rk}k∈N of positive real numbers with
Rk ≥ R0 and Rk →∞, we have
ΣtΣsE =
⋃
k
Πt+s
(
U[0,∞)(Rk) ∩ (Π
−1
[s,∞)U[s,∞)(Rk)) ∩Π
−1
0 E
)
. (2.71)
Proof. The expression in the right hand side of (2.70) gives ΣtΣsE as the collection
of elements of the form u(t + s) where u has the following two properties: u ∈
U[0,∞)∩Π
−1
0 E (hence it is a Leray-Hopf weak solution on [0,∞) starting with u(0) ∈ E)
and u ∈ Π−1[s,∞)U[s,∞) (which means that u restricted to the interval [s,∞) is a Leray-
Hopf weak solution in that interval). The latter property means that the translation
u(· + s) is a Leray-Hopf weak solution on [0,∞) with initial condition u(s). Since
u(s) ∈ ΣsE, we deduce that u(t + s) is exactly an element of ΣtΣsE. This gives the
characterization of ΣtΣsE as the right hand side of (2.70).
Concerning (2.71), this representation follows immediately from (2.70) and the
corresponding representations for U[0,∞) and U[s,∞) according to (2.38). We use the
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fact that the spaces U[0,∞)(Rk) and U[s,∞)(Rk) are increasing in k, so that we can use
a single index in the union given in (2.71). 
2.9. Orbits and limit sets. In this section, we recall two important types of dy-
namical sets which will be of interest in the sequel, namely the orbits and the ω-limit
sets. In particular, we give a more symbolic representation of the orbits, which will
be useful for proving the universal measurability of such sets.
In the context of weak solutions and the multivalued map defined earlier, given a
set E in H , we define the positive orbit starting at E by
γ(E) =
⋃
t≥0
ΣtE = {u(t); u ∈ U[0,∞), u(0) ∈ E, t ≥ 0}. (2.72)
Using the operators Π0 and σ defined in Section 2.5, this orbit can be written as
γ(E) = Π0σ([0,∞)× (U[0,∞) ∩Π
−1
0 E)), (2.73)
where Π0 is considered as restricted to the trajectory space Cloc([0,∞), Hw), and σ
is considered from [0,∞) × Cloc[0,∞), Hw) into Cloc([0,∞), Hw). Given a positive
sequence {Rk}k∈N with Rk ≥ R0 and Rk → ∞, it follows from the characterization
(2.38) that
γ(E) =
⋃
k∈N
Π0σ([0,∞)× (U[0,∞)(Rk) ∩ Π
−1
0 E)). (2.74)
Now we consider ω-limit sets. In fact, we consider two such sets, one in trajectory
space and the other in phase space. Given u ∈ Cloc([t0,∞), Hw) and t0 ∈ R, we define
the ω-limit set in the trajectory space as
ωCloc([t0,∞),Hw)(u) =

w ∈ Cloc([t0,∞), Hw);
there exists {tj}j∈N, tj ≥ t0,
tj → ∞ such that σtju → w in
Cloc([t0,∞), Hw)

 .
(2.75)
In the phase space, the ω-limit set is given by
ωHw(u) =
{
w ∈ H ;
there exists {tj}j∈N, tj ≥ t0, tj →∞
such that u(tj)→ w in Hw
}
. (2.76)
Since the topology in the definition of these limit sets is the weak topology of H ,
we may sometimes refer to them as weak ω-limit sets.
2.10. Measurability of orbits and related dynamical sets. Given a Borel set
E in H , we show that ΣtE, the orbit γ(E) and other related sets are universally
measurable. We also prove that the weak ω-limit sets are compact. We start with
the following result.
Lemma 2.15. Let E be a Borel set in Hw. Then γ(E) is a universally measurable
set in Hw.
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Proof. In view of the characterization (2.74) of the orbit γ(E) and the fact that the
collection of universally measurable sets is a σ-algebra (see Fact (vi) at the end of
Section 2.2), it suffices to show that
Π0σ([0,∞)× (U[0,∞)(R) ∩ Π
−1
0 E))
is universally measurable, for any given R > 0.
Since E is Borel and Π0 is continuous, the set Π
−1
0 E is a Borel subset of the space
Cloc([0,∞), Hw). From Lemma 2.7, the set U[0,∞)(R) is also Borel, hence U[0,∞)(R) ∩
Π−10 E is a Borel subset of Cloc([0,∞), BH(R)w). Thus, [0,∞)× (U[0,∞)(R)∩Π
−1
0 E) is
a Borel subset of [0,∞)× Cloc([0,∞), BH(R)w).
Since σ is continuous from the Polish space [0,∞)× Cloc([0,∞), BH(R)w) into the
Polish space Cloc([0,∞), BH(R)w) it follows that σ takes Borel sets in the former space
into analytic sets in the latter space. In particular, σ([0,∞)× (U[0,∞)(R) ∩ Π
−1
0 E) is
analytic in Cloc([0,∞), BH(R)w). Then, since Π0 is also continuous from the Polish
space Cloc([0,∞), BH(R)w) into the Polish space BH(R)w it follows that Π0σ([0,∞)×
(U[0,∞)(R)∩Π
−1
0 E)) is analytic in BH(R)w, hence universally measurable in Hw. This
completes the proof. 
Remark 2.2. Notice that in the two-dimensional case, due to the uniqueness of global
solutions, we have U ♯I = UI regardless of the interval I ⊂ R. Moreover, due to the
backward uniqueness property, the map σ restricted to [0,∞)× U[0,∞) is one-to-one,
as well as open. And due to the well-posedness of the two-dimensional problem, the
map Π0 is a homeomorphism from U[0,∞) onto Hw. Thus, both σ and Π0 take Borel
sets into Borel sets. Therefore, the orbit γ(E) is in fact Borel.
Next, we consider the measurability of ΣtE, for a Borel set E. The following result
says that ΣtE is universally measurable in Hw. This result has been proved already
in [14, Section 4.3], but we include the following proof for the sake of completeness.
Lemma 2.16. If E is a Borel subset of Hw and t ≥ 0, then ΣtE is a universally
measurable set in Hw.
Proof. The proof is similar to that of Lemma 2.15. In view of the characterization
(2.69) of the set ΣtE given in Lemma 2.13 and the fact that the collection of univer-
sally measurable sets is a σ-algebra it suffices to show that
Πt(U[0,∞)(R) ∩ Π
−1
0 (E))
is universally measurable, for any given R > 0.
Since E is Borel in Hw and Π0 is continuous, the set Π
−1
0 (E) is a Borel subset of
Cloc([0,∞), Hw). Since U[0,∞)(R) is Borel in Cloc([0,∞), BH(R)w), then U[0,∞)(R) ∩
Π−10 (E)) is a Borel set in the Polish space Cloc([0,∞), BH(R)w). Hence, the image of
this set through the continuous map Πt from the Polish space Cloc([0,∞), BH(R)w)
into the Polish space BH(R)w is analytic in BH(R)w, hence universally measurable in
Hw. 
28 C. FOIAS, R. ROSA, AND R. M. TEMAM
In the case the initial set is strongly compact, we obtain the following result.
Lemma 2.17. If K is strongly compact in H and t ≥ 0, then ΣtK is weakly compact
in H.
Proof. If K is strongly compact in H , then K is bounded and we can write
Σt(K) = Πt(U[0,∞)(R) ∩ Π
−1
0 K),
for R ≥ R0 sufficiently large. Since K is strongly compact, one can check that the
limit of weak solutions in U[0,∞)(R) ∩ Π
−1
0 K is also strongly continuous at the origin
hence this limit belongs to this set, which is hence a compact set in Cloc([0,∞), Hw).
Thus the continuous image by Πt is also compact in Hw, which means that Σt(K) is
weakly compact in H . 
In relation with the accretion property that we recall and use below, it is relevant
to address the regularity of the composition of two multi-valued evolution operators.
Notice that if we simply apply the previous results, then we have, for instance, ΣsE
universally measurable, for E Borel, but then we cannot guarantee that ΣtΣsE is
universally measurable. We may however prove directly that this set is analytic by
using the (2.71) given in Lemma 2.14.
Lemma 2.18. Let E be a Borel set in H and let t, s ≥ 0. Then ΣtΣsE is universally
measurable in Hw.
Proof. From the representation (2.71) given in Lemma 2.14 we have that ΣtΣsE is a
countable union of the sets
Πt+s
(
U[0,∞)(Rk) ∩ (Π
−1
[s,∞)U[s,∞)(Rk)) ∩ Π
−1
0 E
)
, (2.77)
for any given sequence {Rk}k∈N of positive real numbers with Rk ≥ R0 and Rk →∞.
In this case, for each k we consider the projection Πt+s restricted to the Polish space
Cloc([0,∞), BH(Rk)w), with values in the Polish space BH(Rk)w, and obtain, as in
the proof of Lemma 2.16, that each set in (2.77) is analytic in BH(Rk)w, hence
universally measurable in Hw. Therefore, begin a countable union of such sets, ΣtΣsE
is universally measurable. 
For the recurrence result also studied below, the following lemma is needed.
Lemma 2.19. Let E be a Borel set in H and let t ≥ 0. Then the set Σtγ(E) is
universally measurable in Hw.
Proof. Notice that we can write
Σtγ(E) = Πt
(
U[0,∞) ∩ σ([0,∞)× (U[0,∞) ∩Π
−1
0 E))
)
.
Then, the proof follows very much as in the previous results. We omit the details. 
As in the classical case of a well-defined semigroup, one has the compactness of the
ω-limit sets. We omit the proof.
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Lemma 2.20. Given u ∈ U[0,∞), the ω-limit set ωCloc([t0,∞),Hw)(u) is compact in
Cloc([t0,∞), Hw) and the ω-limit set ωHw(u) is compact in Hw.
3. Time-dependent statistical solutions
In this section we recall the definition and the main properties of time-dependent
statistical solutions given in [16]; they will be useful for our study of stationary
statistical solutions (see also [9, 10, 14, 34, 35, 13]).
3.1. Cylindrical test functions. For the definition of statistical solutions one con-
siders appropriate test functions in C(Hw), which we define as follows.
Definition 3.1. The cylindrical test functions are the functionals Φ : H → R of the
form
Φ(u) = φ((u,v1), . . . , (u,vk)), (3.1)
where k ∈ N, φ is a C1 real-valued function on Rk with compact support, and
v1, . . . ,vk belong to V . For such Φ, we denote by Φ
′ its Fre´chet derivative in H,
which has the form
Φ′(u) =
k∑
j=1
∂jφ((u,v1), . . . , (u,vk))vk,
where ∂jφ is the derivative of φ with respect to its j-th coordinate.
As remarked in [16], the set of cylindrical test functions restricted to a bounded
ball BH(R)w, R > 0, is dense in the space C(BH(R)w).
3.2. Time-dependent statistical solutions. Time-dependent statistical solutions
are defined in the following way.
Definition 3.2. For a given interval I ⊂ R, a family {µt}t∈I of Borel probability
measures on H is called a statistical solution of the Navier-Stokes equations over I if
the following conditions hold:
(i) The function
t 7→
∫
H
Φ(u) dµt(u)
is measurable on I, for every bounded and continuous real-valued function Φ
on H;
(ii) The function
t 7→
∫
H
|u|2L2 dµt(u)
belongs to L∞loc(I);
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(iii) The function
t 7→
∫
H
‖u‖2H1 dµt(u)
belongs to L1loc(I);
(iv) For any cylindrical test function Φ, the Liouville-type equation∫
H
Φ(u) dµt(u) =
∫
H
Φ(u) dµt′(u) +
∫ t
t′
∫
H
〈F(u),Φ′(u)〉V ′,V dµs(u) ds (3.2)
holds for all t′, t ∈ I, where F(u) = f − νAu−B(u,u), so that
〈F(u),Φ′(u)〉V ′,V = (f ,Φ
′(u))L2 − ν((u,Φ
′(u)))H1 − b(u,u,Φ
′(u));
(v) The strengthened mean energy inequality holds on I, i.e. there exists a set I ′ ⊂
I of full measure in I such that for any nonnegative, increasing, continuously-
differentiable real-valued function ψ : [0,∞)→ R with bounded derivative, the
inequality
1
2
∫
H
ψ(|u|2L2) dµt(u) + ν
∫ t
t′
∫
H
ψ′(|u|2L2)‖u‖
2
H1 dµs(u)ds
≤
1
2
∫
H
ψ(|u|2L2) dµt′(u) +
∫ t
t′
∫
H
ψ′(|u|2L2)(f ,u)L2 dµs(u)ds (3.3)
holds for any t′ ∈ I ′ and for all t ∈ I with t ≥ t′;
(vi) If I is closed and bounded on the left with left end point t0, then the function
t 7→
∫
H
ψ(|u|2L2) dµt(u)
is continuous at t = t0 from the right, for every function ψ as in (v).
The existence of time-dependent statistical solutions in the sense above was first
proved in [9] via Galerkin approximation (see Theorem 1 in page 254 and Proposition
1 in page 291 in [9]). The existence result can be stated in the following way.
Theorem 3.1 ([9]). Let t0 ∈ R and let µ0 be a Borel Probability measure on H
satisfying ∫
H
|u|2L2 dµ0(u) <∞.
Then, there exists a time-dependent statistical solution {µt}t≥t0 satisfying µt0 = µ0.
3.3. Vishik-Fursikov measures. In the framework of Vishik and Fursikov [34], the
statistical solutions are obtained via measures in time-dependent function spaces.
What makes them measures relevant to fluid flows is the condition that they be
carried by the space of individual weak solutions. They should also have finite kinetic
energy. Inspired by their approach, the following definition was introduced in [16],
which is a slight modification of their original definition.
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Definition 3.3. For a given interval I ⊂ R, a Vishik-Fursikov measure over I is
defined as a Borel probability measure ρ on the space Cloc(I,Hw) with the following
properties
(i) ρ is carried by U ♯I ;
(ii) We have
t→
∫
U♯I
|u(t)|2L2 dρ(u) ∈ L
∞
loc(I);
(iii) If I is closed and bounded on the left, with left end point t0, then for any
nonnegative, increasing continuously-differentiable real-valued function ψ :
[0,∞)→ R with bounded derivative, we have
lim
t→t+0
∫
U♯I
ψ(|u(t)|2L2) dρ(u) =
∫
U♯I
ψ(|u(t0)|
2
L2) dρ(u) <∞.
The following existence result was proved in [16]:
Theorem 3.2 ([16, Theorem 3.7]). Let t0 ∈ R and let µ0 be a Borel probability
measure on H with finite mean kinetic energy, i.e.∫
H
|u|2L2 dµ0(u) <∞.
Then, there exists a Vishik-Fursikov measure ρ over the time interval [t0,∞) such
that Πt0ρ = µ0.
It has in fact been proved in [16] that Vishik-Fursikov measures are carried by UI
itself, recovering an important fact for these measures, namely that they are carried
by Leray-Hopf weak solutions on I:
Theorem 3.3 ([16, Theorem 4.1]). Let I ⊂ R be an arbitrary interval. Let ρ be a
Vishik-Fursikov measure over I. Then ρ is carried by UI .
3.4. Time-dependent Vishik-Fursikov statistical solutions. A Borel probabil-
ity measure ρ on Cloc(I,Hw) induces a time-dependent family of Borel probability
measures {ρt}t∈I on the phase space H (or, equivalently, on Hw, since their Borel
σ-algebras coincide) through the projections ρt = Πtρ, with∫
H
Φ(u) dρt(u) =
∫
Cloc(I,Hw)
Φ(v(t)) dρ(v), ∀t ∈ I, (3.4)
for all Φ which belongs to L1(ρt) for any t ∈ I. In particular, this is valid for any Φ
in Cb(Hw). Relation (3.4) is also valid for Φ ∈ Cb(H), since such functions are Borel
measurable, for they can be approximated by the sequence of weakly continuous
functions (Φ ◦ Pm)m, where Pm are the Galerkin projectors.
It has been proved in [16, Theorems 3.13 and 3.14] that if ρ is Vishik-Fursikov
measure over an arbitrary interval I, then the corresponding family of projections
{ρt}t∈I is a statistical solution. This yields a particular type of statistical solution, as
formally defined below.
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Definition 3.4. A Vishik-Fursikov statistical solution of the Navier-Stokes equations
over an interval I ⊂ R is a statistical solution {ρt}t∈I such that ρt = Πtρ, for all
t ∈ I, for some Vishik-Fursikov measure ρ over the interval I.
The existence of Vishik-Fursikov statistical solutions was proved in [16].
Theorem 3.4 ([16, Theorem 3.16]). Let t0 ∈ R and let µ0 be a Borel probability
measure on H satisfying ∫
H
|u|2L2 dµ0(u) <∞.
Then, there exists a Vishik-Fursikov statistical solution {ρt}t≥t0 over the interval I =
[t0,∞) satisfying ρt0 = µ0. 
4. Stationary statistical solutions
In this section we start our main investigation on the concept of stationary statisti-
cal solution. We first recall the original definition given in [10], and then introduce and
study the stationary statistical solutions which are associated with Vishik-Fursikov
measures, followed by the study of these particular stationary statistical solutions
which are obtained as generalized limits of time averages of individual Leray-Hopf
weak solutions.
4.1. Stationary statistical solutions. The time-independent version of the sta-
tistical solution given in Definition 3.2 is known as a stationary statistical solution,
whose definition is the following.
Definition 4.1. A stationary statistical solution on H of the Navier-Stokes equations
is a Borel probability measure µ on H such that
(i) The mean enstrophy is finite, i.e.∫
H
‖u‖2H1 dµ(u) <∞;
(ii) For any cylindrical test function Φ, the following stationary Liouville-type
equation holds, ∫
H
(F(u),Φ′(u))L2 dµ(u) = 0;
(iii) For any nonnegative, increasing, continuously-differentiable real-valued func-
tion ψ : [0,∞)→ R with bounded derivative, we have∫
H
ψ′(|u|2L2)
(
ν‖u‖2H1 − (f ,u)L2
)
dµ(u) ≤ 0. (4.1)
Remark 4.1. In [13] a slightly different condition was used instead of (iii), namely,
that ∫
e1≤
1
2
|u|2
L2
<e2
{ν‖u‖2H1 − (f ,u)L2} dµ(u) ≤ 0, (4.2)
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holds for all e1, e2 with 0 ≤ e1 < e2 ≤ ∞. Both conditions are in fact equivalent,
and we adopt the form in (iii) since it seems more natural given the condition (v) of
the Definition 3.2 of time-dependent statistical solutions. As we mentioned earlier,
the energy inequality in that condition (v) is one of those used in [9] and is stronger
than the one used in [13]. Its advantage is that it makes the relation between sta-
tionary and time-dependent statistical solutions consistent, in the sense that with
this definition stationary statistical solutions are in fact time-independent versions of
time-dependent statistical solutions.
Condition (i) in the Definition 4.1, implies in particular, that µ is carried by V , i.e.
µ(H \ V ) = 0. (4.3)
Moreover, it is known that the energy inequality (iii) in the Definition 4.1 implies
that a stationary statistical solution is carried by BH(R0) (see e.g. [13]), i.e.
µ(BH(R0)) = 1, (4.4)
where R0 is given in (2.11).
4.2. Vishik-Fursikov stationary statistical solutions. The Vishik-Fursikov sta-
tionary statistical solutions are defined as projections of Vishik-Fursikov measures
which are invariant by translations in time. For that to make sense, the time interval
need to be unbounded on the right.
Definition 4.2. Let I ⊂ R be an interval unbounded on the right. An invariant
Vishik-Fursikov measure over I is a Vishik-Fursikov measure ρ over I which is in-
variant with respect to the translation semigroup {στ}τ≥0, in the sense that στρ = ρ
for all τ ≥ 0, i.e. ρ(E) = ρ(σ−1τ E), for all Borel sets E in Cloc(I,Hw).
Remark 4.2. Since Hw is the union of the balls BH(R)w, with R > 0, and each
such ball is metrizable it follows, using (2.23) that the condition that στρ = ρ on
Cloc(I,Hw) is equivalent to∫
Cloc(I,BH (R)w)
ϕ(στu) dρ(u) =
∫
Cloc(I,BH (R)w)
ϕ(u) dρ(u),
∀τ ≥ 0, ∀ϕ ∈ Cb(I, BH(R)w), ∀R > 0. (4.5)
It is immediate to see that a Vishik-Fursikov statistical solution obtained from the
projection of an invariant Vishik-Fursikov statistical solution is a time-independent
statistical solution in the sense that the measures ρt = Πtρ do not change with t,
and hence this leads to a stationary statistical solution in the sense of Definition 4.1.
Therefore, we make the following definition.
Definition 4.3. A Vishik-Fursikov stationary statistical solution on H is a Borel
probability measure ρ0 on H which is a projection ρ0 = Πtρ, at an arbitrary time
t ∈ I, of an invariant Vishik-Fursikov measure ρ over an interval I ⊂ R unbounded
on the right.
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Remark 4.3. At this point we would like to draw the attention of the reader to a
subtle distinction between a Vishik-Fursikov stationary statistical solution and a sta-
tionary Vishik-Fursikov statistical solution. The former notion, as given in Definition
4.3, refers to the projection ρ0 = Πtρ for which ρ is invariant in the trajectory space,
i.e. ∫
U♯I
ϕ(σtu) dρ(u)
is independent of t, for any continuous and bounded real-valued function ϕ defined
in the trajectory space U ♯I . The second notion refers to a measure ρ0 = Πtρ in which
Πtρ is invariant in phase space, i.e. for which∫
H
Φ(v) dρ0(v) =
∫
U♯I
Φ(Πtu) dρ(u)
is independent of t, for any continuous and bounded real-valued function Φ defined
on the phase space H . Choosing ϕ = Φ ◦ Π0, so that ϕ(σtu) = Φ(Πtu), it becomes
clear that every Vishik-Fursikov stationary statistical solution is a stationary Vishik-
Fursikov statistical solution but the converse statement is more delicate to establish.
We prove, below, that the converse in fact holds, hence the two notions are equivalent.
Theorem 4.1. Let ρ be a Vishik-Fursikov measure over an interval I ⊂ R which is
unbounded on the right. If Πtρ is independent of t ∈ I, then there exists an invariant
Vishik-Fursikov measure ρ˜ over I such that
Πtρ = Πtρ˜, ∀t ∈ I.
In other words, if the family {Πtρ}t∈I is a Vishik-Fursikov statistical solution whose
measures do not change with time, then this family is a Vishik-Fursikov stationary
statistical solution.
Proof. Let LimT→∞ be a given generalized limit (see Section 2.3). Since the map
(s,u) 7→ σsu is continuous from I × Cloc(I,Hw) into Cloc(I,Hw) (see (2.30)), and in
particular from I × U ♯I(R)→ U
♯
I (R), it follows that the composition (s,u) 7→ ϕ(σsu)
is also continuous from I ×U ♯I (R) into R, for any continuous and bounded functional
ϕ : U ♯I (R)→ R, with R > 0. Thus, the real-valued map
T →
1
T
∫ T
0
∫
U♯I (R)
ϕ(σsu) dρ(u) ds
is well-defined for each T > 0 and is uniformly bounded in T . Hence, the functional
ϕ 7→ ΛR(ϕ) = Lim
T→∞
1
T
∫ T
0
∫
U♯I (R)
ϕ(σsu) dρ(u) ds
is well-defined and is a positive bounded linear functional on the space of continu-
ous and bounded functionals on U ♯I (R). Since U
♯
I (R) is compact, it follows by the
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Kakutani-Riesz Representation Theorem that the functional ΛR can be represented
by a finite Borel measure ρ˜R on U
♯
I (R) in the sense that
Lim
T→∞
1
T
∫ T
0
∫
U♯I (R)
ϕ(σsu) dρ(u) ds = ΛR(ϕ) =
∫
U♯I (R)
ϕ(u) dρ˜R(u),
for all ϕ ∈ Cb(U
♯
I (R)). By taking ϕ identically equal to 1, we see that
ρ˜R(U
♯
I (R)) = ρ(U
♯
I (R)).
Notice also that if ϕ is a nonnegative, continuous and bounded function on U ♯I (R
′),
for R′ > R, then ∫
U♯I (R)
ϕ(u) dρ˜R(u) ≤
∫
U♯I (R
′)
ϕ(u) dρ˜R′(u).
Since U ♯I (R) is compact and metrizable, this implies that
ρ˜R(E) = ρ˜R′(E), ∀R
′ > R,
for any Borel subset E ⊂ U ♯I(R). Then, if E ⊂ U
♯
I is a Borel set, it follows that
ρ˜R(E ∩ U
♯
I (R)) = ρ˜R′(E ∩ U
♯
I(R)) ≤ ρ˜R′(E ∩ U
♯
I(R
′)) ≤ ρR′(U
♯
I (R
′)) = ρ(U ♯I (R
′)) ≤ 1.
Thus, ρ˜R(E ∩ U
♯
I (R)) is monotonic and bounded. Therefore, given any Borel set
E ⊂ U ♯I , the limit
lim
R→∞
ρ˜R(E ∩ U
♯
I (R))
is well-defined and is bounded by 1. This allows us to define the set function
ρ˜(E) = lim
R→∞
ρ˜R(E ∩ U
♯
I (R)),
on the Borel subsets of U ♯I . It is not difficult to prove that this set function is a Borel
measure on U ♯I . Moreover, we also have that∫
U♯I
ϕ(u) dρ˜(u) = lim
R→∞
∫
U♯I (R)
ϕ(u) dρ˜R(u),
for any ρ˜-integrable functions, and in particular for any continuous and bounded real
valued function ϕ defined on U ♯I . Another way of viewing the limit measure ρ˜ is by
extending the measures ρ˜R in a trivial way to U
♯
I by defining ρ˜
′
R(E) = ρ˜R(E ∩U
♯
I (R)),
for any Borel set E in U ♯I , and noticing that ρ˜ is the limit in a strong sense of the
measures ρ˜′R, i.e. ρ˜(E) = limR→∞ ρ˜
′
R(E).
By taking E = U ♯I , we see also that
ρ˜(U ♯I ) = lim
R→∞
ρ˜R(U
♯
I (R)) = 1,
so that ρ˜ is in fact a Borel probability measure on U ♯I . Thus, ρ˜ is a Vishik-Fursikov
measure over I.
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For the projections Πtρ˜, we have that, for every continuous and bounded real valued
function Φ on H ,∫
H
Φ(u) dΠtρ˜ =
∫
U♯I
Φ(Πtu) dρ˜(u)
= lim
R→∞
∫
U♯I (R)
Φ(Πtu) dρ˜R(u)
= lim
R→∞
Lim
T→∞
1
T
∫ T
0
∫
U♯I (R)
Φ(Πtσsu) dρ(u) ds
= lim
R→∞
Lim
T→∞
1
T
∫ T
0
∫
U♯I (R)
Φ(Πt+su) dρ(u) ds.
Now, since Πtρ is independent of t, we find that∫
U♯I (R)
Φ(Πt+su) dρ(u) =
∫
U♯I (R)
Φ(Πtu) dρ(u),
for all s ≥ 0, and hence∫
H
Φ(u) dΠtρ˜ = lim
R→∞
Lim
T→∞
1
T
∫ T
0
∫
U♯I (R)
Φ(Πtu) dρ(u) ds
= lim
R→∞
∫
U♯I (R)
Φ(Πtu) dρ(u) =
∫
U♯I
Φ(Πtu) dρ(u) =
∫
H
Φ(u) dΠtρ.
Since this is valid for arbitrary continuous and bounded real valued functions Φ on
H , it follows that Πtρ˜ = Πtρ, for every t ∈ I.
It remains to show that ρ˜ is time invariant. Consider R > 0 arbitrary and let ϕ be
a continuous and bounded real valued function on U ♯I (R). Since the map στ maps the
space U ♯R(R) into itself and is a continuous map within these spaces, the composition
ϕ ◦ στ is also continuous and bounded on U
♯
I(R). Then, using property (v) of the
generalized limits (Section 2.3), we find that∫
U♯I (R)
ϕ(στu) dρ˜R(u) = Lim
T→∞
1
T
∫ T
0
∫
U♯I (R)
ϕ(σsστu) dρ(u) ds
= Lim
T→∞
1
T
∫ T
0
∫
U♯I (R)
ϕ(σsστu) dρ(u) ds
=
∫
U♯I (R)
ϕ(u) dρ˜R(u).
Since U ♯I (R) is metrizable, this means that
στ ρ˜R = ρ˜R,
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for all τ ≥ 0, which means that ρ˜R is translation invariant. Here it is important to
remark that when we say that ρ˜R is invariant by στ we are actually considering the
operator στ restricted to U
♯
I (R), so that when we take the inverse σ
−1
τ E of a Borel set
E in U ♯I (R), we are only considering the points within U
♯
I (R) which are taken to E
by στ (without this restriction, the inverse σ
−1
τ E could have elements outside U
♯
I (R)
which are taken inside that space).
Finally, since for any Borel set E in U ♯I we have that ρ˜R(E ∩ U
♯
I(R)) converges to
ρ˜(E) when R→∞, we see that
στ ρ˜(E) = ρ˜(σ
−1
τ E) = lim
R→∞
ρ˜R(σ
−1
τ E ∩ U
♯
I(R))
= lim
R→∞
ρ˜R(σ
−1
τ (E ∩ U
♯
I (R))) = lim
R→∞
ρ˜R(E ∩ U
♯
I (R)) = ρ˜(E),
This shows that ρ˜ is also translation invariant, which completes the proof. 
4.3. Time-average stationary statistical solutions. A particular type of sta-
tionary statistical solution is obtained by taking the limit of time averages of weak
solutions as the averaging time goes to infinity. This is based on the classical idea of
Krylov and Bogoliubov for obtaining invariant measures for dynamical systems [22].
This idea was exploited in [2], in connection with the notion of generalized limit, to
construct and study invariant measures for the two-dimensional Navier-Stokes equa-
tions. The corresponding case of the three-dimensional Navier-Stokes equations was
considered in [13]. This generalized limit of time averages was used later in [37, 26, 5]
to yield invariant measures to a large class of dissipative systems. See also [7] for a
related construction in the context of stochastic equations.
More precisely, for a given weak solution u = u(t) defined for t ≥ t0, for some
t0 ∈ R, we know, thanks to the a priori estimate (2.9), that |u(t)| ≤ R, for all t ≥ t0,
for a sufficiently large R > 0. Then, the map
Φ 7→ Lim
T→∞
1
T
∫ t0+T
t0
Φ(u(t)) dt
defines a positive continuous linear functional on C(BH(R)w). Since BH(R)w is com-
pact, it follows by the Kakutani-Riesz Representation Theorem that this functional
defines a measure µ on BH(R)w through the relation∫
H
Φ(v) dµ(v) = Lim
T→∞
1
T
∫ t0+T
t0
Φ(u(t)) dt, ∀Φ ∈ C(BH(R)w).
We then extend this measure to all H by simply setting µ(E) = µ(E ∩ BH(R)), for
any Borel set E in H . It is clear that this definition of µ is independent of R and
depends only on u and the choice of the generalized limit. We call this measure µ a
time-average stationary statistical solution:
Definition 4.4. Let LimT→∞ be a generalized limit, let t0 ∈ R, and let u = u(t),
t ≥ t0, be a weak solution on [t0,∞). Let R > 0 be such that u(t) ∈ BH(R), for all
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t ≥ t0. Then, the associated time-average stationary statistical solution is the Borel
probability measure µ on H, with support on BH(R), which is given by the formula∫
H
Φ(v) dµ(v) = Lim
T→∞
1
T
∫ T
0
Φ(u(t0 + t)) dt, (4.6)
for all Φ ∈ C(BH(R)w).
We define a similar notion in the trajectory space. We consider an interval I which
is unbounded on the right and a bounded weak solution u on I, say |u(t)|L2 ≤ R,
for all t ∈ I, and some R > 0. The set Cloc(I, BH(R)w) is not locally compact,
hence we cannot apply the Kakutani-Riesz Representation Theorem directly. Note,
however, that u belongs to U ♯I(R), which is compact (Lemma 2.4). Hence, there exists
a probability measure ρ on U ♯I (R) such that∫
U♯I (R)
ϕ(v) dρ(v) = Lim
T→∞
1
T
∫ t+T
t
ϕ(σsu)) ds,
for all ϕ ∈ C(U ♯I (R)) and any t ∈ I. Then, we extend the measure ρ to all the
space Cloc(I, BH(R)w) in the obvious way. Moreover, since any ϕ continuous on
Cloc(I, BH(R)w) can be restricted to C(U
♯
I (R)), the relation above can be extended
to all such ϕ. This measure ρ is invariant thanks to property (v) of generalized
limits. Thus, we have the following definition.
Definition 4.5. Let LimT→∞ be a generalized limit and let u be a weak solution on
an interval I unbounded on the right. Assume u is bounded in H and let R > 0 be
such that u ∈ U ♯I (R). Then, the associated time-average invariant Vishik-Fursikov
measure ρ over I is given by the Kakutani-Riesz formula∫
U♯I (R)
ϕ(v) dρ(v) = Lim
T→∞
1
T
∫ t+T
t
ϕ(σsu)) ds, (4.7)
valid for all ϕ ∈ C(U ♯I (R)) and independent of t ∈ I. Moreover, (4.7) is also valid for
ϕ ∈ C(Cloc(I, BH(R)w)).
The corresponding projection on the phase space generate the time-average Vishik-
Fursikov stationary statistical solution:
Definition 4.6. A time-average Vishik-Fursikov stationary statistical solution on H
is a Borel probability measure ρ0 on H which is a projection µ = Πtρ, at an arbitrary
time t ∈ I, of a time-average invariant Vishik-Fursikov measure ρ over an interval I
unbounded on the right.
5. Properties of stationary statistical solutions
In this section we study the support and carriers of invariant Vishik-Fursikov mea-
sures. The main result is a type of localization result, stating essentially that any
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invariant Vishik-Fursikov measure is carried by the set of trajectories that exists glob-
ally in time, both in the past and in the future, and are uniformly bounded in the
phase space H . In other words, the support of any invariant Vishik-Fursikov measures
is included in the set all the trajectories which constitute the weak global attractor.
We then investigate the consequences of this result for Vishik-Fursikov stationary
statistical solutions.
5.1. Properties of invariant Vishik-Fursikov measures. Considering an arbi-
trary interval I unbounded on the right and a Vishik-Fursikov measure ρ on I, it
follows from Theorem 3.3 that ρ is carried by UI . If moreover, ρ is an invariant
measure, we expect ρ to be carried by a set which is invariant by the translation
semigroup. This is precisely the result of the following theorem.
Theorem 5.1. Let ρ be an invariant Vishik-Fursikov measure over an interval I ⊂ R
unbounded on the right. Then, ρ is carried byWI , as defined in (2.48), and the support
of ρ is included in W♯I . In particular, ρ is a regular measure in the sense of (2.24)
and (2.25).
Proof. The first step of the proof is to show that ρ is carried by U ♯I (R), for some
R > R0, where R0 is given in (2.11). We then use this fact together with the charac-
terization (2.51) of W♯I to show that ρ is supported on the compact set W
♯
I and is a
regular measure. Finally, we use Theorem 3.3 to deduce that ρ is carried by WI .
The proof of the first step is divided into two cases, whether I is bounded and
closed on the left or I is open on the left.
In the case I is bounded and closed on the left, we use the characterization (2.37)
of U ♯I as U
♯
I =
⋃
k U
♯
I (Rk), for a given sequence {Rk}k∈N of increasing positive numbers
with R1 > R0 and Rk →∞. It follows from the a priori estimate (2.9) that, for each
k ∈ N, there exists τk ≥ 0 such that
στU
♯
I (Rk) ⊂ U
♯
I (R1), ∀τ ≥ τk.
In particular,
U ♯I (Rk) ⊂ σ
−1
τk
στkU
♯
I (R1) ⊂ σ
−1
τk
U ♯I (R1), ∀k ∈ N.
Then, since ρ is a στ -invariant probability measure carried by U
♯
I and using the con-
tinuity from below of the measure ρ and the fact that the sets U ♯I (Rk) are monotonic
increasing with k, it follows that
1 = ρ(U ♯I ) = ρ(
⋃
k
U ♯I (Rk)) = lim
k→∞
ρ(U ♯I (Rk)) ≤ lim
k→∞
ρ(σ−1τk U
♯
I(R1)) = ρ(U
♯
I ) ≤ 1.
Thus, ρ(U ♯I (R1)) = 1, at least in the case I is closed and bounded on the left.
Now if I is open on the left, we use the characterization (2.39) of the space U ♯I to
write
U ♯I =
⋂
n∈N
⋃
k∈N
Π−1JnU
♯
Jn
(Rk),
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for a increasing sequence {Rk}k∈N with R1 > R0 and Rk → ∞, and a sequence
{Jn}n∈N of subintervals of I which are unbounded on the right, monotonic increasing
(i.e. Jn ⊂ Jn+1), and with I = ∪nJn.
Since each Jn is unbounded on the right, it follows from the a priori estimate (2.9)
that, for any k ∈ N and any n ∈ N, there exists τn,k ≥ 0 such that
στΠ
−1
Jn
U ♯Jn(R) ⊂ U
♯
I (R1), ∀τ ≥ τn,k.
In particular,
Π−1JnU
♯
Jn
(R) ⊂ σ−1τn,kστn,kΠ
−1
Jn
U ♯Jn(R) ⊂ σ
−1
τn,k
U ♯I (R1).
Then, since the sets in the intersections and in the unions in the characterization
of U ♯I above are monotonic, we find, using the continuity from above and from below
of the measure ρ and the invariance of the measure ρ, that
1 = ρ(U ♯I ) = limn→∞
ρ(
⋃
k∈N
Π−1JnU
♯
Jn
(Rk))
= lim
n→∞
lim
k→∞
ρ(Π−1JnU
♯
Jn
(Rk))
≤ lim
k→∞
ρ(σ−1τRk
U ♯I (R1)) = ρ(U
♯
I (R1)) ≤ 1.
Thus, ρ(U ♯I ) = 1 in this case, as well.
Now, for the second part of the proof, we use the characterization (2.51) of W♯I ,
valid for any interval I unbounded on the right, so that
W♯I =
⋂
k∈N
στkU
♯
I (R1),
with R1 > R0 as above, and with a positive, increasing sequence {τk}k∈N of times
with τk → ∞, as k → ∞. Since the sequence of times is increasing, the sequence
of sets in the union above is monotonic decreasing. Thus, using the continuity from
above of the measure ρ and that ρ is a στ -invariant probability measure, we find
1 ≥ ρ(W♯I) = lim
k→∞
ρ(στkU
♯
I (R1)) = lim
k→∞
ρ(σ−1τk στkU
♯
I (R1)) ≥ ρ(U
♯
I (R1)) = 1.
Thus, ρ(W♯[t0,∞)) = 1, which means that ρ is carried by W
♯
I . Since W
♯
I is closed, this
means that ρ is supported by W♯I . Since W
♯
I is actually compact and metrizable,
hence a Polish space, and any finite Borel measure on a Polish space is regular (see
Section 2.2), we also conclude that ρ is regular.
Now, from Theorem 3.3, ρ is carried by UI . Thus, ρ is carried by the intersection
W♯I ∩ UI , which is precisely WI , and this completes the proof. 
We now prove the following result, which shows that any invariant Vishik-Fursikov
measure ρ over an interval I unbounded on the right can be extended to an invariant
Vishik-Fursikov measure ρ˜ over the whole interval R. Since in this case W = WR =
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W♯
R
, it follows from Theorem 5.1, that ρ˜ is a regular measure supported on the
compact set W.
Theorem 5.2. Let ρ be an invariant Vishik-Fursikov measure over an interval I
unbounded on the right. Then, there exists an invariant Vishik-Fursikov measure ρ˜
over R such that ρ = ΠI ρ˜, with ρ˜ being a regular measure supported on the compact
set W.
Proof. If I = R, it follows from Theorem 5.1 that ρ is carried by WR = W, and
there is nothing else to prove, so the case of interest is when I is bounded on the left.
In any case, let t′ ∈ I and fix R1 > R0, where R0 is given by (2.11). Consider the
subset of C(W) given by the functions Φ of the form Φ(v) = ϕ(v(t1), . . . ,v(tn)), for
arbitrary v ∈ W, where n ∈ N, t1 < t2 < . . . < tn, and ϕ : (BH(R1)w)n → R is a
(weakly) continuous function. Denote this subset by S. It is not difficult to check
that S satisfies the hypotheses of the Stone-Weierstrass Theorem, so that S is dense
in C(W) (recall, from Proposition 2.2, that W is compact and metrizable).
Let now Φ belong to S and let ϕ and t1 < . . . < tn be associated with Φ as in the
definition of S. To each such Φ, define Λ(Φ) by
Λ(Φ) =
∫
Cloc(I,Hw)
ϕ(u(t′),u(t′ + t2 − t1), . . . ,u(t
′ + tn − t1)) dρ(u).
According to Theorem 5.1, the measure ρ is carried by WI , which is contained in the
compact set W♯I . in Cloc([t0,∞), BH(R1)w). Thus, the integral defining Λ(Φ) above
is well-defined. It is also straightforward to check that Λ is a positive linear function
on S. And since ρ is a probability measure, it follows that Λ is a bounded linear
functional on S. Hence, by the density of S in W, the functional Λ can be extended
to a continuous and positive linear functional on W, which we still denote by Λ.
By the Kakutani-Riesz Representation Theorem, Λ can be represented by a measure
ρ˜ on W. Then, we extend ρ˜ to all Cloc(R, Hw) (still denoting the extension by ρ˜) by
setting ρ˜(E) = ρ˜(E ∩W), for all Borel subsets E of Cloc(R, Hw).
By taking ϕ = 1, we have Φ = 1, so that
ρ˜(Cloc(R, Hw)) = ρ˜(W) = Λ(1) = ρ(Cloc(I,Hw)) = 1,
which shows that ρ˜ is a probability measure. Thus, we conclude that ρ˜ is a Vishik-
Fursikov measure over R.
Let us now show that ρ˜ is invariant. Since ρ is invariant, we see that for any
Φ(v) = ϕ(v(t1), . . . ,v(tn)) in S,∫
W
Φ(στv) dρ˜(v) =
∫
Cloc(I,Hw)
ϕ(στu(t
′), . . . , στu(t
′ + tn − t1)) dρ(u)
=
∫
Cloc(I,Hw)
ϕ(u(t′), . . . ,u(t′ + tn − t1)) dρ(u) =
∫
W
Φ(v) dρ˜(v),
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for any τ ≥ 0. Since S is dense in W and ρ˜ is carried by W, it follows that ρ˜ is
invariant.
It remains to prove that ρ = ΠI ρ˜. Consider the subset SI of C(W
♯
I) made of
functions Φ of the form Φ(v) = ϕ(v(t1), . . . ,v(tn)), for arbitrary v ∈ W, where
n ∈ N, t1, . . . , tn ∈ I, t1 < t2 < . . . , tn, t1 ≤ t′, and ϕ : (BH(R1)w)n → R is a (weakly)
continuous function. Using W♯I is compact, it follows from the Stone-Weierstrass
Theorem that SI is dense in C(W
♯
I). Moreover, it is straightforward to see that Φ◦ΠI
belongs to S for Φ in SI . Then, using the invariance of ρ, the condition t1 ≤ t′, and
the fact that ρ is carried by WI , which is included in W
♯
I , we find that∫
W
Φ(ΠIv) dρ˜(v) =
∫
WI
ϕ(u(t′),u(t′ + t2 − t1), . . . ,u(t
′ + tn − t1)) dρ(u)
=
∫
WI
ϕ(σt′−t1u(t1), σt′−t1u(t2), . . . , σt′−t1u(tn)) dρ(u)
=
∫
WI
ϕ(u(t1),u(t2), . . . ,u(tn)) dρ(u) =
∫
WI
Φ(u) dρ(u).
Since now SI is dense in W
♯
I it follows that∫
W
Φ(ΠIv) dρ˜(v) =
∫
W♯I
Φ(u) dρ(u),
for all Φ in W♯I . Since ρ is carried by WI , which is contained in W
♯
I , and ρ˜ is carried
by W, this means that ρ = ΠI ρ˜.
The property that ρ˜ is a regular measure supported on the compact set W follows
from Theorem 5.1 and the fact that, in this case,, W =WR =W
♯
R
. 
Remark 5.1. Theorem 5.2 allows us to restrict the discussion of invariant Vishik-
Fursikov measures to the space W. Note, moreover, that, since W is compact and
metrizable, several results of ergodic theory apply, such as those about the existence
of ergodic invariant measures; the decomposition of invariant measures into ergodic
parts; and that ergodic invariant measures are extremal points of the set of invariant
measures on W (see e.g. [28, Section 9.3] and [36, Section 6]).
5.2. Properties of Vishik-Fursikov stationary statistical solutions. The defi-
nition of a Vishik-Fursikov stationary statistical solution ρ0 is that it is the projection
ρ0 = Πtρ, at an arbitrary time t ∈ I, of an invariant Vishik-Fursikov measure ρ over a
certain interval I which is unbounded on the right. In principle, however, we do not
have any control on the interval I, i.e. given ρ0, there exists some interval I and some
invariant Vishik-Fursikov measure ρ over I for which the relation ρ0 = Πtρ, ∀t ∈ I,
holds. Fortunately, thanks to the result in Theorem 5.2, we can actually choose the
interval I that we would like to work with. We state this result in the following form.
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Corollary 5.1. Let ρ0 be a Vishik-Fursikov stationary statistical solution on H.
Then, given any interval I unbounded on the right, there exists an invariant Vishik-
Fursikov measure ρ over I such that ρ0 = Πtρ, for any t ∈ I. The measure ρ is a
regular measure supported on the compact set W♯I and carried by WI .
We deduce, moreover, that Vishik-Fursikov stationary statistical solutions are car-
ried by the weak global attractor Aw = Π0W defined in (2.52).
Theorem 5.3. Let ρ0 be a Vishik-Fursikov stationary statistical solution H. Then,
ρ0 is carried by the weak global attractor Aw = Π0W, i.e. ρ0(Aw) = 1. Since Aw is
compact, it follows that supp ρ0 ⊂ Aw.
Proof. From Corollary 5.1, there exists an invariant Vishik-Fursikov measure ρ over
R such that Π0ρ = ρ0, and with ρ carried by W. Since Π
−1
0 (Π0W) ∩ W = W, it
follows that ρ0(Π0W) = ρ(W) = 1, which proves the result. 
We conclude this section with estimates related to the support of a Vishik-Fursikov
stationary statistical solution ρ0 on H . We know already, from Theorem 5.3, that ρ0
is carried by Π0W. Since Π0W in included in the ball of radius R0 in H , where R0
is given by (2.11) (see Proposition 2.2), this yields in particular that ρ0 is carried by
this ball. We obtain further estimates from the uniform time-average bounds for the
solutions in W given in Lemmas 2.9 and 2.10. From these time-average estimates in
the support W of ρ0 we deduce the following estimates for ρ0.
Theorem 5.4. Let ρ0 be a Vishik-Fursikov stationary statistical solution H. Then,
ρ0 is carried by D(A) and we have the following estimates∫
‖u‖2H1 dρ0(u) ≤ λ
1/2
1 ν
2G2, (5.1)∫
|Au|2/3L2 dρ0(u) ≤ c3λ
1/2
1 ν
2/3G2, (5.2)
and ∫
|u|L∞ dρ0(u) ≤ c1c
3/4
3 λ
1/2
1 νG
2. (5.3)
Proof. From Corollary 5.1, there exists an invariant Vishik-Fursikov measure ρ over
[0,∞) such that Π0ρ = ρ0, and with ρ carried by W[0,∞). Since W[0,∞) =W ∩ U[0,∞)
the estimate (2.46) in Lemma 2.9 holds with t′ = 0. Hence, we can write
1
T
∫ T
0
‖u(t)‖2H1 dt ≤ λ
1/2
1 ν
2G2
(
1 +
1
νλ1T
)
,
for all T > 0 and all u ∈ W[0,∞). Since ρ is carried by W[0,∞) we integrate this
estimate in u to find that∫
W[0,∞)
1
T
∫ T
0
‖u(t)‖2H1 dt dρ(u) ≤ λ
1/2
1 ν
2G2
(
1 +
1
νλ1T
)
,
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for all T > 0. Using Fubini we rewrite this estimate as
1
T
∫ T
0
∫
W[0,∞)
‖u(t)‖2H1 dρ(u) dt ≤ λ
1/2
1 ν
2G2
(
1 +
1
νλ1T
)
.
This can also be written as
1
T
∫ T
0
∫
W[0,∞)
‖Π0σtu‖
2
H1 dρ(u) dt ≤ λ
1/2
1 ν
2G2
(
1 +
1
νλ1T
)
.
Since ρ is invariant with respect to {σt}t≥0 the integrand in t is independent of t, and
we find that ∫
W[0,∞)
‖Π0u‖
2
H1 dρ(u) ≤ λ
1/2
1 ν
2G2
(
1 +
1
νλ1T
)
.
Since T > 0 is arbitrary, we let T →∞ to find that∫
W[0,∞)
‖Π0u‖
2
H1 dρ(u) ≤ λ
1/2
1 ν
2G2.
Since ρ0 = Π0ρ, this means that∫
H
‖u‖2H1 ρ0(u) ≤ λ
1/2
1 ν
2G2,
which proves the inequality (5.1). The proof for (5.2) is analogous to this one and
follows from the estimates in Lemma 2.10, while (5.3) follows from the two inequalities
(5.1) and (5.2) and the use of Agmon’s inequality (2.3). 
5.3. Properties of time-average stationary statistical solutions. We start this
section by showing that the two notions of time-average stationary statistical solution
and time-average Vishik-Fursikov stationary statistical solution given in Definitions
4.4 and 4.6 are in fact equivalent. In particular, this means that all the previous results
for Vishik-Fursikov stationary statistical solutions apply to time-average stationary
statistical solutions (see Remark 5.2).
Theorem 5.5. Given a time-average stationary statistical solution µ on H associated
with a generalized limit LimT→∞ and a weak solution u = u(t), t ≥ t0, t0 ∈ R,
there exists a time-average invariant Vishik-Fursikov measure ρ on Cloc([t0,∞), Hw),
obtained with the same LimT→∞ and the same weak solution u, for which Πtρ = µ
for any t ≥ t0.
Proof. Let ρ be a time-average Vishik-Fursikov measure on Cloc([t0,∞), Hw) associ-
ated with u and LimT→∞. Let R > 0 be sufficiently large so that the orbit of the
solution u belongs to BH(R).
Given a function ϕ in C(BH(R)w), the function v 7→ ϕ˜(v) = ϕ(Πt(v)) = ϕ(v(t))
is continuous on Cloc([t0,∞), BH(R)w), for any t ≥ t0. For this function we find,
using the definition of the time-average Vishik-Fursikov measure ρ, property (v) of
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the generalized limit, and the definition of µ as a time-average stationary statistical
solution on H , that∫
Cloc([t0,∞),BH (R)w)
ϕ ◦ Πt(v) dρ(v) = Lim
T→∞
1
T
∫ T
0
ϕ ◦ Πt(στu)) dτ
= Lim
T→∞
1
T
∫ T
0
ϕ(u(t + τ))) dτ = Lim
T→∞
1
T
∫ T
0
ϕ(u(t0 + τ))) dτ
=
∫
H
ϕ(v) dµ(v).
This proves the claim that µ = Πtρ, for arbitrary t ≥ t0. 
From this result relating time-average stationary statistical solutions with invariant
time-average Vishik-Fursikov measures and the result on the accretion property for
the latter we obtain a simpler proof of the accretion property for the time-average
stationary statistical solutions in the phase space (cf. [18, 13]) as we will show in the
next section.
Concerning the support of a time-average invariant measure ρ associated with a
weak solution u on an interval [t0,∞), we know already from Theorem 5.1 that such
a measure is carried by W[t0,∞). In fact, one can be more precise and show that
such a measure ρ is carried by the ω-limit set of the associated weak solution under
the translation semigroup {σt}t≥0, defined in (2.29). This is known in the context of
time-average stationary statistical solutions on H , as proved in [20]. The ω-limit set
in this case is defined as in (2.75) The idea of the proof is the same as in [20], and for
this reason we only state the result here:
Proposition 5.1. Let ρ be the time-average invariant Vishik-Fursikov measure on
Cloc([t0,∞), Hw), with t0 ∈ R, associated with a generalized limit LimT→∞ and a weak
solution u = u(t) on t ≥ t0. Then, ρ(ωCloc([t0,∞),Hw)(u)) = 1. Since this set is compact,
we find that supp ρ ⊂ ωCloc([t0,∞),Hw)(u).
The corresponding measure µ on H which is the projection of ρ at an arbitrary
time t ≥ t0 is carried by the projection of this ω-limit set, which coincides with the
ω-limit set of u for the Navier-Stokes equations in the weak topology of H , given
by (2.76). In this way we recover the corresponding well-known result (see [20]) for
time-average stationary statistical solutions on H .
Corollary 5.2. Let µ be a time-average stationary statistical solution on H associated
with a weak solution u. Then µ is a time-average Vishik-Fursikov statistical solution
associated with this same u and µ is carried by ωHw(u). Since this set is compact, we
find that suppµ ⊂ ωHw(u).
Remark 5.2. Since a time-average stationary statistical solution is a Vishik-Fursikov
stationary statistical solution (Theorem 5.5), the Corollary 5.1, Theorem 5.3 and the
bounds given in Theorem 5.4 apply to such a solution.
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6. Local regularity of carriers
In this section we present local regularity results for Vishik-Fursikov stationary sta-
tistical solutions and Vishik-Fursikov measures. As we mentioned in the Introduction,
this is motivated by the Prodi invariance conjecture, which states that the support of
a time-average stationary statistical solution should be more regular in some sense,
belonging to a space in which the solutions are unique and strong globally in time.
It is a kind of asymptotic regularity result in average, for the solutions of the 3D
Navier-Stokes equations. Here, we prove a partial result in this direction, namely
that any Vishik-Fursikov stationary statistical solution is carried by a set in which
the solutions are locally strong solutions (Theorem 6.1), with a similar result for a
Vishik-Fursikov measure (Theorem 6.2).
6.1. Vishik-Fursikov stationary statistical solutions are carried by locally
regular solutions. From the characterization of Aw \A
′
reg with the estimate on the
rate of blow up of the solutions, we obtain the following important result.
Theorem 6.1. Any Vishik-Fursikov stationary statistical solution ρ0 is carried by
A′reg, i.e. ρ0(A
′
reg) = 1.
Proof. Since ρ0 is a probability measure supported on Aw (Theorem 5.3), it suffices
to show that ρ0(Aw \ A′reg) = 0. From Corollary 5.1 there exists an invariant Vishik-
Fursikov measure ρ over R such that ρ0 = Πtρ, for any t ∈ R, and ρ is carried by W.
From the characterization of Aw \ A′reg in (2.58), we have that
Π−10 (Aw \ A
′
reg)) ∩W ⊂ Π
−1
t (H \BV (Γ(t)
1/2)), ∀t < 0.
Then,
ρ0(Aw \ A
′
reg) = ρ(Π
−1
0 (Aw \ A
′
reg)) ≤ ρ(Π
−1
t (H \BV (Γ(t)
1/2)))
= ρ0(H \BV (Γ(t)
1/2), ∀t < 0.
Since t < 0 is arbitrary and Γ(t) → ∞ as t → 0−, if follows from the continuity
property of measures and the fact that ρ0 is carried by V (see (4.3)) that
ρ0(Aw \ A
′
reg) ≤ ρ0(H \BV (Γ(t)
1/2))→ ρ0(H \ V ) = 0,
as t→ 0−. Thus,
ρ0(Aw \ A
′
reg) = 0.

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6.2. Invariant Vishik-Fursikov measures are carried by locally regular so-
lutions. A similar local regularity result can be given for invariant Vishik-Fursikov
measures.
Theorem 6.2. Any Vishik-Furiskov invariant measure ρ on R is carried by W ′reg,
i.e. ρ(W ′reg) = 1.
Proof. The proof is similar to that of Theorem 6.1, or simply use the characterization
(2.62) of W ′reg and the fact that Aw = Π0W to write
W \W ′reg =W \ (W ∩ Π
−1
0 A
′
reg) = Π
−1
0 (Aw \ A
′
reg) ∩W,
so that, by Theorem 6.1 and the fact that ρ is carried by W (Theorem 5.1),
ρ(W \W ′reg) = ρ(Π
−1
0 (Aw \ A
′
reg)) = ρ0(Aw \ A
′
reg) = 0.

From the relation (2.65) and Theorem 6.2, we see that, for any invariant Vishik-
Fursikov measure ρ,
1 = ρ(W ′reg) = ρ(
⋃
τ>0
W ′reg,τ ) = ρ(
⋃
n∈N
W ′reg,1/n) = lim
n→∞
ρ(W ′reg,1/n) = lim
τ→0
ρ(W ′reg,τ ).
Hence, the measure ofW ′reg,τ approaches 1, as τ goes to zero. This result can actually
be made more precise using the characterization (2.67) of this set, as follows.
Theorem 6.3. Let ρ be an invariant Vishik-Fursikov measure over R. Then,
ρ(W \W ′reg,τ ) ≤
4c4λ
1/2
1 ν
1/2τ 1/2G
1− 2c4λ
1/2
1 ν
1/2τ 1/2G2/3
, (6.1)
for any τ such that
0 < τ <
1
4c24λ1νG
4/3
. (6.2)
Proof. Let τ satisfy (6.2) and suppose u ∈ W \W ′reg,τ , so that u blows up at some
point β in the interval (−τ, τ). Then, for such β, using the characterization (2.67),
we see that
Γ(t− β) ≤ ‖u(t)‖2H1 , ∀t < β.
For β − τ ≤ t < β, we have
|t− β| = −t + β ≤ τ = | − τ |.
Thus,
Γ(t− β) =
ν3/2
2c4|t− β|1/2
− ν2/3|f |2/3L2 ≥ Γ(−τ) =
ν3/2
2c4τ 1/2
− λ1/21 ν
2G2/3.
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From the condition (6.2), we see that Γ(−τ) > 0, and we can write
1 =
Γ(−τ)
Γ(−τ)
=
1
Γ(−τ)
1
τ
∫ β
β−τ
Γ(−τ) dt
≤
1
Γ(−τ)
1
τ
∫ β
β−τ
Γ(t− β) dt
≤
1
Γ(−τ)
1
τ
∫ β
β−τ
‖u(t)‖2H1 dt
≤
1
Γ(−τ)
1
τ
∫ 0
−2τ
‖u(t)‖2H1 dt.
Thus, we have that
1 ≤
1
Γ(−τ)
1
τ
∫ 0
−2τ
‖u(t)‖2H1 dt, ∀u ∈ W \W
′
reg,τ . (6.3)
Let now ρ be an invariant Vishik-Fursikov measure on W. From (6.3) we have that
ρ(W \W ′reg,τ) ≤
1
Γ(−τ)
1
τ
∫
W\W ′reg,τ
∫ 0
−2τ
‖u(t)‖2H1 dt dρ(u).
Using Fubini’s theorem, extending the integral to all W, and using the fact that ρ is
invariant on W, we find that
ρ(W \W ′reg,τ ) ≤
1
Γ(−τ)
1
τ
∫ 0
−2τ
∫
W
‖u(t)‖2H1 dρ(u) dt ≤
2
Γ(−τ)
∫
W
‖u(0)‖2H1 dρ(u).
Using now the estimate (5.1) for ρ0 = Π0ρ we obtain
ρ(W \W ′reg,τ ) ≤
2
Γ(−τ)
λ
1/2
1 ν
2G2 =
4c4λ
1/2
1 ν
1/2τ 1/2G
1− 2c4λ
1/2
1 ν
1/2τ 1/2G2/3
, (6.4)
which proves (6.1). 
Remark 6.1. Perusing the proof of Theorem 6.3 we see that the same estimate is
valid in fact for the complement in W of the larger set
W ′reg,τ− = {u ∈ W; u is a strong solution on (−τ, 0]} .
Remark 6.2. At the moment, there is no estimate for the setW ′reg,∞ of global strong
solutions. However, it is clear that both sets W ′reg,∞ and W \W
′
reg,∞ are invariant by
the translation semigroup στ . Therefore, in the case that an invariant Vishik-Fursikov
measure ρ is ergodic, we must have either ρ(W ′reg,∞) = 1 or ρ(W
′
reg,∞) = 0.
STATIONARY STATISTICAL SOLUTIONS OF THE 3D NAVIER-STOKES EQUATIONS 49
7. Accretion properties of statistical solutions
For an invariant measure µ of a well-defined semigroup {S(t)}t≥0 on a given phase
space, it is immediate to deduce that µ(S(t)E) = µ(S(t)−1S(t)E) ≥ µ(E), for any
t ≥ 0 and any measurable subset E. If µ is an arbitrary measure but still has the
property that µ(S(t)E) ≥ µ(E), for any t ≥ 0 and any measurable subset E, then
this measure is called accretive. In the case of the three dimensional Navier-Stokes
equations, however, a semigroup is not known to be available and such a notion does
not make sense in this way. But we may still define a notion of accretion based on
the multivalued evolution maps defined in Section 2.8 (see Definition 7.1). We then
prove that any Vishik-Fursikov stationary statistical solution is accretive in this sense
(see Theorem 7.1), extending, with a much simpler proof, a result previously known
only for time-average stationary statistical solutions [18].
The accretion property allows us to apply to these measures the recurrence results
given in Section 8.
7.1. Accretive measures. Recall from Lemma 2.16 that if E is Borel then ΣtE is
universally measurable. Hence, the following definition makes sense.
Definition 7.1. A Borel probability measure µ on the phase space H is said to be
accretive with respect to the family {Σt}t≥0 if
µ(ΣtE) ≥ µ(E), ∀t ≥ 0, (7.1)
for all Borel subsets E of H.
In [18, 13] it has been proved that any time-average stationary statistical solution
for the three-dimensional Navier-Stokes equations is accretive in the sense above (see
also [10]):
Proposition 7.1 ([18, Theorem 3.4]). Any time-average stationary statistical solu-
tion on H is accretive with respect to {Σt}t≥0.
Remark 7.1. There is another important related concept which is that of a semi-
invariant Borel probability measure µ on H , for which µ(SR(t)
−1E) ≤ µ(E), for all
t ≥ 0 and all Borel sets E in H , where SR(t) is the “strong-solution” operator defined
on a subset DR(t) of V of initial conditions u0 for which there is a unique strong
solution SR(·)u0 on [0, t]. (See [10, pages 28, 33, and 37], where such a measure was
called accretive, but it is different from the notion of accretive measure currently
used).
Thanks to the regularity of a Borel probability measure on H , the accretion prop-
erty extends to arbitrary measurable sets:
Lemma 7.1. Let µ be an accretive Borel probability measure on H with respect to
the family {Σt}t≥0. Let t ≥ 0 and suppose E is a µ-measurable set such that ΣtE is
also µ-measurable. Then µ(ΣtE) ≥ µ(E).
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Proof. We approximate the measure of E from below by the measure of a compact
set K ⊂ E. Since K ⊂ E, we have ΣtK ⊂ ΣtE. Then, applying also the accretion
property to K, we find
µ(ΣtE) ≥ µ(ΣtK) ≥ µ(K).
Taking the supremum in K ⊂ E compact, we obtain
µ(ΣtE) ≥ sup{µ(K); K ⊂ E, K compact in H} = µ(E),
which completes the proof. 
Accretive measures satisfy a strengthened accretion property according to the fol-
lowing result.
Lemma 7.2. Let µ be an accretive measure on H for {Σt}t≥0. Then,
µ(ΣtE) ≥ µ(ΣsE), ∀t ≥ s ≥ 0, (7.2)
for all Borel subsets E of H. 
Proof. This result is based on Lemma 2.18, which guarantees that ΣsE and ΣtΣsE
are measurable, and on Lemma 7.1, which extends the accretion property to such sets.
Then, for t ≥ s ≥ 0, we have ΣtE = Σt−s+sE ⊃ Σt−sΣsE, and using the accretion
property starting from ΣsE, we find µ(ΣtE) ≥ µ(Σt−sΣsE) ≥ µ(ΣsE), which gives
the strengthened form of accretion. 
The result of Lemma 7.2 was announced in [11] and given in [14] (see also [13]).
However, the measurability of these sets was not completely proved.
7.2. Accretion property for Vishik-Fursikov statistical solutions. First, we
prove a form of accretion for time-dependent Vishik-Fursikov statistical solutions.
A related result was given in [14], in which it was shown that, given any Borel
probability measure µ0 on H with finite mean kinetic energy, there exists at least
one time-dependent statistical solution {µt}t≥0, in the original sense of Foias and
Prodi [9, 14], that satisfies the accretion property µt(ΣtE) ≥ µ0(E), for any Borel
subset E ⊂ H and any t ≥ 0. Here, we show that this property is true for any
time-dependent Vishik-Fursikov statistical solution.
Theorem 7.1. Let {ρt}t≥0 be a Vishik-Fursikov statistical solution over [0,∞). Then
{ρt}t≥0 satisfies
ρt(ΣtE) ≥ ρ0(E),
for all Borel sets E in H and all t ≥ 0.
Proof. Let ρ be the associated Vishik-Fursikov measure over [0,∞). Since E is Borel,
Lemma 2.16 yields that ΣtE is universally measurable, hence, ρt-measurable.
Since ρt is a regular Borel measure on H we have that
ρt(ΣtE) = inf {ρt(O); O ⊃ ΣtE, O open in H} .
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Consider then O ⊃ ΣtE open in H . Such O is a Borel set in Hw. Since Πt :
Cloc([0,∞), Hw) → Hw is continuous, for t ≥ 0, the set Π
−1
t O is Borel in the space
Cloc([0,∞), Hw) and ρt(O) = ρ(Π
−1
t O). From Theorem 3.3, ρ is carried by U[0,∞), so
that we write
ρt(O) = ρ
(
(Π−1t O) ∩ U[0,∞)
)
.
Since O ⊃ ΣtE, this means that
ρt(O) ≥ ρ(Π
−1
t ΣtE) ∩ U[0,∞)).
Notice, now, that
(Π−1t ΣtE) ∩ U[0,∞) ⊃ (Π
−1
0 E) ∩ U[0,∞), (7.3)
which implies that
ρt(O) ≥ ρ
(
(Π−10 E) ∩ U[0,∞)
)
= ρ0(E).
Question?:
(Π−1t ΣtE) ∩ U[0,∞) ⊃ (Π
−1
s ΣsE) ∩ U[0,∞), ∀t ≥ s ≥ 0?
Thus, from the regularity property of ρt, we take the infimum of ρt(O) over O ⊃ ΣtE
to deduce that
ρt(ΣtE) ≥ ρ0(E),
which proves the desired accretion property for {ρt}t≥0. 
A simple time-translation of the previous result yields the following corollary.
Corollary 7.1. Let t0 ∈ R and let {ρt}t≥t0 be a Vishik-Fursikov statistical solution
over [t0,∞). Then {ρt}t≥t0 satisfies
ρt(Σt−t0E) ≥ ρt0(E),
for all Borel sets E in H and all t ≥ t0. 
The case of a Vishik-Fursikov stationary statistical solution is a particular case of
the previous result and yields the desired accretion result.
Corollary 7.2. Let ρ0 be a Vishik-Fursikov stationary statistical solution on H. Then
ρ0 is accretive for {Σt}t≥0.
Since we have seen that any time-average stationary statistical solution is a Vishik-
Fursikov stationary solution the above result gives a simplified proof of the accretion
for such solutions. We state this result as follows.
Corollary 7.3. Any time-average stationary statistical solution on H in accretive for
{Σt}t≥0
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Remark 7.2. In the proof of Theorem 7.1, if, besides (7.3), we had the more general
relation (Π−1t ΣtE)∩U[0,∞) ⊃ (Π
−1
s ΣsE)∩U[0,∞), for any t ≥ s ≥ 0, then we would find
that ρt(ΣtE) ≥ ρs(ΣsE), showing that ρt(ΣtE) is monotonic increasing in t. However,
we do not know whether the inclusion just mentioned is true for s > 0. In fact, one
cannot rule out the following situation: for some Borel set E ⊂ H and some s > 0,
there is a solution u ∈ U[0,∞) with u(s) ∈ ΣsE and u(t) /∈ ΣtE, for any t 6= s. Then,
if ρ is the Dirac delta measure carried by u, which is a Vishik-Fursikov measure, then
ρt(ΣtE) = 0, for t 6= s, and ρs(ΣsE) = 1, so that ρt(ΣtE) is not monotone. Notice
that, in this case, u cannot be strongly continuous from the right at t = s, otherwise,
using Lemma 2.1, we could paste the restriction of u over [s,∞) with the restriction,
over [0, s], of a solution v such that v(0) ∈ E and v(s) = u(s), which exists since
u(s) ∈ ΣsE. Then, we would find a solution which starts at E and is equal to u for
all t ≥ s, so that u(t) would belong to ΣtE, for t ≥ s, which would be a contradiction.
Remark 7.3. One can extend Corollary 7.2 to obtain the accretion property both
forwards and backwards in time. First of all, one can define the multi-valued evolution
map backwards in time by introducing, for any given t < 0 and any set E in H , the
set ΣtE of all points w ∈ H such that w = u(t) and u is a weak solution in U[t,∞)
with the condition u(0) ∈ E. For t < 0, we may also define the map Σ♯tE given by
all the points w ∈ H such that w = u(t) and u is a weak solution in U ♯[t,∞) with
the condition that u(0) ∈ E. As in the forward case, ΣtE and Σ
♯
tE are universally
measurable sets in H for any Borel subset E of H . Then, if I is an interval of the form
I = [t0,∞) or I = (t0,∞), with t0 < 0, or I = R, and {ρt}t∈I is a Vishik-Fursikov
statistical solution over I, it follows that {ρt}t∈I is backwards accretive with respect
to {Σ♯t}t∈I, t≥0 in the sense that
ρt(Σ
♯
tE) ≥ ρ0(E),
for all Borel sets E in H and all t ∈ I with t ≤ 0. Moreover, at the particular time
t = t0 < 0 we have that
ρt0(Σt0E) ≥ ρ0(R),
for all Borel sets E in H . The proofs follow the same lines as that for the proof of
Theorem 7.1. One difference is that now we work with Πt defined on Cloc(I,Hw). The
most significant change is that the inclusions now become
(Π−1t Σ
♯
tE) ∩ UI ⊃ (Π
−1
0 E) ∩ UI ,
in the result for Σ♯t, and
(Π−1t0 Σt0E) ∩ U[t0,∞) ⊃ (Π
−1
0 E) ∩ U[t0,∞),
in the result for Σt0 . In the particular case that ρ0 is a Vishik-Fursikov stationary
statistical solution on H , then the second result above together with Corollary 5.1
yields that ρ0 is backward and forward accretive for {Σt}t∈R in the sense that
ρ0(ΣtE) ≥ ρ0(E), ∀t ∈ R,
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for all Borel sets E in H .
8. Recurrence results
In this section, we address the property of recurrence for accretive measures and
Vishik-Fursikov stationary statistical solutions. In the classical theory, given an in-
variant measure for a dynamical system and a measurable subset E of the phase
space, almost all initial conditions in E are recurrent in the sense that their trajecto-
ries return to E infinitely often. In Section 8.1, we prove a version of this result valid
for arbitrary accretive measures (accretive in the sense of Definition 7.1). In Section
8.2 we apply the classical Poincare´ Recurrence Theorem (Theorem 2.1) to invari-
ant Vishik-Fursikov measures in the trajectory space and investigate its consequence
to the Vishik-Fursikov stationary statistical solutions, which are the projections of
invariant Vishik-Fursikov measures.
As mentioned in the Introduction, other ergodic-type results can be obtained. See,
for instance, Remarks 5.1 and 6.2, and our recent work [17].
8.1. Poincare´ recurrence for accretive measures. We first give the following
result, which is used in the proof of the main result in this section and which is also
interesting on its own.
Lemma 8.1. Let E be a Borel set in H and t ≥ 0. Then Σtγ(E) ⊂ γ(E). If, more-
over, µ is an accretive Borel measure in H for {Σt}t≥0, then µ(Σtγ(E)) = µ(γ(E)).
Proof. From the definition of the orbit as γ(E) =
⋃
s≥0ΣsE and using the fact that
ΣtΣsE ⊂ Σt+sE, it follows immediately that Σtγ(E) ⊂ γ(E).
Consider now an accretive measure µ on H for {Σt}t≥0. From Lemma 2.19, Σtγ(E)
is measurable. Then, from the accretion property, µ(Σtγ(E)) ≥ µ(γ(E)), while
from the inclusion Σtγ(E) ⊂ γ(E), we have that µ(Σtγ(E)) ≤ µ(γ(E)). Therefore,
µ(Σtγ(E)) = µ(γ(E)). 
We now present the main result of this section, concerning the recurrence for ac-
cretive measures.
Theorem 8.1. Let µ be an accretive Borel probability measure on H for {Σt}t≥0 and
let E be a µ-measurable set. Then, for µ-almost every u0 ∈ E, there exists a sequence
of positive times tn →∞ such that (Σtnu0) ∩ E 6= ∅ for all n ∈ N.
Proof. Since µ is a Borel measure, any µ-measurable set is of the form E = E0 ∪EN ,
where E0 is Borel and EN is of null measure. Hence, E0 ⊂ E in H and µ(E) = µ(E0),
so it suffices to show the result for the Borel set E0.
Consider the “good” set of recurrent points of E0:
Eg0 = {u0 ∈ E0; ∃(tn)n∈N, such that tn ≥ 0, tn →∞, and Σtnu0 ∩ E0 6= ∅, ∀n ∈ N} .
54 C. FOIAS, R. ROSA, AND R. M. TEMAM
We need to show that Eg0 has full measure in E0, i.e. µ(E0 \E
g
0) = 0. Note, using in
particular the a priori estimate (2.9), that the “bad” set E0 \E
g
0 can be decomposed
into
E0 \ E
g
0 =
⋃
n,k∈N
Ebn,k, (8.1)
where the smaller “bad” sets Ebn,k are given by
Ebn,k =
{
u0 ∈ E0 ∩BH(kR0); Σtu0 ∩ E0 ∩BH(kR0) = ∅, ∀ t ≥
n
νλ1
}
.
Hence, it suffices to show that µ(Ebn,k) = 0 for each n.
Let us first check that Ebn,k is a co-analytic subset of the Polish space BH(kR0)w,
i.e. its complement in BH(kR0)w is analytic (see Section 2.2). For that purpose, note
that
BH(kR0) \ E
b
n,k = (BH(kR0) \ E0)
⋃
(E0 ∩BH(kR0)) \E
b
n,k. (8.2)
Since E0 is Borel, we just need to check that E
b
n,k is co-analytic in E0 ∩ BH(kR0).
Thus, we need to show that (E0 ∩ BH(kR0)) \ Ebn,k is analytic. With that in mind,
we use that this set can be written as
(E0 ∩ BH(kR0)) \ E
b
n,k
= E0 ∩
(
Π0
(
Q
((
[n/νλ1,∞)× U[0,∞)(kR0)
)
∩ σ−1
(
Π−10 E0
))))
, (8.3)
where Q is the projection that takes an element (t,u) ∈ [0,∞)× Cloc([0,∞), Hw) to
the element u, in Cloc([0,∞, Hw). Indeed, this is a consequence of the following chain
of equivalences
u0 ∈(E0 ∩ BH(kR0)) \ E
b
n,k
⇔ u0 ∈ E0 ∩BH(kR0), ∃t ≥ n/νλ1, ∃v0 ∈ Σtu0 ∩ E0 ∩ BH(kR0)
⇔ u0 ∈ E0 ∩BH(kR0), ∃t ≥ n/νλ1, ∃v ∈ U[0,∞)(kR0), v(0) = u0, v(t) ∈ E0
⇔ u0 ∈ E0 ∩BH(kR0), ∃t ≥ n/νλ1, ∃v ∈ U[0,∞)(kR0) ∩ Π
−1
t E0, v(0) = u0
⇔ u0 ∈ E0, ∃t ≥ n/νλ1, u0 ∈ Π0
(
U[0,∞)(kR0) ∩Π
−1
t E0
)
⇔ u0 ∈ E0, u0 ∈ Π0
(
U[0,∞)(kR0) ∩
(
∪t≥n/νλ1Π
−1
t E0
))
⇔ u0 ∈ E0, u0 ∈ Π0
(
Q
((
[n/νλ1,∞)× U[0,∞)(kR0)
)
∩ σ−1
(
Π−10 E0
)))
⇔ u0 ∈ E0 ∩
(
Π0
(
Q
((
[n/νλ1,∞)× U[0,∞)(kR0)
)
∩ σ−1
(
Π−10 E0
))))
.
This proves the representation (8.3). Now we need to show that the right hand side
of (8.3) is analytic. Since E0 is Borel, this amounts to showing that the projection
(Π0 ◦Q)
((
[n/νλ1,∞)× U[0,∞)(kR0)
)
∩ σ−1
(
Π−10 E0
))
(8.4)
is analytic. Since E0 is Borel in H and σ and Π0 are continuous, the set σ
−1
(
Π−10 E0
)
is a Borel set in [0,∞) × Cloc([0,∞), Hw). On the other hand, since U[0,∞)(kR0) is
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Borel, the set (
[n/νλ1,∞)× U[0,∞)(kR0)
)
∩ σ−1
(
Π−10 E0
)
(8.5)
is a Borel subset of the space [0,∞) × U ♯[0,∞)(kR0). According to Lemma 2.3, the
space U ♯[0,∞)(kR0) is Polish, and hence so is [0,∞) × U
♯
[0,∞)(kR0). Thus, the set in
(8.5) is a Borel subset of the Polish space [0,∞)×U ♯[0,∞)(kR0). Hence, the set in (8.4)
is the continuous projection, through the projector Π0 ◦Q and into the Polish space
BH(kR0)w, of a Borel subset of a Polish space. Since continuous functions between
Polish spaces take Borel sets into analytic sets, (see Fact (iii) at the end of Section
2.2), it follows that the set in (8.4) is analytic in BH(kR0)w. Hence, we conclude from
(8.3) and (8.2) that Ebn,k is co-analytic.
Since any co-analytic set is universally measurable (see Fact (i) at the end of Section
2.2), it follows, in particular, that Ebn,k is µ-measurable. We now want to show that
Ebn,k is a null set with respect to the measure µ.
Notice that ΣtE
b
n,k ∩E
b
n,k = ∅, for t ≥ n/νλ1, otherwise we would find u0 ∈ E
b
n,k ⊂
E0 such that Σtu0 ∈ E
b
n,k ⊂ E0, which contradicts the fact that u0 ∈ E
b
n,k. Then, we
have
Ebn,k
⋂ ⋃
t≥n/νλ1
ΣtE
b
n,k

 = ∅.
Having in mind the lower regularity property of µ in H , we consider an arbitrary
strongly compact set K included in Ebn,k. From this inclusion, it is clear that we also
have
K
⋂ ⋃
t≥n/νλ1
ΣtK

 = ∅.
Using property (2.12) of {Σt}t≥0, we find Σn/νλ1ΣtK ⊂ Σn/νλ1+tK, so that⋃
t≥n/νλ1
ΣtK =
⋃
t≥0
Σn/νλ1+tK ⊃
⋃
t≥0
Σn/νλ1ΣtK = Σn/νλ1
(⋃
t≥0
ΣtK
)
= Σn/νλ1γ(K).
Hence,
K ⊂
(⋃
t≥0
ΣtK
)
\

 ⋃
t≥n/νλ1
ΣtK

 ⊂ γ(K) \ Σn/νλ1γ(K).
Using Lemma 8.1, we deduce that
µ(K) ≤ µ(γ(K) \ Σn/νλ1γ(K)) ≤ µ(γ(K))− µ(Σn/νλ1γ(K)) = 0.
Since µ is a regular measure and µ(K) = 0 holds for any strongly compact set K
included in Ebn,k, we obtain that
µ(Ebn,k) = sup{µ(K); K ⊂ E
b
n,k, K compact in H} = 0.
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Then, as mentioned in the beginning of the proof, we conclude, using the decompo-
sition (8.1) of the bad set, that µ(E0 \ E
g
0) = 0, so that the “good” recurrent set E
g
0
is of full measure in E0. 
Remark 8.1. Theorem 8.1 can be interpreted in the following way: Given a µ-
measurable set E with µ(E) > 0, we have that for µ-almost every u0 in E, there
exists a sequence of positive real numbers tn →∞ and a sequence of weak solutions
un on [0,∞) with un(0) = u0 such that un(tn) ∈ E. In particular, we find that the
support in H of an arbitrary accretive measure µ for the 3D Navier-Stokes equations
is made only of points which are nonwandering in H with respect to the Leray-Hopf
weak solutions. By that we mean that for any u0 in supp µ, for any ε > 0, and for an
arbitrarily large time T , there exists an initial condition v0 within a distance ε of u0
in H and a weak solution v = v(t) defined for all t ≥ 0 with v(0) = v0 such that for
some t ≥ T , the point v(t) lies within ε of u0 in H .
Remark 8.2. We have seen that a stationary statistical solution µ is carried by
BH(R0). We have also seen that time-average stationary statistical solutions are
accretive for {Σt}t≥0. But not necessarily every accretive measure is a stationary
statistical solution. Theorem 8.1 implies that any accretive measure is carried by
BH(R0). This follows from the energy estimate (2.9), which implies that all the
recurrent points must be included in BH(R0).
Remark 8.3. The set of recurrent points defined in the proof of Theorem 8.1 can be
written as
Eg0 =
⋂
n
⋃
k
(
E0
⋂(
Π0Q
((
[n/νλ1,∞)× U[0,∞)(kR0)
)⋂
σ−1(Π−10 E0)
)))
This is another way of seeing that Eg0 is universally measurable.
8.2. Poincare´ recurrence for Vishik-Fursikov stationary statistical solu-
tions. The previous Theorem 8.1 is an adaptation of the Poincare´ recurrence theorem
to a measure which is not necessarily invariant. It applies to any accretive measure.
In particular, it applies to Vishik-Fursikov stationary statistical solutions since they
are accretive according to Corollary 7.2. However, since the Vishik-Fursikov station-
ary statistical solutions are projections of invariant Vishik-Fursikov measures, we can
use the dynamic structure in the trajectory space and obtain a stronger result from
a direct application of the classical Poincare´ Recurrence Theorem (Theorem 2.1).
We start by writing the recurrence property for invariant Vishik-Fursikov measures,
which is an immediate consequence of Theorem 2.1 and the fact that ρ is an invariant
measure for the translation semigroup {στ}τ≥0.
Corollary 8.1. Consider an interval I ⊂ R unbounded on the right. Let ρ be an
invariant Vishik-Fursikov measure over I, and let E ⊂ Cloc(I,Hw) be a Borel set.
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Then, for ρ-almost all trajectories u in E , there exists a sequence of positive times
tn →∞ such that σtnu ∈ E .
When interpreting results such as this in phase space, the following result is useful.
Lemma 8.2. Let ρ be a Borel probability measure on Cloc([0,∞), Hw) which is carried
by W♯[0,∞) and let ρ0 = Π0ρ. Let E be a Borel set in H and set E = Π
−1
0 E0. Suppose
that N is a ρ-measurable subset of E with ρ(N ) = 0. Then, N = E \ (Π0(E \ N )) is
a ρ0-measurable subset of E with the properties that
E \N = Π0(E \ N ), Π
−1
0 N ⊂ N ,
and
ρ0(N) = 0.
In particular, for any u0 ∈ E \N , the set Π
−1
0 {u0} ∩ (E \N ) is nonempty and of full
measure in Π−10 {u0} ∩ E .
Proof. Since Π0E = Π0Π
−1
0 E = E, we find that
E \N = E \ (E \ (Π0(E \ N ))) = E ∩Π0(E \ N ) = Π0E ∩ Π0(E \ N ) = Π0(E \ N ),
which proves the first claim. We also have that
Π−10 N = Π
−1
0 (E \ (Π0(E \ N ))) = (Π
−1
0 E) \ (Π
−1
0 Π0(E \ N )) ⊂ E \ (E \ N ).
Then, taking into consideration that N ⊂ E , we see that E \ (E \ N ) = N , so that
Π−10 N ⊂ N ,
which proves the second claim.
Now, using that Π−10 N ⊂ N , we see that Π
−1
0 N is a subset of a ρ-measurable set
of null ρ-measure, so that Π−10 N is also ρ-measurable with null ρ-measure. Hence, by
definition, N is a ρ0-measurable set with
ρ0(N) = ρ(Π
−1
0 N) ≤ ρ(N ) = 0.
The claims concerning u0 ∈ E\N follow directly from the construction of E\N . 
Now, using Corollary 8.1 and Lemma 8.2 we prove the following recurrence result
in the phase space H .
Theorem 8.2. Let ρ0 be a Vishik-Fursikov stationary statistical solution and let
E ⊂ H be a Borel set. Suppose that ρ0(E) > 0, for the sake of interest. Then,
for ρ-almost every solution u in E = Π−10 E, there exists a sequence of positive times
tn →∞ such that u(tn) ∈ E. In particular, for ρ0-almost all u0 in E, there exists at
least one global weak solution u ∈ W with u(0) = u0 and a sequence of positive times
tn →∞ such that u(tn) ∈ E, for all n ∈ N. In other words, for any u0 in E, the set
RE(u0) = {u ∈ Π
−1
0 {u0}; ∃(tn)n∈N, tn ≥ 0, tn →∞, u(tn) ∈ E}
is nonempty for ρ0-almost all u0 in E, and, moreover, RE(u0) is of full measure in
Π−10 {u0}.
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Proof. Using Corollary 5.1, we assume that there exists an invariant Vishik-Fursikov
measure ρ on W such that Π0ρ = ρ0. We apply Corollary 8.1 to this measure ρ and
with E = Π−10 E, whose measure by definition is ρ(E) = ρ(Π
−1
0 E) = ρ0(E) > 0. In
doing so, we find that there exists a set N ⊂ E such that ρ(N ) = 0 and such that
for any u ∈ E \ N , there exists a time sequence tn → ∞ such that σtnu ∈ E , for all
n ∈ N. In this case, u(tn) = Π0σtnu ∈ Π0E = Π0Π
−1
0 E = E. In other words, for any
u ∈ E \ N , there exists such a sequence tn such that u(tn) ∈ E, for all n ∈ N.
Set now N = E \ (Π0(E \ N )) as in Lemma 8.2. Then, N is of ρ0-null measure
and for every u0 ∈ E \N , there exists u ∈ E \ N such that u0 = Π0u, which means
that for ρ0-almost every u0 in E, there exists a trajectory u with u(0) = u0 and a
sequence of positive times tn → ∞ such that u(tn) ∈ E, for all n ∈ N. This also
means that, for any u0 ∈ E \ N , the set RE(u0) is nonempty, i.e. it is nonempty
ρ0-almost everywhere.
Finally, since RE(u0) clearly contains Π
−1
0 {u0} \ N , then
ρ(Π−10 {u0} \ RE(u0)) ≤ ρ(Π
−1
0 {u0} \ (Π
−1
0 {u0} \ N ))
= ρ(Π−10 {u0} ∩ N ) ≤ ρ(N ) = 0,
which shows that RE(u0) is of full measure in Π
−1
0 {u0}. 
Notice that this last result is stronger than the one in Theorem 8.1 since the
solution which returns to E infinitely often is the same, but this result applies only
to Vishik-Fursikov stationary statistical solutions.
Notice also that Theorem 8.2 holds trivially in the case that ρ0(E) = 0, but the
result is vacuous.
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