We consider a problem concerning a network and a set of maintenance requests to be undertaken. The aim is to schedule the maintenance in such a way as to minimise the impact on the total throughput of the network. We apply disaggregated Benders decomposition using lazy constraints to solve the problem to optimality, as well as explore the strengths and weaknesses of the technique. We prove that our Benders cuts are Pareto-optimal. Solutions to the LP relaxation also provide further valid inequalities to reduce total solve time. We implement these techniques on simulated data presented in previous papers, and compare our solution technique to previous methods and a direct MIP formulation. We prove optimality in many problem instances that have not previously been proven.
Network design and scheduling problems are perfect candidates for Benders decomposition, as they can be separated into sub-and master problems. The sub-problems for these problems involve computing the maximum flow through the network, and the master problem handles the higher-level design of the network in order to have the greatest flow subject to design constraints. Disaggregated Benders decomposition can be applied if the flow at any time is independent of the flow at other times. This often makes the solution of large network design problems easier.
We consider a problem of performing maintenance on a network to minimise the impact on total flow through the network. Boland et. al. [1] solved this problem to near-optimality using heuristics. In this paper we show that this problem can be solved quickly using disaggregated Benders decomposition and lazy constraints. The problem formulation we use is similar to that of Boland et. al, with different notation and a necessary change to one constraint. We then decompose the problem into a master problem and a set of sub-problems, and apply disaggregated Benders decomposition to solve it.
The networks considered by Boland et. al. [1] are rail networks for moving coal from the Hunter Valley to shipping terminals in Newcastle. The arcs of the network represent railway lines and the nodes are junctions, where it is possible to choose which direction to take. In the real network the shipping terminal is comprised of different machines and railways which are also modelled as being part of the same network, and similarly have maintenance jobs assigned to them.
The rest of this section will be a short description of the max-flow min-cut theorem which is useful in solving this problem. In Section 2 we define the problem and present the formulation. Section 3 is where we describe the use of Benders decomposition and lazy constraints to separate and solve the problem. We also look at a scenario which makes this problem more difficult to solve, and prove the pareto optimality of our Benders cuts. In Section 4 we present our results and compare them to those found by Boland et. al. [1] , as well as to the direct MIP implementation in our version of Gurobi. Section 5 contains concluding remarks.
Max-flow min-cut theorem
The max-flow min-cut theorem was discovered and proven by Elias, Feinstein and Shannon [7] , and independently also by Ford and Fulkerson [8] , in 1956. We will use the nomenclature from Elias, Feinstein and Shannon in talking about the max-flow min-cut theorem.
A cut-set of a network is defined as a set of arcs which, when removed, prevents all flow from the source to the sink. This does not necessarily have to make the graph disconnected, as arcs are allowed to flow backwards, but there will be no complete path flowing forwards from the source to the sink. A simple cut-set is a cut-set which would no longer be a cut-set if any arc was omitted from it. The value of a cut-set is the sum of the capacities of all arcs in the set. A minimal cut-set is the cut-set with the smallest value of all possible cut-sets of the network.
With these definitions, we can state the max-flow min-cut theorem, which we have paraphrased from Elias et. al. [7] : Theorem 1. The maximum possible flow from the source to the sink through a network is equal to the minimum value among all simple cut-sets.
For proof of this theorem we refer the reader to the original paper by Elias et. al. [7] . We use this theorem to place bounds on the flow of the network based on the availability of arcs which are in a simple cut-set, especially the minimum cut-set.
Problem definition
We start with a network G = (V, A) where V is the set of nodes and A is the set of directed arcs. Without loss of generality, assume the network has only one source and one sink, and that there is a directed arc from the sink to the source. This can be achieved by adding two new nodes -one source and one sink -and then adding directed arcs from the new source to the original sources, and from the original sinks to the new sink. The arc that connects the sink to the source now measures the total flow through the network. It has sufficiently high capacity that it does not restrict flow through the network, and is denoted arc 0. We have a set of maintenance requests that must be performed. Each request has a release time Re r , a deadline De r and a duration Dur r . It is assumed that a work crew will be available for each job regardless of where in the time window the job occurs. If maintenance is being performed on an arc, then the flow along that arc must be 0. If the arc is open, then the flow must not exceed Cap a . As in [1] , we make the assumption that no two jobs in R a for any a can overlap. This allows us to strengthen the main scheduling constraint which now says if any maintenance job on a particular arc has started less than Dur r time periods previously (i.e. it is still running), then the arc is closed, otherwise it is open.
The problem maximum total flow with flexible arc outages (MaxTFFAO) is now as follows:
(MIP-OBJ)
Subject to:
Start rt = 1 ∀a ∈ A, ∀t ∈ T (MIP4)
The objective (MIP-OBJ) is the sum of flow across the arc connecting the sink to the source, which measures the total flow of the network, over the considered time periods. Constraints (MIP1-MIP2) ensure that flow into and out of a node are the same, and that flow along any arc does not exceed the capacity.
Constraint (MIP3) ensures that every maintenance job is performed exactly once, and (MIP4) is the modified constraint to control the y at variable appropriately.
Disaggregated Benders decomposition and lazy constraints
In this problem, the continuous variables x at , and integer variables y at and Start rt , only occur together in one constraint: the capacity constraint (MIP2). This allows us to apply Benders decomposition by separating out the continuous variables into a sub-problem, and approximating the solution to the sub-problem with a new variable θ. The result of this is a smaller, more relaxed problem which can be explored faster.
This decomposition has a natural interpretation. The master problem finds the optimal maintenance schedule given the estimates of the network throughput, and the sub-problems calculate the actual throughput given the network configuration. Because the flow through the network at each time t ∈ T is independent of the flow at other times, we further break up the problem by disaggregating the sub-problems in t, so we solve one sub-problem for each time period.
Traditional Benders decomposition is useful because it results in a smaller, easier to solve master problem. Because the variables associated with the sub-problems are being approximated rather than computed exactly, the master problem is more relaxed than the direct implementation, which could result in a larger branch-and-bound tree to find the optimal solution. While this means more nodes of the branch-and-bound tree need to be explored, the small size of the sub-problems means the nodes can be explored more quickly, and thus the whole problem can be solved more quickly.
Given a feasible solution for y at , denoted by y * at , we solve the sub-problems for each time period. Each sub-problem is of the form:
(SP-OBJ)
for every t ∈ T . These are small linear programs which are easily solved by any good optimisation software package. Having solved the sub-problems, the dual variables associated with constraint (SP2)
provide an estimate of the impact on the total flow of switching each arc on or off, which will allow us to add Benders cuts to the master problem. We denote these dual variables as u at , and hence the dual problem will consist of minimising
We approximate the solutions to the sub-problems with new variables in the master problem, θ t . For each t ∈ T , a valid upper bound on the objective of the dual problem, and hence the objective of the primal problem, is given by:
where K is the number of times we have added Benders cuts. We now present the master problem for the disaggregated Benders decomposition formulation for the MaxTFFAO problem:
The master problem includes all constraints from the original MIP that do not contain x at variables, replacing them instead with the approximation variables θ t . An advantage of the disaggregation of the flow problems is that they now only depend on the configuration of arcs y at for each t ∈ T . As such, we store solutions to these flow problems, where the key is the vector (y at |∀a ∈ A). If a flow problem with a certain configuration of arcs has already been solved, we recall it from memory rather than calculating it again. The number of times we solve and recall flow problems will be shown in the results section for some cases. There are several other improvements we have made to increase the effectiveness of the solver.
While exploring the branch-and-bound tree, at each integer solution, the values of θ t are checked. If the approximations are incorrect, we add a new Benders cut to the problem, which we add as a lazy constraint.
This is the most efficient way of implementing Benders decomposition. Our implementation of Benders
decomposition with only what has been described above will be referred to as DBD.
Initial cuts
We begin by considering the case where all arcs are turned on, i.e. y at = 1 ∀a ∈ A, ∀t ∈ T . This gives us an upper bound on the flow through the network in any case, because turning an arc off cannot possibly increase the total flow. The set of arcs which have a non-zero dual variable associated with their capacity constraints is a "minimum cut-set" from the max-flow min-cut theorem [7] . In other words, they are bottlenecks of the network, since turning any of them off will directly affect the total flow through the network.
Consider the trivial case in Figure 1 . To start with, the arc with capacity 10 is the bottleneck. It is the only arc with a non-zero dual variable, so the initial cut will be θ t ≤ 10y 2,t for every t. Next, we change the capacity of this arc to be larger than that of the total flow arc (i.e. 100). When we solve the flow problem again, we see that arc 1 will be the bottleneck. Since it is the only arc with a non-zero dual variable, we add another cut θ t ≤ 20y 1,t for every t. We increase the capacity of this arc as before, calculate the solution to the new flow problem, and find that the total flow arc is now the bottleneck. When this occurs, we are finished adding initial cuts.
Both of these initial cuts are valid, since turning off either of these arcs will restrict all flow through the network and θ t = 0. For larger problems, the bottlenecks will consist of multiple arcs, and the cuts provide information about how closing arcs in those bottlenecks affects the flow.
Consider now the less-trivial example in Figure 2 . This is a layered network, where the sum of the capacities of arcs 3-6 is 10 and of arcs 7-10 is 20. In this case the initial cut-set will be arcs 3-6 since they form the minimum cut-set. The cuts we add will be:
Because this is a minimum cut-set by the max-flow min-cut theorem, cutting any of these arcs will reduce the total flow through the network. When we increase these capacities and solve the maximum flow problem again, we find the second cut-set of arcs 7-10. We then add the cuts:
θ t ≤ 4y 7,t + 8y 8,t + 5y 9,t + 3y 10,t ∀t ∈ T
which are also valid.
With these initial cuts, we can find a solution to the master problem which satisfies our scheduling constraints. We then solve the problem as before, except now we start with a tighter LP bound. This implementation will be labelled as Pre-cuts. Another potential improvement is user-suggested heuristics. While the MIP solver is exploring nodes, adding Benders cuts will cut off the current solution because the values of θ t are too high. When this happens, we construct a feasible solution with the same values of y at and Start rt , but set θ t equal to the solutions to the sub-problems that were solved, and suggest this to the solver as a heuristic solution.
In our experiments, it has in some cases led to significant jumps in reducing the optimality gap. This implementation is called MAIN. We do this repeatedly until the objective value found by the relaxed problem stops decreasing. Once this occurs, we restore the integrality constraints and solve the problem once more. This results in a tighter LP bound and often leads to great improvements in the solve time of the MIP. However, the time it takes to solve the relaxed problem multiple times must be taken into account. The full implementation with all features is called LP-R.
Strength of the LP-Relaxation
All jobs r ∈ R can start during the time window This implies that
This means that the arc the job is being performed on will be fractionally closed for almost the entire time between Re r and De r , whereas in the integer program it must be fully closed for Dur r . If closing this arc results in a change in the minimum cut-set of the network, but fractionally closing the arc does not, then the relaxed problem will not properly reflect the impact on the objective value from closing this arc.
When exploring the branch-and-bound tree, we give branching priority to the y at over the Start rt variables to allow more balanced branching to occur. That is, the impact of setting a branch variable to 1 is similar to the impact of setting it to 0.
Algorithm details
We have included pseudo-code for our algorithms to give a brief idea of how our implementations are set up. The first is the main procedure, which includes potential calls to the sub-routines PRE-CUTS and LP-RELAX, depending on which implementation is being used. When we talk about building models, we are referring to creating a Model object in Gurobi [11] .
Because we have disaggregated the sub-problems in time, and they are all identical, we only need to build one model and use it to solve the flow sub-problems for all time periods. The results of these sub-problems are stored in a dictionary Y. For any time t , (y at ∀a ∈ A) will be the configuration of arcs of the network, i.e. which arcs are open and which are closed.
The configuration y at is the key to a dictionary entry which holds a tuple. The first value is the total flow through the network and the second is a vector u a ∀a ∈ A of the dual variables associated with the capacity constraints of each arc.
When we need the solution to a sub-problem for a certain configuration of arcs, we first check to see if we have already solved it. If y at is a valid key to the dictionary we simply recall the tuple stored in that entry. If that particular configuration has not been solved, we pass the values y at to the sub-problem model and solve the max-flow problem. We then store the results of this in the dictionary under the key y at .
The last "if" statement of Algorithm 2 is the addition we made to the MAIN implementation that is not present in DBD or Pre-cuts. After all new lazy constraints have been added, it is possible that the current Retrieve values of y at and pass to Sub-Model
Suggest θ t =θ t ∀t ∈ T as heuristic solution Enforce integrality constraints for y at and Start rt values of θ t may violate them, so we suggest a heuristic solution to the solver instead. This solution uses the same configuration of arcs y at ∀a ∈ A, ∀t ∈ T , however we set the values of θ t to the solutions of the sub-problems, which we know do not violate the new constraints.
Proof of Pareto-optimality of Benders cuts
It has been shown that the use of Pareto-optimal cuts can greatly improve the convergence rate of Benders decomposition [3, 10, 9] . Pareto-optimal cuts are especially powerful when there is degeneracy in the subproblems of the Benders decomposition, which is the case in network design problems [10] . The definitions of dominating and Pareto-optimal cuts we use come from Magnanti and Wong (1981) [9] , but have been modified to match our problem.
Since these cuts are disaggregated in time, we will omit all t parameters for simplicity. This means we will consider θ instead of θ t , and likewise x a , y a , u a . Since our Benders cuts depend only upon our y variables, we write them in a general form θ ≤θ k (y), whereθ
feasible y and is a strict inequality for at least one feasible y.
The contrapositive of this is that if there exists a feasible solution y * such thatθ
Definition 2. A Benders cut θ ≤θ k (y) is considered Pareto-optimal if it is not dominated by any other cuts.
That is to say, if for any other Benders cut θ ≤θ l (y) one can find a feasible solution y * such that
Observation 1. For a given network configuration y a and its primal and dual flow solutions x a and u k a , the set A k = {a ∈ A|u k a > 0} ⊂ A must constitute a simple cut-set of the original network.
This comes from the max-flow min-cut theorem. Because our network has uniform demand weighting, we redefine this set as A k = {a ∈ A|u k a = 1} ⊂ A. If the set is not a simple cut-set, then the Benders cut generated by the set will not be Pareto-optimal. If A k is not a cut-set, then we choose the network configuration y * where all arcs in A k are closed and all other arcs are open. Since A k is not a cut-set, it is still possible for flow between the source and the sink to occur, so θ > 0, however we also have that
Cap a y * a = 0. This means the constraint generated by A k is invalid.
If the set A k is a cut-set but not a simple cut-set, then there exists an arc a ∈ A k such that A k \ {a } is still a cut-set. Let A l = A k \ {a }, which means A l ∪ {a } = A k . We now compare the Benders cuts generated by these two sets:
So the Benders cut θ ≤θ l (y) dominates θ ≤θ k (y), and thus the Benders cut generated by A k cannot be Pareto-optimal. Using this we show that all the Benders cuts we generate are Pareto-optimal.
Theorem 2. Given a simple cut-set A k , the Benders cut θ ≤ a∈A k
Cap a y a =θ k (y), is Pareto-optimal.
Proof. The cut-set A k does not have to be minimal in the original network. Now, for any other Benders cut θ ≤θ l (y), we have another cut-set A l = {a ∈ A|u l a > 0} ⊂ A, and A k = A l . If we compare these two
Benders cuts, we get
For θ ≤θ k (y) to be Pareto-optimal, we need to find a solution y * such thatθ
we choose an arc a such that a ∈ A l and a / ∈ A k . Now we can take the solution
which is to turn off all arcs in A k and open all other arcs. Our Benders cuts now look like:
So θ ≤θ l (y) does not dominate θ ≤θ k (y). Since A l is arbitrary, we have that θ ≤θ k (y) is Paretooptimal.
Results and comparison
We tested our implementation on the same data as Boland et. al [1] , using several implementations. We started with disaggregated Benders decomposition using lazy constraints (DBD), added the tighter initial cuts (Pre-cuts), suggested new solutions as heuristics (MAIN) and solved the LP relaxation beforehand (LP-solver package [11] , running on a machine with Windows 8.1 Enterprise (64-bit). The machine has an Intel Core i7-3770 (3.40GHz) with 8GB of RAM.
Data we collected included the total run time of the program, the optimality gap, the number of lazy cuts added, branch-and-bound nodes explored and how many times the sub-problem was solved and recalled from memory. Total run time was recorded as an integer number of seconds. For the LP-R implementation,
we also recorded how many times the relaxed problem was solved.
Because Cap a ∈ N for our data sets, all feasible solutions will have integer objective values. This allows us to set a termination condition for the MIP gap, since an absolute gap of less than one is sufficient to prove optimality. Without this condition, some programs find the optimal solution in less than 10 minutes, and then spend vast amounts of time trying to close the gap by exploring hundreds of thousands of nodes.
Since this is unnecessary, we will terminate the program if the absolute gap is less than 0.999.
Comparing our results with those of Boland et. al. is not a simple task. As they used a straight MIP formulation in CPLEX and a number of heuristics, it is difficult to report optimality gaps. For the heuristics, the optimality gap is computed using the best upper bound found by the CPLEX implementation, which is not proving optimality in many cases. This means that their optimality gaps are over-estimates, and their heuristics may be closer to optimality than reported.
Simulated Data
Each of the three constructed data sets from Boland et. al. has eight networks of increasing size, and each network has 10 randomly-generated lists of maintenance requests. For all instances, the number of jobs per arc is between five and 15, and the duration is between 10 and 30 time steps. For the first instance, the number of possible starting times for each job ranges between one and 35, whereas in the second instance set, each job has between 25 and 35 potential start times. The second instance set is thus more difficult to solve in general, because there is a much higher chance of having jobs where the potential starting window is larger than the duration of the job, which causes the problem discussed in section 3.2. Finally, there is a third instance set where the number of possible starting times for each job is between one and 10. This is an especially easy case as there will almost never be a job with the aforementioned problem. Table 1 shows the average, minimum and maximum optimality gaps achieved while solving the first instance set using our four implementations. It also includes the number of maximum flow sub-problems solved, number of times solutions were recalled from memory, and number of lazy constraints added to the problem. The first three networks were all solved to optimality in less than five minutes, and even a number of the instances for the larger networks found optimal solutions in the time frame. The average optimality gap for MAIN and LP-R always was less than 0.4%, and the maximum gap for LP-R never exceeded 0.61%.
The second instance set was more difficult to solve, as expected. Table 2 shows that in many cases the problems did not solve to optimality within five minutes, though the gap was closed significantly more than in Boland et. al. [1] . Many instances closed to within 5% of optimality in the five-minute time window, and the average gap for MAIN was less than 3% in all cases.
The number of times the relaxed LP was solved is interesting. Our algorithm runs the relaxed LP and adds cuts until the objective function stops decreasing. For all cases in instance set 2, the LP was solved twice, which means there was no improvement after the first set of cuts. This implies that there was no direct benefit to adding cuts based on the solution to the relaxed problem. This can also be seen from the fact that in many cases the average optimality gap of LP-R was similar to or greater than that of MAIN.
We then compared only the MAIN and LP-R programs when given 30 minutes. Table 3 shows that for instance set 1, 70% of all schedules were solved to optimality. Even though none of the schedules for network five were solved to optimality, every schedule we tested was solved to within 0.3% of optimality by both methods. LP-R solved one more schedule in total than MAIN, however MAIN was more consistent in closing the optimality gap. The extra run time resulted in a tighter gap and four extra schedules being solved to optimality in instance set 2, as seen in Table 4 . The average gap was now less than 1.6% for LP-R and 1.3% for MAIN. The maximum gap had dropped from 9.2% to 3.3% for LP-R, and all solutions for MAIN achieved a gap of less than 2.6%.
While not always the best, our MAIN implementation performed consistently well compared to other methods, especially for the large networks. We also compared our method to the direct MIP formulation in Gurobi. This is for comparison with state-of-the-art general purpose solvers. Gurobi is effective for solving linear programs and small integer programs, though larger integer problems may benefit from a tailored approach, such as the one we describe. What is clear is that our method has better scalability than the direct MIP implementation. For the first four networks, Gurobi performs comparably, however as the networks get larger, the direct MIP fails to solve even the linear relaxation in 30 minutes. Table 3 shows that the direct implementation had difficulty in solving many of the cases. With the exception of network 3, the average gap for the MIP was always at least six times larger than for LP-R. Table 4 shows how the MIP struggled with the larger networks, and again with the exception of network 3, fewer cases were solved to optimality than by MAIN and LP-R. In instance set 2, the direct implementation failed to solve any of the linear relaxations of the job schedules of network 8.
Network 3 is an interesting case because of the number of nodes explored. In general, Benders decomposition yields a more relaxed problem. This means that the branch-and-bound tree should be larger, which is acceptable because the nodes can be explored much more quickly. However, in the case of network 3, especially for instance set 2, the number of nodes explored by our implementations is fewer than those explored by the direct MIP. This is because the objective value of the solution to the relaxed problem is equal to or very close to the IP solution's objective value. The result of this is that Gurobi must extract an integer solution with a similar objective value, and it is easier to do this for smaller models, which is why fewer nodes are explored by our implementations. For instance set 2, the solver-added cuts are sufficient to find a solution at the root node, so that branch-and-bound is not required.
Moreover, in most instances we found that Gurobi is able to add cuts at the root node much more effectively in the MAIN or LP-R models, compared to the Direct MIP. For example, in one instance the direct implementation started the Branch and Bound process after 900s with an optimality gap of 3.51%, while the MAIN implementation started after only 300s with a gap of 2.07%. This means that not only do we generate speed improvements by being able to search the Branch and Bound tree more quickly, the number of nodes in the Branch and bound tree also decreases due to the reduced model size and the improved bounds found by Gurobi's cutting algorithms.
This can be seen in Tables 3 and 4 from the average number of Branch and Bound nodes explored. In cases where all problems solved to optimality, our implementations required fewer nodes to be explored due to the tighter bounds and solver-added cuts. In the larger cases where no problems were solved to optimality, our implementations explored more nodes due to the increased efficiency resulting from disaggregated Benders decomposition. Table 5 shows the average and maximum run times for the problems in instance set 3. All instances in this set were solved to optimality in less than one minute. Because these instances are relatively easy to solve, there is not much difference between our implementations. Solving the linear relaxation first does not benefit these cases because they are easy enough to solve without it. The biggest difference is in the number Another common difference is the number of lazy constraints added during the solution process. Typically DBD has the most and LP-R has the fewest. This is because when we add the initial cuts, as in Pre-cuts, we no longer have to add them later as lazy constraints. The same applies to LP-R: more cuts are added as hard constraints before we begin the branch-and-bound process, so fewer lazy constraints are added.
Real-world Instances
We also tested our techniques on the instance sets derived from real-world data, provided by Boland The majority of jobs have durations between 1 and 18 hours, while the potential time window is set at two weeks for each job.
The fact that the potential job window is significantly larger than the duration of the job in all cases leads to the problem described in Section 3.2. The solver tends to start with a very weak LP bound and takes more time to converge to a solution. Table 6 shows that after two hours, the optimality gap is 7.4% ± 2% in all cases. It is possible to tell the solver to focus on finding better solutions rather than lowering the bound or proving optimality. In this case, the optimality gap is similar to before, however the objective values are higher and comparable to the results in Boland et. al. It is also possible to tell the solver not to add its own cuts and to instead use only the constraints we have added. The main benefit of this is that we enter the branch-and-bound process much earlier and thus can explore more nodes. The drawback is that the upper bound is not as tight as it would have been had the solver added its own cuts.
When looking across years and solver focus, in three out of four cases LP-R found the highest objective value, which is within 1.6 Mt of the best found solution in Boland et. al. for both instance sets. In most focus. This is likely because the initial cuts added during the pre-cuts stage and the additional constraints added from the relaxed problem are sufficient, and less time is spent at the root node adding cuts, so the branch-and-bound process is started sooner.
While these methods cannot prove optimality in two hours, neither can a heuristic or a direct implementation in CPLEX or Gurobi. The heuristics used in Boland et. al. are very good and our methods return similar objective values to theirs. If the solver focus were switched to providing a better upper bound, it may make a good bounding tool for checking the heuristic solutions against. Indeed, one can imagine a hybrid solution technique where two algorithms are run simultaneously, on separate threads or separate computers.
Conclusion
We have shown that disaggregated Benders decomposition is an effective technique for solving the MaxTF-FAO problem. In many simulated cases optimal solutions can be found in a short enough time to be practically useful. The amount of choice in the real world problems makes it difficult to prove optimality, however reasonable solutions can be returned in a short amount of time. In conjunction with the advanced capabilities of solvers such as Gurobi, disaggregated Benders decomposition can result in smaller problems with tighter bounds and smaller branch-and-bound trees. In future we would like to consider more broadly the class of integrated network design and scheduling problems to which this technique also applies. It would also be interesting to look at other problems to which disaggregated Benders decomposition can be applied, and see if similar benefits can be obtained.
