Background {#Sec1}
==========

Rapid urbanization in many countries is one of the many factors that has resulted in a long-term increase in global temperature and has made climate change a critical issue discussed by different parties. The general consensus is that the increasing frequency of extreme weather conditions, such as very hot days, is a product of climate change (Chapman et al. [@CR11]; Griffiths et al. [@CR20]). To understand further the consequences of climate change, many studies have examined the relationship between weather and human health. Among different health outcomes, death rate (Chan et al. [@CR8]; Goggins et al. [@CR19]) and hospitalization rate (Chan et al. [@CR9]) are two of the most popular research targets. Various diseases have also been linked to weather, including heart failure (Goggins and Chan [@CR17]), asthma (Lam et al. [@CR25]; Qiu et al. [@CR34]), and stroke (Goggins et al. [@CR18]). Nowadays, health records such as hospitalization and death records are commonly collected in digitalized format; this is among the main reasons why the above studies have become popular (Wong et al. [@CR41]; Wong et al. [@CR42]). In contrast, similar studies on the demand for emergency ambulance services (EAS) are relatively few in number, even though the number of EAS users is obviously much larger than the number of hospitalized patients and death cases. This situation is reflected in the number of journals in the category of emergency medicine and other health-related categories shown by the Clarivate Analytics' Journal Citation Reports (Clarivate Analytics [@CR13]). Moreover, it is also believed that the effects of climate are stronger on EAS than on hospitalization and mortality (CCOUC [@CR6]). As paramedics are the first health professionals to provide medical care to patients in emergency situations, EAS has become a critical part of the health service system. Knowing the effects of weather on EAS demand can help authorities to formulate health policies and also help people to protect themselves before the onset of adverse weather conditions. Some reports show that EAS demand in different countries is increasing yearly (Lai and Wong [@CR24]; Lowthian et al. [@CR29]). Therefore, understanding the abovementioned effects of weather can also help EAS managing authorities to cope with unexpected sudden increases in EAS demand under limited resources. For example, there are research reports that have recorded success in developing a 7-day EAS demand forecast system, using weather forecast reports and based on the identified significant meteorological predictors of EAS demand (Wong and Lai [@CR40]). Moreover, the effects of such predictors on long-term EAS demand could also be projected to help EAS managing authorities to achieve timely responses (Lai and Wong [@CR24]).

However, relatively few studies across the world have examined the relationship between weather and EAS demand. In the Western world, Thornes et al. ([@CR36]) analyzed 5 years (2007--2011) of EAS call-out data for Birmingham in the UK, and found that the number of EAS call-outs significantly increased during cold weather. They also found that the impact of the cold weather of December 2010 on EAS response time was almost as large as the impact of the swine flu pandemic in July 2009. Given that the increase in EAS demand has been mainly attributed to patients with certain diseases, some researchers have conducted similar studies by focusing only on these diseases. For example, Turner et al. ([@CR37]) analyzed 783,935 ambulance usage records from 2000 to 2007 for Brisbane in Australia, specifically focusing on cardiovascular patients. They found that EAS demand for cardiovascular patients was significantly increased by sustained periods of high temperature. This finding underscored the importance of installing heat warning systems that will assist with managing EAS during severe heat events. In contrast, Vencloviene et al. ([@CR38]) focused on patients with acute coronary syndrome (ACS) and included additional factors in their analysis, including relative humidity, barometric pressure, and wind speed. They concluded that, in addition to air temperature, barometric pressure and wind speed were also potential predictors of ACS.

In the Eastern world, Wong and Lai ([@CR39]) found that people with different social demographic characteristics showed different sensitivities to weather. Based on their analysis of daily EAS usage statistics in Hong Kong, they found that the elderly, poor, women, and more severe patients were relatively more vulnerable to weather. They obtained similar results from their analysis of monthly EAS demand statistics, which showed that age and socioeconomic status were closely related to vulnerable groups (Wong et al. [@CR43]). Similar studies have also been conducted in Asia-Pacific countries such as Japan (Onozuka and Hagihara [@CR32]; Onozuka and Hagihara [@CR33]), Korea (Kim et al. [@CR23]), and China (Chen et al. [@CR12]; Yang et al. [@CR44]). Surprisingly, the impact of adverse weather conditions on EAS demand in Taiwan has never been investigated in the literature. Although the negative impacts of extreme weather conditions on human health are significant, there is a paucity of publications related to weather effects on ambulance demand in Taiwan when searching the most popular medical journals database, "PubMed," using the search query of "(ambulance) AND (weather OR temperature) AND (Taiwan OR Taipei)." Lin ([@CR27]) has also pointed out that there is a lack of research on factors affecting Taiwan's EAS demand.

Given the differences in the climate, built environment, and lifestyle between Taiwan and Hong Kong, the findings of Wong and Lai ([@CR39]) in Hong Kong may not be applicable to Taiwan. For example, the daily temperature range in Taipei is significantly wider in both value and variation than that in Hong Kong (Table [1](#Tab1){ref-type="table"}). Moreover, given that the distance between buildings in Taiwan is significantly further than that in Hong Kong, people in Taiwan experience longer periods of outdoor exposure when their daily activities require them to travel from building to building, therefore giving them less protection from the outdoor environment. The Taiwanese are also not in the habit of using air conditioning all the time, which is considered common practice in Hong Kong, and therefore, they also have less protection from significant changes in temperature. As the capital of Taiwan, Taipei is one of the top ten destinations in the Asia-Pacific region in terms of international overnight arrivals, with around 7.4 million international visitors in 2016 (Mastercard [@CR30]). Therefore, studying the effects of weather on EAS demand in Taiwan is meaningful not only to local residents but also to international visitors. The Taipei city government does also recognize the negative impacts, and efforts have been made to help vulnerable groups protect themselves from adverse weather conditions. However, it is not uncommon for significant increases in deaths on cold days to be reported. In particular, during the 9-h period from 11 pm on 21 January 2019 to 8 am on 22 January 2019, when the temperature dropped below 10 °C, eleven out-of-hospital cardiac arrest cases were reported in the cities of Taipei and New Taipei. Gathering more information about vulnerable groups and ascertaining when they will be affected by weather could help EAS managing authorities in formulating cost-effective EAS management strategies and policies. Therefore, this study aims to look at the effects of weather on EAS demand in Taipei by analyzing EAS usage records.Table 1The profile of average temperature and change of temperature within a day in Taipei and Hong KongTemperature factor (°C)MeanMaximum valueStandard deviationTaipeiHong KongTaipeiHong KongTaipeiHong Kong*T*~avg~23.5223.4632.8031.205.544.91*T*~max~--*T*~min~6.424.1717.0011.002.811.50

Methods {#Sec2}
=======

Data {#Sec3}
----

### EAS usage records {#Sec4}

This study analyzed over 370,000 EAS usage records from April 2010 to December 2012, obtained from the Taipei City Fire Department. Only data up to 2012 were used in order to prevent the data period from overlapping with the 23-day Sunflower Student Movement in March 2013 and subsequent political events (Brindle [@CR5]), which may have had significant impacts on EAS demand despite being unrelated to weather. The collected EAS usage records include five variables, including date, age, gender, triage level (level 1: critical; level 2: emergency; level 3: urgent; level 4: semi-urgent; level 5: non-urgent), and case nature (trauma or non-trauma). The case nature for each patient was decided based on the clinical judgment of paramedics. In general, a case with physical injury caused by external force would be classified as a trauma case. The information is included in this study because it was recorded in the Taipei City Fire Department's database. It is useful when accounting for the possible effects of the popularity of motorcycle use in Taiwan. Information about disease type was not included in this dataset because paramedics are not expected to make diagnoses.

### Meteorological data {#Sec5}

Daily meteorological data were downloaded in time series format from the Central Weather Bureau Observation Data Inquiry System (Central Weather Bureau [@CR7]). From the 16 meteorological stations in the city, the Taipei meteorological station was selected to represent weather conditions in the city because of its location within the Taipei metropolitan area and proximity to sea level. Moreover, the measurements of this meteorological station are relatively complete compared with those of the 15 other stations in the city. The meteorological variables considered in this study include average temperature (*T*~avg~), minimum temperature (*T*~min~), maximum temperature (*T*~max~), cloud amount, relative humidity (RH), wind speed (WS), barometric pressure (BP), precipitation, and visibility.

Data analysis {#Sec6}
-------------

### Data preprocessing {#Sec7}

Before the data analysis, the EAS usage records were aggregated into daily time series data based on their date. In this way, the format of the EAS data was consistent with that of the meteorological data for conducting the data analysis. The 3-day moving average smoothing technique was applied to the EAS demand time series data to remove large, unexpected fluctuations resulting from disastrous events. Normalization was not applied to the data series because the yearly EAS demand did not significantly increase within the data period.

### Time-lag analysis {#Sec8}

After completing the above data preprocessing steps, time-lag analysis was carried out to ascertain the time-lag effects of temperature on EAS demand. To achieve this, the EAS demand time series with different days of time lag were regressed on *T*~avg~ and average temperature squared (*T*~avg~^2^) to find the lag effect of temperature on EAS demand. The number of days of time lag that yielded the regression model with the highest adjusted*-R*^2^ was considered in the subsequent analysis. In this time-lag analysis, both *T*~avg~ and *T*~avg~^2^ were included to address the quadratic relationship between *T*~avg~ and EAS demand. Both *T*~avg~ and *T*~avg~^2^ were selected because they represent the U shape pattern of the relationship between *T*~avg~ and EAS demand. The U shape relationship is applicable to both the summer and winter periods, during which the EAS demand will increase when *T*~avg~ increases and decreases respectively. If only the first-order term (i.e., *T*~avg~) is selected, the regression model formulated will be a straight line, not a U shape model. The U shape model has been observed in previous studies and considered the main focus of the meteorological effects on EAS demand (Lai and Wong [@CR24]; Wong and Lai [@CR39]; Wong et al. [@CR43]; Chan et al. [@CR10]; Iñiguez et al. [@CR22]; Lindeboom et al. [@CR28]; Yu et al. [@CR45]). Moreover, the U shape pattern of the effects of *T*~avg~ on EAS demand can easily be understood by a layman. Placing the focus on *T*~avg~ can make the final regression model of the relationship between weather and EAS demand easier to interpret from a layman's perspective.

### Analyzing the effects of weather on EAS demand {#Sec9}

After the time-lag analysis, the EAS demand time series data were split into different groups of data based on the value of the variables in the EAS usage records in order to represent demand from different groups of EAS users. In addition, all the EAS demand time series were shifted forward based on the number of days of time lag identified from the time-lag analysis in order to account for the time-lag effects. Each of the generated EAS demand time series data was then regressed on all weather factors via multivariate forward regression. Forward regression was selected because the algorithm would prioritize the most predominant factors (e.g., *T*~avg~ and *T*~avg~^2^) in the regression analysis. To be more precise, the forward regression analysis would only include suitable predictors in the regression model based on the forward variable selection method. The forward variable selection method would first assess all the independent variables one by one. The independent variable that satisfied the entry criterion (the significant level of the independent variable's *F* value \< 0.05) and had the highest correlation with the dependent variable would be included in the model. After the first independent variable had been included in the model, the independent variable that satisfied the entry criterion and had the largest partial correlation would be included in the model. This variable selection step would be repeated until none of the unselected independent variables satisfied the entry criterion (IBM SPSS [@CR21]). Linear models with an assumed Poisson distribution were not considered because the distribution of the daily ambulance demand counts was close to normal, and the data was no longer counting values after the 3-day moving average smoothing technique had been applied. Moreover, when using the same analysis method (i.e., multivariate forward regression) adopted in Wong and Lai's ([@CR39]) study, the results of the two studies can be more easily compared.

Twelve weather factors were considered, including (1) *T*~avg~; (2) *T*~avg~^2^; (3) *T*~max~--*T*~min~; (4) T~avg~ difference between 2 days; (5) *T*~avg~ difference among 3 days; (6) RH; (7) RH × *T*~avg~; (8) WS; (9) BP; (10) precipitation; (11) visibility; and (12) cloud amount. These factors were selected because they are the most common factors that can be calculated from basic meteorological variables. Moreover, they were also adopted in Wong and Lai's ([@CR39]) study, so selecting the same set of variables could facilitate result comparison. In addition, the effect of weekends and holidays can also be controlled by including a binary variable in the regression models. Assuming all the factors are included in the model, the model can analytically be written as shown below. In the equation, *B*~1~ to *B*~13~ are the regression coefficient of the corresponding independent variable in the model.$$\documentclass[12pt]{minimal}
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After comparing the effect sizes calculated using adjusted*-R*^2^ of the regression model of different groups of EAS users, the group of users most sensitive to weather could be identified based on the effect size classification system (Ellis [@CR16]). As the effect size classification system is based on *R* (not *R*^2^), the regression models' adjusted-*R*^2^ were transferred to *R* before being applied to the system (small: *R* \< 0.3; medium: *R* ≥ 0.30 and *R* \< 0.5; large: *R* ≥ 0.5).

Results {#Sec10}
=======

Table [2](#Tab2){ref-type="table"} presents the results of the lag effect analysis. In addition to the population as a whole, the elderly (aged 65+ years) were considered independently in the analysis because they were believed to be the most vulnerable group based on previous studies (Wong and Lai [@CR39]). The 4-day time-lag EAS demand data showed the highest correlation with *T*~avg~ and *T*~avg~^2^, which obtained adjusted-*R*^2^ values of 0.15 and 0.28 respectively in the regression model. Therefore, the 4-day time-lag EAS demand data were used in the subsequent analysis.Table 2Lag effect analysis of two target age groups based on adjusted-*R*^2^Service groupLag 0Lag 1Lag 2Lag 3Lag 4Lag 5All age groups0.070.070.100.140.150.1465+0.230.210.240.280.280.26

Table [3](#Tab3){ref-type="table"} shows the effects of weather factors on daily EAS demand from different age groups. Model (a) only contains temperature-related variables, while model (b) contains all the weather-related variables mentioned in the "[Data](#Sec3){ref-type="sec"}" section. The adjusted-*R*^2^ of the regression model (b) on the whole population was 0.16 with a medium-sized effect (Ellis [@CR16]). After analyzing the demands of different age groups, the model for the elderly (aged 65+ years) had the highest adjusted-*R*^2^ (0.30) with a large effect, while the models for the other age groups only had adjusted-*R*^2^ (0.02--0.05) with a small effect. The effect size difference of the variance explained by the models was considered meaningful, because the 0.25 difference on the adjusted-*R*^2^ (i.e., 0.3--0.05) can be interpreted as a large-sized effect (Ellis [@CR16]). The result for the elderly (aged 65+ years) shows that BP was negatively related to EAS demand (*B* = − 0.24; *p* \< 0.05), and model (b)'s adjusted-*R*^2^ was 0.01 larger than for model (a). Both models (a) and (b) included the control variable representing weekends and public holidays, and none of the models' control variables was significant (*p* \> 0.05). Regarding model (b) for the whole population, visibility was positively related to EAS demand (*B* = 0.55; *p* \< 0.05) and the control variable was insignificant (*p* \> 0.05). Including the factor of visibility in the model improved the model adjusted-*R*^2^ by 0.01. However, the effect size of the improvements was too low to be considered meaningful.Table 3Results of regression analysis by age groups (4-day time-lag data)Weather factorAll ages0--1415--3435--6465+(a)(b)(a)(b)(a)(b)(a)(b)(a)(b)Constant512.16\*\*\*503.76\*\*\*6.29\*\*\*6.29\*\*\*77.87\*\*\*86.16\*\*\*114.58\*\*\*114.91\*\*\*178.26\*\*\*427.08\*\*\**T*~avg~− 11.04\*\*\*− 10.59\*\*\*------------− 5.64\*\*\*− 5.91\*\*\**T*~avg~^2^0.21\*\*\*0.20\*\*\*------------0.10\*\*\*0.10\*\*\**T*~max~--*T*~min~----------− 0.33\*----0.45\*\*0.44\*\**T*~avg~ difference between 2 days--------------------*T*~avg~ difference among 3 days--------− 0.36\*\*− 0.35\*\*− 0.42\*\*− 0.43\*\*0.35\*0.42\*\*RH----− 0.14\*\*----RH × *T*~avg~------− 0.00\*\*\*--Cloud amount----------BP--------− 0.24\*Precipitation------0.06\*--Visibility0.55\*--0.24\*0.56\*\*\*--WS----0.50----Weekend and public holiday^(c)^− 1.62− 1.54− 0.52\*\*\*− 0.52\*\*\*− 1.09− 0.851.541.66\*0.850.83Adjusted-*R*^2^0.150.160.020.020.010.050.010.050.290.30\**p* \< 0.05; \*\**p* \< 0.01; \*\*\**p* \< 0.01^(a)^Only factors of temperature were considered^(b)^All factors in the table were considered^(c)^The factor of weekend and public holiday was controlled

Table [4](#Tab4){ref-type="table"} presents the results of the regression analysis by triage level. The patients with triage level 1 were most sensitive to weather (adjusted-*R*^2^ = 0.23), with a medium-sized effect. Although the models for level 2 and 3 patients also had a medium-sized effect, their adjusted-*R*^2^ values were relatively smaller than those for level 1 patients (level 1, 0.23 vs. levels 2 and 3, 0.09 and 0.09). The effect size difference of the variance explained by the models was considered meaningful, because the 0.14 difference on the adjusted-*R*^2^ (i.e., 0.23--0.09) can be interpreted as a medium-sized effect (Ellis [@CR16]). The effect size of the models for triage levels 4 and 5 can be neglected. When comparing the triage level 1 group's models (a) and (b), three new predictors (i.e., cloud amount, BP, and visibility) were discovered after considering meteorological factors other than temperature. All of them were negatively related to EAS demand (cloud amount: *B* = − 0.01, *p* \< 0.05; BP: *B* = − 0.08, *p* \< 0.05; visibility: *B* = − 0.09, *p* \< 0.05), but the improved model *R*^2^ was only 0.02, which is not large enough to be considered meaningful. In both models (a) and (b), the control variable for weekends and public holidays was insignificant (*p* \> 0.05).Table 4Results of regression analysis by triage level (4-day time-lag data)Weather factorLevel 1Level 2Level 3Level 4Level 5(a)(b)(a)(b)(a)(b)(a)(b)(a)(b)Constant45.34\*\*\*125.00\*\*82.00\*\*\*87.21\*\*\*156.75\*\*\*156.03\*\*\*38.32\*\*\*30.12\*\*\*4.01\*\*\*4.01\*\*\**T*~avg~− 1.75\*\*\*− 1.99\*\*\*− 2.50\*\*\*− 2.80\*\*\*− 0.74\*\*\*------− 0.12\*− 0.12\**T*~avg~^2^0.03\*\*\*0.04\*\*\*0.05\*\*\*0.06\*\*\*--------0.00\*\*0.00\*\**T*~max~--*T*~min~0.14\*\*0.24\*\*\*0.27\*\*0.36\*\*\*------------*T*~avg~ difference between 2 days--------------------*T*~avg~ difference among 3 days0.22\*\*\*0.27\*\*\*----------------RH------0.10\*\*--RH × *T*~avg~----− 0.01\*\*\*----Cloud amount− 0.01\*--− 0.08\*\*0.02\*--BP− 0.08\*--------Precipitation--0.09\*\*----Visibility− 0.09\*− 0.35\*\*\*0.82\*\*\*----WS----------Weekend and public holiday^(c)^0.050.010.070.011.752.08− 0.21− 0.28− 0.21\*\*− 0.21\*\*Adjusted-*R*^2^0.210.230.060.090.050.090.000.010.020.02\**p* \< 0.05; \*\**p* \< 0.01; \*\*\**p* \< 0.01^(a)^Only factors of temperature were considered^(b)^All factors in the table were considered^(c)^The factor of weekend and public holiday was controlled

Table [5](#Tab5){ref-type="table"} presents the results of the regression analysis by gender and case nature. Female patients were more sensitive to weather than male patients, with a 0.08 difference in adjusted-*R*^2^ and a small effect size. The effect size difference of the variance explained by the models could not be considered meaningful because the difference can only be interpreted as a small effect (Ellis [@CR16]). Both the female and male groups' model (a) can be improved by including meteorological factors other than temperature. The two sets of variables, (RH: *B* = 0.063, *p* \< 0.001; RH×*T*~avg~: *B* = − 0.03, *p* \< 0.001; and visibility: *B* = 0.42, *p* \< 0.001) and (RH×*T*~avg~: *B* = − 0.01, *p* \< 0.001; precipitation: *B* = 0.08, *p* \< 0.05; and visibility: *B* = 0.62, *p* \< 0.001), were found to be the respective predictors of the female and male groups' EAS demand. However, the corresponding improvements in the models after including these factors were only 0.02 with a small effect. On the other hand, the control variable for weekends and public holidays was significant in both models (a) and (b) for the female group (*p* \< 0.05).Table 5Results of regression analysis by gender and case nature (4-day time-lag data)Weather factorFemaleMaleTraumaNon-trauma(a)(b)(a)(b)(a)(b)(a)(b)Constant161.52\*\*\*93.44\*\*\*219.92\*\*\*191.93\*\*\*173.39\*\*\*− 182.79\*334.51\*\*\*892.43\*\*\**T*~avg~− 2.56\*\*\*1.29\*− 3.22\*\*\*--− 0.40\*\*\*--− 10.37\*\*\*− 10.91\*\*\**T*~avg~^2^0.04\*\*\*--0.06\*\*------0.21\*\*\*0.21\*\*\**T*~max~--*T*~min~----------------*T*~avg~ difference between 2 days------------0.66\*0.84\*\**T*~avg~ difference among 3 days----− 0.45\*− 0.66\*\*− 0.51\*\*− 0.53\*\*----RH0.63\*\*\*------RH × *T*~avg~− 0.03\*\*\*− 0.01\*\*\*----Cloud amount--------BP----0.34\*\*\*− 0.54\*\*Precipitation--0.08\*----Visibility0.42\*\*\*0.62\*\*\*----WS----1.26\*\*--Weekend and public holiday^(c)^1.42\*1.54\*− 0.70− 0.232.27\*2.52\*− 3.79\*\*− 3.86\*\*Adjusted-*R*^2^0.130.150.050.070.040.060.180.19\**p* \< 0.05; \*\**p* \< 0.01; \*\*\**p* \< 0.01^(a)^Only factors of temperature were considered^(b)^All factors in the table were considered^(c)^The factor of weekend and public holiday was controlled

Meanwhile, the model (a) of non-trauma cases showed a significantly higher adjusted-*R*^2^ than the corresponding model (a) of trauma cases (trauma 0.04 vs. non-trauma 0.18), with a 0.14 difference in adjusted-*R*^2^ and a medium-sized effect. The effect size difference of the variance explained by the models was considered as meaningful, because the 0.14 difference (i.e., 0.18--0.04) can be interpreted as a medium-sized effect (Ellis [@CR16]). The model (a) for trauma cases can be improved by including meteorological factors other than temperature (i.e., BP: *B* = 0.34, *p* \< 0.001 and WS: *B* = 1.26, *p* \< 0.01) in the model, and the control variable was significant (*p* \< 0.01). Similarly, the model (a) for non-trauma cases can be improved by including the factor of BP (*B* = − 0.54, *p* \< 0.01), and the effect of the control variable was significant (*p* \< 0.01). However, the corresponding improvements were only 0.02 and 0.01 respectively; the effects are small.

Discussion {#Sec11}
==========

Time-lag effect {#Sec12}
---------------

The question of how long people can tolerate adverse weather conditions is related to the time-lag effect. This effect has been observed in other similar studies on mortality (Braga et al. [@CR4]; Leung et al. [@CR26]). The four lag days identified in this study were the same as those recorded in Wong and Lai ([@CR39]). Interestingly, the number of lag days identified in studies on mortality was slightly larger than that identified in this study, which focuses on EAS demand (Braga et al. [@CR4]; Leung et al. [@CR26]). Such a small difference may be attributed to the time that patients spend in treatment.

Age {#Sec13}
---

Given their higher vulnerability compared with young people, the elderly were more sensitive to adverse weather conditions than the other populations. However, the sensitivity of infants and young children to weather remains unclear, as they are expected to be less able to protect themselves than adults. Wong and Lai ([@CR39]) found that the youngest age group showed the lowest sensitivity to weather, which increased with age. Although this study also found that the elderly were more sensitive to weather, only those patients aged 65+ years showed sensitivity to weather with a large effect. A linear relationship between sensitivity and age was not observed in this study, but a step function was revealed. Nevertheless, these studies found that infants and young children were insensitive to weather; this may be because they were well cared for by their parents. Following this supposition, future studies conducted in rural and poor areas may find that children left unprotected by their parents are highly sensitive to weather. On the other hand, the extremely crowded living environment in Hong Kong may mean that people aged between 15 and 64 years are highly sensitive to weather compared with the same group in Taipei. Given that the cost of living in Hong Kong is ranked as the second-highest in the world (Economist Intelligence Unit [@CR15]), many people aged between 15 and 64 years are only able to afford to live in subdivided flats that are around 30 ft^2^ on average (Dwan et al. [@CR14]). These flats do not have windows or air conditioning, and thus have poor air ventilation, which means that their residents suffer during very hot or cold days. On the other hand, in a study in Italy that looked at 5 years' worth of daily emergency ambulance dispatch data, the results showed that EAS demand was higher among the older age group when air temperature was extremely high (Alessandrini et al. [@CR2]).

Triage level {#Sec14}
------------

Similarly to the analysis by age, the analysis by triage level showed a step function relationship between sensitivity and triage level. This study, as well as that of Wong and Lai ([@CR39]), found that more severe patients were more sensitive to weather. However, the pattern discovered in the latter study was not clear enough because the relationship between weather and triage for level 1 to 3 patients was at a high level. In contrast, the present study showed that the model for triage level 1 patients had a medium-sized effect, while that for triage level 2 and 3 patients had an effect size on the boundary between medium and small. Therefore, the effects of weather on more severe patients were demonstrated much more clearly in this study than in Wong and Lai ([@CR39]). In this case, patients were more affected physically than psychologically by adverse weather conditions. If these patients had been mainly affected psychologically, then the triage level 4 and 5 patients would have had models with higher adjusted-*R*^2^ values because the triage level would have been set according to their physical conditions. Therefore, the result suggests that weather mainly affects patients physically rather than psychologically. Further confirmation of the effects of weather on triage level cases can be carried out if similar research conducted in cities in other parts of the world becomes available in the future.

Gender {#Sec15}
------

With regard to gender, the results of this study were consistent with those of Wong and Lai ([@CR39]). The two studies showed that female patients were relatively more sensitive to weather than male patients, although the effect size differences of the variance explained by the models observed in the two studies were also not large enough to be considered meaningful. Specifically, Wong and Lai ([@CR39]) observed 0.04 difference in the adjusted-*R*^2^ of the models for female and male patients, while the present study observed a larger adjusted-*R*^2^ difference (0.08), thereby highlighting a gender difference. There have been some similar studies conducted in China that also identified gender differences in the weather's effects on emergency room demand, but the difference was believed to be insignificant (Chen et al. [@CR12]; Zhao et al. [@CR46]). If EAS usage records with more details on case nature can be obtained, then the effects of weather on gynecological conditions can be examined further (Akutagawa et al. [@CR1]; Bianchi-Demicheli et al. [@CR3]).

Case nature {#Sec16}
-----------

Unlike Wong and Lai ([@CR39]), who did not conduct an analysis by case nature, this study showed that non-trauma cases were more sensitive to weather than trauma cases. This finding may seem inconsistent with that of other studies in Asia that have suggested temperature has a significant effect on trauma cases (Chen et al. [@CR12]; Tai et al. [@CR35]). However, it is possible that the effects of weather on non-trauma cases were stronger than on trauma cases, therefore making the non-trauma patients more sensitive to weather than trauma patients. Given that a significant proportion of Taipei residents are aged 65+ years (over 15%) and are identified as the most vulnerable group in the city, they greatly contribute to the non-trauma cases. In fact, this population comprised 46.4% of the non-trauma patients and 19.1% of the trauma patients in this study. This proportion of non-trauma cases is expected to increase in the future because of Taiwan's aging population (National Development Council [@CR31]). There is also a research study in Korea that has found that the factor of temperature has a larger effect on non-trauma cases than on trauma cases (Kim et al. [@CR23]).

Comparison between Taipei and Hong Kong in terms of the effects of weather on EAS demand {#Sec17}
----------------------------------------------------------------------------------------

### Similarities {#Sec18}

As discussed in the above subsections, the effects of weather on EAS demand show similar patterns in Taipei and Hong Kong. In general, elderly and critical patients are more sensitive to weather than other populations. The lag effects of temperature on EAS demand in the two cities are also similar. This is expected, because the climatic environments of these cities are relatively similar compared with countries in the equatorial region such as Singapore, which has no cold days. Moreover, given that these two cities are metropolises, most of their residents adopt an urban lifestyle and living environment that differ from those of residents in rural areas. Some differences may also be observed between the two cities because of their different levels of economic development and built environment.

### Differences {#Sec19}

Two major differences were observed between the studies on the effects of weather on EAS demand in Taipei and Hong Kong. First, compared with the Hong Kong study, the Taipei study clearly demonstrated that the elderly and critical patients were most sensitive to weather. This difference can be attributed to the fact that this study directly obtained EAS usage records from the Taipei City Fire Department, while Wong and Lai ([@CR39]) only used proxy data from the Hong Kong Hospital Authority, which may have been unable to reflect EAS demand accurately. Given that the Hong Kong Hospital Authority is not the EAS managing authority in Hong Kong, the dataset of Wong and Lai may contain a certain amount of missing cases if the ambulance brought-in indicator was not always filled in appropriately. Moreover, Wong and Lai ([@CR39]) omitted EAS calls without patient transfer as well as death before arrival cases, even though these cases only contribute to a small proportion of the total EAS demand. Nevertheless, the macroscopic picture of the results is expected to be correct, and expecting an error-free study would be unrealistic.

Second, Wong and Lai ([@CR39]) did not investigate the role of temperature change over the course of a day. They did consider the *T*~avg~ difference between two consecutive days in their analysis, but the result of the analysis showed that it was not a significant predictor. Although it remained an insignificant predictor in the Taipei study, the newly added factor in the Taipei study (i.e., temperature change over a day) played an important role for the two most vulnerable groups (i.e., patients aged 65+ years and triage level 1 patients). This finding is understandable, as temperature change over a day is more difficult to cope with than *T*~avg~ change over two consecutive days. People can easily change their clothing on a new day, but may be unable to do so in the middle of the day if they have already left their homes without anticipating a possible change in temperature. If Wong and Lai had considered temperature change over a day in their study, they would likely have found the effects of this variable to be less significant in Hong Kong than in Taipei. This is because temperature change over a day in Taipei is significantly larger in both value and variation than that in Hong Kong (Table [1](#Tab1){ref-type="table"}), despite the similarities in their average temperature profiles.

Conclusions {#Sec20}
===========

To conclude, this study has found that the elderly, critical patients, and non-trauma cases are relatively sensitive to weather. The findings of this study are easier to interpret than those of the similar study in Hong Kong (Wong and Lai [@CR39]) because this study used highly accurate EAS usage data and obtained distinct results from the same patient subgroups. This study has also revealed that temperature change over a day, which was not considered in the Hong Kong study, has a significant effect on vulnerable groups.

This study is the first to investigate the effects of weather on daily EAS demand in Taipei. By generating results that are directly applicable to Taipei, this study will prevent the formulation of inappropriate EAS policies. Specifically, the study in Hong Kong showed that EAS policies should target people aged between 35 and 64 years, while the study in Taipei suggested that EAS resources should only focus on the elderly (aged 65 years or above).

After obtaining these preliminary results, a more detailed analysis of different subgroups of patients (e.g., patients with different illnesses, more detailed case natures, and socioeconomic status) should be conducted in order to obtain additional information on when and how paramedics should be equipped to cope with the possible increase in EAS demand in the future. Health education programs should also focus on vulnerable groups in order to increase their awareness and help them protect themselves before the onset of extreme weather conditions, thereby preventing the unnecessary use of EAS.
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