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Računalniško podprta zaznava in kvantifikacija intrakranialnih anevrizem
Computer-aided detection and quantification of intracranial aneurysms
S svojim podpisom potrjujem:
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Abstract
Cardiovascular diseases (CVDs) are the leading cause of disability and mortality in the world,
and their impact has been increasing in the past decades because of demographic trends such as
population growth and ageing. Around 32% of all deaths are caused by CVDs, which mostly
affect the cardiac and cerebral vasculatures. Through the direct cost of the treatment of patholo-
gies and the indirect money lost due to lack of patient productivity, vascular pathologies act as a
large financial burden on the economy. Therefore, there is a huge demand for constant improve-
ment of tools and methods for early diagnosis and effective treatment of vascular pathologies.
Due to the important role of imaging in diagnosis, planning and treatment of vascular patholo-
gies, further improvements of these processes are immediately possible by advancing either the
image acquisition or image analysis techniques.
One of the most typical cerebrovascular pathologies related to CVDs are aneurysms, baloon-
like structures that bulge from a weakened portion of a vessel. Intracranial aneurysms have
a prevalence from 1% to 5% of the world’s population and lead in the event of rupture to
stroke, a serious and life threatening condition. Although aneurysm rupture is a rather rare
event, ruptured aneurysms are the most common cause (85%) of nontraumatic subarachnoid
hemorrhages, which lead to stroke. To prevent such fatal events, either through preventive
measures or by surgical treatment, intracranial aneurysms need to be detected and assessed as
early as possible.
In current clinical practice, a neuroradiologist detects and assesses aneurysms by visual in-
spection of a two-dimensional (2D) or three-dimensional (3D) angiographic image. Because
angiographic acquisitions may differ substantially in the level of contrast, resolution, noise and
artifacts and because aneurysms are often surrounded by complex vascular networks and other
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structures, the detection based on visual inspection of angiographic images is clearly a difficult
task. Moreover, to reliably detect all the aneurysms by interactive visual inspection of raw 3D
images, even a trained neuroradiologist may require an excessive amount of time. Even more
difficult is the quantitative assessment of vascular pathologies which typically is performed by
measuring the aneurysm morphologic metrics in 2D angiographic images. While these meas-
urements are rather simple to perform in 2D, the same metrics are essentially more accurate
when measured in 3D, which, if done manually, is a much more challenging task.
To improve the accuracy and reliability of detection and quantification of pathological struc-
tures in medical images, in general, and to reduce 3D image inspection and assessment times,
substantial efforts have been underway in the field of medical image analysis towards the devel-
opment of tools for either automated or computer-aided pathology detection and quantification.
While the aim of automated methods is a system completely independent of the neuroradiolo-
gist, the aim of computer-aided systems is to streamline tedious and time-consuming tasks so
that the neuroradiologist is both effective at image inspection and performs the detection and
quantification accurately and reliably.
This thesis concentrates on the development and validation of methods for computer-aided de-
tection and quantification of intracranial saccular aneurysms in 3D angiographic images that
are designed to assist a clinician towards a quicker and more reliable diagnosis and treatment of
aneurysms. The main emphasis of the presented detection methods is the provision of high sens-
itivity and low specificity which is essential if to be used in clinical routine where an incorrect
decision can adversely impact a patient’s life, whereas the design of the proposed quantification
method aimed at producing accurate and robust morphologic measures that are unaffected by
aneurysms’ size and shape variations, and thus, providing a reliable mean for monitoring the
state of the aneurysms through time.
Razširjen povzetek
Srčnožilne bolezni (SŽB) so vodilni vzrok smrti in invalidnosti na svetu. Zaradi demografskih
sprememb, kot sta rast in staranje prebivalstva, pa se je pojavnost SŽB v zadnjih desetletjih še
povečala. Srčnožilne bolezni najbolj prizadenejo srčni ter možganski žilji in povzročijo pri-
bližno 32% vseh smrti na svetu. Zaradi neposrednega stroška zdravljenja bolezni in posredno
izgubljenega denarja zaradi izpada oz. zmanjšanja bolnikove produktivnosti, so SŽB v veliko
finančno breme svetovni ekonomiji. Zato je veliko povpraševanja po neprestanih izboljšavah
pripomočkov in postopkov za zgodnje diagnosticiranje in učinkovito zdravljenje žilnih patolo-
gij. Pomembno vlogo pri zaznavi, načrtovanju in zdravljenju patologij ima medicinsko slikanje,
ki ga je mogoče izboljšati z napredkom v zajemu slike ali tehnikah analize medicinskih slik.
Med bolj razširjenimi možganskožilnimi patologijami so intrakranialne hladne sakularne ane-
vrizme, ki nastanejo z napihovanjem oslabljenega predela žilja v mehurčkasto strukturo. In-
trakranialne anevrizme, ki se pojavljajo v 1% do 5% svetovne populacije lahko v primeru rup-
ture privedejo do hudih komplikacij. Čeprav je ruptura anevrizem redek pojav, so rupturirane
anevrizme najbolj pogost vzrok (85%) za subarahnoidno krvavitev, ki privede do kapi. Da bi
zmanjšali število oseb, ki doživijo subarahnoidno krvavitev, je potrebna zgodnja zaznava, pre-
poznava tistih anevrizem, ki so nagnjene h krvavitvam in njihovo zdravljenje.
V trenutni klinični uporabi zaznavo in presojo anevrizem izvaja nevroradiolog z vizualnim
pregledom dvo dimenzionalne (2D) ali tri dimenzionalne (3D) angiografske slike. Ker je ka-
kovost angiografskih slik odvisna od količine vbrizganega kontrastnega sredstva, ločljivosti,
šuma ter rekonstrukcijskih artefaktov, anevrizme pa so večinoma obdane s kompleksnim žilnim
omrežjem, sta zaznava in kvantifikacija anevrizem preko vizualnega pregleda angiografskih slik
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izjemno zahtevni. Hkrati pa je tudi za izkušenega nevroradiologa zanesljiva zaznava anevrizem
z vizualnim in interaktivnim pregledom surovih 3D slik časovno zelo potratna. Težavna je tudi
kvantitativna ocena tveganja žilne patologije, ki jo tipično lahko dobimo z merjenjem mor-
foloških mer anevrizme v 2D angiografskih slikah. Čeprav je te mere lažje izmeriti v 2D, je
mogoče iste mere natančneje izmeriti tudi v 3D, kar pa je za človeka težje opravilo.
Za povečanje natančnosti in zanesljivosti zaznave patoloških struktur v medicinskih slikah ter
zmanjšanje časa potrebnega za pregled 3D slike, je bilo na področju analize medicinskih slik ve-
liko napora vloženega v razvoj orodij za avtomatsko ali računalniško podprto (angl. computer-
aided) zaznavo ali kvantifikacijo patologij. Cilj avtomatske zaznave je zaznava anevrizem neod-
visno od nevroradiologa. Nasprotno je cilj sistemov za računalniško podprto zaznavo pohitritev
in racionalizacija zaznave za učinkovitejšo in natančnejšo delo nevroradiologov.
V doktorski disertaciji smo razvili in vrednotili izvirne postopke za računalniško podprto za-
znavo in kvantifikacijo intrakranialnih sakularnih anevrizem v 3D angiografskih slikah, ki so
bili načrtovani tako, da pomagajo nevroradiologom k hitrejši, natančnejši in zanesljivejši dia-
gnozi ter zdravljenju anevrizem. Primarni namen predstavljenih metod zaznave je zagotavljanje
visoke občutljivosti in nizke specifičnosti zaznave, kar je ključno za klinično uporabo, kjer lahko
napačna odločitev negativno vpliva na pacientovo življenje. Cilj predlagane metode zaznave pa
je zagotoviti natančne in zanesljive morfološke meritve, ki so neodvisne od velikosti in oblike
anevrizem, in tako lahko omogočajo njihovo spremljanje skozi čas.
P.1 Intrakranialne anevrizme
Srčnožilne bolezni, ki povzročajo 32% vseh smrti (Wang in dr., 2016), so vodilni vzrok smrti
in invalidnosti na svetu (Lopez in dr., 2006, Murray in dr., 2012). Število obolelih se je od leta
1990 do 2010 povečalo za zaskrbljujočih 22,6%, kar je predvsem posledica demografskih spre-
memb, kot sta rast in staranje prebivalstva (Murray in dr., 2012). Najbolj razširjene patologije
povezane s srčnožilnimi boleznimi so embolije, stenoze, kalcifikacije, anevrizme in arterioven-
ske malformacije, ki lahko prizadenejo različne predele človeškega žilja: možgansko, jetrno,
pljučno, srčno, abdominalno, periferno, idr. Možgasnke kapi zavzemajo 35% vseh srčnožilnih
bolezni in povzročajo 11% vseh smrti na svetu (Wang in dr., 2016). Možganskožilne bolezni
ločimo na ishemično možgansko kap, primarno možgansko krvavitev in subarahnoidno krvavi-
tev, katerih pojavnost je ocenjena na 67–81%, 7–20% in 1-7% vseh možganskožilnih bolezni
(Feigin in dr., 2003). Zaradi neposrednega stroška zdravljenja bolezni in posredno izgubljenega
denarja zaradi izpada oz. zmanjšanja bolnikove produktivnosti, so žilne patologije v veliko fi-
nančno breme svetovni ekonomiji (ocenjeni strošek v ZDA v letu 2010 je 440 milijard USD).
Zato je veliko povpraševanja po neprestanih izboljšavah pripomočkov in postopkov za zgo-
dnje diagnosticiranje in učinkovito zdravljenje žilnih patologij. Pomembno vlogo pri zaznavi,
načrtovanju in zdravljenju patologij ima medicinsko slikanje, ki ga je mogoče izboljšati z na-
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predkom v zajemu slike ali tehnikah analize medicinskih slik.
Ta doktorska disertacija se bo osredotočala na intrakranialne hladne sakularne anevrizme, ki so
ena od najbolj pogostih možganskožilnih patologij. Anevrizme nastanejo tako, da se oslabljeni
predel žilja napihne v mehurčkasto strukturo. Intrakranialne anevrizme, ki se pojavljajo v 1% do
5% svetovne populacije (Brisman in dr., 2006, Brown Jr in Broderick, 2014), lahko v primeru
rupture privedejo do hudih komplikacij. Čeprav je ruptura anevrizem redek pojav, so rupturi-
rane anevrizme najbolj pogost vzrok (85%) za subarahnoidno krvavitev (Brisman in dr., 2006,
Brown Jr in Broderick, 2014, Etminan in Rinkel, 2016), ki privede do kapi. Da bi zmanjšali
število oseb, ki doživijo subarahnoidno krvavitev, je potrebna zgodnja zaznava, prepoznava ti-
stih anevrizem, ki so nagnjene h krvavitvam in njihovo zdravljenje.
V trenutni klinični uporabi zaznavo in kvantifikacijo anevrizem izvaja nevroradiolog z vizual-
nim pregledom dvo dimenzionalne (2D) ali tri dimenzionalne (3D) angiografske slike. Naj-
bolj pogosto uporabljene oslikave žilja so 2D rentgenska diaskopija, digitalna subtrakcijska
angiografija (DSA), 3D računalniška tomografska angiografija (CTA) in magnetna resonančna
angiografija (MRA). Napredek tehnike zajema slik je omogočil izvajanje diaskopije na ro-
botski C-roki, ki omogoča zajem 3D slik, kot so rentgenska rotacijska angiografija (3D-RA)
in digitalna subtrakcijska angiografija (3D-DSA), pridobljena z odštevanjem slike 3D-RA z
in brez kontrastnega sredstva. Omenjene slikovne tehnike razen MRA z meritvijo časa pre-
leta (angl. time-of-flight – TOF) in fazno kontrastnega (angl. phase-contrast – PC) MRA
(Hartung in dr., 2011) zahtevajo vbrizgavanje kontrastnega sredstva za prikaz žilnih struktur. Pri
zajemu slik CTA in MRA je kontrast vbrizgan intravensko, pri zajemih slik 3D-RA in 3D-DSA
pa intraarterijsko skozi kateter (Brisman in dr., 2006). Zaradi visoke ločljivosti in visokega
kontrasta žilnih struktur je tehnika 3D-DSA postala referenčni standard za zaznavo in analizo
intrakranialnih anevrizem (van Rooij in dr., 2008, Villablanca in dr., 2002). Kombinacija slik
3D-DSA in 3D-RA omogoča visoko natančnost zaznave in natančen prikaz oblike anevrizme,
kar je izjemno pomembno pri načrtovanju posega (McKinney in dr., 2008). Vendar pa je strošek
slikovnega zajema 3D-DSA in 3D-RA visok, hkrati pa je zajem dokaj invaziven zaradi kateteri-
zacije (McKinney in dr., 2008, Sailer in dr., 2013). Nasprotno sta tehniki CTA in MRA cenejši
in manj invazivni, vendar imata v primerjavi s tehnikama 3D-DSA in 3D-RA nižjo ločljivost
in slabši kontrast (White in dr., 2000), kar lahko privede do slabše zaznave (nižja občutljivost)
predvsem manjših anevrizem (Li in dr., 2014, Menke in dr., 2011). Sailer in dr. (2013) so ugo-
tovili, da kombinirana uporaba tehnik CTA in DSA privede do najcenejše in najnatančnejše
diagnostike.
Ker je kakovost angiografskih slik odvisna od količine vbrizganega kontrastnega sredstva,
ločljivosti, šuma ter rekonstrukcijskih artefaktov, anevrizme pa so večinoma obdane s kom-
pleksnim žilnim omrežjem, sta zaznava in kvantifikacija anevrizem preko vizualnega pregleda
angiografskih slik izjemno zahtevni. Zanesljiva zaznava anevrizem z vizualnim in interaktivnim
pregledom surovih 3D slik je tudi za izkušenega nevroradiologa časovno zelo potratna. Raz-
iskave so pokazale, da je občutljivost zaznave, še posebej majhnih anevrizem, nezadovoljiva
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(Korogi in dr., 1999, Li in dr., 2014). Hkrati pa je veliko anevrizem odkritih po naključju, ko
so pacienti slikani zaradi simptomov ali znakov, ki niso neposredno povezani z anevrizmami
(Loumiotis in dr., 2011). Kljub temu pa v takih situacijah pozornost nevroradiologov večinoma
ni usmerjena v iskanje anevrizem, zaradi česar obstaja velika verjetnost da nekatere anevrizme
vseeno ostanejo neodkrite.
Za povečanje natančnosti in zanesljivosti zaznave patoloških struktur v medicinskih slikah ter
zmanjšanje časa potrebnega za pregled slike, je bilo na področju analize medicinskih slik veliko
napora vloženega v razvoj orodij za avtomatsko ali računalniško podprto zaznavo patologij. Cilj
avtomatske zaznave je zaznava anevrizev neodvisno od nevroradiologa. Nasprotno je cilj siste-
mov za računalniško podprto zaznavo pohitritev in racionalizacija zaznave za učinkovitejšo in
natančnejšo delo nevroradiologov (Doi, 2007). V zadnjih dveh desetletjih so se raziskovalni na-
pori množično preusmerili od razvoja avtomatskih sistemov k razvoju računalniško podprtih sis-
temov za zaznavo patologij. Slednji predvsem usmerjajo nevroradiologe na možne lokacije pa-
tologij, katere ti nato podrobno analizirajo in diagnosticirajo, kar zmanjša možnosti, da se pato-
logija spregleda (Cupples in dr., 2005). Nedavno so Štep̆án Buksakowska in dr. (2014) pokazali,
da računalniško podprti sistemi izboljšajo zaznavo majhnih anevrizem. Prav tako bi se lahko
taki sistemi uporabili za izboljšanje zaznave po naključju odkritih anevrizem tako, da bi sistem
opozoril nevroradiologa na možna območja patologij, ki bi jih ta nato pregledal in diagnosti-
ciral. Zaradi zapletenosti zaznave je bilo v zadnjih letih razvitih več sistemov za računalniško
podprto zaznavo anevrizem (Arimura in dr., 2004, Hentschke in dr., 2014, Lauric in dr., 2010,
Yang in dr., 2009). Sistema predstavljena v Yang in dr. (2009) in Lauric in dr. (2010) potre-
bujeta natančno razmejitev (angl. segmentation) vseh žilnih struktur, kar je za človeka prezah-
tevno in časovno potratno. Sicer se lahko uporabijo avtomatski postopki razmejitve, vendar so
zaradi kompleksnosti anatomije in kvalitete slik rezultati velikokrat nenatančni (Lesage in dr.,
2009). Ker kvaliteta razmejitve kritično vpliva na zaznavo, sta Arimura in dr. (2004) in Hent-
schke in dr. (2014) svoja sistema za računalniško podprto zaznavo raje osnovala na odzivih
večnivojskih filtrov za selektivno ojačitev 3D struktur, kjer si anevrizme lahko predstavljamo
kot mehurčkaste (angl. blob-like) strukture (Li in dr., 2003, Sato in dr., 2000). Ta dva sis-
tema sta obetavna zaradi visoke občutljivosti odzivov ojačitvenih filtrov (večina anevrizem je
zaznanih), vendar je njihova specifičnost (angl. specificity) majhna (veliko napačno zaznanih
struktur), zaradi česar sistema bistveno ne pripomoreta k izboljšanju vizualnega pregleda slik.
Raziskave so pokazale, da se lahko tveganje za rupturo anevrizme oceni s kvantitativno analizo
morfoloških mer anevrizme (Dhar in dr., 2008, Raghavan in dr., 2005). Ker je verjetnost rup-
ture anevrizme majhna, je potrebno vsako anevrizmo podrobno analizirati in določiti optimalen
način zdravljenja. Trenutno obstajajo le priporočila za obravnavo asimptomatskih anevrizem,
saj bi bilo potrebno opraviti še več obsežnejših študij za določitev smernic za zdravljenje anevri-
zem. Zdravniki uporabljajo kombinacije različnih kvantitavnih morfoloških mer, da se odločijo
za enega od treh možnih načinov zdravljenja anevrizme: intervencijsko endovaskularno, ope-
rativno nevrokirurško ali konservativno zdravljenje. Endovaskularna nevrokirurgija vključuje
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znotrajžilno vstavljanje naprav za spreminjanje pretoka krvi v žili (žičke ali stenti), ki zmanjšajo
pritisk na stene anevrizme. S tem se prepreči nadaljnje napihovanje anevrizme in zmanjša tvega-
nje za njeno rupturo. Nasprotno operativna nevrokirurgija vključuje kraniotomijo in pretisnjanje
vratu anevrizme s sponko (Brown Jr in Broederick, 2014). Pri konservativnem zdravljenju ni
posegov, ampak se pacienta redno slika, da se oceni nadaljnje širjenje anevrizem. Velikost ane-
vrizme in hitrost njene rasti sta najpomembnejša kazalnika za verjetnost rupture. Strokovnjaki
se strinjajo, da je potrebno večje anevrizme (premer >7 mm) takoj zdraviti z nevrokirurškim
posegom (Brown Jr in Broederick, 2014). Nasprotno je pri majhnih anevrizmah (premer <5
mm) tveganje za zaplete med nevrokirurškim zdravljenjem veliko večje od verjetnosti, da pride
do rupture (Sonobe in dr., 2010). Medtem ko je pri manjših anevrizmah verjetnost za rupturo
manjša, v splošnem velja, da je tveganje večje pri hitro rastočih anevrizmah (Villablanca in dr.,
2013). Zato sta za določitev najboljšega načina zdravljenja pomembna zgodnja zaznava in
spremljanje (majhnih) anevrizem. Razvitih je bilo več metrik za napovedovanje verjetnosti za
rupturo anevrizme. Poleg velikosti anevrizme sta med pomembnejšimi metrikami tudi razmerje
osi (angl. aspect ratio) in razmerje velikosti (angl. size ratio). Prvo mero izračunamo kot raz-
merje med višino anevrizme in premerom njenega vratu, drugo pa kot razmerje med velikostjo
anevrizme in premerom matične žile. Večjo verjetnost za rupturo imajo anevrizme z višjimi
vrednostmi razmerja osi ali razmerja velikosti (Dhar in dr., 2008, Raghavan in dr., 2005). Iz-
bira optimalnega zdravljenja temelji predvsem na velikosti in obliki vratu anevrizme ter njenem
položaju v žilnem omrežju, saj sta tudi možnost dostopa po žilju in bližina pomembnih struktur
pomembna dejavnika pri odločitvi. Trenutno je večina intrakranialnih anevrizem zdravljenih in-
tervencijsko z endovaskularnim pristopom, ker je ta manj invaziven, hkrati pa pacientu omogoča
hitrejše okrevanje in izid, ki je dolgoročno podoben kot pri operativnem posegu (Brown Jr in
Broederick, 2014). Omenjene kvantitativne mere se v klinični uporabi izračunavajo predvsem
na podlagi ročnih meritev premera vratu in največje višine anevrizme v 2D sliki DSA. Čeprav je
te mere lažje izmeriti v 2D, je mogoče iste mere natančneje izmeriti v 3D, kar pa je za človeka
težje opravilo. Med najbolj kritičnimi nalogami je obris vratu anevrizme, pri katerem prihaja
do precejšnje variabilnost med obrisi istega ali različnih obrisovalcev. Za obris vratu so bili
razviti različni avtomatski postopki (Cardenes in dr., 2011, Larrabide in dr., 2011), vendar so
ti v splošnem manj robustni in ponovljivi v primerjavi z ročnim obrisovanjem. Zato prihaja do
velikih variacij pri izračunu kvantitativnih mer anevrizme, kar lahko negativno vpliva na oceno
verjetnosti rupture in izbiro načina zdravljenja.
Namen te doktorske disertacije je pripomoči k napredku na področju računalniško podprte za-
znave in računalniško podprte kvantifikacije intrakranialnih anevrizem skozi razvoj in vredno-
tenje novih ter inovativnih postopkov za analizo medicinskih slik in postopkov za vizualizacijo.
Glavni cilj te doktorske disertacije je raziskovati, razvijati in ovrednotiti i) postopke za ojačitev
žilnih struktur v 3D angiografskih slikah, ii) postopke za interaktivni pregled 3D angiograf-
ske slike s poudarkom na vizualni ojačitvi intrakranialnih anevrizem, iii) vizualne značilnice
(angl. visual features), ki se uporabljajo za izboljšanje računalniško podprte zaznave, in iv) po-
stopke za natančno in zanesljivo merjenje kvantitativnih mer uporabljenih za določanje tveganja
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za rupturo anevrizem in odločanje o načiu zdravljenja.
P.2 Filtri za ojačitev žilnih struktur
Zaradi njihove vsestranske uporabnosti so ojačitveni filtri ena izmed najbolj množično upora-
bljenih postopkov za predobdelavo medicinskih slik (Lesage in dr., 2009). Uporablja se jih
lahko pri vseh slikovnih tehnikah, v splošnem pa dosegajo zadovoljive rezultate. Najbolj pri-
ljubljeni filtri za karakterizacijo in selektivno ojačitev struktur v 2D in 3D slikah temeljijo na
večnivojski analizi lastnih vrednosti pridobljenih iz Hessejeve matrike, ki jo sestavljajo odvodi
drugega reda (Frangi in dr., 1998, Li in dr., 2003, Sato in dr., 2000). Razlikovanje med ravnin-
skimi, valjastimi in mehurčkastimi strukturami določa ojačitvena funkcija, ki opisuje specifična
razmerja med velikostmi lastnih vrednosti Hessejeve matrike. V splošnem lahko žile obravna-
vamo kot valjaste strukture, ki jih v angiografskih slikah ojačimo z uporabo filtrov za ojačitev
valjastih struktur. Podobno lahko anevrizme in nekatere druge žilne patologije (npr. pljučni no-
duli) aproksimiramo kot kroglaste strukture, katere lahko ojačimo z uporabo filtrov za ojačitev
mehurčkastih struktur. Omenjene filtre lahko torej uporabimo za ojačitev žilnih struktur, in
hkrati zadušimo odziv vseh ostalih neželenih struktur v sliki. Taka obdelava angiografskih slik
se pogosto uporablja pred razmejitvijo žilja (Lesage in dr., 2009). Ojačane žilne strukture lahko
neposredno prikažemo z volumetričnem upodabljanjem (angl. volume rendering) odziva fil-
tra (Wiemker in dr., 2013), kar omogoča interaktivni pregled žilnih struktur brez potrebe po
razmejitvi. Medtem ko lahko ojačitvene filtre uporabimo za vizualizacijo ali izločitev žilja,
lahko njihov podrazred, filtre za ojačitev mehurčkastih struktur, uporabimo za lociranje žilnih
patologij, kot so anevrizme (Sato in dr., 2000, Wiemker in dr., 2013). Odzivi ojačitvenih fil-
trov se uporabljajo tudi v sistemih za računalniško podprto zaznavo intrakranialnih anevrizem
(Arimura in dr., 2004, Hentschke in dr., 2014, Yang in dr., 2009).
Nadaljnje izboljšave ojačitvenih filtrov lahko pripomorejo k povečanju učinkovitosti različnih
postopkov za analizo anatomskih struktur, ki temeljijo na takih filtrih. Pri postopkih razmejitve
lahko izboljšamo kakovost ramejitve žilja s predobdelavo angiografske slike z ojačitvenimi filtri
(Lesage in dr., 2009). Volumetrično upodabljanje odziva izboljšanega filtra pa bi lahko imelo
večjo občutljivost in specifičnost zaznave anevrizem, kar lahko izboljša odkrivanje in zmanjša
čas pregleda slik (Wiemker in dr., 2013). Sodobni filtri za ojačitev žilnih struktur imajo nekaj
pomanjkljivosti, ki lahko bistveno vplivajo na zmogljivost postopkov in orodij, katerih temelj
so. Filtri za ojačitev žilnih struktur so bili razviti tako, da ojačujejo samo valjaste strukture, kar
privede do dušenja odziva mehurčkastih ali krogelnih struktur, kot so bifurkacije in nekatere
žilne patologije. Intenziteta odziva na bifurkacijah je kritičnega pomena pri razmejitvi, saj
lahko nižja intenziteta privede do nepovezanosti posameznih predelov žilja. Ojačitvene funkcije
filtrov so sestavljene tako, da so sorazmerne eni od lastnih vrednosti Hessejeve matrike. To
pozitivno vpliva na zmanjšanje šuma na sliki, vendar pa povzroči neuniformnost odziva znotraj
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preseka struktur. Intenziteta, ki je najvišja v središču strukture, se postopoma zmanjšuje proti
njenemu robu. Vpliv sorazmernosti je opaziti tudi pri kontrastu slike, saj se variacija kontrasta
kot posledica turbulentnega krvnega toka odraža v variaciji odziva filtra. Spremembe odziva
je možno opaziti tudi pri strukturah različnih velikosti: dve žili različnih premerov in istih
intenzitet na surovi sliki imata različen odziv filtra. Enake pomanjkljivosti je bilo opaziti tudi pri
odzivih filtra za ojačitev mehurčkastih struktur. Omenjene pomanjkljivosti sodobnih filtrov, ki
so sicer precej razširjeni, so nezaželene pri predhodno omenjenih aplikacijah. Zato v doktorski
disertaciji razvijemo novo ojačitveno funkcijo, ki nima navedenih pomanjkljivosti.
P.3 Računalniško podprta zaznava anevrizem
Računalniško podprt sistem za zaznavo anevrizem je orodje za pomoč nevroradiologu, saj
omogoča hitrejšo, natančnejšo in zanesljivejšo zaznavo anevrizem v angiografskih slikah. Tak
sistem mora imeti visoko občutljivost, da lahko zazna vse anevrizme, in visoko specifičnost,
tj. manjše število napačno zaznanih struktur in s tem tudi krajši čas pregledovanja. Sistemi
za računalniško podprto zaznavo večinoma temeljijo na postopkih nadzorovanega razvrščanja
(angl. supervised classification), katerih cilj je optimalna izbira vizualnih značilnic in klasifi-
kacijskih pravil za najboljše razlikovanje med območji anevrizem in drugih struktur. Učni del
nadzorovanega razvrščanja poteka na ročno označenih učnih slikah (nevroradiolog označi lo-
kacijo anevrizem), kjer se najprej izračunajo vizualne značilnice. Sledi učenje, kjer algoritem
poišče najboljše značilnice in določi klasifikacijska pravila razvrščevanja. Naučeni parametri
se uporabijo na novi, testni sliki, kjer se izračunajo možne lokacije anevrizem. Glede na izbiro
značilnic se obstoječi sistemi za računalniško podprto zaznavo anevrizem delijo v dve skupini:
i) postopke, ki izračunajo značilnice iz razmejenega žilja (Kohout in dr., 2013, Lauric in dr.,
2010, Yang in dr., 2009), in ii) postopke, kjer se značilnice izračunajo iz odziva ojačitvenih fil-
trov (Arimura in dr., 2004, Hentschke in dr., 2014, Yang in dr., 2009). Prvi postopki označujejo
možne lokacije anevrizem na podlagi lokalnih lastnosti žilnega drevesa izvzetega iz razme-
jenega žilja. Nasprotno pa se pri drugih postopkih struktura lokalno okarakterizira (velikost,
oblika in okolica) na podlagi odziva večnivojskih ojačitvenih filtrov.
Največja pomanjkljivost računalniško podprtih sistemov, ki računajo vizualne značilnice iz raz-
mejenega žilja, je potreba po izredno natančni razmejitvi žilja. Tak postopek razmejitve je
zahteven, če ne celo nemogoč za izvedbo (Lesage in dr., 2009), polega tega pa ne obstaja tak
postopek razmejitve, ki bi dosegal enako natančnost na vseh slikovnih tehnikah za zaznavo
anevrizem. Slabša zmogljivost postopkov razmejitve lahko privede do nižje občutljivosti siste-
mov za računalniško podprto zaznavo. Razmejitev je ponavadi tudi časovno zamudna in lahko
traja dlje, kot je to zaželeno v klinični uporabi. Sistemi, ki temeljijo na odzivu ojačitvenih
filtrov, so v splošnem hitrejši, ker je ojačitev v primerjavi z razmejitvijo enostavnejše opra-
vilo, lažje pa jih je tudi paralelizirati. Glede na razpravo v prejšnjem poglavju lahko neuni-
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formnost nekaterih ojačitvenih filtrov (Frangi in dr., 1998, Li in dr., 2003) zniža občutljivost,
drugi ojačitveni filtri z bolj uniformnimi odzivi (Sato in dr., 2000) pa imajo lahko večje število
neželenih ojačitev. Ker lahko specifična hemodinamika posamezne anevrizme povzroči varia-
cije v kontrastu slike, preproste vizualne značilnice težko zaobjamejo splošno obliko različnih
anevrizem. Na učinkovitost računalniško podprte zaznave negativno vplivajo tudi raznolikost
velikosti, oblike in položaja anevrizem. V doktorski disertaciji razvijemo izvirne vizualne
značilnice, s katerimi izboljšamo učinkovitost sistemov za računalniško podprto zaznavo ane-
vrizem.
Obstaja še ena skupina sistemov za računalniško podprto zaznavo, ki so jih predstavili
Wiemker in dr. (2012, 2013) in temelji na vizualni ojačitvi možnih lokacij anevrizem. Od-
ziva filtrov za ojačitev žilnih struktur in mehurčkastih struktur sta superponirana in prikazana z
uporabo tehnik za prikaz 3D slik, kot sta projekcija največje intenzitete (angl. maximum inten-
sity projection) in volumetrično upodabljanje (Bruckner in Gröller, 2009, Drebin in dr., 1988,
Fishman in dr., 2006, Zhang in dr., 2011). Medtem ko so Wiemker in dr. (2012, 2013) že
preizkusili vizualno ojačitev za zaznavo pljučnih nodulov in pazdušnih bezgavk (angl. axillary
lymph nodes), je uporabnost vizualne ojačitve za zaznavo anevrizem bilo potrebno še preve-
riti. Vrednotenje vizualne ojačitve anevrizem z uporabo sodobnih ojačitvenih filtrov je pokazala
obsežno ojačitev ne samo anevrizem vendar tudi bifurkacij in ukriveljenih delov žilja. S stališča
računalniško podprte zaznave bi imela taka aplikacija preveliko število neželenih zaznav in po-
sledično daljši čas, potreben za pregled možnih lokacij anevrizem. Zaradi tega smo raziskali
možnost razvoja novega ojačitvenega filtra, ki bi ojačil samo anevrizme. V doktorski disertaciji
predstavimo naprednejši filter za ojačitev mehurčkastih struktur in nov postopek vizualizacije,
ki izkorišča lastnosti odziva novega filtra. Rešitev, ki uporablja kombinacijo ojačitvenega filtra
in vizualizacije uporabimo kot računalniško podprto metodo za vizualno ojačitev lokacij v žilju,
ki bi lahko predsatavljale anevrizmo.
P.4 Računalniško podprta kvantifikacija anevrizem
Izolacija anevrizme od matične žile je eden izmed zahtevnejših korakov v procesu kvantifi-
kacije anevrizem, saj zahteva natančen obris njenega vratu. V klinični praksi kvantifikacija
anevrizme večinoma poteka z merjenjem njene velikosti in širine vratu v 2D angiografskih
slikah, vendar tak način kvantifikacije privede do velike variabilnosti meritev zaradi poljubne
izbire 2D projekcije. Natančnejša, vendar časovno bolj potratna in redko uporabljena alterna-
tiva je ročno postavljanje ravnine, ki se najbolje prilega vratu anevrizme. Naprednejše ročno
obrisovanje vratu v 3D je izjemno zahtevno, tako pridobljeni obrisi pa so običajno nenatančni
in težko ponovljivi. Zato so bili razviti računalniško podprti postopki (Cardenes in dr., 2011,
Ford in dr., 2009, Larrabide in dr., 2011, Mohamed in dr., 2010) za določanje krivulje vratu
anevrizme. Vsi postopki za določanje krivulje vratu potrebujejo razmejitev lokalnega žilja v
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okolici anevrizme. Postopek Larrabide in dr. (2011) prilagodi deformabilni model valja na
matično žilo. Meja med modelom žile in razmejenimi žilnimi strukturami določa krivuljo vratu.
Mohamed in dr. (2010) uporabijo 3D deformabilni model konture, da locirajo vrat anevrizme
in izolirajo predel, ki pripada anevrizmi. Postopka Cardenes in dr. (2011) in Ford in dr. (2009)
uporabljata Voronoi-jeva območja kot topološko omejitev, ki določa krivuljo vratu. Omenjeni
postopki zagotavljajo zadovoljive rezultate predvsem za velike anevrizme, za katere običajno
veja, da imajo dobro definiran vrat (npr. majhno ustje anevrizme v primerjavi z njenim prese-
kom). To je tudi kritična osnovna predpostavka, ki velja za vse omenjene postopke. Zaradi tega
ti postopki napačno določijo krivuljo vratu, če je ustje anevrizme podobne ali večje velikosti
kot presek anevrizme, kar večinoma velja za majhne ali ozke in podolgovate anevrizme. Doda-
tno je raziskava Cardenes in dr. (2013) pokazala da ročno postavljanje vratne ravnine omogoča
natančnejše meritve v primerjavi s trenutnimi postopki določanja krivulje vratu. Zaradi tega v
doktorski disertaciji predstavimo nov postopek za določitev krivulje vratu anevrizme, ki temelji
na avtomatskem postavljanju vratne ravnine, in dosega natančnejše in robustnejše meritve ne
glede na velikost in obliko anevrizem.
Namen računalniško podprtih sistemov za kvantifikacijo anevrizem je omogočiti nevroradio-
logu interaktivno popravljanje označenega vratu anevrizme. Obstoječo krivuljo vratu lahko
izboljša ali uporabi kot sekundarno mnenje, kar v splošnem privede do natančnejše in zaneslji-
vejše kvantifikacije. Izbrana krivulja vratu omogoči izolacijo kupole anevrizme od matične
žile, ki se jo lahko kvantificira z uporabo različnih morfoloških mer (Dhar in dr., 2008,
Ma in dr., 2004, Raghavan in dr., 2005), kot so velikost kupole, razmerje osi, indeks ukrivljeno-
sti (angl. undulation index), indeks eliptičnosti (angl. ellipticity index) in indeks neokroglosti
(angl. nonsphericity index). Novejše morfološke mere vključujejo tudi geometrijske lastnosti
matične žile (npr. kot žile, kot med žilo in anevrizmo ter razmerje med velikostjo žile in ane-
vrizme), ki so se pokazale kot obetavne za določanje verjetnosti rupture anevrizme (Dhar in dr.,
2008). Razviti postopek za računalniško podprto kvantifikacijo anevrizem v doktorski diser-
taciji uporabimo za izračun kvantitativnih mer izoliranih anevrizem, ki jih primerjamo z me-
ritvami ročno izoliranih anevrizem, in tako ovrednotimo njegov potencial za klinično rabo na
angiografskih slikah možganskega žilja.
P.5 Izvirni prispevki k znanosti
Izvirni prispevki te doktorske disertacije združujejo načrtovanje, razvoj ter vrednotenje avto-
matskih postopkov za računalniško podprto zaznavo in kvantifikacijo hladnih intrakranialnih
sakularnih anevrizem. Predstavljeni metodi za zaznavo anevrizem sta koristni orodji, ki lahko
dopolnita surovo vizualno informacije iz angiografskih slik, in tako pripomoreta k hitrejši in na-
tančnejši zaznavi anevrizem. Predstavljena metoda za kvantifikacijo anevrizem v 3D slikah pa
zagotavlja ponovljivo in zanesljivo merjenje morfoloških parametrov anevrizme, kar omogoča
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natančno klinično vrednotenje opazovane anevrizme, ki je ključno pri načrtovanju njenega zdra-
vljenja.
P.5.1 Razvoj in vrednotenje izvirnega večnivojskega filtra za ojačitev
žilnih struktur
POGLAVJE 2: Ojačitev žilnih struktur v 2D in 3D angiografskih slikah
POGLAVJE 3: Ojačitev in upodobitev mehurčkastih struktur za boljšo zaznavo intrakranialnih
anevrizem
Glavna razloga za pomanjkljivosti sodobnih večnivojskih filtrov za ojačitev žilnih struktur sta
i) neustrezna ojačitvena funkcija, ki ne ojača patologij, in ii) odziv filtra, ki je sorazmeren
eni od lastnih vrednosti Hessejeve matrike. Ti dve poglavji predstavljata nova in izboljšana
večnivojska filtra za ojačitev vseh žilnih struktur (Pogl. 2) ali pa samo mehurčkastih patologij
kot so anevrizme (Pogl. 3). Z uporabo ojačitvene funkcije v obliki razmerja med lastnimi vre-
dnostmi, ki ni neposredno sorazmerna eni od lastnih vrednosti, in je hkrati robustna na majhne
velikosti lastnih vrednosti, smo pridobili odziv filtra, ki je uniformen neodvisno od velikosti
struktur in njihovega kontrasta. Razvita ojačitvena funkcija je bila oblikovana tako, da ojači vse
žilne strukture, podolgovate in mehurčkaste, kar zagotavlja natančen in uniformen odziv na vseh
žilnih strukturah neodvisno od njihovih velikosti, intenzitet in kontrasta. Uporabljena ojačitvena
funkcija temelji na volumskem razmerju (Pierpaoli in Basser, 1996), ki je razmerje med produk-
tom lastnih vrednosti Hessejeve matrike in njihovo vsoto na tretjo potenco, in je bil prilagojen
tako, da ojači tako podolgovate kot mehurčkaste žilne strukture ali samo mehurčkaste. Od-
ziv take funkcije je po definiciji normiran med nič in ena ter neodvisen od velikosti struktur.
Dodatna regularizacija lastnih vrednosti pa preprečuje občutljivost na šum in njegovo ojačitev.
Filtra smo ovrednotili in ju primerjali s primerljivimi filtri na angiografskih slikah možganskega
žilja, ki so vsebovala anevrizme različnih velikosti, ter na CT slikah pljučnega žilja. Oba filtra
dosegata dobro občutljivost ojačitve želenih struktur in minimalno ojačitev neželenih struktur.
P.5.2 Razvoj in vrednotenje izvirnih postopkov za računalniško podprto
zaznavo intrakranialnih anevrizem
POGLAVJE 3: Ojačitev in upodobitev mehurčkastih struktur za boljšo zaznavo intrakranialnih
anevrizem
POGLAVJE 4: Zaznava intrakranialnih anevrizem v 3D angiografskih slikah z uporabo zno-
trajžilne preslikave razdalj in konvolucijskih nevronskih mrež
Uveljavljeni računalniško podprti sistemi za zaznavo anevrizem, ki temeljijo na odzivih filtrov
za ojačitev mehurčkastih struktur, so preprosti in hitri, vendar imajo prenizko specifičnost za
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klinično uporabo. V teh poglavjih predstavimo in ovrednotimo dva računalniško podprta sis-
tema, ki sta osnovana na izboljšanemu ojačitvenemu filtru predstavljenem v prvem prispevku.
Prvi računalniško podprti sistem (Pogl. 3) temelji na vizualni ojačitvi in vsebuje interaktiven
prikaz 3D odziva filtra za namen boljšega prikaza možnih lokacij anevrizem. Glede na lastno-
sti odziva novega ojačitvenega filtra je bil razvit nov postopek prikazovanja 3D slik imenovan
akumulacija intenzitetnih razlik uteženih z razdaljo (angl. distance weighted intensity diffe-
rence accumulation), ki izkorišča uniformen odziv filtra sestavljen iz hitro rastočega signala
na robu ter visokega in konstantnega znotraj anevrizme. Predlagana vizualizacija, ki temelji
na postopku sledenja žarkom (angl. ray-casting), upošteva lastnosti odziva tako, da dodatno
ojači uniformne strukture, hkrati pa zaduši ostale slabše ojačane in neuniformne struktur,e za
katere se pričakuje, da ne predstavljajo anevrizme. Predstavljen računalniško podprti sistem
za zaznavo anevrizem je še posebej primeren za klinično uporabo, saj lahko dopolni trenutno
vizualizacijo surove angiografske slike z informacijo o možnih lokacijah anevrizem, in tako
pripomore k hitrejši in natančnejši zaznavi patologij. Cilj drugega računalniško podprtega sis-
tema (Pogl. 4), ki smo ga razvili, je bil zadušiti mesta z neželenimi ojačitvami filtra z upo-
rabo postopka nadzorovanega učenja in razvrščanja s konvolucijskimi nevronskimi mrežami
(angl. convolutional neural networks). S tem dosežemo boljšo diskriminacijo med področji
anevrizem in področji ostalih struktur. Inovativno metodo znotrajžilne preslikave razdalj smo
uporabili za generiranje 2D reprezentacij 3D okolice slikovnih elementov, ki jih klasificiramo.
Tako pridobljene vizualne značilnice uporabimo kot vhodni podatek pri izbrani konvolucijski
nevronski mreži, katere rezultat je verjetnost posameznega voksla, da je del anevrizme. Medtem
ko je prvi računalniško podprti sistem bolj primeren za pomoč nevroradiologom pri vizualnem
iskanju anevrizem, je drugi sistem bolj primeren za vključitev v avtomatski postopek za celo-
stno obravnavo anevrizme. Zmogljivost obeh novih sistemov za računalniško podprto zaznavo
anevrizem smo ovrednotili na angiografskih slikah možganskega žilja, ki vsebujejo anevrizme
predhodno označene s strani nevroradiologov. Rezultati kažejo, da oba sistema zagotavljata zelo
dobro zaznavo anevrizem z malo nepravilno označenimi lokacijami, kar je ključno za klinično
uporabo.
P.5.3 Razvoj in vrednotenje izvirnih postopkov za računalniško podprto
kvantifikacijo intrakranialnih anevrizem
POGLAVJE 5: Avtomatska postavitev ravnine vratu za kvantifikacijo intrakranialnih anevri-
zem
Računalniško podprta kvantifikacija se večinoma zanaša na natančno izolacijo anevrizme, ki jo
dobimo iz obrisane krivulje vratu anevrizme. V tem poglavju predstavimo avtomatski postopek
za računalniško podprto kvantifikacijo anevrizem, kjer metoda najprej določi vrat anevrizme,
ta pa se nato uporabi za njeno izolacijo in meritev njenih morfoloških mer. Na podlagi analize
površine anevrizme in njene matične žile, metoda določi vratno ravnino, ki se najbolje prilega
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dejanskemu vratu anevrizme. Avtomatsko določena vratna krivulja je določena s presekom
vratne ravnine in površine žilja. Izračunana krivulja vratu se lahko uporabi za izolacijo ane-
vrizme od matične žile in nadaljnjo kvantifikacijo z različnimi standardnimi (Dhar in dr., 2008,
Ma in dr., 2004, Raghavan in dr., 2005) ali novejšimi morfološkimi merami (Chien in dr., 2011,
Dhar in dr., 2008), s katerimi se oceni verjetnost rupture anevrizme ali načrtuje potek zdravljanja
pacienta. Predlagano avtomatsko metodo za določanje vratne ravnine smo ovrednotili z nepo-
sredno primerjavo z ročno postavljenimi vratnimi ravninami in primerjavo kvantitativnih mer
anevrizem izoliranih z avtomatsko ter ročno ravnino. Uporaba predstavljene metode omogoča
natančno in ponovljivo postavljanje ravnine v 3D slikah anevrizem, kar je za navroradiologa
izredno težko dosegljivo in hkrati časovno precej zamudno.
CHAPTER 1
Introduction and summary
Cardiovascular diseases (CVDs) are the leading cause of disability and mortality in the
world (Lopez et al., 2006, Murray et al., 2012), and account for 32% of all deaths (Wang et al.,
2016). From 1990 to 2010 their impact on disability and mortality has increased at an alarm-
ing rate of 22.6%, mainly because of demographic trends such as population growth and age-
ing (Murray et al., 2012). Most common vascular pathologies related to CVDs are embolisms,
stenoses, calcifications, aneurysms, and vascular malformations, which may affect different
parts of human vasculature including cerebral, hepatic, cardiac, pulmonary, abdominal, peri-
pheral, etc. Strokes account for 35% of all CVDs and are responsible for 11% of world deaths
(Wang et al., 2016). Strokes can be classified into three types: ischaemic stroke, primary in-
tracerebral haemorrhage, and subarachnoid hemorrhage, which have an incidence of around
67–81%, 7–20%, and 1-7%, respectively (Feigin et al., 2003). Through the direct cost of the
treatment of pathologies and the indirect money lost due to lack of patient productivity, vascular
pathologies act as a large financial burden on the economy (e.g. estimated costs of 440 billion
USD in 2010 for USA only). Therefore, there is a huge demand for constant improvement of
tools and methods for early diagnosis and effective treatment of vascular pathologies. Due to
the important role of imaging in diagnosis, planning and treatment of vascular pathologies, fur-
ther improvements of these processes are immediately possible by advancing either the image
acquisition or image analysis techniques.
This Thesis is focusing on aneurysms, a typical cerebrovascular pathology, in which a weakened
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portion of vessel bulges to form a baloon-like structure. Intracranial aneurysms have a preval-
ence from 1% to 5% of the world’s population (Brisman et al., 2006, Brown Jr and Broderick,
2014, Etminan and Rinkel, 2016) and lead in the event of rupture to stroke, a serious and life
threatening condition. Although aneurysm rupture is a rather rare event, ruptured aneurysms
are the most common cause (85%) of nontraumatic subarachnoid hemorrhages (Brisman et al.,
2006), which lead to stroke. To prevent such fatal events, either through preventive measures
or by surgical treatment, intracranial aneurysms need to be detected and assessed as early as
possible.
In current clinical practice, a neuroradiologist detects and assesses aneurysms by visual in-
spection of a 2D or 3D angiographic image. The most widely used angiographic imaging
techniques are two-dimensional (2D) contrast enhanced X-ray, subtraction of enhanced and
non-enhanced X-rays or digital subtraction angiography (DSA) and three-dimensional (3D)
computed tomography angiography (CTA) and magnetic resonance angiography (MRA). More
recent techniques involve X-ray systems on robotic C-arms that enable acquisition of 3D images
like contrast enhanced X-ray rotational angiography (3D-RA) and the subtraction enhanced and
non-enhanced 3D-RA (3D-DSA). These techniques, with the exception of time-of-flight (TOF)
and phase-contrast (PC) MRA (Hartung et al., 2011), require administration of contrast agent
so as to visualize the vascular structures. In CTA and contrast enhanced MRA images this is
achieved by venous injection of the contrast agent, whereas in 3D-RA and 3D-DSA the con-
trast is generally injected by direct intraarterial catheterization (Brisman et al., 2006). Because
of the high image resolution and high visual contrast of vascular structures, 3D-DSA became
a reference standard for detection and assesment of intracranial aneurysms (van Rooij et al.,
2008, Villablanca et al., 2002). A combination of 3D-DSA and 3D-RA offers high detection
accuracy and good delineation of aneurysm shape, which is important for treatment plan-
ning (McKinney et al., 2008). Nevertheless, the 3D-DSA and 3D-RA are costly imaging tech-
niques and rather invasive because of the need for the use of catheters to administer the contrast
(McKinney et al., 2008, Sailer et al., 2013). On the other hand, CTA and MRA are less costly
alternatives and less invasive, but generally achieve a lower resolution and lower visual con-
trast compared to 3D-DSA and 3D-RA (White et al., 2000), which in turn may result in a less
reliable detection (lower sensitivity) of smaller aneurysms (Li et al., 2014, Menke et al., 2011).
A combined strategy of CTA and DSA imaging has been found to be the most cost-effective
diagnostic approach (Sailer et al., 2013).
Because angiographic acquisitions may differ substantially in the level of contrast, resolution,
noise and artifacts and because aneurysms are often surrounded by complex vascular networks
and other structures, the detection based on visual inspection of angiographic images is clearly
a difficult task. Even more difficult is the quantitative assessment of vascular pathologies. To re-
liably detect all the aneurysms by interactive visual inspection of raw 3D images, even a trained
neuroradiologist may require an excessive amount of time. Researches showed that the detec-
tion sensitivity, especially of smaller aneurysms, is not satisfactory (Korogi et al., 1999) and
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that many aneurysms are discovered incidentally when patients are imaged due to symptoms
otherwise unrelated to aneurysms (Loumiotis et al., 2011). Nevertheless, in the latter situations
aneurysms are usually not in focus of neuroradiologists, which can still result in some undetec-
ted aneurysms.
To improve the accuracy and reliability of detection of pathological structures in medical im-
ages, in general, and to reduce 3D image inspection times, substantial efforts have been under-
way in the field of medical image analysis towards the development of tools for either automated
or computer-aided pathology detection. While the aim of automated detection is a system that
is completely independent of the neuroradiologist, the aim of computer-aided detection sys-
tems is to keep the neuroradiologist in loop and streamline his tedious and time-consuming
tasks so that becomes more effective and detection more accurate and reliable. In the last two
decades, there has been a strong shift of focus from automated to computer-aided detection sys-
tems. The latter usually highlight possible pathologic regions, either by rendering a heat map or
pointing to candidate locations, which may then be carefully analyzed and diagnosed by a neur-
oradiologist, thereby lowering the possibility of overlooking a pathology (Cupples et al., 2005).
Recently, Buksakowska et al. (Štep̆án Buksakowska et al., 2014) showed that computer-aided
systems indeed may improve the detection of smaller aneurysms, therefore, such computer-
aided systems could be used to increase the amount of incidentally detected aneurysms, solely
by alarming the neuroradiologist of possible pathologic regions that can be quickly and reli-
ably assessed. A handful of computer-aided systems for aneurysm detection have already been
proposed (Arimura et al., 2004, Hentschke et al., 2014, Lauric et al., 2010, Yang et al., 2009)
with the aim at reducing the complexity of aneurysm detection. The computer-aided systems
proposed in Yang et al. (2009) and Lauric et al. (2010) require accurate segmentation of all the
vascular structures, which is too difficult and time consuming to perform manually. The use of
automated segmentation methods, however, may not give enough accurate and reliable segment-
ations (Lesage et al., 2009), especially across all imaging techniques used for aneurysm detec-
tion. The quality of segmentation inevitably critically affects the detection performance. To
avoid the segmentation step, the works of Arimura et al. (2004) and Hentschke et al. (2014) are
based on the response of multiscale filters for selective enhancement of 3D structures, whereas
aneurysms are considered as blob-like structures (Li et al., 2003, Sato et al., 2000). These ap-
proaches are promising because of high sensitivity of the enhancement filters (most aneurysms
detected), but their rather low specificity (a large amount of false positive detections) does not,
if at all, alleviate the drawbacks of manual visual detection of aneurysms.
Several studies have shown that the risk of rupture of an aneurysm can be assessed by quantit-
ative measures of the aneurysm’s morphology (Dhar et al., 2008, Raghavan et al., 2005). Since
the chance of aneurysm rupture is generally low, each detected aneurysm is carefully assessed
so as to determine the optimal treatment option. Currently, there are only recommendations
on how to assess asymptomatic aneurysms, while extensive studies still need to be performed
to develop the proper guidelines. Clinicians use a combination of several quantitative morpho-
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logic measures to decide among three possible treatments options: endovascular or traditional
neurosurgery and conservative treatment. Endovascular neurointervention involves the inser-
tion of blood flow modifying devices like coils and stents that reduce the stress on the aneurysm
walls and thus reduce the possibility of rupture, while traditional neurosurgery involves clip-
ping of the aneurysms (Brown Jr and Broderick, 2014). The conservative treatment involves
regular screening of the patient so as to monitor futher development of an aneurysm. Aneurysm
size (or dome height) and rate of aneurysm growth are the main indicators used for determin-
ing the risk of aneurysm rupture. Experts agree that larger aneurysms (dome height >7 mm)
should be treated by neurosurgery as soon as possible (Brown Jr and Broderick, 2014), while
for small aneurysms (dome height <5 mm) the risk of complications during neurosurgery is
substantially higher than the risk of rupture (Sonobe et al., 2010). While in small aneurysms
the probability of rupture is low, the risk of rupture is generally higher for aneurysms that grow
fast (Villablanca et al., 2013). Therefore, an early detection and monitoring of (small) aneu-
rysms is important to determine the optimal treatment time and option. Besides the size, several
other measures were developed to better predict the risk of rupture. Two important metrics are
the aneurysm’s aspect ratio, computed as the ratio between dome height and neck diameter,
and size ratio, computed as the ratio between dome height and parent vessel diameter. Aneu-
rysms that have a higher predictive chance of rupture have higher values of aspect ratio and
size ratio (Dhar et al., 2008, Raghavan et al., 2005). The choice of optimal treatment time and
option are mainly based on the size and neck shape of the aneurysm, but also on the aneurysm’s
location, where the access to the aneurysm site through the vasculature or the vicinity of im-
portant vessels and other structures are an important decision factor. Currently, the majority
of intracranial aneurysms are treated by endovascular neurointervention, as it is less invasive
and patients tend to recover faster with good longterm clinical outcome comparable to the tra-
ditional neurosurgery (Brown Jr and Broderick, 2014). In clinical practice, the aforementioned
quantitative morphologic metrics are computed by manually measuring the neck diameter and
maximum size of the aneurysm, typically on a 2D DSA. While these measurements are simple
to perform in 2D, the same metrics are essentially more accurate when measured in 3D, which,
if done manually, is a much more challenging task. One of the critical tasks is the delineation of
aneurysm’s neck, which is subject to high intra- and inter-observer variability and thus results
in unreliable manual measurements of the neck size. Although automated methods for the neck
extraction exist (Cardenes et al., 2011, Larrabide et al., 2011), they are generally less robust,
and even less reproducible, than the manual method. Hence, there is a high variability in the
quantitative measures of aneurysms, which may adversely impact the assessment of the risk of
rupture and thus the determination of optimal treatment option.
The aim of this Thesis is to advance the state-of-the-art in computer-aided detection and
computer-aided quantification of intracranial aneurysms through the development and valid-
ation of innovative and novel image analysis and visualization methods. The main goal of this
Thesis is to study, develop and objectively evaluate i) methods for the enhancement of vascular
structures in 3D angiographic images and ii) volume visualization methods with emphasis on
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improving visual enhancement of intracranial aneurysms, iii) visual features used in computer-
aided detection systems so as to improve aneurysm detection performance, and iv) methods for
accurate and reliable extraction of quantitative measures used to assess the risk of rupture and
determine the optimal treatment for the patient.
1.1 Filters for the enhancement of vascular structures
Enhancement filters are among the most widely used image preprocessing meth-
ods (Lesage et al., 2009), because they can be applied to all imaging modalities with generally
satisfactory results. The most popular filters to characterize and selectively enhance local struc-
ture in 2D or 3D images are filters based on multiscale analysis of eigenvalues, which are extrac-
ted from the Hessian matrix composed of second order derivatives (Frangi et al., 1998, Li et al.,
2003, Sato et al., 2000). To discriminate between planar, tubular and blob-like structures an en-
hancement function is implemented that indicates a specific relationship between the magnitu-
des of the Hessian eigenvalues. Vessels can be generally considered as tubular structures, there-
fore, they can be enhanced in the angiographic images by employing the filter indicating tubular
structures. Similarly, aneurysms and some other vascular pathologies (e.g. nodules) can be ap-
proximated by spherical structures, thus they can be enhanced by employing the filter indicating
blob-like structures. Hence, these filters can be used to enhance vascular structures, while, at the
same time, suppress other possibly obtrusive structures in the image. Such an enhancement of
angiographic images is often used before performing lumen segmentation (Lesage et al., 2009).
Moreover, the enhanced vascular structures can be directly visualized using volume rendering of
the filter’s response (Wiemker et al., 2013). In this way, interactive visual inspection of vascular
structures is possible and there is no need to perform the segmentation. While the enhancement
filters can be used for extraction or visualization of vascular structures, a subclass of filters that
enhance only blob-like structures can be employed for localization of vascular pathologies like
aneurysms (Sato et al., 2000, Wiemker et al., 2013). Furthermore, the responses of enhance-
ment filters are used in frameworks of computer-aided systems for the detection of intracranial
aneurysms (Arimura et al., 2004, Hentschke et al., 2014, Yang et al., 2009).
Further improvement of enhancement filters has the potential to improve the performance of
various image analysis methods that employ such filters, e.g. lumen segmentation (Lesage et al.,
2009) methods use the enhancement filters to preprocess the angiographic image, while volume
rendering of the improved filter’s response may exhibit higher sensitivity and specificity of de-
tection compared to the raw intensity image and may thus direclty improve the detection and
indirectly reduce time of image inspection (Wiemker et al., 2013). Nevertheless, current state-
of-the-art filters for the enhancement of vascular structures have several drawbacks that can
considerably reduce the performance of methods and tools based on these filters. Namely, fil-
ters for enhancement of vascular structures were devised to enhance only tubular or elongated
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structures, which inevitably leads to the suppression of blob-like or spherical structures such
as bifurcations and some vascular pathologies. The response of these filters at bifurcations
is especially critical as it often disconnects the vessels steming from the bifurcation from the
parent vessel, which is diffucult to correct retrospectively. Moreover, to reduce the impact of
image noise onto the enhancement, the established enhancement functions were devised such
that their response is proportional to one of the Hessian eigenvalues. An immediate drawback
of this is that the response of the filter is not uniform throughout the structure’s cross-section.
Instead, the response peaks at the center of the structure and then progressively decreases to-
wards the edge of structure. Furthermore, scaling of the local image contrast, which is often the
case in angiographic imaging techniques due to blood flow variations, directly reflects in the
filter’s output as scaling of the response value. Variations of the response intensities were also
observed for structures of different sizes, e.g. two vessels of different diameters, but of same
intensity, are assigned different response intensities. The same drawbacks were observed also
in the responses of filters for the enhancement of blob-like structures. Such characteristics of
the state-of-the-art enhancement filters, which are otherwise widely used, are clearly not desir-
able in the aforementioned applications of these filters. Therefore, in this Thesis we devise
a novel enhancement function that overcomes the drawbacks of established enhancement
functions.
1.2 Computer-aided detection of aneurysms
Computer-aided systems for detection of intracranial aneurysms intend to aid a neuroradiolo-
gist towards a faster, more accurate and reliable detection of aneurysms in angiographic images.
Such a system should exhibit a high sensitivity so as to detect all the aneurysms, and a high spe-
cificity so as to enable faster image inspection (less false positives). Systems for computer-aided
detection are mainly based on supervised classification approaches, which aim to select optimal
visual features and establish classification rules so as to best discriminate between aneurysm and
non-aneurysm regions. Hence, the use of supervised classification methods requires annotated
training images (e.g. location of aneurysms is marked, preferably by a trained neuroradiolo-
gist), computation of visual features on the training images, followed by a learning phase, in
which best features are selected and classification rules are established. The trained classifier is
applied on a new, yet unseen test image to detect candidate aneurysm locations. The existing
systems for computer-aided detection of aneurysms can be divided into two groups depending
on how the visual features are obtained: i) methods that compute visual features from the seg-
mentation of the vasculature (Kohout et al., 2013, Lauric et al., 2010, Yang et al., 2009), and ii)
methods that compute the features from the responses of enhancement filters (Arimura et al.,
2004, Hentschke et al., 2014, Yang et al., 2009). The former indicate possible aneurysm loca-
tions based on local properties of the vessel tree extracted from the segmented vasculature and
the local shape of segmented vascular structures. Conversely, the latter characterize local image
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structure (size, shape, and neighborhood) by the multiscale enhancement filter, the response of
which is used for classification.
The main drawback of computer-aided systems that compute visual features based on the seg-
mentation of vasculature is the need for highly accurate segmentation of all vascular structures.
Such a segmentation is difficult to perform (Lesage et al., 2009) and almost certainly cannot
exhibit the same level of performance on all the angiographic modalities used for aneurysm
detection. A lower segmentation performance can lead to lower sensitivity of a computer-aided
detection system. Besides, segmentation is generally a computationally demanding operation
that may take longer to compute than required for seamless clinical use. The systems based on
responses of enhancement filters are generally faster because enhancement is a simpler task than
segmentation, and is also easier to parallelize. As discussed in the previous section, the non-
uniform response of some enhancement filters (Frangi et al., 1998, Li et al., 2003) can result in
low sensitivity, while other filters (Sato et al., 2000) with more uniform responses may generate
an excessively large number of false positives or false detections. As the specific hemodynamics
of each aneurysm induces specific variations of image intensity, a homogeneous visual appear-
ance of different aneurysms may be difficult to generate by simple visual features. Besides,
variations in aneurysm size and shape and the patient- and location-specific surrounding vessel
network also adversely impact the performance of computer-aided detection. Hence, in this
Thesis we develop novel visual features that improve the performance of computer-aided
detection of aneurysms.
Another class of computer-aided systems is based on visual enhancement of possible aneu-
rysm locations and was presented in Wiemker et al. (2012, 2013). The responses of enhance-
ment filters, one for the vascular and one for the blob-like structures, are superimposed and
jointly displayed by the use of volume visualization techniques like maximum intensity pro-
jection or volume rendering (Bruckner and Gröller, 2009, Drebin et al., 1988, Fishman et al.,
2006, Zhang et al., 2011). While Wiemker et al. (2012, 2013) tested the visual enhancement of
structures of interest only for the detection of lung nodules and axillary lymph nodes, the pos-
sibility of visual enhancement of aneurysms had yet to be assessed. In this Thesis we explore
the use of enhancement filters for the task of aneurysm detection. The established enhancement
filters exhibit a similar response at bifurcations and aneurysms, which, from a perspective of
computer-aided detection, results in a too high number of false detections and, consequently,
excessively long inspection time. Therefore, we introduce a novel enhancement filter and a
novel visualization method that considers the characteristics of the filter’s response. The
combined solution is used as a computer-aided detection method for visual enhancement
of vascular locations that could possibly harbor intracranial aneurysms.
22 1 - Introduction and Summary
1.3 Computer-aided quantification of aneurysms
One of the most challenging steps in the quantification of an aneurysm is its isolation from the
parent vessel, which requires identification of the aneurysm’s neck curve. In clinical practice,
aneurysm morphology is mainly quantified by measuring the size and neck width of the aneu-
rysm from 2D angiographic images. However, this approach is subject to high variability as
measurements generally vary with 2D projection angle. Slightly more time consuming than
defining the neck curve is positioning of a neck cutting plane, which is less variable and equally
informative. However, it is harder to perform, and thus, is rarely used. To improve the accuracy
and reproducibility of neck curve extraction from 3D images, several methods (Cardenes et al.,
2011, Ford et al., 2009, Larrabide et al., 2011, Mohamed et al., 2010) were proposed. All meth-
ods require segmentation of vasculature around the aneurysm. Larrabide et al. (2011) fit a de-
formable tube model to the parent vessel and the obtained border between the tube model and
the segmented vascular structures determines the neck curve. Mohamed et al. (2010) employ
a 3D deformable contour model to localize the aneurysm’s neck and then isolate the surface
submesh belonging to aneurysm dome from the parent vessel. Methods by Cardenes et al.
(2011) and Ford et al. (2009) use Voronoi regions on the surface mesh as a topologic restric-
tion so as to determine the border between the aneurysm and the parent vessel. These meth-
ods provide satisfactory neck curves for large (saccular) aneurysms that typically have a well
defined neck, e.g. aneurysms whose inlet has considerably smaller cross-section than the aneu-
rysm. This is also one of the basic, but critical, assumptions underlying the reviewed methods.
However, if the cross-section of the aneurysm’s inlet is similar or larger than the cross-section
of the aneurysm, which is typical for small aneurysms, narrow elongated aneurysms, etc., these
methods fail to adequately delineate the neck curve. Moreover, Cardenes et al. (2013) showed
that manual positioning of a neck cutting plane yields better results compared to the state-of-
the-art automatic neck extraction methods. Therefore, instead of improving neck delineation
methods, in this Thesis we develop a novel automatic method for neck cutting plane de-
termination, which is accurate and robust with respect to the size and shape of commonly
observed intracranial aneurysms.
A characteristic of computer-aided systems for quantification of aneurysms is to allow the neur-
oradiologist to modify the extracted neck curve for a better fit or to use it as an additional opin-
ion, which generally leads to a more reliable quantification of the aneurysm. Given the neck
curve, the aneurysm dome can be isolated from the parent vessel and then quantified by several
standard morphologic measures like its size or height, aspect ratio, undulation index, ellipti-
city index and nonsphericity index (Dhar et al., 2008, Ma et al., 2004, Raghavan et al., 2005).
More recent morphologic measures also incorporate the parent vessel geometry (e.g. aneurysm
inclination angle and aneurysm-to-vessel size ratio), which is promising for rupture risk assess-
ment (Dhar et al., 2008). In the Thesis we validate the quantitative measures obtained by
the computer-aided quantification system on a clinical image database of manually seg-
mented aneurysms, where a reference cutting plane was manually positioned.
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1.4 Contributions
The main contributions of this Thesis are united under the design, development and validation
of automatic computer-aided methods for detection and quantification of intracranial saccular
aneurysms. The presented detection methods were shown to be a valuable tool to complement
the visual information of an angiographic image for a quicker and more accurate detection of
aneurysms. Moreover, the presented automatic quantification of aneurysms in 3D provides a
more accurate and reliable measurement of the aneurysm’s morphology that enables for a more
meticulous clinical assessment of aneurysms that is essential in treatment decision making.
1.4.1 Development and validation of a novel multiscale filter for enhance-
ment of vascular structures
CHAPTER 2: Enhancement of vascular structures in 3D and 2D angiographic images
CHAPTER 3: Blob enhancement and visualization for improved intracranial aneurysm detec-
tion
Main sources of the drawbacks of established multiscale filters for the enhancement of vascular
structures are i) inadequate indicator of Hessian eigenvalues approximated in the enhancement
function, and ii) the response of these filters is proportional to one of the Hessian eigenvalues.
These chapters present two novel and improved Hessian-based multiscale filters that enhance
all the vascular structures including vascular pathologies (Chap. 2) or solely the pathologies,
i.e. aneurysms (Chap. 3). By devising an enhancement function in the form of a ratio of ei-
genvalues, which is not directly proportional to any of the eigenvalues and, at the same time,
is robust to low-magnitudes of the eigenvalues, a filter response was achieved that is uniform
across scales and invariant to object intensity and contrast. Moreover, the proposed function
for the enhancement of all vascular structures was developed to indicate both elongated and
spherical structures which delivers an accurate and uniform enhancement of all vascular struc-
tures independent of their size, intensity and contrast. The employed enhancement function
is based on volume ratio (Pierpaoli and Basser, 1996), defined as the ratio of the product of
Hessian eigenvalues, divided by their mean put to order three, which was altered to enhance
either both elongated and spherical structures or only the spherical ones. The obtained func-
tion is normalized between zero and one by definition and, therefore, balanced over scales. An
additional regularization of the eigenvalues was added to prevent susceptibility to image noise.
A thorough validation on several angiographic images containing various vascular structures
demonstrated a high sensitivity and low specificity of the proposed filters for the enhancement
of only aneurysms or all vascular structures.
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1.4.2 Development and validation of novel methods for computer-aided
detection of intracranial aneurysms
CHAPTER 3: Blob enhancement and visualization for improved intracranial aneurysm detec-
tion
CHAPTER 4: Aneurysm detection in 3D cerebral angiograms based on intra-vascular dis-
tance mapping and convolutional neural networks
Established computer-aided systems for highlighting and detection of aneurysms based on blob
enhancement filters are simple and fast, but lack specificity to be useful for the task. In these
chapters we present and validate two novel computer-aided detection systems that are based on
improved enhancement filters developed as part of the first contribution. The first computer-
aided system (Chap. 3) employs interactive visualization of the filter’s response which is ad-
ditionally visually enhanced for an augmented display of true aneurysm locations. Based on
the characteristic response of the enhancement filter a novel visualization technique, namely
distance weighted intensity difference accumulation method, was developed to exploit the char-
acteristic form of the response signal that consists of a sharp rising edge with a high, flat (or
uniform) signal over the aneurysm (or other structure of interest). By accounting for these char-
acteristics in the ray-casting based visualization technique a satisfactory visual enhancement
of true positive responses was achieved, while at the same time the majority of false positive
ones was suppressed. This computer-aided system is highly suitable for clinical practice as
it augments the cerebral angigoraphic image with possible locations of aneurysms, and thus,
directs the clinician towards tentative locations which results in a quicker and more accurate
search for pathologies. The second computer-aided system (Chap. 4) suppresses false positives
in the response of the enhancement filter by employing a supervised learning and classification
approach based on convolutional neural networks (CNNs), so as to better discriminate between
aneurysm and non-aneurysm structures. A novel intra-vascular distance mapping is used to
generate a 2D visual representation of the 3D neighborhood around a classifying voxel. These
feature maps are then fed to the contrived CNN which outputs for each voxel the probability of
being part of an aneurysm. While the first computer-aided system is more suitable as a tool for
helping the clinician in decision making, the second system is more appropriate for inclusion in
a fully automated framework for aneurysm analysis. Both system where validated on cerebral
angiograms of patients with small and large saccular aneurysms, for which the reference an-
notation was provided by neuroradiologists. Both systems showed a very high sensitivity and
low specificity of the aneurysm detection, and thus, they seem suitable for clinical use.
1.4.3 Development and validation of a novel method for quantification of
intracranial aneurysms
CHAPTER 5: Automated cutting plane positioning for intracranial aneurysm quantification
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Computer-aided quantification mainly relies on accurate aneurysm isolation, which is achieved
by extracting the neck curve. In this chapter, an automatic method for computer-aided quan-
tification of aneurysms is presented that first extracts the aneurysm neck curve which is sub-
sequently used for isolation of the aneurysm’s dome and computation of its morphologic meas-
ures. By analyzing the surface mesh of the local segmentation of vascular structures surround-
ing the detected aneurysm with respect to the vessel centerline, a cutting plane is positioned to
best capture the identified aneurysm’s neck. The intersection between the cutting plane and the
surface mesh yields the final neck curve. Based on the extracted neck curve the aneurysm dome
is isolated from the parent vessel and then quantified by several standard (Dhar et al., 2008,
Ma et al., 2004, Raghavan et al., 2005) and the more recent morphologic measures (Chien et al.,
2011, Dhar et al., 2008) which can be used to assess the risk of rupture or determine the best
treatment time and option. The proposed automatic cutting plane positioning was validated
by direct comparison with the manually positioned cutting planes and by comparison of the
respective quantitative measures obtained using the automatically or manually isolated aneu-
rysms. The use of the proposed automatic method enables for an accurate and reliable cutting
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Abstract
A number of imaging techniques are being used for diagnosis and treatment of vascular patho-
logies like stenoses, aneurysms, embolisms, malformations and remodelings, which may affect
a wide range of anatomical sites. For computer-aided detection and highlighting of potential
sites of pathology or to improve visualization and segmentation, angiographic images are of-
ten enhanced by Hessian based filters. These filters aim to indicate elongated and/or rounded
structures by an enhancement function based on Hessian eigenvalues. However, established
enhancement functions generally produce a response, which exhibits deficiencies such as poor
and non-uniform response for vessels of different sizes and varying contrast, at bifurcations and
aneurysms. This may compromise subsequent analysis of the enhanced images. This chapter
has three important contributions: i) reviews several established enhancement functions and
elaborates their deficiencies, ii) proposes a novel enhancement function, which overcomes the
deficiencies of the established functions, and iii) quantitatively evaluates and compares the novel
and the established enhancement functions on clinical image datasets of the lung, cerebral and
fundus vasculatures.
2.1 Introduction
Vascular pathologies like stenoses, aneurysms, embolisms, malformations and remodelings may
affect a wide range of anatomical sites including cerebral, hepatic, cardiac, pulmonary, peri-
pheral, retinal, etc. The need for early diagnosis and effective treatment of vascular pathologies
led to the development of a variety of vascular imaging techniques. Because imaging plays
an important role in the diagnosis, treatment and follow-up of vascular pathologies, further
improvement of these processes is immediately possible by advancing the acquisition and/or
image analysis techniques.
Vascular imaging or angiography involves 2D and 3D acquisition techniques like ophthal-
mic fundus imaging, contrast enhanced X-ray and digital subtraction angiography (DSA),
ultrasound, computed tomography angiography (CTA) and magnetic resonance angiography
(MRA). The choice of an optimal imaging modality for a specific anatomical site or vascu-
lar pathology may depend on several factors. For instance, because of high resolution on a
macroscopic level, DSA is a reference standard for diagnosis of various vascular pathologies,
e.g. aneurysms (van Rooij et al., 2008, Villablanca et al., 2002). The DSA is an invasive ima-
ging modality, while CTA and MRA are minimally invasive alternatives, but generally have a
lower resolution compared to DSA (White et al., 2000). For diagnosing the aneurysms, how-
ever, a combined strategy of CTA, MRA and DSA imaging is preferred as it is most cost-
effective (Sailer et al., 2013). Several anatomical sites and vascular pathologies may require
imaging modalities different from DSA, CTA and MRA. For instance, diabetic retinopathy is
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diagnosed by optical coherence tomography or color imaging of the fundus (Abramoff et al.,
2010). Because angiographic acquisitions vary substantially in contrast, resolution, noise and
artifacts and because vascular networks are often complex and surrounded by other structures,
visual inspection of angiographic images, let alone the diagnosis and quantification of vascular
pathologies, is clearly a difficult task.
Computer aided systems based on image analysis can reduce the amount of time a clini-
cian spends to inspect an image, but may also help to diagnose and quantify vascu-
lar pathologies more accurately and reliably. Image analysis, for instance, may involve
only detection and highlighting of potential sites of pathology (Hentschke et al., 2014,
Jerman et al., 2016, Shahzad et al., 2013) or segmentation and quantification of the vascular
structures (Lesage et al., 2009). However, such analyses are often not robust enough to highly
varying intensities of vascular structures, related to non-uniform contrast distribution across a
vascular network during image acquisition. When imaging a (large) vascular network, even an
ideally timed contrast bolus may be non-uniformly distributed throughout the network, while
within and across vessels, blood flow velocity variations due to laminar flow can disrupt con-
trast agent distribution and further increase the non-uniformity. To remove to some extent these
undesired intensity variations in angiographic images, and to suppress non-vascular structures
and image noise, filters for enhancing vascular structures are used extensively.
Among filtering methods for vascular structures, image derivatives are widely used as they en-
code border (first order derivatives) and shape (second order derivatives) information about the
structures in an image. For instance, structure tensors (Agam et al., 2005, Krissian et al., 2000,
Wiemker et al., 2013) are based on first order derivatives and used to enhance boundaries of
prominent local contrast and direction. Such filters are generally susceptible to the presence
of noise in regions of uniform intensity. A large class of filtering methods employs analysis
of the Hessian matrix (Erdt et al., 2008, Frangi et al., 1998, Li et al., 2003, Sato et al., 2000,
Zhou et al., 2007), which is based on second order derivatives and which enables differenti-
ation between rounded, tubular, and planar structures. Alternative to the Hessian matrix is the
Weingarten matrix (Jiang et al., 2006), which is a combination of first and second order deriv-
atives. Vessel enhancement diffusion (Manniesing et al., 2006) combines Hessian and diffusion
filtering to further reduce the impact of background noise. The mentioned filters are all based on
Gaussian scale space, hence, they may fuse adjacent vessel boundaries. The boundaries can be
preserved by employing methods which are based on gradient vector flow (Bauer and Bischof,
2008) or oriented flux (Law and Chung, 2010). Due to high resistance to image noise, matched
filters (Odstrcilik et al., 2013, Zhang et al., 2010) are widely used on 2D images as an alternat-
ive to the Hessian based filters. However, matched filters require a high number of orientation
kernels, which makes them less suitable for use on 3D images.
Structural image filters based on Hessian analysis seem to be the most popular. Their recent ap-
plications include segmentation of liver vessels in abdominal CTA (Luu et al., 2015) and lung
vessels in thoracic CT (Rudyanto et al., 2014); extraction of coronary vasculature from cryo-
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Figure 2.1. Volume rendering of a synthetic vasculature with five typical structures
and appearances: (1) bent (curved) vessel, (2) aneurysm, (3) vessel with varying
contrast, (4) bifurcation and (5) vessels of various diameters. Image patches in rows
1–5 correspond to medial cross-sections of synthetic vasculature either of raw in-
tensity or enhanced with multiscale filter based on a novel and several established
enhancement functions. Responses of original Frangi’s, Sato’s, Li’s and Erdt’s func-
tions, which suppress rounded structures, are marked with †. All responses were
computed across the same range of scales.
microtome images (Goyal et al., 2013); extraction of vessel centerlines from CTA and contrast
enhanced X-ray for 2D/3D coronary artery registration (Baka et al., 2014); detection of mes-
enteric vasculature in CTA for small bowel segmentation (Zhang et al., 2013); detection and
quantification of coronary artery stenoses in CTA (Shahzad et al., 2013); and computer-aided
detection of cerebral aneurysms in 3D rotational angiography, CTA and MRA (Hentschke et al.,
2014).
In Hessian based filtering a certain enhancement function is maximized across a Gaussian
scale space of the angiographic image. The enhancement function most frequently applied is
Frangi’s (Frangi et al., 1998). Different, but less applied functions are Sato’s (Sato et al., 2000),
Li’s (Li et al., 2003), Erdt’s (Erdt et al., 2008) and Zhou’s (Zhou et al., 2007). Most of these
functions were devised for the enhancement of 3D images, while Frangi’s and Zhou’s can also
be used for the enhancement of 2D images. An ideal enhancement function should exhibit a
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high and uniform response to i) variable vascular morphology, e.g. straight and bending vessels,
vessels of different dimensions and cross-sections (circular-elliptical), and bifurcations or cross-
ings, ii) pathology (e.g. blob-like aneurysms), iii) blood flow/contrast agent induced intensity
non-uniformities within and across vessels, iv) blurring of the vessel boundary and v) image
noise. Unfortunately, the state-of-the-art enhancement functions are far from ideal (Fig. 2.1),
which may compromise subsequent analysis of the enhanced images.
Based on our previous work (Jerman et al., 2015), we advance the multi-scale Hessian filtering
by a novel enhancement function, which overcomes the deficiencies of the established functions
and has properties close to an ideal enhancement function. Compared to (Jerman et al., 2015),
more detailed descriptions of the novel 3D enhancement function and its extension to 2D are
presented. Furthermore, several established enhancement functions are thoroughly reviewed
and their performances evaluated on several clinical 3D and 2D angiographic modalities to
demonstrate the benefits of the novel function for the enhancement of vascular structures.
Quantitative evaluation was performed on three clinical image datasets where the first consisted
of 3D thoracic CT images of lung vasculature, the second of 3D-DSAs of cerebral vasculature
and the third of high resolution 2D color images of fundus. The results on all three datasets
showed that, compared to the established functions, the proposed 3D and 2D enhancement
functions have a higher and more uniform response for variable vascular morphology, vas-
cular pathology like aneurysm, and intensity non-uniformities within and across vessels. The
same conclusions were made based on visual assessment of enhanced cerebral 3D time-of-flight
(TOF)-MRA, a 3D-DSA image of cerebral aneurysm and contrast enhanced 2D X-ray of the
cerebral vasculature.
The chapter is organized as follows: Section 2.2 reviews the Hessian-based multiscale filters
and state-of-the-art enhancement functions and their drawbacks, while Section 2.3 introduces
a novel enhancement function. Clinical image datasets of lung, cerebral and fundus vascular
structures, and the experiments and results of the evaluation of enhancement filters are described
in Section 2.4. Discussion and conclusion are given in Section 2.5.
2.2 Background
Enhancement filters based on the analysis of eigenvalues of the Hessian matrix applied on a
D-dimensional image are functions V : RD → R, which selectively amplify a specific local
intensity profile or structure in an image. A class of enhancement filters (Erdt et al., 2008,
Frangi et al., 1998, Li et al., 2003, Sato et al., 2000, Zhou et al., 2007) distinguish between dif-
ferent local structures by analyzing the second order intensity derivatives or Hessian at each
point in the image. To enhance the local structures of various sizes, the analysis is typically
performed on a Gaussian scale space of the image.
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Let I(x) denote the intensity of a D-dimensional image at coordinate x = [x1, . . . , xD]T. The
Hessian of I(x) at x and scale s is then represented by a D × D matrix:
Hi j(x, s) = s2 I(x) ∗ ∂
2
∂xi∂x j
G(x, s) for i, j = 1, ...,D, (2.1)
where G(x, s) = (2πs2)−D/2 exp(−xTx/2s2) is a D-variate Gaussian and ∗ denotes convolution.
Selective enhancement of local image structures that is independent of orientation and based
on shape and foreground versus background brightness of the structures can be performed by
analyzing the signs and magnitudes of Hessian eigenvalues. For each x, the eigenvalues are
obtained through eigenvalue decomposition eigH(x, s) → λi, i = 1, . . . ,D, which can be com-
puted fast for 2 × 2 or 3 × 3 Hessian matrices in either 2D or 3D images, respectively, with the
analytical method proposed by Kopp (2008).
Ideally, the Hessian-based enhancement is a response of an indicator function 1ER :[
eigH(x, s) ] → {0, 1} of a certain set of eigenvalue relations ER. For example, elongated
tube-like structures such as vessels in 3D images (D = 3) can be enhanced by functions indic-
ating: λ2 ≈ λ3 ∧ |λ2,3|  |λ1|, where the eigenvalues λi ofH(x, s) are sorted according to their
magnitudes: |λi| ≤ |λi+1|; i = 1, . . . ,D − 1. The positive (negative) signs of λ2 and λ3 indic-
ate a dark (bright) structure on a bright (dark) background. In 2D images (D = 2), elongated
structures are indicated by: |λ2|  |λ1|, whereas the sign of λ2 indicates a bright (dark) structure
on dark (bright) background. For differently shaped structures the eigenvalue relations can be
obtained in a similar manner.
To cope with variations of shape and intensity of the targeted structures, image noise, etc. the in-





0 , which have a non-negative response. A multiscale filter response F (x) is then obtained by
maximizing a given enhancement functionV, at each point x, over a range of scales s as:
F (x) = sup
{
V[ eigH(x, s) ] : smin ≤ s ≤ smax} . (2.2)
The values of smin and smax are selected according to the respective minimal and maximal ex-
pected size of the structures of interest.
2.2.1 Enhancement of vascular structures
The vasculature mainly consist of straight vessels and rounded structures like bending vessels,
bifurcations and vascular pathologies such as aneurysms.
To simultaneously enhance both elongated and rounded structures in 3D the functionV should
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indicate the following Hessian eigenvalue relations:
1ER : λ2 ≈ λ3 ∧ |λ2,3|  |λ1| . (2.3)
In 2D, the indicator function is defined as |λ2|  |λ1|.
As vessel enhancement functions V were primarily devised to enhance elongated structures,
they contain a component that is aimed to suppress rounded structures. However, because not
all vascular structures are elongated, this is a serious drawback, which is discussed in more de-
tail in the next subsection. Here we review several enhancement functions and modify certain
original expressions by removing suppression of rounded structures. In this way, all the presen-
ted expressions account for the indicator function in (2.3). As most established functions were
designed to enhance 3D images, we developed the corresponding expressions for enhancing
2D images by substituting λ3 = λ2 in the 3D enhancement functions and then simplifying the
expressions. The underlying assumption made when deriving the 2D equivalents of the 3D en-
hancement function is that vessels (and other vascular structures) have a circular cross-section
in 3D, a situation in which the eigenvalues λ3 and λ2 are equal.
Based on the relative brightness of the vascular structures compared to the background, the
enhancement functions V yield a non-zero response only when a specific relation between the
eigenvalues λi is satisfied. For bright vascular structures on a dark background (λi < 0,∀i),
V has a non-negative response when λ3 ≤ λ2 < 0 for D = 3 and λ2 < 0 for D = 2, or
zero otherwise. Conversely, for vascular structures darker than background (λi > 0,∀i), the
enhancement functionsV yield a non-negative response when λ3 ≥ λ2 > 0 for D = 3 and λ2 > 0
for D = 2. If not noted otherwise, the same enhancement function V can be used irrespective
of the relative brightness of the structures of interest, however, the correct assumption for the
relation between eigenvalues λi needs to be considered.






with RB = |λ1|/√λ2λ3 and β = const, suppresses rounded structures. By removing this factor,





























i , where D denotes dimension, and RA = λ2/λ3 distinguishes between
tubular and planar structures. Parameters α and κ control the sensitivity of measures RA and S,
respectively. In 2D, the corresponding modified Frangi’s enhancement function consists only
of the second factor of (2.4), i.e. VF = 1 − exp
(−S2/2κ2), where S2 = √λ21 + λ22.
The original Sato’s enhancement function (Sato et al., 2000) contains the factor (1+ λ1|λ2 | )
δ , δ ≥ 0
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The parameter γ controls the sensitivity to elongated structures and is typically set to 0.5 or 1,
which simplifies the expression (2.5) to
√
λ3λ2 or |λ2|, respectively. We will refer to the former
as Sato’s enhancement function and to the latter as |λ2|. In 2D, Sato’s function reduces to |λ2|.
The enhancement function proposed by Li et al. (2003) contains an additive term −|λ2|×(λ1/λ3)
for suppression of rounded structures, which when removed yields:
VL = |λ2| × λ2
λ3
. (2.6)
The first factor represents the magnitude and the second the likelihood of an elongated and
rounded structure, since λ2/λ3 → 0 in case of plane-like or no structure. In 2D, similarly as
Sato’s, Li’s function reduces to |λ2|.
Erdt’s enhancement function (Erdt et al., 2008) suppresses rounded structures by an additive
term + 2
3
Kλ1, which when removed yields:
VE = K |−λ2 − λ3| , (2.7)
where K = 1 − |λ2 − λ3|/|λ2 + λ3| is a cross-sectional isotropy factor that approaches zero for
plane-like structures (|λ3|  |λ1,2|) or one otherwise. In 2D, similarly as Sato’s and Li’s, Erdt’s
function reduces to |λ2|.
To enhance both rounded and elongated structures, Zhou et al. (2007) proposed the following
function:













and S is the struc-tureness measure as in (2.4). The
equivalent function in 2D isVZ = |λ2| × exp (− ||λ2|/S2 − c|) with c between 1√2 and 1.
2.2.2 Deficiencies of enhancement functions
Fig. 2.1 shows a 3D rendering of synthetic vasculature with five typical structures and ap-
pearances: (1) a bent (curved) vessel, (2) an aneurysm, (3) a vessel with varying contrast,
(4) a bifurcation and (5) vessels of various diameters. Image patches in rows 1–5 correspond
to medial cross-sections of synthetic vasculature either of the raw intensity or enhanced with
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multiscale filter based on six established and a novel enhancement function. To demonstrate
the impact of suppression of rounded structures by original Frangi’s, Sato’s, Li’s and Erdt’s
enhancement functions their responses marked with † are also shown. It is evident that the
suppression of rounded structures results in a rather poor response within the aneurysm and
at vessel bends and bifurcations. Despite the removal of rounded-structure suppression com-
ponent the responses obtained by (2.4–2.7), and Zhou’s function (2.8) still demonstrate several
deficiencies: i) a varying and eroded response at bents (row 1), ii) a poor response at the aneu-
rysm, especially at the neck (row 2), iii) response affected by non-uniform intensities (row 3),
iv) a poor response at the bifurcations (rows 4 and 5), and v) sensitivity to vessel size (row 5).
One of the main reasons for the observed deficiencies is that the state-of-the-art enhancement
functions are proportional to the magnitude or squared magnitude of λ2 or λ3, or both. By using














This shows that Frangi’s function (2.4) is also proportional to the squared magnitude of λ2 and
λ3. The main reason for designing enhancement functions proportional to the magnitude of
eigenvalues was to suppress noise in image regions with low and uniform intensities, where all
the eigenvalues have low and similar magnitudes.
Responses of enhancement functions that are directly proportional to λ2 or λ3 magnitudes have
three important drawbacks. First, for an ideal elongated or rounded structure of uniform intens-
ity, the response of λ2 or λ3 is not uniform within the structure (see λ2 in Fig. 2.1). The response
peaks at the center of the structure and then progressively decreases towards the periphery.
Second, as varying image intensities result in varying λ2 and λ3 magnitudes the functions’ re-
sponses are non-uniform. Third, the filter response depends on the structure size because the
enhancement is not uniform across scales.
Another drawback is that the current indicator function (2.3) leads to suppression of structures
with non-circular cross-sections (e.g. elliptic), because the ratio λ2/λ3 corresponds to the ratio
of minor and major semi axes of a structure’s cross-section. This ratio will be one for circular
and less than one for elliptic cross-sections.
2.3 Novel enhancement function
We hypothesize that an enhancement function: i) in the form of a ratio of eigenvalues, ii)
robust to low-magnitudes of eigenvalues, and iii) accounting for structures with elliptic cross-
sections will yield a more uniform response across different vascular structures than the existing
functions. In the following we introduce such an enhancement function for 3D and 2D vascular
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images.
2.3.1 Enhancement in 3D
Enhancement of vascular structures is dependent on their relative brightness compared to the
surrounding background. A general enhancement function can be developed by redefining the
Hessian eigenvalues with respect to the brightness of the structures of interest (dark or bright
compared to the background). Each eigenvalue λi ; i = 1, 2, 3 is redefined as:
λi :=
{
−λi bright structures on dark background ,
λi dark structures on bright background .
(2.10)
Peeters et al. (2009) reviewed several measures of structural isotropy and anisotropy of diffu-
sion tensors, some of which can also be applied to Hessian matrices. A measure based on
the ratio of eigenvalues, that is otherwise used for the detection of nearly spherical diffusion
tensors (Pierpaoli and Basser, 1996), is volume ratio:
VR = |λ1 λ2 λ3|
[
3
|λ1| + |λ2| + |λ3|
]3
, (2.11)
which was modified from the original version by adding absolute values to account for differ-
ently signed eigenvalues. The response of such VR is between 0 and 1.
We start building our enhancement function on (2.11). To indicate elongated structures, for
which |λ1|  |λ2|, the VR is modified by substituting λ1 → (λ2−λ1), which results in a function
that enhances elongated structures like vessels:
V = |(λ2 − λ1) λ2 λ3|
[
3
|2λ2 − λ1| + |λ3|
]3
. (2.12)
This function would suppress rounded structures, because their characteristic eigenvalue rela-
tion is λ1 ≈ λ2 ≈ λ3 and the multiplicative factor (λ2−λ1) in (2.12) would be zero or close to zero
for rounded structures. Since vascular structures may be elongated or rounded, an enhancement
function is required that would enhance both. Such a function is obtained by eliminating λ1
from the multiplicative factor in (2.12) and, to ensure normalized function response, from the
denominator in the last factor. Furthermore, the resulting function depends only on λ2 and λ3,
which is consistent with the indicator function (2.3) for vascular structures.
The response of such an enhancement function, however, is ill-defined at low magnitudes of λ2
and λ3 and thus too susceptible to noise in image regions of uniform intensity. To ensure ro-
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bustness of the enhancement function to low-magnitudes of λ2 and λ3, we propose to regularize




λ3 if λ3 > τmaxx λ3(x, s) ,
τmaxx λ3(x, s) if 0 < λ3 ≤ τmaxx λ3(x, s) ,
0 otherwise ,
(2.13)
where τ is a cutoff threshold between zero and one. To normalize the response of proposed en-
hancement function across the scales, λρ is computed for each scale s separately. For structures
of very low contrast, which otherwise have low magnitude of λ2 and λ3, choosing a high value
of τ results in a high difference between the magnitudes of λ2 and λρ and thus supresses the
response.
With the above eigenvalue regularization, the enhancement function can be written independ-
ently of the relative brightness of the structures of interest as:






which is valid only when the condition λ2 > 0 ∧ λρ > 0 can be satisfied. In the opposite case
the response is set toV = 0.
To enhance vascular structures with elliptic cross-sections the function in (2.14) should, instead
of λ2 ≈ λρ, indicate the relation λ2 ≤ λρ. By indicating the eigenvalue relation λ2 ≥ λρ/2 we
account for structures with elliptic cross-sections with ratio of λ2/λρ from 0.5 to 1. This can be
achieved by substituting λρ → (λρ−λ2) in (2.14) and fixing the response to 1 for λ2 ≥ λρ/2 > 0.




0 if λ2 ≤ 0 ∨ λρ ≤ 0 ,










where λρ is computed by (2.13). The proposed enhancement functionVP can be computed for
both bright structures on dark background and dark structures on white background if the eigen-
values are redefined by (2.10). The multiscale filter response (2.2) based on this enhancement
function is between 0 and 1 and is, ideally, 0 for non-vascular and 1 for vascular structures.
As hypothesized, the proposed enhancement function yields the highest and most uniform re-
sponse on typical vascular structures that are synthesized in Fig. 2.1.
38 2 - Enhancement of vascular structures in 3D and 2D angiographic images
2.3.2 Enhancement in 2D
The proposed functionVP in (2.15) can also be adopted to 2D images (D = 2). Besides the two
computed eigenvalues λ1 and λ2 (|λ2| ≥ |λ1|), which need to be redefined according to (2.10),
we introduce an auxiliary λ3, which is set to λ2. This definition of λ3 on the 2D images implies
the assumption that in 3D the vessels and other vascular structures have a circular cross-section.
Using λ3 = λ2 in (2.13) yields a regularized eigenvalue λρ, which is employed in (2.15) together
with λ2 to compute the response of the proposed enhancement functionVP on a 2D image.
2.4 Experiments and results
The enhancement of vascular structures by the multiscale filter (2.2) based on several state-of-
the-art and the proposed enhancement functions was quantitatively and qualitatively evaluated
on clinical images of lung, cerebral and fundus vasculatures. The functions were applied to
enhance normal vascular structures such as small- and large-diameter vessels and bifurcations,
as well as vascular pathologies like aneurysms. The clinical image datasets and experiments are
described in the following subsections.
2.4.1 Thoracic CT images
A database of 20 thoracic computed tomography (CT) images with binary lung masks was ob-
tained from the VESSEL12 grand challenge1 (Rudyanto et al., 2014), which is a public platform
for evaluating the performance of methods for segmentation of vascular structures of the lungs
in thoracic CT images. The CTs were acquired on a variety of clinical scanners and with differ-
ent protocols. Approximately half of the CTs were acquired with contrast agent injected into the
blood flow. Besides, about half of the CT images contained abnormalities such as emphysema,
nodules or pulmonary embolisms. The size of CT images was 512 × 512 × 355–543 and most
were isotropic with up to a 1 mm spacing between axial slices.
For evaluating a segmentation of vascular structures, the CT images contained landmarks manu-
ally annotated by expert radiologists. The 20 CT images contained 7352 landmarks, of which
2238 and 5114 were annotated on vascular and non-vascular structures, respectively. The land-
marks were not disseminated with the CT images, thus the obtained segmentations had to be
submitted through the grand challenge website for evaluation. The segmentation of vascular
structures can be either binary or probabilistic (i.e. voxel-wise likelihood).
Based on annotated landmarks the performance of a vessel segmentation is evaluated on
1VESSEL12 website: http://vessel12.grand-challenge.org/
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(a) (b)
(c)
Figure 2.2. Enhancement of the lung region in a thoracic CT from the VESSEL12
image database (Rudyanto et al., 2014): (a) axial slice of a CT image and (b) re-
sponse of the proposed filter. The enhanced lung vasculature (c) visualized in 3D
by maximum intensity projection.
each CT image by computing area under the receiver operating characteristic (ROC) curve
(AUC) (Fawcett, 2006), sensitivity (SE) and specificity (SP). For a probabilistic segmentation,
the SE and SP are reported at an optimal threshold, which is determined by a point on the ROC
curve closest to the optimal classifier (i.e. upper left corner of ROC graph). The range of metrics
AUC, SE and SP is between 0 and 1, where values closer to 1 indicate a better segmentation.
Methods are ranked according to overall highest AUC.
The response of the proposed filter for τ = 1 was computed within the lung mask provided
with the database and simply scaled to [0, 255] to obtain a probabilistic segmentation, which
was submitted for evaluation. The response was computed over scales between smin = 0.9 and
smax = 3 mm with step size of 0.7 mm, which were chosen similar to the scales used in Hessian-
based enhancement filters previously evaluated in the VESSEL12 challenge (Rudyanto et al.,
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Table 2.1. The top six segmentations reported on VESSEL12 chal-
lenge (Rudyanto et al., 2014) website†. Ranking is based on the AUC.
Rank Team Name AUC SE SP
1 UofA vision 0.986 0.949 0.941
2 LIT (Proposed, τ = 1) 0.984 0.962 0.961
2 LKEBChina 0.984 0.953 0.956
2 FME LungVessels 0.984 0.954 0.937
5 Bahcesehir University 0.980 0.954 0.947
6 CREALUNG 0.972 0.953 0.935
† Last accessed on: December 31, 2015
2014).
Evaluation results for the top six teams according to the AUC ranking (Rudyanto et al., 2014)
are shown in Table 2.1. The team that ranked first based their method on learning stacked
multiscale features, which were used to train the L2-regularized logistic regression classifier
for vessel extraction (Kiros et al., 2014). The remaining five teams employed the multiscale
Hessian-based filter (2.2). The filter in combination with the proposed enhancement func-
tion (τ = 1) achieved a tied AUC of 0.984 with the segmentations submitted by teams
LKEBChina and FME LungVessels. Team LKEBChina modified a vessel medialness func-
tion (Krissian et al., 2000) into a vessel enhancement function, while the other teams used the
Frangi’s vesselness function (Frangi et al., 1998) extended with region growing based on fuzzy
connectivity (FME LungVessels) or variational region growing (CREALUNG), or used optim-
ization of the scale range based on training datasets (Bahcesehir University). The mentioned
extensions, which were applied to the enhanced images, aimed to increase the otherwise low
SP of segmentations obtained by enhancement filters. Nevertheless, the segmentations based
simply on responses obtained with the proposed enhancement function resulted in highest over-
all SE and SP, even in comparison to the best method according to AUC.
Fig. 2.2 shows a slice of a CT image from the VESSEL12 database and the multiscale response
of proposed enhancement function. The response has similar intensity on large and small ves-
sels and is uniform within the vessels, which can be exploited for visualization of the whole lung
vasculature by fast 3D volume rendering (Fig. 2.2c). Such a visualization facilitates naviga-
tion through the vasculature and identification of possible vascular pathologies (Wiemker et al.,
2013).
2 - Enhancement of vascular structures in 3D and 2D angiographic images 41
(a) (b)
Figure 2.3. (a) Lateral and (b) anterior-posterior maximum intensity projection of
a 3D-DSA with landmark positions annotated as vascular (green points) or non-
vascular (red points).
2.4.2 Cerebral 3D-DSA images
Twenty patients undergoing endovascular treatment of cerebral aneurysms were imaged by the
Siemens Axiom Artis dBA angiography system. For each patient, a 3D-DSA of size 512×512×
391 voxels and 0.46 mm isotropic spacing was acquired. In each 3D-DSA a volume of interest
(VOI) of size 200 × 200 × 200 voxels was manually selected such that it contained the cerebral
vasculature.
Evaluation of the multiscale filter (2.2) with seven enhancement functions: the proposed (2.15),
Frangi’s (2.4), Sato’s (2.5), λ2, Li’s (2.6), Erdt’s (2.7) and Zhou’s (2.8) was based on annotated
landmarks, similarly as in the VESSEL12 challenge. For each 3D-DSA image an expert ra-
diologist placed and annotated 250 landmarks on vascular and 250 in the vicinity of vascular
structures like bifurcations, aneurysms, highly bent vessels, etc., and in between neighboring
vessels, where the responses of enhancement functions were expected to differ most. Fig. 2.3
shows a set of landmarks superimposed onto a maximum intensity projection (MIP) of a 3D-
DSA.
Evaluation of the obtained filter responses was based on metrics AUC, SE and SP, computed
in the same way as for the responses on thoracic CT images. To measure the uniformity of
the responses on vascular structures, we introduced a fourth metric, computed as the median of
normalized responses (MedNR) across the landmark positions on vascular structures. The range
of metric MedNR is between 0 and 1, where the values closer to 1 indicate a more uniform filter
response on vascular structures.
The proposed function was tested by varying τ from 0 to 1. Parameters κ and α of Frangi’s
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Table 2.2. Mean values of evaluation metrics for the enhancement responses com-
puted over 20 cerebral 3D-DSA images.
Filter AUC SE SP MedNR
Frangi† 0.944 0.875 0.904 0.34
Frangi 0.934 0.871 0.890 0.37
Sato† 0.941 0.884 0.870 0.24
Sato 0.941 0.890 0.863 0.25
Li† 0.910 0.832 0.845 0.12
Li 0.906 0.817 0.865 0.14
Erdt† 0.931 0.864 0.880 0.20
Erdt 0.940 0.886 0.890 0.20
λ2 0.940 0.886 0.890 0.20
Zhou 0.934 0.895 0.855 0.24
Proposed (τ = 0.5) 0.953 0.895 0.909 0.96
Proposed (τ = 1) 0.954 0.896 0.909 0.55
† Original functions, which suppress rounded structures.
Figure 2.4. Mean values of AUC, SE, SP and MedNR metrics, computed for the re-
sponses of multiscale filter with the proposed enhancement function, over 20 cereb-
ral 3D-DSA images shown with respect to parameter τ (2.13).
(2.4) and c of Zhou’s (2.8) were tuned so as to maximize the mean value of evaluation metrics
computed over all 20 3D-DSAs. The obtained optimal values were κ = 0.05 ·maxx I(x), α = 0.5
and c = 0.7. For each of the tested functions, the multiscale filter response (2.2) was computed
over scales from smin = 0.5 to smax = 2.5 mm with a step of 0.5 mm. The obtained responses
were scaled between 0 and 1 to obtain a probabilistic segmentation.
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Figure 2.5. Maximum intensity projections of a raw 3D-DSA and multiscale filter
responses of several state-of-the-art and proposed enhancement functions. Arrows
in the Raw image point to two aneurysms.
Table 2.2 reports the mean AUC, SE, SP, and MedNR values obtained across 20 cerebral 3D-
DSA images for the multiscale filter responses based on the proposed (τ = {0.5, 1}) and six other
enhancement functions. Moreover, for Frangi’s, Sato’s, Li’s, and Erdt’s modified filters we
report also the metrics for their original variants (†), which suppress rounded structures. While
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there was only a small difference in AUC, SE, and SP metrics between the original and modified
versions of the four filters, the original filters had lower MedNR values. This indicates a lower
response uniformity across the vascular structures, mainly because in the original functions
the response is suppressed at bifurcations and aneurysms. The proposed function achieved
the highest AUC, SE, and SP (best segmentation performance) and the highest MedNR (most
uniform response on vascular structures). In general, lowering τ of the proposed function from
1 to 0.5 only slighly decreased the means of AUC and SE, SP did not change, while the mean
of MedNR increased substantially.
For the multiscale filter based on the proposed enhancement function, Fig. 2.4 shows the influ-
ence of regularization parameter τ varied from 0 to 1 on the mean of AUC, SE, SP, and MedNR,
computed across 20 cerebral 3D-DSA images. When τ is 0, the magnitude of λ3 is not regu-
larized through (2.13) and the response of (2.15) is very sensitive to image noise. This causes
a higher number of false positive responses, which effectively lower both SP and AUC. At the
same time, the response is nearly uniform on vascular structures as even the structures with very
low contrast are enhanced, thus, the MedNR is close to 1. For τ < 0.4 the MedNR is flat at 1
and then progressively decreases when τ increases beyond 0.4. Increasing τ up to 0.25 notably
increases the AUC and SP, and slightly the SE, which then all flatten out when τ > 0.4. Because
the values of AUC, SE, and SP are flat beyond τ > 0.4, we recommend that τ is set somewhere
in range from 0.5 to 1. One should set τ to 1 for the purpose of segmentation (highest AUC,
SE and SP) and to 0.5 to maximize response uniformity on vascular structures, which can be
exploited for fast 3D volume rendering (Fig. 2.2c).
Fig. 2.5 shows the MIP of a cerebral 3D-DSA and corresponding MIPs of multiscale filter
responses for the seven tested enhancement functions. The response of proposed function is
high and highly uniform across all vascular structures, as indicated by high mean MedNR in
Table 2.2, thus the MIP for the proposed function appears brighter as compared to MIPs ob-
tained with other enhancement functions. Within aneurysms shown in Fig. 2.5, MIP based on
the proposed function had highly uniform intensity throughout the area of the two aneurysm,
while the MIPs of other functions had highest intensity in the aneurysm’s center and lower
towards its boundary.
2.4.3 High-resolution 2D fundus images
The 2D multiscale enhancement filters were evaluated on the publicly available High-
Resolution Fundus (HRF) image database2 (Odstrcilik et al., 2013), which consists of three
datasets, one of healthy subjects, one of patients with diabetic retinopathy and one of pa-
tients with glaucoma. Altogether, the three datasets contain 45 color HRF images, each of
2HRF image database website:
https://www5.cs.fau.de/research/data/fundus-images/
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Table 2.3. Mean values of evaluation metrics for the 2D enhancement filters and a
segmentation method based on matched enhancement filter [28] over 45 HRF color
images, where SE and SP represent the point in ROC curve with the highest ACC.
Method AUC ACC SE SP MedNR
Frangi 0.941 0.949 0.608 0.982 0.50
λ2 0.942 0.950 0.617 0.982 0.19
Zhou 0.943 0.951 0.622 0.983 0.19
Proposed (τ = 0.5) 0.943 0.954 0.651 0.983 0.97
Proposed (τ = 1) 0.944 0.954 0.646 0.983 0.62
Odstrcilik (Odstrcilik et al., 2013) 0.968 0.949 0.774 0.967 –
size 3504 × 2336. All 45 images were used for evaluating the 2D enhancement filters.
Enhancement of vascular structures was performed on the green channel intensity of each of
the 45 HRF images. Four enhancement functions were tested: the proposed, Frangi’s, λ2 and
Zhou’s. Note that the expressions for Sato’s (2.5), Li’s (2.6) and Erdt’s (2.7) enhancement
functions in 3D all reduce to λ2 in 2D. The proposed enhancement function was tested by
varying τ from 0 to 1. Parameters κ and α of Frangi’s (2.4) and c of Zhou’s (2.8) function
were tuned so as to maximize the mean value of evaluation metrics computed over all 45 HRF
images. The obtained optimal values were κ = 0.05 · maxx I(x), α = 0.5 and c = 1. For each
tested enhancement function, the multiscale filter response (2.2) was computed over scales from
smin = 4 to smax = 15 pixels with step 0.5.
The responses of enhancement filters on HRF images were evaluated based on reference
manual segmentations of vascular structures provided by the authors of the HRF image data-
base (Odstrcilik et al., 2013). As in their comparative study (Odstrcilik et al., 2013), we com-
puted AUC, SE and SP for each response. Besides, MedNR was computed on pixels belonging
to the reference segmentation. For a 2D probabilistic segmentation, the values of SE and SP are
reported for a threshold obtained at the highest segmentation accuracy (ACC).
The mean of AUC, ACC, SE, SP and MedNR computed for multiscale filter responses across
45 2D HRF images are summarized in Table 2.3. In the table, we also report the best segment-
ation result on 45 HRF images reported in a previous study (Odstrcilik et al., 2013), wherein
a matched enhancement filter that employed oriented vessel patches and morphologic post-
processing achieved the highest AUC of 0.968.
Reporting the values of SE and SP obtained at the threshold with the highest ACC is a standard
procedure in the community of fundus segmentation methods (Odstrcilik et al., 2013), however,
it produces unbalanced results where a higher SP is favored because vessels cover a consider-
ably lower amount of the image compared to the background. Consequently, additional results
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Raw Frangi λ2
Zhou Proposed(τ = 1) Proposed(τ = 0.5)
Figure 2.6. Normalized grayscale image of 2D HRF color image (Odstrcilik et al.,
2013) and the responses of multiscale filter with state-of-the-art and proposed en-
hancement functions. Top row shows a large field of view, while bottom row shows
enlarged image region in dashed square of the raw image. Arrows indicate bifurca-
tions and small vessels, in which state-of-the-art enhancement functions give a poor
response.
are displayed in Table 2.4, where SE and SP are computed as the point on the ROC curve closest
to the ideal point (SE=1, SP=0), which produces a more balance evaluation, and is consistent
with the evaluations on thoracic CT and 3D-DSA datasets. Note that the values of AUC and
MedNR do not change with the change of evaluation methodology.
Although a simple HRF segmentation based on multiscale filter responses cannot compete with
the best segmentation result in terms of AUC, the obtained values of AUC>0.94 are very high.
The slightly lower AUC in comparison to Odstrcilik et al. (2013) is due to low contrast struc-
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Table 2.4. Mean values of evaluation metrics for the 2D enhancement filters over
45 HRF color images, where SE and SP represent the point closest to the ideal point
in ROC curve.
Method AUC SE SP MedNR
Frangi 0.941 0.896 0.898 0.50
λ2 0.942 0.897 0.900 0.19
Zhou 0.943 0.896 0.902 0.19
Proposed (τ = 0.5) 0.943 0.895 0.906 0.98
Proposed (τ = 1) 0.944 0.895 0.906 0.65
tures and artifacts in the background that are otherwise not connected to the fundus vasculature,
but are anyway enhanced. Nevertheless, the obtained ACC and SP are higher for the proposed
function. The mean AUC, ACC, SE, and SP of the multiscale filter based on the proposed en-
hancement function were comparable to other functions, while MedNR was substantially higher
even at τ = 1. Decreasing τ from 1 to 0.5 further increased the MedNR from 0.65 to 0.98. The
impact of higher MedNR can be observed visually in the responses shown in Fig. 2.6. The main
drawback of responses obtained by using Frangi’s and, especially, λ2 and Zhou’s functions is
that, compared to vessels with large diameters, the vessels with small diameters are poorly en-
hanced and thus poorly visible as illustrated by Fig. 2.6. Besides, even for the large-diameter
vessels the response varies considerably, which is indicated by low MedNR values in Table 2.4.
Conversely, the response based on the proposed function has uniform intensity on small and
large diameter vessels and thus allows clear visualizations of large as well as small vessels. On
the other hand, the high uniformity of the proposed filter results in the enhancement of some
background image artifacts, the prominence of which increases with decreasing value of τ. Nev-
ertheless, the use of additional simple morphological post-processing methods can effectively
eliminate these artifacts while retaining the enhanced vasculature.
Important differences between the multiscale responses of the proposed versus other enhance-
ment functions can be observed at bifurcations, some of which are marked with arrows in
Fig. 2.6. The other functions generally yielded low responses at bifurcations. In several cases
the response disconnected the branching vessels from the main vessel. This can adversely
affect a subsequent segmentation algorithm that relies on the enhancement of vascular struc-
tures (Cheng et al., 2014, Fraz et al., 2012). The filter responses based on the proposed function
well preserved vessel connectivity at bifurcations.
Similarly as for the 3D-DSA images, the regularization parameter τ of the proposed enhance-
ment function was varied from 0 to 1 and, based on the responses on 45 HRF images, the mean
AUC, SE, SP and MedNR were computed. The corresponding plots are shown in Fig. 2.7,
which closely resemble the plots in Fig. 2.4 for the 3D-DSA images. On 2D fundus images the
48 2 - Enhancement of vascular structures in 3D and 2D angiographic images
Figure 2.7. Mean values of AUC, SE, SP and MedNR metrics, computed for the
responses of multiscale filter with the proposed enhancement function, over 45 HRF
color images shown with respect to parameter τ (2.13).
parameter τ had the same impact on evaluation metrics as on 3D-DSA images.
2.4.4 Visual evaluation on clinical images
To further demonstrate the performance and wide applicability of the proposed enhancement
function, we applied it to 3D TOF-MRA and contrast enhanced 2D X-ray angiograms of cereb-
ral vasculatures and to a 3D-DSA image containing an aneurysm. The widely used Frangi’s
enhancement function was also applied and together with raw images used in a comparative
visual assessment.
In cerebral TOF-MRA the visual contrast of certain vascular structures may be adversely in-
fluenced by a signal from adjacent non-vascular structures, e.g. thin lateral vessels in temporal
lobes near the skull are poorly visualized due to the MR signal from dura matter, fat, skin, etc.
(Fig. 2.8). Hence, visual assessment of these vessels can be difficult. In such situations, an
enhancement function like the proposed can be applied to selectively enhance the vessels and
suppress the non-vascular structures. Fig. 2.8 shows the TOF-MRA enhanced with the pro-
posed and Frangi’s enhancement functions. Compared to raw TOF-MRA, the enhanced images
obviously suppress the signal adjacent to the skull and thereby better visualize the vessels close
to the skull. The proposed function was run with τ = 1 and τ = 0.5, whereas the latter enhanced
more non-vessel structures and artifacts in the background with the benefit of a more uniform
enhancement of vessels at different anatomical sites. Compared to Frangi’s, the proposed func-
tion better enhanced thin vessels (Fig. 2.8).
Contrast enhanced 2D X-ray angiography is widely used for the detection and assessment of
vascular pathologies, and as live feedback for navigation during treatment. For these purposes
a good visual contrast of vascular structures is important, but, unfortunately, it is often not
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Figure 2.8. Maximum intensity projections of cerebral TOF-MRA and correspond-
ing responses of Frangi’s and the proposed (τ = 1 and τ = 0.5) enhancement func-
tions. Arrows indicate thin vessels with low visual contrast in TOF-MRA.
obtained at distant vessels because of dissolution and reduced flow of the contrast agent. Fig. 2.9
shows a contrast enhanced X-ray of cerebral vasculature, in which thin vessels are poorly visible
(indicated by the arrows). The Frangi’s function did not enhance the poorly contrasted thin
vessels. On the other hand, the proposed function enhances most of the distant thin vessels,
some of which are barely seen in the raw X-ray image. Tuning parameter τ of the proposed
function presents a trade-off between undesired enhancement of non-vascular structures and the
uniformity of vascular structures’ enhancement.
Enhancement of vascular pathologies is important for their detection and assessment. Fig. 2.10
shows an example of aneurysm enhancement by original and modified Frangi’s and the pro-
posed (τ = 1 and τ = 0.5) functions. The modified Frangi’s function (2.4) does not contain the
blob suppression term and thus has a higher intensity and a more uniform response within the
aneurysm compared to the original function. Nevertheless, compared to the proposed function,
the modified Frangi’s function shows considerable intensity variations within the aneurysm,
which are also visible in the raw image. Conversely, the proposed function effectively sup-
pressed these variations and yielded high intensity and highly uniform response.
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Figure 2.9. Cerebral 2D X-ray and corresponding response of Frangi’s and pro-
posed (τ = 1 and τ = 0.75) enhancement function. Arrows indicate poorly contras-
ted distant vessels.
2.5 Discussion and conclusion
Multiscale Hessian based filtering is often used to enhance angiographic images for the purpose
of computer-aided detection of vascular pathologies (Hentschke et al., 2014) and to improve
3D visualization (Wiemker et al., 2013) or segmentation of vascular structures (Lesage et al.,
2009). However, established enhancement functions applied in the multiscale filter generally
produce a rather poor and non-uniform response for natural variations of vascular morphology
(different vessel diameters, spherical-elliptical cross-sections), at bifurcations and aneurysms,
etc. (Fig. 2.1). Such a deficient response will likely have an adverse impact on subsequent
analysis of the enhanced images. For instance, no or weak response at a bifurcation may dis-
rupt vessel lumen segmentation (Lesage et al., 2009). In this chapter we therefore make three
important contributions: i) review established 3D and 2D enhancement functions and elaborate
their deficiencies, ii) propose a novel enhancement function, which overcomes these deficien-
cies and iii) quantitatively and qualitatively evaluate and compare several established and the
novel enhancement function on clinical image datasets of the lung, cerebral and fundus vascu-
latures.
The main reason for a rather poor and non-uniform enhancement obtained at certain structures
by the established functions is that their response is proportional to the magnitudes of Hes-
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Figure 2.10. Aneurysm and its parent vessel extracted from cerebral 3D-DSA and
visualized in 3D, medial aneurysm cross-section of the raw 3D-DSA and corres-
ponding responses of modified Frangi’s, original Frangi’s and the proposed (τ = 1
and τ = 0.5) enhancement functions.
sian eigenvalues (λ2 in Fig. 2.1), which in turn are proportional to intensities of the image to
be enhanced. Hence, structures with undesired intensity variations in the original image will
also manifest these undesired variations in the enhanced image. This may be a problem in
angiographic images of larger vascular networks, in which substantial intensity variations are
often observed as a result of varying vessel morphology, blood flow characteristics and/or con-
trast agent distribution. Another deficiency is the suppression of rounded structures, which
adversely impacts the response at bifurcations and vessel aneurysms (responses marked with †
in Fig. 2.1). Although we modified the original expressions such that they also enhance roun-
ded structures, the responses were still rather poor at bifurcations and aneurysms. This is linked
to another important deficiency in the design of established functions, which is their sensit-
ivity to non-circular cross-sections of the structures. For instance, at bifurcations the vessel
cross-section expands unilaterally from circular (λ2 ≈ λ3) to non-circular (|λ2| < |λ3|), thus the
functions (2.4–2.8) that indicate relations λ2 ≈ λ3 ∧ |λ2,3|  0 yield a lower response. Finally,
most established functions were designed to enhance 3D images. To be applicable to 2D images
these functions need to be modified, however, the expressions and characteristics of the original
functions may not be preserved.
The novel enhancement function proposed in (2.15) was designed to indicate the eigenvalue
relations 0 < λ3/λ2 ≤ 2, thereby accounting for structures with elliptic cross-sections with
the ratio of minor and major semi axes from 1 : 1 to 1 : 2. Inspired by volume ra-
tio (Pierpaoli and Basser, 1996) the function design was advanced to enhance elongated and
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rounded structures. The main benefit of the ratio of eigenvalue magnitudes is that it effectively
cancels the magnitude decays towards a structure’s periphery. It also normalizes the response
across different scales and thus exhibits a similar response on structures of different sizes. In
image regions of uniform intensity, however, all eigenvalue magnitudes are low and the ratio is
ill-behaved. This problem has been addressed by regularizing the eigenvalue with the highest
λ3 magnitude to a fraction τ of the overall highest λ3 magnitude. Although the proposed func-
tion was developed for enhancing 3D images, the same expression can be used to enhance 2D
images by introducing an auxiliary eigenvalue λ3 = λ2. This is a unique feature of the novel
function when compared to the state-of-the-art functions. The main benefit of this feature is
that the novel function behaves similarly in 3D and 2D.
Thresholding thoracic CTs enhanced with the proposed function yielded a good segmentation
of lung vasculature according to high AUC, which was the second best. The best performing
method according to AUC (UofA vision) was based on feature learning and classification and
was far more complex. An important requirement of this method is to have a large image data-
set with accurate, reliable and representative reference annotations for learning discriminative
features and training the classifier. For this purpose three training lung CT datasets were used.
Because the same expert rater(s) chose the landmarks at specific locations in both the training
and test datasets, the classifier was probably sensitive to the specific locations of landmarks,
which might have biased the final results. On the contrary, training datasets are not required for
segmentation based on the multiscale Hessian-based filter. Furthermore, the filter based on the
proposed function had the highest SE and SP (0.962 and 0.961, respectively) among all tested
methods.
The landmark based evaluation strategy used in VESSEL12 grand challenge dataset has certain
limitations. According to the authors (Rudyanto et al., 2014), negative landmarks tend to be
located several pixels from the real vessel border, thus not penalizing oversegmentation close to
vessel borders, nor segmentations in noisy areas where vessels are obviously not to be found.
Another strategy could be to create a high quality segmentation of a complete 3D vasculature,
which would allow for as many positive and negative landmarks as desired, however, on clinical
images this is extremely difficult, subjective and time consuming to perform. We compared the
two evaluation strategies on synthetic datasets and found that both yield identical ranking of the
methods. Since we wanted to keep the evaluation strategy consistent across different datasets,
the experiments on cerebral 3D-DSAs used the landmark based evaluation strategy with 250
positive landmarks placed on vascular structures and 250 negative landmarks placed in the
vicinity of the vessels (Fig. 2.3).
Results on the cerebral 3D-DSA dataset and the 2D fundus images showed that Hessian filter-
ing with the proposed enhancement function achieved the highest AUC and MedNR among all
tested functions, thus showing good segmentation performance and highly uniform enhance-
ment of all vascular structures. The impact of (non)uniform enhancement is clearly seen on
maximum intensity projections of the filter responses in Fig. 2.5. The proposed function bet-
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ter enhanced the vasculature, as indicated by the reduced intensity variations within the large
internal carotid artery, clearly visible aneurysm and several of smaller vessels. The fundus im-
ages in Fig. 2.6 enhanced by the state-of-the-art functions show several vessels disconnected
at bifurcations and crossings, which is not the case for the response of the proposed function.
Furthemore, the proposed function enhanced the retinal vasculature more uniformly, especially
for τ = 0.5, visualizing several smaller vessels.
Sizes of vascular structures may vary substantially in angiographic images of large vascular
networks, therefore, choosing a wide range of scales is crucial to enhance all the structures
in the network. This may increase the computational demand of Hessian based filters, since
for each scale a convolution of the image with correspondingly scaled Gaussian has to be per-
formed to obtain the Hessian matrices. Then, for each scale, the eigenvalue decompositions
of 3 × 3 or 2 × 2 Hessian matrices are computed with the analytical method (Kopp, 2008) and
the enhancement functions evaluated. To speed up the multiscale Hessian filter we performed
all computations on an NVidia 450GTS GPU. On 3D-DSAs of size 200 × 200 × 200 the mean
computational times obtained over five scales were around 857 and 1048 ms for the established
and the proposed enhancement functions, respectively. Compared to the established functions,
which require one image pass, the proposed function requires two image passes, the first for reg-
ularization in (2.13) and the second for response in (2.15). Although the mean computational
time increased by 22%, the enhancement based on the proposed function is still computed in
roughly one second for a moderately sized image. This should not represent a bottleneck in im-
age analysis framework for computer-aided detection (Hentschke et al., 2014) or vessel lumen
segmentation (Lesage et al., 2009), nor in 3D visualization (Wiemker et al., 2013) where the
enhancement is executed only once before the visualization starts. Vascular structures usually
represent less than 5% of voxels in a 3D image, thus if faster execution is required, a substantial
speedup is possible by evaluating the multiscale Hessian filter (2.2) only in voxels, for which
λ1,2,3 < 0 (dark on bright) or λ1,2,3 > 0 (bright on dark). Recently, Yang and Cheng (2014) pro-
posed a simple method to identify such voxels based on the elements of Hessian matrix, which
in general reduced the computational times by 55% for 3D and 7.5% for 2D images.
In conclusion, we proposed a novel enhancement function for the popular multiscale Hessian
based filter. Quantitative and visual evaluations on five clinical datasets showed that, com-
pared to established functions, the proposed enhancement function yields good segmentation
performance according to high AUC, SE and SP, and has a higher and more uniform response
across all vascular structures. Because the observed enhancement is close to the one expected
of an ideal enhancement function, the use of the proposed function on angiographic images has
a large potential to simplify and significantly improve subsequent image analysis methods and
visualizations.
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Abstract
Several researches have established that the sensitivity of visual assessment of smaller intracra-
nial aneurysms is not satisfactory. Computer-aided diagnosis based on volume rendering of the
response of blob enhancement filters may shorten visual inspection and increase detection sens-
itivity by directing a diagnostician to suspicious locations in cerebral vasculature. We proposed
a novel blob enhancement filter based on a modified volume ratio of Hessian eigenvalues that
has a more uniform response inside the blob-like structures compared to state-of-the-art filters.
Because the response of proposed filter is independent of the size and intensity of structures, it
is especially sensitive for detecting small blob-like structures such as aneuryms. We proposed a
novel volume rendering method, which is sensitive to signal energy along the viewing ray and
which visually enhances the visualization of true positives and suppresses usually sharp false
positive responses. The proposed and state-of-the-art methods were quantitatively evaluated on
a synthetic dataset and 42 clinical datasets of patients with aneurysms. Because of the capabil-
ity to accurately enhance the aneurysm’s boundary and due to a low number of visualized false
positive responses, the combined use of the proposed filter and visualization method ensures a
reliable detection of (small) intracranial aneurysms.
3.1 Introduction
Intracranial saccular aneurysms have a prevalence of 1%-5% of the world population
(Brisman et al., 2006, Brown Jr and Broderick, 2014) and, although aneurysm rupture is a rather
rare event, ruptured aneurysms are the most common cause of nontraumatic subarachnoid hem-
orrhages causing substantial rates of mortality and morbidity. To prevent such fatal events, early
detection and assessment of aneurysms that may rupture is needed.
Because the risk of rupture is higher for larger aneurysms, most experts agree that larger an-
eurysms (> 7 mm) should be treated as soon as possible, either by traditional or endovascular
neurosurgery, as the risk of rupture outweighs the risk of complications during neurosurgery
(Brown Jr and Broderick, 2014). In small aneurysms (< 5 mm), however, the risk of complica-
tions during neurosurgery is substantially higher than the risk of rupture (Sonobe et al., 2010).
Hence, many risk factors need to be considered in the management of such aneurysms. While
in small aneurysms the probability of rupture is low, Villablanca et al. (2013) recently reported
that the risk of rupture is higher for aneurysms growing fast and is independent of their size.
Therefore, an early detection and monitoring of (small) aneurysms is important to determine
when their treatment is necessary.
Intracranial saccular aneurysms can be detected from either three-dimensional (3D) X-ray ro-
tational angiography (3D-RA), subtraction of enhanced and non-enhanced 3D-RA (3D-DSA),
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computed tomography angiography (CTA), or magnetic resonance angiography (MRA) im-
ages (Brisman et al., 2006). For small aneurysms, the sensitivity of the detection based on CTA
and MRA images is still lower compared to DSA (Li et al., 2014, Menke et al., 2011). Although
currently the detection of aneurysms is performed visually by experienced neuroradiologists, es-
pecially the detection sensitivity of smaller aneurysms is not satisfactory (Korogi et al., 1999).
Štep̆án Buksakowska et al. (2014) recently showed that computer-aided diagnosis improves the
detection of small intracranial aneurysms. Enhancement of possible aneurysm locations in
cerebrovascular images may shorten visual inspection and increase the detection sensitivity
by directing the attention of a diagnostician to suspicious locations in the cerebral vasculature.
Moreover, many aneurysms are discovered incidentally when patients are imaged due to symp-
toms otherwise unrelated to aneurysms (Loumiotis et al., 2011). In such situations the focus of
clinicians is not on aneurysm detection, thus, the (small) aneurysms may be easily missed. With
an interactive visualization of possible aneurysm locations the number of incidentally detected
aneurysms may be increased, thereby enabling their early assessment and treatment.
3.1.1 Aneurysm detection
Blob enhancement filters (Li et al., 2004, Sato et al., 2000) have been proposed for detection
of malignant nodular structures, i.e. lung nodules (Li et al., 2004, Wiemker et al., 2012), colon
polyps (Kim et al., 2007), and vessel aneurysms (Li et al., 2004, Sato et al., 2000). Enhancing
the structures of interest may significantly reduce the valuable time that a clinician spends to
effectively inspect a 3D medical image and decrease the possibility that small but important
structures will be missed. The enhanced structures can be clearly visualized by color coded
volume rendering of the enhancement filter’s response and combined with volume rendering
of the original volume data (Wiemker et al., 2012, 2013). An example of such a volume ren-
dering is shown in Fig. 3.1, in which the aneurysm (yellow) can be immediately detected in
the angiogram of cerebral vasculature (red). Design of blob enhancement filter and its faith-
ful visualization, however, are critical for unambiguous identification of locations of suspicious
pathologies.
An alternative to a direct visualization of the image and the response of blob enhancement
filters is a further refinement of possible aneurysm locations, which is employed in some auto-
mated computer-aided detection (CAD) systems (Arimura et al., 2004, Hentschke et al., 2014).
Therein blob enhancement filters are used to identify a volume of interest employed in further
classification steps. For classifying possible aneurysm locations contextual information plays
an important role. While removing or ignoring the false positive detections through interact-
ive visualization of the enhanced volume is a simple task for an experienced neuroradiologist,
on the other hand, defining a good set of features that encode this contextual information for
the purpose of automated CAD systems is much more difficult. Typically the automated CAD
systems trade-off between either high/low detection sensitivity and low/high specificity.
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Figure 3.1. Visualization of a blob enhancement filter response for computer-aided
diagnosis of vessel aneurysms.
Current state-of-the-art blob-enhancement filters have two main limitations: 1) their response
is nonuniform within the blob-like structures, thus the shape of the structure cannot be clearly
visualized, and 2) since the response intensity is proportional to the size of the structure, small
structures are usually less, if at all, enhanced. Therefore, a blob enhancement filter is needed
that would yield close-to-uniform response within the blob-like structures and which is, at the
same time, robust to the variability of size and shape of structures it is aimed to enhance. The
response of a blob enhancement filter is usually visualized by the maximum intensity projection
(MIP) method (Wiemker et al., 2013). Because true and false responses can have similar max-
imum intensities, their differentiation using MIP is often very difficult. Besides, MIP usually
highlights too many false responses. An improved method for visualizing the response of a blob
enhancement filter is needed that would take into account the characteristics of true responses
so as to enhance their visualization and suppress the false responses.
3.1.2 Contributions
This chapter has two important contributions: 1) development of a novel blob enhancement
filter based on ratio of eigenvalues of multiscale 3D Hessian; 2) development of a novel volume
rendering method based on Distance Weighted Intensity Difference Accumulation (DWIDA).
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The novel blob enhancement filter was quantitatively evaluated on a synthetic image dataset
and a clinical dataset containing 30 cerebral digitally subtracted angiograms and 10 computed
tomography angiograms of patients with aneurysms. The enhancement filters were additionally
compared using two magnetic resonance angiograms. In comparison to several state-of-the-art
blob enhancement filters, the proposed filter had close-to-uniform response within the blob-like
structures and was more robust to their size and shape variations as compared to several existing
filters. This characteristics are exploited by the proposed visualization method to reduce the
number of false detections while retaining all true detections.
The chapter is organized as follows: Section 3.2 reviews the state-of-the-art blob enhancement
filters and presents the novel filter, while Section 3.3 reviews the state-of-the-art volume ren-
dering methods and presents the novel DWIDA method. Section 3.4 describes the synthetic
and clinical image datasets, the experiments and quantitative metrics used for the evaluation
and comparison of the proposed and existing state-of-the-art filters. Extensive evaluation of
the blob enhancement filters and the methods for visualizing their responses is presented in
Section 3.5. Discussion and conclusion are given in Section 3.6.
3.2 Blob enhancement filters
3.2.1 Related work
Enhancement filters are scalar functions, which selectively amplify a certain local intensity
profile or structure in an image. A large class of enhancement filters (Frangi et al., 1998,
Koller et al., 1995, Li et al., 2003, Lorenz et al., 1997, Sato et al., 2000) is based on multiscale
analysis of 2nd order image intensity derivatives. Let I(x) denote the intensity of a 3D image at
coordinate x = [x1, x2, x3]T. The 3 × 3 Hessian matrixHi j(x, s) of 2nd order derivatives of I(x)
at scale s is defined as:
Hi j(x, s) = s2 I(x) ∗ ∂
2
∂xi∂x j
G(x, s) for i, j = 1, 2, 3 , (3.1)
where G(x, s) = (2πs2)−3/2 exp(−xTx/2s2) is a 3D Gaussian and ∗ denotes convolution.
The signs and magnitudes of the eigenvalues of the Hessian matrix H reflect specific shapes
of structures and their brightness in the image. Let the three eigenvalues λ1, λ2, λ3 of H be
sorted according to their magnitude: |λ1| ≤ |λ2| ≤ |λ3|. Spherical, blob-like structures exhibit
equally signed eigenvalues with a high and isotropic magnitude (λ1 ≈ λ2 ≈ λ3 ∧ |λ1,2,3|  0),
whereas positive (negative) eigenvalues indicate a dark (bright) structure on a bright (dark)
background. Elongated and planar structures, for example, exhibit distinctly different Hessian
eigenvalue relations (Frangi et al., 1998). Table 3.1 lists all possible variants of structure’s shape
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Table 3.1. Structure based on Hessian eigenvalues analysis (Frangi et al., 1998)
λ1 λ2 λ3 Structure shape (brighness)
N N N no structure (noise)
L L H- planar (bright)
L L H+ planar (dark)
L H- H- elongated (bright)
L H+ H+ elongated (dark)
H- H- H- spherical (bright)
H+ H+ H+ spherical (dark)
H=high and L=low magnitude, N=noise-level
magnitude, +/- indicates the sign of the eigen-
value.
and brightness that can be identified by the analysis of Hessian eigenvalues.
The eigenvalue relations for bright blob-like structures at scale s can be indicated by several
different blobness functions B = f (λ1, λ2, λ3). A multiscale filter response F (x) is obtained by
evaluating a given blobness function B using the eigenvalues of the Hessian matrix at each
voxel x and over a range of different scales s (smin < s < smax) and taking the maximal
value (Frangi et al., 1998), i.e.:
F (x) = max
smin≤s≤smax
B[ eigH(x, s) ] . (3.2)
The values of smin and smax are selected according to the minimal and maximal expected sizes
of structures of interest. In the following, we review several blobness functions. Because an-
eurysms are observed as bright structures on dark background, all the blobness functions are
defined such that non-zero response is obtained only when λ3 ≤ λ2 ≤ λ1 < 0.
As part of a vessel enhancement filter, Frangi et al. (1998) introduced a blobness measure RB =
|λ1|/
√|λ2λ3| that was used to suppress blob-like structures. Because RB is very sensitive to
image noise in nonstructured regions in the image, it cannot be used as a blobness function.


















where S = √λ21 + λ22 + λ23 is the 2nd order measure of image structureness and parameters ψ
and κ control the sensitivity of measures RB and S (Frangi et al., 1998).
Sato et al. (2000) proposed a blobness function that employs only the largest and smallest of the
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Figure 3.2. Normalized multiscale responses of |λ1|, |λ2|, |λ3|, and the proposed
blobness function BP(τ = 1) as a function of distance from the center of sphere with
intensity I. The proposed blobness function outlines the sphere more accurately as








Parameter γ controls the sensitivity to blobness and is typically set either to 0.5 or 1, which
simplifies the blobness function (3.4) into
√
λ3λ1 and |λ1|, respectively.




which can be seen as a product of two factors: λ1 and λ1/λ3. The first factor represents the
magnitude of the blobness function, while the second factor represents the likelihood that the
neighborhood of voxel x is part of a spherical structure.
All the aforementioned blobness functions, except Frangi’s, are proportional to the magnitude
of λ1, however, their response is typically not uniform throughout a spherical structure. For
example, |λ1| peaks at the center of a spherical structure and then progressively decreases to-
wards the structure’s periphery (Fig. 3.2). Frangi’s blobness measure RB is also proportional
to λ1, but because it is a ratio of eigenvalues its response is normalized and close-to-uniform
within the spherical structure, where all the eigenvalues have similar magnitudes. However, the
RB is ill-defined in image regions with uniform intensity, in which all the eigenvalues have low-
magnitude. To regularizeRB, the Frangi’s blobness function (3.3) employs the measure of struc-
tureness S, which is correlated with the eigenvalues and thus reduces the uniformity of response
within the spherical structure. We hypothesize that by devising a blobness function, which is
not directly proportional to any of the eigenvalues and is robust to their low-magnitudes, we can
achieve close-to-uniform and selective enhancement of blob-like structures.
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3.2.2 Proposed blobness function
A blobness function should indicate the degree of isotropy of the Hessian eigenvalues. For
this purpose, we considered the measures of structural isotropy and anisotropy used for the
characterization of diffusion tensors (Peeters et al., 2009). One measure not directly pro-
portional to any of the eigenvalues and used for the detection of nearly spherical diffusion




λ1 + λ2 + λ3
)3
. (3.6)
A measure similar to VR is also used for the detection of interest points in point based
registration of volumetric data (Rohr, 1997) and in 2D/3D scale invariant feature trans-
form (Föstner and Gülch, 1987, Ni et al., 2009).
In a geometrical interpretation, (3.6) is a volume ratio between an ellipsoid with semi-axes
λ1, λ2, λ3 and a sphere with radius equal to the mean of the three eigenvalues. For a spher-
ical structure (isotropic eigenvalues) the VR has value one and with increasing non-sphericity
(anisotropic eigenvalues) decreases towards zero.
In image regions with uniform intensity, where all eigenvalues have low magnitude, the VR in
(3.6) is very susceptible to image noise. The previously proposed blobness functions address
this by multiplying the eigenvalue ratio either with one of the eigenvalues (i.e. λ3 and λ1 in (3.4)
and (3.5)) or the structureness measure (i.e. S in (3.3)), but an immediate drawback is a less
uniform response within blob-like structures. Instead, we propose to regularize, at each scale s,
the value of eigenvalue λ3 in (3.6) at each voxel x as:
λρ =
{
λ3 if λ3 < τminx λ3(x, s) ,
τminx λ3(x, s) otherwise ,
(3.7)
where τ is a user selected threshold between zero and one. Since for bright spherical structures
on dark background all the eigenvalues are negative, the minimum of over all λ3(x) at scale s is
computed to find the eigenvalue with the highest magnitude.
The second eigenvalue λ2 with magnitude |λ1| ≤ |λ2| ≤ |λ3| does not provide any discriminat-
ive information between blob and other structures (Table 3.1). Using λ2 may introduce more
variability in the response, which can result in more false detections. Therefore, we propose
to replace λ2 in (3.6) with λ1 so as to give more weight to the difference between the smallest
and the largest eigenvalue, which is the discriminative factor between the blob and non-blob







3 - Blob enhancement and visualization for improved intracranial aneurysm detection 63
Figure 3.3. Characteristic response curve of several blobness functions with respect
to lowest-magnitude Hessian eigenvalue λ1, whereas Hessian eigenvalues normal-
ized by λ3, thus λ3 = 1.
Note that BP has a non-zero response only when λ3 ≤ λ1 < 0. Similarly to the VR, the proposed
blobness function is a ratio of eigenvalues and yields values between zero and one, regardless
of the raw image intensities. For all spherical or similar structures, independent of size and
intensity, the BP will result in a value close to one.
Choosing a high value of τ in the regularization of λ3 increases the difference between the
magnitudes of λ1 and λρ for structures with low contrast, which otherwise would have low
magnitudes of both λ1 and λ3. Consequently, for structures with low contrast and affected by
image noise the output value of the blobness function BP decreases, while BP enhances only the
structures with contrast above the image noise level.
Even though the threshold is applied to λ3 in (3.8), the uniformity of response is retained. As
shown in Fig. 3.2, in which we plot the responses of |λ1| and BP(τ = 1) for a spherical structure,
the output of the proposed blobness function closely follows the intensity profile of the spherical
structure.
Frangi’s blobness measure or Li’s and Sato’s blobness likelihoods can be also regularized as in
(3.7). Fig. 3.3 shows the response of the mentioned and the proposed blobness functions, using
τ = 1 in (3.7) to regularize λ3. The proposed blobness function has a nonlinear response, which
enables the enhancement of structures that slightly deviate from the perfectly spherical shape
(as compared to linear response of the ratio λ1/λ3). The response of the proposed blobness
function is progressively attenuated for low magnitude of λ1 < 0.3, which is not the case for RB
that is highly sensitive to uniform and noisy image regions, due to its dependence on λ2.
The characteristic response curve of the proposed enhancement function is nonlinear compared
to the other functions. The curve has two flexion points, first at low value of λ1 ∼ 0.1, which
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suppresses the response, and at high value of λ1 ∼ 0.5, which amplifies the response. The
first contributes to the noise suppression on the background, while the second contributes to the
uniformity of the filter’s response.
Although the VR function exhibited a good sensitivity similar to the proposed function, there
were far more false positive responses with the VR than with the proposed function. Hence,
experiments were not performed with the VR function.
3.3 Visualization of filter responses
The selection of a method for visualizing the Hessian based blob enhancement filter responses as
projection images can have a significant impact on the detection performance of blob-like struc-
tures. The detection performance depends on the ability of a visualization method to present
spatial context and to selectively suppress the false responses and further enhance the true re-
sponses. Here we review several state-of-the-art visualization methods and then present an
improved method for rendering the response of a blob enhancement filter.
3.3.1 Related work
In the medical imaging community the development of volume visualization methods has
gained an increasing importance with the proliferation of high-resolution isotropic volumetric
data. A recent review of volume visualization methods was performed in Zhang et al. (2011).
The most widely used methods are maximum intensity projection (MIP) (Wallis et al., 1989)
and direct volume rendering (DVR) (Drebin et al., 1988, Levoy, 1988). Because MIP visual-
izes only the maxima along the viewing rays going through the volume, spatial context is lost
since multiple structures may partially occlude each other. To preserve spatial context, DVR
implements a simplified light propagation model, which describes the emission and absorption
in the light propagating media. The emission and absorption of the material are determined
by transfer functions, which define the process of color and opacity accumulation along each
viewing ray to obtain the output color.
Fishman et al. (2006) performed an extensive comparison between MIP and DVR on an-
giographic volumes. Compared to MIP, the spatial relationships between structures are retained
by the DVR method, however, determining the transfer functions for each volume can be com-
plex, subjective and time consuming; thus, many prefer the MIP instead as it does not require
parameter selection and optimization. Moreover, MIP is advantageous when rapid visualization
is required and when the visualization of 3D relationships between the structures of interest is
not imperative. In practice, both methods are frequently used because of their respective bene-
fits (Fishman et al., 2006), thus several methods that fuse MIP and DVR have been proposed
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(Bruckner and Gröller, 2009, Hauser et al., 2001, Straka et al., 2004).
In the past, the development of visualization methods was focused on the selection of transfer
functions rather than on the development of new propagation models. Kindlmann and Durkin
(1998) proposed a semi-automatic generation of transfer functions based on volume data and
its 1st and 2nd order derivatives, the use of which increased the visibility of structure’s bound-
aries. Kniss et al. (2002) used even more features in multi-dimensional transfer functions to
distinguish between multiple tissues. Tzeng et al. (2005) used machine learning to perform tis-
sue classification and thereby facilitate the selection of multi-dimensional transfer functions.
Similarly, Lundstrom et al. (2006) used intensity histograms of local neighborhoods to classify
tissues with different characteristics. While multi-dimensional transfer functions were extens-
ively investigated in the past, they did not show the potential to be used in routine clinical
practice. One of the main reasons is that the first and even more the second order derivatives
are very sensitive to image noise.
The need for clear differentiation between the pathological and surrounding normal tissue
renders the selection of transfer function even more difficult. Sato et al. (2000) used Hes-
sian based filter responses to build a transfer function based on the shape of local structures
and their intensity. Transfer functions based on size measurements have also been proposed
(Correa and Ma, 2008) for the classification of structures with equal intensities. These size-
based transfer functions, however, are not a good candidate for the enhancement of (small)
aneurysms, because the visualized color is based on the size and intensity of the structures,
rather than shape. Thus, the aneurysms will be colored the same as vessels of similar size and
intensity.
Computer-aided visualization of vessel and airway structures and chest anomalies using Hessian
and radial structure tensor based enhancement filters was extensively studied by Wiemker et al.
(2012, 2013). The shape types were determined from the responses of vesselness, airwayness
and blobness filters, then the responses were combined by shape-type based color-coding and
visualized either with DVR or MIP. The authors showed that visualization based on shape en-
hancement filters can be an effective navigation aid in several clinical applications and generally
advocated the use of MIP over the DVR visualization, mainly because DVR may occlude im-
portant structures of interest.
An advanced light propagation model was proposed by Bruckner and Gröller (2009) in Max-
imum Intensity Difference Accumulation (MIDA) method. The light propagation model in
MIDA uses opacity-based accumulation similar to DVR, however, the accumulation is sensitive
to local maxima so as to prevent their occlusion. The accumulated color ci and opacity αi for
the i-th sample along the viewing ray traversing the volume front-to-back are defined as:
ci := βi ci−1 + (1 − βi αi−1)α(yi) c(yi) , (3.9)
αi := βi αi−1 + (1 − βi αi−1)α(yi) , (3.10)
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where ci−1 and αi−1 are the accumulated color and opacity at the previous sample i − 1. The
initial values c0 and α0 are set to zero. Value yi is the normalized intensity at the i-th sample
along the ray, while the color c(yi) and opacity α(yi) can be a linear or a more complex transfer
function. To prevent occlusion of local maxima the color and opacity are modulated by a factor




yi − ymaxi if yi > ymaxi ,
0 otherwise .
(3.11)
MIDA depicts the structures of interest without the need to specify complex transfer functions,
incorporating the best characteristics of DVR and MIP.
The problem with MIDA, as with MIP, is its high sensitivity to intensity peaks along the ray.
Namely, the responses of blob enhancement filters often contain sharp high-intensity peaks
that represent false responses. In intracranial angiograms, for example, tight vessel bends and
bifurcations typically cause undesired false responses with their maximum intensity similar to
the maximum of true response in aneurysms. Because MIP and MIDA are sensitive only to
intensity peaks they may enhance such sharp false responses and thus move the visual focus
away from the true responses. Fig. 3.4 shows three intensity profiles along rays that intersect
typical true and false responses of a blob enhancement filter, i.e. one false positive (FP) and two
true positive (TP) responses. Because the FP response has a higher maximum intensity than
the low-intensity TP response, MIP will enhance the former more than the latter. The output of
MIDA, however, is even more interesting, as the FP response is enhanced more than both TP
responses. We address this in a novel visualization method based on MIDA.
3.3.2 Proposed visualization technique
The response of a blob enhancement filter in an aneurysm usually extends wide throughout
the aneurysm and, ideally, has maximal intensity uniformly over its entire volume. Hence, the
signal energy of true responses is comparatively higher than that of false responses. We thus
propose to modify the MIDA method such that the cumulative signal energy is used in the
modulation factor βi as:
βi =
{
(1 − ωi)(1 − ρi) if ωi  0 ,
1 otherwise ,
(3.12)
where ωi = |yi − yi−1| represents the intensity difference between two consecutive samples and
ρi = (iw/imax)2 is a cumulative distance weighting factor. The distance iw = i− is is defined with
respect to (w.r.t.) initial point is, while imax represents the expected maximum diameter of the
visualized structures. As wide or fast-rise narrow signals are more likely the true responses of
structures of interest, they are weighted more by either ρi or ωi than the false detections signals.
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Figure 3.4. Three intensity profiles yi (orange lines) of one false (FP) and two
true (TP) positive responses of a blob enhancement filter and corresponding output
colors ci (blue lines) of the MIP, MIDA, and DWIDA visualization methods.
The initial point is marks the front of a rising intensity signal along the viewing ray and is
found by a threshold t on cumulative intensity in a sliding window S i =
∑i+imax/4
n=i yn, i.e. we
set is = i when S i > t. The sliding window based initial point determination performed very
robust with the threshold t selected as the 5% of the area of uniform signal of maximal intensity
within the sliding window of size imax/4. In this way, the threshold t was high enough to cancel
noise and, at the same time, low enough not to miss the structures of interest. The color and
opacity accumulation start when S i > t and are stopped, when the value S i falls below t. If
occlusion is desired we can stop here, or otherwise continue stepping along the ray and restart
the accumulation at a new signal front.
The proposed method accumulates the opacity αi as the MIDA in (3.10), while the accumulation
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of color ci is slightly modified from (3.9) to:
ci := βi ci−1 + (1 − βiαi−1)α(yi) ci ,
ci := max(ci, ci−1) ,
(3.13)
where ci = (c(yi) + c(yi−1))/2 smooths the input intensity signal. To get a monotonically in-
creasing output color, the new color value ci is retained only if greater than the color ci−1 at
previous sample. We refer to the proposed visualization method as Distance Weighted Intensity
Difference Accumulation (DWIDA). While parameter t is fixed, DWIDA has only one tuning
parameter imax that should be set according to the expected size of the structures one wishes
to enhance. Furthermore, DWIDA can be easily implemented using volume raycasting and
achieves real-time performance on current GPUs.
As in MIDA, the intensity visualized by DWIDA is proportional to the signal intensity, but
also to the signal width (3.12). Furthermore, MIDA performs accumulation of ci and αi only
when an intensity maximum is encountered in the signal along the ray, while DWIDA performs
accumulation as long as the signal energy is above threshold t within the sliding window. By
considering the signal energy, the output color assigned by DWIDA for the three intensity pro-
files in Fig. 3.4 shows that both TP responses are enhanced compared to the FP response, which
was assigned the lowest output color.
3.4 Experiments
The performance of the proposed (3.8), Frangi’s (3.3), two variants of Sato’s, i.e. (3.4) for
γ = 0.5 and λ1 for γ = 1, and Li’s (3.5) blobness functions were evaluated and compared on
a synthetic 3D image reproducing blob-like structures of varying sizes and shapes, and on a
clinical dataset containing 30 cerebral digitally subtracted angiograms and 10 computed tomo-
graphy angiograms of patients with aneurysms.
The response of blob enhancement filters was performed over a range of scales (3.2) from
smin = 0.5 to smax = 2.5 mm with step size of 0.5 mm. The same range of scales was used to
compute all the responses of all tested filters in all of the experiments. To compare the responses
of blob enhancement filters their output values were normalized to range [0, 1].
Volume visualization was performed by a superposition of angiogram MIP (red) and MIP or
DWIDA of the responses of blob enhancement filters (yellow). DWIDA has one tunable para-
meter imax, which corresponds to the largest diameter of the structures of interest and was set to
12 mm for use on cerebral angiograms.
3 - Blob enhancement and visualization for improved intracranial aneurysm detection 69
Figure 3.5. Synthetic 3D image used for the evaluation of blob enhancement filters.
Structures in yellow were targeted by the enhancement filters.
3.4.1 Image datasets
Synthetic
We created a 3D synthetic image (Fig. 3.5) with a grid of 230× 320× 100 voxels with isotropic
spacing of 0.5 mm that contained structures similar to those commonly found in cerebral an-
giograms: vessels with bents and bifurcations and aneurysms of varying volumes and shapes
and varying distance to the vessel. The structures of interest that resemble the aneurysms in the
synthetic image (Fig. 3.5) are colored yellow and are the ones targeted by the blob enhancement
filters.
As real images are inevitably corrupted by noise, a varying amount of Poisson noise ηP was ad-
ded to the synthetic image I(x). Several noisy realizations of the synthetic image were obtained
as I(x, ηP) = ηPVP(x) + (1 − ηP)I(x), where VP(x) is an image of a realization of Poisson noise
with values normalized to [0, 1]. Responses of multiscale enhancement filters based on the
tested blobness functions were computed for ηP in the range from 0 (noiseless) to 0.6, whereas
the comparable level of noise in clinical images did not exceed ηP = 0.3. Hence, the influence
of noise on the response of the tested blobness functions was evaluated for noise levels beyond
those expected in clinical images.
Clinical
Thirty patients of whom each had at least one cerebral aneurysm were imaged by a Siemens
Axiom Artis dBA angiography system. Cerebral 3D digitally subtracted angiograms (3D-DSA)
were acquired with sampling of 512× 512× 391 voxels and with isotropic spacing of 0.46 mm.
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Table 3.2. Aneurysms categorized according to mean diameter
Group Mean diameter [mm] DSA CTA
Large ≥ 13 1 0
Medium 5–12 17 9
Small 3–4 21 1
Very small ≤ 3 2 0
In each 3D-DSA image a volume of interest (VOI) of 200 × 200 × 200 voxels was manually
selected such that most of the cerebral vasculature and all the aneurysms were within the VOI.
Aneurysms were manually segmented by an expert neuroradiologist, and the obtained reference
segmentations were used to quantify the performance of tested enhancement filters.
Another 10 patients with aneurysms were imaged by a Siemens SOMATOM Sensation Open
CT scanner. Three-dimensional computed tomography angiograms (CTA) had a size of 512 ×
512 × 380 voxels and nearly isotropic spacing of 0.4 mm. A brain extraction algorithm (Smith,
2002) was used to remove the skull. Similarly as in 3D-DSA images a VOI of 200 × 200 × 200
voxels was manually selected around the aneurysm, which was also manually segmentated by
a neuroradiologist to serve as a reference standard for evaluating filters’ performance.
Additional 2 MRA images captured by the Philips Achieva 1.5 T system were used to show
the enhancement of aneurysms is achievable also on MRA imaging modality. The size of the
images was 560 × 560 × 160 with spacing of 0.36 × 0.36 × 0.5 mm.
In total, the thirty patients imaged with 3D-DSA had 41 aneurysms; two had three, seven had
two, and the remaining 21 patients had one aneurysm. The aneurysms were categorized accord-
ing to their mean diameter in four size groups (Korogi et al., 1999) and their counts are reported
in Table 3.2. Most aneurysms were categorized as small with mean diameter from 3–4 mm,
which are also the most difficult ones to detect visually. Each of the 10 CTA images contained
one aneurysm, where only one of them was categorized as small, whereas the other nine were
medium sized.
3.4.2 Quantitative performance metrics
Performance of the tested blob enhancement filters was objectively evaluated and compared
using two established quantitative metrics: 1) area under the precision-recall curve as a measure
of aneurysm segmentation performance based on filter responses; and 2) normalized median of
the filter response values within the reference segmentation as a measure of response uniformity.
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Area under the precision-recall curve
The segmentation performance of the tested blob enhancement filters was evaluated using re-
ceiver operating characteristics (ROC) analysis. Because test datasets contained small struc-
tures and most voxels represented the background, ROC analysis was based on precision-recall
curves (Fawcett, 2006). Precision and recall are defined as:
precision =
T P
T P + FP
, recall =
T P
T P + FN
, (3.14)
where T P, FP and FN are the respective counts of true positives, false positives, and false
negatives of the segmented voxels. The responses of enhancement filters were segmented at
different thresholds and compared to manual reference segmentations to obtain the precision-
recall curve. The level of segmentation performance was then quantified as area under the
precision-recall curve (AUC-PR), which has values between zero and one. Values of AUC-PR
closer to one indicate that the segmentation of blobs or aneurysms based on the filter response
is similar to the reference segmentation.
Normalized median response
The response uniformity of each blob enhancement filter was evaluated as the median value of
the response values normalized with the maximum response (MedNR) within the reference blob
or aneurysm segmentation (Fig. 3.6). Hence, the response values should be concentrated around
the maximum response value. The values of MedNR are between zero and one, wherein value
one represents an ideal uniform response (all the response values equal to maximum response)
within the reference blob or aneurysm segmentation.
3.5 Results
3.5.1 Synthetic
Medial cross-sections of the 3D synthetic image (Fig. 3.5) and the respective responses of the
proposed (τ = 1), λ1, Sato’s, Frangi’s, and Li’s blob enhancement filters are shown in Fig. 3.7.
The proposed and Sato’s filters gave the most uniform response and had similar response in-
tensities in all blob-like structures independent of their sizes. On the other hand, the other three
blob enhancement filters (Li, Frangi, λ1) had less uniform responses, from which the shape of
structures could not be immediately determined. Moreover, the response intensities inside the
blob-like structures varied w.r.t. size of blobs, wherein larger blobs had higher response in-
tensities. Consequently, small structures had lower response intensities compared to the bigger
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Figure 3.6. Distributions of response intensities for Li’s BL (blue) and the proposed
BP (red) blob enhancement filters and their median and maximal values, the ratio of
which defines the normalized response uniformity MedNR.
ones, which made their detection more difficult. This can be seen in Fig. 3.7, where the arrows
indicate the smallest blob-like structure. Only the proposed filter had a high response intensity
at that location, thus enabling the detection of the smallest blob. Sato’s filter gave similarly
uniform response as the proposed filter, but contained far more FPs located in the vessels near
the blobs and at vessel bents. Clearly, these FPs may adversely affect the detection of TPs.
The impact of image noise on the responses of proposed (τ = 1), λ1, Sato’s, Frangi’s, and
Li’s enhancement filters is shown in Fig. 3.8, which plots quantitative metrics AUC-PR and
MedNR (see Section 3.4.2) w.r.t. increasing amount of Poisson noise ηP. The values of AUC-
PR gradually decreased with the increasing noise level ηP, because the added noise distorted the
boundaries of the targeted blob-like structures, thus their shapes deviated from the ideal sphere
and were less enhanced by the evaluated filters. Due to high contrast of TPs the added noise
did not notably affect the distribution of response intensities inside the blobs and, therefore,
the values of MedNR were nearly constant for all the tested filters. According to Fig. 3.8, the
proposed filter achieved the highest values of AUC-PR and MedNR metrics across the whole
range of tested noise levels ηP showing the highest potential for a reliable detection of blob-like
structures.
The blobness function BP (3.7) of the proposed filter has a threshold parameter τ, the influence
of which on the filter’s performance was analyzed on the 3D synthetic image with noise level
ηP = 0.3. Fig. 3.9 plots the AUC-PR and MedNR metrics w.r.t. threshold τ that was varied
from zero to one. At low threshold values (τ < 0.25), the image noise adversely affected the
response of BP, causing a low value of AUC-PR, which improved by increasing τ above 0.25.
Simultaneously the response uniformity started to reduce gradually for τ above 0.4 as seen in
the plot of the MedNR metric. The reason is that with increasing τ the computed λ3 at the
blob’s periphery is replaced with a scaled maximum-magnitude eigenvalue (3.7), causing an
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Figure 3.7. Medial cross-sections of (a) reference segmentation of 3D synthetic im-
age, and corresponding responses of (b) the proposed, (c) λ1, (d) Sato’s, (e) Frangi’s,
and (f) Li’s filters. Arrows point to the smallest blob.
increasing response attenuation at the blob’s periphery. We set τ = 1 as the default threshold,
because of the obtained high AUC-PR. The disadvantage, though, is that this resulted in the
lowest possible MedNR for the proposed method; however, the obtained MedNR (reflecting the
response uniformity) was still the highest compared to the other tested blob enhancement filters
(Fig. 3.8). Nevertheless, the threshold τ could be decreased to obtain a more uniform response
within the blobs.
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Figure 3.8. The AUC-PR (left) and MedNR (right) metrics computed for the re-
sponses of the proposed filter on the 3D synthetic image with respect to the level ηP
of added Poison noise.
Figure 3.9. The AUC-PR (left) and MedNR (right) metrics computed for the re-
sponses of the proposed filter on the 3D synthetic image (ηP = 0.3) and with respect
to the threshold parameter τ (3.7).
3.5.2 Clinical
Quantitative evaluation: performance metrics
The proposed and three state-of-the-art blob enhancement filters were executed on 30 cerebral
3D-DSA images and 10 CTA images. Their responses were evaluated by the two quantitative
metrics, i.e. AUC-PR and MedNR, based on the reference manual segmentations of the aneu-
rysms. Table 3.3 reports the median values of AUC and MedNR for the proposed, λ1, Sato’s,
Frangi’s, and Li’s filters. The proposed filter was tested with threshold set to τ = {0.5, 0.75, 1}.
The first two were used to demonstrate its effect on the response uniformity within the aneu-
rysms (i.e. the MedNR metric), while the results for τ = 1 were used as the basis for comparison
to other tested filters. According to the Wilcoxon signed-rank test (Wilcoxon, 1945) each of the
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Figure 3.10. Medians of AUC-PR (left) and MedNR (right) metrics computed for
the responses of the proposed filter over 30 cerebral 3D-DSA images and with re-
spect to the threshold parameter τ (3.7).
state-of-the-art filters had at least one of the metrics significantly (P < 0.05) different in favor of
the proposed filter (τ = 1). For the 3D-DSA images the proposed filter had the highest AUC-PR
value, while Sato’s filter had the highest MedNR. By reducing the parameter τ in the proposed
filter to 0.75 the same MedNR was achieved as for Sato’s filter. On the CTA images the pro-
posed filter performed better compared to other filters as it obtained a significantly higher value,
except in comparison to Sato’s filter, of both the AUC-PR and MedNR metrics.
The influence of the threshold parameter τ was also verified on the clinical image datasets.
Fig. 3.10 shows the median values of AUC-PR and MedNR w.r.t. τ in the range [0, 1]. The
dependence of metrics on τ is similar as for the synthetic datasets in Fig. 3.9. I.e., as τ is
increased the value of AUC-PR also increases, conversely the MedNR value decreases. In
practice, we suggest selecting τ = 1 since it results in the highest AUC-PR.
Qualitative evaluation: visual comparison
The purpose of the proposed filter is to aid, through the use of volume rendering methods, the
visual detection of blob-like structures in 3D medical images. Usually, MIP is used to visualize
the responses of blob enhancement filters (Wiemker et al., 2013), which clearly visualizes both
TPs and FPs. Here we aim to demonstrate that, by exploiting some characteristics of the blob
enhancement filters such as the good response uniformity of the proposed filter, a novel DWIDA
volume visualization (Section 3.3.2) may further suppress the number of FPs. Fig. 3.11 shows
the MIP and DWIDA rendering of the response of the proposed filter (τ = 1) on a 3D-DSA
image containing one aneurysm. The proposed DWIDA method suppressed many of the FPs
present near the vessel bifurcations that can be observed in the MIP rendering. Because these
FPs correspond to localized sharp filter responses, they are effectively suppressed in DWIDA
by the combined intensity- and distance-based modulation in (3.12). A minor drawback of
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Table 3.3. Medians of quantitative metrics of blob enhancement filter responses
computed on 30 DSAs and 10 CTAs
3D-DSA CTA
Filter AUC-PR MedNR AUC-PR MedNR
λ1 0.36
* 0.46 0.26* 0.37*
Sato 0.21* 0.57* 0.24 0.46
Frangi 0.32* 0.28* 0.24* 0.18*
Li 0.33 0.28* 0.28* 0.17*
Proposed (τ = 1) 0.38 0.48 0.35 0.56
Proposed (τ = 0.75) 0.37* 0.57* 0.35 0.65*
Proposed (τ = 0.5) 0.33* 0.68* 0.30 0.70*
* indicates significantly different median (P < 0.05/4, Wilcoxon
signed-rank test) of each metric compared to the proposed filter
(τ = 1) in bold.
(a) (b)
Figure 3.11. Comparison between (a) MIP and (b) DWIDA based volume rendering
of the proposed filter response.
DWIDA rendering is a slight loss of intensity on the aneurysm boundaries, however, this did not
impact its detection. As FPs may visually distract the search for TPs, their visual suppression
in DWIDA rendering enables easier detection and discrimination of the TPs.
To verify the suppression of FPs by DWIDA in comparison to the MIP method, and to compare
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the visual enhancement of different blob enhancement filters we performed a within-subject
design, which evaluated a computer-aided system based on visual aneurysm detection and in-
cluded all 30 3D-DSA images from the clinical dataset. A computer program was created for
visualizing the responses of the tested enhancement filters by either DWIDA and MIP. The re-
sponse visualization was superimposed on the MIP of the raw 3D-DSA. The observer was able
to interactively translate, rotate, and adjust zoom of the visualized vasculature so as to explore
the contextual information and involve prior anatomical knowledge in the task of aneurysm
detection. The task was to locate all the aneurysms.
For each of the 30 clinical images, the responses of λ1, Sato’s, Frangi’s, Li’s and the pro-
posed enhancement filters were computed and then visualized by DWIDA or MIP. To serve as a
baseline for comparison, the raw 3D-DSAs were also visualized by MIP. Altogether there were
330 trials, each combining one 3D-DSA, response of one enhancement filter and one volume
visualization method. The experiment was fully randomized, meaning that the image dataset,
visualization method and response of enhancement filter in each trial were selected in a ran-
dom order and presented to the neuroradiologist so as to locate the aneurysms in the visualized
response through interactive volume manipulation. In this way, the biasing effect of human’s
adaptation to either the visualization or enhancement method was minimized. One neuroradi-
ologist performed all 330 trials. Furthermore, our recommendation was to perform the trials in
several stages to prevent exhaustion. In each trial the number of false negatives (FNs = 411 -
TPs) and false positives (FPs) and the volume inspection times were recorded.
Results of the experiment are presented in Fig. 3.12, which shows, for each trial combination
of filter and visualization method, the overall sum of FNs and FPs over the 30 images and box
plots of times of the 30 trials for the 30 images. The trials involving the non-enhanced volumes
visualized with MIP served as a reference, and had zero FPs and zero FNs. This was expected
since the neuroradiologist is most familiar with such visualizations. However, the time needed
to thoroughly inspect the whole volume and locate the aneurysm was the highest among all
trials.
Similarly, the inspection times were high for Sato’s and λ1 responses visualized by MIP, mainly
because of high number of false responses, which needed to be inspected and which also resul-
ted in high amount of FPs. In general, using DWIDA instead of MIP decreased the inspection
times and the number of FPs, because the false responses were suppressed during visualization.
On the other hand, using DWIDA with the state-of-the-art enhancement filters led to higher
number of FNs, mainly because the responses of these are highly non-uniform within the an-
eurysms. State-of-the-art filters either with MIP or DWIDA performed poorly for the task of
detecting very small and some small aneurysms, which is otherwise important for their early
assessment, monitoring and timely treatment. Since Li’s filter generates a low number of false
responses, the inspection times were the lowest, but also the amount of FNs was the highest.
1There were 41 aneurysms across all 3D-DSA datasets.
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Figure 3.12. Number of false negative (FN) and false positive (FP) aneurysm de-
tections (left) and boxplots of volume inspection times (right) over 30 3D-DSA
images.
Hence, a neuroradiologist using Li’s filter with either MIP or DWIDA is likely to miss several
aneurysms. More importantly, using responses of the proposed filter the amount of FNs was
zero (all aneurysms detected) and same for MIP and DWIDA visualization methods, demon-
strating the positive impact of uniform responses on the detection performance.
Fig. 3.13 shows DWIDA-based volume renderings of the manual reference segmentation and
the responses of proposed (τ = 1), λ1, Sato’s, Frangi’s, and Li’s blob enhancement filters for
a 3D-DSA image containing one aneurysm. Because of good response uniformity within the
aneuryms, the shape of the aneurysm is clearly visible in renderings of the proposed and Sato’s
filter responses (Fig. 3.14). However, the latter still contains a high count of FPs that, despite
rendering with DWIDA, were not suppressed due to their strong responses. On the other hand,
DWIDA suppressed most of the FPs in the proposed, λ1, Frangi’s, and Li’s responses, which
simplified the detection of the aneurysm. Because of the good perception of the aneurysm’s
shape and very few FPs, the proposed filter used together with the proposed DWIDA visualiza-
tion method present the best tools for a reliable detection of intracranial aneurysms.
The main advantage of the proposed filter is a highly uniform response inside the aneurysm, re-
gardless of the aneurysm contrast with respect to the background. Fig. 3.15 shows the responses
of the five tested filters in cross-sections of six aneurysms, two for each of the 3D-DSA, CTA,
and MRA imaging modalities. The response of proposed filter is highly uniform throughout
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Figure 3.13. Clinical 3D-DSA image showing intracranial vessels (red) with super-
imposed aneurysm enhancement (yellow): (a) reference aneurysm segmentation,
and DWIDA rendered responses of (b) the proposed, (c) λ1, (d) Sato’s, (e) Frangi’s,
and (f) Li’s filters.
the regions belonging to the aneurysms, moreover, the response intensities are the highest in
comparison to the response intensities of the other four tested filter’s. The responses of λ1,
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(a) (b) (c) (d) (e)
Figure 3.14. Enlarged responses on the aneurysm shown in Fig.3.13 of the (a)
proposed, (b) λ1, (c) Sato’s, (d) Frangi’s, and (e) Li’s filters. White lines repres-
ent isocontours of each filter’s response, and the red line represents the reference
segmentation border.
Sato’s, Frangi’s and Li’s filter typically exhibit a localized intensity peak somewhere within the
aneurysm region.
3.6 Discussion and conclusion
The potential of Hessian based enhancement filters for computer-aided diagnosis has been pre-
viously demonstrated for the enhancement of tubular structures such as vessels (Frangi et al.,
1998) and for blob-like structures such as lung nodules (Wiemker et al., 2013). In this chapter,
we applied the Hessian based filters to cerebral angiograms for enhancing the visualization
of intracranial aneurysms. The enhancement of angiograms was performed by a novel blob
enhancement filter based on the ratio of Hessian eigenvalues (3.8), while visualization of the
enhanced angiograms was based on a novel volume rendering method that considers the sig-
nal (or response) energy (3.12) along the viewing ray. The visualized enhanced angiograms
were color coded and superimposed to the MIP of the original angiograms (Fig. 3.13) so as to
facilitate the detection of the intracranial aneurysms.
In a volume rendering of a response of blob enhancement filter, a highly uniform response
within the blob-like structures (e.g. aneurysms) enables a clear visualization of their shape and
thus facilitates their detection (Fig. 3.14). A major drawback of the existing state-of-the-art blob
enhancement filters (Frangi et al., 1998, Li et al., 2003, Sato et al., 2000) is the lack of response
uniformity within the blob-like structures. This is because all these filters are proportional to the
response of one or more Hessian eigenvalues, which makes them sensitive to size and intensity
(contrast) of blobs. Conversely, the proposed filter is a ratio of Hessian eigenvalues (3.8) and
enhances the blob-like structures independently of their size or intensity. Another advantage of
the proposed blob enhancement filter is its nonlinear response characteristic (Fig. 3.3), which
leads to the enhancement of even those structures that deviate to some extent from the ideal
spherical shape.
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Figure 3.15. (a) 3D visualization of six aneurysms, two for each of the imaging
modalities: 3D-DSA, CTA, and MRA. (b) Medial cross-sections of the aneurysms
from (a), and the corresponding responses of (c) λ1, (d) Sato’s, (e) Frangi’s, (f) Li’s,
and (g) Proposed filters.
Performance of the proposed and four state-of-the-art blob enhancement filters, i.e. λ1, Sato’s,
Frangi’s, Li’s, was objectively evaluated on a 3D synthetic image (Fig. 3.5) and on a clinical
dataset consisting of 30 cerebral 3D-DSA and 10 CTA images of patients with aneurysms of
different sizes ranging from 3 to more than 13 mm (Table 3.2). Each patient had one or more
aneurysms that were manually segmented by an expert neuroradiologist for the purpose of eval-
uation. The obtained results show that the proposed filter achieved the highest AUC-PR and
MedNR on the synthetic image dataset (Fig. 3.8), and on the CTA images (Table 3.3), while
on the 3D-DSA images it achieved the highest AUC-PR value and a high MedNR value. Since
the computation times of the Hessian based filters are low (1.68 s for 200 × 200 × 200 volume
on NVidia 450GTS GPU), the threshold τ (3.7) can be interactively manipulated to obtain an
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even more uniform response of the proposed filter (Fig. 3.10). Initially τ should be set to 1
and then interactively lowered, which generally improves the uniformity with a relatively small
trade-off in AUC-PR. On 3D-DSA and CTA the value of parameter τ had a consistent impact
on AUC-PR and MedNR (Table 3.3).
In the cerebral angiograms, the blob enhancement filters usually contained the FPs at the high-
curvature vessel bents and at vessel bifurcations and their corresponding maximal response in-
tensity was similar to the maximal response intensity inside the aneurysms. The characteristic
of these FPs is that the response is generally sharp and highly localized in at least one direction.
Based on this observation we developed DWIDA volume visualization method, which effect-
ively suppressed the sharp FP responses because of their low signal energy. We compared the
proposed DWIDA and MIP (Wiemker et al., 2013) to demonstrate visual suppression of FPs
(Fig. 3.11).
Combination of the proposed filter and DWIDA visualization achieved the best visual enhance-
ment of the aneurysms, which enabled a neuroradiologist to quickly and reliably identify an-
eurysms in the cerebral vasculature. In a dedicated experiment the neuroradiologist evaluated
a computer-aided system for aneurysm detection on all 30 3D-DSA images datasets, using
the two volume visualization methods and five different enhancements of the 3D-DSA image
(Fig. 3.12). The main findings were: 1) compared to MIP, the proposed DWIDA visualization
method led to a faster detection of aneurysms, 2) the combination of DWIDA visualizing the
response of the proposed filter performed best among other four state-of-the-art filters in terms
of FNs (0: all aneurysms detected) and FPs (0: no false detections). The reason is that DWIDA
was designed to exploit the response uniformity within the aneurysms observed for the pro-
posed filter so as to eliminate false detections. Conversely, the response uniformity within the
blobs was typically lower for the state-of-the-art filters, which led to poor enhancement of small
structures (Fig. 3.15).
Interestingly, the responses of proposed filter are similar across 3D-DSA, CTA and MRA im-
age modalities. A uniform enhancement is especially important in small aneurysms such as
the one shown in first column of Fig. 3.15. The response intensities of the four state-of-the-
art filters within the small aneurysm are substantially lower than for the proposed filter and
non-uniform. Based on such response the aneurysm’s shape cannot be clearly visualized, which
renders the detection of (small) aneurysms difficult, if not impossible. Because of uniform aneu-
rysm enhancement, the response of the proposed filter is a good candidate for a computer-aided
aneurysm detection system based on interactive visualization of the enhanced images.
In conclusion, because of the capability to accurately enhance the aneurysm’s boundary and
due to a low number of visualized false positive responses, the combined use of the proposed
filter and the proposed visualization method ensures a reliable detection of intracranial aneu-
rysms. Besides the vessel aneurysms, the proposed enhancement filter and DWIDA visualiza-
tion method seem promising for the detection of malignant nodular structures and colon polyps.
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Abstract
Early and more sensitive detection of small aneurysms in 3D cerebral angiograms is required to
prevent potentially fatal rupture events. Herein, we propose a novel method that entails struc-
ture enhancement filtering to highlight potential aneurysm locations, intra-vascular distance
mapping for regional vascular shape encoding and dimensionality reduction and a convolu-
tional neural network to automatically determine optimal features and classification rules for
aneurysm detection. Evaluation on 15 3D digital subtraction angiograms showed better per-
formance of the proposed method compared to enhancement filtering and random forest based
methods, as it achieved a 100% detection sensitivity at a low number of false positives (2.4 per
dataset). The proposed method is also applicable to other angiographic modalities.
4.1 Introduction
The prevalence of intracranial aneurysms is between 2%-5% of the world population and, al-
though aneurysm rupture is a rather rare event, the majority of patients that experience a rupture
die of subarachnoid hemorrhage (Dhar et al., 2008). Therefore, it is crucial to detect and treat
aneurysms as early as possible to prevent such fatal events. The aneurysms are still mostly
detected by visual inspection of cerebral angiograms like 3D digital subtraction angiographs
(3D-DSA). However, early detectionof aneurysms, while they are still small, is very diffi-
cult and thus they are often discovered incidentally, if at all. According to Buksakowska et
al. (Štep̆án Buksakowska et al., 2014) a possible solution to the detection of small aneurysms is
to use computer-aided diagnosis (CAD).
A class of aneurysm CAD systems uses enhancement filtering applied to an-
giograms (Jerman et al., 2016) so as to highlight potential aneurysm locations and thus
direct attention to these sites. Such filters were shown to be highly sensitive to aneurysms,
however, they may indicate many false aneurysms that could prohibitively extend the time of
visual inspection. To improve specificity of aneurysm detection on enhanced images, Jerman et
al. (Jerman et al., 2015) employed a random forest classifier based on computationally complex
spherical harmonics features of 3D image intensities. The rationale to design these features was
their rotational invariance, which, even in the absence of large training datasets, led to a very
good classification performance. While these features were hand-crafted, advanced machine
learning algorithms like convolutional neural networks (CNNs) (Krizhevsky et al., 2012) may
be employed to design both optimal features and optimal classification rules. To the best of
our knowledge the CNNs have not yet been employed for the task of intracranial aneurysm
detection and the purpose of this chapter is to examine their performance in the context of
aneurysm detection.
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(a) (b)
Figure 4.1. (a) 3D-DSA image with superimposed response of the aneurysm en-
hancement filter, and (b) with superimposed aneurysm likelihood map obtained by
the proposed method.
Herein, a novel approach is proposed to detect saccular aneurysms in 3D cerebral angiograms,
where first a pre-classification step is performed using a Hessian based filter that enhances
spherical and elliptical structures (Jerman et al., 2016) such as aneurysms and attenuates other
structures in the angiograms. Next, we boost the classification performance using a 2D CNN
trained on intra-vascular distance maps computed by casting rays from the pre-classified voxels
and detecting the first-hit edges of vascular structures. Compared to previous approaches, the
CNN further increases specificity and, at the same time, retains high sensitivity of aneurysm
detection.
4.2 Methodology
Automatic detection of saccular aneurysms in 3D cerebral angiographic images is performed
by a pre-classification step based on aneurysm enhancement filter, followed by a final classific-
ation based on a trained CNN. Prior to classification the intensity of a 3D angiographic volume
V(x); x ∈ R3, is normalized to range between zero and one, where vessels have intensities close
to one and background close to zero. The enhancement filter (Jerman et al., 2016) is applied to
V(x) and the obtained response B(x), which also has values between zero and one, corresponds
to a likelihood that location x is an aneurysm (Fig. 4.1.a). The response B(x) is simply threshol-
ded with τB = 0.25 to obtain a pre-classified voxel map M(x) = {1 if B(x) > τB; 0 otherwise}
of potential aneurysm volumes. At locations xi; xi = {x,M(x) = 1} within these volumes
intra-vascular distance maps to the edges of vascular structures are computed and employed for
training and classification with 2D CNN, as described in the next subsections.
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(a) (b) (c)
Figure 4.2. Intra-vascular distance map at xi is obtained from (a) sampled intensities
along rays xi + r · s, (b) radial intensity gradient G to find first-hit edge, and (c) its
distance d(s).
4.2.1 Intra-vascular distance mapping
For each potential aneurysm voxel xi; xi = {x; M(x) = 1}, a 2D intra-vascular distance map
(IVDM) is computed by casting rays from xi and detecting edges of vascular structures along
rays. For this purpose, volume intensities V(x) are equidistantly sampled along every ray
defined by a unit vector s starting at xi:
I(r, s) = V(xi + r · s), r = 0,Δr, . . . ,R, (4.1)
where s is defined by spherical coordinates (θ, φ) with respect to an image axis aligned vector
n = (1, 0, 0), Δr is the sampling step and R maximum sampling distance (Fig. 4.2.a). To sup-
press noise I(r, s) is smoothed along s using a 1D median filter. Along each ray direction s the
distance d(s) to the vessel edge is determined as the proximal prominent minimum of the first
order derivative G(r, s) = ∂I(r, s)/∂s (Fig. 4.2.b):
d(s) = r j , (4.2)
where
G(r j−1, s) ≥ G(r j, s) ≤ G(r j+1, s) (4.3)
∧
G(r j, s) < 0.25 ·min
r
G(r, s) , (4.4)
and r j represents a discretized sampling distance r.
Casting multiple rays from xi in directions s(θ, φ); θ = 0,Δθ, . . . , π; φ = 0,Δφ, . . . , 2π to obtain
d(s) yields a 2D IVDM F(θ, φ) = F(s) = d(s) (Fig. 4.2.c). Angular step sizes Δθ and Δφ
determined the size of the map F, and are set to π/72 and π/36 respectively. Thus, for every
tentative aneurysm location xi a 73×73 pixel sized map is obtained. Finally, in order to enforce
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(a) (b) (c)
Figure 4.3. Visualization of (a) an aneurysm, (b) a bifurcation, and (c) a curved
vessel (top) with indicated voxel locations (cross) and corresponding intra-vascular
distance maps (bottom).
spatial smoothness of the IVDM a 2D median filter is applied to F. Three exemplar IVDMs for
different 3D anatomical locations are shown in Fig. 4.3.
4.2.2 Convolutional neural network
The CNN (Krizhevsky et al., 2012) is trained on a large number of IVDMs obtained from each
of the NV cerebral angiograms of patients, in which the aneurysms were previously manually
segmented by a trained neuroradiologist. The segmentations are used as ground truth labels.
The contrived CNN model shown in Fig. 4.4 is partially inspired by the ResNet model (He et al.,
2015). The model is formed by a sequence of four convolutional layers, followed by an average
pool layer and a pair of fully connected layers. The last layer output is channeled through a
softmax activation function to obtain the likelihood of a voxel being part of an aneurysm. Con-
volutional layers have an alternating kernel size of 5 × 5 and 3 × 3, where the smaller kernel
sizes has an increased stride to reduce representational dimension and decrease sensitivity to
local distortions in the input IVDMs. To prevent overfitting, improve performance, and accel-
erate the learning rate, a batch normalization layer is applied after each convolutional layer. For
similar reasons, a dropout layer is added after the first fully connected layer.
During model training, voxels xi; xi = {x; M(x) = 1} in a training set of images are randomly
sampled to get an equal amount of positive (aneurysm) and negative (background) labels. In
this way, there is no bias to any of the two class labels. For the sampled voxels IVDMs are
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Figure 4.4. Proposed CNN model composed of convolutional (CONV), average
pooling, and fully connected (FC) layers. Rectified linear units (ReLU) are used
as activation functions in CONV and FC layers, except in the last FC layer. Batch
normalization and dropout are added to prevent overfitting. Sizes of the input intra-
vascular distance map and intermediate layer outputs are given at the right of the
model.
computed, which form the training datasetD. Because aneurysms and other vascular structures
may be arbitrarily oriented in 3D space, training only on dataset D is not sufficient and may
induce overfitting of the model to training data. Consequently, the training data is augmented
by randomly sampling voxels inD with replacement and applying a random rotation to corres-
ponding IVDMs. The so obtained augmented features form an augmented train datasetD∗ and
corresponding ground truth labels are used to train the CNN model.
For a given test volume, the trained CNN is used to predict the aneurysm likelihood for each
xi. Thresholding the likelihood at τD = 0.5 resulted in classification of voxels into the aneu-
rysm and non-aneurysm classes. Finally, a post-processing step is applied, in which connected
aneurysm voxels with cardinality less than five are regarded as noise and thus, reclassified as
non-aneurysm voxels. The remaining connected voxel groups present the detected aneurysms.
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Figure 4.5. Training and validation classification accuracies with respect to training
time of the CNN model.
4.3 Experiments and results
The proposed method was trained on cerebral 3D-DSA images of NV = 15 patients, each
harboring at least one intracranial saccular aneurysm. Altogether, there were 21 aneurysms.
The images were randomly split into three groups of five, and a three fold cross validation was
used to evaluate the performance of the CNN classifier. I.e. two groups were used for training
and the remaining one for testing the CNN and the groups were permuted three-fold to get
results on all 15 images. In this way, images used for training the CNN were never used for
testing.
A total of ND∗ = 200000 augmented features (i.e. rotated IVDMs) and corresponding labels
were sampled from the chosen ten training images. Similarly, the features were extracted from
pre-classified aneurysm locations M(x) > 0 in test images, and used to compute the aneurysm
likelihood at each pre-classified voxel xi; xi = {x; M(x) > 0}. To verify the CNN model during
training, a validation set was constructed by randomly selecting and removing 10% of training
features. This validation set was used to objectively assess the CNN classification performance
during the training phase and determine its convergence. Prior to CNN training or prediction,
the whitening transform was applied to all IVDMs by subtracting the overall mean and dividing
by overall standard deviation.
The proposed CNN model was implemented in Keras (Chollet, 2015) using the Theano
backend, and employed a logloss minimization based on AdaDelta optimizer. Training was
performed over 10 epochs, which were determined empirically by observing the convergence
of training and validation accuracies (Fig. 4.5). Several CNN models with different filter num-
bers and sizes were tested, whereas the proposed model was identified best in terms of maximal
training and validation accuracies and a minimal gap between them.
Through three-fold cross-validation the CNN output in form of improved aneurysm likelihood
map (Fig. 4.1.b) was computed for all 15 test images. By thresholding the likelihood maps
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(a) (b)
Figure 4.6. (a) Free-response ROC curve and (b) standard ROC curve for the pro-
posed CNN (solid line) and previous random forest (Jerman et al., 2015) (dashed
line) based aneurysm detector over all 15 3D-DSA images.
with various 0 < τD < 1 and applying post-processing we obtained segmentations, from which
region-wise sensitivity and the amount of false positives per dataset (FP/DS) were computed
and used to compile the free-response receiver operating characteristic (FROC) curve shown
in Fig. 4.6.a. The proposed method achieved 100% sensitivity at 2.4 FP/DS, whereas on the
same dataset a previous method based on hand-crafted features and random forest (RF) classi-
fier (Jerman et al., 2015) achieved only a 76% sensitivity at the same FP/DS rate.
Voxel-wise sensitivity and specificity were also computed to plot the standard ROC curve in
Fig. 4.6.b, which shows both a higher sensitivity and specificity for the proposed CNN-based
compared to the RF-based method. The high quality aneurysm segmentation achieved by the
proposed method can be useful for visualization and assessment of aneurysms as shown by the
likelihood maps superimposed onto corresponding 3D-DSAs in Fig. 4.7. There were only a
few false detections, which when visualized are very inhomogeneous and can thus be easily
distinguished from a true aneurysm. Besides, the obtained accurate segmentation may also
be used for computing quantitative aneurysm biomarkers like volume, dome height and aspect
ratio, which may serve as surrogate markers of rupture risk.
4.4 Discussion and conclusion
Detection of saccular aneurysms in 3D cerebral angiograms that entails enhancement filtering
for aneurysm pre-classification, a novel intra-vascular distance mapping for vascular shape en-
coding and dimensionality reduction and a CNN with the capability to automatically determine
optimal features and rules for classification was proposed.
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Figure 4.7. Six 3D-DSA images with aneurysms (top row) and aneurysms high-
lighted by the proposed CNN-based detection algorithm (bottom row).
Evaluation of the proposed method showed a good detection sensitivity with a small number of
false positives (2.4 per dataset). Compared to enhancement filtering (Fig. 4.1) and a previous
random forest based classifier, the CNN classifier achieved a significantly lower amount of false
detections.
Intra-vascular distance mapping enabled efficient vascular shape encoding and a reduction of
dimensionality required to use the 2D CNN. More importantly, as the results show, the applied
mapping preserved relevant information for aneurysm classification. Another benefit is that the
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maps can be easily manipulated to augment the training dataset for CNNs, thereby alleviating
the need for large training datasets. For instance, we used only 10 3D-DSA images to train the
CNN classifier.
By construction, intra-vascular distance mapping can be performed independently of image
modality if the first-hit edge of the vascular structures can be accurately detected. For this
purpose, angiographic modalities like CTA and MRA, besides the 3D-DSA, generally exhibit
sufficient vessel-to-background contrast. While it remains to be shown, the proposed aneurysm
detection approach seems feasible for use across different angiographic modalities.
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Abstract
Clinical studies showed that the risk of intracranial saccular aneurysm rupture can be assessed
by morphologic features extracted from angiographic images. Evaluation of these features re-
quires angiogram segmentation and aneurysm isolation from the parent vessels. While auto-
mated vessel segmentation is well developed, state-of-the-art methods for aneurysm isolation
seem rather unreliable and affected by the variability of aneurysm sizes and shapes, and parent
vessel geometries. Despite inter- and intra-rater variabilities, clinicians still resort to the use
of manual cutting planes to isolate the aneurysm. Herein, we propose a novel angiographic
modality-agnostic method for automatic cutting plane positioning based solely on the analysis
of the vascular surface mesh. The method employs novel Hough-like and multi-hypothesis
based algorithms for the detection of aneurysm center, parent vessel inlet centers and center-
lines, which further serve to define the cutting plane by intuitive, geometry-inspired cost func-
tion optimization. The obtained cutting plane that isolates the aneurysm’s dome from the parent
vessel enables computation of aneurysm morphologic features. Quantitative and qualitative
evaluation of the proposed method on a dataset of 40 intracranial saccular aneurysms showed
small inter-curve distances between neck curves and good agreement between morphologic
features obtained by automatically and manually determined cutting planes.
5.1 Introduction
Intracranial aneurysms, a common cerebrovascular pathology with estimated prevalence of 3–
5% of the population, are formed when a weakened cerebral arterial wall dilates into a balloon-
like structure. Eventually, an aneurysm may rupture, leading to subarachnoid hemorrhage, a
serious health condition with a high mortality rate (Brisman et al., 2006, Etminan and Rinkel,
2016). Several studies (Brown Jr and Broderick, 2014, Sonobe et al., 2010, Villablanca et al.,
2013) established that morphologic features, such as aneurysm size, neck width, aspect ra-
tio, size ratio, and others (Chien et al., 2011, Dhar et al., 2008, Kashiwazaki and Kuroda, 2013,
Raghavan et al., 2005, Rahman et al., 2010) may represent important predictors of the risk of
rupture, further growth, and selection of the best treatment time and option, e.g. clipping,
coiling or even no treatment with regular follow-up assessment. Because of its increasing im-
portance in clinical decision-making processes, with potential impact on treatment outcome and
patient condition, the aneurysm morphology needs to be assessed from angiographic images as
accurately and reliably as possible.
Simple morphologic features like the aneurysm size are routinely extracted from 2D digital sub-
traction angiography (DSA), 3D DSA, computed tomography angiography (CTA), or magnetic
resonance angiography (MRA) images. The aneurysm size defined as the largest diameter of the
aneurysm dome is a well-established rupture risk factor (Etminan and Rinkel, 2016). However,
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even determining the largest diameter manually is inherently difficult and subject to high inter-
and intra-rater variability as it is generally based on visualization of the aneurysm in 2D, where
relevant 3D morphologic information may be obscured and aneurysm asymmetries and vascu-
lar occlusions may interfere with the measurement process (Kucukay et al., 2012). Conversely,
advanced analysis of an angiographic image involving automated vessel tree segmentation and
aneurysm isolation from the parent vessel could result in more accurate and reliable values of
such simple morphologic features, or in even more information-rich and clinically useful shape
descriptors that otherwise are difficult or impossible to determine manually.
Automated vessel tree segmentation was extensively studied and several methods, designed to
handle particular angiographic modalities were proposed (Lesage et al., 2009). Assuming that
a good vessel tree segmentation can be obtained, the following task is to isolate the aneurysm,
which is rather challenging due to high variability of aneurysm sizes and shapes, and parent
vessel geometries. Because aneurysm isolation has a direct impact on the accuracy and reliab-
ility of the morphologic features and because of the deficiencies of state-of-the-art automated
methods aneurysm isolation is thus in focus of this work.
5.1.1 Background
In current clinical practice, assessment of aneurysm’s morphology from 3D angiographic im-
ages is based on a manually positioned cutting plane (MCP), which isolates the aneurysm from
its parent vessel (Dhar et al., 2008, Ma et al., 2004, Raghavan et al., 2005). An alternative to the
MCP is to manually outline the aneurysm neck curve by interactive localization and intercon-
nection of landmarks on the vasculature surface mesh. Besides being too tedious and time con-
suming for routine clinical practice, such a contouring approach was found to exhibit high inter-
and intra-rater variability, especially in cases of low-curvature surfaces of the aneurysm neck, in
which the border between the parent vessel and the aneurysm is poorly defined (Cardenes et al.,
2013). Hence, although the planar neck curve determined by MCP is unable to precisely out-
line the aneurysm’s neck, the substantially lower degree-of-freedom (i.e. less reference points)
required for positioning the MCP currently makes MCP the preferable technique to isolate an-
eurysms of various shapes and sizes.
An alternative approach to MCP to obtain neck delineating curves is to employ automated or
semi-automated computer-aided methods (Cardenes et al., 2011, Ford et al., 2009, Kang et al.,
2009, Larrabide et al., 2011, Mohamed et al., 2010, Piccinelli et al., 2012, Sgouritsa et al.,
2010, Wong and Chung, 2006). Several methods (Kang et al., 2009, Larrabide et al., 2011,
Wong and Chung, 2006) first model the parent vessels, which have a simpler shape than vascu-
lar abnormalities, and then subtract the obtained model to isolate the aneurysm. In cases when
the aneurysm is elongated, resembling a normal vessel, or when the aneurysm’s inlet is similar
or larger than the cross-section of the vessel, these methods generally require manual initial-
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ization of the parent vessel centerlines or its endpoints in order to constrain the parent vessel
model not to run through the aneurysm.
More recent methods focus on extracting the neck curve directly from the vessel tree surface
model. For instance, Sgouritsa et al. (2010) separated the aneurysm’s surface from that of the
parent vessel using an s-t graph-cut approach. For an accurate and reliable isolation, however,
the aneurysm neck curve should be carefully regularized in order to reject implausible curves,
mainly at low-curvature surfaces.Mohamed et al. (2010) used a 3D deformable contour con-
strained by surface’s Gaussian curvature, while Cardenes et al. (2011), Ford et al. (2009), and
Piccinelli et al. (2012) computed a geodesic curve using Voronoi regions on the surface mesh
as a topologic restriction. Often the obtained neck curve needs to be further regularized, where
a common ad hoc solution is to constrain the neck curve to lie in a plane. Mohamed et al.
(2010) and Sgouritsa et al. (2010) fitted a planar ellipse model to the delineated neck curve,
while Piccinelli et al. (2012) fitted a cutting plane so as to extract a planar neck curve. In these
methods, the accuracy of the (inherent) cutting plane positioning is limited by the often poor
performance of neck curve delineation.
To the best of our knowledge, none of the state-of-the-art methods attempted to fit a cutting
plane directly to the vascular surface mesh, which would mimic the neck curve extraction per-
formed manually in clinical routine. Such an approach is also promoted by the results of a
recent comparative validation of automated methods by Cardenes et al. (2013), who compared
neck curves obtained by two automatic aneurysm isolation methods (Cardenes et al., 2011,
Larrabide et al., 2011) and MCP to a reference neck curve, obtained as an average of multiple
manually outlined neck curves. Quantitative validation on one synthetic and 26 real aneurysms
showed that on average the MCP method resulted in a neck curve more similar to the reference
than the neck curves obtained by the two automatic methods. This finding is surprising in the
sense that the MCP method assumes a planar neck curve, which generally is not the case.
5.1.2 Contribution
In this chapter, we propose a novel method for automated cutting plane (ACP) positioning based
on the detection of certain geometric descriptors of the aneurysm and its parent vasculature.
The method is angiographic modality-agnostic as it uses only the already defined surface mesh
representing the aneurysm and its parent vessel. It starts with the localization of three geometric
descriptors, namely, aneurysm center, parent vessel endpoints and vessel centerline between
endpoints. Localization of each of these geometric descriptors is based on surface normals
and a novel Hough-like feature detector comprised of a descriptor accumulation step so as to
extract candidate descriptor locations, followed by a multi-hypothesis based selection of the
optimal location. The selection step is based on novel cost functions that enforce intuitive
geometric constraints to each of the descriptors. The extracted aneurysm center and parent
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vessel centerline serve to initialize the cutting plane, which is further refined by minimizing a
cost function composed of three terms: 1) surface incurvation, 2) distance from parent vessel,
and 3) neck curve length, all encoding rather intuitive geometric properties of the neck curve.
The proposed method was evaluated and compared to the MCP positioned by an expert clini-
cian on 40 datasets of intracranial aneurysms. Validation based on distances between aneurysm
neck curves obtained by the proposed automatic and manual cutting planes and comparison
of eight morphologic features of aneurysms isolated by ACP and MCP demonstrated a very
good agreement between the proposed ACP and MCP methods. This finding was further con-
firmed by an expert clinician through qualitative analysis of ACPs with respect to the vascular
surface model. The proposed method also proved superior to state-of-the-art (Cardenes et al.,
2013) automated aneurysm neck delineation methods. Because the proposed method mimics
the intuition behind MCP, enables fast re-evaluation and generally yields accurate, reliable and
consistent neck curves, it appears suitable to be introduced into clinical practice.
5.2 Method
The aneurysm isolation method is based on a cutting plane, which is automatically derived by
using certain reference geometric descriptors of the aneurysm and its parent vessel. Namely,
the aneurysm center and the parent vessel centerline can be used to determine the aneurysm’s
principal orientation, which is defined as a vector pointing from the centerline to the aneurysm
center. This vector is a good initial estimate of the cutting plane’s normal. Hence, the proposed
method consists of three main steps:
A. Localization of the aneurysm center (Section 5.2.1),
B. Extraction of the parent vessel centerline (Section 5.2.2),
C. Positioning of the cutting plane (Section 5.2.3).
The method is angiographic modality-agnostic, since it builds on a triangulated vascular surface
mesh M = {xm; m = 1, 2, . . . ,NM} that is readily extracted from a 3D cerebral angiography
image. The three steps, described in the following subsections, therefore derive information
solely from the surface meshM.
5.2.1 Aneurysm Center
Since saccular intracranial aneurysms are balloon-like dilations of the vessel wall, the develop-
ment of aneurysm center localization was based on the assumption that at least a part (e.g. apex)
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(a) (b) (c)
Figure 5.1. Aneurysm center localization based (a) on accumulation of intersections
of surface normal triplets, using a Hough-like approach. For each local maximum
xCM in the accumulator (b) the sphericity index S I (c) of the adjacent verticesMCM
is computed and the xCM with the highest S I is selected as the aneurysm center.
Adjacent vertices of two local maxima are illustrated by blue and green dots.
of the aneurysm surface is approximately spherical. Consequently, its center xA = (x, y, z) can
be established by the least-squares intersection of three vectors, which originate on the triangu-
lated surface meshM and point in the direction opposite to the surface normals nM (Fig. 5.1.a).
For a robust estimation of the aneurysm center we applied an accumulator based solution similar
to the Hough transform. Namely, an exhaustive random sampling of NT triplets was performed
such that several candidate center points C = {xc; c = 1, 2, . . . ,NC} were obtained. The can-
didate center points C and their corresponding distances dc,M to the nearest vertex xm on the
surface mesh were used to construct an accumulator image AA. The AA was a 3D histogram
(Fig. 5.1.b) with its size equal to the cuboid surrounding the aneurysm meshM. All values in
the accumulator image were initially set to zero and, for each candidate center point xc ∈ C, a
3D Gaussian G(xc;σ) = (2πσ2)−3/2 exp(−xTc xc/2σ2) with a standard deviation σ = dc,M/2 and




G(xc − x; dc,M/2) . (5.1)
The center of a perfectly spherical aneurysm can be simply obtained by locating the global
maximum of the accumulator, i.e. argmaxx AA(x). However, the assumption of high sphericity
of the mesh forming the aneurysm surface generally does not hold, because the spherical tip of
smaller aneurysms is represented by a very small fraction of patches. Hence, instead of a global
maximum we extracted the local maxima xCM in the accumulator (Fig. 5.1.b).
For each xCM, its adjacent vertices MCM = {xm : xm ∈ M ∧ |xM − xCM | < 2 min |xm − xCM |}
(Fig. 5.1.c) were determined and a covariance matrix Σ(MCM) was computed. Eigenvalues of Σ
were sorted according to their magnitudes |λ1| < |λ2| < |λ3| and used to determine the shape of
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MCM by computing the sphericity index S I = λ3/λ1. The candidate center xCM with the highest
sphericity index was selected as the aneurysm center xA.
5.2.2 Parent Vessel Centerline
A vessel centerline may be defined as the path connecting centers of vessel’s cross-sections,
which are generally close to circular except in the vicinity of an aneurysm. The aneurysm thus
renders the automatic parent vessel centerline extraction rather difficult.
A novel centerline extraction approach that is not based on the common analysis of cross-
sections was developed. In brief, locations of potential parent vessel’s endpoints and
their corresponding radii were first determined. Second, pairs of endpoints were con-
nected by the weighted shortest path through vasculature using the fast marching al-
gorithm (Deschamps and Cohen, 2001) to define candidate centerlines. Finally, the best parent
vessel centerline was selected by applying a composite cost function. The approach is described
step by step in the following subsections.
Detection of centerline endpoints
An approach similar to the aneurysm center detection was used. For each vertex xm on meshM,
a ray was casted in the direction opposite to the surface normal −nM. If the ray intersected the
mesh, then the vertex xm′ closest to the intersection and xm (Fig. 5.2.a) determined a candidate
vessel center point xv, which was positioned at a distance dv = |xm − xm′ |/2 from xm. The point
xv was retained only if the surface normals nM(xm) and nM(xm′) were approximately collinear.
This resulted in NV candidate vessel center points.




G(xv − x; dv/2) . (5.2)
Local maxima of AE(x) yielded NE potential centerline endpoints E = {xe; e = 1, 2, . . . ,NE}
(Fig. 5.2.b). To each xe a radius re was assigned as the closest distance between xe and surface
meshM (Fig. 5.2.c).
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(a) (b) (c)
(d) (e) (f)
Figure 5.2. Detection of possible vessel endpoints xe using (b) peak detection in
accumulated halfway locations between (a) surface points corresponding to pairs
of anticollinear surface normals. (c) Estimation of parent vessel radii. (d) Center-
line path extraction based on accumulated centerline points and (e) fast marching
algorithm to connect endpoints {xe, xe′ }. (f) Candidate centerlines for a pruning step
to select the best parent vessel centerline.
Extraction of candidate centerlines
For each of the NE(NE − 1)/2 pairs of potential endpoints {{xe, xe′ }; xe  xe′ ∈ E} with corres-





G((xm − rmnM(xm)) − x; rm/2) , (5.3)
where rm = αre + (1 − α)re′ , α = dm,e′/(dm,e + dm,e′), and dm,e and dm,e′ are the dis-
tances between xm and the corresponding endpoints, respectively. Using the fast marching
algorithm (Deschamps and Cohen, 2001) and values of the accumulator AP(x) = {xp; p =
1, 2, . . . ,NP} as weights, a centerline P connecting xe and xe′ was obtained for each pair of
endpoints (Figure 5.2.f).
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Selection of optimal vessel centerline
For this purpose a composite cost function was developed with two aims: 1) to reject implaus-
ible candidate centerlines, i.e. those that connect false endpoints; and 2) to retain the optimal
centerline that will serve to define the aneurysm’s cutting plane. The cost function was com-



















|xp − xA|, (5.7)
length: Cl = l , (5.8)
where a = |xe − xA|, b = |xe′ − xA|, c = |xe − xe′ |, and l = |P| represent distances between vessel
endpoints and aneurysm center xA, distance between the two endpoints, and centerline length,
respectively (Fig. 5.3.a). The sphericity index S I in (5.6) was defined as for the aneurysm center
(cf. Sec. 5.2.1). As the Cs, Cc, and Csh values were between zero and one, values of Cd and Cl
were rescaled to the same range:
Cd = 1 − Cd
max Cd
, (5.9)
Cl = 1 − Cl
max Cl
. (5.10)
The maximal values were computed across all candidate centerlines. The composite cost func-
tion CP was simply the sum of individual cost functions:
CP = Cs +Cc +Csh +Cd +Cl , (5.11)
and the optimal centerline Popt was selected as the one with the minimal value:
Popt = argmin
P
CP(P, xe, xe′ , xA) . (5.12)
As the cost function was designed, it preferred longer and straighter centerlines with similar dis-
tances between the aneurysm center and the two endpoints, longer average distance to the aneu-
rysm center, and tubular shape of the surface surrounding the endpoints. Figure 5.3 illustrates
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(a) (b) (c)
Figure 5.3. Composite cost function CP minimization aims to select the optimal
parent vessel centerline (a) by eliminating suboptimal candidate centerlines (b,c).
For the optimal centerline the cost components C were lower (green numbers) com-
pared to corresponding values of non-optimal centerlines (red numbers).
an aneurysm that has formed on a vascular trifurcation, hence, several candidate centerlines
were extracted (three are shown in Fig. 5.3). Besides CP, the values of individual components
are also shown. As expected, the centerline emanating from within the aneurysm (Fig. 5.3.c)
exhibits higher values of cost function components, whereas the remaining two centerlines ex-
hibit significantly lower values (Figs. 5.3.a and 5.3.b), since they both represent a plausible
parent vessel centerline. The correct centerline in Fig. 5.3.a is preferred over the centerline in
Fig. 5.3.b as it had the lowest CP value.
5.2.3 Aneurysm Cutting Plane
A cutting plane should separate the aneurysm from its parent vessel at locations, where the
vessel starts to deform from its normal tubular shape. To find the cutting plane, a novel cost
function was developed and minimized using a robust, multistart optimization framework.
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(a) (b) (c)
Figure 5.4. Cutting plane CP is determined by minimizing two geometric terms:
(a) incurvation of each mesh voxel xm (Eq. (5.13)) and (b) distance to the closest
point on the centerline from each xm (Eq. (5.14)). (c) Aneurysm principal direction
nA and aneurysm center xA define the initial neck cutting plane CP0, which in turn
defines the initial neck curve L0 as the intersection between CP0 and the surface
mesh.
Cost Function
Using the extracted aneurysm center and parent vessel centerline an incurvation Ci(xm)
(Fig. 5.4.a) and distance Cdc(xm) (Fig. 5.4.b) values were assigned to each vertex xm:
incurvation: Ci(xm) = (xA − xm) ◦ (xpm − xm) , (5.13)
distance: Cdc(xm) =
(|xm − xpm| − rpm) , (5.14)
where xpm was the point on parent centerline Popt closest to xm, and rpm the assigned radius of
the parent vessel at xpm, computed as the minimum distance between xpm and the surface mesh.
Incurvation of a point on the surface mesh was computed as the dot product between vectors
pointing from xm to xA and xpm. The values of Ci and Cdc were averaged across several small
random perturbations of xA to obtain smooth values across the mesh.
To achieve comparable contributions of Ci and Cdc, and avoid bias of aneurysm shapes and
sizes, Ci and Cdc were first normalized to the range between zero and one, followed by nonlinear


















Figure 5.5. (a) Saturation function S (x; μ, p) for different pairs of parameters μ and
p. (b) Cutting plane CP and corresponding neck curve L. (c) Non-saturated Ci and
(d) saturated S (Ci;0.5,3) incurvations, and (e) non-saturated Cdc and (f) saturated
S (Cdc;0.25,3) distances illustrated on a surface mesh of an aneurysm.
where S (x; μ, p) was a sigmoid-like function:






; 0 ≤ x ≤ 1 , (5.17)
which saturates values below μ towards zero and those above μ to one. The degree of saturation
is controlled by parameter p, where a stronger value of p causes higher saturation. The influence
of parameters μ and p is illustrated in Fig. 5.5.a, whereas Fig. 5.5.c-f show Ci and Cdc values
without and with applying saturation, respectively. As attempted by definition, Ci and Cdc
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(a) (b) (c)
Figure 5.6. An aneurysm with three possible neck curves and corresponding values
of individual terms of cost function (Eq. (5.18)) Lower values indicate better cutting
plane.
exhibit low values for points located around the base of the aneurysm as illustrated in Figs. 5.5.d
and 5.5.f, respectively. For the purpose of cutting plane extraction, μi and μdc were set to 0.5
and 0.25, respectively, while pi and pdc were set to 3.
Every cutting plane CP defines a neck curve L, which is simply the intersection between CP
andM resulting in a set of surface pointsL = {xm : xm ∈ M∩CP}. With every tentative cutting







Cdc(xm) +Ccl . (5.18)
The Ccl, Ccl = |L|/|L0|, was the ratio of lengths of curves L and L0, where L0 was the neck
curve defined by the initial cutting plane CP0 described in point-normal form by xA and the
normal vector nA pointing from xA to xpa where xpa was the point on the optimal centerline
closest to xA (Fig. 5.4.c). The weight of 2 in the first term was empirically determined so as to
minimize the difference between ACP and reference MCP cutting planes.















cl, and CCP for three different neck curves positioned on the same aneurysm. A
curve distant from the aneurysm base (Fig. 5.6.b) had high values of C′i and C
′
dc resulting in a
high combined value C′CP. On the other side, curves closer to the parent vessel had a lower C
′
CP.
For smaller aneurysms, like the one in Fig. 5.6, there is only a small difference between the
C′CP of the optimal neck curve (Fig. 5.6.a) and the C
′
CP of the neck curve surrounding the parent
vessel (Fig. 5.6.c). To favor the correct neck curve in Fig. 5.6.a, a weight of 2 was applied to C′i
in (5.18).
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Optimization
Finding the optimal cutting plane was based on minimization of (5.18) using a multistart frame-
work for global optimization (Ugray et al., 2007). Despite possible local minima of (5.18) it
was thus possible to find the global minimum of CCP. Several locations z between the point
on the parent vessel centerline xpa and the aneurysm center xa (in direction of nA) were used
as origins of the possible cutting planes, while orientations (θCP, φCP), defined in spherical co-
ordinates with respect to nA (nA ≡ (θCP = 0, φCP = 0)), spanned the space of possible plane
normals nCP. The optimal cutting plane CPopt was found using exhaustive search over the para-
meter space (θ, φ, z). Cross-section of the optimal cutting plane CPopt with the vascular surface
meshM yielded the optimal neck curve Lopt (Figure 5.5.b).
5.3 Experiments and Results
5.3.1 Datasets
The proposed method for automatic cutting plane positioning and neck curve extraction was
evaluated on a dataset of 40 unruptured intracranial saccular aneurysms with dome heights
ranging between 1.4 to 12.2 mm and a median height of 3.4 mm. Aneurysms were extracted
from 3D CTA images, acquired at the Department of Radiological Sciences at Ronald Reagan
University of California Los Angeles Medical Center. All the 3D images were obtained by a
clinical CTA imaging protocol with matrix size: 512 × 512, field of view: 180 mm, in-plane
pixel size: 0.19–0.41 mm, and section thickness: 0.6-1.0 mm. For each of the CTA volumes,
aneurysms were manually located and segmented. Following, a marching cubes and smooth-
nonshrinking algorithms (Cebral and Löhner, 2001, Lorensen and Cline, 1987) were applied to
the segmentations to reconstruct 3D aneurysm’s surface meshesM, which were used as input
to the proposed method.
For evaluation purposes, a reference neck curve was extracted based on a cutting plane (i.e. the
MCP method) positioned by a trained neuroradiologist. Aneurysm neck curves were determined
by both the proposed ACP and MCP methods. After isolating the aneurysm with a cutting plane,
morphologic features were computed. Since the MCP was a reference, the neck curves and
morphologic features obtained with the ACP should be as similar as possible to those obtained
by the MCP.
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Figure 5.7. Box-whisker plots of average inter-curve distance (AICD) between
40 manually and automatically positioned cutting planes. Besides the total cost
function CCP (5.18) (i.e. leftmost above), the average AICD is shown for various
combination of cost terms C′i , C′dc, and C′cl. The p-values were computed with
respect to CCP using a Wilcoxon signed-rank test.
5.3.2 Validation using Inter-Curve Distance
Differences between neck curves obtained by ACP and MCP were evaluated using the average
inter-curve distance (AICD), a curve-based measure proposed by Cardenes et al. (2013). To
compute AICD, automatically LACP(s) and manually LMCP(s) defined neck curves were first
parametrized using s ∈ [0, 1] and unit length. The starting points at s = 0 were chosen as the
closest points, i.e. min |LMCP(0) − LACP(0)|, while the remaining curve points were sampled
such that the orientation of both curves was consistent. Based on parametrized ACP and MCP







|LMCP(s) − LACP(s)| , (5.19)
where |LMCP| and |LACP|were MCP and ACP curve lengths, respectively, and |LMCP(s)−LACP(s)|
the distance between two corresponding curve points.
Figure 5.7 shows box-whisker plots of AICD computed between 40 pairs of ACP and MCP
defined neck curves. To showcase the influence of each of the three cost terms in (5.18) on
cutting plane, the AICDs obtained by various cost functions combining these terms were ana-
lyzed. The incurvation cost term C′i proved the most important as it helps anchor the neck
curve at the aneurysm base. Consequently, removing this term would result in a neck curve
positioned around the parent vessel, and thus, in a high AICD. Using only C′i resulted in a
median AICD of 0.42 mm with an interquartile range of 0.31 mm. Adding either the distance
or length terms, C′dc or C
′
cl, respectively, the median AICD was further improved to 0.37 mm
with respective interquartile ranges of 0.19 and 0.23 mm. The proposed cost function based on
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Figure 5.8. Ten aneurysms superimposed with manually (red) and automatic-
ally (black) extracted neck curves and corresponding average inter-curve distance
(AICD) is reported. Each aneurysm is displayed in lateral and superior view.
all terms yielded an even better median AICD of 0.3 mm with interquartile range of 0.17 mm.
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Figure 5.9. Bland-Altman diagrams show a good agreement for eight different mor-
phologic measurements, obtained for aneurysms isolated with either automatically
(ACP) or manually (MCP) positioned cutting planes.
Compared to all other tested cost functions, this is a significantly better result according to the
Wilcoxon (Wilcoxon, 1945) signed rank test (p < 0.05). Moreover, 90% of the tested cases
achieved an AICD lower than 0.5 mm, whereas the rest had AICD bellow 1.0 mm.
Figure 5.8 shows side and top views of neck curves obtained by ACP and MCP on ten differ-
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ent aneurysms, randomly sampled across the whole range of AICD. When AICD was lower
than 0.3 mm the ACP and MCP defined neck curves clearly overlapped. For the aneurysm in
Fig. 5.8.2 the ACP achieved a very low AICD of 0.05 mm, although the aneurysm had a wide,
asymetrically extended base.
In cases with AICD≥ 0.35 mm shown in Figs. 5.8.6–10 the ACP and MCP defined neck curves
generally differed in their vertical position, while there was only one case with differing plane
orientation (Fig. 5.8.9). Aneurysms 6, 7, 8, and 10 had a bulge at their base, which guided the
ACP slightly towards the parent vessel. This was most apparent for case 10, which had the
highest AICD value of 0.90 mm.
5.3.3 Validation on Morphologic Features
The goal of aneurysm isolation was to compute morphologic features, which may serve as in-
dicators of rupture risk and also as basis for treatment decisions. We computed six established
morphologic features (Dhar et al., 2008): 1) average neck width (NW), 2) dome height (DH),
3) aspect ratio (AR), 4) neck cross section area (NA), 5) aneurysm volume (AV), 6) size ra-
tio (SR); and two additional emerging ones (Chien and Sayre, 2014): 7) aneurysm volume to
sphere volume ratio (AVSV), and 8) aneurysm surface area to sphere surface area ratio (AASA).
Differences between values obtained by the ACP and MCP methods and the Bland-Altman plots
were used to study the disagreement between the two methods.
Bland-Altman diagrams in Fig. 5.9 show the bias and dispersion (±1.96 standard deviation
limits) of the eight morphologic features across 40 aneurysms isolated with MCP and ACP. For
all eight features the bias was consistently slightly negative between −0.01 and −2.3, which
indicates negligible over-estimation of the feature values as also observed by visual neck curve
comparison (Fig. 5.8). The biases ranged between 0.6 and 2.4% of the mean measurement
value. The 95% confidence levels were between 5 and 11%, except for the four aneurysms
with higher AICD, like the ones shown in Fig. 5.8.7-10. Nevertheless, in these four cases the
agreement between ACP and MCP expressed by the morphologic features was high.
5.3.4 Comparison to State-of-the-Art
Fig. 5.10 shows AICD values for the proposed method and values of four other methods pre-
viously reported by Cardenes et al. (2013). Cardenes et al. evaluated the following methods
on a dataset containing 26 aneurysms: a deformable model expansion (DME) (Larrabide et al.,
2011), geodesic curve with topological restrictions (GTR) (Cardenes et al., 2011), combined
DME and GTR (D-G) (Cardenes et al., 2013) and the MCP. The comparison of results indic-
ates that the proposed method resulted in lower AICD values compared to the three automated
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Figure 5.10. Average inter-curve distances (AICDs) between manually positioned
and four state-of-the-art automatic neck curve extraction methods as reported by
Cardenes et al. (2013), i.e. a deformable model expansion (DME), geodesics with
topological restrictions (GTR), combined DME and GTR (D-G), and manually po-
sitioned cutting plane (MCP). The results of the proposed method are also shown
for comparison.
state-of-the-art methods.
It has to be noted, however, that due to differences in the objectives, datasets and evaluation
strategies, the results of the proposed method could be only indirectly compared to these meth-
ods. First of all, the DME, GTR, and D-G methods were developed to directly delineate the
neck curves. Next, their evaluation of AICD was based on the comparison to an average of
manually delineated neck curves, whilst we compared to the neck curve obtained by the MCP.
Nonetheless, Cardenes et al. also evaluated the MCP and found that it resulted in noticeably
lower AICD values compared to the automated methods and, thus, was in a better agreement
with the reference neck curve. Similar low values of AICD were obtained by the proposed ACP
method in comparison to the neck curves obtained by MCP.
5.4 Discussion
High variability of intracranial aneurysms in terms of shape, size and anatomical location
renders the process of their isolation from the parent vessels a very critical step, which needs
to be performed consistently to ensure accurate computation of morphologic features used for
clinical assessment and decision-making. Thus, this work is focused on aneurysm isolation.
The proposed aneurysm isolation method is based on certain reference geometric descriptors
of the aneurysm and its perivascular structure, which are obtained from the corresponding sur-
face mesh. Each of the reference descriptors such as the aneurysm center, parent vessel end-
points, and centerline were localized using novel Hough-like feature detectors, comprising a
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descriptor accumulation, followed by a multi-hypothesis detection framework that extracted the
final descriptor location. For the purpose of multi-hypothesis based detection, several novel cost
functions were developed by imposing intuitive geometric constraints to each of the descriptors.
The use of a two stage approach resulted in highly reliable extraction of geometric descriptors,
which served to accurately position the initial aneurysm cutting plane.
Through optimization of a novel cost function, the cutting plane was enforced to intersect the
vascular surface mesh at highly incurvating regions and close to the parent vessel, while shorter
intersection circumference, i.e. neck curve length, was preferred. Each of these rather intuitive
properties of the aneurysm neck was encoded using corresponding cost function terms: 1) in-
curvation, 2) distance from parent vessel, and 3) curve length. The experiments showed that all
were significant for optimally positioning the cutting plane (Fig. 5.7). Among the three terms,
the incurvation contributed most to the accurate positioning of the cutting plane as it generally
prevented the cutting plane to be positioned at implausible locations (like those intersecting
with the parent vessel or the apex of aneurysm’s dome) and guided the cutting plane positioning
towards the aneurysm’s base.
The proposed method is based solely on the analysis of a vascular surface mesh. Hence, as long
as the vascular surface mesh can be accurately and reliably extracted from the angiogram, a
task for which several automated methods were previously developed (Lesage et al., 2009), the
proposed method can be used with any 3D angiographic modality.
Quantitative validation of the proposed automated cutting plane (ACP) positioning method was
based on a comparison to a manually defined cutting plane (MCP) on a dataset of 40 intracranial
saccular aneurysms. The average inter-curve distance (AICD) between ACP and MCP derived
aneurysm neck curves was below 0.30, 0.35 and 0.50 mm in 50%, 75% and 90% of the 40
cases, which indicates high accuracy and robustness of the proposed method. In comparison
to three different state-of-the-art methods (Fig. 5.10), the proposed method yielded neck curves
with lower AICD, which indicates better agreement with the reference neck curves.
Differences in the ACP and MCP derived neck curves were visually assessed by an expert clini-
cian who established a high overlap between ACP and MCP based curves for AICDs below 0.30
mm, a moderate overlap for AICDs between 0.30 mm and 0.50 mm, and a slight misplacement
of the ACP neck curve for AICDs betwen 0.50 mm and 0.9 mm (Fig. 5.8). The latter appeared
in 4 out of 40 cases that had local dilations around the aneurysm’s base. The ACP included
these dilations as part of the aneurysm. The most extreme of these four cases is illustrated in
Fig. 5.8.10 where the cutting plane runs through a bulge at the aneurysm’s base. In such cases,
manual correction would be required to reposition the plane either above or under the bulge.
After reconsideration, the expert preferred the ACP based neck curve in aneurysm 9 (Fig. 5.8.9)
over the MCP derived curve. The ACP based neck curve of aneurysm 8 (Fig. 5.8.8) was found
viable, provided that consistency in the follow-up positioning can be ensured, a condition more
easily satisfied by our ACP than by MCP method.
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Several authors evaluated their automated neck delineation methods by comparing several mor-
phologic features to those obtained from manually isolated aneurysms using Bland-Altman dia-
grams. We followed this approach and demonstrated a convincing agreement between ACP and
MCP derived features, reflected in rather low bias and standard deviation (SD) for each of the
eight Bland-Altman diagrams (Fig. 5.9 ).
Compared to Bland-Altman diagrams for the NW, DH, AR, NA, and AV features across 26
aneurysm cases obtained using the GTR method (Cardenes et al., 2011), the proposed method
has similar, and for some features even lower, biases and a considerably lower SDs. Namely,
Cardenes et al. (2011) reported the following bias±SD values of −0.02 ± 0.30, 0.13 ± 0.41,
0.04±0.10, −0.69±1.88, and 3.7±8.2 for NW, DH, AR, NA and AV, respectively, whereas the
respective values obtained by the proposed method were −0.03±0.11, −0.09±0.22, −0.01±0.02,
−0.59 ± 1.34, and −2.3 ± 5.5. The proposed method had significantly lower SD values for AR
(i.e. aspect ratio), a feature established as a good predictor of rupture risk (Dhar et al., 2008,
Etminan and Rinkel, 2016, Raghavan et al., 2005). The state-of-the-art GTR method seems to
lack consistency, while all considered features were consistently slightly overestimated by the
ACP compared to the MCP, which was demonstrated by consistent low negative biases.
Isolation based on a cutting plane is simple and effective, however, its potential limitation may
be the assumption that the neck curve lies in a plane, which generally is not the case. This
mainly concerns the neck curve accuracy, thus several researches previously focused on delin-
eating the neck curve directly on the vascular surface mesh and not through positioning of the
cutting plane (Cardenes et al., 2011, Ford et al., 2009, Kang et al., 2009, Larrabide et al., 2011,
Mohamed et al., 2010, Piccinelli et al., 2012, Sgouritsa et al., 2010, Wong and Chung, 2006).
The main difficulty with the automated neck curve delineation is to devise a proper regular-
ization that is capable to reject implausible curves, mainly at low-curvature surfaces. In such
situations, even among the clinicians there is currently no consensus about where to set the
neck curve. For both automated and manual approaches this ambiguity is the cause of high
variability of neck delineation, which in turn adversely impacts reliability and consistency, both
critical especially for aneurysm follow-up. Using the cutting plane thus presents a mean for
regularizing the neck curve extraction.
Methods for cutting plane positioning were previously studied (Larrabide et al., 2011,
Mohamed et al., 2010, Piccinelli et al., 2012, Sgouritsa et al., 2010), but mainly in the context
of aneurysm morphologic features, which are generally defined based on the cutting plane.
However, these methods are based on prior neck curve delineation, which is used to fit the
plane or as a regional constraint. Hence, for reasons stated above, this strategy fails to de-
liver high reliability and consistency. Our strategy is based on direct positioning of the cutting
plane using the vascular surface mesh. During positioning, several very intuitive geometric
descriptors and purposely devised robust detectors of these descriptors were employed so as
to ensure reliability and consistency, which was demonstrated by the experiments and results.
Hence, the proposed method has a high potential to be integrated into a computer-aided system
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and introduced into clinical practice due to the proven clinical usefulness of cutting plane posi-
tioning (Chien and Sayre, 2014, Chien et al., 2011, Dhar et al., 2008, Kashiwazaki and Kuroda,
2013, Raghavan et al., 2005, Rahman et al., 2010).
5.5 Conclusion
A novel method for automatic cutting plane positioning based solely on the analysis of the vas-
cular surface mesh was proposed. The method employs novel Hough-like and multi-hypothesis
based detection methods of aneurysm center, parent vessel inlet centers and centerlines, based
on which the dilations of vascular surface in the form of an aneurysm are identified by an in-
tuitive, geometry-inspired cost function optimization. The obtained cutting plane then isolates
the aneurysm’s dome from the parent vessel allowing to compute morphologic features of the
aneurysm. Quantitative and qualitative evaluations of the proposed method on a dataset of 40
intracranial saccular aneurysms showed small inter-curve distances between neck curves ob-
tained by automatically and manually positioned cutting planes and a high agreement between
corresponding morphologic features. The observed reliability and consistency of the evalu-
ated eight clinically established morphologic features shows the great potential of the proposed
method for clinical applications.
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mive in konstruktivne razprave – izr. prof Tomaž Vrtovec, doc. dr. Miran Bürmen, as. dr. Peter
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