This paper surveys the literature that examines the effect of education on economic growth.
INTRODUCTION
The importance of human capital for economic growth has been an extremely debated topic. Following Schultz (1961) and Becker (1964) , we define human capital as the set of knowledge, skills, competencies and abilities embodied in individuals and acquired through education, training and experience. Education is considered as one of the most significant human capital investments. It plays a vital role in the process of economic growth and a significant amount of research has been devoted to study the education-growth nexus.
From a theoretical point of view, there is an important distinction between neo-classical and endogenous growth theories regarding the linkage between human capital and economic growth. The former argue that a one-off permanent increase in the stock of human capital results in a one-off increase in the economy"s growth rate. On the contrary, new growth theories argue that the same one-off increase in human capital causes a permanent increase in growth. The social benefits of education are much greater in the latter case (Sianesi and Van Reenen, 2003) .
Theoretical contributions emphasize different mechanisms through which education affects economic growth. First, education increases the human capital of the labor force, which increases labor productivity and transitional growth towards a higher equilibrium output level. Second, in endogenous growth theories, education increases the innovative capacity of the economy, knowledge of new technologies, products and processes and thus promotes growth (Hanushek and Woessmann, 2008) .
From an empirical point of view, the macroeconomic literature on the relationship between human capital and economic growth attempts to test empirically different model specifications.
Usually, these empirical approaches employ cross-section data. Other studies adopt time-series analysis for small groups of countries (e.g. OECD), where data quality is better. Finally, some research combines cross-section data with time-series information using panel datasets. However, the impact of human capital on economic growth remains controversial, due to a number of conceptual and methodological problems, such as the measurement of human capital and growth, as well as differences in parameters across countries or regions.
This study surveys the empirical literature on the education-economic growth relationship.
Three main categories of empirical approaches are distinguished: those that refer to cross-section, those that use panel data and those that employ time-series. The first category attempts to explain cross-section (e.g. country) differences in growth, while the second one examines both the crosssection growth differences as well as the performance over time in each cross-section. The third category focuses on country-specific growth experiences.
Given the diversity of findings on the link between education and growth, we conduct meta-regression analysis (MRA). MRA is a subset of meta-analysis. Meta-analysis combines and integrates the results of several studies that share a common aspect so as to be combinable in a statistical manner (Harmon et al, 2003) . MRA is a quantitative literature review of the estimates obtained from previous regression analyses and attempts to explain the variation in their results (Stanley and Jarrell, 1989) . It aims at explaining the excess study-to-study variation typically found in empirical results and investigates the presence of publication selection bias (Stanley, 2005) . Publication bias arises when editors, reviewers and researchers prefer to report findings, which are statistically significant and/or satisfy certain theoretical expectations (Doucouliagos, 2005 , Stanley, 2008 . As a result, it biases the literature"s average reported effect away from zero.
An additional advantage of MRA is that it allows the researcher to include aggregate data, e.g.
data on aggregate labor supply that can not be included in individual studies (Groot and Maassen van den Brink, 2000) . MRA allows us to examine factors that are likely to explain the heterogeneity of findings in the education-economic growth literature and the potential impact of study characteristics on the estimated relationship between education and growth.
As a consequence, we provide evidence that different measures of education give rise to different coefficients of the size effect of education on growth. Moreover, the variation in empirical estimates can be partially explained by the type of data, model specification, estimation methodology, and whether a particular study has been published or not in an academic journal, a journal listed in the "best" journals listed in Mamuneas et al (2010) and ESA (Economic Society of Australia, 2008) . 1 The rest of the paper is organized as follows. Section 2 reviews the main empirical studies concerning the role of education as a form of human capital in economic growth. Section 3 presents the most important proxies used to measure education and economic growth. Section 4 presents the construction methodology of our meta-data set, section 5 describes the different meta-analysis estimation methods employed and section 6 analyzes the meta-regression results.
Finally, section 7 summarizes our main findings and concludes.
REVIEW OF THE LITERATURE
The literature started with cross-section studies. Two of the earliest works have been those by Romer (1989) , and Azariadis and Drazen (1990) , who find via OLS and IV (Instrumental Variables), that literacy is positively associated with growth. Barro (1991) shows through OLS, that per capita GDP growth is positively related to enrollment and literacy rates and negatively associated with student-teacher ratios. Murphy, Shleifer and Vishny (1991) employ OLS and report a positive growth impact of primary enrollment rates, while they find that enrollments in engineering and law are positively and negatively associated with growth respectively. Applying Extreme Bounds Analysis (EBA), Levine and Renelt (1992) also suggest a positive effect of enrollment rates on per-capita GDP growth, while Mankiw, Romer and Weil (1992) using OLS find the same impact regarding the percentage of the working-age population in secondary school. However, Benhabib and Spiegel (1994) employ OLS and find that human capital does not affect per capita growth. Employing regression tree analysis, Durlauf and Johnson (1995) show that the fraction of the working-age population enrolled in secondary school has a positive effect on GDP growth only for the intermediate income country group with low human capital and for the high income group of countries. Moreover, Lee and Lee (1995) via OLS and IV, report a positive influence of test scores on GDP per worker growth, but this is not true for literacy and enrollment rates, as well as student-teacher ratios. Applying 3SLS, Gemmell (1996) concludes that per capita growth rates are positively associated with enrollment rates, while Collins and Bosworth (1996) find the same relationship using schooling years through OLS. On the contrary, Bloom et al (1998) and Temple (1999) report an insignificant effect of schooling years on growth via OLS. However, Temple finds a positive impact of schooling on growth applying least trimmed squares.
Furthermore, Hanushek and Kimko (2000) , through OLS, show that schooling years and scores are strongly positively related to growth, while Bils and Klenow (2000) report such an influence with respect to enrollment rates and schooling years. Employing OLS, Ranis, Stewart and Ramirez (2000) find a positive effect of literacy on growth, while Krueger and Lindahl (2001) show that the change in schooling years has little effect on growth, when the growth equation is estimated with high frequency changes (i.e. five years), but a strong positive effect over periods of ten or twenty years. Using semiparametric estimation, Kalaitzidakis et al (2001) find nonlinear effects of schooling years, but not enrollment rates, on growth, while Pritchett (2001), employing OLS and IV, reports a negative growth influence of schooling years.
Moreover, Knowles et al (2002) show using OLS and 2SLS that female and male schooling years have a positive and negative impact on growth respectively. Furthermore, Bosworth and Collins (2003) find a stronger positive correlation between growth and the initial level of schooling years than between growth and change in schooling, as well as a positive correlation with scores via OLS. In a nonlinear framework, Papageorgiou (2003) employs OLS as well as IV and provides evidence for a positive role of schooling years on growth. Chakraborty (2004) shows via OLS that enrollment rates increase growth, but Barro and Sala-i-Martin (2004) through 3SLS, show that schooling years are insignificantly related to per-capita growth rates, while scores exert a highly significant positive impact on growth. Finally, Lee (2010) reports an insignificant impact of enrollment rates on growth.
Panel data analysis became common later then cross-section analysis mainly due to the availability of more complete data sets. In this framework, Barro (1996) , as well as Bassanini and Scarpetta (2001) applying 3SLS and the Pooled Mean Group (PMG) estimators respectively, find that per capita growth rates are positively associated with schooling years. Barro (2001) shows via 3SLS that scores and schooling years have a strong positive relation with per capita GDP growth, whereas Appiah and McMahon (2002) show that the per capita growth effects of enrollment rates are not significant. Furthermore, Gyimah-Brempong et al (2006) using the Arellano-Bond dynamic panel data estimator, find that schooling years have a positive effect on per capita growth. Via Pooled Least Squares (PLS), Keller (2006) shows that enrollment rates and primary education expenditure contribute highly significantly to GDP per capita growth. Using Feasible Generalized Least Squares (FGLS), Siddiqui (2006) finds that schooling years exert an insignificant impact on growth, whereas female and male education growth rates affect growth significantly (positively and negatively respectively).
By employing a seemingly unrelated regression, Bose et al (2007) find a negative effect of enrollment rates on GDP per capita growth, whereas Hanushek et al (2007) by maximum likelihood using the HLM (Hierarchical Linear Modeling) algorithm, show that the quantity of schooling (schooling years) has a strong positive effect on growth that is substantially reduced once quality (test scores) is considered. Using a new data set for schooling years, Cohen and Soto (2007) show that in standard growth regressions, their GMM and fixed effects estimates of schooling are positive. Sterlacchini (2008) employs OLS in nonlinear specifications and reports a positive growth effect of the population share with tertiary education. Applying LSDV, FGLS, 2SLS and GMM, Baldacci el al (2008) find that both the level and changes in enrollment rates are positively related to growth. In addition, Hanushek and Woessmann (2008) using added-variable techniques, find that scores and schooling years feature a positive effect on GDP per capita growth. Costantini and Monni (2008) find via 3SLS a positive relationship between enrollment rates and growth, while Bhattacharyya (2009) employing 2SLS and Seetanah (2009) via GMM report also a positive growth effect of schooling years and enrollment rates respectively. Sandar and Macdonald (2009) applying GMM, as well as Chen and Gupta (2009) through pooled OLS and GLS, provide controversial results regarding the growth impact of enrollment rates.
Conducting fixed-effects and system-GMM estimations, Lee and Kim (2009) suggest that while secondary education enrollment rates appear important for low-income countries" growth, higher education is growth-enhancing for upper middle and high-income countries. Benos and Karagiannis (2010) show that enrollment rates have a positive effect on GDP per capita growth, while student-teacher ratios exert a negative influence via GLS and GMM. Tsai et al (2010) suggest that secondary education enrollment is more important for GDP per capita growth in developing than developed countries, while tertiary education is significant for both groups of countries, using the same techniques. Suri et al (2011) The least common type of analyses use time series data, since education data with a long time-series dimension is relatively rare. Musila and Belassi (2004) applying OLS, report a positive effect of education expenditure on growth, whereas Ndiyo (2007) , employing a vector autoregressive (VAR) technique, finds a negative correlation between these variables. On the contrary, Nketiah-Amponsah (2009) show that education expenditures have no significant impact on the rate of change of GDP. Furthermore, Dauda (2010) , using OLS, finds a positive effect of total education expenditure on GDP growth. By estimating an Error Correction Model via the "one step" procedure, Odit et al (2010) report a positive effect of schooling years on GDP per-worker growth, while Nurudeen and Usman (2010) via least squares reveal that expenditure on education has a negative effect on GDP growth. Finally, Lawal and Iyiola (2011) conclude that primary enrollment and total expenditure on education have a negative impact on growth, whereas capital, recurrent education expenditure, gross capital formation, post-primary and tertiary education enrollment affect growth positively using OLS.
ALTERNATIVE MEASURES OF EDUCATION AND ECONOMIC GROWTH
As it is evident from the previous section, measures of education and economic growth used in the empirical literature vary. Education is a broad term and as a result, empirical studies face difficulties with its measurement. The literature uses several proxies. Most proxies concern measures of formal education and include literacy rates, enrollment rates and years of schooling.
Literacy rates are typically defined as the proportion of the population aged 15 and older who are able to read and write a simple statement on his/her everyday life (UNESCO, 1993) . However, literacy rates are not objectively and consistently defined across countries and omit important components of human capital (Le et al., 2005) .
Enrollment rates measure the number of students enrolled at a given level of education relative to the population that, according to legislation, should be attending school at that level.
Enrollment rates measure the current investment in human capital that will be reflected in the future stock of human capital. Nevertheless, they are poor proxies for the present stock of human capital for many reasons. For instance, enrollment rates can be at best satisfactory proxies for human capital only in some countries. Judson (2002) argues that secondary enrollment rates will only be good indicators for human capital accumulation in countries where secondary education is expanding rapidly.
The deficiencies of literacy and enrollment rates as measures of human capital have motivated researchers to look for a more powerful human capital proxy, namely years of schooling of the workforce. Schooling years quantify the accumulated educational investment in the current workforce and assume that human capital embodied in workers is proportional to the years of schooling they have attained. With respect to literacy and enrollment rates, schooling years take into account the total amount of formal education acquired by the workforce, that is, schooling years proxy more accurately the existing stock of human capital in a country (Bassetti, 2007) . In this context, some studies use the percentage of the working age population with primary, secondary and tertiary education. All these measures reflect the quantity of human capital. So, the above proxies do not give an indication of the skill level of the workforce.
Here comes the issue of human capital quality. The lack of human capital quality data in many studies considering the relationship between education and growth may be the biggest challenge in this area of research. The quantity of education is an inadequate measure of human capital differences, since school systems vary across countries in terms of resources, organization and duration. One solution in order to account for qualitative differences across education systems, is to focus on human capital quality measures, such as educational expenditure, studentteacher ratios and test scores. These indicators can be measured at different levels of education.
However, using such quality measures as proxies of human capital, it is very difficult to get a measure that can be reliably extrapolated for the entire workforce. As a result, any possible measure of education has advantages and disadvantages, and they must be taken into account when the effect of education on economic growth is estimated.
Moreover, the output measure used varies across studies, being Gross Domestic Product (GDP), GDP per-capita or GDP per worker in real terms. 2 The respective output growth measures used as dependent variables are real GDP growth, real GDP per capita growth or real GDP per worker growth. From the previous discussion, we can argue that the coefficients estimating the relationship between education and economic growth may differ between studies partly due to differences in the type of the education and output variables used.
META-DATA SET AND STRATEGY
Following Stanley (2001) , we proceed in two steps for conducting meta-regression analysis. First, we construct the meta-data set. In particular, we collect empirical studies examining the link between education and economic growth. Second, we define a metaregression model. In this context, we examine particular independent meta-variables in order to distinguish between numerous criteria that appear important. Meta-regression analysis allows us to synthesize all empirical results in a common framework. The adopted expression for the metaregression analysis is similar to the relation described by Stanley and Jarrell (1989) .
At this point, we should note that the empirical studies on the relationship between education and income growth can be attributed to two theoretical approaches: the first is the micro literature based on the Mincer approach implying a positive relation between individual education and earnings (private returns), and the second is the macro literature which studies the relation between education and the capacity of a society to grow (social returns). We proceed by including only macro studies in our meta-sample which include the coefficient of the size effect of education on economic growth. Therefore, only studies providing regression results where economic growth is considered as the dependent variable and education as one explanatory variable are included in our meta-data set. We exclude from the analysis papers that focus on education as a private human capital investment estimating the rate of return to this investment (Harmon et al, 2003) . 3 This process does not imply bias for our results, since our study examines the macroeconomic effects of education on economic growth. Furthermore, the empirical literature that investigates the impact of education on growth includes estimates that have been reported in published academic journals as well as working papers, such as NBER or MPRA series. Many such works have been found in our search and, as a result, we included them in the meta-regression analysis. In particular, we have searched on the internet, the Econlit database, as well as the Google Scholar search engine, in order to find published articles in academic journals and working papers, concerning the education-economic growth nexus. The keywords used in this process were: human capital, education and economic growth and our last search was conducted on September 29, 2011.
In particular, we perform a meta-regression analysis using data from 56 empirical studies.
As we include all reported estimates in each study, any potential dependence among estimates is best captured by using study identifiers. Given that most studies include plenty of estimations, we use all of them as independent regressions and as a result, we report a total of 979 observations. For comparison, Nelson and Kennedy (2009) in a survey of 140 meta-analyses conducted in environmental economics since 1989, report that an average meta-analysis employs 92 estimates (Irsova and Havranek, 2013) . Therefore, our dataset is large relative to that of conventional economics meta-analyses. shows that there is great variation in findings across as well as within studies. Each study has a different mean value of the education coefficients and a different number of coefficients, which may be positive or negative. We employ meta-regression analysis, in order to explain the excess study-to-study variation found. Such an empirical research environment suggests using the following meta-regression model to integrate and explain the above mentioned diverse findings:
where β j is the reported estimate of the education coefficient of the j th study, β 0 is the true value of the education coefficient, Z jk are the moderator variables that influence the magnitude of the published results and explain variation in coefficients β j , α k are the meta-regression coefficients which reflect the effect of particular study characteristics, se j is the standard error of the coefficient of the j th study and u j is the meta-regression disturbance term. We introduce se j because if there is publication selection, authors of small-sample studies search for larger estimates because such studies tend to have large standard errors. Large-sample studies typically find statistically significant estimates and can be published with smaller estimated effects.
Therefore, the reported effect will be proportional to its standard error, ceteris paribus (Stanley et al., 2008) .
In economics, though, empirical studies use different sample sizes and different econometric specifications and estimation procedures. Hence, the random estimation errors of the 
where t j is the t-statistic which corresponds to the estimate β j . Because publication selection is a complex phenomenon, we have replaced β 1 in (1) by β 1 + Σγ i K ij in (2), where K ij are additional factors correlated with the publication process itself, e.g. socio-economic variables thought to affect publication selection (Doucouliagos and Stanley, 2009) . That is, we control for heterogeneity in the Z variables, but not the K variables. Equation (2) can be used as a valid test for both the presence of publication selection bias (variables not divided by se j ) and genuine education effects on economic growth corrected for publication selection (variables divided by se j ) (Stanley 2005 (Stanley , 2008 . We follow Efendic et al (2011) and use the Funnel Assymetry Test (FAT) to formally test for the presence of publication bias. 5
We estimate our meta-regression model, in order to examine the extent to which the variables, with values defined for each study in our analysis, explain heterogeneity in the education effect on growth. Our meta-regression analysis focuses on the results of general-to-specific modelling, applied to the complete set of 979 estimates. That is, all Z and K variables were included in a general meta-regression model estimated, and then the statistically insignificant ones were removed, one at a time, to derive the specific model. In this framework, both genuine effect and publication bias are more complicated. Genuine effects (and/or largesample biases) are now captured by the combination of all the Z-variables (divided by se), while the K-variables (not divided by se), along with the intercept, together represent publication selection (Doucouliagos and Stanley, 2009 ).
We introduce variables expected to have a systematic impact on the reported effect of education on economic growth. At the same time, it is necessary to limit the number of covariates relative to the number of studies in order to avoid false positive results (Thomson and Higgins, 2002) . Specifically, we examine whether differences across studies can be attributed to differences in the measurement of education and economic growth. Among the most popular proxies for the quantity of education are literacy rates, school enrollment rates and educational attainment, measured in years of schooling of the working-age population. Also, three measures are used in order to account for qualitative differences across education systems, being studentteacher ratios, educational expenditures and international test scores. As a result, in order to examine the impact of alternative education proxies we use six dummy variables. The first three dummy variables (literacy, enrollment and schooling years) equal one, if the study uses the literacy rate, the school enrollment rate and years of schooling as proxies of the quantity of human capital respectively. The other three variables (student-teacher ratios, educational expenditure and scores), equal one, if the study uses student-teacher ratios, expenditure on education and international test scores as alternative measures of the quality of human capital. We omit the percentage of working-age population with primary, secondary or tertiary education as a proxy for the quantity of human capital, in order to avoid multicollinearity.
Furthermore, the output measure employed as dependent variable varies across studies. In order to study the effect of alternative economic growth measures on the reported findings, we include one dummy variable in our meta-regression model which equals one, if the study uses the real GDP growth rate as a proxy for economic growth. We omit real GDP per-capita growth as a proxy for economic growth due to multicollinearity.
We adopt additional moderator variables in order to examine whether particular characteristics of empirical approaches explain the variation in the reported findings. These variables were chosen on the basis of theoretical literature concerning the importance of each variable (Doucouliagos and Stanley, 2009, Adam, Kammas and Lagou, in press) . In particular, we use the earliest and the latest year of the sample in each study to explore if the sample period influences the estimated education coefficient due to structural change. We also include dummy variables examining whether each study has been published in an academic journal or in the "best" 65 journals listed in Mamuneas et al (2010) and ESA (2008) . In order to achieve comparable results, we include the same number of the "best" journals in the latter two cases.
Moreover, we employ dummies reporting whether estimates are related to cross-sectional or panel data, with time series as the base, and whether the OLS method of estimation is employed, in order to control for differences in the type of data and methods of estimation respectively. In addition, we use dummy variables reflecting whether estimations include openness, a political measure, government spending and population growth as explanatory variables. We also use a dummy reflecting whether estimates rely on log specification, which is commonly used in empirical studies. Finally, we introduce the publication year of each study to investigate the existence of a time pattern in research output. All these are used as Z moderator variables that explain variation in the education coefficients. As a K variable correlated with the publication process itself, we use the sample size employed in each empirical work. This is because we expect that reviewers and editors tend to be suspicious and less favorable towards small-sample studies, reducing the chances for them to be published. All potential Z and K moderator variables employed in our meta-regression analysis are presented in Table 2 (Table 2 here).
ESTIMATION METHODOLOGY
Meta-regression analysis, or meta-regression, is an extension to standard meta-analysis that investigates the extent to which statistical heterogeneity between results of multiple studies can be related to one or more characteristics of the studies (Thompson and Higgins, 2002) . It is very unlikely that all heterogeneity will be explained, so there will be "residual heterogeneity", therefore random effects rather than fixed effects meta-regression is appropriate. All algorithms for random-effects meta-regression first estimate the between-study variance and then estimate the coefficients by weighted least squares, using as weights the inverse sum of the standard error of the estimated effect in each study and the between-study variance. So, more accurate studies have more weight in the analysis. In our case, the between-study variance represents the excess variation in observed growth effects of education that is expected from the imprecision of results within each study.
Several methods have been proposed for the estimation of the between-study variance in meta-regressions. As suggested by Thompson and Sharp (1999) , the unknown variance of the random-effect model can be computed by an iterative residual (restricted) maximum likelihood process (REML), the Empirical Bayes (EB) method (see also Morris, 1983) , or a momentestimator (MM). The main problem of likelihood methods is that they become computationally intensive and time consuming as the number of studies increases. The benchmark method for estimating the between-study variance is REML. It was developed in order to avoid the biased variance component estimates produced by ordinary maximum likelihood (ML) estimation, because ML estimates of variance components do not take into account the degrees of freedom used in estimating effect size in fixed effects. So, REML avoids downward biased estimates of the between-study variance, underestimated standard errors as well as anticonservative inference (Thompson and Sharp, 1999) . The MM estimator, the only non-iterative method, has the advantages of speed and robustness. It does not require numerical maximization or iteration, is not time consuming and performs relatively well in comparison with likelihood methods with both simulated and real data sets. Results are expected to be similar to those obtained by likelihood methods when there is moderate to large heterogeneity. However, ML are often preferred to MM methods as the former have higher probability of being close to the quantities to be estimated (Mavridis and Salanti, 2012) . From another point of view, the main advantage of the meta-analysis in a Bayesian framework is that external evidence or information from historical data can be easily incorporated in the model via informative priors. When the number of studies is large, the choice of prior distribution affects the results less, since data play the dominant role.
However, when the number of studies is small, priors" selection is important. Both REML and EB estimators, being iterative methods, use the MM estimator as starting value.
Finally, since most studies in our sample report more than one regression, it is likely that observations (education coefficients) are correlated within studies. In light of that, we also estimate our model by OLS with heteroskedasticity cluster-robust standard errors, which allow for error term correlation within each cluster (study) 6 , assuming only that they are not correlated across studies (Baum, 2006) . 7 Thus, we relax the usual requirement that the observations are independent. We use this estimation method as a benchmark, because it is the simplest one and is used in many meta-regression works (e.g. Doucouliagos and Stanley, 2009, Effendic et al., 2011), although it is less appropriate for meta-regression analysis compared to the methods described previously. This is because, it does not account for the role of the between-study variance in the estimation of the coefficients in the meta-regression equation.
META-REGRESSION RESULTS

(a) Publication selection
Publication bias has been a primary concern for meta-analysts, as journals are more likely to publish studies reporting statistically significant results. Papers reporting insignificant results are either not submitted for publication or routinely rejected by the editors/referees (Bom and Ligthart, 2008) . Thus, the authors treat statistically significant results more favorably, because they are more likely to be published. In light of these, we initially test whether there is publication bias in the education-growth literature.
The simplest method to detect publication selection is a visual examination of a funnel plot, which depicts the estimates of the coefficient in question on the horizontal axis and the inverse of their standard errors on the vertical axis. The expected shape is an inverted funnel, in the absence of publication selection, i.e. estimates should vary randomly and symmetrically around the true population effect. In figure 1 (Figure 1 here) , we see that in our case, the funnel graph is asymmetric, as the plot is overweighed on the right side. Thus, we visually inspect the presence of publication selection bias towards positive values of the growth effect of education.
However, graphs are only subjective tests for examining publication bias. For this reason, we employ an objective statistical test for modelling publication selection, assuming that all α k and γ i are zero (there is no heterogeneity effect), that is the conventional t-test of the intercept of the equation:
i.e., the Funnel Asymmetry Test or FAT (Egger et al, 1997 , Stanley, 2005 . If the literature is free of publication bias, the constant term should not be statistically significant (accept H 0 : β 1 =0). On the contrary, a non-zero constant term implies upward or downward bias on the effects estimated in the literature. The FAT test confirms the presence of publication bias (Table 3 here). The constant term is positive and statistically significant for all estimators. Therefore, we confirm the presence of "substantial" upward publication bias, since the estimate of β 1 is between 1 and 2 (Doucouliagos and Stanley, in press) . This model can also be used to test for a genuine effect beyond publication selection. The coefficient on precision, β 0 , can be considered an estimate of the empirical effect corrected for publication selection. Applying this precision-effect test (PET), cluster data analysis and MM imply that there is no evidence of a genuine education effect on growth. On the contrary, REML and EB results suggest a positive genuine education growth effect. However, even in these cases the impact is extremely small. Table 6 here) presents the empirical evidence of our meta-regression with a dummy for publications in journals listed in ESA (2008) .
In this way, we check the robustness of our findings to alternative quality measures of the publication outlets.
We proceed by estimating our meta-analysis regression separately with a dummy for publications in academic journals, journals listed in Mamuneas et al (2010) and journals included in ESA (2008), respectively, excluding 5% of the most extreme values of the effect of education on economic growth in Tables 7-9 (Tables 7-9 here). We do these robustness checks in order to examine the influence of extreme estimates on our findings.
We have evidence of substantial publication selection in our specific MRA model for the whole sample (Tables 4-6 here). Applying clustered data analysis, REML, MM and EB, the constant term is positive, large and statistically significant at all levels. However, the constant term itself is no longer a measure of the magnitude of the average publication bias. Rather, publication bias is the combination of the intercept and the K variable, i.e. sample size, which, however, is insignificant in all our estimations. Therefore, there is strong upward publication selection bias in the education-economic growth literature. This confirms the results obtained from the initial FAT-PET MRA, as well as visual examination of the funnel plot, although the magnitude of the bias is slightly smaller.
Excluding 5% of the extreme values of the effect of education on economic growth (Tables 7-9 here), our main results remain qualitatively and quantitatively very similar. Using all estimators, the constant term continues to be positive, large and statistically significant at all levels of significance. Moreover, publication bias is the combination of the intercept and the K variable (sample size), which is again insignificant in all estimations. Therefore, all findings imply the presence of substantial upward publication selection bias in the education-economic growth literature.
(b) Effects on human capital coefficients (i) Whole sample estimations
In our specific meta-analysis regression of the whole sample with a dummy for publications in academic journals in Table 4 (Table 4 here), the overall fit of the regression is quite high for a meta-regression (R 2 =0.19-0.78). Education effects on growth are the combination of several factors. When all Z-variables are zero 8 , in the model with a dummy for publications in academic journals vs. working papers, education is predicted to have a contemporaneous negative and statistically significant effect on growth in all cases. Additionally, applying all techniques, specifications using education proxies based on enrollment rates increase the education effect on economic growth approximately by 0.004, whereas those using student-teacher ratios reduce it by around 0.002. The variation in reported estimates can be also explained by the inclusion of the earliest year of the sample and the type of data employed (cross-section and panel data), as well as openness and whether a particular study has been published in academic journals. The former three variables increase the education effect on growth approximately by 0.0001, 0.02 and 0.02 respectively, while the latter two reduce it by around 0.008 and 0.01. Moreover, all findings, apart from those obtained through MM, imply that the inclusion of log specification and the latest year of the sample as additional variables increase the growth impact of education by around 0.002 and 0.00007 respectively. In addition, only cluster data analysis results show that real GDP growth reduces this effect approximately by 0.007.
Similar results are obtained from the meta-analysis regression of the whole sample with a dummy for publications in journals listed in Mamuneas et al (2010) in Table 5 (Table 5 here) and ESA (2008) in Table 6 (Table 6 here). Differences across studies can be attributed to differences in the measurement of education, model specification, whether a particular study has been published in journals listed in Mamuneas et al (2010 ) or ESA (2008 and the type of data employed.
However, in these regressions (Tables 5 and 6 here), output data, as well as education data based on student-teacher-ratios, can not explain the variation in reported estimates. In addition, the sample period, i.e. the earliest and the latest year of the sample, plays no role. On the contrary, the heterogeneity of the empirical findings can be attributed to the use of test scores and political measures which increases the education effect on growth by 0.003 and 0.004 respectively. The heterogeneity is also due to the inclusion of OLS estimation and population growth, which reduce the education impact on growth by 0.003 and 0.001.
(ii) Estimations excluding the most extreme values of the effect of education on growth
If we exclude 5% of the most extreme values of the effect of education on economic growth, our main results remain qualitatively and quantitatively intact for all regressions (see Tables 7-9 ). (Tables 7-9 here). In particular, all estimators suggest a significant impact of education on economic growth. In all cases, differences in the measurement of education, model specification, and type of data employed give rise to different findings concerning the effect of education on growth. Moreover, whether a particular study has been published in academic journals, journals listed in Mamuneas et al (2010) and ESA (2008) , as well as the inclusion of openness as explanatory variables account for the variation of the empirical evidence.
Furthermore, for journals listed in Mamuneas et al and ESA, the heterogeneity of the results can be also explained by the use of a political measure, as well as OLS and population growth as additional variables. Finally, only in the case of academic journals, the sample period and the output data employed in each study appear to affect the reported estimates.
CONCLUSIONS
In this paper, we have seen that a large body of macroeconomic literature has focused on the relationship between education and economic growth. Empirical findings on this link are controversial. Their interpretation must take into account several conceptual and methodological problems. Most importantly, educational attainment, commonly used in empirical studies, is a crude measure of human capital, since the education quality varies widely across countries. Also, low data quality for educational attainment as well as important econometric issues, such as omitted variables bias, parameter heterogeneity, reverse causality and non-linearity, are factors responsible for the non-robustness of the results. In light of these, we make an attempt to evaluate the empirical literature on the effect of education on growth and explain the wide variation in reported estimates.
Specifically, we analyze the findings of 56 empirical studies and apply meta-regression analysis using four estimators, correcting for possible publication selection bias in the relevant literature. We investigate the impact of several factors on the variation of the reported estimates of the growth impact of education. Our MRA analysis produces interesting results, which are robust to different estimators, the inclusion of various types of research outlets and the presence of outliers in our data set.
First, we confirm the presence of substantial upward publication selection bias in the education-economic growth literature, while we find no evidence of a large amount of unexplained heterogeneity. Second, all methods indicate a significant genuine education effect on growth after correction for publication selection. Third, differences across studies can be partially attributed to differences in terms of their characteristics. Specifically, the inclusion of education enrollment, test scores, political measures, the use of cross-section or panel data instead of time series and log specification, tend to make the impact of education on growth corrected for publication bias less negative. On the contrary, the use of student-teacher ratio, OLS estimation, openness, population growth and publication in a high-quality journal tend to make the growth impact of education more negative. However, only in the case of research published in academic journals vs. working papers, alternative economic growth measures are found to explain the heterogeneity of the research findings.
Thus, it seems safe to conclude that the education-economic growth empirical research, exhibits substantial publication selection toward positive growth effects of education, while the economic growth impact of education after taking into account publication bias depends critically on the specific features of the study. These findings do not necessarily imply that the positive impact of education on growth postulated by theory does not exist. It may well be the case that the problems characterizing empirical research on this question are so severe that they make it impossible to uncover this effect. In any case, our paper provides important information for future empirical studies evaluating the role of education in the process of economic growth. Thompson, S. G., & Sharp, S. J. (1999) . Explaining heterogeneity in meta-analysis: A comparison of methods. Statistics in Medicine, 18, 2693 -2708 . Tsai, C. L., Hung, M. C., & Harriott, K. (2010 . Human capital composition and economic growth. Social Indicators Research, 99 (1) , 41-59. UNESCO (1993) . World Education Report. UNESCO, Paris. ENDNOTES 1. The ranking we use by Mamuneas et al (2010) is an update of the well-known ranking of economics journals by Kalaitzidakis, Mamuneas and Stengos (2003) . In contrast with their earlier ranking, in the more recent work they use a rolling window of years for 2003-2008, i.e. for each year they count the number of article citations published in the previous ten years. This allows them to attain a smoother longer view of the evolution of rankings in the examined period and thus avoid the possible randomness at any specific year. The ranking by ESA (2008) is the latest ranking conducted by the Economic Society of Australia and it is used for the evaluation of research output in Australia.
2. We do not consider studies that examine other measures of growth, e.g. TFP growth.
3.
In several studies the authors do not report t-statistics. These studies were either excluded from the analysis or, if they provide standard errors or p-values, the missing t-statistics were retrieved. 4. We employed a Cook-Weisberg test in order to test the residuals for heteroscedasticity. In our case, we obtain a significant test statistic implying heteroscedasticity in the residual series in regression (1) in the text in our case. 5. Monte Carlo simulations have shown FAT to perform reasonably well even when publication selection is severe (see Stanley, 2008, p.106 ).
6. When we build our regression model, we assume that the dependent variable is a linear combination of the independent variables and assume that this function is the correct one to use.
Moreover, on the right-hand side of the equation, we assume that we have included all the relevant variables that we should use in the model. So, we employ a link test for cluster data analysis, in order to detect a specification error of the model and as a result, the model appeared correctly specified (see Adam, Kammas and Lagou, in press, p. 8) .
7. Moreover, with regard to cluster data analysis results, we perform a regression specification error test for omitted variables, namely the Ramsey Reset test, which does not reject the null hypothesis (Ho: the model has no omitted variables), indicating correct specification of our model (see Efendic et al, 2011, p.593) .
8. Testing H0: β0 = 0 may provide a valid and powerful test for genuine effect beyond publication selection bias. However, the validity of this test needs to be qualified. Simulations show that PET can be relied upon if the heterogeneity (or the magnitude of misspecification biases) is not too large. If there is large unexplained heterogeneity and a high incidence of publication selection, the above test can suffer from type I error inflation. The failure to reject H 0 : σ 2 ν < 2 serves as an effective means to limit these potential type I errors (see Stanley 2008) , where σ 2 ν is the error variance in the MRA model. Regarding cluster data analysis results, we have no evidence of a large amount of unexplained heterogeneity (accept H 0 : σ 2 ν < 2) at any significance level. As a result, we can rule out a type I error as a likely cause of this significant PET result (see Stanley et al, 2008, p. 282) . Thereby, we can rely upon PET to determine genuine effect.
Figure 1: Funnel Graph.
Note: The variables bhc and antse represent the education coefficient and the inverse of the standard error (antse=1/standerror) respectively. t-values are reported in parentheses (dependent variable: t-statistic). a Cluster data analysis presents the MRA results with cluster-robust standard errors. b The Ramsey reset test accepts the null at the 5% and 1% levels of statistical significance, indicating a correct specification of the model. c REML presents the MRA results with restricted maximum likelihood. d MM presents the MRA results with the moment estimator. e EB presents the MRA results with the empirical Bayes iterative procedure. *, **, *** denote statistical significance at 10%, 5% and 1% levels respectively. 0.00708*** 0.00708*** 0.00380** 0.00479*** (5.393) (6.666) (2.552) (5.065) ols/se -0.00333*** -0.00333*** -0.00519*** -0.00292*** (-2.799) (-3.908) (-4.097) (-2.984) openness/se -0.00728*** -0.00727*** -0.00375*** -0.00507*** (-5.489) (-7.122) (-2.809) (-5.649) political/se 0.00367*** 0.00368*** 0.00308*** 0.00361*** (4.202) (5.951) (2.714) (5.857) government spending/se population growth/se -0.00127*** -0.00126*** -0.00128*** (-6.987) (-3.562) (-3.641) log specification/se 0.00635*** 0.00634*** 0.00507*** 0.00381*** (5.342) (7.820) ( t-values are reported in parentheses (dependent variable: t-statistic). a Cluster data analysis presents the MRA results with cluster-robust standard errors.
b The Ramsey reset test accepts the null at the 5% and 1% levels of statistical significance, indicating a correct specification of the model. c REML presents the MRA results with restricted maximum likelihood. d MM presents the MRA results with the moment estimator. e EB presents the MRA results with the empirical Bayes iterative procedure. *, **, *** denote statistical significance at 10%, 5% and 1% levels respectively. Table 7 : Meta-analysis regression with a dummy for publications in academic journals, excluding 5% of extreme values
Moderator Variables
Cluster data analysis a REML c MM d EB e antse=1/se -0.325*** -0.325*** -0.240*** -0.325*** (-7.085) (-5.782) (-2.997) (-5.809) sample size literacy/se enrollment/se 0.00472*** 0.00475*** 0.00325** 0.00475*** (4.385) (4.891) (2.233) (4.914) schooling years/se student-teacher ratios/se -0.00156*** -0.00154*** -0.00245*** -0.00154*** (-5.902) (-3.097) (-3.274) (-3.112) educational expenditure/se scores/se real GDP growth/se -0.00611*** (-2.956) earliest year/se 9.40e-05*** 9.33e-05*** 0.000120*** 9.33e-05*** (6.545) (4.029) (2.978) (4.048) latest year/se 6.58e-05*** 6.69e-05*** 6.69e-05*** (3.645) (2.677) (2.689) journal/se -0.0109*** -0.0109*** -0.0100*** -0.0109*** (-2.855) (-6.078) (-3.149) (-6.106) cross/se 0.0202*** 0.0203*** 0.0159*** 0.0203*** (4.407) (7.781) (3.892) (7.818) panel/se 0.0182*** 0.0182*** 0.0158*** 0.0182*** (4.274) (7.721) (4.078) (7.757) ols/se openness/se -0.00801*** -0.00803*** -0.00670*** -0.00803*** (-7.159) (-8 t-values are reported in parentheses (dependent variable: t-statistic). a Cluster data analysis presents the MRA results with cluster-robust standard errors. b The Ramsey reset test accepts the null at all levels of statistical significance, indicating a correct specification of the model. c REML presents the MRA results with restricted maximum likelihood. d MM presents the MRA results with the moment estimator. e EB presents the MRA results with the empirical Bayes iterative procedure. *, **, *** denote statistical significance at 10%, 5% and 1% levels respectively. t-values are reported in parentheses (dependent variable: t-statistic). a Cluster data analysis presents the MRA results with cluster-robust standard errors. b The Ramsey reset test accepts the null at all levels of statistical significance, indicating a correct specification of the model. c REML presents the MRA results with restricted maximum likelihood. d MM presents the MRA results with the moment estimator. e EB presents the MRA results with the empirical Bayes iterative procedure. *, **, *** denote statistical significance at 10%, 5% and 1% levels respectively. 
