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We propose constructive approaches for the optimization of binary classical communication over
a general noisy qubit quantum channel, for both the error probability and the classical capacity
functionals. After showing that the optimal measurements are always associated to orthogonal pro-
jections, we construct a parametrization of the achievable transition probabilities via the coherence
vector representation. We are then able to rewrite the problem in a form that can be solved by
standard, efficient numerical algorithms and provides insights on the form of the solutions.
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I. INTRODUCTION
Every communication system relies on a physical layer
into which encode information for delivery. The role of
the quantum properties of a media in communication
protocols was first investigated by the pioneering work
by Helstrom [1], and the study has subsequently evolved
into a rich branch of quantum information, see e.g. [2, 3].
Most notably, the results of quantum information the-
ory have provided rigorous definitions and results for the
(classical and quantum) capacity of quantum channels,
see e.g. [4] for an introductory review of early results,
and [5] for more recent developments.
In this work, we consider the problem of transmitting
classical information over a quantum channel that is not
ideal, namely, it is described by a Completely-Positive,
Trace-Preserving (CPTP) map [4, 6]. We aim at find-
ing optimal input states and output measurements with
respect to some performance index. We focus on the
binary case, namely where two “symbol” states can be
transmitted and two “detection” measurement outcomes
are considered. An effectively implementable solution of
this problem, beside having an obvious relevance per se,
would be also instrumental to real-time optimization of
communications over time-varying channels and the im-
provement of the key generation rate of well established
quantum cryptography protocols [7, 8].
In the literature, two different functionals are typically
used to evaluate the quality of a classical digital commu-
nication system: symbol error probability and channel
capacity.
Adopting the first functional for classical communica-
tion over quantum channels leads to a problem that is
closely related to optimal discrimination. The quantum
binary discrimination problem, namely the problem of
distinguishing two given quantum states with maximal
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probability, has been addressed by Helstrom, and the
form of the optimal measurement operators, as well as
the maximal probability of correct discrimination, have
been found analytically for every pair of input states [1].
Finding the optimal measurement for the discrimina-
tion problem is equivalent to the optimization of the re-
ceiver for a quantum binary ideal communication channel
with respect to the error probability. When a non-ideal
channel is considered, and the input states are fixed, the
optimal measurement operators are the projectors that
solve the discrimination problem for the corresponding
output states (see e.g. [4]). When a subsequent opti-
mization with respect to the input states is aimed, the
number of variables involved in the optimization proce-
dure is still considerable.
Therefore, we solve the problem of optimization with
respect to both the states and measurements by deriving
necessary conditions for the optimality and by proposing
an efficient numerical procedure.
On the other hand, the capacity of a classical binary
channel represents the maximum amount of information
that can be reliably sent from the transmitter to the re-
ceiver per use of the channel when only two symbols are
employed. It corresponds to the maximum of the mutual
information between input and output, computed over all
possible a priori distribution and coding of the source.
We here assume that source bits are encoded into pairs
of quantum states, and this encoding as well as the de-
coding protocol are memoryless so that the cascade of
the encoder/quantum channel/decoder is equivalent to a
classical binary memoryless channel. The channel there-
fore is completely characterized by the transition prob-
abilities. We then consider the classical capacity of the
binary channel we obtain.
Note that this in general different from the Shannon
capacity CShan, the one-letter capacity Cχ and the full
capacity C of the qubit channel, that are the maximum
amount of information that can be sent through the
quantum channel with respectively separable quantum
states and separable measurement operators, separable
input states and joint (possibly entangled) measurement
operators, and possibly non-separable states and joint
2measurements on multiple outputs [5]. In fact, for a qubit
channel, to achieve these capacities it may be necessary
to employ up to 4 states [9], while we limit ourselves to
a pair, and employing separable transmitted states and
measurement operators. Qubit channels that achieve ca-
pacity using 2 to 4 states have been studied in [10–13],
focusing on the situations where the Holevo bound is sat-
urated. Moreover, the additivity property, that allows to
identify the full capacity with the one-letter capacity, has
been verified in the case of unital [14] and depolarizing
[15] qubit channels. In these particular cases, an analyt-
ical solution of the maximization problem for C = Cχ is
possible, while a general solution is unknown.
While we are bound to obtain suboptimal perfor-
mances, the binary assumption allows us to devise a con-
structive procedure by leveraging on necessary conditions
on the optimality of the input states and measurement
operators given an arbitrary channel, and simplify the
numerical procedure for the maximization of the binary
capacity.
In seeking the joint optimization of the input states
and measurement operators for a given channel, we ex-
tend the analysis in [16] to noisy, not necessarily unital
channels, by using linear–algebraic and geometric tools
similar to those used in [17]. Our approach to the opti-
mization problem allows to develop some insight on the
family of classical channels, represented by their transi-
tion probabilities, that can be obtained by properly engi-
neering input states and output measurements for a given
quantum channel. We shall show that, for most channels,
the optimization with respect to either functionals lead
to very similar solutions: however, it is indeed possible to
find particular channels for which this is not true. This
behavior is related to the curvature of the border of the
region of the admissible transition probabilities, as it will
be illustrated in some examples.
This paper is organized as follows. In Section II, we
briefly review the communication setup used and the no-
tation. In Section III we introduce partial orderings for
binary channels and we prove that the optimal measure-
ments for the communication performance indexes are
always associated with a pair of orthogonal projectors.
Section IV reviews the coherence vector representation
of qubits, shows that the optimal pair of input states are
orthogonal and defines the region of admissible transition
probabilities. Section V is devoted to the optimization
of the chosen performance index. In Section VI we give
some examples of binary channels and evaluate the corre-
sponding performance indexes. Section VII summarizes
our results and concludes the paper.
II. COMMUNICATION SETUP
Let M2 denote the set of 2 × 2 complex matrices. If
X ∈ M2, X† indicates the transpose conjugate of X. A
qubit is a two-level system, with associated Hilbert space
H ∼ C2. Quantum states are associated to density matri-
ces, D(H) = {ρ ∈ M2|ρ = ρ† ≥ 0, tr (ρ) = 1}. Physically
admissible maps from states to states are represented
by Completely-Positive Trace-Preserving (CPTP) linear
maps E : D(H)→ D(H).
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FIG. 1: Binary Communication Scenario, with x, y ∈ {0, 1}.
We consider the communication scenario depicted in
Figure 1: a sender, Alice, aims to transmit classical bits
over a known noisy qubit channel E to a receiver, Bob.
Alice is modeled as a random source of bits x ∈ {0, 1},
that selects a quantum state ρx, x = 0, 1 according to
the value of x, and sends it over the channel. The media
is described by a CPTP map E on D(H). At the receiver,
Bob has to reconstruct the transmitted bit/state by per-
forming a measurement on the unknown incoming state,
τx := E(ρx).
A general binary measurement for a qubit channel on
H can be described by a Positive-Operator Valued Mea-
sure (POVM) {Π0,Π1}, where Π0 + Π1 = I [4]. The
probability of obtaining y ∈ {0, 1} as an outcome of a
measurement on a system in the state τ is then com-
puted as tr (Πyτ ) . Without loss of generality, we assume
that if Πy is measured, than Bob decides that the input
was y. Transition probabilities between the transmitted
bit x and measurement outcome y can be calculated as
p1|0 := P [y = 1|x = 0] = tr (Π1τ0)
p0|0 := P [y = 0|x = 0] = 1− p1|0 = tr (Π0τ0)
p0|1 := P [y = 0|x = 1] = tr (Π0τ1)
p1|1 := P [y = 1|x = 1] = 1− p0|1 = tr (Π1τ1) .
We denote by C the classical binary channel character-
ized by transition probabilities py|x. When it is evident
from the context what are the input states and the mea-
surements that are used, we refer to C as the classical
channel associated to E .
We assume that Alice and Bob can agree on the proto-
col to use, i.e. jointly decide the quantum states {ρ0, ρ1},
the probability distribution px to use for the bit source
and the measurements {Π0,Π1} that are employed in the
receiver. This can be done in an optimal way with re-
spect to a performance index for the binary communica-
tion channel. We shall consider two indices, the bit error
probability and the classical channel capacity. The error
probability and its counterpart, the probability of correct
decision, are defined respectively as:
Pe = p1|0 p0 + p0|1 p1, (1)
Pc = p0|0 p0 + p1|1 p1 = 1− Pe. (2)
For fixed input states {ρx} and measurements {Πy}, the
classical channel capacity is defined as [4]:
Cbin = max
px
H(x; y), (3)
3where the mutual information
H(x; y) =
∑
x,y
py|xpx
(
log py|x − log
∑
x′
py|x′px′
)
(4)
depends on the a priori probability px.
As we have already anticipated, we achieve the maxi-
mization of the functionals leveraging on necessary con-
ditions on the optimality of the measurement operators
and on the quantum states. For this reason, the opti-
mization process cannot be split into an inner optimiza-
tion with respect to the former and an outer optimization
with respect to the latter, although in the case of error
probability we make use of the Helstrom result [4] on the
measurement optimization.
Figure 2 highlights the reduction procedure that occurs
including the necessary optimality conditions on the 12
independent variables (see the coherence vector represen-
tation in Section IV) describing the input quantum states
and measurement operators involved in the optimization
process.
From the outside, inward, we show the region of ad-
missible transition probability obtained with arbitrary
POVM and arbitrary quantum states, that with rank 1
measurement projectors and arbitrary quantum states,
that with projectors and optimized quantum states, and
the set of “maximal” binary channel, where to seek
for the transition probabilities that maximize either the
probability of correct decision or the classical binary ca-
pacity.
III. PARTIAL ORDERINGS FOR CLASSICAL
BINARY CHANNELS
A binary memoryless channel C can be uniquely rep-
resented by its transition probability matrix
TC =

 p0|0 p0|1
p1|0 p1|1

 (5)
or, more compactly, by the pair of correct transition prob-
abilities (p1|1, p0|0). In classical Information Theory lit-
erature, the problem of comparing discrete channels in
terms of their transition probabilities has been studied
extensively [18–20]. We are interested in the following
(partial) orderings for binary memoryless channels
Product Ordering: in the standard product ordering,
a channel C′ is dominated by another channel C if
p′0|0 ≤ p0|0 and p′1|1 ≤ p1|1.
Stochastic Degradedness [21]: a channel C′ is
stochastically degraded with respect to another
channel C if C′ is equivalent to the cascade of
C, followed by a further channel C′′, that is
TC′ = TC′′TC.
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FIG. 2: Region V of admissible transition probabilities, for
A = diag([.1, .4, .1]), ~b = [.23, .32, .05], filled with . The
binary channels included in V are obtained by POVMs and
arbitrary quantum states. In , the set of binary channels
with rank 1 projector measurement operators and arbitrary
quantum states. Filled with , the set of binary channels
with projectors and optimal quantum states given by equation
(23). The black dashed line represents F(V), the frontier
of V. The thin black line represents GV , defined in (28),
while in thick black line it is plotted the set of maximal
binary channels MV , defined by the intersection in eq. (31).
In gray dashed lines it is represented the symmetry axes of V.
Capability Ordering [21, 22]: a channel C′ is said to
be less capable than another channel C if, for any
input x, by denoting with y, y′ the corresponding
outputs from C, C′, respectively, we haveH(x; y′) ≤
H(x; y).
By using the representation of channels as points
(p1|1, p0|0) in the unit square, Figure 3 shows the sets of
channels that are dominated by, stochastically degraded
with respect to, or less capable than channel C.
The following relations hold: i) if C′ is dominated by C
in the product ordering, then the probability of correct
decision is not higher in C′ than in C, with any input
distribution; ii) if C′ is stochastically degraded with re-
spect to C then C′ is also less capable than C by the data
processing inequality [23]; iii) if C′ is less capable than
C, then C′ has a lower capacity than C; however, all the
above inclusions are strict, as the converse statements
are false, in general. Moreover, if we restrict our atten-
tion, without loss of generality, to the channels for which
p′0|0 + p
′
1|1 ≥ 1, we also have: iv) if C′ is dominated by
C in the product ordering, then C′ is also stochastically
degraded with respect to C; v) if C′ is stochastically de-
graded with respect to C, then the probability of correct
decision with equally likely inputs is not higher in C′ than
in C.
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FIG. 3: Illustration of the partial ordering with respect to
the binary channel C, characterized by its correct transition
probabilities p1|1 = 0.95, p0|0 = 0.65.
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Due to the above implications, while we aim at opti-
mizing channels in terms of correct decision probability
or capacity, we will make use of both the product or-
dering and the stochastic degradedness notions, as they
are simpler to assess in terms of the channel transition
probabilities.
The following statement shows that for binary channels
orthogonal projectors are always optimal over all POVMs
in terms of stochastic degradedness.
Proposition 1 For any binary channel C′, associated to
input states {ρ0, ρ1} and POVM elements {Π′0,Π′1}, there
exists a binary channel C associated to the same input
states and to a pair of orthogonal projections {Π0,Π1}
such that C′ is stochastically degraded with respect to C.
Proof. Since Π′0+Π
′
1 = I, it is easy to show that Π
′
0 and
Π′1 must be simultaneously diagonalizable [24]. Choosing
an appropriate basis we can thus write them as:
Π′0 = diag(qa, qb), Π
′
1 = diag(1− qa, 1− qb)
with 0 ≤ qi ≤ 1, i = a, b. In the same basis, we can
represent the channel output states τx = E(ρx) as
τ0 =

 λ0 ∗
∗ 1− λ0

 , τ1 =

 λ1 ∗
∗ 1− λ1

 (6)
where entries denoted by ∗ are irrelevant for our analysis.
The binary channel resulting by {Π′0,Π′1} is associated
with the transition probability matrix
TC′ =

 qb + (qa − qb)λ0 qb + (qa − qb)λ1
(1− qb) + (qb − qa)λ0 (1− qb) + (qb − qa)λ1

 .
(7)
Now, let us consider the following projectors:
Π0 = diag(1, 0), Π1 = diag(0, 1)
and observe that the corresponding transition probability
matrix is
TC =

 λ0 λ1
1− λ0 (1 − λ1)

 . (8)
If we define the transition probability matrix
TC′′ =

 qa qb
1− qa 1− qb

 (9)
it is trivial to see that TC′ = TC′′TC , resulting in the
stochastic degradedness definition for C′ with respect to
the channel C. 
A similar conclusion, i.e. that orthogonal rank-1 mea-
surement operators are optimal for the classical channel
capacity functional, can be obtained as a corollary of the
results presented in [9]. However, the approach we follow
shows that for qubit channels this is a consequence of a
stronger ordering property, namely stochastic degraded-
ness.
In the case of the probability of correct decision, a
similar condition holds, as stated in the following propo-
sition. This result can already be found in [1], but here
we provide an alternative proof in the context of channel
ordering on the base of Proposition 1.
Proposition 2 For any binary channel C′, associated to
input states (ρ0, ρ1) and POVM elements (Π
′
0,Π
′
1), and
any input distribution (p0, p1) there exists a binary chan-
nel C associated to the same input states and to a pair
of orthogonal projections (Π0,Π1) that has probability of
correct decision better or equal than C.
Proof. Consider the pair (Π0,Π1) derived from (Π
′
0,Π
′
1)
as in Proposition 1, yielding the transition probabili-
ties (p1|1, p0|0). To this, add the trivial projector pairs
(IH, 0H) and (0H, IH) which yield transition probabilities
5(1, 0) and (0, 1), respectively. The original (p′1|1, p
′
0|0) lie
in the triangle of vertices {(1, 0), (p1|1, p0|0), (0, 1)} and
since the probability of correct decision (2) is a linear
function of the transition probabilities, the proof follows
from the fact that the extremal values of a linear function
on a polytope are always found on vertices. 
By combining Propositions 1 and 2 with implications
ii) and iii) about channel orderings, it is easy to derive
the following result:
Corollary 1 The optimal measurements for either func-
tional are always associated to a pair of orthogonal pro-
jectors.
It was already recognized in [25] that the optimal mea-
surement operators for the binary discrimination problem
with respect to the error probability and the mutual in-
formation are projectors. The authors also showed that
if the output of the channel τx are pure states, the opti-
mal projectors for the error probability coincide with the
ones for the mutual information. In our work we prove
the optimality of projectors in the context of stochastic
degradedness, which leads to the same result, but is more
general and establishes a direct link to classical channel
hierarchy. Furthermore, in the next sections we shall
show that the optimal projectors for the two functionals
need not be the same, in general.
IV. COHERENCE VECTOR
REPRESENTATION AND GEOMETRIC
PICTURE
In order to determine the optimal probabilities, it is
crucial to understand how the channel transforms the
transmitted quantum states, and then determine the
achievable transition probabilities. Hence, we first fo-
cus on the characterization of the region of achievable
transition probabilities within the unit square.
For our purpose, it is convenient to use a particu-
lar choice of basis for representing 2 × 2 complex ma-
trices, associated to the unitary, self-adjoint operators
{I, σx, σy, σz}, where σi are the Pauli operators, also
called coherence vector representation. Input and out-
put quantum states can then be represented as
ρx =
1
2
(IH + ~ρx · ~σ), τx = 1
2
(IH + ~τx · ~σ) (10)
where for any ~v ∈ R3, ~v · ~σ is the shorthand notation for
the linear combination of Pauli matrices
~v · ~σ = ~v(1) σx + ~v(2) σy + ~v(3) σy . (11)
All the valid (i.e., unit-trace, positive-semidefinite) states
are associated to coherence vectors ~v in the unit (Bloch’s)
sphere, with pure states lying on the surface [4].
As we showed in the previous Section, the optimal
choice of measurements for Bob is represented by a pair
of projectors {Π0,Π1}. Leaving aside the trivial projec-
tor pairs {IH, 0H}, we consider rank-1 projectors that
admit coherence representation
Πy =
1
2
(IH + ~πy · ~σ) (12)
with ~πy lying on the sphere surface, where the complete-
ness relation Π0 +Π1 = IH implies the constraint
~π0 = −~π1. (13)
The qubit channel is described by a TPCP map E act-
ing on a two level system H. In coherence vector repre-
sentation, any TPCP map has an affine form [26]
~τx = A ~ρx +~b, (14)
with A being a 3× 3 real matrix associated to a contrac-
tion (not necessarily strict), and ~b a vector in the unit
ball corresponding to the image of the completely mixed
state through the channel. Geometrically, this means
that the image E of the Bloch sphere S is an ellipsoid:
if A = U Λ V T is the SVD decomposition of A, S is
first rotated by V , squeezed along its axes by Λ, rotated
again by U and then shifted by ~b. Note that, as it has
been pointed out in [26], not all maps of the form (14)
mapping the Bloch sphere into itself yield a physical (i.e.
CP) channel. Since in our work the channel is assumed
to be physical and known, this is not a concern.
Any channel can be reduced, via change of basis for ~ρ
and ~τ , to the case of a diagonal A,
A = Λ = diag(a, b, c). (15)
In fact, we can define
~ψ = V T ~ρ (16)
~φ = UT~τ (17)
~ξ = UT~b (18)
so that (14) becomes
~φ = Λ~ψ + ξ. (19)
From ~ψ, we can get ~ρ of the original coordinate system
by inversion of (16). In the coordinate system where A
is diagonal, the ellipsoid E has axes parallel to those of
the standard (x, y, z) coordinate system.
A. Optimization of input states for given
projectors
Transition probabilities can be written in terms of the
coherent representation of states and projectors by using
inner product in R3
p1|1 =
1 + ~π1 · ~τ1
2
,
p0|0 =
1 + ~π0 · ~τ0
2
=
1− ~π1 · ~τ0
2
.
(20)
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FIG. 4: Inner product between ~π1 and ~τ1, with the Bloch
sphere projected onto the {σx, σz} plane. For a fixed ~π1, the
point ~τ1 on the ellipsoid that maximizes ~π1 · ~τ1 has normal
vector to the surface which is parallel to ~π1 (here depicted
unnormalized).
If, as is often the case, a, b, c < 1 no point of the el-
lipsoid lies on the sphere surface. Consequently it is not
possible to have ~πy · ~τx = 1, y, x = 0, 1 and the region V
of admissible transition probability is strictly contained
in the unit square.
Proposition 3 Let (~π0, ~π1) be the coherence vector rep-
resentation of a pair of orthogonal projectors. Denote
with ~τ0, ~τ1 the points on the surface of E where the nor-
mal vector to the surface is parallel to ~π0, ~π1 respectively.
Then the binary channel associated with (~τ0, ~τ1) domi-
nates with respect to product ordering all the binary chan-
nel associated with other states pairs in the ellipsoid.
Proof. Consider ~π1 fixed as shown in Figure 4. By stan-
dard results in constrained optimization [27], the output
vector ~τ1 that corresponds to the maximum p1|1 must
identify a point on the surface of E, with normal vec-
tor parallel to ~π1. In fact, if we consider a plane normal
to ~π1, all the points in the intersection with the ellip-
soid correspond to vectors ~τ with equal inner product
with ~π1. Hence, they give the same transition probabil-
ity p1|1. Among the planes that are orthogonal to ~π1, the
one that maximizes the inner product is thus the plane
tangent to E and closer to ~π1. Analogously for ~τ0. 
Recalling that ~π0 = −~π1, the vector ~τ0 that maximizes
~π0 · ~τ0 is then the point on the surface of E with normal
vector −~π1, and is the “antipodal” point of ~τ1 in the
ellipsoid, that is
~τ0 + ~τ1 = 2~b. (21)
Note that the antipodal condition (21) on ~τ0, ~τ1 im-
plies that the corresponding input vectors ~ρ0, ~ρ1 are also
antipodal, on the Bloch sphere, meaning that the quan-
tum states ρ0, ρ1 are orthogonal. This is true in both
the case of matrix A with full or deficient rank, since the
inverse image of ~τx, with ~τx on the surface of the ellipsoid
(full rank A) or on the border of the disk (rank deficient
A), is unique and lie on the surface of the Bloch sphere.
Since (21) is a necessary condition for the optimization,
we have the following result
Corollary 2 If the projectors {Π0,Π1} have rank 1, the
optimal quantum states to transmit for either functionals
are orthogonal.
The fact that an orthogonal alphabet of quantum
states is a necessary condition for optimality for the clas-
sical channel capacity functional can already be found in
[28], however here we examine in depth the optimization,
deriving the relations between the optimal transmitted
quantum state and the optimal receiver measurements.
We now derive a parametrization of ~τ0, ~τ1 in an ap-
propriate coordinate system. This allows us to impose
the condition on the gradients which is necessary for op-
timality, and write a simplified form of the transition
probabilities.
The origin of the coordinate system is the center of
S and its axes are parallel to those of E. We can
parametrize the point ~π1 on the surface of S by the angles
α ∈ [−π2 , π2 ], β ∈ [0, 2π) and the point ~τ1 on the surface
of E with θ ∈ [−π2 , π2 ], ψ ∈ [0, 2π),
~π1 =


cosα cosβ
cosα sinβ
sinα

 , ~τ1 =


a cos θ cosψ + bx
b cos θ sinψ + by
c sin θ + bz

 . (22)
In order to find the desired ~τ1, in Appendix A we show
that setting its gradient equal to ~π1 leads to the following
conditions,
a tanψ = b tanβ,
tan θ
√
a2 cos2 β + b2 sin2 β = c tanα,
(23)
and the resulting inner product, necessary to evaluate
(20), is
~π1 · ~τ1 = (a cos θ cosψ + bx) cosα cosβ
+ (b cos θ sinψ + by) cosα sinβ + (c sin θ + bz) sinα
=
√
a2 cos2 α cos2 β + b2 cos2 α sin2 β + c2 sin2 α
+ bx cosα cosβ + by cosα sinβ + bz sinα. (24)
Similarly, by (21),
~π0 · ~τ0 = −~π1 · (2~b− ~τ1) = ~π1 · ~τ1 − 2~π1 ·~b
=
√
a2 cos2 α cos2 β + b2 cos2 α sin2 β + c2 sin2 α
−bx cosα cosβ − by cosα sinβ − bz sinα. (25)
7B. Region of achievable transition probabilities
In this Section we characterize the set of transition
probabilities obtained as the vector ~π1 changes on the
surface of the Bloch sphere, employing necessary condi-
tions (23) for the optimal quantum states (~τ0, ~τ1) out of
the channel.
Let us define the set V in the unit square containing
transition probabilities pair (p′1|1, p
′
0|0) corresponding to
the binary channel C′ given by generic POVM and generic
quantum states. Region V shows evident properties of
symmetry, with respect to the bisecting line p1|1 = p0|0
and the anti-bisecting line p1|1 + p0|0 = 1.
In fact, given a pair (p′1|1, p
′
0|0) ∈ V obtained from the
POVM pair (Π′0,Π
′
1) with the received quantum states
(τ0, τ1), swapping the measurement operators pair and
the transmitted quantum states we obtain respectively
transition probabilities (1−p′1|1, 1−p′0|0) and (1−p′0|0, 1−
p′1|1), that are the points symmetrical to (p
′
1|1, p
′
0|0) with
respect the central point (0.5, 0.5) and with respect to
line p1|1 + p0|0 = 1. Combining both swaps, we get the
symmetry with respect to the bisecting line.
Proposition 4 For all k ∈ [−‖~b‖, ‖~b‖], there exist a ~π1
with ~π1 · ~b = k such that the channel C with ~π0 = −~π1
and (~τ0, ~τ1) as given by (21) and (23), dominates all
the channels C′ similarly associated to any ~π′1 such that
~π′1 · ~b = k. Such ~π1 is given by
~π1 = argmax
~π′1∈S, ~π′1·~b=k
max
~τ1∈E
~π′1 · ~τ1, (26)
where the solution of the inner maximization problem is
given by (23).
Proof. From (21), we can rewrite transition probability
p0|0 (20) as
p0|0 =
1 + ~π1 · ~τ1
2
− ~π1 ·~b (27)
so that with ~π1 · ~b fixed, (26) maximizes both p1|1 and
p0|0. 
On the basis of propositions 1–4, all the channels that
aremaximal [29] with respect to the stochastic degraded-
ness ordering satisfy equation (26). The optimal channel
with respect to either functional should be sought within
the set of maximal channels indicated by the thick black
line in Figure (2). We thus propose the following proce-
dure for an efficient evaluation of V :
1. For each value k = ~π1 ·~b, k ∈ [0, ‖~b‖2], solve (26).
This problem is equivalent to a quadratic problem
with quadratic constraints (see Appendix B), that
has no closed form solution but that can be easily
solved via standard numerical methods [27].
2. Consider the set of channels associated with the
previous solutions, and mirror this set with respect
to the bisecting line, obtaining the set of channels
GV ={(p1|1, p0|0) | ~π1 solution of (26),
k ∈ [−‖~b‖2, ‖~b‖2]}. (28)
3. Consider the parallelogram P(p¯) parametrized
in p¯ = (p1|1, p0|0) ∈ GV with vertices
{(0, 1), p¯, (1, 0), (1, 1) − p¯}. The region V is given
by the union of the parallelograms for p¯ ∈ GV ,
V =
⋃
p¯∈GV
P(p¯), (29)
and it is depicted in Figure 2 filled with .
We can define the upper border of V from its frontier
F(V) and the set S+ = {(p1|1, p0|0) : p1|1 + p0|0 ≥ 1}, as
in
BV = F(V) ∩ S+. (30)
The border BV allows to define the set of maximal chan-
nels of E as
MV = GV ∩ BV . (31)
Figure (2) shows an example of the sets of binary chan-
nel that can be obtained from a quantum channel E , with
different measurement operators (POVM, projectors and
optimal projectors) and different quantum states (arbi-
trary and optimal ones). On the border of the region,
the frontier of V in dashed line, the set of channels GV in
thin black line and the set of maximal channels MV in
thick black line.
V. OPTIMIZATION AND NUMERICAL
METHODS
A. Probability of correct decision
In the case of probability of correct decision, we con-
sider the a priori symbol probabilities p0, p1 as given. By
exploiting the geometric representation of the previous
section, we can rewrite the problem so that we can ob-
tain a solution via standard numerical methods, as well
as an insightful geometrical picture. Combining the def-
inition of Pc with the relation of completeness, we get
Pc = (1− p1) + tr (Π1(p1τ1 − p0τ0)) . (32)
Following Helstrom [1], in order to find optimal so-
lution for the problem of quantum binary discrimina-
tion it is convenient to introduce the difference opera-
tor ∆ = p1τ1 − p0τ0. We now use the coherence vector
representation for Π1, τ1, τ0 to get
∆ =
1
2
(
(1− 2p0)IH + ~d · ~σ
)
,
8~d = p1~τ1 − p0~τ0 = ~τ1 − 2p0~b := (dx, dy, dz)T
where the antipodal condition (21) has been used. From
(32), we see that the optimal Π1 is the projection on the
eigenspace of ∆ associated to positive eigenvalues. The
eigenvalues of (1− 2p0)I + ~d · σ are
λ0 =
1− 2p0 − ‖~d‖2
2
,
λ1 =
1− 2p0 + ‖~d‖2
2
.
(33)
Depending upon p0, ~τ1, ~τ0, the eigenvalues may be both
positive, both negative or opposite in sign.
In particular, given a qubit channel whose ellipsoidE is
strictly contained in the Bloch sphere, such that ‖~τ1‖2 <
1 and the ellipsoid radii a, b, c < 1, there exists for certain
a p∗0 such that either λ0, λ1 > 0 ∀p0 ∈ [0, p∗0) or λ0, λ1 <
0 ∀p0 ∈ (p∗0, 1]. Consequently, Π1 is respectively the
identity or the null observable on H, and it results
Pc = max {p0, p1} (34)
such that performing a measurement does not increase
the probability of correct discrimination with respect to
our a priori information.
In the case |1−2p0| <
√
d2x + d
2
y + d
2
z , instead, we have
λ0 > 0 and λ1 < 0 and Π1 is a rank 1 projector as in
Proposition 2. We rewrite
Pc =
1
2
+ ‖p1τ1 − p0τ0‖1 = (1 + ~π1 ·
~d)
2
(35)
This expression gives an immediate meaning to the opti-
mal ~π1, which must be parallel to ~d, and highlights that,
in order to maximize Pc, ~d must be taken of the maxi-
mum possible length.
Substituting (21) in (35), we obtain the expression
Pc =
1
2
(
1 + ~π1 · ~τ1 − 2p0~π1 ·~b
)
, (36)
which shows two opposing terms, ~π1 ·~τ1 to be maximized
and ~π1 ·~b to be minimized. These two terms are related
in (26), where for each value of the latter term the for-
mer one is maximized. In principle, we could use (26)
and compute a table with the pairs (~π1 · ~τ1, ~π1 · ~b) and
then maximize the probability of correct decision. How-
ever, this is not necessary, since it suffices to solve the
quadratic optimization problem
~dopt := max
~τ1∈E
‖~τ1 − 2p0~b‖2 (37)
where ‖ · ‖2 is the Euclidean norm. Numerical meth-
ods for convex optimization are well known [27] and can
be employed to solve the quadratic problem (37) with
quadratic constraints.
Finally, depending on the norm of ~dopt, we optimize
the measurement operator, which is ~π1 parallel to ~dopt
0
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FIG. 5: Binary capacity as a function of p1|1 and p0|0.
in the case of |1− 2p0| <
√
d2x + d
2
y + d
2
z, leading to two
rank 1 projective operators, or the POVM corresponding
to the identity and null operator to associate to the most
probable and less probable quantum state. In the end we
get
Pc = max
{
(1 + ‖~dopt‖2)
2
, p0, p1
}
. (38)
B. Classical binary capacity
Maximization of mutual information (4) requires op-
timization over many parameters: the a priori probabil-
ity distribution px, the input states ρx and the receiver
measurement Πy. Also, due to nonlinear terms, explicit
solutions are difficult to find. Instead, numerical maxi-
mization is viable thanks to convexity of the mutual in-
formation (see Figure 5).
From the geometric representation of states and mea-
surement projectors, we can optimize (4) by a search over
the region V . In fact, we can split the maximization prob-
lem of (4) into two optimization problems: a inner maxi-
mization with respect to the a priori probability, and an
outer maximization with respect to the transition prob-
abilities:
Cbin = max
(p1|1,p0|0)∈V
max
px
H(x; y) (39)
The inner maximization of (39) has an analytic closed
form solution. Consider (p1|1, p0|0) as fixed, define the
binary entropy
h2(x) = −x log2 x− (1− x) log2(1− x). (40)
with derivative
h′2(x) = log2
(
1
x
− 1
)
, (41)
9and inverse function of the derivative
g(x) = (h′2)
−1 =
1
2x + 1
. (42)
We rewrite the mutual information as
H(x; y) = H(y)−H(y|x)
= H(y)−H(y|x = 1) p1 −H(y|x = 0) p0
= h2(r)− h2(p1|1) p1 − h2(p0|0) (1− p1),
(43)
where r = P [y = 0] = p0|0(1 − p1) + (1 − p1|1)p1. If we
take the derivative of the above with respect to p1, we
get
dH(x; y)
dp1
= h′2(r) ·
dr
dp1
− h2(p1|1) + h2(p0|0)
= h′2(r)(1 − p1|1 − p0|0)− h2(p1|1) + h2(p0|0).
By imposing it be equal to zero, we have:
h′2(r) =
h2(p1|1)− h2(p0|0)
1− p1|1 − p0|0
. (44)
Hence, by definition
r = g
(
h2(p1|1)− h2(p0|0)
1− p1|1 − p0|0
)
,
p1 =
r − p0|0
1− p1|1 − p0|0 ,
(45)
and maximal mutual information is obtained if we sub-
stitute these values in (43).
Outer optimization with respect to p1|1, p0|0 can be
performed on MV employing standard tools from con-
strained optimization. In the light of symmetry consid-
erations, two or four optimal solutions can be found, or
even a continuous arc of optimal solutions can be ob-
tained if these points lay on a contour line.
Since a numerical optimization is required to solve (26)
and hence to solve the outer optimization, we can find the
points of GV and perform the maximization all together:
for a certain k ∈ [0, ‖~b‖2], first solve (26) to find the
optimal ~π1, get ~τ1 by (23) and ~τ0 by (21). From ~π1, ~τ1
and ~τ0 obtain (p1|1, p0|0) by (20). With these transition
probabilities, find p1 from (45) and get H(x; y). These
steps need to be repeated for a finite set of values {k}
that discretizes [0, ‖~b‖2], and by direct comparison we
can get the maximum Hk(x; y).
Of course, since a numerical procedure is required, the
discretization of the range [0, ‖~b‖2] is necessary in order
to calculate and compare the values Hk(x; y) for different
k. However, due to smoothness nature of the functional,
it is assured that it is possible to find a solution Hk¯ ar-
bitrarily close to the true one, i.e.
∀ ǫ > 0 ∃N, k¯ > 0 s.t. |Hk¯ −Hkˆ| < ǫ (46)
where Hk¯ is the maximal mutual information obtained
on the N–step discretization of the range while H
kˆ
is the
true optimum on [0, ‖~b‖2].
VI. EXAMPLES
The procedure explained in section IV and described in
more details in Appendix B, allows us to find the region of
transition probabilities given a description of the physical
channel as in (14).
Set the numerical routine for the calculation of the
border, with a Monte Carlo simulation on the parameter
of A and ~b, we easily find out different region shapes
induced by the channels. Of course, not all the possible
choice of entries of A and ~b define a physical channels, so
we have to check the necessary and sufficient conditions
given in [26].
Figure 6 shows different kind of shapes that can be
obtained from the channel. The corresponding A and ~b
are reported in the caption. Both convex (1,5) and non-
convex (2,3,4) regions are possible, with different shapes
of border. Since there’s no analytical solution for the
borders, we cannot find a clear dependence between the
ellipsoid parameters and the shape of V . However, we can
develop some intuitions and qualitative analysis on the
shape of the region V and on the position of the optimal
points.
In some particular cases we can interpret the shape
of the region in the light of the ellipsoid parameters.
For example, in the case of an ellipsoid with equal radii
(sphere), we can see that due to the symmetry, the set
of the binary channel with rank–1 projectors and arbi-
trary states is a stripe along the anti–bisecting line, whose
thickness depends on the radius and whose length de-
pends on the norm of ~b. Another case is when the chan-
nel is unital and ~b = 0. In this case the set of the binary
channel with rank–1 projectors becomes a square cen-
tered in (0.5,0.5), with the side depending on the longest
radius.
As seen in Section V, the transition probabilities to
maximize the probability of correct decision or the mu-
tual information lie on the border of V . While the con-
tour curves of Pc are straight lines with slope depending
on the a priori probabilities, the contour lines of Cbin
are bent. In general, the optimal transition probabilities
differ depending upon the functional considered.
In cases 1, 3, 4, 5 depicted in Figure 6, either the so-
lutions coincide, or at least a pair of coinciding solutions
exists. Notice that whenever the region V presents a bor-
der parallel to the anti–bisecting line (as in case 5), the
optimization of error probability with equally likely in-
puts leads to a continuum of solutions on the segment of
the border.
The peculiarity of case 2 is further clarified in Figure
7, where the region V corresponding to three different
channels exhibiting an analogous behavior are depicted in
solid, dashed and dotted lines, and the optimal points for
the different functionals exhibit significant difference. In
the background (in thin gray solid lines) the contour lines
of the mutual information are drawn to illustrate why the
optimal points do not coincide: the local curvature of the
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FIG. 6: Different shapes of V. The corresponding GV , defined
in (28), are highlighted in thick black line. In the Table below
it is reported the associated ellipsoid parameters. Notice that
case 5 presents a border parallel to the anti–bisecting line,
leading to a continuum of optimal points with respect to the
error probability.
case V A ~b
1 diag([0.3, 0.3, 0.9]) [0.3, 0, 0]
2 diag([0.2, 0.1, 0.62]) [0.3, 0, 0.15]
3 diag([0.55, 0.3, 0.3]) [0.2, 0, 0]
4 diag([0.25, 0.25, 0.2]) [0.5, 0, 0]
5 diag([0.1, 0.1, 0.1]) [0.3, 0, 0]
border of V is lower than the curvature of the mutual
information contour line. In doing this comparison, we
consider an equal a priori probability for the probability
of correct decision.
This particular situation can arise for both concave and
convex regions. However, a convex region with the point
of maximal classical capacity along the bisecting line has
the same point of maximal probability of correct decision
with equal a priori probability.
VII. CONCLUSIONS
In the present work we have provided reliable methods
to obtain optimal quantum states and measurement that
maximize either the probability of correct binary detec-
tion or the classical binary capacity for a known arbitrary
qubit channel.
Analytical approaches are in general not viable, and
standard numerical optimization methods are unsuccess-
ful because of the non-convexity of the contour surfaces.
On the other hand, building on a geometrical represen-
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FIG. 7: Examples of regions V where the point of maximal
mutual information does not coincide with the point of
maximal probability of correct decision . In the background,
contour lines of mutual information maximized with respect
to px are depicted in thin gray solid lines.
line A ~b p1
diag([0.14, 0.07, 0.19]) [0.46, 0.74, 0.03] 0.57
diag([0.34, 0.24, 0.45]) [-0.42, -0.27, -0.26] 0.55
diag([0.11, 0.64, 0.07]) [-0.24, -0.15, 0.45] 0.54
tation we can reformulate the problem and resort to a
quadratic problem with quadratic constraints that allows
for accurate and stable solutions.
A numerical method is proposed also for the nonlinear
channel capacity functional, exploiting a two-step opti-
mization procedure. The inner maximization with re-
spect to the a priori probability admits a closed-form
solution that can be used to simplify optimization with
respect to the transition probability. In doing so, relying
on the classical ordering of communication channels, we
proved necessary conditions for the optimality of states
and measurements that can be employed to lighten the
optimization. Numerical results as well as qualitative
analysis of the contour plots of the functionals suggest
that, even if typically the solutions for the two function-
als are very close, considerable differences can emerge
in particular cases, depending on the curvature of the
boundaries of the admissible transition probabilities.
While the results can be directly use as presented for
the optimization of binary communication, further study
is needed to address the advantage of the method with re-
spect to the full capacity channel optimization and to as-
sess the potential of the results in specific realistic scenar-
ios. For instance, we believe that the proposed approach
may be useful in designing quantum cryptography pro-
tocols over noisy qubit channels to maximize key rates.
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Appendix A:
Consider the coherence vector representation for the
quantum states in input and output of the channel ~ρ, ~τ
and for the measurement operators ~π. The affine relation
between ~ρ and ~τ ,
~τ = A~ρ+~b, (A1)
maps the Bloch ball surface associated to
~ρ T ~ρ = 1 (A2)
into the ellipsoide E with equation
(~τ −~b)TA−TA−1(~τ −~b) = 1. (A3)
The (unnormalized) normal vector to the surface of E
in the point located by ~τ can be written as
~∇~τ = 2A−TA−1(~τ −~b), ~τ ∈ E. (A4)
In order to find the point in the ellipsoid with normal
vector equal to ~π, we set
A−TA−1(~τ −~b)
‖A−TA−1(~τ −~b)‖
= ~π. (A5)
After substituting (A1), the expression becomes
A−T ~ρ
‖A−T ~ρ‖ = ~π. (A6)
In particular, by inversion of (A6) we obtain the fol-
lowing relation
~ρ T ~ρ = 1 = ‖~ρ‖2 = ‖A−T ~ρ‖2‖AT~π‖2, (A7)
and hence
~ρ = ‖A−T ~ρ‖AT~π = A
T~π
‖AT~π‖ , (A8)
which is equivalent to (23).
In addition, if we evaluate the inner product we get
~π · ~τ = ~π · (A~ρ+~b) = ~π ·A~ρ+ ~π ·~b (A9)
and using (A6) and (A7), we get
~π ·A~ρ = ~ρ
TA−1A~ρ
‖A−T ~ρ‖ =
‖~ρ‖2
‖A−T ~ρ‖ = ‖A
T~π‖. (A10)
We finally obtain
~π · ~τ = ‖AT~π‖+ ~π ·~b, (A11)
which is the expression used to evaluate (24).
Appendix B:
Consider the problem (26), and define the cost function
f := ~π1 · (~τ1 −~b) = ~π1 ·∆~τ1 (B1)
and the constraints
~τ1 ∈ E, (B2)
~π1 ∈ S, (B3)
~π1 ·~b = k, (B4)
for k ∈
[
0, ‖~b‖2
]
. According to definitions (22), the max-
imization of (B1) with constraints (B2)-(B4) requires an
optimization with respect to four variables, i.e. α, β, θ
and ψ. As already pointed out previously in Section IV,
the constraint (B2) and the geometric interpretation of
the optimization allow us to obtain the necessary con-
ditions (23), so that we can substitute θ, ψ in terms of
α, β, to get an expression of the cost function f similar
to (24), i.e.
f˜ :=
√
a2 cos2 α cos2 β + b2 cos2 α sin2 β + c2 sin2 α.
(B5)
Alternatively, if we substitute α, β in terms of θ, ψ we
obtain
f˜ ′ :=
abc√
a2b2 sin2 θ + b2c2 cos2 θ cos2 ψ + a2c2 cos2 θ sin2 ψ
.
(B6)
Depending on the choice of the variables, the optimiza-
tion problem becomes the maximization or minimization
of the square root term in f˜ or f˜ ′. Also, we can simplify
the formulation using f˜2 or (f˜ ′)2 as functional, in order
to get rid of the square root term.
The constraint (B3), that can be rewritten as
~π T1 ~π1 = 1, (B7)
has intersection with the plane (B4) that defines a circle
on S as region of optimization.
If we consider the points defined by the variables α, β
in (22), the cost function f˜ can be interpret as the norm
of vector ~π1 in a non-normal coordinate system, and the
problem
(~π1)max(k) = argmax
~π T1 ~π1=1, ~π1·~b=k
f˜ (B8)
becomes a quadratic problem with quadratic constraints.
The same type of problem can be obtained if we consider
the square root term of f˜ ′ to be minimized.
We develop a reformulation of (B8) into the problem of
finding the farthest point of an ellipse from a given point.
We test this approach comparing it with other numeri-
cal optimization techniques, such as a “brute force” algo-
rithm, that discretizes the ellipse and look for the best ~π1
in the discretization, and general numerical constrained
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optimization, that includes the constraints in the func-
tional and finds the maximum with numerical iterative
methods.
First, consider problem (B8) not as function of vari-
ables α, β but as function of the coordinates system
~π1 = [x, y, z]
T defined by (22). The cost function of the
problem becomes
f˜2 = a2x2 + b2y2 + c2z2, (B9)
with constraints for a given k ∈
[
0, ‖~b‖2
]
x2 + y2 + z2 = 1, (B10)
x bx + y by + z bz = k. (B11)
The coordinates need first to be normalized [30], with


x
y
z

 =


1
a
0 0
0 1
b
0
0 0 1
c




x1
y1
z1

 := H1


x1
y1
z1

 , (B12)
and substitute z1 by the constraint (B11):

x1
y1
z1

 =


1 0 0
0 1 0
− cbx
abz
− cby
bbz
0



 x2
y2

+


0
0
ck
bz


:= H2

 x2
y2

+ t2. (B13)
We then express the cost f˜2 and (B10) as a function of
x2, y2. Next, with the change of variables
 x2
y2

 = 1√
b2b2x + a
2b2y

 bbx aby
aby −bbx



 x3
y3

 := H3

 x3
y3

 ,
(B14)
and
 x3
y3

 =

 abR 0
0 1
bz



 x4
y4

+

 kabc2
√
b2b2x+a
2b2y
R2
0


:= H4

 x4
y4

+ t4, (B15)
where R =
√
a2b2b2z + c
2b2b2x + c
2a2b2y, we obtain a
quadratic functional in the canonical form:
f˜2 = x23 + y
2
3 . (B16)
The substitutions (B12)-(B15) applied to the constraint
(B10) give a shifted and rotated ellipse.
We can rotate the coordinate system so that the ellipse
has axes parallel to the system’s with the substitution

 x4
y4

 = H5

 x5
y5

 , (B17)
where matrix H5 is:
H5 :=


v2−v(b2x+b2y)c2+(b2b2x−a2b2y)(b2−a2)b2z+
√
S
n1
2bxbybz(b
2−a2)
√
b2b2x+a
2b2y
n2
2bxbybz(b
2−a2)
√
b2b2x+a
2b2y
n1
−v2+v(b2x+b2y)c2−(b2b2x−a2b2y)(b2−a2)b2z+
√
S
n2

 (B18)
where
√
S =
√
(b2 − c2)b2x + (a2 − c2)b2y + (a2 − b2)b2z − 4b2xb2z(a2 − b2)(b2 − c2), v = b2b2x + a2b2y and n1, n2 are coef-
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ficients introduced to normalize the first and second column of H5, respectively. Furthermore, define
A =
(a2 + b2)b2z + (b
2 + c2)b2x + (a
2 + c2)b2y +
√
S
2R2
, (B19a)
B = 0, (B19b)
C =
(a2 + b2)b2z + (b
2 + c2)b2x + (a
2 + c2)b2y −
√
S
2R2
, (B19c)
D =
−2k(b2 − a2)bxbybzv
n1R2
(
b2z(a
2b2 − c2(a2 + b2)) +R2 − c4(b2x + b2y)− c2
√
S
)
, (B19d)
E =
−2k(b2 − a2)bxbybzv
n2R2
(
b2z(a
2b2 − c2(a2 + b2)) +R2 − c4(b2x + b2y) + c2
√
S
)
, (B19e)
F = b2z
(
k2(a4b4b2z + b
4c4b2x + a
4c4b2y)
R4
− 1
)
. (B19f)
With this substitutions, the constraint (B10) is rewritten
in the quadratic form
A x25 +B x5y5 + C y
2
5 +D x5 + E y5 + F = 0, (B20)
with coefficients in (B19a)-(B19f). The center and radii
of the ellipse result to be
xE = − D
2A
, (B21)
yE = − E
2C
, (B22)
rx =
√
D2C + E2A− 4ACF
4A2C
, (B23)
ry =
√
D2C + E2A− 4ACF
4AC2
. (B24)
The problem (B8) becomes
argmax
Ax25+Bx5y5+Cy
2
5+Dx5+Ey5+F=0
x25 + y
2
5 (B25)
that means to find the point on the ellipse described in
(B20) that is farthest form the origin (0,0). Problem
(B25) still require a numerical algorithm, but this for-
mulation has been tested with respect to other methods
mentioned above and results to be the most accurate.
The final vector ~π1 can be calculated reverting the
changes of variables,

 x2
y2

 = H3

H4H5

 x5
y5

+ t4

 , (B26)
~π1 =


x
y
z

 = H1

H2


x2
y2
0

+ t2

 . (B27)
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