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A general formula is derived for the variance of Kendall's coefficient of concor-
dance for absolutely continuous bivariate distributions generated by frailties. The
formula is specialized to the case of Gumbel's Type II distribution of extreme
values, which arises when the frailty has a positive stable distribution. A new
diagnostic is suggested for the goodness of fit of a bivariate frailty distribution,
based on the value of Kendall's tau for a truncated sample. It is shown that as a
function of the proportion of the sample truncated, this truncated tau characterizes
the original frailty distribution. The methods are applied to some cable insulation
failure data.  1996 Academic Press, Inc.
1. Introduction
Kendall's [13] coefficient of concordance tau was originally proposed as
a nonparametric test of the hypothesis of independence of the two com-
ponents of a bivariate distribution. Recently (Oakes [16], Genest and
Mackay [5, 6], Oakes [19]) there has been increasing interest in the use
of its population analog (here denoted by {) as a measure of the degree of
association in a continuous bivariate distribution. Because of its invariance
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particularly useful for the ``archimedean copula'' families of Genest and
Mackay [5, 6] which take the general form
S(t1 , t2)=p[q[S1(t1)]+q[S2(t2)]], (1)
where p( } ) is a twice differentiable function with p(0)=1, p$( } )<0 and
p"( } )>0, q( } ) is its inverse function. Provided S1 and S2 are each
absolutely continuous marginal survivor functions, S is the survivor func-
tion of an absolutely continuous bivariate random variable (T1 , T2) say.
When p( } ) is the Laplace transform of a nonnegative random variable W,
we obtain the bivariate frailty models considered by Oakes [19]. Impor-
tant special cases of these include the families of Clayton [2], where W has
a gamma distribution, and Gumbel's [8] bivariate extreme value distribu-
tion, which can be obtained by giving W the positive stable distribu-
tion, with Laplace transform p(s)=E(exp (&sW))=exp (&s:)(0<:1)
(Hougaard [10]). For this latter model, there is the simple form {=1&:.
Many schemes of observation in industrial reliability or disease studies lead
to failure time observations from the left-truncated distribution with survivor
function S(t1 , t2)S(a1 , a2), the conditional survivor function of (T1 , T2)
given T1>a1 , T2>a2 . This type of data is obtained, for example, if two com-
ponents, initially of ages a1 and a2 , are followed until the failure of each.
If S(t1 , t2) is a bivariate frailty model, application of Bayes' theorem
shows that the truncated survivor function has the same form, but with a
new distribution for W, with Laplace transform p~ , which depends on the
truncation point (a1 , a2) only through the value of the survivor function
v=S(a1 , a2) at this point. The population value of Kendall's tau for the
truncated survivor function may be written as {~ (v); it also depends on
(a1 , a2) only through v.
This paper has two objectives. First, after reviewing Kendall's tau and
some known results regarding bivariate frailty distributions in Section 2,
we show in Section 3 that the function {~ (v)(0<v<1) characterizes the
frailty distribution W and how a plot of {~ (v) versus (1&v) can be used as
a diagnostic technique for assessing goodness of fit. Comparisons are made
with an odds ratio measure introduced by Oakes [19]. Like the previous
method, the new plot does not require specification of the marginal
distributions; it is invariant under monotonic transformations of the two
time scales. However, the new plot does not easily handle censored data.
Second, we derive in Section 4 an exact formula for the variance of tau,
valid for all bivariate frailty distributions, and specialize this in Section 5
to the case of positive stable frailties. Efficiency comparisons are made with
a parametric maximum likelihood procedure assuming that the marginal
distributions are Weibull. Section 6 applies the method to some cable

































































2. Bivariate Frailty Models










2 ) of size n
from an absolutely continuous bivariate distribution, Kendall's [10] tau is
defined as follows. For 1i, jn, i{j let
Xij={1,&1,
if T (i)1 <T
( j )
1 ,
if T (i)1 >T
( j )
1 ,
and define Yij similarly for T (i)2 and T
( j)
2 . Let Zij=XijYij . Note that Zij
takes values 1 or &1 according as the pair (i, j) is concordant, that is,
(T (i)1 &T
( j)




2 ) have the same sign; or discordant, that is,
(T (i)1 &T
( j)












or for the population version, the expectation of this quantity,
{=E(U)=EZij . The coefficient of concordance is invariant under
monotone transformations. It is a U-statistic (Hoeffding [9]) and so it is
asymptotically normal. Because of these features the population value of
Kendall's tau has become a popular nonparametric measure of dependence
between two random variables.
Suppose that two positive random variables T1 and T2 are conditionally
independent given the value W of a positive random variable called the
frailty (Vaupel et al. [22]). Suppose also that T1 and T2 each have a
proportional hazards model in w, so that
Pr(Ti>ti |W=w)=[Bi (ti)]w, i=1, 2,
for some univariate survivor functions B1(t1) and B2(t2). Then the uncondi-
tional joint survivor function is
S(t1 , t2)=Pr(T1>t1 , T2>t2)
=| [B1(t1) B2(t2)]w dF(w)
=| exp[&[&log B1(t1)&log B2(t2)] w] dF(w)
=p(u),
































































where u=&log B1(t1)&log B2(t2) and p is the Laplace transformation of
the frailty distribution F. Reexpression of the argument u in terms of the
marginal survivor functions S1(t1) and S2(t2) yields (1).
Oakes [19] noted that in this model it is possible to determine the frailty
distribution via its Laplace transform p( } ) from S(t1 , t2). He defined the





where Dj denotes the operator, tj . He showed that for bivariate frailty
models % depends on t only through v=S(t1 , t2) and, furthermore, that
%(v) characterizes the distribution W. He proposed an empirical estimate of
%(v) which can be calculated by counting concordant and discordant pairs
and he proposed a diagnostic plot to assess the goodness of fit. Hougaard,
Harvald, and Holm [12] applied this plot to studies of the association
between lifetimes of Danish twins. Oakes [19] also noted that







Following Oakes [19] we call { (v) the (population) conditional Kendall's
tau.
Some examples of frailty distributions are presented below. Suppose
that W follows a gamma distribution with Laplace transform
p(s)=(1+s)&1('&1). From (1), the joint survivor function of T1 and T2
can be written as
S(t1 , t2)=[[1S1(t1)]'&1+[1S2(t2)]'&1&1]&1('&1)
If '=1 the survival times are independent, and '   gives maximal
positive dependence. For more details, see Clayton [2], Oakes [1618],
and Clayton and Cuzick [3]. Hougaard [10, 11] suggested the use of the
positive stable distribution with Laplace transform p(s)=exp(&s:), where
0<:<1. The joint survivor function becomes
S(t1 , t2)=exp[&[(&log S1(t1)),+(&log S2(t2)),]:], (2)
where ,=1:. When :=1 the survival times are independent, and as :
approaches zero T1 and T2 have maximal positive dependence.




sp(s) p"(s) ds&1, (3)

































































3. The Truncated Coefficient of Concordance
Suppose that (T1 , T2) follow a bivariate frailty distribution. Consider the
conditional survivor function of (T1 , T2) given T1>a1 , T2>a2 . From (1)
and using Bayes' theorem we can write




where u=&log [B1(a1) B2(a2)]=q[S(a1 , a2)] and now
s=&log[[B1(t1)B1(a1)][B2(t2)B2(a2)]].
Note that the terms in braces are the conditional baseline survivor func-
tions of T1 and T2 given T1>a1 and T2>a2 . Therefore, the conditional
distribution of (T1 , T2) is also a bivariate frailty distribution with a new
Laplace transform p~ (s)=p(s+u)p(u). Note that provided t1>a1 and
t2>a2 the conditional survivor function S(t1 , t2) depends on the trunca-
tion point (a1 , a2) only through v=S(a1 , a2).
Define the truncated tau, to be the coefficient of concordance calculated
from the truncated sample, i.e., among pairs (T1 , T2) satisfying both
T1>a1 and T2>a2 . An expression for its population analog {~ (v) can be









The above equation shows that as our notation implies, the truncated tau
also depends on (a1 , a2) only through v=S(a1 , a2)=p(u). Next, we will
show that like the cross-ratio function %(v), the function {~ (v) uniquely















v2{~ "(v)+4v{~ $(v)+2{~ (v)+2
2&2{~ (v)&v{~ $(v)
.
Hence {~ (v) determines %(v), and therefore by Oakes [19], {~ (v) determines
the frailty distribution.
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The function {~ (v) provides an alternative diagnostic plot to that
suggested by Oakes [19] for assessing the goodness of fit for bivariate
frailty models.
For example, for the positive stable bivariate model substitution of
p(s)=e&s: into the equation for {~ (v) gives






Clearly v=1 corresponds to the origin t=0 and {~ =1&:. As (1&v)
increases from 0 to 1, {~ (v) decreases from (1&:) to 0. Figure 1 plots {~ (v)
against (1&v) for :=0.2, 0.5, 0.8. For the purpose of comparison, we also
plot { (v), the conditional tau, against (1&v) in Fig. 2. This was calculated
using Oakes's [19] formula, %(v)=1+((1&:):)(1&log(v)).
Figures 1 and 2 show that the truncated tau, {~ (v), is always less than the
conditional tau, { (v), for this model and decreases more slowly as 1&v
increases. For a given data set, an estimate of the function {~ (v) can be
Fig. 1. Truncated tau {~ (v) vs (1&v) for the positive stable bivariate model.
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Fig. 2. Conditional tau { (v) vs (1&v) for the positive stable bivariate model.
obtained as follows. We define the sample lattice to be the set
[(T (i)1 , T
( j)
2 ): i, j=1, ..., n]. At each point (a1 , a2) of this set we estimate the
survivor function by v=mn, where m=*[i: T (i)1 a1 , T
(i)
2 a2] and
calculate the truncated tau by counting concordances and discordances
among these m pairs. Of course the precision of {~ (v) for small v, i.e., large
a=(a1 , a2), will be low, because it will be estimated from few data points.
In related work Costigan and Klein [4], in a very thorough survey of
multivariate frailty models, calculated the value of {~ (v) (described there as
a ``conditional version of Kendall's tau'') for positive stable and inverse
Gaussian frailties. There is a typographical error in their equation for {t
([4], p. 46, (&ln R)\ in their notation should be (&ln R)1\). They did not
give any characterization results. Genest and Rivest [7] have proposed a
different diagnostic procedure, based on yet another version of Kendall's tau.
4. Variance of Tau in the Bivariate Frailty Models
In this section we show that for bivariate frailty models, the exact
variance of U can be expressed in terms of the expectations of independent
































































and identically distributed random variables from the frailty distribution.
Consequently, the variance of U can be written in terms of the Laplace
transform of the frailty distribution. Note that the expectation of U is given
by (3). We have the followings.
Theorem. Part A. The variance of the coefficient of concordance U

























and W1 , W2 , W3 are independent identically distributed random variables
from the frailty distribution.

















sp$(s+t) p"(r+s+t) p$(r+s) dr ds dt,
The proof is given in the Appendix.
By Fubini's theorem, the double and triple integrals V1 and V2 can be
expressed as single and double integrals. In fact,
























































































5. Application to Gumbel's Model
We show how the above results can be used to estimate the dependence
parameter : in the bivariate model (2) and calculate the variance of the
estimate. The Laplace transform of the positive stable distribution and its
first and second derivatives are, for 0<:<1,
p(s)=e&s:, p$(s)=&:s:&1e&s:,
p"(s)=[:(1&:) s:&2+:2s2:&2] e&s:.
From (3), it is easy to show that E(U)=1&: (Genest and McKay [5],
Oakes [19]), giving the simple estimate :^=1&U. In order to evaluate the
V(:^), it is necessary to calculate G1 , G2 , G3 , and G4 . It is easy to show that
G1(:)=13&2:9 and G2(:)=12&:4. Using Fubini's theorem and after
















It should be noted that G3(:) and G4(:) can also be expressed in terms of
infinite series involving gamma functions. By Part A of the theorem, the















The asymptotic normality of :^ follows from the results of Hoeffding [9].
When :=1, corresponding to independence between T1 and T2 , _2:=
4
9 ,
agreeing with the standard result. As : tends to zero, corresponding to
maximal dependence, _2:  0.
6. Efficiency Considerations
In this section, we compare the precision of the concordance estimate
with that of maximum likelihood estimate within model (2). The derivation
of the former estimate makes no assumptions about the marginals S1 and
68 MANATUNGA AND OAKES
File: 683J 157710 . By:MC . Date:04:01:96 . Time:10:52 LOP8M. V8.0. Page 01:01
Codes: 1803 Signs: 1352 . Length: 45 pic 0 pts, 190 mm
S2 while the latter assumes the marginal distributions to be Weibull
with arbitrary (and unrelated) shape and scale parameters. Oakes and
Manatunga [20] derived the asymptotic variance of the maximum
likelihood estimate in this five-dimensional parametric model. Figure 3 dis-
plays the plots of the asymptotic variances of the estimates under the maxi-
mum likelihood method and the coefficient of concordance method as a
function of :. The dotted line indicates that the asymptotic variance goes
to zero at the boundary points :=0 and 1, since at those points the Fisher
information does not exist (Oakes and Manatunga, [20]). For a detailed
comparison of curves 1, 2, and 3 see Oakes and Manatunga [20]). For
:<0.9 the precision (reciprocal of the asymptotic variance) of the concor-
dance estimator is approximately 800 of that of the parametric estimator
with all four marginal parameters unspecified. When at least the shape
parameters are specified, the asymptotic relative efficiency of the concor-
dance estimator is still approximately 700 if :>0.6.
Fig. 3. Asymptotic variances of the parametric and concordance estimators:
1. Parametric estimator when the marginals are known; 2. Parametric estimator when the
marginals are Weibull with unknown shape and scale parameters; 4. Concordance estimator
* limn   nV(:^).
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7. Example
To illustrate our techniques we reanalyze the cable insulation failure data
of Stone [21] quoted in Lawless [13]. Oakes [18] fitted a gamma frailty
model to these data, but noted that there was some evidence of lack of fit.
Three censored pairs were omitted and ties broken as in Oakes [18]. The
resulting 17 data points yield 99 concordant and 37 discordant pairs, so
that U=0.456. If model (2) holds, the concordance estimator is :^=0.544.
The results of Section 5 give V(:^)=0.018.
To check goodness-of-fit, Fig. 4 plots {~ (v) against 1&v, where {~ (v) is
estimated from the truncated data at each lattice point and v by the usual
empirical bivariate survival function. The curve shows the theoretical value
of {~ (v) for :=0.544. Figure 5 shows {~ (v) plotted against (&1log (v)). For
the purpose of this latter calculation points of the sample lattice were
classified into four groups depending on the value of m and an estimate of
{~ (v) was calculated for each group. The straight line corresponds to
:=0.544. Both plots indicate reasonable agreement with the model, at least
in the region 1&v<0.7, where the estimate of {~ (v) is more precise.
Fig. 4. Truncated tau { (v) vs (1&v) for the cable insulation data.
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Fig. 5. Conditional tau { (v) vs (1&v) for the cable insulation data.
8. Discussion
There is no reason to expect the concordance estimator to have full
asymptotic efficiency (in the semiparametric sense, of, for example, Begun
et al., [1]) for general frailty models. However, it does have some con-
venient features. For the stable frailties model (2) it is very simple to
calculate and has fairly high asymptotic efficiency relative to parametric
estimators, which require stronger assumptions and much more computa-
tion. Since the concordance estimator is - n consistent it is a suitable
preliminary estimate for an efficient estimator.
As well as playing a central role in extreme value theory, the model (2)
is important in survival analysis, since it preserves the proportional hazards
property (Hougaard [10, 11]). Manatunga [15] utilized this model and
the concordance estimator to propose a model for matched pair survival
data.
The truncated tau will give a smoother plot than the conditional tau and
so may be easier to interpret. However, it is less easy to extend the defini-

































































APPENDIX: Proof of Theorem 1
For Part A, the variance of the concordance coefficient can be written as
V(U)=\n2+
&2
{:i<j V(Zij)+2_3_ :i< j <k Cov(Zij , Zik)
+2 :
i< j, k<l
Cov(Zij , Zkl)= , (A1)
The first sum has ( n2) terms, the second has (
n
3) terms. The factor 3 arises
from consideration of similar sums in which the common subscript is j or
k rather than i.
For i, j, k and l all different, Cov(Zij , Zkl)=0 by independence, so we
need only evaluate Cov(Z12 , Z13). Since E(Z12Z13)=1&2Pr(Z12Z13<0),
using symmetry we write































Consider the first term in (A2). By conditioning on W and using the fact
that survival times are conditionally independent with proportional























Now, the first term in (A2) can be written as
























































































Also, V(Z12)=1&(E(Z12))2 and E(Z12)=2Pr(Z12>0)&1. By condition-
ing on W and using conditional independence we can show that
Pr(Z12>0)=2E(W 21 (W1+W2)
2). After substituting these expressions
into (A1) and simplification we obtain V(U) as stated in Part A.


















se&s(w1+w 2+w 3) ds |

t=0
te&(w 2+w 3) t dt dF(w).
Since p(s)=0 e





stp"(s) p"(s+t) p(s+t) ds dt.
The proof for V2 is similar.
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