Many phenomena are modeled by deterministic differential equations, whereas the observation of these phenomena, in particular in life sciences, exhibits an important variability. This paper addresses the following question: how can the model be adapted to reflect the observed variability?
Introduction
The context of this work is the following: a collection of experimental measurements is available, which exhibit variability, caused for instance by an heterogeneity in the physical settings [1, 2] . We assume that the observable quantities correspond to the degrees of freedom (DOFs) of a model that depends on fixed and uncertain parameters. The model is typically a system of ordinary differential equations (ODE) or partial differential equations (PDE).
The aim of this paper is twofold. First, we propose a non-parametric and non-intrusive method to estimate the uncertain parameters probability density function (PDF) by exploiting the observable variability. Second, we propose a method to make this estimation "parsimonious", i.e. requiring as few model evaluations as possible and as few observables (or DOFs) as possible.
To tackle the first problem, two different strategies may be envisioned. First, one could estimate the model parameters associated with each experimental sample using classical inverse problem tools such as Bayesian approaches [3, 4] or genetic algorithms [5] . These strategies would yield a collection of parameters values from which the PDF would be computed by using histograms or more sophisticated PDF estimation techniques [6] . As straightforward as this approach is, it becomes computationally intensive as the number of experimental samples grows larger. Second, one may see the experimental data set as a whole, which has the advantage of being both computationally cheaper and more robust to noise and low-quality measurements. In this paper, we focus on the second strategy and present an adaptation of the well-known problem of moments [7] . The problem of moments consists in finding the PDF of the parameters such that its statistical moments have a prescribed set of values. It has been used as an inverse problem tool with success in various contexts [8, 2, 9] . A popular regularization of the problem of moments is the maximum entropy principle, which is rooted in information theory and is justified by practical mathematical considerations [10, 11] . In most cases however, parameters of a model are not directly observable. Therefore, one needs a technique that takes into account the observable variability. In this context, we introduce an "observable moment matching" method which consists in maximizing the PDF entropy under the constraints of matching the moments of the observable itself (not of the parameters). This is a two-step method. First, the model is evaluated for a fixed number of parameters samples and the corresponding outputs, i.e. the simulated observables, are stored. Second, the PDF is found by an iterative process that maximizes its entropy under the constraints of matching the moments of the experimental and simulated observables. To address the second problem, we propose an algorithm that selects the DOFs in the physical domain where the moments are to be matched in order to alleviate the cost of the inverse problem -which is crucial for complex models such as PDEs -and to improve its conditioning. This algorithm exploits the sensitivity information provided by the pre-computed model evaluations. The sensitivity Gram matrix, computed for every DOF, reveals active subspaces [12, 13] of the parameter space. The DOFs are selected by clustering the active subspaces and choosing their best representatives. This strategy allows for a reduction of the number of DOFs by several orders of magnitude and therefore proves to drastically reduce the computational cost of the inverse problem without requiring any additional evaluation of the model. This paper is organized as follows. The whole methodology is detailed in Section 2. First, we introduce the observable moment matching algorithm and we formulate the associated inverse problem in terms of an optimization problem. Then, the clustered sensitivities algorithm is introduced and the reduction of the number of DOFs is explained. In Section A, our approach is illustrated with a set of ODEs modeling the transient action potential of a heart cell. We compare its performance with two existing statistical inverse problem techniques: one proposed by N. Zabaras and B. Ganapathysubramanian [14] , the other one proposed by E. Kuhn and M. Lavielle [15] . In Section 3, our algorithm is applied to the Darcy equations. The PDF of five coefficients that parametrize an inner field is recovered using measurements on the domain boundaries. Then, we consider a nonlinear parabolic PDE model, namely the FKPP equation. Under certain conditions, this model exhibits a wave propagation whose shape depends on the location of the source term and on certain parameters. The PDFs of the source term and the reaction parameters are recovered using measurements at different times and locations.
Finally, we present some concluding remarks in Section 4.
Methodology 2.1 Notation
Let us consider a data set that exhibits variability and a physical model assumed to accurately depict the observations. Let D ⊆ R d be an open subset, the physical domain (space, time or space-time), in which the governing equations are written. Let (Θ, A, P) be a complete probability space, Θ being the set of outcomes, A a σ-algebra and P a probability measure. The model can be written in a compact notation as:
where L denotes a generic nonlinear differential operator.
The vector θ = θ 1 , . . . , θ np ∈ Θ denotes the uncertain parameters of the model and Θ is a bounded subset of R np , sometimes referred to as the stochastic domain [14] . A set of measurements {y 1 , . . . , y N } is available. Each measurement y i is assumed to take the following form:
where g is a function describing the measurement process and is the noise, assumed to be additive and independent. For practical reasons, g is normalized to take values in [0, 1] . Let E be the expectation operator. We make the hypothesis that the random fields associated with the observables are pintegrable, that is: D |E(y p )| dx < M , where the exponent p is the highest available moment. The variability in the observations is due to two main contributions: the variability in the parameters and the noise in the measurement process. In a classical forward Uncertainty Quantification (UQ) context, given the probability density function (PDF) of the parameters ρ, the moments of the observables are computed. In the present work, an inverse problem is solved which consists in finding the PDF of the parameters that generates the observed variability in a set of available data. Let us introduce the m th order empirical moment of the measurements:
and the m th order moment of the simulations:
where y sim are the observations of the simulated system.
Handling the noise
Under the assumption that the noise is additive, independent and with a known structure, it is straightforward to account for its influence on the measurements moments. Using the linearity of the expectation operator and the independence of the noise, it follows from definition (2) that:
As an example, consider the case where the noise follows a zero-mean normal distribution with a known variance τ 2 : ∼ N (0, τ 2 ). Then, the following corrections may be applied to the first three empirical moments defined in Eq. (3):μ
In the numerical experiments, the noise is assumed to be gaussian and its level is defined as the ratio 4τ /A where A is the signal amplitude. In Section A, the effect of τ 2 on the PDF estimation is investigated. Only Gaussian noises are considered here. However, the same procedure may be applied to any noise whose power moments are known. If the noise structure is completely unknown, a strategy can be set up to estimate it but it is not investigated in the present work.
Overview of the strategy
The overall algorithm aims at estimating the PDF ρ of the uncertain parameters θ, given the empirical moments of the observables. The Jaynes principle of maximum entropy is applied (see [10] ): the PDF is sought so that it has the maximum entropy under the constraints that the experimental and simulated moments be equal. Two additional constraints correspond to the positivity and the PDF normalization. This leads to the following optimization problem:
In what follows, this is referred to as the Observable Moment Matching (OMM) problem. In Section 2.4 the optimality conditions for the OMM problem are derived and a dual formulation is introduced. The latter leads to a nonlinear problem which is, in general, ill-conditioned. Moreover, its computational cost is prohibitive when models described by PDEs are at hand. To overcome these difficulties a reduction approach is introduced, based on a sensitivity analysis. As a consequence, the OMM procedure is only applied to a subset S of the DOFs of the model variables discretized in the physical domain D. More precisely, the eigendecomposition of an approximation of the following matrix is computed:
referred to as the exact sensitivity Gram matrix (SGM).The study of the SGM eigenvalues allows us to identify active subspaces [12] in the parameter space associated with each DOF. The subspaces are clustered based on a similarity function and the "best" DOFs are then picked based on a criterion defined in Section 2.5 to form the selected subset S. This selection method will be later referred to as the Clustered Sensitivities (CS) procedure.
Inverse problem: observable moment matching (OMM)
The classical problem of moments consists in finding a PDF ρ of the parameters θ k from the knowledge of a finite number N m of its power moments µ m,k , m = 1, . . . , N m , k = 1, . . . , n p :
where E ρ (·) denotes the expectation operator given a density function ρ. This problem has been extensively discussed in the literature and has been addressed by adopting a wide range of strategies. When only a finite number of moments are known, which is often the case in practice, the problem becomes under-determined. Indeed, there exists an infinite number of densities that have the same N m moments. Therefore, one needs to introduce a regularization in order to obtain a unique distribution function among all the feasible solutions. Several approaches exist, such as minimizing the mean squared error
2 with the constraint that ρ be a finite expansion of polynomials [16] or Padé approximants [17] . This problem has been successfully used in situations where the moments of the model parameters are directly measurable, for instance in the context of microstructure reconstruction [8, 2, 9] . In general however, the moments of the model parameters are not observable. Therefore, we propose to apply the moment matching constraints not on the parameters but on the observable itself.
To regularize the problem, the maximum entropy principle is used: find the PDF that maximizes the entropy under the constraint of matching the first N m moments, where the Shannon definition [18] of the PDF entropy reads: S(ρ) = − Θ ρ log(ρ). There are three main reasons why this choice of regularization is well suited to the present case. First, from an information theory point of view, the maximum entropy PDF is considered the best choice when a limited amount of information is available (here, only a finite number of moments are known). This principle was first introduced by Jaynes [10] and was successfully applied to numerous practical cases [11, 2, 19, 20] . Second, −S(ρ) is a convex cost function which enables the use of efficient optimization tools. Last, ρ can be written as an exponential term (see below), which dispenses the addition of an inequality constraint ensuring its positivity.
A set of constraint functions is introduced, expressing the mismatch between the moments of the measured observable and the moment of the simulated observable. They read:
Introducing the Lagrange multipliers λ(x) = (λ m (x)) m=1...Nm , λ 0 and ν(θ), the initial optimization problem (5) is recast in the following saddlepoint problem:
inf
with
(7b) The necessary conditions for optimality give:
In the present case, by virtue of the entropy regularization, the primal variable ρ can be expressed in an analytic form as a function of the dual variable and the positivity constraint is automatically satisfied (Eq. (8)). Hence, the solution of the system can be reduced to the solution of a nonlinear problem for the dual variable (Eq. (9)). The error in the density can be evaluated by means of the KullbackLeibler divergence. In the following Lemma, it is shown that it is bounded by the error in the dual variable. Let the distribution that maximizes the entropy under the moment constraints be denoted by ρ * and let its actual approximation be ρ. The true dual variable being λ * and its approximation being λ, the error in the dual variable is defined as: δλ := λ * − λ. The following result holds. Lemma 1. The Kullback-Leibler divergence between ρ * and ρ is bounded by the error in the dual variable as follows:
Proof. The Kullback-Leibler (KL) divergence reads:
We deduce from the optimality conditions:
so that the expression of the KL divergence can be rewritten as:
The Cauchy-Schwarz inequality is applied to the scalar product in the physical space:
Hence the result since the observable is bounded by 1.
Discretization of the inverse problem
The discretization of the nonlinear system Eq. (9) is addressed in this section. The observable, as well as the Lagrange multipliers λ m , are discretized in space (or space-time) by means of standard methods and the total number of DOFs is denoted by N x . The integrals in the stochastic space are approximated by a quasi-Monte Carlo method. The stochastic domain Θ is discretized using the Sobol sequence [21] . These quasi-random samples have a low-discrepancy, and are competitive compared to random uniform samples [22] . When integrating functions featuring a certain regularity, sparse grid methods, which are often used in uncertainty propagation (see [23] ), can outperform quasi-Monte Carlo ones [24] . In the present context, however, a reason to prefer a quasi-Monte Carlo discretization of the stochastic domain is that the probability density distribution is the unknown of the problem, and it is not known in advance. Roughly speaking, since sparse grids have strong preferential directions, the risk of "missing" the area of interest in the stochastic domain is non-negligible, making evenly distributed points a more suitable discretization. Figure 1 shows how a two-dimensional domain is discretized using each of the three options described above. It illustrates how the Sobol sequence both performs a more even coverage of the domain than uniform pseudo-random samples and does not favor specific directions such as in sparse grids. Let us denote by N c the number of sample points in Θ and |Θ| the stochastic domain volume.
To compute the integrals approximations in (9), the model is evaluated for each sample θ i . The corresponding set {y sim (θ i , x j ), i = 1, . . . , N c , j = 1, . . . , N x } ∈ R Nc×Nx will later be referred to as the simulation set. Assuming a subset S of D has been selected, the number of DOFs in S is denoted by N k . For the sake of clarity, the following notation is now used: 
where the w j are quadrature weights for the physical domain discretization. Before discretizing Eq.(9), a vector form is introduced, for the sake of compactness.
It has an extra column of ones to take into account the normalization constraint. Finally, let ∆ = diag(ω, ω, . . . , ω Nm times , 1).
The density can be written as: ρ = exp G T ∆λ . The discretization of Eq.(9) reads:
A Newton method is used to solve this step. However, since the Hessian is ill-conditioned in practical cases, a regularization is proposed. Let U, S, V be the SVD decomposition of G, done with respect to the scalar product induced by ∆, i.e. U T ∆U = I. The residual now reads:
Instead of making r vanish, we propose to solve forr =Û T ∆r = 0. This is equivalent to taking a low-rank approximationĜ of G by replacing the matrix of singular values S with its truncationŜ.Ŝ is defined so that it shares the first n σ singular values withŜ and the following are set to zero. Replacing G byĜ in (17) and left-multiplying byÛ T ∆, one obtains:
Proceeding to the change of variables λ =Ûφ, the residual now reads:
where ρ = exp VŜ φ .
Note that the residual is no longer a function of the vector of experimental moments µ but rather its projectionÛ T ∆µ. Therefore, the number of non-truncated singular values n σ is chosen so that the representation error I −ÛÛ T ∆ µ is smaller than a user-defined tolerance parameter α. The Hessian matrix of the problem now reads:
which is symmetric, positive semi-definite of rank n σ . Its Moore-Penrose pseudo-inverse P is computed and the Newton actualization step reads:
The components of φ are initialized to zero, which is equivalent to taking a uniform PDF as the initial guess for ρ or, more precisely, a uniform mass on the discrete ρ i . The overall OMM inverse procedure in summarized in Algorithm 1.
Algorithm 1: Observable moment matching algorithm.
Input:
•μ j,m , j = 1, . . . , N k , m = 1, . . . , N m : corrected experimental moments.
• g i,j , i = 1, . . . , N c , j = 1, . . . , N k : simulation subset.
• A tolerance α > 0.
• A stopping criterion for Newton iterations Newton Initialization:
• Compute SVD decomposition of G: U, S, V
• Number of singular values
• φ (0) = 0 (i.e. ρ (0) uniform over Θ).
(n) = using (19a); Assemble Hessian matrix H (n) using (20); Update Lagrange multipliers using (21); n ← n + 1 ; end Output: ρ i , i = 1, . . . , N c : the PDF estimate.
Remark that the problem of computing the PDF value at each collocation point ρ i , i = 1, . . . , N c has been transformed into a problem of computing the unknown Lagrange multipliers λ 0 , λ 1,1 , . . . , λ N k ,Nm . In other words, the size of the problem is now that of the physical domain subset (S) times the number of moments instead of that of the stochastic domain. This is therefore computationally cheaper as long as the physical subset size remains sufficiently small, an issue that is addressed in the next section.
Analysis of the regularization error
In this section, we propose to justify some aspects of the proposed strategy. The true measure on the stochastic domain is P e , absolutely continuous with respect to Lebesgue measure. The associated probability density is ρ e . The density which maximizes the entropy under the moment constraints is denoted by ρ * and the actual approximation is ρ. There are two main contributions to the error: the first one is related to the entropic regularization, and the second one is due to the approximation of the constrained optimization problem. The latter is controlled by the norm of the error in The hypotheses under which this analysis is performed are the following:
. We remind that we assume that the g takes values in [0, 1]. The standard L 2 (D × Θ) scalar product is denoted by u, v , and the norms are defined accordingly. The scalar product in the physical and in the stochastic space will be denoted by u, v x and u, v θ respectively.
The regularization error is studied in the case where an infinite number of moments exists. A first Lemma is presented to prove under which condition the total residual on the moments is L 2 summable, and then an identifiability condition for the inverse problem is derived.
Proof. The Jensen inequality gives:
The norm can be rewritten as follows: (23) and thus:
Let us assume that both the exact density ρ e and the entropic regularization ρ * satisfy the hypotheses of Lemma 2. Upper and lower bounds for the L 2 error ε := ρ e − ρ can be found. Consider that, by linearity:
The result is summarized in the following proposition.
Proposition 1.
Let ρ e , ρ * satisfy the hypotheses of Lemma 2.
Let
Proof. The Cauchy-Schwarz inequality implies:
The error norm does not depend on the physical space coordinates and thus:
(27) Analogously, the upper bound for the error is proved:
that can be deduced by considering that g m can be expressed on a dense tensorized complete orthonormal basis of
The condition for the error to be bounded, namely γ > 0, can be seen also as an identifiability condition for the problem and it is verified when the set of function g m is a complete basis of the space. The result of the following Lemma shows a meaningful case in which the density is not identifiable and the error is unbounded. Proof. The proof is done in a constructive way, by building a function v which is of unitary norm, making the scalar product with all the g m vanish.
since f 3 vanishes outside D 1 . Then, since the observable g does not depend on θ i ,
The result of this Lemma sheds some light onto the identifiability of the inverse problem. In particular, the problem is ill-posed whenever there are regions in the physical space in which the observable does not depend on one or more parameters. A way to overcome this is to reduce the physical domain by excluding the regions (i.e. the DOFs) where the observable is not sensitive to the parameters.
Physical DOFs reduction: clustered sensitivities (CS) algorithm
As explained before, the dual variable formulation of the optimization problem transfers the resolution effort onto the solution of a system whose size is the number of DOFs in the physical domain times the number of moments. However, in many practical applications, as for instance when models are described by PDEs, the number of DOFs used to discretize the solution in the physical domain is large, making the Hessian matrix inversion computationally intensive. Aside from the sheer computational cost of linear algebra operations, dealing with many large simulations -say thousands of simulations counting millions of DOFs -poses undeniable issues in terms of storage capacity and Input/Output computer operations. The main idea to reduce the computational cost is to retain only the subsets of the physical domain in which the observable conveys more information about the variability of the parameters. Consider for instance a region in which the observable does not vary, or its variation amplitude is lower than the noise level: then, matching the moments in this region will certainly not convey any meaningful information about the parameters. Even worse, it may increase the Hessian condition number and degrade the overall accuracy of the method. It may also happen that part of the data is redundant, meaning that the observable exhibits the same variations with respect to the parameters in two different DOFs. In this section, we propose an algorithm that selects a subset S of the full set of DOFs D. This subset is then used in the OMM inverse procedure described before. Notice that we are not interested in building a low-dimensional surrogate model with fewer outputs. On the contrary, we aim at developing a non-intrusive approach where we only choose to discard some outputs of the high fidelity model. To do that, we propose the following gradient-based algorithm which is rooted in the global sensitivity analysis of the model.
The SGM matrix
For each x j , we consider an approximation of the exact SGM matrix (defined in (6)) as follows:
where ∇ θ g(x j , θ i ) is a vector of size n p whose components are the derivatives of g with respect to each parameter at a given x j and a given parameter sample θ i . C j is a n p -by-n p matrix containing the sensitivity information of the observable with respect to the input parameters at x j . It may also be seen as the uncentered covariance matrix of the gradient of the observable with respect to the uncertain parameters. In this work, the gradient ∇ θ g is approximated by using local polynomial approximations. Other well-known methods exist, such as adjoint equations [25] or automatic differentiation [26] , but they will not be discussed here. For each sample θ i in the stochastic space, its K nearest neighbors are found and their indices are denoted by i k , k = 1, . . . , K. An implementation of the k-NN algorithm (using k-d trees) from the Scikit-learn library [27] was used for an efficient search of the nearest neighbors. The method consists in fitting a polynomial model to the K values of the observable g i k ,j , k = 1, . . . , K. Given a set of linearly independent polynomials {P l (θ)} l=1,...,n l , the collocation matrix Φ i reads:
The local polynomial model is obtained by solving the following linear system:
where
T and q is the vector of unknowns of size n l .
For stability reasons, K must be greater than n l and therefore the system is solved in the least-squares sense. In practice, we used a basis of local multivariate quadratic monomials so that n l = n 2 p +3np+2 2
. The number of nearest neighbors is set to K = n l + 2. Once q is computed, one obtains the following approximation of the gradient:
In what follows, this approximation of ∇ θ g(x j , θ i ) is denoted by d i,j . We now have an easily computable approximationĈ j of the SGM:
which is symmetric and positive semidefinite so its eigenvalues are real and non-negative. Note that the approximation in (33) is computed using the Sobol sequence quadrature rule and the same simulation set {g i,j } as previously computed. This means that no additional model evaluation is required.
Parameter space dominant directions
The eigenvalues of the SGM play an important role in the classification of the DOFs. For a given x j the eigenvalues are denoted by η (1, 0) means that the observable variation of g at x j is mostly due, on average, to variations of θ 1 . Each x j is therefore associated with a dominant direction in the parameter space e j 1 and its corresponding eigenvalue η j 1 . We are now able to address the initial problem: on the one hand, the DOFs where the variation of the observable is not significant are characterized by a low first eigenvalue. A threshold on η j 1 may be applied to remove the DOFs where the observable variation amplitude is lower than the noise level. On the other hand, the DOFs that are redundant from the observable point of view are characterized by "similar" dominant directions. This notion of similarity will be introduced hereafter. Knowing this, we propose to divide the set of N x dominant directions into N k clusters using an agglomerative hierarchical clustering algorithm. This algorithm consists in clustering vectors according to a given similarity function. First, each vector is associated with its own cluster and pairs of similar clusters are iteratively merged. We refer to [28] for an overview of such algorithms. In the present work, we used the Scikit-learn library [27] which provides a Python implementation of an agglomerative hierarchical algorithm that accepts user-defined similarity functions. The similarity function between two (unit-norm) vectors is defined as follows:
i.e. the cosine of the angle between u and v. Once the N x DOFs of the full physical set are divided into N k clusters, the ones with maximum trace of C j are chosen as their cluster representatives. The subset S is then formed by the N k representatives.
Remark 1. The agglomerative clustering guarantees that the sequence of selected subsets is nested. This means that if S (n) and S (n+1) respectively count n and n + 1 elements, then they have n elements in common. From a practical viewpoint, the full sequence of clusters can be computed once so that there is no additional cost linked to the clustering when N k increases. Furthermore, in our simulations, we noticed that the residual had a smoother behavior as N k increases compared to other clustering techniques.
The output of the CS algorithm is a nested sequence of subsets S (1) ⊂ . . . ⊂ S (Nx) and we denote by N k the cardinality of a given subset S.
Remark 2.
In the works by Constantine [29] and Russi [30] , where the term "active subspace" was introduced, the matrix C is used to reduce the parameter space dimension. It is particularly efficient when dealing with complex models counting a very large number of parameters while only a few directions in the parameter space are responsible for the observed variability [13] . In our case it is used to reduce the number of DOFs in the discretized physical domain. However, the interpretation of the SGM eigenvalues and eigenvectors in terms of the sensitivity of the model is the same. In the papers by Streif et al. [31] and Himpe & Ohlberger [32] , a similar Gramian matrix is used to assess the observability and controllability of linear and nonlinear systems. Though quite different from the CS analysis, their approach is another illustration of the interpretation of Gramian matrices in terms of sensitivity analysis.
Algorithm 2: Clustered Sensitivities algorithm.
Input:
• g i,j , i = 1, . . . , N c , j = 1, . . . , N x : simulation subset.
• ρ: PDF estimate.
for
Select representative x k of cluster C k as: arg max
Visualization and interpretation of the results
The output of the proposed algorithm is the estimated PDF values at the collocation points: ρ(θ i ), i = 1, . . . , N c . Although a direct visualization of the PDF is possible (see Fig. 2 ), it becomes irrelevant if the number of parameters is greater than two. Therefore it may be convenient to consider the marginal density of the k th parameter, defined as follows:
An approximation of Eq.(34) may be computed using the discrete PDF values and the corresponding quadrature rule.
In the numerical tests we illustrate the proposed algorithm with synthetic data, meaning the true PDF ρ * of the parameters is known. There are several ways to compare the estimated and true PDFs such as the 2-norm of their difference. However, for density functions, it is more natural to consider the Kullback-Leibler (KL) divergence, introduced in Lemma 1. Here we use a discrete approximation of the symmetric KL divergence, defined as follows:
It is also possible to compute the parameters moments with the estimated PDF and compare them with their true values.
Main algorithm
The proposed inverse procedure consists in combining the OMM and CS algorithms (see Alg. (3)). To assess the convergence of the procedure, we use the global moment residual R ∈ R Nx×Nm defined as follows:
Note that while the OMM algorithm is designed to cancel out the residual r defined on a subset S of D, R is defined on the full DOFs set D.
One iteration of the main algorithm consists in progressively adding DOFs to the subset S using the CS algorithm and applying the OMM algorithm for each S until stagnation of the 2-norm of the residual, R 2 . Then, the SGM is updated with the new PDF estimate and another iteration is done. The main algorithm stops when no improvement of R 2 is observed. The total number of iterations is later referred to as n iter . Figure 13 shows an example of the dependence between the global residual norm R 2 and the cardinality of the subset S.
Algorithm 3: Main algorithm.
Input:
• Corrected experimental moments:μ j,m , j = 1, . . . , N x , m = 1, . . . , N m ;
• Number of stochastic samples: N c ;
• Tolerance parameters : α, Newton ;
Step 1:
• Build the simulation set {g i,j }.
Initial guess ρ (0,0) : uniform distribution over Θ ; Table 2 .7 presents an overview of the computational cost of the whole procedure. In practice, this cost is strongly dominated by the construction of the simulation set (step one), each model evaluation having a high cost C forward . However, this step is embarrassingly parallelizable with respect to N c .
Step two is embarrassingly parallelizable both with respect to N c and N x . In our implementation, the SGM computations are only parallelized with respect to N x . Step three is dominated by the cost of the Hessian pseudo-inverse computation. As it scales with (N m N k ) 3 , the need to reduce the number of DOFs in the physical space becomes obvious. The pseudoinverse computation could also be parallelized but this was not done in our implementation. The cost of the pseudo-inverse is multiplied by n Newton , the number of Newton iterations.
Numerical illustrations
We apply our strategy to the PDF estimation of parameters for two PDEs. Comparisons with existing methods are presented in the Appendix for a nonlinear ODE. 
where p is the fluid pressure, f a deterministic function defined on the boundary Γ D and {Γ D , Γ N } is a partition of ∂D. In what follows, f will be set to 1 at the inlet and to 0 at the outlet (see Fig. 3 ). The Darcy model states that the fluid velocity is linked to the pressure as follows by u = −K∇p. We assume that the source of variability comes from the heterogeneous per- Figure 3 : Schematic of the problem geometry and location of 25 sensors automatically selected by the CS procedure (out of 400 available sensors). meability field K(x). Using a similar example found in [14] , we assume that the spatial variation in the permeability field follows an exponential correlation: c(x i , x j ) = exp −
, where b is the correlation length, set to b = 0.2 in our case. From a physical viewpoint, this means that the porous medium is relatively smooth. Then, we choose to represent the random field K as a linear combination of the first 5 eigenmodesK k of the correlation kernel K(x) = 1 + 5 k=1 θ kKk (x), where the θ k are the random parameters. Figure 4 shows the eigenmodes of the correlation kernel and Figure 5 shows one realization of the random permeability field, along with the outputs of the model, namely the pressure field p and the horizontal velocity u x . The objective is to apply the proposed approach to recover the PDF of the permeability field expansion coefficients θ k from observations of u x and p on the boundaries. Retrieving the permeability in the domain by exploiting only boundary measurements is a particular case of the Calderón problem, which is a difficult and generally ill-posed inverse problem.
Numerical settings
The observable is defined as follows: 200 sensors for u x (resp. p) are uniformly distributed over the boundary Γ D (resp. Γ N ) so that N x = 400. The synthetic data set is generated by evaluating the model for N = 10 4 samples of θ = (θ 1 , . . . , θ 5 ). The samples are drawn from an uncorrelated multivariate normal distribution of mean µ = 2. 5 , the number of moments to be matched is set to N m = 3 and the tolerance parameter is set to α = 1 × 10 −3 . The PDE model is solved using the FreeFem++ [33] finite element software. A different discretization is used for both sets. For the synthetic dataset, the model is solved on a fine grid of 23550 triangles. For the simulation set, the model is solved on a coarse mesh of 944 triangles. In addition, a Gaussian zero-mean noise of amplitude 5% is added to the sensors measurements.
Results The proposed inverse procedure is applied and convergence is reached at n iter = 2 and N k = 25. Figure 3 shows the position of final selected DOFs. Note that points were automatically selected on each boundary even though this was not imposed in the CS procedure. Figure 6 shows the estimated marginals of the five parameters along with their exact distributions. Table 3 .1 summarizes the estimated parameters statistics to be compared to their exact values. The means are in good agreement, with an error of the order of 1%. The standard deviations feature a higher error, especially for the fifth mode parameter. The sources of error are diverse. The mesh used to generate the simulation dataset is coarser than the one used for the synthetic dataset. This induces a higher numerical diffusion. Moreover, the added noise may also contribute to the error, especially for the higher order modes coefficients. 
where u is a time and space dependent variable, R is the reaction parameter and ν the diffusion field, here considered uniform and constant equal to 10 −3 . Provided that R/ν 1 and given an ad hoc source term f , the FKPP equation admits travelling waves solutions. In practice, u exhibits a propagation front across which u switches from 0 to 1. It is often considered as the simplest PDE model presenting this feature. This has motivated the use of FKPP for a large variety of applications (examples include population dynamics, tumor growth and fire propagation). Here f , later referred to as the stimulation, was designed so that such a propagation would be observable:
where (x 0 , y 0 ) are the coordinates of the stimulation, I 0 = 1.0 its amplitude, r 0 = 3 × 10 −2 its radius and δ 0 = 5 its duration. The total duration of the simulation is set to T = 20. Figure 7 shows an instance of the FKPP model output. The contour plots of u exhibit the propagating front (left and right) while the time dependence of u at a given location exhibits a logistic shape. The source of variability is assumed to come from the reaction parameter R and from the stimulation coordinates x 0 and y 0 : R =Rθ 1 , x 0 = θ 2 , y 0 = θ 3 , whereR = 10. 3 , the number of moments to be matched is set to N m = 3 and the tolerance parameter is set to α = 5 × 10 −3 . The PDE model is solved using an in-house software implementing the finite element method. Time integration is performed using the Strang [35] splitting scheme with fixed time step. Its application to a similar reaction diffusion model is detailed in [36] . Again, a different discretization is used for both simulation sets. The simulations used to generate the synthetic data are run on a mesh counting 40328 elements whereas the simulations used to solve the inverse problem are run on a coarse mesh counting 11478 elements. In addition, a Gaussian zero-mean noise of amplitude 5% is added to the sensors measurements.
Physical domain reduction This test case where the observable depends on time and space is a good illustration of the crucial need for a DOF selection procedure. Indeed, in this setting, N x 10 4 which makes the inverse problem both ill-conditioned and computationally intensive. In this example, it is particularly interesting to interpret the results of the CS procedure. Figure 8 shows the contours of the components of the SGM first eigenvector e j 1 (dominant direction) multiplied by its associated eigenvalue η j 1 over the physical domain D. Each column corresponds to one component of e j , i.e. to one parameter, and each row to a different time. The space-time areas of interest now appear clearly. For small times, the parameters are the most identifiable in the vicinity of the domain center. As the front propagates outwards, the important areas are located near the domain boundaries. Results The proposed inverse procedure is applied and convergence is reached at n iter = 3 and N k = 48 DOFs are selected. Figure 9 shows the location and time of the selected sensors. Again, note that they are concentrated around the center of the domain for small times (the stimulation occurs, in average, near the center of the domain) and that they gradually spread outwards as time increases. Figure 10 shows the estimated marginals of the three parameters of interest and Table 3 .2 summarizes the parameters estimated statistics. Again, the method yields reasonably accurate results considering the low number of model evaluations and the difficulty of the inverse problem. As explained in the previous test case, the errors in the standard deviations estimates stem from the noise and the mesh differences. Note however that there is also a positive bias in the estimation of the reaction parameter R. This is due to the fact that the Sobol simulations mesh is coarser than the synthetic simulations one, inducing a higher numerical diffusion. The higher value obtained for R is therefore the result of a compensation. This explanation was confirmed by using identical meshes for both Sobol and synthetic simulations. 
Concluding remarks
We have developed a procedure to estimate the PDF of uncertain parameters from the knowledge of experimental moments of an observable. This iterative procedure is based on two combined algorithms. The first one, the Observable Moment Matching (OMM) algorithm, computes an estimate of the parameters PDF using a given subset of the available model DOFs. It maximizes the PDF entropy under the constraints of matching the moments of the observable in the subset DOFs. The second one, the Clustered Sensitivies (CS) algorithm, selects a subset of the available model DOFs. The DOFs are clustered using a similarity measure and a representative for each cluster is chosen to maximize the sensitivity with respect to the parameters. Selecting a subset of N k DOFs among the N x available ones ensures a better-conditioned and less computationally expensive inverse problem solved in the OMM algorithm. This approach has been compared to existing techniques on an ODE test case. While requiring much less model evaluations, our method has a similar accuracy. Then, it has been tested on more sophisticated cases involving an elliptic (resp. parabolic) PDE model with 5 (resp. 3) uncertain parameters. To conclude, we comment on details that have not been thoroughly investigated in this paper but still are worth mentioning. First, the choice of parameter box (or stochastic domain) is very important and conditions the overall success of the procedure. In our tests, we used a large box with respect to the exact PDF support and not centered on the exact mean to avoid any favorable bias. In the case of real experimental data, a reasonable strategy would be to first try a very large box and use the PDF estimate to recenter and rescale the box for a second run. Another strategy would be to locally refine the stochastic grid to capture the regions of interest. Applying different weights in the moment-matching constraints depending on the moment order has also not been investigated but could impact the precision of the method. One could use higher weights for the higher moment components or for certain DOFs. Finally, one possible use of the proposed approach could be to produce a cheap PDF estimation used as a prior for more expensive methods such as Bayesian inference.
A Comparison with existing techniques for an ODE model
In this appendix, a nonlinear ODE model is introduced. It serves as a simple reference test case to both illustrate the method and compare its accuracy and cost with different existing techniques.
A.1 The MV model
The proposed numerical method is applied to an ODE model counting four state variables g, u, v, w which satisfy
along with the initial conditions
The J i and f i are nonlinear functions of the variables and of the input parameters. The proposed model was designed to replicate the electrical activity of a heart muscle cell. It is known as the Minimum Ventricular model and will be referred to as the MV model in what follows. For the sake of simplicity, it is not fully transcribed here but we refer the reader to the original paper by Bueno-Orovio et al. [37] for the detailed equations. Out of the numerous input parameters of the MV model, θ 1 and θ 2 were picked for the illustration of the method. In the original paper, these two parameters are respectively denoted by k so and τ so1 . All remaining parameters are fixed to reference values found in [37] . Our observable is the state variable g(t) which corresponds to the cell membrane potential. Note that the relationship between the observable and the input parameters is nonlinear.
A.2 Reference test case
Numerical settings The ODE is solved using a BDF3 scheme with adaptive time steps. The number of DOFs N x = 334 corresponds in this case to the number of steps used in the time integration. The synthetic data set is generated by evaluating the model in (35) for N = 10 3 samples of θ = (θ 1 , θ 2 ). The samples are drawn from an uncorrelated bivariate normal distribution of mean µ = [1.1, 1.1] and covariance matrix Σ = 0.1 2 × I 2 . First, the noise level is set to 5% for the comparison study but its influence is investigated later in this section. The first N m order moments are computed using (3) and stored for the inverse problem. Our strategy is applied to the joint PDF estimation of the synthetic population θ 1 and θ 2 . The stochastic domain Θ = [0.6, 1.8] 2 is discretized using N c = 1024 quadrature points from the Sobol sequence. It should be noted that the width of the stochastic domain is equal to 12σ and is not centered on µ. Taking a domain which is wide enough with respect to the exact PDF support, and not centered on the exact mean, is important if one wants to assess the accuracy of the method without any "favorable bias" induced by the choice of the stochastic domain bounds. Indeed, in practical cases, one does not have a precise knowledge on the exact means and standard deviations of the parameters distributions.
To investigate the effect of several hyper-parameters of the procedure, the number of global iterations in temporarily set to n iter = 1. The CS procedure is applied with the initial guess ρ (0,0) being a uniform distribution over Θ. Figure 12 shows the SGM eigenvectors e j = (e 1 , e 2 ) j , j = 1, . . . , N x . The size of the markers is proportional to the logarithm of the associated eigenvalues η j . Since the eigenvectors are normalized, the points are scattered over the unitary circle. Each cluster is featured with a different color (here N k = 5 so the points are divided into 5 clusters).
Influence of N k Here we investigate the effect of N k . The other hyperparameters are fixed: N m = 3 and N c = 512. The CS procedure is applied for N k varying from 2 (n p ) to 334 (N x ). Figure 13 shows the evolution of the KL divergence KL(ρ|ρ * ) and the residual norm R 2 with respect to the number of selected DOFs N k . The KL divergence and the global residual norm R 2 are not monotonic with respect to N k but they both follow the same decreasing trend. From N k = 50, there is no significant change in the KL divergence. Both observations confirm the relevance of the CS procedure and of the a priori error analysis. to N k . It is clear that a certain convergence is reached as N k increases, both in the KL divergence and in the parameters statistics themselves. As expected, the estimation is more accurate when N c increases. Note that the computational cost of increasing N c is limited owing to the deterministic and nested nature of the Sobol sequence. If one already has evaluated the model for N c1 sample points and wants N c2 model evaluations, one only has to perform N c2 − N c1 forward runs to complete the simulation set.
Influence of the noise level The synthetic measurements are corrupted by adding some noise to the numerical results. Table A. 2 shows the estimated means and standard deviations of θ 1 and θ 2 for different noise levels. As expected, the accuracy of the method decreases as the noise increases.
Non-normal distributions In order to assess the robustness of the method, a similar but more complex heart cell model [38] is used. It consists of a set of 29 nonlinear coupled ODEs and we aim at estimating the PDF of two parameters of this model. The synthetic dataset is generated by sampling the parameters of interest from two known distributions: a bivariate log-normal distribution Log − N (0, σ 2 1 ) and a bivariate Gaussian mixture N (1, σ 2 2 ) + N (2, σ 2 2 ) with σ 1 = 0.7 and σ 2 = 0.2. In both cases, the synthetic dataset is corrupted by a zero-mean Gaussian noise of amplitude 5%. The inverse procedure is applied to the log-normal case with the following numerical settings: N c = 2048, N m = 3 and convergence is reached at n iter = 1 and N k = 21. The PDF values are shown in Figure 14 and the marginal densities in Figure 15 . Note that the strong skewness of the true distribution is well captured by the proposed inverse procedure. The inverse procedure is then applied to the Gaussian mixture case with the following numerical settings: N c = 2048, N m = 3 and convergence is Figure 17 . Note that strong correlation between θ 1 and θ 2 is fully captured. 
A.3 Comparison with existing techniques
In this section, the proposed approach is compared to existing techniques on the reference test case described in A.2. We show that all three approaches achieve the same precision on the parameters estimations but with a different number of function evaluations.
Least-squares moment-matching An alternative to the present approach is to directly minimize the moment difference using a least-squares method. In [14] , the quantity of interest is represented as a finite polynomial expansion of d uncorrelated random variables ξ = {ξ 1 , . . . , ξ d }. The methodology was applied to inverse heat conduction problems and to microstructure reconstruction. This approach was applied to our test case. Here, the quantities of interest are the two parameters θ 1 and θ 2 and the observable is the variable u. Using the methodology presented in [14] , the parameter θ j is expanded on a sparse grid as follows:
where q j,k = θ j (ξ k ), the ξ k are the sparse grid collocation points and L k the members of the polynomial basis. Then, one can approximate the moments of the observable using the sparse grid quadrature rule:
where the w k are the sparse grid weights. The cost function J is defined as the squared difference between the approximated and experimental moments:
where the α m are user-defined weights. The problem now consists in minimizing J with respect to the coefficients q j,k . In [14] , this is done by a gradient descent method which involves solving the sensitivity equations associated with the model. For the sake of simplicity, to avoid the tedious derivation of the sensitivity equations of the MV model, we used the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) evolutionary algorithm [39] to minimize J. Since the minimization strategy differs from that of [14] , the number of model evaluations needed to reach convergence may differ. This is to be taken into account when comparing the three methods in Table A. 3.
Population approach (SAEM) Here we tackle the inverse problem from a radically different perspective, belonging to the so-called population approaches. It consists in seeking a Maximum Likelihood (ML) estimate of the unknown parameters. The MV test case can be seen as a mixed effects model where the observed data are the y i,j , i = 1, . . . , N , j = 1, . . . , N x and the parameters θ 1 , θ 2 are the non-observed data. We assume that the observed data are outputs of the MV model with an additive noise i,j assumed to be normally distributed: ∼ N 0, τ 2 .
y i,j = g(θ i , x j ) + i,j .
Assuming each θ j is normally distributed, θ j ∼ N µ j , σ 2 j , the likelihood L reads: L(y, θ; τ, µ k , σ k ) = 2πσ Note that this approach differs from the other two on two major aspects. First, it is a parametric approach, meaning we are not seeking a pointwise estimate of the PDF but a parameterization of it (here a Gaussian parameterization). Second, the method provides, by construction, an estimation of the noise level of the measurements. In the other two approaches, the noise structure and amplitude is assumed to be known. The parameters τ, µ k , σ k are found by maximizing the log-likelihood log(L), which is challenging due to the nonlinear relationship between g and θ 1 , θ 2 . This is called the Maximum Likelihood Estimation (MLE) method. In the case of linear models, the maximum likelihood is usually found using the Expectation Maximization (EM) algorithm [40] . The paper by E. Kuhn and M. Lavielle [15] introduces a modified version of the EM algorithm to tackle cases where the models are nonlinear. The authors developed a Stochastic Approximation of the Expectation Maximization algorithm (SAEM) to solve the MLE problem. For the comparison study, we used Monolix R [41] , the Matlab R implementation of the SAEM algorithm. This software was initially designed to perform the parameter estimation of pharmacokinetics-pharmacodynamics (PK-PD) models. Compared to PDEs, those models are usually computationally cheap so that the software does not look for a solution with minimum model evaluations. However, one may reduce the computational cost by constructing a pre-computed grid of solutions and then interpolate in that grid instead of evaluating the full model. The Monolix software was successfully used in [42] to estimate the parameters of a 1-D PDE model. Such a strategy was not adopted in this paper and the software was used as is.
Comparison We applied the Clustered Sensitivities / Observable Moment Matching algorithms and both the previously described methods to the reference test case described in A.2. The numerical settings for our method are: N c = 512, N m = 3 and N k = 50. For the least-squares method, we used a two-dimensional sparse grid using the Smolyak rule [43] to discretize the parameter space with N c = 9 and the first N m = 3 moments were matched. As explained before, the SAEM algorithm was applied using the Monolix software with default settings. Table A.3 shows the estimations of the parameters moments and the number of model evaluations needed for the three methods. For all three approaches, the errors on the means are less than 1% and the errors on the standard deviations are less than 10%. Even though the SAEM appears to be more precise than the other two, the main difference lies in the number of model evaluations needed. Our approach requires much less model evaluations and those evaluations are made offline, once and for all. Again, our implementation of the least squares method presented in [14] may require more model evaluations due to the minimization strategy adopted. 
