. We investigate the level spacing distribution for the quantum spectrum of the square billiard. Extending work of Connors-Keating, and Smilansky, we formulate an analog of the Hardy-Littlewood prime k-tuple conjecture for sums of two squares, and show that it implies that the spectral gaps, after removing degeneracies and rescaling, are Poisson distributed. Consequently, by work of Rudnick and Ueberschär, the level spacings of arithmetic toral point scatterers, in the weak coupling limit, are also Poisson distributed. We also give numerical evidence for the conjecture and its implications.
I
According to the Berry-Tabor conjecture [2] , the energy levels for generic integrable systems should be Poisson distributed in the semiclassical limit. As noted by Connors and Keating [5] , the square billiard, though integrable, is not generic: due to spectral degeneracies, the level spacing distribution tends to a δ-function at zero. However, if we remove the degeneracies and rescale so that the mean spacing is unity, numerics indicate Poisson spacings. Rescaled gaps between consecutive energy levels in r10 99 , 10 99`1 10000s, after removing degeneracies. The rescaled gaps have mean one; without rescaling the mean gap is 19. 42¨¨¨ . Number of gaps: 5663. We also plot the density function (red in color printout) P pxq " e´x, consistent with Poisson spacings.
The energy levels of the square billiard, say with side length 2π, are number theoretical in nature, and given by a 2`b2 for a, b P Z. After removing degeneracies and rescaling, we are led to study the nearest neighbor spacing distribution
(as x Ñ 8), where E n denotes the nth smallest element of the set E . . " ta 2`b2 : a, b P Zu, and Npxq . . " #tE n ď x : E n P Eu.
( 1.2) (In our setting the leading order of the density of states is asymptotically equal to C{ ? log x as x Ñ 8 [cf. (1.5) ], and hence the spacing distribution of the unfolded levels`CE n { ? log E n˘n ě1 has the same asymptotic distribution as the gaps in (1.1).)
Rather than studying the spacing distribution directly, we shall proceed by investigating unordered k-tuples of elements in E. Thus, given k ě 1 and h " th 1 , . . . , h k u Ď Z with # h " k, consider the correlation function
where 1 E denotes the indicator function of E. If h " t0u, this is the level density
By a classical result of Landau [22] ,
log x px Ñ 8q, ( 1.5) where C ą 0 is an explicitly given constant (see (2.1)). To formulate an analog of (1.5) for k ą 1 we need some further notation. Given a prime p ı 1 mod 4, define δ h ppq . . " lim αÑ8 #t0 ď a ă p α : @h P h, a`h " ` mod p α u p α .
( 1.6) (That the limit exists is shown in Section 5, cf. Propositions 5.3 and 5.2.) Further, for k ě 1 and a set h " th 1 , . . . , h k u Ď Z with # h " k, we define the singular series for h by
with δ t0u ppq and δ h ppq as in (1.6). We note that δ t0u ppq ą 0 for all p ı 1 mod 4, and that the product converges to a nonzero limit if δ h ppq ą 0 for all p ı 1 mod 4 (cf. Proposition 5.4). If δ h ppq " 0 for some p ı 1 mod 4, we define S h to be zero; it is easy to see that R k ph; xq " 0 for all x if S h " 0.
We can now formulate an analog of the Hardy-Littlewood prime k-tuple conjecture.
Conjecture 1. 1 . Fix k ě 1, and a set h " th 1 , . . . , h k u Ď Z with # h " k. If S h ą 0, then R k ph; xq " S h`R1 pxq˘k px Ñ 8q.
( 1.8) Our main result, Theorem 1.2 below, is conditional on the hypothesis that (1.8) holds on average. To be precise, let E h pxq be defined by the relation R k ph; xq " . .`S h`Eh pxq˘`R 1 pxq˘k.
( 1.9) Further, let ∆ k be the region in R k defined by ∆ k . . " tpx 1 , . . . , x k q P R k : 0 ă x 1 ă¨¨¨ă x k u, ( 1.10) and, given C Ď ∆ k and y P R, let yC be the dilation of C defined by yC . . " tpyx 1 , . . . , yx k q : px 1 , . . . , x k q P C u.
Our hypothesis is that the error term E h pxq is small when averaged over dilates of certain bounded convex subsets.
Hypothesis (k, C , o).
Fix an integer k ě 1 and a bounded convex set C Ď ∆ k . Set o . . " H or set o . . " t0u. Let x and y be real parameters tending to infinity in such a way that yR 1 pxq " 1. There exists a function εpxq, with εpxq Ñ 0 as x Ñ 8, such that for x sufficiently large in terms of k and C ,ˇˇˇÿ
11)
where h " th 1 , . . . , h k u in both summands.
Under the above hypothesis we find that the spacing distribution (1.1) is indeed Poissonian. Moreover, the distribution of the number of points in intervals of size comparable to the mean spacing is consistent with that of a Poisson process. ( We remark that our hypothesis can be weakened slightly -see Section 4.) Theorem 1. 2 . Let x and y be real parameters tending to infinity in such a way that yR 1 pxq " 1. Fix integers m ě 0 and r ě 1, and fix λ, λ 1 , . . . , λ r P R`. Assume that Hypothesis (k, C , t0u)) (respectively, Hypothesis (k, C , H) holds for all k ě 1, and all bounded, convex sets
In [26] , Rudnick and Ueberschär considered the spectrum of "toral point scatterers", namely the Laplace operator, perturbed by a delta potential, on two dimensional tori. They showed that the level spacings of the perturbed eigenvalues, in the weak coupling limit, have the same distribution as the level spacings of the unperturbed eigenvalues (after removing multiplicities). An interesting consequence of Conjecture 1.1 (or (1.11) ) is thus that the Berry-Tabor conjecture holds for toral point scatterers, in the weak coupling limit, for arithmetic tori of the form R 2 {Z 2 . We remark that Gallagher [7] proved the analog of Theorem 1.2 (b) for primes. Just as in his proof, a key technical result is that the singular series is of average order one, over certain geometric regions. Proposition 1. 3 . Fix an integer k ě 1, and a bounded convex set
{3`op1q˘¯, (1.14) where h " th 1 , . . . , h k u in the summand, and vol stands for volume in R k .
D
Connors and Keating [5] determined the singular series for shifted pairs of sums of two squares and gave a probabilistic derivation of Conjecture 1.1 for k " 2, and found that it matched numerics quite well (to within 2%). Smilansky [28] then expressed the singular series for pairs as products of p-adic densities, and showed that its mean value (over short intervals of shifts) is consistent with a Poisson distribution, and that the same is true for sums of two squares, on assuming a uniform version of Conjecture 1.1 for k " 2. He also determined the singular series for triples corresponding to the shifts h " t0, 1, 2u.
As already mentioned, the analog of Theorem 1.2 (b) for primes is due to Gallagher; in [7] he showed that an appropriate form of the Hardy-Littlewood prime k-tuples conjecture implies the prime analog of (1.12). (That it implies the prime analog of (1.13) is mentioned in Hooley's survey article [12, p. 137 ].) To show that the singular series is one on average (i.e., the prime analog of Proposition 1.3), Gallagher uses combinatorial identities for Stirling numbers of the second kind. In [18] , Kowalski developed an elegant probabilistic framework for evaluating averages of singular series. Rather than using combinatorial identities, he showed that a certain duality between k-th moments of mtuples and m-th moments of k-tuples holds (cf. [18, Theorem 1] ). That the k-th moment of 1-tuples equals one is essentially trivial; by duality he obtains the non-trivial consequence that first moments of k-tuples also equals one. (Note that (1.14) can be viewed as a first moment of k-tuples when o " H.)
Our approach originates with techniques developed in [19, 20] , and further refined in [9, 21] . Loosely speaking, the singular series S h is expanded into local factors of the form 1`ǫ h ppq, and thus
where ǫ h p1q " 1 and ǫ h pdq . . "
and the main term is given by d " 1. For d large, |ǫ h pdq| can be shown to be small on average. For d small, we use that ǫ h pdq (approximately) only depends on h mod d, together with complete cancellation when summing over the full set of residues modulo d, i.e., ř h mod d ǫ h pdq " 0. This follows, via the Chinese remainder theorem, from local cancellations ř h mod p ǫ h ppq " 0, which in turn can be deduced from the following easily verifiable identity: given any subset X p Ď Z{pZ, we have (cf. Lemma 6.3 (b) and its proof for more details):
However, unlike the setup in [9, 19, 21] , where the local error terms ǫ h ppq are determined by h mod p, in the current setting the image of h mod p α , for any fixed α, is not sufficient to determine ǫ h ppq. On the other hand, the function h Ñ ǫ h ppq has nice p-adic regularity properties, allowing us to approximate ǫ h ppq by truncations ǫ h pp α q such that ǫ h pp α q only depends on h mod p α , and ǫ h ppq´ǫ h pp α q ! 1{p α´1 for all h. Apart from making the arguments more complicated, we also get a weaker error term: if ǫ h ppq only depended on h mod p, we would get a relative error of size y´1`o p1q , rather than y´2 {3`op1q . We also note that David, Koukoulopoulos and Smith [6] , in studying statistics of elliptic curves, have developed quite general methods for finding asymptotics of weighted sums ř h w h S h , provided that the local factors have p-adic regularity properties similar to the ones above. In fact, Proposition 1.3, though with a weaker error term, can be deduced from [6, Theorem 4.2] .
We finally remark that the corresponding question in the function field setting is better understood -Bary-Soroker and Fehm [1] recently showed that the sums of squares analog of the k-tuple conjecture holds in the large q-limit for the function field setting (e.g., replacing Z by F q rT s and Zris by F q r ?´T s). It is possible to show that S h ą 0 for any set h containing at most three integers. The question of whether, for any h 1 , h 2 , h 3 P Z, we have n`th 1 , h 2 , h 3 u Ď E for infinitely many n, was apparently raised by Littlewood: Hooley [13] showed, using the theory of ternary quadratic forms, that Conjecture 2.1 indeed holds for k ď 3. The conjecture remains open for k ě 4.
2.1.
For fixed k ě 1 and h " th 1 , . . . , h k u with # h " k, the upper bound
can be deduced from Selberg's sieve (see [27] ), which is of the correct order of magnitude, according to Conjecture 1.1. The special case h " t0, 1u is due to Rieger [25] ; the special case h " t0, 1, 2u is due to Cochrane and Dressler [4] ; the general case is due to Nowak [24] . Lower bounds are more subtle. For k " 2, Hooley [14] and Indlekofer [15] showed that, for any nonzero integer h,
p˙, but we are not aware of any such bounds for k ě 3.
We remark that Iwaniec deduced the asymptotic ř nďx 1 E pnq1 E pn`1q " 3x{p8 log xq, as x Ñ 8, from an analog of the Elliott-Halberstam conjecture for sums of two squares (cf. [16, Corollary 2, (2. 3)]). However, note that the leading term constant 3{8 disagrees with the one due to Connors and Keating [5] , namely 1{2. (We also obtain the constant 1{2; see Figure 2 below for a numerical comparison.) 2.2. Numerical evidence. Using Propositions 5.2 (b), (c) and 5.3 (b) , (c), we can give S h explicitly, as in the following examples. Let us first record that the constant C in (1.5) is the Landau-Ramanujan constant, given by
It is straightforward to verify that
If (1.8) holds with h " t0, 1u then, by (1.5) and (2.2),
The agreement with numerics is quite good (to within 1%). 
Observed data vs prediction for h " t0, 1u.
As the simplest example with k " 3, we verify that
as x Ñ 8. Here, the agreement between numerics and model is only to within 10%. 
Observed data vs prediction for h " t0, 1, 2u.
N
We define the set of natural numbers as N . . " t1, 2, . . .u. The letter p stands for a prime, n for an integer. We let ` stand for a generic element of E, possibly a different element each time. Thus, for instance, a`h " ` mod p α denotes that a`h " E mod p α for some E P E. We view k as a fixed natural number, and h as a nonempty, finite set of integers, with # h " k unless otherwise indicated. We let n`h . . " tn`h : h P hu. For n P N, ωpnq denotes the number of distinct prime divisors of n, ν p pnq the p-adic valuation of n. (We also define ν p p0q . . " 8.) That ν p pnq " α may also be denoted by p α || n. The radical of n is radpnq . . " ś p|n p, not to be confused with the squarefree part of n, viz. sfpnq . . " ś p||n p. By the least residue of an integer a modulo n we mean the integer r such that a " r mod n and 0 ď r ă n. When written in an exponent, α mod 2 is to be interpreted as the least residue of α modulo 2: for instance,
We view x as a real parameter tending to infinity. Expressions of the form A " B denote that A{B Ñ 1 as x Ñ 8. We also view y as real parameter tending to infinity, typically in such a way that y " x{Npxq. We may assume that x and y are sufficiently large in terms of any fixed quantity. Expressions of the form A " OpBq, A ! B and B " A all denote that |A| ď c|B|, where c is some positive constant, throughout the domain of the quantity A. The constant c is to be regarded as independent of any parameter unless indicated otherwise by subscripts, as in A " O k pBq (c depends on k only), A ! k,λ B (c depends on k and λ only), etc. By op1q we mean a quantity that tends to zero as y Ñ 8.
Given ι " pi 1 , . . . , i r q P N r such that i 1`¨¨¨`ir " k, and λ " pλ 1 , . . . , λ r q P R r , let
where for j " 1 we let
In the case where r " 1 and λ " pλq,
2)
The following proof shows that Theorem 1.2 (a) and (b) hold under slightly weaker hypotheses than the ones stated: for (a), it is enough to assume that Hypothesis (k, Θ ι, λ , H), where ι " pi 1 , . . . , i r q and λ " pλ 1 , . . . , λ r q, holds for all k ě r, and all ι P N r satisfying i 1`¨¨¨`ir " k; for (b), it is enough to assume that Hypothesis (k, Θ k,λ , H) holds for all k ě 1.
Deduction of Theorem 1.2. As this argument has appeared many times in the literature, we merely give an outline of it and provide references. (a) To ease notation, we let ι " pi 1 , . . . , i r q, h " ph 1 , . . . , h k q, h " th 1 , . . . , h k u, and
Let ℓ ě 0 be an integer, arbitrarily large but fixed. An inclusion-exclusion argument (see [11] 
the sums over i 1`¨¨¨`ir " k, here and below, being over all ι P N r for which i 1`¨¨¨`ir " k. We make the substitution (1.9), with t0u Y h and k`1 in place of h and k; we apply Hypothesis (k, Θ ι, λ , t0u) for all k and ι satisfying r ď k ď r`2ℓ`1 and i 1`¨¨¨`ir " k; we use Proposition 1.3, and our assumption that yR 1 pxq " 1, i.e. y " x{Npxq, as x Ñ 8. Thus, we deduce from (4.3) that
Since volpΘ ι, λ q " λ i 1 1¨¨¨λ ir r {pi 1 !¨¨¨i r !q, the sums on the left and right of (4.4) and (4.5) are truncations of the Taylor series for p1´e´λ 1 q¨¨¨p1´e´λ r q. We have chosen ℓ arbitrarily large, so we may conclude that (1.12) holds, provided Hypothesis (k, Θ ι, λ , t0u) does whenever k ě r and i 1`¨¨¨`ir " k.
(b) We use an argument of Gallagher [7] , who proved an analogous result for primes. Let ℓ ě 1 be an integer, arbitrarily large but fixed. We have
where ̺pℓ, kq denotes the number of maps from t1, . . . , ℓu onto t1, . . . , ku. Thus,
with h " th 1 , . . . , h k u in the last summand. To sum over 0 ă h 1 ă¨¨¨ă h k ď λy is to sum over
Applying Proposition 1.3 (noting that volpΘ k,λ q " λ k {k!), and our assumption that yR 1 pxq " 1, i.e. y " x{Npxq, as x Ñ 8, we see that if Hypothesis (k, Θ k,λ , H) holds for 1 ď k ď ℓ, then
Gallagher's calculation in [7, Section 3] shows that ř ℓ k"1 ̺pℓ, kqλ k {k! is the ℓth moment of the Poisson distribution with parameter λ, and that the corresponding moment generating function is entire. Since a Poisson distribution is determined by its moments, it follows (see [3, Section 30] ) that for any given m ě 0, (1.13) holds as x Ñ 8, provided Hypothesis (k, Θ k,λ , H) holds for all k ě 1.
P
A positive integer n is a sum of two squares if and only if n " 2 
Further, as S p " Z for primes p " 1 mod 4, we may write E " X pı1 mod 4 S p .
Proposition 5.1. Let n P Z. We have n P S 2 if and only if either n " 0 or n " 2 β m for some β ě 0 and m " 1 mod 4. For p " 3 mod 4, we have n P S p if and only if either n " 0 or n " p 2β m for some β ě 0 and m ı 0 mod p. For p " 1 mod 4, we have S p " Z.
Let us introduce some notation in order to state further results. Given a nonempty, finite set h Ď Z, let
Note that if p ď k´1, where k " # h, then two elements of h occupy the same congruence class modulo p, so p | detphq. In other words, if p ∤ detphq then 
Recall from ( 1.6 ) that δ h ppq . . " lim αÑ8 # S h pp α q{p α , where
We have introduced T h pp α q because it is more convenient than S h pp α q to work with. It is not difficult to see that, for p ı 1 mod 4, 0 ď # S h pp α q´#T h pp α q ď 1 once α is sufficiently large. (One may verify Proposition 5.1 by showing that n " ` mod 2 α if and only if n " 2 β m mod 2 α for some β ě 0 and odd m, and, for p " 3 mod 4, that n " ` mod p α if and only if n " p 2β m mod p α for some β ě 0 and m ı 0 mod p.) Thus, the limit δ h ppq exists if and only if lim αÑ8 # T h pp α q{p α exists, in which case the two are equal. In the next two propositions, and throughout, we allow for the possibility that k " 1. In case h " th 1 u, we define max i‰j ν p ph i´hj q to be zero (and detphq . . " 1).
(a) The limits δ h p2q (see (1.6) ) and lim αÑ8 # T h p2 α`1 q{2 α`1 exist, and are equal:
Moreover, for all α ě 1, we havěˇˇˇ#
(5.6) (b) For any α ě 2`max i‰j ν 2 ph i´hj q, we have
the right-hand side being constant for α in this range.
As a special case, we record here that δ t0u p2q " 1{2.
Proof. In essence, we use a Hensel-type argument: for α ě 1, the condition that n " ` mod 2 α can be lifted to n " ` mod 2 α`1 , unless n " 2 α m for some m " 3 mod 4.
(a) As already noted, to show that δ h p2q and the right-hand side of (5.5) exist and are equal, it suffices to show that the right-hand side exists. Let 
where
is the set of elements b of T h p2 α`2 q for which ν 2 pb`h j q " α for some h j P h. Any element of U h p2 α`2 q is a least residue of˘2 α´h j for some h j P h, of which there are at most 2k. We see that
Consequently, for any β with β ě α, we have
It follows that the limit on the right-hand side of (5.5) exists, and that (5.6) holds for all α ě 1.
(b) Assume that α ě 2`max i‰j ν 2 ph i´hj q. Suppose that, for some j, there exists q such that b`h j " 2 α p1`2qq. We have b`h j P S 2 if and only if 2 | q, equivalently, b`h j " 2 α mod 2 α`2 . For i ‰ j we may write h i´hj " 2 β ij m ij with β ij ď α´2 and m ij "˘1 mod 4. Thus,
is in S 2 if and only if m ij " 1 mod 4, equivalently, h i´hj P S 2 . By definition of h 2 , this holds for each i ‰ j if and only if h j P h 2 . We have shown that b P T h p2 α`2 q and ν 2 pb`h j q " α for some h j P h if and only if h 2 is nonempty, h j is the (necessarily unique) element of h 2 , and b`h j " 2 α mod 2 α`2 . Thus,
and
(c) Suppose 2 ∤ detphq. If k " 1, i.e. if h " th 1 u, then the elements of T h p8q are precisely the least residues of 1´h 1 , 2´h 1 and 5´h 1 modulo 8. Also, h 2 " h.
If k " 2, i.e. if h " th 1 , h 2 u, then either h 2´h1 " 1 mod 4 or h 1´h2 " 1 mod 4. Without loss of generality, suppose h 2´h1 " 1 mod 4. Then the sole element of T h p8q is the least residue of h 2´2 h 1 modulo 8. Also, h 2 " th 1 u. Therefore, by (b), δ h p2q " p1{2q k .
For the next proposition, recall that α mod 2, when written in an exponent, denotes the least residue of α modulo 2. For instance, p α mod 2 " 1 if α is even.
Proposition 5.3.
Let h " th 1 , . . . , h k u be a set of k ě 1 distinct integers, and let p be a prime with p " 3 mod 4.
(a) The limits δ h ppq (see (1.6) ) and lim αÑ8 # T h pp α q{p α exist, and are equal:
( 5.9) (b) For any α ě 1`max i‰j ν p ph i´hj q, we have with equality attained if p ∤ detphq (in which case k ď p). As a special case, we record here that δ t0u ppq " p1`1{pq´1. 
We have shown that we have a partition
is the set of elements b of T h pp α`1 q for which ν p pb`h j q " α for some h j P h. Plainly, U h pp α`1 q is empty if α is odd. (If b`h Ď S p then, by Proposition 5.1, ν p pb`h j q is even and hence not equal to any odd α.) Also, any element of U h pp α`1 q is a least residue of p α q´h j mod p α`1 , for some 0 ă q ă p and h j P h, of which there are at most pp´1qk. We see that 12) and that 13) with equality on the left if α is odd. Consequently, for any β with β ě α, we have
Since this last sum is equal to 1{p1´1{p 2 q if α is even, and to 1{ppp1´1{p 2if α is odd, we have
It follows that the limit on the right-hand side of (5.8) exists, and that (5.9) holds for all α ě 1.
(b) Let 0 ď b ă p α`1 , and assume now that α ě 1`max i‰j ν p ph i´hj q. Suppose that, for some j, we have b`h j " p α m j for some m j ı 0 mod p. We have b`h j P S p if and only if α is even. Let i ‰ j. We may write h i´hj " p β ij m ij with β ij ď α´1 and m ij ı 0 mod p. Thus, b`h i " p β ij pm ij`p α´β ij m j q is in S p if and only if β ij is even, equivalently, h i´hj P S p . By definition of h p , this holds for each i ‰ j if and only if h j P h p . In that case, for 0 ď q 1 ă p with
then α is even and h p ‰ H; and if b P U h pp α`1 q, then the h j for which ν p pb`h j q " α is uniquely determined by b and must lie in h p . If α is even, then, writing h j " p α q j`rj , with 0 ď r j ă p α , we see that
(c) Note that T h ppq " t0 ď a ă p : @i, a ı´h i mod pu, so # T h ppq " p´κ where κ is the number of distinct congruence classes in th i mod p : h i P hu. Thus, κ " k if and only if p ∤ detphq. First, consider the case p | detphq, i.e. κ ď k´1. As δ h ppq ě 0, (5.11) is trivial for p ď k´1, so let us assume that k ď p. The relation (5.12) 
and hence
The right-hand side of (5.11) is equal to 1´k{pp`1q when mintk´1, pu " k´1, as we are currently assuming. Next, consider the case p ∤ detphq, i.e. κ " k. In this case, we have # h " # h p " k and, by (5.10),
which is equal to the right-hand side of (5.11) (since p ě κ " k).
Notice that, for all p ı 1 mod 4, we have 0 ď δ h ppq ď 1, by definition. By the following proposition, the nonvanishing of its singular series S h . . " ś pı1 mod 4 δ t0u ppq´kδ h ppq, is equivalent to δ h ppq ą 0 for all p.
Proposition 5. 4 . Let h " th 1 , . . . , h k u be a set of k ě 1 distinct integers. We have 14) and the product converges. Consequently, Thus, δ t0u ppq´kδ h ppq " 1`O k p1{p 2 q, and consequently the product in (5.14) converges.
More precisely, from (5.16) we have, on the one hand,
with equality attained if k " 1, which gives the upper bound in (5.14), and also the lower bound for k " 1. On the other hand we have
For k " 2 we see that the product in (5.14) is at least ś p"3 mod 4 p1´1{p 2 q, which is equal to 1{p2C 2 q " 0.856108 . . . (with C being the Landau-Ramanujan constant; see (1.5)), and is greater than e´1. For k ě 3 we apply the basic inequality logp1´xq ě´x{p1´xq (0 ď x ă 1) to the above, obtaining log δ t0u ppq´kδ h ppq ě´p
(since k ď p). Noting that´ř p∤detphq 1{p 2 ě´ř něk 1{n 2 ě´1{pk´1q 2 , and that´p1´pk´1q 2 {k 2 q´1 "´k 2 {p2k´1q ą´pk´1q, then exponentiating, we see that product in (5.14) is greater than e´p k´1q . The inequalities in (5.15) follow upon recalling that δ t0u ppq " p1`1{pq k for p " 3 mod 4 (see Proposition 5.3 (c)), and again that δ t0u p2q´kδ h p2q " 1 if 2 ∤ detphq (see Proposition 5.2 (c)). 6 . P P .
We will make use of the following elementary bounds. Recall that, for n P N,
ś p|n p, and sfpnq . . "
Lemma 6.1. Let
Fix any number A ě 1. For y ě 1 and integers D ě 1, we have
Op1{ log log 3yq 
8) because 1`1{p ă e 1{p and ř pďy 1{p " log log 3y`Op1q Mertens' theorem. Now,
the inner sum being Opn 1 {yq for n 1 ď y and Op1q for n 1 ą y. Thus,
If A ď 2 then this last sum is Op1{yq; otherwise, repeating the argument as many times as necessary gives
It follows that, for any integer d ě 1,
For any integer D ě 1, we trivially have pD, nq ď ř d|D, d|n d, and hence
Since ř d|D, squarefree A ωpdq " p1`Aq ωpDq and plog 3yq A´1 ! A y Op1{ log log 3yq , this gives (6.4). The bound (6.5) follows from (6.8) and pD, nq ď ř d|D, d|n d. For (6.6), we use the following ancillary bound. We have
Op1{ log log 3yq y , (6.9)
uniformly for integers squarefree integers m ě 1. To establish (6.9), we use an estimate involving smooth numbers: for y ě z ě 2, let Ψpy, zq . . " #tn ď y : p | n ñ p ď zu denote the number of z-smooth positive integers n ď y. The following can be found in [8, (1.19) ]: for y ě z ě 2, log Ψpy, zq "ˆl og y log z˙gˆz log y˙ˆ1`Oˆ1 log z`1 log log x˙˙, (6.10) where gpwq " logp1`wq`w logp1`1{wq ď w`1 (w ą 0). Noting that
we see that
If m ą y 2 then ř nąy, radpnq"m 1{n " ř nąy 2 , radpnq"m 1{n, and we are done. Let us assume, then, that y 2 ě m. Let ℓ 1 , . . . , ℓ r denote the prime divisors of m, and let p 1 " 2 ă p 2 " 3 ă¨¨¨ă p r denote the r smallest primes. Note that #tpα 1 , . . . , α r q P N r : ℓ
αr r ď y 2 u, i.e. note that #tn ď y 2 : radpnq " mu ď #tn ď y 2 : radpnq " p 1¨¨¨pr u. Since y 2 ě m ě p 1¨¨¨pr , we have 4 log y 2 ě 4 log m ě 4 logpp 1¨¨¨pr q ą p r by one of Chebyshev's bounds for primes, so if radpnq " p 1¨¨¨pr , then n is y-smooth, where y " 4 log y 2 . Therefore,
Op1{ log log 3yq y , (6.12) where the last bound follows, upon exponentiating, from (6.10). Combining (6.11) and (6.12) gives (6.9).
The left-hand side of ( 6.6 
1.
An argument similar to the one leading up to (6.12) shows that, uniformly for a ď y 1{3 , we have ř b 2 ďy, radpbq"a 1 ! y Op1{ log log 3yq , and
by (6.5) . Combining gives (6.7).
To prove Proposition 1.3, we express S h as a series. To this end, let us introduce some notation and establish some basic inequalities. Let a nonempty, finite set h Ď Z be given, and let
α q is defined (and nonempty when h " t0u) for α ě 2, and for p " 3 mod 4, T h pp α q is defined (and nonempty when h " t0u) for α ě 1. Let us set T h p1q . . " t1u and T h p2q . . " t1, 2u for completeness. For p ı 1 mod 4 and α ě 1, we may then define (6.13) Note that ǫ h p2 2 q " 0 by definition. 
For p " 3 mod 4 and β ě 1, we have
Proof. (a) Let p " 3 mod 4 and let α ě 1. As can be seen from Proposition 5.3, (5.10) and part (c), we have
For even α we therefore have
and as we noted following (5.12) and (5.13), # T h pp α q{p α´# T h pp α´1 q{p α´1 " 0. (b) Consider p " 3 mod 4 (the case p " 2 is similar). Let α ě 1. Define η h pp α q and κ h ppq as the numbers given by the relations
Note that by Proposition 5.3, (5.9) and part (c), |η h pp α q| ă k{p α`pα mod 2q and κ h ppq ď mintk´1, pu, with κ h ppq " k´1 if p ∤ detphq. Also, κ h ppq ě´1 (because δ h ppq ď 1). Since α`pα mod 2q ě 2, we have
In the special case h " t0u we can take κ h ppq " 0. We therefore havê
(d) Consider p " 3 mod 4 (the case p " 2 is similar). Let β ě 1. We have
because ǫ h pp α q " 0 for α even (by (a)), and the middle sum telescopes. Now, Proposition 5.3 (c) gives δ t0u ppq´k " p1`1{pq k , and by definition of η h pp 2β q (see (6.19) ), δ h ppq "`#T h pp 2β q{p 2β˘´η h pp 2β q. With these substitutions, and (6.18), we verify that For n P N such that p | n implies p ı 1 mod 4, we extend (6.13) by defining
For such n, Lemma 6.2 (b) and (c) give 20) provided A k is sufficiently large in terms of k. Since ǫ h p2q " 0 by definition, and by Lemma 6.2 (a), ǫ h pnq " 0 if either ν 2 pnq " 1 or ν p pnq is even (and nonzero) for some p " 3 mod 4. Letting N 1 . . " tn P N : p | n ñ p ı 1 mod 4u, where N is as in (6.1), we define
and ǫ h pnq " 0 unless n P D. By definition (1.7) and Lemma 6.2 (d), where h " th 1 , . . . , h k u in the summand.
Proof. Let y ě 1. Let us first show that, for any squarefree integer c ě 1,
(6.25)
. . , h k be pairwise distinct integers and suppose that c divides ś 0ďiăjďk ph i´hj q. Then, since c is squarefree, there exist pairwise coprime positive integers c ij such that c " ś 0ďiăjďk c ij and
where on the right-hand side, the outermost sum is over all decompositions of c as a product of`k`1 2˘p ositive integers, and I By . . " p0, Bys. Consider the decomposition c " c 01¨¨¨cpk´1qk . Let us define c j . . " ś j´1 i"0 c ij for j " 1, . . . , k. Notice that c " ś k j"1 c j . By the Chinese remainder theorem, the condition on h k in the innermost sum above is equivalent to h k being in some congruence class modulo c k , uniquely determined by h 0 , h 1 , . . . , h k´1 . The sum is therefore equal to By{c k`O p1q. Iterating this argument k times we see that the inner sum over h 1 , . . . , h k is equal to
The bound (6.25) follows by combining and noting that, since c is squarefree, the number of ways of writing c as a product of`k`1 2˘p ositive integers is`k` Proof of Proposition 1.3 . Fix an integer k ě 1 and a bounded convex set C Ď ∆ k , where ∆ k . . " tpx 1 , . . . , x k q P R k : 0 ă x 1 ă¨¨¨ă x k u (see (1.10)). Set o . . " H or set o . . " t0u. Let y ě 1. To ease notation throughout, let H . . " yC X Z k , h " ph 1 , . . . , h k q, and h " th 1 , . . . , h k u. Note that 0 ă h 1 ă¨¨¨ă h k ! C y for h P H. Also, let A k stand for a sufficiently large number depending on k, which may be a different number at each occurrence.
In view of (6. 
