We derive both upper and lower bounds on the decoding error probability of ML decoded LDPC codes. The results hold for any binary-input symmetric-output channel. Our results indicate that for various appropriately chosen ensembles of LDPC codes, reliable communication is possible up to channel capacity. However, the ensemble averaged decoding error probability decreases polynomially, and not exponentially. The lower and upper bounds coincide asymptotically, thus showing the tightness of the bounds. However, for ensembles with suitably chosen parameters, the error probability of almost all codes is exponentially decreasing, with an error exponent that can be set arbitrarily close to the standard random coding exponent.
I Introduction
Low density parity check (LDPC) codes have attracted a great deal of interest recently. LDPC codes were originally suggested by Gallager [3] in 1963. However, they became popular only after the introduction of turbo-codes [1] .
There are two types of results regarding the performance of LDPC codes. The first concerns the properties of these codes under the assumption of optimal (Maximum Likelihood, ML) decoding [3] , [7] , [10] . The second relates to the properties of practical iterative decoding algorithms for these codes [3] , [13] , [12] , [6] , [9] .
In this paper we consider the first problem. Analysis of the code under the assumption of ML decoding is important from several aspects. The analysis of optimal decoding sets upper limits on the performance of any decoding algorithm. Hence the performance of optimal (ML) decoding may be compared to the performance of the practical iterative decoding algorithms, thus making it possible to assess the gap between the two. Optimal decoding analysis is also expected to improve our intuition and understanding regarding the code and the setting of its parameters.
In [3] [Theorem 2.4] Gallager obtained an upper bound on the probability that the minimum distance, d min , of a code in the ensemble is smaller then some value, x (Pr(d min < x)). For small values of x this bound is dominated by a polynomial N 2−j (where j is a parameter of the ensemble and N is the block length). Motivated by this result, Gallager then proceeded to eliminate possible bad codes by expurgation, considering only this enhanced ensemble for decoding error calculation. In this paper we consider two other ensembles and give conditions under which the decoding error probability of the unexpurgated ensembles is proportional to N 2−j , by showing that an upper bound on the decoding error probability asymptotically coincides with a lower bound. This result is then contrasted with a third ensemble, for which the asymptotic averaged probability of error is one. The results hold for any binary-input symmetric-output channel. To derive our upper bounds we prove a new upper bound on the probability of error of an ensemble of codes in terms of the average spectrum of the ensemble. We then apply this bound to the two ensembles. The first ensemble was proposed by MacKay [7] . The second ensemble is based on bipartite regular graphs, and was used by several researchers, e.g. [9] , [12] . We conclude that for appropriately chosen LDPC ensembles, reliable communication is possible up to channel capacity. However, the ensemble averaged decoding error probability decreases polynomially, and not exponentially. For the expurgated ensembles, when the ensemble parameters are suitably chosen, the error exponent can be set arbitrarily close to the standard random coding exponent.
For certain ensemble parameters Gallager's bound on the expurgated ensemble is tighter while for others our bound is better. To obtain our results we derive bounds on the average spectra of various ensembles. Recently, Litsyn and Shevelev [5] derived the exact asymptotic spectra for these and other ensembles.
The paper is organized as follows. In Section II we derive a general upper bound on the probability of decoding error of an ensemble of linear codes, formulated in terms of the average spectrum of the ensemble. In Section III we use this result to derive upper bounds on the probability of error of two LDPC ensembles. In Section IV we derive lower bounds for these ensembles.
In Section V we consider the expurgated ensembles and compare our bound to Gallager's bound. Section VI concludes the paper.
II An upper bound on the decoding error probability
Consider a discrete memoryless channel (DMC) which is characterized by the probability distribution function P (y|x). Here x ∈ X is the input to the channel, and y ∈ Y is the output of the channel. We assume a binary-input symmetric-output channel. Thus X = {0, 1}, and without loss of generality we assume that Y ⊆ R such that P (y|0) = P (−y|1) for any y ∈ Y.
P N (y|x) is the probability distribution function for sequences of length N . Since the channel is memoryless, we have
P (y n |x n ).
(
In fact all our results hold also for the continuous output case. In that case P (y|0) = P (−y|1)
is a probability density function and y (·) → y (·)dy everywhere. However for convenience we formulate the results for the discrete output case.
Let C denote an ensemble of parity check codes, each represented by its parity check matrix, log ≡ log 2 and ln ≡ log e ). Note that R ≥ R. The last inequality accounts for possible redundancy in the constraints defined by the parity check matrix. Given some ensemble C of codes, we define the average weight distribution (average number of words of weight l, or average spectrum) by
where Pr(C) is the probability of the code C in the ensemble, and
is the number of words of weight l in code C. Finally, w(x) denotes the weight of the binary vector x and d(x, y) is the Hamming distance between the binary vectors x and y.
In Appendix A we prove the following theorem. 
where
and where E r (·) is the random coding exponent:
) is some binary probability distribution).
Notes: Our bound (2) is comprised of two parts. The first is a union bound that utilizes the Bhattacharyya distance. Typically U is chosen as {1, 2, . . . , Γ} such that the set of codewords {x|w(x) ∈ U } constitutes a Hamming sphere. The second part is obtained by applying the method recently proposed by [11] . Essentially, this method enlarges the given ensemble to a bigger one by using a randomization technique. The new ensemble has the same probability of error as the original one. However the probability of error of the new ensemble can be bounded using a derivation which is similar to that used by Gallager [4] for deriving the random coding exponent.
Note that the bound proposed by Poltyrev [8] is also comprised of two parts, where the first corresponds to a Hamming sphere in the noise space. Sason and Shamai [10] applied Poltyrev's bound to LDPC codes in order to obtain improved bounds on the probability of decoding error.
However, they did not obtain explicit properties for LDPC codes, such as the dependence of the probability of error on the block length, or the maximal rate for which reliable communication is possible.
Finally note that the second part of (2) approaches 2 −N Er(R) provided that the average spectrum S l of the ensemble approaches the average spectrum of the random code used by Gallager [4] in his proof, for l ∈ U c (more precisely, the ratio of these spectra is required to approach one uniformly in that range).
III Upper bounds for low density parity check codes
We now focus on ensembles of low density parity check (LDPC) codes. A sequence of LDPC ensembles, {C n } n=1,2,... , with block length N = n and rate R has the property that each code in C n has a parity check matrix such that the expected weight of each column and each row is bounded by two constants independent of n.
We consider two LDPC ensembles. In the first ensemble, the columns of the parity check matrix are independent, identically distributed. This ensemble was suggested by MacKay [7] .
The second ensemble is based on bipartite regular graphs and was used e.g. by [9] , [12] .
III.1 Independent matrix columns
In this section we consider the ensemble of parity check matrices A L×N defined by applying the following procedure to each column of A. First set the entire column to 0's. Then, repeat the following procedure t times. Draw an index uniformly and independently from {1, 2, ..., L} and flip the corresponding bit. That is, if an index is chosen an odd number of times then the corresponding element will be one at the end of the procedure. Otherwise the element will be zero.
Note that the resulting column weight is even if t is even and odd otherwise. In the following,
h(x) and h 2 (x) are the entropy functions
The notation a N = O(N ) implies that there exists some
Due to the correspondence between codes and their respective parity-check matrices, we use the term "an ensemble of parity check matrices" interchangeably with the ensemble of codes corresponding to these matrices.
Theorem 2 Consider the ensemble of binary parity check matrices A L×N described above. Let P e be the ensemble averaged probability of decoding error. Let
If there exists 0 < γ < 1/2 such that
and
then
The channel parameter D is defined in Theorem 1 and C is the channel capacity. Furthermore, (6) and (7) are satisfied whenever one of the following is satisfied:
1. Given R < C, t is sufficiently large.
2. Given t ≥ 3 and R < 1, D > 0 is sufficiently small.
Note that the average spectrum of the ensemble is related to the probability that a certain length N sequence of weight l is a codeword, as follows:
To prove the theorem we use the following lemma, which provides upper bounds to the average spectrum of the code ensemble.
Lemma 1 If lt is odd then:
If lt is even, the following two upper bounds hold:
The proof of Lemma 1 is provided in Appendix B and the proof of Theorem 2 is provided in Appendix C.
Recall that the rate of the code, R , satisfies R ≥ R. Hence the theorem asserts that for t sufficiently large, reliable communication is possible up to channel capacity. In the terminology used in [7] , whenever t is sufficiently large the ensemble is "very good". The ensemble averaged probability of decoding error decreases at least polynomially in N . The theorem also asserts (item 2) that the ensemble is "good" for any t ≥ 3. This means that for any t ≥ 3 and R < 1, there are codes (with parameter t, and rate R) that achieve reliable communication, provided that D > 0 is small enough.
MacKay [7] considered the BSC case and showed that this ensemble is "good" for t ≥ 3
and "very good" for t sufficiently large. Theorem 2 generalizes this result to any binary-input symmetric-output channel. In addition to that Theorem 2 provides a polynomial upper bound on the probability of decoding error. Note that in this way multiple arcs may link a pair of vertices.
III.2 Codes derived from bipartite regular graphs

Theorem 3
Consider the ensemble of binary parity check matrices A L×N described above. Let P e be the ensemble averaged probability of decoding error. Let c and d be integers such that
then: 
Given c and d (3 ≤ c < d), D > 0 is sufficiently small.
Lemma 2 Let A be a parity-check matrix drawn from an ensemble of c − d regular graphs (with the mapping from bipartite graph to parity-check matrix as defined above). Then the following upper bounds hold: If lc is odd:
If lc is even:
The proof of Lemma 2 is provided in Appendix D and the proof of Theorem 3 is provided in Appendix E.
As was noted in Section III.1, whenever c is sufficiently large the ensemble is "very good".
The Theorem also asserts (item 2) that the ensemble is "good" for any c ≥ 3.
IV A lower bound on the decoding error probability
In this section we develop lower bounds to the ensemble averaged decoding error probability of LDPC codes. The results of this section apply to any binary-input channel, not necessarily a symmetric-output one. Denote by the probability of error in ML decoding of a single bit transmitted through this channel (i.e., P e for N = 1) assuming a uniform a-priori probability,
That is, is the probability of error when having to make a hard decision about a single bit. Using the notation of Theorem 1,
We term this parameter the crossover probability of the channel. In the special case of a binary symmetric channel (BSC), this definition coincides with the standard crossover probability.
IV.1 Independent matrix elements
In this section we consider an ensemble of LDPC matrices A L×N in which the elements A i,j are i.i.d. with Pr(A i,j = 1) = t/L, i.e., the expected weight of each column is t. We shall see that in this case the probability of decoding error, P e , cannot be made arbitrarily small as N → ∞, regardless of the rate. In fact, it tends to 1.
Since the probability of a 1 in each matrix element is t/L, the probability that a specific
Thus for any δ > 0, the probability that a specific column is all 0's is greater than (e −t − δ) for L large enough. Now consider a transmitted bit x i that corresponds to an all zero i-th column of A. In that case y i is a sufficient statistic for decoding x i . In fact, x i is decoded as 0 or 1, depending on whether P (y i |0) or P (y i |1) is larger. Thus x i is decoded with error with probability .
Combining the two preceding arguments we get that for each x i the probability of error is at least (e −t − δ) for N large enough, regardless of the value of the rate, R. Moreover, because the above described events are independent for different values of i, the probability that all N x i 's are correctly decoded is not greater than [ 
IV.2 Independent matrix columns
In Appendix F we prove the following theorem.
Theorem 4 Consider the ensemble of binary parity check matrices A L×N described in Theorem 2,
with t ≥ 3, over a memoryless binary-input channel with crossover probability . Denote the ensemble averaged maximum likelihood decoding error probability by P e . Then
Combining Theorems 2 and 4 yields, Corollary 1 Consider the ensemble of binary parity check matrices A L×N described in Theorem 2, over a memoryless binary-input symmetric-output channel. Suppose further that (6) and (7) are satisfied. Denote the ensemble averaged maximum likelihood decoding error probability by
Perhaps the most striking feature of the corollary is that the right hand side of (23) is independent of both R and C. This behavior stands in contrast to the various bounds on the probability of error when using random coding, where the bound is monotonically increasing with increasing R or decreasing C.
By Theorem 2, (6) and (7) hold when either R < C and t is large enough, or when for given t, D > 0 is small enough.
IV.3 Codes derived from bipartite regular graphs
In this section we derive a lower bound P e for the ensemble of Section III.2. The results are very similar to the results of the preceding section.
Theorem 5 Consider the ensemble of binary parity check matrices A L×N described in Theorem 3,
with c ≥ 3, over a memoryless binary-input channel with crossover probability . Denote the ensemble averaged maximum likelihood decoding error probability by P e . Then
The proof is provided in Appendix G.
As in the previous section, Theorems 3 and 5 yield the following corollary: 
The discussion after Corollary 1 applies here as well.
V Expurgated ensembles
Gallager [3] expurgated the ensemble by throwing away all codes that have a small enough relative minimum distance. We follow the same expurgation technique and show that as a result of the expurgation, the behavior of the averaged decoding error probability changes from polynomial to exponential. Thus, the original ensemble averaged error probability is dominated by a polynomially small fraction of bad codes. In fact, it turns out that when the ensemble parameter t (c and d) is sufficiently large, the error exponent of the expurgated ensemble gets arbitrarily close to the random-coding exponent.
V.1 Independent matrix columns
We begin by investigating the distribution of d min -the minimal weight of a non-zero codeword.
Let 0 < β < γ < 1/2 and Γ = γN as in Theorem 2. Then, using a union bound we have: 
Thus by the same arguments used in the proof of Theorem 2 (setting σ
3 , where σ x 3 is bounded by the right hand side of (52)),
In particular, if (7) holds then P x e decreases exponentially. Furthermore, as t, N → ∞, the right hand side of (26) approaches E r (R). Denote the LDPC ensemble by C and the expurgated ensemble by C x . Let C 0 be some code drawn at random from C. Further denote the probability of error of C 0 by P 0 e . Now, for any E we have
Next we consider the case where E < E r (R + G(R, γt)) and show that if (6) is satisfied for D = 1 then both terms on the right hand side of (27) go to zero as N → ∞. The second term satisfies this property by (25) and the discussion that follows. We bound the first term as follows. For N sufficiently large,
The first inequality follows from (26), and the constraint we set on E. The last inequality follows by the Markov inequality.
We summarize our results by the following theorem.
Theorem 6 Let P 0 e denote the probability of decoding error of a code which is randomly chosen from the LDPC ensemble described in Section III.1. If t ≥ 3, and in addition (6) holds for D = 1,
In particular, if (7) holds then
as t → ∞, (28) holds for any
E < E r (R).
V.2 Codes derived from bipartite regular graphs
The derivations for this ensemble are completely analogous to those of the previous section. In this case we have:
Theorem 7 Let P 0 e denote the probability of decoding error of a code which is randomly chosen from the LDPC ensemble described in Section III. 2 
. If c ≥ 3, and in addition (16) holds for
In particular, if (17) holds then
29) holds for any E < E r (R).
V.3 A comparison with Gallager's bound
In this section we compare the bounds on the threshold parameter of the channel, below which reliable communication is guaranteed, when using Theorem 1 to the bounds obtained by Gallager in [3] .
Gallager defined an ensemble of LDPC codes parameterized by j and k, such that the weight of each column of the parity check matrix is j and the weight of each row in this matrix is k.
Gallager obtained the following bound on the average spectrum, S l of the ensemble,
where λ = l/n,
and s is the solution to λ = µ (s)/k for
Gallager obtained bounds on the error probability of the expurgated ensemble. The expurgated ensemble satisfies S l = 0 for l < δ j,k N , where δ j,k is the first positive zero of B j,k (λ).
In order to apply Theorem 1 to Gallager's ensemble suppose first that k is odd. We set
. . , γN }, and seek for the largest possible γ for which
as N → ∞. Let this limiting value of γ be denoted by γ 0 . Then γ 0 is the smallest value of λ > 0 for which
The average error probability of the ensemble approaches zero as N → ∞ if
By (33) and (30), a sufficient condition for (32) is
So far we assumed that k was odd. For even k we use the fact that the average spectrum in Gallager's ensemble is symmetric, i.e., S l = S N −l (since in this case the all-one word is a codeword). As a result, for even k we modify (33) so that the maximization is applied only in the
for the expurgated ensemble. In general, Gallager's bound involves an optimization problem that might not be solvable (over the function f ). In order to overcome this difficulty, Gallager suggested using some suboptimal solution, which is optimal for the BSC. In Figure 1 we compare the threshold crossover below which reliable communication is guaranteed for various LDPC ensembles. In Figure 2 we do the same for an additive white Gaussian noise (AWGN) channel with standard deviation σ. In this case
We have used equations (3.42)-(3.45) in [3] for the AWGN case and equations (3.60)-(3.63) for the BSC case (note the typo in equation (3.62): the denominator should be squared). It appears from these results that Gallager's bound is tighter for lower rate codes, while our bound is tighter for higher rate codes.
Our bounds, summarized in Figures 1 and 2 apply both to the original ensemble and to the expurgated one. As was noted above, the difference between the original and expurgated LDPC ensembles is in the rate of decrease of the average decoding error probability.
VI Discussion
In the following, the ensembles of Sections III. In Theorems 2 and 3 we derive polynomial upper bounds on the probability of decoding error.
One might wonder whether (6) and (7) ( (16) 
the probability of decoding error, P e , is bounded below by a constant independent of N . Since this is true for all codes in the ensemble, P e is also bounded away from 0 for
In fact, the proof in [3] holds for codes where the weight of each row in the parity check matrix is bounded from above by k. Thus, for ensemble C,
is bounded away from 0. This means that any R (C, D, d) must satisfy: Throughout Sections III -V, the similarity between the behavior of P e in M and C is clearly evident, when setting t = c. Informally, this indicates that the statistical dependencies among the parity check matrix columns of ensemble C are sufficiently small, so that the ensemble behaves almost as if the columns were independent. For both ensembles, P e is dominated by the probability that d min is equal to 1 for t (c) even, or 2 for t (c) odd. This is apparent from the following.
First, the upper bound (Section III) is dominated by the value of the term corresponding to codewords with weight 1 (2 for t or c odd). Second, although only the case where d min = 1 (2) was considered when calculating the lower bound, it still turned out to be asymptotically tight to the upper bound. Hence, the other terms are negligible.
Unlike M and C, for which P e behaves very similarly, B is strikingly different. For B we showed that P e → 1 as N → ∞. Hence for any θ < 1, Pr(P e > θ) → 1 as N → ∞, where P e is the probability of error of some code drawn at random from the ensemble. This should be In fact, for high enough rates (for which the random coding, expurgated random coding and sphere packing exponents coincide) we have shown (Theorems 6 and 7) that there exist LDPC codes in M and C which are exponentially as good, up to a penalty which goes to 0 as t → ∞, (or c, d → ∞) as any other code. Thus, at least for these rates, arbitrarily small penalty is paid for using such a LDPC code. Moreover, this phenomenal performance of the LDPC codes is achieved by most codes in the respective ensemble. Thus, a random selection of a code from M or C will almost certainly produce a code that is exponentially as good as the best possible code for that rate (for t, N sufficiently large).
First,
where P e,m is the ensemble averaged probability of error given that the m-th codeword has been transmitted. Now the code is linear and the channel is binary-input symmetric-output. Hence P e,m is independent of m. In particular P e,m = P e,0 . Hence P e = P e,0 . Denote the codewords by x i (each of length N ), and let y be the output vector of the channel. For a specific code in the ensemble, let P 1 e,0 (P 2 e,0 , respectively) denote the probability that there exists some codeword x such that P N (y|x) ≥ P N (y|x 0 ) for some codeword x with d(x, x 0 ) ∈ U (d(x, x 0 ) ∈ U c , respectively), given that codeword x 0 has been transmitted. P We use separate bounds for P 1 e,0 and P 2 e,0 . A union bound is used for P 1 e,0 . Without loss of generality we assume here x 0 = 0, i.e. codeword number 0 is the all-zero codeword (which is always present in a linear code). First consider any specific code in the ensemble:
.
Adding non-negative terms may only increase the sum, hence:
Now, using (1) we have:
Hence,
where S l is the spectrum of the code, i.e. the number of words with weight l. Now averaging the last inequality over the ensemble of codes yields,
Next we obtain a bound for P 2 e,0 . For that purpose we use the technique that was developed in [11] . In the following, a code is an ordered collection of codewords. For each code C l l = 1, . . . , |C| in the given ensemble C, we construct an ensemble C l of codes as follows. First generate an ensemble C l from the given code by including all possible permutations, π, of the order of the codewords, where the permutations are uniformly distributed. Now generate an ensemble C l by including all possible permutations, σ, of the order of the symbols in the codewords (for each code in C l ), where the permutations are again uniformly distributed. Finally, from C l we create an ensembleC l by including all possible binary offset vectors with equal probability. That is,
where v ∈ {0, 1} N is a uniformly distributed random vector. The probability of decoding error of each code inC l is obviously equal to the probability of decoding error of the code C l (the probability of error is invariant to codeword and symbol permutation and also to displacement by a fixed vector v). Now consider the ensembleC which consists of the union of the ensemblesC l , i.e. C = l=1,...,|C|Cl . The averaged probability of error ofC is equal to the averaged probability of error of the original ensemble, C. We now show, using the techniques of [11] , that for (c 0 , . . . ,c M −1 ) ∈C
where α is defined by (3).
To see that, note that for c 0 , . . . , c M −1 ∈ C l , i = j and x = 0 we have:
For c 0 , . . . , c M −1 ∈ C l and i = j we have: 
where k = d(x, y) > 0. The first equality in (38) is due to (37). The third equality is due to the total probability formula.
Averaging the last two equations yields (35)-(36) for the ensembleC. 
where Pr[error2|x 0 , y] is the conditional probability (given that the transmitted codeword was x 0 and that the received sequence was y) that there exist some codeword x m m = 0, such that
we have,
for any 0 ≤ ρ ≤ 1 and s > 0. Note that in the second inequality we used (36). Substituting (40) in (39) yields,
Now using (1) and
in (41) (as used in [4] to derive (5.6.13) from (5.6.10)) yields 
B Proof of Lemma 1
The probability considered (Pr(Ax = 0|w(x) = l)) is the probability to return to the origin after performing lt random-walk steps on the L-dimensional unit cube [7] . Equation (13) is by [7] [Eq.
(87)].
To derive the first upper bound, consider the following experiment. Set a vector
of length L to 0. Then repeat the following process lt times. Draw a number n uniformly from 1, 2, ..., L, and increase v n by one. This experiment describes the random walk process such that at the end of the experiment, v i is the number of random walk steps in the i-th dimension. Thus
Pr(Ax = 0|w(x) = l) is equal to the probability that for each 1 ≤ i ≤ L, v i is even. When lt is odd, this probability is obviously 0 (hence (11)). 
C Proof of Theorem 2
Let β < γ < 1/2 be some real number (independent of N ) which will be determined later. Defining Γ = γN and choosing U = {1, 2, ..., Γ}, (2) may be written as:
, and α is given by (3). We first bound σ 1 . From (12), (11) and (10) we get:
We now show that (43), (4) and (5) imply,
Suppose first that t is even. Then
If we require lt
we have from (46) (recall that t ≥ 3)
indicating that as long as (47) holds, f (l) is monotonically decreasing. (47) can also be written as l ≤ βN , where β is defined by (4). Hence f (l) is monotonically decreasing for l ≤ βN . Thus using (43) we have,
(note that by the definition of D and the Cauchy Shwartz inequality, D < 1). If t is odd then it can be similarly shown that if (47) holds, f (l + 2)/f (l) < 1 for l even. Thus f (2), f (4), f (6), ... is monotonically decreasing, so σ 1 may be bounded by
where in the second inequality we used the fact that
Thus if (6) is satisfied then σ 2 is exponentially decreasing with N .
Finally we bound σ 3 . From (3), (13) and (10) we have:
Taking the logarithm of α and dividing by N we thus have:
Substituting (51) in the expression for σ 3 we have:
If (6) and (7) are satisfied, (50) and (52) indicate that σ 2 and σ 3 decrease exponentially with N , whereas σ 1 decreases polynomially. Hence (9) follows from (44).
To prove the other parts of the theorem we first show that a sufficient condition for (6) to hold is
We begin with
We now use the inequalities
which may be verified by differentiation. Using (55) and (56) yields
Equations (54), (57) and (4) show that (53) is indeed sufficient for condition (6) to hold. Now, given a rate R < C, first choose γ > 0 small enough to satisfy (53) for t = 3. Then (53) is satisfied for any t ≥ 3, since the left hand side of (53) is monotonically decreasing in t for t ≥ 3 (using (5) and the fact that ln t/t is monotonically decreasing in t for t ≥ 3). Hence (6) is also satisfied. It is easily seen from (8) that as t → ∞, G(R, γt) → 0. Hence, for t large enough (7) can be satisfied for any R < C.
Finally, given t ≥ 3, choose γ > 0 small enough to satisfy (53). Now, it is easily seen from (8) that G(R, γt) < 1 − R. In addition, it is easy to show that as D → 0, C → 1. Hence given R < 1, It is clear that if lc is odd, this probability is 0 (Eq. (19)), so we now assume that lc is even.
Denote the ensemble of all matrices B such that each column has even weight by E. Let B 0 ∈ E.
Then each of its populated columns (columns not identically zero) contains at least two ones.
Since B 0 has lc ones, it has at most lc 2 populated columns. We conclude that
since by first choosing the populated columns (or any set of columns containing the desired one, in case the desired number of populated columns is less than lc 2 ) and then arbitrarily populating only those columns, we can produce any desired matrix in E. The number of ways of choosing lc positions in B subject to no constraint is Ld lc . Thus from (58): 
and i=0,2,...
Conversely, for each set of integers m 0 , m 2 , ... satisfying (59) and (60) 
Thus, from (61) and (63) we have:
satisfying (59) and (60)
Comparing (64) and (62) we obtain:
Now, for any a ≥ b (e.g., [2] [Eq. (12.40)]),
In particular, Ld lc lc Ld
On the other hand, by the definition of the ensemble F, P F can also be expressed as ( [3] [p. 40, Eq. (3.76)])
Substituting (67) and (66) into (65), yields (21). 2
E Proof of Theorem 3
Let β < γ < 1/2 be some real number (independent of N ) which will be determined later. Suppose first that d is odd. As in the previous section, we set U = {1, 2, ..., Γ} in (2) (Γ = γN ) to obtain (42), with the same definitions of σ 1 , σ 2 and σ 3 . We first bound σ 1 . From (20), (19) and (10) we have:
In Appendix C we showed that (43), (4) and (5) imply (44). The same technique can be used to show that (68), (14) and (15) imply
We now bound σ 2 . From (21) and (10) we obtain:
Taking the logarithm of (70) we have:
Finally we bound σ 3 . From (3), (21) and (10) we have:
From which we have:
Since d is odd, 1
Substituting (72) into the expression for σ 3 we have:
If (16) 2 and σ 3 are still bounded by (69), (71) and (73) respectively (the fact that d was odd was only used in the derivation of (72)).
On the other hand, by the representation given at the beginning of the proof of Lemma 2, for d even we have:
Thus, by comparing the term with l = r in σ 1 with the term with l = N − r in σ 5 , we see that
which decreases exponentially with N . Thus, as N → ∞, σ 1 remains the leading term in the expression for P e , so that once again, (18) follows.
To prove the other parts of the theorem we first note that a sufficient condition for (16) to hold is
This assertion follows from (55) 
F Proof of Theorem 4
Suppose first that t is even. Denote by P s the probability that a specific column of A is identically results in an all-zero column. Thus:
Denote by P u s the probability that at least one column of A is all-zeros. Since the columns of A are independent, we have:
In the last equality we used the fact that t ≥ 3. By the same argument as in Section IV.1, an all-zero column of A implies a decoding-error with probability , so that P e ≥ P u s , from which (22) follows. Now suppose t is odd. Then P s = 0. Denote by P p the probability that two specific columns of A are identical. Then using arguments similar to those that led to (75), we have,
Let 1 ≤ i < j ≤ k < l ≤ N be four indices. Denote by A ·i the i'th column of A. Let P f be the probability that A ·i = A ·j and A ·k = A ·l , for the case j < k. Similarly, let P f be the corresponding probability for the case j = k. Since the columns are independent, we have:
using (12) with l = 2.
P f is equal to the probability that three distinct specific columns of A are identical. Define 
! .
Denote by P u p the probability that A has at least one pair of identical columns. Let us denote by E i the event that the i'th pair of columns are identical, 1
A pair of identical columns corresponds to a weight 2 codeword. By an argument analogous to that in Section IV.1, a decoding-error for such codeword occurs with probability of at least 2 . Thus, P e ≥ P u p 2 , from which (22) follows. 2
G Proof of Theorem 5
Only the case of c even is given here since the proof for odd c is completely analogous to that of even c and to the proof for odd t in Appendix F. Denote by P s the probability that a specific column of A is zero. On the bipartite graph this corresponds to the probability that there is an even number of arcs between some specific left vertex (vertex on the left-hand side of the graph), 
Finally, denote by P u s the probability that at least one column of A is all-zeros. Then: 
