Abstract. Lavrentiev regularization is a popular approach to the solution of linear discrete illposed problems with a Hermitian positive semidefinite matrix. This paper describes Lavrentiev-type regularization methods that can be applied to the solution of linear discrete ill-posed problems with a general Hermitian matrix. Fractional Lavrentiev-type methods as well as modifications suggested by the solution of certain matrix nearness problems are described. Computed examples illustrate the competitiveness of modified fractional Lavrentiev-type methods.
Introduction. We consider the solution of linear systems of equations
with a Hermitian matrix, whose eigenvalues "cluster" at the origin. In particular, the matrix A is severely ill-conditioned and may be singular. Matrices of this kind are said to be of ill-determined rank. Linear systems of equations (1.1) with a matrix of illdetermined rank are commonly referred to as linear discrete ill-posed problems. Such systems arise from the discretization of Hermitian linear ill-posed problems; see, e.g., [1] for discussions. Inconsistent systems (1.1) are treated as least-squares problems. The right-hand side b of linear discrete ill-posed problems that arise in applications typically represents measured data and is contaminated by an error e ∈ C n , which we refer to as "noise." Thus, 2) where b denotes the unknown error-free vector associated with b. The unavailable error-free linear system of equations
is assumed to be consistent, and we denote its solution of minimal Euclidean norm by x. We would like to determine an accurate approximation of x. Due to the error e in b and the severe ill-conditioning of A, the least-squares solution of minimal Euclidean norm of (1.1) typically does not furnish a meaningful approximation of x. We therefore replace (1.1) by a nearby linear system of equations, whose solution is less sensitive to the error e. This replacement is commonly referred to as regularization.
Lavrentiev regularization is a popular regularization method that can be applied when the Hermitian matrix A is positive semidefinite. This method replaces (1.1) by the system of equations (A + µI)x = b, (1.4) where I denotes the n × n identity matrix and µ ≥ 0 is a regularization parameter. This parameter determines how close the system (1.4) is to (1.1) and how sensitive the solution x µ of (1.4) is to the error e in b. We refer to the matrix µI in (1.4) as the regularization matrix. Note that the matrix A + µI has no eigenvalue smaller than µ. Let R(A) denote the range of A and P R(A) the orthogonal projector onto R(A). Hochstenbach et al. [7] proposed the fractional Lavrentiev regularization method (A 1+α + µI)x = A α P R(A) b, (1.5) where 0 ≤ α ≤ 1 is a user-specified parameter. The purpose of the projector P R(A) is to make equation (1.5) consistent for all µ ≥ 0 when α = 0. This value of α yields Lavrentiev regularization, while α = 1 corresponds to Tikhonov regularization and allows A to be Hermitian indefinite. Numerical results reported in [7] show that the solution x µ,α of (1.5) typically is a more accurate approximation of x for a suitable 0 < α < 1 than when α = 0 or α = 1. The fractional Lavrentiev regularization method described in [7] is related to fractional Tikhonov regularization, which is discussed in [8, 10] . This paper proposes to replace the regularization matrix µI in (1.5) by a matrix M µ,α ∈ C n×n , such that M µ,α F < µI F and A 1+α + M µ,α has no eigenvalue smaller than µ. Here · F denotes the Frobenius matrix norm. The matrix M µ,α is the solution of a matrix nearness problem, which is described in Section 2. We refer to methods obtained by replacing µI in (1.5) by some matrix M µ,α as modified fractional Lavrentiev methods. Section 2 describes two such methods. Section 3 considers the situation when the matrix A in (1.1) is a general Hermitian matrix. We present two modified fractional Lavrentiev-type regularization methods that can be applied in this situation. Numerical examples reported in Section 4 illustrate the performance of the methods discussed and Section 5 contains concluding remarks.
In addition to the Frobenius norm, we also will use the Euclidean vector norm and the associated induced matrix norm. They are both denoted by · .
2.
Hermitian positive semidefinite problems. Throughout this section the matrix A ∈ C n×n in (1.1) is assumed to be Hermitian and positive semidefinite. We first describe a matrix nearness problem and then discuss its application to the construction of the regularization matrix M µ,α to be used in (1.5). Let A ∈ C n×n have the spectral factorization
where the matrix V = [v 1 , v 2 , . . . , v n ] ∈ C n×n is unitary and the eigenvalues are ordered according to
The superscript * denotes transposition and complex conjugation, and r is the rank of A.
Proposition 2.1. Let the nontrivial entries of the matrix
be ordered according to γ 1 ≥ γ 2 ≥ . . . ≥ γ n and let M denote the subset of Hermitian matrices of C n×n . Let α ≥ 0 be a parameter and denote the spectrum of
, where M ∈ M and the eigenvalues of A are ordered according to (2.2) . Then the solution of the matrix nearness problem
is furnished by the matrix
Proof. The proposition is a consequence of the Wielandt-Hoffman theorem; see, e.g., [12, pp. 104-108] . By this theorem, any Hermitian matrix B such that A 1+α + B has spectral factorization W ΓW * , with W a unitary matrix, satisfies
see [12, 
Then A 1+α + M µ,α is the closest matrix to A 1+α in the Frobenius norm such that the smallest eigenvalue of A 1+α + M µ,α is larger than or equal to µ. Proof. The result follows from Proposition 2.1. The above corollary suggests that M µ,α be applied as a regularization matrix instead of µI. Thus, we propose to solve
instead of (1.5). We refer to this regularization method as modified fractional Lavrentiev regularization and denote the solution by x µ,α . An analogue of this method for Tikhonov regularization is described in [2] . The regularization properties of the fractional and modified fractional Lavrentiev methods can be investigated with the aid of filter factors. Let µ > 0. Then the solution of (1.5) can be expressed as
with the filter factors
Similarly, the solution of (2.5) can be written as
where k α (µ) denotes the number of eigenvalues of A 1+α larger than or equal to µ.
Another modified fractional Lavrentiev method can be defined by choosing the nontrivial entries of Γ = diag[γ 1 , γ 2 , . . . , γ n ] ∈ R n×n according to
Substituting Γ into (2.4) yields the regularization matrix
The matrixM µ,α defines the modified fractional Lavrentiev regularization method
whose solutionx µ,α can be written as
wherek(µ) denotes the number of eigenvalues of A larger than or equal to µ.
In the computed examples of Section 4, we scale A so that A ≤ 1. Then the following relations between the filter factors hold. Proposition 2.3. Let the Hermitian positive semidefinite matrix A be scaled so that A ≤ 1. Then for 0 ≤ α ≤ 1 and µ > 0, we havȇ
Moreover,φ
The inequalities follow from the observation that 0 ≤ k α (µ) ≤k(µ) ≤ r. 3. Hermitian indefinite problems. This section allows A in (1.1) to be Hermitian indefinite. Consider the spectral factorization (2.1) and let the eigenvalues be ordered according to
Introduce the diagonal matrix
where
Then ΣΛ = |Λ| ≥ 0. Letting y = V * x, we can transform (1.1) into the consistent linear system of equations
with a Hermitian positive semidefinite matrix. This system can be regularized by the methods of Section 2. Using the original vector x and matrices A β = V Σ|Λ| β V * for β ≥ 0, we are lead to the following fractional Lavrentiev-type regularization method,
which is analogous to the method (1.5). Notice that A 1 = A. We turn to the determination of the regularization matrix for a modified fractional Lavrentiev-type regularization method associated with the method (3.2).
Proposition 3.1. Let the entries γ j of the matrix Γ = diag[γ 1 , γ 2 , . . . , γ n ] ∈ R n×n be ordered similarly as in Proposition 2.1, let M denote the subset of Hermitian matrices of C n×n , and let λ 1 , λ 2 , . . . , λ n be the eigenvalues of A ordered according to (3.1) . Then the solution of the matrix nearness problem
Proof. The matrix A 1+α has the eigenvalues {sign(
. Any Hermitian matrix B such that A 1+α + B has spectral factorization W ΣΓW * , with W a unitary matrix, satisfies
see [12, eq. (48.1), p. 104]. The terms in the above sum are the squares of the eigenvalues of the matrix (3.3).
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Corollary 3.2. Define the regularization matrix
Then A 1+α + M µ,α,Σ is the closest matrix to A 1+α in the Frobenius norm such that the smallest magnitude of the eigenvalues of A 1+α + M µ,α,Σ is larger than or equal to µ.
Proof. The result follows from Proposition 3.1.
The above corollary suggests that we solve
instead of (3.2). We note that the solution of (3.2) can be expressed as
while the solution of (3.4) can be written as
where k α (µ) denotes the number of eigenvalues of A 1+α of absolute value larger than or equal to µ. We have φ
. This method is an extension of the method (2.5).
We now describe a regularization method that is analogous to (2.9). Introduce the regularization matrixM
We obtain the modified fractional Lavrentiev method
6 whose solutionx µ,α,Σ can be expressed as
wherek(µ) denotes the number of eigenvalues of A of absolute value larger than or equal to µ. The following result is analogous to Proposition 2.3 and can be shown in the same manner. Proposition 3.3. Let the Hermitian matrix A be scaled so that A ≤ 1. Then for 0 ≤ α ≤ 1 and µ > 0, we havȇ
Computed examples.
We would like to determine an accurate approximation of the minimal-norm solution x of the consistent linear system of equations (1.3) with the unknown error-free right-hand side b. This section compares the quality of the approximations x µ , x µ,α , x µ,α , andx µ,α of x determined by Lavrentiev's method, i.e., by (1.5) with α = 0, the fractional Lavrentiev method (1.5) with 0 < α ≤ 1, and the modified fractional Lavrentiev methods (2.5) and (2.9) with 0 ≤ α ≤ 1, respectively, applied to systems of equations (1.1) with a Hermitian positive semidefinite matrix. We also report the quality of the approximations x µ,α,Σ , x µ,α,Σ , andx µ,α,Σ obtained with the fractional Lavrentiev-type (3.2) and modified fractional Lavrentievtype (3.4) and (3.7) regularization methods, respectively, for linear systems (1.1) with a Hermitian indefinite matrix. The dominant computational effort for all methods of this paper is the evaluation of the spectral factorization of A.
Large-scale problems, for which it is too expensive to compute the spectral factorization of A, can be handled by first reducing A by carrying out a few steps of the symmetric Lanczos process with initial vector b/ b and then applying a modified fractional Lavrentiev-type method of the present paper to the reduced problem so obtained. The feasibility of this approach for fractional Tikhonov and Lavrentiev methods is illustrated in [7, 8] and, therefore, will not be discussed further in this paper.
The regularization parameter µ determines how sensitive the computed approximations of x are to the error e in b and to round-off errors introduced during the computations; the larger µ, the less sensitive are the computed solutions to these errors. However, a large value of µ implies that the matrix of the regularized problem solved differs considerably from the matrix A in (1.1), and this may cause the computed solution to deviate significantly from the desired solution x. In the computed examples of the present section, we determine µ with the aid of the discrepancy principle, which requires that a bound ε for the relative error in b be available. This error is referred to as the noise level. Thus, e b ≤ ε.
Groetsch and Guacamene [4] propose that µ > 0 be chosen so that the solution x µ of (1.4) satisfies
and show that µ → x as ε ց 0. A different approach to determining the regularization parameter is discussed by Morigi et al. [11] . Let 0 < s < 1 be fixed. The parameter µ > 0 then is chosen so that the solution x µ of (1.4) satisfies
It is shown in [11] that x µ → x as ε ց 0 for this choice of µ. Groetsch and Guacamene [4] prove that x µ is not guaranteed to converge to x as ε ց 0 when s = 1. We determine the regularization parameter µ for the fractional and modified Lavrentiev-type methods of Sections 2 and 3 using (4.1) and (4.2). All computations are carried out in MATLAB with about 15 significant decimal digits.
Example 4.1. Consider the integral equation of the first kind
where the kernel and right-hand side function g are given by
The discretization of (4.3) computed by the MATLAB function deriv2 from [6] determines a symmetric negative definite matrix B ∈ R 500×500 and a scaled discrete approximation x ∈ R 500 of the solution x(v) = v. We apply Lavrentiev regularization to the system (1.1) with the matrix
Let b = A x. An error vector e with normally distributed random entries with zero mean, scaled to correspond to a specified noise level ε = e / b , is added to b to yield the vector b; cf. (1.2). Table 4 .1 shows relative errors for approximations of x computed with the methods of Sections 1 and 2 for the noise levels 10 −2 , 10 −3 , and 10 −4 using (4.2) for the determination of the regularization parameter µ. For the fractional methods, µ = µ(α) depends on α and x µ,α depends on both µ and α. We compute for the fractional methods for each s ∈ {0.1, 0.2, . . . , 0.9, 1} a value of the coefficient α ∈ {0, 0.1, 0.2, . . . , 0.9, 1} that gives an approximate solution x µ,α with the smallest relative error. In our examples, the coefficient α with this property is unique and is denoted by α * . Table 4 .1 displays the error in the computed solution obtained for α = α * . For instance, α * fL = 0 indicates that the best result with the fractional Lavrentiev method (1.5) is obtained for α = 0. This method is the standard Lavrentiev method with the right-hand side projected into R(A); it is defined by (1.5) with α = 0. The projection improves the quality of the computed solution. 
.1: Relative error in the computed solutions of a discretization of the integral equation (4.3). L stands for the Lavrentiev method (1.5) with α = 0, mL for the modified Lavrentiev method (2.5) with α = 0, fL for the fractional Lavrentiev method (1.5), mfL1 for the modified fractional Lavrentiev method (2.5), and mfL2 for the modified fractional Lavrentiev method (2.9). The regularization parameter is determined by (4.2) for each s and α. The smallest relative error for each noise level is underlined.
best approximations of x for all noise levels; the smallest error for each noise level is underlined.
The large errors obtained with the standard Lavrentiev method for some noise levels when s is close to one are not surprising in view of the theory presented in [4] . Table 4 .1 shows that the modified fractional Lavrentiev methods may perform well for 0.8 ≤ s ≤ 1. Table 4 .2 reports, for the same noise levels as in Table 4 .1, relative errors in the approximations of x computed by Lavrentiev, fractional Lavrentiev, and modified fractional Lavrentiev regularization when the regularization parameter µ is determined by (4.1) with α ∈ {0, 0.1, 0.2, . . . , 0.9, 1}. Similarly as in Table 4 .1, µ = µ(α) depends on α and x µ,α on both µ and α. The results for α = 1 in the column "fL" correspond to (standard) Tikhonov regularization for the situation of a Hermitian matrix A. Similarly, the results for α = 1 reported in the column labeled "mfL1" Table 4 
.2 Example 4.1: Relative error in the computed solutions of a discretization of the integral equation (4.3). fL stands for the fractional Lavrentiev method (1.5), mfL1 for the modified fractional Lavrentiev method (2.5), and mfL2 for the modified fractional Lavrentiev method (2.9). The regularization parameter µ is determined by (4.1). The smallest relative error for each noise level is underlined.
correspond to the modified Tikhonov regularization method described in [2] in the special case when A is Hermitian. Table 4 .2 shows the modified fractional Lavrentiev method mfL2 to determine the best approximations of x for all noise levels and all choices of α. The smallest error for each noise level is underlined. However, these approximations are not as accurate as the best approximations reported in Table 4 .1. Table 4 .3 displays the performance of the methods (1.5), (2.5), and (2.9) when the fractional parameter α is set to unity. Then the methods (1.5) and (2.5) simplify to the standard and modified Tikhonov regularization methods, respectively; see [2] for the latter. The regularization parameter is determined by (4.2) with s = 1 (and α = 1). This is the natural way of determining the regularization parameter for Tikhonov regularization. It is interesting to compare this table to the entries of Table 4.1 in rows for s = 1. The errors for the methods (1.5), (2.5), and (2.9) in Table 4 .1 are generally smaller than the corresponding entries for the same noise levels in Table  4 .3. This illustrates that letting α be strictly smaller than one and letting µ = µ(α) be a function of α, typically yields approximations x µ,α of x of higher quality than fixing s = 1 and α = 1. Figure 4 .1 displays, for increasing values of 0 < µ < 0.1 and ε = 10 −4 , the relative errors of the computed approximate solutions x µ,0 and x µ,0 determined by the Lavrentiev method (1.5) with α = 0 and the modified Lavrentiev (2.5) method with α = 0. The latter method is seen to give the smallest error for all values of µ. We remark that the method defined by (2.9) agrees with the method (2.5) when α = 0. Finally, we show in Figure 4 .2, for the same values of µ and ε, the relative errors of the computed approximate solutions x µ,1 , x µ,1 , andx µ,1 determined by the standard Tikhonov method (1.5) with α = 1, the modified Tikhonov method (2.5) with α = 1, and the modified Tikhonov method (2.9) with α = 1. The method (2.9) is seen to give the smallest error for all values of µ.
Example 4.2. Consider the integral equation of the first kind
with kernel κ and right-hand side g given by
The discretization of (4.4) determined by the function phillips from [6] gives a symmetric indefinite matrix A ∈ R 500×500 and a scaled discrete approximation x ∈ R 500 of the solution x(v) = φ(v). We scale A so that A = 0.5. Let b = A x. An error vector e with normally distributed random entries with zero mean, scaled to correspond to a specified noise level ε = e / b is added to b to yield the vector b. Table 4 .4 is analogous to Table 4 .1 and displays for three noise levels the relative errors in the approximate solutions x µ,0,Σ , x µ,0,Σ , x µ,α,Σ , x µ,α,Σ , andx µ,α,Σ computed with the Lavrentiev-type methods (3.2) with α = 0, (3.4) with α = 0, (3.2), (3.4), and (3.4) with α = 0, fL for the fractional Lavrentiev-type method (3.2) , mfL1 for the modified fractional Lavrentiev method (3.4) , and mfL2 for the modified fractional Lavrentiev method (3.7) . The regularization parameter is defined by (4.2) for each s and α. The smallest relative error for each noise level is underlined.
(3.7), respectively, of Section 3. The regularization parameter µ is determined by (4.2). Similarly as for Table 4 .1, µ is a function of α for the fractional methods, and we report for each s-value the smallest relative error obtained for α ∈ {0, 0.1, 0.2, . . . , 0.9, 1} as well as the value α * that gives the best approximation of x. The smallest relative error for each noise level is underlined. The most accurate approximations of x are determined by the modified fractional Lavrentiev-type methods (3.4) and (3.7) for each noise level. (3.4) , and mfL2 for the modified fractional Lavrentiev-type method (3.7) . The fractional parameter α is set to one and the regularization parameter µ is determined by (4.2) with s = 1. In our last table, Table 4 .6, the fractional parameter α is set to one and the regularization parameter is determined by (4.2) with s = 1. The results achieved with the methods (3.2), (3.4), and (3.7) with µ and α chosen as in Table 4 .4 are seen to be competitive with the results of Table 4.6. Figure 4 .3 displays, for increasing values of 0 < µ < 0.1 and ε = 10 −4 , the relative errors of the computed approximate solutions x µ,0,Σ and x µ,0,Σ determined by the Lavrentiev and modified Lavrentiev-type methods (3.2) and (3.4), respectively. The latter method is seen to give the smallest error for all µ. Note that the methods (3.4) and (3.7) agree when α = 0. Our last figure, Figure 4 .4, shows for the same values of µ and ε, the relative errors of the computed approximate solutions x µ,1,Σ , x µ,1,Σ , andx µ,1,Σ , determined by the methods (3.2), (3.4), and (3.7), respectively.
In summary, the computed examples of this section illustrate that modified fractional Lavrentiev-type methods are able to determine approximate solutions of higher quality than available methods.
Conclusion.
We discuss several variants of the standard Lavrentiev regularization method. New regularization matrices, obtained by solving a matrix nearness problem, are described both for the standard and fractional Lavrentiev methods. Lavrentiev-type methods that can be applied to Hermitian indefinite problems also are presented. Computed results show that fractional modified Lavrentiev-type methods can perform much better than available methods. The proper choice of the fractional parameter deserves further study. of the presentation.
