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¨Ozetc¸e
Bu c¸alıs¸ma tamamlanmamıs¸ hesaplamalar
yo¨ntemine dayalı olan bir uyarlamacı gerc¸ek-
zamanlı geribesleme kontrollu¨ go¨rev planla-
ması teknig˘inin (“Real-Time Feedback Control
Scheduling”), Gerc¸ek-Zamanlı Linux (RT-Linux)
u¨zerindeki uygulamasını sunmaktadır. Zorunlu
ve sec¸meli alt-go¨revlerden olus¸an ve geribesleme
kontrollu¨ “rate-monotonic” teknig˘ine go¨re plan-
lanan iki-versiyonlu go¨rev modeli sec¸ilmis¸tir.
Oransal-Integral-Tu¨rev (PID) kontrol, sec¸meli
alt-go¨revlerin c¸alıs¸tırılması veya reddedilmesinde
gerekli geribesleme stratejisini sag˘lamak ic¸in
kullanılmıs¸tır. Olus¸turulan bu model RT-Linux
is¸letim sistemi u¨zerinde uygulanmıs¸ ve sistem
performansı yapay bir is¸ yu¨ku¨ altında test edilerek
o¨nerilen go¨rev planlama modelinin sistemi verilen
bir CPU kullanım oranı seviyesinde kararlı halde
c¸alıs¸tırabildig˘i go¨sterilmis¸tir.
Abstract
Implementation of Real-Time Adaptive Schedul-
ing Technique on RT-Linux
This paper presents an RT-Linux implementation
of real-time feedback control scheduling technique
based on imprecise computations. We consider two-
version tasks: one defined as mandatory and the
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other defined as optional for scheduling according
to a feedback control rate-monotonic algorithm. A
Proportional-Integral-Derivative (PID) control ac-
tion provides the feedback strategy for deciding on
the execution or rejection of the optional sub-tasks.
The proposed model is implemented and evaluated
on RT-Linux. The experimental results show that
the proposed model can successfully keep the sys-
tem stable at a desired level of CPU utilization.
1. Giris¸
Geleneksel gerc¸ek-zamanlı go¨rev planlaması
tekniklerinin c¸og˘u is¸ yu¨ku¨nu¨n ve c¸alıs¸ma-zamanı
ortamının durag˘an ve kararlı oldug˘u varsayımına,
bunun sonucu olarak da bu is¸ yu¨ku¨nu¨n ve c¸alıs¸ma-
zamanı ortamının tasarım su¨recinde tamamıyla
karekterize edilmesi esasına dayanmaktadır. Bu
yaklas¸ımla birlikte is¸ yu¨ku¨nu¨n modellemesinde
olası en ko¨tu¨ durumların go¨zo¨nu¨nde bulundurul-
ması gerc¸ek-zamanlı sistemlerde bos¸ bir kapasite
dog˘urmaktadır (o¨rn.“rate-monotonic” go¨rev plan-
laması teknig˘inde is¸lemci kaynag˘ının %69’unun
kullanılması gibi).
[12], [3], [4] ve [5]’e go¨re gelecek kus¸ak
gerc¸ek-zamanlı sistemler, daha ac¸ık ve o¨nceden
tahmin edilemeyen ortamlarla kars¸ı kars¸ıya kala-
cak, bunun sonucunda da o¨zel hedefe yo¨nelik
ve gu¨venlik ac¸ısından kritik fonksiyonların zaman
kısıtlamalarını kars¸ılamanın yanısıra daha karmas¸ık
ve uyarlamacı yapılara sahip olacaktır. ¨Orneg˘in,
akıllı robot sistemlerinin is¸ yu¨ku¨nde, robot kon-
trol algoritmalarının (algılayıcı yorumlama, hareket
planlama, ters kinematik ve dinamik algoritmaları
vb.) oldukc¸a deg˘is¸ken c¸alıs¸ma su¨releri sebebiyle
yu¨ksek deg˘is¸imler ve as¸ırı yu¨klenme durumları
meydana gelebilmektedir [7].
Geleneksel algoritmaların gerc¸ek-zamanlı
sistemlerdeki bu yeni gereksinimlere yeterli
cevap veremeyeceg˘i du¨s¸u¨ncesiyle mevcut
aras¸tırmalar, yukarıda anılan bu bos¸ kapasitenin
deg˘erlendirilmesi ve o¨nceden tahminlenemeyen or-
tamlarda gu¨venli c¸alıs¸manın sag˘lanması amacıyla
uyarlamacı yaklas¸ımlar getirilmesi u¨zerine
odaklanmaktadır. Bir c¸og˘u, tamamlanmamıs¸
hesaplamalar yo¨ntemine dayalı olan uyarlamacı
go¨rev planlaması teknikleri bu nedenle ortaya
atılmıs¸ olup s¸u ana kadar c¸es¸itli c¸alıs¸malarda
incelenmis¸tir. Bu c¸alıs¸manın da u¨zerinde duracag˘ı
geribesleme kontrollu¨ go¨rev planlaması teknig˘i
[12], [4], [11] ve [6]’da incelenmis¸ olmasına
rag˘men yine bu c¸alıs¸malarda ortaya atılan ve
cevap bekleyen bir c¸ok soruyu da beraberinde
getirmektedir. Bu sorulardan bazıları kontrol
sistemindeki kontrol edilen deg˘is¸ken, manipu¨le
edilen deg˘is¸ken ve ayar noktasının ne olması
gerektig˘i, PID kontrolu¨n yeterli olup olmadıg˘ı veya
dog˘ru kontrol algoritmasının ne olması gerektig˘i,
kontrol sisteminin kararlılık kriterlerinin ne oldug˘u
ve geribesleme kontrol ve kontrolo¨ru¨n sisteme
getirdig˘i ek yu¨ku¨n ne derece etkili oldug˘udur.
Bu c¸alıs¸mada, yeni bir geri besleme kontrollu¨
“Rate-Monotonic” (RM) go¨rev planlaması teknig˘i
sunulacak ve bu teknig˘in RT-Linux is¸letim sis-
temi u¨zerindeki uygulaması anlatılacaktır. Bo¨lu¨m
2.1’de tamamlanmamıs¸ hesaplamalar yo¨nteminden
kısaca bahsedilecektir. Bo¨lu¨m 2.2 ve 2.3’te
c¸alıs¸mada kullanılan go¨rev modeli ve is¸ yu¨ku¨
modeli sunulacak, ardından geribesleme kontrollu¨
“rate-monotonic” go¨rev planlama detaylı olarak an-
latılacaktır. Burada go¨ru¨leceg˘i gibi kontrol strate-
jisi olarak PID sec¸ilmis¸tir. Bundaki amac¸ bu strate-
jinin getireceg˘i ek yu¨ku¨n az olması ve daha o¨nceki
c¸alıs¸malarda sunulan PID kontrolu¨n sistemi kararlı
halde c¸alıs¸tırmadaki yeterlilig˘idir. Bo¨lu¨m 3’te sis-
temin RT-Linux u¨zerindeki uygulamasının detayları
verilmis¸, son olarak da bo¨lu¨m 4’te denemeler ve
elde edilen sonuc¸lar aktarılmıs¸tır.
2. Geribesleme Kontrollu¨ “Rate-
Monotonic” Go¨rev Planlaması
Mimarisi
Bu bo¨lu¨mde, RM go¨rev planlaması ve geribesleme
kontrol tekniklerini bu¨tu¨nles¸tiren geribesleme kon-
trollu¨ “rate-monotonic” (GK-RM) go¨rev planlaması
konusu incelenecektir. ˙Ilk olarak, bu bu¨tu¨nles¸ik
teknig˘in altında yatan tamamlanmamıs¸ hesapla-
malar yo¨ntemine kısaca deg˘inilecek, daha sonra
denemelerde kullanılan go¨rev modelleri ve is¸ yu¨ku¨
tanıtılacak, son olarak da GK-RM go¨rev planlaması
detaylı olarak sunulacaktır.
2.1. Tamamlanmamıs¸ Hesapla-
malar Yo¨ntemi
Gerc¸ek-zamanlı sistemlerin as¸ırı yu¨klendigi
durumlarda meydana gelebilecek planlama
hatalarını tolere etmenin bir yolu tu¨m o¨nemli
go¨revlerin zamanında tamamlanmasıdır. Dig˘er bir
deyis¸le, is¸letim sistemi tu¨m go¨revleri es¸it olarak
ele alacag˘ına, programcı bazı o¨nemli go¨revleri
“zorunlu”, bazı o¨nemli olmayan go¨revleri de
“sec¸meli” olarak sisteme tanıtabilir. Zorunlu
go¨revler daima kendileri ic¸in tanımlanan son
zamandan o¨nce c¸alıs¸malarını bitirmek zorun-
dadırlar. Sec¸meli go¨revlerse yeterli CPU kaynag˘ı
oldug˘unda c¸alıs¸tırılacak olup, yu¨klenme durum-
larında olası zamanlama hatalarının o¨nlenmesi
ic¸in atlanabilecektir. Herhangi bir go¨revin tu¨m
kısıtlamalara uygun bir bic¸imde tamamıyla
c¸alıs¸tıg˘ında u¨rettig˘i sonuc¸ tam veya eksiksiz (“pre-
cise”) sonuc¸ olarak adlandırılabilir. Eg˘er go¨rev
atlanıyor veya sadece bir kısmı c¸alıs¸tırılıyorsa
go¨rev tam olarak sonlandırılmamıs¸ olur ve bu
s¸ekilde go¨revin erken sonlandırılmasıyla elde
edilen ara sonuc¸ tamamlanmamıs¸ (“imprecise”)
olarak adlandırılır. ¨Orneg˘in, bir radardan gelen
sinyalin is¸lenmesinde kullanılan filtreleme go¨revi
as¸ırı yu¨klenme sırasında bir veya birkac¸ o¨rnekleme
do¨nemi boyunca c¸alıs¸tırılmayabilir, ve bir o¨nceki
deg˘er veya senso¨rden gelen is¸lenmemis¸ deg˘er
kullanılabilir. Tamamlanmamıs¸ hesaplamalar
yo¨nteminin “Milestone”, “Sieve” ve “Multiple-
version” gibi uygulama metodları [1] ve [2]’de
detaylı olarak incelenmis¸ olup as¸ag˘ıda kısaca
bahsedilecektir.
2.1.1. Uygulama Metodları
Bir go¨revin u¨rettig˘i ara sonucun dog˘rulug˘u go¨rev
c¸alıs¸tırılmaya devam ettikc¸e artıyorsa, bu go¨rev
tekdu¨ze (“monotone”)’dir. Eg˘er go¨rev tamam-
lanmadan o¨nce sonlandırılırsa bu go¨revden elde
edilen ara sonuc¸, sonlandırmadan o¨nce u¨retilen
tu¨m ara sonuc¸ların ic¸erisinde en iyisi olacaktır.
Tekdu¨ze go¨revler nu¨merik hesaplamalar, istatistik-
sel tahminleme, bulus¸sal arama, sıralama ve ver-
itabanı sorgulamaları ic¸in uygundur. Bir tekdu¨ze
go¨revden ara sonuc¸ elde edebilmek ic¸in c¸alıs¸tıg˘ı
su¨rece bu go¨revin u¨rettig˘i ara sonuc¸ların uygun an-
larda kaydedilmesi gerekir. En son kaydedilen ara
sonuc¸, go¨rev o¨nceden sonlandırıldıg˘ında kullanıma
hazır durumda olmalıdır. Bu metod “milestone”
olarak adlandırılır ve ac¸ıktır ki en bu¨yu¨k dezavantajı
ara sonuc¸ların kaydedilmesinin sisteme getireceg˘i
ek yu¨ktu¨r.
Bazı uygulamalarda tu¨m go¨revlerin tekdu¨ze ol-
ması mu¨mku¨n deg˘ildir. Bu durumda “sieve”
metodu uygulanabilir. Bu metodta her bir go¨rev
yukarıda radar o¨rneg˘inde oldug˘u gibi tam olarak
c¸alıs¸tırılır veya atlanır. “Sieve” go¨revlerin 0/1
kısıtlamasını kars¸ıladıg˘ı so¨ylenir ve daha az esnek
bir go¨rev planlamasına sebep olurlar.
“Milestone” ve “sieve” metodunun uygulana-
madıg˘ı durumlarda ise “Multiple-version” metodu
uygulanabilir. Bu metoda go¨re go¨rev en az iki
versiyondan olus¸ur: birincil versiyon ve o¨teki
versiyon(lar). Go¨revlerin birincil versiyonları is-
tenilen tam sonucu u¨retirler fakat daha uzun
c¸alıs¸ma su¨resine sahiptirler. ¨Oteki versiyon-
lar daha kısa c¸alıs¸ma zamanın sahiptirler fakat
tamamlanmamıs¸ sonuc¸ u¨retirler. Gec¸ici bir as¸ırı
yu¨klenme durumunda, eg˘er tu¨m birincil versiyon-
ların zamanında tamamlanması imkansız ise, sis-
tem bazı go¨revlerin birincil versiyonları yerine
o¨teki versiyonlarını c¸alıs¸tırabilir. Daha esnek bir
go¨rev planlaması ic¸in fazla sayıda versiyon kul-
lanılması durumunda ise tu¨m versiyonların sak-
lanmasının getireceg˘i ek yu¨k dezavantajı kendini
go¨sterir. ¨Onceki tanımlamalar dog˘rultusunda, o¨teki
versiyon sadece zorunlu alt-go¨revi ic¸ermekteyken,
birincil versiyon hem zorunlu hem de sec¸meli alt-
go¨revi kapsamaktadır. Bu c¸alıs¸mada ikili-versiyon
metodu kullanılmıs¸tır.
Go¨rev planlaması ac¸ısından bakılacak olursa,
tamamlanmamıs¸ hesaplamalar yo¨nteminin tam ve
etkin c¸alıs¸abilmesi ic¸in tu¨m zorunlu go¨revlerin
sınırlı bir kaynak ihtiyacına sahip olması gerekir.
Bunun da o¨tesinde, zorunlu go¨revlere son zaman-
larından o¨nce c¸alıs¸malarını tamamlayabilmeleri
ic¸in yeterli is¸lemci zamanının verilmesi gerekir.
Daha sonra sistem geri kalan zamanını mu¨mku¨n
oldug˘unca c¸ok sayıda sec¸meli go¨revi c¸alıs¸tırmak
ic¸in kullanabilir. Belirli bir performansı garan-
tilemek ic¸in, zorunlu go¨revler daha geleneksel
bir algoritmaya go¨re planlanmalıdır. Dig˘er yan-
dan, sec¸meli go¨revleri planlamak ic¸in daha di-
namik bir politika uygulanabilir. Bu c¸alıs¸ma,
zorunlu go¨revler ic¸in “rate-monotonic”, sec¸meli
go¨revler ic¸inse geribesleme kontrollu¨ go¨rev planla-
ması tekniklerini o¨nermektedir.
2.2. Go¨rev Modelleri ve C¸alıs¸ma
Yu¨ku¨
Geribesleme kontrollu¨ go¨rev planlamasını uygu-
layabilmek ic¸in gerc¸ek zamanlı sistemlerin klasik
go¨rev tanımlaması bir kac¸ ku¨c¸u¨k eklemeyle
kullanılabilir. q go¨revin olus¸turdug˘u ku¨me
{τ1, τ2, ..., τq} olsun ve her bir go¨rev, son za-
man di (peryodik go¨revlerde peryod Ti olarak
ele alınabilir), o¨ncelik pi, c¸alıs¸ma su¨resi Ci ve
sec¸meli kısım ic¸in izin biti ei gibi bazı parame-
trelerle karakterize edilsin. Daha o¨nce so¨ylendig˘i
gibi τi zorunlu alt-go¨rev Mi ve sec¸meli alt-go¨rev
Oi’den olus¸maktadır. Mi ve Oi’nin c¸alıs¸ma
su¨releri ise Ci,m ve Ci,o olsun. Bu durumda
Ci,m + Ci,o = Ci. Klasik katı gerc¸ek-zamanlı
sistemler Ci,o = 0, ∀i kos¸uluna sahip olup
tamamlanmamıs¸ hesaplama modelinin o¨zel bir du-
rumudur. Benzer s¸ekilde, yumus¸ak gerc¸ek-zamanlı
sistemler ise Ci,m = 0, ∀i o¨zel durumudur. ˙Ikili-
versiyon metoduna go¨re go¨revler as¸ag˘ıdaki yapıya
sahip olurlar:
τi {
Zorunlu Go¨revi();
eg˘er(τi->ei==DO˘GRU)
Sec¸meli Go¨revi();
}
Eg˘er bir go¨rev, zorunlu ve sec¸meli olarak iki kısma
ayrılamıyorsa bu durumda as¸ag˘ıdaki gibi iki versiy-
onlu olarak da yazılabilir. Birinci versiyon, zorunlu
ve sec¸meli alt-go¨revleri ic¸erecek s¸ekilde ikincisin-
den daha fazla c¸alıs¸ma su¨resine sahiptir.
S¸ekil 1: Geribesleme Kontrol Sistemi
τi {
eg˘er(τi->ei==DO˘GRU)
Go¨rev Versiyon Ai();
deg˘ilse
Go¨rev Versiyon Bi();
}
Daha sonra ac¸ıklanacag˘ı gibi, go¨revler ei bitlerine
go¨re hangi versiyonu c¸alıs¸tıracag˘ına veya sec¸meli
alt-go¨revi c¸alıs¸tırıp c¸alıs¸tırmayacag˘ına karar verir.
Bu bitler ise go¨rev seviye kontrolo¨ru¨nu¨n kontrolu¨
altındadır. Bu c¸alıs¸madaki tu¨m deneylerde, tablo
1’de yer alan parametreler kullanılmıs¸tır. Ayrıca,
tu¨m go¨revler peryodik yapılmıs¸ ve c¸alıs¸ma su¨releri
Ci,m ve Ci,o biro¨rnek olarak alınmıs¸tır.
Tablo 1: Deneylerde kullanılan is¸ yu¨ku¨ ve sistem
parametreleri
Deg˘is¸ken Deg˘erler
q (go¨rev sayısı) 20
Ci,m, Ci,o uniform[15µs, 25µs]
{ 1s,2s,2s,2s,100ms,120ms,
Ti∈{1,...,q} 130ms,170ms,12ms,12.2ms,
13.4ms,18.6ms,1.2ms,8.8ms,
6.6ms,9.5ms,100µs,110µs,
120µs,130µs}
T 100 ms
Kp, Ki, Kd 0.1, 2, 0.1
IW , yref 100, 0.7
2.3. GK-RM Go¨rev Planlaması
“Rate-monotonic” go¨rev planlaması teknig˘i, “static
priority driven preemptive” kategorisinde yer alan
bir teknik olup s¸u s¸ekilde is¸ler: Her go¨reve
c¸alıs¸ma sıklıg˘ıyla orantılı olacak s¸ekilde bir o¨ncelik
S¸ekil 2: GK-RM Go¨rev Planlama
deg˘eri atanır. Go¨rev planlayıcısı tu¨m hazır
go¨revler ic¸erisinde en yu¨ksek o¨ncelig˘e sahip olanı
sec¸er ve CPU kontrolu¨nu¨ ona verir. “Rate-
monotonic” literatu¨rde o¨nemli yeri olan, iyi
tanımlanmıs¸ bir tekniktir ve CPU kullanım oranı
as¸ag˘ıdaki es¸itsizlig˘i sag˘ladıg˘ı su¨rece tu¨m zorunlu
alt-go¨revlerin son zamanlarından o¨nce c¸alıs¸malarını
tamamlamasını garanti eder (Peryodik go¨revler ic¸in
fi = 1/Ti alınır) [9].
q∑
i=1
Ci,mfi ≤ q(21/q − 1) (1)
RT-Linux c¸ekirdeg˘inin varsayılan go¨rev planlaması
olan “Rate-monotonic”, as¸ag˘ıdaki so¨zde-kodla
ifade edilmektedir.
Go¨revler= {τ1, τ2, · · · , τq},
τi = {di, Ci, pi, ei, · · · },
E={[tT,(t+1)T] zaman aralıg˘ında
kuyrukta hazır konumdaki go¨revler}.
‘‘Rate-Monotonic’’ Go¨rev Planlayıcı{
E ku¨mesini hesapla;
eg˘er(E==)
Yeni Go¨rev=Std. Linux C¸ekirdek;
deg˘ilse
Yeni Go¨rev=τarg( max
i∈{1,2,...,q}
pi)
;
Yeni Go¨rev’e gec¸;
}
¨Ote yandan, sec¸meli go¨revlerden hangilerinin veya
kac¸ının c¸alıs¸tırılacag˘ına karar verilmesi c¸ok daha
karmas¸ık bir problemdir. Geribesleme kon-
trollu¨ go¨rev planlaması bunun c¸o¨zu¨mu¨ ic¸in or-
taya atılan, klasik kontrol teorisine dayanan bir
metodtur ve bu alana yeni bir yaklas¸ım getirir:
Kapalı-do¨ngu¨ go¨rev planlama. “Rate-monotonic”
ve “earliest-deadline-first” gibi algoritmalar ac¸ık-
do¨ngu¨ c¸alıs¸ırlar. Burada ac¸ık-do¨ngu¨ s¸unu ifade
eder: Tasarım sırasında o¨ncelikler ve go¨rev plan-
lamaları bir kere belirlendikten sonra bunların
u¨zerinde c¸alıs¸ma-zamanında geribeslemeye dayalı
herhangi bir deg˘is¸iklik yapılmaz. Bu algoritmalar
is¸ yu¨ku¨nu¨n o¨nceden modellenebildig˘i statik ve di-
namik sistemlerde iyi performans go¨stermekle bir-
likte o¨nceden tahminlemeyen dinamik sistemlerde
bas¸arısız olmaktadır. Geribesleme kontrollu¨ go¨rev
planlaması fikri s¸ekil 1’de go¨ru¨len bir kontrolo¨r,
kontrol edilecek fiziksel sistem, tahrik ve algılayıcı
elemanlardan olus¸an tipik bir kontrol sisteminden
gelmektedir.
Kontrol teorisini uygulayabilmek ic¸in ilk olarak
kontrol sisteminin elemanlarının bu c¸alıs¸mada
sunulan sistemdeki kars¸ılıklarını bulmak gerekir.
Bu uyarlama is¸inde c¸es¸itli sec¸enekler bulunmakla
birlikte [4], bu c¸alıs¸mada kontrol edilen deg˘is¸ken
olarak CPU kullanım oranı sec¸ilmis¸tir. Katı gerc¸ek-
zamanlı sistemlerde go¨revlerin zaman sınırlarını
as¸malarına kesinlikle izin verilmedig˘inden, CPU
kullanım oranının da %100’e ulas¸maması is-
tenir. Bunun istenmesine bir bas¸ka neden de
s¸udur: Geribesleme olarak o¨lc¸u¨len CPU kul-
lanım oranı, %100’e ulas¸tıg˘ında sistemin ne kadar
yu¨klu¨ oldug˘una dair gerc¸ek bilgiyi veremez ve bu
da kontrol sisteminde dog˘rusal olmayan bir etki
yaratır. ¨Orneg˘in as¸ırı yu¨klenmis¸ bir sistemde talep
edilen CPU kaynag˘ı ihtiyacı %150 olabilir ancak
o¨lc¸u¨lebilen deg˘er en fazla %100 olacag˘ından, ayar
noktasının %99 olması durumunda kontrol siste-
mindeki hata deg˘eri de %-1 olacaktır. Aslında
hata deg˘erinin %99-%150=%-51 olması gerekirken
%-1 olması kontrolo¨ru¨n gerekli tepkiyi verememe-
sine sebep olur. Bu sebeple, ayar noktası (yref )
%100’den yeteri kadar uzak sec¸ilmelidir [2][10].
Bu c¸alıs¸mada yref %70 olarak alınmıs¸tır.
CPU kullanım oranının verilen ayar nok-
tasında tutulabilmesi ic¸in kontrol u¨nitesi ve kon-
trol u¨nitesinin c¸ıkıs¸ını girdi olarak alan go¨rev se-
viye kontrolo¨ru¨ bir sonraki o¨rnekleme aralıg˘ında
c¸alıs¸tırılacak sec¸meli go¨revlerin sayısını ayarlar.
Belirtilmelidir ki bu kontrol mekanizmasının ge-
tireceg˘i ek yu¨ku¨n kabul edilebilir bir seviyede
tutulabilmesi ic¸in kontrol u¨nitesinin c¸ıkıs¸ı 1/T
sıklıg˘ında gu¨ncellenir. T o¨rnekleme do¨nemi veya
kontrol do¨nemi olarak anılır ve bu c¸alıs¸mada
sabit 100ms olarak alınmıs¸tır. T ’nin deg˘is¸ken
olmasına ve o anki is¸ yu¨ku¨ne go¨re uyarlamacı
bir yaklas¸ımla ayarlanmasına ilis¸kin bir c¸alıs¸ma
[13]’te sunulmaktadır. S¸ekil 2 geri besleme kon-
trollu¨ “rate-monotonic” go¨rev planlayıcı sisteminin
yapısını go¨stermektedir. Burada go¨ru¨len kontrol
u¨nitesinde Oransal-Integral-Tu¨rev (“Proportional-
Integral-Derivative” [PID]) fonksiyonu iki sebeple
kullanılmıs¸tır. Birincisi, uygulanması kolay olan
bu fonksiyonun sisteme getireceg˘i ek yu¨k azdır.
˙Ikincisi, [3], [4] ve [12]’de belirtildig˘i gibi PID
kontrol, sistemi kararlı halde tutabilmek ic¸in yeter-
lidir. PID kontrol fonksiyonu as¸ag˘ıdaki so¨zde-kod
ile ac¸ıklanmaktadır.
PID kontrolo¨r{
et=Ayar noktası-CPU kullanım oranı;
c¸ıkıs¸=Kpet +Ki
t∑
i=t−IW
ei +Kd(et − et−1);
eg˘er(c¸ıkıs¸ < − 1
2q
) c¸ıkıs¸=− 1
2q
;
eg˘er(c¸ıkıs¸ > 1 + 1
2q
) c¸ıkıs¸=1 + 1
2q
;
et−1=et;
}
Bir go¨rev CPU kontrolu¨nu¨ aldıg˘ında ilk olarak
zorunlu alt-go¨revini c¸alıs¸tırır, sonra go¨rev yapısında
yer alan ei bitine go¨re sec¸meli alt-go¨revini c¸alıs¸tırıp
c¸alıs¸tırmayacag˘ına karar verir. Bu bitler go¨rev
seviye kontrolo¨ru¨nu¨n kontrolu¨ altındadır. Go¨rev
seviye kontrolo¨ru¨ [0, 1] aralıg˘ında deg˘is¸en PID
c¸ıkıs¸ını alır ve bu deg˘ere go¨re sec¸meli alt-
go¨revlerini c¸alıs¸tırması gereken go¨revlerin ei bit-
lerini “1” konumuna, c¸alıs¸tırmayacak olanlarınkini
ise “0” konumuna getirir. Bu fonksiyon as¸ag˘ıdaki
so¨zde-kod ile ac¸ıklanmaktadır.
Go¨rev Seviye Kontrolo¨ru¨{
do¨ngu¨ i : 1’den q’ya
eg˘er(PID C¸ıkıs¸ı ≥ 2pi−1
2q
)
τi → ei=1;
deg˘ilse
τi → ei=0;
do¨ngu¨ sonu
}
S¸ekil 3: GK-RM go¨rev planlayıcısının sistem mod-
eli
Sistemin c¸alıs¸ması s¸ekil 3’te verilen matematiksel
model yardımıyla daha net olarak ac¸ıklanabilir. Bu
model bo¨lu¨m 2.2’de ac¸ıklanan ve tablo 1’de ver-
ilen is¸yu¨ku¨ modeline go¨re olus¸turulmus¸tur. Mod-
elde go¨ru¨len tu¨m sinyallerin bir kontrol do¨neminde
alacakları deg˘erler as¸ag˘ıda hesaplanacaktır. Bu
hesaplamalarda t ∈ N kesikli zaman endek-
sidir, gerc¸ek zaman t˜ ise Tt’ye es¸ittir. C¸alıs¸ma
do¨nemi Ti(t) ile belirtilen go¨rev τi’nin bir kontrol
do¨nemindeki c¸alıs¸ma sayısı Ni(t) = T/Ti(t)’dir.
Bir kontrol do¨nemindeki toplam go¨rev sayısı
N(t) =
q∑
i=1
Ni(t) =
q∑
i=1
T
Ti(t)
(2)
τi’nin zorunlu ve sec¸meli olmak u¨zere iki alt-
go¨revden olus¸tug˘u ve bu alt-go¨revlerin c¸alıs¸ma
su¨relerinin Cj,m ve Cj,o oldug˘u go¨zo¨nu¨ne
alındıg˘ında, bu go¨revin t zamanındaki zorunlu
ve sec¸meli tu¨m alt-go¨revlerinin toplam c¸alıs¸ma
su¨releri s¸u s¸ekilde hesaplanır:
Ci,m,T (t) =
Ni(t)∑
j=1
Cj,m(t), Ci,o,T (t) =
Ni(t)∑
j=1
Cj,o(t)
(3)
Bir kontrol do¨nemindeki tu¨m go¨revlere ait zorunlu
alt-go¨revlerin toplam c¸alıs¸ma su¨resi ise
Cm(t) =
q∑
i=1
Ci,m,T (t) (4)
Tu¨m sec¸meli alt-go¨revlerin toplam c¸alıs¸ma su¨resi
go¨rev planlama politikasına bag˘lıdır. Bu c¸alıs¸mada
sec¸meli alt-go¨revler “sieve” metoduna go¨re plan-
landıg˘ına go¨re bu alt-go¨revler kontrolo¨ru¨n c¸ıkıs¸ına
bag˘lı olarak tu¨mu¨yle c¸alıs¸tırılacak veya go¨zardı
edilecektir. Bu yapı, lk(t) ∈ {0, 1}q , yani
lk(t) = [1, 1, ..., 1, 0, 0, ..., 0]T vekto¨ru¨ ile ifade
edilebilir. ¨Oyle ki PID ve go¨rev seviye kontrolo¨rleri
tarafından u¨retilen bu vekto¨rdeki k adet “1”, bir
sonraki do¨nemde c¸alıs¸tırılacak olan ve en yu¨ksek
o¨nceliklere sahip sec¸meli alt-go¨revlere kars¸ılık
gelmektedir. Buna go¨re bir sonraki do¨nemde
τ1, τ2, ..., τk go¨revlerinin sec¸meli alt-go¨revleri
c¸alıs¸ır. Formu¨l (5), t + 1 zamanında c¸alıs¸acak
olan tu¨m sec¸meli alt-go¨revlerin toplam c¸alıs¸ma
su¨resini vermektedir (τ1,o, τ2,o, ...τq,o go¨revlerinin
p1 > p2 > ... > pq olacak s¸ekilde sıralandıg˘ı
varsayımıyla).
Co(t) =
[
C1,o,T (t)...Cq,o,T (t)
]
.

l1(t)
l2(t)
.
.
.
lq(t)

(k)
=
q∑
i=1
Ci,o,T (t).li(t) =
k∑
i=1
Ci,o,T (t) (5)
S¸ekil 3’teki z(t) ve CPU kullanım oranı y(t) ise
z(t) =
Cm(t) + Co(t)
T
, y(t) = min{1, z(t)}
(6)
Hata sinyali e(t), ayar noktası yref ile o¨lc¸u¨len CPU
kullanım oranının arasındaki farktır:
e(t) = yref − y(t) (7)
Kontrolo¨r bu hata sinyalini is¸leyerek [0, 1]
aralıg˘ında bir deg˘er u¨retir. Kontrolo¨r PID ise bu
durumda u(t) s¸u formu¨le go¨re hesaplanır [8]:
u(t) = Kpe(t)+Ki
t∑
i=t−IW
e(i)+Kd(e(t)−e(t−1))
(8)
Ardından, PID kontrolo¨ru¨n c¸ıkıs¸ı s¸ekil 3’te go¨ru¨len
∼
q(.) blog˘u tarafından nicelendirilir. Bu is¸lem
so¨zde-kodu daha o¨nce verilen go¨rev seviye kon-
trolo¨ru¨ tarafından gerc¸ekles¸tirilir. Nicelendiricinin
fonksiyonu formu¨l (9)’de verilmis¸tir. Nicelendirici
l(k)(t) vekto¨ru¨nu¨ elde etmede kullanılır ki bu
vekto¨r de o¨nceden so¨ylendig˘i gibi sec¸meli alt-
go¨revlerden hangilerinin c¸alıs¸tırılacag˘ını belirtir.
¨Orneg˘in k = 3 ise l(3) = [1, 1, 1, 0, ..., 0]T
olacak ve en yu¨ksek p1, p2 and p3 o¨nceliklerine
sahip 3 adet sec¸meli alt-go¨rev bir sonraki kon-
trol do¨neminde c¸alıs¸tırılacaktır. Go¨rev seviye kon-
trolo¨ru¨nu¨n fonksiyonu as¸ag˘ıda verilmis¸tir.
l(k) =

{
1 eg˘er− 1
2q
≤ u < 1
2q
0 deg˘ilse
}
{
1 eg˘er− 1
2q
≤ u < 3
2q
0 deg˘ilse
}
.
.
.{
1 eg˘er− 1
2q
≤ u < 1+2q
2q
0 deg˘ilse
}

(9)
Bir bas¸ka deyis¸le c¸alıs¸tırılacak sec¸meli alt-
go¨revlerin sayısı ise
k =

0 eg˘er − 1
2q
≤ u < 1
2q
1 eg˘er 1
2q
≤ u < 3
2q
.
.
.
q eg˘er 2q−1
2q
≤ u < 2q+1
2q
(10)
3. GK-RM Teknig˘inin RT-Linux
Sisteminde Uygulanması
Bu c¸alıs¸mada o¨nerilen go¨rev planlaması teknig˘ini
uygulayabilmek ic¸in RT-Linux is¸letim sistemi test
ortamı olarak sec¸ilmis¸tir. Bu bo¨lu¨mde RT-Linux ile
ilgili c¸ok kısa bilgi verilerek, uygulamanın detayları
anlatılacaktır.
Gerc¸ek-zamanlı sistemler ac¸ısından standart
Linux’ta yas¸anan problem, sec¸ilemez kılınan
kesmelerin yaratacag˘ı tahminlenemez gecikmel-
erdir. Bu roblem standart Linux c¸ekirdeg˘i ile do-
nanım kesme kontrolo¨ru¨nu¨n arasına yerles¸tirilen
S¸ekil 4: RT-Linux is¸letim sisteminin yapısı
bir o¨yku¨nu¨m programı ile as¸ılmıs¸tır. Linux
kaynak kodunun ic¸erisinde yer alan tu¨m cli,
sti ve iret komutları S CLI, S STI ve S IRET
makroları ile deg˘is¸tirilmis¸tir. Bu durumda
olus¸an tu¨m kesmeler ilk olarak o¨yku¨nu¨m pro-
gramı tarafında yakalanır. Standart Linux kay-
nak kodunda bir kesme sec¸ilemez kılındıysa,
bunun yerine o¨yku¨nme programındaki bir deg˘is¸ken
sıfırlanır. Bir kesme olus¸tug˘unda program o¨nce
bu deg˘is¸keni kontrol eder. Eg˘er bu deg˘is¸ken
bir deg˘ere sahipse, Linux bu kesmeyi sec¸ilir
kılmıs¸tır demektir ve bunun sonucunda Linux
kesme is¸leyicisi c¸alıs¸tırılır. Dig˘er durumda
kesme is¸leyicisi c¸alıs¸tırılmaz onun yerine tu¨m
askıda bekleyen kesmelerin bilgisinin tutuldug˘u bir
deg˘is¸kendeki ilgili bit belirlenir. Linux’un kesme
kontrolo¨ru¨ u¨zerinde dog˘rudan bir kontrolu¨ ol-
madıg˘ından, gerc¸ek-zamanlı kesmelerin is¸lenmesi
standart Linux c¸ekirdeg˘inin c¸alıs¸masından etkilen-
mez. S¸ekil 4 RT-Linux yapısını go¨stermektedir. RT-
Linux’ta gerc¸ek-zamanlı go¨revler c¸ekirdek modu¨lu¨
olarak ve yu¨ksek performans amacıyla c¸ekirdeg˘in
adres bos¸lug˘unda tanımlanır. Bunun en bu¨yu¨k
dezavantajıysa go¨revlerdeki en ku¨c¸u¨k bir yanlıs¸ın
sistemin kilitlenmesine sebep olabilmesidir. RT-
Linux peryodik ve kesmelere bag˘lı c¸alıs¸tırılabilen
go¨revleri destekler ve c¸ekirdek modu¨lu¨ olarak
yu¨klenebilen ku¨c¸u¨k bir go¨rev planlayıcısına sahip-
tir. Bu sebeple de go¨rev planlayıcısının yeni
bir versiyonu ile deg˘is¸tirilmesi oldukc¸a kolaydır.
RT-Linux is¸letim sistemi bu c¸alıs¸manın kapsamı
dıs¸ında oldug˘undan daha fazla bilgi verilmeyecek-
tir.
GK-RM planlayıcısının ugulanmasında ilk
ihtiyac¸ duyulan CPU kullanım oranının o¨lc¸u¨mu¨
ic¸in as¸ag˘ıdaki kod parc¸ası rtl schedule()
fonksiyonunun ic¸erisine eklenmis¸tir:
now = sched -> clock -> gethrtime(
sched->clock ); /*fonksiyonun
bas¸ında system saati (nano saniye
cinsinden) alınır.*/
/*Go¨rev planlama kararı burada
verilir*/
sched -> rtl current -> tinsec
+= ( now-oldnow ); /*tinsec,
go¨rev yapısının ic¸erisinde
tanımlanmıs¸tır*/
now2 = sched -> clock ->
gethrtime( sched->clock );
scheduler overhead += ( now2-now
); /*Bu satır planlayıcının ek
yu¨ku¨nu¨n hesaplanması ic¸indir*/
oldnow = sched -> clock ->
gethrtime(sched -> clock);
/*Go¨rev deg˘is¸imi
(‘‘task-switching’’) burada
yapılır*/
Her kontrol do¨neminde (bu c¸alıs¸mada 100ms
alınmıs¸tır) bir kere c¸alıs¸mak u¨zere yazılan
“cpu util” isimli peryodik is¸ parc¸acıg˘ı as¸ag˘ıdaki
kodu c¸alıs¸tırarak CPU kullanım oranını hesaplar:
total rt=linuxtime=0;
for(t=sched->rtl tasks,i=0;
t;
t=t->next,i++){
if(t==&sched->rtl linux task)
linuxtime+=(float)t->tinsec;
else total rt+=(float)t->tinsec;
t->tinsec = 0;
}
CPU utilization = total rt /
(total rt + linuxtime);
PID ve go¨rev seviye kontrolo¨rleri ic¸in de 100ms
peryoduna sahip birer is¸ parc¸acıg˘ı yazılmıs¸ olup,
bunlara ait daha o¨nce verilen so¨zde-kodlar yeterli
ac¸ıklamaya sahip oldug˘undan burada daha fazla bir
S¸ekil 5: CPU kullanım oranı (ayar noktası=%70)
ac¸ıklamaya gerek olmadıg˘ı du¨s¸u¨nu¨lmektedir.
4. Deneyler ve Sonuc¸lar
Sistem, peryodları tablo 1’de belirtilen 20
adet bag˘ımsız peryodik go¨rev kullanılarak test
edilmis¸tir. Go¨revler, c¸alıs¸ma-zamanında biro¨rnek
dag˘ılımdan u¨retilen c¸alıs¸ma su¨relerine sahip
olup, bu su¨re boyunca bos¸ do¨ngu¨lerle is¸lemciyi
oyalamaktadır. S¸ekil 5 bu denemeden elde edilen
CPU kullanım oranını go¨stermektedir. Go¨ru¨ldu¨g˘u¨
gibi, t = 42 anında 20 peryodik go¨rev bir anda
sisteme yu¨klenmis¸, yaklas¸ık t = 105 anında ise
sistem kararlı hale ulas¸arak %70 CPU kullanım
oranını yakalamıs¸tır. Tu¨m go¨revlerin bir anda
yu¨klenmesindeki amac¸, kontrol teorisinde sıkc¸a
uygulanan ve kars¸ılas¸ılabilecek en ko¨tu¨ durumu
ifade eden rampa giris¸e kars¸ı sistemin tepkisinin
o¨lc¸u¨lmesidir. S¸ekil 6 ise go¨rev planlayıcısının sis-
teme getirdig˘i ek yu¨ku¨ go¨stermektedir. “cpu util”
ve PID kontrolo¨r is¸ parc¸acıklarının ek yu¨kleri de
sırasıyla %0.008 ve %0.019 olarak o¨lc¸u¨lmu¨s¸ olup,
bunların go¨rev planlayıcısının ek yu¨ku¨ yanında
ihmal edilebilir oldug˘u go¨ru¨lmu¨s¸tu¨r.
5. Gelecek C¸alıs¸malar
Bu c¸alıs¸mada, tamamlanmamıs¸ hesaplamalar
yo¨ntemine dayalı GK-RM go¨rev planlama
teknig˘inin RT-Linux is¸letim sisteminde uygulan-
ması sunulmus¸ ve deneme sonuc¸ları bu yaklas¸ımın
CPU kullanım oranını istenilen noktada kararlı
halde bas¸arıyla tutabildig˘ini go¨stermis¸tir. Bunun
yanında sistem kararlıg˘ının teorik c¸alıs¸malarla
ve daha gerc¸ekc¸i is¸ yu¨kleri altında incelenmesi
gereklidir. ¨Onerilen bir bas¸ka c¸alıs¸ma konusu da
S¸ekil 6: Go¨rev planlayıcının, PID hesaplaması ve
CPU kullanım oranı o¨lc¸u¨mu¨ de dahil olmak u¨zere
sisteme getirdig˘i ek yu¨k
yine daha gerc¸ekc¸i is¸ yu¨kleri altında GK-RM go¨rev
planlayıcısının performansının geleneksel go¨rev
planlama algoritmalarıyla kars¸ılas¸tırmalarının
yapılmasıdır.
6. Tu¨rkc¸e-˙Ingilizce So¨zlu¨k
Ayar noktası: Setpoint
Biro¨rnek Uniform
CPU kullanım oranı: CPU Utilization
Go¨rev planlayıcısı: Scheduler
˙Is¸ yu¨ku¨: Workload
Nicelendirici: Quantizer
Son zaman: Deadline
Tamamlanmamıs¸ hesaplamalar: Imprecise Computations
¨Oyku¨nu¨m: Emulation
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