A randomly walking quantum particle searches for a marked vertex on the complete graph of N vertices in Grover's Θ( √ N ) steps. This assumes that the particle can transition from one vertex to another, unhindered. Physically, however, it may need to tunnel through a potential barrier, perhaps due to an imperfect or non-ideal implementation of the walk. Then the particle has some amplitude of correctly hopping and some amplitude of staying put. We show that this causes the search to fail when the particle stays put with amplitude that scales greater than 1/ √ N , so searching larger "databases" requires increasingly reliable hop operations. This condition also holds for search by continuous-time quantum walk. [7] , all of which provably yield polynomial speedups over the best possible classical algorithms. In other applications [8, 9] , the speedup can even be exponential, and any efficient quantum algorithm can be efficiently simulated by a quantum walk [10] .
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Introduction.-Classical random walks, or Markov chains, serve as the foundation of many classical probabilistic algorithms [1] . It is no surprise, then, that their quantum analogues, quantum walks [2] [3] [4] , similarly form the basis for many important quantum algorithms. This includes quantum search [5] , element distinctness [6] , and evaluating NAND trees [7] , all of which provably yield polynomial speedups over the best possible classical algorithms. In other applications [8, 9] , the speedup can even be exponential, and any efficient quantum algorithm can be efficiently simulated by a quantum walk [10] .
As with classical walks, quantum walks can be formulated as a particle hopping on a graph with N vertices, such as the complete graph in Fig. 1 , but in superposition. Then the vertices label computational basis states {|1 , |2 , . . . , |N } of an N -dimensional "vertex" Hilbert space C N . In discrete-time, these vertices are insufficient to define a unitary operator [11, 12] , so assuming the graph is d-regular, we necessarily define an additional ddimensional "coin" Hilbert space C d spanned by the d directions in which the particle can hop from one vertex to another. So the system evolves in C N ⊗ C d . For the complete graph, each vertex is connected to the N − 1 other vertices, so d = N − 1.
Each step of the quantum walk is performed by applying a "coin flip" followed by a hop/shift:
where C 0 is the "Grover diffusion" coin [5] ,
d is the equal superposition over the coin space, and S is the flip-flop shift [13] that causes the particle to jump from one vertex to another and then turn around (e.g., S|1 ⊗ |1 → 2 = |2 ⊗ |2 → 1 ). Depending on the initial state of the particle, the evolution can be substantially different [14] .
The tremendous algorithmic interest in quantum walks has also been met by several experimental realizations in the form of linear optical resonators [15] , nuclear magnetic resonance samples [16] , photons in waveguide lattices [17] , optically trapped atoms [18] , and linearly trapped ions [19] . These implementations, however, often suffer from decoherence after a small number of walk steps. One possible source of error is when the randomly walking quantum particle fails to transition from one vertex of the graph to another when it should. One model for this is the "lackadaisical" quantum walk [20] , where self-loops are added to each vertex so that the particle can walk in place. In this paper, however, we consider a different scenario, where the particle tries to hop away but must tunnel through a potential barrier. Thus it has some amplitude α of successfully hopping and some (related) amplitude β of staying put, so the quantum walk operator becomes
If the particle begins in the uniform distribution, i.e., |ψ 0 = |s v ⊗ |s c , where
N is the equal superposition over the vertex space, then the potential barrier makes no difference, i.e., U 0 |ψ 0 = |ψ 0 and U 0 |ψ 0 = |ψ 0 . In this paper, however, we show that if we use this quantum walk to implement Grover's quantum search algorithm [21] , then the potential barrier can have a huge impact, causing the search to fail when the hopping failure amplitude β scales greater than 1/ √ N . Thus searching larger "databases" requires increasingly reliable hop operations. We end by extending this to continuous-time quantum walks, showing they require the same fidelity of hop operations for search to be successful.
Quantum Search.-Grover's algorithm can be formulated as a randomly walking quantum particle searching the complete graph of N vertices for a particular "marked" vertex |a [13] , as shown in Fig. 1 , by querying an oracle R a that flips the phase of the marked vertex, i.e., R a |a = −|a and R a |x = |x , ∀x = a. That is, the search is performed by repeatedly applying
to the initial equal superposition |ψ 0 = |s v ⊗ |s c . As proved in [20] , when the particle freely transitions from one vertex to another without a potential barrier (i.e., β = 0), the success probability reaches 1/2 after π √ N /2 √ 2 applications of U , as shown in Fig. 2 , which results in a Θ( √ N ) search algorithm with the expected constant number of classical repetitions to boost the success probability near 1.
With the potential barrier (i.e., β > 0), the particle has some amplitude of not hopping. Even for small values of β, this can significantly impair the search, also shown in Fig. 2 . Let us find how large β can be such that we still get a speedup over the classical search's Θ(N ) steps. In doing so, we will get some sense for the required fidelity of the hop operator for quantum walks to search.
As shown in Fig. 1 , there are only two types of vertices: the marked red a vertex, and the unmarked white b vertices, which evolve identically by symmetry. The a vertex can only point towards b vertices, while b vertices can either point towards the a vertex or other b vertices. Thus the system evolves in a 3D subspace spanned by these vertices and directions:
In this {|ab , |ba , |bb } basis, initial equal superposition state is
and the operators that make up the search operator U (1) are
Combining these operators, the search operator (1) is
To find the evolution, we want to find the eigenvectors and eigenvalues of this. To do so, we parameterize α = cos φ, and β = i sin φ,
which ensures unitarity. Assuming that φ = o(1), meaning φ scales less than a constant and hence is small for large N , we can approximate sin φ and cos φ so that
The (unnormalized) eigenvectors and corresponding eigenvalues of this are 
It will be useful in our analysis to have the sum and difference of ψ + and ψ − , which are
Since cos θ ≈ 1 − 2/N and sin θ ≈ 2/ √ N , these become for large N
Depending on the precise scaling of φ, we can further approximate these sums and differences and find the behavior of the algorithm. Let us consider this in four cases, from smaller to larger scales of φ.
When φ scales less than 1/ √ N , the sum and difference of ψ + and ψ − for large N are
Then the initial state is approximately
After t applications of U , the state becomes
Let σt = π/2, i.e.,
Then the state is approximately
So if φ scales less than 1/ √ N , the system evolves from |ψ 0 ≈ |bb to being half in |ab and half in |ba after π √ N /2 √ 2 applications of U , which results in a success probability of 1/2 from the |ab piece. This is the same as without the potential barrier [20] , and so the potential barrier is too small to affect the search for large N .
Case 2: φ = c/ √ N . When φ scales as 1/ √ N with coefficient c constant, the sum and difference of ψ + and ψ − for large N are
Since the initial state |ψ 0 ≈ |bb is roughly half this, after t applications of U , the state of the system is
Then this state is approximately
The success probability is given by the square of the first term, which corresponds to |ab :
While the number of steps and success probability are smaller than in the first case, their scalings are unchanged, so we still achieve Grover's Θ( √ M ) steps with such potential barriers. Success probability as a function of the number of applications of U for search on the complete graph with β = 0.02i and N = 1024, 4096, 16384, and 65536 vertices corresponding to the solid black, dashed red, dotted green, and dot-dashed blue curves, respectively.
. When φ scales larger than 1/ √ N (but still less than a constant), the sum and difference of ψ + and ψ − for large N are
Thus the system approximately begins in an eigenstate:
so it fails to evolve (apart from a global, unobservable phase), and hence the search fails. That is, measuring the state at later time equates to measuring the initial equal superposition state, which gives the marked vertex with probability 1/N , which is equivalent to classically guessing and checking. Case 4: φ = Θ(1). When φ scales as a constant, which is the largest it can scale since φ = π/2 corresponds to the potential barrier stopping all transitions (2), then the behavior from Case 3 persists-for large N , the system approximately begins in an eigenstate, and so the success probability does not evolve. This is shown in Fig. 3 , where for constant φ, increasing N causes the success probability to evolve less and less.
Thus we see an abrupt change in the behavior of the algorithm for large N , depending on φ: when φ = O(1/ √ N ), the full quantum quadratic speedup is achieved, and when φ = ω(1/ √ N ), no speedup over classical is provided. Since the amplitude of the particle failing to hop is β = i sin φ ≈ iφ for small φ (2), a successful search requires that β = O(1/ √ N ), which decreases as N increases, so searching larger "databases" requires increasingly reliable hop operators.
Continuous-Time Quantum Walks.-We end by discussing continuous-time quantum walks, which do not require the additional "coin" space, so the system evolves in the vertex Hilbert space C N . The system begins in the equal superposition over the vertices |s v , and without potential barriers, evolves by Schrödinger's equation with Hamiltonian
where γ is an adjustable parameter corresponding to the jumping rate (amplitude per time), and A is the adjacency matrix of the complete graph (A ij = 1 if vertices i and j are adjacent). For the complete graph, all the vertices are connected to each other, so the adjacency matrix is
and it effects the quantum walk [22] . Since there are only two types of vertices (see Fig. 1 ), we write H in the 2D subspace spanned by |a and |b = x =a |x / √ N − 1:
As shown in [23] , this has eigenstates
with gap in the corresponding eigenvalues E 0 and E 1
When γN takes its critical value of 1, the energy gap is ∆E = 2/ √ N with eigenstates |ψ 0,1 ∝ |s v ± |a , so the system evolves from |s v to |a with probability 1 in time π/∆E = π √ N /2 [20, 22, 23] . This behavior is retained near the critical γ when γN = 1 + o(1/ √ N ) for large N . When γN = 1 + c/N for constant c, we get ∆E = (c 2 + 4)/N and |ψ 0,1 ∝ |s v + (−c ± √ c 2 + 4)/2|a = |s v + o(1)|a for large N , so the system evolves from |s v to |a with constant probability in time π √ N / √ c 2 + 4. Finally, when γN = 1 + ω(1/ √ N ), we get that |ψ 0 or |ψ 1 equals |s v for large N , depending on if the deviation is positive or negative, respectively. So the system begins in an eigenstate and fails to evolve beyond acquiring an unobservable phase, which is consistent with degenerate perturbation theory [24] . Thus we require γN = 1 + O(1/ √ N ) to achieve a Θ( √ N ) search, and otherwise the search is no better than classically guessing and checking. Now with potential barriers, the amplitude that the particle hops from one vertex to another is decreased, say by , and the amplitude of doing nothing is increased by the same amount. This effectively modifies the adjacency matrix to be Conclusion.-We have shown the effect of a potential barrier hindering a randomly walking quantum particle from searching on the complete graph for large N . In discrete-time, the amplitude of not hopping must scale less than or equal to 1/ √ N for the search to achieve Grover's Θ( √ N ) number of steps. Otherwise, no improvement over classical is achieved. Thus quantum search requires increasingly reliable hop operations for larger "databases," and the same condition holds for search by continuous-time quantum walk. This work was supported by the European Union Seventh Framework Programme (FP7/2007-2013) under the QALGO (Grant Agreement No. 600700) project, and the ERC Advanced Grant MQC.
