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Haj lasz Gradients Are Upper Gradients
Renjin Jiang, Nageswari Shanmugalingam, Dachun Yang ∗ and Wen Yuan
Abstract Let (X, d, µ) be a metric measure space, with µ a Borel regular measure. In this
article, we prove that, if u ∈ L1loc (X) and g is a Haj lasz gradient of u, then there exists
u˜ such that u˜ = u almost everywhere and 4g is a p-weak upper gradient of u˜. This result
avoids a priori assumption on the quasi-continuity of u used in [Rev. Mat. Iberoamericana
16 (2000), 243-279]. We also introduce the notion of local Haj lasz gradients, and investigate
the relations between the local Haj lasz gradient and the upper gradient.
1 Introduction
As a substitute for the classical gradient in metric measure spaces, the Haj lasz gradients were
first introduced by Haj lasz [5] in 1996. This opened the door to the study of Sobolev spaces on
metric measure spaces. Let (X, d, µ) be a metric measure space with a nontrivial Borel regular
measure µ, which is finite on bounded sets and positive on open sets.
Definition 1.1. Given a measurable function u on X , a non-negative measurable function g on
X is called a Haj lasz gradient of u if there is a set E ⊂ X with µ(E) = 0 such that, for all
x, y ∈ X \ E,
(1.1) |u(x)− u(y)| ≤ d(x, y)[g(x) + g(y)].
In [5] the above notion was employed to introduce the Sobolev spaceM1,p(X) for p ∈ (1,∞) on
a metric measure space (X, d, µ). The Haj lasz-Sobolev space M1,p(X) is defined to be the set of
all functions u ∈ Lp(X) having a Haj lasz gradient g ∈ Lp(X). The norm of this space is given by
‖u‖M1,p(X) := ‖u‖Lp(X) + inf
g
‖g‖Lp(X),
where the infimum is taken over all Haj lasz gradients of u.
In 1998, Heinonen and Koskela [10] introduced another type of gradients in metric measure
spaces called upper gradients. Recall that a rectifiable curve γ is a continuous mapping from an
interval into X with finite length. In what follows, |γ| denotes the image of γ in X . The p-modulus
of a collection Γ of curves is defined by
Modp(Γ) := inf
ρ∈F (Γ)
‖ρ‖pLp(X),
where F (Γ) is the collection of all non-negative Borel measurable functions ρ on X that satisfy∫
γ ρ(s) ds ≥ 1 for each rectifiable curve γ ∈ Γ.
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Definition 1.2. Let u be a measurable function on X . A non-negative Borel function g on X is
called an upper gradient of u if
(1.2) |u(γ(a))− u(γ(b))| ≤
∫
γ
g(s) ds
holds true for all non-constant rectifiable curves γ : [a, b]→ X . If the inequality (1.2) holds true
for all non-constant rectifiable curves in X except a family of curves of p-modulus zero, where
p ∈ [1,∞), then g is called a p-weak upper gradient of u.
In the definition of p-weak upper gradients, we may relax the Borel measurability of g to µ-
measurability of g; see, for instance, [2, Section 1.5]. This is because by the assumption that µ
is Borel regular, we have that, whenever g is µ-measurable, there is a Borel measurable function
g˜ ≥ g such that g˜ = g almost everywhere.
Using the notion of p-weak upper gradients introduced in [13], the Newton-Sobolev space (also
called the Newtonian space) N1,p(X), p ∈ [1,∞), on a metric measure space X was introduced
in [19]. Recall that the space N˜1,p(X) is defined to be the set of all functions u ∈ Lp(X) having a
p-weak upper gradient g ∈ Lp(X), equipped with the quasi-norm
‖u‖N˜1,p(X) := ‖u‖Lp(X) + infg
‖g‖Lp(X),
where the infimum is taken over all p-weak upper gradients of u. The Newton-Sobolev space
N1,p(X) is the quotient space N˜1,p(X)/ ∼, where the relation ∼ is defined by u ∼ v if and only if
‖u− v‖N˜1,p(X) = 0.
It is natural to compare these two notions of gradients. As shown by [19, Lemma 4.7], a Haj lasz
gradient of a continuous function u, up to some modifications on a set of measure zero, is an upper
gradient; see also [6, 11]. On the other hand, it is known that an upper gradient may not be a
Haj lasz gradient, even if the underlying space is well connected. In general, one should think of a
Haj lasz gradient of a function as the Hardy-Littlewood maximal function of an upper gradient, if
the underlying space supports a Poincare´ inequality.
Based on this fact and the density of continuous functions in the Haj lasz-Sobolev spaces, it was
shown in [19] that Haj lasz-Sobolev spaces are continuously embedded into Newton-Sobolev spaces
(see also [6, Theorem 8.6]). Furthermore, the argument there can easily be generalized to show the
embedding from function spaces defined via Haj lasz gradients to the corresponding spaces based
on upper gradients, provided that continuous functions are dense in the Haj lasz type spaces; see,
for example, [3, 6, 8, 20]. The above discussion holds true for Haj lasz and Newtonian spaces based
on the function spaces Lp(X). The goal of this article is to address the issue of whether Haj lasz
and Newtonian spaces based on other types of quasi-Banach spaces, e. g. Morrey spaces, coincide,
in which whether continuous functions are dense or not is not known.
Our main result below shows that, in general, Haj lasz gradients are upper gradients.
Theorem 1.3. Let u, g ∈ L1loc (X). Suppose that g is a Haj lasz gradient of u. Then there exist
u˜, g˜ ∈ L1loc (X) such that u = u˜ and g = g˜ almost everywhere and 4 g˜ is an upper gradient of u˜.
The proof of Theorem 1.3 is given in Section 2 and, in Section 3, we first introduce the notion
of local Haj lasz gradients (see Definition 3.1) and further show that local Haj lasz gradients are
upper gradients. The key tool used to prove Theorem 1.3 is McShane’s extension of Lipschitz
functions defined on subsets of X (see Lemma 2.2 below). In Section 4, we apply Theorem 1.3
to several concrete settings, including Morrey-Sobolev spaces in which Lipschitz functions are not
dense; see [15].
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2 Proof of Theorem 1.3
To prove Theorem 1.3, we need two technical lemmas. The following one follows from an easy
argument; see [19] and [11, Lemma 9.2.2].
Lemma 2.1 (Refinement of Haj lasz gradients). Let u, g ∈ L1loc (X). Suppose that g is a Haj lasz
gradient of u. Then there exists a Borel function ĝ ∈ L1loc (X) such that g = ĝ almost everywhere
and, for all x, y ∈ X,
|u(x)− u(y)| ≤ d(x, y)[ĝ(x) + ĝ(y)].
Proof. From the definition of Haj lasz gradient, there is a set E ⊂ X with µ(E) = 0 such that, for
all x, y ∈ X \ E,
|u(x)− u(y)| ≤ d(x, y)[g(x) + g(y)].
Choosing ĝ = g0χX\E0 +∞χE0 , where E0 ⊃ E is a Borel set such that µ(E0) = 0 and g0 ≥ g is
a Borel function such that g = g0 almost everywhere (see [2, Proposition 1.1]), gives the desired
Haj lasz gradient.
The following McShane extension result can be found in [18]; see also [9, Theorem 6.2]. Recall
that a real-valued function f on a metric space (X, d) is L-Lipschitz for some L > 0 if, for all x, y
in X , we have |f(x)− f(y)| ≤ Ld(x, y).
Lemma 2.2 (McShane extension). Let A ⊂ X and L ≥ 1. Suppose that f : A → R is an L-
Lipschitz function. Then the function F : X → R, given by F (x) := infy∈A {f(y) + Ld(x, y)} for
x ∈ X, is L-Lipschitz on X with F = f on A.
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Due to Lemma 2.1, it is not restrictive to assume that g is Borel measurable
and
|u(x)− u(y)| ≤ d(x, y)[g(x) + g(y)]
holds true for all x, y ∈ X .
For each k ∈ N := {1, 2, . . .}, denote {x ∈ X : g(x) ≤ 2k} by Ek. Let E := ∪k∈NEk and
F := X \ E. Since g ∈ L1loc (X), we know that µ(F ) = 0. We will complete the proof of
Theorem 1.3 via two steps.
Step 1. For each non-constant rectifiable curve γ : [a, b] → X with γ(a), γ(b) ∈ E, we now
show that
(2.1) |u(γ(a))− u(γ(b))| ≤ 4
∫
γ
g(s) ds.
Since γ(a), γ(b) ∈ E, there exists k ∈ N such that γ(a), γ(b) ∈ Ek. Notice that, for all x, y ∈ Ek,
|u(x)− u(y)| ≤ d(x, y)[g(x) + g(y)] ≤ 2k+1d(x, y),
that is, u is 2k+1-Lipschitz on Ek. By Lemma 2.2, we extend u to a 2
k+1-Lipschitz function uk on
X , defined by setting, for all x ∈ X ,
(2.2) uk(x) := inf
y∈Ek
{
u(y) + 2k+1d(x, y)
}
,
where uk = u on Ek. Let
gk(x) := g(x)χEk(x) + 2
k+1χX\Ek(x), x ∈ X.
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It follows from the definition of uk and gk that, for all x, y ∈ Ek,
(2.3) |uk(x) − uk(y)| ≤ d(x, y)[gk(x) + gk(y)].
If at least one of x and y belongs to X \ Ek, then gk(x) + gk(y) ≥ 2
k+1, and hence
|uk(x) − uk(y)| ≤ 2
k+1d(x, y) ≤ d(x, y)[gk(x) + gk(y)],
which implies that (2.3) holds for all x, y ∈ X .
We now follow the proof of [6, Theorem 8.6] to show that gk acts like an upper gradient of uk
on γ. Notice that γ(a), γ(b) ∈ Ek, and hence u(γ(a)) = uk(γ(a)) and u(γ(b)) = uk(γ(b)). Let
γ : [a, b]→ X be parameterized by its arc-length. By Luzin’s theorem there is a setD ⊂ [a, b] of full
measure such that for each t ∈ D there exists a sequence hn → 0 such that gk◦γ(t+hn)→ gk◦γ(t).
As the function uk ◦ γ is Lipschitz from [a, b] into X , for almost every t ∈ D, we have∣∣∣∣ ddtuk ◦ γ(t)
∣∣∣∣ =
∣∣∣∣ limn→∞ uk ◦ γ(t+ hn)− uk ◦ γ(t)hn
∣∣∣∣
≤ lim sup
n→∞
∣∣∣∣d(γ(t+ hn), γ(t))hn
∣∣∣∣ [gk ◦ γ(t+ hn) + gk ◦ γ(t)]
≤ 2gk ◦ γ(t).
The fundamental theorem of calculus ensures that
(2.4) |uk(γ(a))− uk(γ(b))| ≤
∫ b
a
∣∣∣∣ ddtuk ◦ γ(t)
∣∣∣∣ dt ≤ 2
∫ b
a
gk ◦ γ(t) dt.
On the other hand, observe that, if y ∈ Ek, then gk(y) = g(y) and, if y ∈ X \ Ek, then
gk(y) = 2
k+1 < 2g(y). Hence we obtain
|u(γ(a))− u(γ(b))| ≤ 4
∫
γ
g(s) ds,
completing the proof of Step 1.
Step 2. It remains to show that, if γ(a) or γ(b) lies in F = X \ E, inequality (2.1) also holds
true. We let u˜(x) := u(x) when x ∈ E and, otherwise,
u˜(x) := lim sup
k→∞
uk(x),
where uk is as in (2.2). Obviously, u˜ = u almost everywhere.
If
∫
γ
g(s) ds is infinite, then (2.1) holds trivially. We next consider that
∫
γ
g(s) ds <∞. Notice
that g =∞ on X \E, and hence in this case H1(|γ| ∩F ) = 0, where H1 denotes the 1-dimensional
Hausdorff measure. Therefore, we may assume that γ(a) ∈ X \E and γ(b) ∈ E, by cutting γ into
two sub-curves if necessary.
For each k ∈ N, by (2.4), we conclude that
|uk(γ(a))− uk(γ(b))| ≤ 2
∫
γ
gk(s) ds ≤ 4
∫
γ
g(s) ds.
Since γ(b) ∈ E, it follows that there exists k0 ∈ N such that uk(γ(b)) = u(γ(b)) for each k ≥ k0.
This further implies that, for each k ≥ k0,
(2.5) |uk(γ(a))− u(γ(b))| = |uk(γ(a))− uk(γ(b))| ≤ 4
∫
γ
g(s) ds
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and hence
|uk(γ(a))| ≤ |u(γ(b))|+ 4
∫
γ
g(s) ds <∞.
Therefore, by (2.5), we obtain
|u˜(γ(a))− u˜(γ(b))| =
∣∣∣∣lim sup
k→∞
uk(γ(a))− u(γ(b))
∣∣∣∣ ≤ 4
∫
γ
g(s) ds,
which is the desired inequality. The proof of Theorem 1.3 is then completed by combining the
above two steps.
3 Local Haj lasz gradients
In this section, we show that, if g is only a local Haj lasz gradient (see the following definition)
of u, then the conclusion of Theorem 1.3 still holds true.
Definition 3.1 (Local Haj lasz gradient). Let u be a measurable function on X . A non-negative
measurable function g on X is called a local Haj lasz gradient of u if, for each z ∈ X , there exists
an open set Uz ∋ z and Ez ⊂ Uz with µ(Ez) = 0 such that, for all x, y ∈ Uz \ Ez ,
(3.1) |u(x)− u(y)| ≤ d(x, y)[g(x) + g(y)].
Obviously, the Haj lasz gradients of a measurable function are local Haj lasz gradients of that
function. However, in general, local Haj lasz gradients need not be global Haj lasz gradients of a
function. For example, in the Euclidean setting X = R2, the function g = χB(0,9/4)\B(0,3/4) is
a local Haj lasz gradient of the function f given by f(x) = 1 when x ∈ B(0, 1), f(x) = 0 when
x ∈ R2 \B(0, 2), and f(x) = 1− dist(x,B(0, 1)) otherwise. However, g cannot be a global Haj lasz
gradient of f .
From the following Corollary 3.3, we shall see that local Haj lasz gradients can serve as a con-
nection between Haj lasz gradients and upper gradients.
For measurable functions u, g, we shall call g is a strong Haj lasz gradient of u in the set U ⊂ X
if, for all x, y ∈ U , it holds true that |u(x)− u(y)| ≤ d(x, y)[g(x) + g(y)].
Theorem 3.2. Suppose that X is a separable space. Let u, g ∈ L1loc (X). Suppose that g is a
local Haj lasz gradient of u. Then there exist u˜, g˜ ∈ L1loc (X) such that u = u˜ and g = g˜ almost
everywhere and 4 g˜ is an upper gradient of u˜.
Proof. As before, we can assume that g is Borel measurable.
For each x ∈ X , we fix an open set Ux ∋ x such that g is a Haj lasz gradient of u in Ux. The
collection {Ux : x ∈ X} covers X ; hence by the separability of X we find a countable subcover
{Uj}j of X . Furthermore, by modifying g as in Lemma 2.1 on a Borel set of measure zero if
necessary, we can also assume that, for each j and for all x, y ∈ Uj ,
|u(x)− u(y)| ≤ d(x, y)[g(x) + g(y)].
Applying the proof of Theorem 1.3 to each Uj , we obtain a corrected (relative to Uj) function
u˜j such that u˜j = u almost everywhere in Uj and 4g is an upper gradient of u˜j in Uj . Then clearly
u˜j = u˜m almost everywhere on the set Uj ∩ Um; thus it only remains to show that, for j 6= m, the
set
Zj,m := {x ∈ Uj ∩ Um : u˜j(x) 6= u˜m(x)}
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has the property that µ(Zj,m) = 0 and, whenever γ is a rectifiable curve in X intersecting Zj,m,
then
∫
γ g(s) ds = ∞. We can then set u˜(x) := u˜j(x) for x ∈ Uj \
⋃
m Zj,m, and u˜(x) := 0 if
x ∈ Zj,m for some j 6= m.
So let us assume that γ is a non-constant compact rectifiable curve that intersects Zj,m. For
each x ∈ Zj,m, we know that either u˜j(x) 6= u(x) or else u˜m(x) 6= u(x). Therefore, by the proof of
Theorem 1.3, we know that g(x) =∞ for each x ∈ Zj,m, and hence µ(Zj,m) = 0.
Let F :=
⋃
j,m Zj,m. Then g =∞ on F . If
∫
γ
g(s) ds <∞, we must then have H1(|γ| ∩F ) = 0,
which implies that |γ| ∩E is a dense subset of |γ| in the H1 sense, where E := X \F . By breaking
γ into finitely many sub-curves if needed, it suffices to consider only the case that γ ⊂ Uj . Fix
x ∈ |γ| ∩ Zj,m, and take ǫ :=
1
16 |u˜m(x) − u˜j(x)|. Let γ : [a, c] → Uj satisfying γ(a) = x. By the
absolute continuity of integrals and H1(|γ| ∩ F ) = 0, we conclude that there exists d ∈ (a, c) such
that γ(d) ∈ E and ∫
γ|[a,d]
g(s) ds < ǫ.
Then, since u˜j(γ(d)) = u˜m(γ(d)) and γ(a) = x, we know that
|u˜m(x) − u˜j(x)| ≤ |u˜j(γ(a))− u˜j(γ(d))| + |u˜m(γ(d)) − u˜m(γ(a))|
≤ 8
∫
γ|[a,d]
g(s) ds < 8ǫ,
which is impossible. Thus we must conclude that
∫
γ
g(s) ds = ∞. This finishes the proof of
Theorem 3.2.
Corollary 3.3. Suppose u ∈ L1loc (X) and let D(u) be the collection of all local Haj lasz gradients
of u and p ∈ (1,∞). Then the closure of D(u) ∩ Lp(X) in Lp(X) is contained in the class of all
weak upper gradients of u (up to a factor of 4).
A measure µ on X is said to be locally doubling if, for each R0 ∈ (0,∞), there exists a positive
constant Cd(R0) such that, for each r ∈ (0, R0) and all x ∈ X ,
µ(B(x, 2r)) ≤ Cd(R0)µ(B(x, r)).
We say that µ is globally doubling if the above inequality holds with a positive constant that is
independent of R0.
We also say that X supports a local p-Poincare´ inequality if, for each R0 ∈ (0,∞), there exists
a positive constant CP (R0) such that, for each ball B := B(x, r) with r ∈ (0, R0) and a function-
upper gradient pair (u, g) in X , there exists λ ∈ [1,∞) so that
(3.2)
1
µ(B)
∫
B
|u− uB| dµ ≤ CP (R0) r
[
1
µ(λB)
∫
λB
gp dµ
]1/p
.
Here, uB :=
1
µ(B)
∫
B
u dµ is the average of u on the ball B, and λB the ball concentric with B but
with λ-times the radius of B. We then say that (X, d, µ) supports a p-Poincare´ inequality, if (3.2)
holds with a uniform positive constant CP for all R0 ∈ (0,∞). For more information on Poincare´
inequalities, we refer the reader to [10, 7, 14] and references therein.
Recall also that the restricted Hardy-Littlewood maximal function is defined for each f ∈
L1loc (X) by
MRf(x) := sup
0<t≤R
1
µ(B(x, t))
∫
B(x,t)
|f(y)| dµ(y), x ∈ X.
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Proposition 3.4. Let X be complete, µ locally doubling, and X support a local p-Poincare´ in-
equality for some p ∈ (1,∞). Let u ∈ L1loc (X) and D(u) be the collection of all local Haj lasz
gradients of u. Then the closure of D(u) ∩ Lp(X) in Lp(X) contains all the p-integrable p-weak
upper gradients of u modulo a positive constant multiple C.
Proof. From the local doubling property of µ, we know that, for each fixed r ∈ (0,∞), Mr is
a bounded operator on Lt(X) whenever t > 1. Furthermore, by the results of [12], we know
that there exists some q ∈ (1, p) such that X supports a local q-Poincare´ inequality. Indeed, the
proof of [12] carries through in the setting of local notions as long as X is proper, with the balls
considered in the “good λ-inequalities” of [12] required in our local setting to be of radius smaller
than R0. The local doubling property of X together with the completeness of X guarantees that
closed balls, and hence closed and bounded subsets of X , are compact.
Since p-weak upper gradients of u can be approximated in Lp(X) by upper gradients (see [13]),
it suffices to show that upper gradients in Lp(X) can be approximated by local Haj lasz gradients.
Let ρ ∈ Lp(X) be an upper gradient of u. Since µ is locally doubling and X supports a local q-
Poincare´ inequality, we know that there exists a positive constant C such that, whenever x, y ∈ X
with d(x, y) < R0/2 are Lebesgue points of u,
|u(x)− u(y)| ≤ C d(x, y)
{[
M2λd(x,y)(ρ
q)(x)
]1/q
+
[
M2λd(x,y)(ρ
q)(y)
]1/q}
;
see, for example, [7]. It follows that, for r ∈ (0, R0/2), Cgr := [Mr(ρ
q)]1/q is a local Haj lasz gradient
of u, with Uz = B(z, r/4) for each z ∈ X . Because q < p, we have C gr ∈ D(u)∩L
p(X) based on the
assumption and, by the Lebesgue differentiation theorem, we know that gr → ρ almost everywhere
in X as r → 0. It follows from the monotone convergence theorem that gr → ρ in L
p(X), that is,
C−1ρ is in the Lp-closure of D(u) ∩ Lp(X). This concludes the proof of Proposition 3.4.
Invoking the local Haj lasz gradient, one can introduce the corresponding Haj lasz-Sobolev space
m1,p(X), for p ∈ (1,∞), by replacing Haj lasz gradients in the definition of M1,p(X) from the
introduction with local Haj lasz gradients.
The next corollary follows from Theorem 3.2, Proposition 3.4, and [19, Theorem 4.9]. In what
follows, →֒ denotes continuous embedding.
Corollary 3.5. Let p ∈ [1,∞). Then M1,p(X) →֒ m1,p(X) →֒ N1,p(X). If in addition X is
complete, µ is doubling, and X supports a p-Poincare´ inequality, then m1,p(X), M1,p(X) and
N1,p(X) coincide with equivalent norms.
Remark 3.6. On an n-dimensional Riemannian manifold M with Ricci curvature bounded from
below by a negative constant, it is well known that the measure and the Poincare´ inequalities
hold only locally, we do not know whether M1,p(M ) and N1,p(M ) coincide or not, however, the
coincidence of m1,p(M ) and N1,p(M ) still holds true.
4 Some applications
In recent years, there are many attempts to extend classical Sobolev type spaces to metric
measure settings based on some more general spaces besides Lebesgue spaces; see, for instance,
[4, 20, 8, 3, 15] for such developments. To best of our knowledge, the most general scale of
Newtonian type spaces is due to Maly´ [16, 17], who studied the Newtonian type spaces associated
with a general quasi-Banach function lattice B on X .
Recall that a quasi-Banach space of real-valued measurable functions is a vector space of real-
valued functions equipped with a quasi-norm satisfying Riesz-Fischer property (a notion analogous
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to completeness). A quasi-Banach function lattice B is a quasi-Banach space of real-valued mea-
surable functions on X satisfying, if f ∈ B and |g| ≤ |f | almost everywhere, then g ∈ B and
‖g‖B ≤ ‖f‖B.
Definition 4.1 ([16, 17]). (i) Let N˜1B(X) be the space of all measurable functions u ∈ B which
have an upper gradient g ∈ B and, for all u ∈ N˜1B(X), let
‖u‖N˜1B(X) := ‖u‖B + infg
‖g‖B,
where the infimum is taken over all upper gradients g of f .
The Newton-Sobolev space N1B(X) based on B is then defined as the quotient space N1B(X) :=
N˜1B(X)/ ∼, equipped with ‖ · ‖N1B(X) := ‖ · ‖N˜1B(X), where the relation ∼ is defined by u ∼ v if
and only if ‖u− v‖N˜1B(X) = 0.
(ii) The homogeneous version N˙1B(X) is defined via replacing the condition u ∈ B in the
definition of N1B(X) by u ∈ L1loc (X) and the quasi-norm by
‖u‖N˙1B(X) := infg
‖g‖B,
where the infimum is taken over all upper gradients g of u.
Notice that N1Lp(X) = N1,p(X). The Haj lasz-Sobolev spaces based on B can be defined as
follows.
Definition 4.2. (i) The Haj lasz-Sobolev space M1B(X) based on B is defined to be the space of
all measurable functions u ∈ B which have a Haj lasz gradient g ∈ B and
‖u‖M1B(X) := ‖u‖B + inf
g
‖g‖B,
where the infimum is taken over all Haj lasz gradients g of u.
(ii) The homogeneous version M˙1B(X) is defined via replacing the condition u ∈ B in the
definition of M1B(X) by u ∈ L1loc (X) and the quasi-norm by
‖u‖M˙1B(X) := infg
‖g‖B,
where the infimum is taken over all Haj lasz gradients g of u.
As an immediate consequence of Theorem 1.3, we obtain the following relations between Haj lasz-
Sobolev spaces and Newton-Sobolev spaces based on B, the details being omitted.
Theorem 4.3. Let B be a quasi-Banach function lattice on X such that B ⊂ L1loc (X). Then
M1B(X) →֒ N1B(X) and M˙1B(X) →֒ N˙1B(X).
In what follows, for all r ∈ (0,∞), u ∈ Lrloc (X) and x ∈ X , define the non-centered un-restricted
Hardy-Littlewood maximal operator M(r) with exponent r by
M(r)(u)(x) := sup
B∋x
{
1
µ(B)
∫
B
|u(y)|r dµ(y)
}1/r
,
where the supremum is taken over all balls B of X containing x.
Theorem 4.4. Let p ∈ (1,∞). Assume that X is complete, B is a quasi-Banach function lattice
on X such that B ⊂ L1loc (X), X supports a p-Poincare´ inequality for some p ∈ (1,∞), and that µ
is doubling. If there exists r0 ∈ (1, p) such that for all r ∈ (r0, p), the Hardy-Littlewood maximal
function M(r) is bounded on B, then
N1B(X) = M1B(X) and N˙1B(X) = M˙1B(X)
with equivalent quasi-norms.
Haj lasz gradients are upper gradients 9
Proof. By Theorem 4.3, it suffices to prove the embeddings N1B(X) →֒M1B(X) and N˙1B(X) →֒
M˙1B(X). We only prove the first embedding due to similarity.
Let u ∈ N1B(X). Then there exists an upper gradient g of u such that ‖u‖B + ‖g‖B ≤
2‖u‖N1B(X). Since X supports a p-Poincare´ inequality, by [12, Theorem 1.0.1], we know that X
also supports a r-Poincare´ inequality for some r < p (which can be chosen large enough so that
M(r) is also a bounded operator on B) and hence, by [7, Theorem 3.2], there exist a positive
constant C and a set E ⊂ X with µ(E) = 0 such that, for all x, y ∈ X \ E,
|u(x)− u(y)| ≤ Cd(x, y)
[
M(r)(g)(x) +M(r)(g)(y)
]
.
Therefore, CM(r)(g) is a Haj lasz gradient of f . From the boundedness of M(r) on B, it follows
that there exists a positive constant C such that, for all u ∈ N1B(X),
‖u‖M1B(X) ≤ C
{
‖u‖B + ‖M
(r)(g)‖B
}
≤ C {‖u‖B + ‖g‖B} ≤ C‖u‖N1B(X),
and hence N1B(X) →֒M1B(X). This finishes the proof of Theorem 4.4.
Finally, let us make some comments. Examples of B satisfying assumptions of Theorems 4.3
and 4.4 include Lebesgue spaces ([5, 19, 4]), Lorentz spaces ([3]), Orlicz spaces ([20]), Orlicz-
Musielak variable exponent space ([8]), and Morrey spaces ([15]).
It is known that continuous functions are dense in M1,p(X) and N1,p(X) with p ∈ (1,∞) if X
is a doubling space supporting a p-Poincare´ inequality (see [19]). However, this density property
might not be true for the spaces M1B(X), M˙1B(X), N1B(X) and N˙1B(X) when B is a general
quasi-Banach function lattice; see, for example, [15] for the case that B is a Morrey space.
The Newton-Morrey-Sobolev spaceN1M qp (X) and the Haj lasz-Morrey-Sobolev spaceM
1M qp (X)
with 1 < p ≤ q <∞, introduced and studied in [15], are our original motivation to compare Haj lasz
gradients and upper gradients. Recall that theMorrey space M qp (X) with 1 < p ≤ q <∞ is defined
as the space of all measurable functions f on X such that
‖f‖Mqp (X) := sup
B⊂X
[µ(B)]1/q−1/p
[∫
B
|f(x)|p dµ(x)
]1/p
<∞,
where the supremum is taken over all balls B in X . It is shown by [15, Remark 4.9] that Lipschitz
continuous functions are not dense in these spaces. Therefore, to show the coincidence between
N1M qp (X) andM
1M qp (X), we can not apply the approach used in [19] for the coincidence between
the Newton-Sobolev and the Haj lasz-Sobolev spaces. However, Theorems 4.3 and 4.4 are applicable
to these spaces, since the maximal operator M(r) is bounded on M qp (X) when r < p (see, for
example, [1]).
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