Determining the number of chemical components in a mixture is a first important step to further analysis in spectroscopy. The accuracy of 13 statistical indices for estimation of the number of components that contribute to spectra was critically tested on simulated and on experimental data sets using algorithm INDICES in S-Plus. All methods are classified into two categories, precise methods based upon a knowledge of the instrumental error of the absorbance data, s inst (A), and approximate methods requiring no such knowledge. Most indices always predict the correct number of components even a presence of the minor one when the signal-to-error ratio (SER) is higher than 10 but in case of RESO and IND higher than 6. On base of SER the detection limit of every index method is estimated. Two indices, RESO and IND, correctly predict a minor component in a mixture even if its relative concentration is 0.5-1% and solve an ill-defined problem with severe collinearity. For more than four components in a mixture the modifications of Elbergali et al. represent a useful resolution tool of a correct number of components in spectra for all indices. The Wernimont-Kankare procedure performs reliable determination of the instrumental standard deviation of spectrophotometer used. In case of real experimental data the RESO, IND and indices methods based on knowledge of instrumental error should be preferred.
Introduction
Determining the number of chemical components in a mixture is the first step for further qualitative and quantitative analysis in all forms of spectral data treatment. Procedures for determining the chemical rank of a matrix using a variety of empirical and statistical methods based on principal component analysis (PCA) have been reported [1] . Much work has been put into developing methods for resolution of multi-component spectra but less work has been carried out to reveal the limitations of the methods and in the estimation of the minor component of resolved spectra.
Throughout this work, it is assumed that the n × m absorbance data matrix A A A = ε ε εC C C containing the n recorded spectra as rows can be written as the product of the m × r matrix of molar absorptivities ε ε ε and the r × n concentration matrix C C C. Here m denotes the number of wavelengths for which each spectrum was recorded being equal to the number of columns of A A A matrix, n is the number of solutions for which spectra have been recorded being equal to the number of rows Since the rank of A A A is equal to the rank of ε ε ε or C C C, whichever is the smaller, and since rank(ε ε ε) ≤ r and rank(C C C) ≤ r, then provided m ≥ r and n ≥ r, it will only be necessary to determine the rank of matrix A A A which is equivalent to the number of significant components [2, 18] .
Approaches for the determination of the rank of A A A are based on two different chemometric methods, either using pure PCA or by using PCA combined with cross-validation [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Generally, PCA will extract some of noise, i.e. experimental and/or random error which will usually be represented by the principal components with smallest size or variance. When no noise in spectra exists, the number of eigenvalues of the covariance matrix A A A T A A A larger than zero is equivalent to the number of component r, providing that the spectra of components in mixture are linearly independent.
In a recent tutorial, Malinowski [3] concluded that spectra gleaned from a spectrophotometer often contains instrumental as well as experimental uncertainties that arise from several different sources: (a) spectrophotometer switches a filter and new uncertainty and also uncertainty of distribution are introduced; (b) changing sample cells or stock solvents will produce uncertainty distribution in the data; (c) data pretreatment such as smoothing, normalizing or standardizing the data columns or data rows can seriously effect the uncertainty distribution; (d) data can be distorted by a combination of these factors.
As all real data contain experimental noise, the number of eigenvalues different from zero is usually larger than the number of components r. Experimental and/or random error can mask the identification of the true dimensionality of a data set. Malinowski [1, 4] split this error into two sources -imbedded error and extracted error. Extracted error (XE) is the error which is contained within the minor PC dimensions ((r + 1)th, (r + 2)th, . . . , mth) and therefore be removed, or extracted, from the data by retaining only the first r dimensions. Imbedded error (IE) is the error which mixes into the factor scheme and is contained within the first r dimensions: this error can never be completely removed from a data set but may be scaled to a minimum [5] .
Chen et al. [6] and Elbergali et al. [7] concluded that although there are many multivariate statistical methods for determination of the number of significant components that have successfully solved certain problems encountered in spectroscopy, if the spectra of components are very similar, or there are minor components, or the signal-to-noise ratio (SNR) is low, the methods may not perform well. Some methods may still fail to give satisfactory results due to the existence of some components and noise eigenvalues may be in the same magnitude. All these methods to identify the true dimensionality of a data set are classified into two categories: (a) precise methods based upon a knowledge of the instrumental error of the absorbance data, s inst (A) before statistical examination; (b) approximate methods requiring no knowledge of the instrumental error of the absorbance data, s inst (A). Many of these methods are empirical functions.
The purpose of our study was to make a critical comparison of various PCA methods on both simulated and experimental data and first results and algorithm were already presented [26] . In this paper, statistical properties of the instrumental random error, i.e. its homoscedastic magnitude but also heteroscedastic influence as well as a resolution under a presence of minor components in mixture with a detection limit in case of 13 various indices methods are discussed.
Theoretical

PCA in spectral data analysis
Principal component analysis (PCA) has been widely used for spectral data analysis since it was introduced into chemistry by Kankare [18] . PCA performs a decomposition of an absorbance matrix into a product of two matrices T T T and P P P T and the residual matrix E E E according to
The n × q score matrix T T T also called a matrix of latent variables contains q column vectors or main components. The m × q loading matrix P P P contains q column vectors which represents a measure of contribution of a particular latent variable. The index q is the least of n and m which in spectroscopy usually is n [9, [13] [14] [15] [16] [17] . The second moment of an absorbance matrix is defined
where A A A is usually the mean-centered absorbance matrix. The matrix Z Z Z is often called the variance-covariance matrix and contains information about the scatter of points in multidimensional space. The latent root and vector decomposition is defined by two equations
where Z Z Z is a m×m variance-covariance matrix (sometimes data can be scaled so that each variable is standardized to equal variance down the columns: in which case the matrix becomes the correlation matrix); the matrix I I I is the unit matrix, and 0 is a matrix of zeroes. The following notations are used: I is the sample number, j is the wavelength number, and a is the eigenvalue number. Then n is the number of samples, k is the current number of components being testing, r is the true number of components and q is the total possible number of components.
Precise methods
Precise methods concern such indices which are based upon a knowledge of the instrumental error of the absorbance data, s inst (A). Determination of a number of significant components in mixture is based on a comparison of an actual index of method used with the experimental error of instrument used, s inst (A).
Residual standard deviation, s k (A)
Kankare in algorithm FA608 [2, 18] uses the second moment Z Z Z of an absorbance matrix A A A (Eq. (2)). Applying eigenvalues g a of matrix Z Z Z the residual standard deviation of absorbance s k (A) is estimated
where tr(Z Z Z) is a trace of the matrix Z Z Z and r is the estimated number of components in a mixture.
Testing criterion: the values s k (A) for different number of components k are plotted against an integer k, s k (A) = f (k), and number of significant components is such integer r = k for which s k (A) is close to the instrumental standard deviation of absorbance, s inst (A).
Residual standard deviation, RSD
The RSD [1] is a measure of the lack of fit of a PC model to a data set being calculated by
if the PCA is performed via the covariance matrix; where g a is the eigenvalue associated with the kth PC dimension.
Testing criterion: the true dimensionality of a data set r is the number of dimensions required to reduce the RSD(k) to be approximately equal to the estimated experimental error of the absorbance data. The RSD(k) may be plotted against k, RSD(k) = f (k), and when the RSD(k) reaches the value of the instrumental error of spectrophotometer used, s inst (A), the corresponding k represents the number of significant components in a mixture, r = k.
Root mean square error, RMS
The root mean square error (RMS) [1] of an absorbance data matrix is a measure of the difference between the raw data and the data after reconstruction in the short cycle using the first k principal components. It is also known as the extracted error XE(k) [1] . The RMS(k) is defined by
whereÂ ij =Ā + k a=1 t ia p aj and scores are denoted by t ia while loadings by p aj . The alternative way of expressing RMS(k) is as follows
where g a are eigenvalues of a covariance matrix Z Z Z and k is a guess which can vary from 1 to q and we are testing to see whether k = r or not.
Testing criterion: analogously as in previous method the estimates RMS(k) may be plotted as a function of latent variables, RMS(k) = f (k) and on base of a comparison with the magnitude of an instrumental error of the spectrophotometer used, s inst (A), the number of the significant components may be estimated. Comparing relations for RSD(k) and RMS(k), and simplifying yields we get RMS(k)
Although related, RMS(k) and RSD(k) measure different sources of error. RMS(k) measures the difference between raw data and reproduced data using k PC dimensions. RSD(k), however, measures the difference between the raw and the pure data containing no experimental error.
Average error criterion, AE
The average error of absorbance (AE) (orē) [1] is simply the average of the absolute values of the differences between the raw and reproduced data,
where A ij and Â ij were described previously in Section 2.2.3.
Testing criterion: the true dimensionality of absorbance data matrix r is the number of dimensions required to reduce the average error to be approximately equal to the estimated average error of the data. Values of the average error AE(k) are plotted against the number of latent variables k and compared with the instrumental error of spectrophotometer used, s inst (A). When AE(k) reaches s inst (A) corresponding k is equal to the number of significant components in mixture, r = k.
χ 2 criterion
For absorbance data sets where the standard deviation varies from one absorbance point to another and is not constant Bartlett [19] proposed a χ 2 -criterion. This method takes into account the variability of the error from one data point to the next, but has the major disadvantage that one must have a reasonably accurate error estimate for each data point. The χ 2 -criterion is defined by
where σ ij is the standard deviation associated with the measurable A ij and Â ij is the reproduced data using k PC dimensions.
Testing criterion: the criterion is applied in an iterative manner (k = 1, 2, . . . , m) and the true dimensionality of the data is the first value of k at which
The number of significant components corresponds the first k value for which χ 2 (k) is less than critical value χ 2 expected .
Standard deviation of eigenvalues, s(g k )
Hugus and El-Alwady [20] related for the standard deviation of an eigenvalue of the covariance matrix Z Z Z the equation,
where q la and q ja are elements of a matrix of eigenvalues Q Q Q and σ lj are the standard deviations of elements of a matrix Z Z Z given with the relation Testing criterion: the number of significant components in mixture is equal to the number of eigenvalues which are greater than s(g k ).
Approximate methods
If no knowledge of the experimental error associated with the data is available then one of the following techniques has to be applied to approximate the true dimensionality of the data, although the results obtained from these could be used to approximate the size of the error contained in the data [1] . Most of the techniques presented here are empirical functions.
Eigenvalues, g a
Eigenvalues EV(a) or g a are conventionally used as a measure of the size of a principal component [21] . Eigenvalues are calculated as the sum of squares of the score vectors = 1, 2, . . . , r, . . . , q (12) Testing criterion: the first r eigenvalues, called a set of primary eigenvalues, contain contribution from the real components and should be considerably larger than those containing only noise. The second set called the secondary eigenvalues contains (q −r) eigenvalues and are referred to as non-significant eigenvalues. The secondary eigenvalues should be considerably larger, but this is not sensitive enough.
Logarithms of eigenvalues, log g a
The method of logarithms of eigenvalues [9] comes from an assumption that primary eigenvalues of the covariance matrix Z Z Z significantly differ in a magnitude from secondary eigenvalues as their magnitude is approximately same.
Testing criterion: the primary and secondary eigenvalues can be separated graphically in a plot log(g a ) = f (a), where a is the order of given eigenvalue in descending order. However, this test is not sufficiently sensitive on a presence of significant components in relatively small quantities. Therefore some information about instrumental noise should also be supplied. When in one graph various levels of experimental error in absorbance are plotted then the primary and secondary eigenvalues may be easily recognized. The number of primary eigenvalues is then equal to the number of significant components in a mixture.
Exner function, ψ
The Exner ψ-function [23] is another approach for identifying the true dimensionality of a data. This function is defined as
whereĀ represents the overall mean of the absorbance matrix A A A andÂ ij is the reproduced data using the first k latent variables.
Testing criterion: the ψ(k) = (k) function can vary from zero to infinity, with the best fit approaching zero. A ψ(k) equal to 1.0 is the upper limit for significance as this means the data reproduction using k dimensions is no better than saying each point is equal to the overall data mean. Exner proposed that 0.5 be considered the largest acceptable ψ(k) value, because this means the fit is twice as good as guessing the overall mean for each data point. Using this reasoning ψ(k) = 0.3 can be considered a fair correlation, ψ(k) = 0.2 can be considered a good correlation and ψ(k) = 0.1 an excellent correlation. It means that for ψ(k) < 0.1 the corresponding k can be taken as the number of significant components in solution.
Scree test, RPV
The scree test [1, 24] for identifying the true dimensionality of a data set is based on the observation that the residual variance should level off before those dimensions containing random error are included in the data reproduction. The residual variance associated with a reproduced data set, is defined as
which is equal to the square of the RMS(k) error. The residual percent variance can be expressed as a percentage
In terms of the eigenvalues of the data matrix, this expression can be converted to
Testing criterion: when the residual percent variance is plotted against the number of k PC dimensions used in the data reproduction, RPV(k) = f (k), the curve should drop rapidly and level off at some point. The point where the curve begins to level off, or where a discontinuity appears, is taken to be the dimensionality of the data space. This is explained by the fact that successive eigenvalues (k PC dimensions) explain less variance in the data and hence this explains the continual drop in the residual percent variance. However, the error eigenvalues will be equal, if the experimental error associated with the data is truly random, and hence the residual percent variance will be equal. Discontinuity appears in situations where the errors are not random, in such situations PCA exaggerates the non-uniformity in the data as it aims to explain the variation in the data.
Imbedded error, IE
The imbedded error function (IE) [1, 4] is an empirical function developed to identify those k latent variables or PC dimensions containing error without relying upon an estimate of the error associated with the absorbance data matrix. The imbedded error is a function of the error eigenvalues and takes the following form
which is equivalent to √ k/m RSD(k) and represents a measure of the difference between reconstructed and pure data and describes this part of errors which remains in reconstructed data.
Testing criterion: the behavior of the IE(k) function, as k varies from 1 to q, can be used to deduce the true dimensionality of the data. The IE(k) function should decrease as the true dimensions are used in the data reproduction. However, when the true dimensions are exhausted, and the error dimensions are included in the reproduction, IE(k) should increase. This should occur because the error dimensions are the sum of the squares of the projections of the error points on the error axis. If the errors are uniformly distributed, then their projections onto the error dimensions should be approximately equal. Imbedded error can also be related to RMS(k) and RPV(k).
Factor indicator, IND
The factor indicator function IND(k) [1, 4] is an empirical function which appears more sensitive than the IE(k) function to identify the true dimensionality of an absorbance data matrix. The function is composed of the same components as the IE(k) function, and is defined by
where RSD(k) is the residual standard deviation of absorbance.
Testing criterion: this function, like the IE(k) function, reaches a minimum when the correct number of latent variables or r PC dimensions have been employed in the data reproduction. However, it has been seen that the minimum is more pronounced and can often occur in situations where the IE(k) function exhibits no minimum.
F-test
Malinowski [1, 4] developed a test for determining the true dimensionality of a data set based on the Fisher variance ratio test, F-test. The F is a quotient of two variances obtained from two independent pools of samples that have normal distributions. As the eigenvalues obtained from a PCA are orthogonal, the condition of independence is satisfied. It is common to assume that the residual errors in the data have a normal distribution; if this is true, then the variance expressed by the error eigenvalues should also follow a normal distribution. This will not be the case if the errors in the data are not uniform or if systematic errors exist. The pooled variance of the error eigenvectors is obtained by dividing the sum of error eigenvalues by the number of pooled vectors m − k. For distinguishing primary and secondary eigenvalues the null hypothesis H 0 : g red a =ḡ red a versus alternative H A : g red a >ḡ red a is formulated. In case of validity of null hypothesis the test criterion
with 1 and q − k degrees of freedom is applied.
Testing criterion: when testing the k is varied from the smallest eigenvalues in range m − 1, m − 2, . . . , 1. The first kth reduced eigenvalue for which it is valid that F(1, q − k) is greater than critical value for given significance level is taken as the smallest and corre-sponding k represents the number of significant components in a mixture.
Ratio of eigenvalues calculated by smoothed PCA and those by ordinary PCA, RESO
A recommended procedure for determining the number of components in mixtures using RESO [6] contains the principal components analysis for the measured spectra set using the SVD algorithm to find the eigenvalues g 0 i corresponding to ordinary PCA. Then the smoothed principal component analysis (SPCA) is applied to the same data set, doing the generalized eigenvalues problems X X X T Xr Xr Xr 
Signal-to-noise ratio SNR (or SER) and detection limit
In any simulation study of this type, the level of noise employed will be critical. Therefore, it is necessary to have a consistent definition of the SNR so that the impact of this parameter can be critically assessed. Traditional approaches to SNR are based on the ratio of the maximum signal to maximum noise value. As an alternative, the concept of instrumental error was again employed and the SER is defined where for an error the instrumental standard deviation of absorbance, s inst (A) is used.
Attention should be paid to the methods' ability to detect a minor component in the presence of major ones. The detection limit is equivalent to the amount of 'detectable impurity' or the smallest relative concentration of the minor component. Approaching the detection limit, no methods can accurately determine the minor component in mixture. The detection limit depends on several factors, such as (i) spectral similarity of the minor component with other ones; (ii) instrumental resolution; (iii) noise level and noise type, and (iv) SNR with respect to the minor component.
Experimental
The comparison of indices methods tested has been demonstrated by real data as well as simulated ones which were designed to cover some typical situations to access in experimental practice.
Procedure
All spectra evaluation and data simulation were performed in the S-Plus programming environment and the algorithm INDICES is available on internet, http://meloun.upce.cz/indices [27] .
Most indices methods ( Fig. 1) are functions of the number of PC(k)'s into which the spectral data usually are plotted against k, and when the PC(k) reaches the value of the instrumental error of spectrophotometer used, s inst (A), the corresponding k represents the number of significant components in a mixture, r = k. The dependence f(k) decreases steeply with increasing number PCs as long as the PCs are significant. When k is exhausted the indices fall off, some of indices even display a minimum. At this point r = k for all indices except g for which r = k + 1 is valid. The indices values at this point can be predicted from the properties of the noise, which may be used as a criterion to determine r [3, 8] .
Simulated data sets
To investigate all statistical properties of absorbance data matrix which were designed to be quite similar to real experimental data and cover some typical situations of analytical practice, several data sets of absorption spectra were simulated for a three-components system in mixture: potassium bichromate, cobalt(II) sulphate and copper(II) sulphate, a mixture abbreviated {Cr-Co-Cu}. An absorbance matrix was created by multiplying absorptivity spectra of three components (Fig. 2a) by their simulated concentration profiles (Fig. 2b) to reach resulting absorbance. Each ma- Fig. 1 . The indices (full circles) and logarithm of the indices (empty circles) of 13 methods as a function of the number of principal components k for a simulated three-components system in mixture, potassium bichromate-cobalt(II) sulphate-copper(II) sulphate, with r = 3, n = 82, m = 41 and SER = 1570, S-Plus. Fig. 2. (a) Spectra of relative absorbance for three components described as in Fig. 1. (b) Diagram of a relative concentration of three components in mixture for a simulated data set of three components described as in Fig. 1. (c) 3D-relative absorption spectra for a simulated data set of three components described as in Fig. 1. trix data set contains n digitized spectra consisted of m digitized wavelengths. Random noise was added to the spectra by generating random numbers with a Gaussian distribution with mean 0 and standard deviation equal to the pre-selected noise level, s inst (A), to reach an optioned SER value. Most of simulated spectra sets for examination of five factors (i.e. concentration, homoscedasticity noise, collinearity in spectra, heteroscedasticity noise and sample size), are of sample size n = 82 spectra and m = 41 wavelengths (Fig.  2c) .
Concentration variation
One of the three components in system was arranged at different minor concentration levels, actually 0.25, 0.50, 1.0, 1.5 and 2.5% with respect to a sum of other two components which each had the same highest absorbance (Tables 1 and 2 ). For noise level s inst (A) = 0.7 mAU the minor concentration levels cause SER values 4.0, 8.0, 15.9, 23.9 and 39.9.
Homoscedastic noise
To all previous absorbance matrices described in Section 3.2.1 the normally distributed homoscedastic random errors generated with zero expectation and different absorbance standard deviation s inst (A) = 0.3, 0.7, 1.4 and 2.8 mAU were added which represent about 0.03, 0.07, 0.14 and 0.28% of the maximum absorbance, respectively. These correspond to various levels of SER (Table 1) , enabling to examine a detection limit of every indices method.
Heteroscedastic noise
The heteroscedastic noise with zero expectation was proportionally increased with increasing wavelength (a) from s inst (A) = 0.01 to 0.3 mAU which is about from 0.001 to 0.03% of the maximum absorbance, (b) from s inst (A) 0.01 to 0.7 mAU which is about from 0.001 to 0.07% of the maximum absorbance, (c) from s inst (A) = 0.01 to 1.4 mAU which is about from 0.001 to 0.14% of the maximum absorbance, (d) from s inst (A) = 0.01 to 2.8 mAU which is about from 0.001 to 0.28% of the maximum absorbance added to precise values of a noiseless absorbance matrix. For comparison the concentrations of three components were used as described previously in Sections 3.2.1 and 3.2.2. These correspond to various levels of SER (Table 2) , en- abling to examine a detection limit of every indices method.
Collinearity in spectra
To examine collinearity in spectra, the spectrum s r of system of three components produced according to the following equation with p 2 = 1.1, 2.0, 3.0, 5.0 and 8.0 and p 3 = 1.1, 3.0 3 are the vectors of spectra of component 2 and 3, respectively. For comparison, the relative concentrations of the three components in system were held constant 1, 1, 1, respectively, and the resulting spectrum was either (a) loaded with a homoscedastic noise level 0.7 mAU which is about 0.07% of the maximum absorbance, or (b) loaded with a heteroscedastic noise level varied in range from 0.01 to 0.7 mAU which is about from 0.001 to 0.07% of the maximum absorbance.
Sample size
Influence of a sample size or size of absorbance matrix on resulting number of estimated components r was investigated. The size of the absorbance matrix was decreased in several steps from n × m = 82 × 41 to a final size 10 × 10.
Real data sets
After determination of instrumental error of spectrophotometer used s inst (A) the real spectra of three components in mixture and protonation equilib- Table 2 Search of a detection limit for 13 indices procedures proposing a number of components for simulated three-component system with various levels of heteroscedastic noise level (a) from 0.01 to 0.3 mAU; (b) from 0.01 to 0.7 mAU; (c) from 0.01 to 1.4 ria of a mixture of three sulphonephtaleins were investigated.
Instrumental error s inst (A)
For determination of the instrumental error of spectrophotometer used, s inst (A), Wernimont-Kankare method [18] was applied. If there is one component in the solution, this means that the true rank of the absorbance matrix is equal to one, r = 1, and the corresponding residual standard deviation of absorbance s k (A) being estimated from a graph s k (A) = f (k) for k = 1, and analogously, the real error RE(1), the extracted error XE(1) and the average errorē for k = 1 were estimated: for potassium bichromate s 1 (A) = 0.7 mAU, RE(1) = 0.5 mAU, XE(1) = 0.5 mAU and e(1) = 0.5 mAU.
Mixture of three components
For a three-components system {Cr-Co-Cu}, the absorbance matrix of n = 30 spectra for various concentration combinations of three components {Cr-Co-Cu} according to Beer law at m = 27 wavelengths was examined (Table 4) . 
Homoscedastic noise, heteroscedastic noise and concentration of the minor component
All three factors may be examined commonly using an effective resolution criterion, the SNR or the SER. Both criteria cover all three factors and therefore can be used as the common resolution factor. For simulated data sets with r = 3, n = 82, m = 41 there were adjusted various SER values of homoscedastic noise (Table 1 ). It is obvious that when SER is equal or higher than a detection limit, every index method fails. Table 1 demonstrates an estimate of detection limit for individual methods in case of homoscedastic noise: SER = 24 for χ 2 , SER = 16 for IE, SER = 12 for F-test, SER = 10 for s k (A), RSD, RMS, AE, s(g) and ψ, SER = 8 for g a , SER = 6 for RESO, SER = 4 for IND. It means that for determination of the minor component two methods, RESO and IND work best and appear to be the most reliable. It is worth mentioning that most of the methods do not behave in the same way if the SER criterion decreases nearly to their detection limit. Indices s(g), χ 2 and F-test are definite, they are fully based on statistic criterion and it is not complicated to predict r. The situation is simple in case of precise methods. Here we take the k for which the value of criterion is closest to the value of experimental error, s inst (A). However, we lose a help function of the curve shape being used here as an efficient criterion. Thus the indices ψ, and RPV which are based on detecting a break-point on the curve, are not very reliable in prediction of r in case of decreasing a SER. The g a and RESO are reliable enough.
For heteroscedastic noise (Table 2 ) an estimate of detection limit for individual methods are: SER = 34.5 for χ 2 , SER = 17.1 for s(g) and IE, SER = 13.4-13.8 for s k (A), RSD, RMS, AE, RPV, g a and ψ, SER = 10.3 for F-test, SER = 6.7 for IND and SER = 3.4 for RESO. Once again RESO and IND work best, which demonstrates their ability in the presence of heteroscedastic noise. A possible explanation [6] might be that heteroscedastic noise does affect the eigenvalues of both SPCA and PCA but has no influence on their ratios. Fig. 4 . 3D-relative absorption spectra for six components described as in Fig. 3 . 
U N C O R R E C T E D P R O O F
Collinearity in spectra
Even severe collinearity in spectra that arranged all the indices predicted a correct number of components in mixture. (Table 3 ). When n = 12 most approximate indices fail, the correct value of number r is estimated by precise methods only. Some methods are more sensible to the changes of size of the absorbance matrix. This is especially the case of RESO. On the other hand, precise methods are sensitive neither to the decreasing size nor to the incorrect dimension of data, i.e. highest number of wavelength in columns than spectra in rows. In our study it was found that sufficient size of absorbance matrix seems to be about 30 spectra and a little bit smaller number of wavelengths. In an agreement with Elbergali et al. [8] we can conclude that a higher number of data points collected in a given wavelength range improve ability of the indices to predict the number of light absorbing components. Recorded spectra should be digitized into the maximum number of data points, especially for data set with low SER value and many components.
Sample size
Real experimental data
The Wernimont-Kankare procedure estimates the instrumental standard deviation of spectrophotometer used, s inst (A) = 0.7 mAU in range 380-650 nm. This value can be used for a prediction of SER value for experimental data. Only two indices, IND and RESO, predict correct number of components for a concentration of minor component 0.5% (corresponding to SER = 7.9). Except χ 2 and s(g) all other indices predict correct number for a concentration 1% (corresponding to SER = 15.7) and χ 2 and s(g) for 1.5% (corresponding to SER = 23.6) ( Table 4 ). The extensive simulations and experimental data treatment showed that most of the indices accurately predict the number of components that contribute to a set of absorption spectra. For the simulated spectra all indices performed well, all being absolutely correct for data sets with SER of at least 10. For data with higher noise the g a , RESO and IND performed best.
To examine severe collinearity in spectra and ill-conditioned model of similar spectra for individual components, an experimental system of protonation equilibria of three sulphonephthaleins in mixture, Bromocresol Green + Phenol Red + Thymol Blue (BCG + PR + TB) was tested. Protonated forms HL of all three sulphonephtaleins are nearly of same colour and their λ max of their absorption bands are very close. This is valid also for their anions L − (Fig. 3) . No sulphonephtalein was in minor concentration and a concentration ratio BCG:PR:TB = 1:1:1 was used.
For various values of pH 2-11, the spectra of a protonation equilibria of a mixture BCG + PR + TB was monitored and digitized into absorbance matrix of n = 33 at m = 31 wavelengths with SER about 2780 (Fig. 4) . Most indices on Fig. 5 indicated correct number of six component present even an ill-defined problem of very similar spectra of individual components was solved.
Elbergali et al. [8] proposed a modification of index methods using derivatives to improve identification of the number of components. The derivative criteria are based on the point where the slope changes and reaches a maximum (Fig. 5) . Even the second derivative criterion SD(k) function for some indices had about the same magnitude for two successive points around k = r we can say that except two indices s(g) and g a , all indices predicted the correct number of components, r = 6 (Fig. 6 ). In the case of the ratio of derivatives criterion ROD(k) the same phenomenon for only indices χ 2 and RPV is valid. For s(g) and g a the correct value r is r = k − 1 for SD(k) and also for ROD(k) plot (Fig. 7) .
Conclusion
Two indices, RESO and IND, are stable in many situations and correctly predict a minor component in a mixture even if its relative concentration is about 0.5-1% relatively to remaining components. Both can detect minor components and solve the ill-defined problem with severe collinearity in spectra. Most indices predict the correct number of components for data sets with the SER of at least 10 but RESO and IND of at least 6. For more than four components in the mixture, the modification of Elbergali et al. seem to be useful resolution tool enabling the correct prediction of the number of components in spectra for all indices except s(g) and g a . The Wernimont-Kankare procedure is a reliable method for determination of the instrumental standard deviation of spectrophotometer used. In case of real experimental data the RESO, IND and methods based on knowledge of instrumental error should be preferred.
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