In an electronic stock market, an equity trader can submit two kinds of orders: a market order or a limit order. In a market order, the trade occurs at the best available price on the opposite side of the book. In a limit order, on the other hand, the trader specifies a price (lower limit in case of sell orders and higher limit in case of buy orders) beyond which they are not willing to transact. Limit orders supply liquidity to the market and aid in price discovery since they indicate the prices that traders are willing to pay at any point of time. One of the risks that a trader placing a limit order faces is the risk of delayed execution or non-execution. If the execution is delayed, then the trader also faces a "picking-off" risk, in the event of the arrival of new information. With these issues in the background, a trader placing a limit order at a certain price, given various economic variables such as recent price movements as well as characteristics of the company in question, is interested in the probability of execution of the order as a function of subsequent elapsed time. For example, if she places a small sell order at 0.5 percent above the last traded price for a given stock, what is the probability that the order will be executed in the next t minutes?
Interval Censoring
In an electronic stock market, an equity trader can submit two kinds of orders: a market order or a limit order. In a market order, the trade occurs at the best available price on the opposite side of the book. In a limit order, on the other hand, the trader specifies a price (lower limit in case of sell orders and higher limit in case of buy orders) beyond which they are not willing to transact. Limit orders supply liquidity to the market and aid in price discovery since they indicate the prices that traders are willing to pay at any point of time. One of the risks that a trader placing a limit order faces is the risk of delayed execution or non-execution. If the execution is delayed, then the trader also faces a "picking-off" risk, in the event of the arrival of new information. With these issues in the background, a trader placing a limit order at a certain price, given various economic variables such as recent price movements as well as characteristics of the company in question, is interested in the probability of execution of the order as a function of subsequent elapsed time. For example, if she places a small sell order at 0.5 percent above the last traded price for a given stock, what is the probability that the order will be executed in the next t minutes?
With this motivation, this paper considers execution times of small limit orders in an electronic exchange, specifically the National Stock Exchange (NSE) of India. Order execution times have been studied in several other works, where they are modeled by reconstructing the history of the order book using high-frequency data. Here, for the first time, the much simpler approach of small hypothetical orders placed at certain prices at certain points of time has been used.
Given that an order has been placed at a certain price, subsequent price movements determine the lower and upper bounds of the time to execution based on when (and if) the order price is first reached and when it is first crossed. Survival analysis with interval censoring is used to model the execution probability of an order as a function of time. Several Accelerated Failure Time models are built with historical trades and order book data for 50 stocks over 63 trading days.
Additionally, choice of distributions, relative importance of covariates, and model reduction are discussed; and results qualitatively consistent with studies that did not use hypothetical orders are obtained. Interestingly, for the data, the differences between the above-mentioned bounds are not very large. Directly using them without interval censoring gives survival curves that bracket the correct curve obtained with interval censoring.
The paper concludes that this approach, though data-and computation-wise much less intensive than traditional approaches, nevertheless yields useful insights on execution probabilities of small limit orders in electronic exchanges.
lectronic stock exchanges worldwide have brought online share trading to retail investors. Unlike large institutional investors who can affect the market, the retail investor trading a few shares at a time is typically interested in a single, one-way interaction with the market. Nevertheless, he or she still must choose between limit and market orders, weighing the risk of non-execution against a sub-optimal price 1 . With this motivation, this paper makes a small order assumption and performs survival analysis using data from the National Stock Exchange of India (December 2007 -February 2008 , to find the probability of execution of a given order as a function of time.
Execution times of limit orders in stock exchanges have traditionally been modeled by looking at actual histories of real orders. Such histories follow each individual order from submission, through modification or partial execution, ending with full execution, cancellation or expiry as the case may be (Cho & Nelling, 2000; AlSuhaibani & Kryzanowski, 2000; Omura, Tanigawa & Uno, 2000; Lo, MacKinlay & Zhang, 2002; Gava, 2005; Wen, 2008) . Such approaches require reconstruction of the history of the entire order book using high frequency data, and are computationally highly demanding.
A much simpler approach, admittedly with some restrictions, is developed in this paper using the idea of hypothetical orders (proposed in a different context by Handa & Schwartz, 1996) . The present approach assumes that snapshots of the limit order book are available at certain discrete points of time (e.g., the National Stock Exchange of India provides such snapshots four times a day). These snapshots provide the price points and quantities of all orders in the book extant at that time. The hypothetical order considered in this paper is placed at one of those price points P, at the instant of the snapshot. Subsequently, if the actual stock price p(t) reaches P after a time duration t 1 , and crosses P after a time duration t 2 > t 1 , then the execution time lies between t 1 and t 2 . As there is no priority information about the order, the execution time can be bound only between t 1 and t 2 . Such data can be handled in survival analyses using interval censoring. Sometimes the price p(t) does not dwell at P for any length of time, and t 2 = t 1 . In such cases, the event time is exactly t 1 and is not censored. Finally, some price points P are never crossed within the window of observation. In such cases, the data point is right censored. These issues will be discussed in further detail below.
In an early study of limit order executions, Lo, MacKinlay and Zhang (2002) observed that the mean values of t 1 and t 2 could differ substantially (they considered executed orders; so these were conditional mean values). They concluded that t 1 and t 2 were poor proxies for actual execution times. Perhaps as a result, subsequent authors have not modeled execution times using hypothetical orders. A demonstration of such use with interval censoring, along with a discussion of the results obtained, is the primary contribution of this paper.
The paper notes the main restriction in using hypothetical orders that is, the orders must be small. A large order can, in principle, affect price movement. Another restriction is that the effect of modifications or cancellations or partial execution on the overall order execution time cannot be monitored. These restrictions are offset by the resulting simplification in data requirements and modeling. For small traders interested in a one-way interaction with the market, these restrictions are not serious.
LITERATURE REVIEW
For a broad overview of work in the area of limit order markets, see Parlour and Seppi (2008) and references therein. The focus of this paper is on directly relevant empirical studies of order execution times. The results are discussed in light of the findings of the papers cited below. Omura, Tanigawa and Uno (2000) estimated a probit model with data for December 1998 from the Tokyo Stock Exchange to analyse the probability of execution of limit orders within one day. They reconstructed the history of each order from the order book, an approach also adopted by other researchers in this area. Cho and Nelling (2000) analysed data from 10 NYSE companies, from November 1990 through January 1991 by using survival analysis and estimating an accelerated failure time model with the Weibull distribution for survival times. Al-Suhaibani and Kryzanowski (2000) analysed limit order data from the relatively illiquid Saudi Stock Market from October 1996 to January 1997, using survival analysis (again an AFT Weibull model) to study execution times.
In an influential work that was eventually published somewhat later, Lo, MacKinlay and Zhang (2002) used the generalized gamma distribution (which includes the Weibull as a special case) to study order survival times in the NYSE. They built a pooled model for 100 stocks and individual models for 16 stocks, using 13 months' data from 1994-95. In particular, they reported wide mismatches in mean times for hypothetical order completions, depending on whether one used the lower bound t 1 or the upper bound t 2 , as discussed above.
More recently, Gava (2005) analysed data from the Spanish Stock Exchange for 34 companies, reconstructed the history of executed orders, and reported somewhat similar findings as Lo, MacKinlay and Zhang (2002) and Cho and Nelling (2000) . Wen (2008) analysed data from the London Stock Exchange for 38 stocks, and also tracked individual actual orders. The generalized gamma model was used in both studies.
To summarize, no published studies have used hypothetical orders within survival analysis models to study order execution probabilities (with or without interval censoring). In this sense, the main contribution of this paper is the demonstration of a substantially simpler approach to modeling order execution times that may be used, in future work, to probe other important questions.
SURVIVAL ANALYSIS
Survival analysis is the statistical approach to modeling the probability of some event occurring as a function of elapsed time. The theoretical background essential for the paper is outlined below, mostly following Klein and Moeschberger (2003) .
In survival analysis, the time T at which an event (say, the death of a patient) occurs is assumed to be a realization of some random process. So, T, the time for an event to occur is a random variable having a certain probability distribution. Different methods are used to model survival data depending on the kind of distribution that the survival time T follows. Survival models can handle data which may be right censored (event is not observed within some specified time), left censored (event has already occurred before some specified time), or interval censored (event has occurred within a specified interval of time). The present analysis includes events occurring at specific times as well as right censored and interval censored data. There is no left censored data.
The survival function represents the unconditional probability of surviving longer than t time units, and is written as:
where F(t), is the cumulative distribution function for the random variable time to failure. S(t) lies between 0 and 1, and is given by the integral of the pdf of failure times,
(2) t with S(0) = 1. It follows that the probability of failure occurring between times t 1 and t 2 is S(t 1 ) -S(t 2 ). A related idea is that of the hazard function, which is the instantaneous probability density of failure given survival up to time t, given by
Four commonly used survival functions are given in Table 1. In the Table, λ, α, μ, and σ are parameters within the respective models. Of these, the log-logistic will turn out to be most suitable for our data, and so, some plots depicting S(t), f(t), and h(t) for the log-logistic case are given in Appendix A.
Having understood survival functions and related quantities, the authors next consider modeling of data where individuals differ. For example, the expected remaining life of an individual may depend on the present age of that individual; the present age would be a covariate in the survival model. When the data consists of observations of survival times as well as additional continuous covariates, then such covariates must be included in the survival model. The two main approaches for doing this are:
• Cox Proportional Hazards model, which is semi-parametric • Accelerated Failure Time (AFT) models, which are fully parametric.
Consistent with prior studies of order execution times, this paper presents results from only parametric AFT models. The Cox proportional hazards model was investigated elsewhere, but dropped due to violation of the proportionality assumption (Chatterjee, 2010) .
For parametric AFT models with covariates, it is assumed that:
where Z = vector of fixed-time explanatory covariates, β β β β β'= vector of regression coefficients, and S 0 (t) is an appropriate survival function depending on the underlying distribution of the survival times as shown in Table  1 . The factor exp(β β β β β'Z) is called an acceleration factor which stretches or accelerates the baseline time scale.
Parameters β β β β β along with any parameters implicit in S 0 (.) can be simultaneously estimated using the method of maximum likelihood. The probability density function of failure time T is given by
Let the time of death of D individuals be denoted by t 1 ≤ t 2 ≤ ...<t D with associated covariate vectors Z 1 , ..., Z D respectively. Additionally, suppose there are observations on n-D individuals whose death times are right censored at t D + 1 , ..., t n with covariates denoted by Z D+1 , ..., Zn. For such data, the likelihood function is
where α α α α α represents the parameters appearing in S 0 (.). For example, α α α α α =(λ) for the exponential case, α α α α α =(λ)' for the Weibull and log-logistic cases, and α α α α α = (μ, σ)' for the log-normal case. Maximum likelihood estimation of the parameters β β β β β and α α α α α is implemented numerically in many statistical software packages.
DATA
For the study, the following data from the NSE were used: a) Summarized daily information for each security including opening, closing, high, low, and last traded prices; total number of shares traded; total value of shares traded; and the total number of trades.
b) Four snapshots daily of the Limit Order Book, taken at 11 am, 12 noon, 1 and 2 pm that record the kind of order (buy or sell), quantity, price, and time of order placement.
c) Detailed daily information on every trade of every security, indicating time, price, and quantity. This dataset does not have information on whether the trade was initiated by a buyer or a seller.
The sample used in the study included all such data for 50 stocks over 63 trading days from December 4, 2007 to February 29, 2008 . Randomly selected subsets of this data (5%, 7%, and then 10%) were used to build two survival models across all 50 stocks, for buy and sell orders, with interval censoring using t 1 and t 2 as explained above.
Response Variables in the AFT Model
The paper considers the execution of hypothetical small orders that are assumed to be executed if and when the transaction price reaches and crosses the order price. The observation window is one hour for each data point. At the beginning of the hour, all non-executed orders, then extant in the limit order book, were taken as data points. There was no information regarding the relative priorities of these orders. Each distinct limit price (or price point) reflected in the order book constituted a separate Hazard rate is either hump-shaped or always decreases S(t) = 1 1 + λt α 4 Log-Normal Hazard is hump-shaped, rises to a peak before decreasing to 0 as t log(t) -μ approaches infinity S(t) = 1 -Φ σ with Φ the cumulative distribution of a standard normal variable observation. To illustrate, price points at an arbitrarily chosen snapshot of a typical stock are given in Box 1. These price points are real; and in the model building, a hypothetical order was assumed at each of these distinct price points.
Box 1: Bank of Baroda -Buy Order Prices Recorded at 11 am snapshot of the LOB 386.35, 386.3, 386.25, 386.2, 386, 385.4, 385.05, 385, 384.15, 384, 383, 382.2, 382.1, 382, 381.5, 381.2, 381.1, 381, 380.5, 380.4, 380.25, 380.1, 380.05, 380, 379, 378, 377, 376.5, 376, 375.1, 375.05, 375, 374, 373, 372, 371.6, 371, 370.5, 370.1, 370, 369.7, 369, 368, 367, 366, 365, 364, 363, 362.1, 362, 361.15, 361, 360, 359.95, 359, 357, 355, 353, 351.65, 351, 350.35, 350, 349, 347, 346.65, 345, 335.65, 335.25, 335, 326.65, 325.15,325.1, 325, 320, 316, 312.65 The stock price movement was then monitored over the next 60 minutes. For each such limit price, four possibilities are listed in Table 2 . The actual realized values for t 1 and t 2 are denoted as T 1 and T 2 . It is clear that for each such "hypothetical" data point, the real values of t 1 and t 2 as determined from price movements, are the response variables in the model. 
Covariates
The following ten covariates were included:
1. Order price, taken as a normalized price premium above the existing mid-quote (mean of best-bid and best-ask) 2. Bid-ask spread normalized by the mid-quote 3. Depth (volume of orders on the same side of the order book at the same or more competitive prices) 4. Order imbalance (the number of shares on the same side of the order book, divided by the total number of shares in the order book) 5. Volatility (standard deviation of trade-to-trade price changes in the last hour)
6. Relative activity (ratio of daily traded volume to total value of outstanding shares, normalized using a large fixed number)
7. Previous day's closing price (different for each stock; not normalized) 8. Firm size (market capitalization)
9. Time of day (the snapshot hour)
10. Industry sector the firm belonged to (included as a factor), from among
• auto
• energy
• manufacturing
• consumer goods
• financial services
• information technology or biotech
• pharmaceutical
Of these ten covariates, logarithms of the first eight were used because of large variations in magnitudes. The time of day (11 am, 12 noon, 1 pm, and 2 pm) was coded using the number of hours elapsed from 10 am (i.e., 1, 2, 3, and 4 respectively). Finally, the industry sector was directly incorporated as a factor (alternatively, it could have been coded using six binary dummy variables). The choice of covariates was guided by a detailed review of the related empirical literature mentioned earlier. It may be noted that the first covariate is a choice made by the trader; covariates 2 through 6 are stock-specific, but affected by short-term market dynamics; covariates 7, 8, and 10 are stock-specific variables which are less affected by short-term market dynamics; and covariate 9 represents both market conditions as well as a choice made by the trader.
The first step was to build a composite dataset using data from all 50 companies in the study. For this purpose, 5 percent of the available data for each company (separately for buy and sell orders) was randomly selected and collated to create a combined data subset. Two more such datasets (one with a fresh 7% sample and one with a fresh 10% sample from each company) were created to check the consistency between models built for different data subsets.
DESCRIPTIVE STATISTICS Response Variable
As mentioned earlier, the response variable is the time for execution of a small hypothetical order. Based on the time t 1 when the order price is first reached and the time t 2 when the order price is first crossed, the response may be an event, or interval censored, or right censored. Lo, MacKinlay and Zhang (2002) had reported large differences in the mean values of t 1 and t 2 in their dataset. The summary statistics for t 1 and t 2 in the dataset are presented in Table 3 .
From the Table, it can be observed that a small percent of the data is interval censored and, for such data, t 2 and t 1 differ by about 15-18 percent.
Lo, MacKinlay and Zhang (2002) reported the mean values of t 1 and t 2 for the data used in their study (their Table  5 ). The percentage difference between t 1 and t 2 in their data was found to be on average about four times the difference noted in the dataset of the present study. There could be a couple of reasons for these large differences in the means of t 1 and t 2 noted in their data. One is the fact that the source of their data was an institutional brokerage firm (ITG) that typically handled orders from other institutional investors or brokers and dealers but not many retail orders (see section 3.1 of Lo, et al, 2002) . Also, ITG often handled trades from other trading platforms that had not been filled in one shot and hence there was a sampling bias inherent in their data (with a greater percentage of more illiquid orders). The data for the present study, drawn from a completely electronic exchange, did not have such a priori bias.
Independent Covariates
Summary statistics for the independent covariates for buy and sell orders, from the 10 percent data subset, are given in Table 4 .
The number of observations in the sell dataset is larger than in the buy dataset, reflecting the often observed asymmetry in the order book. The proportion of data points that are uncensored differ for the two sides as well, possibly because many sell orders are optimistic and do not get executed within the window of observation. Interestingly, a substantial proportion of executed orders (nonright censored data points) actually require interval censoring, bearing out the necessity of the present approach. For example, for the sell side, 90.35 percent of the data points are right censored. But 3.37 percent of the total data points, or about 35 percent of the non-right censored data points, need interval censoring. The average values of the covariates (from buy and sell sides) are close in most cases; the difference is significant for order imbalance and depth, because of the asymmetry in the order book as mentioned above.
BUILDING THE AFT MODEL FOR TIME TO EXECUTION
This section describes the steps followed to build the AFT model for order execution times. The most appropriate distribution for survival times was first chosen using the Akaike information criterion. Then models including all covariates were built, and variables that could be dropped to develop more compact (or parsimonious) models sought using backward elimination. Having chosen the variables to retain, models with the different data subsets (5%, 7%, and 10%) were built to check for consist- 
Selection of an Appropriate Distribution for the AFT Models
First, the appropriate underlying distribution of survival times was considered for the data. In previous work, most authors had a priori assumed that the data fitted a Weibull distribution (Cho & Nelling, 2000; Al-Suhaibani & Kryzanowski, 2000) or a generalized gamma distribution (Lo, et al, 2002; Gava, 2005; Wen, 2008) . Both of these distributions (the former is a special case of the latter) had survival probabilities that decreased exponentially with time. This study considered the exponential, Weibull, logistic, log-logistic, log-normal, and Gaussian distributions (described in Table 1 ). For each of these six, and for each dataset, separately for buy and sell sides, survival models (36 in all) were built and the Akaike information criterion (AIC) computed (Table 5) . For all the six cases, the log-logistic distribution gives the lowest AIC (given in boldface), indicating that it fits the data best. Consequently, the log-logistic distribution was adopted for the study.
Preliminary Models
The results of one buy side model built with the 5 percent data subset are presented in Table 6 . The covariates are referred to using shortened names for ease of reference. Thus "Lpprem" is log of price premium, "Lvoltlt" is log of volatility, "Lrelactvt" is log of relative activity, "Lordimbalance" is log of order imbalance, "Ldepth" is log of depth, "Lbidask" is log of bid-ask spread, "Lfirmsize" is log of firm size, "Lcloseprice" is log of closing price, "Timeofday" is time of day in hours since 10 am, and finally, there are six binary dummy variables for seven industry sectors. The industry factor has been coded to have the following values: 1-auto, 2-consumer goods, 3-energy, 4-financial services, 5-information technology/biotech (IT/BT), 6-pharmaceutical, and 7-manufacturing.
Column 2 of Table 6 gives the values of each estimated coefficient for the β corresponding covariate. Column 3 gives the standard error in the estimate of each β; these error estimates are obtained in R via the Fisher information matrix (for a discussion of the theory, see Lawless, 2002) . The error estimates are converted to a corresponding normally distributed z value in column 4, leading to a p value in column 5 for the null hypothesis that β = 0. Some of the p values are numerically so small that they have been rounded off to zero by R. Most other p values are extremely small as well. The conclusion is that the model is robust.
Analysis of Deviance Table 6 shows that several of the covariates have very low p values. But there is a need to gauge the relative importance of each significant covariate in the model. One way of doing this is to look at an analysis of deviance table that is generated as follows.
It began with the explanatory variables arranged in the order given above, in turn guided by separate univariate analyses not reported here (see Chatterjee, 2010) . First, a model was built with only the first covariate in the list; then another model was built with the first two covariates, followed by a third which was built with the first three; and so on. In that procedure, each additional covariate was added sequentially in the same order as originally specified. As successive models were built, the decrease in -2 LL was monitored, where LL was the log likelihood for each successive model. This decrease is the quantity reported as deviance in column 3 of Table 7 . Loglikelihood of the model = -61080.5 Loglikelihood of the null model (intercept only)= -80006.9
Note: Numerical results for an AFT log-logistic model using the covariates listed, following the methods described above (see Equations 5 and 6). Thus Z consists of the elements of column 1, and the vector of estimated coefficients β β β β β appears in column 2. The Z in column 4 used for estimating p-values should not be confused with the covariates. There is a negative sign convention in the coefficients below (which R uses). 
EXECUTION TIMES OF SMALL LIMIT ORDERS: A SIMPLER MODELING APPROACH
In order to quantify the relative contribution of each variable, the "% deviance explained" was computed as follows:
Deviance Reduction by the n th Variable % Deviance Explained = x 100 (7) Null Deviance of the Model
The results obtained are given in Table 7 . As emphasized above, the Table actually presents results from a sequence of models, each with one added covariate: the first model has no covariates, the second has only "Lpprem", the third has "Lpprem and Lvoltlt", and so on.
A key idea in the analysis of deviance for such models is that quality of the model fit is measured through log likelihood, which is maximized. The percentage deviance explained by each covariate is therefore a relative measure of that covariate's sequential contribution to the quality of the model fit. In Table 7 , the relatively large contribution made by price premium is not surprising because price is the single most powerful determinant of the probability of order execution. Such relatively large contributions from price premium were observed consistently in many more models built as a part of this overall research, not all reported here in detail. The authors emphasize that, since the importance of price premium is obvious a priori, it is the contributions of the other covariates that are of actual interest in this study. Other variables that appear important are volatility, relative activity, bid-ask spread, firm size, and previous day's closing price (which here is a proxy for stock price, because many stocks with widely varying prices are included in the study).
Models with Fewer Covariates
More compact models were then considered. By conducting backward elimination, it was found that on the buy side, the least important variable was order imbalance, and the next least important variable was the industry sector (see Appendix B). Both these variables could therefore be dropped. However, since the p value for the financial services sector was exceptionally small (below 10 -19 ; see industry factor 4, Table 6 ), the explicit modeling choice of incorporating a binary dummy variable was made to indicate whether a firm was in that particular sector. With the resulting reduced set of variables, a more parsimonious model was built. A similar exercise was carried out for the sell side, where order imbalance was found to play some role, and so, it was retained; and again only a binary variable for the financial services sector was retained (see the Table in Appendix B).
Consistency was checked for each set of fewer covariates (buy-side or sell-side) by using all the three independently sampled data subsets in three different models.
Results are given for three data sets each in Tables 8 and  9 for buy and sell sides respectively. The overall picture remains the same. In both Tables 8 and 9 , the last column shows percentage of deviance explained, as discussed above. The coefficients for each specific covariate differ from each other across the three data sets by amounts comparable to their estimated standard errors, indicating that the models are mutually consistent, and that a larger data subset is not needed. 
Interpretation of Coefficients
The authors finally considered the estimated values of the coefficients β for each of the covariates, using numerical values from the third (10%) model of Table 8 . These coefficients are interpreted as follows.
If "Lpprem" increases by unity, then the time corresponding to a given execution probability increases by a factor of e 1.693 = 5.436. Moreover, since "Lpprem" is the logarithm of price premium, another simple interpretation is possible. If the price premium asked in a limit order is increased by a factor of k, then the time corresponding to a fixed execution probability increases by a factor of k 1.693 ; for example, if the price premium asked is doubled (k = 2), then the time corresponding to a fixed execution probability increases by a factor of 2 1.693 = 3.233.
Similarly, because the coefficient of "Lvoltlt" is negative, the model predicts that if, all other things held fixed, the volatility increases by a factor of 2, then the time corresponding to a fixed execution probability decreases by a factor of 2 1.075 = 2.107.
Correspondingly, by holding the time fixed, one can ask what role each coefficient has on the probability of execution within that time. It is clear that a positive coefficient indicates a decrease in the probability of execution when the corresponding covariate increases, while a negative coefficient indicates an increase in the probability of execution when the corresponding covariate increases. Thus, higher price premium, higher depth, and higher closing price of the previous day, all lower the probability of execution within a fixed time (seen in another way they increase the probability that the order will take longer to execute). Similarly, higher volatility, higher relative activity, larger firm size, higher bid ask spread, along with lateness in the day and the firm being in financial services, due to their negative coefficients, increase the probability of execution within a fixed time.
It is important to note that there is no simple scaling rule for how much the probability may increase or decrease, because it depends on the details of the distribution being used (here, log-logistic). In that sense, the mathematically simpler interpretation of the coefficients is the first one above, namely the effect on the time corresponding to a given execution probability.
Finally, the quantity "scale" reported in Tables 8 and 9 at the bottom of each model's output is actually the reciprocal of the parameter α in the log-logistic survival function, S(t) = as mentioned in Table 1 . The parameter λ now incorporates all the covariates using the coefficients in column 2. The estimated value of scale is 1.02; hence the log of scale is small in magnitude, and the corresponding p value is relatively quite large. In other models built using this data set and with a time frame of 60 minutes, the parameter "scale" was consistently found to be close to 1.
Other than slightly different numerical values of various quantities of interest, results for the sell side are quite similar to those for the buy side. Therefore, these results are included here (Table 9) for completeness, but not discussed in detail. In particular, interpretation of these results proceeds very similarly to those for buy orders. The only point of interest is that there is an asymmetry in buy versus sell sides, e.g., in the role played by order imbalance.
Comparison of the Results with other Studies
The coefficient of log of price premium in the present models is positive indicating that an order that quotes a higher price premium takes a longer time to get executed. This is similar to findings from Cho and Nelling (2000) , Al-Suhaibani and Kryzanowski (2000), Lo, MacKinlay & Zhang (2002) , Gava (2005) , and Wen (2008) . In fact it is found to be the single most important covariate in the model explaining about 20 percent of the deviance in the model (whereas the other covariates individually explain something on the order of 1% of the deviance).
Log of volatility is an important covariate in these models. The coefficient is negative indicating that the time to execution decreases when the volatility is greater. This effect was also noted by Cho and Nelling (2000) , Lo, MacKinlay and Zhang (2002) , Gava (2005) , and Wen (2008) . The study by Al-Suhaibani and Kryzanowski (2000) was the only exception to find time for execution increasing with volatility in the Saudi stock exchange.
Log of relative activity is an important covariate in the present models with a negative coefficient indicating that as the level of trading activity increases, the time for execution decreases. This is an intuitively logical effect and was noted by Gava (2005) and Wen (2008) .
Log of depth has a positive coefficient in both buy and sell side models, indicating that the execution time of a particular order increases with a greater depth on the same side. This is due to the increased competition faced by the order; the effect was also observed by Omura, Tanigawa and Uno (2000) , Al-Suhaibani and Kryzanowski (2000) , and Lo, MacKinlay and Zhang (2002) .
Log of bid ask spread is consistently present in the models, though the contribution of this variable to the model fit in terms of percentage deviance explained is small. The negative coefficient indicates that the time to execute a particular order decreases with a bigger spread. These 1 1+λt α findings are similar to those of Omura, Tanigawa and Uno (2000); Cho and Nelling (2000) . Al-Suhaibani and Kryzanowski (2000), Gava (2005) , and Wen (2008) found an opposite effect.
Log of closing price has a positive coefficient in both buy and sell side models indicating that all other things held constant, small orders for a stock with a higher price have a lower probability of execution. The effect of this variable is relatively large in the models developed here. This variable was considered by Lo, MacKinlay, and Zhang (2000) , but they found an opposite effect (note that they studied large orders).
Some covariates that are found to be important in the present models, viz., log of firm size and (to a smaller extent) and the industry sector that the firm belongs to, have not been considered by any of the other studies. Log of firm size has a negative coefficient indicating that orders for larger firms (which are presumably more liquid) have shorter execution times. In terms of the industry sector, orders for stocks in the financial services sector is found to have a shorter time for execution on both the buy and sell sides.
Survival Curve Plots
The probability of survival of a given order (with specific values of covariates) can be plotted against time. The aim is to present a representative plot, for which the covariate values have to be chosen. Clearly, median values can be used for most of the covariates. However, since most limit orders are priced with high premiums and therefore have miniscule probabilities of execution, the 5th percentile value for price premium will be used. Also, since the binary variable marking financial services companies cannot in principle be given an intermediate value, it is set to zero.
Perhaps more interestingly, exploratory models can also be built with right censored data only, with either the lower bound time t 1 or the upper bound time t 2 . In this way, three distinct survival curves can be computed and plotted on the same axes. Two such plots, based on models built from the 10 percent data subset, and for buy and sell sides, are given in Figures 1 and 2 . 
CONCLUSIONS
This paper has demonstrated the use of hypothetical orders and survival analysis with interval censoring, in modeling the time for execution of small limit orders in an electronic stock exchange, specifically the NSE. Several prior studies have addressed this problem, but always using the much more laborious and resourceintensive method of reconstructing the entire history of actual limit orders. The use of hypothetical orders in this context leads to imprecise knowledge of the execution time, which is merely bound between two instants t 1 and t 2 . In an influential early work in this area, Lo, MacKinlay and Zhang (2002) had noted large differences in the mean values of t 1 and t 2 (conditional on execution). Here, for the first time, their critique has been addressed and it has been shown that models using interval censoring can in fact be built quite easily with freely available software and readily available data. Moreover, though apparent differences between t 1 and t 2 may mislead modelers into thinking that these cannot in fact be used individually, it has been noted that the survival curves obtained from such models are not too different from the survival curve for the more correct, interval censored approach. In particular, the latter curve lies about midway between the former two. Finally, the signs and relative proportions of the fitted coefficients of this study seem largely consistent with those obtained in several other studies that reconstructed the entire order history.
The managerial contribution of this study is, first of all, an improved understanding of the factors that affect execution time of a given small limit order in the Indian setting. It has been found that the probability of order execution of a given order is higher when:
i) price premium asked is small (order price is close to the best bid or best ask price)
ii) recent trading activity in the stock relative to the size of the company is high iii) there has been greater volatility in the stock price in the preceding hour iv) closing price of the stock on the previous day is low (more important on sell side) v) depth in the order book on the same side is small (indicating less competition).
Some other statistically significant covariates that have lower predictive value are:
vi) bid-ask spread (higher value increases probability of execution) vii) time of day (orders placed later in the day have higher chance of execution) viii) order imbalance (higher value lowers probability of execution) ix) industry sector (orders for financial services firms have higher probability of execution).
If a trader wants to devise a simple order submission strategy, then he or she may concentrate on only the first five covariates that seem to affect the probability to a much greater extent.
Firm size and industry sector have not been previously considered in similar studies. These have been found statistically significant, though they have little incremental predictive value. Another interesting finding is that order imbalance on the sell side (but not the buy side) delays order execution, reflecting the asymmetry between buying and selling.
In addition to the above specific insights, this study offers a more academic contribution as well. It has demonstrated that the hypothetical order approach can be used with interval censoring instead of the time consuming process of reconstruction of the order book, and that too using high frequency data that is not easily available to all. Thus models can be built easily with readily available and current data. This, in our opinion, is probably the more practical contribution of this study and may guide future research in this area.
For the log-logistic distribution, the survival function is 1 S(t) = 1 + λt α the probability density function is αλt α-1 f(t) =
(1 + λt α ) 2 and the hazard function is αλt α-1 h(t) = 1 + λt α
Plots of S(t) for two values of λ and three values of α are given in figure A1 below. It is seen that larger α leads eventually to faster decay of S(t), while changing λ leads to a stretching or compression of the S(t) in the horizontal (or time) direction. The hazard curves for λ = 1, for three different values of α are given in figure A2 . It is seen that the hazard function is either steadily decreasing or hump shaped, as mentioned in the main text (Table 1) .
When there are covariates, the parameter λ is not explicitly retained any more but instead absorbed into the acceleration factor exp(-β'Z) which multiplies the time t.
Note that R actually reports the reciprocal of the parameter α, and calls it "scale". 
