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The minimum-cost flow (MCF) problem is a fundamental optimization problem
with many applications and seems to be well understood. Over the last half cen-
tury many algorithms have been developed to solve the MCF problem and these
algorithms have varying worst-case bounds on their running time. However, these
worst-case bounds are not always a good indication of the algorithms’ performance
in practice. The Network Simplex (NS) algorithm needs an exponential number
of iterations for some instances, but it is considered the best algorithm in practice
and performs best in experimental studies. On the other hand, the Minimum-Mean
Cycle Canceling (MMCC) algorithm is strongly polynomial, but performs badly in
experimental studies.
To explain these differences in performance in practice we apply the framework
of smoothed analysis. For the number of iterations of the MMCC algorithm we
show an upper bound of O(mn2 log(n) log(φ)). Here n is the number of nodes, m
is the number of edges, and φ is a parameter limiting the degree to which the edge
costs are perturbed. We also show a lower bound of Ω(m log(φ)) for the number
of iterations of the MMCC algorithm, which can be strengthened to Ω(mn) when
φ = Θ(n2). For the number of iterations of the NS algorithm we show a smoothed
lower bound of Ω(m ·min{n, φ} · φ).
1 Introduction
The minimum-cost flow (MCF) problem is a well-studied problem with many applications, such
as modeling transportation and communication networks [1]. Over the last half century many
algorithms have been developed to solve it. These include pseudo-polynomial algorithms like
the Network Simplex (NS) algorithm and the Successive Shortest Path (SSP) algorithm; poly-
nomial algorithms like the Capacity Scaling algorithm; and strongly polynomial algorithms like
the Enhanced Capacity Scaling algorithm and the Minimum-Mean Cycle Canceling (MMCC)
algorithm by Goldberg and Tarjan [4]. For an overview of the history of MCF algorithms and
descriptions of the algorithms mentioned above we refer to Ahuja et al. [1].
When we compare the performance of MCF algorithms in theory and in practice, we see that
algorithms that have good worst-case bounds on their running time are not always the ones that
perform best in practice. Zadeh [9] showed that there exist instances for which the NS algorithm
has exponential running time, while the MMCC algorithm runs in strongly polynomial time,
as shown by Goldberg and Tarjan [4]. In practice however, the relative performance of these
algorithms is completely different. Kova´cs [5] showed in an experimental study that the NS
algorithm is much faster than the MMCC algorithm on practical instances. This discrepancy
can be explained by observing that the instances for which the NS algorithm needs exponential
time are very contrived and unlikely to occur in practice. To better understand the differences
between worst-case and practical performance for the NS algorithm and the MMCC algorithm,
we analyze these algorithms in the framework of smoothed analysis.
Smoothed analysis was introduced by Spielman and Teng [8] to explain why the simplex
algorithm usually needs only a polynomial number of iterations in practice, while in the worst
case it needs an exponential number. In the framework of smoothed analysis, an adversary can
specify any instance, but this instance is then slightly perturbed. This perturbation can model,
for example, measurement errors, numerical imprecision, or noise on the input that can not be
quantified exactly, but for which there is no reason to assume that it is adversarial. Algorithms
that have a good smoothed running time often perform well in practice. We refer to a recent
survey [6] for a summary of results that have been obtained using smoothed analysis.
We consider a slightly more general model of smoothed analysis, introduced by Beier and
Vo¨cking [2]. In this model the adversary can not only specify the mean of the noisy parameter,
but also the type of noise. We use the following smoothed input model for the MCF problem.
An adversary can specify the structure of the flow network and the exact edge capacities and
node budgets. For the cost of each edge e however, the adversary can only specify a probability
density ge : [0, 1] → [0, φ] according to which the cost of e is drawn. The parameter φ can be
interpreted as the power of the adversary. If φ is large, the adversary can accurately specify
each edge cost and we approach worst-case analysis. If φ = 1, the adversary has no choice but
to specify the uniform density on the interval [0, 1] and we have average-case analysis.
Brunsch et al. [3] were the first to show smoothed bounds for an MCF algorithm. They
showed that the SSP algorithm needs O(mnφ) iterations in expectation. They also provided a
lower bound, which is tight for φ = Ω(n). This is in sharp contrast to the exponential number
of iterations that the SSP algorithm needs in the worst case. In order to fairly compare MCF
algorithms in the smoothed setting, we need smoothed bounds for other algorithms. Brunsch
et al. asked particularly for smoothed bounds for the MMCC algorithm, since it has a much
better worst-case running time than the SSP algorithm, but performs worse in practice. It
is also interesting to have smoothed bounds for the NS algorithm, since the NS algorithm is
the fastest MCF algorithm in practice. We provide smoothed lower and upper bounds for the
MMCC algorithm (Section 3), and a smoothed lower bound for the NS algorithm (Section 4).
2 Minimum-Cost Flow Problem
A flow network is a simple directed graph G = (V,E) together with a nonnegative capacity
function u : E → R+ defined on the edges. For the MCF problem, we also have a cost function
c : E → [0, 1] on the edges and a budget function b : V → R on the nodes. A flow f : E → R+
is a nonnegative function on the edges that satisfies the capacity constraints, 0 ≤ f(e) ≤ u(e)
(for all e ∈ E), and flow conservation constraints b(v) +∑e=(u,v)∈E f(e) = ∑e′=(v,w)∈E f(e′)
(for all v ∈ V ). The cost c(f) of a flow f is defined as the sum of the flow on each edge times
the cost of that edge, that is, c(f) =
∑
e∈E c(e) · f(e). The objective of the minimum-cost flow
problem is to find a flow of minimum cost or conclude that no feasible flow exists.
3 Minimum-Mean Cycle Canceling Algorithm
The MMCC algorithm first finds a feasible flow using any maximum-flow algorithm. Next, as
long as the residual network contains cycles of negative total cost, it finds a cycle of minimum-
mean cost and maximally augments flow along this cycle. It terminates when the residual
network does not contain any cycles of negative total cost. The final flow is of minimum cost.
For a more elaborate description of the MMCC algorithm, we refer to Ahuja et al. [1].
Goldberg and Tarjan [4] proved that the MMCC algorithm is strongly polynomial. Later,
Radzik and Goldberg [7] slightly improved the running time bound and showed that it is tight.
Theorem 1 (Radzik and Goldberg). The number of iterations needed by the MMCC algorithm
is bounded by O(m2n) and this bound is tight.
For the MMCC algorithm we prove an upper bound for the expected number of iterations.
Theorem 2. The MMCC algorithm needs O(mn2 log(n) log(φ)) iterations in expectation.
Note that for dense graphs, our upper bound is an improvement over the Θ(m2n) worst case
bound, if we consider φ a constant (which is reasonable if it models, for example, numerical
imprecision or measurement errors).
We also provide a lower bound on the number of iterations that the MMCC algorithm needs.
Theorem 3. For every n, every m ∈ {n, n + 1, . . . , n2}, and every φ ≤ 2n, there exists an
instance with Θ(n) nodes and Θ(m) edges for which the MMCC algorithm requires Ω(m log(φ))
iterations, independent of the realization of the edge costs.
For φ = Ω(n2) we can improve our lower bound.
Theorem 4. For every n ≥ 4 and every m ∈ {n, n+ 1, . . . , n2}, there exists an instance with
Θ(n) nodes and Θ(m) edges, and φ = Θ(n2), for which the MMCC algorithm requires Ω(mn)
iterations, independent of the realization of the edge costs.
This is indeed a stronger lower bound, since we have m log(φ) = Θ(m log(n)) for φ = Θ(n2).
4 Network Simplex Algorithm
The NS algorithm starts with an initial spanning tree structure (T, L, U) and associated flow
f , where each edge in E is assigned to exactly one of T , L, and U , and it holds that f(e) = 0
for all edges e ∈ L; f(e) = u(e) for all edges e ∈ U ; 0 ≤ f(e) ≤ u(e) for all edges e ∈ T ; and
the edges of T form a spanning tree of G. If the MCF problem is feasible, such a structure
can always be found by first finding a feasible flow and then augmenting flow along cycles for
which all edges in the cycle contain a positive amount of flow less than their capacity, until
no such cycles remain. Note that the structure (T, L, U) uniquely determines the flow f , since
the edges in T form a tree.
In each iteration, the NS algorithm tries to improve the current flow by adding an edge to
T that violates its optimality condition. An edge in L violates its optimality condition if it
has strictly negative reduced cost, while an edge in U violates its optimality condition if it has
strictly positive reduced cost. One of the edges e that violates its optimality condition is added
to T , which creates a unique cycle C in T . Flow is maximally augmented along C, until the
flow on one of the edges e′ ∈ C becomes 0 or reaches its capacity. The edge e′ leaves T , after
which T is again a spanning tree of G. This completes the iteration. If any edges violating their
optimality condition remain, another iteration is performed. We call an iteration degenerate
if no flow can be augmented, since one of the edges in C has residual capacity 0.
If a strongly feasible spanning tree structure [1] is used, it can be shown that the number
of iterations that the NS algorithm needs is finite. However, Zadeh [9] showed that there exist
instances for which the NS algorithm needs an exponential number of iterations.
Note that in each iteration, there can be multiple edges violating their optimality condition.
We consider the (widely used) pivot rule that adds to T the edge which violates its optimality
condition the most. For a more elaborate discussion of the NS algorithm we refer to Ahuja et
al. [1].
For the NS algorithm we provide a lower bound on the number of non-degenerate iterations
that it requires.
Theorem 5. For every n, every m ∈ {n, . . . , n2}, and every φ ≤ 2n there exists a flow network
with Θ(n) nodes and Θ(m) edges, and an initial spanning tree for which the Network Simplex
algorithm needs Ω(m ·min{n, φ} · φ) non-degenerate iterations with probability 1.
The instance that we use to show our lower bound for the NS algorithm is very similar to
the instance used by Brunsch et al. [3] to show their lower bound for the smoothed number of
iterations of the SSP algorithm. The existence of an upper bound for the smoothed number
of iterations of the NS algorithm is our main open problem.
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