Abstract. Implicit Runge-Kutta (IRK) methods for solving the nonsmooth ordinary differential equation (ODE) involve a system of nonsmooth equations. We show superlinear convergence of the slanting Newton method for solving the system of nonsmooth equations. We prove the slanting differentiability and give a slanting function for the involved function. We develop a new code based on the slanting Newton method and the IRK method for nonsmooth ODEs arising from structural oscillation and pounding. We show that the new code is efficient for solving a nonsmooth ODE model for the collapse of the Tacoma Narrows suspension bridge and simulating 13 different earthquakes.
Introduction. Let D ⊂ R
n be a domain, p : D → R n be a continuously differentiable function, and f : D → R n be a continuous function. The function f is not necessarily differentiable.
We consider the following system of nonsmooth ordinary differential equations of the first order:
(1.1) dp(u) dt = f (u), t≥ 0,
where u ∈ R n . Here smoothness refers to continuous differentiability. It is known that if f is Lipschitz continuous, then (1.1) has a unique solution in a certain interval [0, T ] [9] . Moreover, it is shown in [2] that f is Lipschitz continuous if and only if f is slantly differentiable. A slanting Newton method can be defined in appropriate function spaces. The concept of slanting differentiability of f means that f has a slanting function f o such that
This property ensures that the slanting Newton method
IRK method. Given a step size h, a coefficient matrix A ∈ R s×s , and a weight vector b ∈ R s , let U 0 = u 0 . For k ≥ 0 do the following. Step 1. Solve the s × n-dimensional system of nonlinear equations
. . .
to get a solution
Step 2. Solve the n-dimensional system of nonlinear equations A practical IRK method can be defined, by choosing appropriate matrix A and vector b, such as coefficients of Gauss, Radau IA & IIA, Lobatto IIIA, Burrage, etc. [1, 8] . Recently, much attention has been paid to choosing A, b such that the IRK method has the best properties in some sense of stability [5] . Moreover, Jay [8] showed that for various choices of A, b the use of inexact simplified Newton methods is efficient for solving the system of nonlinear equations (1.2) under the condition that H is continuously differentiable. In this paper, we focus our attention on how to solve the system of nonlinear equations (1.2) efficiently when f is not differentiable. Such nonsmooth problems arise from mathematical models of structural pounding earthquake and structural oscillations [7, 10, 11, 14] . We apply the slanting Newton method [2, 6] to solve (1.2) . In section 2, we show that H is slantly differentiable if f is piecewise continuously differentiable. Moreover, we give a simple method to compute a slanting function for H. In section 3, we discuss the convergence order of IRK methods for nonsmooth ODEs. In section 4, we illustrate the slanting Newton method by using a simple model for the collapse of the Tacoma Narrows suspension bridge [14] . Furthermore, we develop a code based on the slanting Newton method and the IRK method for nonsmooth ODEs arising from structural oscillation and pounding. A suite of 27 ground motion records from 12 different earthquakes and a record from the Kobe earthquake are used to show that the code is efficient for simulation of a structural pounding earthquake. All data used in the numerical experiments were taken from the PEER Strong Motion Database [15]. Definition 2.1 (see [2] 
Lemma 2.1 (see [2] 
Definition 2.3 (see [12] ). We say f : 
is piecewise continuously differentiable if it is continuous and there is a finite collection of continuously differentiable functions φ
respectively. Since J is a finite set, we have
Since f i is continuous in R n , there are positive constants δ 0 and α < 1 such that if u −ū < δ 0 , then
Furthermore, since every φ l , l ∈ L, is continuously differentiable, there are positive 
, j ∈ J , we apply (2.2)-(2.4) and obtain
Now we show that H is Lipschitz continuous at a point
Note that p is continuously differentiable in R n , and the pointū ∈ R n , the index i ∈ {1, 2, . . . , n}, and the norm in (2.2)-(2.5) are arbitrarily chosen. Without loss of generality, we may assume that there are a constant K and a neighborhood
Therefore, by the definition of H, we find
is a slanting function for H at x * , where diag denotes block diagonal, I n ∈ R n×n is the identity matrix, and the symbol ⊗ denotes the tensor product.
Proof. Since p is continuously differentiable and f o is a slanting function for f at 
Therefore, we get
Hence H o defined in (2.6) is a slanting function for H at x * . Now we consider how to compute a slanting function f o for a piecewise continuously differentiable function f . From Theorem 2.1, f is a locally Lipschitzian function. By the Rademacher theorem, f is differentiable almost everywhere. Hence, we can define the Clarke generalized Jacobian [3] ∂f (y) = co{ lim
where the symbol co denotes the convex hull and D f is the set of points where f is differentiable. In [2] , it is shown that any single valued selection of ∂f (y) is a slanting function of f at y. Furthermore, from Lemma 2 in [12] , if f i is differentiable at y, then there exists φ l in the representation for f such that
Therefore, we can define a slanting function of f as
For such a slanting function, by 
and N = N 1 ∩ N 2 . Then, for h ≤ λ/γ (λ < 1) and x ∈ N , we have
Hence, for h ≤ λ/γ (λ < 1) and x ∈ N , H o (x) is nonsingular and
By Lemma 2.2, the slanting Newton method (2.1) is well defined and superlinearly converges to x * . Remark 2.1. When H is continuously differentiable, Jay [8] suggested to use the simplified Newton method (2.7)
for solving the system of nonlinear equations in IRK methods. If x 0 is sufficiently close to a solution x * of H(x) = 0,
is locally contractive in a neighborhood of x * containing x 0 . By using the contractive property, Jay proved the convergence of an inexact simplified Newton method. Note that, when H is continuously differentiable, H (x) is a slanting function
is not locally contractive in any neighborhood of x * containing x 0 . For example,
The function H is not differentiable at the solution x * = 1 of H(x) = 0. It is easy to get a slanting function for H: 
Therefore, the simplified Newton method cannot be applied to solve (1.2) when H is not differentiable. Remark 2.2. Analysis in this section can be easily generalized to the system of nonautonomous ordinary differential equations (2.8)
3. Convergence order of IRK methods. We have tested various IRK methods with the slanting Newton method and the bisection method on numerous problems in structural oscillation and pounding. From our numerical experiments, we observe that the order of the IRK methods for Lipschitz continuous ODEs can be preserved if there are finite discontinuous times, and we can find these discontinuous times sufficiently accurately. However, in many cases the order of convergence may drop to one. In theory, we can show that the order of convergence is at least one for the Lipschitz continuous ODEs under mild conditions. This is done for the solution u(t) to (1.1) in a fixed interval [0, T ] with the number n of steps chosen such that t n = nh = T. Let
and
We assume that the IRK method is well defined; that is, for any U k there are
Since f is Lipschitz continuous, the function G is Lipschitz continuous. By the Rademacher theorem, G is differentiable almost everywhere. Hence we can define the Clarke generalized Jacobian [3] 
where π x ∂G(x, U ) signifies the set of all (s × n) × (s × n) matrices M such that, for some (s×n)×n matrix N , the (s×n)×(s×n+n) matrix [ 
Obviously φ k (·; h) : R n → R n is a locally Lipschitz continuous function. 
Then there is a constant α > 0 such that
Proof. By the Lipschitz continuity of f , u is Lipschitz continuous. This implies that there is a constant K 3 > 0 such that
By (3.1), we have
Hence from (3.2)-(3.4), we obtain
which, together with e 0 = 0, implies that
If s = 1, a 11 = 0, and
, and (3.1) reduces to the Euler method which has convergence order one. Obviously, (3.2) and (3.3) hold for φ k (U k ; h) = f (U k ) and φ k (u(t k ); h) = f (u(t k )). Theorem 3.1 shows that the IRK methods for Lispchitz continuous ODEs have convergence order one as the Euler method if u (t) is not differentiable at some points in the interval [t k , t k+1 ] for some k. It is worth noting that the implicit RK methods are numerically stable but require more computational time to solve a system of nonsmooth equations at each step, while explicit methods are faster but may cause a numerical stability problem for stiff ODEs. It will be interesting to study a hybrid method that takes advantage of both implicit and explicit RK methods for solving Lipschitz continuous ODEs. Downloaded 10/30/12 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Numerical experiment. Jay [8] developed a code based on 3-stage IRK methods for the numerical solution of (1.1) where f is continuously differentiable. To solve (1.1) where f is not differentiable, we developed a new code based on the slanting Newton method and Jay's code. In our code, the function f can be defined by a finite collection of continuously differentiable functions {φ l , l ∈ L}. See Definition 2.3 and Theorem 2.1. The set of points where f is not differentiable is
If a point in S f is contained within an integration interval, then the order of the IRK method may drop to one. If we can compute exactly the discontinuity times, then the order of the IRK method can be preserved. See the example in subsection 4.1. In our code, a root-finding process is used to find the discontinuities in time. We tested the new code by using many nondifferentiable ODEs. Numerical results show that the new code is efficient. In this section, we report numerical results of IRK methods with the 2-stage Burrage coefficient [10] contend that the nonlinear effects were the main factors leading to the large oscillations of the bridge. The following ODE is a simple version of their model [14] :
where
Here m is the mass of the section of the roadway, g is the applied force, q is an upward restoring force when u ≥ 0 and a downward restoring force when u < 0, and α and Downloaded 10/30/12 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php β are Hooke's constants for the tension and compression, respectively. Note that the function q(u) can be written as
It is shown in [6] that the mapping max(0, ·) :
is a slanting function for the mapping max(0, ·), where δ is a fixed arbitrary number. By the linear combination [2] , the function q :
is a slanting function for q. Furthermore, this problem can be equivalently written as (2.8), by resetting
Hence, we can apply the IRK method with the slanting Newton method to obtain numerical solution U k , k ≥ 0, of this problem. Moreover, if q(U k )q(U k−1 ) < 0, then there may be at ∈ [t k−1 , t k ] such that q(u(t)) = 0. We used the bisection method to find the discontinuity timet and recomputed U k by the IRK method witht and h =t − t k−1 .
For α = 4, β = 1, γ = 1, and g(t) = sin 4t (Example 1, pp. 264 in [14] ), the exact solution in the interval [0, 3π] is
which is twice continuously differentiable in [0, 3π]. We chose step sizes
so that
We obtain approximate solutions 
at the end point t N l = 3π to compare the 2-stage Burrage, Radau IA, and Radau IIA coefficients. The logarithmic scale is used for the step sizes and errors so that the order of convergence can be seen clearly, when
. Figure 4 .2 shows that the IRK method has order two of convergence for this nonsmooth ODE.
Seismic pounding.
We consider the following nonlinear model of seismic pounding between two adjacent structures called B1 and B2.
For i = 1, 2, let m i be the masses, r i be the viscous damping coefficients and k i be the initial stiffness for B1 and B2, respectively. The coupling equation of motion for two adjacent buildings subjected to horizontal ground motionü g has the following version [7, 11] :
where q is the pounding force
Here d is the initial separation distance between B1 and B2, and α > 0, β > 0, and γ > 1 are fixed parameters. The ordinary differential equation (4.2) is equivalent to the following system:
Together with the initial condition u(0) = 0, we obtain a system of nonsmooth ordinary differentiable equations (2.8).
We choose We use a logarithmic scale for the step sizes and the difference. The 3-stage Lobatto IIIA method seems to maintain its fourth order of convergence for this problem. The remainder of Figure 4 .3 uses step size h = 0.002, which shows the displacement u 1 , u 2 and the force q for the first 20 seconds of the earthquake. Moreover, we enlarge the plot around the maximum force in the first 10 seconds and the following 10 seconds to show what the pounding force looks like. All of the ground motion records used in the numerical experiments were taken from the PEER Strong Motion Database [15] . The numerical experiments were performed by using MATLAB 7.0 on a Dell PC with 2 MB memory and 800 MHz. with the slanting Newton method to solve the system of nonsmooth ODEs. We studied the slanting differentiability of the nonsmooth functions involved in the ODEs and proved the superlinear convergence of the slanting Newton method for solving the system of nonsmooth equations in the IRK method. Moreover, we developed a code for nonsmooth ODEs based on Jay's code [8] and the analysis in section 2. Numerical experiments show that the code is efficient. In section 4, we reported some numerical results for the collapse of the Tacoma Narrows suspension bridge and simulating 13 different earthquakes.
