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Abstract
A lattice-Boltzmann (LB) scheme, based on the Bhatnagar-Gross-Krook (BGK) collision rules is developed for a
phase-field model of alloy solidification in order to simulate the growth of dendrites. The solidification of a binary
alloy is considered, taking into account diffusive transport of heat and solute, as well as the anisotropy of the solid-
liquid interfacial free energy. The anisotropic terms in the phase-field evolution equation, the phenomenological
anti-trapping current (introduced in the solute evolution equation to avoid spurious solute trapping), and the variation
of the solute diffusion coefficient between phases, make it necessary to modify the equilibrium distribution functions
of the LB scheme with respect to the one used in the standard method for the solution of advection-diffusion equations.
The effects of grid anisotropy are removed by using the lattices D3Q15 and D3Q19 instead of D3Q7. The method is
validated by direct comparison of the simulation results with a numerical code that uses the finite-difference method.
Simulations are also carried out for two different anisotropy functions in order to demonstrate the capability of the
method to generate various crystal shapes.
Keywords:
Lattice Boltzmann equation, phase-field model, anisotropic crystal growth, anti-trapping current, dilute binary
mixture.
1. Introduction
With its local collision rules and its easy numerical implementation, the Lattice Boltzmann Equation (LBE) [1, 2]
is a very attractive method to simulate the dynamics of complex fluids. Indeed, over more than twenty years, the LBE
was successfully applied to simulate various problems of fluid dynamics, including two-phase flows separated by an
interface [3, 4]. Other applications, such as flow and transport in unsaturated porous media [5–7], hydrodynamics
coupled with magnetism [8, 9], and even solidification processes [10] were also developed.
The phase-field method has become, in recent years, one of the most popular methods for simulations of crystal
growth and microstructure evolution in materials [11–13]. In this approach, the geometry of domains and interfaces
is described by one or several scalar functions, the phase fields, that take constant values within each domain and vary
smoothly but rapidly through the interfaces. The evolution equations for the phase fields, which give the interface
dynamics without the need for an explicit front-tracking algorithm, are nonlinear partial differential equations (PDEs)
that can be obtained from the principles of out-of-equilibrium thermodynamics. Therefore, they also naturally incor-
porate thermodynamic boundary conditions at the interfaces, such as the Gibbs-Thomson condition. Moreover, it is
straightforward to introduce interfacial anisotropy in phase-field models, which makes it possible to perform accurate
simulations of dendritic growth.
In problems of crystal growth, fluid flow often plays a dominant role. Indeed, the transport of heat and components
from or to the growing crystal creates density variations in the liquid that trigger natural convection. Fluid flow may
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also be induced by external fields (temperature gradients, magnetic stirring etc.). Therefore, a complete description
of crystal growth requires the coupling of the growth model with a fluid flow solver. Several phase-field models for
solidification that are coupled to the Navier-Stokes equations for fluid flow have been proposed in the literature ([14–
16]). In most cases, direct numerical simulations of these equations with finite-difference or finite-element methods
are employed to solve the coupled model (see for example [17–20]).
Many works also exist in the literature that combine the lattice Boltzmann method with models of solidification or
crystal growth [21–28]. Nevertheless, in those papers, the LBE is often used to simulate the fluid flow only, whereas
the model of phase change is simulated with another numerical method (e.g. finite difference). In some examples
where the LBE is applied to simulate solidification in the presence of interfacial anisotropy, the model used to track
the interface between the solid and the liquid is not based on the phase-field theory. For instance in [27], the Gibbs-
Thomson condition at the interface is explicitly solved in the numerical procedure, which corresponds to a «sharp
interface» method. In [10, 23, 29] the model is based on the «enthalpy-porosity» approach, an alternative model of
solid/liquid phase transition for a pure substance [30, 31].
Here, we propose a lattice Boltzmann scheme for a phase-field model of binary alloy solidification [32] that takes
into account diffusive transport of heat and solute, as well as the anisotropy of the solid-liquid interfacial free energy.
For this phase-field model, the relationships with its equivalent «sharp interface» equations are well established. When
the diffusion coefficient is not the same in the solid and the liquid, the corrections of the «thin interface limit» of the
phase-field model require adding a phenomenological flux, the anti-trapping current [33, 34]. This model is chosen as
a reference by many authors, or used as a basis by others (see [13, 35] for a pedagogical presentation and [36–38] for
extensions).
For the development of our scheme, we start from existing LBE formulations for reaction-diffusion equations.
Those are based on the same steps as the LBE for fluid flow: streaming and collision. In order to apply this formalism
to the equations of the phase-field model, several modifications must be made. In particular, the presence of i)
interfacial anisotropy and ii) the anti-trapping current require to choose appropriate equilibrium distribution functions,
to be used in the collision step. The choice of these functions is dictated by analytical calculations (a Chapman-Enskog
expansion of the LBE equation).
We perform various tests to validate our new scheme. First, we check the influence of the grid anisotropy on
simulated crystal shapes. We find that for lattices with a sufficient number of streaming directions, this anisotropy is
very low (a fraction of a percent). Next, we directly compare simulations of dendritic growth in a pure substance and
in an isothermal binary alloy to respective simulations performed with a finite-difference scheme used in the literature
[33, 39]. We find excellent agreement. Finally, we also demonstrate that, in agreement with previous studies [40], our
scheme can produce various dendritic shapes (with different growth directions of the main branches) if the anisotropy
function is changed.
As a result, we achieve a full implementation of the phase-field model in the LBE framework. This has some
interesting properties, such as easy implementation and straightforward parallelization. In addition, the same concepts
involved in fluid dynamics (definitions of lattices, collision, displacement, bounce-back ...) can be applied, such that
a seamless and easy integration with a LBE solver for fluid flow becomes possible.
The rest of this paper is organized as follows. The phase-field model for solidification of a dilute binary mixture is
presented in Section 2. The lattice Boltzmann scheme and details about the algorithm implementation are described in
Section 3. Section 4 presents results of validations and simulations. Finally, the conclusions are presented in Section
5.
2. Phase-field model
We consider a phase-field model for the solidification of a single crystal from a quiescent melt; the fluid is con-
sidered at rest and the density is assumed to be a constant, equal in the liquid and the solid. Fluid flow is not taken
into account in the model. The details of the model development can be found in [32]; here, we will only summarize
the most important points. The sharp-interface problem, formulated in terms of the local alloy composition c and
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temperature T is:
∂tc = D∇2c (liquid), (1a)
∂tT = κ∇2T (liquid and solid), (1b)
cl(1− k)Vn =−D∂ncl (interface), (1c)
LVn =Cpκ(∂nT |s− ∂nT |l) (interface), (1d)
Ti = Tm +mcl −ΓK −Vn/µk (interface). (1e)
The first two of these equations describe diffusive transport of heat and solute according to Fick’s and Fourier’s
laws, with D the solute diffusion coefficient, and κ the thermal diffusivity. The latter, as well as the specific heat
Cp, is assumed to be the same in the two phases (symmetric model). In contrast, solute transport is assumed to take
place in the liquid only (one-sided model). The next two equations express mass and heat conservation at the moving
boundary (Stefan conditions), with Vn the normal velocity of the interface, k = cs/cl the partition coefficient that
relates the compositions of solid and liquid in contact with each other at the interface, L the latent heat of melting, and
the symbol ∂n denoting the spatial derivative in the direction normal to the interface. Indeed, in the phase diagram for a
dilute binary mixture, the crystal has a lower solute concentration than the liquid, so that solute has to be redistributed
upon interface motion. The latent heat of melting is also set free upon crystallization and generates heat fluxes
away from the interface. The last equation is the Gibbs-Thomson boundary condition, which relates the interface
temperature to the composition of the adjacent liquid cl , the interface curvature K and the interface velocity. Here,
Tm is the melting temperature of the pure solvent, m the slope of the liquidus line in the phase diagram, Γ = γTm/L the
Gibbs-Thomson constant, with γ being the solid-liquid surface free energy, and µk is the interface mobility. Note that,
for simplicity, we have written down here the isotropic version of the Gibbs-Thomson condition.
For the following, it is useful to introduce scaled fields:
θ = T −Tm−mc∞
L/Cp
, (2)
U =
c− c∞
(1− k)c∞ , (3)
where c∞ is the initial composition of the melt. In terms of these fields, the equations become:
∂tU = D∇2U, (4a)
∂tθ = κ∇2θ, (4b)
[1+(1− k)Ui]Vn =−D∂nU, (4c)
Vn = κ(∂nθ|s− ∂nθ|l), (4d)
θi +Mc∞Ui =−d0K −βVn. (4e)
Here, quantities evaluated at the interface have a subscript i, M = −m(1− k)Cp/L is the scaled magnitude of the
liquidus slope,
d0 =
ΓCp
L
=
γTmCp
L2
(5)
is the capillary length, with γ the solid-liquid surface energy, and
β = Cp
Lµk
(6)
the interface kinetic coefficient.
In the phase-field formulation of this problem [32], the interface position is implicitly described as a level set of a
phase-field function φ. The phase field takes the value φ = 1 in the solid and φ = −1 in the liquid. Furthermore, the
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field U is expressed in terms of φ and c as
U =
c/c∞
1
2 [1+k−(1−k)φ]
− 1
1− k . (7)
This definition extends U to the entire domain (solid, liquid, and interfaces); in the liquid, it is identical to Eq. (3). At
equilibrium, U is constant across the diffuse interface. In fact, U is a scaled diffusion potential (see [41] for details).
The model consists of three coupled partial differential equations for the three fields φ, θ, and U which read:
τ(n)
∂φ
∂t =W
2
0 ∇ · (a2s (n)∇φ)+W20 ∇ ·N +(φ−φ3)−λ(Mc∞U +θ)(1−φ2)2, (8a)(
1+ k
2
− 1− k
2
φ
) ∂U
∂t =∇ · (Dq(φ)∇U − jat)+ [1+(1− k)U ]
1
2
∂φ
∂t , (8b)
∂θ
∂t = κ∇
2θ+ 1
2
∂φ
∂t . (8c)
Here, W0 denotes the characteristic width of the diffuse interfaces, and the coefficient λ describes the strength of
the coupling between the phase field and the transport fields. The relaxation time of the phase field is noted τ(n) and
depends on the unit normal vector at the interface n = −∇φ/∣∣∇φ∣∣. We choose τ(n) = τ0a2s (n), where τ0 is a constant
and as(n) is an anisotropy function. For most of the following, we use the standard choice:
as(n) = 1− 3εs+ 4εs ∑
α=x,y,z
n4α, (9)
which describes a cubic anisotropy of strength εs in three dimensions, with nα (α = x, y, z) being the Cartesian α-
component of n. The presence of the anisotropy on the right-hand side of Eq. (8a) arises from an anisotropic surface
free energy; the function N ≡N (x, t) is a vector defined by:
N (x, t) =
∣∣∇φ∣∣2as(n)
(∂as(n)
∂(∂xφ) ,
∂as(n)
∂(∂yφ) ,
∂as(n)
∂(∂zφ)
)T
. (10)
Expressions of the derivatives ∂as(n)/∂(∂αφ) will be specified in subsection 3.4.
In Eq. (8b), q(φ) = (1− φ)/2 is a function that interpolates the solute diffusivity between D in the liquid and 0
in the solid. jat is the phenomenological anti-trapping current introduced in [33] in order to counterbalance spurious
solute trapping without introducing other thin-interface effects (see also [34, 42]). It is defined by:
jat(x, t) =− 12√2W0 [1+(1− k)U ]×
∂φ
∂t
∇φ∣∣∇φ∣∣ . (11)
This current is proportional to the velocity (∂tφ) and the thickness W0 of the interface, is normal to the interface, and
pointing from solid to liquid (−∇φ/∣∣∇φ∣∣). While the other components of the model can be derived variationally from
an appropriate free-energy functional, the anti-trapping current was introduced for phenomenological reasons and jus-
tified by carrying out matched asymptotic expansions, which demonstrated that the model with the anti-trapping
current is indeed equivalent to the sharp-interface problem [34]. Let us mention that, recently, an alternative justifica-
tion for this current has been proposed [43, 44]. In any case, the matched asymptotic expansions provide a relation
between phase-field and sharp-interface parameters given by:
d0 = a1
W0
λ , (12a)
β = a1
(
τ0
W0λ
− a2 W0D
[
D
κ
+Mc∞[1+(1− k)U ]
])
, (12b)
with a1 and a2 being numbers of order unity. For the model used here, a1 = 5
√
2/8, and a2 ≈ 0.6267. These relations
make it possible to choose phase-field parameters for prescribed values of the capillary length (surface energy) and
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the interface mobility (interface kinetic coefficient). Note that the interface width W0 is a parameter that can be freely
chosen in this formulation; the asymptotic analysis remains valid as long as W0 remains much smaller than any length
scale present in the sharp-interface solution of the considered problem (for example, a dendrite tip radius in the case
of dendritic growth).
The model presented above can be seen as a combination of the earlier phase-field formulations for the symmetric
model [39] and the one-sided model [33, 34], which have been widely used. More detailed derivations and discussions
of the model equations can be found in these references.
3. Lattice Boltzmann schemes
Eqs. (8a)–(8c) with the additional relationships (9)–(11) represent the mathematical model considered in this work.
In this section, the numerical method based on the LBE will be described for each equation of the model. The LBE is
an evolution equation in time and space of a discrete function, the distribution function of particles, which is defined
over a lattice. The choice of the lattice determines the number of streaming directions of the distribution function.
Once the LBE is defined, the algorithm can be summarized in three main operations applied on this distribution
function: the first one is a moving step on the lattice; the second one is a collision step that relaxes the distribution
function towards an equilibrium, the equilibrium distribution function, with a relaxation rate. Finally, the last stage is
to update the physical variable, such as the dimensionless temperature, or the phase field, by computing its moment
of order zero.
In this section we detail each stage of the method: the LBE will be presented and the equilibrium distribution
functions will be defined as well as the relaxation rates. Next, various lattices will be introduced and some details
will be given about the algorithm implementation. For a pedagogical presentation, we start the description with
the LB scheme for the heat equation, because it is the simplest equation of the model for which the standard LB
method can be applied. For the two other ones, the collision step and the equilibrium distribution function have to
be modified. Derivation of equilibrium distribution functions, which couples the physical variables and the lattice-
dependent quantities, is the most delicate part of the numerical scheme. The derivations of such functions necessitate
to carry out asymptotic calculations (Chapman-Enskog expansion) that can be found in Appendix A and Appendix B
for Eqs. (8a) and (8b) respectively.
3.1. Heat equation: standard lattice Boltzmann scheme
The heat equation (8c) is a diffusion equation with a source term. For that equation, the standard LB-BGK equation
is applied:
fi(x+ eiδx, t + δt) = fi(x, t)− 1ηθ
[
fi(x, t)− f (0)i (x, t)
]
+wiQθ(x, t)δt, (13a)
where fi(x, t) is a distribution function which can be regarded as an intermediate function introduced to calculate the
dimensionless temperature θ. This latter is calculated by:
θ(x, t) =
Npop
∑
i=0
fi(x, t), (13b)
where the index i identifies the moving directions on a lattice: i = 0, ..., Npop where Npop is the total number of
directions. ei is the vector of displacement on that lattice and wi are weights. The quantities Npop, ei and wi are
lattice-dependent and will be defined in subsection 3.4. The time-step is noted δt and the space-step is noted δx by
assuming δx = δy = δz. In Eq. (13a), the equilibrium distribution function f (0)i and the source term Qθ are given by:
f (0)i (x, t) = wiθ(x, t), (13c)
Qθ(x, t) = 12
∂φ
∂t . (13d)
In such a method, the thermal diffusivity κ is related to the relaxation time of collision ηθ by:
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κ = e2
(
ηθ− 12
) δx2
δt , (13e)
where e2 is an additional lattice-dependent coefficient which arises from the second-order moment of f (0)i . The values
of e2 will be given in subsection 3.4 for several lattices. The index θ in Qθ and ηθ indicates that both quantities are
relative to the heat equation. In a more general case, the thermal diffusivity κ is a function depending on space and
time. In that case, the relationship (13e) must be inverted and the relaxation parameter has to be updated at each time
step.
The principle of the LB scheme is the following. Once the dimensionless temperature θ is known, the equilibrium
distribution function f (0)i is computed by using Eq. (13c). The collision stage (right-hand side of Eq. (13a)) is next
calculated and yields an intermediate distribution function that will be streamed in each direction (left-hand side of
Eq. (13a)). Finally after updating the boundary conditions, the new temperature is calculated by using Eq. (13b) and
the algorithm is iterated in time. Notice that the scheme is fully explicit: all terms in the right-hand side of Eq. (13a)
are defined at time t. Also note that the source term Qθ involves the time derivative of the phase field. In practice,
the heat equation must be solved after solving the phase-field equation. At the first time-step, the derivative can be
evaluated thanks to the knowledge of the phase field and the initial condition. Finally, this scheme can be easily
extended to simulate the Advection-Diffusion Equation (ADE) by modifying the equilibrium distribution function
such as f (0)ADEi = wiθ
[
1+ e−2ei ·vδt/δx
]
where v is the advective velocity. Moments of zeroth-, first- and second-
order of f (0)ADEi are respectively θ, vθδt/δx and e2θI where I is the identity tensor of rank 2.
3.2. Phase-field equation: modification of collision stage
The phase-field equation looks like an ADE with an additional factor τ(n) in front of the time derivative. In order
to handle this factor and the divergence term ∇ ·N , the standard LB scheme is modified in the following form:
a2s (n)gi(x+eiδx, t+δt)= gi(x, t)−(1−a2s (n))gi(x+eiδx, t)−
1
ηφ(x, t)
[
gi(x, t)− g(0)i (x, t)
]
+wiQφ(x, t)δt
τ0
, (14a)
with the equilibrium distribution function g(0)i (x, t) defined by:
g(0)i (x, t) = wi
(
φ(x, t)− 1
e2
ei ·N (x, t) δtδx
W 20
τ0
)
. (14b)
In Eq. (14a), gi is the distribution function for the phase field φ calculated by φ = ∑Npopi=0 gi after the stream-
ing step. Moments of zeroth-, first- and second-order of the equilibrium distribution function g(0)i are respectively
∑Npopi=0 g(0)i = φ, ∑Npopi=0 g(0)i ei =−N δtW20 /(τ0δx), and ∑Npopi=0 g(0)i eiei = e2φI where I is still the identity tensor of rank 2
(see Appendix A). The scalar function Qφ(x, t) is the source term of the phase-field equation (8a) defined by:
Qφ(x, t) =
[φ−λ(Mc∞U +θ)(1−φ2)](1−φ2). (14c)
In Eq. (8a) the coefficient a2s (n) plays a similar role as a «diffusion» coefficient depending on position and time
(through n that depends on φ). The relaxation time ηφ(x, t) is a function of position and time and must be updated at
each time step by the relationship:
ηφ(x, t) =
1
e2
a2s (n)
W 20
τ0
δt
δx2 +
1
2
. (14d)
The lattice Boltzmann scheme for the phase-field equation differs from the standard LB method for ADE on two
points. The first difference is the presence in Eq. (14a) of (i) a factor a2s (n) in front of gi(x+ eiδx, t + δt) in the
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left-hand side of Eq. (14a) and (ii) an additional term (1−a2s (n))gi(x+ eiδx, t) in the right-hand side. The latter term
is non-local in space, i.e., it is involved in the collision step at time t and needs the knowledge of gi at the neighboring
nodes x+ eiδx. Those two terms appear to handle the factor a2s (n) in front of the time derivative ∂φ/∂t in Eq. (8a).
We can see it by carrying out the Taylor expansions of gi(x+ eiδx, t + δt) and gi(x+ eiδx, t) (see Appendix A). The
method is inspired from [45].
The second difference with the LB algorithm for ADE, is the definition of the equilibrium distribution function
g(0)i (Eq. (14b)). The absence of phase field φ(x, t) in the divergence term (8a), explains its presence in the first term
inside the brackets (14b). Moreover, note the sign change in front of the scalar product, corresponding to the sign
change of advective term in ADE to +∇ ·N for the phase-field equation. Finally, the presence of factor W 20 /τ0 in Eqs.
(14b) and (14d) can be understood by dividing each term of Eq. (8a) by τ0 and by comparing this equation with the
equation for moments of g(0)i (see Eq. (A.6) in Appendix A) derived from the asymptotic expansions of Eq. (14a).
3.3. Supersaturation equation: modification of the equilibrium distribution function
In the usual lattice BGK scheme for ADE, the diffusion coefficient Dq(φ) would be related to the relaxation time
ηU with the relationship Dq(φ) = e2(ηU − 1/2)δx2/δt. However, in Eq. (8b), the interpolation function q(φ) cancels
the diffusion coefficient inside the solid part. By following the standard method, the relaxation time would be equal to
1/2 in the solid part which would lead to the occurrence of instabilities of the algorithm. Moreover, another source of
instabilities appeared by applying the non-local method of the previous subsection for factor ((1+k)− (1−k)φ)/2 ≡
ζ(φ) in front of the time derivative. In practice, instabilities of algorithm occurred for several values of the partition
coefficient k. In order to overcome these difficulties, the supersaturation equation was reformulated in the following
way:
∂U
∂t =∇ ·
[
D∇
(
q(φ)
ζ(φ)U(x, t)
)]
−∇ ·Jtot(x, t)+ S(x, t)+
QU(x, t)
ζ(φ) , (15a)
with :
Jtot(x, t) = D
[
∇
(
q(φ)
ζ(φ)
)
+ q(φ)F(φ)
]
U +
jat
ζ(φ) , (15b)
S(x, t) =U∇ · (Dq(φ)F(φ))+ jat ·F(φ), (15c)
QU (x, t) = [1+(1− k)U ] 12
∂φ
∂t , (15d)
where F(φ) = ∇(1/ζ(φ)). The relationships (15a)–(15d) arise from successive applications of ∇(ab) = a∇b+ b∇a
and ∇ · (ac) = a∇ ·c+ c ·∇a where a and b are two scalar functions and c is a vectorial function. Note that the inverse
of ζ(φ) can be calculated because this function never vanishes for k > 0. Indeed ζ(φ) = k if φ = +1, ζ(φ) = 1 if
φ =−1 and varies linearly between those two values for −1 < φ <+1.
The lattice Boltzmann method for simulating the supersaturation equation is:
hi(x+ eiδx, t + δt) = hi(x, t)− 1ηU
[
hi(x, t)− h(0)i (x, t)
]
+wi
[
S(x, t)+ QU(x, t)ζ(φ)
]
δt, (16a)
with an equilibrium distribution function h(0)i (x, t) defined as (see Appendix B):
h(0)i (x, t) = AiU(x, t)+Bi
(
q(φ)
ζ(φ)U(x, t)+
1
e2
ei ·Jtot(x, t)
δt
δx
)
. (16b)
In Eq. (16a), hi is the distribution function for the supersaturation: U = ∑Npopi=0 hi. The equilibrium distribution
function h(0)i (x, t) was derived such as its moments of zeroth-, first- and second-order are respectively ∑
Npop
i=0 h
(0)
i =U ,
∑Npopi=0 h(0)i ei = Jtotδt/δx, and ∑
Npop
i=0 h
(0)
i eiei = e
2(q(φ)/ζ(φ))UI (see Appendix B). The values of weights Ai and Bi are
indicated in subsection 3.4 for several lattices. The relaxation time ηU is calculated before the time iterations by:
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Figure 1: 3D lattices of LB scheme.
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Figure 2: 2D Lattices of LB scheme.
ηU =
1
e2
δt
δx2 D+
1
2
. (16c)
With this formulation, the interpolation function q(φ) and the relaxation coefficient ηU are decoupled. Once δx
and δt are fixed, ηU keeps the same constant value in the whole computational domain, even in the solid part. The
function q(φ) appears inside three terms: the laplacian term, the total flux Jtot and the source term S. The second
advantage of this formulation is that the standard collision scheme can be kept to handle the factor ζ(φ) in the LB
scheme. Nevertheless, additional gradients of ζ(φ) and q(φ) have to be evaluated with this formulation.
3.4. Definitions of lattices and algorithm implementation
Definitions of Lattices. In order to study the effects of grid anisotropy, which arise from discretization of the phase-
field equation [39, 46, 47], three 3D lattices were used in this work: D3Q7, D3Q15 and D3Q19 (Fig. 1). The total
number of moving directions for each lattice is respectively Npop = 6, 14 and 18. The displacement vectors are defined
in Tab. 1 for all lattices. The D3Q7-lattice is defined by seven vectors, for D3Q15 eight directions are added to the
previous ones, corresponding to the eight diagonals of the cube, and for D3Q19 we consider 12 additional directions.
For each one of them, the LB schemes described in the previous subsections remain identical. The values of weights
wi, Ai , Bi and e2 are indicated in Tab. 2. For completeness, we introduce the 2D lattices D2Q5 and D2Q9 for 2D
simulations of validation. The vectors of displacement are defined in Tab. 3 and the values of weights in Tab. 4.
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Table 1: Definition of moving vectors ei for 3D lattices
Definition of ei for D3Q7
e0 =

 00
0

 e1 =

 10
0

 e2 =

 01
0

 e3 =

 −10
0

 e4 =

 0−1
0

 e5 =

 00
1

 e6 =

 00
−1


Additional ei vectors for D3Q15
e7 =

 11
1

 e8 =

 −11
1

 e9 =

 −1−1
1

 e10 =

 1−1
1


e11 =

 11
−1

 e12 =

 −11
−1

 e13 =

 −1−1
−1

 e14 =

 1−1
−1


Additional ei vectors for D3Q19
e7 =

 11
0

 e8 =

 −11
0

 e9 =

 1−1
0

 e10 =

 −1−1
0

 e11 =

 10
1

 e12 =

 −10
1


e13 =

 10
−1

 e14 =

 −10
−1

 e15 =

 01
1

 e16 =

 0−1
1

 e17 =

 01
−1

 e18 =

 0−1
−1


Table 2: Values of wi , Ai, Bi and e2 for 3D lattices (×: irrelevant)
Lattices Weights for of φ- and θ-Eq. Weights for U -Eq.
Lattice Npop e2
D3Q7 6 1/4
D3Q15 14 1/3
D3Q19 18 1/3
w0 w1,...,6 w7,...,14 w7,...,18
1/4 1/8 × ×
2/9 1/9 1/72 ×
1/3 1/18 × 1/36
A0 A1,...,6 A7,...,14 A7,...,18 B0 B1,...,6 B7,...,14 B7,...,18
1 0 × × −3/4 1/8 × ×
1 0 0 × −7/9 1/9 1/72 ×
1 0 × 0 −2/3 1/18 × 1/36
Table 3: Definition of moving vectors ei for 2D lattices
Definition of vectors for D2Q5
e0 =
(
0
0
)
e1 =
(
1
0
)
e2 =
(
0
1
)
e3 =
( −1
0
)
e4 =
(
0
−1
)
Additional vectors for D2Q9
e5 =
(
1
1
)
e6 =
( −1
1
)
e7 =
( −1
−1
)
e8 =
(
1
−1
)
Table 4: Values of wi , Ai, Bi and e2 for 2D lattices (×: irrelevant)
Lattices Weights for φ- and θ-Eq. Weights for U-Eq.
Lattice Npop e2
D2Q5 4 1/3
D2Q9 8 1/3
w0 w1,...,4 w5,...,8
1/3 1/6 ×
4/9 1/9 1/36
A0 A1,...,4 A5,...,8 B0 B1,...,4 B5,...,8
1 0 × −2/3 1/6 ×
1 0 0 −5/9 1/9 1/36
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Algorithm implementation. The algorithm is sequential: after solving the phase-field equation, the phase-field φ is
used to calculate the time evolution of the supersaturation U and the temperature θ. For each equation, the standard
stages of lattice Boltzmann method are applied. Each LB equation (13a), (14a) and (16a), is separated into one
collision step followed by one streaming step of each distribution function fi, gi and hi. The factors a2s (n) and ζ(φ)
are treated explicitly. The collision stage for the phase-field equation writes:
g⋆i (x, t) =
1
a2s (n)
{
gi(x, t)− (1− a2s(n))gi(x+ eiδx, t)−
1
ηφ(x, t)
[
gi(x, t)− g(0)i (x, t)
]
+wiQ(x, t)δt
τ0
}
, (17a)
where the symbol ⋆ means the distribution function after the collision. The standard collision (a2s (n) = 1) is considered
on boundary nodes. The moving step writes:
gi(x+ eiδx, t + δt) = g⋆i (x, t). (17b)
For each LB scheme, the update of boundary conditions is carried out by the «bounce back» rule. For instance
in the phase-field scheme gi(x, t) = gi′(x, t) where i′ is the opposite direction of i. The computation of gradient ∇φ
needed for the normal vector n is carried out by a centered finite difference method. Finally, the computation of vector
N (x, t) for each time step needs the calculation of derivatives ∂as(n)/∂(∂αφ) for α = x, y, z, which write:
∂as(n)
∂(∂αφ) =−
16εs∣∣∇φ∣∣6 × (∂αφ)
[
(∂βφ)4− (∂αφ)2(∂βφ)2− (∂αφ)2(∂γφ)2 +(∂γφ)4
]
. (18)
In this equation, the first component of N is obtained for α ≡ x, β ≡ y and γ ≡ z. The second one is obtained for
α ≡ y, β ≡ x and γ ≡ x and finally the third one for α ≡ z, β ≡ x and γ ≡ y. The gradient terms involved in Eq. (15b)
and (15c) are calculated with a centered finite difference method. The partial derivative in time ∂φ/∂t in Eqs. (8b),
(8c) and (11) is discretized by an Euler scheme.
4. Validations and simulations
For simulations, the computational domain is cubic and zero fluxes are imposed on all boundaries for each equa-
tion. For the phase-field equation, a nucleus is initialized as a diffuse sphere: φ(x, 0) = tanh[(Rs− ds)/√ls] where Rs
is the radius, ds =
√
(x− xs)2 +(y− ys)2 +(z− zs)2 and xs = (xs, ys, zs)T is the position of its center. With this initial
condition, φ =+1 inside the sphere and φ =−1 outside. The coefficient ls decreases or increases the slope of φ-profile
between its minimal and maximal values. In this work ls = 2W0 as indicated in [48]. For equations of supersaturation
and temperature, the initial conditions are constant on the whole domain: U(x, 0) =U0 and θ(x, 0) = θ0.
4.1. Crystal growth of pure substance: 3D grid effects and validation with a benchmark
We consider the basic problem of solidification of a pure substance. For this problem, the phase-field model
is composed of two equations [39], the first one for the phase-field Eq. (8a) by setting M = 0 and the second one
for the dimensionless temperature Eq. (8c). The lattice Boltzmann schemes of subsections 3.1 and 3.2 are checked
with a finite difference scheme. Following [46], the discrete laplacian of phase-field equation is obtained by using
respectively 6 (FD6) and 18 (FD18) nearest neighboring nodes. Simulations are first carried out for an isotropic case,
i.e. with εs = 0, for studying the lattice effects. Next, the anisotropic term (εs 6= 0) will be considered for comparison
of the numerical implementation of LB schemes with another code.
Isotropic case: εs = 0. For this simulation, the mesh is composed of 3013 nodes, the space-step is equal to δx = 0.01
and the time-step is δt = 1.5× 10−5. The interface thickness is equal to W0 = 0.01, the scale factor in time is
τ0 = 10−4. Finally εs = 0.05, λ = 10 and κ = 0.7. The sphere radius is equal to Rs = 8 lattice unit (l.u.). The
iso-values φ = 0 of the phase field are presented in Fig. 3 at t = 104δt for three lattices D3Q7, D3Q15 and D3Q19.
In this figure, the initial condition and the results obtained with FD6 and FD18 are plotted for comparison. Slices
are made for two different planes: the normal vector of the first one is (0, 0, 1) (Fig. 3a), and the normal vector of
10
(a) Plane of normal vector (0, 0, 1)T (b) Plane of normal vector (1, 0,−1)T
(view in xy-plane)
 110
 120
 130
 140
 150
 160
 170
 180
 190
 110  120  130  140  150  160  170  180  190
Y
 (l
.u.
)
X (l.u.)
D3Q19
D3Q15
FD 18
D3Q07
FD 06
Initial
 110
 120
 130
 140
 150
 160
 170
 180
 190
 120  130  140  150  160  170  180
Y
 (l
.u.
)
X (l.u.)
D3Q19
D3Q15
FD 18
D3Q07
FD 06
Initial
Figure 3: Iso-values φ = 0 of phase field for LB and FD schemes at t = 104δt. Results from LB-D3Q15, LB-D3Q19 and FD18 form circles which
match, contrary to those arising from LB-D3Q7. The initial condition is given for comparison.
the second one is (1, 0,−1) (Fig. 3b). In each figure, the shapes of solutions obtained by LB-D3Q15, LB-D3Q19
and FD18 are circles that overlap, contrary to those obtained by LB-D3Q7 and FD6. The profiles collected along
the directions n1 = (1, 0, 0) and n2 = (1, 1, 0) (Fig. 4), present more accurately the effects of «grid anisotropy» (or
mesh anisotropy) of those two latter methods. The grid anisotropy can be quantified by introducing a coefficient Ag
[47]: Ag = |(R100−R110)/(R100 +R110)|×100, where R100 is the radius measured along the x-axis in the n1-direction
and R110 is the radius measured at 45° between of the x-axis in the n2-direction. The value of Ag is lower than one
percent (0.073%) for D3Q15 and is equal to 0.116% for D3Q19. For D3Q7, the grid anisotropy is equal to 3.095%.
For the finite difference schemes, Ag is equal to 4.365% for FD6 and 0.575% for FD18. Results obtained with the
D3Q15 lattice are slightly more accurate because it is well-suited when the solidification occurs as a sphere. Indeed,
that lattice takes into account the diagonals of the cube and allows the displacement of distribution function fi in the
diagonal directions, contrary to the D3Q19 (see Fig. 1b,c).
Anisotropic case: εs 6= 0. Now the validation of the numerical implementation is carried out by considering an
anisotropic case. We use for the comparison a 2D numerical code based on a Finite Difference (FD) method for the
phase-field equation and a Monte-Carlo (MC) algorithm for the temperature [49]. In what follows, the results of this
method will be labeled by FDMC. For the LB schemes, we use the lattices D2Q9 for Eq. (8a) and D2Q5 for Eq. (8c).
The results will be labeled by LBE.
The domain is a square discretized with meshes of size δx. The initial seed is a diffuse circle of radius Rs = 10δx
which is set at the origin of the computational domain. The problem is symmetrical with respect to the x-axis and
y-axis. In this test, we compare the shape of the dendrite given by φ = 0 and the evolution of the tip velocity.
The interface thickness W0 and the characteristic time τ0 are set to W0 = τ0 = 1. The space step is chosen such as
δx/W0 = 0.4 [39], the time step is δt = 0.008 and the lengths of the system depend on the undercooling ∆ =−θ0. A
smaller undercooling necessitates a bigger mesh because of the larger diffusive length. The time to reach the stationary
velocity is also more important. We present below the results for two undercoolings: ∆1 = 0.30 and ∆2 = 0.55. For
the first one, we use a mesh of 10002 nodes and for the second one, a mesh of 5002 nodes.
In the phase-field theory, the capillary length d0 and the kinetic coefficient β are given by [39]: d0 = a1W0/λ and
β = a1(τ0/λW0− a2W0/κ) where a1 = 0.8839 and a2 = 0.6267. In this benchmark, we choose the parameter λ such
as β = 0, i.e. λ⋆ = κτ0/a2W 20 . By considering W0 = 1 and τ0 = 1, the coefficient λ⋆ is equal to λ⋆ = κ/a2 = 1.59566κ.
For a thermal diffusivity equals to κ = 4, we obtain λ⋆ = 6.3826 and d0 = 0.1385. Finally the anisotropic strength is
εs = 0.05.
In the comparisons, the velocity Vp is dimensionless by using the factor d0/κ (Vp = ˜Vpd0/κ), the position x is
also dimensionless by using the space-step (x = x˜/δx) and the time T is the time t divided by τ0 (T = t/τ0). Fig.
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Figure 4: Phase-field profiles for directions n1 (a) and n2 (b). Profiles calculated by LB-D3Q15, LB-D3Q19 and FD18 fit for both directions unlike
those obtained by LB-D3Q7 and FD6.
5 presents the results of comparisons for ∆1 = 0.30 and ∆2 = 0.55. For each numerical method, the tip velocity fits
well (Fig. 5a) as well as the dendrite shape (Fig. 5b). On this figure, the full dendrite is reconstructed by symmetry
for the LBE method. For the FDMC method, only the first quadrant is presented. For ∆2 = 0.55, we remark a slight
difference between both curves during the initial transient that precedes steady-state growth (in a time range from t = 0
to t = 100), but the steady-state velocities converge toward values that are close to each other. Indeed, at t = 300,
V LBEp = 0.01735 and V FDMCp = 0.01667, representing a relative error of 4%. For this benchmark, let us emphasize
that the value of Vp reported in [39] (Table II) is Vp = 0.0174 and V GFp = 0.0170 (where the GF notation stands for the
Green’s Function method, which is a sharp-interface method considered as a reference), representing a relative error
of 0.3% between LBE and the first value, and 2% between LBE and the second value.
4.2. Validation of supersaturation LB scheme
The LB scheme for the supersaturation equation defines a new equilibrium distribution function (Eq. (16b)) and
necessitates to calculate additional gradients in Eqs. (15b) and (15c). In order to check this method, an additional
benchmark is carried out by combining Eq. (8a) coupled with Eq. (8b) including the anti-trapping current jat (Eq.
(11)). For this benchmark we consider an isothermal solidification, i.e. θ = 0, and the parameters are U0 = −0.55,
D = 2, k = 0.15, W0 = 1, τ0 = 1, εs = 0.03, λ⋆ = 3.2, d0 = 0.2762, Rs = 10 l.u., Mc∞ = 1, δx = 0.4, and δt = 0.02.The
LB results are compared with a finite-difference code that is comparable to the one used in [33]. The tip velocity is
presented in Fig. 6; the good agreement validates the lattice Boltzmann scheme with anti-trapping current.
4.3. Simulations of non standard dendrites
The anisotropy function (Eq. (9)) defines an interfacial excess free energy which favors a preferential growth in
the direction [100]. Those directions correspond to the directions of the main axes x, y and z. Other preferential
directions of growth can be simulated by modifying this function on the basis of spherical and cubic harmonics [40].
In the present section, we compare the classical function (9) with another one defined by [50]:
as(n) = 1+ εs
(
∑
α=x,y,z
n4α−
3
5
)
+ δ
(
3 ∑
α=x,y,z
n4α + 66n2xn2yn2z −
17
7
)
. (19)
The second term in the right-hand side of Eq. (19) is the cubic harmonic K41 and the last term corresponds to the
cubic harmonic K61. In the LB method, the as(n) function and its derivatives are involved in the function N (x, t)
inside the equilibrium distribution function Eq. (14b). For both simulations the kinetic coefficient is chosen such as
τ(n) = τ0a2s (n), the mesh is composed of 3513 nodes, δx = 0.01, δt = 1.5×10−5, W0 = 0.0125, τ0 = 1.5625×10−4,
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Figure 5: (a) Dimensionless tip velocity Vp as a function of time for ∆1 = 0.30 and ∆2 = 0.55. (b) Superposition of φ = 0 for FDMC (green line)
and LBE (red dots) at t = 1.3×105δt for ∆1. For ∆2, the shape φ = 0 is given for comparison at t = 4×104δt. Parameters are κ = 4, λ⋆ = 6.3826,
d0 = 0.1385 and εs = 0.05.
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Figure 6: Dimensionless tip velocity Vp of an isothermal dilute alloy dendrite as a function of time for U0 =−0.55.
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Figure 7: (a) [100] preferential growth at t = 3×104δt with εs = 0.05. (b) [110] preferential growth at t = 1.4×105δt with εs = 0 and δ =−0.02.
λ = 10, κ = 1 and ∆ = 0.25. The first simulation is carried out by using Eq. (9) and εs = 0.05, and the second one
with Eq. (19), εs = 0 and δ =−0.02. The system is initialized with a sphere of radius Rs = 8 l.u. at the origin of the
domain. The problem is symmetrical with respect to the planes xy, xz and yz. A comparison of the shapes φ = 0 is
presented in Fig. 7 for a same orientation of the landmark. The method is thus able to simulate easily different crystal
shapes by modifying the function N (x, t).
5. Conclusion
We have presented a lattice Boltzmann method to simulate a crystal growth model for a binary mixture with
anti-trapping current. The method requires a modification of the equilibrium distribution functions and needs to
consider a non-local collision for the phase-field equation to take into account respectively the term responsible for
the anisotropic growth and the kinetic coefficient in front of the time derivative. The use of lattices D3Q15 and D3Q19
for the phase-field equation improves the accuracy of the solutions by removing the undesired effect of grid anisotropy.
The method was validated by comparison with other codes based on the finite-difference method. Finally, the method
is able to simulate other anisotropic functions with minor modifications of the code in order to generate preferential
directions of dendritic growth other than [100].
The numerical method presented in this paper for the solidification of alloys under diffusive heat and solute
transport uses the same concepts as those involved in the simulation of fluid flows: the lattices (D2Q9, D3Q15,
D3Q19) are identical and the same stages of collision, displacement and bounce back are applied. This will make
it easier to directly couple the phase-field model and the Navier-Stokes equations in order to study, for example,
the density change effect during the solidification process or the effect of convective fluid flow on crystal growth.
The advective terms that have to be added in each equation of the phase-field model, can be taken into account by
modifying the equilibrium distribution functions of each equation according to standard procedures. Studies including
such couplings will be the subject of future works.
Appendix A. Chapman-Enskog expansions for phase-field equation
We present in this appendix the Chapman-Enskog expansions for the phase-field equation. In the first part, the
continuous equation for the moments of the equilibrium distribution function g(0)i is established. In the second part,
we focus on the derivation of a specific form of the equilibrium distribution function g(0)i . For more concision,
dependencies in x and t are canceled in functions gi, ηφ and Q. We also assume the dependency of a2s with n.
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Taylor and asymptotic expansions. Taylor expansion at second-order in space and first-order in time of Eq. (14a)
yields:
a2s
[
gi + δxei ·∇gi + δx
2
2
eiei : ∇∇gi + δt∂tgi
]
= gi +(a2s − 1)
[
gi + δxei ·∇gi + δx
2
2
eiei : ∇∇gi
]
− 1ηφ
[
gi− g(0)i
]
+wiQφ δt
τ0
(A.1)
After simplification, the factor a2s appears only in front of the time derivative ∂tgi:
a2s δt∂tgi + δxei ·∇gi+
δx2
2
eiei : ∇∇gi =− 1ηφ
[
gi− g(0)i
]
+wiQφ δt
τ0
. (A.2)
From now on all steps are standard (see [1, 45]). Space and time are rescaled by introducing a small parameter
ε = δx/L where L is the characteristic length of the system. One scale in space x1 = εx is considered and two time-
scales t1 = εt and t2 = ε2t which are representative of convection and diffusion, respectively. With these notations,
the partial derivatives write: ∇ = ε∇1 and ∂t = ε∂t1 + ε2∂t2 . The function gi is expanded in power of ε around g
(0)
i :
gi ≃ g(0)i + εg(1)i . The moment of 0th-order of the distribution function gi is the phase field φ: ∑i gi = φ, which must
be invariant during the collision step. That means ∑i g(0)i = φ and involves ∑i g(1)i = 0. After substituting those
relationships in (A.2), all terms in ε- and those in ε2-order are combined into two distinct equations. For the first one,
the moment of zeroth-order (sum over i) yields:
a2s ∂t1(∑
i
g(0)i )+
δx
δt ∇1 · (∑i g
(0)
i ei) = 0, (A.3)
and the moment of first-order (multiplying by ei and summing over i) yields:
∑
i
g(1)i ei ≃−ηφδx∇1 · (∑
i
g(0)i eiei). (A.4)
In (A.4), the term δt∂t1 ∑i g(0)i ei was assumed negligible, assumption that can be removed by modifying the collision
stage (see [51] for BGK-collision, [52] for TRT-collision and [53, 54] for MRT-collision). For Eq. in ε2-order, by
using (A.4), the calculation of zeroth-order moment yields:
a2s ∂t2(∑
i
g(0)i ) =∇1 ·
[(
ηφ− 12
) δx2
δt ∇1 · (∑i g
(0)
i eiei)
]
. (A.5)
Finally, by combining all terms ε0×∑i wiQφ/τ0 + ε1×Eq. (A.3) + ε2×Eq. (A.5), the continuous partial differential
equation for the three first moments of g(0)i is:
a2s ∂t(∑
i
g(0)i ) =∇ ·
[(
ηφ− 12
) δx2
δt ∇ · (∑i g
(0)
i eiei)
]
− δxδt ∇ · (∑i g
(0)
i ei)+∑
i
wi
Qφ
τ0
. (A.6)
Equilibrium distribution function g(0)i . Comparison of Eqs. (A.6) and (8a) that is rewritten as:
a2s
∂φ
∂t =
W 20
τ0
∇ · (a2s (n)∇φ)+
W 20
τ0
∇ ·N + Qφ
τ0
, (A.7)
indicates that g(0)i must be defined such that its moments of 0th-, 1rst- and 2nd-order have to be equal to ∑i g(0)i =
φ, ∑i g(0)i ei = −N W 20 δt/(τ0δx) and ∑i g(0)i eiei = e2φI where I is the identity tensor of rank 2. The equilibrium
distribution function g(0)i is chosen as:
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g(0)i = wiφ+w′iei ·N
δt
δx
W 20
τ0
, (A.8)
where we look for the coefficients wi and w′i. Values of weights and coefficient e2 are detailed here for D3Q7 lattice
defined in section 3. The generalization for D3Q15 and D3Q19 lattices is straightforward. Moment of 0th-order yields
∑i wiφ = φ (the second term of the right-hand side vanishes) and its moment of first-order yields:
∑
i
wiφei +∑
i
w′i
(
ei ·N δtδx
W 20
τ0
)
ei =−N δtδx
W 20
τ0
, (A.9)
where the first sum of the left-hand side vanishes. One obtains w1 = w3, w2 = w4 and w5 = w6. One solution is to set
w0 = 1/4 and wi=1, ...,6 = 1/8. Regarding the weights w′k, the following relationships are obtained by identifying the
components of each side of equality (A.9): (w′1 +w′3)Nx =−Nx, (w′2 +w′4)Ny = −Ny, (w′5 +w′6)Nz =−Nz. We de-
duce that w′i=1, ...,6 =−1/2. Calculation of second-order moment of Eq. (A.8) yields (by using values of weights wi):
∑i g(0)i eiei = ∑i wiφeiei = (1/4)φI. We set e2 = 1/4 and w′i = wi/e2, we obtain g(0)i = wi
(φ− e−2ei ·N δtW 20 /(τ0δx)).
Finally Eq. (8a) is derived by identifying a2sW 20 /τ0 to e2(ζφ− 1/2)δx2/δt.
Appendix B. Equilibrium distribution function for the supersaturation equation
Following the same procedure as detailed in Appendix A, the partial differential equation for the moments of h(0)i
is obtained:
∂t(∑
i
h(0)i ) =∇ ·
[(
ηU − 12
) δx2
δt ∇ · (∑i h
(0)
i eiei)
]
− δxδt ∇ · (∑i h
(0)
i ei)+∑
i
wi
[
S+ QUζ
]
. (B.1)
Comparison with Eq. (15a) indicates that h(0)i must be defined such as ∑i h(0)i = U , ∑i h(0)i ei = Jtotδt/δx and
∑i h(0)i eiei = e2(q(φ)/ζ(φ))UI. The equilibrium distribution function h(0)i is set as follows:
h(0)i = AiU +Bi
q(φ)
ζ(φ)U +Ciei ·Jtot
δt
δx , (B.2)
where coefficients Ai, Bi and Ci have to be determined. Moment of 0th-order yields the first constraint ∑i Ai +
BiDq(φ)/ζ(φ) = 1 and the moment of 1rst-order yields the second one:
∑
i
(
Ai +Bi
q(φ)
ζ(φ)
)
Uei +∑
i
(
Ciei ·Jtot
δt
δx
)
ei = Jtot
δt
δx . (B.3)
One solution satisfying both equalities is: A0 = 1, A1,...,6 = 0, B0 = −3/4, B1,...,6 = 1/8 and C1,...,6 = 1/2. Using
values of Ai and Bi for calculation of the 2nd-order moment, we check that: ∑i h(0)i eiei = (1/4)(q(φ)/ζ(φ))UI. We
set e2 = 1/4 and Ci/Bi = 1/e2. The expected supersaturation Eq. (8b) is obtained by identifying D = e2(ηU −
1/2)(δx2/δt).
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