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Abstract
We propose an approach for annotating object classes
using free-form text written by undirected and untrained an-
notators. Free-form labeling is natural for annotators, they
intuitively provide very specific and exhaustive labels, and
no training stage is necessary. We first collect 729k labels
on 15k images using 124 different annotators. Then we au-
tomatically enrich the structure of these free-form annota-
tions by discovering a natural vocabulary of 4,020 classes
within them. This vocabulary represents the natural distri-
bution of objects well and is learned directly from data, in-
stead of being an educated guess done before collecting any
labels. Hence, the natural vocabulary emerges from a large
mass of free-form annotations. To do so, we (i) map the
raw input strings to entities in an ontology of physical ob-
jects (which gives them an unambiguous meaning); and (ii)
leverage inter-annotator co-occurrences, as well as biases
and knowledge specific to individual annotators. Finally,
we also automatically extract natural vocabularies of re-
duced size that have high object coverage while remaining
specific. These reduced vocabularies represent the natural
distribution of objects much better than commonly used pre-
defined vocabularies. Moreover, they feature more uniform
sample distribution over classes.
1. Introduction
When tackling the problem of localizing multiple objects
in images, the first question one faces is which classes of
objects? Annotated datasets in this field [6, 25, 36, 24, 21]
ask annotators to mark any instance of a predefined set of
classes (e.g. person, dog, etc.), which we refer to as pre-
defined vocabulary. The choice of such vocabulary has a
large impact on the algorithms developed on these datasets.
Despite this, it has always been an arbitrary and predefined
choice.
We instead propose letting the annotators click on the
objects present in the image and label them using free-from
text: no predefined vocabulary and no policies about what
to label (Fig. 1). The main contribution of this paper is a
principled automatic approach to make a natural vocabu-
lary emerge from these points with free-form annotations,
i.e. the vocabulary that best represents all the labeled ob-
jects. The natural vocabulary is thus learnt from data rather
than predefined before any annotation is collected.
Free-form annotations come with their own challenges,
however: spelling mistakes (doog in Fig. 1), ambiguous
meanings of words (bread bun vs. hair bun in Fig. 1) , an-
notators using different words for the same concept (bun vs.
bread in Fig. 1); some knowing about car brands, others
about dog breeds (dog vs. retriever in Fig. 1); some being
exhaustive and consistent, others sparse and unsystematic.
Most critically, free-form annotations lack a structure that
facilitates learning from them. Finding a natural vocabu-
lary adds structure on the annotations and makes annotator-
specific biases and knowledge visible (Sec. 3.2-3.6).
We leverage the different expertise of different annota-
tors discovered to automatically make some annotations as
specific as possible (Sec. 3.7). For example, we can auto-
matically label specific dog breeds on those objects labeled
simply as dog by taking into account the knowledge of the
annotators that know about dog breeds, even though they
did not annotate that specific image (e.g. retriever in Fig. 1).
Furthermore, our proposed annotation scheme is natural
for annotators: their brain translates the objects they see
into words instantaneously. They do not need to be trained
for the task (in contrast to previous approaches [39, 25, 36,
13]), which positively affects the availability and cost of the
crowd workforce.
We annotate 729,469 points on 15,100 images of
Open Images [24] using 124 different annotators (5 to 10
per image). The key findings of these experiments are:
• We can effectively and automatically extract the
meaning of raw input strings, by matching them to concepts
in an ontology, with an accuracy of 89%.
• Our method makes a large natural vocabulary of 4,020
classes emerge from the annotations, which is well beyond
the predefined vocabulary of previous datasets with object
location annotations [6, 25, 24]. Our natural vocabulary
covers both classes beyond these predefined vocabularies
and classes more specific than those.
• The annotations are exhaustive: they cover 7.5 differ-
ent classes per image in mean using a single annotator per
image, and up to 19.7 when using 5.
• We extract reduced vocabularies that represent the nat-
ural distribution of objects significantly better than previous
predefined vocabularies. This allows to cover more objects
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Figure 1. Method overview: Various annotators (red and blue) annotate points and label them using free-form text (a). Our method then
normalizes the strings into entities of a visual hierarchy (b), with potentially ambiguous results. We spatially cluster the points on each
image to detect groups of points belonging to the same object (c), which in turn is used to disambiguate meanings (c). We finally make
labels more specific by combining cross-annotator knowledge (d).
naturally present in images with a given vocabulary size.
• Finally, we also show that the natural vocabulary can
be used to train textual-visual embedding models. These of-
fer better zero-shot classification performance, compared to
models trained on a fixed vocabulary of 600 classes (Sec. 5).
2. Related Work
Datasets: The vast majority of datasets label objects from a
predefined vocabulary [8, 22, 6, 36, 25, 3, 24]. Annotators
thus typically need to be trained to provide precise labels
within this vocabulary [39, 25, 36, 13].
Notable exceptions not relying on a predefined vocabu-
lary are ADE20k [45] and LabelMe [37]. ADE20k is la-
beled with a vocabulary that is created on demand, as the
annotator encounters objects of previously unseen classes.
By employing a single expert annotator and a (expandable)
vocabulary, inconsistent naming can be minimized, but this
approach does not scale to annotating by the crowd. Instead,
LabelMe is annotated with free-form text labels by multiple
crowd workers [37], but suffers from inconsistent naming as
a result. To solve this, [37] manually matches the collected
annotations to an ontology, which allows to link different
object labels into a single concept, e.g. taxi and automobile
to the concept Car.
Different from these techniques, our method provides a
principled approach to automatically match free-form an-
notations to concepts in an ontology and build a natural vo-
cabulary that best represents the input annotations.
Vision and language: Several areas of Computer Vision di-
rectly work with free-form text. In image captioning and re-
trieval, for example, most methods are trained from images
with accompanying free-form sentences [7, 5, 41, 16, 33].
[5] and [41] use recurrent neural networks to generate im-
age captions. [26] trains an image caption model using nat-
ural language feedback as a training signal. Several works
[10, 16, 33, 35] propose models for localizing objects given
free-form text as an input. Also related is the task of gener-
ating referring expressions [30, 19, 28]. These methods take
an image and a bounding box as input and generate a natu-
ral language expression, which uniquely localizes an object
in an image.
While the methods above learn a mapping from text to
images or vice-versa, in our work we learn a natural vo-
cabulary of classes from free-form text annotations on im-
ages, i.e. we extract structure.
There are also works that exploit natural language cap-
tions to learn visual concepts appearing in the accompany-
ing images. In [1, 12], captions of images in news articles
are used to extract labels for faces. [27] extracts names and
actions from captions and associates them to the faces and
body poses of people shown in the images, to train face and
pose models. In a similar spirit, [42] proposes a method to
detect objects from captions. While these methods directly
use the raw, noisy data, we propose a method to clean and
homogenize annotations into a natural vocabulary. More-
over, we show how to detect the biases of the annotators
and how to automatically propagate their different knowl-
edge across images.
Leveraging the crowd: Some previous works extract con-
sensual annotations from multiple annotators, going be-
yond simple majority voting, e.g. by treating each annota-
tor differently [44, 11], extending it for multiple-label an-
swers [40] and to images [20], and classifying annotators
into communities [31]. All these works, however, assume
there is a clear question to be asked. Our work, in contrast,
lets the annotators choose the question they want to answer
to maximize the chances of the responses to be correct.
Using an object ontology: Several works make use of the
WordNet ontology. Ordonez et al. [32] predict a mapping
from WordNet synsets (and an image) to the the names
people would naturally use for objects (entry-level classes).
They thus tackle the inverse problem of ours: to go from
commonly used names to a structured vocabulary.
[37, 43] also match free-form text to an ontology (Word-
Net), but do so manually. [43] matches them in order to
obtain a hierarchical representation of labels, which they
use to learn hierarchical embeddings. Instead, [37] uses the
ontology to link different annotations into a single concept,
as discussed above.
3. Method
Figure 1 shows the overview of the proposed method:
(a) we collect free-form text annotations (Sec. 3.1), and (b)
match them to possible meanings in a language ontology
(Sec. 3.2). We then (c) cluster the points and find their
meaning (Sec. 3.3-3.5). Our method makes a natural vo-
cabulary emerge from these annotations (Sec. 3.6) and then
(d) uses it to make the annotations as specific as possible
(Sec. 3.7).
3.1. Click & Type
We ask the annotators to click on each object present in
the image and then type the word(s) that best describe it
(Fig. 1a). We encourage annotators to be as specific as pos-
sible, e.g. type labrador if they happen to know the breed
or type animal if it is an animal they do not recognize. No
other guidelines or policies are given.
As we will see in following sections, we will use the
point locations to estimate when two annotators refer to
the same object (Sec. 3.3) and from that disambiguate the
meaning of the words and detect rater biases (Sec. 3.4).
3.2. Matching to a language ontology
The string associated with each point from the Click &
Type step is in raw form: a string from which we have
not extracted any meaning or sense. We can assume, how-
ever, that all such strings represent words in the English lan-
guage, so the next steps in our algorithm fix spelling errors,
match to a possible meanings from a language ontology, etc.
Spelling corrections: Correcting spelling mistakes modi-
fies the input strings slightly so that as many strings as pos-
sible are valid English words (e.g. doog→dog, Fig. 1). We
use an off-the-shelf English spelling correction algorithm.
Part-of-Speech tagging: Since we do not give annotators
any strong policy on which form the strings should take, we
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Figure 2. Point Clustering: We look for groups of clicks that are
close together and separated from the rest (a) as opposed to more
separated points and close to the rest (b).
might have some adjectives or modifiers in the description
of the point (e.g. sliced cheese, Fig. 1). We run a Part-of-
Speech (PoS) tagging algorithm to detect the main noun of
the string and separate its modifiers. We will use this infor-
mation in the next step.
Entity identification: Next, we match the main noun to a
language ontology: we select a set of candidate meanings
(entities in the ontology) from that noun (e.g. bun can be
a Hair bun or a Bread bun, Fig. 1). We then also match
the whole string to the ontology to see if there is a more
appropriate candidate (e.g. a Sea lion is not a type of Lion).
Restriction to a hierarchy of physical objects: The set
of candidate entities from the ontology can refer to a very
broad spectrum of concepts beyond physical objects di-
rectly depictable in an image. We therefore restrict the pos-
sible entities to those in a hierarchy of physical objects: a
curated set of classes of physical objects organized in a hi-
erarchical structure where the children nodes refer to sub-
classes of their parent node.
3.3. Clustering points into objects
Different annotators might use different words for the
same object (e.g. bun and bread in Fig. 1) and we want to
take advantage of that to disambiguate meanings (Sec. 3.4).
To do so, we have the same image labeled by more than
one annotator (red and blue in Fig. 1) and then we detect
when two points from different annotators refer to the same
object.
Intuitively, we propose to group together points in an im-
age that are close to each other and far from the rest using
agglomerative clustering [34]. We then assume that points
in the same cluster refer to the same object (Fig. 2).
As a side effect, we can discover the meaning of words
that were not in the language ontology, by finding point
clusters where these co-occur with points with unambigu-
ous meaning.
Formally, let pi = (xi, yi) be the ith point on an image,
regardless of the annotator that provided it. xi, yi ∈ [0, 1]
are the normalized (horizontal and vertical) coordinates
of pi (Fig. 2). Starting by each point defining its own clus-
ter ci = {pi}, we iteratively merge the two clusters whose
merged result c maximizes the ratio O(c) defined as:
O(c) = dinter(c)
dintra(c)
=
minpi∈c
pj /∈c
dE(pi, pj)
maxpi∈c
pk∈c
dE(pi, pk)
, (1)
where dE(pi, pj) =
√
(xi−xj)2 + (yi−yj)2 is the Eu-
clidean distance between pi and pj . In theory, O(c) ranges
from 0 (when there is a point outside c at the same position
than a point in c) to +∞ (when all points in c are the same
and the closest external point is different).
We assume a higher value ofO(c) means a higher proba-
bility for all points in c to belong to the same object. Hence,
we take all clusters above a certain O(c) threshold value as
same-object points. In Figure 2a O(c)≈ 10, so we would
consider all blue triangles to belong to the same object (e.g.
bun and bread in Fig. 1). Instead, in Figure 2b, O(c)≈1 so
we discard the blue cluster.
3.4. Assigning meaning to point clusters
The annotations in each point cluster might come from
different annotators and they might use different words, but
we assume they all refer to the same object. Intuitively,
we want to assign a meaning to each point cluster that is
compatible with all annotations in it. As an example, the
point cluster in Fig. 1 contains a bun annotation and a food
annotation. In isolation, bun can refer to the entity Hair bun
or Bread bun, but only Bread bun is compatible with Food.
To leverage this principle beyond a single cluster, we
compute a co-occurrence graph G where a vertex vi rep-
resents a set of points that are matched to the same set of
possible ontology entities (e.g. one vertex would contain all
points matched to Bread bun or Hair bun, another node all
those matched to Bread bun unambiguously, etc.). We also
consider strings that do not match to any entity and add one
vertex in the graph per unique string, which we refer to as
unrecognized vertices.
We connect two vertices vi and vj with an edge when
there are some point clusters with at least one point on each
of the connected vertices, and we set its weight wi,j to the
number of times this happens in the dataset (Fig. 3 top row).
Intuitively, we then select the final entity based on how
often nearby points (those from clusters linked with an
edge) were labeled with a sub- or superclass (ancestor-
descendant semantic relationship). Formally, we write e≤
e′ when entity e is a subclass1 of e′, and 1[e ≤ e′] as the
indicator function that takes value 1 if, and only if, e≤ e′.
We then define the weight given to each entity e ∈ vi as:
w(e, vi) =
∑
vj∈G
j 6=i
∑
e′∈vj
wi,j ·
(
1[e≤e′] + 1[e′≤e]). (2)
Intuitively,w(e, vi) measures how likely it is for vertex vi to
1By convention, an entity is a subclass of itself, i.e. e ≤ e
vi
“bun”, “bunn”, “buun”
Hair Bun
Bread Bun
ei,1
ei,2
vj
“food”, “fod”
Food ej,1
wi,j = 20
vk
“spects”
vl
“glasses”, “spectacles”
Glasses
wk,l = 10
Figure 3. Assigning meaning to clusters: All points matched to
a set of entities ei,x get grouped into a vertex vi.There are wi,j
point clusters with at least one point matched to vi and another to
vj . The solid arrow connects ei,2 to ej,1 because the former is a
subclass of the latter. vk is is an unrecognized vertex (no meaning
found for spects).
have meaning represented by e, based on how often nearby
points were labeled with a sub- or superclass.
Finally, we choose as an entity for vi the one with the
maximum weight among all entities contained in vi. For-
mally:
e∗vi = argmaxe∈vi
w(e, vi) (3)
if maxe∈vi w(e, vi) 6= 0 and undefined otherwise (the clus-
ter remains ambiguous).
3.5. Post-processing unrecognized and ambiguous
annotations
The goal of the previous step is to assign a single en-
tity to each vertex of the co-occurrence graph G (Sec. 3.4):
we refer to these vertices as unambiguous. However, there
might be some vertices left that have multiple entities as-
signed to them, i.e. the points contained in that vertex have
different meanings. We call these vertices ambiguous (e.g.
vi in Fig. 3). Finally, the unrecognized vertices do not have
an assigned meaning (e.g. vk in Fig. 3).
In the first post-processing step we assign an entity to
the unrecognized vertices if there is an edge inG connecting
them to an unambiguous vertex. We take the entity assigned
to this unambiguous vertex as the meaning for the unrecog-
nized ones. With this assignment we are giving meaning to
strings that were not in the language ontology, e.g. the raw
string spects gets assigned the meaning Glasses (Fig. 3).
Now we tackle the ambiguous vertices. Often an am-
biguous vertex has two meanings, one being a more general
form of the other (e.g. Cell phone and iPhone). We remove
the more specific one in these cases as it is the safer choice.
Other cases can be disambiguated by simple string match-
ing between the raw string and the string representing the
possible entities (e.g. the raw string house gets matched to
the entities House and Dr. House). If we find an exact string
match (e.g. House), we assign such entity to the vertex.
After post-processing, the number of ambiguous or un-
recognized vertices becomes negligible in practice (Tab. 1),
so it is feasible to annotate them manually or discard them.
We refer to the final set of unambiguous points as U .
3.6. Natural vocabulary emergence
The previous steps of our algorithm assign an ontology
entity to each annotated point (we discard the remaining
ambiguous or unrecognized points). We define the full natu-
ral vocabularyN as the whole set of entities that have been
assigned to all points in our dataset.
Since the entities we use are part of a hierarchy of phys-
ical objects, all entities in this natural vocabulary define a
sub-hierarchy, which we refer to as natural visual hierar-
chy. Intuitively, it is a simplification of the physical object
hierarchy (Sec. 3.2), excluding the entities that have never
been annotated. We argue that this makes the relationships
between entities more natural and closer to the annotators
knowledge, e.g. Dolphin might become a direct subclass of
Mammal, instead of having the classes Marine mammal and
Cetacea in between.
Section 5 shows how we can leverage the natural visual
hierarchy directly with all its depth and breadth to learn a
projection from visual features to a textual embedding and
perform zero-shot classification on N .
Casting to a vocabulary of desired size: Having a smaller
vocabulary can be advantageous in some applications. In
standard multi-class classification, for instance, having
more samples per class and a smaller vocabulary with more
balanced classes are desirable properties (Fig. 4). Given a
desired vocabulary size n < |N |, we propose to automat-
ically find the reduced natural vocabulary Nn ⊂ N that
best represents the full natural vocabulary. On the one hand,
we want this reduced vocabulary to cover as many of the
classes from the full one as possible, i.e. as many classes as
possible should be descendants of an entity in the reduced
vocabulary (e.g. the class Animal covers Mammal, Dog and
Chihuahua). On the other hand, we also want the reduced
vocabulary to be as specific as possible, i.e. we want to re-
duce the number of hops in the hierarchy from all covered
classes to the closest class in the reduced vocabulary (e.g.
Dog is preferred over Animal to cover the class Chihuahua).
Let us formalize these two criteria. For each entity
e ∈ N , we define P (e) ⊂ U as the set of unambiguous
points (Sec. 3.5) whose meaning is associated to e. Given a
vocabulary V ⊂ N we define the set of entities of N cov-
ered by V as:
C(V) = {e ∈ N ∣∣ ∃ e′ ∈ V such that e ≤ e′} . (4)
We then define coverage as the percentage of points in N
that are associated to a sub-class of an entity in V (covered
points):
cover(U ,V) =
∑
e∈C(V) |P (e)|
|U| , (5)
where |·| denotes set cardinality. We then define specificity
as the percentage of covered points whose entity is actually
in the reduced vocabulary:
spec(U ,V) =
∑
e∈V |P (e)|∑
e∈C(V) |P (e)|
. (6)
Based on the above definitions, we can now define the
optimal reduced natural vocabulary Nn of size n as:
Nn = arg maxV⊂N
|V|=n
(
α · cover(U ,V)+ (1−α) · spec(U ,V)
)
, (7)
where α controls the trade-off between coverage and speci-
ficity.
We optimize this function using dynamic programming,
taking advantage of the tree structure of the vocabulary.
This produces a vocabulary of fixed size that is semanti-
cally as specific as possible while covering as many classes
as possible, with the option to adjust the weight between the
two terms.
3.7. Automatically making class labels more specific
A consequence of our free-form protocol (Sec. 3.1) is
that annotators can use different degrees of specificity for
naming objects, e.g. some might label all dogs simply
as Dog, while others might label specific breeds such as
Labrador or Chihuahua. We propose to make the generic
annotations in a certain image I more specific, by tak-
ing into account other raters with more knowledge in that
field (although they have not labeled that particular im-
age I). The key intuition is that more expert raters have
labeled other images with more specific labels, which pro-
vides samples of the appearance of specific classes. In our
example, we can then use these samples to determine the
breed of a dog annotated in I as just Dog.
We employ a nearest neighbor approach based on the vi-
sual representation of a patch around an annotated point.
Formally, given a point p annotated with entity ep∈N , the
aim is to predict which of its children is the most proba-
ble. We do so by looking for the point p∗ whose surround-
ing patch looks visually most similar to the patch around p,
among the points q labeled with a child class:
p∗ = arg min
q
eq child of ep
||f(p)− f(q)||, (8)
where f(·) is a visual feature representation of the patch.
We then make the annotation of pmore specific as the entity
e∗p associated with p
∗.
We propose to use the ratio between the distance to the
second nearest child class and the nearest child class as a
confidence measure. This allows us to decide whether we
should make the label more specific, or leave it as it is. We
found this to work well in practice (Sec. 4.4).
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Figure 4. Frequency of class labels: Comparison of our different
vocabularies (Full and reduced at 80 and 600 classes).
4. Experimental Validation
4.1. Data collection and ontology choice
We annotate 15,100 images from the Open Images [24]
dataset, as they were randomly sampled without any prior
vocabulary in mind. We had each image annotated by 5
different annotators from a pool of 111, all of them based in
India and fluent speakers of English. To study geographical
biases, 5,100 of these images were further annotated by 5
annotators from a pool of 13 living in the USA (American
English). In total we collected 729,469 point annotations.
As the language ontology, we use an evolvement of
FreeBase [2]. We use JFT [17] as the hierarchy of physi-
cal objects, which is a curated visual hierarchy containing
over 30,000 classes referring to physical objects. It is very
fine grained, covering very specific classes such as iPhone,
Greater Swiss mountain dog, or Tulipa kolpakowskiana.
4.2. From raw strings to ontology entities
Evaluation: This section evaluates our approach for map-
ping the raw free-form annotation strings to entities in the
language ontology (Sec. 3.2-3.4). We first analyze the per-
centage of annotated points whose meaning is unambigu-
ous, ambiguous, or unrecognized (Sec. 3.5) at each of the
steps (Table 1). We can see that the initial matching to
the ontology (Sec. 3.2) already unambiguously recognizes
84.4% of the annotations. Click clustering (Sec. 3.3) and
meaning disambiguation (Sec. 3.4) bring this percentage up
to 95.2%. Finally, post-processing unrecognized points im-
proves the disambiguated rate to 96.5% and the final post-
processing of ambiguous points (Sec. 3.5) makes it reach
99.2%. Hence, all proposed steps contribute to perfor-
mance, and in the final outcome essentially all points are
unambiguously assigned to one entity.
Table 1 also shows the number of point annotations as-
signed to a single class (entity) and the total number of dis-
tinct such classes over all points. The final number of un-
ambiguous classes is 4,020.
Matching to Click clust. + Post-proc. Post-proc.
ontology Disambiguation unrecognized ambiguous
Unambig. points (%) 84.4 95.2 96.5 99.2
Ambig. points (%) 13.8 3.0 3.1 0.4
Unrecog. points (%) 1.8 1.8 0.4 0.4
Unambig. points 615,751 694,343 703,534 723,545
Unambig. classes 3,772 3,809 3,809 4,020
Table 1. Evaluation of the matching to an ontology: Percentage
of unambiguous, ambiguous, and unrecognized annotations (top
three rows) and number of unambiguous points and classes (bot-
tom two rows).
Annotator agreement Any 25% 50% 75% All
Labels per image 19.7 9.0 5.4 3.0 1.4
Table 2. Mean number of classes per image at different levels
of per-image annotator agreement for a class to be considered an-
notated; from the set union of the class labels from any annotator
(Any), to full agreement between all annotators (All).
We also evaluate the accuracy of our method for map-
ping raw input strings to entities in the language ontology.
For this, we take a random sample of 100 raw strings that
our method matches unambiguously to a single entity and
manually verify whether they are correct. We obtain 89 cor-
rect matches, the remaining being: (a) 5 polysemic words
that are present in our dataset with at least two of the mean-
ings (e.g. mouse meaning either Computer mouse or Animal
mouse), (b) 5 wrong matches for which there is a correct en-
tity in JFT (e.g. shades matched to Shade, not Sunglasses),
and 1 that has no corresponding entity in JFT (monster).
For reference, [37] manually matched the free-form la-
bels of the LabelMe dataset to the WordNet ontology and
found a matching entity for 93% of all classes. Thus, we can
conclude that the used hierarchy of physical objects [17] is
very complete and that our approach for matching into the
ontology is accurate.
Exhaustiveness: Each annotator provides labels from an
average of 7.53 different classes per image, well above the
number of classes per image in Open Images (2.9 out of
20,000 classes) and COCO (3.5 out of 80 classes). Since
various annotators label the same images in our experi-
ments, we can compute the final classes as the union of
classes on which at least a certain percentage of the anno-
tators agree. Table 2 shows the mean number of distinct
classes obtained per image. At 50% agreement, we obtain
5.4 different classes per image, up to 19.7when we consider
the set union among all annotators.
Class distribution: We analyze the number of examples
per class in Fig. 4 ( ) and find that it follows a long-tail
distribution, where 74.2% of points are covered by the 100
most frequent classes. The 5 most frequent classes are Tree,
Sky, Man, Hair, and Wall. We observe that both thing and
stuff classes [15, 4] get naturally labeled.
Cosmetics Eye shadow Rouge
Lip gloss Lipstick
Rater A Rater B
Cosmetics
Flower Rose
English marigold Stinking willie 
Rater C Rater D
Flower
Figure 5. Examples of annotator specific knowledge: Central
bubbles represent generic entities, and the satellite ones more spe-
cific classes. Size encodes frequency. We find that some annota-
tors are more specific than others in the object names they provide
for different classes of objects.
Apart from these common classes, annotators also pro-
vide very specific classes such as Dreadlocks, Hijab, Astro-
naut, Submarine, or Batman. This highlights the benefit of
our approach: annotators naturally and effortlessly label ob-
jects that are rare and, if they know their specific name, pro-
vide it. Our annotations thus show high specificity and di-
versity and cover classes that were previously missing from
standard recognition datasets.
Knowledge discovery: Our method can match unrecog-
nized words to unambiguous annotations, which can be
used to enrich the language ontology (Sec. 3.5). The most
frequent example is spects (India) and specs (USA), which
are both matched to Glasses but interestingly have differ-
ent dominant spellings depending on the geographical ori-
gin. Other discovered words from the annotators in India
include jerkin as Jacket and glouse as Glove; and from the
annotators in the USA slacks as Trousers and steps as Stairs.
Our method also discovers the biases and knowledge of
the annotators. We see, for example, that some annota-
tors know specific flower types and label English marigold
or Stinking willie while others use the more generic entity
Flower (Fig. 5). Section 4.4 evaluates how we use this in-
formation to make the annotations more specific.
4.3. Reduced natural vocabulary
This section quantitatively evaluates the reduced natu-
ral vocabulary Nn that maximizes coverage and specificity
(Sec. 3.6). We sweep the values of the trade-off parameter
α for n=80 and n=600, obtaining a curve in the coverage-
specificity plane (Fig. 6). We compare to three prede-
fined vocabularies: 80 COCO classes ( ), the 600 classes of
Open Images for which there are box annotations [24] ( ),
and the 147 classes from COCO-Stuff [4] that are repre-
sented in JFT2 ( ). The three of them have significantly less
coverage and specificity than our natural vocabulary. Sur-
prisingly, even a learnt natural vocabulary of only 80 classes
has higher coverage and specificity than the Open Images
vocabulary of 600 classes, despite the latter was designed
to cover important classes in the Open Images dataset [24].
2This leaves out 22 classes that are either too broad (e.g. solid-other)
or are a combination of class and attribute (e.g. floor-stone).
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Figure 6. Natural vs. predefined vocabulary: Comparison in
terms of coverage and specificity. The reduced natural vocab-
ulary works well in all ranges of coverage and specificity, and
reaches significantly better values than the predefined vocabularies
of COCO and Open Images.
This highlights the importance of learning a natural vocab-
ulary, rather than using a predefined vocabulary based on an
educated guess of what classes are important and frequent.
The comparison to COCO-Stuff shows that the better cov-
erage and specificity does not come only from having both
things and stuff in the vocabulary.
While our full natural vocabulary covers a large num-
ber of classes (4,020), many of them have few examples
(Sec. 4.2). Standard multi-class classification [23] however
assumes somewhat balanced class distributions, with a sig-
nificant number of examples per class. In Fig. 4 we show
the class frequency of the full and reduced natural vocab-
ularies. We find that by constructing a reduced natural vo-
cabulary (Sec. 3.6), it becomes more balanced, despite not
explicitly optimizing for that. In the full vocabulary, 62%
of all classes have <10 points associated. On the reduced
natural vocabulary of 80 classes, all classes have ≥100 ex-
amples.
4.4. Making class labels more specific
Different annotators provide labels at different levels of
specificity, reflecting their knowledge of particular domains
(Fig. 5). We evaluate here the performance of our method
in predicting specific labels for points annotated with more
generic ones (Sec. 3.7).
Data: In order to evaluate the accuracy of predicting more
specific labels, we create an evaluation set from our data.
We select all classes which were labeled at least 20 times
and have at least 2 children classes with at least 2 exam-
ples each. With this procedure, we obtain a dataset consist-
ing of 398,000 annotations. For each each point p with its
annotated class ep, we pretend that p is annotated with its
parent’s label and evaluate the ability of our procedure to
correctly predict ep as the most likely child class. To ob-
tain the feature representation f(p), we extract a patch of
120×120 pixels around p and represent it using the activa-
tions of the last layer of a ResNet [14] model pre-trained on
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Figure 7. Precision-recall on 100 images of Open Images: Our
annotation strategy recovers up to 67% of the dense annotations.
ImageNet [36].
Results: Our method predicts more specific label correctly
for 83.6% of the examples. As a baseline, always selecting
the most frequent child class leads to only 58.5% accuracy.
This demonstrates that visual cues help finding more spe-
cific classes with high accuracy.
Since our method also produces a confidence value, we
can use that to only make classes more specific if the model
is confident. Fig. 8 shows the accuracy of our approach
when making the label of a varying percentage of points
more specific. As can be seen, our method produces a
meaningful confidence measure, allowing to make the la-
bel of 50% of all points more specific with 95% accuracy.
4.5. Annotating a predefined vocabulary
To further highlight the usefulness of our annotation
strategy, we evaluate it as a way of labeling the classes of
a predefined vocabulary. Specifically, we take the subset of
100 images from Open Images that were manually densely
annotated by experts with image-level labels for the 600 so-
called boxable classes [24]. We then obtain image-level
annotations using click & type (we disregard the location
of the points) at different level of agreement between the
5 annotators available and ignoring annotations out of the
predefined 600 classes
We evaluate the image-level annotations against the
dense annotations by the experts, which we consider as
ground truth. Figure 7 shows the precision-recall plot at
different levels of agreement between annotators (from 1
to 5). Using the agreement between annotators leads to
consistently better results than the mean performance over
the 5 annotators ( ). The mean precision of the annotated
concepts is 95%, considerably better than the 83% reported
for COCO [25]. This highlights the advantage of free-form
annotation: annotators are not forced to assign pre-defined
class names to objects which might bias the labeling (e.g. if
an alpaca is shown to an annotator but only Sheep is in the
vocabulary, then they might have a tendency to wrongly la-
bel it as such). Instead, they can name objects with concepts
they are confident to use, hence making them more precise
(Sec. 3.1).
While we cover the predefined vocabulary of Open Im-
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Figure 8. Making point labels more specific: Comparison of our
approach and the baseline.
ages well, our annotations are not limited to it. In particu-
lar, out of the 516 classes our procedure annotated in these
images, 346 can be matched to in-vocabulary Open Im-
ages classes, while 170 (33%) are out of the predefined
vocabulary. The most common examples of such out-of-
vocabulary classes are Sky, Sign, Wall, and Light fixture.
Within the predefined vocabulary, our annotations in-
clude more specific classes than those in Open Images. As
an example, in these 100 images our annotators labeled
Capo, Cymbal, and Tuba, all of them more specific classes
under Musical instrument (and absent in the 600 boxable
classes of Open Images).
5. Learning from Natural Vocabulary
Annotators naturally provide labels that are more diverse
and more specific compared to a large but pre-defined vo-
cabulary such as the one of Open Images [24] (Sec. 4.5).
We conjecture that this increased diversity will allow to
learn better embeddings. To test this hypothesis we train
a textual-visual embedding model [9, 38, 18] on our data.
Thereby we consider all examples that have class labels
which are either Open Images classes or children of them.
When training the embedding we represent the class labels
either by (i) using the class name directly or (ii) mapping
the class name to its parent in the Open Images vocabulary
and using that class instead. Finally, we use these two vari-
ants for zero-shot classification, where a better embedding
is expected to generalize better. Next, we will describe the
model and experimental setup in detail, before presenting
results.
Visual-semantic embedding model: We adopt the De-
ViSE model [9], which learns a projection of textual and vi-
sual input into the same vector space. The model relies on a
semantic embedding of words which is pre-trained in an un-
supervised way [29]. During training, the model is trained
to predict a similar vector representation for an image and
its class label, i.e. the image representation is aligned with
the semantic text embedding. At test time, class labels are
predicted based on the similarity between an image embed-
Vocabulary # Classes k = 1 2 5 10
Open Images classes
Zero-shot + OI 779 0.0 0.6 3.5 7.9
Zero-shot 300 6.0 11.0 19.8 28.6
Specific classes
Zero-shot + OI 779 1.8 4.4 11.7 19.9
Zero-shot 300 7.7 13.7 22.4 31.2
Table 3. Zero-shot classification results. We observe that training
with specific class labels outperforms training with classes from
the Open Images vocabulary.
ding and the embeddings of the class names. Such a model
can be used for zero-shot classification by simply changing
the class vocabulary at test time.
During training, we learn a projection matrixM, which
maps image features into the vector space of the textual em-
bedding. We follow [9] and minimize a hinge rank loss
function using stochastic gradient descent. This loss en-
courages the similarity between matching (image, label)
pairs to be larger than that of the image and a negative label,
by some margin. As a negative label, we randomly sample
a class from the Open Images vocabulary which violates the
margin and thus leads to a non-zero loss.
Experimental setup: To train and evaluate our method we
use the 15100 images annotated as described in Sec. 4.1.
We use 12,100 images for training, and 1,500 for test and
validation, each. On the training set there are 390,000
(point, label) pairs. For each of those examples we ex-
tract a patch of 120×120 pixels around the click position
to compute the image representation. We use the last layer
of a ResNet [14] model pre-trained on ImageNet [36] as fea-
ture extractor. For obtaining text embeddings of class labels
we use the word2vec model [29] pre-trained on the Google
News dataset.
At test time, we use use the embedding model for zero-
shot classification, where the objective is to correctly clas-
sify image patches into previously unseen classes. To create
this set of unseen classes, we sample 300 classes from the
test set (both Open Images and more specific classes). Then,
we remove examples with these classes from the training
set, so that they are not seen during training.
Performance metrics: We report hit@k, i.e. the percentage
of cases for which the model returns the true label in its k
highest scoring predictions, averaged over all test classes.
Results: Training with specific labels leads to significant
performance gains in zero-shot classification (Tab. 3). We
see particularly high gains when testing on a vocabulary that
combines zero-shot and the Open Images classes. We con-
clude that the increased specificity and diversity of our data
allows to learn better embeddings compared to using a pre-
defined and thus smaller vocabulary.
6. Conclusion
We proposed an approach for annotating object classes
using free-form text annotations. We first transform the
raw strings into entities in an ontology of physical objects
and then use co-occurrences in the images to disambiguate
meanings. Our method makes a natural vocabulary emerge,
which covers a large number of classes and makes the
knowledge and biases of the annotators arise. We also au-
tomatically extract natural vocabularies of reduced size that
have high object coverage while remaining specific. Free-
form labeling is natural for annotators, they intuitively pro-
vide very specific and exhaustive annotations, and no train-
ing stage is necessary. Free-form labeling also builds a pow-
erful synergy with speech-based interfaces [13], liberating
the former from slow keyboard inputs, and the latter from
requiring training annotators to use a predefined vocabulary.
We believe that our method can lead to a paradigm shift in
the way object classes are annotated.
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