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SUMMARY
In this work, we analyze and apply various recent techniques in visual attribute recog-
nition and labeling on a common benchmark dataset in order to motivate the design of
a novel framework for this task. Using the large scale COCO Attributes dataset as our
benchmark, we systematically investigate recent techniques and advances in the attribute
recognition literature in a unified fashion, drawing comparisons and insights from the re-
sults. We leverage these insights to propose a new models and loss function to better model
the function space of attribute prediction models. Our proposed techniques are based on
standard efficient building blocks readily available to researchers and practitioners, are con-
ceptually simple, and are theoretically grounded, while giving state-of-the-art results, and
generalises to various sub-domains of attribute recognition. Experiments and ablation stud-
ies performed on our model and other methods further corroborate the design decisions for
our framework and shed light on possible future avenues of investigation. Our hope is that
our model serves as a tool to embed strong visual attribute recognition in more complex





In recent years, computer vision has made phenomenal success in various tasks such as
Object and Scene Classification, Object Detection and Human Pose Estimation. Advances
in machine learning models have allowed the learning of strong representations and fea-
tures, allowing researchers to model more complex tasks beyond single labels. One such
task is Visual Attribute Recognition, which involves predicting visually relevant attributes
to scenes/objects (e.g. standing woman). The premise of attribute recognition is that there
exists more than a single label that is applicable to the object or scene in consideration, thus
making the task strictly more complex than single label classification. Attribute recogni-
tion is an important task since good performance in this task allows one to use its results in
more complex problem domains such as fine-grained classification, object detection, im-
age search, visual question answering, scene understanding, etc. In this direction, there has
been a fair amount of work in the past few years on modeling attribute recognition. How-
ever, most of this work has focused on specific domains (such as faces or fashion), making
it hard to distinguish and compare the pros and cons of each technique, and thus providing
little insight on the benefits achieved by these methods for general attribute recognition for
the tasks specified previously.
In this work, we aim to improve our understanding of modern techniques for this task
via empirical analysis and experimentation on a single large-scale visual attributes bench-
mark, thus allowing for their general purpose use, independent of any specific domain. The
common benchmark we use is the COCO Attributes dataset [1], a large scale dataset of im-
ages with 204 labeled visual attributes. The COCO Attributes dataset has many desirable
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properties: it is large scale, hence apt for training powerful deep learning models; it does
not assume any specific domain, thus having attribute labels for various types of objects
present; and is amenable to precise evaluation via the mean average precision metric. By
analyzing various attribute recognition techniques on this common benchmark, we are able
to better understand the strengths and weaknesses of each technique in a fair way, allowing
us to draw inferences that we then use to propose new loss functions and a new model
that alleviates many of the assumptions and weaknesses of the techniques and achieves
state-of-the-art performance on this dataset.
Our proposed model, while drawing inspiration from existing models, is primarily
based upon the Neural Module Network framework proposed by Andreas et al. [2] and
further work on Neural Module architectures by Johnson et al. [3]. Neural Module Net-
works are based on the observation that compositionality exists within language structure
(e.g.a tomato can be red or green) and this compositionality can be learned and leveraged
to improve performance on tasks such as Visual Question Answering. We make a similar
observation, that visual attributes are compositional by their very nature, and we can use
simple, uniform neural modules to learn attribute prediction for each module, simplifying
the task of attribute recognition to a binary classification task for each attribute.
Furthermore, as we will see in section 2.1, learning label co-dependencies forms an in-
tegral part of visual attribute recognition, especially for performing well on labels which are
sparse in the dataset. This is intuitive, since certain attributes are commonly seen together
(e.g.“enjoying” & “smiling”, “sleeping” & “laying”), while some are mutually exclusive
(e.g.“angry” & “laughing”). We explicitly learn these co-dependencies by leveraging an ad-
ditional classifier to embed the outputs of each attribute module into a shared embedding-
space, which we then train in a multi-label fashion with different proposed losses. This
technique does not assume any prior relationships between modules and attributes, and is
easily extensible, without eliminating the possibility of adding in domain knowledge. Dur-
ing inference, we simply query the final classifier and pass the logits through a sigmoid to
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obtain binary prediction probabilities of each attribute.
To summarize, we make the following contributions:
1. We establish common baselines by performing a large scale analysis of modern at-
tribute recognition techniques proposed in the literature on a common, challenging
benchmark, providing a streamlined approach for future work in this area.
2. We perform an analysis of the strengths and weaknesses of these various techniques
in order to leverage their unique capabilities.
3. We propose new loss functions which optimize for approximations of common rank-
ing metrics and thus better model the desired behavior for the attribute labelling task.
4. We propose a novel neural module based attribute recognition architecture which
takes advantage of attribute compositionality and co-dependency, as well as insights
from our prior analysis, to establish new state-of-the-art in terms of performance
on the COCO Attributes dataset. This framework has the added benefits of being




Visual attribute recognition has been a long standing problem in Computer Vision and has
seen significant research effort in tackling. As a result, a myriad of large scale datasets
and techniques for attribute recognition have been proposed over the years, most of which
tackle specific sub-domains of images, such as pedestrians, faces, and animals. Rus-
sakovsky and Fei-Fei [4] considered learning visual attributes from ImageNet data by utiliz-
ing the synset connections between object categories. For pedestrian attribute recognition,
much research has been motivated with the intent of improving autonomous vehicles and
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surveillance systems. Work from Fukui et al. [5] specifically focuses on autonomous vehi-
cles, allowing them to better identify pedestrian behavior. Wang et al. [6] specifically focus
on human attribute recognition for use in surveillance systems. Their method makes use of
an LSTM on multiple parts of an image in order to better correlate attributes with different
parts of the human. In the same domain, Li et al. [7] use a pair of CNNs, one to predict
single attribute labels, and the second one to learn label co-dependencies conditioned on
the image. For faces, Liu et al. [8] create the CelebA and the LFWA datasets, attribute
labeled versions of the CelebFaces dataset [9] and the LFW dataset [10], and use cascaded
CNNs to localize faces and predict their attributes in a weakly supervised manner.
Beyond simple attribute recognition, there has also been significant work in using at-
tributes for auxiliary tasks. Vedaldi et al. [11] use attributes as a means of recognizing
object parts and analyzing objects in detail. Both Duan et al. [12] and Lampert et al. [13]
leverage attribute classification to perform fine-grained classification, with the work focus-
ing on bird and animal classes respectively. Farhadi et al. [14] and Kulkarni et al. [15]
use attributes as a means of generating more detailed captions of images. More recently,
there has been work on using attributes to guide generative modeling of images with Yan
et al. [16] training a conditional Variational Auto Encoder to generate faces possessing the
attribute specified, such as smiling.
While our work focuses on a framework for visual attribute recognition, we avoid mak-
ing any assumptions about the underlying problem domain and demonstrate strong perfor-
mance on a general, large-scale object attribute dataset, with the intent that our framework
can be readily adapted to any of the above problem domains without significant overhead.
1.2.2 Multi-Task Models
A recent paradigm for attribute recognition models has been the use of CNN based Multi-
Task models. Multi-Task models are models that learn different tasks simultaneously in
order to learn better representations that generalize across all the tasks [17][18][19], and as
4
Figure 1.1: Example images from COCO Attributes. These are sample images from the
dataset with the labels underneath listing the objects as identified in the dataset. Each
object is labeled with a set of attributes e.g.the dog has the attributes “standing”, “hairy”,
“fluffy”, “soft” and “tame” for (a). Similarly for (b), the person is labeled “adult” and a car
in the background is labeled with “metal / metallic” and “parked”.
such, along with transfer learning, are the dominant paradigm for training deep networks.
In this vein, Abdulnabi et al. [20] train multiple CNNs, one for each attribute, whose out-
put is fed into a shared linear layer that learns to aggregate the representations in order to
provide accurate attribute recognition for clothes. However, this formulation is very re-
source heavy, especially for large scale attribute recognition where the number of attributes
can easily be above 100. As an improvement, Hand and Chellappa [21] proposed using
a single CNN backbone network to extract visual features and then split the network into
multiple heads, one for each attribute group such that each head can predict an attribute,
with an extra linear layer at the end to learn attribute dependencies. While this method fo-
cuses only on faces and does not leverage any type of transfer learning, this formulation has
the adverse effect of requiring the model be retrained on the entire dataset each time a new
attribute is added. In contrast, while our model is partly inspired by this model, our model
has the advantage of being much more efficient and lightweight, and easily extensible to




While most recent work has focused on developing powerful models to learn attribute pre-
diction and label co-dependency, there have been a few efforts in proposing improved train-
ing paradigms to allow the model to learn better representations for the task of multi-label
classification. Multi-label classification is the task of tagging the entire image with multi-
ple relevant labels and is thus different from visual attribute recognition. For example, as
shown in 1.1, an image of a park containing humans, dogs and trees would have the labels
“Person”, “Dog”, “Tree”, etc. These are valid labels for the image but do not constitute vi-
sual attributes of the individual objects, such as “Running”, “Standing”, etc. However, it is
easy to see how models designed for multi-label classification could be adapted and lever-
aged for visual attribute recognition, and we consider these methods accordingly. Recent
work by Wang et al. [22] illustrates the use of deep learning models for learning multi-
label classifiers. In their formulation, they pose the problem of multi-label classification
as a single-label path prediction problem where an LSTM is trained to embed a sequence
of applicable labels each dependent on the image features from a CNN and the previously
output label. During inference, they use beam-search on the LSTM to find the most likely
sequence of labels given the image. This model assumes an ordering to the labels in that the
sequence of labels for each training sample is ordered by popularity in the dataset. While
we make use of an LSTM to learn label dependencies from each neural module by embed-
ding all the module outputs into a single embedding, we do not make any such assumptions
in our formulation, thus leading to easier extensibility.
Martins & Astudillo [23] defined a new activation function targeted towards multi-label
classification which they term as SparseMax. This activation learns to output sparse proba-
bilities rather than a distribution over various classes, with non-zero probability indicating
the presence of a label. They further formulate this activation function as a loss function,
termed as SparseMax loss, to be used to train networks end-to-end with backpropagation.
They illustrate the performance of this loss in a multi-label problem setting for text data,
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showing encouraging performance on the tasks of text label recognition and attention. En-
couraged by this work, we propose two new loss functions which directly optimize for the
nDCG and mAP metrics and report the results of our analysis in section 2.1.
Another approach to learning visual attributes effectively is to use Curriculum Learn-
ing [24]. Curriculum learning is a training paradigm of deep networks in which training
samples are provided in a meaningful way or in some pre-defined order to help the network
learn better. As discussed in Sarafianos et al. [25], curriculum learning is leveraged by
splitting the training set based on visual attribute clusters where the similarity is measured
using the Pearson Correlation Coefficient, then sequentially training on each cluster start-
ing with clusters having the strongest intra correlation. This approach is applied to attribute
recognition of various datasets of standing humans with impressive performance.
1.2.4 Extreme Multi-Label Learning
There exists a sub-category of work on attribute labeling where the attribute space if of
the order of 1 million labels [26] [27]. This is important for problems such as ranking and
recommendation systems, where the number of results is to the order of a few millions.
Liu et al. [28] were the first to apply deep learning based models to the task of attribute
labeling of documents. The key ideas in their work is compressing the number of feature
maps to a very small size in order to allow the model to be computationally feasible, and
using a binary cross-entropy loss for per-attribute classification.
To the best of our knowledge, ours is the first work to leverage ideas from the area of




2.1 Analysis On COCO Attributes
In this section, we systematically analyze various recent developments in order to establish
common baselines across them and compare them in a fair manner. For our common bench-
mark, we use the train and val split of the large scale COCO Attributes [1] as our training
and test sets. COCO Attributes labels each object in the dataset with attributes. Each object
in the dataset has a corresponding bounding box, originally curated for the task of object
detection, thus we crop out the objects and feed it as input to our network to perform object
level attribute recognition, similar to [1]. This gives us a training set consisting of 188,426
object instances each labeled with 204 object attributes. Similarly, the test set consists of
62,271 object instances labeled with 204 object attributes. We add context padding to each
cropped object [29] to better model the surrounding context. We use the commonly used
Mean Average Precision (mAP) as our metric of evaluation, by computing average preci-
sion over our test set for each attribute individually and then computing the mean over the
precision scores.
Figure 2.1: COCO Attribute Frequences. We visualize the per attribute frequencies on a
log scale to illustrate which attributes are common and which are sparse.
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2.2 COCO Attributes Baselines
Patterson & Hays [1] report three sets of baselines which we use as starting points for our
analyses. The first baseline is random chance which is cited as 0.0514 mAP. The other
two baselines use an AlexNet-based CNN [30] pretrained on both the ImageNet dataset
and the Places dataset [31]. The first of these baselines trains individual SVM classifiers
on the image features, with each classifier responsible for a single attribute, and reports a
performance of 0.1395 mAP. The other baseline fine-tunes the CNN end-to-end using the
Multi-Label Soft Margin Loss, and using the correlations learned from this loss, reports per-
formance of 0.1574 mAP. Since we are primarily dealing with object images, we reproduce
the second baseline using an AlexNet-based architecture pre-trained only on ImageNet.
2.3 Improved Architectures
Given the rapid progress of CNN architectures for ImageNet object classification in the
past few years, the first question we can ask is whether using a more powerful CNN model
can provide us with some initial performance gains. To this end, we experimented with
various contemporary CNN models, all fine-tuned from ImageNet pre-training. For each
model, we replaced the final fully connected layer with a 204-dimensional fully connected
layer, initialized randomly. Each model was fine-tuned using the Multi-Label Soft Margin
Loss on the entire training set, with the last fully connected layer trained with a learning
rate an order of magnitude higher than the backbone model. The results of this experiment
can be seen in table 2.1. All models were trained using the Adam optimizer [32] with an
initial learning rate of 10−4 for 5 epochs. We use these hyperparameters for all subsequent
experiments as well, noting exceptions where necessary.
As can be seen from the table, using deeper networks with more representational power
provides us with higher performance. Interestingly, increasing the depth of the ResNet
model does not give us a significant performance gain, thus we decide to limit our model
9









depth to ResNet-101. This also serves a practical purpose since using lightweight networks
makes it easier to embed them in downstream applications.
2.4 Multi-Task Learning
From the previous subsection, we see how a simple architectural change can give us a sig-
nificant boost in performance. However, these changes have been motivated from the task
of object recognition and not attribute recognition. The next natural question to ask is, what
further task-specific modifications can we make to the architecture to further boost perfor-
mance? Abdulnabi et al. [20] first examined this problem by proposing a multi-task CNN
which treats recognizing each attribute as an individual task. This models uses a different
CNN for each attribute, with a common linear layer at the end that would take the feature
vector of each CNN and learn the best output labels for the image. This scheme, however,
suffers from being computationally very heavy, especially in cases where the number of
attributes is much greater than the 23 present in the dataset used by them. Since COCO
Attributes has 204 attributes, it is computationally infeasible to reproduce this model.
The use of Neural Modular Networks also constitutes a form of multi-task learning,
since each module is learning a specific behavior. This is further examined in section 2.7.
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2.5 Label Co-dependencies
One of the key insights from the last section illustrated that learning label co-dependencies
for a set of binary classifiers is just as important as leveraging a common backbone network
for the network to model attribute relationships well. This turns out to be an important
component for performance if certain attributes are more sparse than others. The histogram
in figure 2.1 illustrates the frequency of each attribute in the COCO Dataset, and it is
evident that for data-driven models like the ones we have evaluated so far, modeling the
under-represented attributes will be problematic due to the severe class imbalance. This
motivates the need for us to further investigate techniques that employ learning not just
prediction of the attributes but learning the relationships or co-dependencies between them
as well.
One simple idea proposed by Kendall et al. [18] to tackle the class imbalance problem
is to weigh the loss assigned to each label by a function of the number of samples belonging
to that class/label. Abdulnabi et al. [20], and Hand & Chellappa [21] leverage the use of
a single linear layer to learn the label relationships and boost performance. This idea has
been approached in other works as well, especially in the area of multi-label classification.
The work of Wang et al. [22] in particular explicitly tries to model this label co-dependency
by tackling it as a sequential prediction problem with the use of an LSTM on the sequence
of labels which is input to the model.
Our baselines also utilize a single linear layer in an effort to learn label co-dependencies,
which is enforced via the use of the Multilabel Soft-margin loss. We further expand upon
this idea in our proposed framework to explicitly model label co-dependencies to achieve
substantial improvements in results.
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2.6 Loss Formulations
Most loss functions in the literature focus on the task of single label classification (unimodal
distributions) and given that attribute recognition is a task which requires multiple labels
to be output (multimodal distribution), especially in a way that allows for the model to
learn label co-dependencies, formulating a loss for attribute recognition is a challenging
task. This is evident from the fact that most multi-label classification models and attribute
recognition models either try to convert the problem at hand to a single label classification
task [22] or use the standard multi-label soft margin loss as their model’s loss function [1].
In an effort to provide a better loss function for multi-label classification, Martins &
Astudillo [23] recently proposed the SparseMax activation as an activation layer that is
capable of outputting sparse probabilities. This is in contrast to the Softmax activation or
other activations where at no point in the output distribution is the value zero. Martins
& Astudillo further derive a loss function based on the SparseMax activation, which they
term as the SparseMax loss, to allow for training deep network end-to-end with backprop-
agation. We trained a baseline ResNet101 model with this loss only to discover that the
model degenerates to outputting zeros everywhere. We hypothesize that this loss function
is poorly suited to visual data and a high number of attribute labels.
Since our goal for training these models is to improve the mAP metric, it makes sense
to utilize a loss function that optimizes for mAP. However, due to the sorting and ordering
involved in these metrics, they possess discontinuities which make them unamenable to
direct gradient based optimization techniques. Qin et al. [33] propose approximations for
both the Normalized Discounted Cumulative Gain (nDCG) and Mean Average Precision
(mAP) metrics, which allow for gradient-based methods to optimize over them. We im-
plement these approximations in an efficient, batch-oriented manner and convert them to
losses by subtracting the approximate values from 1, thus giving us two new losses, nD-
CGLoss and MAPLoss, which can be uses to train our deep visual attribute models in an
12
end-to-end fashion.
Both the nDCGLoss and the MAPLoss have a hyperparameter α which is used to ap-
proximate the ordering position. The MAPLoss has an additional hyperparameter β which
is used to approximate the truncation function as described in [33]. We demonstrate results
on these novel loss functions in section 4.2. To the best of our knowledge, our work is the
first to optimize for nDCG and mAP directly in the domain of visual attribute labeling.
2.7 Attribute Module Network
Based on the above analyses, we now have a better understanding of how these various
techniques operate on a common benchmark, with which we now present our novel frame-
work for learning visual attribute recognition. We leverage an architecture similar to the
MCNN-AUX architecture [21], in that our architecture splits the output of a base network
into N heads, one for each attribute. However, instead of using a custom shallow network
trained from scratch as the base network, we take advantage of the very deep, state-of-
the-art ResNet101 model [34] pre-trained on ImageNet to extract image features from the
image since this gives us better performance as per section 2.4. Furthermore, we propose
using simple, uniform residual blocks as neural modules for each attribute and train each
of these layers to output a binary value representing whether the attribute is present or not.
This allows each module to learn an independent representation of the occurrence of an
attribute using a binary cross-entropy loss.
Our design decision to use simple, uniform layers in contrast to complex custom mod-
ules for each attribute is two fold: (1) There are a fair number of attribute labels that are
sparsely sampled in the dataset, thus having a high degree of parameterization could lead
to overfitting and poor performance overall, and (2) as seen in [3], the use of simple and
general modules allows the network to learn concepts quite well irrespective of the nature
of the concept being learned.
With our network now outputting multiple attributes independently, we still need to
13
learn label co-dependencies. From section 2.5, we understand that learning attribute co-
dependencies is essential for improved performance, especially to overcome the problem
of sparse attribute labels. To enable learning of attribute co-dependencies, we use a simple
linear layer over the sequence of outputs from each attribute, which learns to classify the se-
quence in order to perform joint recognition training on. We refer to the final classification
layer together as the model head.
Due to the large number of attributes involved, computational memory limits need to
be addressed. To this end, we leverage the ideas from Extreme Multi Labeling and down-
project the feature channels before passing them onto the the attribute modules [28]. In our
model, immediately after the backbone network gives us a high-level representation, we
down-project the feature map (from the 2048 channels of a ResNet101 network) to a fixed
size of 512 channels. For the attribute modules, we then down-project the feature maps
to a fixed size of 128. We use 128 since it provides a good compromise between memory
requirements and representational capacity.
To enforce each module to learn to predict an attribute label while also learning label
co-dependencies, we formulate the training in a multi-task fashion. Each attribute module
has a binary cross-entropy loss associated with it that encourages the module to do well
on a single attribute. In addition to the gradients from the cross-entropy loss, the modules
also receive gradients from the head which is trained jointly on all attribute labels using a
suitable loss. This encourages the modules to learn to predict attributes based on the image
features in a manner which is more consistent with other modules. We follow the same
training scheme as in section 2.1.
Inference on our model follows the standard procedure of existing work: we pass the
result of our model head through a sigmoid activation function to convert the logits values
to probability values. We obtain a 204-dimensional vector as our final result with the index




In this section, we elaborate upon the approximations to the nDCG and mAP metrics as
described in [33] that allow us to formulate them into differentiable loss functions.
3.1 Basic Definitions





where rj denotes the relevance level (1 or 0 in our case), g(rj) denotes the gain function
(e.g. g(rj) = 2rj − 1), and d(j) = 1/ log2(1 + j) denotes a discount function. Nk denotes






rj ∗ Pre@j (3.2)
where Pre@j = 1
k
∑k
j=1 rj is a measure for evaluating the top k positions of a ranked
list, |D+| denotes the number of relevant items (labels with 1) with respect to the query (the
input image).
These measures can be reformulated with the use of a truncation function 1(x) and a



















1{π(x) ≤ k} (3.5)
The position function gives us a ranking of the elements in the list, the truncation func-
tion helps us evaluate a specific subset of the elements. L is the space of all labels.
The final definition we need is of a scoring function s(x) which denotes the score a
ranking function (e.g. a model) assigns to each label given the query/image.
3.2 Approximations
In our above reformulations, the position function π and the truncation function 1 are non-
differentiable due to the existence of discontinuities caused by the sorting and ordering
operations. In this section, we derive differentiable approximations of these functions.
3.2.1 Position Function Approximation
The position function can be redefined in terms of the scoring function:
π(x) = 1 +
∑
y∈L,x∈L,y 6=x
1{sx,y < 0} (3.6)
where sx,y = sx − sy.
A natural way to approximate the position function is to approximate the indicator




where α > 0 is a scaling constant. The higher the value of alpha, the more “exact” the
approximation becomes.
Thus, we can approximate π(x) as:
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Note that nDCG does not require a truncation function since the set of labels is {0, 1},
thus we can replace π with π̂ and our approximation is complete.
3.2.2 Truncation Function Approximation
Unlike nDCG, the AP (and consequently, mAP) measures requires the truncation function.
In a similar vein to 3.2.1, we can approximate the truncation function using a slightly more
involved logistic function:
exp(β(π̂(y)− π̂(x)))
1 + exp(π̂(y)− π̂(x))
(3.9)
where β > 0 is a scaling constant. The key idea here is that we can leverage the
approximate position function to give us relative rankings which when scaled with the
logistic function are either pushed to 0 or 1.



















Given our approximations, the loss functions are simply:
L(x, y) = 1− ˆNDCG(x, y) (3.11)
and
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L(x, y) = 1− ÂP (x, y) (3.12)
The implementation of these approximations with a matrix library, such as MATLAB,
may seem non-trivial, but with the use of some key functions and tools provided with these
libraries, the implementation becomes straightforward. We have released the accompany-
ing source code for these loss functions to allow for easy reproducibility, possibly beyond






In table 4.1 we show the results of training our basic models on the two losses in addition
to the Multilabel soft-margin loss. We set the α and β values of the loss functions as
100 for all models, with the exception of Alexnet based models, where α and β are set to
1. This is done because due to the lack of Batch Normalization in Alexnet, the gradients
explode to give NaNs, and thus smaller α, β values let ameliorate this issue at the cost
of poorer approximations. This poorer approximation results in poorer mAP values for
Alexnet based models compared to their multi-label soft margin loss variants, as seen in 4.1,
highlighting the importance of good approximation of the positions of the rankings. For the
ResNet based models, using these losses, in comparison to the multilabel soft-margin loss,
improves the mAP significantly. These results validate the use of loss functions modeled
after ranking metrics as better options for baseline models.
It is interesting to note that the results for deeper models are not necessarily better. We
hypothesize that this is due to difficulty in gradient propagation for these loss functions
since the output space upon which the losses operate is sparse. This would result in the
gradient signal not being strong enough to sufficiently train larger networks. However,
these results indicate the losses would be well suited to models which need to be light-
weight and fit into a bigger system as a component.
19
Table 4.1: Summary of Results
Architecture Loss mAP
Random 0.05137










Module + Linear Multilabel 0.19600
Module + Linear nDCG 0.17675
Module + Linear mAP 0.18038
Module + Residual Multilabel 0.19866
Module + Residual nDCG 0.17915
Module + Residual mAP 0.18008
4.3 Attribute Module Network Results
We train and evaluate our proposed Attribute Module Network in a similar fashion to the
models in our analysis in section 2.1. We use two variants of the module network, one
where each module is a stack of 3 linear layers with ReLU non-linearities, and another
one which each module as a residual block [34]. Both variants are trained using the same
hyperparameters to allow for a fair comparison.
On our test set, our model with the joint loss as the Multilabel soft-margin loss achieves
state-of-the-art performance of 0.1960 mAP and 0.19866 mAP for the linear and residual
variants respectively. However, the results using the nDCG and mAP losses, while im-
proved over their corresponding non-module based networks, are not as impressive as using
the Multilabel soft-margin loss. We hypothesize this is due to the complexity of the net-
work which once again makes back-propagation of gradients harder, and the ranking-based
losses have trouble with this. Investigating improvements to model architectures which can
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better leverage these new losses would be an interesting direction for future work.
4.4 Precision-Recall Curves
We plot precision-recall curves of the predictions of our model and compare it to those
of the baseline ResNet101 model (figure 4.1). For attributes with a few hundred to a few
thousand samples, our model outperforms the baseline (attributes 57, 72 and 184 have
7253, 746, 1747 samples in the training set, respectively) indicating that our model is able
to leverage the attribute label co-dependency to better predict sparse labels (attribute 0 has
45963 samples). However, as seen from the precision-recall curve of attribute 141, despite
having 951 samples, there is still room for improvement.
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Figure 4.1: Precision Recall Curves of Attribute labels with different number of samples
in the training set. Attribute Module Network predictions are represented as the purple




We have presented a detailed analysis of various contemporary methods for attribute label-
ing on a challenging benchmark in order to fairly evaluate the strengths and weaknesses
of each method. Furthermore, we have utilized the insights gleaned from this analysis to
propose a novel and general framework for visual attribute labeling, including a new model
architecture and new loss functions, which achieves state-of-the-art performance on the
COCO Attributes dataset, is conceptually simple and easy to implement, and is easy to
extend to more visual attribute categories.
To validate the efficacy of our proposed framework, we performed a series of empirical
studies to investigate which parts of our framework are responsible for various performance
boosts. While our proposed attribute module architecture gives us state-of-the-art results, it
complexity may not be suitable to some tasks which require a lightweight attribute labeling
mechanism. This is where the proposed loss functions shine, improving results of simpler,
shallower models which can be easily and quickly trained and plugged into a bigger system.
Our hope is that the strong results demonstrated by our approach will not only help
push forward the field of visual attribute labeling, but also encourage researchers to utilize
our framework in unique and novel ways for problems where attribute labeling is required
or may be helpful.
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