Abstract. We address the problem of studying the boundedness, compactness and weak compactness of the integral operators
weak compactness of T g acting from X into H ∞ . To begin with, we will work in a wide framework providing abstract approaches to these questions. Later on, these general results will be applied to particular choices of X.
In order to explain the first of our methods some definitions are needed. Let {β n } ∞ n=0 be a sequence of positive numbers such that lim n→∞ n √ β n = 1, and let H(β) be the Hilbert space of analytic functions in D induced by the H(β)-pairing f, g H(β) = lim
where f (z) = ∞ n=0 f (n)z n and g(z) = ∞ n=0 g(n)z n . For f ∈ H(D) and 0 < r < 1, define f r (z) = f (rz) for all z ∈ D. Throughout the paper a Banach space X ⊂ H(D) is called admissible if it satisfies the following conditions:
(P1) The disk algebra A is contained in X; (P2) If f ∈ X, then f r ∈ X and sup 0<r<1 f r X f X ; (P3) The point evaluation functional δ z , δ z (f ) = f (z), belongs to X * for all z ∈ D. 
and K
H(β) z denotes the reproducing kernel of the Hilbert space H(β). (ii) If X is reflexive, admissible and H ∞ ⊂ X, then T g : X → H ∞ is bounded if
and only if T g : X → A is bounded.
The proof of Theorem 1.1(i) is simple and consists on rewriting T g (f )(z) appropriately. However, more effort is required to prove Theorem 1.1(ii) and we need to go through a previous study of the weak compactness of integral operators acting on H ∞ . If X is separable and H ∞ ⊂ X, we shall prove that g ∈ A whenever T g : X → H ∞ is bounded. Since there exists g / ∈ A such that T g : H ∞ → H ∞ is bounded [4, Proposition 2.12] , neither the separability in the previous statement nor the reflexivity in Theorem 1.1(ii) can be removed from the hypotheses.
The following result, whose second part says that Privalov's theorem is in a sense sharp, is proved by choosing H(β) as the Hardy space H 2 in Theorem 1.1.
Theorem 1.2. Let g ∈ H(D).
(i) The following conditions are equivalent:
(c) sup
(ii) T g : K a → H ∞ is bounded if and only if g is constant.
Here K denotes the space of the Cauchy transforms and K a stands for the Cauchy transforms induced by absolutely continuous measures.
The election of H(β) in Theorem 1.1 as the Bergman space A 2 ω induced by a regular weight (see section 2.3 for the definition) is a key tool in order to prove the next result. In particular, if α ≥ p − 2 and T g : A p α → H ∞ is bounded, then g is constant.
Let us observe that (a) and (b) are equivalent by Theorem 1.1 and [21, Corollary 7] . The proof of (a)⇔(c) in Theorem 1.3 is based on a decomposition technique on blocks which gives an equivalent norm in A p ω [19, Theorem 4] , and on precise L p -estimates of the reproducing kernels of the Dirichlet Hilbert space D ω [23, Theorem 4(ii)] induced by regular weights.
In fact, in the proof of the above theorem, it can be seen that if (c) is not satisfied, then T g : A p ω → A is bounded for any polynomial g. The condition sup z∈D G H(β) g,z Y
< ∞ in Theorem 1.1(i) might seem obscure, but it turns out to be useful in praxis, for example in Theorem 1.2(ii) and Theorem 1.3.
As for the question of the boundedness, we provide a second general approach that is closely related to bounded surjective projections, a topic intimately related to duality. Theorem 2.4 below allows us to describe those g ∈ H(D) such that T g : X → H ∞ is bounded when X is an L p -quotient, in particular, when X is the Bloch space or BMOA. We will also prove that the Hankel operator Hḡ and the integral operator T g are not simultaneously bounded on H ∞ , although it is well-known that this happens on H p for 1 < p < ∞ [1, 24] .
With regard to the weak compactness, we will focus on the cases X = H ∞ and X = A. In fact, using a result due to Bourgain [7, 8] , which says that a bounded operator T : H ∞ → X is weakly compact if and only if it is completely continuous, and a result due to Lefévre [16, Theorem 1.2] in the same spirit, we will prove the following result. Theorem 1.4 is a key in our study and in particular it is used to prove Theorem 1.1(ii). The next result is also obtained as a byproduct of Theorem 1.4. As for the compactness, an application of Theorem 1.4 together with the use of the H(β)-pairing provides the following result. 
We shall use Theorem 1.6(i) to prove the following result, which is in stark contrast with the fact that there is a g ∈ H(D) such that T g : H ∞ → H ∞ is bounded but T g is unbounded acting on A. Theorem 1.7. Let g ∈ H(D). Then the following statements are equivalent:
Furthermore, we will combine Theorem 1.6 with Littlewood-Paley formulas for the H 2 -paring and the A 2 ω -pairing in order to obtain concrete descriptions of the g ∈ H(D) such that T g : X → H ∞ is compact. In particular, we will prove the following result. 
is the lens-type region with vertex at ξ = e iθ .
We shall use the theory of tent spaces introduced by Coifman, Meyer and Stein [10] in the proof of Theorem 1.8(b). In particular, a clever stopping-time argument [10, (4. 3)] will be employed to prove that (vi) implies (i).
Finally, let us recall that each g ∈ H ∞ (resp. g ∈ A) with bounded radial variation induces a bounded integral operator T g on H ∞ (resp. on A). However, as far as we know, the reverses are open problems. We will show that each g ∈ A with bounded radial variation induces a bounded integral operator from H ∞ into the disc algebra, see Proposition 3.9 below.
The rest of the paper is organized as follows. Section 2 is devoted to the study of boundedness, and the equivalence (a)⇔(c) of Theorem 1.3 is proved there. Theorem 1.1(i) coincides with Theorem 2.2, and Theorem 1.2 is contained in Theorem 2.5. In Section 3 we prove Theorem 1.4, Corollary 1.5 and Corollary 3.8, which contains Theorem 1.1(ii). Section 4 contains the proofs of Theorems 1.6, 1.7, and 1.8. Section 5 contains a further discussion about some of our results and in particular (see Theorem 5.1 below) shows that condition sup z∈D G H 2 g,z H 2 < ∞ can be neatly rewritten when g has nonnegative Taylor coefficients.
2. Bounded integral operators mapping into H ∞ 2.1. General results. We begin with introducing some notation and a couple of results which will be repeatedly used throughout the paper. Let T (X, H ∞ ) denote the set of g ∈ H(D) such that T g : X → H ∞ is bounded, and let T c (X, H ∞ ) denote the symbols g for which T g : X → H ∞ is compact. For f ∈ H(D) and 0 < r < 1, let
For 0 < p ≤ ∞, the Hardy space 
Moreover,
Proof. It is clear that (a) implies (b), and T g P X →H ∞ ≤ T g X→H ∞ . Now, assume (b), and let f ∈ X. Since f r ∈ P X for each 0 < r < 1 by (P1), (P2) yields
Let {β n } ∞ n=0 be a sequence of positive numbers such that lim n→∞
, and since Hölder's inequality gives
the norm convergence in H(β) implies the uniform convergence in compact subsets of D.
In particular, the point evaluation functionals are bounded on H(β), and therefore the Riesz representation theorem guarantees the existence of reproducing kernels K
(ζz) n βn follows by using the standard orthonormal basis of normalized monomials.
Two normed spaces X, Y ⊂ H(D) satisfy the duality relation X * ≃ Y via the H(β)-pairing if f, g H(β) exists for all f ∈ X and g ∈ Y , the linear functional
is a bijection from Y to X * and the norms of g and L g are comparable.
With these preparations we can state and prove the first characterization of the bounded integral operators. 
and hence 
By using Proposition 2.1 and Theorem 2.2 we obtain the following result. 
Proof. Proposition 2.1 and Theorem 2.2 show that (a) implies (b). Conversely, assume that g ∈ A and sup z∈D G
If f ∈ P X , there exists a sequence of polynomials {p n } such that p n − f X → 0. By
Theorem 2.2 is based on characterizations of dual spaces. The following approach to the question of when T g : X → H ∞ is bounded consists of using surjective integral operators involving a kernel. Since descriptions of dual spaces is closely related to bounded projections, in some concrete applications Theorems 2.2 and 2.4 yield the same conclusion.
For 1 < p < ∞, write p ′ for the conjugate of p, 
Let g ∈ H(D), 1 < p ≤ ∞ and 
where µ belongs to the space of finite complex Borel measures on T, and is endowed with the norm f K = inf{ µ : f = Kµ} [9] . Here µ denotes the total variation of µ. For w ∈ T, the function f w (z) = 1 1−wz belongs to K and f w K = 1. Moreover, K admits the decomposition K = K a + K s , where K a and K s denote the Cauchy transforms induced by absolute continuous and singular measures, respectively. Since A * ≃ K and K * a ≃ H ∞ via the H 2 -pairing [9, p. 89-91], this decomposition yields
Recall that
and for g ∈ H(D) and z ∈ D, define
Theorem 1.2 is contained in the following result.
The following statements are equivalent:
In particular, if
Proof. 
(ii) The fact that (a) and (b) are equivalent is due to Proposition 2.1, and its proof shows that T g H ∞ →H ∞ = T g A→H ∞ . Theorem 2.2 gives the equivalence between (b) and (c).
(iii) This is a consequence of the duality (H p ) * ≃ H p ′ for 1 < p < ∞, and Theorem 2.
2. An alternative way to deduce the assertion is to note that the Szegö projection (
This implies that T g : K a → H ∞ is bounded only if g is constant. The second assertion follows by (2.9) below.
Theorem 2.5(vi) implies that T (X, H ∞ ) contains constant functions only when
gives examples of such X. Here H 1,∞ denotes the weak Hardy space of order 1 [9, p. 35] and ω is any radial weight. For the embedding K ⊂ H 1,∞ , see [9, p. 75] . Moreover, [9, Proposition 4.
Therefore T g maps the previous space into H ∞ if and only if g is constant.
2.3. Weighted Bergman and related spaces. In this section we deal with spaces of analytic functions in D which dual spaces are usually described in terms of the A 2 ω -pairing. To do this, some notation are in order. A nonnegative integrable function ω in D is called a weight. It is radial if ω(z) = ω(|z|) for all z ∈ D. For 0 < p < ∞ and a weight ω, the weighted Bergman space
where dA(z) = We will write D for the class of radial weights such that ω(z) = The reproducing kernels of the Bergman space A 2 ω induced by ω ∈ D are given by
where ω 2n+1 = 1 0 r 2n+1 ω(r) dr for all n. The orthogonal Bergman projection P ω from L 2 ω to A 2 ω can be written as
Theorem 2.6. Let ω ∈ R and g ∈ H(D).
is bounded if and only if g is constant.
(iii) The following statements are equivalent: 1−r belongs to R and ω ≍ ω. Since each f ∈ ∩ 0<p<1 H p satisfies M 1 (r, f ) (1 − r) −ε , 0 < r < 1, for any ε > 0 (see [14, Theorem 5 .9]), we have
Since ( 
is onto, and therefore
Next, we use Theorem 2.6(i) to prove the equivalence between (a) and (c) in Theorem 1.3. Some notation and preliminary results are now in order. If
The following result is essentially known [19] , but we include a proof for the sake of completeness.
Proof. Let h(z) = (1 − z) −1 . By [19, Lemma 10] and the M. Riesz projection theorem,
On the other hand, the hypothesis 1
Furthermore, by using the well-know inequality M ∞ (r, f ) (ρ − r)
and hence n p−1 2
This together with (2.10) proves the assertion. Throughout the rest of the section we assume, without loss of generality, that
Clearly, {r n } ∞ n=0 is a non-decreasing sequence of distinct points on [0, 1) such that r 0 = 0 and r n → 1 − , as n → ∞. For x ∈ [0, ∞), let E(x) denote the integer such that E(x) ≤ x < E(x) + 1, and set
The following equivalent norm in A p ω plays an important role in the proof of Theorem 1.3.
Theorem B follows by [22, Proposition 11] , see also the proof of [19, Theorem 4] . With these preparations we are ready to prove the equivalence between (a) and (c) in Theorem 1.3.
Proof of Theorem 1.3. The equivalence between (a) and (b) follows from Corollary 3.8 below. Suppose that (a) is satisfied and assume on the contrary to the assertion that 
and K ω w denotes the reproducing kernel of the Hilbert space
This contradicts (a), and thus we have shown that (a) implies (c). In particular, by using these estimates and Lemma A, we deduce that if 1 < p < ∞ and ω ∈ R such that (2.12) is satisfied, then T (A p ω , H ∞ ) contains all polynomials.
Assume now (c). To see that (a) is satisfied, by Theorem 2.6(i), it suffices to show that
and hence
. 
and hence Fubini's theorem yields
Since g is nonconstant, there exists N ∈ N ∪ {0} such that | g(N + 1)| > 0. Hence the M. Riesz projection theorem (or Hölder's inequality and the Cauchy integral formula) yields
By using [19, Lemma E](b) and Lemma 2.7, with n 1 = M j and n 2 = M j+1 , together with [19, Lemma 6], we deduce
Consequently,
Now [19, Lemma 6] , (see also [22, Lemma 1] ) and (2.11) yield
, and we deduce that for each non-constant analytic symbol g, the operator
The aim of this section is to provide further information related to the space of symbols g that induce bounded operators T g : H ∞ → H ∞ . Recall that X ⊂ H(D) endowed with a seminorm ρ is called conformally invariant or Möbius invariant if there exists a constant C > 0 such that
where M is the set of all Möbius transformations ϕ of D onto itself. Classical examples of conformally invariant spaces are BMOA, the Bloch space B and H ∞ .
Proposition 2.8. The Banach space T (H ∞ , H ∞ ) equipped with the norm g * = T g (H ∞ ,H ∞ ) + |g(0)| has the following properties:
Proof. (i) Assume that polynomials are dense in T (H ∞ , H ∞ ). By [4, Proposition 2.12]
, there exists g ∈ T (H ∞ , H ∞ ) \ A. Let {p n } be a sequence of polynomials such that
This leads to a contradiction and therefore polynomials are not dense in T (H ∞ , H ∞ ).
(ii) The argument employed in (i) gives the assertion.
(iii) Take g ∈ T (H ∞ , H ∞ ), and for each a ∈ D let ϕ a (z) = a−z 1−az . Then, for each z ∈ D, we have
and since T gh H ∞ →H ∞ = T g H ∞ →H ∞ for any constant function h ≡ ξ ∈ T, the assertion follows.
The space BRV of analytic functions with bounded radial variation consists of g ∈ H(D) such that
In [4] the authors made an extensive study of the spaces T (H ∞ , H ∞ ) and T c (H ∞ , H ∞ ), in particular they observed that BRV ⊂ T (H ∞ , H ∞ ). We do not know if this inclusion is strict, but as for this question, we offer the following result.
Theorem 2.9. Let g ∈ B.
Assume that there exists l > 0 and a dense set E ⊂ T such that, for each ξ ∈ E, there exists a Jordan arc Γ ζ in D ∪ {ξ} from 0 to ξ with
Proof. Let f ∈ H ∞ be fixed and h = T g (f ). Then h ∈ B with h B ≤ f H ∞ g B . Fix ξ ∈ E, and let L = L(ξ) denote the lens, with vertexes at ξ and 0, formed by two circular arcs such that they meet T at the angle π/4. If z ∈ Γ ξ , then
by the hypothesis. The curve Γ ξ intersects ∂L at 0, ξ, and, perhaps, in another points. In any case we can build domains
Now that E is dense in T, we have D \ {0} = ∪ ξ∈E L(ξ), and thus T g :
Regarding sufficient conditions, it is known that T g :
Recall that BRV 0 is the Banach space of g ∈ H(D) such that g ′ is uniformly integrable on radii, that is, for each ε > 0, there exists r = r(ε) ∈ (0, 1) for which
It is clear that
14) The following result shows that the lacunary series with Hadamard gaps are the same in all above-mentioned spaces of analytic functions.
Proposition C. Let g ∈ H(D) be a lacunary series with Hadamard gaps, that is,
Then the following statements are equivalent:
Proof. By [31, Vol I p. 247], (c) implies (d), and (d) implies (a) by [4, Proposition 3.4].
Hence the first four statements are equivalent by the chain of inclusions (2.14). If g ∈ BRV 0 , then T g : H ∞ → H ∞ is compact by [4, Proposition 3.4] . It follows that (e) and (f) are equivalent to the first four statements by (2.14).
Next we study the relationship between integral and Hankel operators. Given ϕ ∈ L ∞ (T) and a polynomial f , consider the Hankel operator H ϕ (f ) = (I −P )(ϕf ), where P is the Szegö projection. If 1 < p < ∞ and g ∈ H(D), H g and T g are simultaneously bounded from H p to L p (T), and this happens if and only if g ∈ BMOA [1, 24] . This is no longer true for the extreme points p = 1 and p = ∞. For p = 1 this fact follows by [1, 15] . The next result deals with the case p = ∞. Denote by H(H ∞ , H ∞ ) the set of symbols g ∈ H(D) such that H g : H ∞ → H ∞ is bounded. Proof. By [9, Theorem 6.6.3 or Theorem 6.6.11], the singular inner function S does not belong to the space of multipliers of K. Thus, by [9, Proposition 6.1.5], the Hankel operator with symbol S, is not bounded on H ∞ . We will show that S ∈ BRV, that is, 15) and so T S :
If 1/2 < t < 1, then
, and hence
meanwhile for |θ| < 1/2, we have
By combining these three estimates we deduce (2.15).
Weakly compact integral operators mapping into H ∞
In this section, we deal with the weak compactness of integral operators mapping into H ∞ . First of all, we characterize the weak-star topology in Banach spaces of analytic functions with a separable predual.
3.1.
Preliminary results on weak compactness. Throughout this section a collection of results, which will be used repeatedly in the paper, will be proved or recalled. Proof. Let {f n } be a bounded sequence in Y such that it converges in the weak-star topology σ(Y, X) to f ∈ Y . Since X * ≃ Y , {f n } converges pointwise to f by (2) . By Vitali's Theorem and (1), {f n } converges uniformly on compact subsets of D to f . Since X is separable, the weak-star topology σ(Y, X) on B Y is metrizable by [29, p. 32] . Assume that {f n } is a sequence in B Y that converges to f uniformly on compact subsets of D but {f n } does not converge to f in the weak-star topology σ(Y, X). Let d denote a metric which induces the weak-star topology on B Y . For each ε > 0, there exists a subsequence {f n k } such that d(f n k , f ) ≥ ε for all k. Since {f n k } ∈ B Y , the Banach-Alaoglú Theorem shows that there exists a subsequence {f n k j } that converges to some g ∈ B Y in the weak-star topology. But, by arguing as in the first part of the proof, we deduce that {f n k j } converges uniformly on compact subsets of D to g. Thus f = g, and therefore {f n k j } converges to f in the weak-star topology, that is, d(f n k j , f ) → 0, as j → ∞. This contradiction finishes the proof. Proof. Since T : X → H ∞ is weakly compact, the operator T * * : X * * → H ∞ is bounded by [29, p. 52] . Let f ∈ X * * . Goldstine's Theorem [29, p. 31] and the fact that the unit ball of X * * endowed with the weak-star topology is metrizable, imply that we can take a bounded sequence {f n } in X that converges to f in the topology σ(X * * , X * ). The weak compactness of T implies that T (f n ) = T * * (f n ) converges to T * * (f ) ∈ H ∞ in the weak topology, and then uniformly on compact subsets of D. By the hypothesis, f n → f uniformly on compact subsets of D. Thus T (f n ) → T (f ) uniformly on compact subsets of D, and therefore T * * (f ) = T (f ).
Since the weak compactness of an operator is equivalent to the weak compactness of its bi-adjoint by [29, p. 52] , under the assumptions of Lemma 3.2, T g : X → H ∞ is weakly compact if and only if T g : X * * → H ∞ is weakly compact. This can be applied, for example, if X is B 0 , VMOA or H 0 v , which consists of f ∈ H(D) such that lim |z|→1 − f (z)v(z) = 0, when v is typical. With regard to the last case, recall that (H 0 v ) * * ≃ H ∞ v when v is typical [5] . The following well-known result can be proved by using Eberlein-Smulian's theorem [29, p. 49] and standard techniques, so its proof is omitted. In [4, Proof of Theorem 3.5] it is used an approach based on the modulus of continuity of analytic functions [28] , in order to show that the g ∈ H ∞ such that lim δ→0 + g − g δ H ∞ = 0, belong to A, where g δ (z) = g(e iδ z), for any δ ∈ R. A proof of this result can be obtained using ideas on semigroup theory [6] . Namely, if g(z) = −iz then T g : H ∞ → A is bounded, so if one considers the semigroup {ϕ t (z) = e it z : t ≥ 0}, by [6, Proposition 2] it can be proved that those f ∈ H ∞ such that f • ϕ t converges uniformly on D to f , belong to A. The following immediate consequence is stated for further reference. Proof of Theorem 1.4. For f ∈ H(D) and δ ∈ R define f δ (z) = f (e iδ z). Let {δ n } be a sequence of real numbers that converges to zero, and define h n = g − g δn and l n = g − g −δn . Then {h n } and {l n } are bounded sequences in H ∞ that converge to zero uniformly on compact subsets of D. Since T g : H ∞ → H ∞ is weakly compact, by passing to subsequences if necessary, we may assume that {T g (h n )} and {T g (l n )} converge to zero in the weak topology of H ∞ . Further, since T g : H ∞ → H 1 is weakly compact by the hypothesis, Theorem E yields
and therefore h 2 n H 1 → 0. The same reasoning shows that l 2 n H 1 → 0. By Lemma 3.1, the weak-star convergence of bounded sequences in H ∞ is nothing else but the uniform convergence on compact subsets of D, so it is clear that T g :
be an admissible Banach space and g ∈ A such that
Proof. Let f ∈ X. Since f r converges to f uniformly on compact subsets of D and sup 0<r<1 f r X < ∞ by (P2), T g (f r ) converges to T g (f ) in the weak topology of H ∞ by Lemma 3.3. Since T g (f r ) ∈ A for all r and A is closed in H ∞ in the weak topology, by Mazur's theorem [29, p. 28] , we deduce that T g (f ) ∈ A. Proof. If T g : X → H ∞ is weakly compact, so is T g : H ∞ → H ∞ , and hence g ∈ A by Theorem 1.4. Therefore T g : X → A is bounded by Proposition 3.4. Conversely, assume that T g : X → A is bounded. Since X is isomorphic to ℓ ∞ or H ∞ , each bounded operator from X into a separable Banach space is weakly compact by [13, p. 156 ] (if X is isomorphic to ℓ ∞ ) and Theorem E (if X is isomorphic to H ∞ ). Hence T g : X → A is weakly compact.
Recall that the Bloch space B is isomorphic to ℓ ∞ . Moreover, it is well-known that H ∞ v is isomorphic to ℓ ∞ or H ∞ , depending on v, provided v is typical [17] . We emphasize the result for the Bloch space. Corollary 3.5 can also be applied to H ∞ . To do this, a result similar to Lemma 3.2 for A will be needed.
Proof. Recall that T : A → H ∞ is weakly compact if and only if T * * : A * * → H ∞ is bounded [29, Theorem 6(c) , p. 52]. Let f ∈ H ∞ . Since H ∞ ⊂ A * * by (2.8), Goldstine's Theorem [29, p. 31] implies that there exists a bounded net {f δ } in A such that {f δ } converges to f in the weak-star topology σ(A * * , A * ). Since T : A → H ∞ is weakly compact, we deduce that T (f δ ) = T * * (f δ ) converges to T * * (f ) ∈ A in the weak topology σ(H ∞ , (H ∞ ) * ). It follows that T * * (f δ ) → T * * (f ) in the weak-star topology of H ∞ , and hence uniformly on compact subsets of D by Lemma 3.1. Since f δ ∈ A and K a ⊂ K ≃ A * , the σ(A * * , A * )-convergence implies the convergence of {f δ } to f in the weakstar topology σ(H ∞ , K a ). Therefore f δ → f uniformly on compact subsets of D by Lemma 3.1, and further, by the hypotheses, T (f δ ) → T (f ) uniformly on compact subsets of D. Hence T * * (f ) = T (f ). Proof. (i) Consider the identity operator i(f ) = f . By the hypothesis, i : H ∞ → X is bounded, and hence weakly compact by Theorem E. Now that T g : H ∞ → H ∞ is the composition of i : H ∞ → X and T g : X → H ∞ , T g : H ∞ → H ∞ is weakly compact, and therefore g ∈ A by Theorem 1.4.
(ii) Clearly, T (X, A) ⊂ T (X, H ∞ ). If g ∈ T (X, H ∞ ) and X is reflexive, then i : H ∞ → X is weakly compact, and the proof of (i) shows that g ∈ A. Hence g ∈ T (X, A) by Proposition 3.4.
We observe that Theorem 2.2 together with Corollary 3.8 implies Theorem 1.1. It is also worth mentioning that Corollary 3.8 can be applied to the Hardy spaces and weighted Bergman spaces induced by radial weights. In particular, Corollary 3.8(ii) together with [21, Corollary 7] implies the equivalence between (a) and (b) in Theorem 1.3. Moreover, when v is a typical weight, Corollary 3.8(i) shows that T (H v 0 , H ∞ ) ⊂ A. We finish this section by asking whether or not each bounded operator T g : A → A is weakly compact. We do not know the answer to this question, but we show that
A preliminary result is needed for the proof of Theorem 3.9.
Lemma 3.10. Let X ⊂ H(D) be a Banach space such that for every bounded sequence in X, there exists a subsequence which converges uniformly on compact subsets of D to an element of X. Assume that T g : X → A is bounded. Then T g is weakly compact if and only T g (f n )(ξ) → 0 for all ξ ∈ T and all bounded sequences {f n } in X that converge to zero uniformly on compact subsets of D.
Proof. Assume first that T g : X → A is weakly compact, and let {f n } be a bounded sequence in X that converges to zero uniformly on compact subsets of D. Then {T g (f n )} → 0 in the weak topology of A by Lemma 3.3. Since the point evaluation functional
To see the converse, let {f n } be a bounded sequence in X that converges to zero uniformly on compact subsets of D. Let C(D) denote the Banach space of complexvalued continuous functions on D. Since A ⊂ C(D), the Hahn-Banach Theorem shows that T g (f n ) converges to zero in the weak topology of A, if and only if, T g (f n ) converges to zero in the weak topology of C(D). Since {T g (f n )} is a bounded sequence in C(D), then T g (f n ) converges to zero in the weak topology of C(D) if and only if lim n→∞ T g (f n )(z) = 0 for all z ∈ D, [12, Theorem 1, p. 66]. This last fact happens by the hypotheses.
Proof of Theorem 3.9. We begin with showing that if V (g, θ) < ∞, f ∈ H ∞ and T g (f )(e iθ ) is well-defined, then
Note first that under these hypotheses, lim
Clearly, h n (r) converges to e iθ f (re iθ )g ′ (re iθ ) for all 0 < r < 1, and
Since |g ′ (re iθ )| is integrable, the Dominated Convergence Theorem gives
To prove the assertion, let {f n } ∈ A such that sup n f n A ≤ 1 and {f n } converges to zero uniformly on compact subsets of D. Let ξ ∈ T be fixed. Since |f n (rξ)g ′ (rξ)| ≤ |g ′ (rξ)| and, for each 0 < r < 1, |f n (rξ)g ′ (rξ)| → 0, as n → ∞, the Dominated Convergence Theorem and (3.1) yield
Hence T g : A → A is weakly compact by Lemma 3.10. ✷
Compact integral operators mapping into H ∞
We begin this section with a characterization of the compactness of T g that is of the same spirit as Theorem 2.2. To do this, we will need the following lemma concerning compact operators mapping into A. Proof. Assume first that T : X → A is compact. Then T * : A * → X * is compact. Consider the space
) : z ∈ D} is relatively compact in Y , and suppose on the contrary to the assertion that T : X → A is not compact. Then, by Lemma 3.3, there exist ε > 0 and a sequence {f n } in X such that f n X = 1 and f n → 0 uniformly on compact subsets of D, but T (f n ) A ≥ 2ε for all n. It follows that for each n, there exists z n ∈ D such that |T (f n )(z n )| ≥ ε. Since {T * (K H(β) z ) : z ∈ D} is relatively compact by the hypothesis, there exists a subsequence {z n k } and h ∈ Y such that T * (K H(β) zn k ) converges to h in the norm topology of Y . Hence, there exists N ∈ N such that |T (f m )(z n k ) − f m , h H(β) | < ε/4 for all m ∈ N and k ≥ N . Since f n → 0 uniformly on compact subsets of D, lim m→∞ T (f m )(z n N ) = 0 by the hypothesis, and hence lim sup m→∞ | f m , h H(β) | ≤ ε/4. On the other hand,
This leads to a contradiction, and therefore T : X → A is compact.
Proof of Theorem 1.6. In order to prove the first assertion, assume that T g : X → H ∞ is compact. Then g ∈ A by Theorem 1.4. Hence T g : X → A is bounded by Proposition 3.4, and thus T g : X → A is compact. The second assertion follows by Lemma 4.1. ✷ Proof of Theorem 1.7. An application of Theorem 1.6, with X = H ∞ , shows that (i) is equivalent to (iii). Since clearly (iii) implies (ii) which in turn implies (iv), in order to show the equivalences of the first four statements, it is enough to show that (iv) implies (i). To see this, note first that if T g : A → H ∞ is compact, then T * * g : A * * → (H ∞ ) * * is compact. Since A * * = H ∞ K * s and T * * g coincides with T g in H ∞ by Lemma 3.7, T g : H ∞ → (H ∞ ) * * is compact. Now that T g : H ∞ → H ∞ is bounded by the hypothesis and Theorem 2.5(ii), we deduce that T g : H ∞ → H ∞ is compact.
It is known that
Let us see that (i) implies (v). Since T g : H ∞ → H ∞ is w * − w * continuous, there is an operator S : K a → K a such that S * = T g . Since T g is compact, we also have that S is a compact operator. Using that K H 2 z Ka = 1 for all z ∈ D, the set {T * g (K H 2 z ) : z ∈ D} = {S(K H 2 z ) : z ∈ D} is relatively compact in K. Conversely, assume that (v) is satisfied. By Theorem 2.5(ii), the operator T g : H ∞ → H ∞ is bounded. Suppose that is not compact. Then, by Lemma 3.3, there exist ε > 0 and a bounded sequence {f n } in H ∞ such that f n H ∞ = 1 and f n → 0 uniformly on compact subsets of D, but T g (f n ) H ∞ ≥ 2ε for all n. It follows that for each n, there exists z n ∈ D such that |T g (f n )(z n )| ≥ ε. Since {T * g (K H 2 z ) : z ∈ D} is relatively compact in K, and then in K a , there exists a subsequence {z n k } and h ∈ K a such that T * g (K H 2 zn k ) converges to h in the norm of K. We get a contradiction arguing as in the proof of Lemma 4.1. So T g : H ∞ → H ∞ is compact. ✷ Next, we apply Theorem 1.6 to the cases X = H p , 1 ≤ p < ∞ and X = BMOA. We denote D(a, r) = {z ∈ C : |z − a| < r}, a ∈ C, r > 0. Assume first (d). Then T g : BMOA → H ∞ is bounded by Theorem 2.5(iv). Moreover, T * * g : BMOA → (H ∞ ) * * is compact and since T * * g coincides with T g in VMOA * * ≃ BMOA by Lemma 3.2, T g : BMOA → H ∞ is compact.
Assume now (f), and let {f n } be a uniformly norm bounded family in BMOA such that f n → 0 uniformly on compact subsets of D. To see that T g : BMOA → H ∞ is compact, by Lemma 3.3, it suffices to show that T g (f n ) H ∞ → 0. Let ε > 0, C 1 = sup z∈D G H 2 g,z H 1 < ∞ and N = N (R, ε) ∈ N such that |f n (0)|, |f ′ n (ζ)| < ε for all n ≥ N and ζ ∈ D(0, R). Then Hölder's inequality yields (n + 1) g(n + 1) n + k + 1
