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Abstract
We characterise the static symmetric states of the semi-classical Einstein-Klein-Gordon system
with a cosmological constant Λ ∈ R, where the spacetime is given by Einstein’s static metric on
R × S
3 with a round sphere of radius a > 0. The state of the scalar quantum field has a two-point
distribution ω2 that respects all the symmetries of the metric and we assume that the mass m ≥ 0
and scalar curvature coupling ξ ∈ R of the field satisfy m2+ ξR > 0, which entails the existence of a
ground state. As a by-product of our analysis we find a closed-form expression for the ground state
two-point distribution when m2a2 + 6ξ = 1, which includes the conformally coupled case.
The set of solutions of the semi-classical Einstein-Klein-Gordon system depends on the choice of
the parameters (a,Λ, m, ξ) and on the renormalisation constants in the renormalised stress tensor of
the scalar field. We show that the set of solutions is either (i) the empty set, or (ii) the singleton set
containing only the ground state, or (iii) a set with infinitely many elements. We characterise the
ranges of the parameters and renormalisation constants where each of these alternatives occur. We
also show that all quasi-free solutions are given by density matrices in the ground state representation
and we show that in cases (ii) and (iii) there is a unique quasi-free solution which minimises the von
Neumann entropy. When m = 0 this unique state is a β-KMS state.
1 Introduction
Although there is as yet no full theoretical description of quantum gravity, it is widely accepted that
such a theory should admit a semi-classical limit, where the quantum aspects of the gravitational field
become negligible. In this limit the theory is expected to be described by the equations of motion of the
quantum fields and the semi-classical Einstein equation,
1
κ
(Gab + Λgab) = 〈T renab 〉ω , (1)
where Gab = Rab − 12Rgab is the Einstein tensor, Λ is a cosmological constant, κ = 8πGN a multiple
of Newton’s constant GN and T
ren
ab is the renormalised stress-energy-momentum tensor of the quantum
matter, whose expectation value is taken in the state ω.
The semi-classical Einstein equation is fraught with ambiguities and problems. For interacting quan-
tum fields the interaction is usually treated perturbatively and the quantum stress tensor T renab is conse-
quently given by a formal series expansion in the coupling constants [14]. For free fields the quantum
stress tensor can be defined rigorously, using a local and generally covariant renormalisation scheme, but
even in this case there are ambiguities in its definition, parametrised by renormalisation constants. This
also leads to ambiguities in the right-hand side of (1), which cannot be fixed without a full theory of
quantum gravity or observational input. Furthermore, the right-hand side of (1) depends on a choice
of state ω and one should couple this equation to the equations of motion of the fields to solve for the
metric and for the state ω together. The Cauchy problem for these coupled equations is difficult, because
the required renormalisation of the stress tensor typically forces one to prescribe more time derivatives
than one would expect classically. In general it is unknown how to give the coupled system a well-posed
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initial value formulation, even in the simplest toy model case of a single free real scalar field quantum φ.
For a discussion of the range of validity of the semi-classical Einstein equation we refer to [9].
Attempts to solve the semi-classical Einstein-Klein-Gordon system usually invoke a lot of symmetry
and often some approximations to simplify the problem. The Minkowski vacuum of a free scalar field
is a solution essentially by definition. Wald [29] found additional solutions for conformally invariant
quantum fields in a conformally flat spacetime of dimension two or four and in the conformal vacuum
state. This analysis covers the cosmologically important case of Friedman-Lemaˆıtre-Robertson-Walker
(FLRW) spacetimes, but only for conformally invariant fields. Most later works have not found a full
solution for the state, focussing instead on the physically important effects on the metric on flat (i.e.
k = 0) FLRW spacetimes. This was done e.g. by using linear perturbations around a conformal vacuum
[16], by using numerical methods [2], or by invoking some general properties of the state [5, 27, 28].
Notable exceptions are the works of Pinamonti [21] and Pinamonti and Siemssen [22] (see also [8]),
who have shown the existence of solutions for a massive, conformally coupled scalar field on flat FLRW
spacetimes by prescribing initial data at past null infinity or at a finite time. A recent extension of these
results by Gottschalk and Siemssen [11] works for general curvature coupling and without restricting
the renormalisation freedom. However, the solutions in this papers are found using Banach’s fixed point
theorem and they are not very explicit.
In this paper we will consider static solutions to the semi-classical Einstein-Klein-Gordon system.
For many physical systems, static solutions are studied before the dynamics is included, because they
are often simpler to handle and more easily accessible to observation. It appears, however, that the
static solutions of the semi-classical Einstein-Klein-Gordon system have not been studied before (except
the Minkowski vacuum). One reason may be that the system under consideration does not have any
interesting classical static solutions. Nevertheless, for the semi-classical system we will find a class of
rather explicit solutions by considering ultra-static spacetimes with maximally symmetric spatial slices.
Since we will consider spatially compact spacetimes, these solutions may also serve as a first step towards
investigations of closed FLRW spacetimes.
In particular, we require the spacetime to be given by Einstein’s static universe
M = R× S3, g = −dt2 + a2h , (2)
with radius a > 0, Killing time coordinate t and h the round metric on the unit three-sphere. We use
the simple toy-model of an Einstein-Klein-Gordon system, which is described classically by the action
functional
S[g, ϕ] =
1
2κ
∫
M
(R − 2Λ) dvolg − 1
2
∫
M
|∇ϕ|2 +m2ϕ2 + ξRϕ2 dvolg . (3)
Variation w.r.t. the classical fields ϕ and the inverse metric gab yields, respectively, the Klein-Gordon
and the Einstein equation,
(−+m2 + ξR)ϕ = 0 , (4)
1
κ
(Gab + Λgab) = Tab , (5)
where the stress tensor of the scalar field is given by
Tab := ∇(aϕ∇b)ϕ− 1
2
gab(|∇ϕ|2 +m2ϕ2) + ξ(ϕ2Gab −∇a∇bϕ2 + gabϕ2) . (6)
One verifies by direct computation using (4) that ∇aTab = 0. For m = 0 and ξ = ξc = 16 the field ϕ is
conformally invariant.
It is well-known how to quantise the field in a local and generally covariant way on every globally
hyperbolic spacetime and how to find T renab and its renormalisation freedom [31, 4, 14]. Due to the
symmetry of the Einstein static universe, the renormalisation freedom simplifies considerably, as we will
see in Section 4.
We will denote the quantum field by φ, to distinguish it from the classical field ϕ. We will mostly focus
on quasi-free (Gaussian) states, which are determined entirely in terms of their two-point distribution
ω2(x, x
′) := 〈φ(x)φ(x′)〉ω , (7)
2
which is assumed to be a distribution on M ×M . Its anti-symmetric part ω2−(x, x′) := 12 (ω2(x, x′) −
ω2(x
′, x)) is completely fixed by the canonical commutation relations, but its symmetric part ω2+(x, x′) :=
1
2 (ω2(x, x
′) + ω2(x′, x)) is only restricted by the requirements that ω2 should be of positive type and a
solution to (4) in each argument. An especially nice class of states are the Hadamard states, which are
characterised by their short distance singularity structure [31, 23] and which have a finite and smoothly
varying expectation value of T renab , but we will not insist that our solutions have the Hadamard property.
We will assume that the free scalar quantum field has a mass m ≥ 0 and a scalar curvature coupling
ξ ∈ R such that m2+ ξR > 0. This entails that a ground state exists, as we will briefly review in Section
2 below. In that section we will study the ground states in an Einstein static universe in some detail and
Equation (24) gives an explicit expression for the two-point distribution in the conformally coupled case.
In Section 3 we will analyse all quasi-free states that respect all the symmetries of the spacetime and
we characterise their two-point distributions in terms of Gegenbauer polynomials on S3. This will allow
us to determine the set of solutions to the semi-classical Einstein equation (1) rather explicitly. The
renormalised stress tensor and its renormalisation freedom are discussed in Section 4. Section 5 contains
our main results on the symmetric solutions of the semi-classical Einstein-Klein-Gordon system. We show
in particular that the set of such solutions is either empty, the singleton set consisting of the ground
state, or a set with infinitely many elements. If m 6= 0 or Λ 6= 0 all three cases can occur for suitable
choices of the renormalisation constants. We also show that all quasi-free solutions are given by density
matrices in the ground state representation and, if the system admits a solution, then there is a unique
quasi-free solution which minimises the von Neumann entropy. When m = 0 this unique solution is a
β-KMS state. We conclude with a brief discussion in Section 6.
2 Ground states in Einstein’s static universe
In this section we will consider the ground state of a non-minimally coupled scalar field in Einstein’s static
universe. Before we turn our attentioni to this specific spacetime, we will briefly review the construction
and properties of ground and KMS states in a general stationary, globally hyperbolic spacetimeM , i.e. we
assume that there is a complete time-like and future pointing Killing field χa. Some of this material is
taken from the review [25].
Two-point distributions for the ground and thermal (KMS) states of a free scalar field can be con-
structed from the Hilbert space of (classical) finite energy solutions of the field. If ϕ is a classical solution
to the Klein-Gordon equation (4) with space-like compact support, then we can define its total energy
by
E(ϕ) :=
∫
Σ
naχbTab , (8)
where Σ ⊂ M is a smooth spacelike Cauchy surface with future normal vector field na. Because
∇aχbTab = χb∇aTab = 0, the total energy is independent of the choice of Cauchy surface, as may
be seen using Stokes’ theorem. When E(ϕ) > 0 for all non-zero ϕ, we can define a norm on the space of
solutions ϕ with space-like compact support by setting ‖ϕ‖ :=√E(ϕ). This norm comes from an inner
product, which allows us to complete the space of solutions to the Hilbert space He of classical finite
energy solutions.
We can also write the total energy as
E(ϕ) =
∫
Σ
naχbT˜ab , (9)
in terms of the modified (simplified) stress tensor T˜ab, which is given by
T˜ab = ∇(aϕ∇b)ϕ− 1
2
gab(|∇ϕ|2 +m2ϕ2 + ξRϕ2) . (10)
The equality (9) is shown in Appendix A and together with Equation (10) it provides a simpler formula for
the energy norm than Equations (8, 6). Moreover, using the simplified stress tensor we see that E(ϕ) > 0
for all non-zero solutions ϕ with space-like compact support as soon as m2 + ξR ≥ 0 everywhere and
either Σ is non-compact or m2 + ξR > 0 somewhere. (Note that [25] also uses the simplified formula for
the total energy, but without the justification that we provide in Appendix A.)
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The Hilbert space He of classical finite energy solutions contains a dense subspace with elements of
the form E(f), where f ∈ C∞0 (M) and E = E− − E+ is the difference of the advanced and retarded
fundamental solutions for the Klein-Gordon equation (4). The time flow of the Killing field determines
a strongly continuous one-parameter unitary group eitH on He with a self-adjoint Hamiltonian H . If H
is invertible and the domain of |H |−1 contains E(f) for every test-function f (this is the case e.g. when
m2+ ξR > 0 everywhere) we can define quasi-free β-KMS states for all β ∈ (0,∞], where β =∞ denotes
the ground state. These are determined by the two-point distributions (acting on test-densities)
ω
(β)
2 (f1
√
| det g|, f2
√
| det g|) = 2〈E(f1), H−1
(
eβH − 1)−1E(f2)〉e , (11)
ω
(∞)
2 (f1
√
| det g|, f2
√
| det g|) = 2〈E(f1), P−|H |−1E(f2)〉e , (12)
where the inner products are taken in He and P− is the spectral projection for H corresponding to the
interval (−∞, 0).
It is known that all ground and KMS states are Hadamard states [24]. For any other state ω with a
two-point distribution ω2, the difference ω2−ω(∞)2 is a symmetric and real-valued distribution onM×M
which is a solution to the Klein-Gordon equation in each argument. The state ω is Hadamard if and
only if the difference is smooth. Moreover, if the state is stationary, then ω2 − ω(∞)2 is of positive type
(cf. [26] Proposition 2.2).
Let us now turn to ground states on Einstein’s static universe. For any fixed a > 0, Einstein’s static
universe (2) is an ultrastatic spacetime, whose symmetry group R× SO(4) consists of time-translations
and rotations of the sphere S3. (These are all isometric diffeomorphisms that preserve the orientation
and time orientation.)
It will be convenient to use the geodesic distance χ : S3 × S3 → R between points on the unit sphere
(using the metric h). BecauseM is ultrastatic, its geodesic equation decouples into the geodesic equation
for the time coordinate and the geodesic equation on S3 in the metric a2hab. For the time coordinate,
the geodesic distance is simply given by the Euclidean formula |t− t′| for t, t′ ∈ R, whereas the geodesic
distance on S3 in the metric a2hab is given by aχ. It follows that Synge’s world function, i.e. half of the
squared geodesic distance on M , can expressed as
σ((t, x), (t′, x′)) = −1
2
(t− t′)2 + 1
2
a2χ(x, x′)2 , (13)
where x, x′ ∈ S3. This is a generalised form of Pythagoras’ theorem. Note that χ and σ are continuous
functions, which are smooth as long as their arguments are not antipodal.
Again because M is ultrastatic all time components of the Riemann curvature vanish, so we are
essentially working with the Riemann curvature of the round sphere (S3, a2h). Because the Weyl tensor
of every three-dimensional manifold vanishes and because the symmetries imply that Rab must be a
multiple of hab one can easily derive that
Rabcd = 2a
2hc[ahb]d , (14)
Rab = 2hab , (15)
R =
6
a2
, (16)
where the anti-symmetrisation is idempotent. The Einstein tensor therefore takes a perfect fluid form
Gab = Rab − 1
2
Rgab =
3
a2
(∇at)(∇bt)− hab . (17)
The Klein-Gordon equation (4) simplifies to
(−+m2 + ξR)ϕ = (∂2t − a−2∆h +m2 + ξR)ϕ = 0 , (18)
where ∆h is the Laplace-Beltrami operator on the unit sphere S
3.
The two-point distribution ω
(∞)
2 of the ground state, given in Equation (12) can be expressed in
terms of functions of the operator
A := (−∆h +m2a2 + 6ξ) (19)
4
on L2(S3, a2hab). The Hilbert space can be identified with L
2(S3, h) for the unit sphere, which we will
simply denote by L2(S3). The identification uses the unitary transformation U defined by Uf := a
3
2 f .
The two-point distribution of the ground state is then given by
ω
(∞)
2 ((t, f¯1a
3
√
deth), (t′, f2a3
√
deth)) =
1
2
〈
f1, (a
−2A)−
1
2 e−i(t−t
′)
√
a−2Af2
〉
L2(S3,a2hab)
=
a4
2
〈
f1, A
− 1
2 e−i
t−t′
a
√
Af2
〉
L2(S3)
, (20)
where f1, f2 ∈ C∞0 (S3). The self-adjoint operator A, viewed as an operator on L2(S3), has the same
eigenspaces as −∆h and Appendix B reviews how these eigenspaces may be determined explicitly. We
will denote these eigenspaces by L
(3)
n with n ≥ 0 and we let E(3)n denote the orthogonal projection in
L2(S3) onto L
(3)
n . The operator A has corresponding eigenvalues l2n, where
ln :=
√
n(n+ 2) +m2a2 + 6ξ , (21)
so we may write A =
∑∞
n=0 l
2
nE
(3)
n . By the functional calculus we have for all t, t′ ∈ R
ω
(∞)
2 ((t, f¯1a
3
√
deth), (t′, f2a3
√
deth)) =
∞∑
n=0
a4
2
1
ln
e−i
t−t′
a
ln〈f1, E(3)n f2〉L2(S3) , (22)
where f1, f2 ∈ C∞0 (S3). At this point we can substitute the integral kernel E(3)n (x, x′) of E(3)n , given in
terms of Gegenbauer polynomials in Equation (116), and write
ω
(∞)
2 ((t, x), (t
′, x′)) =
∞∑
n=0
1
2a2
1
ln
e−i
t−t′
a
lnE(3)n (x, x
′) (23)
=
∞∑
n=0
1
4π2a2
n+ 1
ln
e−i
t−t′
a
lnC(1)n (cos(χ(x, x
′))) .
In the special case when m2a2 + 6ξ = 1, e.g. when m = 0 and ξ = ξc =
1
6 , Equation (23) simplifies,
because ln = n+ 1. We may then use Equation (117) and find
ω
(∞)
2 ((t, x), (t
′, x′)) = lim
ǫ→0+
∞∑
n=0
1
2a2
1
n+ 1
e−i
t−t′−iǫ
a
(n+1)E(3)n (x, x
′)
= lim
ǫ→0+
1
8π2a2
1
cos
(
t−t′
a
− iǫ)− cos(χ(x, x′)) . (24)
For the general case, without assuming m2a2 + 6ξ = 1, the ground states are more complicated and
we will not study them in full detail. However, it will be useful to consider the restriction of ω
(∞)
2 to
x = x′. Introducing ǫ > 0 to regularise the sum we then have
ω
(∞)
2 ((t, x), (t
′, x)) = lim
ǫ→0+
∞∑
n=0
1
4π2a2
(n+ 1)2
ln
e−i
t−t′−iǫ
a
ln . (25)
To analyse this series expansion we can write e−i
t−t′−iǫ
a
ln = e−i
t−t′−iǫ
a
(ln−n−1)e−i
t−t′−iǫ
a
(n+1) and then
expand (n+1)
2
ln
e−i
t−t′−iǫ
a
(ln−n−1) in powers of (n+1)−1. Sums of the form
∑∞
n=0(n+1)
−kzn+1 with k ∈ Z
and z = e−i
t−t′−iǫ
a can be computed using integrals or derivatives of a geometric series, because |z| < 1.
In the limit ǫ → 0+ we then see that sufficiently large powers k give rise to continuous contributions,
whereas for small or negative k we find discontinuous distributions.
The tedious details of this analysis are given in Appendix C and we only record the results here. In
terms of the parameter
c := m2a2 + 6ξ − 1 (26)
5
and
Tǫ :=
t− t′ − iǫ
a
with ǫ > 0 we have
ω
(∞)
2 ((t, x), (t
′, x)) = lim
ǫ→0+
1
4π2a2
(−1
T 2ǫ
+
c
4
log(−T 2ǫ )
)
+
1
4π2a2
X1 +O(t− t′) (27)
where
X1 = −1 + 6c
12
+
∞∑
n=0
(n+ 1)2
ln
− (n+ 1) + c
2(n+ 1)
. (28)
Using similar methods we can analyse
∂t∂t′ω
(∞)
2 ((t, x), (t
′, x)) = lim
ǫ→0+
∞∑
n=0
1
4π2a4
(n+ 1)2lne
−iTǫln (29)
which leads to
∂t∂t′ω
(∞)
2 ((t, x), (t
′, x)) = lim
ǫ→0+
1
4π2a4
(
6
T 4ǫ
+
c
2T 2ǫ
+
c2
16
log(−T 2ǫ )
)
+
1
4π2a4
X2 +O(t− t′) (30)
where
X2 =
1 + 10c− 15c2
120
+
∞∑
n=0
(n+ 1)2ln − (n+ 1)3 − c
2
(n+ 1) +
c2
8(n+ 1)
. (31)
Again the details of this analysis are given in Appendix C.
3 Symmetric quasi-free states
We will call a two-point distribution ω2 of a quantum state symmetric when it is invariant under all the
spacetime symmetries, i.e. when
ω2(R(t, x), R(t
′, x′)) = ω2((t, x), (t′, x′)) (32)
wheneverR :M →M is a symmetry. We will now characterise all such symmetric two-point distributions
without assuming the Hadamard property.
Theorem 3.1 Consider an Einstein static universe of radius a > 0 and a real free scalar quantum field
of mass m ≥ 0 and scalar curvature coupling ξ ∈ R such that m2 + ξR > 0. For every symmetric
two-point distribution ω2 in the sense of (32) we have:
ω2((t, x), (t
′, x′)) = ω∞2 ((t, x), (t
′, x′)) +
∞∑
n=0
an
n+ 1
cos((t− t′)a−1ln)C(1)n (cos(χ(x, x′))) , (33)
where C
(1)
n is a Gegenbauer polynomial (114), ln is given in (21) and an ≥ 0.
Proof. The two-point distribution ω
(∞)
2 of the ground state is itself symmetric. To prove (33) for
a general symmetric two-point distribution ω2, we first note that ω2 is in particular stationary, so by
Proposition 2.2 of [26] the distribution
w2 := ω2 − ω(∞)2 (34)
on M ×M is a real-valued bisolution to the Klein-Gordon equation which is of positive type, invariant
under the exchange of its two arguments and under the spacetime symmetries.
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Because w2 is a bisolution to the Klein-Gordon equation (4) its singularities are light-like, so we can
restrict w2 and its derivatives by setting t = 0 and/or t
′ = 0 by standard microlocal arguments [15].
In particular, w2((0, x), (0, x
′)) is of positive type, so it defines a positive quadratic form on C∞0 (S
3) in
the Hilbert space L2(S3). This quadratic form has a self-adjoint Friedrichs extension W , which is again
positive, so we have W ≥ 0 and
w2((0, f1a
3
√
deth), (0, f2a
3
√
deth)) = 〈f¯1,Wf2〉L2(S3) (35)
for all f1, f2 ∈ C∞0 (S3). Note that w2((0, x), (0, x′)) and hence also W is invariant under rotations of S3.
For every η1, η2 ∈ C∞0 (R) the distribution w2((η1, x), (η2, x′)) is a smooth function of (x, x′), using
again that w2 is a bisolution to the Klein-Gordon equation [15]. The invariance under exchange of
arguments and under rotations of S3 then imply
w2((η1, x), (η2, x
′)) = w2((η2, x′), (η1, x)) = w2((η2, x), (η1, x′)) , (36)
i.e. w2((t, x), (t
′, x′)) is invariant under exchanging t and t′. Using the stationarity we then see from
w2((t− t′, x), (0, x′)) = w2((t, x), (t′, x′)) = w2((t′, x), (t, x′)) = w2((t′ − t, x), (0, x′)) that
∂tw2((t, x), (t
′, x′))|t=t′=0 = ∂t′w2((t, x), (t′, x′))|t=t′=0 = 0 . (37)
Furthermore,
∂t′∂tw2((t, x), (t
′, x′))|t=t′=0 = −∂2tw2((t, x), (t′, x′))|t=t′=0
= a−2(−∆h +m2a2 + 6ξ)w2((t, x), (t′, x′))|t=t′=0 (38)
= −∂2t′w2((t, x), (t′, x′))|t=t′=0
= a−2(−∆′h +m2a2 + 6ξ)w2((t, x), (t′, x′))|t=t′=0 ,
where we used the Klein-Gordon operator (18), R = 6a−2 and ∆′h is the Laplace-Beltrami operator
acting on the variables x′. This means that the operator W commutes with the operator A of (19) on
S3.
In particular, W preserves the eigenspaces L
(3)
n of −∆h. Because −∆h commutes with the action of
the group SO(4,R), there is a representation of this group on each eigenspace L
(3)
n . The fact that these
representations are irreducible is reviewed in Appendix B. The operator W restricted to any L
(3)
n can be
diagonalised. However, because W also commutes with the action of SO(4,R), its eigenspaces in L
(3)
n
must be invariant under SO(4,R). By the irreducibility and the positivity of W this means that W acts
as a non-negative multiple of the identity on each L
(3)
n . It follows that
w((0, x), (0, x′)) =
∞∑
n=0
an
n+ 1
C(1)n (cos(χ(x, x
′))) (39)
with an ≥ 0, where we used Equation (116) to express the integral kernel of the orthogonal projection
E
(3)
n onto L
(3)
n in terms of the Gegenbauer polynomial C
(1)
n .
Because w2 is a bisolution to the Klein-Gordon equation, it is uniquely determined by the initial
data in (39, 37, 38), i.e. it is uniquely determined by the operator W . Because C
(1)
n projects onto an
eigenspace of −∆h with eigenvalue n(n+ 2) one may easily verify that ω2 must take the form stated in
Equation (33). Conversely, any two-point distribution of this form has all the desired properties. 
A two-point distribution ω2 is called Hadamard when the difference w2 = ω2 − ω(∞)2 is smooth. For
symmetric two-point distributions this means that the series in Equation (33) must converge to a smooth
function. This is the case when
∑∞
n=0 anl
k
n converges for each k ∈ N. Because ln ∼ n for large n this
means that the coefficients an must fall off faster than any polynomial in n.
It is worth noting that the two-point distributions ω
(β)
2 of the β-KMS states, given in (11), can also
be expressed in terms of functions of the operator a−2A on L2(S3, a2hab). Using similar arguments as
7
for the ground state, cf. Equation (20), we find
ω
(β)
2 ((t, f¯1a
3
√
deth), (t′, f2a3
√
deth)) =
1
2
〈
f1, (a
−2A)−
1
2
cos
(
(t− t′ + iβ2 )
√
a−2A
)
sinh
(
β
2
√
a−2A
) f2
〉
L2(S3,a2hab)
=
a4
2
〈
f1, A
− 1
2
cos
(
( t−t
′
a
+ i β2a )
√
A
)
sinh
(
β
2a
√
A
) f2
〉
L2(S3)
, (40)
where f1, f2 ∈ C∞0 (S3). Comparing with Theorem 3.1 and using Equation (116) in the appendix we then
see that the ω
(β)
2 are determined by the values
a(β)n =
(n+ 1)2
2π2a3
a
ln
e−β
ln
a
1− e−β lna
. (41)
This may be seen by setting t0 = t1 = 0 in Equations (20, 40) and writing the function of A in terms of
the eigenspaces and eigenvalues of −∆h.
4 The stress-energy-momentum tensor
To renormalise the quantum stress tensor we will use the Hadamard prescription. For this purpose we
will first review the properties of the Hadamard parametrix. Due to the large amount of symmetry of
the Einstein static universe, this series takes a relatively simple form in this case.
The general form of the Hadamard series is
H :=
u0
8π2σ+
+
1
8π2
∞∑
k=1
(−2)−kuk
(k − 1)! σ
k−1
+ log(σ+) , (42)
where we use the notation F (σ+) := limǫ→0+ F (σǫ) for suitable functions F and taking a distributional
limit with
σǫ((t, x), (t
′, x′)) := −1
2
(t− t′ − iǫ)2 + a
2
2
χ(x, x′)2 (43)
for any ǫ > 0. The Hadamard coefficients uk are smooth functions on a neighbourhood of the diagonal
D := {(x, x)| x ∈M} ⊂M ×M (44)
satisfying
(−+m2 + ξR)uk−1 = −∇µσ∇µuk −
(
k +
1
2
σ − 2
)
uk (45)
with u−1 ≡ 0 and u0|D ≡ 1. One may show that the Hadamard coefficients are symmetric under
exchange of their arguments [19]. The importance of the Hadamard series is that its singularities near
the diagonal are fully determined by the local geometry and the parameters m and ξ and they coincide
exactly with the singularities of all Hadamard two-point distributions, including ground and KMS states.
Remark 4.1 We should point out that σ is a dimensionful quantity, so to make the logarithm in (42)
well-defined we should really use log(σ+/ℓ
2) = log(σ+) − log(ℓ2) for some length ℓ. The choice of this
length scale introduces some ambiguity in the Hadamard regularisation prescription. Instead of explicitly
including this length scale here, we note that the resulting ambiguity is also included in the renormalisation
freedom of the stress tensor in Equation (57) below.
In the Einstein static universe the Hadamard coefficients are given in terms of the parameter c of
(26) by
uk((t, x), (t
′, x′)) =
(−c)k
a2kk!
χ(x, x′)
sin(χ(x, x′))
(46)
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for all k ∈ N0. These Hadamard coefficients are defined on the set N = {((t, x), (t′, x′)) ∈ M ×M |
χ(x, x′) < π} where x and x′ are not antipodal. The Hadamard series (42) then simplifies to
H =
u0
8π2σ+
+
u0c
16π2a2
log(σ+)
∞∑
k=0
1
k!(k + 1)!
( c
2a2
σ+
)k
, (47)
which converges (in the sense of distributions). In fact, we may distinguish three cases. When c = 0,
e.g. in the conformally invariant case m = 0, ξ = ξc, the Hadamard series simplifies to
H =
u0
8π2σ+
. (48)
When c > 0, then
H =
u0
8π2σ+
+
u0
16π2aσ+
√
2cσ+ log(σ+)I1
(√
2cσ+
a
)
, (49)
where I1 is a modified Bessel function (cf. [12] (8.445)). When c < 0, then
H =
u0
8π2σ+
− u0
16π2aσ+
√−2cσ+ log(σ+)J1
(√−2cσ+
a
)
, (50)
where J1 is a Bessel function of the first kind (cf. [12] Equation (8.402)).
In general, the Hadamard series is not a bisolution of the Klein-Gordon equation. Instead we have
(−+m2 + ξR)H = −u0c
2
16π2a4
∞∑
k=0
(2k + 3)
(k + 1)!(k + 2)!
( cσ
2a2
)k
, (51)
which vanishes only if c = 0. On the diagonal D we have in particular
(−+m2 + ξR)H |D = −3c
2
32π2a4
=
−3
32π2
(m2 + (ξ − ξc)R)2 . (52)
In general curved spacetimes one may use the Hadamard parametrix to renormalise the stress tensor
as follows. Splitting the points in the classical definition (6) we may write
Tab(x) = lim
x′→x
Dsplitab ϕ(x)ϕ(x
′) + ξ (Gab(x)−∇a∇b + gab(x)) lim
x′→x
ϕ(x)ϕ(x′) , (53)
where Dsplitab is the differential operator defined in a neighbourhood of the diagonal D in M ×M by
Dsplitab :=
1
2
δb
′
b ∇a∇′b′ +
1
2
δa
′
a ∇′a′∇b −
1
2
gab(x)δ
c′
c ∇c∇′c′ −
1
2
gabm
2 . (54)
Here δa
′
a denotes the parallel transport of tangent vectors along the geodesic from x to x
′, which is
well-defined when x′ is close enough to x. In Equation (53) we now replace the classical field ϕ by the
quantum field φ, symmetrise and regularise by subtracting H+(x, x
′) := 12 (H(x, x
′) + H(x′, x)) (as a
multiple of the identity operator):
T regab (x) := lim
x′→x
Dsplitab
(
1
2
φ(x)φ(x′) +
1
2
φ(x′)φ(x) −H+(x, x′)
)
+ ξ (Gab(x) −∇a∇b + gab(x)) lim
x′→x
(
1
2
φ(x)φ(x′) +
1
2
φ(x′)φ(x) −H+(x, x′)
)
. (55)
Here the limit is to be understood in a suitable topology, which we will not describe in detail. For us it
is sufficient to know that the expectation value on the right-hand side converges in any state for which
ω2+ −H+ is twice differentiable. This certainly includes all Hadamard states.
Although ω(T regab ) is a smooth symmetric tensor field for every Hadamard state ω, it is in general not
divergence free in the sense that [20]
ω(∇aT regab ) =
−1
16π2
∇b(u2|D) . (56)
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Furthermore, we might replace H by some other local and covariant expression with the same singularity
structure to regularise the stress tensor. For this reason we introduce the renormalised stress tensor1
T renab :=T
reg
ab + gab
u2|D
16π2
+ α1m
4gab + α2m
2Gab + α3Iab + α4Jab + α5Kab (57)
+ β1Λ
2gab + β2ΛGab + β3Λm
2gab .
The second term on the first line of (57) ensures that the first line is divergence free. Explicitly one
may compute (cf. [6] Eqn.(109) and note that the coefficients vk in that reference are given by vk =
(−2)−k−1uk+1)
u2|D = c
2
2a4
+
1
6
(
1
5
− ξ
)
R− 1
180
RabR
ab +
1
180
RabcdR
abcd . (58)
The terms on the second and third lines of (57) are all local, divergence free, symmetric tensors of type
(0, 2) with the same scaling behaviour as the stress tensor [14, 13]. The coefficients αi and βi are analytic
functions of the dimensionless parameter ξ and the terms Iab, Jab and Kab can be written as variational
derivatives w.r.t. gab of the Lagrangian densities R2
√
detg, RcdR
cd
√
detg and RcdefR
cdef
√
detg, respec-
tively. Explicitly we have (cf. [13] Eqns.(2.28-29) and note that we have corrected some sign errors):
Iab = 2RRab − 2∇a∇bR− 1
2
gabR
2 + 2gabR (59)
Jab = Rab −∇a∇bR+ 2RacbdRcd − 1
2
gabRcdR
cd +
1
2
gabR (60)
Kab = 4Rab − 2∇a∇bR+ 2RacdeR cdeb + 4RacbdRcd − 4RacRcb −
1
2
gabRcdefR
cdef . (61)
In an Einstein static universe the general formula (57) simplifies considerably due to Equations (14,
15, 16). These imply that
u2|D = c
2
2a4
(62)
and
Iab = 3Jab = 3Kab = 2RRab − 1
2
gabR
2 = 2RGab +
1
2
gabR
2 . (63)
Because u2|D is constant we see from (56) that T regab is already conserved and we can parameterise the
renormalisation freedom as
T renab =T
reg
ab +
c2
32π2a4
gab + c1gab + c2Rab , (64)
where
c1(ξ,m,Λ, a) =α1m
4 + β1Λ
2 + β3Λm
2 − 1
2
R(α2m
2 + β2Λ)− 1
6
R2 (3α3 + α4 + α5) , (65)
c2(ξ,m,Λ, a) =α2m
2 + β2Λ +
2
3
R (3α3 + α4 + α5) . (66)
For any symmetric state ω for which ω2+ − H+ is C2 we may use the fact that (ω2+ − H+)|D is
constant to simplify the expectation value of (55) to
ω(T regab ) = lim
x′→x
Dsplitab (ω2+ −H+)(x, x′) + ξ(ω2+ −H+)|DGab . (67)
1One may actually omit the term α5Kab, because Kab = 4Jab − Iab, cf. [13]. However, in our case of interest we will
see even stronger reductions due to the symmetry.
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The right-hand side of (67) is a continuous tensor field which is symmetric. This means in particular
that for symmetric states ω,
ω(T regab ) = E
reg(ω)∇at∇bt− P reg(ω)a2hab (68)
has a perfect fluid form with a constant regularised energy Ereg(ω) and pressure P reg(ω). In view of (64)
the renormalised stress tensor also has a perfect fluid form
ω(T renab ) = E
ren(ω)∇at∇bt− P ren(ω)a2hab (69)
where the renormalised energy and pressure are
Eren(ω) = Ereg(ω)− c
2
32π2a4
− c1 , (70)
P ren(ω) = P reg(ω)− c
2
32π2a4
− c1 − 1
3
c2R . (71)
At this point it is helpful to use the following
Lemma 4.2 Let w be a C2 function on a neighbourhood U of the diagonal D (see (44)) and assume
that w2 is symmetric, i.e. w(R(t, x), R(t
′, x′)) = w((t, x), (t′, x′)) whenever R : M → M is a symmetry
and both ((t, x), (t′, x′)) ∈ U and (R(t, x), R(t′, x′)) ∈ U . Then
∇b∇′aw((t, x), (t′, x′))|D = −∇a∇bw((t, x), (t′, x′))|D . (72)
Proof. We will use local coordinates {xi}3i=1 on S3 and the Killing time coordinate t. From the symmetry
we then see that w((t, x), (t′, x)) only depends on t − t′ and that ∂tw|D is in fact a constant function
on M . Furthermore, the components ∂iw(x, x
′)|D define a dual vector field in T ∗M which annihilates
the timelike Killing field. Due to the symmetry, this dual vector cannot pick out any preferred spatial
direction, so we must have ∂iw(x, x
′)|D ≡ 0. Because all components of ∂νw(x, x′)|D are constant we
have for any spacetime indices µ, ν,
0 = ∂µ (∂νw(x, x
′)|x′=x) = ∂µ∂νw(x, x′)|D + ∂′µ∂νw(x, x′)|D . (73)
We may replace the coordinate derivatives with covariant derivatives, because the terms involving
Christoffel symbols are multiplied either by ∂iw(x, x
′)|D ≡ 0 or by Γ0µν ≡ 0. The lemma then follows. 
From (68, 67) and Lemma 4.2 we find that
Ereg(ω) = ω(T reg00 )
= Dsplit00 (ω2+ −H+)|D +
1
2
ξR(ω2+ −H+)|D
=
(
∂t∂t′ +
1
2
(−+m2 + ξR)
)
(ω2+ −H+)|D
= ∂t∂t′(ω2+ −H+)|D + 3c
2
64π2a4
. (74)
where we used the fact that ω2+ is a bisolution of the Klein-Gordon equation and (52) in the last line.
Similarly,
Ereg(ω) + 3P reg(ω) = −gabω(T regab )
= −gabDsplitab (ω2+ −H+)|D + ξR(ω2+ −H+)|D
= −gab
(
−∇a∇b + 1
2
gab− 1
2
gabm
2
)
(ω2+ −H+)|D + ξR(ω2+ −H+)|D
= (−+ 2m2 + ξR)(ω2+ −H+)|D
= m2(ω2+ −H+)|D + 3c
2
32π2a4
(75)
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and therefore
P reg(ω) =
1
3
(m2 − ∂t∂t′)(ω2+ −H+)|D + c
2
64π2a4
. (76)
For the renormalised energy and pressure we see from (70) and (71) that
Eren(ω) = ∂t∂t′(ω2+ −H+)|D + c
2
64π2a4
− c1 , (77)
P ren(ω) =
1
3
(m2 − ∂t∂t′)(ω2+ −H+)|D − c
2
64π2a4
− c1 − 1
3
c2R . (78)
Note that
Eren(ω) + 3P ren(ω) = −gabω(T renab ) = m2(ω2+ −H+)|D −
c2
32π2a4
− 4c1 − c2R , (79)
which becomes independent of the choice of the symmetric state when m = 0.
Let us now investigate the regularised energy density for the ground state. For simplicity we first
consider the special case where c = 0. In this case the ground state is given explicitly in (24) and the
Hadamard series consists of the single term (48), so the difference is
(ω
(∞)
2 −H)((t, x), (t′, x′)) =
1
8π2a2
lim
ǫ→0+
1
cos
(
t−t′−iǫ
a
)− cos(χ(x, x′)) − u0(x, x
′)
− 12
(
t−t′−iǫ
a
)2
+ 12χ(x, x
′)2
.
One can show that this is smooth near the diagonal (t, x) = (t′, x′). To compute the energy density
we first restrict to x = x′, where we can expand the cosine function in a Taylor series. In terms of
Tǫ =
t−t′−iǫ
a
we find
(ω
(∞)
2 −H)((t, x), (t′, x)) =
1
8π2a2
lim
ǫ→0+
1
cos(Tǫ)− 1 −
1
− 12T 2ǫ
=
1
8π2a2
lim
ǫ→0+
1
− 12T 2ǫ
1
1− 24!T 2ǫ + 26!T 4ǫ +O(T 6ǫ )
− 1− 12T 2ǫ
=
1
8π2a2
lim
ǫ→0+
1
− 12T 2ǫ
(
2
4!
T 2ǫ +
3T 4ǫ
6!
+O(T 6ǫ )
)
=
−1
48π2a2
− 1
960π2a4
(t− t′)2 +O((t − t′)4) . (80)
Note that this result is automatically symmetric under exchange of t and t′, so we can now compute
(ω
(∞)
2+ −H+)|D = (ω(∞)2 −H)|D =
−1
48π2a2
,
∂t∂t′(ω
(∞)
2+ −H+)|D = ∂t∂t′(ω(∞)2 −H)|D =
1
480π2a4
.
In the special case c = 0 the regularised energy density and pressure of the ground state can then be
inferred from Equations (74, 75), namely
Ereg(ω(∞)) =
1
480π2a4
,
P reg(ω(∞)) =
−m2
144π2a2
− 1
1440π2a4
=
−10m2a2 − 1
1440π2a4
.
When we drop the simplifying assumption c = 0, both the Hadamard series and the ground state
become more complicated. Note that we can restrict the Hadamard series (47) to x = x′, where we have
H((t, x), (t′, x)) =
1
8π2a2
lim
ǫ→0+
1
− 12T 2ǫ
+
c
2
log
(
−1
2
a2T 2ǫ
)
− c
2
16
log
(
−1
2
a2T 2ǫ
)
T 2ǫ +O(T
3
ǫ ) .
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We compare this with the restriction of ω
(∞)
2 in (27), which yields
(ω
(∞)
2 −H)((t, x), (t′, x)) =
−c
16π2a2
log
(
1
2
a2
)
+
1
4π2a2
X1 +O(t− t′) (81)
where X1 is given in (28). Evaluating at t = t
′ = 0 gives
(ω
(∞)
2+ −H+)|D = (ω(∞)2 −H)|D
=
−c
16π2a2
log
(
1
2
a2
)
+
1
4π2a2
X1 . (82)
Similarly, comparing
∂t∂t′H((t, x), (t
′, x)) =
1
8π2a4
lim
ǫ→0+
(
12
T 4ǫ
+
c
T 2ǫ
+
c2
8
log
(
−1
2
a2T 2ǫ
)
+
3c2
8
)
+O(t− t′)
with (30) yields
∂t∂t′(ω
(∞)
2 −H)((t, x), (t′, x)) =
−c2
64π2a4
(
3 + log
(
1
2
a2
))
+
1
4π2a4
X2 +O(t − t′)
and evaluating at t = t′ gives
∂t∂t′(ω
(∞)
2+ −H+)|D = ∂t∂t′(ω(∞)2 −H)|D
=
−c2
64π2a4
(
3 + log
(
1
2
a2
))
+
1
4π2a4
X2 . (83)
It follows from (74, 75) that general ground states have
Ereg(ω(∞)) =
1
64π2a4
(
16X2 − c2 log
(
1
2
a2
))
,
P reg(ω(∞)) =
1
192π2a4
(
16m2a2X1 − 16X2 + 6c2 + c(c− 4m2a2) log
(
1
2
a2
))
. (84)
5 The semi-classical Einstein equation
In a general spacetime we can use the renormalised stress tensor (57) to write the semi-classical Einstein
equation (1) as
1
κ
(Gab + Λgab) = 〈T regab 〉ω + gab
u2|D
16π2
+ α1m
4gab + α2m
2Gab + α3Iab + α4Jab + α5Kab (85)
+ β1Λ
2gab + β2ΛGab + β3Λm
2gab .
Most renormalisation terms on the right-hand side can be absorbed by modifying Newton’s constant and
the cosmological constant to
κ′ :=
κ
1− κ(α2m2 + β2Λ) , (86)
Λ′ :=
Λ− κ(α1m4 + β1Λ2 + β3Λm2)
1− κ(α2m2 + β2Λ) . (87)
By using κ′ and Λ′ instead of κ and Λ we effectively set α1 = α2 = βi = 0 for i = 1, 2, 3, leading to the
following simplified form of the semi-classical Einstein equation:
1
κ′
(Gab + Λ
′gab) = 〈T regab 〉ω + gab
u2|D
16π2
+ α3Iab + α4Jab + α5Kab . (88)
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In an Einstein static universe the right-hand side of (88) simplifies further, due to Equations (62)
and (63). However, it is no longer justified to absorb the remaining expressions into Newton’s constant
or the cosmological constant, because the simplifications rely in an essential way on the symmetries of
the metric. We therefore write
1
κ′
(Gab + Λ
′gab) = 〈T regab 〉ω + gab
c2
32π2a4
+ c′(4RGab + gabR2) , (89)
where we introduced
c′(ξ) =
1
6
(3α3 + α4 + α5) . (90)
In a symmetric state the expected stress tensor takes the perfect fluid form, so the semi-classical Einstein
equation (89) reduces to the two equations
Ereg(ω) + 3P reg(ω)− c
2
8π2a4
=
−1
κ′
(Gaa + 4Λ
′) =
1
κ′
(R− 4Λ′) , (91)
Ereg(ω)− c
2
32π2a4
+ c′R2 =
1
κ′
(G00 − Λ′) = 1
2κ′
(R− 2Λ′) . (92)
Note that these are no longer field equations, because both sides of both equations are constant.
We can now formulate our main result:
Theorem 5.1 Consider an Einstein static universe of radius a > 0, a cosmological constant Λ ∈ R
and a free scalar quantum field of mass m ≥ 0 and scalar curvature coupling ξ ∈ R such that c :=
m2a2 + 6ξ − 1 > −1. Fix renormalisation constants α1, . . . α5, β1, . . . , β3 ∈ R and define
Y1 :=
1
32π2a4
(
−8m2a2X1 + c2 + 2m2a2c log
(
1
2
a2
))
+
1
κ′
(R− 4Λ′) , (93)
Y2 :=
1
64π2a4
(
−16X2 + 2c2 + c2 log
(
1
2
a2
))
+
1
2κ′
(R− 2Λ′)− c′R2 , (94)
in terms of R = 6
a2
and the numbers defined in (127), (129), (86), (87) and (90). Then the set Sqf of
symmetric quasi-free states ω that solve the semi-classical Einstein equation (1) is in bijective correspon-
dence with sequences {an}n≥0 ⊂ R≥0 such that
m2
∞∑
n=0
an = Y1 , (95)
∞∑
n=0
an
l2n
a2
= Y2 , (96)
where the correspondence is given by Theorem 3.1.
Proof. We see from (75) and (74) that the two equations (91) and (92) are equivalent to
1
κ′
(R − 4Λ′) = m2(ω2+ −H+)|D − c
2
32π2a4
, (97)
1
2κ′
(R − 2Λ′) = ∂t∂t′(ω2+ −H+)|D + c
2
64π2a4
+ c′R2 . (98)
Using the CCR we have ω2+ −H+ = (ω2 − ω(∞)2 ) + (ω(∞)2+ −H+), so we obtain from (82, 83) that
(ω2+ −H+)|D = (ω2 − ω(∞)2 )|D +
1
4π2a2
X1 − c
16π2a2
log
(
1
2
a2
)
∂t∂t′(ω2+ −H+)|D = ∂t∂t′(ω2 − ω∞2 )|D +
1
4π2a4
X2 − c
2
64π2a4
(
3 + log
(
1
2
a2
))
,
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which reduces (97, 98) to
Y1 = m
2(ω2 − ω(∞)2 )|D
Y2 = ∂t∂t′(ω2 − ω∞2 )|D .
The right-hand sides of these equations can be rewritten using Theorem 3.1 and the fact that the
Gegenbauer polynomials are normalised by C
(1)
n (1) = n+ 1, cf. (115). The resulting equations are (96)
and (95). Since quasi-free states are uniquely determined by their two-point distributions this completes
the proof. 
In the massless case, m = 0, the equations (95, 96) simplify to
R− 4Λ′
κ′
=
−c2
32π2a4
,
∞∑
n=0
an
l2n
a2
=
1
64π2a4
(
−16X2 + 2c2 + c2 log
(
1
2
a2
)
− c2R− 2Λ
′
R− 4Λ′
)
− c′R2 .
Note that the first of these equations is now independent of the choice of state, so it imposes a relation
between the parameters of the theory with the renormalisation constants. E.g., if κ′ > 0 and Λ′ < 14R
there are no solutions.
Similarly, in the special case c = 0 we have ln = n + 1 and the expressions for X1, X2, Y1 and Y2
simplify, cf. (28, 31). In this case the semi-classical Einstein equation becomes
m2
∞∑
n=0
an = Y1 =
m2
48π2a2
+
1
κ′
(R − 4Λ′),
∞∑
n=0
an
(n+ 1)2
a2
= Y2 =
−1
480π2a2
+
1
2κ′
(R − 2Λ′)− c′R2 .
The equations become particularly simple when both m = 0 and c = 0, i.e. in the massless conformally
coupled case.
In the general case the numbers Y1 and Y2 in Theorem 5.1 are elss explicit, because the expressions
for X1 and X2 involve an infinite series. Nevertheless, the complete set of symmetric quasi-free solutions
to the semi-classical Einstein equation is in principle fully parameterised by Theorem 5.1 in combination
with Theorem 3.1.
Before we consider some immediate consequences of Theorem 5.1 it will be useful to consider the
ground state representation, which is a bosonic Fock space H = F+(H1) over the one-particle Hilbert
space H1. We can identify H1 = L2(S3) and for any f1, f2 ∈ C∞0 (M) we have
ω
(∞)
2 (f1a
3
√
deth, f2a
3
√
det h) =
1
2
〈K(f1),K(f2)〉L2(S3)
in terms of the one-particle structure K : C∞0 (M)→ L2(S3), which is given by
K(f) := a2
(
A−
1
4 ∂tGf |t=0 − i
a
A+
1
4Gf |t=0
)
, (99)
where G := G− − G+ is the difference of the advanced and retarded fundamental solutions for the
Klein-Gordon equation (4). (This formula can be deduced from (20).)
We can describe many other quasi-free states using density matrices in H as follows. Suppose that
h ≥ 0 is a self-adjoint operator on L2(S3). We decompose L2(S3) = ker(h) ⊕ ker(h)⊥, so that H =
F+(ker(h)) ⊗ F+(ker(h)⊥). We let P0 denote the orthogonal projection in F+(ker(h)) onto the Fock
vacuum. Suppose that e−h > 0 is a trace class operator on ker(h)⊥ and let {vj}∞j=1 be an orthonormal
eigenbasis for e−h with corresponding eigenvalues e−ǫj > 0, so that h has eigenvalues ǫj > 0. The second
quantisation of h from ker(h)⊥ to F+(ker(h)⊥) is the (unbounded) operator H given by
H :=
∞∑
j=1
hja
∗(vj)a(vj)
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in terms of creation and annihilation operators. e−H is a trace class operator on F+(ker(h)⊥) and hence
P0 ⊗ e−H is a trace class operator on H. The density matrix
ρh :=
1
TrH(P0 ⊗ e−H)P0 ⊗ e
−H
defines a quasi-free state by ω(h)(A) := TrH(ρhA) with
ω
(h)
2 (fa
3
√
deth, fa3
√
deth) =
1
2
〈
K(f),
(
Q0 +Q
⊥ I + e
−h
I − e−h
)
K(f)
〉
L2(S3)
(100)
for all f ∈ C∞0 (M,R), where Q0 is the orthogonal projection in L2(S3) onto ker(h) and Q⊥ = I − Q0.
We refer to [3] Proposition 5.2.27 and 5.2.28 for detailed computations in the case where Q0 = 0 and
we note that the general case easily follows from the tensor product structure of the Fock space. This
construction applies in particular to β-KMS states with β > 0 and h = β
a
√
A, where 1
a
√
A is the
one-particle Hamiltonian, cf. (40).
Proposition 5.2 Under the assumptions of Theorem 5.1, every state ω ∈ Sqf is of the form ω(A) =
TrH(ρhA), where (100) holds with
h =
∞∑
n=0, an 6=0
log
(
(n+ 1)2 + 2π2a2lnan
2π2a2lnan
)
E(3)n .
Proof. Because Sqf only contains quasi-free and symmetric solutions, we know that the two-point
distribution is of the form given in Theorem (3.1). For any f ∈ C∞0 (M,R) this can be written as
ω2(fa
3
√
deth, fa3
√
deth) =
1
2
〈
K(f),
(
I +
∞∑
n=0
4π2a2lnan
(n+ 1)2
E(3)n
)
K(f)
〉
L2(S3)
,
where we used Equation (116). This is of the form (100), when we have e−h =
∑∞
n=0 xnE
(3)
n with xn = 1
when an = 0 and
1 + xn
1− xn = 1 +
4π2a2lnan
(n+ 1)2
otherwise. Solving for h leads to the claimed result. To find a density matrix we need e−hQ⊥ to be a
trace class operator. Note that the projections E
(3)
n project onto the linear subspaces L
(3)
n of dimension
(n+ 1)2, so
TrL2(S3)(e
−hQ⊥) =
∞∑
n=0
2π2a2lnan
(n+ 1)2 + 2π2a2lnan
(n+ 1)2
≤ 2π2a2
∞∑
n=0
lnan ,
which is finite when ω ∈ Sqf , due to (96). 
With the help of Proposition 5.2 we now consider a first set of consequences of Theorem 5.1. We
will write S for the set of all (not necessarily quasi-free) states ω that solve the semi-classical Einstein
equation.
Corollary 5.3 Under the assumptions of Theorem 5.1 let S denote the set of all (not necessarily quasi-
free) solutions. Then the following statements are true:
1. S contains the ground state iff Y1 = Y2 = 0.
2. If m = 0, then S 6= ∅ if and only if Y2 ≥ Y1 = 0.
3. If m > 0, then S 6= ∅ if and only if Y1 = Y2 = 0 or m2Y2 ≥ (m2 + ξR)Y1 > 0.
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4. If S contains more than one solution, then it contains infinitely many solutions.
5. S consists of a unique solution iff S contains the ground state.
Proof. We first prove the first four statements for the set Sqf of quasi-free states, instead of S. The
first two statements are easy consequences of the fact that an ≥ 0 for all n ≥ 0 with an = 0 for all n
only in the ground state.
For the third statement we use the fact that l2n ≥ l20 = c + 1 = a2(m2 + ξR) with strict inequality
when n > 0, so any solution must have m2Y2 ≥ (m2 + ξR)Y1. If Y1 = 0, then an = 0 for all n ≥ 0
(since m > 0) and hence Y2 = 0 too. If Y1 > 0, then (m
2 + ξR)Y1 > 0, since we assumed m
2 + ξR > 0
to guarantee the existence of a ground state. Conversely, if Y1 = Y2 = 0 then Sqf contains the ground
state. If m2Y2 ≥ (m2 + ξR)Y1 > 0 we construct a solution as follows. We can pick N ∈ N sufficiently
large to ensure that
l2NY1
a2m2
≥ Y2. We set an := 0 for n 6∈ {0, N} and
a0 :=
a2
l2N − l20
(
l2NY1
a2m2
− Y2
)
,
aN :=
a2
l2N − l20
(
Y2 − l
2
0
a2m2
Y1
)
.
We note that a0 ≥ 0, aN ≥ 0 and these values of an yield a solution. This proves the third statement
with Sqf instead of S.
The construction of a solution above works for all sufficiently large N and it yields distinct solutions
when m2Y2 > (m
2 + ξR)Y1 > 0. Thus we see that Sqf contains infinitely many solutions when m > 0
and m2Y2 ≥ (m2 + ξR)Y1 > 0. On the other hand, when m > 0 and m2Y2 = (m2 + ξR)Y1, then every
solution must have an = 0 for all n > 0 and there can be only one solution. Similarly, if m = 0 and
Y2 > Y1 = 0, then Sqf contains infinitely many solutions, because we choose an = 0 for all but one n.
On the other hand, if Y2 = Y1 = 0, then Sqf contains only one solution, namely the ground state. This
proves the fourth statement with Sqf instead of S and the following modification of the last statement:
5’. Sqf consists of a unique solution iff Sqf contains the ground state or m2Y2 = (m2 + ξR)Y1 > 0.
To deduce the desired statements for S we note that the ground state is quasi-free and S ⊃ Sqf .
Furthermore, if ω ∈ S, then ω must have a two-point distribution ω2. Because the equations in Theorem
5.1 only depend on ω2, the quasi-free state with the same two-point distribution ω2 must be in Sqf .
Thus, if Sqf = ∅, then S = ∅.
If S contains the ground state, then Sqf contains only the ground state by (5’). All solutions in S
must then have the same two-point distribution as the ground state. Because the ground state is pure, we
can apply a theorem of Kay [17] to see that there is no other state with the same two-point distribution.
Hence, S contains a unique element.
Similarly, if S contains a unique solution ω, then Sqf cannot be empty, nor can it contain more than
one state, so Sqf = S also contains a unique solution. If this is the ground state, then the fifth statement
holds. Otherwise we must have m > 0 and m2Y2 = (m
2 + ξR)Y1 by (5’) and therefore an = 0 for all
n > 0. Using Proposition 5.2 we then find that
ω2(x, x
′) = ω(∞)2 (x, x
′) + C
for some C > 0. We now obtain a contradiction, because there are infinitely many states with this
two-point distribution, given by
ω(W (f)) = eiw1(f)−
1
2
w2(f,f)ω(∞)(W (f)) ,
where the one-point function w1 =
√
C − λ and w2 = λ are constant functions. This definition works
for any λ ∈ [0, C] without spoiling the positivity of the state. This contradiction shows that when S
contains a unique state, it must be the ground state.
Finally, let us suppose that S contains more than one state. If Sqf also contains more than one state,
then it contains infinitely many and hence so does S. Alternatively, Sqf could contain only one state.
This cannot be the ground state, because then S would only contain one state. We must therefore have
m2Y2 = (m
2 + ξR)Y1 > 0 and we have just seen that S contains infinitely many states in this case. 
When Sqf 6= ∅ we can find solutions with nice additional properties:
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Proposition 5.4 Under the assumptions of Theorem 5.1 the following are true:
1. Sqf contains at most one KMS-state.
2. If Sqf 6= ∅, then it contains a unique state which minimises the von Neumann entropy SvN(ω) =
TrH(ρh log(ρh)). When m = 0 this state is a β-KMS state for some β > 0.
Proof. From (41) we see that KMS states have
∞∑
n=0
a(β)n
l2n
a2
=
∞∑
n=0
(n+ 1)2
2π2a4
ln
e−β
ln
a
1− e−β lna
,
which is a strictly decreasing function in β > 0, so there can be at most one value of β where the sum
equals Y2. In view of Theorem 5.1 this means that there is at most one KMS state in Sqf .
Using H = F+(ker(h))⊗F+(ker(h)⊥) we can write the von Neumann entropy of ω ∈ Sqf as
TrH(ρh log(ρh)) =
1
TrH(P0 ⊗ e−H)TrH(P0 ⊗ e
−H(log(P0)⊗ I − I ⊗H))
− log(TrH(P0 ⊗ e−H))
=
−1
TrH(P0 ⊗ e−H)TrH(P0 ⊗He
−H)− log(TrH(P0 ⊗ e−H)) .
An eigenvector vj of h with eigenvalue ǫj > 0 generates a Fock space F+(Cvj) where
TrF+(Cvj)(e
−H) =
∞∑
n=0
e−nǫj =
1
1− e−ǫj ,
TrF+(Cvj)(He
−H) =
∞∑
n=0
nǫje
−nǫj = −ǫj∂ǫj
∞∑
n=0
e−nǫj = −ǫj∂ǫj
1
1− e−ǫj =
ǫje
−ǫj
(1− e−ǫj )2 .
Because F+(ker(h)⊥) is a tensor product of such Fock spaces for all vj we have
TrH(P0 ⊗ e−H) =
∞∏
j=1
1
1− e−ǫj ,
TrH(P0 ⊗ ǫja∗(vj)a(vj)e−H) = ǫje
−ǫj
1− e−ǫj TrH(P0 ⊗ e
−H)
and therefore
TrH(ρh log(ρh)) = −
∞∑
j=1
ǫje
−ǫj
1− e−ǫj +
∞∑
j=1
log(1− e−ǫj) .
Reading off the values ǫj from Proposition 5.2 we find in terms of the an
TrH(ρh log(ρh)) =
∞∑
n=0, an 6=0
(n+ 1)2 log
(
(n+ 1)2
(n+ 1)2 + 2π2a2lnan
)
+ 2π2a2lnan log
(
2π2a2lnan
(n+ 1)2 + 2π2a2lnan
)
=
∞∑
n=0
2π2a2lnan log
(
2π2a2lnan
(n+ 1)2
)
− ((n+ 1)2 + 2π2a2lnan) log
(
1 +
2π2a2lnan
(n+ 1)2
)
,
where the overall factor (n + 1)2 accounts for the multiplicities of the eigenvalues of A and the terms
with an = 0 do not contribute to the sum.
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The second statement is trivial when Sqf is empty or when it contains one element. When Sqf
contains more than one element we can minimise the function
F ({an}, λ1, λ2) := SvN(ρh)− λ
(
Y1 −m2
∞∑
n=0
an
)
− 2π2a3β
(
Y2 −
∞∑
n=0
l2n
a2
an
)
,
where the Lagrange multipliers λ and β are used to enforce (95,96). We then find that any minimum
must be of the form
an =
(n+ 1)2
2π2a2ln
1
exp
(
λm2
2π2a2ln
+ β
a
ln
)
− 1
(101)
where λ, β > 0 need to be chosen to guarantee (95,96). In order to have an ≥ 0 and to have converging
sums in (95,96) we must have β > 0 and λm2 > −2π2al20β. Because the coefficients are strictly mono-
tonically increasing functions of β > 0 and of λ > − 2π2al20
m2
β when m > 0, there exists at most one set of
solutions an of (95,96) of the form (101).
To show that a choice for β and λ exists we first consider the case m > 0. We may assume that
m2Y2 > (m
2 + ξR)Y1, otherwise there would only be one solution. We then note that the sums
G1(λ, β) := m
2
∞∑
n=0
an =
∞∑
n=0
(n+ 1)2m2
2π2a2ln
1
exp
(
λm2
2π2a2ln
+ β
a
ln
)
− 1
,
G2(λ, β) :=
∞∑
n=0
l2n
a2
an =
∞∑
n=0
(n+ 1)2ln
2π2a4
1
exp
(
λm2
2π2a2ln
+ β
a
ln
)
− 1
are differentiable functions of β > 0 and λ > λ0(β) := − 2π
2al20
m2
β and they are both strictly monotonically
decreasing in β and λ. Note that for all β > 0 and λ > λ0(β) and for all n ≥ 0
0 < an ≤ (n+ 1)
2
2π2a2ln
exp
(
− λm24π2a2ln −
β
2a ln
)
2 sinh
(√
λβm2
2π2a3
) .
It follows that limβ→∞G2(λ, β) = 0 for all λ ∈ R and limλ→∞G1(λ, β) = 0 for all β > 0. For λ ≥ 0 we
also have limβ→0+ G2(λ, β) = ∞, because for every ǫ > 0 we can choose n ≥ 0 large enough and β > 0
small enough to make exp
(
λm2
2π2a2ln
+ β
a
ln
)
− 1 < ǫ. Similarly, for all β > 0, limλ→λ0(β)+ G1(λ, β) = ∞.
By the Poincaree´-Miranda theorem [18], or rather a variation of it with curved boundaries, we can then
find values β > 0 and λ > λ0(β) that solve the equations (95,96).
When m = 0 the situation simplifies somewhat. We may assume that Y2 > Y1 = 0, otherwise there
would be at most one solution. We note that λ is arbitrary, but we still need to choose β > 0 to solve
(96). The sum
G˜2(β) :=
∞∑
n=0
l2n
a2
(n+ 1)2
2π2a2ln
1
exp
(
β
a
ln
)
− 1
is a continuous function on β > 0 which diverges as β → 0+ and which vanishes when β → ∞. By
the Intermediate Value Theorem we can find a β > 0 such that G˜2(β) = Y2, which gives a solution.
Furthermore, the form of the coefficients coincides with that of a β-KMS state, cf. (41). 
Remark 5.5 Recall that the renornalisation constants α1, . . . , α5 and β1, . . . , β3 in (57) are functions
of ξ only. If we vary a > 0 while keeping the dimensionless quantities ξ, m2a2, Λa2 and κ
a2
fixed, then c
remains constant by its deifnition (26) and we see from (93, 94, 28, 31) that all terms in Y1 and Y2 scale
like a−4, except for the terms containing log
(
1
2a
2
)
. This means that the sets of solutions at different
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values of a are related in a non-trivial way. E.g., if for some choice of the parameters we have Y1 and Y2
which do not admit solutions, then we can change a to λa with λ > 0 to find new values Y˜1 and Y˜2 with
Y˜1 =
1
λ4
(
Y1 +
m2a2c
8π2a4
log(λ)
)
,
Y˜2 =
1
λ4
(
Y2 +
c2
32π2a4
log(λ)
)
.
In order to find solutions we would like to have m2a2Y˜2 ≥ (c+1)Y˜1 > 0, which gives after a little algebra
−1
4
Y1 <
m2a2c
32π2a4
log(λ) ≤ m
2a2Y2 − (c+ 1)Y1
3c+ 4
.
We can find λ satisfying these inequalities when m 6= 0, c 6= 0 and m2a2Y2 > c4Y1. However, we do not
need Y1 > 0 or m
2a2Y2 ≥ (c+ 1)Y1.
One of the main difficulties in studying the semi-classical Einstein equation is the ambiguity that
arises from the renormalisation freedom. This is illustrated in the following result.
Proposition 5.6 For any allowed choice of (a,Λ,m, ξ) in Theorem 5.1 with m 6= 0 or Λ 6= 0 we can
obtain any of the three alternatives S = ∅, or S = {ω(∞)}, or S contains infinitely many solutions, by
choosing appropriate renormalisation constants α1, . . . α5, β1, . . . , β3 ∈ R.
Proof. We see from (86, 87, 90) that κ′ only depends on the renormalisation constants α2 and β2, κ
′
Λ′
only depends on α1, β1 and β3 and c
′ only depeds on α3, α4 and α5. This means that we can choose
κ′, Λ′ and c′ independently and as long as m 6= 0 or Λ 6= 0 we also see from the same equations that we
can set them equal to arbitrary real numbers. This allows us to give Y1 and Y2 in Theorem 5.1 arbitrary
values and the result then follows from Corollary 5.3. 
When m = Λ = 0 the proof of this proposition fails, because the renormalisation freedom can no longer
affect κ or Λ = 0. We can still choose c′ freely and ensure that Y2 < 0 and S = ∅, but the value of Y1 is
entirely determined by the parameters a and ξ and it can prevent us from achieving S 6= ∅.
6 Discussion
Systems in semi-classical gravity, like the Einstein-Klein-Gordon system that we studied, typically involve
renormalisation parameters that cannot be determined without further input, either from observations
or from an underlying theory of quantum gravity. This leads to a complicated situation, where the set
of solutions depends on external parameters, which are arbitrary as far as the mathematical structure of
the equations is concerned. Nevertheless, we have seen that it is possible to prove some general results
concerning the set of solutions, at least when assuming a large amount of symmetry on the states and
on the spacetime.
In particular, we have seen that the system has a unique symmetric solution if and only if this solution
is the ground state. It would be interesting to know whether this special role persists when allowing
solutions without symmetry. The general validity of Kay’s Theorem is a positive sign, but a more detailed
investigation will be necessary to settle this question for general states in an Einstein static universe, or
even in general static spacetimes.
The methods that we used to analyse symmetric states of the semi-classical Einstein-Klein-Gordon
system in an Einstein static universe can in principle be generalised to higher dimensions. Although the
renormalisation freedom in general spacetimes becomes more complicated, the symmetries reduce it to
a perfect fluid form which can still be handled and the generalisation of the group theoretic methods
is readily available. The generalisation to open Einstein static universes, where the Cauchy surface has
a constant negative curvature, could be more challenging, because the symmetry group becomes non-
compact. The compactness of the Cauchy surface also ensured that all solutions can be written in terms
of density matrices in the ground state representation, which enabled us to minimise the von Neumann
entropy.
Our static solutions may also provide a starting point for investigations into the dynamics of a closed
FLRW universe, along the lines of [21, 11]. Furthermore, it would be of interest to investigate the
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fluctuations of the components of the renormalised stress tensor and to compare their (relative) size to
the fluctuations in the Minkowski vacuum. This would provide an indication whether the solutions that
we have found can be viewed as reliable approximations of a physical state in quantum gravity.
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A The total classical energy
Lemma A.1 The two definitions of total energy of a classical solution ϕ of the Klein-Gordon equation
with space-like compact support, given in (8) and (9), coincide, i.e.∫
Σ
naχbTab =
∫
Σ
naχbT˜ab (102)
for the tensors defined in (6) and (10) and for every smooth space-like Cauchy surface Σ.
Proof. We consider the difference Xab := Tab − T˜ab = ξ(ϕ2Rab −∇a∇bϕ2 + gabϕ2) and note that
χbXab = ξ(−ϕ2χa − χb∇b∇aϕ2 + χaϕ2) (103)
= ξ∇b(−ϕ2∇bχa − χb∇aϕ2 + χa∇bϕ2) . (104)
Here we used the fact that χa is a Killing vector field, so that ∇bχb = 0 and χa = −Rabχb (cf. [30], Eqn.
(C.3.6)). Near the Cauchy surface Σ we may introduce Gaussian normal coordinates so that the future
pointing normal vector field na is extended to a coordinate vector field and Kab = ∇anb is symmetric.
We may then introduce
wb := n
a(−ϕ2∇bχa − χb∇aϕ2 + χa∇bϕ2) (105)
and because the expression in brackets is anti-symmetric we find from (104) that naχbXab = ξ∇bwb.
Note that wb is tangent to Σ and ∇bwb = ∇(Σ) iwi, where the index i refers to components tangent to
Σ and ∇(Σ) is the connection for the metric on Σ obtained by restricting gab. Finally, because ϕ has
space-like compact support, wi has compact support on Σ and by Stokes’ theorem∫
Σ
naχbXab = ξ
∫
Σ
∇(Σ) iwi = 0 . (106)

The lemma implies in particular that Equation (9) is independent of the choice of Cauchy surface.
This can also be established directly by showing that ∇aχbT˜ab = χb∇aT˜ab = 0, because ∇aT˜ab =
−∇aXab = − 12ξϕ2∇bR and χb∇bR = 0.
B Higher spherical harmonics
In this appendix we review some basic facts on higher spherical harmonics that are needed in the main
text. Our presentation is based on [7] (see also [10]).
B.1 Harmonic functions on Sp
For p ≥ 1 we consider the round unit sphere Sp as a subset of the Euclidean space Rp+1 with the induced
metric. We denote the Laplace operator on Rp+1 by ∆ =
∑p+1
j=1 ∂
2
xj
in Cartesian coordinates and we
21
denote the Laplace-Beltrami operator on Sp by ∆Sp . The two operators may be related by introducing
spherical coordinates (r, θ1, . . . , θp) in which we have
∆ = r−p∂rrp∂r + r−2∆Sp . (107)
Due to the compactness of Sp and the ellipticity of −∆Sp , the Hilbert space L2(Sp) (integrating with
respect to the natural volume form) has an orthonormal basis of eigenfunctions for −∆Sp . We will review
some facts on the eigenvalues and eigenspaces of −∆Sp .
A spherical harmonic (of degree n ≥ 0) is the restriction f |Sp of a complex polynomial (of degree n)
in Rp+1 which is harmonic, i.e. a polynomial satisfying the Laplace equation ∆f = 0. We let H (n, p+1)
denote the homogeneous harmonic polynomials of degree n in Rp+1 and we denote the space of spherical
harmonics of degree n ≥ 0 by L(p)n , which is a subspace of L2(Sp). The restriction map f 7→ f |Sp from
H (n, p + 1) to L
(p)
n is injective, because f(x) = rnf |Sp
(
x
r
)
can be reconstructed from its restriction.
Hence, H (n, p+ 1) and L
(p)
n have the same dimension.
A harmonic polynomial f is uniquely determined by the data f |xp+1=0 and ∂xp+1f |xp+1=0, which can
be chosen freely. If f is homogeneous of degree n, the data are homogeneous polynomials of degree n
and n− 1, respectively. It follows that the dimension of L(p)n (and of H (n, p+ 1)) is given by
dim(L(p)n ) =
{
1 if n = 0 ,(
n+p−1
n
)
+
(
n−1+p−1
n−1
)
= 2n+p−1
n+p−1
(
n+p−1
n
)
if n ≥ 1 . (108)
If h ∈ L(p)n , then h = f |Sp for some f ∈ H(n, p+ 1) and we deduce from ∆f = 0 and (107) that
−∆Sph = n(n+ p− 1)h , (109)
which shows that L
(p)
n is an eigenspace for −∆Sp with eigenvalue λ(p)n = n(n+ p− 1).
We now want to argue that the spherical harmonics generate a dense subset of L2(Sp), so the
eigenspaces L
(p)
n with eigenvalues λ
(p)
n determine the full spectrum of −∆Sp . By the Stone-Weierstrass
theorem, every continuous function on Sp can be approximated uniformly by restrictions of polynomials
from Rp+1 to Sp. In particular, restrictions of polynomials are dense in L2(Sp) and it remains to show
that it suffices to consider harmonic polynomials. This follows from the fact that every polynomial of
degree n ≥ 0 can be written in the form
f =
⌊n
2
⌋∑
m=0
r2mhm , (110)
where the hm are harmonic poplynomials of degree n − 2m. Restricting to Sp then gives f |Sp =∑⌊n
2
⌋
m=0 hm|Sp , so the restrictions of harmonic polynomials generate a dense subspace of L2(Sp). To see why
(110) holds it clearly suffices to consider homogeneous polynomials f . When n = 0 or n = 1, f is harmonic
itself. We then proceed by induction and assume that the decomposition holds for homogeneous polyno-
mials of degree n and that f has degree n+2. Because ∆f has degree n we can write ∆f =
∑⌊n
2
⌋
m=0 r
2mh˜m
for some harmonic polynomials h˜m which must be homogeneous of degree n − 2m. Using Euler’s
equation
∑p+1
i=1 x
i∂xi h˜m = (n − 2m)h˜m one can compute that hm+1 := 12(m+1)(2n−2m+p+1 h˜m satisfies
∆(r2m+2hm+1) = r
2mh˜m and hence h0 := f −
∑⌊n
2
⌋
m=1 r
2mhm is harmonic, as desired.
B.2 Representations of SO(p+ 1,R)
The connected Lie group SO(p + 1,R) acts on Sp by restricting its defining representation on Rp+1.
We write xN = (0, . . . , 0, 1) ∈ Sp (the “north pole”) and we note that for p ≥ 2 the embedding Rp ≃
Rp×{0} ⊂ Rp+1 leads to an embedding Sp−1 ⊂ Sp (the “equator”). We may identify SO(p,R) with the
subgroup of SO(p+1,R) which leaves xN invariant and we may identify the sphere as the homogeneous
space Sp = SO(p+ 1,R)/SO(p,R).
Because the action of SO(p + 1,R) on Rp+1 preserves homogeneous polynomials and because it
commutes with ∆, it restricts to an action on the space H (n, p + 1) and hence also on the space L
(p)
n .
For any g ∈ SO(p+ 1,R) we write U (p)n (g) for the unitary operator on L(p)n that implements g.
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In the special case p = 1, the spaces H (n, p+ 1), n ≥ 1, are two-dimensional and generated by the
polynomials (x+ iy)n and (x− iy)n, which restrict to einϕ and e−inϕ, using the notation x+ iy = reiϕ.
Each of these basis functions spans a one-dimensional representation of the group SO(2,R), where
rotation over an angle θ acts as multiplication by eiθ.
For p ≥ 2 we now want to show that U (p)n defines an irreducible representation. For n = 0 this
is obvious on dimensional grounds, so we may assume n ≥ 1. Let V ⊂ L(p)n be any non-trivial linear
subspace. We can find an orthonormal basis {h1, . . . , hd} for V with some 1 ≤ d ≤ dim(L(p)n ). We may
write the orthogonal projection EV onto V as an integral kernel in C
∞(Sp × Sp), namely
EV (x, x
′) =
d∑
j=1
hj(x)hj(x′) . (111)
If V is invariant under the action of SO(p + 1,R), then EV commutes with the representation U
(p)
n on
L
(p)
n , which means that EV (g · x, x′) = EV (x, g−1 · x′) for all g ∈ SO(p+ 1,R). It follows that EV (x, x′)
is uniquely determined by the function eV (x) := EV (x, xN ), which is invariant under the action of the
subgroup SO(p,R) which leaves xN invariant. Note that eV (x) =
∑d
j=1 hj(x)hj(xN ) is itself in L
(p)
n
(and even in the subspace V ). Let f ∈ H (n, p+ 1) be a harmonic polynomial such that
eV = f |Sp . (112)
Recall that f is uniquely determined by the data f |xp+1=0 and ∂xp+1f |xp+1=0, which must be homogeneous
polynomials of degree n and n− 1, respectively. Moreover, these data must be invariant under SO(p,R).
When p ≥ 2 it follows that fn(x) = cnrn and fn−1(x) = cn−1rn−1 for some constants cn and cn−1.
Since fn and fn−1 are polynomials, r must have an even power, i.e. cn = 0 when n is odd and cn−1 = 0
when n is even. These conditions uniquely determine f(x) up to scale, and hence eV (x) is also uniquely
determined up to scale. The scale is fixed by requiring E2V = EV . This means that there can only be
one projection EV onto a non-trivial invariant subspace. Therefore, V = L
(p)
n and U
(p)
n is an irreducible
representation for p ≥ 2.
B.3 Gegenbauer polynomials
In the notation of subsection B.2 we now consider the orthogonal projection E
(p)
n onto the eigenspace
L
(p)
n of −∆Sp with eigenvalue λ(p)n = n(n+ p− 1). For p = 1 we have an explicit orthonormal eigenbasis
{ 1√
2π
einϕ}n∈Z with eigenvalues λ(1)n = n2 and hence
E(p)n (ϕ, ϕ
′) =
{
1
2π if n = 0 ,
1
π
cos(n(ϕ − ϕ′)) if n ≥ 1 .
For p ≥ 2 we recall from (111) that E(p)n (x, x′) is still a smooth and rotation invariant function, so it
is uniquely determined by e
(p)
n (x) := E
(p)
n (x, xN ), which is a spherical harmonic of degree n. For n = 0
we have
E
(p)
0 ≡
1
Ωp
=
Γ
(
p+1
2
)
2π
p+1
2
, (113)
with Ωp the volume (or rather the area) of S
p. For n ≥ 1 we can write e(p)n (x) = P (p)n (cos(θp)) in spherical
coordinates, because e
(p)
n (x) is invariant under the subgroup SO(p,R) which leaves xN invariant. Hence,
0 = (∆Sp + λ
(p)
n )e
(p)
n
=
(
1
sinp−1(θp)
∂θp sin
p−1(θp)∂θp + n(n+ p− 1)
)
P (p)n (cos(θp))
=
(
(1 − y2)∂2y − py∂y + n(n+ p− 1)
)
P (p)n (y) ,
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where we introduced y = cos(θp). The last line shows that P
(p)
n solves Gegenbauer’s differential equation.
Up to scale, the unique polynomial solution to this equation is the Gegenbauer polynomial C
( 1
2
(p−1))
n (y),
which is given by Rodrigues’ formula
C
( 1
2
(p−1))
n (y) = c
(p)
n (1− y2)1−
p
2 ∂ny (1− y2)n+
p
2
−1 , (114)
where the normalisation constant is
c(p)n =
(−1)nΓ (p2)
2nΓ
(
n+ p2
)(n+ p− 2
n
)
.
At y = 1 we then have
C
( 1
2
(p−1))
n (1) = c
(p)
n (1 + y)
n(1− y)1− p2 ∂ny (1− y)n+
p
2
−1|y=1 =
(
n+ p− 2
n
)
. (115)
On the other hand, because the dimension of L
(p)
n is the trace of E
(p)
n we find
dim(L(p)n ) =
∫
Sp
E(p)n (x, x) dvolSp(x) = E
(p)
n (xN , xN )Ωp = e
(p)
n (xN )Ωp .
Using (108) and comparing e
(p)
n (x) = P
(p)
n (cos(θp)) with C
( 1
2
(p−1))
n (y) we then find
e(p)n (x) =
2n+ p− 1
Ωp(p− 1) C
( 1
2
(p−1))
n (cos(θp))
for all n ≥ 0 and p ≥ 2. In terms of the geodesic distance χ(x, x′) on Sp, we can recover the integral
kernel for the projection onto L
(p)
n for all n ≥ 0 and p ≥ 2 as
E(p)n (x, x
′) =
2n+ p− 1
Ωp(p− 1) C
( 1
2
(p−1))
n (cos(χ(x, x
′)))
=
(2n+ p− 1)Γ (p+12 )
2(p− 1)π p+12
C
( 1
2
(p−1))
n (cos(χ(x, x
′))) . (116)
The generating function for the Gegenbauer polynomials is known to be ([1] Eqn. (22.9.3))
∞∑
n=0
znC
( 1
2
(p−1))
n (y) = (1 − 2yz + z2) 1−p2
for y ∈ [−1, 1], where the series converges for |z| < 1. We will apply this for p = 3, where we may use
(116,113) to write this as
∞∑
n=0
zn
n+ 1
E(3)n (x, x
′) =
1
2π2
(1− 2 cos(χ(x, x′))z + z2)−1 , (117)
a result that can be verified by elementary methods by multiplying both sides with 1−2 cos(χ(x, x′))z+z2
and by using the recursion relation C
(1)
n+2(y) = 2yC
(1)
n+1(y) − C(1)n (y) for the Gegenbauer polynomials to
manipulate the series on the left-hand side.
C Derivation of Equations (27) and (30)
We expand the eigenvalues ln of
√
A in powers of (n+ 1),
ln =
√
(n+ 1)2 + c = (n+ 1)
(
1 +
c
2(n+ 1)2
− c
2
8(n+ 1)4
+O((n+ 1)−6)
)
(118)
24
from which we find
(n+ 1)2
ln
= (n+ 1)
(
1− c
2(n+ 1)2
+O((n + 1)−4)
)
. (119)
Similarly we expand
e−iTǫ(ln−n−1) = 1− iTǫ(ln − n− 1)− 1
2
T 2ǫ (ln − n− 1)2 +
i
6
T 3ǫ (ln − n− 1)3 +
1
24
T 4ǫ (ln − n− 1)4
+O((ln − n− 1)5)
= 1− iTǫ
(
c
2(n+ 1)
− c
2
8(n+ 1)3
)
− 1
2
T 2ǫ
(
c
2(n+ 1)
− c
2
8(n+ 1)3
)2
+
i
6
T 3ǫ
(
c
2(n+ 1)
)3
+
1
24
T 4ǫ
(
c
2(n+ 1)
)4
+O((n+ 1)−5)
= 1− icTǫ
2(n+ 1)
− c
2T 2ǫ
8(n+ 1)2
+
6ic2Tǫ + ic
3T 3ǫ
48(n+ 1)3
+
24c3T 2ǫ + c
4T 4ǫ
384(n+ 1)4
+O((n + 1)−5) . (120)
Combining (118), (119) and (120) up to order (n+ 1)−2 gives
(n+ 1)2
ln
e−iTǫ(ln−n−1) = (n+ 1)− icTǫ
2
− 4c+ c
2T 2ǫ
8(n+ 1)
+O((n+ 1)−2) ,
(n+ 1)2lne
−iTǫ(ln−n−1) = (n+ 1)3 − icTǫ
2
(n+ 1)2 +
4c− cT 2ǫ
8
(n+ 1) +
−6ic2Tǫ + ic3T 3ǫ
48
+
c4T 4ǫ − 48c2
384(n+ 1)
+O((n + 1)−2) .
Inserting the first line into Equation (25) we find
ω
(∞)
2 ((t, x), (t
′, x)) = lim
ǫ→0+
∞∑
n=0
1
4π2a2
(
(n+ 1)− icTǫ
2
− 4c+ c
2T 2ǫ
8(n+ 1)
+O((n + 1)−2)
)
e−iTǫ(n+1) . (121)
The term O((n + 1)−2) is uniformly absolutely summable, even in the limit ǫ = 0, so it converges
uniformly to a continuous function,
lim
ǫ→0+
∞∑
n=0
1
4π2a2
(
(n+ 1)2
ln
e−iTǫ(ln−n−1) − (n+ 1) + icTǫ
2
+
4c+ c2T 2ǫ
8(n+ 1)
)
e−iTǫ(n+1)
= S1 +O(t − t′) ,
where we introduced
S1 :=
∞∑
n=0
1
4π2a2
(
(n+ 1)2
ln
− (n+ 1) + c
2(n+ 1)
)
. (122)
Similarly we find, using Equation (29),
∂t∂t′ω
(∞)
2 ((t, x), (t
′, x)) = lim
ǫ→0+
∞∑
n=0
1
4π2a4
(
(n+ 1)3 − icTǫ
2
(n+ 1)2 +
4c− cT 2ǫ
8
(n+ 1) +
−6ic2Tǫ + ic3T 3ǫ
48
+
c4T 4ǫ − 48c2
384(n+ 1)
+O((n + 1)−2)
)
e−iTǫ(n+1) (123)
where the term O((n+ 1)−2) now gives rise to the continuous function
lim
ǫ→0+
∞∑
n=0
1
4π2a4
(
(n+ 1)2lne
−iTǫ(ln−n−1) − (n+ 1)3 + icTǫ
2
(n+ 1)2 − 4c− cT
2
ǫ
8
(n+ 1)
−−6ic
2Tǫ − ic3T 3ǫ
48
− c
4T 4ǫ − 48c2
384(n+ 1)
)
e−iTǫ(n+1)
= S2 +O(t− t′) ,
25
with
S2 :=
∞∑
n=0
1
4π2a4
(
(n+ 1)2ln − (n+ 1)3 − c
2
(n+ 1) +
c2
8(n+ 1)
)
. (124)
To evalute the contributions in (121, 123) with higher orders of n+1 we introduce z := e−iTǫ , which
has |z| < 1 when ǫ > 0. By differentiating and integrating the geometric series we obtain
∞∑
n=0
zn+1 =
z
1− z
∞∑
n=0
1
n+ 1
zn+1 =
∫ z
0
1
1− wdw = − log(1− z)
∞∑
n=0
(n+ 1)zn+1 = z∂z
z
1− z =
z
(1 − z)2 (125)
∞∑
n=0
(n+ 1)2zn+1 = z∂z
z
(1− z)2 =
z(1 + z)
(1− z)3
∞∑
n=0
(n+ 1)3zn+1 = z∂z
z(1 + z)
(1− z)3 =
z(1 + 4z + z2)
(1− z)4 ,
where the logarithm has its branch cut along the negative real axis. When substituting z = e−iTǫ we
note that
log
(
1− e−iTǫ) = log(iTǫ) +O(Tǫ) = 1
2
log
(−T 2ǫ )+O(Tǫ) ,
because Re(iTǫ) > 0. Using the series in (125) we find
ω
(∞)
2 ((t, x), (t
′, x)) = lim
ǫ→0+
1
4π2a2
(
z
(1− z)2 −
icTǫ
2
z
1− z +
4c+ c2T 2ǫ
8
log(1 − z)
)
+ S1 +O(t − t′)
= lim
ǫ→0+
1
4π2a2
(
1
2 cos(Tǫ)− 2 −
icTǫ
2
1
eiTǫ − 1 +
4c+ c2T 2ǫ
8
log
(
1− e−iTǫ))
+ S1 +O(t− t′)
= lim
ǫ→0+
1
4π2a2
(−1
T 2ǫ
− 1
12
− c
2
+
c
4
log(−T 2ǫ ))
)
+ S1 +O(t − t′)
= lim
ǫ→0+
1
4π2a2
(−1
T 2ǫ
+
c
4
log(−T 2ǫ )
)
+
1
4π2a2
X1 +O(t− t′) , (126)
where
X1 := 4π
2a2S1 − 1
12
− c
2
= 4π2a2S1 − 1 + 6c
12
. (127)
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Similarly we find
∂t∂t′ω
(∞)
2 ((t, x), (t
′, x)) = lim
ǫ→0+
1
4π2a4
(
z(1 + 4z + z2)
(1− z)4 −
icTǫz(1 + z)
2(1− z)3 +
(4c− cT 2ǫ )z
8(1− z)2
+
(−6ic2Tǫ + ic3T 3ǫ )z
48(1− z) −
c4T 4ǫ − 48c2
384
log(1− z)
)
+ S2 +O(t − t′)
= lim
ǫ→0+
1
4π2a4
(
4 + 2 cos(Tǫ)
(2 cos(Tǫ)− 2)2 +
cTǫ sin(Tǫ)
(2 cos(Tǫ)− 2)2 +
(4c− cT 2ǫ )
16(cos(Tǫ)− 1)
+
(−6ic2Tǫ + ic3T 3ǫ )
48 (eiTǫ − 1) −
c4T 4ǫ − 48c2
384
log
(
1− e−iTǫ))+ S2 +O(t− t′)
= lim
ǫ→0+
1
4π2a4
(
6
T 4ǫ
+
1
120
+
c
T 2ǫ
− c
2T 2ǫ
+
c
12
− c
2
8
+
c2
16
log(−T 2ǫ )
)
+ S2 +O(t− t′)
= lim
ǫ→0+
1
4π2a4
(
6
T 4ǫ
+
c
2T 2ǫ
+
c2
16
log(−T 2ǫ )
)
+
1
4π2a4
X2 +O(t− t′) , (128)
where
X2 := 4π
2a4S2 +
1
120
+
c
12
− c
2
8
= 4π2a4S2 +
1 + 10c− 15c2
120
. (129)
Equations (126) and (128) equal (27) and (30) when we notice that the value of X1 in (28) is obtained
from (127) and (122) and the value of X2 in (31) is obtained from (129) and (124).
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