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Abstract
Quantum simulations are the use of well controlled many-body quantum systems to
simulate and solve other many-body quantum systems that are not understood. This
thesis describes theoretical proposals and experimental progress towards simulating
quantum spin Hamiltonians with trapped SSSr+ ions on microfabricated planar lat-
tice traps. These types of quantum simulations help solve exponentially complex
quantum systems, which are challenging to current classical computers. Porras and
Cirac's work has shown that off-resonance laser light couples the internal states of the
trapped ions with their external motional states; the external states of the ions are
coupled through their Coulomb repulsion. Therefore the internal states of ions can be
mapped to effective spin states and spin coupling is mediated by phonons. I propose
two simulation schemes for quantum spin Hamiltonians in two dimensions: the time
evolution of a spin state in a system of three ions with ferromagnetic interaction and
spin frustration in a triangle. To realize these proposals, I design and microfabricate
a hexagonal lattice trap and install it into an ultrahigh vacuum chamber. This thesis
also presents the construction of the experimental test apparatus for the trapped ion
quantum simulator, including the electronics, optics, and vacuum systems.
Thesis Supervisor: Isaac L. Chuang
Title: Associate Professor, Departments of Physics and EECS
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Chapter 1
Introduction
1.1 Motivation for Quantum Simulations
1.1.1 Challenge
There are many important unsolved problems in physical systems that exhibit many-
body quantum behavior. For example, the mechanism for high-temperature su-
perconductors is one of the major open questions in theoretical condensed matter
physics[Bon06]. These superconductors contain layers of copper-oxide planes, each
of which is a Mott insulator with long-range antiferromagnetic order of spins at low
temperature. But at high temperature and different cuprate density, the supercon-
ductor has several different phases and a complex phase diagram which are not well
understood. Other unsolved many-body quantum phenomena include the properties
and transitions in of superfluid condensates[GME+02b, GME+02a] and the electronic
energy levels in molecules[S096]. Therefore, understanding many-body quantum
physics is of great interest and importance to physicists.
Many theoretical models have been proposed to explain certain aspects of the
many-body quantum systems. Although these models are simplified versions of the
original complex problems, some of them are still too difficult to solve analytically
or numerically. This is because a quantum system is exponentially complex. For
example, a system of N two-level atoms requires 2 N coefficients to describe. A sys-
tem of 32 spin-1/2 particles therfore requires 232 = 1012 coefficients. A memory
sufficiently large to accurately store so many coefficients is arguably at the limit of
current classical computers[HR06]. However, many quantum systems contain many
more particles than 32. And although we can use approximation methods such as
density funtional theory and density matrix renormalization group methods to solve
large quantum many-body systems, we prefer to have exact solution methods because
approximative solution sometimes do not match experimental data.
1.1.2 Solution
One possible solution has been proposed by Feynman[Fey82] in 1982 and revisited by
Lloyd[Llo93] in 1993. Their idea is to simulate a complicated quantum system with
another well-understood and well-controlled quantum system. In recent years, many
atomic physics systems have been used to study condensed matter physics models.
For example, Cirac[PC04b, PC04a] and Milburn[BMM05] have separately mapped
trapped ions onto condensed matter paradigms in 2004. In addition, many theoretical
phenomena can now be simulated in atomic physics laboratories. The realizations of
superfluid Mott-insulator transitions[GP00] and nonlinear optical squeezing in Bose-
Einstein condensates are two illustrations[LL08].
Trapped ions are one of the physical implementations of quantum simulations
and quantum computation[HR06]. Ions are confined in free space by electromagnetic
fields[Pau90, Pau92]. Two electronic levels in the ions are selected as qubit states.
For an array of ions in an trap, their internal qubit states are coupled to their external
states through lasers light; their external motion is coupled through their Coulomb
repulsion[HR06, PC04b]. Then quantum algorithms and quantum simulation proce-
dures can be processed[HHR+05, CLS+04, RRH+04]. Compared to other implemen-
tations of quantum simulations and quantum computation, trapped ions have the
advantage of long lifetime, strong coupling, and easy scalability to arbitrarily large
numbers of qubits by shuttling ions in an array of ion traps[HRO6, HHR+05].
There are several groups that working on quantum simulations with trapped ions,
including Dana Berkeland et al.[LBC08, Ber06, VBB+06] at Los Alamos National
Laboratory, Kenneth Brown et al.[BCL+07] at the Georgia Institute of Technology,
and Christopher Monroe et al.[ZMDO6, HYH+08] at the University of Maryland.
Their main focus is simulations with 1-dimensional (1-D) array of ions. A natural
extension of 1-D simulations is 2-dimensional (2-D) ones. 2-D simulations can solve
many interesting problems including, for example, spin frustration in a triangle.
However, the extension from 1-D to 2-D quantum simulations is a chal-
lenge, because 1-D simulations are usually performed in linear traps that do not
support 2-D simulations. One novel solution is planar traps that confine ions
in 2-D. This thesis describes the work towards realizing 2-D quantum
simulations on planar traps. This work is a new contribution to the ion-trap
community.
1.2 Thesis Outline
To realize 2-D quantum simulations with ions, we need three main ingredients: a
trap that confines ions in 2-D, a suitable species of ions for qubits, and simulation
schemes. Chapters 2 to 4 are devoted to these topics.
Chapter 2 first presents a background of ion trapping. Section 2.1 provides the
mathematical description of ion motion in a trap. Section 2.2 explains the creation
and cooling of "SSr+ ions before trapping them.
Chapter 3 proposes two simulations of quantum spin models. Section 3.1 presents
the mathematical transformation that reveals the spin interaction among trapped
ions in the presence of laser forces and a global magnetic field. Section 3.2 examines
the simulation schemes with two ions in a linear trap. The following section extends
to three ions in a triangle on a planar lattice trap and proposes the simulations of
ferromagnetic interaction and spin frustration.
Chapter 4 describes lattice trap design and fabrication. After reviewing previous
experiments, section 4.1 presents two trap schemes, one of which is a copper mesh with
hexagonal lattice wells resting on top of a microfabricated support base. Section 4.2
contains the calculation results of trapping parameters and ion motional constants.
Sections 4.3 and 4.4 detail the fabrication of the support base and trap assembly.
Chapter 5 presents the experimental apparatus and the current progress. Section
5.1 describes the configuration of the vacuum chamber that hosts the trap. Section
5.2 and 5.3 then present the ultrahigh vacuum system for ion trapping and the optical
system for ion cooling.
Chapter 6 presents future directions, improvements of the setup, and the conclu-
sion.
The appendix contains two parts. Appendix A details an additional quantum sim-
ulation scheme - one that simulates the Bose-Hubbard model. Appendix B contains
the MATLAB scripts that predict the experimental observables in Chapter 3 and
scripts that draw hexagonal trap geometry and calculate experimental parameters in
Chapter 4.
1.3 Contributions to This Work
This work was performed in Professor Isaac Chuang's laboratory at the MIT Cen-
ter for Ultracold Atoms and Research Laboratory for Electronics. This project is
part of an ongoing, long-term effort to realize quantum simulations and quantum
computation in ion traps.
Under Professor Isaac Chuang and Rob Clark's encouragement and guidance, I re-
viewed several existing simulation schemes, including those proposed by Diego Porras
and Professor J. Ignacio Cirac[PC04b, PC04a, DPC08] at the Max Planck Institute
for Quantum Optics, and Dr. Dana Berkeland[Ber06, VBB+06] at Los Alamos Na-
tional Laboratory. I then proposed two new simulation schemes for quantum spin
models in Chapter 3 and one new scheme for the Bose-Hubbard model in Appendix
A. In lattice trap design, I came up with scheme 1 while Robert Clark, Yufei Ge,
and I collaboratively created scheme 2, which was then microfabricated and assem-
bled by Yufei Ge. Jarek Labaziewicz wrote the set of CPO simulation scripts for
computing the electrostatic potential. I wrote the input commands for drawing and
post-calculation scripts for analysis. While Robert Clark constructed the vacuum
system including the spherical octagon, I designed and built the optical system that
delivered laser light to the octagon center. Finally, after building a new oven and in-
stalling it along with the lattice trap to the vacuum chamber, I closed the system and
pumped it down to the target pressure under Robert Clark and David Leibrandt's
guidance.

Chapter 2
Trapping of 88Sr+ Ions
In order to utilize "SSr+ ions for quantum simulations, we first need to trap them
and manipulate them. An ion trap is an apparatus that produces a combination of
electric and/or magnetic fields to confine ions. The two most common types of ion
traps are the Penning trap[HRO6], which uses both the electric and magnetic fields,
and the Paul trap[Pau92], which uses the electric field only. Since their invention, ions
traps have found wide applications including mass spectroscopy[Mar97] and optical
clocks[HRWO7].
This chapter presents the background of trapping "8 Sr+ ions. First, section 2.1
explains the mathematical physics of trapping ions in Paul traps. This section details
the electric potential inside the trap and ion motions. The second part of this chapter,
section 2.2, describes the creation and cooling of "SSr+ ions. Specifically, the section
presents the photoionization of neutral "8Sr atoms, Doppler cooling, and resolved
sideband cooling of the "SSr+ ions to their motional ground state.
2.1 Principles of Ion Traps
Figure 2-1 shows the electrode configurations for two types of Paul traps[HRO6,
Pau92]. The ring Paul trap (Left) has azimuthal symmetry and the linear quadruple
Paul trap (Right) has symmetry along the z-axis. In the ring trap, the two hyper-
bolic shaped endcaps at (r, z) = (0, ±zo) are electrically grounded. The ring electrode
RND electrode r 
Z
RF electrodeRF electrode
EGNDE electrode
GND electrode RF electrode
DC electrode DC electrode
Figure 2-1: Left: A ring Paul trap with hyperbolic electrodes. The top and bottom
endcaps are electrically grounded while the ring electrode in the middle is supplied
with a sinusoidal RF voltage V = Vo cos(Qt). Right: A linear Paul trap with cylin-
drical electrodes. A pair of electrodes in oppositive side are electrically grounded; the
other pair of electrodes are supplied with a voltage V = Vo cos(Qt).
at (r, z) = (ro, 0) is connected to a sinusoidal radiofrequency (RF) source with voltage
V = Vo cos((Qt), where Vo is the RF voltage amplitude, and Q is the RF frequency.
In the linear trap, a pair of electrodes in oppositive side at (x, y) = (x 0o, 0) are elec-
trically grounded; the other pair of electrodes at (x, y) = (0, ±yo) are supplied with
the voltage V = Vo cos((Qt).
The trapping mechanism for the ring and linear Paul traps is the same. I will
focus on the ring trap because our lattice trap has a similar geometry. To find out
the ion motion inside the trap, we first compute the electrostatic potential inside the
cavity and then solve for the motion using Newton's second law.
2.1.1 Electric potential inside the ring Trap
In the first step, we solve the Laplace equation V 2V = 0 inside the cavity subjected
to the boundary conditions
(2.1)
V = Vocos(t) at (r/zo)2 _ (r/ro)2= 1 and = o os(Qt)at r 2 - Z/zo)2 .
In practice, the trap electrodes are not of the ideal hyperbolic shape. The boundary
conditions can then be relaxed to
V =0
V = Vo cos(Qt)
at (r, z) = (0, ±zo)
(r, z) = (ro, 0).
Since the trap has azimuthal symmetry, the potential has no 0 dependence, i.e. V =
V(r, z). The Laplace equation becomes
V2 V = 1k (rOV)OrDr Or}
02V
+ = 0.
Assume a generic form for the potential
V(r, z) = Cor 2 + C12 CTZ +2 r C3 + C4Z + C5,
(2.3)
(2.4)
we then have
V 2V(r, z) = 4co + 2cl + C2Z/r + C3/r = 0. (2.5)
Therefore, c2 = c3 = 0 and cl = -2co. In addition, we reason that c4
the trap has z-axis reflection symmetry. The potential becomes
= 0 because
V(r, z) = co(r 2 - 222) + C5. (2.6)
We can determine the two remaining unknown coefficients by using the boundary
condition Equation 2.2,
V(r = 0, z = ±zo) = 0 = -2cozo + c5 and (2.7)
V(r = ro, z = 0) = Vo cos(Qt) = cord + c5,
(r, z)= Vo cos(Qt)
dV(, z) = (r - 2z2 + 2z), (2.8)
and (2.2)
giving
with d2 = ro2 + 2z 2.
For an ion with mass m and charge Q, its motion can be described by Newton's
second law,
m =-Q V(r,z)= COs(t) . (2.9)
2.1.2 Ion motion: the secular approximation
In the secular approximation, we break down the total motion into a micromotion
and a secular motion: r = rse + rmicro and z = Zsec + zmicro. Equation 2.9 becomes[sec + imicro 2QVo  -Tsec - rmicro (2.10)
d 2 COS(t) (2.10)
ýsec + ýmicro md 2Zsec + 2 Zmicroj
We assume that the secular motion has a large amplitude but a slow frequency,
while the micromotion has a small amplitude but a fast frequency. Mathematically,
it means that rsec > rmicro, isec «< micro, and similar conditions for the motions
in the z-direction. Under these conditions, we ignore ýsec, zsec, rmicro, and Zmicro in
Equation 2.10 and obtain
ýmicro 2•d os(Qt) --rse(2.11)
zmicroJ md 2zsec
giving the solution
rmicro -2QV rsec
i 2d2 cos(t) (2.12)Zmicro mt2 0  -2Zsec
Substitute Equation 2.11 and Equation 2.12 into Equation 2.10, we obtain[sec 1 2QV0  2 Q rsec
mQd cos2 (Ct) (2.13)zsec o L4zsec
Assuming the secular frequency is much smaller than the RF frequency, i.e. w < Q,
we average the consine function over a period and yield an additional prefactor of
:t-"Co0IL0
0Do
n,
Time [10-6 sec]
Figure 2-2: Secular motion (dashed red line) and the sum of secular and micromotion
(solid blue line) for a trapped ion. For this plot, w/2r = 1 MHz and Q = 5w. The
amplitude of the micromotion is one third of the secular motion amplitude. The total
motion is more complex than the secular motion alone.
1/2,
S:sec
zsecj
1 (2QVo 2
2 mQd 2
rsec
4 ZsecJ
(2.14)
The solutions for the above equation are sinusoidal ones with frequencies
Z_ Q Vo
2 v/mQdo (2.15)
Figure 2-2 shows the motion of the ion as a function of time with w/27r = 1 MHz and
Q = 5w.
A useful quantity that characterizes the ion trap is the trap depth, which is defined
as the maximum kinetic energy an ion can have before running into the electrode, i.e.
QDZ= -mw2do2 (2.16)
where Dz is the depth in the z-direction. Here and throughout this thesis, the first
index in a double exponents represents the direction while the second index represents
the power. For example, Wz2 = (Wz) 2 in Equation 2.16. Using Equation 2.15 and
Equation 2.16, we obtain
QV2DZ= 2  (2.17)4m~2d2
The trap depth is on the order of 10 eV for RF voltage Vo = 300 V, frequency
Q/2r = 10 MHz, and do = 0.5 mm for 88Sr+ ions.
2.1.3 Ion motion: the full solution
Although the secular approximation gives useful information about the ion frequencies
and trap depth, some other properties of the trap, such as its stability, can only be
obtained from the full solution.
We first rearrange Equation 2.9 and define substitutions to make it dimensionless.
The equation is equivalent to
d2r 2QVo
- + cos(t) r = 0. (2.18)
After defining two dimensionless parameters,
Qt 4Q Vo
--- Q and q Q- 2d, (2.19)2 mQ2d0
Equation 2.18 becomes
d2r
d - 2q cos(217)r = 0. (2.20)
This is a standard Mathieu equation[AS72]. According to Floquet's theorem[MW66],
the solution to this equation can be written as
r(n) = Ael"l(i) + Be-"97(rT). (2.21)
where p is a complex number and A and B are coefficients determined by the initial
conditions. We are looking for a particular solution that is both stable and periodic.
This means that p is pure imaginary, p = iP/, and that O(rq) can be expanded in
Fourier's series with period 2Tr, we obtain
r(I) = A E C2nei(2n+0)+ B E3 Cz2-i(2n+~)?. (2.22)
n=--0- n=:-0o
After plugging in Equation 2.22 to Equation 2.10, the latter equation can be solved
recursively[McL47]. The results show that when q E [0, 0.908], the trap is stable.
2.2 Photoionization and Laser Cooling of 8 8Sr+ Ions
2.2.1 Photoionization of 88Sr atoms
There are several ways to create 88Sr+ ions. For example, ablating a strontium
titanium oxide crystal will create 88Sr+ ions along with other neutral and ionic
species[LCL+07]; electron beam collision with neutral 88Sr atoms evaporated from
an oven also generate ions[Ric06]. In this thesis, we choose to photoionize neutral
88Sr atoms evaporated from an oven. This method has several advantage over the
other two. Unlike laser ablation, photoionization creates ions only at the trap center
when the light intersects the jet of neutral 88Sr atoms. Photoionization thus limits
charged containments depositing on the electrodes and creating stray electric fields.
A photoionization laser beam is also more directional than an electron beam, giving
a high ion production efficiency. Furthermore, a laser beam is also easier to control
than an electron beam.
The photoionization of neutral 8` Sr atoms is a two-photon process[VCLBO6] (Fig-
ure 2-3). The first photon at 461 nm excites a neutral atom in the 5s2 state into the
5s5p state. The second photon at 405 nm excites the atom into an autoionizing state
that lies above the ionization energy. The atom then decays rapidly into the ground
state of 88Sr+. This scheme also allows the detection of neutral atoms by collecting
the 461 nm scattered light. In our setup, the 460 nm laser is a doubled Titanium
doped sapphire laser pumped by a 5 W green laser. The 405 nm light is produced by
an external cavity diode laser system.
r~9 im
5s5p 1Pi
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Figure 2-3: Energy level diagram for the photoionization of 88Sr atoms. The ground
state of the neutral atom is 5s 2 1S0 . A 461 nm laser light excites the atom to the
5s5p 1P1 state, which is subsequently promoted to the 5p2 1D2 state by a 405 nm
laser beam. The atom then autoionizes to the ion in 5s1 2S1 state. Figure reproduced
from[VCLB06].
2.2.2 Doppler cooling
Although the trap depth in our ion trap is much larger than the kinetic energy of the
free ions, i.e. Dz 1 1 eV = 10, 000 K > 300 K, we still need a mechanism to cool
down the ions before trapping them.
Doppler cooling is a technique that uses light to reduce the kinetic energy of
atoms and ions, and thus cool them to a very low temperature, on the order of micro-
Kevin[Foo04]. Since their realization in the 1970s, Doppler cooling techniques have
improved significantly and have led to numerous applications. For example, they have
allowed the manipulations of biological molecules[Ash70, Ash97]; they also have led
to the improvement of atomic clocks[HRO6, RHS+08]. In atomic physics, Doppler
cooling is usually the first step to cool atomic species. For example, Doppler cooling
followed by evaporative cooling is the pathway to achieve Bose-Einstein condensates
which occur at nano-Kevin temperature[CW01].
Doppler cooling of atoms works in the following way[CTDRG98]. Consider a
two-level atom with a ground state and an excited state separated by energy w;o in
frequency. A laser beam of photons of frequency w and wavevector k are incident upon
the atom. The laser light is red-detuned from the atomic transition with detuning
6 = wo - w > 0. Since the atom is moving with velocity v, the photons are Doppler
shifted to w - k - v in the rest frame of the atom. When the atom travels towards
the photons with the appropriate velocity, w - k - v = wo, it absorbs a photon.
Subsequently, the atom spontaneously emits a photon of frequency wo in an arbitrary
direction. The net result is that an energy quantum of h5 is taken out of the atom.
A repetition of this process leads to the cooling of the atom.
Doppler cooling of two-level atoms can also be understood from the principle of
momentum conservation[CTDRG98]. As an atom absorbs photons traveling in the
opposite direction, the atoms continuously reduce its momentum in quanta of hk.
Since the photons emitted by the atomic are isotropic and of the same frequency, the
average net change of momentum of the atom is zero. The net result of this process
is the reduction of the atom momentum.
Doppler cooling cannot reduce the atom temperature to arbitrary low value; the
cooling mechanism puts a limit on the temperature. The isotropic emission of photons
is a random walk process. Although the average change in momentum is zero, (Ap) =
0, the variation is not. Namely, (Ap2 ) #' 0. Detailed analysis[Mey01 shows that the
limit depends on the linewidth of the excited state, y. The Doppler cooling limit is
TD =2k (2.23)2kB
where kB is the Boltzmann constant.
2.2.3 88Sr+ energy levels
Figure 2-4 is a partial electronic energy diagram of an 88Sr+ ion. The ground state
of the ion has the electronic configuration of [Kr](5s)'. In Russell-Sanders coupling
scheme, the total electron spin is S = s = 1/2, the total electron angular momen-
tum is L = E 1 = 0, and the sum of the momentum J = L + S = 1/2. Therefore, the
term symbol for this state is 52S1/ 2. One of the excited state has an electronic con-
figuration of [Kr](5p)', giving L = 1. Fine structure coupling splits the energy level
into 52P 1/2 and 52P 3/2 states with the the 52P 1/2 state having lower energy. Another
excited state has an electronic configuration of [Ar](4s) 2(4p)6 (4d)9 (5s) 2, giving L = 2
2rn
1033 nm
5;2Sc
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Figure 2-4: A partial energy diagram of an 88Sr+ ion. The important transitions for
this thesis are: the 422 nm 52S1/2 +- 52P 1/2 transition used for both Doppler cooling
and ion detection; the 1092 nm transition to repump the ions from the metastable
42D3/2 state to the 52P 1/2 state; and the 674 nm 42D3/ 2 + 52S1/ 2 transition for
sideband cooling.
and splits the energy level into 42D3/ 2 and 42D5/ 2 states with the 42D3/ 2 state having
lower energy.
The 422 nm 52S1/ 2 -* 52P 1/2 transition is used for both Doppler cooling and
ion detection. As mentioned in subsection 2.2.2, this light must be red detuned. A
larger detuning allows a scattered photon to take out a larger energy quantum from
an ion; However, a large detuning reduces the probability that the ion absorbs the
photon because the photon is off resonance. We need to balance these two factors
when choosing the detuning. Our typical experimental frequency for the 422 nm
transition is w/27r = 710.96254 THz and 6/27r - 300 MHz red detuned. Upon being
excited to the 52P 1/2 state, the 88Sr+ ion will spontaneously emits an photon and
return to the 52S1/ 2 ground state within 7.9 ns on average. Either a CCD camera or
a photomultiplier tube collects the photons over a time scale of seconds.
The "Sr+ ions in the 52p1/ 2 excited state can also decay to the 42D3/2 state with
a probability of 1/14[RicO6]. However, the decay from the 42D3/2 state to the 52S1/2
state is electric dipole forbidden[Foo04], giving a long lifetime of 345 ms >> 7.9 ns.
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Figure 2-5: Schematic of resolved sideband cooling. The ground Ig) and excited states
le) are split in the dressed state picture into {ig, n)} and {je, n)} levels, respectively,
where n is the vibration quanta. Sideband cooling is the consecutive transitions of
Ig, n) - Ie, n - 1) -- Ig, n - 1) -- Je, n - 2) -- Ig, a - 2) ... with laser light of frequency
wo - Wsec; every time the ion is at state je, n), it spontaneously decays to ig, n) and
emits light with frequency wo. The example shown here starts at the state Ig, 2) and
ends at the state Ig, 0).
If the ions are only illuminated by the 422 nm laser beam, they will eventually all
end up in the 42D3/2 state, and the Doppler cooling will be ineffective. Therefore,
A 1092 nm laser beam is required to repump the ions from the 42D3/2 state to the
52P1/2 state. The experimental frequency for this transition is 274.58920 THz and
zero detuning, because this transition is not a Doppler cooling transition.
In many of the quantum simulation schemes proposed in Chapter 3, the 152S1/2, T)
and 152S1/2 , t) Zeeman states serve as the I T) and I) effective spin states, respec-
tively.
2.2.4 Resolved sideband cooling
After ions are cooled to their Doppler limit, they still have residual secular motion
because they are confined in the trap. In this situation, the trapped ion can be treated
to a good approximation as a quantum mechanical harmonic oscillator with frequency
Wsec [HR06]. Consider a two-level ion with a ground and an excited electronic state,
1g) and le), with energy spacing wo in frequency. In the picture of the ion dressed
1g, 2
|1g, 1
by phonons[CTDRG98, HR06], the two electronic states are split into many levels,
{jg, n)} and {je, n)} with nonzero integers n's denoting the phonon number. When
we illuminate the ion in state Ig, n) with a laser light of frequency wo - Wsec, the ion
will be excited to the le, n - 1) state and then spontaneously decays to the Ig, n - 1)
(Figure 2-5). Resolved sideband cooling is the repetition of this process to cool the
ions into their motional ground state Ig, 0) [DBIW89, TKK+00]. For multiple ions in
an array, the phonon frequencies are the normal mode frequency of the ensemble. In
most cases, we only concern about the normal mode with the lowest frequency, i.e.
the one with in-phase ion vibration.
In our ion traps, Wsec/27r r 1 MHz. To resolve the sidebands, we need to find a
transition with linewidth smaller than the secular frequency. The 674 nm transition
fits this criterion because its lifetime is 345 ms, corresponding to a linewidth of 7/2r =
2.90 Hz. However, this long lifetime also results in a slow le, n) -- Ig, n) decay rate,
therefore we also use the 1033 nm light to excite the ions from 42D5/2 state to the
52P3/ 2 and let the ion decay to the ground state. This decay pathway is much faster
than the decay from 42D5/2 state to the ground state.
2.3 Summary
A linear four-rod trap with a pair of opposite electrodes driven by RF voltage is
capable of trapping ions because a saddle potential is rotating at the RF frequency
with the ions at the center. Although the ions are confined inside the trap, they are
not stationary; they undergo quantized slow secular motion and fast micromotion.
To create ions, a two-photon scheme involving 461 nm and 405 nm light is used to
photoionize neutral "8 Sr atoms. The hot ions are then Doppler cooled by the 422 nm
2S1/ 2 _-2P 1/2 transition with the 1092 nm 2P 1/ 2 _+2D3/ 2 repump. After the ions form
an array, they are further sideband cooled to their motional ground state by the 674
nm 2S1/ 2 +-_2D5/ 2 transition.
Chapter 3
Quantum Simulations of Quantum
Spin Models
Constructing and testing quantum spin models are important research topics in con-
densed matter physics. For example, the phase diagrams of superconductors are
closely related to its spin configurations. Unlike water, which has a unique config-
uration at each phase, a superconductor has many spin configurations in its ground
state because it is a frustrated spin system[GPOO]. Spin frustration occurs when a
system cannot simultaneously minimize the interaction energies of its components.
A simple example is three spin-1/2 particles in an equilateral triangle. Each particle
has two spin states, I T) and 1), and favors anti-alignment with its neighbors: two
particles will assume antiparallel spin] T112) to minimize their energy (Figure 3-1).
However, regardless of the spin of the third particle, the system has the same en-
ergy, i.e. the states T1i12T3) and T11213) are degenerate. Spontaneous symmetry
breaking occurs when the system assumes one of the two configurations. One of the
frustrated spin models is a generalization of this example to a hexagonal lattice of
spins. The solutions of frustrated spin models, such as the phase boundaries and
spin character in each phase, are believed to give insight into understanding high-T,
superconductivity [NGB92].
One of the mathematical models for geometric spin frustration is the Ising Hamil-
3Figure 3-1: Spin frustration in a equilateral triangle with antiferromagnetic interac-
tion. Atoms 1 and 2 assume anti-parallel alignment to form the state I T112), reducing
their energy. However, regardless of the spin of atom 3, the system has the same total
energy. Namely, the states I T112T3) and I T12T3) are degenerate.
tonian,
HIsing - - 7Ji-i0j (3.1)
(i,j)
where Jij is the coupling constant and ai and aj are the Paul spin matrices for the ith
and jth spin, respectively. (i, j) denotes that the summation is performed over indices
i and j with i - j. If J > 0, the system would have lower energy when the spins
are parallelly aligned; the interaction is called a ferromagnetic interaction. If J < 0,
the system would have lower energy when the spins are antiparallelly aligned; the
interaction is called an antiferromagnetic interaction. Spin frustration only occurs in
the antiferromagnetic case with J < 0. For spin frustration with three atoms and
uniform coupling strength, the Hamiltonian becomes
Hsing -J(U 1C 2 + 01-3 + 0203) (3.2)
The Heisenberg model is a generalization of the Ising model with the a's re-
placed by the spin operators S's with more than two eigenvalues. Mathematically,
the Heisenberg Hamiltonian is
HHeise nberg = - ijsi Si (3.3)
(4,j)
The Ising and Heisenberg Hamiltonians not only can explain spin frustration;
they can also describe other phenomena such as spin waves, spin domains[GPOO], and
signal transduction along neurons[SBSBO6].
This chapter describes two quantum simulation schemes on the Ising Hamiltonian
with three ions in a triangle: the time evolution of the system with ferromagnetic
interaction and spin flip of the system with antiferromagnetic intreaction. Among
the three sections, I first review Porras and Cirac's proposal[PC04b] of realizing spin
Hamiltonian in linear traps and lattice traps (section 3.1) because their proposal is
the foundation of quantum spin simulations in lattice traps. Then I will use two
ions in a linear trap to illustrate the physical picture behind their theory and the
experimental demonstration of two-ion spin coupling in 1-D (section 3.2). Since our
goal is to extend the simulations to 2-D, I propose the two simulation experiments in
section 3.3.
3.1 Realization of Spin Hamiltonians
There are three three ingredients in Porras and Cirac's scheme[PC04b] to realize a spin
Hamiltonian: an array of ions coupled by their Coulomb repulsion, state-dependent
laser forces acting upon the ions, and a global magnetic field. Therefore, the total
Hamiltonian of the system is the sum of these three parts:
H = Hv + Hf + Hm, (3.4)
where Hv accounts for the collective ion vibration, Hf for the laser force, and Hm for
the magnetic field.
3.1.1 Collective ion motion
Consider a linear chain of N two-level ions, each with charge e and mass m, confined
along the z-direction in a linear Paul trap (Figure 2-1). The chain forms along the
z-direction because such a trap is steeper along the radial x and y-directions than
along the axial z-direction, i.e. w' = wY > wz, where w" is the secular frequency of
the trap in the a-direction.
In section 2.1, we show that each ion undergoes a harmonic secular motion with
frequency w', For the linear ion chain, each ion experiences an additional Coulomb
repulsion from other ions. Therefore, the system becomes a linear chain of coupled
oscillators. The vibration is longitudinal because w" = wy > wz. We want to find
the normal modes of the system.
Denote Hv as the Hamiltonian that describes the vibration of the ion chain,
a2  1 e2
Hv = + Z - m Zw 2 2 + Z _r (3.5)
a,i ai(i,)
where p9 is the momentum of the ith ion in the a direction, qf the displacement of
the ion from its equilibrium position, r = xi2 y+2 + and the sum is performed over
all direction and ions. Throughout this thesis, the analytic formulas are expressed in
the cgs unit; the numerical values for experiments are calculated in the MKS unit.
In the harmonic approximation, the Coulomb repulsion is Taylor expanded up to
quadratic terms. The justification for this expansion is the large inter-ionic distance:
the terms with higher 1/r power has negligible contribution to the Hamiltonian. After
the expansion,
Hv= Z • m E 1Cc q q (3.6)
a,i i
with fa2 & e2/m
= 
2 
- Ic -j -i zo-o Ii = (3.7)
e
2+c 
(2/m
Izoi-zoj, 13  i j.
where c,Y1 = 1, cZ = -2 and zoi is the equilibrium z-coordinate of the ith ion. These
coefficients are determined by the Paul trap electrode configuration[HR06]. The off-
diagonal terms in the IC indicate that the oscillators are coupled. The next step
is the diagonalization of the KI matrix and a unitary transformation to the normal
mode coordinates, namely qa = En Ui,'q". Since q can be written as a sum of the
creation and annihilation operators in quantum harmonic oscillators, we define at, a,
1 )>) IT) 2
I-rl/2
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Figure 3-2: A 425 nm 12S1/ 2, T) ~+ 12P1/2, I) off-resonance circularly polarized light
provides the optical dipole force. The force is state-dependent because the polariza-
tion only allows the transition between the two states indicated.
and M such that
q 2- in (ant + ac) (3.8)
n V2mwn/ h n
with i,j M" IC•,Mm = Wn2 6nm, i.e. M 'n is the unitary matrix that diagonalizes
IC.. Notice in Equation 3.8, n is the index for the normal modes, and i is the index
for individual ions. Equation 3.6 becomes
Hv= Zhwaa~ta (3.9)
a,n
which is the familiar harmonic oscillator Hamiltonian in quantum mechanics. Note
that the frequency is the normal mode frequency, w', not the frequency at an indi-
vidual site, w?. An important parameter for comparing the Coulomb repulsion and
the trap restoring strength is
a Icle 2 /wa2 Icle2
- / mwl 2  (3.10)d m a2dy1
where do is the mean distance in the z-direction between two nearest neighboring
ions. In the linear Paul trap, w, = wu >» w,, so Ox =PY < 1 < « .
3.1.2 Laser force and global magnetic field
When an off-resonance standing wave is applied to the ion chain, each ion feels a
dipole F' due to the spacial variation in laser intensity. To calculate such a force,
assume a two-level ion with energy spacing w0o in a laser field with position-dependent
intensity I(r), let 6 = wo - w be the laser detuning, and Orabi be the Rabi frequency,
with
d_-E(r) 1 2
Qrabi = dand I(r) = 2ceo E(r) ,  (3.11)h 2
where d is the transition dipole moment of the ion, E(r) the electric field at the ion
position, c the speed of light, and eo the permittivity of free space. The dipole force
is given by[CTDRG98]
F = hk7 (3I12)
2 1 + I/Io + (2 5/7) 2
where k is the light wavevector, y the linewidth of the excited state, and Io the
saturation intensity. In SSSr+ ions, the two levels we used are the 2S1/ 2 and 2P 1/2
states. Each of the two levels have two spin states. Remember that the states
12S1/ 2, T) and 12S1/ 2, 1) are our qubit states. To create a state-dependent force, we use
circularly polarized light (Figure 3-2). We model the interaction Hamiltonian as
Hf = -2 Foqil Tc)(Tc 1. (3.13)
ai
In the normal mode coordinate with Equation 3.8,
Hf = - Fa "" (at + a")(1 + a~), (3.14)
Qi,n V2mwLc/h
where aou is the Pauli spin matrix of the ith ion for the a-direction.
We also apply a global magnetic field B to the ion chain. The Hamiltonian for
the Zeeman splitting is
Hm = BOa4 ,  (3.15)
iwhere B isthe global magnetic field.
where B is the global magnetic field.
The total Hamiltonian is therefore the sum of the ion collective vibration, laser-ion
interaction, and Zeeman splitting, namely,
H = Hv+ Hf + Hm
= Z iwaaataa -Qn n
a,n
Z ZlFa i,n (aat
O Vmw9/h
3.1.3 Transformation to spin-spin interaction
The Hamiltonian in Equation 3.16 does not appear to contain any spin-spin interac-
tion. However, when we define
with ,- " V 2mw F, (3.17)
the canonical unitary transformation e- s Hes reveals the spin-spin interactions in the
Hamiltonian.
The derivation starts by defining a superoperator L with action £(H) - [H,S]
and realizing that e- sHes = e'H. We then apply the superoperator to each term of
the Hamiltonian. We first note the mathematical identity
[at +a, at - a] = [at, a] + [a, at] = 2. (3.18)
This is similar to the uncertainty principle [x, p] = ih because x oc at+a and p oc at-a.
We thus calculate the transformation of Hv.
L(Hv) = [Hv, S] = E hwj,n(1 + a' )[an an, a t - a']
a,i,n
(3.19)= E hw~,(1 + o-)(aCt + aa)S ninOL,i,nE
(3.16)+ dac)(1 + Of) Y+ B° .
a'i
E i ,n (at - ac) (1 + aU)
C2(Hv)/2! = [[H, S], S]/2! = Win,?,nc,(1 + o (1 + ) [atc + a, at - an]/2
a,i,j,n
= L Wfn?n 71,n (l + J )(1 + ja)
,,,,n 3,n
='J~ E -ýM 2 i-""-n + a)X a)
(3.20)
and higher order terms vanish, i.e. £"(Hv) = 0 for n > 2. Next, we calculate the
transformation of Hf,
2-mw a/h
Fmw2
a,i,3,n n
1 + o)(1 + ao) [a +at  , aCt - a_]
+ Uio)(1 + Cr),
(3.21)
and higher order terms vanish.
Finally, putting all the pieces together,
eCH = eCHv + e'Hv + eLHm
= [HV + I(H) + £2(Hv)/2!] + [Hf + C(Hf)]
It is easy to observe that £(Hv) + Hf = 0 and that
L 2 (Hv)/2 + L(Hf) = £(Hf)/2
Fa2
E.. 2m A l (I,- •, + Ol)(1 + a)
c 2mw, 2 ,,n
a,i,i,n n
a,i,j,n
2mw" 2  in ,n 2 3n
Fa2SmWa2 at
and
,1(Hf) = [Hf, S] = -
oQ,i,j,n
+ [Hm] (3.22)
(3.23)
-E
a,i,n
Fa2
mw•2 "
Therefore, the transformation gives
e-SHes = e'H = Hv+ H+ H + Hr
- Srhu at a + Jij 5  cor +Z B'aa + Hr, (3.24)
a,n a,i,j a,i
where
i,n ,n(3.25)
and B'0 = Ba + •- F, 2/mw,, 2. Hr describes the residual coupling between the spins
and the vibrational mode. For small displacement, qic,n < 1 and Hr < Hs, thus it
can be ignored. For the case of /3 < 1,
c•Fa2e2g J = (3.26)i =m2La4do3
In the linear Paul trap case, w, = wy >» wz, so 3X = PY < 1 < 3 Z .
The underlying mechanism for spin-spin coupling is the phonon-assisted spin flips.
Imagine a case of two ions both feeling the state-dependent laser force. A free body
diagram for each ion shows that the trap potential, laser force, and Coulomb repulsion
balance each other. When one of the ions flips its spin, it no longer experiences the
state-dependent force and starts to oscillate. Since the other ion is coupled to this
ion through their Coulomb repulsion, the other ion starts to oscillate as well - this is
a collective motion with serval phonons. The oscillation of the second ion combined
with the laser force on it leads to its spin flip.
The above physical interpretation can be put into mathematical form to show that
it matches the canonical transformation result. Consider a radial mode with a = x in
Equation 3.14. We write ai = a'+ + - where <a+ and ua- are the raising and lower
operators of spins in the z-direction. We then apply the rotating wave approximation
(i.e. drop energy nonconserving terms axt u + and a'a-) to obtain
Hf = -- ' F•/h (axYof - + )  (3.27)
a,i,n n2m~wt
axtu(- represents the ith ion's spin flip from I T) to I ) and a simultaneous creation of
a phonon of frequency wx; aaz+ represents an annihilation of a phonon of frequency
wX and a simultaneous spin flip from 1) to ). Thus the ions in the chain have
spin-spin interaction mediated by phonons. The coupling strength can be estimated
by second-order perturbation theory:
I(Tj, n = O|anu]j lj, n= 1)(Ji,n= I atz- I Ti, n=1)I
energy uncertainty
F Xx2mw~ /h) (Fx hw
S2mwx2  ,n ,n, (3.28)
which agrees with the definition of Jix/2 in Equation 3.24. In the case of i = j,
Equation 3.28 reduces to Fx 2/mw x2, which is the offset added to Bx.
Finally, to obtain the Ising and Heisenberg Hamiltonians, Porras and Cirac pro-
pose applying lasers to produce dipole forces in one or two directions to simulate the
quantum spin models. If a force is applied along the x-direction and a magnetic field
with strength Bz is applied along the z-direction, we obtain the Ising model
HIsing_= Jf x. (3.29)+- 3 -2, E +  BZ" 
(i,j) i
If two laser forces are applied along the radial directions, we obtain a Heisenberg-like
Hamiltonian that couples two components of the spins:
HXY - I Ejx + Jj oyu) + Bzu . (3.30)
(i~j)i
3.2 Spin-spin Interaction between Two Ions
To better understand the Hamiltonian before (Equation 3.16) and after the transfor-
mation (Equation 3.24), I present here the case of two ions in a linear trap along the
z-axis.
3.2.1 Physical picture
In analyzing the collective ion motion, we notice that there are two normal modes
because there are two ions. One mode is the in-phase vibration of the two ions with
frequency w1 = wz; the other mode is the out-of-phase vibration of the two ions with
frequency w2 = v/w z . The Hamiltonian for the collective ion motion is therefore
2
Hv= : hw,a~an. (3.31)
n=l
When we shine the ions with circularly polarized laser light along the z-axis far
detuned from the 2S1/ 2 ÷+-2 p1/ 2 transition, only one of the ground spin states experi-
ences the laser dipole force - let it be the state I T) = 12S1/2, T). The Hamiltonian for
the laser force is then
2
Hf= Fxz T) ((T• . (3.32)
i=1
Finally, a global external magnetic field along the x-direction gives the Hamilto-
nian
2
Hm = Bxucy. (3.33)
i=1
The overall pre-transformed Hamiltonian becomes
2 2 2
H = Hv + Hf + Hm = hwwa a + Fxj Ti) (T + Bxoa. (3.34)
n=1 i=1 i=1
The overall post-transformed Hamiltonian is
2 2 2
e-SHeS = kwat an + JZajof + Bz*cZ + Bxc. (3.35)
n=1 i=1 i=1
with Bz* > Jz. To show the two forms of Hamiltonian are equivalent, we need to
show the underlined terms give the same energy diagram.
In the pre-transformation picture with laser force F, if both ions have down spin,
the system is in the I tt) state. Neither one of the ions is pulled apart from the other
kLX
Figure 3-3: Left: Laser orientation. A far off-resonance laser beams propagate along
the z-direction, giving rise to state-dependent laser force F along the x-direction and
Hamiltonian Fxz Ti) (t I for ion i = 1, 2. Right: Energy diagram for all four possible
spin states. Both the pre-transformation and post-transformation pictures give the
same diagram that the state I ) t has higher energy than the states I T) and IT),
which in term have higher energy than the state I T).
ion by the laser force. If one of the ions has up spin, it would be pulled by the laser
force away from the other ion, reducing the total energy. Therefore, the TI) and
|I I,) states have lower energy than the 1 11) state. In the last scenario with both ions
having up spin, they are pulled apart by the laser force, and their Coulomb repulsion
is reduced. Therefore, the state I TT) has the lowest energy. A qualitative energy
diagram is presented in Figure 3-3.
In the post-transformation picture with spin coupling JZ and induced magnetic
field Bz*, the I 11) state is stabilized by the ferromagnetic interaction but destabilized
by the magnetic field, so it has an energy of - jzJ + 2Bz*. the I T1) and I 1) states
are destabilized by the ferromagnetic interaction only, so they have an energy of IJzI.
Finally, the I TT) state is stabilized by both the ferromagnetic interaction and the
magnetic field, so it has the lowest energy of -IJfz - 2Bz*. Therefore, we see that
the energy diagram (Figure 3-3) given by the pre-transformed and post-transformed
Hamiltonian is the same.
The transformation gives rise to an undesired extra Zeeman term Ei=1 BZ* - . To
achieve the Ising model, we need to compensate this term by an external magnetic
field opposite to BZ* with the same magnitude. This compensation magnetic field is
not to be confused with the global magnetic field along the x-direction, which is part
L'-'-• 
X
- ) -IJZI + 2BZ*
) It)> +lJI
I TT) -IJzl - 2BZ*
I IT) ITI)L +1jZj
I TT) 1$$) -IJZI
Figure 3-4: Energy diagram after compensating Bz* from the transformation. The
energy levels are determined by the spin coupling JZ alone. The I TI) and I IT) states
have higher energy than the I TT) and I 11) states due to ferromagnetic interaction,
i.e. Jz > 0.
of the Ising Hamiltonian and is crucial for phase transition. The energy diagram after
compensating Bz* is shown in Figure 3-4. Now the energy levels are determined by
the spin coupling | Jz alone.
3.2.2 Berkeland's proposed experiment
Dana Berkeland's group at Los Alamos National Laboratory proposes to simulate the
Ising model with two trapped "8 Sr+ ions in a linear Paul trap[Ber06]. The trap depth
is about 25 eV. The harmonic potential has wx,Y/27r e 2 MHz and wz/27r 100 kHz,
giving an ion spacing of about 20 pm. The 88Sr+ ions are created by photoionizing
neutral 88Sr atoms that are evaporated from an oven. In an external magnetic field,
the two 2S1/ 2 Zeeman levels are the spin states in the Ising model. A 10 mW/(10 Ipm) 2
425 nm 2S1/ 2 +_+2P1/ 2 off-resonance circular polarized beam along the z-direction
supplies the state-dependent force. The circularly polarized beam creates a large AC
stark shift for one of the spin states. With the above experimental parameter, the spin
coupling is calculated to be JZ/27r = 2.6 kHz (section B.1). A counterpropagating
beam derived from the same laser with the same intensity but opposite polarization
is used to balance the shift.
The experimental procedure is the following[VBB+06]: First, both ions are side-
band cooled using the 2S1/ 2 +-_2D5/ 2 transition to their motional ground state with
average phonon number ii < 1. The parallel spin state I TI) is initialized. Then
(oZ)
t
Figure 3-5: Numerical calculation of (az) vs. time t for two Sr+ ions in a linear trap
with B f J _ -1.3 kHz and the average phonon number fi labeled. The black curve
is the exact theoretical prediction by the Ising model. The red curve with i = 1
agrees with the exact solution well. However, the other two curves with fi = 1, 3 show
significant deviation from the exact solution. This plot shows that the array of ions
need to be cooled to their motional ground state for a simulation with high fidelity.
Figure taken from [Ber06].
a magnetic field along the x-direction is introduced. The counterpropagating circu-
larly polarized beams along the axial direction are turned on to induce ferromagnetic
coupling between the ions. In the readout step, one of the beams is turned off, so
one of the spin states, say 1 ), experiences a larger AC Stark shift (on the order of
MHz) than the other one. A 674 nm laser beam is used to shelve the I T) ions to
2D5/2 states. Finally, 422 nm light is sent to detect the I j) ions. There will be no
scattering if the ions are in the 2D5/2 state.
The time evolution of the system is the following. The state starts at I ff). The
magnetic field favors the spins aligning along the x-direction, and thus it transforms
the system into a cat state of I TT)+ I 1). The ferromagnetic coupling evolves the sys-
tem into a I ) state. Therefore the normalized global spin (az)/2 oscillates between
1 and -1. Figure 3-5 shows the numerical simulation with BX/2r f -JZ/2w . 1.3
kHz. It shows that the ions need to be cooled to near their motional ground state for
a high-fidelity simulation.
3.3 Simulation of Three Spins in a Triangle
A natural extension of the 1-D simulations is the 2-D simulations. Because a triangle
is the 2-D geometry that has the minimum number of vertices, we are interested
in 2-D simulations with three ions in an equilateral triangle. I propose two spin
model experiments: one is the time evolution of a spin state with ferromagnetic
interaction, and the other one is spin frustration with antiferromagnetic interaction.
The first one serves as a direct extension of the experiment of two ions in a line; it
demonstrates the effect of spin coupling between neighboring ions in 2-D. The second
proposal illustrates an interesting physics of spin coupling competition. In each of
my proposals, I first present the experimental procedures and then show the expected
results.
3.3.1 Time evolution with ferromagnetic interaction
In this experiment, we measure the time evolution of the spin states in the Ising
Hamiltonian
3 3
H =- JZ ozZ + Bxo (3.36)
(i,j)=1 i=1
with different JZ/B' ratio. The experimental procedures are the following:
1. Load three ions in a triangle in a hexagonal lattice trap. Remove unwanted ions
in the neighboring wells.
2. Doppler cool the ions using the 2S1/2 ++2P1/2 transition. Further cool to the
phonon ground state through resolved sideband cooling using the 2S1/ 2 +_ 2D5 /2
transition. Apply a magnetic field with magnitude BZ in the z-direction and
initialize the state TTT). Bz is the compensation magnetic field mentioned in
section 3.2.
3. Address each ion with off-resonance laser light along the z-direction, inducing
ferromagnetic interaction with Jz > 0.
4. Adiabatically turn on Bx until a target JZ/Bx ratio is reached.
5. After a time delay T, measure the global fluorescence using the 422 nm 2S1/2 +-_2P1/ 2
transition after shelving ions in the 12S1/ 2, I) state to the 12D1/ 2) state.
The ferromagnetic coupling with strength Jz tends to keep the spins in parallel;
while the magnetic field with strength Bx tends to flip the spin because ax is a
combination of raising and lowering operators, i.e. X = + + o-. Therefore, we
expect different behavior for different JZ/BX ratio. In the limiting case of Jz > B',
the exchange between the I ITT) and I j1t) states is slow because B' is too weak to
flip the spins; Figure 3-6 top left shows this slow probability change for theI TT)
and I ti1) states with JZ/2wr = 2Bx/27r = 2 kHz. Figure 3-6 top right shows the
case with Jz/27r = BX/27r = 1 kHz; the exchange rate increases. In the other limiting
case of Jz < Br, the exchange between the ITT) and I t11) states is fast, as shown
in Figure 3-6 bottom right.
3.3.2 Spin frustration
We want to simulate the Ising model spin frustration in a triangle with Jz < 0. The
experimental procedure is outlined below
1. Initiate the system in the state I ITT) using the procedure mentioned in the
previous section.
2. Adiabatically turn on an antiferromagnetic interaction between ions with Jz <
0.
3. Turn on B" adiabatically. Increase BX from B• << J to B >> JZ
4. For each B' value, measure (oz) through global fluorescence.
In the limiting case of Jz > Bx, two of the three ions will have up spins while
the remaining one has down spin, therefore (jz) = 1. In the other limiting case
of Jz < Bx, all three ions will have spin pointing along the x-direction, therefore
(az) = 0. Figure 3-7 shows the decrease of (az) as Bx/Jz increases.
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Figure 3-6: Numerical calculation of state probability vs. time t. The blue solid curve
is for the state I TTT) and the red dashed curve is for the state 1I11). The system
is prepared in the IT TT) state. The top left plot shows the time evolution of states
with JZ/27 = 2BX/27 = 2 kHz; the top right plot shows the time evolution of states
with JZ/27 = BX/2- = 1 kHz; the bottom left plot shows the time evolution of
states with JZ27r = 0.4Bx2w = 0.4 kHz. The plots show that as JZ/BX decreases, the
spin exchange rate among ions increases. The MATLAB script for computation and
plotting is presented in section B.2.
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Figure 3-7: The decrease of global (az) as we increase BI/JZ in spin frustration with
antiferromagnetic spin coupling JZ < 0. In this plot J/2w7 = 1 kHz. The MATLAB
script for compoutation and plotting is presented in section B.3.
The experiment can be generalized to many ions in a 2-D hexagonal lattice trap.
A magnetic field in the z-direction aligns all spins in parallel. Then an array of
laser beams, each with the same frequency and propagating along the z-direction,
are applied to the ions to induce neareast-neighbor coupling with strength JZ. As JP
increases to surpass Bx, a phase transition occurs from paramagnetism to antiferro-
magnetism phases. This experiment can be used to characterize Neel temperature
and fluctuations near the transition point[GP00].
3.4 Summary
This chapter has reviewed Porras and Cirac's proposal of realizing spin models with
trapped ions, laser forces, and magnetic fields. The spin-spin interaction is phonon-
mediated. The chapter has also outlined two simulation experiments. One is the time
evolution of the I TT) and 111) states with ferromagnetic interaction and Jz/BX
ratio of 2, 1, and 0.4, showing an increase in spin flip rate. The other is the decrease
of global (rz) in spin frustration with an increase in the Bl/Jz ratio. Appendix A
presents quantum simulations on the Bose-Hubbard models.
Chapter 4
Lattice Ion Trap Design and
Fabrication
We have examined two of the three ingredients for quantum simulation: the SSSr+
ions as qubits in chapter 2 and the simulation schemes in chapter 3. The last major
challenge is creating the geometry of three ions in an equilateral triangle. A hexagonal
lattice trap is a solution. A lattice trap is a planar electrode trap with arrays of trap
wells; each well holds an ion. The lattice trap has the advantage of fixed well-well
distance and thus ion-ion distance. It is set during the fabrication process.
The creation of the lattice traps is a multistep process. It can be broken down into
two parts - design and fabrication. First, section 4.1 presents two design schemes, one
of which is a Cu mesh resting above support structure. Then section 4.2 details the
Charged Particle Optics (CPO) calculation of the scheme to obtain trap properties
and optimal operation parameters. In the fabrication stage, section 4.3 describes the
microfabrication of the support base; section 4.4 presents the assembly of the Cu
mesh and the support base.
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Ion Cloud in Lattice Trap
x-y compensation electrodes
Figure 4-1: Left: A square lattice trap with 6 x 6 circular wells with diamter 1.14
mm and spacing between neighboring wells 1.64 mm. The RF electrode is mounted
on top of a CPGA. The purposes for the wires on the traps are labeled. Right: An
crystal of 8Sr+ ions trapped at the center of a well with a lifetime of the order of 15
min. Both figures taken from [LCBC08].
4.1 Lattice Trap Design
4.1.1 Previous experiment
Tongyan Lin, Robert Clark, and Kenneth Brown have demonstrated ion trapping
in a 2-D lattice ion trap[LCBC08J. The trap consisted of a 6 x 6 square lattice of
ciruclar wells. The well diameter was 1.14 mm and the spacing between the centers
of the neighboring wells was 1.64 mm. The RF electrode was mounted 1 mm above
a grounded gold electrode on a Ceramic Pin Grid Array (CPGA)[LCBC08]. The
spacers that separate the RF and ground electrodes were glass slide pieces. The trap
was positioned inside a vacuum chamber with a pressure of 7 x 10-10 torr and supplied
with a RF voltage of 300 V at Q/27 = 7.7 MHz. The 88Sr+ ions were created by
photoionizing the neutral atoms evaporated from a resistive oven. The ions were
subsequently cooled by the 422 nm and 1092 nm light and trapped inside the wells.
An ion crystal with a lifetime of 0(15 min) was observed in the trap.
In addition to trapping ion crystals in this lattice trap, they also measured the
Coulomb coupling between macroions, which were charged mirospheres. In this ex-
periment, they created macroions with electrospray and transported them to the
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planar lattice trap via a four-rod Paul trap. This experiment was performed at 1 torr
rather than ultrahigh vacuum (UHV) because high pressure helped damp the trapped
species. With a RF frequency of Q/2r = 1 kHz and voltage of 250 V, they trapped
single macroions in two neighboring wells and observed their displacement from trap
centers due to Coulomb repulsion.
These two experiments demonstrate the feasibility of trapping atomic ions in pla-
nar lattice traps and observing their Coulomb repulsion. To achieve this goal experi-
mentally, we need to have lattice spacing much smaller than 1.64 mm in the previous
experiment. From Equation 3.26, the spin-spin coupling rate is
e2F2J = 2  (4.1)
m2w4d '
where e is the electric charge, F the laser force on the ions, m the mass of a SSSr+ ion,
w the secular frequency, and do the spacing between two neighboring ions. Consider a
lattice trap with 250 pm lattice well spacing and 40 pm RF and ground electrode sep-
aration; we estimate the secular frequency to be about w/27r = 1.46 MHz (Table 4.1).
To achieve a spin coupling of J/27 = 200 Hz, we need to focus a 500 mW 425 nm
off-resonance laser beam to a spot radius of 5 pm. This high power density might not
be realistic in comparison to Dana Berkeland's proposal of 10 mW light focused onto
a 10 pm-radius spot for her experiment [Ber06]. We need such a high power intensity
because our trap is much steeper than Dana Berkeland's trap with w/27r ~ 100 kHz.
The Lamb-Dicke factor for our experiment is k(h/mw) 1/2 = 0.13 < 1, where k is the
wavevector of the laser light, so we are in the Lamb-Dicke regime. The calculation is
presented in section B.1.
4.1.2 Design scheme
The 0(100 spm) spacing length scale mentioned in the previous section requires mi-
crofabrication of traps. The overall design of the trap is the following. A microfab-
ricated trap chip, of dimension 10 mm x 10 mm, is glued onto a Ceramic Pin Grid
Array (CPGA). A CPGA has two sides. The top side is mostly flat, while the bottom
Figure 4-2: Top and bottom sides of Ceramic Pin Grid Arrays (CPGA). The top
side contains a square gold-coated platform with pads surronding it on all four edges.
Each pad is connected to a pin on the bottom of the CPGA. The CPGA sits on a
socket (not shown). The particular CPGA we used has 100 pads and pins. Figure
taken from Global Chip Materials0 .
side contains 100 pins (Figure 4-2). For the CPGA used in this experiment, its top
side contains a flat gold-coated square platform. Surrounding the platform are 100
small pads, with 25 pads on each side. Each pad is connected to a unique pin on the
bottom side of the CPGA. The electrodes on the trap chip will be connected to the
CPGA pads via wirebonds. The CPGA sits on a CPGA socket board. The socket
board has arrays of holes that match the CPGA pins. The pins in use sit inside the
metal sockets in the corresponding holes. The sockets are attached to wires that lead
to the outside of the vacuum chamber.
In designing the trap chips, two issues require special attention. One is avoiding
obstacles along the laser beam paths; the other is compensation of stray electric fields.
To solve the first problem, each electrode should extend to a pad near the edge of
the chip and thus close to the CPGA pads. The wirebonds that connect the pads on
the chip and those on the CPGA are therefore short enough to avoid any interference
with laser beams. The second problem of stray field arises because there might be
accumulation of ions adhered to the trap surface. Because the accumulation locations
are unknown, the electric fields produced by these ions are not predictable. However,
such stray fields do have effects on the ions - they displace the ions from the trap
10 mm
Figure 4-3: Trap design scheme 1. Left: A square lattice trap with a 7 x 7 array
of circular wells in the middle. The RF electrode has two connection pads on the
top section of the chip and two pads on the bottom section. There are also two DC
compensation electrodes on each side of the square. Right: A hexagon lattice trap
with an array of circular wells in honeycomb pattern in the middle. The RF electrode
and the DC compensation electrodes are similar to those on the square lattice trap.
Each trap chip has a dimension of 10 mm x 10 mm.
equilibrium and cause heating in an ion cloud. Therefore, they must be compensated.
Two trap schemes are used in this thesis work. In scheme 1, the entire trap is
microfabricated. Figure 4-3 shows a square lattice trap and a hexagonal lattice trap.
Take the square lattice trap for example. The 7 x 7 black circular holes at the center
are the lattice wells. The spacing between neighboring well centers should be about
100 pm. The white area surrounding the holes represents a RF electrode. The RF
electrode connects to two square pads at the top section and two at the bottom. These
four pads are used for wirebonding the RF electrode to the CPGA. In addition, there
are eight electrodes, two on each side of the square for compensating stray field with
DC voltage.
In scheme 2, a copper (Cu) mesh is wirebonded onto a microfabricated base to
form the trap. The Cu mesh is fabricated by Electron Microscopy Science® for
electron microscopy. Each mesh (Figure 4-4 Left) has 3.05 mm diameter and 18 pm
thickness[Ele07]. Within the outmost rim are arrays of squares or hexagons. The
meshes come with various pitch, hole, and bar sizes (Figure 4-4 Right). In this
experiment, we use a G100H-Cu mesh, which contains 100 hexagonal wells. The
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Figure 4-4: Left: Copper meshes fabricated for electron microscopy by Electron
Microscopy Sciences®. Each mesh consists of an outer rim and an inner arrays of
wells in either square or hexagonal shape. Different meshes have different well sizes
and spacings. Right: Manufacture definitions of pitch, hole, and bar.
copper mesh will be sitting on four posts of a wafer base.
4.2 CPO Calculation of the Hexagonal Lattice Trap
4.2.1 Calculation flow
Before fabricating the actual lattice trap, we want to use computers to calculate some
of its properties such as trap depth, ion height above the surface, secular frequency,
etc. We use Charged Particle Optics (CPO) programs for this calculation[Or197].
The program takes in the trap geometry and the corresponding applied voltages and
outputs the electrostatic potential around the trap. From the electrostatic potential
we can calculate the pseudopotential for the trapped ions.
CPO uses the Boundary Element Method (BEM) to compute the electrostatic
potential for a system of conducting electrodes[WA02]. The method relies on the
following principle. For a given set of voltages applied to the electrodes, a charge
distribution appears on the surfaces of the electrodes. These surface charges are then
the sources of all the potentials and fields in the system. The key of the solution is
to compute the surface charges for a given boundary condition.
The CPO computation procedure is the following. CPO first triangulates the
given electrodes into small segments. The charge distribution on each segment is
taken to be uniform, with the assumption that each segment is small enough that
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Figure 4-5: MATLAB drawing of the hexagonal lattice trap with 250 pm pitch,
215 pm hole, and 35 pm bar width. The RF lattice plate is composed of arrays of
hexagonal well electrodes. Below the RF lattice plate is the ground plate. In this
particular calculation, the ground plate is 40 pm below the RF electrode plane.
the charge density variation can be neglected. The problem now becomes, what is
the charge Qi on the ith segment when it has an applied voltage Vi. In CPO, this
problem is solved in the reverse direction. Vi has contribution from all the segments,
Vi = Ej QiPi(rj), where Pi(rj) = 1/Iri - rjI. By solving this set of linearly coupled
equations, the set of charge {Qi} is determined. Then the electrostatic potential at
every point in the system is computed by Coulomb's law.
The overall computation procedure for the hexagonal lattice trap is the following.
First, the commands for drawing the trap geometry is written in the Logo computer
language[Uni93]. MATLAB scripts then take it as input, draw the 3D geometry
and input to CPO. CPO outputs the electrostatic potential at every point in the
region requested by the user. A post-calculation analysis script computes trapping
parameters and ion motional parameters from the CPO output.
4.2.2 Calculation results
Figure 4-5 shows the MATLAB drawing of the hexagonal lattice trap with 250 pm
pitch, 215 pm hole, and 35 pm bar width. The RF electrode is an array of hexagonal
well packed in a honeycomb fashion. The Logo drawing script for a single well is
presented in section B.4. The ground electrode is located 40 pm below the RF
electrode.
Figure 4-6 shows the potentials along different axes of a hexagonal well for RF
frequency 18 MHz, voltage 300 V, and q = 0.6. The potentials along the x- and
z-direction are plotted with respect to the well center. Both potentials behave like
harmonic ones. The two surfaces are almost identical, with difference only visible at
60 pm away from the trap center. This indicates that the potential is isotropic along
the plane of the trap around the well center. The potential along the y-direction
is very different. It increases rapidly towards the RF electrode but slowly from the
trap minimum away from the RF electrode. The reason for this behavior is that the
ground plate below the RF electrode is much closer than the ground potential above
the RF electrode, which can be viewed at an infinite distance above. This anisotropy
can also be seen from the isosurface plot at the bottom right of Figure 4-6. The
isosurface lines are dense below the trap minimum and above the RF electrode; while
some of the lines above the trap minimum are open, indicating that the ions are more
likely to escape the trap in the upwards direction.
Figure 4-7 shows the three-dimensional isosurface around the trap minimum. The
isosurface is more flat on the bottom than on the top, indicating again that the
potential is steeper towards the RF electrode than away from it. The isosurface
opening on the top also shows that ions are more likely to escape in this direction
than in any other directions.
Table 4.1 presents the trapping parameters and ion motional constants computed
by CPO for the above the hexagonal lattice trap. The driving RF amplitude is
kept constant at 300 V. The post-CPO-calculation script finds the RF frequencies
corresponding to targeted q values, and computes the ion height, trap depth, and
ion secular frequencies. The ion height is a property of the trap geometry, therefore
changing trapping parameters does not affect the ion height. The table also shows
the results for the traps with the ground electrode 80 pm below the RF electrode.
I\ /I- 
-I
/I- I -II /r Ji
-80 -60 -40 -20 0 20 40
x-axis position [10 -6 m]
60 80
z-axis position [10 - 6 m]
E
o
._o
o(00
CL0
05
.7eV
.6 eV
.5 eV
.4 eV
.3 eV
.2 eV
.1 eV
y-axis position [10 - 6 m] x-axis position [10 -6 m]
Figure 4-6: Top left: Electrostatic potential along the x-axis centered. Top right:
Electrostatic potential along the z-axis. The potentials along these two axes are
similar to harmonic potentials. Bottom left: Electrostatic potential along the y-
axis. The potential increases rapidly towards the ground plate but slowly away from
the ground plate. The potential approaches an asymptotic value at a large distance
above the RF electrode. The trap depth is the difference between this asymptotic
value and the potential minimum. Bottom right: Isosurfaces in the xy-plane. The
potential increases sharply towards the ground electrode, as shown by the dense
isosurface on the bottom section of the plot. The potential increases slowly away
from the ground electrode from the trap minimum, as shown by the open isosurface
on the top section of the plot.
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Figure 4-7: Isosurfaces for potential energy 0.305 eV (left) and 0.306 eV (right) with
RF frequency Q/2r = 18 MHz, amplitude V = 300 V, and q = 0.6. The hole in the
isosurface is the most likely location for the ions to escape from the trap.
Table 4.1: Hexagonal lattice trap trapping parameters and ion motional constants ob-
tained from CPO calculations. The geometry is described in the previous paragraphs
with 250 pm spacing between neighboring wells.
GND plate RF freq RF amp q ion height trap depth [wX, wz, wy]/2r
location [pm] [MHz] [V] [pm] [eV] [MHz]
-40 18.0 300 0.6 115.1 0.301 [2.123, 2.120, 3.819]
-40 25.0 300 0.3 115.1 0.156 [1.529, 1.526, 2.750]
-80 18.2 300 0.6 105.9 0.385 [2.098, 2.097, 3.850]
-80 25.7 300 0.3 105.9 0.193 [1.486, 1.484, 2.726]
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Table 4.2: Trapping parameters and ion motional constants for trap scheme 1 obtained
from CPO calculations. Only secular frequencies along the z-direction is reported
because it is larger than the frequencies along x- and y-directions.
GND plate RF freq RF amp q ion height trap depth z sec freq
location [pm] [MHz] [V] [pm] [eV] [MHz]
7x7 wells, with 180 pm diameter and 200 pm spacing
-50 32 300 0.3 94 0.243 3.3
-50 22 300 0.6 94 0.515 4.8
-30 47 400 0.3 89.5 0.087 5.0
-30 33 400 0.6 89.5 0.176 7.1
7x7 wells, with 150 pm diameter and 160 pm spacing
-50 40 300 0.3 71 0.250 4.1
-50 28 300 0.6 71 0.510 5.9
-30 45 300 0.3 83 0.081 4.9
-30 32 300 0.6 83 0.161 6.8
7x 7 wells, with 140 pm diameter and 150 pm spacing
-30 39 300 0.3 76 0.231 4.1
-30 28 300 0.6 76 0.449 5.8
Comparing the cases with different electrode spacings but same RF amplitude and q
value, we see that the ion height is larger when the ground electrode is closer to the RF
electrode, because the ground electrode pushes the ion above the trap. However, as
the electrode spacing reduces, the trap depth decreases and the ion secular frequencies
increase, leading to a less stable trap. Experimentally, we prefer a large ion height
because we want to minimize laser scattering off the trap; we also prefer a deeper
trap because trapping will be easier and the ion lifetime will be longer. Since there
is a tradeoff between the ion height and the trap depth, we need to carefully select a
geometry that balances these two factors.
Traps with scheme 1 design (subsection 4.1.2) are also simulated. Their results
are presented in Table 4.2.
4.3 Microfabrication of Support Base
The rim of the Cu mesh sits on a microfabricated support base while the center array
of hexagonal wells are suspended in air above the ground plate. Since the support
base contacts both the ground electrode and the 300 V RF electrode, we need to
minimize its capacitance because it is difficult to drive a trap with large capacitance.
Modeling the support base as a plate capacitor with area A, spacing d, and filled with
dielectric constant r, its capacitance is
C = zo-A (4.2)
Therefore, for a given material with a fixed dielectric constant, we shall minimize its
area and maximize its thickness to minimize the support base capacitance.
Figure 4-8 shows the top and lateral view of the support base. From the top view,
the four small rectangular pads at the center are used to support the Cu mesh on its
rim. The mesh is secured to these pads through wirebonds. The four long rectangular
electrode on the outside are DC compensation electrodes. From the side view, the
four support columns at the center are made up of 300 nm of silver (Ag) on top of 15
nm of chromium (Cr), which in turn sits on 5 pm of silicon oxide (SiO 2), and above
the Si layer. Since SiO 2 is the dielectric layer, we want to maximize its thickness.
However, the material is very expensive, so we settle with 5 pm. Instead, we choose
a small area (0.5mmx0.7mm) for the RF electrode pads at the center.
The overall microfabrication processes include metal deposition, photolithography,
and etching. After depositing Cr and Ag consecutively on the SiO2 coated Si wafer,
a layer of photoresist is applied to the trap to protect the posts that we do not want
to etch away (Figure 4-8 Left dark area). Chemical etching removes the layers of
metals and Si in the desired area (Figure 4-8 Left bright area). A second metal
etching prevents any contact between the Cr and Ag RF electrode with the Si ground
electrode. The following sections describes the procedures in detail.
4.3.1 Metal deposition
1. A Si wafer is cleaned by sonication in soap water, distilled water, acetone,
isopropanol, respectively for 15 mins each.
2. The deposition vacuum and source chamber are vented; the pressure inside is
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Figure 4-8: Left: Top view of the support base. The four small pads in the center are
RF electrodes; the four large pads on the outside are DC compensation electrodes.
Two diagonal laser light pathes are available. Right: Lateral view of the support
base. From top to bottom, the four layers are silver, chromium, silicon oxide, and
silicon. The Cu mesh sits on top of the silver layer.
increased from 10-8 torr to room pressure. The vacuum and source chambers
are subsequently cleaned by a vacuum cleaner.
3. The cleaned wafer is installed onto a holder in the vacuum chamber. The wafer
faces downwards towards the crucibles containing the deposition metals.
4. After closing the the chamber doors. The chambers are pumped down to 10-'
torr by a roughing pump and a turbopump. Both chambers are subsequently
cooled to 11 K in two hours.
5. The crucible containing Cr metal is selected and swept by electron beam. A
current applied to the crucible is gradually increased from 0 to 30 mA to heat
and evaporate the Cr metal. After the pressure stabilizes, a layer of Cr metal
with 15 nm (150 A) thickness is deposition onto the Si wafer. The current is
then reduced to 0 and the electron beam sweep is stopped.
6. A layer of Ag metal with 300 nm (3000 A) thickness is subsequently deposition
on top of the Cr layer, in the same procedure as step 5.
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4.3.2 Photolithography
1. After being cleaned with acetone and isopropanol, the wafer is put at the center
of a spinner and held by vacuum.
2. A layer of photoresist is applied to the wafer. The spinner timer is set to 40
sec. The spinner starts at a speed of 300 revolution per minute (rpm). After 5
sec, the speed is increased to 3000 rpm for the remaining 35 sec. After drying
on a 150'C pre-heated hotplate for 1 min, the wafer is washed by acetone and
methanol.
3. The wafer is then transferred to a Karl Suss MA-6 Mask Aligner® for exposure.
The wafer, mask, and a piece of cover glass are stacked from bottom up. Two
metal platforms at the bottom and at the top exert forces on the stack for a
secure contact.
4. The wafer is exposed at 400 nm light for 1 min and 30 sec. It is then dried at a
100 C pre-heated hotplate for 1 min. The mask pattern appears on the wafer.
5. The wafer is then developed with the RD6 developer for 17 sec. The developer
removes the photoresist that is not exposed. The wafer is then cleaned in water
and dried. The mask pattern becomes more prominent. The area without the
photoresist is going to be etched away.
4.3.3 Etching
1. A solution with 1:1:4 NH 40H:H 20 2:H20 by volume is used for Ag etching. The
exact volume used is 50 mL 29% NH 40H, 50 mL 30% H20 2, and 200 mL H20.
The wafer is submerged in the solution for 15 sec, washed in water bath, and
then blown dry by air.
2. After the Ag layer is etched away, the Cr layer is exposed. A solution with 1:2
HCI:H 20 is used for Cr etching. The wafer is placed in a mixture of 50 mL HCl
and 100 mL H20 with an aluminum foil tip touching. The etching takes 10 sec.
3. Buffered oxide etch (BOE) is used to remove SiO 2 . BOE is a very selective
etch that does not etch away any Si below the oxide layer. The etching is slow,
therefore it takes about 1.5 hours for the oxide etching process.
4. Wet etching on the SiO2 layers creates an under-etch. This is because the
etching is isotropic. The etch solutions remove substrates downwards as well as
sideways. Therefore, some of the Ag and Cr metals on the etch edge might lose
their support and collapse onto the Si layer. This is a problem because the RF
electrode would become connected to the ground one. To solve this problem,
we double-etch the Ag and Cr metals.
5. The wafer is inserted into the Ag etching solution prepared in step 1 for 3 mins.
After rinsing with water, the wafer is washed with methanol to remove the layer
of photoresist. The wafer is then submerged into a H3PO4 solution at 1600C for
etching away the Cr residual. Once exposed to air, the Si layer will be oxidized
and form a oxide layer. Another step of BOE etch removes this oxide layer.
6. The Si etch is a KOH solution with 250 g of KOH dissolved in 1 L of water
heated to 260'C. 50 mL of isopropanol is also added to the KOH solution. The
wafer is stored in a casing and submerged into the solution. A magnetic stir bar
helps by stirring the solution to ensure a uniform etch. The etch time depends
on the depth desired. Our etching time is about 1 hour.
4.4 Hexagonal Lattice Trap Assembly
The microfabricated support bases is first glued on the CPGA with Epotek® 353ND
UHV-compatible epoxy. Since the gold-plated platform is indented into the CPGA,
the trap surface will be below the CPGA edge if we glue the trap chip directly onto the
platform. Instead, we insert a Cu spacer to increase the chip height. After assembling
the support base and the CPGA, the Cu mesh is wirebonded to the support base.
The RF and DC electrodes on chip are then wirebonded to the corresponding pads
on the CPGA. The detailed procedure is presented in the following subsections.
4.4.1 Assembly of support base and CPGA
1. A CPGA is selected. A RF pad is made through cutting two lines to isolate an
area on the outmost gold-coated square rim.
2. A 2 cm x 2 cm square Cu spacer of thickness about 1 mm is cut from a large
Cu plate. The spacer is put in a sandwish by two large thick aluminum plates
and is flattened.
3. The CPGA, the Cu spacer, and two 10 cm long Cu wires are cleaned in soap
water, distilled water, acetone, and isopropanol for 15 mins each. They are then
air dried.
4. With UHV-compatible solder, one of the Cu wires is soldered onto the CPGA
RF pad and the other wire is soldered to the platform corner that is closer to
the RF pad.
5. UHV-compatible epoxy is prepared in a plastic boat with a clean wooden stick
for stirring. A small droplet of the epoxy is transferred to the CPGA platform.
The Cu spacer is put on top of the epoxy and pressed against the platform. A
second small droplet of epoxy is transferred on top of the spacer.
6. The finished wafer is cut into individual trap chips. A chip is then put on the
spacer, gently pushed against the spacer, and aligned to the spacer.
7. The assembled trap is heated on a 100'C hotplate with a glass cover for one
hour.
4.4.2 Wirebonding
1. A Cu mesh is put on top of the support base with its rim above the four small
RF pads at the center. For each of the four pads, multiple short wirebonds
connect the pad area inside the rim with the area outside.
2. For each of the four large DC electrodes, multiple wires connect its pad with a
CPGA pad.
Figure 4-9: Left: A microfabricated trap support base. The shiny rectangles are Ag
electrodes while the rough part is Si substrate. The mask for fabrication is Figure 4-8.
Right: A G300H Cu mesh with 300 wells wirebonded to four small electrodes at the
center of the support base.
3. Another group of wires connect the RF pad on the CPGA with the closest small
RF pad on the trap chip.
4. The grounded Si surface is connected to the CPGA platform via several wires.
Figure 4-9 shows the microfabricated support base and a G300H Cu mesh with
300 wells wirebonded to the base. Figure 4-10 shows a zoom-in view of a G100H Cu
mesh with 100 wells wirebonded to the support base.
4.5 Summary
This chapter has presented the design and fabrication of hexagonal lattice traps to
realize the geometry of three ions in an equilateral triangle. The design we choose
is a Cu mesh with hexagonal wells wirebonded onto a support base. For the trap
with 250 pm hexagonal well spacing and 40 pm ground and RF electrode separation,
Figure 4-10: A finished hexagonal lattice trap with well spacing 250 pm. The Cu
mesh is wirebounded to the support base at the center four pads. The trap chip is
glued to a CPGA (not shown). The electrodes on the trap chip are connected to the
corresponding CPGA pads (not shown).
CPO calculation shows that the ion height is 115 Im and trap depth is about 0.3
eV at q = 0.6 and 300 V RF voltage. The support base is created through a series
of microfabrication processes including metal deposition, photolithography, etching,
and wirebonding. With the lattice trap made and mounted on a CPGA, we shall now
proceed to the construction of other parts of the experiment apparatus.
Chapter 5
Experimental Apparatus
Previously, chapter 2, chapter 3, and chapter 4 have described the three main ingredi-
ent for quantum simulations: the SSSr+ ions as spin-1/2 particles, two quantum spin
simulation schemes, and the hexagonal lattice trap that confines the ions in a trian-
gle. To realize the experiments, we need an apparatus that hosts the microfabricated
lattice trap and provides the optimal environment for ion trapping.
This chapter describes the design and construction of the experimental apparatus
that achieves this goal. The setup consists of a spherical octagon as the main vacuum
chamber, a vacuum system, and an optical system. First, section 5.1 details the
configuration of the spherical octagon and the construction of a RF helical resonator
and a Sr oven. Then, section 5.2 describes the mounting and operation of several
vacuum pumps including a roughing pump, turbopump, ion pump, and titanium
sublimation pump. Finally, section 5.3 presents the optical system that delivers
photoionization and cooling laser beams to the trap inside the spherical octagon.
5.1 Vacuum Chamber Configuration
The trap CPGA is installed to a socket in an ultrahigh vacuum chamber(Figure 5-1).
Following Dana Berkeland's design[Ber02], we use a spherical octagon as our vacuum
chamber. The octagon is a cylinder with its radius comparable to its height. In
addition to the two circular 4 1/2" CF ports on top and bottom, the chamber has
Figure 5-1: A hexagonal lattice trap CPGA installed in the socket inside an open
spherical octagon as the vacuum chamber. The outer ring on the chamber is a Cu
gasket.
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Figure 5-2: The closed vacuum chamber. A hexagonal lattice trap on top of a CPGA
is positioned in the center of the spherical octagon. A metal plate above it serves
as a ground plate or a DC electrode to increase the trap depth. The plate has a
rectangular hole at the center to allow imaging of ions in the trap. A Sr oven is
located to the right of the trap.
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Figure 5-3: Configuration of our spherical octagon as the vacuum chamber. The
purpose of each window is labeled. Two optical paths are available for cooling the
trapped ions in two axes: one passes through the left and right windows, while the
other one passes through the top right and bottom left windows. They intersect at
the center of the lattice trap. The figure is not in scale.
eight 1 1/3" CF flanges on the lateral side, thus named spherical octagon by Kimball
Physics®[Kim08]. Any two vacuum pieces are connected and secured by bolts. To
prevent leakage and maintain the ultrahigh vacuum, Cu gaskets are used as spacers
between vacuum pieces in connections. All vacuum joints have knife edges that cut
into the gaskets and form great seals. Figure 5-2 shows the closed vacuum chamber
with the top window installed.
Figure 5-3 shows the configuration inside the vacuum chamber. Starting from
the top and rotating clockwise, the lateral ports are, respectively, a RF resonator
feedthrough, a glass window for optical path 1, a glass window for optical path 2,
a Sr oven feedthrough, a DC compensation feedthrough, a glass window for optical
path 1, a glass window for optical path 2, and a vacuum pump feedthrough. All glass
windows are anti-reflective coated. The left-right optical path is the main path that
holds the 422 nm Doppler cooling and the 1092 nm repumping laser light as well as
the 461 and 405 nm photoionization laser light (section 2.2).
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5.1.1 RF helical resonator
The RF resonator feedthrough port contains two copper (Cu) wires[Bak05]. One wire
connects the ground wire on the trap to the ground outside the vacuum chamber; the
other wire connects the RF wire on the trap to a RF helical resonator outside the
vacuum chamber. The resonator is connected to a RF amplifier (Amplifier Research @
Model 75AP250) and a function generator (Agilent @ 33250A).
We use a RF helical resonator for voltage step-up after the amplifier for the fol-
lowing reason. For our microfabricated planar trap, we need to supply a RF voltage
amplitude around 300 to 400 V at a frequency of about 20 to 30 MHz in order to
achieve the condition of Mathieu stability and sufficient trap depth for ions (sec-
tion 2.1). However, there is an impedance mismatch between a commercial 50 Q RF
amplifier and the much higher trap impedance. This mismatch not only results in
an inefficient RF drive by the amplifier, but also allows power reflection from the
trap to the amplifier that might damage the amplifier. To solve this problem, the ion
trapping community uses helical resonators as a further RF voltage step-up after the
amplifier.
Figure 5-4 shows our helical resonator design and construction. The outside can
is made up of a 5-inch long Cu pipe of 3-inch inner diameter. The pipe is capped on
both ends by Cu caps. A Cu wire is shaped into a helix and secured inside the can.
One end of the coil, known as the magnetic end, is ground at the shield; the other
end, known as the electric end, provides high voltage output. The voltage input is
a BNC connector on the lateral side of the can near the output position. The input
passes through a high Q-factor tunable capacitor (5-20 pF) before it reaches the Cu
coil. The capacitor gives the freedom to tune the resonator frequency w as well as
the Q factor, in according to the equations
1 1 LW = and Q = , (5.1)
where R, L, and C are the resistance, inductance, and capacitance of the helical
resonator, respectively. Finally, an antenna is connected near the magnetic end for
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Figure 5-4: Left: Schematic of a resonator. One end of the helical coil is grounded
near the top of the can, while the other end serves as a high voltage output at the
bottom. The input is on the left lower section of the lateral side of the can. A
tunable capacitance is connected between the input BNC and the helical coil. Right:
Configuration of the resonator made with a view from the magnetic end.
monitoring purpose.
RF testing shows that the capacitance of our trap about 12 pF. When connected
to the trap, the resonator has a loaded frequency of 29.5 MHz and a Q of about 50.
The antenna pickup ratio is 25, therefore a RF voltage of about 300 V delivered to
the trap corresponds to about 12 V registered on the oscilloscope.
5.1.2 Sr oven
A Sr oven is used to produce neutral Sr atoms. Since Sr is an alkali earth metal that
reacts with oxygen in air to form strontium oxide, it is important that the oven is
built and installed into the vacuum chamber in a minimum amount of time. To make
a Sr oven, a small rectangular tantalum (Ta) foil is cut from a large piece. It is then
folded into a burrito-shaped bag. A hole is poked on the side of the bag to allow
evaporated Sr atoms to exit the bag and reach the lattice trap at the center of the
vacuum chamber. The bag is filled with small pieces of Sr element, about (2mm)3 in
Figure 5-5: A Sr oven made up of a tantalum bag with neutral Sr pieces inside. The
hole in the middle allows the evaporated Sr atom to exit the bag and enter the vacuum
chamber. The oven is spot welded onto two steel wires on a vacuum connector. This
figure shows two Sr ovens; the top one is not in use.
size, cut off from a large piece. The two ends of the Ta burrito bag are folded and
spot welded onto two steel wires on a vacuum adaptor. The pulse setting is 0.400 kA
current in 50 ms duration, Two spots are welded on each side to secure the bag.
Once the vacuum connector is installed on the designated octagon window shown
in Figure 5-3, we need to test whether the oven generates Sr atoms properly. A glass
slide is positioned next to the oven in the vacuum chamber. The chamber is then
closed and pumped down by a turbopump and then an ion pump to a pressure of
about 10-6 to 10- 7 torr. The oxygen concentration in such a pressure is low enough
that no significant amount of neutral Sr undergoes chemical reactions. The oven is
then supplied with a current at an increment of 0.5 A per half an hour from 0 A to 4
A. Initially, the oven outgasses and causes the pressure to rise. When the pressure is
stable at about 10- 7 torr with about 4 A of current supplied to the oven, the current
is increased by about 0.3 A per half an hour. The glass slide becomes dark at 5.2 A
because it is coated with Sr atoms, indicating that the oven is functional. During the
experiment, the oven will first be supplied with a 4.5 A current. If no Sr atoms are
produced, the current is gradually increased, in order to prevent spraying Sr all over
inside the vacuum chamber.
5.2 Vacuum System
One of the most challenging aspects of atomic physics experiments is obtaining ultra-
high vacuum (UHV) conditions, with pressures lower than 10- 9 torr. It is desirable
to have 10-11 torr of pressure for some experiments. For our initial experiment of
trapping and detecting Sr+ ions, a pressure of 10- 10 torr is sufficient. To achieve this
pressure, we need to obey the following principles[RH02]:
* Use multiple pumps for different vacuum pressures, because different pumps
have different advantages and disadvantages. To achieve a high pumping speed,
multiple pumps are connected in series and/or parallel. For example, a turbop-
ump is connected to a roughing pump in series.
* Minimize leakage. Leak checking is a routine and important technique in reach-
ing UHV. When a leak is identified, the first response is usually tightening
the bolts connecting the two vacuum pieces. If the problem remains, the two
vacuum pieces need to be dissembled and examined.
* Minimize surface area in the chamber to minimize outgassing. This means that
there should be no unnecessary vacuum parts attached to the vacuum chamber.
* High conductance tubing to pumps. Short tubes with a constant diameter are
preferred to ensure fast gas flow with constant speed.
* Use low-outgassing materials such as certain stainless steels. All materials inside
the vacuum chamber need to be UHV compatible.
* Avoid all traces of hydrocarbons, including skin oils in fingerprints. Working
with vacuum parts always requires wearing gloves.
* Bake the system at a high temperature for several days to remove water or
hydrocarbons adsorbed to the walls.
Figure 5-6 shows the vacuum parts that connects to our vacuum chamber via a
cross adaptor. The three parts are titanium sublimation (Ti-sub) pump, ion gauge,
and ion pump. The cross adaptor also has a valve pointing upwards, allowing con-
nections to the turbo and roughing pumps.
5.2.1 Roughing pump and turbomolecular pump
A roughing pump is a mechanical pump that is used to initially evacuate a system.
The pump we used is a rotary vane pump, which is a positive-displacement pump
that consists of vanes mounted to a rotor that rotates inside of a cavity[RHO2]. It
can reduce the pressure inside a chamber to about 10-2 to 10- 3 torr from the atmo-
spherical pressure of 760 torr. The specific model we use is Adixen® Pascal 2005SD.
The pump has an average pumping speed of 5 m3/hour and can reach an ultimate
total pressure of 10- 3 torr[Alc06a].
After reaching the lowest pressure of the roughing pump, a turbomolecular pump
(turbopump) is used to further reduce the pressure to 10- 5 to 10-6 torr. A turbopump
contains a series of turbines, each has a number of angled blades. When gas molecules
enter the pump from the inlet, rapidly spinning turbines collide with the molecules
and push them towards the exhaust in order to create or maintain a vacuum[LT05].
A turbopump cannot be directly connected to ambient pressure during operation; it
must be connected to a roughing pump. The pump we use is Adixen® ATP 80. It
has a N2 pumping speed of about 80 liter/s[AlcO6b]. Its maximum exhaust pressure
is 0.15 torr, indicating that it can be connected to the Pascal 2005SD roughing pump
mentioned in the previous paragraph. The turbopump has a maximum rotational
speed of 27000 rpm and an ultimate pressure is 4 x 10- 9 torr. In reality, pumping on
a unbaked vacuum chamber will not reach this pressure, because the outgassing rate
inside the chamber balances out the turbo pumping rate. An Adixen® ACT 200 T
pump controller is used to monitor the turbopump. The controller displays important
Figure 5-6: The vacuum system setup. The spherical octagon chamber is connected
to several other vacuum pieces via a four-way adaptor. Viewing from the octagon,
the ion gauge is on its left; the white cable connects the gauge to its controller. On
the right side is the Ti-sub pump. Directly opposes the octagon is the ion pump with
its magnets. The four-way connector also has a valve on top for connection to turbo
and roughing pumps.
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information such as rotational speed, pumping time, and error messages[Alc06b].
5.2.2 Ion gauge and ion pump
Because traditional pressure gauges such as the Bourdon gauge and the thermal
conductivity gauge no longer work at pressure below 10- 3 torr, ionization gauges (ion
gauges) are used for measuring pressure in the range of 10- 3 to 10-10 torr[RH02].
Ion gauges have hot cathode or cold cathode versions[DR97]. In the hot cathode
version, an electrically heated filament produces an electron beam. The electrons
travel through the gauge and ionize gas molecules around them. The resulting ions
are collected at a negative electrode. The current depends on the number of ions
and thus the pressure in the vacuum chamber. The specific model we use is Varian®
senTorr model BA.
When the pressure reaches 10-6 torr, the turbopump becomes ineffective. An
ion getter pump (ion pump) is used to further decrease the pressure[RH02]. An ion
pump works in a different way as the roughing and turbopumps. The ion pump first
ionizes the residual gases with high voltage electrode surfaces in a partial-vacuum.
Then the ions are absorbed onto a getter material. Magnets attached to the pump
generate a magnetic field that passes through the pump. Ions in a magnetic field will
undergo circular motion, resulting in a longer motion path and higher probability of
absorbtion. The specific ion pump we use in our experiment is a Varian® 911-5034
60 liter/s triode. Our pump is controlled by a TerraNova® model 751 controller.
An ion pump alone can only reduce the vacuum pressure of a unbaked chamber
down to 10-8 torr. At this point, the chamber outgas rate balances the pumping rate.
To suppress outgassing, we can either bake the vacuum setup at high temperature
before operation or cool the setup to cryogenic temperature during operation. We
take the first approach in this experiment. The entire vacuum setup is transferred
into a rectangular bake out oven of dimension 34 in x 31 in x 29 in. The oven is
made up of steel plates with a aluminum frame. Heat insulating material covers the
whole bake out oven. On one of the inner lateral sides of the oven, heating plates are
installed. A fan is used to circulate the air inside the oven and to keep the temperature
uniform. Our vacuum setup is connected to a Varian® 110 liter/s ion pump and its
pressure is monitored by an ion gauge. The temperature inside the bake out oven is
increased gradually, at a rate of about 1oC/min, to avoid cracking the windows on the
vacuum chamber. The pressure steadily increases as temperature raises, indicating
outgassing inside the setup. After temperature stabilizes at about 180'C, the setup
is baked consecutively for five days. The pressure steadily drops to the low 10-8 torr
over this period. After cooling down, the pressure inside the vacuum setup reads
about 5 x 10-10 torr.
5.2.3 Titanium sublimation pump
Finally, the residual gas inside the vacuum chamber is mainly hydrogen gas when
the pressure reaches low 10-' torr and high 10- 10 torr. To remove the hydrogen
gas, we use a Ti-sub pump. Our pump has three filaments made up of an alloy of
titanium and molybdenum[RH02]. An external power supply inputs the high current
to the low resistance filament, causing them to glow red hot. At this temperature,
Ti is sublimated directly from the filament and deposits on the inner wall of the
vacuum setup. The Ti coating reacts with residual gas and forms a low vapor pressure
compound, reducing the vacuum pressure.
In our experiment, the Ti-sub pump is outgassed at about 180'C near the end
stage of baking. A selected filament is heated for several times, from 5 A to 30 A
at an increment of 5 A, each time with a period of about 5 min and a comparable
cool-down time. After baking, the same filament is fired with the same procedure.
After the last firing, the vacuum pressure drops to lowv 10- 10 torr overnight.
5.3 Optical System
The optical system contains two parts. One part is the photoionization optics that
delivers the 461 and 405 nm light (section 2.2). The other part is the Doppler cooling
and detection laser light. The 422 nm and 1092 nm light need to be joined and
delivered to the trap (section 2.2). Ideally, we want to have two orthogonal beams
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Figure 5-7: Schematic of the optical system. The numbers along the beam paths show
the distance in cm between the nearest two intersections. The Doppler cooling system
is to the right of the chamber. The 422 nm and 1092 nm light are split, respectively.
A pair of blue and IR beams are joined and sent into the vacuum chamber at a 450
angle. The photoionization system is to the left of the chamber. The system takes
the 461 nm and 405 nm light out of a fiber and delivers it to the trap center.
intersect at the trap to cool the ions in both direction parallel to the trap surface.
However, due to the window assignment in our spherical octagon (section 5.1), we
can only intersect the two beams at 450.
Figure 5-7 shows the schematic of our optical system. The photoionization optics
are to the left of the spherical octagon. 461 and 405 nm light comes out of a fiber
coupler and is collimated and focused to the trap center. The cooling and detection
optics is to the right of the chamber. The 422 nm light comes out of the fiber coupler
and is collimated. It is then split into two beams by a beamsplitter. Each beam is
focused with a convergent lens of 400 mm focal length. Similarly, the 1092 nm light is
split and focused. One pair of the blue and IR beams are joined through a hot mirror
which transmits visible light but reflects IR one; the other pair are coaligned through
a cold mirror which transmits IR light but reflects visible one. Each pair of beams
is raised by a periscope to the proper hight with respect to the lattice trap inside
the spherical octagon. The optics to the left of the octagon delivers photoionization
laser beams. The 461 nm and 405 nm photoionization beams are joined near their
production lasers and sent into the fiber. The photoionization system takes the light
out of a fiber and delivers it to the trap center.
Figure 5-8 shows the actual optical system setup. At the present stage, the 422 nm
beamsplitter, the 1092 nm beamsplitter, and cold mirrors are not installed. Therefore,
only one pair of blue and IR beams enters the chamber through the right window
and exits from the left one. All optics pieces are purchased from Thorlabs® and CVI
Laser®. Since we want minimum geometric abberation, a fast achromat lens is used
for collimating the blue beam. The two translational stages on the periscope are
motorized and controlled by a computer, allowing fine adjustment with a differential
of 4 pm.
5.4 Summary
Figure 5-8 also shows the rest of the experimental apparatus except for the imaging
optics. The octagon chamber hosts the microfabricated planar lattice trap. Helmholtz
Figure 5-8: The experimental apparatus setup: the spherical octagon chamber (cen-
ter), RF AC voltage supply system (top), Doppler cooling optical system (right), DC
compensation system (bottom), photoioniozation optical system (left), and vacuum
pump and gauge system (top left).
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coils around the octagon create a magnetic field perpendicular to the trap surface as
well as along the beam path. The octagon is connected to ion pump, ion gauge, and
Ti-sub pump on its left. DC compensation wires connect to the feedthrough on the
front of the chamber. A helical resonator wired to a RF amplifier and a function
generator supplies the high voltage to the trap. The optical system contains two
parts. To the right of the octagon chamber is the Doppler cooling and repumping
light delivery system. 422 nm and 1092 nm light are joined before focusing onto the
trap. The 461 nm and 405 nm photoionization light is sent into the chamber from its
left side. Finally, a CCD camera is positioned above the octagon for collecting the
422 nm light scattered off the ions.
Chapter 6
Future Direction and Conclusion
The previous chapters have detailed the theoretical and experimental progress towards
2-D quantum simulations with trapped "SSr+ ions. However, lattice traps suffer sev-
eral problems. These difficulties and possible solutions are presented in section 6.1.
Finally, section 6.2 concludes for the thesis.
6.1 Difficulties of Lattice Traps
There are two difficulties with the lattice traps. One is that the ion motional coupling
strength is much smaller than that in linear traps. The second problem is the high
heating rate for the ions at room temperature. This problem can be solved by running
the experiments at cryogenic temperature.
6.1.1 Motional coupling strength
Both the quantum spin Hamiltonian simulations (section 3.1) and the Bose-Hubbard
Hamiltonian simulations (section A.1) rely on the ion motional coupling due to their
Coulomb repulsion. The Coulomb energy between two neighboring ions i and j with
equilibrium distance do is
e2  e2
Vij = -- Xi (6.1)
xi - xj + do 2do
where e is the electric charge and xi and xj the displacements of the ith and the
jth ions from their respective trap equilibrium. The second equality uses a Taylor
expansion and keeps only the leading term because the leading term dominates the
subsequent terms in coupling strength. We then define
2 md (6.2)2mdo
which has the same units as w2. The dimensionless parameter defined in Equation 3.10
g2 e2g = (6.3)
w2 2mw2d3
represents the motional coupling rate in the unit of "per cycle". It is the fraction
of a vibrational quantum that is transferred from one ion to the other per vibration
cycle of the first ion. To illustrate this physical interpretation, imagine two ions
coupled through their Coulomb repulsion. Initially, ion 1 is vibrating with a quantum
hw (ft = 1) and ion 2 is at rest (ii 2 = 0). Then 0 is the fraction of hw that is
transferred from ion 1 to ion 2 in one vibrational cycle of ion 1. In another word, 1/13
is the number of vibrational cycles of ion 1 needed to transfer energy haw to ion 2.
Our physical interpretation agrees with the mathematical expression of Equation 6.3:
when do increases, the coupling rate 0 decreases. According to our interpretation, the
hopping energy tij in the Bose-Hubbard Hamiltonian (Equation A.1) is the fraction
of vibration energy quantum is transferred from the ion 1 to ion 2 multiplied by the
energy quantum transferred, which is the vibration energy quantum in this case. We
thus have
tij = Phw = 3 dW, (6.4)
mw2do
agreeing with Equation A.11. The spin-spin coupling in the Ising Hamiltonian (Equa-
tion 3.24) is more complex. It can be broken down into three parts as presented in
Equation 3.28. For reminder, imagine two ions 1 and 2 both experience the I T)-state-
dependent force. Ion 1 changes from the I T) to I t) state and starts to vibrate because
it no longer experiences the laser force. This vibration is transferred to ion 2, causing
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Figure 6-1: Left: 3 -- g2/w 2 as a function of do in both linear traps and lattice traps.
3 is a constant in linear traps but is inversely proportional to do in lattice traps. 3 is
significantly smaller in lattice traps than in linear traps. Right: The hopping energy
term t/h in the Bose-Hubbard Hamiltonian in both linear traps and lattice traps.
t oc w- 1 in linear traps and t oc w- 2 in lattice traps.
it to flip its spin. Therefore, the spin-spin coupling rate is the fraction of vibration
energy quantum transferred between ions multiplied by the energy quantum, namely
F F 2e2J = /m / hw m= 4d ' (6.5)
agreeing with Equation 3.26. Inside the square bracket, we use the second-order
perturbation method, because it is a perturbation of the spin state of one ion by the
spin state of its neighboring ion via their coupled motion.
/ has different do-dependence in lattice traps and linear traps. In linear traps,
w along the axial direction is an experimental input parameter. It determines the
ion spacing do. The relationship between w and do can be found by balancing the
trap force mw2do and the Coulomb repulsion force e2/d2. The result is w2 = e2 /md 3.
Therefore -= g2/W2 = 2 is a constant for linear traps (Figure 6-1 Left dashed line).
The situation is different in lattice traps. According to Equation 2.15,
eVo
w = , (6.6)
- - - linear
. .. . ., -- lattice
- ~ ~ . .-. ..-. .- -..--. - -
1"
where Q is the RF frequency, Vo the RF amplitude, and m the mass of a SSSr+ ion.
We obtain
g2  mS) 2do
S3-2 = . (6.7)
To keep q constant, we have the relationship 0 oc do' in according to Equation 2.19.
Therefore /3 c doj1 for lattice traps. The solid line in Figure 6-1 Right shows p's do-
dependence in lattice traps for Vo = 300 V. The -1 slope in this log-log plot confirms
our analysis that /3 c do 1. The plot shows that, even at do = 10 pm, / is too small
in lattice traps compared to that in linear traps.
Figure 6-1 Right shows the do-dependence of hopping energy t/h in the Bose-
Hubbard Hamiltonian (Equation 6.4). Since w cc 2-1do 2 oc do' (Equation 2.15),
t/h = pw oc do 1 for the linear traps and t/h cc do 2 for the lattice traps. In addition
to the different do-dependence, t/h in lattice traps is also significantly smaller than
that in linear traps. In fact t is calculated to be 9.04 x 10-14 eV (section A.1), which
is equivalent to 130 Hz in lattice traps. It should be pointed out that the hopping
energy in the Bose-Hubbard Hamiltonian depends solely on the motional coupling
and thus is non-tunable.
On the other hand, the spin-spin coupling J in the spin Hamiltonian is turnable
by the laser intensity; but the do-dependence of J is not clear. Since w cc do',
Equation 6.5 indicates that J oc do. This means that the coupling strength increases
with ion separation, which clearly contradicts physical intuition. The first question is,
how does such do-dependence arise? Since3 -/ g2/w 2 cc do 1, the laser-ion interaction
must be proportional to do. In fact, the square bracket term in Equation 6.5 confirms
this reasoning. The physical interpretation is the following. As the lattice well spacing
decreases, the trapping potential surface becomes steeper. Therefore, the ion-laser
light interaction is weaker, in according to Equation 3.14:
Hfv= ZFa ,n (at+ + a )(1 +or). (6.8)
The second question is whether J oc do is valid for large do. The answer is probably
no. As do increases, w decreases and the Lamb-Dicke parameter r1 - kv h/mw might
not be much less than 1, where k is the wavevector of the off-resonance light.
To improve the motional coupling rate, we propose to trap ions in an elliptical trap.
In a circular well, the secular frequencies along any two orthogonal radial directions
are degenerate, i.e. w- = wz. In an elliptical trap, the secular frequencies along the
major and minor axes are different, i.e. w" / wz. We thus expect to trap three ions
in a triangle inside a single elliptical trap. Further theoretical study is needed to work
out the details.
6.1.2 Heating rate
Another difficulty of surface electrode traps is ion heating rate. Ideally, the surface
of a metal is equipotential. But in practice, the surface shows potential variation
up to hundreds of millivolts[LGL+08]. These electric field variations contribute to
the heating of trapped ions. As the trap size decreases, ion heating and decoherence
of motional quantum states increase approximately as the fourth power of the trap
size[TKK+00, DHL+04, DOS+06]. The heating rate has been shown to decrease
significantly when the trap electrodes are cooled to 150 K[DOS+06].
Recently, Jaroslaw Labaziewicz et. al. in our lab investigated the ion heating rate
at 6 K. The average number of quanta is estimated using the ratio of the sideband
heights[TKK+00]. They found the heating rate at this temperature and 5 x 10-10 torr
pressure more than 2 orders of magnitude lower than most reported room temperature
traps[LGA+08]. For a surface electrode trap tested at both room temperature and
at 6 K, the heating rate at the cryogenic temperature is 7 order of magnitude lower.
From this data, they expect a heating rate of about 1000 quanta/s for a 10 pm spac-
ing lattice traps operating at secular frequency w/27r = 10 MHz and 6 K[LGA+08].
This heating rate is low enough to perform high fidelity operations[MMK+95]. There-
fore, in our future experiment, we will use a cryostat for ion trapping and quantum
simulations.
6.2 Conclusion
In this thesis, I have presented the progress towards experimental implementation
of 2-D quantum simulations. The thesis addresses all three areas of the experiment:
"SSr+ ions as qubits, simulation schemes, and trap design and fabrication. A planar
ion trap confines "SSr+ ions by oscillating electric fields. The ions are first created
through photoionizing thermal vapors; they are subsequently Doppler cooled and
sideband cooled to their motional ground states. The ions' external states are coupled
through their Coulomb repulsion. State-dependent forces on the ions couple their
internal states with their external motional states. With three ions trapped in a
triangle geometry, we can simulate the time evolution of the spins with ferromagnetic
interaction and spin frustration.
We have microfabricated a hexagonal lattice trap with 250 pm spacings to achieve
such trapping geometry. The trap has a Cu mesh with a lattice of trap wells wire-
bonded onto a support structure. CPO calculations show that the trapped "SSr+ ions
experience a secular motion frequency of 1.46 MHz. Addressing the ions with a far
off-resonance light of wavelength 425 nm and of power 500 mW on a spot radius of
5 pm gives J = 27r x 200 Hz spin-spin interaction between ions. The trap has been
installed into a vacuum chamber. Other parts of the experimental apparatus, includ-
ing a vacuum pump system, an optical system, and RF resonators have been built
and assembled. There exist, however, some difficulties with lattice traps for quantum
simulations. One main problem is the low ion motional coupling rate compared to
that for the linear traps. These challenges need be overcome before planar lattice
traps become a successful experimental setup for quantum simulations.
Quantum simulations with three ions in a triangle is a simple extension of sim-
ulations with two ions in a line. However, simulations in 2-D will produce many
interesting and important results, because many quantum systems in question are of
two or three dimensions. Planar lattice traps are good candidates for 2-D simula-
tions. It gives the freedom of controlling the ion array geometry and the advantage
of scaling up the number of ions easily. Furthermore, the success of quantum simula-
tion will contribute to the realization of quantum computers. In the future, after the
demonstration of quantum simulations with three ions, the simulations will be scaled
up by incorporating more and more ions. The work in this thesis serves as one of the
first explorations of 2-D quantum simulations.

Appendix A
Quantum Simulations of the
Bose-Hubbard Model
There are many quantum lattice models besides the Ising and Heisenberg Hamil-
tonians described in chapter 3. The Bose-Hubbard model is one of them. The
model describes the hopping of interacting bosons in a lattice. It can be used
to study systems such as bosonic atoms on an optical lattice and Bose-Einstein
condenstation[GME+02b]. This appendix demonstrates that our hexagonal lattice
traps design is not limited to simulating spin models; it can also simulate the Bose-
Hubbard model.
The Bose-Hubbard Hamiltonian contains three terms:
H = Hb + Hh + Hon-site = > hAwa a• - tij(acaj + aai) at-U + a 2a , (A.1)
i (ij)
where at and ai are the creation and annihilation operators for the ith boson, respec-
tively. These two operators obey the bosonic commutation relation: [ai, aý] = j.
The first term Hb describes the boson particle energy - the ith boson has energy hwi.
The second term Hh describes hoping of bosons between different sites. For example,
tij a~aj represents the hoping of a boson from the jth site to the ith site with energy
cost tij. The summation notation E(ij) follows chapter 2's convention of summing
over i and j with i - j. The final term Hon-site describes to on-site boson interaction.
When U < 0, the interaction is attractive; when U > 0, the interaction is repulsive.
Hon-site is also expressed as U Ei ni(ni - 1).
The Bose-Hubbard model gives a phase transition between a superfluid and phase
and a Mott-insulator phase[FWGF89]. When Nt > IUI the excitation is delocalized
and the system is in the superfluid state, where N is the total number of bosons;
when Nt < IUI the excitation is localized at each site, and the system is a Mott-
insulator. We want to investigate how a system of three vibrationally coupled ions in
an equilateral triangle behave in these two limits. X.-L. Deng et al. have proposed
to create Hb and Hh with lattice traps[DPC08]. This chapter adds to their idea and
proposes to create Hb by utilizing the anharmonicity of the trapping potential in our
lattice trap.
This appendix has the following structure. First, section A.1 explains the real-
ization of the Bose-Hubbard model in lattice traps. Then section A.2 proposes an
experiment and describes expected results.
A.1 Bose-Hubbard Model in Lattice Traps
Picture a 2-D lattice of ions confined in a xz-planar trap. Assume the ions can
have small perturbations from their equilibrium positions along the z-direction. The
Hamiltonian for the system is[DPC08]
..p 2  1 22 1 2e 2
H = +2 mw2 ZZZi , (A.2)
2m 2 2 In - rI
where r? = x? + y? + z$ . The expansion of the Coulomb interaction around its
equilibrium point rio up to quadratic power of z gives
H=cpZ 2  1 2m 2e 2H + mWz 2 + (Zi j0 3 2- zj)2m 2 L T iIrio - rjo13
= [ z2 4e2  2Y 4e2 z  (A.3)
2 I+ ) rio - rjoZZ
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We then transform this equation into second quantized form. First
pZ2  [ z2 4e2
2m + s o 2 qrio - rjol3i (i, j)
so its second quantized form is
z =
i
pZ2
2m
1m z22(ij)
+ 8e2 / 1 2
Sjro - rjo3 •3
(A.4)
Hb = iw aai
with
Wz = [Woz2 8e
2/m 1/2
i +Ir•o - rj1 3
Since we treat the second term inside the square bracket as a perturbation to the first
term, we have
z = [1 +
·[,i
8e 2/ mwz 2
Irio - rjol3
4e2 /mwz
= W rz + - rIrio viol "
The last term in Equation A.4 becomes
H4e 2  4e2
(H Irio - jo13 Irio - rjo13
(0,j) 01j) 2mwz
(al + aj)(a + aj)
in second quantized form. We follow the rotating-wave approximation, dropping the
energy non-conserving terms ast t and aiaj. Equation A.8 simplifies into
energy non-cneig term a~i a
Hh = - 2he2 /mwz a + a
Ijio - rjo13  a3(•,j)/
(A.9)
Putting Equation A.5, Equation A.7, and Equation A.9 together, we have
Hb + Hh = hwala - tij(),
i (ij)
(A.10)
101
(A.5)
(A.6)
(A.7)
(A.8)
with
wL = we + 4e2/mwd4emw andIrio - Tjol 3 '
e2 /m wz2
ti 12m h= . (A.11)
I- Irio - rjo313
Notice that Hb + Hh is identical to Equation 3.6 and Equation 3.7. Here we do not
perform the unitary transformation to obtain the normal modes of the system with
frequencies {w~}. We keep the secular motion of individual ions with frequencies
{wý}, which is a modification of the uniform secular frequency wz due to ion-ion
Coulomb repulsion. However, the physical picture is the same in Equation A.10 and
Equation A.11 and Equation 3.6 and Equation 3.7 because a system of coupled ions
can be described as normal modes.
To create the on-site interaction in Equation A.1, we utilize the anharmonicity
of the trap potential. We numerically fit our trapping potential (Figure 4-6) to a
polynomial with a quadratic and a fourth power terms, A 2zz 2 + A 4z 4 . The potential
is quite harmonic near the equilibrium. However, the trapping potential deviates
from a harmonic one starting from 40 pm away from the equilibrium. The trapping
potential increases more slowly than a harmonic one and eventually levels off, because
it connects to the trapping potential surface in neighboring wells. Therefore we expect
A 4 < 0 and U < 0. The physical picture is the following. The energy spacings in a
harmonic oscillator is uniform for all n, where n is the phonon quanta. For a potential
that increases more slowly than the harmonic potential (A4 < 0) the energy spacings
decreases as n increases. The potential well can thus hold more phonons than the
harmonic one, which is equivalent to phonons having interactions that lower their
energy, i.e. U < 0.
The fourth power term gives an on-site interaction of
U = 6A4at 2a2 = 6A4 ( 2  a t 2a2. (A.12)
For our hexagonal lattice trap (Figure 4-5 and Figure 4-10) fabricated in chapter 4,
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Figure A-1: CPO simulated trap potential along the z-axis (dashed line) and the fit
of the polynomial A 2z 2 + A4z4 (solid line). A4 is calculated to be -1.3 x 1016 eV/m 4,
indicating that the on-site bosonic interaction is repulsive.
Figure A-i shows the CPO simulated trap potential along the z-axis and the poly-
nomial fit. A 4 is calculated to be -1.3 x 1016 eV/m 4. With the secular frequency
w/2r = 1.5 MHz (Table 4.1), we calculate t = 9.04 x 10- 14 eV and U = 6.41 x 10- 14
eV. Therefore, they are of the same order of magnitude. By adding a DC voltage to
the bottom ground plate, we can vary the strength of U.
A.2 Experimental Proposal
We can create the Bose-Hubbard Hamiltonian with two phonons in a system of three
SSSr+ ions in a triangle. Assuming that the secular frequencies are identical in all
three wells and that the hopping energies are identical between any pair of wells, i.e.
wZ = w for i = 1, 2, 3 and tij = t for i, j = 1, 2, 3. The Hamiltonian then becomes
3 3
H = 2hw + t (a1aj + a ·a) + U a a 2a (A.13)
(i,j)=1 i=1
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Figure A-2: The probability of finding two phonons in site 1 (il = 2) as a function of
-t/U ratio in a system of two phonons and three SSSr+ ions in a triangle. For -U > t,
the two phonons are localized at one of the three sites, giving the probability of 1/3
for tn = 2. For -U < t, the two phonons are hopping among three sites, giving the
probability of 1/9. The MATLAB script for computation and plotting is presented
in section B.5.
We want to measure the phonon quanta at a given side for different -U/t ratios. The
procedures are the following
1. Measure U as a function of the RF voltage applied to the RF electrode and
the DC voltages applied to the bottom plates. Fix U at a given value that is
greater than t.
2. Load three SSSr+ ions in a triangle. Sideband cool two of the three ions to
their motional ground state and the third ion to the state with ntot = 2 phonon
quanta. Measure the iii for i = 1, 2, 3 by comparing the sideband intensity.
3. Adiabatically reduce U. Measure the phonon number at one site (called site 1).
4. Repeat the experiment for a different U value. Measure the phonon number at
site 1.
Figure A-2 shows the probability of finding hl = 2 vs. the -t/U ratio. The
MATLAB script for computing and plotting is given in section B.5. In the limiting
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case of -U > t, the two phonons are localized at one of the lattice sites, so the
probability of finding fil = 2 is 1/3 because there are three wells, as shown in the
figure with -t/U -- 0. In the other limiting case of -U < t, the on-site interaction
between the two phonons is negligible. The ions are free to hop between sites. The
problem becomes a combinatorics problem in which two identical balls are placed in
three bags. The probability that the two balls end up in bag 1 is (1/3)2 = 1/9, as
shown in the figure with -t/U -- oo. One problem with this experimental approach
is that the ions might be lost as we reduce the RF voltage and apply a positive DC
voltage to the bottom plate.
This experiment can be extended to multiple phonons in a triangle or many
phonons in a hexagonal lattice. In the first extension, we increase the total phonon
number in the system by cooling two of the 88Sr+ ions to their motional ground state,
while cooling the third ion to a state with motional quanta ntot > 2. In the second
extension, more than three ions are loaded to the hexagonal lattice wells, with one ion
per well. One of the ions is sideband cooled to the state with the desired total phonon
quanta while the other ions are cooled to their ground states. In both experiments,
the procedures are the same as those proposed in this section, and the results can
be predicted with the same principle (section B.5). For a larger number of phonons
or a larger number of lattice site, the Hamiltonian matrix increases in size sharply,
making a classical computer calculation too demanding in resource or even infeasible.
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Appendix B
MATLAB Scripts
B.1 Spin Coupling Rate J and do-Dependence of
/ and t
The MATLAB script below first calculates the spin-spin coupling rate J for the quan-
tum spin simulations in subsection 4.1.2. After inputting some physical constants,
laser power P, and beam waist radius r, the script calculates the transition dipole
moment d between the 52S1/ 2 and 52P1/ 2 states with the transition lifetime t = 7.9
ns as given,
3;reo0 hc3d = 3 , (B.1)
w3t
where 60 is the vacuum permittivity, c the speed of light, and w the transition fre-
quency. It then calculates the electric field and Rabi frequency in according to Equa-
tion 3.11,
QrabidE and I(r)= ccoIE 2. (B.2)
The script proceeds to calculate the optical dipole force[Foo04]
3c 2
F 3 2 VI, (B.3)
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where S is the laser detuning from the 52 S1/ 2 - 52P 1/2 transition. The spin coupling
rate is subsequently calculated in according to Equation 4.1,
F2 e 2J = F (B.4)
2wEOm 2W4d '
where w is the secular frequency and do the ion separation.
The script also calculates the do-dependence of ion motional coupling rate 0 and
the Bose-Hubbard hopping energy t/h in subsection 6.1.1. For 50 data points between
do = 10- 5 m and 10- 3 m, the secular frequency w is calculated using the scaling
relation w oc do' and that w/2w = 1.5 MHz for do = 250 ym. For each do, g2 is
calculated according to Equation 6.2,
e
2
g2 = 8ro (B.5)8,7eomdo
p g2/w 2 and t = g2 /w are then calculated. The do-dependence of P and t are
plotted in Figure 6-1.
clear all;
%%% constants %%%
h = 6.626068e-34;
hbar = 1.05457148e-34;
epsilonO = 8.854e-12;
q = 1.60e-19; X C
m = 88*1.66053886e-27 ; X kg
eV = 1.60e-19;
c = 3e8;
t = 7.9e-9;
mu = 9.274e-24; X bhor magneton
%%% adjustable %O/%%
P = 500e-3; % W
r = 5e-6; % m
E = sqrt(2*P/(epsilonO*c*pi*r^2));
%%% our calculation of dipole force %%Y
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lambda_f = 425e-9;
lambda = 422e-9;
omega_f = 2*pi*c/lambda_f;
omega = 2*pi*c/lambda;
%%%% transition dipole moment %%%
d = sqrt(3*pi*epsilonO*hbar*c^3/omega^3*t)
%%%% compare rabi, linewidth, and detuning %%%
rabi = d*E/hbar;
linewidth = 1/t;
delta = abs(omega_f-omega);
%%%% AC stark shift force %%%%
F = 3*c^2*P/(2*delta*omega^3*t*r^3)
%%%% Spin coupling %%%%
spacing = 250e-6;
w = 1.5e6;
J_our = F^2*q^2/(2*pi*epsilonO*m^2*w^4*spacing^3)/h;
%%% Scaling %%%
spacing = logspace(-5,-3,50);
s = 1;
spacingO = 250e-6;
wO = 1.5e6;
for j = 1:length(spacing)
w(j) = wO*(spacingO/spacing(j));
% planar
g(j) = sqrt(q^2/(2*pi*epsilonO*s*m*spacing(j)^3));
t(j) = g(j)^2/w(j);
beta(j) = g(j)^2/w(j)^2;
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%. linear
w2(j) = sqrt(q^2/(4*pi*epsilonO*m*spacing(j)Y3));
g2(j) = sqrt(q^2/(2*pi*epsilonO*m*spacing(j)-3));
t2(j) = g2(j)^2/w2(j);
beta2(j) = g2(j)^2/w2(j)'2;
end
figure(1); clf; hold on;
loglog(spacing*le6,t,'-','linewidth',1.1);
loglog(spacing*1e6,t2,'--', 'linewidth',1.1);
legend('lattice','linear')
xlabel('d [10^{-6} m]','fontsize',14);
ylabel('t/h [Hz]','fontsize',14);
figure(2); clf; hold on;
loglog(spacing*1e6,beta,'-','linewidth',1.1);
loglog(spacing*1e6,beta2,'--', 'linewidth',1.1);
legend('lattice','linear')
xlabel('d [10^{-6} m]','fontsize',14);
ylabel('\beta\equiv g^2/\omega2 [Hz] ','fontsize',14);
B.2 Time Evolution of State Probability in Ising
Model
To compute the time evolution of the state I T) in the Ising model with three ions,
we first diagonalize the full Hamiltonian
3 3
H= Z JZJzJZ+ZBxJx
(i,j)=1 i=1
3 3
- S JZUJýZ + Bx(t + o) (B.6)
(i,j)=1 i=1
in the product spin space to obtain the set of eigenfunctions { ,)l } and the corre-
sponding set of eigenvalues {EJ}. Then we decompose the state I TTT) in this base
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set and account for the phase due to time evolution.
I TTT> I[(t 0)) =>
and IV(t))- 1:1(n ITT) •Jn)e - nit/h
n
Finally, we calculate
2
j#n)e-iEnt/hProbability = (B.8)= Z ( | TtI)(TIT
n
Since the system consists of three spin-1/2 ions, the Hilbert space is 0@&SU=(2)
with a dimension of 23 = 8. Therefore, all matrices are 8 x 8 in size. The MATLAB
script shown below calculates and plots the time evolution of the states I TI1) and
I ~I) with -JP = 2Bx = 27r x 2 kHz in t = [0, 5] ms for Figure 3-6.
clear all;
J = -2*2*pi*le3;
B = 2*pi*le3;
t = 0:le-5:5e-3;
H = [3*J B B 0
B -J 0 B 0
B 0 -J B 0
0 B B -J 0
B 0 0 0 -J
0 B 0 0 B
0 0 B 0 B
0 0 0 B 0
0
0;
0; .
B; .
0; .
B; .
B; .
3*J] ;
[U E] = eig(H);
E = diag(E);
value_uuu = U(1,1)^2*exp(-i*E(1)*t) + U(1,2)^2*exp(-i*E(2)*t) + ...
U(1,3)^2*exp(-i*E(3)*t) + U(1,4)^2*exp(-i*E(4)*t) + ...
U(1,5)^2*exp(-i*E(5)*t) + U(1,6)^2*exp(-i*E(6)*t) +
U(1,7)^2*exp(-i*E(7)*t) + U(1,8)^2*exp(-i*E(8)*t);
prob_uuu = (abs(valueuuu)).^2;
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(B.7)
E<On1 TTT>•>n)
(TTT 10(t))
value_ddd = U(8,1)*U(1,1)*exp(-i*E(1)*t)
U(8,2)*U(1,2)*exp(-i*E(2)*t) + ...
U(8,3)*U(1,3)*exp(-i*E(3)*t)
U(8,5)*U(1,5)*exp(-i*E(5) *t)
U(8,7)*U(1,7)*exp(-i*E(7)*t)
probddd = (abs(value_ddd)).^2;
U(8,4)*U(1,4)*exp(-i*E(4)*t) + .
U(8,6)*U(1,6)*exp(-i*E(6)*t) + .
U(8,8)*U(1,8)*exp(-i*E(8)*t);
figure(i); clf; hold on;
plot(t*le3,prob_uuu,'linewidth',1.1);
plot(t*le3,prob_ddd,'r--','linewidth',1.1);
xlabel('Time [ms] ','fontsize',14)
ylabel('Probability','fontsize',14)
axis([O 4 0 1])
The other two plots in Figure 3-6 are created with different Jz values.
B.3 Change of Global (oZ) in Ising Model
To calculate the global spin (aZ) = E-3 a for different JZ/BX ratio, we diagonalize
Equation B.6 for different JZ and BX values and calculate the expectation value for
the az operator. The MATLAB script below accomplishes the task for Figure 3-7
with BZ* = 2- x 200 Hz, Jz = 27 x 1 MHz, and BX = 2w x [0, 1.5] MHz.
clear all;
Z= [ 3
0
0
0
0
0
0
0O
0; .
0; .
0;
0;
0; .
0;
0;
-3] ;
Bp = 2*pi*2e2;
J = 2*pi*le3;
Barray = 2*pi*[0:20:1.5e3];
for i=l:length(Barray)
B = Barray(i);
H = [ 3*J-3*Bp B B 0 B 0
112
0 0; .
Figure B-1: A hexagonal well electrode drawn by the script in the previous page.
The script first draws the outer hexagon in counterclockwise direction then draws the
inner hexagon in clockwise direction.
B -J-Bp 0 B 0 B 0 0; ...
B 0 -J-Bp B 0 0 B 0;
O B B -J+Bp 0 0 0 B; .
B 0 0 0 -J-Bp B B 0; .
O B 0 0 B -J+Bp 0 B; .
0 0 B 0 B 0 -J+Bp B; .
O 0 0 B 0 B B 3*J+3*Bpl;
[U E] = eig(H);
sigma(i)=U(:,1)'*Z*U(:,1);
end
figure(1); clf; hold on
plot (Barray/J,sigma,'linewidth',1.1);
ylabel('<\sigma^z>','fontsize', 14)
xlabel('B^x/J^z' , 'fontsize', 14)
B.4 Drawing Hexagonal Well
Here is the CPO input for drawing a hexagon well.
Electrode: a_15
Voltage: RF
0,-1245,0
47.9,60 x 6
14.4,120
33.5,60
33.5,-60 x 5
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14.4,60
The script first defines the name for the electrode and the type of the voltage
applied to the electrode (in this case RF). The rest is the geometry specification
section. The drawing method is similar to that of Logo Turtle Graphics[Uni93]. The
script first moves the drawing pen to (x, y) = (0, -1245) and facing right. Then it
draws a hexagon by consecutive left turns 600 and forward 47.9 unit. After moving
the drawing pen inside the finished hexagon, the script then draws a smaller hexagon
of length 33.5 unit with consecutive 60' right turns before drawing. In this script,
one unit represents 1 pm. The resulted graph is shown in Figure B-1. The entire RF
electrode is drawn by repeating this script with the correct hexagon centers Figure 4-5.
B.5 Probability of ni = 2 in Bose-Hubbard Model
In the experiment proposed in section A.2, we focus on a system with two phonon
quanta, ntot = 2, in three ions in a triangle. We want to compute the probability
that both phonons are in the one of the state for different -t/U ratios. To solve this
problem, we diagonalize the matrix corresponding to the Hamiltonian Equation A.13
3 3
H=t (aaj+aai)+ U at2 2. (B.9)
(i,j)=1 i=1
The bosonic term Hb = 2hw is dropped because it is a constant added to the total
Hamiltonian. The basis set we use is { nrn2n 3)} where ni is the phonon quanta
at lattice site i. Since there are total of two phonons and three lattice sites, the
dimension of the basis set is
2+31- 1
= 6. (B.10)2
Explicitly, the basis set is {1200), 1110), 1101), 1020), 1011), 1002)}. We then compute
the Hamiltonian matrix elements using the properties of the creation and annihilation
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ail Ii) = i-2Ini 1) and a hni) = ni+ lni + 1).
After diagonalizing the Hamiltonian and obtain the eigenvectors J{V4} ,, we compute
the probability of both phonons in site 1, ie.
probability(n 1 = 2) = (200IV1I)
This script accomplishes the above calculation and produces Figure A-2.
U = -1 and varies the t from 0.03 to 3 at an increment of 0.03.
clear all;
tarray = [.03:.03:3];
U = -1;
for i=1:length(tarray)
t = -tarray(i);
tp = sqrt(2)*t;
H = [ U tp tp 0 0
tp 0 t tp t
tp t 0 0 t
0 tp 0 U tp
0 t t tp 0
0 0 tp 0 tp
(B.12)
It fixes
0;
0;
tp;
0;
tp;
U] ;
[V E] = eig(H);
E = diag(E);
sigma(i)=V(1,1)^2;
end
figure(1); clf; hold on
plot(-tarray/U,sigma, 'linewidth',1.1);
ylabel('Probability of n_l1=2','fontsize', 14)
xlabel('-t / U','fontsize', 14)
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