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Abstract
We give, for a complex algebraic variety S, a Hodge realization functor FHdgS from the (un-
bounded) derived category of constructible motives DAc(S) over S to the (undounded) derived cate-
gory D(MHM(S)) of algebraic mixed Hodge modules over S. Moreover, for f : T → S a morphism
of complex quasi-projective algebraic varieties, FHdg
−
commutes with the four operations f∗, f∗, f!, f
!
on DAc(−) and D(MHM(−)), making in particular the Hodge realization functor a morphism of
2-functor on the category of complex quasi-projective algebraic varieties which for a given S sends
DAc(S) to D(MHM(S)), moreover F
Hdg
S commutes with tensor product. We also give an algebraic
and analytic Gauss-Manin realization functor from which we obtain a base change theorem for al-
gebraic De Rham cohomology and for all smooth morphisms a relative version of the comparaison
theorem of Grothendieck between the algebraic De Rahm cohomology and the analytic De Rahm
cohomology.
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1 Introduction
Saito’s theory of mixed Hodge modules associate to each complex algebraic variety S a categoryMHM(S)
which is a full subcategory of PShD(1,0)fil,rh(S/(S˜I))×I Cfil(S) which extend variations of mixed Hodge
structure and admits a canonical monoidal structure given by tensor product, and associate to each
morphism of complex algebraic varieties f : X → S, four functor RfHdg!, RfHdg∗, f ∗ˆHdg, f∗Hdg. In the
case of a smooth proper morphism f : X → S with S and X smooth, HnRfHdg∗Z
Hdg
X is the variation of
Hodge structure given by the Gauss-Manin connexion and the local system HnRf∗ZX . Moreover, these
functors induce the six functor formalism of Grothendieck. We thus have, for a complex algebraic variety
S a canonical functor
MH(/S) : Var(C)/S → D(MHM(S)), (f : X → S) 7→ Rf!HdgZ
Hdg
X
and
MH(/−) : Var(C)→ TriCat, S 7→ (MH(S) : Var(C)/S → D(MHM(S))),
is a morphism of 2-functor. In this work, we extend MH(/−) to motives by constructing, for each
complex algebraic variety S, a canonical functor FHdgS : DA(S) → D(MHM(S)) which is monoidal,
that is commutes with tensor product, together with, for each morphism of complex algebraic varieties
g : T → S a canonical transformation map T (g,FHdg), which make
FHdg− : Var(C)→ TriCat, S 7→ (F
Hdg
S : DA(S)→ D(MHM(S))),
is a morphism of 2-functor : this is the contain of theorem 45. A partial result in this direction has been
obtained by Ivorra in [17] using a different approach. We already have a Betti realization functor
Bti− : Var(C)→ TriCat, S 7→ (Bti
∗
S : DA(S)→ D(S)),
which extend the Betti realization. The functor FHdg− := (F
FDR
− ,Bti−) is obtained by constructing the
De Rham part
FFDR− : Var(C)→ TriCat, S 7→ (F
FDR
S : DA(S)→ DD(1,0)fil,∞(S)),
which takes values in the derived category of filtered algebraicD-modules obtained by inverting∞-filtered
Zariski local equivalence. This method can be seen as a relative version of the construction of F.Lecompte
and N.Wach in [20].
In section 6.1.1 and 6.2.1, we construct an algebraic and analytic Gauss-Manin realization functor,
but this functor does NOT give a complex of filtered D-module, BUT a complex of filtered O-modules
whose cohomology sheaves have a structure of filtered DS modules. Hence, it does NOT get to the
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desired category. However this functor gives some interesting results. Let S ∈ Var(C) and S = ∪li=1Si
an open cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) smooth. For
I ⊂ [1, · · · l], denote by SI = ∩i∈ISi and jI : SI →֒ S the open embedding. We then have closed
embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We define the filtered algebraic Gauss-Manin realization functor
defined as
FGMS : DAc(S)
op → DOfil,D,∞(S/(S˜I))
∨, M 7→
FGMS (M) := ((e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
), Fb))[−dS˜I ], u
q
IJ(F ))
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ), see definition 104 and corollary 4. We then
prove (theorem 30):
Theorem 1. (i) Let g : T → S is a morphism with T, S ∈ Var(C). Assume there exist a factorization
g : T
l
−→ Y ×S
pS
−→ with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si
be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then,
for M ∈ DAc(S)
T (g,FGM)(M) : Rg∗mod[−],ΓFGMS (M)→ F
GM
T (g
∗M)
is an isomorphism in DOT fil,D,∞(T/(Y × S˜I)).
(ii) Let g : T → S is a morphism with T, S ∈ SmVar(C). Then, for M ∈ DAc(S)
TO(g,FGM )(M) : Lg∗modFGMS (M)→ F
GM
T (g
∗M)
is an isomorphism in DOT (T ).
(iii) A base change theorem for algebraic De Rham cohomology : Let g : T → S is a morphism with
T, S ∈ SmVar(C). Let h : U → S a smooth morphism with U ∈ Var(C). Then the map (see
definition 1)
TOw (g, h) : Lg
∗modRh∗(Ω
•
U/S , Fb)→ Rh
′
∗(Ω
•
UT /T
, Fb)
is an isomorphism in DOT (T ).
Another consequence is the following (theorem 31):
Theorem 2. Let X ∈ PSmVar(C) and D = ∪Di ⊂ X a normal crossing divisor. Consider the open
embedding j : U := X\D →֒ X. Then, the inclusion
j∗ : Γ(X,Ezar(Ω
•
X(logD), Fb)) →֒ Γ(U,Ezar(Ω
•
U , Fb))
is an ∞-filtered quasi-isomorphism, that is
j∗ : F pHn(U,C) := F pHnΓ(X,Ezar(Ω
•
X(logD), Fb))
∼
−→ F pHnΓ(U,Ezar(Ω
•
U , Fb)) =: F
p
b H
n(U,C)
is an isomorphism for all n, p ∈ Z (note that it is obviously injective since j∗ : HnΓ(X,Ezar(Ω•X(logD)))
∼
−→
HnΓ(U,Ezar(Ω
•
U )) is an isomorphism if we forgot filtrations). Note that however, it is NOT a filtered
quasi-isomorphism (for example if U is affine Hq(U,ΩpU ) = 0 for q > 0) that it is not an isomorphism
on the E1 terms of the spectral sequences in general.
Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI = ∩i∈ISi and jI : SI →֒ S the open embedding.
We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We define the filtered analytic Gauss-Manin
realization functor defined as
FGMS : DAc(S)
op → DOfil,D,∞(S/(S˜I))
∨, M 7→
FGMS (M) := ((e(S˜I)∗Hom
•(An∗
S˜I
L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
), Fb))[−dS˜I ], u
q
IJ(F ))
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ), see definition 128 and corollary 7. We then
prove (theorem 35):
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Theorem 3. (i) Let g : T → S is a morphism with T, S ∈ Var(C). Assume there exist a factorization
g : T
l
−→ Y ×S
pS
−→ with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si
be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then,
for M ∈ DAc(S)
T (g,FGMan )(M) : Rg
∗mod[−],ΓFGMS,an(M)→ F
GM
T,an(g
∗M)
is an isomorphism in DOT fil,D∞,∞(T/(Y × S˜I)).
(ii) Let g : T → S is a morphism with T, S ∈ SmVar(C). Then, for M ∈ DAc(S)
T (g,FGMan )(M) : Lg
∗mod[−]FGMS,an(M)→ F
GM
T,an(g
∗M)
is an isomorphism in DOT (T ).
A consequence of the construction of the transformation map between the algebraic and analytic
Gauss-Manin realization functor is the following (theorem 40)
Theorem 4. (i) Let S ∈ Var(C). Then, for M ∈ DAc(S)
JS(−) ◦H
nT (An,FGMan )(M) : JS(H
n(FGMS (M))
an)
∼
−→ HnFGMS,an(M)
is an isomorphism in PShD(S
an/(S˜anI )).
(ii) A relative version of Grothendieck GAGA theorem for De Rham cohomology Let h : U → S a
smooth morphism with S,U ∈ SmVar(C). Then,
JS(−) ◦ JST
O
ω (an, h) : JS((R
nh∗Ω
•
U/S)
an)
∼
−→ Rnh∗Ω
•
Uan/San
is an isomorphism in PShD(S
an).
In section 6.1.2, using results of sections 2, 4 and 5, we construct the algebraic filtered De Rham
realization functor FFDR− . Let S ∈ Var(C) and S = ∪
l
i=1Si an open cover such that there exist closed
embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI = ∩i∈ISi and jI : SI →֒ S
the open embedding. We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We define, by definition
116(ii) which use definition 112 and definition 36, proposition 105(ii) and corollary 5, the filtered algebraic
De Rahm realization functor defined as
FFDRS : DAc(S)→ DDfil,∞(S/(S˜I)),M 7→ F
FDR
S (M) :=
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F ))
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ). By computing this functor an homological
motive, we get by proposition 107, for S ∈ Var(C) and M ∈ DAc(S), F
FDR
S (M) ∈ πS(D(MHM(S)),
and the following (theorem 32, theorem 33 and theorem 34):
Theorem 5. (i) Let g : T → S a morphism, with S, T ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let
M ∈ DAc(S). Then map in πT (D(MHM(T )))
T (g,FFDR)(M) : g∗ˆmodHdg F
FDR
S (M)
∼
−→ FFDRT (g
∗M)
given in definition 121 is an isomorphism.
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(ii) Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization f : X
l
−→ Y ×
S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Then, for M ∈ DAc(X),
the map given in definition 122
T!(f,F
FDR)(M) : RfHdg! F
FDR
X (M)
∼
−→ FFDRS (Rf!M)
is an isomorphism in πS(D(MHM(S)).
(iii) Let f : X → S a morphism with X,S ∈ Var(C), S quasi-projective. Assume there exist a factor-
ization f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We
have, for M ∈ DAc(X), the map given in definition 122
T∗(f,F
FDR)(M) : FFDRS (Rf∗M)
∼
−→ RfHdg∗ F
FDR
X (M)
is an isomorphism in πS(D(MHM(S)).
(iv) Let f : X → S a morphism with X,S ∈ Var(C), S quasi-projective. Assume there exist a factoriza-
tion f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Then,
for M ∈ DAc(S), the map given in definition 122
T !(f,FFDR)(M) : FFDRX (f
!M)
∼
−→ f∗modHdg F
FDR
S (M)
is an isomorphism in πX(D(MHM(X)).
(v) Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi
and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈ SmVar(C).
Then, for M,N ∈ DAc(S), the map in πS(D(MHM(S)))
T (FFDRS ,⊗)(M,N) : F
FDR
S (M)⊗
L
OS F
FDR
S (N)
∼
−→ FFDRS (M ⊗N)
given in definition 124 is an isomorphism.
Let S ∈ Var(C). Let S = ∪iSi an open cover such that there exists closed embedding ii : S →֒ S˜i
with S˜i ∈ SmVar(C). We define the Hodge realization functor as
FHdgS := (F
FDR
S ,Bti
∗
S) : DA(S)→ DDfil,∞(S/(S˜I))×I D(S
an),
M 7→ FHdgS (M) := (F
FDR
S (M),Bti
∗
SM,α(M)),
where α(M) is given in definition 157. The main theorem of this article is the following (theorem 45):
Theorem 6. (i) For S ∈ Var(C), we have FHdgS (DAc(S)) ⊂ D(MHM(S)).
(ii) The Hodge realization functor FHdg− define a morphism of 2-functor on Var(C)
FHdg− : Var(C)→ (DAc(−)→ D(MHM(−)))
whose restriction to QPVar(C) is an homotopic 2-functor in sense of Ayoub. More precisely,
(ii0) for g : T → S a morphism, with T, S ∈ QPVar(C), and M ∈ DAc(S), the the maps of
definition 121 and of definition 152 induce an isomorphism in D(MHM(T ))
T (g,FHdg)(M) := (T (g,FFDR)(M), T (g, bti)(M)) :
g∗ˆHdgFHdgS (M) := (g
∗ˆmod
Hdg F
FDR
S (M), g
∗ BtiS(M), g
∗(α(M)))
∼
−→ (FFDRT (g
∗M),Bti∗T (g
∗M), α(g∗M)) =: FHdgT (g
∗M),
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(ii1) for f : T → S a morphism, with T, S ∈ QPVar(C), and M ∈ DAc(T ), the maps of definition
122 and of definition 153 induce an isomorphism in D(MHM(S))
T∗(f,F
Hdg)(M) := (T∗(f,F
FDR)(M), T∗(f, bti)(M)) :
RfHdg∗F
Hdg
T (M) := (Rf
Hdg
∗ F
FDR
T (M), Rf∗ BtiS(M), f∗(α(M)))
∼
−→ (FFDRS (Rf∗M),Bti
∗
S(Rf∗M), α(Rf∗M)) =: F
Hdg
S (Rf∗M),
(ii2) for f : T → S a morphism, with T, S ∈ QPVar(C), and M ∈ DAc(T ), the maps of definition
122 and of definition 153 induce an isomorphism in D(MHM(S))
T!(f,F
Hdg)(M) := (T!(f,F
FDR)(M), T!(f, bti)(M)) :
Rf!HdgF
Hdg
T (M) := (Rf
Hdg
! F
FDR
T (M), Rf!Bti
∗
S(M), f!(α(M)))
∼
−→ (FFDRS (Rf!M),Bti
∗
S(Rf!M), α(f!M)) =: F
Hdg
T (f!M),
(ii3) for f : T → S a morphism, with T, S ∈ QPVar(C), and M ∈ DAc(S), the maps of definition
122 and of definition 153 induce an isomorphism in D(MHM(T ))
T !(f,FHdg)(M) := (T !(f,FFDR)(M), T !(f, bti)(M)) :
f∗HdgFHdgS (M) := (f
∗mod
Hdg F
FDR
S (M), f
!BtiS(M), f
!(α(M)))
∼
−→ (FFDRT (f
!M),Bti∗T (f
!M), α(f !M)) =: FHdgT (f
!M),
(ii4) for S ∈ Var(C), and M,N ∈ DAc(S), the maps of definition 124 and of definition 154 induce
an isomorphism in D(MHM(S))
T (⊗,FHdg)(M,N) := (T (⊗,FFDRS )(M,N), T (⊗, bti)(M,N)) :
(FFDRS (M)⊗
L
OS F
FDR
S (N),BtiS(M)⊗ BtiS(N), α(M) ⊗ α(N))
∼
−→ FHdgS (M ⊗N) := (F
FDR
S (M ⊗N),BtiS(M ⊗N), α(M ⊗N)).
(iii) For S ∈ Var(C), the following diagram commutes :
Var(C)/S
MH(/S) //
M(/S)

D(MHM(S))
ιS

DA(S)
FHdgS // DDfil,∞(S/(S˜I))×I Dfil(San)
We obtain theorem 6 from theorem 5 and from the result on the Betti factor after checking the
compatibility of these transformation maps with the isomorphisms α(M).
I thank F.Mokrane for his help and support during his work as well as J.Wildeshaus for the interest
and remarks that he made on a first version of this text.
2 Generalities and Notations
2.1 Notations
• After fixing a universe, we denote by
– Set the category of sets,
– Top the category of topological spaces,
– Ring the category of rings and cRing ⊂ Ring the full subscategory of commutative rings,
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– RTop the category of ringed spaces,
∗ whose set of objects is RTop := {(X,OX), X ∈ Top, OX ∈ PSh(X,Ring)}
∗ whose set of morphism is Hom((T,OT ), (S,OS)) := {((f : T → S), (af : f∗OS → OT ))}
and by ts : RTop→ Top the forgetfull functor.
– Cat the category of small categories which comes with the forgetful functor o : Cat →
Fun(∆1, Set), where Fun(∆1, Set) is the category of simplicial sets,
– RCat the category of ringed topos
∗ whose set of objects is RCat := {(X , OX), X ∈ Cat, OX ∈ PSh(X ,Ring)},
∗ whose set of morphism is Hom((T , OT ), (S, OS)) := {((f : T → S), (af : f∗OS → OT )), }
and by tc : RCat→ Cat the forgetfull functor.
• Let F : C → C′ be a functor with C, C′ ∈ Cat. For X ∈ C, we denote by F (X) ∈ C′ the image of X ,
and for X,Y ∈ C, we denote by FX,Y : Hom(X,Y )→ Hom(F (X), F (Y )) the corresponding map.
• Let C ∈ Cat. For S ∈ C, we denote by C/S the category
– whose set of objects (C/S)0 = {X/S = (X,h)} consist of the morphisms h : X → S with
X ∈ C,
– whose set of morphism Hom(X ′/S,X/S) between X ′/S = (X ′, h′), X/S = (X,h) ∈ C/S
consits of the morphisms (g : X ′ → X) ∈ Hom(X ′, X) such that h ◦ g = h′.
We have then, for S ∈ C, the canonical forgetful functor
r(S) : C/S → C, X/S 7→ r(S)(X/S) = X, (g : X ′/S → X/S) 7→ r(S)(g) = g
and we denote again r(S) : C → C/S the corresponding morphism of (pre)sites.
– Let F : C → C′ be a functor with C, C′ ∈ Cat. Then for S ∈ C, we have the canonical functor
FS : C/S → C
′/F (S), X/S 7→ F (X/S) = F (X)/F (S),
(g : X ′/S → X/S) 7→ (F (g) : F (X ′)/F (S)→ F (X)/F (S))
– Let S ∈ Cat. Then, for a morphism f : X ′ → X with X,X ′ ∈ S we have the functor
C(f) : S/X ′ → S/X, Y/X ′ = (Y, f1) 7→ C(f)(Y/X
′) := (Y, f ◦ f1) ∈ S/X,
(g : Y1/X
′ → Y2/X
′) 7→ (C(f)(g) := g : Y1/X → Y2/X)
– Let S ∈ Cat a category which admits fiber products. Then, for a morphism f : X ′ → X with
X,X ′ ∈ S, we have the pullback functor
P (f) : S/X → S/X ′, Y/X 7→ P (f)(Y/X) := Y ×X X
′/X ′ ∈ S/X ′,
(g : Y1/X → Y2/X) 7→ (P (f)(g) := (g × I) : Y1 ×X X
′ → Y2 ×X X
′)
which is right adjoint to C(f) : S/X ′ → S/X , and we denote again P (f) : S/X ′ → S/X the
corresponding morphism of (pre)sites.
• Let C, I ∈ Cat. Assume that C admits fiber products. For (S•) ∈ Fun(Iop, C), we denote by
C/(S•) ∈ Fun(I,Cat) the diagram of category given by
– for I ∈ I, C/(S•)(I) := C/SI ,
– for rIJ : I → J , C/(S•)(rIJ ) := P (rIJ ) : C/SI → C/SJ , where we denoted again rIJ : SJ → SI
the associated morphism in C.
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• Let (F,G) : C ⇆ C′ an adjonction between two categories.
– For X ∈ C and Y ∈ C′, we consider the adjonction isomorphisms
∗ I(F,G)(X,Y ) : Hom(F (X), Y )→ Hom(X,G(Y )), (u : F (X)→ Y ) 7→ (I(F,G)(X,Y )(u) :
X → G(Y ))
∗ I(F,G)(X,Y ) : Hom(X,G(Y ))→ Hom(F (X), Y ), (v : X → G(Y )) 7→ (I(F,G)(X,Y )(v) :
F (X)→ Y ).
– For X ∈ C, we denote by ad(F,G)(X) := I(F,G)(X,F (X))(IF (X)) : X → G ◦ F (X).
– For Y ∈ C′ we denote also by ad(F,G)(Y ) := I(F,G)(G(Y ), Y )(IG(Y )) : F ◦G(Y )→ Y .
Hence,
– for u : F (X) → Y a morphism with X ∈ C and Y ∈ C′, we have I(F,G)(X,Y )(u) =
G(u) ◦ ad(F,G)(X),
– for v : X → G(Y ) a morphism with X ∈ C and Y ∈ C′, we have I(F,G)(X,Y )(v) =
ad(F,G)(Y ) ◦ F (v).
• Let C a category.
– We denote by (C, F ) the category of filtered objects : (X,F ) ∈ (C, F ) is a sequence (F •X)•∈Z
indexed by Z with value in C together with monomorphisms ap : F pX →֒ F p−1X →֒ X .
– We denote by (C, F,W ) the category of bifiltered objects : (X,F,W ) ∈ (C, F,W ) is a sequence
(W •F •X)•,• ∈ Z2 indexed by Z2 with value in C together with monomorphisms W qF pX →֒
F p−1X , W qF pX →֒W q−1F pX .
• For C a category and Σ : C → C an endofunctor, we denote by (C,Σ) the corresponding category of
spectra, whose objects are sequence of objects of C (Ti)i∈Z ∈ Fun(Z, C) together with morphisms
si : Ti → ΣTi+1, and whose morphism from (Ti) to (T ′i ) are sequence of morphisms Ti → T
′
i which
commutes with the si.
• Let A an additive category.
– We denote by C(A) := Fun(Z,A) the category of (unbounded) complexes with value in A,
where we have denoted Z the category whose set of objects is Z, and whose set of morphism
between m,n ∈ Z consists of one element (identity) if n = m, of one elemement if n = m+ 1
and is ∅ in the other cases.
– We have the full subcategories Cb(A), C−(A), C+(A) of C(A) consisting of bounded, resp.
bounded above, resp. bounded below complexes.
– We denote by K(A) := Ho(C(A)) the homotopy category of C(A) and by Ho : C(A)→ K(A)
the full homotopy functor. The category K(A) is in the standard way a triangulated category.
• Let A an additive category.
– We denote by Cfil(A) ⊂ (C(A), F ) = C(A, F ) the full additive subcategory of filtered com-
plexes of A such that the filtration is biregular : for (A•, F ) ∈ (C(A), F ), we say that F is
biregular if F •Ar is finite for all r ∈ Z.
– We denote by C2fil(A) ⊂ (C(A), F,W ) = C(A, F,W ) the full subcategory of bifiltered com-
plexes of A such that the filtration is biregular.
– For A• ∈ C(A), we denote by (A•, Fb) ∈ (C(A), F ) the complex endowed with the trivial
filtration (filtration bete) : F pAn = 0 if p ≥ n+ 1 and F pAn = An if p ≤ n.
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• Let A be an abelian category. Then the additive category (A, F ) is an exact category which
admits kernel and cokernel (but is NOT an abelian category). A morphism φ : (M,F ) → (N,F )
with (M,F ) ∈ (A, F ) is strict if the inclusion φ(FnM) ⊂ FnN ∩ Im(φ) is an equality, i.e. if
φ(FnM) = FnN ∩ Im(φ).
• Let A be an abelian category.
– For (A•, F ) ∈ C(A, F ), considering ap : F pA• →֒ A• the structural monomorphism of of the
filtration, we denote by, for n ∈ N,
Hn(A•, F ) ∈ (A, F ), F pHn(A•, F ) := Im(Hn(ap) : H
n(F pA•)→ Hn(A•)) ⊂ Hn(A•)
the filtration induced on the cohomology objects of the complex. In the case (A•, F ) ∈ Cfil(A),
the spectral sequence Ep,qr (A
•, F ) associated to (A•, F ) converge to GrpF H
p+q(A•, F ), that is
for all p, q ∈ Z, there exist rp,q ∈ N, such that Ep,qs (A
•, F ) = GrpF H
p+q(A•, F ) for all s ≤ rp,q.
– Let r ∈ N. A morphism m : (A•, F ) → (B•, F ) with (A•, F ), (B•, F ) ∈ C(A, F ) is said to be
an r-filtered quasi-isomorphism if for all p, q ∈ Z,
Ep,qr (m) : E
p,q
r (A
•, F )
∼
−→ Ep,qr (B
•, F )
is an isomorphism in A, note that by definition this r does NOT depend on p and q. A filtered
quasi-isomorphism is by definition an 1-filtered quasi-isomorphism.
– A morphismm : (A•, F )→ (B•, F ) with (A•, F ), (B•, F ) ∈ C(A, F ) is said to be an∞-filtered
quasi-isomorphism if there exist r ∈ N such that for all p, q ∈ Z,
Ep,qr (m) : E
p,q
r (A
•, F )
∼
−→ Ep,qr (B
•, F )
is an isomorphism in A, note that by definition this r does NOT depend on p and q. If a
morphism m : (A•, F ) → (B•, F ), with (A•, F ), (B•, F ) ∈ Cfil(A) is an ∞-filtered quasi-
isomorphism, then for all n ∈ Z
Hn(m) : Hn(A•, F )
∼
−→ Hn(B•, F )
is a filtered isomorphism, i.e. an isomorphism in (A, F ). Note that the converse is NOT
true since the integer rp,q ∈ N such that Ep,qs (A
•, F ) = GrpF H
p+q(A•, F ) and Ep,qs (B
•, F ) =
GrpF H
p+q(B•, F ) for s ≤ rp,q depends on p and q.
• Let A be an abelian category.
– We denote by D(A) the localization of K(A) with respect to the quasi-isomorphisms and by
D : K(A)→ D(A) the localization functor. The category D(A) is a triangulated category in
the unique way such that D a triangulated functor.
– We denote by Dfil,r(A) the localization of Kfil(A) with respect to the r-filtered quasi-
isomorphisms and by D : Kfil(A)→ Dfil,r(A) the localization functor.
– We denote by Dfil,∞(A) the localization of Kfil(A) with respect to the ∞-filtered quasi-
isomorphisms and by D : Kfil(A)→ Dfil,∞(A) the localization functor.
• Let A be an abelian category. We denote by Inj(A) ⊂ A the full subcategory of injective objects,
and by Proj(A) ⊂ A the full subcategory of projective objects.
• For S ∈ Cat a small category, we denote by
– PSh(S) := PSh(S,Ab) := Fun(S,Ab) the category of presheaves on S, i.e. the category of
presheaves of abelian groups on S,
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– PSh(S,Ring) := Fun(S,Ring) the category of presheaves of ring on S, and PSh(S, cRing) ⊂
PSh(S,Ring) the full subcategory of presheaves of commutative ring.
– for F ∈ PSh(S) and X ∈ S, F (X) = Γ(X,F ) the sections on X and for h : X ′ → X a
morphism with X,X ′ ∈ S, F (h) := FX,Y (h) : F (X) → F (X ′) the morphism of abelian
groups,
– C(S) = PSh(S, C(Z)) = C(PSh(S)) = PSh(S × Z) the big abelian category of complexes of
presheaves on S with value in abelian groups,
– K(S) := K(PSh(S)) = Ho(C(S)) In particular, we have the full homotopy functor Ho :
C(S)→ K(S),
– C(2)fil(S) := C(2)fil(PSh(S)) ⊂ C(PSh(S), F,W ) the big abelian category of (bi)filtered com-
plexes of presheaves on S with value in abelian groups such that the filtration is biregular, and
PSh(2)fil(S) = (PSh(S), F,W ),
– Kfil(S) := K(PShfil(S)) = Ho(Cfil(S))
For f : T → S a morphism a presite with T ,S ∈ Cat, given by the functor P (f) : S → T , we will
consider the adjonctions given by the direct and inverse image functors :
– (f∗, f∗) = (f
−1, f∗) : PSh(S) ⇆ PSh(T ), which induces (f∗, f∗) : C(S) ⇆ C(T ), we denote,
for F ∈ C(S) and G ∈ C(T ) by
ad(f∗, f∗)(F ) : F → f∗f
∗F , ad(f∗, f∗)(G) : f
∗f∗G→ G
the adjonction maps,
– (f∗, f
⊥) : PSh(T )⇆ PSh(S), which induces (f∗, f
⊥) : C(T )⇆ C(S), we denote for F ∈ C(S)
and G ∈ C(T ) by
ad(f∗, f
⊥)(F ) : G→ f⊥f∗G , ad(f∗, f
⊥)(G) : f∗f
⊥F → F
the adjonction maps.
• For (S, OS) ∈ RCat a ringed topos, we denote by
– PShOS (S) the category of presheaves of OS modules on S, whose objects are PShOS (S)
0 :=
{(M,m),M ∈ PSh(S),m :M ⊗OS →M}, together with the forgetful functor o : PSh(S) →
PShOS (S),
– COS (S) = C(PShOS (S)) the big abelian category of complexes of presheaves of OS modules
on S,
– KOS (S) := K(PShOS (S)) = Ho(COS (S)), in particular, we have the full homotopy functor
Ho : COS (S)→ KOS (S),
– COS(2)fil(S) := C(2)fil(PShOS (S)) ⊂ C(PShOS (S), F,W ), the big abelian category of (bi)filtered
complexes of presheaves ofOS modules on S such that the filtration is biregular and PShOS(2)fil(S) =
(PShOS (S), F,W ),
– KOS(2)fil(S) := K(PShOS(2)fil(S)) = Ho(COS(2)fil(S)).
• For S• ∈ Fun(I,Cat) a diagram of (pre)sites, with I ∈ Cat a small category, we denote by
– PSh(S•) := PSh(S•,Ab) the category of presheaves on S•,
∗ whose objects are PSh(S•)0 := {(FI , uIJ)I∈I}, with FI ∈ PSh(SI), and for rIJ : I → J
with I, J ∈ I, uIJ : FI → rIJ∗FJ are morphism in PSh(SI), noting again rIJ : SJ → SI
the associated morphism of presite,
∗ whose morphism are m = (mI) : (FI , uIJ)→ (GI , vIJ) satisfying vIJ ◦mI = rIJ∗mJ ◦uIJ
in PSh(SI),
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– PSh(S•,Ring) the category of presheaves of ring on S• given in the same way, and PSh(S•, cRing) ⊂
PSh(S•,Ring) the full subcategory of presheaves of commutative ring.
– C(S•) := C(PSh(S•)) the big abelian category of complexes of presheaves on S• with value in
abelian groups,
– K(S•) := K(PSh(S•)) = Ho(C(S•)), in particular, we have the full homotopy functor Ho :
C(S•)→ K(S•),
– C(2)fil(S•) := C(2)fil(PSh(S•)) ⊂ C(PSh(S•), F,W ) the big abelian category of (bi)filtered
complexes of presheaves on S• with value in abelian groups such that the filtration is biregular,
and PSh(2)fil(S•) = (PSh(S•), F,W ), by definition C(2)fil(S•) is the category
∗ whose objects are C(2)fil(S•)
0 := {((FI , F,W ), uIJ)I∈I}, with (FI , F,W ) ∈ C(2)fil(SI),
and for rIJ : I → J with I, J ∈ I, uIJ : (FI , F,W ) → rIJ∗(FJ , F,W ) are morphism in
C(2)fil(SI), noting again rIJ : SJ → SI the associated morphism of presite,
∗ whose morphism are m = (mI) : ((FI , F,W ), uIJ) → ((GI , F,W ), vIJ ) satisfying vIJ ◦
mI = rIJ∗mJ ◦ uIJ in C(2)fil(SI),
– Kfil(S•) := K(PShfil(S•)) = Ho(Cfil(S•))
Let I, I ′ ∈ Cat be small categories. Let (f•, s) : T• → S• a morphism a diagrams of (pre)site
with T• ∈ Fun(I,Cat),S• ∈ Fun(I ′,Cat), which is by definition given by a functor s : I → I ′ and
morphism of functor P (f•) : Ss(•) := S• ◦ s → T•. Here, we denote for short, Ss(•) := S• ◦ s ∈
Fun(I,Cat). We have then, for rIJ : I → J a morphism, with I, J ∈ I, a commutative diagram in
Cat
DfIJ := Ss(J)
rsIJ // Ss(I)
TJ
rtIJ //
fJ
OO
TI
fI
OO
.
We will consider the the adjonction given by the direct and inverse image functors :
((f•, s)
∗, (f•, s)
∗) = ((f•, s)
−1, (f•, s)∗) : PSh(Ss(•))⇆ PSh(T•),
F = (FI , uIJ) 7→ (f•, s)
∗F := (f∗I FI , T (DfIJ)(FJ ) ◦ f
∗
I uIJ),
G = (GI , vIJ) 7→ (f•, s)∗G := (fI∗GI , fI∗vIJ ).
It induces the adjonction ((f•, s)
∗, (f•, s)∗) : C(Ss(•))⇆ C(T•). We denote, for (FI , uIJ) ∈ C(Ss(•))
and (GI , vIJ) ∈ C(T•) by
ad((f•, s)
∗, (f•, s)∗)((FI , uIJ)) : (FI , uIJ)→ (f•, s)∗(f•, s)
∗(FI , uIJ),
ad((f•, s)
∗, (f•, s)∗)((GI , vIJ)) : (f•, s)
∗(f•, s)∗(GI , vIJ)→ (GI , vIJ )
the adjonction maps.
• Let I ∈ Cat a small category. For (S•, OS•) ∈ Fun(I,RCat) a diagram of ringed topos, we denote
by
– PShOS• (S•) the category of presheaves of modules on (S•, OS•),
∗ whose objects are PShOS• (S•)
0 := {(FI , uIJ)I∈I}, with FI ∈ PShOSI (SI), and for rIJ :
I → J with I, J ∈ I, uIJ : FI → rIJ∗FJ are morphism in PShOSI (SI), noting again
rIJ : SJ → SI the associated morphism of presite,
∗ whose morphism are m = (mI) : (FI , uIJ)→ (GI , vIJ) satisfying vIJ ◦mI = rIJ∗mJ ◦uIJ
in PShOSI (SI),
– COS• (S•) := C(PShOS• (S•)),
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– KOS• (S•) := K(PShOS• (S•)) = Ho(COS• (S•)), in particular, we have the full homotopy
functor Ho : C(S•)→ K(S•),
– COS• (2)fil(S•) := COS• (2)fil(PSh(S•)) ⊂ C(PShOS• (S•), F,W ) the big abelian category of
(bi)filtered complexes of presheaves of modules on (S•, OS•) such that the filtration is biregular,
and PShOS• (2)fil(S•) = (PShOS• (S•), F,W ), by definition COS• (2)fil(S•) is the category
∗ whose objects areCOS• (2)fil(S•)
0 := {((FI , F,W ), uIJ )I∈I}, with (FI , F,W ) ∈ COSI (2)fil(SI),
and for rIJ : I → J with I, J ∈ I, uIJ : (FI , F,W ) → rIJ∗(FJ , F,W ) are morphism in
COSI (2)fil(SI), noting again rIJ : SJ → SI the associated morphism of presite,
∗ whose morphism are m = (mI) : ((FI , F,W ), uIJ) → ((GI , F,W ), vIJ ) satisfying vIJ ◦
mI = rIJ∗mJ ◦ uIJ in COSI (2)fil(SI),
– KOS• (2)fil(S•) := K(PShOS• (2)fil(S•)) = Ho(COS• (2)fil(S•)).
• Let S ∈ Cat. For Σ : C(S) → C(S) an endofunctor, we denote by CΣ(S) = (C(S),Σ) the
corresponding category of spectra.
• Denote by Sch ⊂ RTop the full subcategory of schemes. For a field k, we consider Sch /k :=
Sch / Spec k the category of schemes over Spec k. We then denote by
– Var(k) ⊂ Sch /k the full subcategory consisting of algebraic varieties over k, i.e. schemes of
finite type over k,
– PVar(k) ⊂ QPVar(k) ⊂ Var(k) the full subcategories consisting of quasi-projective varieties
and projective varieties respectively,
– PSmVar(k) ⊂ SmVar(k) ⊂ Var(k) the full subcategories consisting of smooth varieties and
smooth projective varieties respectively.
• Denote by Top2 the category whose set of objects is
(Top2)0 := {(X,Z), Z ⊂ X closed} ⊂ Top×Top
and whose set of morphism between (X1, Z1), (X2, Z2) ∈ Top
2 is
HomTop2((X1, Z1), (X2, Z2)) :=
{
(f : X1 → X2), s.t. Z1 ⊂ f
−1(Z2)
}
⊂ HomTop(X1, X2)
For S ∈ Top, Top2 /S := Top2 /(S, S) is then by definition the category whose set of objects is
(Top2 /S)0 := {((X,Z), h), h : X → S, Z ⊂ X closed } ⊂ Top /S × Top
and whose set of morphisms between (X1, Z1)/S = ((X1, Z1), h1), (X2, Z2)/S = ((X2, Z2), h2) ∈
Top2 /S is the subset
HomTop2 /S((X1, Z1)/S, (X2, Z2)/S) :={
(f : X1 → X2), s.t. h1 ◦ f = h2 and Z1 ⊂ f
−1(Z2)
}
⊂ HomRTop(X1, X2)
We denote by
µS : Top
2,pr /S := {((Y × S,Z), p), p : Y × S → S, Z ⊂ Y × S closed } →֒ Top2 /S
the full subcategory whose objects are those with p : Y × S → S a projection, and again µS :
Top2 /S → Top2,pr /S the corresponding morphism of sites. We denote by
Gr12S : Top /S → Top
2,pr /S, X/S 7→ Gr12S (X/S) := (X × S, X¯)/S,
(g : X/S → X ′/S) 7→ Gr12S (g) := (g × IS : (X × S, X¯)→ (X
′ × S, X¯ ′))
the graph functor, X →֒ X × S being the graph embedding (which is a closed embedding if X is
separated), and again Gr12S : Top
2,pr /S → Top /S the corresponding morphism of sites.
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• Denote by RTop2 the category whose set of objects is
(RTop2)0 := {((X,OX), Z), Z ⊂ X closed} ⊂ RTop×Top
and whose set of morphism between ((X1, OX1 ), Z1), ((X2, OX2 ), Z2) ∈ RTop
2 is
HomRTop2(((X1, OX1), Z1), ((X2, OX2), Z2)) :={
(f : (X1, OX1)→ (X2, OX2)), s.t. Z1 ⊂ f
−1(Z2)
}
⊂ HomRTop((X1, OX1), (X2, OX2))
For (S,OS) ∈ RTop, RTop
2 /(S,OS) := RTop
2 /((S,OS), S) is then by definition the category whose
set of objects is
(RTop2 /(S,OS))
0 :=
{(((X,OX), Z), h), h : (X,OX)→ (S,OS), Z ⊂ X closed } ⊂ RTop /(S,OS)× Top
and whose set of morphisms between (((X1, OX1), Z1), h1), (((X2, OX2), Z2), h2) ∈ RTop
2 /(S,OS)
is the subset
HomRTop2 /(S,OS)(((X1, OX1), Z1)/(S,OS), ((X2, OX2), Z2)/(S,OS)) :={
(f : (X1, OX1)→ (X2, OX2)), s.t. h1 ◦ f = h2 and Z1 ⊂ f
−1(Z2)
}
⊂ HomRTop((X1, OX1), (X2, OX2))
We denote by
µS : RTop
2,pr /S := {(((Y × S, q∗OY ⊗ p
∗OS), Z), p), p : Y × S → S, Z ⊂ Y × S closed } →֒ RTop
2 /S
the full subcategory whose objects are those with p : Y × S → S is a projection, and again
µS : RTop
2 /S → RTop2,pr /S the corresponding morphism of sites. We denote by
Gr12S : RTop /S → RTop
2,pr /S,
(X,OX)/(S,OS) 7→ Gr
12
S ((X,OX)/(S,OS)) := ((X × S, q
∗OX ⊗ p
∗OS), X¯)/(S,OS),
(g : (X,OX)/(S,OS)→ (X
′, OX′)/(S,OS)) 7→
Gr12S (g) := (g × IS : ((X × S, q
∗OX ⊗ p
∗OS), X¯)→ ((X
′ × S, q∗OX ⊗ p
∗OS), X¯
′))
the graph functor, X →֒ X × S being the graph embedding (which is a closed embedding if X is
separated), p : X×S → S, q : X×S → X the projections, and again Gr12S : RTop
2,pr /S → RTop /S
the corresponding morphism of sites.
• We denote by Sch2 ⊂ RTop2 the full subcategory such that the first factors are schemes. For a field
k, we denote by Sch2 /k := Sch2 /(Spec k, {pt}) and by
– Var(k)2 ⊂ Sch2 /k the full subcategory such that the first factors are algebraic varieties over
k, i.e. schemes of finite type over k,
– PVar(k)2 ⊂ QPVar(k)2 ⊂ Var(k)2 the full subcategories such that the first factors are quasi-
projective varieties and projective varieties respectively,
– PSmVar(k)2 ⊂ SmVar(k)2 ⊂ Var(k)2 the full subcategories such that the first factors are
smooth varieties and smooth projective varieties respectively.
In particular we have, for S ∈ Var(k), the graph functor
Gr12S : Var(k)/S → Var(k)
2,pr/S, X/S 7→ Gr12S (X/S) := (X × S,X)/S,
(g : X/S → X ′/S) 7→ Gr12S (g) := (g × IS : (X × S,X)→ (X
′ × S,X ′))
the graph embedding X →֒ X × S is a closed embedding since X is separated in the subcategory
of schemes Sch ⊂ RTop, and again Gr12S : Var(k)
2,pr/S → Var(k)/S the corresponding morphism
of sites.
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• Denote by CW ⊂ Top the full subcategory of CW complexes, by CS ⊂ CW the full subcategory of ∆
complexes, by TM(R) ⊂ CW the full subcategory of topological (real) manifolds which admits a CW
structure (a topological manifold admits a CW structure if it admits a differential structure) and by
Diff(R) ⊂ RTop the full subcategory of differentiable (real) manifold. We denote by CW2 ⊂ Top2
the full subcategory such that the first factors are CW complexes, by TM(R)2 ⊂ CW2 the full
subcategory such that the first factors are topological (real) manifolds and by Diff(R)2 ⊂ RTop2
the full subcategory such that the first factors are differentiable (real) manifold.
• Denote by AnSp(C) ⊂ RTop the full subcategory of analytic spaces over C, and by AnSm(C) ⊂
AnSp(C) the full subcategory of smooth analytic spaces (i.e. complex analytic manifold). We
denote by AnSp(C)2 ⊂ RTop2 the full subcategory such that the first factors are analytic spaces
over C, and by AnSm(C)2 ⊂ AnSp(C)2 the full subcategory such that the first factors are smooth
analytic spaces (i.e. complex analytic manifold). In particular we have, for S ∈ AnSp(C), the graph
functor
Gr12S : AnSp(C)/S → AnSp(C)
2,pr/S, X/S 7→ Gr12S (X/S) := (X × S,X)/S,
(g : X/S → X ′/S) 7→ Gr12S (g) := (g × IS : (X × S,X)→ (X
′ × S,X ′))
the graph embedding X →֒ X × S is a closed embedding since X is separated in RTop, and again
Gr12S : AnSp(C)
2,pr/S → AnSp(C)/S the corresponding morphism of sites.
• For V ∈ Var(C), we denote by V an ∈ AnSp(C) the complex analytic space associated to V with
the usual topology induced by the usual topology of CN . For W ∈ AnSp(C), we denote by W cw ∈
AnSp(C) the topological space given byW which is a CW complex. For simplicity, for V ∈ Var(C),
we denote by V cw := (V an)cw ∈ CW. We have then
– the analytical functor An : Var(C)→ AnSp(C), An(V ) = V an,
– the forgetful functor Cw = tp : AnSp(C)→ CW, Cw(W ) =W cw,
– the composite of these two functors C˜w = Cw ◦An : Var(C)→ CW, C˜w(V ) = V cw.
We have then
– the analytical functor An : Var(C)2 → AnSp(C)2, An((V, Z)) = (V an, Zan),
– the forgetful functor Cw = tp : AnSp(C)2 → CW2, Cw((W,Z)) = (W cw, Zcw),
– the composite of these two functors C˜w = Cw ◦An : Var(C)2 → CW2, C˜w((V, Z)) =
(V cw, Zcw).
2.2 Additive categories, abelian categories and tensor triangulated categories
Let A an additive category.
• For φ : F • → G• a morphism with F •, G• ∈ C(A), we have the mapping cylinder Cyl(φ) :=
((Fn ⊕ Fn+1 ⊕Gn+1, (∂nF , ∂
n+1
F , φ
n+1 + ∂nG) ∈ C(A). and the mapping cone Cone(φ) := ((Fn ⊕
Gn+1, (∂nF , φ
n+1 + ∂nG) ∈ C(A).
• The category K(A) := Ho(C(A)) is a triangulated category with distinguish triangles F •
iF−→
Cyl(φ)
qF
−−→ Cone(φ)
rF−−→ F •[1].
• The category (A, F ) is obviously again an additive category.
• Let φ : F • → G• a morphism with F •, G• ∈ C(A). Then it is obviously a morphism of filtered
complex φ : (F •, Fb)→ (G•, Fb), where we recall that Fb is the trivial filtration (F •, Fb), (G•, Fb) ∈
Cfil(A).
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We recall the following property of the internal hom functor if it exists of a tensor triangulated
category and the definition of compact and cocompact object.
Proposition 1. Let (T ,⊗) a tensor triangulated category admitting countable direct sum and product
compatible with the triangulation. Assume that T has an internal hom (bi)functor RHom(., .) : T 2 → T
which is by definition the right adjoint to (· ⊗ ·) : T 2 → T . Then,
• for N ∈ T , the functor RHom(·, N) : T → T commutes with homotopy colimits : for M =
ho lim→i∈I Mi, where I is a countable category, we have
RHom(M,N)
∼
−→ ho lim
←i∈I
RHom(Mi, N).
• dually, for M ∈ T , the functor RHom(M, ·) : T → T commutes with homotopy limits : for
N = ho lim←i∈INi, where I is a countable category, we have
RHom(M,N)
∼
−→ ho lim
←
RHom(M,Ni).
Proof. Standard.
Let (T ,⊗) a tensor triangulated category admitting countable direct sum and product compatible
with the triangulation. Assume that T has an internal hom functor RHom(., .) : T → T .
• For N ∈ T , the functor RHom(·, N) : T → T does not commutes in general with homotopy limits
: for M = ho lim←i∈IMi, where I is a countable category, the canonical map
ho lim
→ i∈I
RHom(Mi, N)→ RHom(M,N)
is not an isomorphism in general if I is infinite. It commutes if and only if N is compact.
• Dually, for M ∈ T , the functor RHom(M, •) : T → T does not commutes in general with infinite
homotopy colimits. It commutes if and only if M is cocompact.
Most triangulated category comes from the localization of the category of complexes of an abelian
category with respect to quasi-isomorphisms. In the case where the abelian category have enough injective
or projective object, the triangulated category is the homotopy category of the complexes of injective,
resp. projective, objects.
Proposition 2. Let A an abelian category with enough injective and projective.
• A quasi-isomorphism φ : Q• → F •, with F •, Q• ∈ C−(A) such that the Qn are projective is an
homotopy equivalence.
• Dually,a quasi-isomorphism φ : F • → I•, with F •, I• ∈ C+(A) such that the In are projective is
an homotopy equivalence.
Proof. Standard.
Proposition 3. Let A an abelian category with enough injective and projective satisfying AB3 (i.e.
countable direct sum of exact sequences are exact sequence).
• Let K(P ) ⊂ K(A) be the thick subcategory generated by (unbounded) complexes of projective objects.
Then, K(P ) →֒ K(A)
D
−→ D(A) is an equivalence of triangulated categories.
• Similarly, let K(I) ⊂ K(A) be the thick subcategory generated by (unbounded) complexes of injective
objects. Then K(I) →֒ K(A)
D
−→ D(A) is an equivalence of triangulated categories.
Proof. It follows from proposition 2 : see [22].
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2.3 Presheaves on a site and on a ringed topos
2.3.1 Functorialities
Let S ∈ Cat a small category. For X ∈ S we denote by Z(X) ∈ PSh(S) the presheaf represented by X .
By Yoneda lemma, a representable presheaf Z(X) is projective.
Proposition 4. • Let S ∈ Cat a small category. The projective presheaves Proj(PSh(S)) ⊂ PSh(S)
are the direct summand of the representable presheaves Z(X) with X ∈ S.
• More generally let (S, OS) ∈ RCat a ringed topos. The projective presheaves Proj(PShOS (S)) ⊂
PShOS (S) of OS modules are the direct summand of the representable presheaves Z(X)⊗ OS with
X ∈ S.
Proof. Standard.
Let f : T → S a morphism of presite with T ,S ∈ Cat. For h : U → S a morphism with U, S ∈ S, we
have f∗Z(U/S) = Z(P (f)(U/S)).
We will consider in this article filtered complexes of presheaves on a site. Let f : T → S a morphism
of presite with T ,S ∈ Cat.
• The functor f∗ : C(T )→ C(S) gives, by functoriality, the functor
f∗ : C(2)fil(T )→ C(2)fil(S), (G,F ) 7→ f∗(G,F ) := (f∗G, f∗F, ),
since f∗ preserves monomorphisms.
• The functor f∗ : C(S)→ C(T ) gives, by functoriality, the functor
f∗ : C(2)fil(S)→ C(2)fil(T ), (G,F ) 7→ f
∗(G,F ), F p(f∗(G,F )) := Im(f∗F pG→ f∗G).
In the particular case where f∗ : PSh(S)→ PSh(T ) preserves monomorphisms, we have f∗(G,F ) =
(f∗G, f∗F ).
• The functor f⊥ : C(S)→ C(T ) gives, by functoriality, the functor
f⊥ : C(2)fil(T )→ C(2)fil(S), (G,F ) 7→ f
⊥(G,F ) := (f⊥G, f⊥F ),
since f⊥ : C(S)→ C(T ) preserves monomorphisms.
Let f : T → S a morphism of presite with T ,S ∈ Cat.
• The adjonction (f∗, f∗) = (f−1, f∗) : C(S)⇆ C(T ), gives an adjonction
(f∗, f∗) : C(2)fil(S)⇆ C(2)fil(T ), (G,F ) 7→ f
∗(G,F ) , (G,F ) 7→ f∗(G,F ),
with adjonction maps, for (G1, F ) ∈ C(2)fil(S) and (G2, F ) ∈ C(2)fil(T )
ad(f∗, f∗)(G1, F ) : (G1, F )→ f∗f
∗(G1, F ) , ad(f
∗, f∗)(G2, F ) : f
∗f∗(G2, F )→ (G2, F ).
• The adjonction (f∗, f⊥) : C(S)⇆ C(T ), gives an adjonction
(f∗, f
⊥) : C(2)fil(T )⇆ C(2)fil(S), (G,F ) 7→ f∗(G,F ) , (G,F ) 7→ f
⊥(G,F ),
with adjonction maps, for (G1, F ) ∈ C(2)fil(S) and (G2, F ) ∈ C(2)fil(S)
ad(f∗, f∗)(G2, F ) : (G2, F )→ f
⊥f∗(G2, F ) , ad(f
∗, f∗)(G1, F ) : f∗f
⊥(G1, F )→ (G1, F ).
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Remark 1. Let T ,S ∈ Cat small categories and f : T → S a morphism of presite. Then the functor
f∗ : PSh(S) → PSh(T ) preserve epimorphism but does NOT preserve monomorphism in general (the
colimits involved are NOT filetered colimits). However it preserve monomorphism between projective
presheaves by Yoneda and we thus set for (Q,F ) ∈ Cfil(Proj(PSh(S))), that is F pQn ∈ Proj(PSh(S))
for all p, n ∈ Z, f∗(Q,F ) := (f∗Q, f∗F ).
For a commutative diagram of presite :
D = T ′
g2 //
f2

S ′
f1

T
g1 // S
,
with T , T ′S,S ′ ∈ Cat, we denote by, for F ∈ C(S ′),
T (D)(F ) : g∗1f1∗F
g∗1f1∗ ad(g
∗
2 ,g2∗)(F )−−−−−−−−−−−−−→ g∗1f1∗g2∗g
∗
2F = g
∗
1g1∗f2∗g
∗
2F
ad(g∗1g1∗)(f2∗g
∗
2F )−−−−−−−−−−−−→ f2∗g
∗
2F
the canonical transformation map in C(T ), and for (G,F ) ∈ Cfil(S ′),
T (D)(G,F ) : g∗1f1∗(G,F )
g∗1f1∗ ad(g
∗
2 ,g2∗)(G,F )−−−−−−−−−−−−−−→ g∗1f1∗g2∗g
∗
2(G,F ) = g
∗
1g1∗f2∗g
∗
2(G,F )
ad(g∗1g1∗)(f2∗g
∗
2 (G,F ))−−−−−−−−−−−−−−−→ f2∗g
∗
2(G,F ).
the canonical transformation map in Cfil(T ) given by the adjonction maps.
We will use the internal hom functor and the tensor product for presheaves on a site or for presheaves
of modules on a ringed topos. We recall the definition in the filtrered case.
• Let (S, OS) ∈ RCat. We have the tensor product bifunctor
(·)⊗ (·) : PSh(S)2 → PSh(S), (F,G) 7−→ (X ∈ S 7→ (F ⊗G)(X) := F (X)⊗G(X)
It induces a bifunctor :
(·)⊗ (·) : C(S) × C(S)→ C(S), (F,G) 7→ F ⊗G := Tot(F • ⊗G•), (F ⊗G)n = ⊕r∈ZF
r ⊗Gn−r
and a bifunctor
(·)⊗ (·) : C(S)× COS (S)→ COS (S), α.(F ⊗G) := F ⊗ (α.G)
For (G1, F ), (G2, F ) ∈ Cfil(S), G3 ∈ C(S), we define (note that tensor product preserve monomor-
phism only after tensoring with QS ∈ PSh(S))
– F p((G1, F )⊗G3) := Im(F
pG1 ⊗G3 → G1 ⊗G3) and F
p(G3 ⊗ (G1, F )) := Im(G3 ⊗ F
pG3 →
G3 ⊗G1),
– F pF q((G1, F )⊗ (G2, F )) := Im(F pG1 ⊗ F qG2 → G1 ⊗G2) and
F k((G1, F )⊗(G2, F )) := F
k TotFF ((G1, F )⊗(G2, F )) := ⊕p∈Z Im(F
pG1⊗F
k−qG2 → G1⊗G2)
Note that in the case where Gn1 = 0 for n < 0, we have (G1, Fb)⊗ (G2, F ) = G1 ⊗ (G2, F ). We get
the bifunctors
(−)⊗ (−) : Cfil(S)
2 → Cfil(S), (−)⊗ (−) : Cfil(S) × COSfil(S)→ COSfil(S).
We have the tensor product bifunctor
(·)⊗OS (·) : PShOS (S)
2 → PSh(S), (F,G) 7−→ (X ∈ S 7→ (F ⊗OS G)(X) := F (X)⊗OS(X) G(X)
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It induces a bifunctor :
(·)⊗OS (·) : COS (S) × COS (S)→ C(S), (F,G) 7→ F ⊗OS G := Tot(F
• ⊗OS G
•)
For (G1, F ), (G2, F ) ∈ COSfil(S), G3 ∈ COS (S), we define similarly (G1, F )⊗OSG3, G3⊗OS (G1, F ),
and
F k((G1, F )⊗OS (G2, F )) := F
k TotFF ((G1, F )⊗OS (G2, F )) := ⊕p∈Z Im(F
pG1⊗OSF
k−qG2 → G1⊗OSG2)
Note that in the case where Gn1 = 0 for n < 0, we have (G1, Fb) ⊗OS (G2, F ) = G1 ⊗OS (G2, F ).
This gives
– in all case it gives the bifunctor (−)⊗OS (−) : COopS fil(S) ⊗ COSfil(S)→ Cfil(S).
– in the case OS is commutative, it gives the bifunctor (−)⊗OS (−) : COSfil(S)
2 → COSfil(S).
• Let (S, OS) ∈ RCat. We have the internal hom bifunctor
Hom(·, ·) : PSh(S)2 → PSh(S),
(F,G) 7−→ (X ∈ S 7→ Hom(F,G)(X) := Hom(r(X)∗F, r(X)∗G)
with r(X) : S → S/X (see subsection 2.1). It induces a bifunctors :
Hom(·, ·) : C(S) × C(S)→ C(S), (F,G) 7→ Hom•(F,G)
and a bifunctor
Hom(·, ·) : C(S) × COS (S)→ COS (S), α.Hom(F,G) := Hom(F, α.G)
For (G1, F ), (G2, F ) ∈ Cfil(S), G3 ∈ C(S), we define
– F pHom(G3, (G1, F )) := Hom(G3, F
pG1) →֒ Hom(G3, G1)), note that the functor G 7→
Hom(F,G) preserve monomorphism,
– the dual filtration F−pHom((G1, F ), G3) := ker(Hom(G1, G3)→ Hom(F pG1, G3))
– F pF qHom((G1, F ), (G2, F )) := ker(Hom(G1, F pG2)→ Hom(F qG1, F pG2)), and
F kHom•((G1, F ), (G2, F )) := TotFF Hom((G1, F ), (G2, F )) :=
⊕p∈Z ker(Hom(G1, F
k+pG2)→ Hom(F
pG1, F
k+pG2))
We get the bifunctors
Hom(·, ·) : Cfil(S)× Cfil(S)→ Cfil(S), Hom(·, ·) : Cfil(S) × COSfil(S)→ COSfil(S).
We have the internal hom bifunctor
HomOS (·, ·) : PShOS (S)× PShOS (S)→ PSh(S)
(F,G) 7−→ (X ∈ S 7→ HomOS (F,G)(X) := HomOS (r(X)∗F, r(X)∗G).
It gives similarly
– in all case a bifunctor HomOS (·, ·) : CfilOS (S)× CfilOS (S)→ Cfil(S),
– the case OS is commutative, a bifunctor HomOS (·, ·) : CfilOS (S) × CfilOS (S)→ COSfil(S).
Let φ : A→ B of rings.
• Let M a A module. We say that M admits a B module structure if there exits a structure of B
module on the abelian group M which is compatible with φ together with the A module structure
on M .
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• For N1 a A-module and N2 a B module. I(A/B)(N1, N2) : HomA(N1, N2)
∼
−→ HomB(N1⊗AB,N2)
is the adjonction between the restriction of scalars and the extension of scalars.
• For N ′, N ′′ a A-modules, evA(hom,⊗)(N ′, N ′′, B) : HomA(N ′, N ′′)⊗A B → HomA(N ′, N ′′ ⊗A B).
is the evaluation classical map.
Let φ : (S, O1)→ (S, O2) a morphism of presheaves of ring on S ∈ Cat.
• Let M ∈ PShO1(S). We say that M admits an O2 module structure if there exits a structure of O2
module on M ∈ PSh(S) which is compatible with φ together with the O1 module structure on M .
• For N1 ∈ CO1(S) and N2 ∈ CO2(S),
I(O1/O2)(N1, N2) : HomO1(N1, N2)
∼
−→ HomO2(N1 ⊗O1 B,N2)
is the adjonction between the restriction of scalars and the extension of scalars.
• For N ′, N ′′ ∈ CO1 (S),
evO1(hom,⊗)(N
′, N ′′, O2) : HomO1(N
′, N ′′)⊗O1 O2 → HomO1(N
′, N ′′ ⊗O1 O2).
is the classical evaluation map.
Let (S, OS) ∈ RCat.
• For F1, F2, G1, G2 ∈ C(S), we denote by
T (⊗,Hom)(F1, F2, G1, G2) : Hom(F1, G1)⊗Hom(F2, G2)→ Hom(F1 ⊗ F2, G1 ⊗G2)
the canonical map.
• For G3 ∈ C(S) and G1, G2 ∈ COS (S), we denote by
ev(hom,⊗)(G3, G1, G2) : Hom(G3, G1)⊗OS G2 → Hom(G3, G1 ⊗OS G2)
φ⊗ s 7→ (s′ 7→ φ(s′)⊗ s)
• Let S ∈ Cat a small category. Let (HX : C(S/X) → C(S/X))X∈S a familly of functors which is
functorial in X . We have by definition, for F1, F2 ∈ C(S), the canonical transformation map
T (H,hom)(F1, F2) : H(Hom
•(F1, F2))→ Hom
•(H(F1), H(F2)), (1)
φ ∈ Hom(F1|X , F2|X) 7→ H
F1|X ,F2|X (φ) ∈ Hom(H(F1|X), H(F2|X)) (2)
in C(S).
Let T ,S ∈ Cat small categories and f : T → S a morphism of presite.
• For F1, F2 ∈ C(T ) we have by definition f∗(F1 ⊗ F2) = f∗F1 ⊗ f∗F2. For G1, G2 ∈ C(S), we have
a canonical isomorphism f∗G1 ⊗ f∗G2
∼
−→ f∗(G1 ⊗ G2) since the tensor product is a right exact
functor, and a canonical map f⊥G1 ⊗ f⊥G2 → f⊥(G1 ⊗G2).
• We have for F ∈ C(S) and G ∈ C(T ) the adjonction isomorphim,
I(f∗, f∗)(F,G) : f∗Hom
•(f∗F,G)
∼
−→ Hom•(F, f∗G). (3)
• Let OS ∈ PSh(S,Ring) by a presheaf of ring so that (S, OS), (T , f∗OS) ∈ RCat. We have for
F ∈ COS (S) and G ∈ Cf∗OS (T ) the adjonction isomorphim,
I(f∗, f∗)(F,G) : f∗Hom
•
f∗OS (f
∗F,G)
∼
−→ Hom•OS (F, f∗G), (4)
and
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– the map ad(f∗, f∗)(F ) : F → f∗f∗F in C(S) is OS linear, that is is a map in COS (S),
– the map ad(f∗, f∗)(G) : f
∗f∗G→ G in C(T ) is f∗OS linear, that is is a map in Cf∗OS (T ).
• For F1, F2 ∈ C(T ), we have the canonical map
T∗(f, hom)(F1, F2) := T (f∗, hom) : f∗Hom
•(F1, F2)→ Hom
•(f∗F1, f∗F2), (5)
forX ∈ S, φ ∈ Hom(F1|f∗(X), F2|f∗(X)) 7→ f∗
F1|f∗(X),F2|f∗(X)(φ) ∈ Hom(f∗F1|f∗(X), f∗F2|f∗(X)) (6)
given by evaluation.
• For G1, G2 ∈ C(S), we have the following canonical transformation in C(T )
T (f, hom)(G1, G2) := T (f
∗, hom)(G1, G2) : (7)
f∗Hom•(G1, G2)
f∗Hom(G1,ad(f
∗,f∗)(G2))
−−−−−−−−−−−−−−−−−→ f∗Hom•(G1, f∗f
∗G2)
f∗I(f∗,f∗)(G1,G2)
−−−−−−−−−−−−→ (8)
f∗f∗Hom
•(f∗G1, f
∗G2)
ad(f∗,f∗)(Hom(f
∗G1,f
∗G2))
−−−−−−−−−−−−−−−−−−−→ Hom•(f∗G1, f
∗G2), (9)
• Let OS ∈ PSh(S,Ring) by a presheaf of ring so that (S, OS), (T , f∗OS) ∈ RCat. For G1, G2 ∈
COS (S), we have the following canonical transformation in Cf∗OS (T )
T (f, hom)(G1, G2) := T (f
∗, hom)(G1, G2) : (10)
f∗Hom•OS (G1, G2)
f∗HomOS (G1,ad(f
∗,f∗)(G2))
−−−−−−−−−−−−−−−−−−−→ f∗Hom•OS (G1, f∗f
∗G2)
f∗I(f∗,f∗)(G1,G2)
−−−−−−−−−−−−→ (11)
f∗f∗Hom
•
f∗OS (f
∗G1, f
∗G2)
ad(f∗,f∗)(Homf∗OS (f
∗G1,f
∗G2))
−−−−−−−−−−−−−−−−−−−−−−→ Hom•f∗OS (f
∗G1, f
∗G2), (12)
• Let OS ∈ PSh(S,Ring) by a presheaf of ring so that (S, OS), (T , f∗OS) ∈ RCat. For M ∈ COS (S)
and N ∈ Cf∗OS (T ), we denote by
T (f,⊗)(M,N) :M ⊗OS f∗N
ad(f∗,f∗)(M⊗OS f∗N)−−−−−−−−−−−−−−→ (13)
f∗f
∗(M ⊗OS f∗N) = f∗(f
∗M ⊗f∗OS f
∗f∗N)
ad(f∗,f∗)(N)
−−−−−−−−→ f∗(f
∗M ⊗f∗OS N) (14)
the canonical transformation map.
Let f : (T , OT )→ (S, OS) a morphism with (S, OS), (T , OT ) ∈ RCat. We have the adjonction
(f∗mod, f∗) : COS (S)⇆ COT (T )
with f∗modG := f∗G⊗f∗OSOT . If f
∗ : C(S)→ C(T ) preserve monomorphisms, it induces the adjonction
(f∗mod, f∗) : COSfil(S)⇆ COT fil(T )
with f∗mod(G,F ) := f∗(G,F )⊗f∗OS OT .
For a commutative diagram in RCat :
D = (T ′, O′2)
g2 //
f2

(S ′, O′1)
f1

(T , O2)
g1 // (S, O1)
,
we denote by, for F ∈ CO′1(S
′),
Tmod(D)(F ) : g∗mod1 f1∗F
g∗mod1 f1∗ ad(g
∗mod
2 ,g2∗)(F )−−−−−−−−−−−−−−−−−→ g∗mod1 f1∗g2∗g
∗mod
2 F = g
∗mod
1 g1∗f2∗g
∗mod
2 F
ad(g∗mod1 g1∗)(f2∗g
∗mod
2 F )−−−−−−−−−−−−−−−−−→ f2∗g
∗mod
2 F
21
the canonical transformation map in CO2(T ) and, for (G,F ) ∈ CO′1fil(S
′),
Tmod(D)(G,F ) : g∗mod1 f1∗(G,F )
g∗mod1 f1∗ ad(g
∗mod
2 ,g2∗)(G,F )−−−−−−−−−−−−−−−−−−−→ g∗mod1 f1∗g2∗g
∗mod
2 (G,F ) = g
∗mod
1 g1∗f2∗g
∗mod
2 (G,F )
ad(g∗mod1 g1∗)(f2∗g
∗mod
2 (G,F ))−−−−−−−−−−−−−−−−−−−→ f2∗g
∗mod
2 (G,F )
the canonical transformation map in CO2fil(T ) given by the adjonction maps.
Let f : (T , OT )→ (S, OS) a morphism with (S, OS), (T , OT ) ∈ RCat.
• We have, for M,N ∈ COS (S) the canonical transformation map in COT (T )
Tmod(f, hom)(M,N) : f∗modHomO1(M,N)
T (f,hom)(M,N)⊗f∗O1O2−−−−−−−−−−−−−−−−→ Homf∗O1(f
∗M, f∗N)⊗f∗O1 O2
e(hom,⊗)(f∗M,f∗N)
−−−−−−−−−−−−−→ Homf∗O1(f
∗M, f∗modN)
I(f∗O1/O2)(f
∗M,f∗modN)
−−−−−−−−−−−−−−−−−→ HomO2(f
∗modM, f∗modN)
• We have, for M ∈ COS (S) and N ∈ COT (T ), the canonical transformation map in COT (T )
Tmod(f,⊗)(M,N) :M ⊗OS f∗N
ad(f∗mod,f∗)(M⊗OS f∗N)−−−−−−−−−−−−−−−−−→ (15)
f∗f
∗mod(M ⊗OS f∗N) = f∗(f
∗modM ⊗OT f
∗modf∗N)
ad(f∗mod,f∗)(N)
−−−−−−−−−−−→ f∗(f
∗modM ⊗OT N) (16)
the canonical transformation map.
We now give some properties of the tensor product functor and hom functor given above
Proposition 5. Let (S, OS) ∈ RCat. Then, the functors
• (−)⊗ (−) : C(S)2 → C(S), C(S)× COS (S)→ COS (S)
• (−)⊗OS (−) : COopS (S)×COS (S)→ C(S) and in case OS is commutative (−)⊗OS (−) : COS (S)
2 →
COS (S)
are left Quillen functor for the projective model structure. In particular,
• for L ∈ C(S) is such that Ln ∈ PSh(S) are projective for all n ∈ Z, and φ : F → G is a quasi-
isomorphism with F,G ∈ C(S), then φ⊗ I : F ⊗ L→ G⊗ L is a quasi-isomorphism,
• for L ∈ COS (S) is such that L
n ∈ PShOS (S) are projective for all n ∈ Z, and φ : F → G is a
quasi-isomorphism with F,G ∈ COS (S), then φ⊗ I : F ⊗OS L→ G⊗OS L is a quasi-isomorphism.
Proof. Standard.
Proposition 6. Let (S, OS) ∈ RCat. Then, the functors
• Hom(·, ·) : C(S) × COS (S)→ COS (S), C(S) × COS (S)→ COS (S),
• HomOS (·, ·) : COopS (S)×COS (S)→ C(S) and in the case OS is commutative HomOS (·, ·) : COS (S)×
COS (S)→ COS (S),
are on the left hand side left Quillen functor for the projective model structure. In particular,
• for L ∈ C(S) is such that Ln ∈ PSh(S) are projective for all n ∈ Z, and φ : F → G is a
quasi-isomorphism with F,G ∈ C(S), then Hom(L, φ) : Hom•(L, F ) → Hom•(L,G) is a quasi-
isomorphism,
• for L ∈ COS (S) is such that L
n ∈ PShOS (S) are projective for all n ∈ Z, and φ : F → G is a
quasi-isomorphism with F,G ∈ COS (S), then HomOS (L, φ) : Hom
•
OS
(L, F ) → Hom•OS (L,G) is a
quasi-isomorphism.
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Proof. Standard.
Let S ∈ Cat a site endowed with topology τ . Denote by aτ : PSh(S) → Sh(S) the sheaftification
functor A morphism φ : F • → G• with F •, G• ∈ C(S)) is said to be a τ local equivalence if
aτH
n(φ) : aτH
n(F •)→ aτH
n(G•)
is an isomorphism for all n ∈ Z, where aτ is the sheaftification functor. Recall that Cfil(S) ⊂ (C(S), F ) =
C(PSh(S), F ) denotes the category of filtered complexes of abelian presheaves on S whose filtration is
biregular.
• A morphism φ : (F •, F ) → (G•, F ) with (F •, F ), (G•, F ) ∈ Cfil(S) is said to be a filtered τ local
equivalence or an 1-filtered τ local equivalence if
aτH
n(φ) : aτH
n(GrpF F
•)
∼
−→ aτH
n(GrpF G
•)
is an isomorphism for all n, p ∈ Z.
• Let r ∈ N. More generally, a morphism φ : (F •, F ) → (G•, F ) with (F •, F ), (G•, F ) ∈ Cfil(S) is
said to be an r-filtered τ local equivalence if for all p, q ∈ Z,
aτE
p,q
r (φ) : aτE
p,q
r (F
•, F )
∼
−→ aτE
p,q
r (G
•, F )
is an isomorphism. Note that if φ is an r-filtered τ local equivalence, that it is an s-filtered τ local
equivalence for all s ≥ r.
• A morphism φ : (F •, F ) → (G•, F ) with (F •, F ), (G•, F ) ∈ Cfil(S) is said to be a ∞-filtered τ
local equivalence if there exists r ∈ N such that φ is an r-filtered τ local equivalence. If a morphism
φ : (F •, F )→ (G•, F ) with (F •, F ), (G•, F ) ∈ Cfil(S) is an ∞-filtered τ local equivalence then, for
all n ∈ Z,
aτH
n(φ) : aτH
n(F •, F )→ aτH
n(G•, F )
is an isomorphism of filtered sheaves on S. Recall the converse is NOT true (see section 2.1).
Let (S, O) a ringed topos where S ∈ Cat is a site endowed with topology τ . Let r ∈ N. A morphism
φ : (F •, F )→ (G•, F ) with (F •, F ), (G•, F ) ∈ COSfil(S) is said to be an r-filtered τ local equivalence if
oφ is one, where o : COSfil(S)→ Cfil(S) is the forgetful functor, that is if
aτE
p,q
r (φ) : aτE
p,q
r (F
•, F )→ aτE
p,q
r (G
•, F )
is an isomorphism for all p, q ∈ Z.
Let S ∈ Cat a site which admits fiber product, endowed with topology τ . A complex of presheaves
F • ∈ C(S) is said to be τ fibrant if it satisfy descent for covers in S, i.e. if for all X ∈ S and all τ covers
(ci : Ui → X)i∈I of X , denoting UJ := (Ui0 ×S Ui1 ×S · · ·Uir )ik∈J and for I ⊂ J , pIJ : UJ → UI is the
projection,
F •(ci) : F
•(X)→ Tot(⊕cardI=•F
•(UI))
is a quasi-isomorphism of complexes of abelian groups.
• A complex of filtered presheaves (F •, F ) ∈ Cfil(S) is said to be filtered τ fibrant or 1-filtered τ
fibrant if it satisfy descent for covers in S, i.e. if for all X ∈ S and all τ covers (ci : Ui → X)i∈I of
X ,
(F •, F )(ci) : (F
•, F )(X)→ Tot(⊕cardI=•(F
•, F )(UI))
is a filtered quasi-isomorphism of filtered complexes of abelian groups.
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• Let r ∈ N. More generally, a complex of filtered presheaves (F •, F ) ∈ Cfil(S) is said to be r-filtered
τ fibrant if it satisfy descent for covers in S, i.e. if for all X ∈ S and all τ covers (ci : Ui → X)i∈I
of X ,
Ep,qr (F
•, F )(ci) : E
p,q
r (F
•, F )(X)→ Ep,qr (Tot(⊕cardI=•(F
•, F )(UI)))
is an isomorphism for all p, q ∈ Z. Note that if (F •, F ) is r-filtered τ fibrant, then it is s-filtered τ
fibrant for all s ≥ r.
• A complex of filtered presheaves (F •, F ) ∈ Cfil(S) is said to be ∞-filtered τ fibrant if there exist
r ∈ N such that (F •, F ) is r-filtered τ fibrant. If a complex of filtered presheaves (F •, F ) ∈ Cfil(S)
is ∞-filtered τ fibrant, then for all X ∈ S and all τ covers (ci : Ui → X)i∈I of X ,
Hn(F •, F )(ci) : H
n(F •, F )(X)→ HnTot(⊕cardI=•(F
•, F )(UI))
is a filtered isomorphism for all n ∈ Z.
2.3.2 Canonical flasque resolution of a presheaf on a site or a presheaf of module on a
ringed topos
Let S ∈ Cat a site with topology τ . Denote aτ : PSh(S) → Shv(S) the sheaftification functor. There is
for F ∈ C(S) an explicit τ fibrant replacement :
• k : F • → E•τ (F
•) := Tot(E•τ (F
•)), if F • ∈ C+(S),
• k : F • → E•τ (F
•) := holimTot(E•τ (F
•≥n)), if F • ∈ C(S) is not bounded below.
The bicomplex E•(F •) := E•τ (F
•) together with the map k : F • → E•(F •) is given inductively by
• considering pS : Sδ → S the morphism of site from the discrete category Sτ whose objects are the
points of the topos S and we take
k0 := ad(p
∗
S , pS∗)(F
•)→ E0(F •) := pS∗p
∗
SF
• :=
⊕
s∈Sτ
lim
X∈S,s∈X
F •(X),
then aτk0 : aτF
• → E0(F •) is injective and E0(F •) is τ fibrant,
• denote Q0(F •) := aτ coker(k0 : F • → E0(F •)) and take the composite
E0(F •)→ Q0(F •)→ E1(F •) := E0(Q0(F •)).
Note that k : F • → E•(F •) is a τ local equivalence and that aτk : aτF
• → E•(F •) is injective by
construction.
Since E0 is functorial, E is functorial: for m : F • → G• a morphism, with F •, G• ∈ C(S), we have
a canonical morphism E(m) : E(F ) → E(G) such that E(m) ◦ k = k′ ◦ m, with k : F → E(F ) and
k′ : G → E(G). Note that E0, hence E preserve monomorphisms. This gives, for (F •, F ) ∈ Cfil(S), a
filtered τ local equivalence k : (F •, F )→ E•(F •, F ) with E•(F •, F ) filtered τ fibrant.
Moreover, we have a canonical morphism E(F )⊗ E(G)→ E(F ⊗G).
There is, for g : T → S a morpism of presite with T ,S ∈ Cat two site, and F • ∈ C(S), a canonical
transformation
T (g, E)(F •) : g∗E(F •)→ E(g∗F •) (17)
given inductively by
• T (g, E0)(F ) := T (g, pS)(p∗SF ) : g
∗E0(F ) = g∗pS∗p
∗
SF → pT∗g
∗p∗SF = pT∗p
∗
T g
∗F = E0(g∗F ),
T (g,Q0)(F ) := T (g, E0)(F ) : g∗Q0(F ) = coker(g∗F → g∗E0(F )) → Q0(g∗F ) = coker(g∗F →
E0(g∗F )
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• T (g,Q1)(F ) : g∗E1(F ) = g∗E0(Q0(F ))
T (g,E0)(Q0(F ))
−−−−−−−−−−→ E0(g∗Q0(F ))
E0(T (g,Q0)(F ))
−−−−−−−−−−→ E0(Q0(g∗F )) =
E1(g∗F ).
Let (S, OS) ∈ RCat with topology τ . Then, for F • ∈ COS (S), Eτ (F
•) is naturally a complex of OS
modules such that k : F • → Eτ (F
•) is OS linear, that is is a morphism in COS (S).
We will use the following :
Proposition 7. Let S ∈ Cat an small category endowed with a topology τ . Let φ : G•1 → G
•
2 a morphism
with G•1, G
•
2 ∈ C(S). It is a morphism of filtered complex φ : (G
•
1, Fb)→ (G
•
2, Fb), where we recall that Fb
is the trivial filtration. If φ : G•1 → G
•
2 is an homotopy equivalence, then E(φ) : E
•(G•1, Fb)→ E
•(G•2, Fb)
is a 2-filtered quasi-isomorphism that is for all p, q ∈ Z
Ep,q2 (E(φ)) : E
p,q
2 (E
•(G•1, Fb))
∼
−→ Ep,q2 (E
•(G•2, Fb))
is an isomorphism
Proof. Let X ∈ S.Consider the cohomological functors
T nX : K(S)→ Ab, G
• 7→ HnE•(G•)(X) =: Hn(X,G•)
and denote, for G• ∈ C(S) by Ep,qr (TX(G
•)) the associated spectral sequence. The result then follows
(see [30]) from the following commutative diagram of complexes for each r ∈ N
E•,•r (E
•(G•1, Fb))
E•,•• E(φ) //
=

E•,•r E
•(G•2, Fb)
=

E•,•r (TX(G
•
1))
E•,•• (TX(φ)) // E•,•r (TX(G
•
1))
2.3.3 Canonical projective resolution of a presheaf of module on a ringed topos
Let (S, OS) ∈ RCat. We recall that we denote by, for U ∈ S, Z(U) ∈ PSh(S) the presheaf represented
by U : for V ∈ S Z(U)(V ) = ZHom(V, U), and for h : V1 → V2 a morphism in S, and h1 : V1 → U
Z(U)(h) : h1 → h ◦ h1, and s is the morphism of presheaf given by s(V1)(h1) = F (h1)(s) ∈ F (V1). There
is for F ∈ COS (S) a complex of OS module an explicit projective replacement :
• q : L•O(F
•) := Tot(L•O(F
•))→ F •, if F • ∈ C−(S),
• q : L•O(F
•) := holimTot(L•O(F
•≤n)) if F • ∈ C(S) is not bounded above.
For OS = ZS , we denote L
•
ZS
(F •) =: L(F •). The bicomplex L•O(F
•) together with the map q : L•O(F
•)→
F • is given inductively by
• considering the pairs {U ∈ S, s ∈ F (U)}, where U is an object of S and s a section of F over U we
take
q0 : L
0
O(F ) :=
⊕
(U∈S,s∈F (U))
Z(U)⊗OS
s
−→ F,
then q0 is surjective and L
0
O(F ) is projective, this construction is functorial : for m : F → G a
morphism in PSh(S) the following diagram commutes
⊕
(U∈S,s∈F (U)) Z(U)⊗OS
q0 //
LO(m)

F
m
⊕
(U∈S,s′∈G(U)) Z(U)⊗OS
q0 // G
where (LO(m)|(U,s))(U,m(U)(s)) = IZ(U) and (LO(m)|(U,s))(U,s′) = 0 if s
′ 6= m(U)(s),
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• denote K0O(F ) := ker(q0 : L
0
O(F )→ F )) and take the composite
q1 : L
1
O(F
•) := L0O(K
0
O(F
•))
q0(K
0
O(F ))−−−−−−−→ K0O(F
•) →֒ L0O(F
•).
Note that q = q(F ) : L(F •) → F • is a surjective quasi-isomorphism by construction. Since L0O is
functorial, LO is functorial : for m : F
• → G• a morphism, with F •, G• ∈ C(S), we have a canonical
morphism LO(m) : LO(F ) → LO(G) such that q′ ◦ LO(m) = m ◦ q′, with q : LO(F ) → F and q′ :
LO(G)→ G. Note that L0O and hence LO preserve monomorphisms. In particular, it gives for (F
•, F ) ∈
COS (S), a filtered quasi-isomorphism q : LO(F
•, F )→ (F •, F ). Moreover, we have a canonical morphism
LO(F )⊗ LO(G)→ LO(F ⊗G).
Let g : T → S a morphism of presite with T ,S ∈ Cat two sites.
• Let F • ∈ C(S). Since g∗L(F •) is projective and q(g∗F ) : L(g∗F •) → g∗F • is a surjective quasi-
isomorphism, there is a canonical transformation
T (g, L)(F •) : g∗L(F •)→ L(g∗F •) (18)
unique up to homotopy such that q(g∗F ) ◦ T (g, L)(F •) = g∗q(F ).
• Let F • ∈ C(S). Since L(g∗F •) is projective and g∗q(F ) : g∗L(F •) → g∗F • is a surjective quasi-
isomorphism, there is a canonical transformation
T (g, L)(F •) : L(g∗F •)→ g∗L(F •) (19)
unique up to homotopy such that g∗q(F ) ◦ T (g, L)(F •) = q(g∗F ).
• Let F • ∈ C(T ). Since L(g∗F •) is projective and g∗q(F ) : g∗L(F •) → g∗F • is a surjective quasi-
isomorphism, there is a canonical transformation
T∗(g, L)(F
•) : L(g∗F
•)→ g∗L(F
•) (20)
unique up to homotopy such that g∗q(F ) ◦ T∗(g, L)(F •) = q(g∗F ).
Let g : (T , OT ) → (S, OS) a morphism with (T , OT ), (S, OS) ∈ RCat. Let F • ∈ COS (S). Since
g∗modLO(F
•) is projective and q(g∗modF ) : LO(g
∗modF •)→ g∗modF • is a surjective quasi-isomorphism,
there is a canonical transformation
T (g, LO)(F
•) : g∗modLO(F
•)→ LO(g
∗modF •) (21)
unique up to homotopy such that q(g∗modF ) ◦ T (g, LO)(F •) = g∗modq(F ).
Let p : (S12, OS12) → (S1, OS1) a morphism with (S12, OS12), (S1, OS1) ∈ RCat, such that the
structural morphism p∗OS1 → OS12 is flat. Let F
• ∈ COS (S). Since LO(p
∗modF •) is projective and
p∗modq(F ) : p∗modLO(F
•) → p∗modF • is a surjective quasi-isomorphism, there is also in this case a
canonical transformation
T (p, LO)(F
•) : LO(p
∗modF •)→ p∗modLO(F
•) (22)
unique up to homotopy such that p∗modq(F ) ◦ T (p, LO)(F •) = q(p∗modF ).
2.3.4 The De Rham complex of a ringed topos and functorialities
Let A ∈ cRing a commutative ring. For M ∈Mod(A), we denote by
DerA(A,M) ⊂ Hom(A,M) = HomAb(A,M)
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the abelian subgroup of derivation. Denote by IA = ker(sA : A⊗A→ A) ⊂ A⊗A the diagonal ideal with
sA(a1, a2) = a1 − a2. Let ΩA := IA/I
2
A ∈ Mod(A) together with its derivation map d = dA : A → ΩA.
Then, for M ∈Mod(A) the canonical map
w(M) : HomA(ΩA,M)
∼
−→ DerA(A,M), ψ 7→ φ ◦ d
is an isomorphism, that is ΩA is the universal derivation. In particular, its dual TA := D
A(ΩA) =
DA(IA/I
2
A) is isomorphic to the derivations group : w(A) : TA
∼
−→ DerA(A,A). Also note that DerA(A,A) ⊂
Hom(A,A) is a Lie subalgebra. If φ : A → B is a morphism of commutative ring, we have a canonical
morphism of abelian group Ω(B/A)φ : ΩA → ΩB.
Let (S, OS) ∈ RCat, with OS ∈ PSh(S, cRing) commutative. For G ∈ PShOS (S), we denote by
DerOS (OS , G) ⊂ Hom(OS , G) = HomAb(OS , G)
the abelian subpresheaf of derivation. Denote by IS = ker(sS : OS ⊗ OS → OS) ∈ PShOS×OS (S) the
diagonal ideal with sS(X) = sOS(X) for X ∈ S. Then ΩOS := IS/I
2
S ∈ PShOS (S) together with its
derivation map d : OS → ΩOS is the universal derivation OS-module : the canonical map
w(G) : HomOS (ΩOS , G)
∼
−→ DerOS (OS , G), φ 7→ φ ◦ d
is an isomorphism. In particular, its dual TOS := D
O
OS
(ΩOS ) = D
O
S (IS/I
2
S) is isomorphic to the presheaf
of derivations : w(OS) : TOS
∼
−→ DerOS (OS , OS) and DerOS (OS , OS) ⊂ Hom(OS , OS) is a Lie subalgebra.
The universal derivation d = dOS : OS → ΩOS induces the De Rham complex
DR(OS) : Ω
•
S := ∧
•ΩOS ∈ C(S)
A morphism φ : O′S → OS with OS , O
′
S PSh(S, cRing) induces by the universal property canonical
morphisms
ΩO′S/OS : ΩO′S → ΩOS , D
O
OSΩO′S/OS : TOS → TO′S
in PShOS (S).
• In the particular cases where S = (S,OS) ∈ Var(C) or S = (S,OS) ∈ AnSp(C), we denote as usual
ΩS := ΩOS/CS , TS := TOS/CS and DR(S) := DR(OS/CS) : Ω
•
S ∈ C(S).
• In the particular cases where S = (S,OS) ∈ Diff(R) is a differential manifold, we denote as usual
AS := ΩOS/RS , TS := TOS/RS and DR(S) := DR(OS/RS) : A
•
S ∈ C(S).
For f : (X , OX)→ (S, OS) with (X , OX), (S, OS) ∈ RCat such that OX and OS are commutative, we
denote by
ΩOX/f∗OS := coker(ΩOX/f∗OS : Ωf∗OS → ΩOX ) ∈ PShf∗OS (X )
the relative cotangent sheaf. The surjection q = qOX/f : ΩOX → ΩOX/f∗OS gives the derivation
w(ΩOX/f∗OS )(q) = dOX/f : OX → ΩOX/f∗OS . It induces the surjections q
p := ∧pq : ΩpOX → Ω
p
OX/f∗OS
.
We then have the realtive De Rham complex
DR(OX/f
∗OS) := Ω
•
OX/f∗OS
:= ∧•ΩOX/f∗OS ∈ Cf∗OS (X ).
whose differnetials are given by
for Xo ∈ X and ω ∈ Γ(Xo,ΩpOX ) d(q
p(ω)) := qp+1(d(ω))
Note that Ω•OX/f∗OS ∈ Cf∗OS (S) is a complex of f
∗OS modules, but is NOT a complex of OX module
since the differential is a derivation hence NOT OX linear. On the other hand, the canonical map in
PShf∗OS (S)
T (f, hom)(OS , OS) : f
∗Hom(OS , OS)→ Hom(f
∗OS , f
∗OS)
induces morphisms
T (f, hom)(OS , OS) : f
∗TOS → Tf∗OS and D
O
f∗OST (f, hom)(OS , OS) : Ωf∗OS → f
∗ΩOS .
In this article, We will be interested in the following particular cases :
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• In the particular case where OS PSh(S, cRing) is a sheaf, ΩOS , TOS ∈ PShOS (S) are sheaves. Hence,
T (f, hom)(OS , OS) : aτf
∗TOS
∼
−→ Taτf∗OS and D
O
f∗OST (f, hom)(OS , OS) : Ωaτf∗OS
∼
−→ aτf
∗ΩOS
are isomorphisms,where aτ : PSh(S) → Shv(S) is the sheaftification functor. We will note again
in this case by abuse (as usual) f∗OS := aτf
∗OS , f
∗ΩOS := aτf
∗ΩOS and f
∗TOS := aτf
∗TOS , so
that
Ωf∗OS = f
∗ΩOS and f
∗TOS = Tf∗OS
• In the particular cases where S = (S,OS), X = (X,OX) ∈ Var(C) or S = (S,OS), X = (X,OX) ∈
AnSp(C), we denote as usual ΩX/S := ΩOX/f∗OS , qX/S := qOX/S : ΩX → ΩX/S and DR(X/S) :=
DR(OX/f
∗OS) : Ω
•
X/S ∈ Cf∗OS (S).
• In the particular cases where S = (S,OS), X = (X,OX) ∈ Diff(R), we denote as usual AX/S :=
ΩOX/f∗OS , qX/S := qOX/S : AX → AX/S and DR(X/S) := DR(OX/f
∗OS) : A•X/S ∈ Cf∗OS (S).
Definition 1. For a commutative diagram in RCat
D = (X , OX)
f // (S, OS)
(X ′, OX′)
g′
OO
f ′ // (T , OT )
g
OO
,
whose structural presheaves are commutative sheaves, the map in Cg′∗OXfil(X
′)
ΩOX′/g
′∗OX
: g
′∗(Ω•OX , Fb) = (Ω
•
g′∗OX
, Fb)→ (Ω
•
OX′
, Fb)
pass to quotient to give the map in Cg′∗OXfil(X
′)
Ω(OY /g′∗OX )/(OT /g∗OS) := (ΩOY /g′∗OX )
q :
g
′∗(Ω•OX/f∗OS , Fb) = (Ω
•
g′∗OX/g
′∗f∗OS
, Fb)→ (Ω
•
OY /f
′∗OT
, Fb)
It is in particular given for X
′o ∈ X ′, g′∗(Xo)← X
′o and ωˆ ∈ Γ(Xo,ΩpOX/f∗OS ),
Ω(OX′/g
′∗OX )/(OT /g∗OS)
(X
′o)(ω) := qOX′/f ′(ΩOX′/g
′∗OX
(ω)) ∈ Γ(X
′o,Ωp
OX′/f
′∗OT
).
where ω ∈ Γ(Xo,ΩpOX ) such that qOX/f (ω) = ωˆ. We then have the following canonical transformation
map in COT fil(T )
TOω (D) : g
∗modLOf∗E(Ω
•
OX/f∗OS
, Fb)
q
−→ g∗f∗E(Ω
•
OX/f∗OS
, Fb)⊗g∗OS OT
T (g′,E)(−)◦T (D)(E(Ω•OX/f∗OS
))
−−−−−−−−−−−−−−−−−−−−−−→ (f ′∗E(g
′∗(Ω•OX/f∗OS , Fb))) ⊗g∗OS OT
E(Ω
(O
X′
/g
′∗OX )/(OT /g
∗OS
))
−−−−−−−−−−−−−−−−−−−→ f ′∗E(Ω
•
OX′/f
′∗OT
, Fb)⊗g∗OS OT
m
−→ f ′∗E(Ω
•
OX′/f
′∗OT
, Fb),
with m(n⊗ s) = s.n.
2.4 Presheaves on diagrams of sites or on diagrams of ringed topos
Let I, I ′ ∈ Cat and (f•, s) : T• → S• a morphism of diagrams of presites with T• ∈ Fun(I,Cat),S• ∈
Fun(I ′,Cat). Recall it is by definition given by a functor s : I → I ′ and morphism of functor P (f•) :
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Ss(•) := S• ◦ s → T•. and that we denote for short, Ss(•) := S• ◦ s ∈ Fun(I,Cat). Recall that, for
rIJ : I → J a morphism, with I, J ∈ I, DfIJ is the commutative diagram in Cat
DfIJ := Ss(J)
rsIJ // Ss(I)
TJ
rtIJ //
fJ
OO
TI
fI
OO
.
The adjonction
((f•, s)
∗, (f•, s)∗) = ((f•, s)
−1, (f•, s)∗) : C(Ss(•))⇆ C(T•),
G = (GI , uIJ) 7→ (f•, s)
∗(G) := (f∗I (GI), T (DfIJ)(GJ ) ◦ f
∗
I uIJ)
G = (GI , uIJ) 7→ (f•, s)∗(G) := (fI∗(GI), fI∗uIJ)
gives an adjonction
((f•, s)
∗, (f•, s)∗) : C(2)fil(Ss(•))⇆ C(2)fil(T•),
(G,F ) = ((GI , F ), uIJ) 7→ (f•, s)
∗(G,F ) := (f∗I (GI , F ), T (DfIJ)(GJ , F ) ◦ f
∗
I uIJ)
(G,F ) = ((GI , F ), uIJ) 7→ (f•, s)∗(G,F ) := (fI∗(GI , F ), fI∗uIJ).
For a commutative diagram of diagrams of presite :
D = T ′•
(g2,s
′
2)//
(f2,s2)

S ′s′2(•)
(f1,s1)

Ts2(•)
(g1,s
′
1) // Ss(•)
,
with I, I ′,J ,J ′ ∈ Cat and T• ∈ Fun(I,Cat), T ′• ∈ Fun(I
′,Cat),S• ∈ Fun(J ,Cat),S ′• ∈ Fun(J
′,Cat),
and s = s1 ◦ s′2 = s2 ◦ s
′
1 : I
′ → J , we denote by, for F = (FI , uIJ) ∈ C(S ′s′2(•)
),
T (D)(F ) : g∗1f1∗F
g∗1f1∗ ad(g
∗
2 ,g2∗)(F )−−−−−−−−−−−−−→ g∗1f1∗g2∗g
∗
2F = g
∗
1g1∗f2∗g
∗
2F
ad(g∗1g1∗)(f2∗g
∗
2F )−−−−−−−−−−−−→ f2∗g
∗
2F
the canonical transformation map in C(Ts2(•)), and for (G,F ) = ((GI , F ), uIJ) ∈ Cfil(S
′
s′2(•)
),
T (D)(G,F ) : g∗1f1∗(G,F )
g∗1f1∗ ad(g
∗
2 ,g2∗)(G,F )−−−−−−−−−−−−−−→ g∗1f1∗g2∗g
∗
2(G,F ) = g
∗
1g1∗f2∗g
∗
2(G,F )
ad(g∗1g1∗)(f2∗g
∗
2 (G,F ))−−−−−−−−−−−−−−−→ f2∗g
∗
2(G,F )
the canonical transformation map in Cfil(Ts2(•)) given by the adjonction maps.
Let S• ∈ Fun(I,RCat) a diagram of ringed topos with I ∈ Cat. We have the tensor product bifunctor
(·) ⊗ (·) : PSh(S•)
2 → PSh(S•),
((FI , uIJ , (GI , uIJ)) 7→ (FI , uIJ)⊗ (GI , vIJ) := (FI ⊗GI , uIJ ⊗ vIJ )
We get the bifunctors
(−)⊗ (−) : Cfil(S•)
2 → Cfil(S•), (−)⊗ (−) : Cfil(S•)× COSfil(S•)→ COSfil(S•).
We have the tensor product bifunctor
(·)⊗OS (·) : PShOS (S•)
2 → PSh(S•),
((FI , uIJ , (GI , uIJ)) 7→ (FI , uIJ)⊗OSI (GI , vIJ) := (FI ⊗OSI GI , uIJ ⊗ vIJ )
which gives,
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• in all case it gives the bifunctor (−)⊗OS (−) : COopS fil(S•)⊗ COSfil(S•)→ Cfil(S•).
• in the case OS is commutative, it gives the bifunctor (−)⊗OS (−) : COSfil(S•)
2 → COSfil(S•).
Let (f•, s) : (T•, OT )→ (S•, OS) a morphism with (S•, OS) ∈ Fun(I ′,RCat), (T•, OT ) ∈ Fun(I,RCat)
and I, I ′ ∈ Cat. which is by definition given by a functor s : I → I ′ and morphism of ringed topos
f• : (T•, OT ) → (Ss(•), OS). As before, we denote for short, (Ss(•), OS) := (S•, OS) ◦ s ∈ Fun(I,RCat).
Denote as before, for rIJ : I → J a morphism, with I, J ∈ I, DfIJ the commutative diagram in RCat
DfIJ := Ss(J)
rsIJ // Ss(I)
TJ
rtIJ //
fJ
OO
TI
fI
OO
.
We have then the adjonction
((f•, s)
∗mod, (f•, s)∗) : COS (Ss(•))⇆ COT (T•),
(GI , uIJ) 7→ (f•, s)
∗mod(GI , uIJ) := (f
∗mod
I GI , T
mod(DfIJ)(GJ ) ◦ f
∗mod
I uIJ),
(GI , uIJ) 7→ (f•, s)∗(GI , uIJ) := (fI∗GI , fI∗uIJ).
which induces the adjonction
((f•, s)
∗mod, (f•, s)∗) : COSfil(Ss(•))⇆ COT fil(T•),
((GI , F ), uIJ) 7→ (f•, s)
∗mod((GI , F ), uIJ) := (f
∗mod
I (GI , F ), T
mod(DfIJ)(GJ ) ◦ f
∗mod
I uIJ),
((GI , F ), uIJ) 7→ (f•, s)∗((GI , F ), uIJ) := (fI∗(GI , F ), fI∗uIJ).
For a commutative diagram of diagrams of ringed topos, :
D = (T ′• , O
′
2)
(g2,s
′
2)//
(f2,s2)

(S ′s′2(•)
, O′1)
(f1,s1)

(T•, O2)
(g1,s
′
1)// (Ss(•), O1)
,
with I, I ′,J ,J ′ ∈ Cat and T• ∈ Fun(I,Cat), T ′• ∈ Fun(I
′,Cat),S• ∈ Fun(J ,Cat),S ′• ∈ Fun(J
′,Cat),
and s = s1 ◦ s
′
2 = s
′
1 ◦ s2 : I
′ → J , we denote by, for F = (FI , uIJ) ∈ CO′1(S
′
s′2(•)
),
Tmod(D)(F ) : g∗mod1 f1∗F
g∗mod1 f1∗ ad(g
∗mod
2 ,g2∗)(F )−−−−−−−−−−−−−−−−−→ g∗mod1 f1∗g2∗g
∗mod
2 F = g
∗mod
1 g1∗f2∗g
∗mod
2 F
ad(g∗mod1 g1∗)(f2∗g
∗mod
2 F )−−−−−−−−−−−−−−−−−→ f2∗g
∗mod
2 F
the canonical transformation map in CO2(Ts2(•)), and for G = ((GI , F ), uIJ) ∈ CO′1fil(S
′
s′2(•)
),
Tmod(D)(G,F ) : g∗mod1 f1∗(G,F )
g∗mod1 f1∗ ad(g
∗mod
2 ,g2∗)(G,F )−−−−−−−−−−−−−−−−−−−→ g∗mod1 f1∗g2∗g
∗mod
2 (G,F ) = g
∗mod
1 g1∗f2∗g
∗mod
2 (G,F )
ad(g∗mod1 g1∗)(f2∗g
∗mod
2 (G,F ))−−−−−−−−−−−−−−−−−−−→ f2∗g
∗mod
2 (G,F )
the canonical transformation map in CO2fil(Ts2(•)) given by the adjonction maps.
Let (S•, OS) ∈ Fun(I,RCat) a diagram of ringed topos with I ∈ Cat and, for I ∈ I, SI is endowed
with topology τI and for r : I → J a morphism with I, J ∈ I, rIJ : S˜J → S˜I is continous. Let r ∈ N.
• Amorphism φ = (φI) : ((FI , F ), uIJ)→ ((GI , F ), uIJ) with ((FI , F ), uIJ), ((GI , F ), uIJ) ∈ COSfil(S•)
is said to be an r-filtered τ local equivalence if the φI are r-filtered τ local equivalences for all I ∈ I.
• ((GI , F ), uIJ) ∈ COSfil(S•) is said to be r-filtered τ fibrant if the (GI , F ) ∈ COSfil(SI) are r-filtered
τ fibrant for all I ∈ I.
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2.5 Presheaves on topological spaces and presheaves of modules on a ringed
spaces
In this subsection, we will consider the particular case of presheaves on topological spaces.
Let f : T → S a continous map with S, T ∈ Top. We denote as usual the adjonction
(f∗, f∗) := (P (f)
∗, P (f)∗) : PSh(S)⇆ PSh(T )
induced by the morphism of site given by the pullback functor
P (f) : Ouv(S)→ Ouv(T ), (So ⊂ S) 7→ P (f)(So) := So ×S T
∼
−→ f−1(So) ⊂ T
Since the colimits involved in the definition of f∗ = P (f)∗ are filtered, f∗ also preserve monomorphism.
Hence, we get an adjonction
(f∗, f∗) : PShfil(S)⇆ PShfil(T ), f
∗(G,F ) := (f∗G, f∗F )
Let f : (T,OT )→ (S,OS) a morphism with (S,OS), (T,OT ) ∈ Top. We have then the adjonction
(f∗mod, f∗) := (P (f)
∗mod, P (f)∗) : PShOSfil(S)⇆ PShOT fil(T ), f
∗mod(G,F ) := f∗(G,F )⊗f∗OS OT
Recall CW ⊂ Top is the full subcategory whose objects consists of CW complexes. Denote, for n ∈ N,
In := [0, 1]n, Sn := In/∂In ∈ CW and ∆n ⊂ In the n dimensional simplex. We get I∗,∆∗ ∈ Fun(∆,CW)
Denote for S ∈ Top, Σ1S := S × I1/(({0} × S) ∪ ({1} × S)) ∈ Top.
• Let f : T → S a morphism with T, S ∈ Top. We have the mapping cylinder Cyl(f) := (T×I1)⊔fS ∈
Top and the mapping cone Cone(f) := (T × I1) ⊔f S ∈ Top. We have then the quotient map
qf : Cyl(f)→ Cone(f) and a canonical retraction rf : Cone(f)→ Σ1T
• Recall two morphisms f, g : T → S with T, S ∈ Top are homotopic if there exist H : T × I1 → S
continous such that H ◦ (I × i0) = f and H ◦ (I × i1) = g. Then K(Top) := HoI1(Top) is a
triangulated category with distinguish triangle
T
iT−→ Cyl(f)
qf
−→ Cone(f)
rf
−→ Σ1T.
• For X ∈ Top, denote for n ∈ N, πn(X) : HomK(Top)(S
n, X) the homotopy groups. For f : T → S
a morphism with T, S ∈ Top, we have for n ∈ N the morphisms of abelian groups
f∗ : πn(T )→ πn(S), h 7→ f ◦ h
Recall two morphisms f, g : T → S with T, S ∈ Top are weakly homotopic if f∗ = g∗ : πn(T ) →
πn(S) for all n ∈ N.
• For X ∈ Top, denote by Csing∗ (X) := ZHom(∆∗, X) ∈ C−(Z) the complex of singular chains and
by C∗sing(X) := D
ZCsing∗ (X) := DZHom(∆
∗, X) ∈ C−(Z) the complex of singular cochains. For
f : T → S a morphism with T, S ∈ Top, we have
– the morphism of complexes of abelian groups
f∗ : C
sing
∗ (T )→ C
sing
∗ (S), σ 7→ f ◦ σ,
– the morphism of complexes of abelian groups
f∗ := DZf∗ : C
∗
sing(T )→ C
∗
sing(S), α 7−→ f
∗α : (σ 7→ f∗α(σ) := α(f ◦ σ))
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We denote by C∗X,sing ∈ C
+(X) the complex of presheaves of singular cochains given by,
(U ⊂ X) 7→ C∗X,sing(U) := C
∗
X,sing(U) := C
∗
sing(U) := D
ZZHom(∆∗, U),
(j : U2 →֒ U1) 7→ (j
∗ : C∗sing(U1)→ C
∗
sing(U2)
and by cX : ZX → C∗X,sing the inclusion map. For f : T → S a morphism with T, S ∈ Top, we have
the morphism of complexes of presheaves
f∗ : C∗S,sing → f∗C
∗
T,sing
in C(S).
Theorem 7. (i) If two morphisms f, g : T → S with T, S ∈ Top are weakly homotopic, then
Hn(f∗) = H
n(g∗) : Hn,sing(T,Z) := H
nCsing∗ (T )→ Hn,sing(S,Z) := H
nCsing∗ (S).
(ii) For S ∈ Top there exists CW (S) ∈ CW together with a morphism LS : CW (S) → S which is
a weakly homotopic equivalence, that is LS∗ : πn(CW (S))
∼
−→ πn(S) are isomorphisms of abelian
groups for all n ∈ N.
(ii)’ For f : T → S a morphism, with T, S ∈ Top, and LS : CW (S) → S, LS : CW (T ) → T
weakly homotopy equivalence with CW (S), CW (T ) ∈ CW there exist a morphism L(f) : CW (T )→
CW (S) unique up to homotopy such that the following diagram in Top commutes
CW (S)
LS // S
CW (T )
LT //
L(f)
OO
T
f
OO .
In particular, for S ∈ Top, CW (S) is unique up to homotopy.
Proof. See [14].
We have Kunneth formula for singular cohomology :
Proposition 8. Let X1, X2 ∈ Top. Denote by p1 : X1×X2 → X1 and p2 : X1×X2 → X2 the projections.
Then
p∗1 ⊗ p
∗
2 : C
∗
sing(X1)⊗ C
∗
sing(X2)→ C
∗
sing(X1 ×X2)
is a quasi-isomorphism.
Proof. Standard (see [14] for example): follows from the fact that for all p ∈ N, HnC∗sing(∆
p) = 0 for all
n ∈ Z.
Remark 2. By definition, X ∈ Top is locally contractile if an only if the inclusion map cX : ZX → C
∗
X,sing
is an equivalence top local. In this case it induce, by taking injective resolutions, for n ∈ Z isomorphisms
HnckX : H
n(X,ZX)
∼
−→ Hn(X,C∗X,sing) = H
nC∗sing(X) =: H
n
sing(X,Z).
We will use the following easy propositions :
Proposition 9. (i) Let (S,OS) ∈ RTop. Then, if K
• ∈ C−OS (S) is a bounded above complex such that
Kn ∈ PShOS (S) are locally free for all n ∈ Z, and φ : F
• → G• is a top local equivalence with
F,G ∈ COS (S), then φ⊗ I : F
• ⊗OS L
• → G• ⊗OS L
• is an equivalence top local.
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(ii) Let f : (T,OT ) → (S,OS) a morphism with (T,OT ), (S,OS) ∈ RTop. Then, if K ∈ CbOS (S) is a
bounded complex such that Kn ∈ PShOS (S) are locally free for all n ∈ Z, and N ∈ COT (T )
k◦Tmod(f,⊗)(M,E(N)) : K⊗OS f∗E(N)→ f∗((f
∗modK)⊗OT E(N))→ f∗E((f
∗modK)⊗OT E(N))
is an equivalence top local.
Proof. Standard.
Proposition 10. Let i : (Z,OZ) →֒ (S,OS) a closed embedding of ringed spaces, with Z, S ∈ Top. Then
for M ∈ COS (S) and M ∈ Ci∗OS (Z),
T (i,⊗)(M,N) :M ⊗OS i∗N → i∗(i
∗M ⊗i∗OS N)
is an equivalence top local.
Proof. Standard. Follows form the fact that j∗i∗N = 0.
We note the following :
Proposition 11. Let (S,OS) ∈ Sch such that OS,s are reduced local rings for all s ∈ S. For s ∈ S
consider q : LOS,s(k(s)) → k(s) the canonical projective resolution of the OS,s module k(s) := OS,s/ms
(the residual field) of s ∈ S. For s ∈ S denote by is : {s} →֒ S the embedding. Let φ : F → G a morphism
with F,G ∈ COS ,c(S) i.e. such that azarH
nF, azarH
nG ∈ Coh(S) . If
i∗sφ⊗i∗sOS Li∗sOS (k(s)) : i
∗
sF ⊗i∗sOS Li∗sOS (k(s))→ i
∗
sG⊗i∗sOS Li∗sOS (k(s))
is a quasi-isomorphism for all s ∈ S, then φ : F → G is an equivalence top local.
Proof. Let s ∈ S. Since tensorizing with Li∗sOS (k(s)) is an exact functor, we have canonical isomorphism
α(F ),α(G) fiting in a commutative diagram
Hn(i∗sF ⊗i∗sOS Li∗sOS (k(s)))
Hn(i∗sφ⊗i∗sOSLi∗sOS (k(s)))//
α(F )

Hn(i∗sG⊗i∗sOS Li∗sOS (k(s)))
α(G)

i∗s(H
nF )⊗i∗sOS Li∗sOS (k(s))
i∗s(H
nφ)⊗i∗sOSLi∗sOS (k(s))// i∗s(H
nG)⊗i∗sOS Li∗sOS (k(s))
Let n ∈ Z. By hypothesis
Hn(i∗sφ⊗i∗sOS Li∗sOS (k(s))) : H
n(i∗sF ⊗i∗sOS Li∗sOS (k(s)))
∼
−→ Hn(i∗sG⊗i∗sOS Li∗sOS (k(s)))
is an isomorphism. Hence, the diagram 2.5 implies that
i∗s(H
nφ)⊗i∗sOS Li∗sOS (k(s)) : i
∗
s(H
nF )⊗i∗sOS Li∗sOS (k(s))
∼
−→ i∗s(H
nG)⊗i∗sOS Li∗sOS (k(s))
is an isomorphism. We conclude on the one hand that i∗sH
nφ : i∗sH
nF → i∗sH
nG is surjective by
Nakayama lemma since i∗sH
nF , i∗sH
nG are OS,s modules of finite type as F,G ∈ COS ,c(S) has coherent
cohomology sheaves, and on the other hand that the rows of the following commutative diagram are
isomorphism
H0(i∗s(H
nF )⊗i∗sOS Li∗sOS (k(s)))
H0(i∗s(H
nφ)⊗i∗sOSLi∗sOS (k(s)))∼//
=

H0(i∗s(H
nG)⊗i∗sOS Li∗sOS (k(s)))
=

i∗s(H
nF )⊗i∗sOS k(s)
i∗s (H
nφ)⊗i∗sOSk(s)∼ // i∗s(H
nG)⊗i∗sOS k(s)
.
Since
i∗s(H
nφ) ⊗i∗sOS k(s) : i
∗
s(H
nF )⊗i∗sOS k(s)
∼
−→ i∗s(H
nF )⊗i∗sOS k(s)
is an isomorphism for all s ∈ S, OS,s =: i∗sOS are reduced, and azarH
nF, azarH
nG are coherent, i∗sH
nφ :
i∗sH
nF → i∗sH
nG are injective.
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Let i : Z →֒ S a closed embedding, with S,Z ∈ Top. Denote by j : S\Z →֒ S the open embedding of
the complementary subset. We have the adjonction
(i∗, i
!) := (i∗, i
⊥) : C(Z)→ C(S), with in this case i!F := ker(F → j∗j
∗F ).
It induces the adjonction (i∗, i
!) : C(2)fil(Z) → C(2)fil(S) (we recall that i
! := i⊥ preserve monomor-
phisms).
Let i : Z →֒ S a closed embedding, with S,Z ∈ Top. Denote by j : S\Z →֒ S the open embedding of
the complementary subset. We have the support section functors :
• We have the functor
ΓZ : C(S)→ C(S), F 7→ ΓZ(F ) := Cone(ad(j
∗, j∗)(F ) : F → j∗j
∗F )[−1],
together with the canonical map γZ(F ) : ΓZF → F . We have the factorization
ad(i∗, i
!)(F ) : i∗i
!F
ad(i∗,i
!)(F )γ
−−−−−−−−→ ΓZF
γZ(F )
−−−−→ F,
and ad(i∗, i
!)(F )γ : i∗i
!F → ΓZF is an homotopy equivalence. Since ΓZ preserve monomorphisms,
it induce the functor
ΓZ : Cfil(S)→ Cfil(S), (G,F ) 7→ ΓZ(G,F ) := (ΓZG,ΓZF ),
together with the canonical map γZ((G,F ) : ΓZ(G,F )→ (G,F ).
• We have also the functor
Γ∨Z : C(S)→ C(S), F 7→ Γ
∨
ZF := Cone(ad(j!, j
∗)(F ) : j!j
∗F → F ),
together with the canonical map γ∨Z(F ) : F → Γ
∨
ZF . We have the factorization
ad(i∗, i∗)(F ) : F
γ∨Z (F )−−−−→ Γ∨ZF
ad(i∗,i∗)(F )
γ
−−−−−−−−→ i∗i
∗F,
and ad(i∗, i∗)(F )
γ : Γ∨ZF → i∗i
∗F is an homotopy equivalence. Since Γ∨Z preserve monomorphisms,
it induce the functor
ΓZ : Cfil(S)→ Cfil(S), (G,F ) 7→ Γ
∨
Z(G,F ) := (Γ
∨
ZG,Γ
∨
ZF ),
together with the canonical map γ∨Z(G,F ) : (G,F )→ Γ
∨
Z(G,F ).
Definition-Proposition 1. (i) Let g : S′ → S a morphism and i : Z →֒ S a closed embedding with
S′, S, Z ∈ Top. Then, for (G,F ) ∈ Cfil(S), there is a canonical map in Cfil(S′)
T (g, γ)(G,F ) : g∗ΓZ(G,F )→ ΓZ×SS′g
∗(G,F )
unique up to homotopy such that γZ×SS′(g
∗(G,F )) ◦ T (g, γ)(G,F ) = g∗γZ(G,F ).
(ii) Let i1 : Z1 →֒ S, i2 : Z2 →֒ Z1 be closed embeddings with S,Z1, Z2 ∈ Top. Then, for (G,F ) ∈
Cfil(S),
– there is a canonical map T (Z2/Z1, γ)(G,F ) : ΓZ2(G,F ) → ΓZ1(G,F ) in Cfil(S) unique up
to homotopy such that γZ1(G,F ) ◦ T (Z2/Z1, γ)(G,F ) = γZ2(G,F ) together with a distinguish
triangle in Kfil(S) := K(PShfil(S))
ΓZ2(G,F )
T (Z2/Z1,γ)(G,F )
−−−−−−−−−−−→ ΓZ1(G,F )
ad(j∗2 ,j2∗)(ΓZ1(G,F ))−−−−−−−−−−−−−−→ ΓZ1/\Z2(G,F )→ ΓZ2(G,F )[1]
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– there is a canonical map T (Z2/Z1, γ
∨)(G,F ) : Γ∨Z1(G,F )→ Γ
∨
Z2
(G,F ) in Cfil(S) unique up to
homotopy such that γ∨Z2(G,F ) = T (Z2/Z1, γ
∨)(G,F ) ◦ γ∨Z1(G,F ). together with a distinguish
triangle in Kfil(S)
Γ∨Z1\Z2(G,F )
ad(j2!,j
∗
2 )(G,F )−−−−−−−−−−→ Γ∨Z1(G,F )
T (Z2/Z1,γ
∨)(G,F ))
−−−−−−−−−−−−−→ Γ∨Z2(G,F )→ Γ
∨
Z2\Z1
(G,F )[1]
(iii) Consider a morphism g : (S′, Z ′) → (S,Z) with (S′, Z ′), (S,Z) ∈ Top2. We denote, for G ∈ C(S)
the composite
T (D, γ∨)(G) : g∗Γ∨ZG
∼
−→ Γ∨Z×SS′g
∗G
T (Z′/Z×SS
′,γ∨)(G)
−−−−−−−−−−−−−→ Γ∨Z′g
∗G
and we have then the factorization γ∨Z′(g
∗G) : g∗G
g∗γ∨Z (G)−−−−−→ g∗Γ∨ZG
T (D,γ∨)(G)
−−−−−−−−→ Γ∨Z′g
∗G.
Proof. (i): We have the cartesian square
S\Z
j // S
S′\Z ×S S′
j′ //
g′
OO
S′
g
OO
and the map is given by
(I, T (g, j)(j∗G)) : Cone(g∗G→ g∗j∗j
∗G)→ Cone(g∗G→ j′∗j
′∗g∗G = j′∗g
′∗j∗G).
(ii): Follows from the fact that j∗1ΓZ2G = 0 and j
∗
1Γ
∨
Z2
G = 0, with j1 : S\Z1 →֒ S the closed embedding.
(iii): Obvious.
Let (S,OS) ∈ RTop. Let Z ⊂ S a closed subset. Denote by j : S\Z →֒ S the open complementary
embedding,
• For G ∈ COS (S), ΓZG := Cone(ad(j
∗, j∗)(G) : F → j∗j∗G)[−1] has a (unique) structure of OS
module such that γZ(G) : ΓZG→ G is a map in COS (S). This gives the functor
ΓZ : COSfil(S)→ CfilOS (S), (G,F ) 7→ ΓZ(G,F ) := (ΓZG,ΓZF ),
together with the canonical map γZ((G,F ) : ΓZ(G,F ) → (G,F ). Let Z2 ⊂ Z a closed subset.
Then, for G ∈ COS (S), T (Z2/Z, γ)(G) : ΓZ2G→ ΓZG is a map in COS (S) (i.e. is OS linear).
• For G ∈ COS (S), Γ
∨
ZG := Cone(ad(j!, j
∗)(G) : j!j
∗G → G) has a unique structure of OS module,
such that γ∨Z(G) : G→ Γ
∨
ZG is a map in COS (S). This gives the functor
Γ∨Z : COSfil(S)→ CfilOS (S), (G,F ) 7→ Γ
∨
Z(G,F ) := (Γ
∨
ZG,Γ
∨
ZF ),
together with the canonical map γ∨Z((G,F ) : (G,F ) → Γ
∨
Z(G,F ). Let Z2 ⊂ Z a closed subset.
Then, for G ∈ COS (S), T (Z2/Z, γ
∨)(G) : Γ∨ZG→ Γ
∨
Z2
G is a map in COS (S) (i.e. is OS linear).
• For G ∈ COS (S), we will use
Γ∨,hZ G : = D
O
SLOΓZE(D
O
SG)
: = Cone(DOSLO ad(j∗, j
∗)(E(DOSG)) : D
O
SLOj∗j
∗E(DOSG)→ D
O
SLOE(D
O
SG))
and we have the canonical map γ∨,hZ (G) : M → Γ
∨,h
Z G of OS module. The factorization
ad(j!, j
∗)(LOM) : j!j
∗LOG
(k◦DOI(j!,j
∗)(DOj∗LOG)◦d(j!j
∗LOG))
q
−−−−−−−−−−−−−−−−−−−−−−−−−−→
DOSLOj∗j
∗E(DOSLOG)
ad(j∗,j
∗)(E(DOSLOG))−−−−−−−−−−−−−−→ DOSLOE(D
O
SLOG)
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gives the factorization γ∨,hZ (LOG) : LOG
γ∨Z (LOG)−−−−−−→ Γ∨ZLOG
(k◦DOI(j!,j
∗)(DOj∗LOG)◦d(j!j
∗LOG))
q
−−−−−−−−−−−−−−−−−−−−−−−−−−→
Γ∨,hZ LOG. We get the functor
Γ∨,hZ : COSfil(S)→ COSfil(S), (G,F ) 7→ Γ
∨,h
Z (G,F ) := D
O
SLOΓZE(D
O
S (G,F )),
together with the factorization
γ∨,hZ (LO(G,F )) : LO(G,F )
γ∨Z(LO(G,F ))−−−−−−−−−→ Γ∨ZLO(G,F )
(k◦DOI(j!,j
∗)(DOS j
∗LO(G,F ))◦d(j!j
∗LO(G,F )))
q
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Γ∨,hZ LO(G,F ),
• Consider I ⊂ OS a right ideal of OS such that IoZ ⊂ I, where I
o
Z ⊂ OS is the left and right ideal
consisting of section which vanish on Z.
– For G ∈ PShOS (S), we consider, S
o ⊂ S being an open subset,
IG(So) =< {f.m,m ∈ G(So), f ∈ I(So)} >⊂ G(So)
since I is a right ideal, and we denote by bI(G) : IG→ G the injective morphism ofOS modules
and by cZ(G) : G→ G/IG the quotient map. The adjonction map ad(j!, j∗)(G) : j!j∗G→ G
factors trough bI(G) :
ad(j!, j
∗)(G) : j!j
∗G
bIZ/S(G)
−−−−−→ IG
bI (G)
−−−→ G
We have then the support section functor,
Γ∨,O,IZ : COS (S)→ COS (S), G 7→ Γ
∨,O,I
Z G := Cone(bI(G) : IG→ G)
together with the canonical map γ∨,OZ (G) : G→ Γ
∨,O
Z G which factors through
γ∨,O,IZ (G) : G
γ∨Z(G)−−−−→ Γ∨ZG
bIS/Z(G)
−−−−−→ Γ∨,OZ G.
By the exact sequence 0→ IG
bI(G)
−−−→ G
cI(G)
−−−→ G/IG→ 0, we have an homotopy equivalence
cI(G) : Γ
∨,O,I
Z G→ G/IG.
– For G ∈ PShOS (S), we consider
b′I(G) : G→ G⊗OS D
O
S (I) := G⊗OS Hom(I, OS)
The adjonction map ad(j∗, j∗)(G) : G→ j∗j∗G factors trough b′I(G) :
ad(j∗, j∗)(G) : G
b′I(G)−−−→ G⊗OS D
O
S (I)
b
′I
Z/S(G)
−−−−−→ j∗j
∗G
We have then the support section functor,
ΓO,IZ : COS (S)→ COS (S), G 7→ Γ
O,I
Z G := Cone(b
′
I(G) : G→ G⊗OS D
O
S (I))[−1]
together with the canonical map γOZ (G) : Γ
O
ZG→ G which factors through
γO,IZ (G) : Γ
O
ZG
bIS/Z(G)
−−−−−→ ΓZG
γZ(G)
−−−−→ G.
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– By definition, we have for a canonical isomorphism
I(D, γO)(G) : DOSΓ
∨,O,IG
∼
−→ ΓO,IZ D
O
SG
which gives the transformation map in COS (S)
T (D, γO)(G) : Γ∨,O,IDOSG
d(−)
−−−→ DO,2S Γ
∨,O,IDOSG
D
O
S I(D,γ
O)(DOSG)
−1
−−−−−−−−−−−−−→
DOSΓ
O,I
Z D
O,2
S G
D
O
S Γ
O,I
Z d(G)−−−−−−−−→ DOSΓ
O,I
Z G
Definition-Proposition 2. (i) Let g : (S′, OS′) → (S,OS) a morphism and i : Z →֒ S a closed
embedding with (S′, OS′ , (S,OS) ∈ RTop. Then, for (G,F ) ∈ COSfil(S), there is a canonical map
in COS′fil(S
′)
Tmod(g, γ)(G,F ) : g∗modΓZ(G,F )→ ΓZ×SS′g
∗mod(G,F )
unique up to homotopy, such that γZ×SS′(g
∗modG) ◦ Tmod(g, γ)(G) = g∗modγZG.
(ii) Let i1 : (Z1, OZ1) →֒ (S,OS), i2 : (Z2, OZ2) →֒ (Z1, OZ1) be closed embeddings with S,Z1, Z2 ∈ Top.
Then, for (G,F ) ∈ COSfil(S), there is a canonical map in COSfil(S)
T (Z2/Z1, γ
∨,O)(G,F ) : Γ∨,OZ1 (G,F )→ Γ
∨,O
Z2
(G,F )
unique up to homotopy such that γ∨,OZ2 (G,F ) = T (Z2/Z1, γ
∨,O)(G,F ) ◦ γ∨,OZ1 (G,F ).
(iii) Consider a morphism g : ((S′, OS′), Z
′)→ ((S,OS), Z) with ((S′, OS′), Z ′)→ ((S,OS), Z) ∈ RTop
2.
We denote, for M ∈ COS (S) the composite
Tmod(D, γ∨,O)(G) : g∗modΓ∨,OZ G
∼
−→ Γ∨,OZ×SS′g
∗modG
T (Z′/Z×SS
′,γ∨,O)(G)
−−−−−−−−−−−−−−−→ Γ∨,OZ′ g
∗modG
and we have then the factorization
γ∨,OZ′ (g
∗modM) : g∗modG
g∗modγ∨,OZ (G)−−−−−−−−−→ g∗modΓ∨,OZ G
Tmod(D,γ∨,O)(G)
−−−−−−−−−−−−→ Γ∨,OZ′ g
∗modG
Proof. (i): We have the cartesian square
S\Z
j // S
S′\Z ×S S′
j′ //
g′
OO
S′
g
OO
and the map is given by
(I, Tmod(g, j)(j∗G)) : Cone(g∗modG→ g∗modj∗j
∗G)→ Cone(g∗modG→ j′∗j
′∗g∗modG = j′∗g
′∗modj∗G).
(ii):Obvious.
(iii):Obvious.
Definition-Proposition 3. Consider a commutative diagram in RTop
D0 = f : (X,OX)
i // (Y,OY )
p // (S,OS)
f ′ : (X ′, OX′
i′ //
g′
OO
(Y ′, OY ′)
g′′
OO
p′ // (T,OT )
g
OO
with i, i′ being closed embeddings. Denote by D the right square of D0. The closed embedding i
′ : X ′ →֒ Y ′
factors through i′ : X ′
i′1−→ X ×Y Y ′
i′0−→ Y ′ where i′1, i
′
0 are closed embeddings.
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(i) We have the canonical map,
E(Ω((OY ′/g
′′∗OY ))/(OT /g∗OS)
) ◦ T (g′′, E)(−) ◦ T (g′′, γ)(−) :
g
′′∗ΓXE(Ω
•
OY /p∗OS
, Fb)→ ΓX×Y Y ′E(Ω
•
OY ′/p
′∗OT
, Fb)
unique up to homotopy such that the following diagram in Cg′′∗p∗OSfil(Y
′) = Cp′∗g∗OSfil(Y
′) com-
mutes
g
′′∗ΓXE(Ω
•
OY /p∗OS
, Fb)
E(Ω((O
Y ′
/Y ))/(OT /S)
)◦T (g′′,E)(−)◦T (g′′,γ)(−)
//
γX (−)

ΓX×Y Y ′E(Ω
•
OY ′/p
′∗OT
, Fb)
γX×Y Y ′ (−)

g
′′∗E(Ω•OY /p∗OS , Fb)
E(Ω
((O
Y ′
/g
′′∗OY )/(OT /S))
◦T (g′′,E)(−)
// E(Ω•
O′Y /p
′∗OT
, Fb)
.
(ii) There is a canonical map,
TOω (D)
γ : g∗modLOp∗ΓXE(Ω
•
OY /p∗OS
, Fb)→ p
′
∗ΓX×Y Y ′E(Ω
•
OY ′/p
′∗OT
, Fb)
unique up to homotopy such that the following diagram in COT fil(T ) commutes
g∗modLOp∗ΓXE(Ω
•
OY /p∗OS
, Fb)
TOω (D)
γ
//
γX(−)

p′∗ΓX×Y Y ′E(Ω
•
OY ′/p
′∗OT
, Fb)
γX×Y Y ′(−)

g∗modLOp∗E(Ω
•
OY /p∗OS
, Fb)
TOω (D) // p′∗E(Ω
•
OY ′/p
′∗OT
, Fb)
.
(iii) We have the canonical map in Cf ′∗OT (Y
′)
T (X ′/X ×Y Y
′, γ)(E(Ω•
OY ′/p
′∗OT
, Fb)) : ΓX′E(Ω
•
OY ′/p
′∗OT
, Fb)→ ΓX×Y Y ′E(Ω
•
OY ′/p
′∗OT
, Fb)
unique up to homotopy such that γX×Y Y ′(−) ◦ T (X
′/X ×Y Y ′, γ)(−) = γX′(−).
Proof. Immediate from definition. We take for the map of point (ii) the composite
TOω (D)
γ : g∗modLOp∗ΓXE(Ω
•
OY /p∗OS
, Fb)
q
−→ g∗p∗ΓXE(Ω
•
OY /p∗OS
, Fb)⊗g∗OS OT
T (g′′,E)(−)◦T (g′′,γ)(−)◦T (D)(E(Ω•OX/p∗OS
))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ (p′∗ΓX×Y Y ′E(g
′′
Ω•OY /p∗OS , Fb))⊗g∗OS OT
E(Ω
(O
Y ′
/g
′′∗OY )/(OT /g
∗OS
))
−−−−−−−−−−−−−−−−−−−→ p′∗ΓX×Y Y ′E(Ω
•
OY ′/p
′∗OT
, Fb)⊗g∗OS OT
m
−→ p′∗ΓX×Y Y ′E(Ω
•
OY ′/p
′∗OT
, Fb),
with m(n⊗ s) = s.n.
Definition 2. (i) Let S ∈ Top. For Z ⊂ S a closed subset, we denote by CZ(S) ⊂ C(S) the full
subcategory consisting of complexes of presheaves F ∈ C(S) such that atopHn(j∗F ) = 0 for all
n ∈ Z, where j : S\Z →֒ S is the complementary open embedding and atop is the sheaftification
functor.
(i)’ More generally, let (S,OS) ∈ RTop. For Z ⊂ S a closed subset, we denote by
COS ,Z(S) ⊂ COS (S) , QCohZ(S) ⊂ QCoh(S)
the full subcategories consisting of complexes of presheaves G ∈ COS (S) such that atopH
n(j∗F ) = 0
for all n ∈ Z, resp. quasi-coherent sheaves G ∈ QCoh(S) such that j∗F = 0.
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(ii) Let S ∈ Top. For Z ⊂ S a closed subset, we denote by Cfil,Z(S) ⊂ Cfil(S) the full subcategory
consisting of filtered complexes of presheaves (G,F ) ∈ Cfil(S) such that there exist r ∈ N such that
atopj
∗Ep,qr (G,F ) = 0 for all p, q ∈ Z, where j : S\Z →֒ S is the complementary open embedding
and atop is the sheaftification functor. Note that this definition say that this r does NOT depend on
p and q.
(ii)’ More generally, let (S,OS) ∈ RTop. For Z ⊂ S a closed subset, we denote by
COS ,fil,Z(S) ⊂ COS ,fil(S),QCohfil,Z(S) ⊂ QCoh(S)
the full subcategories consisting of filtered complexes of presheaves (G,F ) ∈ COSfil(S) such that
there exist r ∈ N such that atopj∗Ep,qr (G,F ) = 0 for all p, q ∈ Z, resp. filtered quasi-coherent
sheaves (G,F ) ∈ QCoh(S) such that there exist r ∈ N such that j∗Ep,qr F = 0 for all p, q ∈ Z. Note
that this definition say that this r does NOT depend on p and q.
Let (S,OS) ∈ RTop and Z ⊂ S a closed subset.
• For (G,F ) ∈ Cfil(S), we have ΓZ(G,F ),Γ∨Z(G,F ) ∈ Cfil,Z(S).
• For (G,F ) ∈ COSfil(S), we have ΓZ(G,F ),Γ
∨
Z(G,F ),Γ
∨,h
Z (G,F ),Γ
∨,O
Z (G,F ) ∈ COSfil,Z(S).
Proposition 12. Let S ∈ Top and Z ⊂ S a closed subspace. Denote by i : Z →֒ S the closed embedding.
(i) The functor i∗ : ShvZ(S) → Shv(Z) is an equivalence of category whose inverse is i∗ : Shv(Z) →
ShvZ(S). More precisely ad(i∗, i
∗)(H) : i∗i∗H → H is an isomorphism if H ∈ Shv(Z) and
ad(i∗, i
∗)(G) : G→ i∗i∗G is an isomorphism if G ∈ ShvZ(S).
(ii) : The functor i∗ : Shvfil,Z(S) → Shvfil(Z) is an equivalence of category whose inverse is i∗ :
Shvfil(Z)→ Shvfil,Z(S). More precisely ad(i∗, i∗)(H,F ) : i∗i∗(H,F )→ (H,F ) is an isomorphism
if (H,F ) ∈ Shv(Z) and ad(i∗, i∗)(G,F ) : (G,F ) → i∗i∗(G,F ) is an isomorphism if (G,F ) ∈
ShvZ(S).
(iii) : The functor i∗ : Dτ,fil,Z(S) → Dτ,fil(Z) is an equivalence of category whose inverse is i∗ :
Dτ,fil(Z) → Dτ,fil,Z(S). More precisely ad(i∗, i∗)(H,F ) : i∗i∗(H,F ) → (H,F ) is an equivalence
top local if (H,F ) ∈ Cfil(Z) and ad(i∗, i∗)(G,F ) : (G,F ) → i∗i∗(G,F ) is an equivalence top local
if (G,F ) ∈ Cfil,Z (S).
Proof. (i):Standard.
(ii): Follows from (i).
(iii): Follows from (ii).
Let S ∈ Top and Z ⊂ S a closed subspace. By proposition 12, if G ∈ C(S), ad(i∗, i∗)(ΓZG) : ΓZG→
i∗i
∗ΓZG is an equivalence top local since ΓZG ∈ CZ(S).
Let (S,OS) ∈ RTop. Let D = ∪iDi ⊂ X a normal crossing divisor, denote by j : S\D →֒ S the open
embedding, and consider ID ⊂ OS the ideal of vanishing function on D which is invertible. We set, for
M ∈ COS (S),
M(∗D) := lim
n
HomOS (I
n,M),
and we denote by aD(F ) : F → F (∗D) the surjective morphism of presheaves. The adjonction map
ad(j∗, j∗)(F ) : F → j∗j
∗F factors trough aD(F ) :
ad(j∗, j∗)(F ) : F
aD(F )
−−−−→ F (∗D)
aS/D(F )
−−−−−→ j∗j
∗F
Remark 3. • Let j : U →֒ X an open embedding, with (X,OX) ∈ RTop. Then if F ∈ CohOU (U) is
a coherent sheaf of OU module, j∗F is quasi-coherent but NOT coherent in general. In particular
for F ∈ COU (U) whose cohomology sheaves atauH
nF are coherent for all n ∈ Z, the cohomology
sheaves Rnj∗F := aτH
nj∗E(F ) of Rj∗F = j∗E(F ) are quasi-coherent but NOT coherent.
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• Let j : U →֒ X an open embedding, with X ∈ Sch. Then if F ∈ Coh(U) is a coherent sheaf of OU
module, j∗F is quasi-coherent but NOT coherent. However, there exist an OX submodule F˜ ⊂ j∗F
such that j∗F˜ = F and F˜ ∈ Coh(X).
The following propositions are true for schemes but NOT for arbitrary ringed spaces like analytic
spaces :
Proposition 13. (i) Let X = (X,OX) ∈ Sch a noetherien scheme and D ⊂ X a closed subset.
Denote by j : U = X\D →֒ X an open embedding. Then for F ∈ QCohOU (U) a quasi coherent
sheaf, j∗F ∈ QCohOX (X) is quasi-coherent and is the direct limit of its coherent subsheaves.
(ii) Let X = (X,OX) a noetherien scheme and D = ∪Di ⊂ X a normal crossing divisor. Denote by
j : U = X\D →֒ X an open embedding. Then for F ∈ QCohOU (U) a quasi coherent sheaf, the
canonical map aX/D(F ) : F (∗D)
∼
−→ j∗F is an isomorphism.
Proof. Standard.
Proposition 14. Let S = (S,OS) ∈ Sch and Z ⊂ S a closed subscheme. Denote by i : Z →֒ S the closed
embedding.
(i) For G ∈ QCohZ(S), i∗G has a canonical structure of OZ module. Moreover, the functor i∗ :
QCohZ(S)→ QCoh(Z) is an equivalence of category whose inverse is i∗ : QCoh(Z)→ QCohZ(S).
(ii) : The functor i∗ : QCohfil,Z(S) → QCohfil(Z) is an equivalence of category whose inverse is
i∗ : QCohfil(Z)→ QCohfil,Z(S).
(iii) : The functor i∗ : DOSfil,Z,qc(S) → DOZfil,qc(Z) is an equivalence of category whose inverse is
i∗ : DOZfil,qc(Z)→ DOSfil,Z,qc(S).
Proof. (i):Standard.
(ii): Follows from (i).
(iii): Follows from (ii) since i∗ and i∗ are exact functors.
Definition 3. Let (S,OS) ∈ RTop a locally ringed space with OS commutative. Consider an κS ∈
COS (S). Let I ⊂ OS an ideal subsheaf and Z = V (I) ⊂ S the associated closed subset. For G ∈
PShOS (S), we denote by GˆZ := GˆI := limk G/I
kG the completion with respect to the ideal I and by
c∞Z (G) : G→ GˆZ the quotient map. Then, the canonical map
dκS ,Z(G) : G
d(G)
−−−→ DO,2S G
Tmod(⊗κS ,hom)(D
O
SG,OS)−−−−−−−−−−−−−−−−−→
HomOS (D
O
SG⊗OS κS , κS)
Tmod(ΓZE,hom)(−,−)
−−−−−−−−−−−−−−−→ HomOS (ΓZE(D
O
SG⊗OS κS),ΓZE(κS))
factors through
dκS ,Z(G) : G
c∞Z (G)−−−−→ GˆZ
dκS,Z(G)−−−−−−→ HomOS (ΓZE(D
O
SG⊗OS κS),ΓZE(κS))
Clearly if G ∈ COS (S) then dκS ,Z(G) is a map in COS (S). On the other hand, we have a commutative
diagram
ΩpOS
dκS,Z(Ω
p
OS
)
//
d

HomOS (ΓZE(D
O
SΩ
p
OS
⊗OS κS),ΓZE(κS))
dκS,γ

Ωp+1S
dκS,Z(Ω
p+1
OS
)
// HomOS (ΓZE(D
O
SΩ
p+1
OS
⊗OS κS),ΓZE(κS))
so that dκS ,Z(Ω
•
S) ∈ C(S).
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The following theorem is the from [13]
Theorem 8. Let S ∈ Var(C). Let Z = V (I) ⊂ S a closed subset. Denote by KS ∈ PShOS (S) the
canonical bundle. Then, for G ∈ COS ,c(S),
dKS ,Z(G) : GˆZ → HomOS (ΓZE(D
O
SG⊗OS KS),ΓZE(KS))
is an equivalence Zariski local.
Let f : (X,OX) → (S,OS) a morphism with (S,OS) ∈ RTop. In the particular case where OS is
a commutative sheaf of ring, TOS ∈ PShOS (S) and ΩOS = DOSTOS ∈ PShOS (S) are sheaves and the
morphism in PSh(X)
T (f, hom)(OS , OS) : f
∗Hom(OS , OS)→ Hom(f
∗OS , f
∗OS)
induces isomorphisms T (f, hom)(OS , OS) : f
∗TOS
∼
−→ Tf∗OS and Df∗OST (f, hom)(OS , OS) : Ωf∗OS →
f∗ΩOS where for F ∈ Shv(S), we denote again (as usual) by abuse f
∗F := aτf
∗F ∈ Shv(S), atau :
PSh(S)→ Shv(S) being the sheaftification functor.
Definition 4. (i) Let (X,OX) ∈ RTop. A foliation (X,OX)/F on (X,OX) is an OX module ΩOX/F ∈
PShOX (X) together with a derivation map d := dF : OX → ΩOX/F such that
– the associated map q := qF := ωX(d) : ΩOX → ΩOX/F is surjective
– satisfy the integrability condition d(ker q) ⊂ ker q which implies that the map d : ΩpOX → Ω
p+1
OX
induce factors trough
ΩpOX
d //
qp:=∧pq

Ωp+1OX
qp+1:=∧pq

ΩpOX/F
d // Ωp+1OX/F
and d : ΩpOX/F → Ω
p+1
OX/F
is neccessary unique by the surjectivity of qp : ΩpOX → Ω
p
OX/F
.
In the particular case where ΩOX/F ∈ PShOX (X) is a locally free sheaf of OX module, DOX q :
TOX/F := DOXΩOX/F → TOX is injective and the second condition is then equivalent to the fact
that the sub OX module TOX/F ⊂ TOX is a Lie subalgebra, that is [TOX/F , TOX/F ] ⊂ TOX/F .
(ii) A piece of leaf a foliation (X,OX)/F with (X,OX) ∈ RTop such that OX is a commutative sheaf
of ring is an injective morphism of ringed spaces l : (Z,OZ) →֒ (X,OX) such that Ωi∗OX/OZ ::
Ωi∗OX → ΩOZ factors trough an isomorphism
Ωi∗OX/OZ : Ωi∗OX
Di∗OX
T (i,hom)(OX ,OX )
−−−−−−−−−−−−−−−−→ i∗ΩOX
i∗q
−−→ i∗ΩOX/F → ΩOZ .
(iii) If f : (X,OX) → (S,OS) is a morphism with (X,OX), (S,OS) ∈ RTop, we have the foliation
(X,OX)/(S,OS) := ((X,OX), f) on (X,OX) given by the surjection
q : ΩOX → ΩOX/f∗OS := coker(ΩOX/f∗OS : Ωf∗OS → ΩOX ).
The fibers iXs : (Xs, OXs) →֒ (X,OX) for each s ∈ S are the leaves of the foliation.
(iv) We have the category FolRTop
– whose objects are foliated ringed spaces (X,OX)/F with OX a commutatif sheaf of ring and
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– whose morphisms f : (X,OX)/F → (S,OS)/G are morphisms of ringed spaces f : (X,OX)→
(S,OS) such that ΩOX/f∗OS : Ωf∗OS → ΩOX factors through
f∗ΩOS
f∗qG

Df∗OS
T (f,hom)(OS ,OS)
−1
// Ωf∗OS
ΩOX/f∗OS // ΩOX
qF

f∗ΩOS/G
Ωq
OX/f
∗OS // ΩOX/F
.
This category admits inverse limits with (X,OX)/F× (Y,OY )/G = (X×Y, p∗XOX⊗p
∗
YOY )/p
∗
XF⊗
p∗Y G and
(X,OX)/F ×(S,OS)/H (Y,OY )/G = (X ×S Y, δ
∗
S(p
∗
XOX ⊗ p
∗
YOY ))/p
∗
XF ⊗ p
∗
Y G
with δS : X ×S Y →֒ X × Y the embedding given by the diagonal δS : S →֒ S × S.
Let S ∈ Top. Let S = ∪li=1Si an open cover and denote by SI = ∩i∈ISi. Let ii : Si →֒ S˜i closed
embeddings, with S˜i ∈ Top. For I ⊂ [1, · · · l], denote by S˜I = Πi∈I S˜i. We then have closed embeddings
iI : SI →֒ S˜I and, for J ⊂ I, the following commutative diagram
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO
where jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ = jJ . and pIJ : S˜J → S˜I the projection.
This gives the diagram of topological spaces (S˜I) ∈ Fun(P(N),Top) which which gives the diagram
(S˜I) ∈ (Ouv(S˜I)) ∈ Fun(P(N),Cat) Denote m : S˜I\(SI\SJ) →֒ S˜I the open embedding.
Definition 5. Let S ∈ Top. Let S = ∪li=1Si an open cover and denote by SI = ∩i∈ISi. Let ii : Si →֒ S˜i
closed embeddings, with S˜i ∈ Top. We denote by Cfil(S/(S˜I)) ⊂ Cfil(S˜I) the full subcategory
• whose objects are (G,F ) = ((GI , F )I⊂[1,···l], uIJ), with (GI , F ) ∈ Cfil,SI (S˜I), and uIJ : m
∗(GI , F )→
m∗pIJ∗(GJ , F ) are ∞-filtered top local equivalences satisfying for I ⊂ J ⊂ K, pIJ∗uJK ◦uIJ = uIK
in Cfil(S˜I),
• the morphisms m : ((GI , F ), uIJ)→ ((HI , F ), vIJ) being (see section 2.1) a family of morphism of
complexes,
m = (mI : (GI , F )→ (HI , F ))I⊂[1,···l]
such that vIJ ◦mI = pIJ∗mJ ◦ uIJ in Cfil(S˜I).
A morphism m : ((GI , F ), uIJ)→ ((HI , F ), vIJ ) is said to be an r-filtered top local equivalence if all the
mI are r-filtered top local equivalences.
Denote L = [1, . . . , l] and for I ⊂ L, p0(0I) : S × S˜I → S, pI(0I) : S × S˜I → SI the projections.By
definition, we have functors
• T (S/(S˜I)) : Cfil(S)→ Cfil(S/(S˜I)), (G,F ) 7→ (iI∗j∗I (G,F ), I)
• T ((S˜I)/S) : Cfil(S/(S˜I))→ Cfil(S), ((GI , F ), uIJ) 7→ ho limI⊂L p0(0I)∗Γ
∨
SI
p∗I(0I)(GI , F ).
Note that the functors T (S/(S˜I) are embedding, since
ad(i∗I , iI∗)(j
∗
IF ) : i
∗
IiI∗j
∗
IF → j
∗
IF
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are top local equivalence.
Let f : X → S a morphism, with X,S ∈ Top. Let S = ∪li=1Si and X = ∪
l
i=1Xi be open covers and
ii : Si →֒ S˜i, i′i : Xi →֒ X˜i be closed embeddings, such that, for each i ∈ [1, l], fi := f|Xi : Xi → Si lift to
a morphism f˜i : X˜i → S˜i. Then, fI = f|XI : XI = ∩i∈IXi → SI = ∩i∈ISi lift to the morphism
f˜I = Πi∈I f˜i : X˜I = Πi∈IX˜i → S˜I = Πi∈I S˜i
Denote by pIJ : S˜J → S˜I and p′IJ : X˜J → X˜I the projections. Consider for J ⊂ I the following
commutative diagrams
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO , D
′
IJ = XI
i′I // X˜I
XJ
j′IJ
OO
i′J // X˜J
p′IJ
OO , DfI = SI
iI // S˜I
XI
fI
OO
i′I // X˜I
f˜I
OO
We have then following commutative diagram
XI
n′I // X˜I X˜I\XI
n′I
oo
i′J : XJ
lIJ//
j′IJ
77♣♣♣♣♣♣♣♣♣♣♣♣♣
XI ×XI × X˜J\I
p′IJ
OO
n′I×I // X˜J
p′IJ
OO
X˜J\XJ
n′J
oo
p′IJ
OO
.
whose square are cartesian. We then have the pullback functor
f∗ : C(2)fil(S/(S˜I))→ C(2)fil(X/(X˜I)),
((GI , F ), uIJ) 7→ f
∗((GI , F ), uIJ) := (Γ
∨
XI f˜
∗
I (GI , F ), f˜
∗
JuIJ)
with
f˜∗JuIJ : Γ
∨
XI f˜
∗
I (GI , F )
ad(p
′∗
IJ ,p
′
IJ∗)(−)−−−−−−−−−−→ p′IJ∗p
′∗
IJΓ
∨
XI f˜
∗
I (GI , F )
T♯(pIJ ,n
′
I)(−)
−1)
−−−−−−−−−−−→ p′IJ∗Γ
∨
XI×X˜J\I
p
′∗
IJ f˜
∗
I (GI , F )
p′IJ∗γ
∨
XJ
(−)
−−−−−−−−→ p′IJ∗Γ
∨
XJ p
′∗
IJ f˜
∗
I (GI , F ) = p
′
IJ∗Γ
∨
XJ f˜
∗
Jp
∗
IJ(GI , F )
Γ∨XJ
f˜∗J I(p
∗
IJ ,pIJ∗)(−,−)(uIJ )
−−−−−−−−−−−−−−−−−−−→ Γ∨XJ f˜
∗
J(GJ , F )
Let (G,F ) ∈ Cfil(S). Since, j
′∗
I i
′
I∗j
′∗
I f
∗(G,F ) = 0, the morphism T (DfI)(j
∗
I (G,F )) : f˜
∗
I iI∗j
∗
I (G,F ) →
i′I∗j
′∗
I f
∗(G,F ) factors trough
T (DfI)(j
∗
I (G,F )) : f˜
∗
I iI∗j
∗
I (G,F )
γ∨XI
(−)
−−−−−→ Γ∨XI f˜
∗
I iI∗j
∗
I (G,F )
Tγ(DfI )(j
∗
I (G,F ))−−−−−−−−−−−−→ i′I∗j
′∗
I f
∗(G,F )
We have then, for (G,F ) ∈ Cfil(S), the canonical transformation map
f∗T (S/(S˜I))(G,F )
T (f,T (0/I))(G,F ) //
=

T (X/(X˜I))(f
∗(G,F ))
=

(Γ∨XI f˜
∗
I iI∗j
∗
I (G,F ), f˜
∗
J I)
Tγ(DfI )(j
∗
I (G,F )) // (i′I∗j
′∗
I f
∗(G,F ), I)
Proposition 15. Let S ∈ Top. Let S = ∪li=1Si an open cover and denote by SI = ∩i∈ISi. Let ii : Si →֒
S˜i closed embeddings, with S˜i ∈ Top. Denote by D(2)fil,∞((S/(S˜I))) = Hotop,∞(C(2)fil((S/(S˜I)))) the
localization of C(2)fil((S/(S˜I))) with respect to top local equivalences. The functor T (S/(S˜I)) induces an
equivalence of category
T (S/(S˜I)) : D(2)fil,∞(S)
∼
−→ D(2)fil,∞((S/(S˜I)))
with inverse T ((S˜I)/S)
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Proof. Follows from the fact that for (G,F ) ∈ Cfil(S),
ho lim
I⊂L
p0(0I)∗Γ
∨
SIp
∗
I(0I)(iI∗j
∗
I (G,F ))→ p0(0I)∗Γ
∨
SI j
∗
I (G,F )
is an equivalence top local.
For f : T → S a morphism with T, S ∈ Top locally compact (in particular Hausdorf), e.g. T, S ∈ CW,
there is also a functor f! : C(T ) → C(S) given by the section which have compact support over f , and,
for K1,K2 ∈ C(T ), we have a canonical map
T!(f, hom) : f∗Hom(K1,K2)→ Hom(f!K1, f!K2)
The main result on presheaves on locally compact spaces is the following :
Theorem 9. Let f : T → S a morphism with T, S ∈ Top locally compact.
(i) The derived functor Rf! : D(T )→ D(S) has a right adjoint f
! (Verdier duality) and, for K1,K2 ∈
D(T ) and K3,K4 ∈ D(S), we have canonical isomorphisms
– Rf∗RHom•(Rf!K1,K3)
∼
−→ RHom•(K1, f !K3)
– f !RHom•(K3,K4)
∼
−→ RHom•(f∗K3, f !K4)
(ii) Denote, for K ∈ D(S), D(K) = RHom•(K, a!SZ) ∈ D(S) the Verdier dual of K. Then, if K ∈
Dc(S), the evaluation map ev
c(S)(K) : K → D(D(K) is an isomorphism.
(iii) Assume we have a factorization f : T
l
−→ Y
p
−→ S of f with l a closed embedding and p a smooth
morphism of relative dimension d. Then f !K = i!p∗K[d]
Proof. (i):Standard, the proof is formal (see [29]).
(ii): See [29].
(iii): The fact that p!K = p∗K[d] follows by Poincare duality for topological manifold.
We have by theorem 9 a pair of adjoint functor
(Rf!, f
!) : D(T )⇆ D(S)
• with f! = f∗ if f is proper,
• with f ! = f∗[d] if f is smooth of relative dimension d.
2.6 Presheaves on the big Zariski site or on the big etale site
For S ∈ Var(C), we denote by ρS : Var(C)sm/S →֒ Var(C)/S be the full subcategory consisting of the
objects U/S = (U, h) ∈ Var(C)/S such that the morphism h : U → S is smooth. That is, Var(C)sm/S is
the category
• whose objects are smooth morphisms U/S = (U, h), h : U → S with U ∈ Var(C),
• whose morphisms g : U/S = (U, h1) → V/S = (V, h2) is a morphism g : U → V of complex
algebraic varieties such that h2 ◦ g = h1.
We denote again ρS : Var(C)/S → Var(C)sm/S the associated morphism of site. We will consider
rs(S) : Var(C)
r(S)
−−−→ Var(C)/S
ρS
−−→ Var(C)sm/S
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the composite morphism of site. For S ∈ Var(C), we denote by ZS := Z(S/S) ∈ PSh(Var(C)sm/S) the
constant presheaf By Yoneda lemma, we have for F ∈ C(Var(C)sm/S), Hom(ZS , F ) = F . For f : T → S
a morphism, with T, S ∈ Var(C), we have the following commutative diagram of sites
Var(C)/T
P (f)

ρT // Var(C)sm/T
P (f)

Var(C)/S
ρS // Var(C)sm/S
(23)
We denote, for S ∈ Var(C), the obvious morphism of sites
e˜(S) : Var(C)/S
ρS
−−→ Var(C)sm/S
e(S)
−−−→ Ouv(S)
where Ouv(S) is the set of the Zariski open subsets of S, given by the inclusion functors e˜(S) : Ouv(S) →֒
Var(C)sm/S →֒ Var(C)/S. By definition, for f : T → S a morphism with S, T ∈ Var(C), the commutative
diagram of sites (23) extend a commutative diagram of sites :
e˜(T ) : Var(C)/T
P (f)

ρT // Var(C)sm/T
P (f)

e(T ) // Ouv(T )
P (f)

e˜(S) : Var(C)/S
ρS // Var(C)sm/S
e(S) // Ouv(S)
(24)
• As usual, we denote by
(f∗, f∗) := (P (f)
∗, P (f)∗) : C(Var(C)
sm/S)→ C(Var(C)sm/T )
the adjonction induced by P (f) : Var(C)sm/T → Var(C)sm/S. Since the colimits involved in the
definition of f∗ = P (f)∗ are filtered, f∗ also preserve monomorphism. Hence, we get an adjonction
(f∗, f∗) : Cfil(Var(C)
sm/S)⇆ Cfil(Var(C)
sm/T ), f∗(G,F ) := (f∗G, f∗F )
• As usual, we denote by
(f∗, f∗) := (P (f)
∗, P (f)∗) : C(Var(C)/S)→ C(Var(C)/T )
the adjonction induced by P (f) : Var(C)/T → Var(C)/S. Since the colimits involved in the
definition of f∗ = P (f)∗ are filtered, f∗ also preserve monomorphism. Hence, we get an adjonction
(f∗, f∗) : Cfil(Var(C)/S)⇆ Cfil(Var(C)/T ), f
∗(G,F ) := (f∗G, f∗F )
• For h : U → S a smooth morphism with U, S ∈ Var(C), the pullback functor P (h) : Var(C)sm/S →
Var(C)sm/U admits a left adjoint C(h)(X → U) = (X → U → S). Hence, h∗ : C(Var(C)sm/S)→
C(Var(C)sm/U) admits a left adjoint
h♯ : C(Var(C)
sm/U)→ C(Var(C)sm/S), F 7→ ((V, h0) 7→ lim
(V ′,h◦h′)→(V,h0)
F (V ′, h′))
Note that we have for V/U = (V, h′) with h′ : V → U a smooth morphism we have h♯(Z(V/U)) =
Z(V ′/S) with V ′/S = (V ′, h ◦ h′). Hence, since projective presheaves are the direct summands of
the representable presheaves, h♯ sends projective presheaves to projective presheaves. For F
• ∈
C(Var(C)sm/S) and G• ∈ C(Var(C)sm/U), we have the adjonction maps
ad(h♯, h
∗)(G•) : G• → h∗h♯G
• , ad(h♯, h
∗)(F •) : h♯h
∗F • → F •.
For a smooth morphism h : U → S, with U, S ∈ Var(C), we have the adjonction isomorphism, for
F ∈ C(Var(C)sm/U) and G ∈ C(Var(C)sm/S),
I(h♯, h
∗)(F,G) : Hom•(h♯F,G)
∼
−→ h∗Hom
•(F, h∗G). (25)
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• For f : T → S any morphism with T, S ∈ Var(C), the pullback functor P (f) : Var(C)/T →
Var(C)/S admits a left adjoint C(f)(X → T ) = (X → T → S). Hence, f∗ : C(Var(C)/S) →
C(Var(C)/T ) admits a left adjoint
f♯ : C(Var(C)/T )→ C(Var(C)/S), F 7→ ((V, h0) 7→ lim
(V ′,f◦h′)→(V,h0)
F (V ′, h′))
Note that we have, for (V/T ) = (V, h), f♯Z(V/T ) = Z(V/S) with V/S = (V, f ◦ h). Hence, since
projective presheaves are the direct summands of the representable presheaves, h♯ sends projective
presheaves to projective presheaves. For F • ∈ C(Var(C)/S) and G• ∈ C(Var(C)/T ), we have the
adjonction maps
ad(f♯, f
∗)(G•) : G• → f∗f♯G
• , ad(f♯, f
∗)(F •) : f♯f
∗F • → F •.
For a morphism f : T → S, with T, S ∈ Var(C), we have the adjonction isomorphism, for F ∈
C(Var(C)/T ) and G ∈ C(Var(C)/S),
I(f♯, f
∗)(F,G) : Hom•(f♯F,G)
∼
−→ f∗Hom
•(F, f∗G). (26)
• For a commutative diagram in Var(C) :
D = V
g2 //
h2

U
h1

T
g1 // S
,
where h1 and h2 are smooth, we denote by, for F
• ∈ C(Var(C)sm/U),
T♯(D)(F
•) : h2♯g
∗
2F
• → g∗1h1♯F
•
the canonical map in C(Var(C)sm/T ) given by adjonction. If D is cartesian with h1 = h, g1 = g
f2 = h
′ : UT → T , g′ : UT → U ,
T♯(D)(F
•) =: T♯(g, h)(F
•) : h′♯g
′∗F •
∼
−→ g∗h♯F
•
is an isomorphism and for G• ∈ C(Var(C)sm/T )
T (D)(G•) =: T (g, h)(G•) : g∗h∗G
• ∼−→ h′∗g
′∗G•
is an isomorphism.
• For a commutative diagram in Var(C) :
D = V
g2 //
f2

X
f1

T
g1 // S
,
we denote by, for F • ∈ C(Var(C)/X),
T♯(D)(F
•) : f2♯g
∗
2F
• → g∗1f1♯F
•
the canonical map in C(Var(C)/T ) given by adjonction. If D is cartesian with h1 = h, g1 = g
f2 = h
′ : XT → T , g′ : XT → X ,
T♯(D)(F
•) =: T♯(g, f)(F
•) : f ′♯g
′∗F •
∼
−→ g∗f♯F
•
is an isomorphism and for G• ∈ C(Var(C)/T )
T (D)(G•) =: T (g, h)(G•) : f∗g∗G
• ∼−→ g′∗f
′∗G•
is an isomorphism.
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For f : T → S a morphism with S, T ∈ Var(C),
• we get for F ∈ C(Var(C)sm/S) from the a commutative diagram of sites (24) the following canonical
transformation
T (e, f)(F •) : f∗e(S)∗F
• → e(T )∗f
∗F •,
which is NOT a quasi-isomorphism in general. However, for h : U → S a smooth morphism with
S,U ∈ Var(C), T (e, h)(F •) : h∗e(S)∗F •
∼
−→ e(T )∗h∗F • is an isomorphism.
• we get for F ∈ C(Var(C)/S) from the a commutative diagram of sites (24) the following canonical
transformation
T (e, f)(F •) : f∗e(S)∗F
• → e(T )∗f
∗F •,
which is NOT a quasi-isomorphism in general. However, for h : U → S a smooth morphism with
S,U ∈ Var(C), T (e, h)(F •) : h∗e(S)∗F •
∼
−→ e(T )∗h∗F • is an isomorphism.
Let S ∈ Var(C),
• We have for F,G ∈ C(Var(C)sm/S),
– e(S)∗(F ⊗G) = (e(S)∗F )⊗ (e(S)∗G) by definition
– the canonical forgetfull map
T (S, hom)(F,G) : e(S)∗Hom
•(F,G)→ Hom•(e(S)∗F, e(S)∗G).
which is NOT a quasi-isomorphism in general.
By definition, we have for F ∈ C(Var(C)sm/S), e(S)∗Ezar(F ) = Ezar(e(S)∗F ).
• We have for F,G ∈ C(Var(C)/S),
– e(S)∗(F ⊗G) = (e(S)∗F )⊗ (e(S)∗G) by definition
– the canonical forgetfull map
T (S, hom)(F,G) : e(S)∗Hom
•(F,G)→ Hom•(e(S)∗F, e(S)∗G).
which is NOT a quasi-isomorphism in general.
By definition, we have for F ∈ C(Var(C)/S), e(S)∗Ezar(F ) = Ezar(e(S)∗F ).
Let S ∈ Var(C).
• We have the dual functor
DS : C(Var(C)
sm/S)→ C(Var(C)sm/S), F 7→ DS(F ) := Hom(F,Eet(ZS))
It induces the functor
LDS : C(Var(C)
sm/S)→ C(Var(C)sm/S), F 7→ LDS(F ) := DS(LF ) := Hom(LF,Eet(ZS))
• We have the dual functor
DS : C(Var(C)/S)→ C(Var(C)/S), F 7→ DS(F ) := Hom(F,Eet(ZS))
It induces the functor
LDS : C(Var(C)/S)→ C(Var(C)/S), F 7→ LDS(F ) := DS(LF ) := Hom(LF,Eet(ZS))
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The adjonctions
(e˜(S)∗, e˜(S)∗) : C(Var(C)/S)⇆ C(S) , (e(S)
∗, e(S)∗) : C(Var(C)
sm/S)⇆ C(S)
induce adjonctions
(e˜(S)∗, e˜(S)∗) : Cfil(Var(C)/S)⇆ Cfil(S) , (e(S)
∗, e(S)∗) : Cfil(Var(C)
sm/S)⇆ Cfil(S)
given by e(S)∗(G,F ) := (e(S)∗G, e(S)∗F ), since e(S)∗ and e(S)
∗ preserve monomorphisms. Note that
• for F ∈ PSh(Var(C)sm/S), e(S)∗F is simply the restriction of F to the small Zariski site of X ,
• for F ∈ PSh(Var(C)/S), e˜(S)∗F = e(S)∗ρS∗F is simply the restriction of F to the small Zariski
site of X , ρS∗F being the restriction of F to Var(C)
sm/S.
Together with the internal hom functor, we get the bifunctor,
e(S)∗Hom(·, ·) : Cfil(Var(C)
sm/S)× Cfil(Var(C)
sm/S)→ C2fil(S), (27)
((F,W ), (G,F )) 7→ e(S)∗Hom
•((F •,W ), (G•, F )). (28)
For i : Z →֒ S a closed embedding, with Z, S ∈ Var(C), we denote by
(i∗, i
!) := (P (i)∗, P (i)
⊥) : C(Var(C)sm/Z)⇆ C(Var(C)sm/S)
the adjonction induced by the morphism of site P (i) : Var(C)sm/Z → Var(C)sm/S For i : Z →֒ S a
closed embedding, Z, S ∈ Var(C), we denote
ZZ,S := Cone(ad(i
∗, i∗)(ZS) : ZS → i∗ZZ)
We have the support section functors of a closed embedding i : Z →֒ S for presheaves on the big
Zariski site.
Definition 6. Let i : Z →֒ S be a closed embedding with S,Z ∈ Var(C) and j : S\Z →֒ S be the open
complementary subset.
(i) We define the functor
ΓZ : C(Var(C)
sm/S)→ C(Var(C)sm/S), G• 7→ ΓZG
• := Cone(ad(j∗, j∗)(G
•) : G• → j∗j
∗G•)[−1],
so that there is then a canonical map γZ(G
•) : ΓZG
• → G•.
(ii) We have the dual functor of (i) :
Γ∨Z : C(Var(C)
sm/S)→ C(Var(C)sm/S), F 7→ Γ∨Z(F
•) := Cone(ad(j♯, j
∗)(G•) : j♯j
∗G• → G•),
together with the canonical map γ∨Z(G) : F → Γ
∨
Z(G).
(iii) For F,G ∈ C(Var(C)sm/S), we denote by
I(γ, hom)(F,G) := (I, I(j♯, j
∗)(F,G)−1) : ΓZHom(F,G)
∼
−→ Hom(Γ∨ZF,G)
the canonical isomorphism given by adjonction.
Let i : Z →֒ S be a closed embedding with S,Z ∈ Var(C) and j : S\Z →֒ S be the open complemen-
tary.
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• For G ∈ C(Var(C)sm/S), the adjonction map ad(i∗, i!)(G) : i∗i!G→ G factor through γZ(G) :
ad(i∗, i
!)(G) : i∗i
!G
ad(i∗,i
!)(G)γ
−−−−−−−−→ ΓZ(G)
γZ(G)
−−−−→ G.
However, note that when dealing with the big sites P (i) : Var(C)sm/Z → Var(C)sm/S, if G ∈
C(Var(C)sm/S) is not A1S local and Zariski fibrant,
ad(i∗, i
!)(G)γ : i∗i
!G→ ΓZ(G)
is NOT and homotopy equivalence, and ΓZG ∈ C(Var(C)sm/S) is NOT in general in the image of
the functor i∗ : C(Var(C)
sm/Z)→ C(Var(C)sm/S).
• For G ∈ C(Var(C)sm/S), the adjonction map ad(i∗, i∗)(G) : G→ i∗i∗G factor through γ∨Z(G) :
ad(i∗, i∗)(G) : G
γ∨Z (G)−−−−→ Γ∨ZG
ad(i∗,i∗)(G)
γ
−−−−−−−−−→ i∗i
∗G,
and as in (i), ad(i∗, i∗)(G)
γ : Γ∨Z(G)→ i∗i
∗G is NOT an homotopy equivalence but
Let i : Z →֒ S be a closed embedding with S,Z ∈ Var(C).
• Since ΓZ : C(Var(C)sm/S)→ C(Var(C)sm/S) preserve monomorphism, it induces a functor
ΓZ : Cfil(Var(C)
sm/S)→ Cfil(Var(C)
sm/S), (G,F ) 7→ ΓZ(G,F ) := (ΓZG,ΓZF )
• Since Γ∨Z : C(Var(C)
sm/S)→ C(Var(C)sm/S) preserve monomorphism, it induces a functor
Γ∨Z : Cfil(Var(C)
sm/S)→ Cfil(Var(C)
sm/S), (G,F ) 7→ Γ∨Z(G,F ) := (Γ
∨
ZG,Γ
∨
ZF )
Definition-Proposition 4. (i) Let g : S′ → S a morphism and i : Z →֒ S a closed embedding with
S′, S, Z ∈ Var(C). Then, for (G,F ) ∈ Cfil(Var(C)sm/S), there exist a map in Cfil(Var(C)sm/S′)
T (g, γ)(G,F ) : g∗ΓZ(G,F )→ ΓZ×SS′g
∗(G,F )
unique up to homotopy such that γZ×SS′(g
∗(G,F )) ◦ T (g, γ)(G,F ) = g∗γZ(G,F ).
(ii) Let i1 : Z1 →֒ S, i2 : Z2 →֒ Z1 be closed embeddings with S,Z1, Z2 ∈ Var(C). Then, for (G,F ) ∈
Cfil(Var(C)
sm/S),
– there exist a canonical map T (Z2/Z1, γ)(G,F ) : ΓZ2(G,F )→ ΓZ1(G,F ) in Cfil(Var(C)
sm/S)
unique up to homotopy such that γZ1(G,F ) ◦ T (Z2/Z1, γ)(G,F ) = γZ2(G,F ), together with a
distinguish triangle
ΓZ2(G,F )
T (Z2/Z1,γ)(G,F )
−−−−−−−−−−−→ ΓZ1(G,F )
ad(j∗2 ,j2∗)(ΓZ1 (G,F ))−−−−−−−−−−−−−−→ ΓZ1\Z2(G,F )→ ΓZ2(G,F )[1]
in Kfil(Var(C)
sm/S) := K(PShfil(Var(C)
sm/S)),
– there exist a map T (Z2/Z1, γ
∨)(G,F ) : Γ∨Z1(G,F ) → Γ
∨
Z2
(G,F ) in Cfil(Var(C)
sm/S) unique
up to homotopy such that γ∨Z2(G,F ) = T (Z2/Z1, γ
∨)(G,F ) ◦ γ∨Z1(G,F ), together with a distin-
guish triangle
Γ∨Z1\Z2(G,F )
ad(j2♯,j
∗
2 )(Γ
∨
Z1
(G,F ))
−−−−−−−−−−−−−−→ Γ∨Z1(G,F )
T (Z2/Z1,γ
∨)(G,F )
−−−−−−−−−−−−→ Γ∨Z2(G,F )→ Γ
∨
Z1\Z2
(G,F )[1]
in Kfil(Var(C)
sm/S).
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(iii) Consider a morphism g : (S′, Z ′) → (S,Z) with (S′, Z ′), (S,Z) ∈ Var2(C) We denote, for G ∈
C(Var(C)sm/S) the composite
T (D, γ∨)(G) : g∗Γ∨ZG
∼
−→ Γ∨Z×SS′g
∗G
T (Z′/Z×SS
′,γ∨)(G)
−−−−−−−−−−−−−→ Γ∨Z′g
∗G
and we have then the factorization γ∨Z′(g
∗G) : g∗G
g∗γ∨Z (G)−−−−−→ g∗Γ∨ZG
T (D,γ∨)(G)
−−−−−−−−→ Γ∨Z′g
∗G.
Proof. (i): We have the cartesian square
S\Z
j // S
S′\Z ×S S′
j′ //
g′
OO
S′
g
OO
and the map is given by
(I, T (g, j)(j∗G)) : Cone(g∗G→ g∗j∗j
∗G)→ Cone(g∗G→ j′∗j
′∗g∗G = j′∗g
′∗j∗G).
(ii): Follows from the fact that j∗1ΓZ2G = 0 and j
∗
1Γ
∨
Z2
G = 0, with j1 : S\Z1 →֒ S the closed embedding.
(iii): Obvious.
The following easy proposition concern the restriction from the big Zariski site to the small site Zariski
site :
Proposition 16. For f : T → S a morphism and i : Z →֒ S a closed embedding, with Z, S, T ∈ Var(C),
we have
(i) e(S)∗f∗ = f∗e(T )∗ and e(S)
∗f∗ = f∗e(T )
∗
(ii) e(S)∗ΓZ = ΓZe(S)∗.
Proof. (i):The first equality e(S)∗f∗ = f∗e(T )∗ is given by the diagram (24). The second equality is
immediate from definition after a direct computation.
(ii) For G• ∈ C(Var(C)sm/S), we have the canonical equality
e(S)∗ΓZ(G
•) = e(S)∗ Cone(G→ j∗j
∗G•)[−1] = Cone(e(S)∗G
• → e(S)∗j∗j
∗G•)[−1]
= Cone(e(S)∗G
• → j∗j
∗e(S)∗G
•)[−1]
= ΓZe(S)∗G
•
by (i) and since j : S\Z →֒ S is a smooth morphism.
Definition 7. For S ∈ Var(C), we denote by
COS (Var(C)
sm/S) := Ce(S)∗OS (Var(C)
sm/S)
the category of complexes of presheaves on Var(C)sm/S endowed with a structure of e(S)∗OS module,
and by
COSfil(Var(C)
sm/S) := Ce(S)∗OSfil(Var(C)
sm/S)
the category of filtered complexes of presheaves on Var(C)sm/Sendowed with a structure of e(S)∗OS
module.
Let S ∈ Var(C). Let Z ⊂ S a closed subset. Denote by j : S\Z →֒ S the open complementary
embedding,
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• For G ∈ COS (Var(C)
sm/S), ΓZG := Cone(ad(j
∗, j∗)(G) : F → j∗j∗G)[−1] has a (unique) structure
of e(S)∗OS module such that γZ(G) : ΓZG → G is a map in COS (Var(C)
sm/S). This gives the
functor
ΓZ : COSfil(Var(C)
sm/S)→ CfilOS (Var(C)
sm/S), (G,F ) 7→ ΓZ(G,F ) := (ΓZG,ΓZF ),
together with the canonical map γZ((G,F ) : ΓZ(G,F ) → (G,F ). Let Z2 ⊂ Z a closed subset.
Then, for G ∈ COS (Var(C)
sm/S), T (Z2/Z, γ)(G) : ΓZ2G → ΓZG is a map in COS (Var(C)
sm/S)
(i.e. is e(S)∗OS linear).
• For G ∈ COS (Var(C)
sm/S), Γ∨ZG := Cone(ad(j♯, j
∗)(G) : j♯j
∗G → G) has a unique structure of
e(S)∗OS module, such that γ
∨
Z(G) : G → Γ
∨
ZG is a map in COS (Var(C)
sm/S). This gives the the
functor
Γ∨Z : COSfil(S)→ CfilOS (S), (G,F ) 7→ Γ
∨
Z(G,F ) := (Γ
∨
ZG,Γ
∨
ZF ),
together with the canonical map γ∨Z((G,F ) : (G,F ) → Γ
∨
Z(G,F ). Let Z2 ⊂ Z a closed subset.
Then, for G ∈ COS (Var(C)
sm/S), T (Z2/Z, γ
∨)(G) : Γ∨ZG → Γ
∨
Z2
G is a map in COS (Var(C)
sm/S)
(i.e. is e(S)∗OS linear).
Definition 8. Let S ∈ Var(C). Let Z ⊂ S a closed subset.
(i) We denote by
CZ(Var(C)
sm/S) ⊂ C(Var(C)sm/S)
the full subcategory consisting of complexes of presheaves F • ∈ C(Var(C)sm/S) such that aetH
n(j∗F •) =
0 for all n ∈ Z, where j : S\Z →֒ S is the complementary open embedding and aet is the sheaftifi-
cation functor.
(i)’ We denote by
COS ,Z(Var(C)
sm/S) ⊂ COS (Var(C)
sm/S),
the full subcategory consisting of complexes of presheaves F • ∈ C(Var(C)sm/S) such that aetHn(j∗F •) =
0 for all n ∈ Z, where j : S\Z →֒ S is the complementary open embedding and aet is the sheaftifi-
cation functor.
(ii) We denote by
Cfil,Z (Var(C)
sm/S) ⊂ Cfil(Var(C)
sm/S)
the full subcategory consisting of filtered complexes of presheaves (F •, F ) ∈ Cfil(Var(C)sm/S) such
that there exist r ∈ N such that aetj∗Ep,qr (F
•, F ) = 0 for all p, q ∈ Z, where j : S\Z →֒ S is the
complementary open embedding and aet is the sheaftification functor. Note that by definition this r
does NOT depend on p and q.
(ii)’ We denote by
COSfil,Z(Var(C)
sm/S) ⊂ COSfil(Var(C)
sm/S)
the full subcategory consisting of filtered complexes of presheaves (F •, F ) ∈ COSfil(Var(C)
sm/S)
such that there exist r ∈ N such that aetj∗Ep,qr (F
•, F ) = 0 for all p, q ∈ Z, where j : S\Z →֒ S is
the complementary open embedding and aet is the sheaftification functor. Note that by definition
this r does NOT depend on p and q.
Let S ∈ Var(C) and Z ⊂ S a closed subset.
• For (G,F ) ∈ Cfil(Var(C)sm/S), we have ΓZ(G,F ),Γ∨Z(G,F ) ∈ Cfil,Z(Var(C)
sm/S).
• For (G,F ) ∈ COSfil(Var(C)
sm/S), we have ΓZ(G,F ),Γ
∨
Z(G,F ) ∈ COSfil,Z(Var(C)
sm/S).
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Let S ∈ Var(C). Let S = ∪li=1Si an open affine cover and denote by SI = ∩i∈ISi. Let ii : Si →֒ S˜i
closed embeddings, with S˜i ∈ Var(C). For I ⊂ [1, · · · l], denote by S˜I = Πi∈I S˜i. We then have closed
embeddings iI : SI →֒ S˜I and for J ⊂ I the following commutative diagram
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO
where pIJ : S˜J → S˜I is the projection and jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ =
jJ . This gives the diagram of algebraic varieties (S˜I) ∈ Fun(P(N),Var(C)) which the diagram of sites
Var(C)sm/(S˜I) ∈ Fun(P(N),Cat). Denote by m : S˜I\(SI\SJ) →֒ S˜I the open embedding.
Definition 9. Let S ∈ Var(C). Let S = ∪li=1Si an open cover and denote by SI = ∩i∈ISi. Let
ii : Si →֒ S˜i closed embeddings, with S˜i ∈ Var(C). We will denote by Cfil(Var(C)sm/(S/(S˜I))) ⊂
Cfil(Var(C)
sm/(S˜I)) the full subcategory
• whose objects (G,F ) = ((GI , F )I⊂[1,···l], uIJ), with (GI , F ) ∈ Cfil,SI (Var(C)
sm/S˜I), and uIJ :
m∗(GI , F ) → m∗pIJ∗(GJ , F ) for I ⊂ J , are ∞-filtered Zariski local equivalence, satisfying for
I ⊂ J ⊂ K, pIJ∗uJK ◦ uIJ = uIK in Cfil(Var(C)sm/S˜I),
• the morphisms m : ((G,F ), uIJ ) → ((H,F ), vIJ ) being (see section 2.1) a family of morphisms of
complexes,
m = (mI : (GI , F )→ (HI , F ))I⊂[1,···l]
such that vIJ ◦mI = pIJ∗mJ ◦ uIJ in Cfil(Var(C)sm/S˜I).
A morphism m : ((GI , F ), uIJ)→ ((HI , F ), vIJ ) is said to an r-filtered Zariski, resp. etale local, equiva-
lence, if all the mI are r-filtered Zariski, resp. etale, local equivalences.
Denote L = [1, . . . , l] and for I ⊂ L, p0(0I) : S × S˜I → S, pI(0I) : S × S˜I → SI the projections. By
definition, we have functors
• T (S/(S˜I)) : Cfil(Var(C)sm/S)→ Cfil(Var(C)sm/(S/(S˜I))), (G,F ) 7→ (iI∗j∗I (G,F ), T (DIJ)(j
∗
I (G,F ))),
• T ((S˜I)/S) : Cfil(Var(C)sm/(S/(S˜I)))→ Cfil(Var(C)sm/S), ((GI , F ), uIJ) 7→ ho limI⊂L p0(0I)∗Γ
∨
SI
p∗I(0I)(GI , F ).
Note that the functors T (S/(S˜I) are NOT embedding, since
ad(i∗I , iI∗)(j
∗
IF ) : i
∗
IiI∗j
∗
IF → j
∗
IF
are Zariski local equivalence but NOT isomorphism since we are dealing with the morphism of big sites
P (iI) : Var(C)
sm/SI → Var(C)sm/S˜I . However, by theorem 14, these functors induce full embeddings
T (S/(S˜I)) : Dfil(Var(C)
sm/S)→ Dfil(Var(C)
sm/(S/(S˜I)))
since for F ∈ C(Var(C)sm/S),
ho lim
I⊂L
p0(0I)∗Γ
∨
SIp
∗
I(0I)(iI∗j
∗
IF )→ p0(0I)∗Γ
∨
SI j
∗
IF
is an equivalence Zariski local.
Let f : X → S a morphism, with X,S ∈ Var(C). Let S = ∪li=1Si and X = ∪
l
i=1Xi be affine open
covers and ii : Si →֒ S˜i, i′i : Xi →֒ X˜i be closed embeddings. Let f˜i : X˜i → S˜i be a lift of the morphism
fi = f|Xi : Xi → Si. Then, fI = f|XI : XI = ∩i∈IXi → SI = ∩i∈ISi lift to the morphism
f˜I = Πi∈I f˜i : X˜I = Πi∈IX˜i → S˜I = Πi∈I S˜i
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Denote by pIJ : S˜J → S˜I and p′IJ : X˜J → X˜I the projections. Consider for J ⊂ I the following
commutative diagrams
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO , D
′
IJ = XI
i′I // X˜I
XJ
j′IJ
OO
i′J // X˜J
p′IJ
OO , DfI = SI
iI // S˜I
XI
fI
OO
i′I // X˜I
f˜I
OO
We have then following commutative diagram
XI
n′I // X˜I X˜I\XI
n′I
oo
i′J : XJ
lIJ//
j′IJ
77♣♣♣♣♣♣♣♣♣♣♣♣♣
XI ×XI × X˜J\I
p′IJ
OO
n′I×I // X˜J
p′IJ
OO
X˜J\XJ
n′J
oo
p′IJ
OO
.
whose square are cartesian. We then have the pullback functor
f∗ : C(2)fil(Var(C)
sm/S/(S˜I))→ C(2)fil(Var(C)
sm/X/(X˜I)),
((GI , F ), uIJ) 7→ f
∗((GI , F ), uIJ) := (Γ
∨
XI f˜
∗
I (GI , F ), f˜
∗
JuIJ)
with
f˜∗JuIJ : Γ
∨
XI f˜
∗
I (GI , F )
ad(p
′∗
IJ ,p
′
IJ∗)(−)−−−−−−−−−−→ p′IJ∗p
′∗
IJΓ
∨
XI f˜
∗
I (GI , F )
T♯(pIJ ,n
′
I)(−)
−1)
−−−−−−−−−−−→ p′IJ∗Γ
∨
XI×X˜J\I
p
′∗
IJ f˜
∗
I (GI , F )
p′IJ∗γ
∨
XJ
(−)
−−−−−−−−→ p′IJ∗Γ
∨
XJ p
′∗
IJ f˜
∗
I (GI , F ) = p
′
IJ∗Γ
∨
XJ f˜
∗
Jp
∗
IJ(GI , F )
Γ∨XJ
f˜∗J I(p
∗
IJ ,pIJ∗)(−,−)(uIJ )
−−−−−−−−−−−−−−−−−−−→ Γ∨XJ f˜
∗
J(GJ , F )
Let (G,F ) ∈ Cfil(Var(C)sm/S). Since, j
′∗
I i
′
I∗j
′∗
I f
∗(G,F ) = 0, the morphism T (DfI)(j
∗
I (G,F )) : f˜
∗
I iI∗j
∗
I (G,F )→
i′I∗j
′∗
I f
∗(G,F ) factors trough
T (DfI)(j
∗
I (G,F )) : f˜
∗
I iI∗j
∗
I (G,F )
γ∨XI
(−)
−−−−−→ Γ∨XI f˜
∗
I iI∗j
∗
I (G,F )
Tγ(DfI )(j
∗
I (G,F ))−−−−−−−−−−−−→ i′I∗j
′∗
I f
∗(G,F )
We have then, for (G,F ) ∈ Cfil(S), the canonical transformation map
f∗T (S/(S˜I))(G,F )
T (f,T (0/I))(G,F ) //
=

T (X/(X˜I))(f
∗(G,F ))
=

(Γ∨XI f˜
∗
I iI∗j
∗
I (G,F ), f˜
∗
J I)
Tγ(DfI )(j
∗
I (G,F )) // (i′I∗j
′∗
I f
∗(G,F ), I)
To show that the cohomology sheaves of the filtered De Rham realization functor of constructible
motives are mixed hodge modules, we will need to take presheaves of the following form
Definition 10. (i) Let f : X → S a morphism with X,S ∈ Var(C). Assume that there exist a
factorization f : X
i
−→ Y ×S
p
−→ S, with Y ∈ SmVar(C), i : X →֒ Y is a closed embedding and p the
projection. We then consider
Q(X/S) := p♯Γ
∨
XZY×S ∈ C(Var(C)
sm/S).
By definition Q(X/S) is projective.
53
(ii) Let f : X → S and g : T → S two morphism with X,S, T ∈ Var(C). Assume that there exist a
factorization f : X
i
−→ Y ×S
p
−→ S, with Y ∈ SmVar(C), i : X →֒ Y is a closed embedding and p the
projection. We then have the following commutative diagram whose squares are cartesian
f : X
i // Y × S
p // S
f ′ : XT
i′ //
g′
OO
Y × T
p′ //
g′′:=(I×g)
OO
T
g
OO
We then have the canonical isomorphism in C(Var(C)sm/T )
T (f, g,Q) : g∗Q(X/S) := g∗p♯Γ
∨
XZY×S
T♯(g,p)(−)
−1
−−−−−−−−→ p′♯g
′′∗Γ∨XZY×S
p′♯T (g
′′,γ∨)(−)−1
−−−−−−−−−−−→ p′♯Γ
∨
XTZY×T =: Q(XT /T ).
(iii) Let f : X → S a morphism with X,S ∈ Var(C). Assume that there exist a factorization f : X
i
−→
Y × S
p
−→ S, with Y ∈ SmVar(C), i : X →֒ Y is a closed embedding and p the projection. We then
consider
Qh(X/S) := p∗ΓXEet(ZY×S) ∈ C(Var(C)
sm/S).
(iv) Let f : X → S and g : T → S two morphism with X,S, T ∈ Var(C). Assume that there exist a
factorization f : X
i
−→ Y ×S
p
−→ S, with Y ∈ SmVar(C), i : X →֒ Y is a closed embedding and p the
projection. We then have the following commutative diagram whose squares are cartesian
f : X
i // Y × S
p // S
f ′ : XT
i′ //
g′
OO
Y × T
p′ //
g′′:=(I×g)
OO
T
g
OO
We then have the canonical morphism in C(Var(C)sm/T )
T (f, g,Qh) : g∗Qh(X/S) := g∗p∗ΓXEet(ZY×S)
T (g,p)(−)
−−−−−−→ p′∗g
′′∗ΓXEet(ZY×S)
p′∗T (g
′′,γ)(−)
−−−−−−−−−→ p′∗ΓXTEet(ZY×T ) =: Q
h(XT /T ).
We now give the definition of the A1 local property :
Definition 11. Let S ∈ Var(C). Denote for short Var(C)(sm)/S either the category Var(C)/S or the
category Var(C)sm/S.
(i) A complex F ∈ C(Var(C)(sm)/S) is said to be A1 invariant if for all U/S ∈ Var(C)(sm)/S,
F (pU ) : F (U/S)→ F (U × A
1/S)
is a quasi-isomorphism, where pU : U × A1 → U is the projection.
(ii) Let τ a topology on Var(C). A complex F ∈ C(Var(C)(sm)/S) is said to be A1 local for the topology
τ , if for a (hence every) τ local equivalence k : F → G with k injective and G ∈ C(Var(C)(sm)/S)
τ fibrant, e.g. k : F → Eτ (F ), G is A1 invariant for all n ∈ Z.
(iii) A morphism m : F → G with F,G ∈ C(Var(C)(sm)/S) is said to an (A1, et) local equivalence if for
all H ∈ C(Var(C)(sm)/S) which is A1 local for the etale topology
Hom(L(m), Eet(H)) : Hom(L(G), Eet(H))→ Hom(L(F ), Eet(H))
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is a quasi-isomorphism. Equivalently, m : F → G with F,G ∈ C(Var(C)(sm)/S) is an (A1, et)
local equivalence if and only if there exists X1/S, . . . , Xr/S ∈ Var(C)
(sm)/S such that we have in
Hoet(C(Var(C)
(sm)/S))
Cone(m)
∼
−→ Cone(Cone(Z(X1 × A
1/S)→ Z(X1/S))→ · · · → Cone(Z(Xr × A
1/S)→ Z(Xr/S)))
Definition-Proposition 5. Let S ∈ Var(C).
(i) With the weak equivalence the (A1, et) local equivalence and the fibration the epimorphism with
A1S local and etale fibrant kernels gives a model structure on C(Var(C)
sm/S) : the left bousfield
localization of the projective model structure of C(Var(C)sm/S). We call it the projective (A1, et)
model structure.
(ii) With the weak equivalence the (A1, et) local equivalence and the fibration the epimorphism with A1S
local and etale fibrant kernels gives a model structure on C(Var(C)/S) : the left bousfield localization
of the projective model structure of C(Var(C)/S). We call it the projective (A1, et) model structure.
Proof. See [10].
We will consider for the construction of the filtered De Rham realization functor the filtered case :
Definition 12. Let S ∈ Var(C). Denote for short Var(C)(sm)/S either the category Var(C)/S or the
category Var(C)sm/S.
(i) Let r ∈ N. A filtered complex (G,F ) ∈ Cfil(Var(C)(sm)/S) is said to be an r-filtered A1 invariant
if for all U/S ∈ Var(C)(sm)/S, and all p, q ∈ Z,
Ep,qr G(pU ) : E
p,q
r (G,F )(U/S)
∼
−→ Ep,qr (G,F )(U × A
1/S)
is an isomorphism of abelian groups, where pU : U × A1 → U is the projection. Note that this
definition say that this r does NOT depend on p and q.
(ii) A filtered complex (G,F ) ∈ Cfil(Var(C)(sm)/S) is said to be ∞-filtered A1 invariant if for all
U/S ∈ Var(C)(sm)/S, there exist r ∈ N such that for all p, q ∈ Z,
Ep,qr G(pU ) : E
p,q
r (G,F )(U/S)
∼
−→ Ep,qr (G,F )(U × A
1/S)
is an isomorphism of abelian groups, where pU : U × A1 → U is the projection (note that this
definition say that this r does NOT depend on p and q but may depends on U/S). This implies that
for all U/S ∈ Var(C)(sm)/S,
HnG(pU ) : H
n(G,F )(U/S)
∼
−→ Hn(G,F )(U × A1/S)
is a filtered isomorphism of filtered abelian groups for all n ∈ Z.
(iii) Let τ a topology on Var(C)(sm). A filtered complex (G,F ) ∈ Cfil(Var(C)(sm)/S) is said to be ∞-
filtered A1 local for the topology τ if for a (hence every) ∞-filtered τ local equivalence k : (G,F )→
(H,F ) with k injective and (H,F ) ∈ Cfil(Var(C)(sm)/S) ∞-filtered τ fibrant, e.g. k : (G,F ) →
Eτ (G,F ), (H,F ) is ∞-filtered A1 invariant.
Lemma 1. Let S ∈ Var(C).
(i) Let (G,F ) ∈ Cfil(Var(C)sm/S) Then, if m : F1 → F2 with F1, F2 ∈ C(Var(C)sm/S) is an etale
local equivalence,
Hom(m,Eet(G,F )) : Hom
•(F2, Eet(G,F ))→ Hom
•(F1, Eet(G,F ))
is a filtered quasi-isomorphism.
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(ii) Let (G,F ) ∈ Cfil(Var(C)sm/S) be ∞-filtered A1 local for the etale topology. Then, if m : F1 → F2
with F1, F2 ∈ C(Var(C)
sm/S) is an (A1, et) local equivalence,
Hom(m,Eet(G,F )) : Hom
•(F2, Eet(G,F ))→ Hom
•(F1, Eet(G,F ))
is an ∞-filtered quasi-isomorphism.
Proof. (i): Follows from the fact that Eet(G,F ) is (1-)filtered etale fibrant.
(ii): By definition of an (A1, et) local equivalence, we have there exists X1/S, . . . , Xr/S ∈ Var(C)
sm/S
such that we have in Hoet(C(Var(C)
sm/S))
Cone(m)
∼
−→ Cone(Cone(Z(X1 × A
1/S)→ Z(X1/S))→ · · · → Cone(Z(Xr × A
1/S)→ Z(Xr/S)))
This gives in Dfil,1(Z) := Hofil,1(Z),
Cone(Hom(m,Eet(G,F )))
∼
−→ Cone(Cone(Eet(G,F )(X1/S)→ Eet(G,F )(X1 × A
1/S))
→ · · · → Cone(Eet(G,F )(Xr/S)→ Eet(G,F )(Xr × A
1/S)))
Since (G,F ) ∈ Cfil(Var(C)sm/S) is ∞-filtered A1 local for the etale topology, there exist si ∈ Z such
that for all p, q ∈ Z,
Ep,qsi Cone(Eet(G,F )(Xi/S)→ Eet(G,F )(Xi × A
1/S) = 0
Hence for s := max((si)1≤i≤r), E
p,q
s Cone(Hom(m,Eet(G,F ))) = 0.
Denote ∗ ⊂ P∗
• Let S ∈ Var(C). For U/S = (U, h) ∈ Var(C)sm/S, we consider

∗ × U/S = (A∗ × U, h ◦ p) ∈ Fun(∆,Var(C)sm/S).
For F ∈ C−(Var(C)sm/S), it gives the complex
C∗F ∈ C
−(Var(C)sm/S), U/S = (U, h) 7→ C∗F (U/S) := TotF (
∗ × U/S)
together with the canonical map cF := (0, IF ) : C∗F → F . For F ∈ C(Var(C)sm/S), we get
C∗F := holimn C∗F
≤n ∈ C(Var(C)sm/S),
together with the canonical map cF := (0, IF ) : C∗F → F . For m : F → G a morphism, with
F,G ∈ C(Var(C)sm/S), we get by functoriality the morphism C∗m : C∗F → C∗G.
• Let S ∈ Var(C). For U/S = (U, h) ∈ Var(C)/S, we consider

∗ × U/S = (A∗ × U, h ◦ p) ∈ Fun(∆,Var(C)/S).
For F ∈ C−(Var(C)/S), it gives the complex
C∗F ∈ C
−(Var(C)/S), U/S = (U, h) 7→ C∗F (U/S) := TotF (
∗ × U/S)
together with the canonical map cF := (0, IF ) : C∗F → F . For F ∈ C(Var(C)/S), we get
C∗F := holimn C∗F
≤n ∈ C(Var(C)/S),
together with the canonical map cF := (0, IF ) : C∗F → F . For m : F → G a morphism, with
F,G ∈ C(Var(C)/S), we get by functoriality the morphism C∗m : C∗F → C∗G.
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Proposition 17. Let S ∈ Var(C). Then for F ∈ C(Var(C)sm/S), C∗F is A1 local for the etale topology
and cF : C∗F → F is an equivalence (A
1, et) local.
Proof. Standard : see [10] for example.
Proposition 18. Let g : T → S a morphism with T, S ∈ Var(C).
(i) The adjonction (g∗, g∗) : C(Var(C)
sm/S)⇆ C(Var(C)sm/T ) is a Quillen adjonction for the (A1, et)
projective model structure (see definition-proposition 5).
(i)’ Let h : U → S a smooth morphism with U, S ∈ Var(C). The adjonction (h♯, h∗) : C(Var(C)sm/U)⇆
C(Var(C)sm/S) is a Quillen adjonction for the (A1, et) projective model structure.
(i)” The functor g∗ : C(Var(C)sm/S)→ C(Var(C)sm/T ) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A1, et) local equivalence to (A1, et) local equivalence.
(ii) The adjonction (g∗, g∗) : C(Var(C)/S) ⇆ C(Var(C)/T ) is a Quillen adjonction for the (A
1, et)
projective model structure (see definition-proposition 5).
(ii)’ The adjonction (g♯, g
∗) : C(Var(C)/T ) ⇆ C(Var(C)/S) is a Quillen adjonction for the (A1, et)
projective model structure.
(ii)” The functor g∗ : C(Var(C)/S) → C(Var(C)/T ) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A1, et) local equivalence to (A1, et) local equivalence.
Proof. Standard : see [10] for example.
Proposition 19. Let S ∈ Var(C).
(i) The adjonction (ρ∗S , ρS∗) : C(Var(C)
sm/S)⇆ C(Var(C)/S) is a Quillen adjonction for the (A1, et)
projective model structure.
(ii) The functor ρS∗ : C(Var(C)/S)→ C(Var(C)sm/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A1, et) local equivalence to (A1, et) local equivalence.
Proof. Standard : see [10] for example.
For S ∈ Var(C), let Cor(Var(C)sm/S) be the category
• whose objects are smooth morphisms U/S = (U, h), h : U → S with U ∈ Var(C),
• whose morphisms α : U/S = (U, h1) → V/S = (V, h2) is finite correspondence that is α ∈
⊕iZfs(Ui ×S V ), where U = ⊔iUi, with Ui connected, and Zfs(Ui ×S V ) is the abelian group
of cycle finite and surjective over Ui.
We denote by Tr(S) : Cor(Var(C)sm/S) → Var(C)sm/S the morphism of site given by the inclusion
functor Tr(S) : Var(C)sm/S →֒ Cor(Var(C)sm/S) It induces an adjonction
(Tr(S)∗ Tr(S)∗) : C(Var(C)
sm/S)⇆ C(Cor(Var(C)sm/S))
A complex of preheaves G ∈ C(Var(C)sm/S) is said to admit transferts if it is in the image of the
embedding
Tr(S)∗ : C(Cor(Var(C)
sm/S) →֒ C(Var(C)sm/S),
that is G = Tr(S)∗ Tr(S)
∗G.
We will use to define the algebraic De Rahm realization functor the following
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Theorem 10. Let φ : F • → G• an etale local equivalence with F •, G• ∈ C(Var(C)sm/S). If F •
and G• are A1 local and admit tranferts then φ : F • → G• is a Zariski local equivalence. Hence if
F ∈ C(Var(C)sm/S) is A1 local and admits transfert
k : Ezar(F )→ Eet(Ezar(F )) = Eet(F )
is a Zariski local equivalence.
Proof. See [10].
2.7 Presheaves on the big Zariski site or the big etale site of pairs
We recall the definition given in subsection 5.1 : For S ∈ Var(C), Var(C)2/S := Var(C)2/(S, S) is by
definition (see subsection 2.1) the category whose set of objects is
(Var(C)2/S)0 := {((X,Z), h), h : X → S, Z ⊂ X closed } ⊂ Var(C)/S × Top
and whose set of morphisms between (X1, Z1)/S = ((X1, Z1), h1), (X1, Z1)/S = ((X2, Z2), h2) ∈ Var(C)2/S
is the subset
HomVar(C)2/S((X1, Z1)/S, (X2, Z2)/S) :={
(f : X2 → X2), s.t. h1 ◦ f = h2 and Z1 ⊂ f
−1(Z2)
}
⊂ HomVar(C)(X1, X2)
The category Var(C)2 admits fiber products : (X1, Z1) ×(S,Z) (X2, Z2) = (X1 ×S X2, Z1 ×Z Z2). In
particular, for f : T → S a morphism with S, T ∈ Var(C), we have the pullback functor
P (f) : Var(C)2/S → Var(C)2/T, P (f)((X,Z)/S) := (XT , ZT )/T, P (f)(g) := (g ×S f)
and we note again P (f) : Var(C)2/T → Var(C)2/S the corresponding morphism of sites.
We will consider in the construction of the filtered De Rham realization functor the full subcategory
Var(C)2,sm/S ⊂ Var(C)2/S such that the first factor is a smooth morphism : We will also consider, in
order to obtain a complex of D modules in the construction of the filtered De Rham realization functor,
the restriction to the full subcategory Var(C)2,pr/S ⊂ Var(C)2/S such that the first factor is a projection
:
Definition 13. (i) Let S ∈ Var(C). We denote by
ρS : Var(C)
2,sm/S →֒ Var(C)2/S
the full subcategory consisting of the objects (U,Z)/S = ((U,Z), h) ∈ Var(C)2/S such that the
morphism h : U → S is smooth. That is, Var(C)2,sm/S is the category
– whose objects are (U,Z)/S = ((U,Z), h), with U ∈ Var(C), Z ⊂ U a closed subset, and
h : U → S a smooth morphism,
– whose morphisms g : (U,Z)/S = ((U,Z), h1) → (U ′, Z ′)/S = ((U ′, Z ′), h2) is a morphism
g : U → U ′ of complex algebraic varieties such that Z ⊂ g−1(Z ′) and h2 ◦ g = h1.
We denote again ρS : Var(C)
2/S → Var(C)2,sm/S the associated morphism of site.We have
rs(S) : Var(C)2
r(S):=r(S,S)
−−−−−−−−→ Var(C)2/S
ρS−−→ Var(C)2,sm/S
the composite morphism of site.
(ii) Let S ∈ Var(C). We will consider the full subcategory
µS : Var(C)
2,pr/S →֒ Var(C)2/S
whose subset of object consist of those whose morphism is a projection to S :
(Var(C)2,pr/S)0 := {((Y × S,X), p), Y ∈ Var(C), p : Y × S → S the projection} ⊂ (Var(C)2/S)0.
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(iii) We will consider the full subcategory
µS : (Var(C)
2,smpr/S) →֒ Var(C)2,sm/S
whose subset of object consist of those whose morphism is a smooth projection to S :
(Var(C)2,smpr/S)0 := {((Y × S,X), p), Y ∈ SmVar(C), p : Y × S → S the projection} ⊂ (Var(C)2/S)0
For f : T → S a morphism with T, S ∈ Var(C), we have by definition, the following commutative
diagram of sites
Var(C)2/T
µT //
P (f)

ρT
''PP
PP
PP
PP
PP
P
Var(C)2,pr/T
P (f)

ρT
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
Var(C)2,sm/T
µT //
P (f)

Var(C)2,smpr/T
P (f)

Var(C)2/S
µS //
ρS
''PP
PP
PP
PP
PP
P
Var(C)2,pr/S
ρS
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
Var(C)2,sm/S
µS // Var(C)2,smpr/S
. (29)
Recall we have (see subsection 2.1), for S ∈ Var(C), the graph functor
Gr12S : Var(C)/S → Var(C)
2,pr/S, X/S 7→ Gr12S (X/S) := (X × S,X)/S,
(g : X/S → X ′/S) 7→ Gr12S (g) := (g × IS : (X × S,X)→ (X
′ × S,X ′))
For f : T → S a morphism with T, S ∈ Var(C), we have by definition, the following commutative diagram
of sites
Var(C)2,pr/T
Gr12T //
P (f)

ρT
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
Var(C)/T
P (f)

ρT
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Var(C)2,smpr/T
Gr12T //
P (f)

Var(C)sm/T
P (f)

Var(C)2,pr/S
Gr12S //
ρS
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
Var(C)/S
ρS
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Var(C)2,sm/S
Gr12S // Var(C)sm/S
. (30)
where we recall that P (f)((X,Z)/S) := ((XT , ZT )/T ), since smooth morphisms are preserved by base
change.
• As usual, we denote by
(f∗, f∗) := (P (f)
∗, P (f)∗) : C(Var(C)
2,(sm)/S)→ C(Var(C)2,(sm)/T )
the adjonction induced by P (f) : Var(C)2,(sm)/T → Var(C)2,(sm)/S. Since the colimits involved
in the definition of f∗ = P (f)∗ are filtered, f∗ also preserve monomorphism. Hence, we get an
adjonction
(f∗, f∗) : Cfil(Var(C)
2,(sm)/S)⇆ Cfil(Var(C)
2,(sm)/T ), f∗(G,F ) := (f∗G, f∗F )
For S ∈ Var(C), we denote by ZS := Z((S, S)/(S, S)) ∈ PSh(Var(C)2,(sm)/S) the constant presheaf.
By Yoneda lemma, we have for F ∈ C(Var(C)2,(sm)/S), Hom(ZS , F ) = F .
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• As usual, we denote by
(f∗, f∗) := (P (f)
∗, P (f)∗) : C(Var(C)
2,(sm)pr/S)→ C(Var(C)2,(sm)pr/T )
the adjonction induced by P (f) : Var(C)2,(sm)pr/T → Var(C)2,(sm)pr/S. Since the colimits involved
in the definition of f∗ = P (f)∗ are filtered, f∗ also preserve monomorphism. Hence, we get an
adjonction
(f∗, f∗) : Cfil(Var(C)
2,(sm)pr/S)⇆ Cfil(Var(C)
2,(sm)pr/T ), f∗(G,F ) := (f∗G, f∗F )
For S ∈ Var(C), we denote by ZS := Z((S, S)/(S, S)) ∈ PSh(Var(C)2,sm/S) the constant presheaf.
By Yoneda lemma, we have for F ∈ C(Var(C)2,sm/S), Hom(ZS , F ) = F .
• For h : U → S a smooth morphism with U, S ∈ Var(C), P (h) : Var(C)2,sm/S → Var(C)2,sm/U
admits a left adjoint
C(h) : Var(C)2,sm/U → Var(C)2,sm/S, C(h)((U ′, Z ′), h′) = ((U ′, Z ′), h ◦ h′).
Hence h∗ : C(Var(C)2,sm/S)→ C(Var(C)2,sm/U) admits a left adjoint
h♯ : C(Var(C)
2,sm/U)→ C(Var(C)2,sm/S),
F 7→ (h♯F : ((U,Z), h0) 7→ lim
((U ′,Z′),h◦h′)→((U,Z),h0)
F ((U ′, Z ′)/U))
• For h : X → S a morphism with X,S ∈ Var(C), P (h) : Var(C)2/S → Var(C)2/X admits a left
adjoint
C(h) : Var(C)2/X → Var(C)2/S, C(h)((X ′, Z ′), h′) = ((X ′, Z ′), h ◦ h′).
Hence h∗ : C(Var(C)2/S)→ C(Var(C)2/X) admits a left adjoint
h♯ : C(Var(C)
2/X)→ C(Var(C)2,sm/S),
F 7→ (h♯F : ((X,Z), h0) 7→ lim
((X′,Z′),h◦h′)→((X,Z),h0)
F ((X ′, Z ′)/X))
• For p : Y × S → S a projection with Y, S ∈ Var(C) with Y smooth, P (p) : Var(C)2,smpr/S →
Var(C)2,smpr/Y × S admits a left adjoint
C(p) : Var(C)2,smpr/Y × S → Var(C)2,smpr/S,
C(p)((Y ′ × S,Z ′), p′) = ((Y ′ × S,Z ′), p ◦ p′).
Hence p∗ : C(Var(C)2,smpr/S)→ C(Var(C)2,smpr/Y × S) admits a left adjoint
p♯ : C(Var(C)
2,smpr/Y × S)→ C(Var(C)2,smpr/S),
F 7→ (p♯F : ((Y0 × S,Z), p0) 7→ lim
((Y ′×Y×S,Z′),p◦p′)→((Y0×S,Z),p0)
F ((Y ′ × Y × S,Z ′)/Y × S))
• For p : Y × S → S a projection with Y, S ∈ Var(C), P (p) : Var(C)2,pr/S → Var(C)2,pr/Y × S
admits a left adjoint
C(p) : Var(C)2,pr/Y × S → Var(C)2,pr/S, C(p)((Y ′ × S,Z ′), p′) = ((Y ′ × S,Z ′), p ◦ p′).
Hence p∗ : C(Var(C)2,pr/S)→ C(Var(C)2,pr/Y × S) admits a left adjoint
p♯ : C(Var(C)
2,pr/Y × S)→ C(Var(C)2,pr/S),
F 7→ (p♯F : ((Y0 × S,Z), p0) 7→ lim
((Y ′×Y×S,Z′),p◦p′)→((Y0×S,Z),p0)
F ((Y ′ × Y × S,Z ′)/Y × S))
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We have the support section functors of a closed embedding i : Z →֒ S for presheaves on the big
Zariski site of pairs.
Definition 14. Let i : Z →֒ S be a closed embedding with S,Z ∈ Var(C) and j : S\Z →֒ S be the open
complementary subset.
(i) We define the functor
ΓZ : C(Var(C)
2,sm/S)→ C(Var(C)2,sm/S), G• 7→ ΓZG
• := Cone(ad(j∗, j∗)(G
•) : G• → j∗j
∗G•)[−1],
so that there is then a canonical map γZ(G
•) : ΓZG
• → G•.
(ii) We have the dual functor of (i) :
Γ∨Z : C(Var(C)
2,sm/S)→ C(Var(C)2,sm/S), F 7→ Γ∨Z(F
•) := Cone(ad(j♯, j
∗)(G•) : j♯j
∗G• → G•),
together with the canonical map γ∨Z(G) : F → Γ
∨
Z(G).
(iii) For F,G ∈ C(Var(C)2,sm/S), we denote by
I(γ, hom)(F,G) := (I, I(j♯, j
∗)(F,G)−1) : ΓZHom(F,G)
∼
−→ Hom(Γ∨ZF,G)
the canonical isomorphism given by adjonction.
Note that we have similarly for i : Z →֒ S, i′ : Z ′ →֒ Z closed embeddings, g : T → S a morphism
with T, S, Z ∈ Var(C) and F ∈ C(Var(C)2,sm/S), the canonical maps in C(Var(C)2,sm/S)
• T (g, γ)(F ) : g∗ΓZF
∼
−→ ΓZ×ST g
∗F , T (g, γ∨)(F ) : Γ∨Z×ST g
∗F
∼
−→ g∗ΓZF
• T (Z ′/Z, γ)(F ) : ΓZ′F → ΓZF , T (Z
′/Z, γ∨)(F ) : Γ∨ZF → Γ
∨
Z′F
but we will not use them in this article.
We now define the Zariski and the etale topology on Var(C)2/S.
Definition 15. Let S ∈ Var(C).
(i) Denote by τ a topology on Var(C), e.g. the Zariski or the etale topology. The τ covers in Var(C)2/S
of (X,Z)/S are the families of morphisms
{(ci : (Ui, Z ×X Ui)/S → (X,Z)/S)i∈I , with (ci : Ui → X)i∈I τcover ofX in Var(C)}
(ii) Denote by τ the Zariski or the etale topology on Var(C). The τ covers in Var(C)2,sm/S of (U,Z)/S
are the families of morphisms
{(ci : (Ui, Z ×U Ui)/S → (U,Z)/S)i∈I , with (ci : Ui → U)i∈I τcover ofX in Var(C)}
(iii) Denote by τ the Zariski or the etale topology on Var(C). The τ covers in Var(C)2,(sm)pr/S of
(Y × S,Z)/S are the families of morphisms
{(ci × IS : (Ui × S,Z ×Y×S Ui × S)/S → (Y × S,Z)/S)i∈I , with (ci : Ui → Y )i∈I τcover ofY in Var(C)}
Let S ∈ Var(C). Denote by τ the Zariski or the etale topology on Var(C). In particular, denoting aτ :
PSh(Var(C)2,(sm)/S)→ Shv(Var(C)2,(sm)/S) and aτ : PSh(Var(C)2,(sm)pr/S)→ Shv(Var(C)2,(sm)pr/S)
the sheaftification functors,
• a morphism φ : F → G, with F,G ∈ C(Var(C)2,(sm)/S), is a τ local equivalence if aτH
nφ :
aτH
nF → aτHnG is an isomorphism, a morphism φ : F → G, with F,G ∈ C(Var(C)2,(sm)pr/S),
is a τ local equivalence if aτH
nφ : aτH
nF → aτHnG is an isomorphism,
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• a morphism φ : (G1, F ) → (G2, F ), with (G1, F ), (G2, F ) ∈ Cfil(Var(C)2,(sm)/S), is an r-filtered
τ local equivalence if for all p, q ∈ Z, aτE
p,q
r φ : aτE
p,q
r (G1, F ) → aτE
p,q
r (G2, F ) is an isomor-
phism of sheaves on Var(C)2,(sm)/S, a morphism φ : (G1, F ) → (G2, F ), with (G1, F ), (G2, F ) ∈
Cfil(Var(C)
2,(sm)pr/S), is an r-filtered τ local equivalence if for all p, q ∈ Z, aτEp,qr φ : aτE
p,q
r (G1, F )→
aτE
p,q
r (G2, F ) is an isomorphism of sheaves on Var(C)
2,(sm)pr/S,
• F • ∈ C(Var(C)2,(sm)/S) is τ fibrant if for all (U,Z)/S ∈ Var(C)2,(sm)/S and all τ covers (ci :
(Ui, Z ×U Ui)/S → (U,Z)/S)i∈I of (U,Z)/S,
F •(ci) : F
•((U,Z)/S)→ Tot(⊕cardI=•F
•((UI , Z ×U UI)/S))
is a quasi-isomorphism of complexes of abelian groups, F • ∈ C(Var(C)2,(sm)pr/S) is τ fibrant if
for all (Y × S,Z)/S ∈ Var(C)2,(sm)pr/S and all τ covers (ci × IS : (Ui × S,Z ×Y×S Ui × S)/S →
(Y × S,Z)/S)i∈I of (Y × S,Z)/S,
F •(ci × IS) : F
•((Y × S,Z)/S)→ Tot(⊕cardI=•F
•((UI × S,ZI ×Y UJ )/S))
is a quasi-isomorphism of complexes of abelian groups,
• (F •, F ) ∈ Cfil(Var(C)2,(sm)/S) is r-filtered τ fibrant if for all (U,Z)/S ∈ Var(C)2,(sm)/S and all τ
covers (ci : (Ui, Z ×U Ui)/S → (U,Z)/S)i∈I of (U,Z)/S,
Ep,qr (F
•, F )(ci) : E
p,q
r (F
•, F )((U,Z)/S)→ Ep,qr (Tot(⊕cardI=•(F
•, F )((UI , Z ×U UI)/S)))
is an isomorphism of of abelian groups for all p, q ∈ Z, (F •, F ) ∈ Cfil(Var(C)2,(sm)pr/S) is r-filtered
τ fibrant if for all (Y ×S,Z)/S ∈ Var(C)2,(sm)pr/S and all τ covers (ci× IS : (Ui×S,Z ×Y×S Ui×
S)/S → (Y × S,Z)/S)i∈I of (Y × S,Z)/S,
Ep,qr (F
•, F )(ci×IS) : E
p,q
r (F
•, F )((Y ×S,Z)/S)
∼
−→ Ep,qr (Tot(⊕cardI=•(F
•, F )((UI×S,Z×Y UI)/S)))
is an isomorphism of abelian groups for all p, q ∈ Z.
Will now define the A1 local property on Var(C)2/S.
Definition 16. Let S ∈ Var(C).Denote for short Var(C)2,(sm)/S either the category Var(C)2/S or the
category Var(C)2,sm/S. Denote for short Var(C)2,(sm)pr/S either the category Var(C)2,pr/S or the cate-
gory Var(C)2,smpr/S.
(i) A complex F ∈ C(Var(C)2,(sm)/S), is said to be A1 invariant if for all (X,Z)/S ∈ Var(C)2,(sm)/S
F (pX) : F ((X,Z)/S)→ F ((X × A
1, (Z × A1))/S)
is a quasi-isomorphism, where pX : (X × A1, (Z × A1))→ (X,Z) is the projection.
(i)’ A complex G ∈ C(Var(C)2,(sm)pr/S), is said to be A1 invariant if for all (Y×S,Z)/S ∈ Var(C)2,(sm)pr/S
G(pY×S) : G((Y × S,Z)/S)→ G((Y × A
1 × S, (Z × A1))/S)
is a quasi-isomorphism of abelian group for all p, q ∈ Z.
(ii) Let τ a topology on Var(C). A complex F ∈ C(Var(C)2,(sm)/S) is said to be A1 local for the τ
topology induced on Var(C)2/S, if for an (hence every) τ local equivalence k : F → G with k
injective and G ∈ C(Var(C)2,(sm)/S) τ fibrant, e.g. k : F → Eτ (F ), G is A
1 invariant.
(ii)’ Let τ a topology on Var(C). A complex F ∈ C(Var(C)2,(sm)pr/S) is said to be A1 local for the τ
topology induced on Var(C)2,pr/S, if for an (hence every) τ local equivalence k : F → G with k
injective and G ∈ C(Var(C)2,(sm)pr/S) τ fibrant, e.g. k : F → Eτ (F ), G is A1 invariant.
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(iii) A morphism m : F → G with F,G ∈ C(Var(C)2,(sm)/S) is said to an (A1, et) local equivalence if
for all H ∈ C(Var(C)2,(sm)/S) which is A1 local for the etale topology
Hom(L(m), Eet(H)) : Hom(L(G), Eet(H))→ Hom(L(F ), Eet(H))
is a quasi-isomorphism.
(iii)’ A morphism m : F → G with F,G ∈ C(Var(C)2,(sm)pr/S) is said to an (A1, et) local equivalence if
for all H ∈ C(Var(C)2,(sm)pr/S) which is A1 local for the etale topology
Hom(L(m), Eet(H)) : Hom(L(G), Eet(H))→ Hom(L(F ), Eet(H))
is a quasi-isomorphism.
Equivalently, m : F → G with F,G ∈ C(Var(C)2,(sm)/S) is an (A1, et) local equivalence if and only if
there exists (X1, Z1)/S, . . . , (Xr, Zr)/S ∈ Var(C)
2,sm/S such that we have in Hoet(C(Var(C)
2,sm/S))
Cone(m)
∼
−→ Cone(Cone(Z((X1 × A
1, Z1 × A
1)/S)→ Z((X1, Z1)/S))
→ · · · → Cone(Z((X1 × A
1, Z1 × A
1)/S)→ Z((X1, Z1)/S)))
Definition-Proposition 6. Let S ∈ Var(C).
(i) With the weak equivalence the (A1, et) local equivalence and the fibration the epimorphism with
A1S local and etale fibrant kernels gives a model structure on C(Var(C)
2,(sm)/S) : the left bousfield
localization of the projective model structure of C(Var(C)2,(sm)/S). We call it the projective (A1, et)
model structure.
(ii) With the weak equivalence the (A1, et) local equivalence and the fibration the epimorphism with A1S
local and etale fibrant kernels gives a model structure on C(Var(C)2,(sm)pr/S) : the left bousfield
localization of the projective model structure of C(Var(C)2,(sm)pr/S). We call it the projective
(A1, et) model structure.
Proof. Similar to the proof of proposition 5.
In the filtered case, we consider :
Definition 17. Let S ∈ Var(C). Denote for short Var(C)2,(sm)/S either the category Var(C)2/S or
the category Var(C)2,sm/S. Denote for short Var(C)2,(sm)pr/S either the category Var(C)2,pr/S or the
category Var(C)2,smpr/S.
(i) Let r ∈ N. A filtered complex (G,F ) ∈ Cfil(Var(C)2,(sm)/S), is said to be r-filtered A1 invariant if
for all (X,Z)/S ∈ Var(C)2,(sm)/S
Ep,qr (G,F )(pX) : (G,F )((X,Z)/S)→ E
p,q
r (G,F )((X × A
1, (Z × A1))/S)
is an isomorphism of abelian groups for all p, q ∈ Z, where pX : (X ×A
1, (Z ×A1))→ (X,Z) is the
projection. Note that this definition say that this r does NOT depend on p and q.
(i)’ Let r ∈ N. A filtered complex (G,F ) ∈ Cfil(Var(C)2,(sm)pr/S), is said to be r-filtered A1 invariant
if for all (Y × S,Z)/S ∈ Var(C)2,(sm)pr/S
Ep,qr (G,F )(pY×S) : E
p,q
r (G,F )((Y × S,Z)/S)→ E
p,q
r (G,F )((Y × A
1 × S, (Z × A1))/S)
is an isomorphism of abelian group for all p, q ∈ Z. Note that this definition say that this r does
NOT depend on p and q.
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(ii) A filtered complex (G,F ) ∈ Cfil(Var(C)2,(sm)/S), is said to be ∞-filtered A1 invariant if for all
(X,Z)/S ∈ Var(C)2,(sm)/S there exist r ∈ N such that
Ep,qr (G,F )(pX) : E
p,q
r (G,F )((X,Z)/S)→ E
p,q
r (G,F )((X × A
1, (Z × A1))/S)
is an isomorphism of abelian groups for all p, q ∈ Z, where pX : (X ×A1, (Z ×A1))→ (X,Z) is the
projection (note that this definition say that this r does NOT depend on p and q but may depends
on (X,Z)/S). This implies that, for all (X,Z)/S ∈ Var(C)2,(sm)/S,
Hn(G,F )(pX) : H
n(G,F )((X,Z)/S)→ Hn(G,F )((X × A1, (Z × A1))/S)
is a filtered isomorphism of filtered abelian groups for all n ∈ Z.
(ii)’ Similarly, a filtered complex (G,F ) ∈ Cfil(Var(C)2,(sm)pr/S), is said to be ∞-filtered A1 invariant
if for all (Y × S,Z)/S ∈ Var(C)2,(sm)pr/S there exist r ∈ N such that
Ep,qr (G,F )(pY×S) : E
p,q
r (G,F )((Y × S,Z)/S)→ E
p,q
r (G,F )((Y × A
1 × S, (Z × A1))/S)
is an isomorphism of abelian group for all p, q ∈ Z (note that this definition say that this r does NOT
depend on p and q but may depends on (Y × A1, Z)/S. This implies that, for all (Y × S,Z)/S ∈
Var(C)2,(sm)pr/S,
Hn(G,F )(pY×S) : H
n(G,F )((Y × S,Z)/S)→ Hn(G,F )((Y × A1 × S, (Z × A1))/S)
is an filtered isomorphism of filtered abelian groups for all n ∈ Z.
(iii) Let τ a topology on Var(C). A filtered complex (G,F ) ∈ Cfil(Var(C)2,(sm)/S), is said to be ∞-
filtered A1 local for the τ topology induced on Var(C)2/S, if for an (hence every) ∞-filtered τ local
equivalence k : (G,F ) → (H,F ) with k injective and (H,F ) ∈ Cfil(Var(C)2,(sm)/S), ∞-filtered τ
fibrant, e.g. k : (G,F )→ Eτ (G,F ), (H,F ) is ∞-filtered A1 invariant.
(iii)’ Similarly, a filtered complex (G,F ) ∈ Cfil(Var(C)2,(sm)pr/S), is said to be ∞-filtered A1 local
for the τ topology induced on Var(C)2/S, if for an (hence every) ∞-filtered τ local equivalence
k : (G,F )→ (H,F ) with k injective and (H,F ) ∈ Cfil(Var(C)2,(sm)pr/S), ∞-filtered τ fibrant, e.g.
k : (G,F )→ Eτ (G,F ), (H,F ) is ∞-filtered A1 invariant.
Lemma 2. Let S ∈ Var(C).
(i) Let (G,F ) ∈ Cfil(Var(C)2,smpr/S) Then, if m : F1 → F2 with F1, F2 ∈ C(Var(C)2,smpr/S) is an
etale local equivalence,
Hom(m,Eet(G,F )) : Hom
•(F2, Eet(G,F ))→ Hom
•(F1, Eet(G,F ))
is a filtered quasi-isomorphism.
(ii) Let (G,F ) ∈ Cfil(Var(C)2,smpr/S) be ∞-filtered A1 local for the etale topology. Then, if m : F1 →
F2 with F1, F2 ∈ C(Var(C)2,smpr/S) is an (A1, et) local equivalence,
Hom(m,Eet(G,F )) : Hom
•(F2, Eet(G,F ))→ Hom
•(F1, Eet(G,F ))
is an ∞-filtered quasi-isomorphism.
Proof. (i): Follows from the fact that Eet(G,F ) is (1-)filtered etale fibrant.
(ii): By definition of an (A1, et) local equivalence, we have there exists (X1, Z1)/S, . . . , (Xr, Zr)/S ∈
Var(C)2,smpr/S such that we have in Hoet(C(Var(C)
2,smpr/S))
Cone(m)
∼
−→ Cone(Cone(Z((X1 × A
1, Z1 × A
1)/S)→ Z((X1, Z1)/S))
→ · · · → Cone(Z((Xr × A
1, Zr × A
1/S)→ Z((Xr, Zr)/S)))
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This gives in Dfil,1(Z) := Hofil,1(Z),
Cone(Hom(m,Eet(G,F )))
∼
−→ Cone(Cone(Eet(G,F )((X1, Z1)/S)→ Eet(G,F )((X1 × A
1, Z1 × A
1)/S))
→ · · · → Cone(Eet(G,F )((Xr , Zr)/S)→ Eet(G,F )((Xr × A
1, Zr × A
1)/S)))
Since (G,F ) ∈ Cfil(Var(C)2,smpr/S) is ∞-filtered A1 local for the etale topology, there exist si ∈ Z such
that for all p, q ∈ Z,
Ep,qsi Cone(Eet(G,F )((Xi, Zi)/S)→ Eet(G,F )((Xi × A
1, Zi × A
1)/S) = 0
Hence for s := max((si)1≤i≤r), E
p,q
s Cone(Hom(m,Eet(G,F ))) = 0.
We have, similarly to the case of single varieties the following :
Proposition 20. Let g : T → S a morphism with T, S ∈ Var(C).
(i) The adjonction (g∗, g∗) : C(Var(C)
2,(sm)/S) ⇆ C(Var(C)2,(sm)/T ) is a Quillen adjonction for the
projective (A1, et) model structure (see definition-proposition 6)
(i)’ The functor g∗ : C(Var(C)2,(sm)/S) → C(Var(C)2,(sm)/T ) sends quasi-isomorphism to quasi-
isomorphism, sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local
to equivalence etale local, sends (A1, et) local equivalence to (A1, et) local equivalence.
(ii) The adjonction (g∗, g∗) : C(Var(C)
2,(sm)pr/S) ⇆ C(Var(C)2,(sm)pr/T ) is a Quillen adjonction for
the projective (A1, et) model structure (see definition-proposition 6)
(ii)’ The functor g∗ : C(Var(C)2,(sm)pr/S) → C(Var(C)2,(sm)pr/T ) sends quasi-isomorphism to quasi-
isomorphism, sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local
to equivalence etale local, sends (A1, et) local equivalence to (A1, et) local equivalence.
Proof. (i):Follows immediately from definition. (i)’: Since the functor g∗ preserve epimorphism and also
monomorphism (the colimits involved being filetered), g∗ sends quasi-isomorphism to quasi-isomorphism.
Hence it preserve Zariski and etale local equivalence. The fact that it preserve (A1, et) local equivalence
then follows similarly to the single case by the fact that g∗ preserve by definition A
1 equivariant presheaves.
(ii) and (ii)’: Similar to (i) and (i)’.
Proposition 21. Let S ∈ Var(C).
(i) The adjonction (ρ∗S , ρS∗) : C(Var(C)
2,sm/S) ⇆ C(Var(C)2/S) is a Quillen adjonction for the
(A1, et) projective model structure.
(i)’ The functor ρS∗ : C(Var(C)
2/S)→ C(Var(C)2,sm/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A1, et) local equivalence to (A1, et) local equivalence.
(ii) The adjonction (ρ∗S , ρS∗) : C(Var(C)
2,smpr/S) ⇆ C(Var(C)2,pr/S) is a Quillen adjonction for the
(A1, et) projective model structure.
(ii)’ The functor ρS∗ : C(Var(C)
2,pr/S)→ C(Var(C)2,smpr/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A1, et) local equivalence to (A1, et) local equivalence.
Proof. Similar to the proof of proposition 19.
We also have
Proposition 22. Let S ∈ Var(C).
65
(i) The adjonction (Gr12∗S ,Gr
12
S∗) : C(Var(C)/S) ⇆ C(Var(C)
2,pr/S) is a Quillen adjonction for the
(A1, et) projective model structure.
(ii) The adjonction (Gr12∗S Gr
12
S∗ : C(Var(C)
sm/S) ⇆ C(Var(C)2,smpr/S) is a Quillen adjonction for
the (A1, et) projective model structure.
Proof. Immediate from definition.
We have the following canonical functor :
Definition 18. (i) For S ∈ Var(C), we have the functor
(−)Γ : C(Var(C)sm/S)→ C(Var(C)2,sm/S),
F 7−→ FΓ : (((U,Z)/S) = ((U,Z), h) 7→ FΓ((U,Z)/S) := (Γ∨Zh
∗LF )(U/U),
(g : ((U ′, Z ′), h′)→ ((U,Z), h)) 7→
(FΓ(g) : (Γ∨Zh
∗LF )(U/U)
i(Γ∨
Z
h∗LF )(U/U)
−−−−−−−−−−→ (g∗(Γ∨Zh
∗LF ))(U ′/U ′)
T (g,γ∨)(h∗LF )(U ′/U ′)
−−−−−−−−−−−−−−−→ (Γ∨Z×UU ′g
∗h∗LF )(U ′/U ′)
T (Z′/Z×UU
′,γ∨)(g∗h∗LF )(U ′/U ′)
−−−−−−−−−−−−−−−−−−−−−−−→ (Γ∨Z′g
∗h∗LF )(U ′/U ′)))
where i(Γ∨Zh∗LF )(U/U) is the canonical arrow of the inductive limit. Similarly, we have, for S ∈
Var(C), the functor
(−)Γ : C(Var(C)/S)→ C(Var(C)2/S),
F 7−→ FΓ : (((X,Z)/S) = ((X,Z), h) 7→ FΓ((X,Z)/S) := (Γ∨Zh
∗F )(X/X),
(g : ((X ′, Z ′), h′)→ ((X,Z), h)) 7→ (FΓ(g) : (Γ∨Zh
∗LF )(X/X)→ (Γ∨Z′h
′∗LF )(X ′/X ′)))
Note that for S ∈ Var(C), I(S/S) : Z((S, S)/S)→ Z(S/S)Γ given by
I(S/S)((U,Z), h) : Z((S, S)/S)(((U,Z), h))
γ∨Z (Z(U/U))(U/U)−−−−−−−−−−−−→ Z(S/S)Γ((U,Z), h) := (Γ∨ZZ(U/U))(U/U)
is an isomorphism.
(ii) Let f : T → S a morphism with T, S ∈ Var(C). For F ∈ C(Var(C)sm/S), we have the canonical
morphism in C(Var(C)2,sm/T )
T (f,Γ)(F ) := T ∗(f,Γ)(F ) : f∗(FΓ)→ (f∗F )Γ,
T (f,Γ)(F )((U ′, Z ′)/T = ((U ′, Z ′), h′)) :
f∗(FΓ)((U ′, Z ′), h′) := lim
((U ′,Z′),h′)
l
−→((UT ,ZT ),hT )
fU−−→((U,Z),h)
(Γ∨Zh
∗LF )(U/U)
FΓ(fU◦l)
−−−−−−→ (Γ∨Z′ l
∗f∗Uh
∗LF )(U ′/U ′) = (Γ∨Z′h
′∗f∗LF )(U ′/U ′)
(Γ∨
Z′
h
′∗T (f,L)(F ))(U ′/U ′)
−−−−−−−−−−−−−−−−−→ (Γ∨Z′h
′∗Lf∗F )(U ′/U ′) =: (f∗F )Γ((U ′, Z ′), h′)
where fU : UT : U ×S T → U and hT : UT := U ×S T → T are the base change maps, the equality
following from the fact that h ◦ fU ◦ l = f ◦hT ◦ l = f ◦h′. For F ∈ C(Var(C)/S), we have similarly
the canonical morphism in C(Var(C)2/T )
T (f,Γ)(F ) : f∗(FΓ)→ (f∗F )Γ.
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(iii) Let h : U → S a smooth morphism with U, S ∈ Var(C). We have, for F ∈ C(Var(C)sm/U), the
canonical morphism in C(Var(C)2,sm/S)
T♯(h,Γ)(F ) : h♯(F
Γ)→ (h♯LF )
Γ,
T♯(h,Γ)(F )((U
′, Z ′), h′) : h♯(F
Γ)((U ′, Z ′), h′) := lim
((U ′,Z′),h′)
l−→((U,U),h)
(Γ∨Z′ l
∗LF )(U ′/U ′)
(Γ∨
Z′
l∗ ad(h♯,h
∗)(LF ))(U ′/U ′)
−−−−−−−−−−−−−−−−−−−→ (Γ∨Z′ l
∗h∗h♯LF )(U
′/U ′) =: (h♯LF )
Γ((U ′, Z ′)/h′)
(iv) Let i : Z0 →֒ S a closed embedding with Z0, S ∈ Var(C). We have the canonical morphism in
C(Var(C)2,sm/S)
T∗(i,Γ)(Z(Z0/Z0)) : i∗((Z(Z0/Z0))
Γ → (i∗Z(Z/Z))
Γ,
T∗(i,Γ)(Z(Z0/Z0))((U,Z), h) : i∗((Z(Z0/Z0))
Γ((U,Z), h) := (Γ∨Z×SZ0Z(Z0/Z0))(U ×S Z0)
T (i∗,γ
∨)(Z(Z0/Z0))(U×SZ0)
−−−−−−−−−−−−−−−−−−−→ (Γ∨Zi∗Z(Z0/Z0))(U ×S Z0) =: (i∗Z(Z/Z))
Γ((U,Z), h)
Definition 19. Let S ∈ Var(C). We have for F ∈ C(Var(C)sm/S) the canonical map in C(Var(C)sm/S)
Gr(F ) : Gr12S∗ µS∗F
Γ → F,
Gr(F )(U/S) : Γ∨Up
∗F (U × S/U × S)
ad(l∗,l∗)(p
∗F )(U×S/U×S)
−−−−−−−−−−−−−−−−−→ h∗F (U/U) = F (U/S)
where h : U → S is a smooth morphism with U ∈ Var(C) and h : U
l
−→ U × S
p
−→ S is the graph
factorization with l the graph embedding and p the projection.
Proposition 23. Let S ∈ Var(C).
(i) Then,
– if m : F → G with F,G ∈ C(Var(C)sm/S) is a quasi-isomorphism, mΓ : FΓ → GΓ is a
quasi-isomorphism in C(Var(C)2,sm/S),
– if m : F → G with F,G ∈ C(Var(C)sm/S) is a Zariski local equivalence, mΓ : FΓ → GΓ is a
Zariski local equivalence in C(Var(C)2,sm/S), if m : F → G with F,G ∈ C(Var(C)sm/S) is an
etale local equivalence, mΓ : FΓ → GΓ is an etale local equivalence in C(Var(C)2,sm/S),
– if m : F → G with F,G ∈ C(Var(C)sm/S) is an (A1, et) local equivalence, mΓ : FΓ → GΓ is
an (A1, et) local equivalence in C(Var(C)2,sm/S).
(ii) Then,
– if m : F → G with F,G ∈ C(Var(C)/S) is a quasi-isomorphism, mΓ : FΓ → GΓ is a quasi-
isomorphism in C(Var(C)2/S),
– if m : F → G with F,G ∈ C(Var(C)sm/S) is a Zariski local equivalence, mΓ : FΓ → GΓ is a
Zariski local equivalence in C(Var(C)2,sm/S), if m : F → G with F,G ∈ C(Var(C)/S) is an
etale local equivalence, mΓ : FΓ → GΓ is an etale local equivalence in C(Var(C)2/S),
– if m : F → G with F,G ∈ C(Var(C)sm/S) is an (A1, et) local equivalence, mΓ : FΓ → GΓ is
an (A1, et) local equivalence in C(Var(C)2/S).
Proof. (i): Follows immediately from the fact that for ((U,Z), h) ∈ Var(C)2,sm/S,
• if m : F → G with F,G ∈ C(Var(C)sm/S) is a quasi-isomorphism, Γ∨Zh
∗LF (m) : Γ∨Zh
∗LF →
Γ∨Zh
∗LG is a quasi-isomorphism
• if m : F → G with F,G ∈ C(Var(C)sm/S) is a is a Zariski or etale local equivalence, Γ∨Zh
∗LF (m) :
Γ∨Zh
∗LF → Γ∨Zh
∗LG is a Zariski, resp. etale, local equivalence,
• ifm : F → G with F,G ∈ C(Var(C)sm/S) is an (A1, et) local equivalence, Γ∨Zh
∗LF (m) : Γ∨Zh
∗LF →
Γ∨Zh
∗LG is an (A1, et) local equivalence.
(ii): Similar to (i).
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2.8 Presheaves on the big analytical site
For S ∈ AnSp(C), we denote by ρS : AnSp(C)sm/S →֒ AnSp(C)/S be the full subcategory consisting
of the objects U/S = (U, h) ∈ AnSp(C)/S such that the morphism h : U → S is smooth. That is,
AnSp(C)sm/S is the category
• whose objects are smooth morphisms U/S = (U, h), h : U → S with U ∈ AnSp(C),
• whose morphisms g : U/S = (U, h1) → V/S = (V, h2) is a morphism g : U → V of complex
algebraic varieties such that h2 ◦ g = h1.
We denote again ρS : AnSp(C)/S → AnSp(C)sm/S the associated morphism of site. We will consider
rs(S) : AnSp(C)
r(S)
−−−→ AnSp(C)/S
ρS
−−→ AnSp(C)sm/S
the composite morphism of site. For S ∈ AnSp(C), we denote by ZS := Z(S/S) ∈ PSh(AnSp(C)sm/S)
the constant presheaf By Yoneda lemma, we have for F ∈ C(AnSp(C)sm/S), Hom(ZS , F ) = F . For
f : T → S a morphism, with T, S ∈ AnSp(C), we have the following commutative diagram of sites
AnSp(C)/T
P (f)

ρT // AnSp(C)sm/T
P (f)

AnSp(C)/S
ρS // AnSp(C)sm/S
(31)
We denote, for S ∈ AnSp(C), the obvious morphism of sites
e˜(S) : AnSp(C)/S
ρS
−−→ AnSp(C)sm/S
e(S)
−−−→ Ouv(S)
where Ouv(S) is the set of the open subsets of S, given by the inclusion functors e˜(S) : Ouv(S) →֒
AnSp(C)sm/S →֒ AnSp(C)/S. By definition, for f : T → S a morphism with S, T ∈ AnSp(C), the
commutative diagram of sites (31) extend a commutative diagram of sites :
e˜(T ) : AnSp(C)/T
P (f)

ρT // AnSp(C)sm/T
P (f)

e(T ) // Ouv(T )
P (f)

e˜(S) : AnSp(C)/S
ρS // AnSp(C)sm/S
e(S) // Ouv(S)
(32)
• As usual, we denote by
(f∗, f∗) := (P (f)
∗, P (f)∗) : C(AnSp(C)
sm/S)→ C(AnSp(C)sm/T )
the adjonction induced by P (f) : AnSp(C)sm/T → AnSp(C)sm/S. Since the colimits involved
in the definition of f∗ = P (f)∗ are filtered, f∗ also preserve monomorphism. Hence, we get an
adjonction
(f∗, f∗) : Cfil(AnSp(C)
sm/S)⇆ Cfil(AnSp(C)
sm/T ), f∗(G,F ) := (f∗G, f∗F )
• As usual, we denote by
(f∗, f∗) := (P (f)
∗, P (f)∗) : C(AnSp(C)/S)→ C(AnSp(C)/T )
the adjonction induced by P (f) : AnSp(C)/T → AnSp(C)/S. Since the colimits involved in the
definition of f∗ = P (f)∗ are filtered, f∗ also preserve monomorphism. Hence, we get an adjonction
(f∗, f∗) : Cfil(AnSp(C)/S)⇆ Cfil(AnSp(C)/T ), f
∗(G,F ) := (f∗G, f∗F )
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• For h : U → S a smooth morphism with U, S ∈ AnSp(C), the pullback functor P (h) : AnSp(C)sm/S →
AnSp(C)sm/U admits a left adjoint C(h)(X → U) = (X → U → S). Hence, h∗ : C(AnSp(C)sm/S)→
C(AnSp(C)sm/U) admits a left adjoint
h♯ : C(AnSp(C)
sm/U)→ C(AnSp(C)sm/S), F 7→ ((V, h0) 7→ lim
(V ′,h◦h′)→(V,h0)
F (V ′, h′))
Note that for h′ : V ′ → V a smooth morphism, V ′, V ∈ AnSp(C), we have h♯(Z(V ′/V )) =
Z(V ′/S) with V ′/S = (V ′, h ◦ h′). Hence, since projective presheaves are the direct summands of
the representable presheaves, h♯ sends projective presheaves to projective presheaves. For F
• ∈
C(AnSp(C)sm/S) and G• ∈ C(AnSp(C)sm/U), we have the adjonction maps
ad(h♯, h
∗)(G•) : G• → h∗h♯G
• , ad(h♯, h
∗)(F •) : h♯h
∗F • → F •.
For a smooth morphism h : U → S, with U, S ∈ AnSp(C), we have the adjonction isomorphism, for
F ∈ C(AnSp(C)sm/U) and G ∈ C(AnSp(C)sm/S),
I(h♯, h
∗)(F,G) : Hom•(h♯F,G)
∼
−→ h∗Hom
•(F, h∗G). (33)
• For f : T → S any morphism with T, S ∈ AnSp(C), the pullback functor P (f) : AnSp(C)/T →
AnSp(C)/S admits a left adjoint C(f)(X → T ) = (X → T → S). Hence, f∗ : C(AnSp(C)/S) →
C(AnSp(C)/T ) admits a left adjoint
f♯ : C(AnSp(C)/T )→ C(AnSp(C)/S), F 7→ ((V, h0) 7→ lim
(V ′,h◦h′)→(V,h0)
F (V ′, h′))
Note that we have for h′ : V ′ → V a morphism, V ′, V ∈ AnSp(C), h♯(Z(V ′/V )) = Z(V ′/S) with
V ′/S = (V ′, h◦h′). Hence, since projective presheaves are the direct summands of the representable
presheaves, h♯ sends projective presheaves to projective presheaves. For F
• ∈ C(AnSp(C)/S) and
G• ∈ C(AnSp(C)/T ), we have the adjonction maps
ad(f♯, f
∗)(G•) : G• → f∗f♯G
• , ad(f♯, f
∗)(F •) : f♯f
∗F • → F •.
For a morphism f : T → S, with T, S ∈ AnSp(C), we have the adjonction isomorphism, for
F ∈ C(AnSp(C)/T ) and G ∈ C(AnSp(C)/S),
I(f♯, f
∗)(F,G) : Hom•(f♯F,G)
∼
−→ f∗Hom
•(F, f∗G). (34)
• For a commutative diagram in AnSp(C) :
D = V
g2 //
h2

U
h1

T
g1 // S
,
where h1 and h2 are smooth, we denote by, for F
• ∈ C(AnSp(C)sm/U),
T♯(D)(F
•) : h2♯g
∗
2F
• → g∗1h1♯F
•
the canonical map in C(AnSp(C)sm/T ) given by adjonction. If D is cartesian with h1 = h, g1 = g
f2 = h
′ : UT → T , g′ : UT → U ,
T♯(D)(F
•) =: T♯(g, h)(F
•) : h′♯g
′∗F •
∼
−→ g∗h♯F
•
is an isomorphism and for G• ∈ C(AnSp(C)sm/T )
T (D)(G•) =: T (g, h)(G•) : g∗h∗G
• ∼−→ h′∗g
′∗G•
is an isomorphism.
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• For a commutative diagram in AnSp(C) :
D = V
g2 //
f2

X
f1

T
g1 // S
,
we denote by, for F • ∈ C(AnSp(C)/X),
T♯(D)(F
•) : f2♯g
∗
2F
• → g∗1f1♯F
•
the canonical map in C(AnSp(C)/T ) given by adjonction. If D is cartesian with h1 = h, g1 = g
f2 = h
′ : XT → T , g′ : XT → X ,
T♯(D)(F
•) =: T♯(g, f)(F
•) : f ′♯g
′∗F •
∼
−→ g∗f♯F
•
is an isomorphism and for G• ∈ C(AnSp(C)/T )
T (D)(G•) =: T (g, h)(G•) : f∗g∗G
• ∼−→ g′∗f
′∗G•
is an isomorphism.
For f : T → S a morphism with S, T ∈ VarAnSp(C),
• we get for F ∈ C(AnSp(C)sm/S) from the a commutative diagram of sites (32) the following
canonical transformation
T (e, f)(F •) : f∗e(S)∗F
• → e(T )∗f
∗F •,
which is NOT a quasi-isomorphism in general. However, for h : U → S a smooth morphism with
S,U ∈ AnSp(C), T (e, h)(F •) : h∗e(S)∗F •
∼
−→ e(T )∗h∗F • is an isomorphism.
• we get for F ∈ C(AnSp(C)/S) from the a commutative diagram of sites (32) the following canonical
transformation
T (e, f)(F •) : f∗e(S)∗F
• → e(T )∗f
∗F •,
which is NOT a quasi-isomorphism in general. However, for h : U → S a smooth morphism with
S,U ∈ AnSp(C), T (e, h)(F •) : h∗e(S)∗F •
∼
−→ e(T )∗h∗F • is an isomorphism.
Let S ∈ AnSp(C),
• We have for F,G ∈ C(AnSp(C)sm/S),
– e(S)∗(F ⊗G) = (e(S)∗F )⊗ (e(S)∗G) by definition
– the canonical forgetfull map
T (S, hom)(F,G) : e(S)∗Hom
•(F,G)→ Hom•(e(S)∗F, e(S)∗G).
which is NOT a quasi-isomorphism in general.
By definition, we have for F ∈ C(AnSp(C)sm/S), e(S)∗Eusu(F ) = Eusu(e(S)∗F ).
• We have for F,G ∈ C(AnSp(C)/S),
– e(S)∗(F ⊗G) = (e(S)∗F )⊗ (e(S)∗G) by definition
– the canonical forgetfull map
T (S, hom)(F,G) : e(S)∗Hom
•(F,G)→ Hom•(e(S)∗F, e(S)∗G).
which is NOT a quasi-isomorphism in general.
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By definition, we have for F ∈ C(AnSp(C)/S), e(S)∗Eusu(F ) = Eusu(e(S)∗F ).
Let S ∈ AnSp(C). We have the support section functor of a closed subset Z ⊂ S for presheaves on
the big analytical site.
Definition 20. Let S ∈ AnSp(C). Let Z ⊂ S a closed subset. Denote by j : S\Z →֒ S be the open
complementary subset.
(i) We define the functor
ΓZ : C(AnSp(C)
sm/S)→ C(AnSp(C)sm/S), G• 7→ ΓZG
• := Cone(ad(j∗, j∗)(G
•) : G• → j∗j
∗G•)[−1],
so that there is then a canonical map γZ(G
•) : ΓZG
• → G•.
(ii) We have the dual functor of (i) :
Γ∨Z : C(AnSp(C)
sm/S)→ C(AnSp(C)sm/S), F 7→ Γ∨Z(F
•) := Cone(ad(j♯, j
∗)(G•) : j♯j
∗G• → G•),
together with the canonical map γ∨Z(G) : F → Γ
∨
Z(G).
(iii) For F,G ∈ C(AnSp(C)sm/S), we denote by
I(γ, hom)(F,G) := (I, I(j♯, j
∗)(F,G)) : ΓZHom(F,G)
∼
−→ Hom(Γ∨ZF,G)
the canonical isomorphism given by adjonction.
Let S ∈ AnSp(C) and Z ⊂ S a closed subset.
• Since ΓZ : C(AnSp(C)sm/S)→ C(AnSp(C)sm/S) preserve monomorphism, it induces a functor
ΓZ : Cfil(AnSp(C)
sm/S)→ Cfil(AnSp(C)
sm/S), (G,F ) 7→ ΓZ(G,F ) := (ΓZG,ΓZF )
• Since Γ∨Z : C(AnSp(C)
sm/S)→ C(AnSp(C)sm/S) preserve monomorphism, it induces a functor
Γ∨Z : Cfil(AnSp(C)
sm/S)→ Cfil(AnSp(C)
sm/S), (G,F ) 7→ Γ∨Z(G,F ) := (Γ
∨
ZG,Γ
∨
ZF )
Definition-Proposition 7. (i) Let g : S′ → S a morphism and i : Z →֒ S a closed embedding with
S′, S, Z ∈ AnSp(C). Then, for (G,F ) ∈ Cfil(AnSp(C)sm/S), there exist a map in Cfil(AnSp(C)sm/S′)
T (g, γ)(G,F ) : g∗ΓZ(G,F )→ ΓZ×SS′g
∗(G,F )
unique up to homotopy, such that γZ×SS′(g
∗(G,F )) ◦ T (g, γ)(G,F ) = g∗γZ(G,F ).
(ii) Let i1 : Z1 →֒ S, i2 : Z2 →֒ Z1 be closed embeddings with S,Z1, Z2 ∈ AnSp(C). Then, for
(G,F ) ∈ Cfil(AnSp(C)sm/S),
– there exist a canonical map T (Z2/Z1, γ)(G,F ) : ΓZ2(G,F )→ ΓZ1(G,F ) in Cfil(AnSp(C)
sm/S)
unique up to homotopy such that γZ1(G,F ) ◦ T (Z2/Z1, γ)(G,F ) = γZ2(G,F ), together with a
distinguish triangle
ΓZ2(G,F )
T (Z2/Z1,γ)(G,F )
−−−−−−−−−−−→ ΓZ1(G,F )
ad(j∗2 ,j2∗)(ΓZ1 (G,F ))−−−−−−−−−−−−−−→ ΓZ1\Z2(G,F )→ ΓZ2(G,F )[1]
in Kfil(AnSp(C)
sm/S),
– there exist a map T (Z2/Z1, γ
∨)(G,F ) : Γ∨Z1(G,F )→ Γ
∨
Z2
(G,F ) in Cfil(AnSp(C)
sm/S) unique
up to homotopy such that γ∨Z2(G,F ) = T (Z2/Z1, γ
∨)(G,F ) ◦ γ∨Z1(G,F ), together with a distin-
guish triangle
Γ∨Z1\Z2(G,F )
ad(j2♯,j
∗
2 )(Γ
∨
Z1
G)
−−−−−−−−−−−→ Γ∨Z1(G,F )
T (Z2/Z1,γ
∨)(G,F )
−−−−−−−−−−−−→ Γ∨Z2(G,F )→ Γ
∨
Z1\Z2
(G,F )[1]
in Kfil(AnSp(C)
sm/S).
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(iii) Consider a morphism g : (S′, Z) → (S,Z) with (S′, Z) → (S,Z) ∈ AnSp(C). We denote, for
G ∈ C(AnSp(C)sm/S) the composite
T (D, γ∨)(G) : g∗Γ∨ZG
∼
−→ Γ∨Z×SS′g
∗G
T (Z′/Z×SS
′,γ∨)(G)
−−−−−−−−−−−−−→ Γ∨Z′g
∗G
and we have then the factorization γ∨Z′(g
∗G) : g∗G
g∗γ∨Z (G)−−−−−→ g∗Γ∨ZG
T (D,γ∨)(G)
−−−−−−−−→ Γ∨Z′g
∗G.
Proof. Similar to definition-proposition 1 or definition-proposition 4.
Definition 21. For S ∈ AnSp(C), we denote by
COS (AnSp(C)
sm/S) := Ce(S)∗OS (AnSp(C)
sm/S)
the category of complexes of presheaves on AnSp(C)sm/S endowed with a structure of e(S)∗OS module,
and by
COSfil(AnSp(C)
sm/S) := Ce(S)∗OSfil(AnSp(C)
sm/S)
the category of filtered complexes of presheaves on Var(C)sm/Sendowed with a structure of e(S)∗OS
module.
Let S ∈ AnSp(C). Let Z ⊂ S a closed subset. Denote by j : S\Z →֒ S the open complementary
embedding,
• For G ∈ COS (AnSp(C)
sm/S), ΓZG := Cone(ad(j
∗, j∗)(G) : F → j∗j∗G)[−1] has a (unique) struc-
ture of e(S)∗OS module such that γZ(G) : ΓZG→ G is a map in COS (AnSp(C)
sm/S). This gives
the functor
ΓZ : COSfil(AnSp(C)
sm/S)→ CfilOS (AnSp(C)
sm/S), (G,F ) 7→ ΓZ(G,F ) := (ΓZG,ΓZF ),
together with the canonical map γZ((G,F ) : ΓZ(G,F )→ (G,F ). Let Z2 ⊂ Z a closed subset. Then,
for G ∈ COS (AnSp(C)
sm/S), T (Z2/Z, γ)(G) : ΓZ2G → ΓZG is a map in COS (AnSp(C)
sm/S) (i.e.
is e(S)∗OS linear).
• For G ∈ COS (Var(C)
sm/S), Γ∨ZG := Cone(ad(j♯, j
∗)(G) : j♯j
∗G → G) has a unique structure of
e(S)∗OS module, such that γ
∨
Z(G) : G→ Γ
∨
ZG is a map in COS (AnSp(C)
sm/S). This gives the the
functor
Γ∨Z : COSfil(S)→ CfilOS (S), (G,F ) 7→ Γ
∨
Z(G,F ) := (Γ
∨
ZG,Γ
∨
ZF ),
together with the canonical map γ∨Z((G,F ) : (G,F )→ Γ
∨
Z(G,F ). Let Z2 ⊂ Z a closed subset. Then,
for G ∈ COS (AnSp(C)
sm/S), T (Z2/Z, γ
∨)(G) : Γ∨ZG→ Γ
∨
Z2
G is a map in COS (AnSp(C)
sm/S) (i.e.
is e(S)∗OS linear).
Definition 22. Let S ∈ AnSp(C). Let Z ⊂ S a closed subset.
(i) We denote by
CZ(AnSp(C)
sm/S) ⊂ C(AnSp(C)sm/S),
the full subcategory consisting of complexes of presheaves F • ∈ C(AnSp(C)sm/S) such that ausuHn(j∗F •) =
0 for all n ∈ Z, where j : S\Z →֒ S is the complementary open embedding and ausu is the sheaftifi-
cation functor.
(i)’ We denote by
COS ,Z(AnSp(C)
sm/S) ⊂ COS (AnSp(C)
sm/S),
the full subcategory consisting of complexes of presheaves F • ∈ C(AnSp(C)sm/S) such that ausuH
n(j∗F •) =
0 for all n ∈ Z, where j : S\Z →֒ S is the complementary open embedding and ausu is the sheaftifi-
cation functor.
72
(ii) We denote by
Cfil,Z(AnSp(C)
sm/S) ⊂ Cfil(AnSp(C)
sm/S)
the full subcategory consisting of filtered complexes of presheaves (F •, F ) ∈ Cfil(AnSp(C)sm/S)
such that there exist r ∈ N such that ausuj∗Ep,qr (F
•, F ) = 0 for all p, q ∈ Z, where j : S\Z →֒ S is
the complementary open embedding and ausu is the sheaftification functor. Note that by definition
this r does NOT depend on p and q.
(ii)’ We denote by
COSfil,Z(AnSp(C)
sm/S) ⊂ COSfil(AnSp(C)
sm/S)
the full subcategory consisting of filtered complexes of presheaves (F •, F ) ∈ Cfil(AnSp(C)sm/S)
such that there exist r ∈ N such that ausuj∗Ep,qr (F
•, F ) = 0 for all p, q ∈ Z, where j : S\Z →֒ S is
the complementary open embedding and ausu is the sheaftification functor. Note that by definition
this r does NOT depend on p and q.
Let S ∈ AnSp(C) and Z ⊂ S a closed subset.
• For (G,F ) ∈ Cfil(AnSp(C)sm/S), we have ΓZ(G,F ),Γ∨Z(G,F ) ∈ Cfil,Z(AnSp(C)
sm/S).
• For (G,F ) ∈ COSfil(AnSp(C)
sm/S), we have ΓZ(G,F ),Γ
∨
Z(G,F ) ∈ COSfil,Z(AnSp(C)
sm/S).
Let S ∈ AnSp(C). Let S = ∪li=1Si an open cover and denote by SI = ∩i∈ISi. Let ii : Si →֒ S˜i
closed embeddings, with S˜i ∈ AnSp(C). For I ⊂ [1, · · · l], denote by S˜I = Πi∈I S˜i. We then have closed
embeddings iI : SI →֒ S˜I , and for J ⊂ I the following commutative diagram
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO
where pIJ : S˜J → S˜I is the projection and jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ = jJ .
This gives the diagram of analytic spaces (S˜I) ∈ Fun(P(N),AnSp(C)) which which gives the diagram of
sites AnSp(C)sm/(S˜I) ∈ Fun(P(N),Cat). Denote by m : S˜I\(SI\SJ) →֒ S˜I the open embedding.
Definition 23. Let S ∈ AnSp(C). Let S = ∪li=1Si an open cover and denote by SI = ∩i∈ISi. Let ii :
Si →֒ S˜i closed embeddings, with S˜i ∈ AnSp(C). We denote by the full subcategory Cfil(AnSp(C)sm/(S/(S˜I))) ⊂
Cfil(AnSp(C)
sm/(S˜I)) the full subcategory
• whose objects (G,F ) = ((GI , F )I⊂[1,···l], uIJ), with (GI , F ) ∈ Cfil,SI (AnSp(C)
sm/S˜I), and uIJ :
m∗(GI , F )→ m∗pIJ∗(GJ , F ) for I ⊂ J , are ∞-filtered usu local equivalence, satisfying for I ⊂ J ⊂
K, pIJ∗uJK ◦ uIJ = uIK in Cfil(AnSp(C)sm/S˜I),
• the morphisms m : ((G,F ), uIJ ) → ((H,F ), vIJ ) being (see section 2.1) a family of morphisms of
complexes,
m = (mI : (GI , F )→ (HI , F ))I⊂[1,···l]
such that vIJ ◦mI = pIJ∗mJ ◦ uIJ in Cfil(AnSp(C)sm/S˜I).
A morphism m : ((GI , F ), uIJ) → ((HI , F ), vIJ ) is said to an r-filtered usu local, equivalence, if all the
mI are r-filtered usu local equivalences.
Denote L = [1, . . . , l] and for I ⊂ L, p0(0I) : S × S˜I → S, pI(0I) : S × S˜I → SI the projections. By
definition, we have functors
• T (S/(S˜I)) : Cfil(AnSp(C)sm/S)→ Cfil(AnSp(C)sm/(S/(S˜I))), (G,F ) 7→ (iI∗j∗IF, T (DIJ)(j
∗
I (G,F ))),
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• T ((S˜I)/S) : Cfil(AnSp(C)sm/(S/(S˜I)))→ Cfil(AnSp(C)sm/S), ((GI , F ), uIJ) 7→ ho limI⊂L p0(0I)∗Γ
∨
SI
p∗I(0I)(GI , F ).
Note that the functors T (S/(S˜I) are NOT embedding, since
ad(i∗I , iI∗)(j
∗
IF ) : i
∗
IiI∗j
∗
IF → j
∗
IF
are usu local equivalence but NOT isomorphism since we are dealing with the morphism of big sites
P (iI) : AnSp(C)
sm/SI → AnSp(C)sm/S˜I . However, these functors induces full embeddings
T (S/(S˜I)) : Dfil(AnSp(C)
sm/S)→ Dfil(AnSp(C)
sm/(S/(S˜I)))
since for F ∈ C(AnSp(C)sm/S),
ho lim
I⊂L
p0(0I)∗ΓSIp
∗
I(0I)(iI∗j
∗
IF )→ p0(0I)∗ΓSI j
∗
IF
is an equivalence usu local.
Let f : X → S a morphism, with X,S ∈ AnSp(C). Let S = ∪li=1Si and X = ∪
l
i=1Xi be affine open
covers and ii : Si →֒ S˜i, i′i : Xi →֒ X˜i be closed embeddings. Let f˜i : X˜i → S˜i be a lift of the morphism
fi = f|Xi : Xi → Si. Then, fI = f|XI : XI = ∩i∈IXi → SI = ∩i∈ISi lift to the morphism
f˜I = Πi∈I f˜i : X˜I = Πi∈IX˜i → S˜I = Πi∈I S˜i
Denote by pIJ : S˜J → S˜I and p′IJ : X˜J → X˜I the projections. Consider for J ⊂ I the following
commutative diagrams
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO , D
′
IJ = XI
i′I // X˜I
XJ
j′IJ
OO
i′J // X˜J
p′IJ
OO , DfI = SI
iI // S˜I
XI
fI
OO
i′I // X˜I
f˜I
OO
We have then following commutative diagram
XI
n′I // X˜I X˜I\XI
n′I
oo
i′J : XJ
lIJ//
j′IJ
77♣♣♣♣♣♣♣♣♣♣♣♣♣
XI ×XI × X˜J\I
p′IJ
OO
n′I×I // X˜J
p′IJ
OO
X˜J\XJ
n′J
oo
p′IJ
OO
.
whose square are cartesian. We then have the pullback functor
f∗ : C(2)fil(AnSp(C)
sm/S/(S˜I))→ C(2)fil(AnSp(C)
sm/X/(X˜I)),
((GI , F ), uIJ) 7→ f
∗((GI , F ), uIJ) := (Γ
∨
XI f˜
∗
I (GI , F ), f˜
∗
JuIJ)
with
f˜∗JuIJ : Γ
∨
XI f˜
∗
I (GI , F )
ad(p
′∗
IJ ,p
′
IJ∗)(−)−−−−−−−−−−→ p′IJ∗p
′∗
IJΓ
∨
XI f˜
∗
I (GI , F )
T♯(pIJ ,n
′
I)(−)
−1)
−−−−−−−−−−−→ p′IJ∗Γ
∨
XI×X˜J\I
p
′∗
IJ f˜
∗
I (GI , F )
p′IJ∗γ
∨
XJ
(−)
−−−−−−−−→ p′IJ∗Γ
∨
XJ p
′∗
IJ f˜
∗
I (GI , F ) = p
′
IJ∗Γ
∨
XJ f˜
∗
Jp
∗
IJ(GI , F )
Γ∨XJ
f˜∗J I(p
∗
IJ ,pIJ∗)(−,−)(uIJ )
−−−−−−−−−−−−−−−−−−−→ Γ∨XJ f˜
∗
J(GJ , F )
Let (G,F ) ∈ Cfil(AnSp(C)sm/S). Since, j
′∗
I i
′
I∗j
′∗
I f
∗(G,F ) = 0, the morphism T (DfI)(j
∗
I (G,F )) :
f˜∗I iI∗j
∗
I (G,F )→ i
′
I∗j
′∗
I f
∗(G,F ) factors trough
T (DfI)(j
∗
I (G,F )) : f˜
∗
I iI∗j
∗
I (G,F )
γ∨XI
(−)
−−−−−→ Γ∨XI f˜
∗
I iI∗j
∗
I (G,F )
Tγ(DfI )(j
∗
I (G,F ))−−−−−−−−−−−−→ i′I∗j
′∗
I f
∗(G,F )
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We have then, for (G,F ) ∈ Cfil(S), the canonical transformation map
f∗T (S/(S˜I))(G,F )
T (f,T (0/I))(G,F ) //
=

T (X/(X˜I))(f
∗(G,F ))
=

(Γ∨XI f˜
∗
I iI∗j
∗
I (G,F ), f˜
∗
J I)
Tγ(DfI )(j
∗
I (G,F )) // (i′I∗j
′∗
I f
∗(G,F ), I)
We have similarly to the algebraic case, we have:
Definition 24. (i) Let f : X → S a morphism with X,S ∈ AnSp(C). Assume that there exist a
factorization f : X
i
−→ Y × S
p
−→ S, with Y ∈ AnSm(C), i : X →֒ Y is a closed embedding and p the
projection. We then consider
Q(X/S) := p♯Γ
∨
XZY×S := Cone(Z((Y × S)\X/S)→ Z(Y × S/S)) ∈ C(AnSp(C)
sm/S).
By definition Q(X/S) is projective since it is a complex of two representative presheaves.
(ii) Let f : X → S and g : T → S two morphism with X,S, T ∈ AnSp(C). Assume that there exist a
factorization f : X
i
−→ Y × S
p
−→ S, with Y ∈ AnSm(C), i : X →֒ Y is a closed embedding and p the
projection. We then have the following commutative diagram whose squares are cartesian
f : X
i // Y × S
p // S
f ′ : XT
i′ //
g′
OO
Y × T
p′ //
g′′:=(I×g)
OO
T
g
OO
We then have the canonical isomorphism in C(AnSp(C)sm/T )
T (f, g,Q) := T♯(g, p)(−)
−1 ◦ T♯(g
′′, j)(−)−1 :
g∗Q(X/S) := g∗p♯Γ
∨
XZY×S
∼
−→ p′♯Γ
∨
XTZY×T =: Q(XT /T )
with j : Y × S\X →֒ Y × S the closed embedding.
We now define the D1 localization property :
Definition 25. Let S ∈ Var(C).
(i) A complex F ∈ C(AnSp(C)(sm)/S) is said to be D1 invariant if for all U/S ∈ AnSp(C)(sm)/S,
F (pU ) : F (U/S)→ F (U × D
1/S)
is a quasi-isomorphism, where pU : U × D1 → U is the projection.
(ii) A complex F ∈ C(AnSp(C)(sm)/S) is said to be D1 local for the usual topology, if for a (hence
every) usu local equivalence k : F → G with k injective and G ∈ C(AnSp(C)(sm)/S) usu fibrant,
e.g. k : F → Eτ (F ), G is D1 invariant for all n ∈ Z.
(iii) A morphism m : F → G with F,G ∈ C(AnSp(C)(sm)/S) is said to an (D1, usu) local equivalence if
for all H ∈ C(AnSp(C)(sm)/S) which is A1 local for the etale topology
Hom(L(m), Eusu(H)) : Hom(L(G), Eusu(H))→ Hom(L(F ), Eusu(H))
is a quasi-isomorphism. Equivalently, m : F → G with F,G ∈ C(AnSp(C)(sm)/S) is an (D1, et)
local equivalence if and only if there exists X1/S, . . . , Xr/S ∈ AnSp(C)(sm)/S such that we have in
Hoet(C(Var(C)
(sm)/S))
Cone(m)
∼
−→ Cone(Cone(Z(X1 × D
1/S)→ Z(X1/S))→ · · · → Cone(Z(Xr × D
1/S)→ Z(Xr/S)))
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Definition-Proposition 8. Let S ∈ AnSp(C)
(i) With the weak equivalence the (D1, usu) local equivalence and the fibration the epimorphism with
D1S local and usu fibrant kernels gives a model structure on C(AnSp(C)
sm/S) : the left bousfield
localization of the projective model structure of C(AnSp(C)sm/S). We call it the (D1, usu) projective
model structure.
(ii) With the weak equivalence the (D1, usu) local equivalence and the fibration the epimorphism with
D1S local and usu fibrant kernels gives a model structure on C(AnSp(C)/S) : the left bousfield
localization of the projective model structure of C(AnSp(C)/S). We call it the (D1, usu) projective
model structure.
Proof. Similar to the proof of definition-proposition 5.
We will consider for the construction of the filtered De Rham realization functor the filtered case :
Definition 26. Let S ∈ AnSp(C).
(i) Let r ∈ N. A filtered complex (G,F ) ∈ Cfil(AnSp(C)
(sm)/S) is said to be r-filtered D1 invariant if
for all U/S ∈ AnSp(C)/S and all p, q ∈ Z,
Ep,qr G(pU ) : E
p,q
r (G,F )(U/S)
∼
−→ Ep,qr (G,F )(U × D
1/S)
is an isomorphism of abelian group, where pU : U×D1 → U is the projection. Note that by definition
this r does NOT depend on p and q.
(ii) A filtered complex (G,F ) ∈ Cfil(AnSp(C)(sm)/S) is said to be ∞-filtered D1 invariant if for all
U/S ∈ AnSp(C)(sm)/S, there exist r ∈ N such that for all p, q ∈ Z,
Ep,qr G(pU ) : E
p,q
r (G,F )(U/S)
∼
−→ Ep,qr (G,F )(U × D
1/S)
is an isomorphism of abelian group, where pU : U × D1 → U is the projection (note that by
definition this r does NOT depend on p and q but may depends on U/S). This implies that, for all
U/S ∈ AnSp(C)(sm)/S,
HnG(pU ) : H
n(G,F )(U/S)
∼
−→ Hn(G,F )(U × D1/S)
is a filtered isomorphism of filtered abelian groups for all n ∈ Z.
(iii) A filtered complex (G,F ) ∈ Cfil(AnSp(C)(sm)/S) is said to be ∞-filtered D1 local for the usual
topology if for a (hence every) ∞-filtered usu local equivalence k : (G,F )→ (H,F ) with k injective
and (H,F ) ∈ Cfil(AnSp(C)(sm)/S) ∞-filtered usu fibrant, e.g. k : (G,F )→ Eusu(G,F ), (H,F ) is
∞-filtered D1 invariant.
Lemma 3. Let S ∈ Var(C).
(i) Let (G,F ) ∈ Cfil(AnSp(C)sm/S) Then, if m : F1 → F2 with F1, F2 ∈ C(AnSp(C)sm/S) is an usu
local equivalence,
Hom(m,Eusu(G,F )) : Hom
•(F2, Eusu(G,F ))→ Hom
•(F1, Eusu(G,F ))
is a filtered quasi-isomorphism.
(ii) Let (G,F ) ∈ Cfil(AnSp(C)sm/S) be∞-filtered D1 local for the usual topology. Then, if m : F1 → F2
with F1, F2 ∈ C(AnSp(C)
sm/S) is an (D1, et) local equivalence,
Hom(m,Eusu(G,F )) : Hom
•(F2, Eusu(G,F ))→ Hom
•(F1, Eusu(G,F ))
is an ∞-filtered quasi-isomorphism.
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Proof. Similar to lemma 1.
Proposition 24. Let g : T → S a morphism with T, S ∈ AnSp(C).
(i) The adjonction (g∗, g∗) : C(AnSp(C)
sm/S) ⇆ C(AnSp(C)sm/T ) is a Quillen adjonction for the
(D1, et) projective model structure.
(i)’ Let h : U → S a smooth morphism with U, S ∈ AnSp(C). The adjonction (h♯, h∗) : C(AnSp(C)sm/U)⇆
C(AnSp(C)sm/S) is a Quillen adjonction for the (D1, et) projective model structure.
(i)” The functor g∗ : C(AnSp(C)sm/S)→ C(AnSp(C)sm/T ) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence usu local to equivalence usu local, sends (D1, et) local equivalence to (D1, et) local
equivalence.
(ii) The adjonction (g∗, g∗) : C(AnSp(C)/S)⇆ C(AnSp(C)/T ) is a Quillen adjonction for the (D
1, et)
projective model structure (see definition 5).
(ii)’ The adjonction (g♯, g
∗) : C(AnSp(C)/T )⇆ C(AnSp(C)/S) is a Quillen adjonction for the (D1, et)
projective model structure (see definition 5).
(ii)” The functor g∗ : C(AnSp(C)/S)→ C(AnSp(C)/T ) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence usu local to equivalence usu local, sends (D1, et) local equivalence to (D1, et) local
equivalence.
Proof. Similar to the proof of proposition 18.
Proposition 25. Let S ∈ AnSp(C).
(i) The adjonction (ρ∗S , ρS∗) : C(AnSp(C)
sm/S) ⇆ C(AnSp(C)/S) is a Quillen adjonction for the
(D1, et) projective model structure.
(ii) The functor ρS∗ : C(AnSp(C)/S)→ C(AnSp(C)
sm/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence usu local to equivalence usu local, sends (D1, usu) local equivalence to (D1, usu)
local equivalence.
Proof. Similar to the proof of proposition 19.
2.9 Presheaves on the big analytical site of pairs
We recall the definition given in subsection 5.1 : For S ∈ AnSp(C), AnSp(C)2/S := AnSp(C)2/(S, S) is
by definition (see subsection 2.1) the category whose set of objects is
(AnSp(C)2/S)0 := {((X,Z), h), h : X → S, Z ⊂ X closed } ⊂ AnSp(C)/S × Top
and whose set of morphisms between (X1, Z1)/S = ((X1, Z1), h1), (X1, Z1)/S = ((X2, Z2), h2) ∈ AnSp(C)2/S
is the subset
HomAnSp(C)2/S((X1, Z1)/S, (X2, Z2)/S) :={
(f : X2 → X2), s.t. h1 ◦ f = h2 and Z1 ⊂ f
−1(Z2)
}
⊂ HomAnSp(C)(X1, X2)
The category AnSp(C)2 admits fiber products : (X1, Z1) ×(S,Z) (X2, Z2) = (X1 ×S X2, Z1 ×Z Z2). In
particular, for f : T → S a morphism with S, T ∈ AnSp(C), we have the pullback functor
P (f) : AnSp(C)2/S → AnSp(C)2/T, P (f)((X,Z)/S) := (XT , ZT )/T, P (f)(g) := (g ×S f)
and we note again P (f) : AnSp(C)2/T → AnSp(C)2/S the corresponding morphism of sites.
We will consider in the construction of the filtered De Rham realization functor the full subcategory
AnSp(C)2,sm/S ⊂ AnSp(C)2/S such that the first factor is a smooth morphism : We will also consider,
in order to obtain a complex of D modules in the construction of the filtered De Rham realization
functor, the restriction to the full subcategory AnSp(C)2,pr/S ⊂ AnSp(C)2/S such that the first factor
is a projection :
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Definition 27. (i) Let S ∈ AnSp(C). We denote by
ρS : AnSp(C)
2,sm/S →֒ AnSp(C)2/S
the full subcategory consisting of the objects (U,Z)/S = ((U,Z), h) ∈ AnSp(C)2/S such that the
morphism h : U → S is smooth. That is, AnSp(C)2,sm/S is the category
– whose objects are (U,Z)/S = ((U,Z), h), with U ∈ AnSp(C), Z ⊂ U a closed subset, and
h : U → S a smooth morphism,
– whose morphisms g : (U,Z)/S = ((U,Z), h1) → (U ′, Z ′)/S = ((U ′, Z ′), h2) is a morphism
g : U → U ′ of complex algebraic varieties such that Z ⊂ g−1(Z ′) and h2 ◦ g = h1.
We denote again ρS : AnSp(C)
2/S → AnSp(C)2,sm/S the associated morphism of site. We have
rs(S) : AnSp(C)2
r(S):=r(S,S)
−−−−−−−−→ AnSp(C)2/S
ρS
−−→ AnSp(C)2,sm/S
the composite morphism of site.
(ii) Let S ∈ AnSp(C). We will consider the full subcategory
µS : AnSp(C)
2,pr/S →֒ AnSp(C)2/S
whose subset of object consist of those whose morphism is a projection to S :
(AnSp(C)2,pr/S)0 := {((Y × S,X), p), Y ∈ AnSp(C), p : Y × S → S the projection} ⊂ (AnSp(C)2/S)0.
(iii) We will consider the full subcategory
µS : (AnSp(C)
2,smpr/S) →֒ AnSp(C)2,sm/S
whose subset of object consist of those whose morphism is a smooth projection to S :
(AnSp(C)2,smpr/S)0 := {((Y × S,X), p), Y ∈ SmVar(C), p : Y × S → S the projection} ⊂ (AnSp(C)2/S)0
For f : T → S a morphism with T, S ∈ AnSp(C), we have by definition, the following commutative
diagram of sites
AnSp(C)2/T
µT //
P (f)

ρT
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
AnSp(C)2,pr/T
P (f)

ρT
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)2,sm/T
µT //
P (f)

AnSp(C)2,smpr/T
P (f)

AnSp(C)2/S
µS //
ρS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
AnSp(C)2,pr/S
ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)2,sm/S
µS // AnSp(C)2,smpr/S
. (35)
Recall we have (see subsection 2.1), for S ∈ Var(C), the graph functor
Gr12S : AnSp(C)/S → AnSp(C)
2,pr/S, X/S 7→ Gr12S (X/S) := (X × S,X)/S,
(g : X/S → X ′/S) 7→ Gr12S (g) := (g × IS : (X × S,X)→ (X
′ × S,X ′))
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For f : T → S a morphism with T, S ∈ AnSp(C), we have by definition, the following commutative
diagram of sites
AnSp(C)2,pr/T
Gr12T //
P (f)

ρT
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)/T
P (f)

ρT
((PP
PP
PP
PP
PP
PP
AnSp(C)2,smpr/T
Gr12T //
P (f)

AnSp(C)sm/T
P (f)

AnSp(C)2,pr/S
Gr12S //
ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)/S
ρS
((PP
PP
PP
PP
PP
PP
AnSp(C)2,sm/S
Gr12S // AnSp(C)sm/S
. (36)
where we recall that P (f)((X,Z)/S) := ((XT , ZT )/T ), since smooth morphisms are preserved by base
change.
As usual, we denote by
(f∗, f∗) := (P (f)
∗, P (f)∗) : C(AnSp(C)
2,sm/S)→ C(AnSp(C)2,sm/T )
the adjonction induced by P (f) : AnSp(C)2,sm/T → AnSp(C)2,sm/S. Since the colimits involved in the
definition of f∗ = P (f)∗ are filtered, f∗ also preserve monomorphism. Hence, we get an adjonction
(f∗, f∗) : Cfil(AnSp(C)
2,sm/S)⇆ Cfil(AnSp(C)
2,sm/T ), f∗(G,F ) := (f∗G, f∗F )
For S ∈ AnSp(C), we denote by ZS := Z((S, S)/(S, S)) ∈ PSh(AnSp(C)2,sm/S) the constant presheaf
By Yoneda lemma, we have for F ∈ C(AnSp(C)2,sm/S), Hom(ZS , F ) = F .
For h : U → S a smooth morphism with U, S ∈ AnSp(C), P (h) : AnSp(C)2,sm/S → AnSp(C)2,sm/U
admits a left adjoint
C(h) : AnSp(C)2,sm/U → AnSp(C)2,sm/S, C(h)((U ′, Z ′), h′) = ((U ′, Z ′), h ◦ h′).
Hence h∗ : C(AnSp(C)2,sm/S)→ C(AnSp(C)2,sm/U) admits a left adjoint
h♯ : C(AnSp(C)
2,sm/U)→ C(AnSp(C)2,sm/S), F 7→ (h♯F : ((U,Z), h0) 7→ lim
((U ′,Z′),h◦h′)→((U,Z),h0)
F ((U ′, Z ′)/U))
For F • ∈ C(AnSp(C)2,sm/S) and G• ∈ C(AnSp(C)2,sm/U), we have the adjonction maps
ad(h♯, h
∗)(G•) : G• → h∗h♯G
• , ad(h♯, h
∗)(F •) : h♯h
∗F • → F •.
For a smooth morphism h : U → S, with U, S ∈ AnSp(C), we have the adjonction isomorphism, for
F ∈ C(AnSp(C)2,sm/U) and G ∈ C(AnSp(C)2,sm/S),
I(h♯, h
∗)(F,G) : Hom•(h♯F,G)
∼
−→ h∗Hom
•(F, h∗G). (37)
For a commutative diagram in AnSp(C) :
D = V
g2 //
h2

U
h1

T
g1 // S
,
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where h1 and h2 are smooth, we denote by, for F
• ∈ C(AnSp(C)2,sm/U),
T♯(D)(F
•) : h2♯g
∗
2F
• → g∗1h1♯F
•
the canonical map given by adjonction. If D is cartesian with h1 = h, g1 = g f2 = h
′ : UT → T ,
g′ : UT → U ,
T♯(D)(F
•) =: T♯(g, h)(F ) : h
′
♯g
′∗F •
∼
−→ g∗h♯F
•
is an isomorphism.
We have the support section functors of a closed embedding i : Z →֒ S for presheaves on the big
analytical site of pairs.
Definition 28. Let i : Z →֒ S be a closed embedding with S,Z ∈ AnSp(C) and j : S\Z →֒ S be the open
complementary subset.
(i) We define the functor
ΓZ : C(AnSp(C)
2,sm/S)→ C(AnSp(C)2,sm/S), G• 7→ ΓZG
• := Cone(ad(j∗, j∗)(G
•) : G• → j∗j
∗G•)[−1],
so that there is then a canonical map γZ(G
•) : ΓZG
• → G•.
(ii) We have the dual functor of (i) :
Γ∨Z : C(AnSp(C)
2,sm/S)→ C(AnSp(C)2,sm/S), F 7→ Γ∨Z(F
•) := Cone(ad(j♯, j
∗)(G•) : j♯j
∗G• → G•),
together with the canonical map γ∨Z(G) : F → Γ
∨
Z(G).
(iii) For F,G ∈ C(AnSp(C)2,sm/S), we denote by
I(γ, hom)(F,G) := (I, I(j♯, j
∗)(F,G)−1) : ΓZHom(F,G)
∼
−→ Hom(Γ∨ZF,G)
the canonical isomorphism given by adjonction.
Note that we have similarly for i : Z →֒ S, i′ : Z ′ →֒ Z closed embeddings, g : T → S a morphism
with T, S, Z ∈ AnSp(C) and F ∈ C(AnSp(C)2,sm/S), the canonical maps in C(AnSp(C)2,sm/S)
• T (g, γ)(F ) : g∗ΓZF
∼
−→ ΓZ×ST g
∗F , T (g, γ∨)(F ) : Γ∨Z×ST g
∗F
∼
−→ g∗ΓZF
• T (Z ′/Z, γ)(F ) : ΓZ′F → ΓZF , T (Z ′/Z, γ∨)(F ) : Γ∨ZF → Γ
∨
Z′F
but we will not use them in this article.
We now define the usual topology on AnSp(C)2/S.
Definition 29. Let S ∈ AnSp(C).
(i) Denote by τ a topology on AnSp(C), e.g. the usual topology. The τ covers in AnSp(C)2/S of
(X,Z)/S are the families of morphisms
{(ci : (Ui, Z ×X Ui)/S → (X,Z)/S)i∈I , with (ci : Ui → X)i∈I τcover ofX in AnSp(C)}
(ii) Denote by τ the usual or the etale topology on AnSp(C). The τ covers in AnSp(C)2,sm/S of
(U,Z)/S are the families of morphisms
{(ci : (Ui, Z ×U Ui)/S → (U,Z)/S)i∈I , with (ci : Ui → U)i∈I τcover ofX in AnSp(C)}
(iii) Denote by τ the usual or the etale topology on AnSp(C). The τ covers in AnSp(C)2,(sm)pr/S of
(Y × S,Z)/S are the families of morphisms
{(ci × IS : (Ui × S,Z ×Y×S Ui × S)/S → (Y × S,Z)/S)i∈I , with (ci : Ui → Y )i∈I τcover ofY in AnSp(C)}
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Let S ∈ AnSp(C). Denote by τ the usual topology on AnSp(C). In particular, denoting aτ :
PSh(AnSp(C)2,(sm)/S)→ Shv(AnSp(C)2,(sm)/S) and aτ : PSh(AnSp(C)
2,(sm)pr/S)→ Shv(AnSp(C)2,(sm)pr/S)
the sheaftification functors,
• a morphism φ : F → G, with F,G ∈ C(AnSp(C)2(sm)/S), is a τ local equivalence if aτHnφ :
aτH
nF → aτHnG is an isomorphism, a morphism φ : F → G, with F,G ∈ C(AnSp(C)2,(sm)pr/S),
is a τ local equivalence if aτH
nφ : aτH
nF → aτH
nG is an isomorphism,
• a morphism φ : (G1, F )→ (G2, F ), with (G1, F ), (G2, F ) ∈ Cfil(AnSp(C)
2,(sm)/S), is an r-filtered
τ local equivalence if for all p, q ∈ Z, aτEp,qr φ : aτE
p,q
r (G1, F ) → aτE
p,q
r (G2, F ) is an isomor-
phism of sheaves on AnSp(C)2,(sm)/S, a morphism φ : (G1, F )→ (G2, F ), with (G1, F ), (G2, F ) ∈
Cfil(AnSp(C)
2,(sm)pr/S), is an r-filtered τ local equivalence if for all p, q ∈ Z aτEp,qr φ : aτE
p,q
r (G1, F )→
aτE
p,q
r (G2, F ) is an isomorphism of sheaves on AnSp(C)
2,(sm)pr/S,
• F • ∈ C(AnSp(C)2,(sm)/S) is τ fibrant if for all (U,Z)/S ∈ AnSp(C)2,sm/S and all τ covers (ci :
(Ui, Z ×U Ui)/S → (U,Z)/S)i∈I of (U,Z)/S,
F •(ci) : F
•((U,Z)/S)→ Tot(⊕cardI=•F
•((UI , Z ×U UI)/S))
is a quasi-isomorphism of complexes of abelian groups, F • ∈ C(AnSp(C)2,(sm)pr/S) is τ fibrant if
for all (Y × S,Z)/S ∈ AnSp(C)2,smpr/S and all τ covers (ci × IS : (Ui × S,Z ×Y×S Ui × S)/S →
(Y × S,Z)/S)i∈I of (Y × S,Z)/S,
F •(ci × IS) : F
•((Y × S,Z)/S)→ Tot(⊕cardI=•F
•((UI × S,ZI ×Y UI)/S))
is a quasi-isomorphism of complexes of abelian groups,
• (F •, F ) ∈ Cfil(AnSp(C)2,sm/S) is r-filtered τ fibrant if for all (U,Z)/S ∈ AnSp(C)2,(sm)/S and all
τ covers (ci : (Ui, Z ×U Ui)/S → (U,Z)/S)i∈I of (U,Z)/S,
Ep,qr (F
•, F )(ci) : E
p,q
r (F
•, F )((U,Z)/S)→ Ep,qr (Tot(⊕cardI=•(F
•, F )((UI , Z ×U UI)/S)))
is an isomorphism of abelian groups for all p, q ∈ Z, (F •, F ) ∈ Cfil(AnSp(C)
2,(sm)pr/S) is r-filtered
τ fibrant if for all (Y × S,Z)/S ∈ AnSp(C)2,(sm)pr/S and all τ covers (ci × IS : (Ui × S,Z ×Y×S
Ui × S)/S → (Y × S,Z)/S)i∈I of (Y × S,Z)/S,
Ep,qr (F
•, F )(ci×IS) : E
p,q
r (F
•, F )((Y ×S,Z)/S)→ Ep,qr (Tot(⊕cardI=•(F
•, F )((UI×S,Z×Y UI)/S)))
is an isomorphism of abelian groups for all p, q ∈ Z.
Will now define the D1 local property on AnSp(C)2/S.
Definition 30. Let S ∈ AnSp(C).
(i) A complex F ∈ C(AnSp(C)2,(sm)/S), is said to be D1 invariant if for all (X,Z)/S ∈ AnSp(C)2,(sm)/S
F (pX) : F ((X,Z)/S)→ F ((X × D
1, (Z × D1))/S)
is a quasi-isomorphism, where pX : (X × D
1, (Z × D1))→ (X,Z) is the projection.
(i)’ Similarly, a complex F ∈ C(AnSp(C)2,(sm)pr/S) is said to be D1 invariant if for all (Y ×S,Z)/S ∈
AnSp(C)2,(sm)pr/S
F (pY×S) : F ((Y × S,Z)/S)→ F ((Y × S × D
1, (Z × D1))/S)
is a quasi-isomorphism
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(ii) A complex F ∈ C(AnSp(C)2,(sm)/S) is said to be D1 local for the τ topology induced on AnSp(C)2/S,
if for an (hence every) τ local equivalence k : F → G with k injective and G ∈ C(AnSp(C)2,(sm)/S)
τ fibrant, e.g. k : F → Eτ (F ), G is D1 invariant.
(ii)’ Similarly, a complex F ∈ C(AnSp(C)2,(sm)pr/S) is said to be D1 local for the τ topology induced
on AnSp(C)2/S, if for an (hence every) τ local equivalence k : F → G with k injective and G ∈
C(AnSp(C)2,(sm)pr/S) τ fibrant, e.g. k : F → Eτ (F ), G is D1 invariant.
(iii) A morphism m : F → G with F,G ∈ C(AnSp(C)2,(sm)/S) is said to an (D1, usu) local equivalence
if for all H ∈ C(AnSp(C)2,(sm)/S) which is D1 local for the usual topology
Hom(L(m), Eusu(H)) : Hom(L(G), Eusu(H))→ Hom(L(F ), Eusu(H))
is a quasi-isomorphism.
(iii)’ Similarly, a morphism m : F → G with F,G ∈ C(AnSp(C)2,(sm)pr/S) is said to be an (D1, usu)
local equivalence if for all H ∈ C(AnSp(C)2,(sm)pr/S) which is D1 local for the usual topology
Hom(L(m), Eusu(H)) : Hom(L(G), Eusu(H))→ Hom(L(F ), Eusu(H))
is a quasi-isomorphism.
Equivalently,m : F → G with F,G ∈ C(AnSp(C)2,sm/S) is an (D1, usu) local equivalence if and only if
there exists (X1, Z1)/S, . . . , (Xr, Zr)/S ∈ AnSp(C)2,sm/S such that we have in Hoet(C(AnSp(C)2,sm/S))
Cone(m)
∼
−→ Cone(Cone(Z((X1 × D
1, Z1 × D
1)/S)→ Z((X1, Z1)/S))
→ · · · → Cone(Z((X1 × D
1, Z1 × D
1)/S)→ Z((X1, Z1)/S)))
Definition-Proposition 9. Let S ∈ AnSp(C).
(i) With the weak equivalence the (D1, et) equivalence and the fibration the epimorphism with D1 local
and etale fibrant kernels gives a model structure on C(AnSp(C)2,(sm)/S) : the left bousfield local-
ization of the projective model structure of C(AnSp(C)2,(sm)/S). We call it the projective (D1, et)
model structure.
(ii) With the weak equivalence the (D1, et) equivalence and the fibration the epimorphism with D1 local
and etale fibrant kernels gives a model structure on C(AnSp(C)2,(sm)pr/S) : the left bousfield local-
ization of the projective model structure of C(AnSp(C)2,(sm)pr/S). We call it the projective (D1, et)
model structure.
Proof. Similar to the proof of proposition 5.
In the filtered case, we consider :
Definition 31. Let S ∈ AnSp(C).
(i) Let r ∈ N. A filtered complex (G,F ) ∈ Cfil(AnSp(C)2,(sm)/S), is said to be r-filtered D1 invariant
if for all (X,Z)/S ∈ AnSp(C)2,(sm)/S
Ep,qr (G,F )(pX) : (G,F )((X,Z)/S)→ E
p,q
r (G,F )((X × D
1, (Z × D1))/S)
is an isomorphism of abelian groups for all p, q ∈ Z, where pX : (X ×D
1, (Z ×D1))→ (X,Z) is the
projection. Note that by definition this r does NOT depend on p and q.
(i)’ Let r ∈ N. A filtered complex (G,F ) ∈ Cfil(AnSp(C)2,(sm)pr/S), is said to be r-filtered D1 invariant
if for all (Y × S,Z)/S ∈ AnSp(C)2,(sm)pr/S
Ep,qr (G,F )(pY×S) : E
p,q
r (G,F )((Y × S,Z)/S)→ E
p,q
r (G,F )((Y × D
1 × S, (Z × D1))/S)
is an isomorphism of abelian group for all p, q ∈ Z. Note that by definition this r does NOT depend
on p and q.
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(ii) A filtered complex (G,F ) ∈ Cfil(AnSp(C)2,sm/S), is said to be ∞-filtered D1 invariant if for all
(X,Z)/S ∈ AnSp(C)2,(sm)/S there exist r ∈ N such that
Ep,qr (G,F )(pX) : E
p,q
r (G,F )((X,Z)/S)→ E
p,q
r (G,F )((X × D
1, (Z × D1))/S)
is an isomorphism of abelian groups for all p, q ∈ Z, where pX : (X × D1, (Z × D1)) → (X,Z)
is the projection (note that by definition this r does NOT depend on p and q but may depends on
(X,Z)/S). This implies that, for all (X,Z)/S ∈ AnSp(C)2,(sm)/S,
Hn(G,F )(pX) : H
n(G,F )((X,Z)/S)→ Hn(G,F )((X × D1, (Z × D1))/S)
is a filtered isomorphism of filtered abelian groups for all n ∈ Z.
(ii)’ Similarly, a filtered complex (G,F ) ∈ Cfil(AnSp(C)
2,(sm)pr/S), is said to be∞-filtered D1 invariant
if for all (Y × S,Z)/S ∈ AnSp(C)2,(sm)pr/S there exist r ∈ N such that
Ep,qr (G,F )(pY×S) : E
p,q
r (G,F )((Y × S,Z)/S)→ E
p,q
r (G,F )((Y × A
1 × S, (Z × A1))/S)
is an isomorphism of abelian group for all p, q ∈ Z (note that by definition this r does NOT depend on
p and q by may depend on (Y ×S,Z)/S). This implies that, for all (X,Z)/S ∈ AnSp(C)2,(sm)pr/S,
Hn(G,F )(pY×S) : H
n(G,F )((Y × S,Z)/S)→ Hn(G,F )((Y × S × D1, (Z × D1))/S)
is a filtered isomorphism of filtered abelian groups for all n ∈ Z.
(iii) A filtered complex (G,F ) ∈ Cfil(AnSp(C)
2,(sm)/S), is said to be ∞-filtered D1 local for the τ
topology induced on AnSp(C)2/S, if for an (hence every) ∞-filtered τ local equivalence k : (G,F )→
(H,F ) with k injective and (H,F ) ∈ Cfil(AnSp(C)2,(sm)/S), ∞-filtered τ fibrant, e.g. k : (G,F )→
Eτ (G,F ), (H,F ) is ∞-filtered D1 invariant.
(iii)’ Similarly, a filtered complex (G,F ) ∈ Cfil(AnSp(C)2,(sm)pr/S), is said to be ∞-filtered D1 local
for the τ topology induced on AnSp(C)2/S, if for an (hence every) ∞-filtered τ local equivalence
k : (G,F ) → (H,F ) with k injective and (H,F ) ∈ Cfil(AnSp(C)2,(sm)pr/S), ∞-filtered τ fibrant,
e.g. k : (G,F )→ Eτ (G,F ), (H,F ) is ∞-filtered D1 invariant.
Lemma 4. Let S ∈ Var(C).
(i) Let (G,F ) ∈ Cfil(AnSp(C)2,smpr/S) Then, if m : F1 → F2 with F1, F2 ∈ C(AnSp(C)2,smpr/S) is
an usu local equivalence,
Hom(m,Eusu(G,F )) : Hom
•(F2, Eusu(G,F ))→ Hom
•(F1, Eusu(G,F ))
is a filtered quasi-isomorphism.
(ii) Let (G,F ) ∈ Cfil(AnSp(C)2,smpr/S) be ∞-filtered D1 local for the etale topology. Then, if m :
F1 → F2 with F1, F2 ∈ C(AnSp(C)2,smpr/S) is an (D1, usu) local equivalence,
Hom(m,Eusu(G,F )) : Hom
•(F2, Eusu(G,F ))→ Hom
•(F1, Eusu(G,F ))
is an ∞-filtered quasi-isomorphism.
Proof. Similar to lemma 2 : follows from lemma 3.
We have, similarly to the case of single varieties the following :
Proposition 26. Let g : T → S a morphism with T, S ∈ AnSp(C).
(i) The adjonction (g∗, g∗) : C(AnSp(C)
2,(sm)/S) ⇆ C(AnSp(C)2,(sm)/T ) is a Quillen adjonction for
the (D1, usu) model structure.
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(i)’ The functor g∗ : C(AnSp(C)2,(sm)/S) → C(AnSp(C)2,(sm)/T ) sends quasi-isomorphism to quasi-
isomorphism and equivalence usu local to equivalence usu local, sends (D1, usu) local equivalence to
(D1, usu) local equivalence.
(ii) The adjonction (g∗, g∗) : C(AnSp(C)
2,(sm)pr/S) ⇆ C(AnSp(C)2,(sm)pr/T ) is a Quillen adjonction
for the (D1, usu) model structure.
(ii)’ The functor g∗ : C(AnSp(C)2,(sm)pr/S) → C(AnSp(C)2,(sm)pr/T ) sends quasi-isomorphism to
quasi-isomorphism and equivalence usu local to equivalence usu local, sends (D1, usu) local equiva-
lence to (D1, usu) local equivalence.
Proof. Similar to the proof of proposition 20.
Proposition 27. Let S ∈ Var(C).
(i) The adjonction (ρ∗S , ρS∗) : C(AnSp(C)
2,sm/S) ⇆ C(AnSp(C)2/S) is a Quillen adjonction for the
(A1, et) projective model structure.
(i)’ The functor ρS∗ : C(AnSp(C)
2/S)→ C(AnSp(C)2,sm/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence usu local to equivalence usu local, sends (D1, usu) local equivalence to (D1, usu)
local equivalence.
(ii) The adjonction (ρ∗S , ρS∗) : C(AnSp(C)
2,smpr/S) ⇆ C(AnSp(C)2,pr/S) is a Quillen adjonction for
the (A1, et) projective model structure.
(ii)’ The functor ρS∗ : C(AnSp(C)
2,pr/S) → C(AnSp(C)2,smpr/S) sends quasi-isomorphism to quasi-
isomorphism, sends equivalence usu local to equivalence usu local, sends (D1, usu) local equivalence
to (D1, usu) local equivalence.
Proof. Similar to the proof of proposition 19.
We also have
Proposition 28. Let S ∈ AnSp(C).
(i) The adjonction (Gr12∗S ,Gr
12
S∗) : C(AnSp(C)/S) ⇆ C(AnSp(C)
2,pr/S) is a Quillen adjonction for
the (D1, usu) projective model structure.
(ii) The adjonction (Gr12∗S Gr
12
S∗ : C(AnSp(C)
sm/S) ⇆ C(AnSp(C)2,smpr/S) is a Quillen adjonction
for the (D1, usu) projective model structure.
Proof. Immediate from definition.
We have the following canonical functor :
Definition 32. (i) For S ∈ AnSp(C), we have the functor
(−)Γ : C(AnSp(C)sm/S)→ C(AnSp(C)2,sm/S),
F 7−→ FΓ : (((U,Z)/S) = ((U,Z), h) 7→ FΓ((U,Z)/S) := (Γ∨Zh
∗LF )(U/U),
(g : ((U ′, Z ′), h′)→ ((U,Z), h)) 7→
(FΓ(g) : (Γ∨Zh
∗LF )(U/U)
i(Γ∨
Z
h∗LF )(U/U)
−−−−−−−−−−→ (g∗(Γ∨Zh
∗LF ))(U ′/U ′)
T (g,γ∨)(h∗LF )(U ′/U ′)
−−−−−−−−−−−−−−−→ (Γ∨Z×UU ′g
∗h∗LF )(U ′/U ′)
T (Z′/Z×UU
′,γ∨)(g∗h∗LF )(U ′/U ′)
−−−−−−−−−−−−−−−−−−−−−−−→ (Γ∨Z′g
∗h∗LF )(U ′/U ′)))
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where i(Γ∨Zh∗LF )(U/U) is the canonical arrow of the inductive limit. Similarly, we have, for S ∈
AnSp(C), the functor
(−)Γ : C(AnSp(C)/S)→ C(AnSp(C)2/S),
F 7−→ FΓ : (((X,Z)/S) = ((X,Z), h) 7→ FΓ((X,Z)/S) := (Γ∨Zh
∗F )(X/X),
(g : ((X ′, Z ′), h′)→ ((X,Z), h)) 7→ (FΓ(g) : (Γ∨Zh
∗LF )(X/X)→ (Γ∨Z′h
′∗LF )(X ′/X ′)))
Note that for S ∈ AnSp(C), I(S/S) : Z((S, S)/S)→ Z(S/S)Γ given by
I(S/S)((U,Z), h) : Z((S, S)/S)(((U,Z), h))
γ∨Z (Z(U/U))(U/U)−−−−−−−−−−−−→ Z(S/S)Γ((U,Z), h) := (Γ∨ZZ(U/U))(U/U)
is an isomorphism.
(ii) Let f : T → S a morphism with T, S ∈ AnSp(C). For F ∈ C(AnSp(C)sm/S), we have the canonical
morphism in C(AnSp(C)2,sm/T )
T (f,Γ)(F ) := T ∗(f,Γ)(F ) : f∗(FΓ)→ (f∗F )Γ,
T (f,Γ)(F )((U ′, Z ′)/T = ((U ′, Z ′), h′)) :
f∗(FΓ)((U ′, Z ′), h′) := lim
((U ′,Z′),h′)
l−→((UT ,ZT ),hT )
fU−−→((U,Z),h)
(Γ∨Zh
∗LF )(U/U)
FΓ(fU◦l)
−−−−−−→ (Γ∨Z′ l
∗f∗Uh
∗LF )(U ′/U ′) = (Γ∨Z′h
′∗f∗LF )(U ′/U ′)
(Γ∨
Z′
h
′∗T (f,L)(F ))(U ′/U ′)
−−−−−−−−−−−−−−−−−→ (Γ∨Z′h
′∗Lf∗F )(U ′/U ′) =: (f∗F )Γ((U ′, Z ′), h′)
where fU : UT : U ×S T → U and hT : UT := U ×S T → T are the base change maps, the equality
following from the fact that h ◦ fU ◦ l = f ◦ hT ◦ l = f ◦ h′. For F ∈ C(AnSp(C)/S), we have
similarly the canonical morphism in C(AnSp(C)2/T )
T (f,Γ)(F ) : f∗(FΓ)→ (f∗F )Γ.
(iii) Let h : U → S a smooth morphism with U, S ∈ AnSp(C). We have, for F ∈ C(AnSp(C)sm/U), the
canonical morphism in C(AnSp(C)2,sm/S)
T♯(h,Γ)(F ) : h♯(F
Γ)→ (h♯LF )
Γ,
T♯(h,Γ)(F )((U
′, Z ′), h′) : h♯(F
Γ)((U ′, Z ′), h′) := lim
((U ′,Z′),h′)
l−→((U,U),h)
(Γ∨Z′ l
∗LF )(U ′/U ′)
(Γ∨
Z′
l∗ ad(h♯,h
∗)(LF ))(U ′/U ′)
−−−−−−−−−−−−−−−−−−−→ (Γ∨Z′ l
∗h∗h♯LF )(U
′/U ′) =: (h♯LF )
Γ((U ′, Z ′)/h′)
(iv) Let i : Z0 →֒ S a closed embedding with Z0, S ∈ AnSp(C). We have the canonical morphism in
C(AnSp(C)2,sm/S)
T∗(i,Γ)(Z(Z0/Z0)) : i∗((Z(Z0/Z0))
Γ → (i∗Z(Z/Z))
Γ,
T∗(i,Γ)(Z(Z0/Z0))((U,Z), h) : i∗((Z(Z0/Z0))
Γ((U,Z), h) := (Γ∨Z×SZ0Z(Z0/Z0))(U ×S Z0)
T (i∗,γ
∨)(Z(Z0/Z0))(U×SZ0)
−−−−−−−−−−−−−−−−−−−→ (Γ∨Zi∗Z(Z0/Z0))(U ×S Z0) =: (i∗Z(Z/Z))
Γ((U,Z), h)
Definition 33. Let S ∈ AnSp(C). We have for F ∈ C(AnSp(C)sm/S) the canonical map in C(AnSp(C)sm/S)
Gr(F ) : Gr12S∗ µS∗F
Γ → F,
Gr(F )(U/S) : Γ∨Up
∗F (U × S/U × S)
ad(l∗,l∗)(p
∗F )(U×S/U×S)
−−−−−−−−−−−−−−−−−→ h∗F (U/U) = F (U/S)
where h : U → S is a smooth morphism with U ∈ AnSp(C) and h : U
l
−→ U × S
p
−→ S is the graph
factorization with l the graph embedding and p the projection.
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Proposition 29. Let S ∈ AnSp(C).
(i) Then,
– if m : F → G with F,G ∈ C(AnSp(C)sm/S) is a quasi-isomorphism, mΓ : FΓ → GΓ is a
quasi-isomorphism in C(AnSp(C)2,sm/S),
– if m : F → G with F,G ∈ C(AnSp(C)sm/S) is an usu local equivalence, mΓ : FΓ → GΓ is an
usu local equivalence in C(AnSp(C)2,sm/S),
– if m : F → G with F,G ∈ C(AnSp(C)sm/S) is an (D1, usu) local equivalence, mΓ : FΓ → GΓ
is an (D1, usu) local equivalence in C(AnSp(C)2,sm/S).
(ii) Then,
– if m : F → G with F,G ∈ C(AnSp(C)/S) is a quasi-isomorphism, mΓ : FΓ → GΓ is a
quasi-isomorphism in C(AnSp(C)2/S),
– if m : F → G with F,G ∈ C(AnSp(C)sm/S) is an usu local equivalence, mΓ : FΓ → GΓ is an
usu local equivalence in C(AnSp(C)2,sm/S),
– if m : F → G with F,G ∈ C(AnSp(C)sm/S) is an (D1, usu) local equivalence, mΓ : FΓ → GΓ
is an (D1, usu) local equivalence in C(AnSp(C)2/S).
Proof. Similar to the proof of proposition 23.
2.10 The analytical functor for presheaves on the big Zariski or etale site
and on the big Zariski or etale site of pairs
We have for f : T → S a morphism with T, S ∈ Var(C) the following commutative diagram of sites
Dia(S) := AnSp(C)/T an
AnT //
P (f)

ρT
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)/T
P (f)

ρT
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
AnSp(C)sm/T an
AnT //
P (f)

Var(C)sm/T
P (f)

AnSp(C)/San
AnS //
ρS
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)/S
ρS
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
AnSp(C)sm/San
AnS // Var(C)sm/S
(38)
and
Dia12(S) := AnSp(C)2/T an
AnT //
P (f)

ρT
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Var(C)2/T
P (f)

ρT
''PP
PP
PP
PP
PP
P
AnSp(C)2,sm/T an
AnT //
P (f)

Var(C)2,sm/T
P (f)

AnSp(C)2/San
AnS //
ρS
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)2/S
ρS
''PP
PP
PP
PP
PP
P
AnSp(C)2,sm/San
AnS // Var(C)2,sm/S
(39)
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For S ∈ Var(C) we have the following commutative diagrams of sites
AnSp(C)2/S
µS //
AnS

ρS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
AnSp(C)2,pr/S
AnS

ρS
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)2,sm/S
µS //
AnS

AnSp(C)2,smpr/S
AnS

Var(C)2/S
µS //
ρS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Var(C)2,smpr/S
ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Var(C)2/S
µS // Var(C)2,smpr/S
and
AnSp(C)2,pr/S
Gr12S //
AnS

ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)/S
AnS

ρS
''PP
PP
PP
PP
PP
PP
AnSp(C)2,smpr/S
Gr12S //
AnS

AnSp(C)sm/S
AnS

Var(C)2,pr/S
Gr12S //
ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)/S
ρS
''PP
PP
PP
PP
PP
PP
Var(C)2,sm/S
Gr12S // Var(C)sm/S
. (40)
For f : T → S a morphism in Var(C) the diagramm Dia(S) and Dia(T ) commutes with the pullback
functors : we have e(S) ◦ P (f) = P (f) ◦ e(T ).
For S ∈ Var(C), the analytical functor is
(−)an : COS (S)→ COSan , G 7→ G
an := an∗modS G := an
∗
S G⊗an∗S OS OSan
Let S ∈ Var(C).
• As an∗S : PSh(S)→ PSh(S
an) preserve monomorphisms (the colimits involved being filtered colim-
its), we define, for (G,F ) ∈ C(2)fil(S), an
∗
S(G,F ) := (an
∗
S G, an
∗
S F ) ∈ C(2)fil(S
an).
• As (−)an := an∗modS : PShOS (S) → PSh(S
an) preserve monomorphisms (an∗S preserve monomor-
phism and (−)⊗OS OSan preserve monomorphism since OSan is a flat OS module), we define, for
(G,F ) ∈ C(2)fil(S), (G,F )
an := (Gan, an∗S F ⊗OS OSan) ∈ C(2)fil(S
an).
Let f : T → S a morphism with T, S ∈ Var(C). Then,
• the commutative diagrams of sitesD(An, f) := (AnS , f,AnT , f = f
an) gives, forG ∈ C(Var(C)sm/T ),
the canonical map in C(AnSp(C)am/T )
T (An, f)(G) : An∗S f∗G
ad(An∗T ,AnT∗)(G)−−−−−−−−−−−−→ An∗S f∗AnT∗An
∗
T G = An
∗
S AnS∗ f∗An
∗
T G
ad(An∗S AnS∗)(f∗ An
∗
T G)−−−−−−−−−−−−−−−−→ f∗An
∗
T G.
• the commutative diagrams of sites D(an, f) := (anS , f anT , f) gives, for G ∈ C(T ), the canonical
map in C(T an)
T (an, f)(G) : an∗S f∗G
ad(an∗T ,anT∗)(G)−−−−−−−−−−−→ an∗S f∗ anT∗ an
∗
T G = an
∗
S anS∗ f∗ an
∗
T G
ad(an∗S ,anS∗)(f∗ an
∗
T G)−−−−−−−−−−−−−−−→ f∗ an
∗
T G
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and for G ∈ COT (T ), the canonical map in COTan (T
an)
Tmod(an, f)(G) : (f∗G)
an := an∗modS f∗G
ad(an∗modT ,anT∗)(G)−−−−−−−−−−−−−→
an∗modS f∗ anT∗ an
∗mod
T G = an
∗mod
S anS∗ f∗ an
∗mod
T G
an∗modS ,anS∗)(f∗ an
∗
T G)−−−−−−−−−−−−−−−→ f∗ an
∗mod
T G =: f∗G
an
Definition-Proposition 10. Consider a closed embedding i : Z →֒ S with S,Z ∈ Var(C). Then, for
G• ∈ C(Var(C)sm/S), there exist a map in C(AnSp(C)sm/S)
T (An, γ)(G) : An∗S ΓZG→ ΓZ An
∗
S G
unique up to homotopy, such that γZ(An
∗
S G) ◦ T (An, γ)(G) = An
∗
S γZG.
Proof. Denote by j : S\Z →֒ S the open complementary embedding. The map is given by (I, T (An, j)(j∗G)) :
Cone(An∗S G→ An
∗
S j∗j
∗G)→ (An∗S G→ j∗j
∗An∗S G).
Definition 34. Let f : X → S a morphism with X,S ∈ Var(C). Assume that there exist a factorization
f : X
i
−→ Y × S
p
−→ S, with Y ∈ SmVar(C), i : X →֒ Y is a closed embedding and p the projection. We
then have the canonical isomorphism in C(AnSp(C)sm/San)
T (f, g,Q) := T♯(An, p)(−)
−1 ◦ T♯(An, j)(−)
−1 :
An∗S Q(X/S) := An
∗
Sp♯Γ
∨
XZY×S [dY ]
=
−→ p♯Γ
∨
XanZY×S [dY ] =: Q(X
an/San)
with j : Y × S\X →֒ Y × S the closed embedding.
Definition-Proposition 11. Consider a closed embedding i : Z →֒ S with S ∈ Var(C). Then, for
G ∈ COS (S), there is a canonical map in COSan (S
an)
Tmod(an, γ)(G) : (ΓZG)
an → ΓZanG
an
unique up to homotopy, such that γZan(G
an) ◦ Tmod(an, γ)(G) = g∗γZG.
Proof. It is a particular case of definition-proposition 2(i).
We recall the first GAGA theorem for coherent sheaf on the projective spaces :
Theorem 11. For X ∈ Var(C) and F ∈ COX (X) denote by
a(F ) : ad(an∗modX , an(X)∗)(E(F )) : E(F )→ anX∗(E(F ))
an = anX∗E(F
an),
the canonical morphism.
(i) Let X ∈ PVar(C) a proper complex algebraic variety. For F ∈ CohOX (X) a coherent sheaf, the
morphism
HnΓ(X, a(F )) : Hn(X,F ) = HnΓ(X,E(F ))→ Hn(X,F an) = HnΓ(X,E(F an))
is an isomorphism for all n ∈ Z.
(ii) Let f : X → S a proper morphism with X,S ∈ Var(C). For F ∈ CohOX (X) a coherent sheaf, the
morphism
Hnf∗a(F ) : R
nf∗F = H
nf∗(E(F ))→ R
nf∗F
an = Hnf∗E(F
an)
is an isomorphism for all n ∈ Z.
Proof. See [28]. (i) reduces to the case where X is projective and (ii) to the case where f is projective.
Hence, the theorem reduce to the case of a coherent sheaf F ∈ CohO
PN
(PN ) on PN .
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2.11 The De Rahm complexes of algebraic varieties and analytical spaces
For X ∈ Var(C), we denote by ιX : CX → Ω•X =: DR(X) the canonical inclusion map. More generaly,
for f : X → S a morphism with X,S ∈ Var(C), we denote by ιX/S : f
∗OS → Ω•X/S =: DR(X/S) the
canonical inclusion map.
For X ∈ AnSp(C), we denote by ιX : CX → Ω•X =: DR(X) the canonical inclusion map. More
generaly, for f : X → S a morphism with X,S ∈ AnSp(C), we denote by ιX/S : f
∗OS → Ω•X/S =:
DR(X/S) the canonical inclusion map.
Let f : X → S a morphism with X,S ∈ Var(C). Then, the commutative diagram of site (an, f) :=
(f,AnS , f = f
an, an(X)) gives the transformation map in COSan (S
an) (definition 1)
TOω (an, f) : (f∗E(Ω
•
X/S , Fb))
an := an∗modS f∗E(Ω
•
X/S , Fb)
T (an(X),E)(−)◦T (an,f)(E(Ω•X/S))
−−−−−−−−−−−−−−−−−−−−−−−→
(f∗E(an(X)
∗(Ω•X/S , Fb))) ⊗an∗S OS OSan
m⊗E(Ω(Xan/X)/(San/S))
−−−−−−−−−−−−−−−−→ f∗E(Ω
•
Xan/San , Fb)
We will give is this paper a relative version for all smooth morphisms of the following theorem of
Grothendieck
Theorem 12. Let U ∈ SmVar(C). Denote by aU : U → {pt} the terminal map. Then the map
TOω (aU , an) : Γ(U,E(Ω
•
U ))→ Γ(U
an, E(Ω•U ))
is a quasi-isomorphism of complexes.
Proof. Take a compactification (X,D) of U , with X ∈ PSmVar(C) and D = X\U a normal crossing
divisor. The proof then use proposition 13, the first GAGA theorem (theorem 11 (i)) for the coherent
sheaves ΩpU (nD) on X , and the fact (which is specific of the De Rahm complex) that Ω
•
Uan(∗D
an) →
j∗E(ΩUan) is a quasi-isomorphism.
We recall Poincare lemma for smooth morphisms of complex analytic spaces and in particular complex
analytic manifold :
Proposition 30. (i) For h : U → S a smooth morphism with U, S ∈ AnSp(C), the inclusion map
ιX/S : h
∗OS → Ω•U/S =: DR(U/S) is a quasi-isomorphism.
(ii) For X ∈ AnSm(C), the inclusion map ιX : CX → Ω•X is a quasi-isomorphism.
Proof. Standard. (ii) is a particular case of (i) (the absolute case S = {pt}).
Remark 4. We do NOT have poincare lemma in general if h : U → S is not a smooth morphism. Already
in the absolute case, we can find X ∈ Var(C) singular such that the inclusion map ιX : CXan → Ω•Xan is
not a quasi-isomorphism. Indeed, we can find exemple of X ∈ PVar(C) projective singular where
Hp(cX) : H
p(Xan,CXan)
∼
−→ HpC•sing(X
an)
Xan being locally contractible since Xan ∈ CW, have not the same dimension then the De Rham coho-
mology
Hp(TOω (an, aX)) : H
p(X,E(Ω•X))
∼
−→ Hp(Xan, E(Ω•Xan))
X being projective, that is are not isomorphic as vector spaces. Hence, in particular, the canonical map
HpιX : H
p(Xan,CXan)→ H
p(Xan, E(Ω•Xan))
is not an isomorphism.
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Consider a commutative diagram
D0 = f : X
i // Y
p // S
f ′ : X ′
i′ //
g′
OO
Y ′
g′′
OO
p′ // T
g
OO
withX,X ′, Y, Y ′, S, T ∈ Var(C) orX,X ′, Y, Y ′, S, T ∈ AnSp(C), i, i′ being closed embeddings. Denote by
D the right square of D0. The closed embedding i
′ : X ′ →֒ Y ′ factors through i′ : X ′
i′1−→ X ×Y Y ′
i′0−→ Y ′
where i′1, i
′
0 are closed embeddings. Then, definition-proposition 3 say that
• there is a canonical map,
E(Ω((Y ′/Y ))/(T/S)) ◦ T (g
′′, E)(−) ◦ T (g′′, γ)(−) : g
′′∗ΓXE(Ω
•
Y/S , Fb)→ ΓX×Y Y ′E(Ω
•
Y ′/T , Fb)
unique up to homotopy such that the following diagram in Cg′′∗p∗OSfil(Y
′) = Cp′∗g∗OSfil(Y
′)
commutes
g
′′∗ΓXE(Ω
•
Y/S , Fb)
E(Ω((Y ′/Y ))/(T/S))◦T (g
′′,E)(−)◦T (g′′,γ)(−)
//
γX(−)

ΓX×Y Y ′E(Ω
•
Y ′/T , Fb)
γX×Y Y ′ (−)

g
′′∗E(Ω•Y/S , Fb)
E(Ω((Y ′/Y )/(T/S))◦T (g
′′,E)(−)
// E(Ω•Y ′/T , Fb)
,
• there is a canonical map,
TOω (D)
γ : g∗modLOp∗ΓXE(Ω
•
Y/S , Fb)→ p
′
∗ΓX×Y Y ′E(Ω
•
Y ′/T , Fb)
unique up to homotopy such that the following diagram in COT fil(T ) commutes
g∗modLOp∗ΓXE(Ω
•
Y/S)
TOω (D)
γ
//
γX (−)

p′∗ΓX×Y Y ′E(Ω
•
Y ′/T )
γX×Y Y ′
(−)

g∗modLOp∗E(Ω
•
Y/S)
TOω (D) // p′∗E(Ω
•
Y ′/T )
.
(iii) there is a map in Cf ′∗OT fil(Y
′)
T (X ′/X ×Y Y
′, γ)(E(Ω•Y ′/T , Fb)) : ΓX′E(Ω
•
Y ′/T , Fb)→ ΓX×Y Y ′E(Ω
•
Y ′/T , Fb)
unique up to homotopy such that γX×Y Y ′(−) ◦ T
(X ′/X ×Y Y ′, γ)(−) = γX′(−).
Let h : Y → S a morphism and i : X →֒ Y a closed embedding with S, Y,X ∈ Var(C). Then,
definition-proposition 3 say that
• there is a canonical map
E(Ω(Y an/Y )/(San/S)) ◦ T (an, γ)(−) : an(Y )
∗ΓXE(Ω
•
Y/S , Fb)→ ΓXanE(Ω
•
Y/S , Fb)
unique up to homotopy such that the following diagram in Ch∗OSfil(Y
an) commutes
an(Y )∗ΓXE(Ω
•
Y/S , Fb)
E(Ω(Y an/Y )/(San/S))◦T (an,γ)(−) //
γX (−)

ΓXanE(Ω
•
Y/S , Fb)
γXan (−)

an(Y )∗E(Ω•Y/S , Fb)
E(Ω(Y an/Y )/(San/S)) // E(Ω•Y/S , Fb)
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• there is a canonical map
TOω (an, h)
γ : (h∗ΓXE(Ω
•
Y/S , Fb))
an → h∗ΓXanE(Ω
•
Y/S , Fb)
unique up to homotopy such that the following diagram in C(Y )commutes
(h∗ΓXE(Ω
•
Y/S , Fb))
an
TOω (an,h)
γ
//
γX (−)

h∗ΓXanE(Ω
•
Y/S , Fb)
γXan (−)

(h∗E(Ω
•
Y/S , Fb))
an
TOω (an,h) // h∗E(Ω•Y/S , Fb)
2.12 Resolution of a representable presheaf on Var(C)/S by Corti-Hanamura
presheaves and the functorialities of these resolutions
Definition 35. Let X0 ∈ Var(C) and Z ⊂ X0 a closed subset. A desingularization of (X0, Z) is a pair of
complex varieties (X,D) ∈ Var2(C)), together with a morphism of pair of varieties ǫ : (X,D)→ (X0, Z)
such that
• X ∈ SmVar(C) and D := ǫ−1(Z) ⊂ X is a normal crossing divisor
• ǫ : X → X0 is a proper modification with discriminant Z, that is ǫ : X → X0 is proper and
ǫ : X\D
∼
−→ X/\Z is an isomorphism.
We have the following well known resolution of singularities of complex algebraic varieties and their
functorialities :
Theorem 13. (i) Let X0 ∈ Var(C) and Z ⊂ X0 a closed subset. There exists a desingularization of
(X0, Z), that is a pair of complex varieties (X,D) ∈ Var
2(C)), together with a morphism of pair of
varieties ǫ : (X,D)→ (X0, Z) such that
– X ∈ SmVar(C) and D := ǫ−1(Z) ⊂ X is a normal crossing divisor
– ǫ : X → X0 is a proper modification with discriminant Z, that is ǫ : X → X0 is proper and
ǫ : X\D
∼
−→ X/\Z is an isomorphism.
(ii) Let X0 ∈ PVar(C) and Z ⊂ X0 a closed subset. There exists a desingularization of (X0, Z), that
is a pair of complex varieties (X,D) ∈ PVar2(C)), together with a morphism of pair of varieties
ǫ : (X,D)→ (X0, Z) such that
– X ∈ PSmVar(C) and D := ǫ−1(Z) ⊂ X is a normal crossing divisor
– ǫ : X → X0 is a proper modification with discriminant Z, that is ǫ : X → X0 is proper and
ǫ : X\D
∼
−→ X/\Z is an isomorphism.
Proof. (i):Standard. See [24] for example.
(ii):Follows immediately from (i).
We use this theorem to construct a resolution of a morphism by Corti-Hanamura morphisms, we will
need these resolution in the definition of the filtered De Rham realization functor :
Definition-Proposition 12. (i) Let h : V → S a morphism, with V, S ∈ Var(C). Let S¯ ∈ PVar(C)
be a compactification of S.
– There exist a compactification X0 ∈ PVar(C) of V such that h : V → S extend to a morphism
f0 = h¯0 : X0 → S¯. Denote by Z = X0\V . We denote by j : V →֒ X0 the open embedding and
by i0 : Z →֒ X0 the complementary closed embedding.
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– Take, using theorem 13(ii), a desingularization ǫ : (X,D) → (X0, Z) of the pair (X0, Z),
with X ∈ PSmVar(C) and D = ∪si=1Di ⊂ X a normal crossing divisor. We denote by
i• : D• →֒ X = Xc(•) the morphism of simplicial varieties given by the closed embeddings
iI : DI = ∩i∈IDi →֒ X. Then the morphisms f := h¯0 ◦ ǫ : X → S¯ and fD• := f ◦ i• : D• → S¯
are projective since X and DI are projective varieties.
(ii) Let g : V ′/S → V/S a morphism, with V ′/S = (V ′, h′), V/S = (V, h) ∈ Var(C)/S
– Take (see (i)) a compactification X0 ∈ PVar(C) of V such that h : V → S extend to a morphism
f0 = h¯0 : X0 → S¯. Denote by Z = X0\V . Then, there exist a compactification X ′0 ∈ PVar(C)
of V ′ such that h′ : V ′ → S extend to a morphism f ′0 = h¯
′
0 : X
′
0 → S¯, g : V
′ → V extend to a
morphism g¯0 : X
′
0 → X0 and f ◦ g¯0 = f
′ that is g¯0 is gives a morphism g¯0 : X
′
0/S¯ → X0/S¯.
Denote by Z ′ = X ′0\V
′. We then have the following commutative diagram
V
j // X0 Z
ioo
V ′
j′ //
g
OO
X ′0
g¯0
OO
Z ′
i′oo g¯0−1(Z) : i′g,0
i′′g,0oo
g¯′
OO
– Take using theorem 13 a desingularization ǫ : (X,D) → (X0, Z) of (X0, Z). Then there exist
a desingularization ǫ′• : (X
′, D′)→ (X ′0, Z
′) of (X ′0, Z
′) and a morphism g¯ : X ′ → X such that
the following diagram commutes
X ′0
g¯0 // X0
X ′
ǫ′
OO
g¯ // X
ǫ
OO .
We then have the following commutative diagram in Fun(∆,Var(C))
V = Vc(•)
j // X = Xc(•) Dsg(•)
i•oo
V ′ = V ′c(•)
j′ //
g
OO
X ′ = X ′c(•)
g¯
OO
D′•
i′•oo g¯−1(Dsg(•)) : i
′
g•
i′′g•oo
g¯′•
OO
where i• : D• →֒ X• the morphism of simplicial varieties given by the closed embeddings
in : Dn →֒ Xn, and i′• : D
′
• →֒ X
′
• the morphism of simplicial varieties given by the closed
embeddings i′n : D
′
n →֒ X
′
n.
Proof. (i): Let X00 ∈ PVar(C) be a compactification of V . Let l0 : X0 = Γ¯h →֒ X00 × S¯ be the closure
of the graph of h and f¯0 := pS¯ ◦ l0 : X0 →֒ X00 × S¯ → S¯, ǫX0 := pX00 ◦ l0 : X0 →֒ X00 × S¯ → X00 be
the restriction to X0 of the projections. Then, X ∈ PVar(C), ǫX0 : X0 → X00 is a proper modification
which does not affect the open subset V ⊂ X0, and f0 = h¯0 : X0 → S¯ is a compactification of h.
(ii): There is two things to prove:
• Let f0 : X0 → S a compactification of h : V → S and f ′00 : X
′
00 → S a compactification of
h′ : V ′ → S (see (i)). Let l0 : X ′0 →֒ Γ¯g ⊂ X
′
00 ×S X0 be the closure of the graph of g, f
′
0 :=
(f ′00, f0) ◦ l0 : X
′
0 →֒ X
′
00 ×S X0 → S and g¯0 := pX0 ◦ l0 : X
′
0 →֒ X
′
00 ×S X0 → X0, ǫX′00 := pX′0 ◦ i :
X ′0 →֒ X
′
00 ×S X0 → X
′
00 be the restriction to X of the projections. Then ǫX′00 : X
′
0 → X
′
00 is
a proper modification which does not affect the open subset V ′ ⊂ X ′0, f
′
0 : X
′
0 → S is an other
compactification of h′ : V ′ → S and g¯0 : X ′0 → X0 is a compactification of g.
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• Take, using theorem 13, a desingularization ǫ : (X,D) → (X0, Z) of the pair (X0, Z). Take
then, using theorem 13, a desingularization ǫ′1 : (X
′, D′) → (X ×X0 X
′
0, X ×X0 Z
′) of the pair
(X×X0 X
′
0, X×X0 Z
′). We consider then following commutative diagram whose square is cartesian
:
X ′0
g¯0 // X0
X ×X0 X
′
0
ǫ′0
OO
g¯′0 // X
ǫ
OO
X ′
ǫ′
CC
✞
✞
✞
✞
✞
✞
✞
✞
✞
✞
✞
✞
✞
✞
✞
✞
g¯
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
ǫ′1
::ttttttttt
and ǫ′ := ǫ′0 ◦ ǫ
′
1 : (X
′, D′)→ (X ′0, Z
′) is a desingularization of the pair (X ×X0 X
′
0, X ×X0 Z
′).
Let S ∈ Var(C). Recall we have the dual functor
DS : C(Var(C)/S)→ C(Var(C)/S), F 7→ DS(F ) := Hom(F,Eet(ZS))
which induces the functor
LDS : C(Var(C)/S)→ C(Var(C)/S), F 7→ LDS(F ) := DS(LF ) := Hom(LF,Eet(ZS)).
We will use the following resolutions of representable presheaves by Corti-Hanamura presheaves and
their the functorialities.
Definition 36. (i) Let h : U → S a morphism, with U, S ∈ Var(C). Take, see definition-proposition
12, f0 = h¯0 : X0 → S a compactification of h : U → S and denote by Z = X0\U . Take, using
theorem 13(ii), a desingularization ǫ : (X,D)→ (X0, Z) of the pair (X0, Z), with X ∈ PSmVar(C)
and D = ∪si=1Di ⊂ X a normal crossing divisor. We denote by i• : D• →֒ X = Xc(•) the
morphism of simplicial varieties given by the closed embeddings iI : DI = ∩i∈IDi →֒ X We denote
by j : U →֒ X the open embedding. We then consider the following map in C(Var(C)/S)
r(X,D)/S(Z(U/S)) : R(X,D)/S(Z(U/S))
:=
−→ Cone(ad(i∗•♯, i
∗
•)(Z(X/X)) : f∗Eet(i•♯Z(D•/D•), uIJ)→ f∗Eet(Z(X/X)))
(0,ad(j∗,j∗)(Eet(Z(X/X))))
−−−−−−−−−−−−−−−−−−→ h∗Eet(Z(U/U))) = DSZ(U/S)
Note that r(X,D)/S is NOT an equivalence (A
1, et) local by proposition 19 since ρS∗i•♯Z(D•/D•) = 0,
whereas ρS∗ ad(j
∗, j∗)(Eet(Z(X/X)) is not an equivalence (A
1, et) local.
(ii) Let g : U ′/S → U/S a morphism, with U ′/S = (U ′, h′), U/S = (U, h) ∈ Var(C)/S Take, see
definition-proposition 12(ii),a compactification f0 = h¯ : X0 → S of h : U → S and a compact-
ification f ′0 = h¯
′ : X ′0 → S of h
′ : U ′ → S such that g : U ′/S → U/S extend to a morphism
g¯0 : X
′
0/S → X0/S. Denote Z = X0\U and Z
′ = X ′0\U
′. Take, see definition-proposition 12(ii), a
desingularization ǫ : (X,D) → (X0, Z) of (X0, Z), a desingularization ǫ′• : (X
′, D′) → (X ′0, Z
′) of
(X ′0, Z
′) and a morphism g¯ : X ′ → X such that the following diagram commutes
X ′0
g¯0 // X0
X ′
ǫ′
OO
g¯ // X
ǫ
OO .
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We then have, see definition-proposition 12(ii), the following commutative diagram in Fun(∆,Var(C))
U = Uc(•)
j // X = Xc(•) Dsg(•)
i•oo
U ′ = U ′c(•)
j′ //
g
OO
X ′ = X ′c(•)
g¯
OO
D′•
i′•oo g¯−1(Dsg(•)) : i
′
g•
i′′g•oo
g¯′•
OO
(41)
We then consider the following map in C(Var(C)/S)
RCHS (g) : R(X,D)/S(Z(U/S))
:=
−→ Cone(ad(i•♯, i
∗
•)(Z(X/X)) : f∗Eet(i•♯(Z(D•/D•), uIJ))→ f∗Eet(Z(X/X)))
ad(g¯∗,g¯∗)(−),ad(g¯
∗,g¯∗)(−))
−−−−−−−−−−−−−−−−−→
Cone(g¯∗ ad(i•♯, i
∗
•)(Z(X/X)) : f
′
∗Eet(g¯
∗(i•♯Z(D•/D•), uIJ))→ f
′
∗Eet(Z(X
′/X ′))
(T♯(g¯,i•)(−)
−1,I)
−−−−−−−−−−−→
Cone(ad(i′g•♯, i
′∗
g•∗)(Z(X
′/X ′)) : f ′∗Eet(i
′
g•♯(Z(g¯
−1(D•)/g¯
−1(D•)), uIJ))→ f
′
∗Eet(Z(X
′/X ′))
(ad(i′′g•♯,i
′′
g•)(Z(D
′
•/D
′
•)),I)
−−−−−−−−−−−−−−−−−→
Cone(ad(i′•♯, i
′∗
• )(Z(X
′/X ′)) : f ′∗Eet(i
′
•♯(Z(D
′
•/D
′
•), uIJ))→ f
′
∗Eet(Z(X
′/X ′)))
=:
−→ R(X′,D′)/S(Z(U
′/S))
Then by the diagram (41) and adjonction, the following diagram in C(Var(C)/S) obviously com-
mutes
R(X,D)/S(Z(U/S))
r(X,D)/S(Z(U/S)) //
RCHS (g)

DSZ(U/S) = h∗Eet(Z(U/U))
T (g,E)◦ad(g∗,g∗)(Eet(Z(U/U)))

R(X′,D′)/S(Z(U
′/S))
r(X′,D′)/S(Z(U
′/S))
// DSZ(U ′/S) = h′∗Eet(Z(U
′/U ′))
(iii) Let F ∈ C(Var(C)sm/S). We get from (i) and (ii) morphisms in C(Var(C)/S)
rCHS (LF ) : R(X∗,D∗)/S(ρ
∗
SLF )→ DSρ
∗
SLF
• Let g : T → S a morphism with T, S ∈ Var(C). Let h : U → S a morphism with U ∈ Var(C).
Consider the cartesian square
UT
h′ //
g′

T
g

U
h // S
Take, see definition-proposition 12(ii),a compactification f0 = h¯ : X0 → S of h : U → S and a
compactification f ′0 =
¯g ◦ h′ : X ′0 → S of g ◦ h
′ : U ′ → S such that g′ : UT /S → U/S extend
to a morphism g¯′0 : X
′
0/S → X0/S. Denote Z = X0\U and Z
′ = X ′0\UT . Take, see definition-
proposition 12(ii), a desingularization ǫ : (X,D) → (X0, Z) of (X0, Z), a desingularization ǫ′• :
(X ′, D′) → (X ′0, Z
′) of (X ′0, Z
′) and a morphism g¯′ : X ′ → X such that the following diagram
commutes
X ′0
g¯′0 // X0
X ′
ǫ′
OO
g¯′ // X
ǫ
OO .
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We then have, see definition-proposition 12(ii), the following commutative diagram in Fun(∆,Var(C))
U = Uc(•)
j // X = Xc(•) Dsg′ (•)
i•oo
UT = UT,c(•)
j′ //
g′
OO
X ′ = X ′c(•)
g¯′
OO
D′•
i′•oo g¯
′−1(Dsg′ (•)) : i
′
g•
i′′
g′•oo
(g¯′)′•
OO
We then consider the following map in C(Var(C)/T ), see definition 36(ii)
T (g,RCH)(Z(U/S)) : g∗R(X,D)/S(Z(U/S))
g∗RCHS (g
′)
−−−−−−−→ g∗R(X′,D′)/S(Z(UT /S)) = g
∗g∗R(X′,D′)/T (Z(UT /T ))
ad(g∗,g∗)(R(X′,D′)/T (Z(UT /T )))
−−−−−−−−−−−−−−−−−−−−−→ R(X′,D′)/T (Z(UT /T ))
It gives for F ∈ C(Var(C)sm/S) the map in C(Var(C)/T )
T (g,RCH)(LF ) : g∗R(X∗,D∗)/S(ρ
∗
SLF )→ R(X′∗,D′∗)/T (ρ
∗
T g
∗LF )
• Let S1, S2 ∈ Var(C) and p : S1 × S2 → S1 the projection. Let h : U → S1 a morphism with
U ∈ Var(C).Consider the cartesian square
U × S2
h×I //
p′

S1 × S2
p

U
h // S1
Take, see definition-proposition 12(i),a compactification f = h¯ : X0 → S1 of h : U → S1. Then
f×I : X0×S2 → S1×S2 is a compactification of h×I : U×S2 → S1×S2 and p′ : U×S2 → U extend
to p¯′0 := pX0 : X0 × S2 → X0. Denote Z = X0\U . Take see theorem 13(i), a desingularization
ǫ : (X,D) → (X0, Z) of the pair (X0, Z). We then have the following commutative diagram in
Fun(∆,Var(C)) whose squares are cartesian
U = Uc(•)
j // X D•
i•oo
U × S2 = (U × S2)c(•)
j×I //
g
OO
X × S2
p¯′:=pX
OO
D• × S2
i′•oo
p¯′′•
OO (42)
Then the map in C(Var(C)/S1 × S2)
T (p,RCH)(Z(U/S1)) : p
∗R(X,D)/S1(Z(U/S1))
∼
−→ R(X×S2,D•×S2)/S1×S2(Z(U × S2/S1 × S2))
is an isomorphism. It gives for F ∈ C(Var(C)sm/S1) the isomorphisms in C(Var(C)/S1 × S2)
T (p,RCH)(LF ) : p∗R(X∗,D∗)/S1(ρ
∗
S1LF )
∼
−→ R(X∗×S2,D∗×S2)/S1×S2(ρ
∗
S1×S2p
∗LF )
is an isomorphism
• Let h1 : U1 → S, h2 : U2 → S two morphisms with U1, U2, S ∈ Var(C). Denote by p1 : U1 ×S
U2 → U1 and p2 : U1 ×S U2 → U2 the projections. Take, see definition-proposition 12(i)), a
compactification f10 = h¯1 : X10 → S of h1 : U1 → S and a compactification f20 = h¯2 : X20 → S of
h2 : U2 → S. Then,
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– f10 × f20 : X10 ×S X20 → S is a compactification of h1 × h2 : U1 ×S U2 → S.
– p¯10 := pX10 : X10 ×S X20 → X10 is a compactification of p1 : U1 ×S U2 → U1.
– p¯20 := pX20 : X10 ×S X20 → X20 is a compactification of p2 : U1 ×S U2 → U2.
Denote Z1 = X10\U1 and Z2 = X20\U2. Take, see theorem 13(i), a desingularization ǫ1 : (X1, D)→
(X10, Z1) of the pair (X10, Z1). and a desingularization ǫ2 : (X2, E) → (X20, Z2) of the pair
(X20, Z2). Take then a desingularization
ǫ12 : ((X1 ×S X2)
N , F )→ (X1 ×S X2, (D ×S X2) ∪ (X1 ×S E))
of the pair (X1×S X2, (D×S X2)∪ (X1 ×S E)). We have then the following commutative diagram
X1
f1 // S
X1 ×S X2
p¯1 //
p¯2
OO
X2
f2
OO
(X1 ×S X2)N
ǫ12
77♦♦♦♦♦♦♦♦♦♦♦
(p¯1)
N
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
(p¯2)
N
>>⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦
and
– f1 × f2 : X1 ×S X2 → S is a compactification of h1 × h2 : U1 ×S U2 → S.
– (p¯1)
N := p¯1 ◦ ǫ12 : (X1 ×S X2)
N → X1 is a compactification of p1 : U1 ×S U2 → U1.
– (p¯2)
N := p¯2 ◦ ǫ12 : (X1 ×S X2)N → X2 is a compactification of p2 : U1 ×S U2 → U2.
We have then the isomorphism in C(Var(C)/S)
T (⊗, RCHS )(Z(U1/S),Z(U2/S)) := R
CH
S (p1)⊗R
CH
S (p2) :
R(X1,D)/S(Z(U1/S))⊗R(X2,E))/S(Z(U2/S))
∼
−→ R(X1×SX2)N ,F )/S(Z(U1 ×S U2/S))
Hence, for F1, F2 ∈ C(Var(C)sm/S), we get isomorphisms
T (⊗, RCHS )(LF1, LF2) : R(X∗1 ,D∗)/S(ρ
∗
SLF1)⊗R(X∗2 ,E∗)/S(ρ
∗
SLF2)
∼
−→ R(X1×SX2)N )/S(ρ
∗
S(LF1 ⊗ LF2)).
in C(Var(C)/S).
2.13 The derived categories of filtered complexes of presheaves on a site or
of filtered complexes of presheaves of modules on a ringed topos
Definition 37. Let S ∈ Cat a site endowed with topology τ . We denote by D(S) := HoTop C(S) the
localization of the category of complexes of presheaves on S with respect to top local equivalence and by
D(τ) : C(S)→ D(S) the localization functor. We denote for r = 1, . . .∞, resp. r = (1, . . .∞)2,
Dfil,r(S) := HoFrτ Cfil(S) , D2fil,r(S) := HoFrτ C2fil(S),
the localizations of the category of filtered complexes of presheaves on S whose filtration is biregular with
respect to r-τ local equivalence. By definition, we have sequences of functors
Cfil(S)→ Kfil(S)→ Dfil(S)→ Dfil,2(S)→ · · · → Dfil,∞(S).
where we recall Kfil(S) := K(PShfil(S)).
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Definition 38. Let (S, OS) ∈ RCat where S ∈ Cat is a site endowed with topology τ . We denote by
DO(S) := HoTop CO(S) the localization of the category of complexes of presheaves on S with respect to
top local equivalence and by D(τ) : CO(S)→ DO(S) the localization functor. We denote for r = 1, . . .∞,
resp. r = (1, . . .∞)2,
DOSfil,r(S) := HoFrτ COSfil(S) , DOS2fil,r(S) := HoFrτ CO2fil(S),
the localizations of the category of filtered complexes of presheaves on S whose filtration is biregular with
respect to r-τ local equivalence. By definition, we have sequences of functors
COSfil(S)→ KOSfil(S)→ DOSfil(S)→ DOSfil,2(S)→ · · · → DOSfil,∞(S).
where we recall KOSfil(S) := K(PShOSfil(S)).
Let f : T → S a morphism of presite, with S, T ∈ Cat endowed with a topology τ . If f is a morphism
of site, the adjonctions
(f∗, f∗) = (f
−1, f∗) : C(S)⇆ C(T ), (f
∗, f∗) = (f
−1, f∗) : C(2)fil(S)⇆ C(2)fil(T ).
are Quillen adjonctions. They induces respectively in the derived categories, for r = (1, . . . ,∞), resp.
r = (1, . . . ,∞) (note that f∗ derive trivially)
(f∗, Rf∗) : D(S)⇆ D(T ) , (f
∗, Rf∗) : Dfil,r(S)⇆ Dfil,r(T ).
For F • ∈ C(S), we have the adjonction maps
ad(f∗, f∗)(F
•) : F • → f∗f
∗F • , ad(f∗, f∗)(F
•) : f∗f∗F
• → F •,
induces in the derived categories, for (M,F ) ∈ Dfil(S) and (N,F ) ∈ Dfil(T ), the adjonction maps
ad(f∗, Rf∗)(M) : (M,F )→ Rf∗f
∗(M,F ) , ad(f∗, Rf∗)(N,F ) : f
∗Rf∗(N,F )→ (N,F ).
For a commutative diagram of sites :
D = Y
g2 //
f2

X
f1

T
g1 // S
,
with Y, T ,S,X ∈ Cat with topology τY , τT , τS , τX , the maps, for F ∈ C(X ),
T (D)(F ) : g∗1f1∗F → f2∗g
∗
2F
induce in the derived category the maps in Dfil,r(T ), given by, for (G,F ) ∈ Dfil,r(X ) with (G,F ) =
D(τX , r)((G,F )),
g∗1Rf1∗(M,F )
T (D)(M,F ) // Rf2∗g∗2(M,F )
g∗1f1∗(E(G,F ))
k◦T (D)(E(G,F ))//
=
OO
f2∗E(g
∗
2(E(G,F )))
=
OO
.
Let S ∈ Cat a site with topology τ . The tensor product of complexes of abelian groups and the
internal hom of presheaves on S
((· ⊗ ·),Hom•(·, ·)) : C(S)2 → C(S),
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is a Quillen adjonction which induces in the derived category
((· ⊗L ·), RHom•(·, ·)) : Dfil,r(S)
2 → Dfil,r(S), RHom
•((M,W ), (N,W )) = Hom•((Q,W ), E(G,F )),
where, Q is projectively cofibrant such that M = D(τ)(Q•) and G such that N = D(τ)(G).
Let i : Z →֒ S a closed embedding, with S,Z ∈ Top. Denote by j : S\Z →֒ S the open embedding of
the complementary subset. The adjonction
(i∗, i
!) := (i∗, i
⊥) : C(Z)→ C(S), with in this case i!F := ker(F → j∗j
∗F )
is a Quillen adjonction. Since i! preserve monomorphisms, we have also Quillen adjonctions
(i∗, i
!) : C(2)fil(Z)→ C(2)fil(S), with i
!(G,F ) = (i!G,F ).
which induces in the derived category (i∗ derive trivially)
(i∗, Ri
!) : D(2)fil(Z)→ D(2)fil(S), with Ri
!(G,F ) = i!E(G,F ).
3 Triangulated category of motives
3.1 Definition and the six functor formalism
The category of motives is obtained by inverting the (A1S , et) equivalence. Hence the A
1
S local complexes
of presheaves plays a key role.
Definition 39. The derived category of motives of complex algebraic varieties over S is the category
DA(S) := HoA1S ,et(C(Var(C)
sm/S)),
which is the localization of the category of complexes of presheaves on Var(C)sm/S with respect to (A1S , et)
local equivalence and we denote by
D(A1S , et) := D(A
1
S) ◦D(et) : C(Var(C)
sm/S)→ DA(S)
the localization functor. We have DA−(S) := D(A1S , et)(PSh(Var(C)
sm/S,C−(Z))) ⊂ DA(S) the full
subcategory consisting of bounded above complexes.
Definition 40. The stable derived category of motives of complex algebraic varieties over S is the category
DAst(S) := HoA1S ,et(CΣ(Var(C)
sm/S)),
which is the localization of the category of GmS-spectra (ΣF
• = F • ⊗ GmS) of complexes of presheaves
on Var(C)sm/S with respect to (A1S , et) local equivalence. The functor
Σ∞ : C(Var(C)sm/S) →֒ CΣ(Var(C)
sm/S)
induces the functor Σ∞ : DA(S)→ DAst(S).
We have all the six functor formalism by [10]. We give a list of the operation we will use :
• For f : T → S a morphism with S, T ∈ Var(C), the adjonction
(f∗, f∗) : C(Var(C)
sm/S)⇆ C(Var(C)sm/T )
is a Quillen adjonction which induces in the derived categories (f∗ derives trivially), (f∗, Rf∗) :
DA(S)⇆ DA(T ).
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• For h : V → S a smooth morphism with V, S ∈ Var(C), the adjonction
(h♯, h
∗) : C(Var(C)sm/V )⇆ C(Var(C)sm/S)
is a Quillen adjonction which induces in the derived categories (h∗ derive trivially) (Lh♯, h
∗) =:
DA(V )⇆ DA(S).
• For i : Z →֒ S a closed embedding, with Z, S ∈ Var(C),
(i∗, i
!) := (i∗, i
⊥) : C(Var(C)sm/Z)⇆ C(Var(C)sm/S)
is a Quillen adjonction, which induces in the derived categories (i∗ derive trivially) (i∗, Ri
!) :
DA(Z) ⇆ DA(S). The fact that i∗ derive trivially (i.e. send (A
1, et) local equivalence to (A1, et)
local equivalence is proved in [4].
• For S ∈ Var(C), the adjonction given by the tensor product of complexes of abelian groups and the
internal hom of presheaves
((· ⊗ ·),Hom•(·, ·)) : C(Var(C)sm/S)2 → C(Var(C)sm/S),
is a Quillen adjonction, which induces in the derived category
, ((· ⊗L ·), RHom•(·, ·)) : DA(S)2 → DA(S),
– Let M,N ∈ DA(S), Q• projectively cofibrant such that M = D(A1, et)(Q•), and G• be A1
local for the etale topology such that N = D(A1, et)(G•). Then,
RHom•(M,N) = Hom•(Q•, E(G•)) ∈ DA(S). (43)
This is well defined since if s : Q1 → Q2 is a etale local equivalence,
Hom(s, E(G)) : Hom(Q1, E(G))→ Hom(Q2, E(G))
is a etale local equivalence for 1 ≤ i ≤ l.
• For a commutative diagram in Var(C) :
D = Y
g2 //
f2

X
f1

T
g1 // S
,
and F ∈ C(Var(C)sm/X), the transformation map T (D)(F ) : g∗1f1∗F → f2∗g
∗
2F induces in the
derived category, for M ∈ DA(X), M = D(A1, et)(F ) with F A1 local for the etale topology,
g∗1Rf1∗M
T (D)(M) // Rf2∗g∗2M
g∗1f1∗E(F )
k◦c◦T (D)(E(F ))//
=
OO
f2∗E(C∗(g
∗
2E(F )))
=
OO
If D is cartesian with f1 = f , g1 = g f2 = f
′ : XT → T , g′ : XT → X , we denote
– T (D)(F ) =: T (f, g)(F ) : g∗f∗F → f ′∗g
′∗F ,
– T (D)(M) =: T (f, g)(M) : g∗Rf∗M → Rf ′∗g
∗′M .
We get from the first point 2 functors :
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• The 2-functor C(Var(C)sm/·) : Var(C)→ AbCat, given by
S 7→ C(Var(C)sm/S) , (f : T → S) 7→ (f∗ : C(Var(C)sm/S)→ C(Var(C)sm/T )).
• The 2-functor DA(·) : Var(C)→ TriCat, given by
S 7→ DA(S) , (f : T → S) 7→ (f∗ : DA(S)→ DA(T )).
The main theorem is the following :
Theorem 14. [4][10] The 2-functor DA(·) : Var(C)→ TriCat, given by
S 7→ DA(S) , (f : T → S) 7→ (f∗ : DA(S)→ DA(T ))
is a 2-homotopic functor ([4])
From theorem 14, we get in particular
• For f : T → S a morphism with T, S ∈ Var(C), there by theorem 14 is also a pair of adjoint functor
(f!, f
!) : DA(S)⇆ DA(T )
– with f! = Rf∗ if f is proper,
– with f ! = f∗[d] if f is smooth of relative dimension d.
For h : U → S a smooth morphism with U, S ∈ Var(C) irreducible, have, for M ∈ DA(U), an
isomorphism
Lh♯M → h!M [d], (44)
in DA(S).
• For i : Z →֒ X a closed embedding with Z,X ∈ Var(C), denote by j : S\Z →֒ S the open
complementary subset. Then :
– the functor (i∗, j∗) : DA(S)→ DA(Z)×DA(S\Z) is conservative,
– on the other hand, it is easy to see that, for F ∈ C(Var(C)sm/Z), the adjonction map
ad(i∗, i∗)(F ) : i
∗i∗F → F is an equivalence Zariski local, hence for M ∈ DA(S), the induced
map in the derived category
ad(i∗, i∗)(M) : i
∗i∗M
∼
−→M
is an isomorphism.
• For f : X → S a proper map, g : T → S a morphism, with T,X, S ∈ Var(C), and M ∈ DA(X),
T (f, g)(M) : g∗Rf∗M → Rf
′
∗g˜
′∗M
is an isomorphism in DA(T ) if f is proper.
Definition 41. The derived category of extended motives of complex algebraic varieties over S is the
category
DA(S) := HoA1S ,et(C(Var(C)/S)),
which is the localization of the category of complexes of presheaves on Var(C)/S with respect to (A1S , et)
local equivalence and we denote by
D(A1S , et) := D(A
1
S) ◦D(et) : C(Var(C)/S)→ DA(S)
the localization functor. We have DA−(S) := D(A1S , et)(PSh(Var(C)/S,C
−(Z))) ⊂ DA(S) the full sub-
category consisting of bounded above complexes.
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Remark 5. Let i : Z →֒ S a closed embedding, with Z, S ∈ Var(C).
(i) By theorem 14, for X/S = (X,h) ∈ Var(C)sm/S),
(0, ad(i∗, i∗)(Z(X/S))) : Γ
∨
ZZ(X/S)→ i∗Z(XZ/Z)
is an equivalence (A1, et) local.
(ii) For X/S = (X, f) ∈ Var(C)/S),
(0, ad(i∗, i∗)(Z(X/S))) : Γ
∨
ZZ(X/S)→ i∗Z(XZ/Z)
is NOT an equivalence (A1, et) local in general, since for example if f(X) = Z ⊂ S, ρS∗Z(X/S) = 0
but D(A1, et)(ρS∗i∗Z(XZ/Z) = i∗ρS∗Z(XZ/Z)) 6= 0 ∈ DA(S), hence it is NOT an equivalence
(A1, et) local in this case by proposition 19. In particular DA(S) dos NOT satisfy the localization
property.
(ii)’ For X/Z = (X, f) ∈ Var(C)/Z), the inclusion
T (i♯, i∗) : i♯Z(X/Z) →֒ i∗Z(X/Z)
is NOT an equivalence (A1, et) local by proposition 19 since ρS∗i♯Z(X/Z) = 0 butD(A
1, et)(ρS∗i∗Z(X/Z) =
i∗ρS∗Z(X/Z)) 6= 0 ∈ DA(S),
Definition 42. (i) Let f : X → S a smooth proper morphism with X,S ∈ Var(C) of relative dimension
d = dX − dS and X smooth. Then, we have the equivalence (A1, et) local in C(Var(C)sm/S)
T0(f♯, f∗)(Z(X/X)) := [∆X ] : f♯Z(X/X) = Z(X/S)→ f∗Eet(Z(X/X))(d)[2d]
given by the class of the diagonal [∆X ] ∈ Hom(f♯Z(X/X), f∗Eet(Z(X/X))(d)[2d]) which induces
the isomorphism
D(A1, et)([∆X ]) ∈ CH
d(X ×S X) = HomDA(S)(f♯Z(X/X), f∗Eet(Z(X/X))(d)[2d]).
It gives the the map in C(Var(C)sm/S)
T (f♯, f∗)(Z(X/X)) := [∆X ] : f♯Z(X/X) = Z(X/S)→ Lf∗Eet(Z(X/X))(d)[2d]
unique up to homotopy such that T0(f♯, f∗)(Z(X/X)) = q ◦ T (f♯, f∗)(Z(X/X)). In particular
T (f♯, f∗)(Z(X/X)) is an equivalence (A
1, et) local.
(ii) Let f : X → S a proper surjective morphism with X,S ∈ Var(C) of relative dimension d = dX − dS
and X smooth. Then, we have the equivalence (A1, et) local in C(Var(C)/S)
T0(f♯, f∗)(Z(X/X)) := [∆X ] : f♯Z(X/X) = Z(X/S)→ f∗Eet(Z(X/X))(d)[2d]
given by the class of the diagonal [∆X ] ∈ Hom(f♯Z(X/X), f∗Eet(Z(X/X))(d)[2d]) which induces
the isomorphism
D(A1, et)([∆X ]) ∈ CH
d(X ×S X) = HomDA(S)(f♯Z(X/X), f∗Eet(Z(X/X))(d)[2d]).
Note that if f : X → S is not surjective, d < 0 and
HomDA(S)(f♯Z(X/X), f∗Eet(Z(X/X))(d)[2d]) = CH
d(X ×S X) = 0.
It gives the the map in C(Var(C)/S)
T (f♯, f∗)(Z(X/X)) := [∆X ] : f♯Z(X/X) = Z(X/S)→ Lf∗Eet(Z(X/X))(d)[2d]
unique up to homotopy such that T0(f♯, f∗)(Z(X/X)) = q ◦ T (f♯, f∗)(Z(X/X)). In particular
T (f♯, f∗)(Z(X/X)) is an equivalence (A
1, et) local.
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(ii)’ Let f : X → S a proper surjective morphism with X,S ∈ Var(C) of relative dimension d = dX − dS
and X smooth. Then, we have, for i : Z →֒ X a closed embedding with Z smooth, the equivalence
(A1, et) local in C(Var(C)/S)
T0(f♯, f∗)(Z(Z/X)) := [∆Z ] : f♯Z(Z/X) = Z(Z/S)→ f∗Eet(Z(Z/X))(d)[2d]
given by the class of the diagonal
[∆Z ] ∈ Hom(f♯Z(Z/X), f∗Eet(Z(Z/X))(d)[2d])
=
−→ Hom(Z(Z ×S X/X), Eet(Z(Z/X))(d)[2d])
Hom(−,Eet(Z(i))(d)[2d])
−−−−−−−−−−−−−−−−→ Hom(Z(Z ×S X/X), Eet(Z(X/X))(d)[2d])
which induces the isomorphism
D(A1, et)([∆Z ]) ∈ HomDA(S)(f♯Z(Z/X), f∗Eet(Z(Z/X))(d)[2d])
=
−→ HomDA(S)(Z(Z ×S X/X), Eet(Z(Z/X))(d)[2d]) = CHdZ (Z ×S Z)
HomDA(S)(−,Eet(Z(i))(d)[2d])
−−−−−−−−−−−−−−−−−−−→
HomDA(S)(Z(Z ×S X/X), Eet(Z(X/X))(d)[2d]) = CH
d(Z ×S X) = CHdZ (Z ×S X)
with Z(i) : Z(Z/X) →֒ Z(X/X) the monomorphism, note that codim(∆Z , Z ×S X) = d since
f ′ : Z ×S X → Z is proper surjective of relative dimension d and that we have the following
commutative diagram of abelian groups
Hom(Z(Z ×S X/X), Eet(Z(Z/X))(d)[2d])
Hom(−,Eet(Z(i))(d)[2d])//
D(A1,et)

Hom(Z(Z ×S X/X), Eet(Z(X/X))(d)[2d])
D(A1,et)

HomDA(X)(Z(Z ×S X/X), Eet(Z(Z/X))(d)[2d])
Hom(−,Eet(Z(i))(d)[2d])//
=

HomDA(X)(Z(Z ×S X/X), Eet(Z(X/X))(d)[2d])
=

CHdZ (Z ×S Z)
(I×i)∗ // CHd(Z ×S X) = CHdZ (Z ×S X)
Also note that Z(Z/X) is trivially A1 invariant since Z(Z/X)(S/S) = Z(Z/X)(A1 × S/S) = 0. It
gives the map in C(Var(C)/S)
T (f♯, f∗)(Z(Z/X)) := [∆Z ] : f♯Z(Z/X) = Z(Z/S)→ Lf∗Eet(Z(Z/X))(d)[2d]
unique up to homotopy such that T0(f♯, f∗)(Z(Z/X)) = q ◦ T (f♯, f∗)(Z(Z/X)). In particular
T (f♯, f∗)(Z(Z/X)) is an equivalence (A
1, et) local.
3.2 Constructible motives and resolution of a motive by Corti-Hanamura
motives
We now give the definition of the motives of morphisms f : X → S which are constructible motives and
the definition of the category of Corti-Hanamura motives.
Definition 43. Let S ∈ Var(C),
• the homological motive functor is M(/S) : Var(C)/S → DA(S) , (f : X → S) 7→ M(X/S) :=
f!f
!M(S/S),
• the cohomological motive functor is M∨(/S) : Var(C)/S → DA(S) , (f : X → S) 7→ M(X/S)∨ :=
Rf∗M(X/X) = f∗E(ZX),
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• the Borel-Moore motive functor isMBM (/S) : Var(C)/S → DA(S) , (f : X → S) 7→MBM (X/S) :=
f!M(X/X),
• the (homological) motive with compact support functor is Mc(/S) : Var(C)/S → DA(S) , (f : X →
S) 7→Mc(X/S) := Rf∗f !M(S/S).
Let f : X → S a morphism with X,S ∈ Var(C). Assume that there exist a factorization f : X
i
−→ Y ×S
p
−→
S, with Y ∈ SmVar(C), i : X →֒ Y is a closed embedding and p the projection. Then,
Q(X/S) := p♯Γ
∨
XZY×S ∈ C(Var(C)
sm/S)
(see definition 10)is projective, admits transfert, and satisfy D(A1S , et)(Q(X/S)) =M(X/S).
Definition 44. (i) Let S ∈ Var(C). We define the full subcategory DAc(S) ⊂ DA(S) whose objects
are constructible motives to be the thick triangulated category generated by the motives of the form
M(X/S), with f : X → S a morphism, X ∈ Var(C).
(ii) Let X,S ∈ Var(C). If f : X → S is proper (but not necessary smooth) and X is smooth, M(X/S) is
said to be a Corti-Hanamura motive and we have by above in this case M(X/S) =MBM (X/S)[c] =
M(X/S)∨[c], with c = codim(X,X × S) where f : X →֒ X × S → S. We denote by
CH(S) = {M(X/S)}pa{X/S=(X,f),fpr,Xsm} ⊂ DM(S)
the full subcategory which is the pseudo-abelian completion of the full subcategory whose objects are
Corti-Hanamura motives.
(iii) We denote by
CH0(S) ⊂ CH(S)
the full subcategory which is the pseudo-abelian completion of the full subcategory whose objects are
Corti-Hanamura motives M(X/S) such that the morphism f : X → S is projective.
For bounded above motives, we have
Theorem 15. Let S ∈ Var(C).
(i) There exists a unique weight structure ω on DA−(S) such that DA−(S)ω=0 = CH(S)
(ii) There exist a well defined functor
W (S) : DA−(S)→ K−(CH(S)) , W (S)(M) = [M (•)]
where M (•) ∈ C−(CH(S)) is a bounded above weight complex, such that if m ∈ Z is the highest
weight, we have a generalized distinguish triangle for all i ≤ m
Ti :M
(i)[i]→M (i+1)[(i+ 1)]→ · · · →M (m)[m]→Mw≥i (45)
Moreover the maps w(M)(≥i) : M≥i → M induce an isomorphism w(M) : holimiM≥i
∼
−→ M in
DA−(S).
(iii) Denote by Chow(S) the category of Chow motives, which is the pseudo-abelian completion of the
category
– whose set of objects consist of the X/S = (X, f) ∈ Var(C)/S such that f is proper and X is
smooth,
– whose set of morphisms between X1/S and X2/S is CH
d1(X1 ×S X2), and the composition
law is given in [11].
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We have then a canonical functor CHS : Chow(S) →֒ DA(S), with CHS(X/S) := M(X/S) :=
Rf∗Z(X/X), which is a full embedding whose image is the category CH(S).
Proof. (i): The category DA(S) is clearly weakly generated by CH(S). Moreover CH(S) ⊂ DA(S) is
negative. Hence, the result follows from [6] theorem 4.3.2 III.
(ii): Follows from (i) by standard fact of weight structure on triangulated categories. See [6] theorem
3.2.2 and theorem 4.3.2 V for example.
(iii): See [12].
Theorem 16. Let S ∈ Var(C).
(i) There exists a unique weight structure ω on DA−(S) such that DA−(S)ω=0 = CH0(S)
(ii) There exist a well defined functor
W (S) : DA−(S)→ K−(CH0(S)) , W (S)(M) = [M (•)]
where M (•) ∈ C−(CH0(S)) is a bounded above weight complex, such that if m ∈ Z is the highest
weight, we have a generalized distinguish triangle for all i ≤ m
Ti :M
(i)[i]→M (i+1)[(i+ 1)]→ · · · →M (m)[m]→Mw≥i (46)
Moreover the maps w(M)(≥i) : M≥i → M induce an isomorphism w(M) : holimiM≥i
∼
−→ M in
DA−(S).
Proof. Similar to the proof of theorem 15.
Corollary 1. Let S ∈ Var(C). Let M ∈ DA(S). Then there exist (F,W ) ∈ Cfil(Var(C)sm/S) such that
D(A1, et)(F ) =M and D(A1, et)(GrWp F ) ∈ CH
0(S).
Proof. By theorem 16, there exist, by induction, for i ∈ Z, a distinguish triangle in DA(S)
Ti :M
(i)[i]
mi−−→M (i+1)
mi+1
−−−→ · · ·
mm−1
−−−−→M (m)[m]→Mw≥i (47)
with M (j)[j] ∈ CH0(S) and w(M) : holimiM≥i
∼
−→ M in DA−(S). For i ∈ Z, take (Fj)j≥i, Fw≥i ∈
C(Var(C)sm/S) such that D(A1, et)(Fj) = M
(j)[j], D(A1, et)(Fw≥i) = M
w≥i and such that we have in
C(Var(C)sm/S),
Fw≥i = Cone(Fi
mi−−→ Fi+1
mi+1
−−−→ · · ·
mm−1
−−−−→ Fm) (48)
where mj : Fj → Fj+1 are morphisms in C(Var(C)sm/S) such that D(A1, et)(mj) = mj . Now set
F = holimi Fw≥i ∈ C(Var(C)sm/S) and WiF := Fw≥i →֒ F , so that (F,W ) ∈ Cfil(Var(C)sm/S) satisfy
D(A1, et)(GrWp F ) =M
(p)[p] ∈ CH0(S).
3.3 The restriction of relative motives to their Zariski sites
Let S ∈ Var(C). The adjonction
(e(S)∗, e(S)∗) : C(Var(C)
sm/S)⇆ C(S)
is a Quillen adjonction and induces in the derived category
• (e(S)∗, e(S)∗) : Hozar(Var(C)sm/S)⇆ D(T ) := Hozar C(S), since e(S)∗ sends Zariski local equiv-
alence on the big site Var(C)sm/S to Zariski local equivalence in the small Zariski site of S,
• (e(S)∗, Re(S)∗) : DA(S)⇆ D(T ) := Hozar C(S).
We will use in the defintion of the De Rahm realization functor on DA(S) the following proposition
concerning the restriction of the derived internal hom functor to the Zariski site :
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Proposition 31. LetM,N ∈ DA(S) andm :M → N be a morphism. Let F •, G• ∈ PSh(Var(C)sm/S,C(Z))
such that M = D(A1S , et)(F
•) and N = D(A1S , et)(G
•). If we take G• (A1S , et) fibrant and admitting
transfert, and F • cofibrant for the projective model structure, we have
Re(S)∗RHom
•(M,N) = e(S)∗Hom
•(F •, G•)
in D(S).
Proof. Since F • is projectively cofibrant andG• is (projectively) (A1S , et) fibrant, we haveRHom
•(M,N) =
Hom•(F •, G•). Then, Hom•(F •, G•) is A1S local and admits transfert. On the other hand, we have
LA1SDet(CorVar(C)
sm/S) = LA1SDzar(CorVar(C)
sm/S) ⊂ D(Var(C)sm/S)
by theorem 10 (ii). This gives the equality of the proposition.
We will also have :
Proposition 32. For f : T → S a morphism and i : Z →֒ S a closed embedding, with Z, S, T ∈ Var(C),
we have
(i) Re(S)∗Rf∗ = Rf∗Re(T )∗ and e(S)
∗Rf∗ = Rf∗e(T )
∗
(ii) Re(S)∗RΓZ = RΓZRe(S)∗.
Proof. (i):Follows from proposition 16 (i) and the fact that f∗ preserve (A
1, et) fibrant complex of
presheaves.
(ii):Follows from proposition 16 (ii) and the fact that ΓZ preserve (A
1, et) fibrant complex of presheaves.
3.4 Motives of complex analytic spaces
The category of motives is obtained by inverting the (D1S , usu) local equivalence. Hence the D
1
S local
complexes of presheaves plays a key role.
Definition 45. The derived category of motives of complex algebraic varieties over S is the category
AnDA(S) := HoD1S,usu(C(AnSp(C)
sm/S)),
which is the localization of the category of complexes of presheaves on AnSp(C)sm/S with respect to
(D1S , usu) local equivalence and we denote by
D(D1S , usu) := D(A
1
S) ◦D(et) : C(AnSp(C)
sm/S)→ AnDA(S)
the localization functor. We have DA−(S) := D(D1S , usu)(PSh(AnSp(C)
sm/S,C−(Z))) ⊂ DA(S) the full
subcategory consisting of bounded above complexes.
Theorem 17. Let S ∈ AnSp(C). The adjonction (e(S)∗, e(S)∗) : C(AnSp(C)sm/S)→ C(S) induces an
equivalence of categories
(e(S)∗, Re(S)∗) : AnDM(S)
∼
−→ D(S).
In particular, for F ∈ C(AnSp(C)sm/S), the adjonction map ad(e(S)∗, e(S)∗)(F ) : e(S)∗e(S)∗F → F is
an equivalence (D1, usu) local.
Proof. See [1].
We deduce from this theorem the following :
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Proposition 33. Let S ∈ AnSp(C). Let F,G ∈ C(AnSp(C)sm/S). If G is D1 local, then the canonical
map
T (e, hom)(F,G) : e(S)∗Hom(F,G)→ Hom(e(S)∗F, e(S)∗G)
is an equivalence usu local.
Proof. The map T (e, hom)(F,G) is the composite
T (e, hom)(F,G) : e(S)∗Hom(F,G)
Hom(ad(e(S)∗,e(S)∗)(F ),G)
−−−−−−−−−−−−−−−−−−→ e(S)∗Hom(e(S)
∗e(S)∗F,G)
I(e(S)∗,e(S)∗)(F,G)
−−−−−−−−−−−−−→ Hom(e(S)∗F, e(S)∗G)
where the last map is the adjonction isomorphism. The first map is an isomorphism by theorem 17 since
G is D1 local.
4 The category of filtered D modules on commutative ringed
topos, on commutative ringed spaces, complex algebraic va-
rieties complex analytic spaces and the functorialities
4.1 The The category of filtered D modules on commutative ringed topos,
on commutative ringed spaces, and the functorialities
4.1.1 Definitions et functorialities
Let (S, OS) ∈ RCat with OS commutative. Recall that ΩOS := D
O
S (IS/I
2
S) ∈ PShOS (S) is the universal
derivation OS-module together with its derivation map d : OS → ΩOS , where IS = ker(sS : OS ⊗ OS →
OS) ∈ PShOS×OS (S) the diagonal ideal.
In the particular case of a ringed space (S,OS) ∈ RTop, sS : OS ⊗OS = ∆∗S(p
∗
1OS ⊗ p
∗
2OS)→ OS is
the structural morphism of diagonal embedding ∆S : (S,OS) →֒ (S × S, p
∗
1OS ⊗ p
∗
2OS), p1 : S × S → S
and p2 : S × S → S being the projections. More generally, for k ∈ N, k ≥ 1 we have the sheaf of k-jets
Jk(OS) := ∆
∗
SIS/I
k+1
S with in particular J
1(OS) = TS. We have, for s ∈ S, Jk(OS)s = ms/mks where
ms ⊂ OS,s is the maximal ideal if OS,s is a local ring.
Definition 46. (i) Let (S, OS) ∈ RCat with OS a commutative sheaf of ring and S is endowed with a
topology τ . We denote by
D(OS) =< OS ,DerOS (OS , OS) >⊂ aτHom(OS , OS)
the subsheaf of ring generated by OS and the subsheaf of derivations DerOS (OS , OS) = TS :=
DOSΩOS , aτ : PSh(S)→ Shv(S) being the sheaftification functor.
(ii) Let f : X → S be a morphism of site, with X ,S ∈ Cat endowed with topology τ , resp. τ ′, and OS ∈
PSh(S, cRing) a commutative sheaf of ring. We will note in this case by abuse f∗OS := aτf∗OS
and f∗D(OS) := aτf
∗D(OS), aτ : PSh(X )→ Shv(X ) being the sheaftification functor.
Let f : X → S a morphism of site, with X ,S ∈ Cat endowed with topology τ , resp. τ ′, and OS ∈
PSh(S, cRing) a commutative sheaf of ring. Consider the ringed space (X , f∗OS) := (X , aτf∗OS) ∈ RCat,
aτ : PSh(X )→ Shv(X ) being the sheaftification functor. Then, the map in PSh(X )
T (f, hom)(OS , OS) : f
∗Hom(OS , OS)→ Hom(f
∗OS , f
∗OS)
induces a canonical morphism of sheaf of rings
T (f, hom)(OS , OS) : aτf
∗D(OS) =: f
∗D(OS)→ D(aτf
∗OS) =: D(f
∗OS).
In the special case of ringed spaces, we have then :
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Proposition 34. Let f : X → S is a continous map, with X,S ∈ Top and OS ∈ PSh(S, cRing) a
commutative sheaf of ring. Consider the ringed space (X, f∗OS) := (X, aτf
∗OS) ∈ RTop, aτ : PSh(X)→
Shv(X) being the sheaftification functor. Then, the map in PSh(X)
T (f, hom)(OS , OS) : f
∗Hom(OS , OS)→ Hom(f
∗OS , f
∗OS)
induces a canonical isomorphism of sheaf of rings
T (f, hom)(OS , OS) : f
∗D(OS) := aτf
∗D(OS)
∼
−→ D(aτf
∗OS) =: D(f
∗OS).
Proof. For all x ∈ X ,
T (f, hom)(OS , OS)x : (f
∗D(OS))x
∼
−→ D(OS,f(x))
∼
−→ (D(f∗OS))x.
Hence, since aτf
∗D(OS) and D(aτf
∗OS) are sheaves,
T (f, hom)(OS , OS) : f
∗D(OS) := aτf
∗D(OS)
∼
−→ D(aτf
∗OS) =: D(f
∗OS).
is an isomorphism
We will consider presheaves of D(OS) modules on a ringed topos (S, OS) :
Definition 47. Let (S, OS) ∈ RCat with OS a commutative sheaf of ring.
(i) We will consider PShD(OS)(S) the category of presheaves of (left) D(OS) modules on S and CD(OS)(S) :=
C(PShD(OS)(S)) its category of complexes. We will consider PShD(OS)op(S) the category of presheaves
of right D(OS) modules on S and CD(OS)op(S) := C(PShD(OS)op(S)) its category of complexes. We
denote again by abuse
PShD(OS)fil(S) = (PShD(OS)(S), F ) := (PSh(D(OS),F ord)(S), F )
the category of filtered (D(OS), F
ord)-module, with, for −p ≤ 0, F ord,−pD(OS) = {P ∈ D(OS), ord(P ) ≤ p}
and F ord,pD(OS) = 0 for p > 0,
– whose objects are (M,F ) ∈ (PShOS (S), F ) together with a map of filtered presheaves of OS
modules md : (M,F )⊗OS (D(OS), F
ord)→ (M,F ), i.e. a map in (PShOS (S), F ),
– whose morphism φ : (M1, F ) → (M2, F ) are as usual the morphisms of presheaves φ : M1 →
M2 which are morphism of filtered presheaves (i.e. φ(F
pM1) ⊂ F pM2) and which are D(OS)
linear (in particular OS linear).
Note that this a NOT the category of filtered D(OS) modules in the usual sense, that is the (M,F ) ∈
(PShOS (S), F ) together with a map md : (M,F ) ⊗OS D(OS) → (M,F ) in (PShOS (S), F ), since
F ord is NOT the trivial filtration. More precisely the OS submodules F
pM ⊂ M are NOT D(OS)
submodules but satisfy Griffitz transversality. We denote by
PShD(OS)0fil(S) ⊂ PShD(OS)fil(S), PShD(OS)(1,0)fil(S) ⊂ PShD(OS)2fil(S) := (PSh(D(OS),F ord)(S), F,W )
the full subcategory consisting of filtered D(OS) module in the usual sense, resp. the full subcategory
such that W is a filtration by D(OS) submodules.
(ii) We denote again by
CD(OS)fil(S) ⊂ C(PShD(OS)(S), F ) , CD(OS)2fil(S) ⊂ C(PShD(OS)(S), F,W )
the full subcategory of complexes such that the filtration(s) is (are) regular. We will consider also
CD(OS)0fil(S) ⊂ CD(OS)fil(S), CD(OS )(1,0)fil(S) ⊂ CD(OS)2fil(S)
the full subcategory consisting of complexes of filtered D(OS) modules in the usual sense (i.e. by
D(OS) submodule), respectively the full subcategory consisting of complexes of bifilterd D(OS) mod-
ules such that W pM ⊂ M are D(OS) submodules i.e. the filtration W is a filtration in the usual
sense, but NOT F wich satify only Griffitz transversality.
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Proposition 35. Let (S, OS) ∈ RCat with a OS commutative sheaf of ring.
(i) Let M ∈ PShOS (S). Then, there is a one to one correspondence between
– the D(OS) module structure on M compatible with the OS module structure, that is the maps
md : D(OS)⊗OS M →M in PShOS (S) and
– the integrable connexions on M , that is the maps ∇ : M → ΩOS ⊗OS M satisfying ∇ ◦∇ = 0
with ∇ : ΩOS ⊗OS M → Ω
2
OS
⊗OS M given by ∇(ω ⊗m) = (dω)⊗m+ ω ∧ ∇(m)
(ii) Let (M,F ) ∈ PShOSfil(S). Then, there is a one to one correspondence between
– the D(OS) module structure on (M,F ) compatible with the OS module structure, that is the
maps md : (D(OS), F
ord)⊗OS (M,F )→ (M,F ) in PShOSfil(S) and
– the integrable connexions on M , that is the maps ∇ : (M,F ) → ΩOS ⊗OS (M,F ) satisfying
∇ ◦∇ = 0 and Griffith transversality (i.e. ∇(F pM) ⊂ ΩOS ⊗OS F
p−1M).
Proof. Standard.
The following proposition tells that the O-tensor product of D modules has a canonical structure of
D module.
Definition-Proposition 13. (i) Let f : (X , OX) → (S, OS) a morphism with (X , OX), (S, OS) ∈
RCat with commutative structural sheaf of ring. For N ∈ PShOX ,D(f∗OS)(X ) andM ∈ PShOX ,D(f∗OS)(X ),
N ⊗OX M has the canonical D(f
∗OS) module structure given by, for X
o ∈ X ,
γ ∈ Γ(Xo, D(f∗OS)),m ∈ Γ(X
o,M), n ∈ Γ(Xo, N), γ.(n⊗m) = (γ.n)⊗m+ n⊗ (γ.m).
This gives the functor
PShOX ,D(f∗OS)fil(X )× PShOX ,D(f∗OS)fil(X )→ PShOX ,D(f∗OS)fil(X ), ((M,F ), (N,F )) 7→
(M,F )⊗OX (N,F ), F
p(M,F )⊗OX (N,F ) := Im(⊕q∈ZF
qM ⊗OX F
p−qN →M ⊗OX N)
(ii) Let f : (X , OX)→ (S, OS) a morphism with (X , OX), (S, OS) ∈ RCat with commutative structural
sheaf of ring. For N ∈ CD(OX ),D(f∗OS)(X ) and M ∈ CD(OX )op(X ), N ⊗D(OX)M has the canonical
f∗D(OS) module structure given by, for X
o ∈ X ,
γ ∈ Γ(Xo, D(f∗OS)),m ∈ Γ(X
o,M), n ∈ Γ(Xo, N), γ.(n⊗m) = (γ.n)⊗m.
This gives the functor
CD(OX ),D(f∗OS)fil(X ) × CD(OX )fil(X)→ CD(f∗OS)fil(X), ((M,F ), (N,F )) 7→
(M,F )⊗D(OX ) (N,F ), F
p(M,F )⊗D(OX ) (N,F ) := Im(⊕q∈ZF
qM ⊗D(OX ) F
p−qN →M ⊗D(OX ) N)
Note that, by definition, we have for (M,F ) ∈ (PShD(OS)fil(S)), the canonical isomorphism
(M,F )⊗D(OS) (D(OS), F
ord)
∼
−→ (M,F ), m⊗ P 7→ Pm, m 7→ (m⊗ 1)
Proof. Immediate from definition.
We now look at the functorialites for morphisms of ringed spaces, using proposition 34. First note
that for f : (X,OX) → (S,OS) a morphism, with (X,OX), (S,OS) ∈ RTop with structural presheaves
commutative sheaves of rings, there is NO canonical morphism between D(f∗OS) = f
∗D(OS) (see
proposition 34) and D(OX).
We have the pullback functor for (left) D-modules :
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Definition-Proposition 14. (i) Let f : (X,OX) → (S,OS) a morphism with (X,OX), (S,OS) ∈
RTop with structural presheaves commutative sheaves of rings. Recall that f∗D(OS) = D(f
∗OS) in
this case. Then for (M,F ) ∈ PShD(OS)fil(S),
f∗mod(M,F ) := (OX , Fb)⊗f∗OS f
∗(M,F ) ∈ PShOXfil(X)
has a canonical structure of filtered D(OX) module given by
for γ ∈ Γ(Xo, TOX ), n⊗m ∈ Γ(X
o, OX ⊗f∗OS f
∗M), γ.(n⊗m) := (γ.n)⊗m+ n⊗ df(γ)(m)
with df := DOSΩOX/f∗OS : TOX → Tf∗OS = f
∗TOS and f
∗(M,F ) ∈ PShf∗D(OS)fil(X) = PShD(f∗OS)fil(X).
(ii) More generally, let f : (X , OX) → (S, OS) a morphism with (X , OX), (S, OS) ∈ RCat with struc-
tural presheaves commutative sheaves of rings. Assume that the canonical morphism T (f, hom)(OS , OS) :
f∗D(OS)→ D(f∗OS) is an isomorphism of sheaves. Then for (M,F ) ∈ PShD(OS)fil(S),
f∗mod(M,F ) := (OX , Fb)⊗f∗OS f
∗(M,F ) ∈ PShOXfil(X )
has a canonical structure of filtered D(OX) module given by
for γ ∈ Γ(Xo, TOX ), n⊗m ∈ Γ(X
o, OX ⊗f∗OS f
∗M), γ.(n⊗m) := (γ.n)⊗m+ n⊗ df(γ)(m)
with df := DOSΩOX/f∗OS : TOX → Tf∗OS = f
∗TOS and f
∗(M,F ) ∈ PShf∗D(OS)fil(X ) = PShD(f∗OS)fil(X ).
Proof. Standard.
Remark 6. • Let f : (X,OX) → (S,OS) a morphism with (X,OX), (S,OS) ∈ RTop with structural
presheaves commutative sheaves of rings. Recall that f∗D(OS) = D(f
∗OS).Then by definition
f∗mod(OS , Fb) = (OX , Fb).
• More generally, let f : (X , OX) → (S, OS) a morphism with (X , OX), (S, OS) ∈ RCat with struc-
tural presheaves commutative sheaves of rings. Assume that the canonical morphism T (f, hom)(OS , OS) :
f∗D(OS)→ D(f∗OS) is an isomorphism of sheaves. Then by definition f∗mod(OS , Fb) = (OX , Fb).
For the definition of a push-forward functor for a right D module we use the transfert module
Let f : (X,OX) → (S,OS) be a morphism with (X,OX), (S,OS) ∈ RTop with structural presheaves
commutative sheaves of rings. Then, the transfer module is
(D(OX → f
∗OS), F
ord) := f∗mod(D(OS), F
ord) := f∗(D(OS), F
ord)⊗f∗OS (OX , Fb)
which is a left D(OX) module and a left and right f
∗D(OS) = D(f
∗OS) module.
Lemma 5. Let f1 : (X,OX)→ (Y,OY ), f2 : (Y,OY )→ (S,OS) be two morphism with (X,OX), (Y,OY )(S,OS) ∈
RTop. We have in CD(OX ),(f2◦f1)∗D(OS)fil(X)
(DOX→(f2◦f1)∗OS , F
ord) = f∗1 (DOY→f∗2OS , F
ord)⊗f∗1D(OY ) (DOX→f∗1OY , F
ord)
Proof. Follows immediately from definition.
For right D module, we have the direct image functor :
Definition 48. Let f : (X,OX) → (S,OS) a morphism with (X,OX), (S,OS) ∈ RTop with structural
presheaves commutative sheaves of rings. Then for (M,F ) ∈ CD(OX )opfil(X), we define
f00∗mod(M,F ) = f∗(DOX→f∗OS , F
ord ⊗D(OX) (M,F )) ∈ CD(OS)fil(S)
For a closed embedding of topological spaces, there is the V -filtration on the structural sheaf, it will
play an important role in this article
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Definition 49. (i) Let (S,OS) ∈ RTop a locally ringed space. Let Z = V (IZ) ⊂ S a Zariski closed
subset. We set, for So ⊂ S an open subset, p ∈ Z,
– VZ,pOS(S
o) := OS(S
o) if p > 0,
– VZ,−qOS(S
o) := IqZ(S
o) ⊂ OS(So) for p = −q ≤ 0.
We immediately check that, by definition, this filtration satisfy Griffitz transversality, that is (OS , VZ) ∈
PShD(OS)fil(S). For a morphism g : ((T,OT ), Z
′)→ ((S,OS), Z) with ((T,OT ), Z), ((S,OS), Z) ∈
RTop2 locally ringed spaces, where Z and Z ′ are Zariski closed subsets, the structural morphism
ag : g
∗OS → OT is a filtered morphism :
ag : g
∗(OS , VZ)→ (OT , VZ′ ), h 7→ ag(h)
(ii) Let (S,OS) ∈ RTop. Let i : Z →֒ S a closed embedding. The VZ-filtration on OS (see (i)) gives the
filtration, given by for p ∈ Z,
VZ,p Hom(OS , OS) :=
{
P ∈ Hom(OS , OS), s.t.PI
k
Z ⊂ I
k−p
Z
}
on Hom(OS , OS), which induces the filtration VZ,pDS := DS∩VZ,p Hom(OS , OS) on DS ⊂ Hom(OS , OS).
We get (DS , VZ) ∈ PShfil(S,Ring) and we call it the VZ-filtration on DS.
(iii) Let (S,OS) ∈ RTop a locally ringed space. Let i : Z = V (IZ) →֒ S a Zariski closed embedding
and OZ := i
∗OS/IZ . We say that (M,F ) ∈ PShD(OS)fil(S) is specializable on Z if it admits an
(increasing) filtration (called a VZ-filtration) (M,F, V ) ∈ PShD(OS)2fil(S) compatible with (DS , VZ),
that is VZ,pDS.VqM ⊂ Vp+qM .
(iii)’ Under certain hypothesis, a VZ-filtration on (M,F ) if it exist is unique in this case we denote
(M,F, VZ) ∈ PShD(OS)2fil(S). If m : (M1, F ) → (M2, F ) is a morphism, with (M1, F ), (M2, F ) ∈
PShD(OS)fil(S) admiting a unique VZ filtration, we have m(V
q
ZF
pM1) ⊂ V
q
ZF
pM2, that is we get
a morphism m : (M1, F, VZ) → (M2, F, VZ). See proposition 89 for the particular case of smooth
complex algebraic varieties we will be mainly interested with.
(iv) Let (S,OS) ∈ RTop a locally ringed space. Let i : Z = V (IZ) →֒ S a Zariski closed embedding and
OZ := i
∗OS/IZ . For (M,F ) ∈ PShD(OS)fil(S) is specializable on Z, consider for a VZ filtration
(M,F, V ) ∈ PShD(OS)2fil(S), the quotient map in PShOSfil(S)
qV 0 : (M,F )→ (M,F )/V<0(M,F ) =: GrV,0(M,F ).
Since by definition IZV<0(M,F ) ⊂ V<0(M,F ), qV 0 factors trough in PShi∗OSfil(Z)
i∗qV 0 : i
∗(M,F )
i∗qZ
−−−→ i∗mod(M,F )
spV (M,F )
−−−−−−→ i∗GrV,0(M,F )
where
– qZ : (M,F ) = (M,F )⊗OS OS → (M,F )⊗OS i∗OZ is the quotient map, which is given by for
So ⊂ S an open subset and m ∈ Γ(So,M), qZ(m) := m⊗ 1,
– spV (M,F ) : i
∗mod(M,F ) → i∗GrV,0(M,F ) is given by for So ⊂ S an open subset, m ∈
Γ(So,M) and h ∈ Γ(So, i∗OZ),
spV (M,F )(m⊗ h) := hqV 0(m) = qV 0(h˜m),
where h˜ ∈ Γ(So, OS) is lift of h, and of course spV (M,F ) : i∗mod(M,F ) → i∗GrV,0(M,F ) is
unique in PShi∗OSfil(Z) such that i
∗qV 0 = spV (M,F ) ◦ i∗qZ since qZ is surjective.
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The quotient i∗GrV,0(M,F ) has a structure of DZ module since for S
o ⊂ S an open subset and
∂z ∈ Γ(Z ∩ S
o, TZ) ⊂ Γ(S
o, TS), we have ∂z ∈ Γ(S, VZ,0DS) since for f =
∑r
i=1 tihi ∈ Γ(S
o, IZ),
where (ti) = IZ(So) are generators of the ideal IZ(So) ⊂ OS(So) and hi ∈ Γ(So, OS), we have
∂z(
r∑
i=1
tihi) =
r∑
i=1
(∂z(ti)hi + ti∂z(hi)) =
r∑
i=1
ti(∂z(hi)) ∈ Γ(S, IZ)
as ∂z(ti) = 0 (only the vector field of TOS which are transversal to TOZ ⊂ TOS increase the grading),
Then, obviously, by definition,
spV (M,F ) : i
∗mod(M,F )→ i∗(M,F )/V<0(M,F ) =: i
∗GrV,0(M,F )
is D(OZ) linear, i.e.is a map in PShi∗OS ,D(OZ)fil(Z) and we call it the specialization map.
Definition-Proposition 15. Let (S,OS) ∈ RTop a locally ringed space. Consider a commutative dia-
gram
Z1 = V (I1)
i1 // (S,OS)
Z = V (I)
i′1 //
i′2
OO
Z2 = V (I2)
i2
OO
where the maps are Zariski closed embeddings and which is cartesian (i.e. I = (I1, I2), in particular
Z = Z1 ∩ Z2).
(i) Let (M,F ) ∈ PShD(OS)fil(S) admitting a unique VZ-filtration, a unique VZ1-filtration and a unique
VZ2-filtration (see definition 49). Let p, q ∈ Z. Then
– GrVZ1 ,p(M,F ) is a D(OZ1 ) admitting a unique VZ-filtration,
– GrVZ2 ,q(M,F ) is a D(OZ2 ) admitting a unique VZ-filtration,
and the quotient map in PShOZ2fil(S)
qVZ1p : GrVZ2 ,q(M,F )→ GrVZ ,q GrVZ1 ,p(M,F )
factors trough
qVZ1p : GrVZ2 ,q(M,F )
qVZ,p−−−→ GrVZ ,pGrVZ2 ,q(M,F )
Gp,qZ1,Z2
(M,F )
−−−−−−−−−→ GrVZ ,q GrVZ1 ,p(M,F )
and Gp,qZ1,Z2(M,F ) is an isomorphism in PShD(OZ)fil(S).
(ii) If m : (M1, F ) → (M2, F ) is a morphism with (M1, F ), (M2, F ) ∈ PShD(OS)fil(S) admitting a
unique VZ-filtration, a unique VZ1-filtration and a unique VZ2 -filtration (see definition 49). Then
for all p, q ∈ Z the following diagram commutes
GrVZ ,pGrVZ2 ,q(M1, F )
Gp,qZ1,Z2
(M,F )
//
GrVZ,pGrVZ2 ,q
(m)

GrVZ ,q GrVZ1 ,p(M,F )
GrVZ,q GrVZ1 ,p
(m)

GrVZ ,pGrVZ2 ,q(M2, F )
Gp,qZ1,Z2
(M2,F )
// GrVZ ,q GrVZ1 ,p(M2, F )
Let (S,OS) ∈ RTop a locally ringed space. Consider a commutative diagram
Z ′1 = V (I
′
1)
l1 // Z1 = V (I1)
i1 // (S,OS)
Z ′ = V (I ′)
l′1 //
i′′2
OO
Z = V (I)
i′1 //
i′2
OO
Z2 = V (I2)
i2
OO
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where the maps are Zariski closed embeddings and whose squares are cartesian (i.e. I = (I1, I2) and
I ′ = (I ′1, I), in particular Z = Z1 ∩ Z2 and Z
′ = Z ′1 ∩ Z). Let (M,F ) ∈ PShD(OS)fil(S) admitting a
unique VZ-filtration, a unique VZ1-filtration a unique VZ′-filtration, a unique VZ′1 -filtration, and a unique
VZ2-filtration (see definition 49). Then for all p, q ∈ Z, GrVZ′1 ,p
GrVZ1 ,p(M,F ) = GrVZ′1 ,p
(M,F ) and
Gp,qZ′1,Z
(Gp,qZ1,Z2(M,F )) = G
p,q
Z′1,Z2
(M2, F )
Proof. Obvious.
We will also consider the following categories
Definition 50. Let (X , OX) ∈ RCat. We denote by COXfil,D(OX )(X ) the category
• whose objects (M,F ) ∈ COXfil,D(OX )(X ) are filtered complexes of presheaves of OX modules (M,F ) ∈
COXfil(X ) whose cohomology presheaves H
n(M,F ) ∈ PShOXfil(X ) are emdowed with a structure
of filtered D(OX) modules for all n ∈ Z.
• whose set of morphisms HomCOXfil,D(OX )(X )((M,F ), (N,F )) ⊂ HomCOXfil(X )((M,F ), (N,F )) be-
tween (M,F ), (N,F ) ∈ COXfil,D(OX )(X ) are the morphisms of filtered complexes of OX modules
m : (M,F )→ (N,F ) such that Hnm : Hn(M,F )→ Hn(N,F ) is D(OX) linear, i.e. is a morphism
of (filtered) D(OX) modules, for all n ∈ Z.
4.1.2 The De Rham complex of a (left) filtered D-module and the Spencer complex of a
right filtered D-module
Using proposition 35, we define the filtered De Rham complex of a complex of filtered (left) D-modules :
Definition 51. (i) Let (S, OS) ∈ RCat with OS commutative. Let (M,F ) ∈ CD(OS)fil(S). By propo-
sition 35, we have the complex
DR(OS)(M,F ) := (Ω
•
OS , Fb)⊗OS (M,F ) ∈ Cfil(S)
whose differentials are d(ω ⊗m) = (dω)⊗m+ ω ∧ (∇m).
(ii) More generally, let f : (X , OX) → (S, OS) with (X , OX), (S, OS) ∈ RCat. The quotient map
q : ΩOX → ΩOX/f∗OS induce, for G ∈ PShOX (X ) the quotient map
qp(G) := ∧pq ⊗ IΩqOX ⊗OX G→ Ω
q
OX/f∗OS
⊗OX G.
Let (M,F ) ∈ CD(OX )fil(X ). By proposition 35, we have the relative De Rham complex
DR(OX/f
∗OS)(M,F ) := (Ω
•
X/S , Fb)⊗OX (M,F ) ∈ Cf∗OSfil(X )
whose differentials are d(qp(M)(ω ⊗m)) := qp+1(M)((dω)⊗m) + qp+1(M)(ω ⊗ (∇m)).
(iii) Let (X,OX)/F ∈ FolRTop, that is (X,OX) ∈ RTop endowed with a foliation with quotient map
q : ΩOX → ΩOX/F . Let (M,F ) ∈ CD(OX )fil(X). By proposition 35, we have the foliated De Rham
complex
DR(OX/F)(M,F ) := (Ω
•
OX/F
, Fb)⊗OX (M,F ) ∈ Cfil(X)
whose differentials are d(q(M)(ω ⊗m)) := q(M)((dω)⊗m) + q(M)(ω ⊗ (∇m)).
By definition,
• with the notation of (ii) if φ : (M1, F )→ (M2, F ) is a morphism in CD(OX )fil(X ),
DR(OX/f
∗OS)(φ) := (I ⊗ φ) : (Ω
•
X/S , F )⊗OX (M1, F )→ (Ω
•
X/S , F )⊗OX (M2, F )
is a morphism in Cf∗OSfil(X ),
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• with the notation of (ii) DR(OX)(OX) = DR(OX) and more generally in the relative case DR(OX/f∗OS)(OX) =
DR(OX/f
∗OS), and with the notation of (iii) DR(OX/F)(OX) = DR(OX/F).
Dually, we have the filtered Spencer complex of a complex of filtered right D-module :
Definition 52. (i) Let (S, OS) ∈ RCat with OS commutative. Let (M,F ) ∈ CD(OS)opfil(S). By
proposition 35, we have the complex
SP (OS)(M,F ) := (T
•
OS , Fb)⊗OS (M,F ) ∈ Cfil(S)
whose differentials are, for X ∈ S, and ∂1 ∧ · · · ∧ ∂r ⊗m ∈ Γ(X,T
r−1
OS
⊗OS M),
d(∂1 ∧ · · · ∧ ∂r ⊗m) : (ω ∈ Γ(X,Ω
r−1
OS
) 7→
∑
i
ω(∂1 ∧ · · · ∧ ∂iˆ · · · ∂r)m−
∑
i<j
ω([∂i, ∂j ])m).
(ii) More generally, let f : (X , OX) → (S, OS) with (X , OX), (S, OS) ∈ RCat. The quotient map
q : ΩOX → ΩOX/f∗OS induce, for G ∈ PShOX (X ) the injective map
q∨,p(G) := ∧pq∨ ⊗ I : T qOX/f∗OS ⊗OX G→ T
q
OX
⊗OX G.
Let (M,F ) ∈ CD(OX )opfil(X ). By proposition 35, we have the relative Spencer complex
SP (OX/f
∗OS)(M,F ) := (T
•
X/S , Fb)⊗OX (M,F ) ∈ Cf∗OSfil(X )
whose differentials are the one of SP (OX)(M,F ) given in (i) by the embedding q
∨ : SP (OX/f
∗OS)(M,F ) →֒
SP (OX)(M,F ).
(iii) Let (X,OX)/F ∈ FolRTop, that is (X,OX) ∈ RTop endowed with a foliation with quotient map
q : ΩOX → ΩOX/F . Let (M,F ) ∈ CD(OX )opfil(X). By proposition 35, we have the foliated Spencer
complex
SP (OX/F)(M,F ) := (T
•
OX/F
, Fb)⊗OX (M,F ) ∈ Cfil(X)
whose differentials are of SP (OX)(M,F ) given in (i) by the embedding q
∨ : SP (OX/F)(M,F ) →֒
SP (OX)(M,F ).
By definition, with the notation of (ii) if φ : (M1, F )→ (M2, F ) is a morphism in CD(OX )opfil(X ),
SP (OX/f
∗OS)(φ) := (I ⊗ φ) : (T
•
X/S , Fb)⊗OX (M1, F )→ (T
•
X/S , Fb)⊗OX (M2, F )
is a morphism in Cf∗OSfil(X ).
Proposition 36. (i) Let f : (X,OX) → (S,OS) a morphism with (S,OS), (X,OX) ∈ RTop. Assume
that the canonical map T (f, hom)(OX , OX) : f
∗D(OX)→ D(f∗OX) is an isomorphism of sheaves.
For (M,F ) ∈ CD(OX )op,f∗D(OS)fil(X) and (M
′, F ), (N,F ) ∈ CD(OX )fil(X), we have canonical
isomorphisms in Cf∗D(OS)fil(X) :
(M ′, F )⊗OX (N,F )⊗D(OX ) (M,F ) = (M
′, F )⊗D(OX ) ((M,F ) ⊗OX (N,F ))
= ((M ′, F )⊗OX (M,F ))⊗D(OX ) (N,F )
(ii) Let f : (X,OX)→ (S,OS) a morphism with (S,OS), (X,OX) ∈ RTop. For (M,F ) ∈ CD(OX )fil(X),
we have a canonical isomorphisms of filtered f∗OS modules, i.e. isomorphisms in Cf∗OSfil(X),
(Ω•OX/f∗OS , Fb)⊗OX (M,F ) = ((Ω
•
OX/f∗OS
, Fb)⊗OX D(OX))⊗D(OX) (M,F )
Proof. These are standard fact of algebra.
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Definition-Proposition 16. Consider a commutative diagram in RCat
D = (X , OX)
f // (S, OS)
(X ′, OX′)
g′
OO
f ′ // (T , OT )
g
OO
.
with commutative structural sheaf of rings. Assume that the canonical map T (g′, hom)(OX , OX) : g
′∗D(OX)→
D(g
′∗OX) is an isomorphism of sheaves.
(i) For (M,F ) ∈ PShD(OX )fil(X ), the graded map in (PShg′∗OX (N×X
′), F )
Ω(OX′/g
′∗OX )/(OT /g∗OS)
(M,F ) := m′ ◦ (Ω(OX′/g
′∗OX )/(OT /g∗OS)
⊗ I) :
g
′∗((Ω•OX/f∗OS , Fb)⊗OX (M,F ))→ (Ω
•
OX′/f
′∗OT
, Fb)⊗OX′ g
′∗mod(M,F )
given in degree p ∈ N by, for X
′o ∈ X ′ and Xo ∈ X such that g
′∗(Xo)← X
′o,
Ωp
(OX′/g
′∗OX )/(OT /g∗OS)
(M)(X ′o) := m′ ◦ (Ωp
(OX′/g
′∗OX )/(OT /g∗OS)
⊗ I)(X ′o) :
ω ⊗m ∈ Γ(Xo,ΩpOX ⊗OX M) 7→ ΩOX′/g
′∗OX
(ω)⊗ (m⊗ 1)
is a map of complexes, that is a map in C(f◦g′)∗OSfil(X
′).
(ii) For (M,F ) ∈ CD(OX )fil(X ), we get from (i) by functoriality, the map in C(f◦g′)∗OSfil(X
′)
Ω(OX′/g
′∗OX )/(OT /g∗OS)
(M,F ) := m′ ◦ (Ω(OX′/g
′∗OX )/(OT /g∗OS)
⊗ I) :
g
′∗((Ω•OX/f∗OS , Fb)⊗OX (M,F ))→ (Ω
•
OX′/f
′∗OT
, Fb)⊗OX′ g
′∗mod(M,F )
(iii) For (M,F ) ∈ CD(OX )fil(X ), we get from (ii) the canonical transformation map in COT fil(T )
TOω (D)(M,F ) : g
∗modLO(f∗E((Ω
•
OX/f∗OS
, Fb)⊗OX (M,F )))
q
−→
(g∗f∗E((Ω
•
OX/f∗OS
, Fb)⊗OX (M,F ))) ⊗g∗OS OT
T (g′,E)(−)◦T (D)(E(Ω•OX/f∗OS
⊗OX (M,F )))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(f ′∗E(g
′∗((Ω•OX/f∗OS , Fb)⊗OX (M,F )))) ⊗g∗OS OT
E(Ω
(O
X′
/g
′∗OX )/(OT /g
∗OS
)(M,F ))
−−−−−−−−−−−−−−−−−−−−−−−→
(f ′∗E((Ω
•
OX′/f
′∗OT
, Fb)⊗OX (M,F )))⊗g∗OS OT
m
−→ f ′∗E((Ω
•
OX′/f
′∗OT
, Fb)⊗OX′ g
′∗mod(M,F ))
with m(n⊗ s) = s.n.
Proof. (i): We check that the map in (PShg′∗OX (N×X
′), F )
Ω(OX′/g
′∗OX )/(OT /g∗OS)
(M,F ) := m′ ◦ (Ω(OX′/g
′∗OX )/(OT /g∗OS)
⊗ I) :
g
′∗((Ω•OX/f∗OS , Fb)⊗OX (M,F ))→ (Ω
•
OX′/f
′∗OT
, Fb)⊗OX′ g
′∗mod(M,F )
is a map in C(f◦g′)∗OSfil(X
′). But we have, for X
′o ∈ X ′ the following equality in Γ(X
′o,Ωp+1OX′ ⊗OX′
g
′∗modM)
d(Ωp
(OX′/g
′∗OX )(OT /g∗OS)
(M)(ω ⊗m)) : = d(Ωp
OX′/g
′∗OX
(ω)⊗ (m⊗ 1))
: = d(Ωp
OX′/g
′∗OX
(ω))⊗ (m⊗ 1) + Ωp
OX′/g
′∗OX
(ω)⊗∇(m⊗ 1)
= Ωp+1
OX′/g
′∗OX
(dω)⊗ (m⊗ 1) + Ωp
OX′/g
′∗OX
(ω)⊗∇(m)⊗ 1
= Ωp+1
OX′/g
′∗OX
(dω)⊗ (m⊗ 1) + Ωp+1
OX′/g
′∗OX
(ω ⊗∇(m))⊗ 1
= : Ωp+1
(OX′/g
′∗OX )(OT /g∗OS)
(M)(d(ω) ⊗m+ ω ⊗∇(m))
= : Ωp+1
(OX′/g
′∗OX )(OT /g∗OS)
(M)(d(ω ⊗m))
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since for ∂′ ∈ TOX′ (X
′o),
∇∂′(m⊗ 1) = ∇dg′(∂′)(m)⊗ 1 +m⊗∇∂′1 = ∇dg′(∂′)(m)⊗ 1 :
see in definition-proposition 14 the definition of the D(OX′ ) module structure on the OX′ module
g
′∗modM := g
′∗M ⊗g′∗OX OX′ .
(ii) and (iii): There is nothing to prove.
Remark 7. Consider a commutative diagram in RCat
D = (X , OX)
f // (S, OS)
(X ′, OX′)
g′
OO
f ′ // (T , OT )
g
OO
.
Assume that the canonical map T (g′, hom)(OX , OX) : g
′∗D(OX) → D(g
′∗OX) is an isomorphism of
sheaves. Under the canonical isomophism (−)⊗ 1 : (Ω•OX/f∗OS , Fb)
∼
−→ (Ω•OX/f∗OS , Fb)⊗OX (OX , Fb), we
have (see definition-proposition 16 and definition 1)
• Ω(OX′/g
′∗OX )/(OT /g∗OS)
(OX) = Ω(OX′/g
′∗OX )/(OT /g∗OS)
: g
′∗Ω•OX/f∗OS → Ω
•
OX′/f
′∗OT
• TOω (D)(OX) = T
O
ω (D) : g
∗modLO(f∗E(Ω
•
OX/f∗OS
, Fb))→ f ′∗E(Ω
•
OX′/f
′∗OT
, Fb).
Definition 53. Consider a commutative diagram in RCat
D = (X , OX)
f // (S, OS)
(X ′, OX′)
g′
OO
f ′ // (T , OT )
g
OO
.
with commutative structural sheaf of rings. Assume that the canonical map T (g′, hom)(OX , OX) : g
′∗D(OX)→
D(g
′∗OX) is an isomorphism of sheaves. For (N,F ) ∈ CD(OX′ ),g
′∗D(OX )fil
(X ′), we have by definition-
proposition 16 the map in Cf∗OSfil(X )
TOω (g
′,⊗)(N,F ) : Ω•OX/f∗OS ⊗OX g
′
∗(N,F )
ad(g
′∗mod,g′∗)(−)−−−−−−−−−−−→
g′∗(g
′∗(Ω•OX/f∗OS ⊗OX g
′
∗N)⊗g′∗OX OX′
m◦Ω
(O
X′
/g
′∗OX )/(OT /g
∗OS )
(g′∗(N,F ))
−−−−−−−−−−−−−−−−−−−−−−−−−→
g′∗(Ω
•
OX/f∗OS
⊗OX g
′∗modg′∗(N,F ))
ad(g
′∗mod,g′∗)(N,F )−−−−−−−−−−−−−→ g′∗(Ω
•
OX′/f
∗OT
⊗OX′ (N,F ))
with m(n⊗ s) = s.n and g′∗N ∈ CD(OX )(X ), the structure of D(OX) module being given by the canonical
morphism ad(g
′∗, g′∗)(D(OX)) : D(OX)→ g
′
∗g
′∗D(OX) applied to g
′
∗N ∈ Cg′∗g
′∗D(OX )
(X ).
We finish this subsection by a proposition for ringed spaces similar to proposition 9
Proposition 37. Let f : (X,OX) → (S,OS) a morphism with (X,OX), (S,OS) ∈ RTop with com-
mutative sheaves of rings. Assume that ΩOX/f∗OS ∈ PShOX (X) is a locally free OX module of finite
rank.
(i) If φ : (M,F ) → (N,F ) is an r-filtered top local equivalence with (M,F ), (N,F ) ∈ CD(OX )fil(X),
then
DR(OX/f
∗OS)(φ) : (Ω
•
OX/f∗OS
, Fb)⊗OX (M,F )→ (Ω
•
OX/f∗OS
, Fb)⊗OT (N,F )
is an r-filtered top local equivalence.
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(ii) Consider a commutative diagram in RTop
D = (X,OX)
f // (S,OS)
(X ′, OX′)
g′
OO
f ′ // (T,OT )
g
OO
.
with commutative structural sheaf of rings. For (N,F ) ∈ CD(OXT )fil(X
′), the map in Cf∗OSfil(X)
k ◦ TOω (g
′,⊗)(E(N,F )) : (Ω•OX/f∗OS , Fb)⊗OX g
′
∗E(N,F )→ g
′
∗E((Ω
•
OX′/f
∗OT
, Fb)⊗OX′ E(N,F ))
is a filtered top local equivalence (see definition 53).
Proof. (i):Follows from proposition 9 (i) since Ω•OX/f∗OS ∈ C
b(X) is then a bounded complex with
ΩnOX/f∗OS ∈ PShOX (X) a locally free OX module of finite rank.
(ii):Follows from proposition 9 (ii) since Ω•OX/f∗OS ∈ C
b(X) is then a bounded complex with ΩnOX/f∗OS ∈
PShOX (X) a locally free OX module of finite rank.
4.1.3 The support section functor for D module on ringed spaces
Let (S,OS) ∈ RTop with OS commutative. Let Z ⊂ S a closed subset. Denote by j : S\Z →֒ S the open
complementary embedding,
• For G ∈ CD(OS)(S), ΓZG := Cone(ad(j
∗, j∗)(G) : F → j∗j∗G)[−1] has a (unique) structure of
D(OS) module such that γZ(G) : ΓZG→ G is a map in CD(OS)(S). This gives the functor
ΓZ : CD(OS)fil(S)→ CD(OS)fil(S), (G,F ) 7→ ΓZ(G,F )
together with the canonical map γZ(G,F ) : ΓZ(G,F )→ (G,F ). Let Z2 ⊂ Z a closed subset, then
for G ∈ CD(OS)(S), T (Z2/Z, γ)(G) : ΓZ2G→ ΓZG is a map in CD(OS)(S).
• For G ∈ COS (S), Γ
∨
ZG := Cone(ad(j!, j
∗)(G) : j!j
∗G → G) has a unique structure of D(OS)
module, such that γ∨Z(G) : G→ Γ
∨
ZG is a map in CD(OS)(S). This gives the functor
Γ∨Z : CD(OS)fil(S)→ CD(OS)fil(S), (G,F ) 7→ Γ
∨
Z(G,F ),
together with the canonical map γ∨Z(G,F ) : (G,F )→ Γ
∨
Z(G,F ). Let Z2 ⊂ Z a closed subset, then
for G ∈ CD(OS)(S), T (Z2/Z, γ
∨)(G) : Γ∨ZG→ Γ
∨
Z2
G is a map in CD(OS)(S).
• For G ∈ CD(OS)(S),
Γ∨,hZ G : = D
O
SLOΓZE(D
O
SG)
: = Cone(DOSLO ad(j∗, j
∗)(E(DOSG)) : D
O
SLOj∗j
∗E(DOSG)→ D
O
SLOE(D
O
SG))
has also canonical D(OS)-module structure, and γ
∨,h
Z (G) : G → Γ
∨,h
Z G is a map in CD(OS). This
gives the functor
Γ∨,hZ : CD(OS)fil(S)→ CD(OS)fil(S), (G,F ) 7→ Γ
∨,h
Z (G,F ),
together with the canonical map γ∨,hZ (G,F ) : (G,F )→ Γ
∨,h
Z (G,F ).
• Consider IoZ ⊂ OS the ideal of vanishing function on Z and IZ ⊂ DS the right ideal of DS generated
by IoZ . We have then I
D
Z ⊂ IZ , where I
D
Z ⊂ DS is the left and right ideal consisting of sections
which vanish on Z. For G ∈ PShD(OS)(S), we consider, S
o ⊂ S being an open subset,
IZG(S
o) =< {f.m,m ∈ G(So), f ∈ IZ(S
o)} >⊂ G(So)
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the D(OS)-submodule generated by the functions which vanish on Z (IZ is a right D(OS) ideal),
This gives the functor,
Γ∨,OZ := Γ
∨,O,IZ
Z : CD(OS)fil(S)→ CD(OS)fil(S),
(G,F ) 7→ Γ∨,OZ (G,F ) := Cone(bZ(G,F ) : IZ(G,F )→ (G,F )), bZ(−) := bIZ (−)
together with the canonical map γ∨,OZ (G,F ) : (G,F )→ Γ
∨,O
Z (G,F ). which factors through
γ∨,OZ (G) : G
γ∨Z(G)−−−−→ Γ∨ZG
bS/Z(G)
−−−−−→ Γ∨,OZ G.
with bS/Z(−) = b
I
S/Zand we have an homotopy equivalence cZ(G) := cIZ (G) : Γ
∨,O
Z G→ G/IZG.
Lemma 6. Let (Y,OY ) ∈ RTop and i : X →֒ Y a closed embedding.
(i) For (M,F ) ∈ CD(OY )fil(Y ) and (N,F ) ∈ PShD(OY )opfil(Y ) such that aτN is a locally free D(OY ))
module of finite rank, the canonical map
T (γ,⊗)(E(M,F ), (N,F )) := (I, T (j,⊗)(E(M,F ), (N,F ))) :
(ΓXE(M,F ))⊗D(OY ) (N,F )→ ΓXE((M,F )⊗D(OY ) (N,F ))
is an equivalence top local.
(ii) For (M,F ) ∈ CD(OY )(op)fil(Y ) and (N,F ) ∈ PShD(OY )(op)fil(Y ) such that aτN is a locally free OY
module of finite rank, the canonical map
T (γ,⊗)(E(M,F ), (N,F )) := (I, T (j,⊗)(E(M,F ), (N,F ))) :
(ΓXE(M,F ))⊗OY (N,F )→ ΓXE((M,F )⊗OY (N,F ))
is a filtered top local equivalence.
Proof. Follows from proposition 9. Also note that T (j,⊗)(−,−) = Tmod(j,⊗)(−,−).
We now look at the pullback map and the transformation map of De Rahm complexes together with
the support section functor. The follwoing is a generalization of definition-proposition 3 :
Definition-Proposition 17. Consider a commutative diagram in RTop
D0 = f : (X,OX)
i // (Y,OY )
p // (S,OS)
f ′ : (X ′, OX′)
i′ //
g′
OO
(Y ′, OY ′)
g′′
OO
p′ // (T,OT )
g
OO
with i, i′ being closed embeddings. Denote by D the right square of D. We have a factorization i′ : X ′
i′1−→
X × Y Y ′
i′0−→ Y ′, where i′0, i
′
1 are closed embedding.
(i) For (M,F ) ∈ CD(OY )fil(Y ), the canonical map,
E(Ω(OY ′/g
′′∗OY )/(OT /g∗OS)
(M,F )) ◦ T (g′′, E)(−) ◦ T (g′′, γ)(−) :
g
′′∗ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY (M,F ))→ ΓX×Y Y ′E((Ω
•
OY ′/p
′∗OT
, Fb)⊗OY ′ g
′′∗mod(M,F ))
unique up to homotopy such that the following diagram in Cg′′∗p∗OSfil(Y
′) = Cp′∗g∗OSfil(Y
′) com-
mutes
g
′′∗ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY (M,F ))
E(Ω(−)/(−)(M,F ))◦T (g
′′,E)(−)◦T (g′′,γ)(−)
//
γX(−)

ΓX×Y Y ′E((Ω
•
OY ′/p
′∗OT
, Fb)⊗OY ′ (g
′′∗mod(M,F )))
γX×Y Y ′(−)

g
′′∗E((Ω•OY /p∗OS , Fb)⊗OY (M,F ))
E(Ω(−)/(−)(M,F )◦T (g
′′,E)(−)
// E((Ω•
OY ′/p
′∗OT
, Fb)⊗OY ′ g
′′∗mod(M,F ))
.
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(ii) For M ∈ CD(Y ), there is a canonical map
TOω (D)(M,F )
γ : g∗modLOp∗ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY (M,F ))→
p′∗ΓX×Y Y ′E((Ω
•
OY ′/p
′∗OT
, Fb)⊗OY ′ g
′′∗mod(M,F ))
unique up to homotopy such that the following diagram in COT fil(T ) commutes
g∗modLOp∗ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY (M,F ))
TOω (D)(M,F )
γ
//
γX(−)

p′∗ΓX×Y Y ′E((Ω
•
OY ′/p
′∗OT
, Fb)⊗OY ′ (g
′′∗mod(M,F )))
γX×Y Y ′ (−)

g∗modLOp∗E((Ω
•
OY /p∗OS
, Fb)⊗OY (M,F ))
TOω (D)(M,F ) // p′∗E((Ω
•
OY ′/p
′∗OT
, Fb)⊗OY ′ g
′′∗mod(M,F ))
.
(iii) For N ∈ CD(Y × T ), the canonical map in Ch′∗OT fil(Y
′)
T (X ′/X ×Y Y
′, γ)(−) : ΓX′E((Ω
•
Y ′/T , Fb)⊗OY ′ (N,F ))→ ΓX×Y Y ′E((Ω
•
OY ′/OT
, Fb)⊗OY ′ (N,F ))
is unique up to homotopy such that γX×Y Y ′(−) ◦ T (X
′/X ×Y Y ′, γ)(−) = γX′(−).
(iv) For M = OY , we have T
O
ω (D)(OY×S)
γ = TOω (D)
γ and TOω (X ×Y Y
′/Y ′)(OY ′)
γ = TOω (X ×Y
Y ′/Y ′)γ (see definition-proposition 3).
Proof. Immediate from definition. We take for the map of point (ii) the composite
TOω (D)(M,F )
γ : g∗modLOp∗ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY (M,F ))
q
−→
g∗p∗ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY (M,F ))⊗g∗OS OT
T (g′′,E)(−)◦T (g′′,γ)(−)◦T (D)(E(Ω•OY /p∗OS
,Fb))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(p′∗ΓX×Y Y ′E(g
′′
((Ω•OY /p∗OS , Fb)⊗OY (M,F )))) ⊗g∗OS OT
E(Ω
(O
Y ′
/g
′′∗OY )/(OT /g
∗OS
(M,F )))
−−−−−−−−−−−−−−−−−−−−−−−→
p′∗ΓX×Y Y ′E((Ω
•
OY ′/p
′∗OT
, Fb)⊗OY ′ g
′′∗mod(M,F ))⊗g∗OS OT
m
−→
p′∗ΓX×Y Y ′E((Ω
•
OY ′/p
′∗OT
, Fb)⊗OY ′ g
′′∗mod(M,F )),
with m(n⊗ s) = s.n.
Let p : (Y,OY ) → (S,OS) a morphism with (Y,OY ), (S,OS) ∈ RTop. Let i : X →֒ Y a closed
embedding. Denote by j : Y \X →֒ Y the complementary open embedding. Consider, for (M,F ) ∈
CD(OY )fil(Y ), the map in Cp∗OSfil(Y ) (see definition 53):
k ◦ TOw (j,⊗)(E(M,F )) : (Ω
•
OY /p∗OS
, Fb)⊗OY j∗j
∗E(M,F ))
DR(OY /p
∗OS)(ad(j
∗,j∗)(−))
−−−−−−−−−−−−−−−−−−−→
j∗j
∗((Ω•OY /p∗OS , Fb)⊗OY j∗j
∗E(M,F )) = j∗j
∗(Ω•OY /p∗OS , Fb)⊗OY j
∗j∗j
∗E(M,F )
k◦DR(OY /p
∗OS)(ad(j
∗,j∗)(j
∗E(M)))
−−−−−−−−−−−−−−−−−−−−−−−−→
j∗E(j
∗(Ω•OY /p∗OS , Fb)⊗OY j
∗E(M,F )) = j∗E(j
∗((Ω•OY /p∗OS , Fb)⊗OY E(M,F )))
Definition 54. Let p : (Y,OY ) → (S,OS) a morphism with (Y,OY ), (S,OS) ∈ RTop. Let i : X →֒ Y
a closed embedding. Denote by j : Y \X →֒ Y the complementary open embedding. We consider, for
(M,F ) ∈ CD(OY )fil(Y ) the canonical map in Cp∗OSfil(Y )
TOw (γ,⊗)(M,F ) := (I, k ◦ T
O
w (j,⊗)(E(M,F ))) :
(Ω•OY /p∗OS , Fb)⊗OY ΓXE(M,F )→ ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY E(M,F )).
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Proposition 38. Let p : (Y,OY ) → (S,OS) a morphism with (Y,OY ), (S,OS) ∈ RTop. Let i : X →֒ Y
a closed embedding. Then, if ΩOY /p∗OS is a locally free OY module, for (M,F ) ∈ CD(OY )fil(Y )
(i) the map
TOw (γ,⊗)(M,F ) : (Ω
•
OY /p∗OS
, Fb)⊗OY ΓXE(M,F )→ ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY E(M,F ))
is a 1-filtered top local equivalence,
(ii) the map in Dp∗OSfil(Y )
TOw (γ,⊗) := DR(OY /p
∗OS)(k)
−1 ◦ TOw (γ,⊗)(M,F ) :
(Ω•OY /p∗OS , Fb)⊗OY ΓXE(M,F )→ ΓXE((Ω
•
OY /p∗OS
, Fb)⊗OY (M,F ))
is an isomorphism.
Proof. By proposition 37,
• GrpF (k◦T
O
w (j,⊗)(E(M,F ))) : Ω
•
OY /p∗OS
⊗OY j∗j
∗F p−•E(M)→ j∗E(j∗(Ω•OY /p∗OS⊗OY F
p−•E(M)))
is a top local equivalence and
• DR(OY /p
∗OS)(k) : Ω
•
OY /p∗OS
⊗OY (M,F )→ Ω
•
OY /p∗OS
⊗OY E(M,F ) is a filtered top local equiv-
alence.
4.2 The D-modules on smooth complex algebraic varieties and on complex
analytic maninfold and their functorialities in the filtered case
For convenience, we will work with and state the results for presheaves of D-modules. In this section,
it is possible to assume that all the presheaves are sheaves and take the sheaftification functor after the
pullback functor f∗ for a morphism f : X → S, X,S ∈ Var(C) or X,S ∈ AnSp(C), and after the internal
hom functors and tensor products of presheaves of modules on S ∈ Var(C) or S ∈ AnSp(C).
For S = (S,OS) ∈ SmVar(C), resp. S = (S,OS) ∈ AnSm(C), we denote by
• DS := D(OS) ⊂ HomCS (OS , OS) the subsheaf consisting of differential operators. By a DS module,
we mean a left DS module.
• we denote by
– PShD(S) the abelian category of Zariski (resp. usu) presheaves on S with a structure of left
DS module, and by HolD(S) ⊂ CohD(S) ⊂ PShD(S) the full subcategories whose objects are
coherent, resp. holonomic, sheaves of left DS modules,
– PShDop(S) the abelian category of Zariski (resp. usu) presheaves on S with a structure of
right DS module, and by HolDop(S) ⊂ CohDop(S) ⊂ PShDop(S) the full subcategories whose
objects are coherent, resp. holonomic, sheaves of right DS modules,
• we denote by
– CD(S) = C(PShD(S)) the category of complexes of Zariski presheaves on S with a structure
of DS module,
CD,h(S) ⊂ CD,c(S) ⊂ CD(S)
the full subcategories consisting of complexes of presheavesM such that aτH
n(M) are coherent
(resp. holonomic) sheaves of DS modules, aτ being the sheaftification functor for the Zariski,
resp. usual, topology,
119
– CDop(S) = C(PShDop(S)) the category of complexes of Zariski presheaves on S with a structure
of right DS module,
CDop,h(S) ⊂ CDop,c(S) ⊂ CDop(S)
the full subcategories consisting of complexes of presheavesM such that aτH
n(M) are coherenr
(resp. holonomic) sheaves of right DS modules,
• in the filtered case we have
– CD(2)fil(S) ⊂ C(PShD(S), F,W ) := C(PShD(OS)(S), F,W ) the category of (bi)filtered com-
plexes of algebraic (resp. analytic) DS modules such that the filtration is biregular (see defi-
nition 47,
CD(2)fil,h(S) ⊂ CD(2)fil,c(S) ⊂ CD(2)fil(S),
the full subcategories consisting of filtered complexes of presheaves (M,F ) such that aτH
n(M)
are coherent (resp. holonomic) sheaves of DS modules
– CD0fil(S) ⊂ CDfil(S) the full subcategory such that the filtarion is a filtration by DS sub-
module (which is stronger then Griffitz transversality), CD(1,0)fil(S) ⊂ CD2fil(S) the full
subcategory such that W is a filtarion by DS submodules (see definition 47),
CD(1,0)fil,h(S) = CD2fil,h(S) ∩ CD(1,0)fil(S) ⊂ CD2fil,h(S),
the full subcategory consisting of filtered complexes of presheaves (M,F,W ) such that aτH
n(M)
are holonomic sheaves of DS modules and such that W
pM ⊂ M are DS submodules (re-
call that the OS submodules F
pM ⊂ M are NOT DS submodules but satisfy by definition
md : F rDS ⊗ F
pM ⊂ F p+rM),
– CDop(2)fil(S) ⊂ C(PShDop(S), F,W ) := C(PShD(OS)op(S), F,W ) the category of (bi)filtered
complexes of algebraic (resp. analytic) right DS modules such that the filtration is biregular,
as in the left case we consider the subcategories
CDop(2)fil,h(S) ⊂ CDop(2)fil,c(S) ⊂ CDop(2)fil(S),
the full subcategories consisting of filtered complexes of presheaves (M,F ) such that aτH
n(M)
are coherent(resp. holonomic) sheaves of right DS modules.
For S = (S,OS) ∈ AnSm(C), we have the natural extension DS ⊂ D∞S ⊂ HomCS (OS , OS) where
D∞S ⊂ HomCS (OS , OS) is the subsheaf of differential operators of possibly infinite order (see [18]) for the
definition of the action of a differential operator of infinite order on OS) Similarly, we have
• CD∞(2)fil(S) ⊂ C(PShD∞(S), F,W ) := C(PShD∞S (S), F,W ) the category of (bi)filtered complexes
of D∞S modules such that the filtration is biregular,
CD∞(2)fil,h(S) ⊂ CD∞(2)fil,c(S) ⊂ CD∞(2)fil(S),
the full subcategories consisting of filtered complexes of presheaves (M,F ) such that aτH
n(M) are
coherent (resp. holonomic) sheaves of D∞S modules.
• CD∞0fil(S) ⊂ CD∞fil(S) the full subcategory such that the filtarion is a filtration by D
∞
S submod-
ule, CD∞(1,0)fil(S) ⊂ CD∞2fil(S) the full subcategory such thatW is a filtarion byD
∞
S submodules,
CD∞(1,0)fil,h(S) = CD∞2fil,h(S) ∩CD∞(1,0)fil(S) ⊂ CD∞2fil,h(S),
the full subcategory consisting of filtered complexes of presheaves (M,F,W ) such that aτH
n(M)
are holonomic sheaves of D∞S modules and such that W
pM ⊂M are DS submodules
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• CD∞,op(2)fil(S) ⊂ C(PShD∞,op(S), F,W ) := C(PShD∞,opS (S), F,W ) the category of (bi)filtered com-
plexes of right D∞S modules such that the filtration is biregular,
CD∞,op(2)fil,h(S) ⊂ CD∞,op(2)fil,c(S) ⊂ CD∞,op(2)fil(S),
the full subcategories consisting of filtered complexes of presheaves (M,F ) such that aτH
n(M) are
coherent (resp. holonomic) sheaves of DS modules.
For f : X → S a morphism with X,S ∈ SmVar(C) or with (X,S) ∈ AnSm(C),
• we denote by
– PShf∗D(X) the abelian category of Zariski (resp. usu) presheaves on S with a structure of left
f∗DS module, and Cf∗D(X) = C(PShf∗D(X)),
– PShD,f∗D(X) the abelian category of Zariski (resp. usu) presheaves on S with a structure of
left f∗DS module and left DX module, and CD,f∗D(X) = C(PShD,f∗D(X)),
– PShDop,f∗D(X) the abelian category of Zariski (resp. usu) presheaves on S with a structure
of left f∗DS module and right DX module and CDop,f∗D(X) = C(PShDop,f∗D(X)),
• we denote by
– Cf∗Dfil(X) ⊂ C(PShf∗D(X), F ) := C(PShf∗D(OS)(X), F ) the category of filtered complexes
of algebraic (resp. analytic) f∗DS modules such that the filtration is biregular,
– CD,f∗Dfil(X) ⊂ C(PShD,f∗D(X), F ) the category of filtered complexes of algebraic (resp.
analytic) (f∗DS , DX) modules such that the filtration is biregular,
– CDop,f∗Dfil(X) ⊂ C(PShDop,f∗D(X), F ) the category of filtered complexes of algebraic (resp.
analytic) (f∗DS , D
op
X ) modules such that the filtration is biregular.
For f : X → S a morphism with X,S ∈ AnSm(C), we denote by
• Cf∗D∞fil(X) ⊂ C(PShf∗D∞(X), F ) := C(PShf∗D∞S (X), F ) the category of filtered complexes of
f∗D∞S modules such that the filtration is biregular,
• CD∞,f∗D∞fil(X) ⊂ C(PShD∞,f∗D∞(X), F ) the category of filtered complexes of (f∗D∞S , D
∞
X ) mod-
ules such that the filtration is biregular,
• CD∞,op,f∗D∞fil(X) ⊂ C(PShD∞,op,f∗D∞(X), F ) the category of filtered complexes of (f∗D∞S , D
∞,op
X )
modules such that the filtration is biregular.
For S ∈ AnSm(C), we denote by
JS : CD(2)fil(S)→ CD∞(2)fil(S), (M,F ) 7→ JS(M,F ) := (M,F )⊗DS (D
∞
S , F
ord)
the natural functor. For (M,F ) ∈ CD∞fil(S), we will consider the map
JS(M,F ) : JS(M,F ) := (M,F )⊗DS (D
∞
S , F
ord)→ (M,F ),m⊗ P 7→ Pm
Of course JS(CD(1,0)fil(S)) ⊂ CD∞(1,0)fil(S). More generally, for f : X → S a morphism with X,S ∈
AnSm(C), we denote by
JX/S : Cf∗D(2)fil(X)→ Cf∗D∞(2)fil(X), (M,F ) 7→ JX/S(M,F ) := (M,F )⊗f∗(DS ,F ) f
∗(D∞S , F )
the natural functor, together with, for (M,F ) ∈ Cf∗D∞fil(X), the map JS(M,F ) : JS(M,F )→ (M,F ).
Definition 55. Let S ∈ SmVar(C), resp. S ∈ AnSm(C). Let Z ⊂ S a closed subset and denote by
j : S\Z →֒ S the open embedding.
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(i) We denote by
– PShD,Z(S) ⊂ PShD(S), the full subcategory consisting of presheaves M ∈ PShD(S), such that
j∗M = 0,
– CD,Z(S) ⊂ CD(S), the full subcategory consisting of complexes presheaves M ∈ CD(S) such
that aτ j
∗HnM = 0 for all n ∈ Z,
– CD,Z,h(S) := CD,Z(S) ∩ CD,h(S) ⊂ CD(S) the full subcategory consising of M ∈ CD(S) such
that aτH
n(M) are holonomic and aτ j
∗HnM = 0 for all n ∈ Z,
– CD,Z,c(S) := CD,Z(S) ∩ CD,c(S) ⊂ CD(S) the full subcategory consising of M ∈ CD(S) such
that aτH
n(M) are coherent and aτ j
∗HnM = 0 for all n ∈ Z.
(ii) We denote by
– CD(2)fil,Z(S) ⊂ CD(2)fil(S), the full subcategory consisting of (M,F ) ∈ CDfil(S) such that
there exists r ∈ N such that aτ j∗Ep,qr (M,F ) = 0 for all p, q ∈ Z, note that by definition this r
does NOT depend on p and q,
– CD(2)fil,Z,h(S) := CD(2)fil,Z(S) ∩ CD(2)fil,h(S) ⊂ CD(2)fil(S) the full subcategory consising of
(M,F ) such that aτH
n(M) are holonomic for all n ∈ Z and such that there exists r ∈ N such
that aτ j
∗Ep,qr (M,F ) = 0 for all p, q ∈ Z,
– CD(2)fil,Z,c(S) := CD(2)fil,Z(S) ∩ CD(2)fil,c(S) ⊂ CD(2)fil(S) the full subcategory consising of
(M,F ) such that aτH
n(M) are coherent for all n ∈ Z and such that there exists r ∈ N such
that aτ j
∗Ep,qr (M,F ) = 0 for all p, q ∈ Z.
(iii) We have then the full subcategories
– CD(1,0)fil,Z(S) = CD(1,0)fil(S) ∩ CD2fil,Z(S) ⊂ CD2fil(S),
– CD(1,0)fil,Z,h(S) = CD(1,0)fil(S) ∩ CD2fil,Z,h(S) ⊂ CD2fil(S).
Similarly :
Definition 56. Let S ∈ AnSm(C). Let Z ⊂ S a closed subset and denote by j : S\Z →֒ S the open
embedding.
(i) We denote by
– CD∞(2)fil,Z(S) ⊂ CD∞(2)fil(S). the full subcategory consisting of (M,F ) ∈ CD∞(S) such that
j∗M is acyclic
– CD∞(2)fil,Z,h(S) := CD∞(2)fil,Z(S) ∩ CD∞(2)fil,h(S) ⊂ CD∞(2)fil(S) the full subcategory con-
sising of (M,F ) such that aτH
n(M) are holonomic and aτ j
∗Ep,qr (M,F ).
(ii) We have then the full subcategories
– CD∞(1,0)fil,Z(S) = CD∞(1,0)fil(S) ∩ CD∞2fil,Z(S) ⊂ CD∞2fil(S),
– CD∞(1,0)fil,Z,h(S) := CD∞(1,0)fil(S) ∩ CD∞2fil,Z,h(S) ⊂ CD∞(2)fil(S).
Definition 57. (i) Let f : X → S a morphism with X,S ∈ SmVar(C), or with X,S ∈ AnSm(C), we
have, for r = 1, . . .∞, resp. r = (1, . . .∞)2, the categories
DD,f∗D(2)fil,r(S) := HoFrtop CD,f∗D(2)fil(S) , DDop,f∗D(2)fil,r(S) := HoFrtopCDop,f∗D(2)fil(S),
the localizations with respect to r-filtered Zariski, resp. usu, local equivalence.
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(ii) Let S ∈ SmVar(C), or S ∈ AnSm(C). We denote by
DD(2)fil,∞,h(S) ⊂ DD(2)fil,∞(S), DD(1,0)fil,∞,h(S) ⊂ DD2fil,∞(S)
the full subcategories consisting of the image of CD(2)fil,h(S), resp. CD(1,0)fil,h(S), by the localiza-
tion functor
D(top) : CD(2)fil(S)→ DD(2)fil,∞(S)
that is consisting of (M,F ) ∈ CDfil(S) such that aτHn(M) are holonomic, for all n ∈ Z, resp.
consisting of (M,F,W ) ∈ CD2fil(S) such that aτHn(M) are holonomic and W pMn ⊂Mn are DS
submodules for all n ∈ Z.
(iii) Let S ∈ AnSm(C). We denote by
– DD(2)fil,∞,rh(S) ⊂ DD(2)fil,∞,h(S), the full subcategory consisting of (M,F ) ∈ CDfil(S) such
that aτH
n(M) are regular holonomic for all n ∈ Z.
– DD(1,0)fil,∞,rh(S) = DD2fil,∞,rh(S) ∩DD(1,0)fil,∞,h(S) ⊂ DD2fil,∞,h(S), the full subcategory
consisting of (M,F,W ) ∈ CD2fil(S) such that aτHn(M) are regular holonomic and W pMn ⊂
M are DS submodules for all n ∈ Z.
Similarly,
Definition 58. (i) Let f : X → S a morphism with X,S ∈ AnSm(C), we have, for r = 1, . . .∞, resp.
r = (1, . . .∞)2, the categories
DD∞,f∗D∞(2)fil,r(S) := HoFrtop CD∞,f∗D∞(2)fil(S) , DD∞,op,f∗D∞(2)fil,r(S) := HoFrtop CD∞,op,f∗D∞(2)fil(S),
the localizations with respect to r-filtered usu local equivalence.
(ii) Let S ∈ AnSm(C). We denote by
DD∞(2)fil,∞,h(S) ⊂ DD∞(2)fil,∞(S), DD∞(1,0)fil,∞,h(S) ⊂ DD∞2fil,∞(S)
the full subcategories consisting of the image of CD∞(2)fil,h(S), resp. CD∞(1,0)fil,h(S), by the local-
ization functor
D(top) : CD∞(2)fil(S)→ DD∞(2)fil,∞(S).
We begin this subsection by recalling the following well known facts
Proposition 39. Let S ∈ SmVar(C) or S ∈ AnSm(C).
(i) The sheaf of differential operators DS is a locally free sheaf of OS module. Hence, a coherent DS
module M ∈ CohD(S) is a quasi-coherent sheaf of OS modules.
(ii) A coherent sheaf M ∈ CohOS (S) of OS module admits a DS module structure if and only if it
is locally free (of finite rank by coherency) and admits an integrable connexion. In particular if
i : Z →֒ S is a closed embedding for the Zariski topology, then i∗OZ does NOT admit a DS module
structure since it is a coherent but not locally free OS module.
Proof. Standard.
In order to prove a version of the first GAGA theorem for coherent D modules, we will need to
following. We start by a definition (cf. [16] definition 1.4.2) :
Definition 59. An X ∈ SmVar(C) is said to be D-affine if the following two condition hold:
(i) The global section functor Γ(X, ·) : QCohD(X)→Mod(Γ(X,DX)) is exact.
(ii) If Γ(X,M) = 0 for M ∈ QCohD(X), then M = 0.
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Proposition 40. If X ∈ SmVar(C) is D-affine, then :
(i) Any M ∈ QCohD(X) is generated by its global sections.
(ii) The functor Γ(X, ·) : QCohD(X)→Mod(Γ(X,DX)) is an equivalence of category whose inverse is
L ∈Mod(Γ(X,DX)) 7→ DX ⊗Γ(X,DX ) L ∈ QCohD(X).
(iii) We have Γ(X, ·)(CohD(X)) =Mod(Γ(X,DX))f , that is the global sections of a coherent DX module
is a finite module over the differential operators on X.
Proof. See [16].
The following proposition is from Kashiwara.
Proposition 41. Let S ∈ AnSm(C).
(i) ForK ∈ Cc(S) a complex of presheaves with constructible cohomology sheaves, we have Hom(L(K), E(OS)) ∈
CD∞,h(S).
(ii) The functor JS : CD(2)fil(S) → CD∞(2)fil(S) satisfy JS(CD(2)fil,rh(S)) ⊂ CD∞(2)fil,h(S), derive
trivially, and induce an equivalence of category
JS : DD(2)fil,∞,rh(S)→ DD∞(2)fil,∞,h(S).
whose inverse satify, for (M,F ) ∈ HolD∞(2)fil(S) a (filtered) holonomic D
∞
S module, that J
−1
S (M,F ) =
(Mreg, F ) ⊂ (M,F ) is the DS sub-module of M which is the regular part.
(iii) We have JS(CD(1,0)fil,rh(S)) ⊂ CD∞(1,0)fil,h(S) and JS(DD(1,0)fil,∞,rh(S)) = DD∞(1,0)fil,∞,h(S).
Proof. Follows from [18].
Let S ∈ SmVar(C) or S ∈ AnSm(C), and let i : Z →֒ S a closed embedding and denote by j : S\Z →֒ S
the open complementary. For M ∈ PShD(S), we denote IZM ⊂ M the (left) DS submodule given by,
for So ⊂ S an open subset, IZM(So) ⊂M(So) is the (left) DS(So) submodule
IZM(S
o) =< {fm, f ∈ IZ(S
o),m ∈M(So)} >⊂M(So)
generated by the elements of the form fm. We denote by bZ(M) : IZM → M the inclusion map and
cZ(M) :M →M/IZM the quotient map of (left) DS modules. ForM ∈ PShD(S), we denoteMIZ ⊂M
the right DS submodule given by, for S
o ⊂ S an open subset, IZM(So) ⊂ M(So) is the right DS(So)
submodule
IZM(S
o) =< {mf, f ∈ IZ(S
o),m ∈M(So)} >⊂M(So)
generated by the elements of the form mf . We denote by bZ(M) : IZM → M the inclusion map and
cZ(M) :M →M/IZM the quotient map of right DS modules.
4.2.1 Functorialities
Let f : X → S be a morphism with X,S ∈ SmVar(C), or let f : X → S be a morphism with X,S ∈
AnSm(C). Then, we recall from section 4.1, the transfers modules
• (DX→S , F ord) := f∗mod(DS , F ord) := f∗(DS , F ord)⊗f∗OS (OX , Fb) which is a left DX module and
a left and right f∗DS module
• (DX←S , F
ord) := (KX , Fb)⊗OX (DX→S , F
ord)⊗f∗OS f
∗(KS , Fb). which is a right DX module and
a left and right f∗DS module.
Let f : X → S be a morphism with X,S ∈ AnSm(C). Then, the transfers modules of infite order are
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• (D∞X→S , F
ord) := f∗mod(D∞S , F
ord) := f∗(D∞S , F
ord) ⊗f∗OS (OX , Fb) which is a left D
∞
X module
and a left and right f∗D∞S module
• (D∞X←S , F
ord) := (KX , Fb)⊗OX (D
∞
X→S , F
ord)⊗f∗OS f
∗(KS , Fb). which is a right D
∞
X module and
a left and right f∗D∞S module.
We have the following :
Lemma 7. Let f1 : X → Y , f2 : Y → S be two morphism with X,S, Y ∈ SmVar(C), or let f1 : X → Y ,
f2 : Y → S be two morphism with X,S, Y ∈ AnSm(C).
(i) We have (DX→S , F
ord) = f∗1 (DY→S , F
ord)⊗f∗1DY (DX→Y , F
ord) in CD,(f2◦f1)∗Dfil(X) and
(DX→S , F
ord) = f∗1 (DY→S , F
ord)⊗f∗1DY (DX→Y , F
ord) = f∗1 (DY→S , F
ord)⊗Lf∗1DY (DX→Y , F
ord).
in DD,(f2◦f1)∗Dfil,r(X).
(ii) We have (DX←S , F
ord) = f∗1 (DY→S , F
ord)⊗f∗1DY (DX←Y , F
ord) in CDop,(f2◦f1)∗Dfil(X) and
(DX←S , F
ord) = f∗1 (DY→S , F
ord)⊗f∗1DY (DX←Y , F
ord) = f∗1 (DY←S , F
ord)⊗Lf∗1DY (DX←Y , F
ord),
in DDop,(f2◦f1)∗Dfil,r(X).
Proof. Follows immediately from definition. The first assertions of (i) and (ii) are particular cases of
lemma 5. See [16] for example.
In the analytical case we also have
Lemma 8. Let f1 : X → Y , f2 : Y → S be two morphism with X,S, Y ∈ AnSm(C).
(i) We have (D∞X→S , F
ord) = f∗1 (D
∞
Y→S , F
ord)⊗f∗1D∞Y (D
∞
X→Y , F
ord) in CD∞,(f2◦f1)∗D∞fil(X) and
(D∞X→S , F
ord) = f∗1 (D
∞
Y→S , F
ord)⊗f∗1D∞Y (DX→Y , F
ord) = f∗1 (D
∞
Y→S , F
ord)⊗Lf∗1D∞Y (D
∞
X→Y , F
ord).
in DD∞,(f2◦f1)∗D∞fil,r(X).
(ii) We have (D∞X←S , F
ord) = f∗1 (D
∞
Y→S , F
ord)⊗f∗1D∞Y (D
∞
X←Y , F
ord) in CD∞,op,(f2◦f1)∗D∞fil(X) and
(D∞X←S , F
ord) = f∗1 (D
∞
Y→S , F
ord)⊗f∗1D∞Y (D
∞
X←Y , F
ord) = f∗1 (D
∞
Y←S , F
ord)⊗Lf∗1D∞Y (D
∞
X←Y , F
ord),
in DD∞,op,(f2◦f1)∗D∞fil,r(X).
Proof. Similar to the proof of lemma 7
For closed embeddings, we have :
Proposition 42. (i) Let i : Z →֒ S be a closed embedding with Z, S ∈ SmVar(C). Then, DZ→S =
i∗DS/DSIZ and it is a locally free (left) DZ module. Similarly, DZ←S = i∗DS/IZDS and it is a
locally free right DZ module.
(ii) Let i : Z → S be a closed embedding with Z, S ∈ AnSm(C). Then, DZ→S = i∗DS/DSIZ and it is
a locally free (left) DZ module. Similarly, DZ←S = i
∗DS/IZDS and it is a locally free right DZ
module.
(iii) Let i : Z → S be a closed embedding with Z, S ∈ AnSm(C). Then, D∞Z→S = i
∗D∞S /D
∞
S IZ and it is
a locally free (left) D∞Z module. Similarly, D
∞
Z←S = i
∗D∞S /IZD
∞
S and it is a locally free right D
∞
Z
module.
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Proof. (i): See [16].
(ii):See [25].
(iii):Similar to (ii).
We now enumerate some functorialities we will use, all of them are particular case of the functoriality
given in subsection 2.3 for any ringed spaces :
• Let f : X → S be a morphism with X,S ∈ Var(C), or let f : X → S be a morphism with
X,S ∈ AnSp(C). Then, the inverse image functor
f∗mod : PShOS (S)→ PShOX (X), M 7→ f
∗modM := OX ⊗f∗OS f
∗M
is a Quillen adjonction which induces in the derived category the functor
Lf∗mod : DOS (S)→ DOX (X), M 7→ Lf
∗modM := OX ⊗
L
f∗OS f
∗M = OX ⊗f∗OS f
∗LOM,
The adjonction (f∗mod, f∗) : PShOS (S) ⇆ PShOX (X) is a Quillen adjonction, the adjonction map
are the maps
– for M ∈ COS (S), ad(f
∗mod, f∗)(M) : M
ad(f∗,f∗)(M)
−−−−−−−−−→ f∗f∗M
f∗m
−−−→ f∗(f∗M ⊗f∗OS OX) =
f∗f
∗modM where m(m) = m⊗ 1,
– for M ∈ COX (X), ad(f
∗mod, f∗)(M) : f
∗modf∗M = f
∗f∗M ⊗f∗OS OX
ad(f∗,f∗)(M)⊗f∗OSOX−−−−−−−−−−−−−−−→
M ⊗f∗OS OX
n
−→M , where n(m⊗ h) = h.m is the multiplication map.
• Let S ∈ SmVar(C) or S ∈ AnSm(C).
– For M ∈ CD(S), we have the canonical projective resolution q : LD(M)→M of complexes of
DS modules.
– For M ∈ CD(S), there exist a unique strucure of DS module on the flasque presheaves Ei(M)
such that E(M) ∈ CD(S) (i.e. is a complex of DS modules) and that the map k : M → E(M)
is a morphism of complexes of DS modules.
Let S ∈ AnSm(C).
– ForM ∈ CD∞(S), we have the canonical projective resolution q : LD∞(M)→M of complexes
of D∞S modules.
– For M ∈ CD∞(S), there exist a unique strucure of D∞S module on the flasque presheaves
Ei(M) such that E(M) ∈ CD∞(S) (i.e. is a complex of D∞S modules) and that the map
k :M → E(M) is a morphism of complexes of D∞S modules.
• Let S ∈ SmVar(C) or let S ∈ AnSm(C). For M ∈ CD(op)(S), N ∈ C(S), we will consider the
induced D module structure (right DS module in the case one is a left DS module and the other
one is a right one) on the presheaf M ⊗N :=M ⊗ZS N (see section 2). We get the bifunctor
C(S)× CD(S)→ CD(S), (M,N) 7→M ⊗N
For S ∈ AnSm(C), we also have the bifunctor C(S)× CD∞(S)→ CD∞(S), (M,N) 7→M ⊗N .
• Let S ∈ SmVar(C) or let S ∈ AnSm(C). For M,N ∈ CD(op)(S), M ⊗OS N (see section 2), has a
canonical structure of DS modules (right DS module in the case one is a left DS module and the
other one is a right one) given by (in the left case) for So ⊂ S an open subset,
m⊗ n ∈ Γ(So,M ⊗OS N), γ ∈ Γ(S
o, DS), γ.(m⊗ n) := (γ.m)⊗ n−m⊗ γ.n
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This gives the bifunctor
CD(op)(S)
2 → CD(op)(S), (M,N) 7→M ⊗OS N
More generally, let f : X → S a morphism with X,S ∈ Var(C) or with X,S ∈ AnSp(C). Assume
S smooth. For M,N ∈ Cf∗D(op)(X), M ⊗f∗OS N (see section 2), has a canonical structure of f
∗DS
modules (right f∗DS module in the case one is a left f
∗DS module and the other one is a right
one) given by (in the left case) for Xo ⊂ X an open subset,
m⊗ n ∈ Γ(Xo,M ⊗f∗OS N), γ ∈ Γ(X
o, f∗DS), γ.(m⊗ n) := (γ.m)⊗ n−m⊗ γ.n
This gives the bifunctor
Cf∗D(op)(X)
2 → Cf∗D(op)(X), (M,N) 7→M ⊗f∗OS N
For f : X → S a morphism with X,S ∈ AnSp(C) and S smooth, we also have the bifunctor
Cf∗D∞,(op)(X)
2 → Cf∗D∞,(op)(X), (M,N) 7→M ⊗f∗OS N .
• Let S ∈ SmVar(C) or let S ∈ AnSm(C). For M ∈ CDop(S) and N ∈ CD(S), we have M ⊗DS N ∈
C(S) (see section 2). This gives the bifunctor
CDop(S)× CD(S)→ C(S), (M,N) 7→M ⊗DS N
For S ∈ AnSm(C), we also have the bifunctor CD∞,op(S)×CD∞(S)→ C(S), (M,N) 7→M ⊗D∞S N .
• Let S ∈ SmVar(C) or let S ∈ AnSm(C). The internal hom bifunctor
Hom(·, ·) := HomZS(·, ·) : C(S)
2 → C(S)
induces a bifunctor
Hom(·, ·) := HomZS (·, ·) : C(S)× CD(S)→ CD(S)
such that, for F ∈ C(S) and G ∈ CD(S), the DS structure on Hom•(F,G) is given by
γ ∈ Γ(So, DS) 7−→ (φ ∈ Hom
p(F •|So , G|So) 7→ (γ · φ : α ∈ F
•(So) 7→ γ · φp(So)(α))
where φp(So)(α) ∈ Γ(So, G). For S ∈ AnSm(C), it also induce the bifunctor
Hom(·, ·) := HomZS(·, ·) : C(S)× CD∞(S)→ CD∞(S)
• Let S ∈ SmVar(C) or let S ∈ AnSm(C). For M,N ∈ CD(S), HomOS (M,N), has a canonical
structure of DS modules given by for S
o ⊂ S an open subset and φ ∈ Γ(So,Hom(M,OS)), γ ∈
Γ(So, DS), (γ.φ)(m) := γ.(φ(m)) − φ(γ.m) This gives the bifunctor
Hom•OS (−,−) : CD(S)
2 → CD(S)
op, (M,N) 7→ Hom•OS (M,N)
In particular, for M ∈ CD(S), we get the dual
DOS (M) := Hom
•
OS (M,OS) ∈ CD(S)
with respect to OS , together with the canonical map d(M) : M → D
O,2
S (M). Let f : X → S
a morphism with X,S ∈ SmVar(C) or with X,S ∈ AnSm(C). We have, for M ∈ CD(S), the
canonical transformation map
T (f,Do)(M) : f∗modDOSM = (f
∗HomOS (M,OS))⊗f∗OS OX
Tmod(f,hom)(M,OS)
−−−−−−−−−−−−−−→ HomOX (f
∗M ⊗f∗OS OX , OX) =: D
O
X(f
∗modM).
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• Let S ∈ SmVar(C) or let S ∈ AnSm(C). We have the bifunctors
– Hom•DS (−,−) : CD(S)
2 → C(S), (M,N) 7→ Hom•DS (M,N), and if N is a bimodule (i.e. has
a right DS module structure whose opposite coincide with the left one), HomDS (M,N) ∈
CDop(S) given by for S
o ⊂ S an open subset and φ ∈ Γ(So,Hom(M,N)), γ ∈ Γ(So, DS),
(φ.γ)(m) := (φ(m)).γ
– HomDS (−,−) : CDop(S)
2 → C(S), (M,N) 7→ HomDS (M,N) and if N is a bimodule,
HomDS (M,N) ∈ CD(S)
For M ∈ CD(S), we get in particular the dual with respect DS ,
DSM := HomDS (M,DS) ∈ CD(S) ; D
K
S M := HomDS (M,DS)⊗OS D
O
Sw(KS)[dS ] ∈ CD(S)
and we have canonical map d : M → D2SM . This functor induces in the derived category, for
M ∈ DD(S),
LDSM := RHomDS (LDM,DS)⊗OS D
O
Sw(KS)[dS ] = D
K
S LDM ∈ DD(S).
where DOSw(S) : D
O
Sw(KS) → D
O
SKS = K
−1
S is the dual of the Koczul resolution of the canonical
bundle (proposition 62), and the canonical map d : M → LD2SM . For S ∈ AnSm(C), we also have
the bifunctors
– Hom•D∞S (−,−) : CD
∞(S)2 → C(S), (M,N) 7→ Hom•D∞S
(M,N), and if N is a bimodule,
HomD∞S (M,N) ∈ CD∞(S),
– HomDS (−,−) : CD∞,op(S)
2 → C(S), (M,N) 7→ HomD∞S (M,N) and if N is a bimodule,
HomD∞S (M,N) ∈ CD∞,op(S)
For M ∈ CD(S), we get in particular the dual with respect D∞S ,
D∞S M := HomD∞S (M,D
∞
S ) ∈ CD∞(S) , D
∞,K
S M := HomD∞S (M,D
∞
S )⊗OSD
O
Sw(KS)[dS ] ∈ CD∞(S)
and we have canonical maps d : M → D∞,2S M , d : M → D
∞,K,2
S M . This functor induces in the
derived category, for M ∈ DD∞(S),
LD∞S M := RHomD∞S (M,D
∞
S )⊗OS D
O
Sw(KS)[dS ] = D
∞,K
S LD∞M ∈ DD∞(S).
and the canonical map d :M → LD∞,2S M .
• Let f : X → S a morphism with X,S ∈ SmVar(C) or with X,S ∈ AnSm(C). For N ∈ CD,f∗D(X)
and M ∈ CD(X), N ⊗DX M has the canonical f
∗DS module structure given by, for X
o ⊂ X an
open subset,
γ ∈ Γ(Xo, f∗DS),m ∈ Γ(X
o,M), n ∈ Γ(Xo, N), γ.(n⊗m) = (γ.n)⊗m.
This gives the functor
CD,f∗D(X)× CD(X)→ Cf∗D(X), (M,N) 7→M ⊗DX N
• Let f : X → S a morphism with X,S ∈ AnSm(C). For N ∈ CD∞,f∗D∞(X) and M ∈ CD∞(X),
N ⊗D∞X M has the canonical f
∗D∞S module structure given by, for X
o ⊂ X an open subset,
γ ∈ Γ(Xo, f∗DS),m ∈ Γ(X
o,M), n ∈ Γ(Xo, N), γ.(n⊗m) = (γ.n)⊗m.
This gives the functor
CD∞,f∗D∞(X)× CD∞(X)→ Cf∗D∞(X), (M,N) 7→M ⊗D∞X N
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• Let f : X → S be a morphism with X,S ∈ SmVar(C), or let f : X → S be a morphism with
X,S ∈ AnSm(C). Then, for M ∈ CD(S), OX ⊗f∗OS f
∗M has a canonical DX module structure
given by given by, for Xo ⊂ X an open subset,
m⊗ n ∈ Γ(Xo, OX ⊗f∗OS f
∗M), γ ∈ Γ(Xo, DX), γ.(m⊗ n) := (γ.m)⊗ n−m⊗ df(γ).n.
This gives the inverse image functor
f∗mod : PShD(S)→ PShD(X), M 7→ f
∗modM := OX ⊗f∗OS f
∗M = DX→S ⊗f∗DS f
∗M
which induces in the derived category the functor
Lf∗mod : DD(S)→ DD(X), M 7→ Lf
∗modM := OX ⊗
L
f∗OS f
∗M = OX ⊗f∗OS f
∗LDM,
We will also consider the shifted inverse image functor
Lf∗mod[−] := Lf∗mod[dS − dX ] : DD(S)→ DD(X).
• Let f : X → S be a morphism with X,S ∈ AnSm(C). Then, for M ∈ CD∞(S), OX ⊗f∗OS f
∗M
has a canonical D∞X module structure induced by the finite order case. This gives the inverse image
functor
f∗mod : PShD∞(S)→ PShD∞(X), M 7→ f
∗modM := OX ⊗f∗OS f
∗M = DX→S ⊗f∗D∞S f
∗M
which induces in the derived category the functor
Lf∗mod : DD∞(S)→ DD∞(X), M 7→ Lf
∗modM := OX ⊗
L
f∗OS f
∗M = OX ⊗f∗OS f
∗LD∞M,
We will also consider the shifted inverse image functor
Lf∗mod[−] := Lf∗mod[dS − dX ] : DD∞(S)→ DD∞(X).
• Let f : X → S be a morphism with X,S ∈ SmVar(C), or let f : X → S be a morphism with
X,S ∈ AnSm(C). For M ∈ CD(X), DX←S⊗DX M has the canonical f
∗DS module structure given
above. Then, the direct image functor
f0∗mod : PShD(X)→ PShD(S), M 7→ f∗modM := f∗(DX←S ⊗DX M)
induces in the derived category the functor∫
f
= Rf∗mod : DD(X)→ DD(S), M 7→
∫
f
M = Rf∗(DX←S ⊗
L
DX M).
• Let f : X → S be a morphism with X,S ∈ AnSm(C). For M ∈ CD∞(X), DX←S ⊗DX M has the
canonical f∗DS module structure given above. Then, the direct image functor
f00∗mod : PShD∞(X)→ PShD∞(S), M 7→ f∗modM := f∗(D
∞
X←S ⊗D∞X M)
induces in the derived category the functor∫
f
= Rf∗mod : DD∞(X)→ DD∞(S), M 7→
∫
f
M = Rf∗(D
∞
X←S ⊗
L
D∞X
M).
• Let f : X → S be a morphism with X,S ∈ AnSm(C). The direct image functor with compact
support
f00!mod : PShD(X)→ PShD(S), M 7→ f!modM := f!(DS←X ⊗DX M)
induces in the derived category the functor∫
f !
= Rf!mod : DD(X)→ DD(S), M 7→
∫
f
M = Rf!(DX←S ⊗
L
DX M).
129
• Let f : X → S be a morphism with X,S ∈ AnSm(C). The direct image functor with compact
support
f00!mod : PShD∞(X)→ PShD∞(S), M 7→ f!modM := f!(D
∞
S←X ⊗D∞X M)
induces in the derived category the functor∫
f !
= Rf!mod : DD∞(X)→ DD∞(S), M 7→
∫
f
M = Rf!(D
∞
X←S ⊗
L
D∞X
M).
• Let S ∈ SmVar(C). The analytical functor of a DS modules has a canonical structure of DSan
module:
(−)an : CD(S)→ CD(S
an), M 7→Man := an∗modS M :=M ⊗an∗S OS OSan
which induces in the derived category
(−)an : DD(S)→ DD(S
an), M 7→Man := an∗modS M)
since an∗modS derive trivially.
The functorialities given above induce :
• Let f : X → S be a morphism with X,S ∈ Var(C), or let f : X → S be a morphism with
X,S ∈ AnSp(C). The adjonction map induces
– for (M,F ) ∈ COSfil(S), the map in DOSfil(S)
ad(Lf∗mod, Rf∗)(M,F ) : (M,F )
k◦ad(f∗,f∗)(M,F )
−−−−−−−−−−−−→ f∗E(f
∗(M,F )) = Rf∗f
∗(M,F )
f∗m
−−−→ Rf∗(f
∗(M,F )⊗Lf∗OS OX) = Rf∗f
∗(M,F ),
where m(m) = m⊗ 1,
– for (M,F ) ∈ COXfil(X), the map in DOXfil(X)
ad(Lf∗mod, Rf∗)(M,F ) : Lf
∗modRf∗(M,F ) = f
∗f∗E(M,F )⊗
L
f∗OS OX
ad(f∗,f∗)(E(M,F ))⊗
L
f∗OS
OX
−−−−−−−−−−−−−−−−−−−→ (M,F )⊗Lf∗OS OX
n
−→ (M,F ),
where n(m⊗ h) = h.m is the multiplication map.
• For a commutative diagram in Var(C) or in AnSp(C) :
D = Y
g2 //
f2

X
f1

T
g1 // S
,
we have, for (M,F ) ∈ COXfil(X), the canonical map in DOT fil(T )
Tmod(D)(M,F ) : Lg∗mod1 f1∗(M,F )
ad(Lf∗mod2 ,Rf2∗)(Lg
∗mod
1 f1∗E(M,F ))−−−−−−−−−−−−−−−−−−−−−−−−→
Rf2∗Lf
∗mod
2 Lg
∗mod
1 Rf1∗(M,F ) = Rf2∗Lg
∗mod
2 Lf
∗mod
1 Rf1∗(M,F )
ad(Lf∗mod1 ,Rf1)(M,F )−−−−−−−−−−−−−−→ Rf2∗Lg
∗mod
2 (M,F )
the canonical transformation map given by the adjonction maps.
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• Let S ∈ SmVar(C) or S ∈ AnSm(C). For (M,F ) ∈ Cfil(S) and (N,F ) ∈ Cfil(S), recall that (see
section 2)
F p((M,F )⊗ (N,F )) := Im(⊕qF
qM ⊗ F p−qN →M ⊗N)
This gives the functor
(·, ·) : Cfil(S)× CDfil(S)→ CDfil(S) , ((M,F ), (N,F )) 7→ (M,F )⊗ (N,F ).
It induces in the derived categories by taking r-projective resolutions the bifunctors, for r =
1, . . . ,∞,
(·, ·) : DDfil,r(S)×Dfil,r(S)→ DDfil,r(S) , ((M,F ), (N,F )) 7→ (M,F )⊗
L(N,F ) = LD(M,F )⊗(N,F ).
For S ∈ AnSm(C), it gives the bifunctor
(·, ·) : Cfil(S)× CD∞fil(S)→ CD∞fil(S) , ((M,F ), (N,F )) 7→ (M,F )⊗ (N,F ),
and its derived functor.
• Let S ∈ SmVar(C) or S ∈ AnSm(C) and O′S ∈ PSh(S, cRing) a sheaf of commutative ring. For
(M,F ) ∈ CO′Sfil(S) and (N,F ) ∈ CO′Sfil(S), recall that (see section 2)
F p((M,F )⊗O′S (N,F )) := Im(⊕qF
qM ⊗O′S F
p−qN →M ⊗O′S N)
It induces in the derived categories by taking r-projective resolutions the bifunctors, for r =
1, . . . ,∞,
(·, ·) : DDfil,r(S)
2 → DDfil,r(S) , ((M,F ), (N,F )) 7→ (M,F )⊗
L
OS (N,F ).
More generally, let f : X → S a morphism with X,S ∈ Var(C) or with X,S ∈ AnSp(C). Assume
S smooth. We have the bifunctors
(·, ·) : Df∗Dfil,r(X)
2 → Df∗Dfil,r(X) , ((M,F ), (N,F )) 7→ (M,F )⊗
L
f∗OS (N,F ) = (M,F )⊗f∗OSLf∗D(N,F ).
• Let S ∈ SmVar(C) or let S ∈ AnSm(C). The hom functor induces the bifunctor
Hom(−,−) : CDfil(S)× Cfil(S)→ CD(1,0)fil(S), ((M,W ), (N,F )) 7→ Hom((M,W ), (N,F )).
For S ∈ AnSm(C), the hom functor also induces the bifunctor
Hom(−,−) : CD∞fil(S)× Cfil(S)→ CD∞(1,0)fil(S), ((M,W ), (N,F )) 7→ Hom((M,W ), (N,F )).
Note that the filtration given by W satisfy that the W p are DS submodule which is stronger than
Griffitz transversality.
• Let S ∈ SmVar(C) or let S ∈ AnSm(C). The hom functor induces the bifunctor
HomOS (−,−) : CDfil(S)
2 → CD2fil(S), ((M,W ), (N,F )) 7→ HomOS ((M,W ), (N,F )).
• Let S ∈ SmVar(C) or let S ∈ AnSm(C). The hom functor induces the bifunctors
– HomDS (−,−) : CDfil(S)
2 → C2fil(S), ((M,W ), (N,F )) 7→ HomDS ((M,W ), (N,F )),
– HomDS (−,−) : CDopfil(S)
2 → C2fil(S), ((M,W ), (N,F )) 7→ HomDS ((M,W ), (N,F )).
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We get the filtered dual
DKS (·) : CD(2)fil(S)→ CD(2)fil(S)
op, (M,F ) 7→ DKS (M,F ) := HomDS ((M,F ), DS)⊗OS D
O
Sw(KS)[dS ]
together with the canonical map d(M,F ) : (M,F )→ D2,KS (M,F ). Of course D
K
S (·)(CD(1,0)fil(S)) ⊂
CD(1,0)fil(S). It induces in the derived categories DDfil,r(S), for r = 1, . . . ,∞, the functors
LDS(·) : DD(2)fil,r(S)→ DD(2)fil,r(S)
op, (M,F ) 7→ LDS(M,F ) := D
K
S LD(M,F ).
together with the canonical map d(M,F ) : LD(M,F )→ D
2,K
S LD(M,F ).
• Let S ∈ AnSm(C). The hom functor also induces the bifunctors
– HomD∞S (−,−) : CD∞fil(S)
2 → C2fil(S), ((M,W ), (N,F )) 7→ HomD∞S ((M,W ), (N,F )),
– HomDS (−,−) : CD∞,opfil(S)
2 → C2fil(S), ((M,W ), (N,F )) 7→ HomD∞S ((M,W ), (N,F )).
We get the filtered dual
D
∞,K
S (·) : CD∞(2)fil(S)→ CD∞(2)fil(S)
op, (M,F ) 7→ D∞,KS (M,F ) := HomD∞S ((M,F ), D
∞
S )⊗OS D
O
Sw(KS)[dS ]
together with the canonical map d(M,F ) : (M,F )→ D∞,2S (M,F ). Of courseD
∞,K
S (·)(CD∞(1,0)fil(S)) ⊂
CD∞(1,0)fil(S). It induces in the derived categories DDfil,r(S), for r = 1, . . . ,∞, the functors
LD∞S (·) : DD∞(2)fil,r(S)→ DD∞(2)fil,r(S)
op, (M,F ) 7→ LD∞S (M,F ) = D
∞,K
S LD∞(M,F ).
together with the canonical map d(M,F ) : (M,F )→ LD∞,2S (M,F ).
• Let f : X → S be a morphism with X,S ∈ SmVar(C), or let f : X → S be a morphism with
X,S ∈ AnSm(C). Then, the inverse image functor
f∗mod : CD(2)fil(S)→ CD(2)fil(X),
(M,F ) 7→ f∗mod(M,F ) := (OX , Fb)⊗f∗OS f
∗(M,F ) = (DX→S , F
ord)⊗f∗DS f
∗(M,F ),
induces in the derived categories the functors, for r = 1, . . . ,∞ (resp. r ∈ (1, . . .∞)2),
Lf∗mod : DD(2)fil,r(S)→ DD(2)fil,r(X),
(M,F ) 7→ Lf∗modM := (OX , Fb)⊗
L
f∗OS f
∗(M,F ) = (OX , Fb)⊗f∗OS f
∗LD(M,F ).
Of course f∗mod(CD(1,0)fil(S)) ⊂ CD(1,0)fil(X). Note that
– If the M is a complex of locally free OS modules, then Lf
∗mod(M,F ) = f∗mod(M,F ) in
DD(2)fil,∞(S).
– If the GrpF M are complexes of locally free OS modules, then Lf
∗mod(M,F ) = f∗mod(M,F )
in DD(2)fil(S).
We will consider also the shifted inverse image functors
Lf∗mod[−] := Lf∗mod[dS − dX ] : DD(2)fil,r(S)→ DD(2)fil,r(X).
• Let f : X → S be a morphism with X,S ∈ AnSm(C). Then, the inverse image functor
f∗mod : CD∞(2)fil(S)→ CD∞(2)fil(X), (M,F ) 7→ f
∗mod(M,F ) := (OX , Fb)⊗f∗OS f
∗(M,F ),
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induces in the derived categories the functors, for r = 1, . . . ,∞ (resp. r ∈ (1, . . .∞)2),
Lf∗mod : DD∞(2)fil,r(S)→ DD∞(2)fil,r(X),
(M,F ) 7→ Lf∗modM := (OX , Fb)⊗
L
f∗OS f
∗(M,F ) = (OX , Fb)⊗f∗OS f
∗LD∞(M,F ).
Of course f∗mod(CD∞(1,0)fil(S)) ⊂ CD∞(1,0)fil(X). Note that We will consider also the shifted
inverse image functors
Lf∗mod[−] := Lf∗mod[dS − dX ] : DD∞(2)fil,r(S)→ DD∞(2)fil,r(X).
• Let f : X → S be a morphism with X,S ∈ SmVar(C), or let f : X → S be a morphism with
X,S ∈ AnSm(C). Then,the direct image functor
f00∗mod : (PShD(X), F )→ (PShD(S), F ), (M,F ) 7→ f∗mod(M,F ) := f∗((DS←X , F
ord)⊗DX (M,F ))
induces in the derived categories by taking r-injective resolutions the functors, for r = 1, . . . ,∞,∫
f
= Rf∗mod : DD(2)fil,r(X)→ DD(2)fil,r(S), (M,F ) 7→
∫
f
(M,F ) = Rf∗((DS←X , F
ord)⊗LDX (M,F )).
Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ SmVar(C) or with X,Y, S ∈
AnSm(C). We have, for (M,F ) ∈ CDfil(X), the canonical transformation map in DD(2)fil,r(S)
T (
∫
f2
◦
∫
f1
,
∫
f2◦f1
)(M,F ) :∫
f2
∫
f1
(M,F ) := Rf2∗((DY←S , F
ord)⊗LDY Rf1∗((DX←Y , F
ord)⊗LDX (M,F )))
T (f1,⊗)(−,−)
−−−−−−−−−→ Rf2∗Rf1∗(f
∗
1 (DY←S , F
ord)⊗LDY ((DX←Y , F
ord)⊗LDX (M,F )))
∼
−→ Rf2∗Rf1∗((f
∗
1 (DY←S , F
ord)⊗LDY (DX←Y , F
ord))⊗LDX (M,F ))
∼
−→ Rf2∗Rf1∗((DX←S , F
ord)⊗LDX (M,F )) :=
∫
f2◦f1
(M,F )
• Let f : X → S be a morphism with X,S ∈ AnSm(C). Then,the direct image functor
f00∗mod : (PShD∞(X), F )→ (PShD∞(S), F ), (M,F ) 7→ f∗mod(M,F ) := f∗((D
∞
S←X , F
ord)⊗D∞X (M,F ))
induces in the derived categories by taking r-injective resolutions the functors, for r = 1, . . . ,∞,∫
f
= Rf∗mod : DD∞(2)fil,r(X)→ DD∞(2)fil,r(S), (M,F ) 7→
∫
f
(M,F ) = Rf∗((D
∞
S←X , F
ord)⊗LD∞X (M,F )).
We have, similarly, for (M,F ) ∈ CD∞fil(X), the canonical transformation map in DD∞(2)fil,r(S)
T (
∫
f2
◦
∫
f1
,
∫
f2◦f1
)(M,F ) :
∫
f2
∫
f1
(M,F )→
∫
f2◦f1
(M,F )
• Let f : X → S be a morphism with X,S ∈ AnSm(C). Then,the direct image functor with compact
support
f00!mod : (PShD(X), F )→ (PShD(S), F ), (M,F ) 7→ f
00
!mod(M,F ) := f!((DS←X , F
ord)⊗DX (M,F ))
induces in the derived categories by taking r-injective resolutions the functors, for r = 1, . . . ,∞,∫
f !
= Rf!mod : DDfil,r(X)→ DDfil,r(S), (M,F ) 7→
∫
f
(M,F ) = Rf!((DS←X , F
ord)⊗LDX (M,F )).
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We have, similarly, for (M,F ) ∈ CDfil(X), the canonical transformation map in DD(2)fil,r(S)
T (
∫
f2!
◦
∫
f1!
,
∫
(f2◦f1
)!)(M,F ) :
∫
f2!
∫
f1!
(M,F )→
∫
(f2◦f1)!
(M,F )
• Let f : X → S be a morphism with X,S ∈ AnSm(C). Then,the direct image functor with compact
support
f00!mod : (PShD∞(X), F )→ (PShD∞(S), F ), (M,F ) 7→ f
00
!mod(M,F ) := f!((D
∞
S←X , F
ord)⊗D∞X (M,F ))
induces in the derived categories by taking r-injective resolutions the functors, for r = 1, . . . ,∞,∫
f !
= Rf!mod : DD∞fil,r(X)→ DD∞fil,r(S), (M,F ) 7→
∫
f
(M,F ) = Rf!((D
∞
S←X , F
ord)⊗LD∞X (M,F )).
We have, similarly, for (M,F ) ∈ CD∞fil(X), the canonical transformation map in DD∞(2)fil,r(S)
T (
∫
f2!
◦
∫
f1!
,
∫
(f2◦f1
)!)(M,F ) :
∫
f2!
∫
f1!
(M,F )→
∫
(f2◦f1)!
(M,F )
• Let S ∈ SmVar(C). The analytical functor for filtered DS-modules is
(·)an : CD(2)fil(S)→ CD(2)fil(S
an), (M,F ) 7→ (M,F )an := an∗S(M,F )⊗an∗S OS (OSan , Fb).
It induces in the derived categories the functors, for r = 1, . . . ,∞,
(·)an : DD(2)fil,r(S)→ DD(2)fil,r(S
an), (M,F ) 7→ (M,F )an := an∗S(M,F )⊗
L
an∗S OS
(OSan , Fb).
• Let f : X → S be a morphism with X,S ∈ SmVar(C), or let f : X → S be a morphism with
X,S ∈ AnSm(C). Then the functor
f ∗ˆmod : CD2fil(S)→ CD2fil(X), (M,F ) 7→ f
∗ˆmod(M,F ) := DKXLDf
∗modLDD
K
S (M,F )
induces in the derived categories the exceptional inverse image functors, for r = 1, . . . ,∞ (resp.
r ∈ (1, . . .∞)2),
Lf ∗ˆmod : DD(2)fil,r(S)→ DD(2)fil,r(X),
(M,F ) 7→ Lf ∗ˆmod(M,F ) := LDXLf
∗modLDS(M,F ) := f
∗ˆmodLD(M,F ).
Of course f ∗ˆmod(CD(1,0)fil(S)) ⊂ CD(1,0)fil(X). We will also consider the shifted exceptional inverse
image functors
Lf ∗ˆmod[−] := Lf ∗ˆmod[dS − dX ] : DD(2)fil,r(S)→ DD(2)fil,r(X).
• Let f : X → S be a morphism with X,S ∈ AnSm(C). Then the functor
f ∗ˆmod : CD∞(2)fil(S)→ CD∞(2)fil(X), (M,F ) 7→ f
∗ˆmod(M,F ) := DK,∞X LDf
∗modLDD
K,∞
S (M,F )
induces in the derived categories the exceptional inverse image functors, for r = 1, . . . ,∞ (resp.
r ∈ (1, . . .∞)2),
Lf ∗ˆmod : DD∞(2)fil,r(S)→ DD∞(2)fil,r(X),
(M,F ) 7→ Lf ∗ˆmod(M,F ) := LD∞XLf
∗modLD∞S (M,F ) := f
∗ˆmod(M,F ).
Of course f ∗ˆmod(CD∞(1,0)fil(S)) ⊂ CD∞(1,0)fil(X). We will also consider the shifted exceptional
inverse image functors
Lf ∗ˆmod[−] := Lf ∗ˆmod[dS − dX ] : DD∞(2)fil,r(S)→ DD∞(2)fil,r(X).
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• Let S1, S2 ∈ SmVar(C) or S1, S2 ∈ AnSm(C). Consider p : S1 × S2 → S1 the projection. Since p
is a projection, we have a canonical embedding p∗DS1 →֒ DS1×S2 . For (M,F ) ∈ CD(2)fil(S1 × S2),
(M,F ) has a canonical p∗DS1 module structure. Moreover, with this structure, for (M1, F ) ∈
CD(2)fil(S1)
ad(p∗mod, p)(M1, F ) : (M1, F )→ p∗p
∗mod(M1, F )
is a map of complexes of DS1 modules, and for (M12, F ) ∈ CD(2)fil(S1 × S2))
ad(p∗mod, p)(M12, F ) : p
∗modp∗(M12, F )→ (M12, F )
is a map of complexes of DS1×S2 modules. Indeed, for the first adjonction map, we note that
p∗mod(M1, F ) has a structure of p
∗DS1 module, hence p∗p
∗mod(M1, F ) has a structure of p∗p
∗DS1
module, hence a structure of DS1 module using the adjonction map ad(p
∗, p∗)(DS1) : DS1 →
p∗p
∗DS1 . For the second adjonction map, we note that (M12, F ) has a structure of p
∗DS1 module,
hence p∗(M12, F ) has a structure of p∗p
∗DS1 , hence a structure of DS1 module using the adjonction
map ad(p∗, p∗)(DS1) : DS1 → p∗p
∗DS1 .
• Let S1, S2 ∈ AnSm(C). Consider p : S1×S2 → S1 the projection. Since p is a projection, we have a
canonical embedding p∗D∞S1 →֒ D
∞
S1×S2
. For (M,F ) ∈ CD∞(2)fil(S1 × S2), (M,F ) has a canonical
p∗D∞S1 module structure. Moreover, with this structure, for (M1, F ) ∈ CD∞(2)fil(S1)
ad(p∗mod, p)(M1, F ) : (M1, F )→ p∗p
∗mod(M1, F )
is a map of complexes of D∞S1 modules, and for (M12, F ) ∈ CD∞(2)fil(S1 × S2)
ad(p∗mod, p)(M12, F ) : p
∗modp∗(M12, F )→ (M12, F )
is a map of complexes of D∞S1×S2 modules, similarly to the finite order case.
We following proposition concern the commutativity of the inverse images functors and the commu-
tativity of the direct image functors.
Proposition 43. (i) Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ SmVar(C).
– Let (M,F ) ∈ CD(2)fil,r(S). Then (f2 ◦ f1)
∗mod(M,F ) = f∗mod1 f
∗mod
2 (M,F ).
– Let (M,F ) ∈ DD(2)fil,r(S). Then L(f2 ◦ f1)
∗mod(M,F ) = Lf∗mod1 (Lf
∗mod
2 (M,F )).
(ii) Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ SmVar(C). Let M ∈ DD(X). Then,
T (
∫
f2
◦
∫
f1
,
∫
f2◦f1
)(M) :
∫
f2
∫
f1
(M)
∼
−→
∫
f2◦f1
(M)
is an isomorphism in DD(S) (i.e. if we forget filtration).
(iii) Let i0 : Z2 →֒ Z1 and i1 : Z1 →֒ S two closed embedding, with Z2, Z1, S ∈ SmVar(C). Let
(M,F ) ∈ CD(2)fil(Z2). Then, (i1 ◦ i0)∗mod(M,F ) = i1∗mod(i0∗mod(M,F )) in CD(2)fil(S).
Proof. (i): Obvious : we have
• f∗mod1 f
∗mod
2 (M,F ) = f
∗
1 (f
∗
2 (M,F )⊗f∗2OSOY )⊗f∗1OY OX = f
∗
1 f
∗
2 (M,F )⊗f∗1 f∗2OS f
∗
1OY ⊗f∗1OY OX =
(f2 ◦ f1)∗mod(M,F )
• Lf∗mod1 Lf
∗mod
2 (M,F ) = f
∗
1 (f
∗
2 (M,F ) ⊗
L
f∗2OS
OY ) ⊗Lf∗1OY OX = f
∗
1 f
∗
2 (M,F ) ⊗
L
f∗1 f
∗
2OS
f∗1OY ⊗
L
f∗1OY
OX = L(f2 ◦ f1)∗mod(M,F )
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.
(ii): See [16] : we have by lemma 7 ∫
f2◦f1
M := Rf2∗Rf1∗(DX←S ⊗
L
DX M)
=
−→ Rf2∗Rf1∗((f
∗
1DY←S ⊗
L
f∗1DY
DX←Y )⊗
L
DX M)
Rf2∗T (f1,⊗)(DY←S ,DX←Y⊗
L
DX
M)−1
−−−−−−−−−−−−−−−−−−−−−−−−−→
Rf2∗(DY←S ⊗
L
DY Rf1∗(DX←Y ⊗
L
DX M)) =:
∫
f2
∫
f1M
where,DY←S being a quasi-coherentDY module, we used the fact that forN ∈ Cf∗1D(X) andN
′ ∈ CD(Y )
T (f1,⊗)(N
′, N) : N ′ ⊗LDY Rf1∗N → Rf1∗(f
∗
1N
′ ⊗Lf∗1DY N)
is an isomorphism if N ′ is quasi-coherent, which follows from the fact that f1∗ commutes with arbitrary
(possibly infinite) direct sums (see [16]).
(iii): Denote i2 = i1 ◦ i0 : Z2 →֒ S. We have
i2∗mod(M,F ) = i2∗((M,F )⊗DZ2 (DZ2←S , F
ord))
=
−→
i1∗i0∗((M,F )⊗DZ2 (DZ2←Z1 , F
ord)⊗i∗0DZ1 i
∗
0(DZ1←S , F
ord))
i1∗T (i0,⊗)(−)
−1
−−−−−−−−−−−→ i1∗modi0∗mod((M,F ))
using proposition 7 and proposition 10.
Remark 8. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ SmVar(C). Then, for
(M,F ) ∈ DD(2)fil,∞(X),
∫
f2
∫
f1
(M,F ) is NOT isomorphic to
∫
f2◦f1
(M,F ) in general, the filtrations on
the isomorphic cohomology sheaves may be different.
Proposition 44. Let f : X → S a morphism with X,S ∈ SmVar(C). Then,
(i) For (M,F ) ∈ CD(2)fil,h(S), we have Lf
∗mod(M,F ) ∈ DD(2)fil,∞,h(X).
(ii) For (M,F ) ∈ CD(2)fil,h(X), we have
∫
f
(M,F ) ∈ DD(2)fil,∞,h(S).
Proof. Follows imediately from the non filtered case since we look at the complex in the derived category
with respect to∞-Zariski local equivalence. It says that the pullback and the pushforward of an holonomic
D module is still holonomic. See [16] for the non filtered case.
The following easy proposition says that the analytical functor commutes we the pullback ofD modules
and the tensor product. Again it is well known in the non filtered case. Note that for S ∈ SmVar(C),
DanS = DSan .
Proposition 45. (i) Let f : T → S a morphism with T, S ∈ SmVar(C).
– Let (M,F ) ∈ CD(2)fil,r(S). Then (f
∗mod(M,F ))an = f∗mod(M,F )an.
– Let (M,F ) ∈ DDfil,r(S), for r = 1, . . .∞. Then, (Lf∗mod(M,F ))an = Lf∗mod(M,F )an.
(ii) Let S ∈ SmVar(C)
– Let (M,F ), (N,F ) ∈ CDfil(S). Then, ((M,F )⊗OS (N,F ))
an = (M,F )an ⊗OSan (N,F )
an.
– Let (M,F ), (N,F ) ∈ DDfil,r(S), for r = 1, . . .∞. Then, ((M,F )⊗LOS (N,F ))
an = (M,F )an⊗LOSan
(N,F )an.
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Proof. (i): For (M,F ) ∈ CD,fil(S), we have, since f∗ an∗S = an
∗
X f
an∗,
(f∗mod(M,F ))an = an(X)∗(f∗(M,F )⊗f∗OS OX)⊗an(X)∗OX OXan
= fan∗ an∗S(M,F )⊗fan∗OSan ⊗OXan =: f
an∗mod(Man, F )
For (M,F ) ∈ DD,fil,r(S), we take (M,F ) ∈ CD,fil(S) an r-projective f∗OS module such thatDtop,r(M,F ) =
(M,F ) so that
(Lf∗mod(M,F ))an = (f∗mod(M,F ))an = fan∗mod(Man, F ) = Lfan∗mod(Man, F )
(ii): For (M,F ), (N,F ) ∈ CD,fil(S), we have
((M,F )⊗OS (N,F ))
an : = an∗S((M,F )⊗OS (N,F ))⊗an∗S OS OSan
= an∗S(M,F )⊗an∗S OS an
∗
S(N,F )⊗an∗S OS OSan
= an∗S(M,F )⊗an∗S OS ⊗OSan ⊗OSan an
∗
S(N,F )⊗an∗S OS OSan
= : (Man, F )⊗OSan (N
an, F )
It implies the isomorphism in the derived category by taking an r-projective resolution of (M,F ) (e.g
(LD(M), F ) = LD(M,F )).
Proposition 46. (i) Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ AnSm(C).
– Let (M,F ) ∈ CD(2)fil(S) or let (M,F ) ∈ CD∞(2)fil(S). Then (f2◦f1)
∗mod(M,F ) = f∗mod1 f
∗mod
2 (M,F ).
– Let (M,F ) ∈ DD(2)fil,r(S) or let (M,F ) ∈ DD∞(2)fil,r(S). Then L(f2 ◦ f1)
∗mod(M,F ) =
Lf∗mod1 (Lf
∗mod
2 (M,F )).
(ii) Let f1 : X → Y and f2 : Y → S two morphisms with X,Y, S ∈ AnSm(C). Let M ∈ DD(X). If f1
is proper, we have
∫
f2◦f1
M =
∫
f2
(
∫
f1
M).
(ii)’ Let f1 : X → Y and f2 : Y → S two morphisms with X,Y, S ∈ AnSm(C). Let M ∈ DD∞(X). If
f1 is proper, we have
∫
f2◦f1
M =
∫
f2
(
∫
f1
M).
(iii) Let f1 : X → Y and f2 : Y → S two morphisms with X,Y, S ∈ AnSm(C). Let (M,F ) ∈ DD(X).
We have
∫
(f2◦f1)!
M =
∫
f2!
(
∫
f1!
M).
(iii)’ Let f1 : X → Y and f2 : Y → S two morphisms with X,Y, S ∈ AnSm(C). Let M ∈ DD∞(X). We
have
∫
(f2◦f1)!
M =
∫
f2!
(
∫
f1!
M).
(iv) Let i0 : Z2 →֒ Z1 and i1 : Z1 →֒ S two closed embedding, with Z2, Z1, S ∈ AnSm(C). Let (M,F ) ∈
CD(2)fil(Z2). Then, (i1 ◦ i0)∗mod(M,F ) = i1∗mod(i0∗mod(M,F )) in CD(2)fil(S).
(iv)’ Let i0 : Z2 →֒ Z1 and i1 : Z1 →֒ S two closed embedding, with Z2, Z1, S ∈ AnSm(C). Let (M,F ) ∈
CD∞(2)fil(Z2). Then, (i1 ◦ i0)∗mod(M,F ) = i1∗mod(i0∗mod(M,F )) in CD∞(2)fil(S).
Proof. (i): Similar to the proof of proposition 43(i).
(ii): Similar to the proof of proposition 43(ii) : we use lemma 7 and the fact that for N ∈ Cf∗1D(X) and
N ′ ∈ CD(Y ), the canonical morphism
T (f1,⊗)(N
′, N) : N ′ ⊗LDY Rf1∗N → Rf1∗(f
∗
1N
′ ⊗Lf∗1DY N)
is an isomorphism if f1 is proper (in this case f1! = f1∗).
(ii)’: Similar to the proof of proposition 43(ii) : we use lemma 8 and the fact that for N ∈ Cf∗1D∞(X)
and N ′ ∈ CD∞(Y ), the canonical morphism
T (f1,⊗)(N
′, N) : N ′ ⊗LD∞Y Rf1∗N → Rf1∗(f
∗
1N
′ ⊗Lf∗1D∞Y N)
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is an isomorphism if f1 is proper (in this case f1! = f1∗).
(iii): Similar to the proof of proposition 43(ii) : we use lemma 7 and the fact that for N ∈ Cf∗1D(X) and
N ′ ∈ CD(Y ), the canonical morphism
T (f1!,⊗)(N
′, N) : N ′ ⊗LDY Rf1!N → Rf1!(f
∗
1N
′ ⊗Lf∗1DY N)
is an isomorphism.
(iii)’: Similar to the proof of proposition 43(ii) : we use lemma 8 and the fact that for N ∈ Cf∗1D∞(X)
and N ′ ∈ CD∞(Y ), the canonical morphism
T (f1!,⊗)(N
′, N) : N ′ ⊗LD∞Y Rf1!N → Rf1!(f
∗
1N
′ ⊗Lf∗1D∞Y N)
is an isomorphism
(iv): Similar to the proof of proposition 43(iii) :we have
i2∗mod(M,F ) = i2∗((M,F )⊗DZ2 (DZ2←S), F
ord)
=
−→
i1∗i0∗((M,F )⊗DZ2 (DZ2←Z1 , F
ord)⊗i∗0DZ1 i
∗
0(DZ1←S), F
ord)
i1∗T (i0,⊗)(−)
−1
−−−−−−−−−−−→ i1∗modi0∗mod((M,F ))
using lemma 7 and proposition 10.
(iv)’:Similar to (iv): we have
i2∗mod(M,F ) = i2∗((M,F )⊗D∞Z2
(D∞Z2←S , F
ord))
=
−→
i1∗i0∗((M,F )⊗D∞Z2
(D∞Z2←Z1 , F
ord)⊗i∗0D∞Z1
i∗0(D
∞
Z1←S , F
ord))
i1∗T (i0,⊗)(−)
−1
−−−−−−−−−−−→ i1∗modi0∗mod((M,F ))
using lemma 8 and proposition 10.
Proposition 47. (i) Let f : X → S a morphism with X,S ∈ AnSm(C). For (M,F ) ∈ CD(2)fil,h(S),
we have Lf∗mod(M,F ) ∈ DD(2)fil,∞,h(X). For (M,F ) ∈ CD∞(2)fil,h(S), we have Lf
∗mod(M,F ) ∈
DD∞(2)fil,∞,h(X).
(ii) Let f : X → S a proper morphism with X,S ∈ AnSm(C). Then, for (M,F ) ∈ CD(2)fil,h(X), we
have
∫
f
(M,F ) ∈ DD(2)fil,∞,h(S).
(iii) Let f : X → S a morphism with X,S ∈ AnSm(C). Then, for (M,F ) ∈ CD∞(2)fil,h(X), we have∫
f (M,F ) ∈ DD∞(2)fil,∞,h(S).
Proof. (i)and (ii):Follows imediately from the non filtered case since we look at the complex in the derived
category with respect to ∞-usu local equivalence. It says that the pullback and the proper pushforward
of an holonomic D module is still holonomic. See [16] for the non filtered case.
(iii):In the case the morphism is proper, it follows from the finite order case (ii). In the case of an open
embedding, it follows from proposition 41(i) : we have for j : So →֒ S an open embedding,
j∗E(OSo) = j∗Hom(ZSo , E(OSo)) = Hom(j!ZSo , E(OS)) ∈ CD∞,h(S).
and on the other hand
T (j,⊗)(−,−) = Tmod(j,⊗)(−,−) :
∫
j
(M,F ) = j∗E(M,F ) = j∗E(j
∗OS ⊗OSo (M,F ))
∼
−→ j∗E(OSo)⊗OS (M,F )
is an isomorphism by proposition 9.
For X,Y ∈ SmVar(C) or X,Y ∈ AnSm(C), we denote by
138
• COX (X)× COY (Y )→ COX×Y (X × Y ), (M,N) 7→M ·N := OX×Y ⊗p∗XOX⊗p∗Y OY p
∗
XM ⊗ p
∗
YN ,
• CD(X)× CD(Y )→ CD(X × Y ), (M,N) 7→M ·N := OX×Y ⊗p∗XOX⊗p∗Y OY p
∗
XM ⊗ p
∗
YN
the natural functors which induces functors in the filtered cases and the derived categories, pX : X×Y →
X and pY : X × Y → Y the projections.
We have then the following easy proposition :
Proposition 48. For X ∈ SmVar(C) or X ∈ AnSm(C), we have for (M,F ), (N,F ) ∈ COX ,fil(X) or
(M,F ), (N,F ) ∈ CD,fil(X),
(M,F )⊗OX (N,F ) = ∆
∗mod
X (M,F ) · (N,F )
Proof. Standard.
Definition 60. Let f : X → S a morphism with X,S ∈ AnSm(C). We have the canonical map in
Cf∗D,D∞(X) modules :
T (f,∞) : (DX→S , F
ord)⊗DX (D
∞
X , F
ord)→ (D∞X→S , F
ord), (hX⊗PS)⊗PX 7→ (PX .hX⊗PS+hX⊗df(PX)PS
where hX ∈ Γ(Xo, OX), PS ∈ Γ(Xo, f∗DS) and PX ∈ Γ(Xo, D∞X ). This gives, for (M,F ) ∈ CD(2)fil(S),
the following transformation map in CD∞(2)fil(X)
T (f,∞)(M,F ) : JX(f
∗mod(M,F )) := f∗(M,F )⊗f∗DS (DX→S , F
ord ⊗DX (D
∞
X , F
ord)
I⊗T (f,∞)
−−−−−−−→
f∗(M,F )⊗f∗DS (D
∞
X→S , F
ord) = f∗(M,F )⊗f∗DS f
∗D∞S ⊗f∗D∞S (D
∞
X→S , F
ord) =: f∗modJS(M,F )
where we recall that JS(M,F ) = (M,F )⊗DS (D
∞
S , F
ord).
We now look at some properies of the dual functor for D modules : For complex of D module with
coherent cohomology we have the following:
Proposition 49. (i) Let S ∈ SmVar(C). For M ∈ CD,c(S), the canonical map d(M) :M → D2SLDM
is an equivalence Zariski local.
(ii) Let S ∈ AnSm(C). For M ∈ CD(S), the canonical map d(M) : M → D2SLD(M) is an equivalence
usu local.
iii) Let S ∈ AnSm(C). For (M,F ) ∈ CD∞(S), the canonical map d(M) : M → D2SLD∞(M) is an
equivalence usu local.
Proof. Standard :follows from the definition of coherent sheaves. See [16] for exemple.
Let S1, S2 ∈ SmVar(C) or S1, S2 ∈ AnSm(C) and p : S12 := S1×S2 → S1 the projection. In this case
we have a canonical embedding DS1 →֒ p∗DS12 . This gives, for (M,F ) ∈ CDfil(S1 × S2), the following
transformation map in CDfil(S1)
T∗(p,D)(M,F ) : p∗D
K
S12(M,F ) := p∗HomDS12 ((M,F ), DS12)⊗OS12 D
O
S12w(KS12)[dS12 ]
T∗(p,hom)(−,−)
−−−−−−−−−−→ Homp∗DS12 (p∗(M,F ), p∗DS12)⊗p∗OS12 D
O
p∗S12w(p∗KS12)[dS12 ]
∼
−→ HomDS1 (p∗(M,F ), DS1)⊗OS1 D
O
S1w(KS1)[dS1 ] =: D
K
S1p∗(M,F )
We have the canonical map
p(D) : p∗modDS1 = p
∗DS1 ⊗p∗OS1 OS12 → DS12 , γ ⊗ f 7→ f.γ
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induced by the embedding p∗DS1 →֒ DS12 . This gives, for (M,F ) ∈ CDfil(S1), the following transforma-
tion map in CDfil(S1 × S2)
T (p,D)(M,F ) : p∗modDKS1(M,F ) := p
∗HomDS1 ((M,F ), DS1)⊗p∗OS1 p
∗modDOS1w(KS1)[dS1 ]
T (p,hom)(−,−)⊗I
−−−−−−−−−−−−→ Homp∗DS1 (p
∗(M,F ), p∗DS1)⊗p∗OS1 p
∗modDOS1wKS1)[dS1 ]
(φ 7→φ⊗IOS12
)⊗I
−−−−−−−−−−−→ HomDS12 (p
∗mod(M,F ), p∗modDS1)⊗p∗OS1 p
∗modDOS1w(KS1)[dS1 ]
I⊗K−1(S1/S12)
−−−−−−−−−−→ HomDS12 (p
∗mod(M,F ), p∗modDS1)⊗p∗OS1 D
O
S12w(KS12)[dS12 ]
q(p∗OS1/OS12 )−−−−−−−−−−→ HomDS12 (p
∗mod(M,F ), p∗modDS1)⊗OS12 D
O
S12w(KS12)[dS12 ]
Hom(p∗mod(M,F ),p(D))
−−−−−−−−−−−−−−−−→ HomDS12 (p
∗mod(M,F ), DS12)⊗OS12 D
O
S12w(KS12)[dS12 ] =: D
K
S12(p
∗mod(M,F ))
whre K−1(S1/S12) is given by the wedge product with a generator of ∧dS2TS12/S1
∼
−→ K−1S2 .
In the case S1, S2 ∈ AnSm(C), we also have the embedding p∗D∞S1 →֒ D
∞
S12
. This gives in the same
way, for (M,F ) ∈ CDfil(S1 × S2), the following transformation map in CDfil(S1)
T∗(p,D
∞)(M,F ) : p∗D
∞,K
S12
(M,F )→ D∞,KS1 p∗(M,F ).
The map
p(D∞) : p∗modDS1 = p
∗D∞S1 ⊗p∗OS1 OS12 → D
∞
S12 , γ ⊗ f 7→ f.γ
induced by the embedding p∗D∞S1 →֒ D
∞
S12
, gives in the same way, for (M,F ) ∈ CD∞fil(S1), the trans-
formation map in CD∞fil(S1 × S2)
T (p,D∞)(M,F ) : p∗modD∞,KS1 (M,F ) := p
∗mod(D∞S1(M,F )⊗OS1 D
O
S1w(KS1)[dS1 ])→
HomD∞
S12
(p∗mod(M,F ), D∞S12)⊗OS12 D
O
S12w(KS12 [dS12 ] =: D
∞,K
S12
(p∗mod(M,F )),
given in the same way then T (p,D)(M,F ).
Proposition 50. (i) Let g : T → S a morphism with T, S ∈ SmVar(C). We have, for M ∈ DD(S)
canonical maps
– T ′(g,D)(M) : LDSLg
∗modM → Lg∗modLDSM
– T ′(g,D)(M) : Lg∗modLDSM → LDSLg∗modM
Moreover, in the case where g is non caracteristic with respect to M (e.g if g is smooth), these maps
are isomorphism.
(ii) Let S1, S2 ∈ SmVar(C), p : S1×S2 → S1 the projection. ForM ∈ DD(S1), we have T (p,D)(LD(M)) =
T ′(p,D)(M) in DDfil(S1 × S2) (c.f.(i)).
Proof. (i):See [16] for the first map. The second one follows from the first by proposition 49(i) and (iii).
(ii):See the proof of (i) in [16]
We have the followings :
Proposition 51. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ SmVar(C). Let
M ∈ CD,h(S). Then, we have L(f2 ◦ f1)∗ˆmodM = Lf ∗ˆmod1 (Lf
∗ˆmod
2 M) in DD,h(X).
Proof. Follows from proposition 43 (i), proposition 44 and proposition 49.
Proposition 52. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ AnSm(C).
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(i) Let (M) ∈ CD,h(S). Then, we have L(f2 ◦ f1)∗ˆmod(M) = Lf ∗ˆmod1 (Lf
∗ˆmod
2 (M)) in DD,h(X).
(ii) Let M ∈ CD∞,h(S). Then, we have L(f2 ◦ f1)∗ˆmodM = Lf ∗ˆmod1 (Lf
∗ˆmod
2 M) in DD∞,h(X).
Proof. Follows from proposition 46 (i), proposition 47 and proposition 49.
In the analytic case, we have the following transformation map which we will use in subection 5.3:
Definition 61. Let S ∈ AnSm(C). We have for (M,F ) ∈ CDfil(S) the canonical transformation map
in CD∞fil(S) :
T (D,∞)(M,F ) :
JS(D
K
S (M,F )) := HomDS ((M,F ), DS)⊗DS (D
∞
S , F
ord)⊗OS D
O
Sw(KS)[dS ]
evDS (hom,⊗)(−,−,−)⊗I−−−−−−−−−−−−−−−−→
HomDS (LD(M,F ), D
∞
S )⊗OS D
O
Sw(KS)[dS ]
I(D∞S /DS)((M,F ),D
∞
S )⊗I−−−−−−−−−−−−−−−−−→
HomD∞S ((M,F )⊗DS (D
∞
S , F
ord), D∞S )⊗OS D
O
Sw(KS)[dS ] =: D
∞,K
S JS(M,F ).
which is an isomorphism.
4.2.2 The (relative) De Rahm of a (filtered) complex of a D-module and the filtered De
Rham direct image
Recall that for f : X → S a morphism with X,S ∈ Var(C) or with X,S ∈ AnSp(C),
DR(X/S) := Ω•X/S ∈ Cf∗OS (X)
denotes (see section 2) the relative De Rham complex of the morphism of ringed spaces f : (X,OX) →
(S,OS), with Ω
p
X/S := ∧
pΩX/S ∈ PShOX (X) and ΩX/S := coker(f
∗ΩS → ΩX) ∈ PShOX (X). Recall
that Ω•X/S ∈ Cf∗OS (S) is a complex of f
∗OS modules, but is NOT a complex of OX module since the
differential is a derivation hence NOT OX linear. Recall that (see section 4.1), for (M,F ) ∈ CD(OX )fil(X),
we have the relative (filtered) De rham complex of (M,F )
DR(X/S)(M,F ) := (Ω•X/S , Fb)⊗OX (M,F ) ∈ Cf∗OSfil(X),
and that if φ : (M1, F )→ (M2, F ) a morphism with (M1, F ), (M2, F ) ∈ CD(OX )fil(X),
(I ⊗ φ) : DR(X/S)(M1, F ) := (Ω
•
X/S , F )⊗OX (M1, F )→ DR(X/S)(M2, F ) := (Ω
•
X/S , F )⊗OX (M2, F )
is by definition a morphism of complexes, that is a morphism in Cf∗OSfil(X). For (N,F ) ∈ CD(OX )opfil(X),
we have the relative (filtered) Spencer complex of (N,F )
SP (X/S)(N,F ) := (T •X/S , Fb)⊗OX (N,F ) ∈ Cf∗OSfil(X),
and that if φ : (N1, F )→ (N2, F ) a morphism with (N1, F ), (N2, F ) ∈ CD(OX )opfil(X),
(I ⊗ φ) : SP (X/S)(N1, F ) := (T
•
X/S , F )⊗OX (N1, F )→ SP (X/S)(N2, F ) := (T
•
X/S , F )⊗OX (N2, F )
is by definition a morphism of complexes, that is a morphism in Cf∗OSfil(X).
Proposition 53. Let f : X → S a smooth morphism with X,S ∈ Var(C) or with X,S ∈ AnSp(C), denote
d = dX − dS. The inner product gives, for (M,F ) ∈ CD(OX )fil(X), an isomorphism in Cf∗OSfil(X) and
termwise OX linear
T (DR,SP )(M,F ) : T •X/S ⊗OX (M,F )⊗OX KX/S
∼
−→ Ωd−•X/S ⊗OX (M,F ), ∂ ⊗m⊗ κ 7→ ι(∂)κ⊗m
Proof. Standard.
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For a commutative diagram in Var(C) or in AnSp(C) :
D = X
f // S
X ′
g′
OO
f ′ // T
g
OO
we have (see section 2) the relative differential map of g′ given by the pullback of differential forms:
Ω(X′/X)/(T/S) : g
′∗ΩX/S → ΩX′/T , given by for X
′o ⊂ X ′, Xo ⊃ g′(X
′o)(i.e. g
′−1(Xo) ⊃ X
′o),
ω ∈ Γ(Xo,ΩpX/S) 7→ Ω(X′/X)/(T/S)(X
′o)(ω) := [g
′∗ω] ∈ Γ(X
′o,ΩpX′/T ).
Moreover, by definition-proposition 16 (section 4.1), for (M,F ) ∈ CD(OX )fil(X) the map
Ω(X′/X)/(T/S)(M,F ) : g
′∗(Ω•X/S ⊗OX (M,F ))→ Ω
•
X′/T ⊗OX′ g
′∗mod(M,F )
given in degree (p, i) by, for X
′o ⊂ X ′ an open subset and Xo ⊂ X an open subset such that g
′−1(Xo) ⊃
X
′o (i.e. Xo ⊃ g′(X
′o)), ω ∈ Γ(Xo,ΩpX/S) and m ∈ Γ(X
o,M i),
Ω(X′/X)/(T/S)(M,F )(ω ⊗m) = g
′∗ω ⊗ (m⊗ 1)
is a map of complexes, that is a map in Cf∗OSfil(X
′). This give, for (M,F ) ∈ CD(OX )fil(X), the following
transformation map in COT fil(T )
TOω (D)(M,F ) : g
∗modLO(f∗E(Ω
•
X/S ⊗OX (M,F )))
T (g,LO)(−)
−−−−−−−→
(g∗f∗E(Ω
•
X/S ⊗OX (M,F )))⊗g∗OS OT
T (g′,E)(−)◦T (D)(E(Ω•X/S⊗OXM))
−−−−−−−−−−−−−−−−−−−−−−−→
(f ′∗E(g
′∗(Ω•X/S ⊗OX (M,F )))) ⊗g∗OS OT
m◦E(Ω(Y/X)/(T/S)(M))
−−−−−−−−−−−−−−−→ f ′∗E(Ω
•
X′/T ⊗OX′ g
′∗mod(M,F )),
with m′(m) = m⊗ 1. Under the canonical isomorphism Ω•X/S
∼
−→ Ω•X/S ⊗OX OX given by ω 7→ ω⊗ 1, we
have (see remark 7)
TOω (D)(OX ) = T
O
ω (D) : g
∗modLO(f∗E(Ω
•
X/S))→ f
′
∗E(Ω
•
X′/T ).
Let f : X → S a morphism with X,S ∈ Var(C). Again by definition-proposition 16 (section 4.1), for
(M,F ) ∈ CD(OX )fil(X) the map
Ω(Xan/X)/(San/S)(M,F ) : an
∗
X(Ω
•
X/S ⊗OX (M,F ))→ Ω
•
Xan/San ⊗OXan M
an
given in degree (p, i) by, for Xo ⊂ X and Xo ⊃ Xoo an open subsets of X for the usual, resp. Zariski
topology, ω ∈ Γ(Xo,ΩpX/S) and m ∈ Γ(X
o,M i),
Ω(Xan/X)/(San/S)(M,F )(ω ⊗m = ω ⊗ (m⊗ 1)
is a map of complexes, that is a map in Cf∗OSanfil(X
an). This gives, for (M,F ) ∈ CD(OX )fil(X), we
have the following transformation map in COSanfil(S
an)
TOω (an, f)(M,F ) : (f∗E(Ω
•
X/S ⊗OX (M,F )))
an := an∗S(f∗E(Ω
•
X/S ⊗OX (M,F ))) ⊗an∗S OS OSan
T (an(X),E)(−)◦T (an,f)(E(Ω•X/S⊗OXM))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ (f∗E(an
∗
X(Ω
•
X/S ⊗OX (M,F )))) ⊗an∗S OS OSan
m◦E(Ω(Xan/X)/(San/S)(M,F ))
−−−−−−−−−−−−−−−−−−−−→ f∗E(Ω
•
X/S ⊗OanX (M
an, F ))
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with m(n⊗ s) = s.n.Under the canonical isomorphism Ω•X/S
∼
−→ Ω•X/S ⊗OX OX given by ω 7→ ω ⊗ 1, we
have (see remark 7)
TOω (an, f)(OX) = T
O
ω (an, f) : (f∗E(Ω
•
X/S))
an → f∗E(Ω
•
Xan/San)
Let f : X → S a morphism with X,S ∈ Var(C) or with X,S ∈ AnSp(C). In the case where X is
smooth, for (M,F ) = (M•, F ) ∈ CDfil(X), the differential of the relative De Rham complex of (M,F )
DR(X/S)(M,F ) := (Ω•X/S , F )⊗OX (M,F ) = Tot((Ω
•
X/S , F )⊗OX (M
•, F )) ∈ Cf∗OSfil(X)
are given by
• dp,p+1 : Ω
p
X/S ⊗OX M
i → Ωp+1X/S ⊗OX M
i, with for Xo ⊂ X an open affine subset with (x1, . . . , xn)
local coordinate (since X is smooth, TX is locally free), m ∈ Γ(Xo,M i) and ω ∈ Γ(Xo,Ω
p
X/S),
dp,p+1(ω ⊗m) := (dω)⊗m+
n∑
i=1
(dxi ∧ ω)⊗ (∂i)m
• di,i+1 : Ω
p
X/S ⊗OX M
i → ΩpX/S ⊗OX M
i+1, with for Xo ⊂ X an open subset, m ∈ Γ(Xo,M i) and
ω ∈ Γ(Xo,ΩpX/S), di,i+1(ω ⊗m) := (ω ⊗ dm).
For DX only, the differential of its De Rahm complex (Ω
•
X/S , F )⊗OX DX are right linear, so that
(Ω•X/S , Fb)⊗OX (DX , F
ord) ∈ CDop,f∗OSfil(X)
In the particular case of a projection p : Y × S → S with Y, S ∈ SmVar(C) or with Y, S ∈ AnSm(C)
we have :
Proposition 54. Let Y, S ∈ SmVar(C) or Y, S ∈ AnSm(C). Let p : Y × S → S the projection. For
(M,F ) ∈ CDfil(Y × S),
DR(Y × S/S)(M,F ) := (Ω•Y×S/S, Fb)⊗OY×S (M,F ) ∈ Cp∗OSfil(Y × S)
is a naturally a complex of filtered p∗DS modules, that is
DR(Y × S/S)(M,F ) := (Ω•Y×S/S, Fb)⊗OY×S (M,F ) ∈ Cp∗Dfil(Y × S),
where the p∗DS module structure on Ω
p
Y×S/S⊗OY×SM
n is given by for (Y ×S)o ⊂ Y ×S an open subset,
(γ ∈ Γ((Y × S)o, TY×S), ωˆ ⊗m ∈ Γ((Y × S)
o,ΩpY×S/S ⊗OY×S M
n)) 7→ γ.(ωˆ ⊗m) := (ωˆ ⊗ (γ.m).
Moreover, if φ : (M1, F )→ (M2, F ) a morphism with (M1, F ), (M2, F ) ∈ CDfil(Y × S),
DR(Y × S/S)(φ) := (I ⊗ φ) : (Ω•Y×S/S, Fb)⊗OY×S (M1, F )→ (Ω
•
Y×S/S, Fb)⊗OY×S (M2, F )
is a morphism in Cp∗Dfil(Y × S).
Proof. Standard.
In the analytic case, we also have
Proposition 55. Let Y, S ∈ AnSm(C). Let p : Y ×S → S the projection. For (M,F ) ∈ CD∞fil(Y ×S),
DR(Y × S/S)(M,F ) := (Ω•Y×S/S, Fb)⊗OY×S (M,F ) ∈ Cp∗OSfil(Y × S)
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is naturally a complex of filtered p∗D∞S modules, that is
DR(Y × S/S)(M,F ) := (Ω•Y×S/S , Fb)⊗OY×S (M,F ) ∈ Cp∗D∞fil(Y × S),
where the p∗D∞S module structure on Ω
p
Y×S/S⊗OY×SM
n is given by for (Y ×S)o ⊂ Y ×S an open subset,
(γ ∈ Γ((Y × S)o, TY×S), ωˆ ⊗m ∈ Γ((Y × S)
o,ΩpY×S/S ⊗OY×S M
n)) 7→ γ.(ωˆ ⊗m) := (ωˆ ⊗ (γ.m).
Moreover, if φ : (M1, F )→ (M2, F ) a morphism with (M1, F ), (M2, F ) ∈ CD∞fil(Y × S),
DR(Y × S/S)(φ) := (I ⊗ φ) : (Ω•Y×S/S, Fb)⊗OY×S (M1, F )→ (Ω
•
Y×S/S, Fb)⊗OY×S (M2, F )
is a morphism in Cp∗D∞fil(Y × S).
Proof. Standard : follows from the finite order case (proposition 54).
We state on the one hand the commutativity of the tensor product with respect to DS and with
respect to OS , for S ∈ SmVar(C) or S ∈ AnSm(C) in the filtered case, and on the other hand the
commutativity between the tensor product with respect to DS by DS and the De Rahm complex :
Proposition 56. (i) Let f : X → S a morphism with X,S ∈ SmVar(C) or with X,S ∈ AnSm(C).
For (M ′, F ) ∈ CDopfil,f∗D(X) and (M,F ), (N,F ) ∈ CDfil(X). we have canonical isomorphisms of
filtered f∗DS modules, i.e. isomorphisms in Cf∗D(X),
(M ′, F )⊗OX (N,F )⊗DX (M,F ) = (M
′, F )⊗DX ((M,F )⊗OX (N,F ))
= ((M ′, F )⊗OX (M,F ))⊗DX (N,F )
(ii) Let f : X → S a morphism with X,S ∈ Var(C) or with X,S ∈ AnSp(C). For (M,F ) ∈
CD(OX )fil(X), we have a canonical isomorphisms of filtered f
∗OS modules, i.e. isomorphisms
in Cf∗OSfil(X),
(Ω•X/S , Fb)⊗OX (M,F ) = ((Ω
•
X/S , Fb)⊗OX (D(OX ), Fb))⊗D(OX ) (M,F )
(iii) Let p : Y × S → S a projection with Y, S ∈ SmVar(C) or with X,S ∈ AnSm(C). For (M,F ) ∈
CDfil(Y × S), the isomorphisms of filtered p∗OS modules of (ii)
(Ω•Y×S/S , Fb)⊗OY×S (M,F ) = ((Ω
•
Y×S/S , Fb)⊗OY×S (DY×S , Fb)⊗DY×S (M,F )
are isomorphisms of filtered p∗DS modules, that is isomorphism in Cp∗Dfil(Y × S).
Proof. (i) and (ii) are particular case of proposition 36.
(iii): follows immediately by definition of the p∗DS module structure.
We now look at the functorialities of the relative De Rham complex of a smooth morphisms of smooth
complex algebraic varieties :
Proposition 57. Consider a commutative diagram in SmVar(C) or in AnSm(C) :
D = Y × S
p // S
Y ′ × T
g′′=(g′′0×g)
OO
p′ // T
g
OO
with p and p′ the projections. For (M,F ) ∈ CDfil(Y × S) the map in Cg′′∗p∗OSfil(Y
′ × T )
Ω(Y ′×T/Y×S)/(T/S)(M,F ) : g
′′∗((Ω•Y×S/S, Fb)⊗OY×S (M,F ))→ (Ω
•
Y ′×T/T , Fb)⊗OY ′×T g
′′∗mod(M,F )
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given in definition-proposition 16 is a map in Cg′′∗p∗Dfil(Y
′ × T ). Hence, for (M,F ) ∈ CDfil(Y × S),
the map in COT fil(T ) (with LD instead of LO)
TOω (D)(M) : g
∗modLD(p∗E((Ω
•
Y×S/S , Fb)⊗OY×S (M,F )))→ p
′
∗E((Ω
•
Y ′×T/T , Fb)⊗OY ′×T g
′′∗mod(M,F )),
is a map in CDfil(T ).
Proof. Follows imediately by definition.
In the analytic case, we also have
Proposition 58. Consider a commutative diagram in AnSm(C) :
D = Y × S
p // S
Y ′ × T
g′′=(g′′0×g)
OO
p′ // T
g
OO
with p and p′ the projections. For (M,F ) ∈ CD∞fil(Y × S) the map in Cg′′∗p∗OSfil(Y
′ × T )
Ω(Y ′×T/Y×S)/(T/S)(M,F ) : g
′′∗((Ω•Y×S/S, Fb)⊗OY×S (M,F ))→ (Ω
•
Y ′×T/T , Fb)⊗OY ′×T g
′′∗mod(M,F )
is a map in Cg′′∗p∗D∞fil(Y
′ × T ). Hence, for (M,F ) ∈ CD∞fil(Y × S), the map in COT fil(T ) (with LD
instead of LO)
TOω (D)(M) : g
∗modLD(p∗E((Ω
•
Y×S/S , Fb)⊗OY×S (M,F )))→ p
′
∗E((Ω
•
Y ′×T/T , Fb)⊗OY ′×T g
′′∗mod(M,F )),
is a map in CD∞fil(T ).
Proof. Follows immediately by definition.
Similarly, we have
Proposition 59. Let p : Y ×S → S a projection with Y, S ∈ SmVar(C). For (M,F ) ∈ CDfil(Y ×S) the
map in Cp∗OSan (Y
an × San)
Ω(Y an×San/Y×S)/(San/S)(M,F ) : an(Y×S)
∗((Ω•Y×S/S, Fb)⊗OY×S (M,F ))→ (Ω
•
Y an×San/San , Fb)⊗OanY×S (M
an, F )
is a map in CpDfil(Y
an × San). For (M,F ) ∈ CDfil(Y × S), the map in COSanfil(S
an)
TOω (an, h)(M,F ) : (p∗E((Ω
•
Y×S/S , Fb)⊗OY×S (M,F )))
an → p∗E((Ω
•
Y×S/S , Fb)⊗OanY×S (M,F )
an)
is a map in CDfil(S
an).
Proof. Similar to the proof of proposition 57.
Proposition 60. Let p : Y × S → S a projection with Y, S ∈ SmVar(C) or with Y, S ∈ AnSm(C).
(i) If φ : (M,F )→ (N,F ) is an r-filtered Zariski, resp. usu, local equivalence with (M1, F ), (M2, F ) ∈
CDfil(Y × S), then
DR(Y × S/S)(φ) : (Ω•Y×S/S , Fb)⊗OY×S (M,F )→ Ω
•
Y×S/S ⊗OY×S (N,F )
is an r-filtered equivalence Zariski, resp. usu, local in Cp∗Dfil(Y × S).
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(ii) Consider a commutative diagram in SmVar(C) or in AnSm(C)
D = Y × S
p // S
V
l
OO
k // S
=
OO .
with p the projection. For (N,F ) ∈ CD,l∗Dfil(V ), the map in Cp∗OS (Y × S) (see definition 53)
k ◦ TOω (l,⊗)(E(N,F )) : (Ω
•
Y×S/S , Fb)⊗OY×S l∗E(N,F )→ l∗((Ω
•
V/S , Fb)⊗OV E(N,F ))
→ l∗E((Ω
•
V/S , Fb)⊗OV E(N,F ))
is a filtered equivalence Zariski, resp. usu, local in Cp∗Dfil(Y × S).
Proof. (i):Follows from proposition 54that it is a morphism of p∗DS module. The fact that it is an
equivalence Zariski, resp usu, local is a particular case of proposition 37(i).
(ii):Follows from proposition 54 and the first part of proposition 57 that it is a morphism of h∗DS module.
The fact that it is an equivalence Zariski, resp usu, local is a particular case of proposition 37(ii).
In the analytical case, we also have
Proposition 61. Let p : Y × S → S a projection with Y, S ∈ SmVar(C) or with Y, S ∈ AnSm(C).
(i) If φ : (M,F )→ (N,F ) is an r-filtered usu local equivalence with (M1, F ), (M2, F ) ∈ CD∞fil(Y ×S),
then
DR(Y × S/S)(φ) : (Ω•Y×S/S , Fb)⊗OY×S (M,F )→ Ω
•
Y×S/S ⊗OY×S (N,F )
is an r-filtered equivalence usu local in Cp∗D∞fil(Y × S).
(ii) Consider a commutative diagram in AnSm(C)
D = Y × S
p // S
V
l
OO
k // S
=
OO .
with p the projection. For (N,F ) ∈ CD∞,l∗D∞fil(V ), the map in Cp∗OS (Y × S) (see definition 53)
k ◦ TOω (l,⊗)(E(N,F )) : (Ω
•
Y×S/S , Fb)⊗OY×S l∗E(N,F )→ l∗((Ω
•
V/S , Fb)⊗OV E(N,F ))
→ l∗E((Ω
•
V/S , Fb)⊗OV E(N,F ))
is a filtered equivalence usu local in Cp∗D∞fil(Y × S).
Proof. Follows from the finite order case : proposition 60.
Dually of the De Rahm complex of a DS module M , we have the Spencer complex of M . In the
particular case of DS, we have the following:
Proposition 62. Let S ∈ SmVar(C) or S ∈ AnSm(C).
• We have the filtered resolutions of KS by the following complex of locally free right DS modules:
ω(S) : ω(KS) := (Ω
•
S , Fb)[dS ]⊗OS (DS , Fb)→ (KS, Fb) and ω(S) : ω(KS, F
ord) := (Ω•S , Fb)[dS ]⊗OS
(DS , F
ord)→ (KS , F ord)
• Dually, we have the filtered resolution of OS by the following complex of locally free (left) DS
modules: ω∨(S) : ω(OS) := (∧•TS , Fb)[dS ] ⊗OS (DS , Fb) → (OS , Fb) and ω
∨(S) : ω(OS , F
ord) :=
(∧•TS , Fb)[dS ]⊗OS (DS , F
ord)→ (OS , F ord).
146
Let S1, S2 ∈ SmVar(C) or S1, S2 ∈ AnSm(C). Consider the projection p = p1 : S1 × S2 → S1.
• We have the filtered resolution of DS1×S2→S1 by the following complexes of (left) (p
∗DS1 and right
DS1×S2) modules :
ω(S1 × S2/S1) : (Ω
•
S1×S2/S1
[dS2 ], Fb)⊗OS1×S2 (DS1×S2 , F
ord)→ (DS1×S2←S1 , F
ord).
• Dually, we have the filtered resolution of DS1×S2→S1 by the following complexes of (left) (p
∗DS1 , DS1×S2)
modules :
ω∨(S1 × S2/S1) : (∧
•TS1×S2/S1 [dS2 ], Fb)⊗OS1×S2 (DS1×S2 , F
ord)→ (DS1×S2→S1 , F
ord),
Proof. See [16].
In the analytical case, we also have
Proposition 63. Let S ∈ AnSm(C).
• We have the filtered resolutions of KS by the following complex of locally free right DS modules:
ω(S) : ω(KS) := (Ω
•
S , Fb)[dS ]⊗OS (D
∞
S , F
ord)→ (KS , Fb).
• Dually, we have the filtered resolution of OS by the following complex of locally free (left) DS
modules: ω∨(S) : ω(OS) := (∧•TS, Fb)[dS ]⊗OS (D
∞
S , F
ord)→ (OS , Fb).
Let S1, S2 ∈ AnSm(C). Consider the projection p = p1 : S1 × S2 → S1.
• We have the filtered resolution of D∞S1×S2→S1 by the following complexes of (left) (p
∗D∞S1 and right
D∞S1×S2) modules :
ω(S1 × S2/S1) : (Ω
•
S1×S2/S1
[dS2 ], Fb)⊗OS1×S2 (D
∞
S1×S2 , F
ord)→ (D∞S1×S2←S1 , F
ord).
• Dually, we have the filtered resolution of D∞S1×S2→S1 by the following complexes of (left) (p
∗D∞S1 , D
∞
S1×S2
)
modules :
ω∨(S1 × S2/S1) : (∧
•TS1×S2/S1 [dS2 ], Fb)⊗OS1×S2 (D
∞
S1×S2 , F
ord)→ (D∞S1×S2→S1 , F
ord),
Proof. Similar to the finite order case : the first map on the right is a surjection and the kernel are
obtained by tensoring D∞S with the kernel of the kozcul resolution of KS (note that D
∞
S is a locally free
hence flat OS module).
Motivated by these resolutions, we make the following definition
Definition 62. (i) Let i : Z →֒ S be a closed embedding, with Z, S ∈ SmVar(C) or with Z, S ∈
AnSm(C). Then, for (M,F ) ∈ CDfil(Z), we set
i∗mod(M,F ) := i
0
∗mod(M,F ) := i∗((M,F ) ⊗DZ (DZ←S , F
ord)) ∈ CDfil(S)
(ii) Let S1, S2 ∈ SmVar(C) or S1, S2 ∈ AnSm(C) and p : S1 × S2 → S1 be the projection. Then, for
(M,F ) ∈ CDfil(S1 × S2), we set
– p0∗mod(M,F ) := p∗(DR(S1 × S2/S1)(M,F )) := p∗((Ω
•
S1×S2/S1
, Fb) ⊗OS1×S2 (M,F ))[dS2 ] ∈
CDfil(S1),
– p∗mod(M,F ) := p∗E(DR(S1 × S2/S1)(M,F )) := p∗E((Ω•S1×S2/S1 , Fb)⊗OS1×S2 (M,F ))[dS2 ] ∈
CDfil(S1).
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(iii) Let f : X → S be a morphism, with X,S ∈ SmVar(C) or X,S ∈ AnSm(C). Consider the factoriza-
tion f : X
i
−→ X × S
pS
−→ S, where i is the graph embedding and pS : X × S → S is the projection.
Then, for (M,F ) ∈ CDfil(X) we set
– fFDR∗mod(M,F ) := pS∗modi∗mod(M,F ) ∈ CDfil(S),
–
∫ FDR
f (M,F ) := f
FDR
∗mod(M,F ) := pS∗modi∗mod(M,F ) ∈ DDfil,∞(S).
By proposition 64 below, we have
∫ FDR
f
M =
∫
f
M ∈ DD(X).
(iii) Let f : X → S be a morphism, with X,S ∈ SmVar(C) or X,S ∈ AnSm(C). Consider the factoriza-
tion f : X
i
−→ X × S
pS
−→ S, where i is the graph embedding and pS : X × S → S is the projection.
Then, for (M,F ) ∈ CDfil(X) we set
– fFDR!mod (M,F ) := D
K
S LDf
FDR
∗modD
K
S LD(M,F ) := D
K
S LDpS∗modi∗modD
K
X×SLD(M,F ) ∈ CDfil(S),
–
∫ FDR
f !
(M,F ) := fFDR!mod (M,F ) := D
K
S LDpS∗modi∗modD
K
X×SLD(M,F ) ∈ DDfil,∞(S).
In the analytical case we also consider :
Definition 63. (i) Let i : Z →֒ S be a closed embedding with Z, S ∈ AnSm(C). Then, for (M,F ) ∈
CD∞fil(Z), we set
i∗mod(M,F ) := i
0
∗mod(M,F ) := i∗((M,F )⊗D∞Z (D
∞
Z←S , F
ord)) ∈ CD∞fil(S)
(ii) Let S1, S2 ∈ AnSm(C) and p : S1 × S2 → S1 be the projection. For (M,F ) ∈ CD∞fil(S1 × S2), we
consider
– p0∗mod(M,F ) := p∗(DR(S1 × S2/S1)(M,F )) := p∗((Ω
•
S1×S2/S1
, Fb) ⊗OS1×S2 (M,F ))[dS2 ] ∈
CD∞fil(S1),
– p∗mod(M,F ) := p∗E(DR(S1 × S2/S1)(M,F )) := p∗E((Ω•S1×S2/S1 , Fb)⊗OS1×S2 (M,F ))[dS2 ] ∈
CD∞fil(S1).
(iii) Let S1, S2 ∈ AnSm(C) and p : S1 × S2 → S1 be the projection. For (M,F ) ∈ CDfil(S1 × S2) or
(M,F ) ∈ CD∞fil(S1 × S2), we set
– p0!mod(M,F ) := p!(DR(S1 × S2/S1)(M,F )) := p!((Ω
•
S1×S2/S1
, Fb) ⊗OS1×S2 (M,F ))[dS2 ] ∈
CDfil(S1),
– p!mod(M,F ) := p!E(DR(S1 × S2/S1)(M,F )) := p!E((Ω•S1×S2/S1 , Fb) ⊗OS1×S2 (M,F ))[dS2 ] ∈
CDfil(S1).
(iv) Let f : X → S be a morphism, with X,S ∈ AnSm(C). Consider the factorization f : X
i
−→
X × S
pS
−→ S, where i is the graph embedding and pS : X × S → S is the projection. Then, for
(M,F ) ∈ CD∞fil(X) we set
– fFDR∗mod(M,F ) := pS∗modi∗mod(M,F ) ∈ CD∞fil(S),
–
∫ FDR
f
(M,F ) := fFDR∗mod(M,F ) := pS∗modi∗mod(M,F ) ∈ DD∞fil,∞(S),
– fFDR!mod (M,F ) := pS!modi∗mod(M,F ) ∈ CD∞fil(S),
–
∫ FDR
f ! (M,F ) := f
FDR
!∗mod(M,F ) := pS!modi∗mod(M,F ) ∈ DD∞fil,∞(S).
By proposition 65 below, we have
∫ FDR
f ! M =
∫
f !M ∈ DD∞(X) and
∫ FDR
f M =
∫
f M ∈ DD∞(X).
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(v) Let f : X → S be a morphism, with X,S ∈ AnSm(C). Consider the factorization f : X
i
−→
X × S
pS
−→ S, where i is the graph embedding and pS : X × S → S is the projection. Then, for
(M,F ) ∈ CDfil(X) we set
– fFDR!mod (M,F ) := pS!modi∗mod(M,F ) ∈ CDfil(S),
–
∫ FDR
f !
(M,F ) := fFDR!∗mod(M,F ) := pS!modi∗mod(M,F ) ∈ DDfil,∞(S).
By proposition 65 below, we have
∫ FDR
f ! M =
∫
f !M ∈ DD(X).
Proposition 64. (i) Let i : Z →֒ S a closed embedding with S,Z ∈ SmVar(C) or with S,Z ∈
AnSm(C). Then for (M,F ) ∈ CDfil(Z), we have∫
i
(M,F ) := Ri∗((M,F )⊗
L
DZ (DZ←S , F
ord) = i∗((M,F )⊗DZ (DZ←S , F
ord)) = i∗mod(M,F ).
(ii) Let S1, S2 ∈ SmVar(C) or S1, S2 ∈ AnSm(C) and p : S12 := S1 × S2 → S1 be the projection. Then,
for (M,F ) ∈ CDfil(S1 × S2) we have∫
p
(M,F ) : = Rp∗((M,F ) ⊗
L
DS1×S2
(DS1×S2←S1 , F
ord))
= p∗E((Ω
•
S1×S2/S1
, Fb)⊗OS1×S2 (DS1×S2 , F
ord)⊗DS1×S2 (M,F ))[dS2 ]
= p∗E((Ω
•
S1×S2/S1
, Fb)⊗OS1×S2 (M,F ))[dS2 ] =: p∗mod(M,F ).
where the second equality follows from Griffitz transversality (the canonical isomorphism map respect
by definition the filtration).
(iii) Let f : X → S be a morphism with X,S ∈ SmVar(C) or with X,S ∈ AnSm(C). Then for
M ∈ CD(X), we have
∫ FDR
f
M =
∫
f
M .
Proof. (i):Follows from the fact that DZ←S is a locally free DZ module and that i∗ is an exact functor.
(ii): Since Ω•S12/S1 [dS2 ], Fb)⊗OS12 DS12 is a complex of locally free DS1×S2 modules, we have in Dfil(S1×
S2), using proposition 62,
(DS1×S2←S1 , F
ord)⊗LDS1×S2 (M,F ) = (Ω
•
S12/S1
[dS2 ], Fb)⊗OS12 (DS12 , F
ord)⊗DS12 (M,F ).
(iii): Follows from (i) and (ii) by proposition 43 (ii) in the algebraic case and by proposition 46(ii) in the
analytic case since a closed embedding is proper.
In the analytical case, we also have :
Proposition 65. (i) Let i : Z →֒ S a closed embedding with S,Z ∈ AnSm(C). Then for (M,F ) ∈
CD∞fil(Z), we have
∫
i
(M,F ) = i∗mod(M,F ).
(ii) Let S1, S2 ∈ AnSm(C) and p : S12 := S1 × S2 → S1 be the projection. Then, for (M,F ) ∈
CD∞fil(S1 × S2) we have∫
p
(M,F ) : = Rp∗((M,F ) ⊗
L
D∞S1×S2
(D∞S1×S2←S1 , F
ord))
= p∗E((Ω
•
S1×S2/S1
, Fb)⊗OS1×S2 (DS1×S2 , F
ord)⊗DS1×S2 (M,F )[dS2 ])
= p∗E((Ω
•
S1×S2/S1
, Fb)⊗OS1×S2 (M,F )[dS2 ]) =: p∗mod(M,F ).
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(ii)’ Let S1, S2 ∈ AnSm(C) and p : S12 := S1 × S2 → S1 be the projection. Then, for (M,F ) ∈
CDfil(S1 × S2) or (M,F ) ∈ CDfil(S1 × S2), we have∫
p!
(M,F ) : = Rp!((M,F )⊗
L
DS1×S2
(DS1×S2←S1 , F
ord)
= p!E((Ω
•
S1×S2/S1
, Fb)⊗OS1×S2 (DS1×S2 , F
ord)⊗DS1×S2 (M,F )[dS2 ])
= p!E((Ω
•
S1×S2/S1
, Fb)⊗OS1×S2 (M,F )[dS2 ]) =: p!mod(M,F ).
(iii) Let f : X → S be a morphism with X,S ∈ AnSm(C). For M ∈ CD∞(X), we have
∫ FDR
f M =
∫
f M
and
∫ FDR
f !
M =
∫
f !
M . For M ∈ CD(X), we have
∫ FDR
f !
M =
∫
f !
M .
Proof. (i):Follows from the fact that D∞Z←S is a locally free D
∞
Z module and that i∗ is an exact functor.
(ii): Similar to the proof of proposition 64(ii):follows from proposition 63.
(ii)’: Similar to the proof of proposition 64(ii):follows from proposition 63.
(iii):The first assertion follows from (i), (ii) and (ii)’ by proposition 46. The second one follows from
proposition 64(i) and (ii)’ and by proposition 46.
Proposition 66. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ SmVar(C).
(i) Let (M,F ) ∈ CD(2)fil(X). Then
∫ FDR
f2◦f1
(M,F ) =
∫ FDR
f1
∫ FDR
f2
(M,F ) ∈ DD(2)fil,∞(S).
(ii) Let (M,F ) ∈ CD(2)fil,h(X). Then
∫ FDR
(f2◦f1)!
(M,F ) =
∫ FDR
f1!
∫ FDR
f2!
(M,F ) ∈ DD(2)fil,∞(S).
Proof. See [21].
Proposition 67. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ AnSm(C).
(i) Let (M,F ) ∈ CD∞(2)fil(X). Then
∫ FDR
(f2◦f1)!
(M,F ) =
∫ FDR
f1!
∫ FDR
f2!
(M,F ).
(ii) Let (M,F ) ∈ CD∞(2)fil,h(X). Then
∫ FDR
f2◦f1
(M,F ) =
∫ FDR
f1
∫ FDR
f2
(M,F ).
Proof. Similar to proposition 66.
Definition 64. (i) Let f : X → S be a morphism, with X,S ∈ SmVar(C) or X,S ∈ AnSm(C).
Consider the graph factorization f : X
l
−→ X × S
p
−→ S, with l the graph embedding and p the
projection. We have the transformation map given by, for (M,F ) ∈ CDfil(X),
T (
∫ FDR
f
,
∫
f
)(M,F ) :
∫ FDR
f
(M,F ) :=
∫
p
∫
l
(M,F )
T (
∫
p
◦
∫
l
,
∫
p◦l
)(M,F )
−−−−−−−−−−−−−→
∫
f
(M,F )
(ii) Let j : So →֒ S an open embedding with S ∈ Var(C). Consider the graph factorization j : So
l
−→
So × S
p
−→ S, with l the graph embedding and p the projection. We have, for (M,F ) ∈ CDfil(So),
the canonical map in CDfil(S),
T (jFDR∗mod, j∗)(M,F ) : j
FDR
∗mod(M,F ) := p∗E((Ω
•
So×S/S, Fb)⊗OSo×S l∗mod(M,F ))
k◦ω(So×S/S)
−−−−−−−−−→
p∗E((DSo×S←S , F
ord)⊗DSo×S l∗(DSo←So×S ⊗DSo E(M,F ))
T (l,⊗)(−,−)
−−−−−−−−→ j∗E(M,F )
We have, for (M,F ) ∈ CDfil(S), the canonical map in CDfil(S),
ad(j∗, jFDR∗mod)(M,F ) : (M,F )
ad(p∗mod,p∗)(M,F )
−−−−−−−−−−−−→ p∗E((Ω
•
So×S/S, Fb)⊗OSo×S p
∗mod(M,F ))
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4.2.3 The support section functors for D modules and the graph inverse image
Let S ∈ SmVar(C) or S ∈ AnSm(C). Let i : Z →֒ S a closed embedding and denote j : S\Z →֒ S
the complementary open embedding. More generally, let h : Y → S a morphism with Y, S ∈ Var(C) or
Y, S ∈ AnSp(C), S smooth, and let i : X →֒ Y a closed embedding and denote by j : Y \X →֒ Y the
open complementary. We then get from section 2 the following functors :
• We get the functor
ΓZ : CD(2)fil(S)→ CD(2)fil(S),
(M,F ) 7→ ΓZ(M,F ) := Cone(ad(j
∗, j∗)((M,F )) : (M,F )→ j∗j
∗(M,F ))[−1],
together we the canonical map γZ(M,F ) : ΓZ(M,F )→ (M,F ), and more generally the functor
ΓX : Ch∗D(2)fil(Y )→ Ch∗D(2)fil(Y ),
(M,F ) 7→ ΓX(M,F ) := Cone(ad(j
∗, j∗)((M,F )) : (M,F )→ j∗j
∗(M,F ))[−1],
together we the canonical map γX(M,F ) : ΓX(M,F )→ (M,F ).
• We get the functor
Γ∨Z : CD(2)fil(S)→ CD(2)fil(S),
(M,F ) 7→ Γ∨Z(M,F ) := Cone(ad(j!, j
∗)((M,F )) : j!j
∗(M,F )→ (M,F )),
together we the canonical map γ∨Z(M,F ) : (M,F )→ Γ
∨
Z(M,F ), and more generally the functor
Γ∨X : Ch∗D(2)fil(Y )→ Ch∗D(2)fil(Y ),
(M,F ) 7→ Γ∨X(M,F ) := Cone(ad(j!, j
∗)((M,F )) : j!j
∗(M,F )→ (M,F )),
together we the canonical map γ∨X(M,F ) : (M,F )→ Γ
∨
X(M,F ).
• We get the functor
Γ∨,hZ : CD(2)fil(S)→ CD(2)fil(S), (M,F ) 7→ Γ
∨,h
Z (M,F ) := D
K
S LDΓZE(D
K
S (M,F )),
together with the factorization
γ∨,hZ (LD(M,F )) : LD(M,F )
γ∨Z (LD(M,F ))−−−−−−−−−→ Γ∨ZLD(M,F )
k◦DKI(j!,j
∗)(−)◦d(−)
−−−−−−−−−−−−−−→ Γ∨,hZ LD(M,F ),
and more generally the functor
Γ∨,hX : Ch∗D(2)fil(Y )→ Ch∗D(2)fil(Y ), (M,F ) 7→ Γ
∨,h
X (M,F ) := D
h∗D,K
Y Lh∗DΓXE(D
h∗D,K
Y (M,F )),
together with the factorization
γ∨,hX (Lh∗D(M,F )) : Lh∗D(M,F )
γ∨X(Lh∗D(M,F ))−−−−−−−−−−−→ Γ∨XLh∗D(M,F )
k◦Dh
∗D,KI(j!,j
∗)(−)◦d(−)
−−−−−−−−−−−−−−−−−→ Γ∨,hX Lh∗D(M,F ).
• We get the functor
Γ∨,OZ : CD(2)fil(S)→ CD(2)fil(S),
(M,F ) 7→ Γ∨,OZ (M,F ) := Cone(bZ((M,F )) : IZ(M,F )→ (M,F )),
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together we the factorization
γ∨,OZ (M,F ) : (M,F )
γ∨Z (M,F )−−−−−−→ Γ∨Z(M,F )
bS/Z(M,F )
−−−−−−−→ Γ∨,OZ (M,F ).
SinceM 7→M/IZM is a right exact functor,M 7→ Γ
∨,O
Z M send Zariski, resp. usu, local equivalence
between projective complexes of presheaves to Zariski, resp. usu local equivalence, and thus induces
in the derived category
LΓ∨,OZ : DDfil,∞(S)→ DDfil,∞(S),
(M,F ) 7→ Γ∨,OZ LD(M,F ) := Cone(bZ(LD(M,F )) : IZLD(M,F )→ LD(M,F )).
• We get the functor
ΓOZ : CD(2)fil(S)→ CD(2)fil(S),
(M,F ) 7→ ΓOZ (M,F ) := Cone(b
′
Z((M,F )) : (M,F )→ (M,F )⊗OS D
K
S (IZDS)),
together we the factorization
γOZ (M,F ) : (M,F )Γ
O
Z
b′S/Z(M,F )
−−−−−−−→ ΓZ(M,F )
γZ(M,F )
−−−−−−→ (M,F ).
• We have, for (M,F ) ∈ CDfil(S), a canonical isomorphism
I(D, γO)(M,F ) : DKS Γ
∨,O
Z (M,F )
∼
−→ ΓOZD
K
S (M,F )
which gives the transformation map in CDfil(S)
T (D, γO)(M,F ) : Γ∨,OZ D
K
S (M,F )→ D
K
S Γ
O
Z (M,F )
Let S ∈ AnSm(C). Let i : Z →֒ S a closed embedding and denote j : S\Z →֒ S the complementary
open embedding. More generally, let h : Y → S a morphism with Y, S ∈ AnSp(C), S smooth, and let
i : X →֒ Y a closed embedding and denote by j : Y \X →֒ Y the open complementary.
• We get the functor
ΓZ : CD∞(2)fil(S)→ CD∞(2)fil(S),
(M,F ) 7→ ΓZ(M,F ) := Cone(ad(j
∗, j∗)((M,F )) : (M,F )→ j∗j
∗(M,F ))[−1],
together we the canonical map γZ(M,F ) : ΓZ(M,F )→ (M,F ), and more generally the functor
ΓX : Ch∗D∞(2)fil(Y )→ Ch∗D∞(2)fil(Y ),
(M,F ) 7→ ΓX(M,F ) := Cone(ad(j
∗, j∗)((M,F )) : (M,F )→ j∗j
∗(M,F ))[−1],
together we the canonical map γX(M,F ) : ΓX(M,F )→ (M,F ).
• We get the functor
Γ∨Z : CD∞(2)fil(S)→ CD∞(2)fil(S),
(M,F ) 7→ Γ∨Z(M,F ) := Cone(ad(j!, j
∗)((M,F )) : j!j
∗(M,F )→ (M,F )),
together we the canonical map γ∨Z(M,F ) : (M,F )→ Γ
∨
Z(M,F ), and more generally the functor
Γ∨X : Ch∗D∞(2)fil(Y )→ Ch∗D∞(2)fil(Y ),
(M,F ) 7→ Γ∨X(M,F ) := Cone(ad(j!, j
∗)((M,F )) : j!j
∗(M,F )→ (M,F )),
together we the canonical map γ∨X(M,F ) : (M,F )→ Γ
∨
X(M,F ).
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• We get the functor
Γ∨,hZ : CD∞(2)fil(S)→ CD∞(2)fil(S), (M,F ) 7→ Γ
∨,h
Z (M,F ) := D
∞,K
S LD∞ΓZE(D
∞,K
S (M,F )),
together with the factorization
γ∨,hZ (LD∞(M,F )) : LD∞(M,F )
γ∨Z (LD∞(M,F ))−−−−−−−−−−→ Γ∨ZLD∞(M,F )
k◦D∞I(j!,j
∗)(−)◦d(−)
−−−−−−−−−−−−−−→ Γ∨,hZ LD∞(M,F ),
and more generally the functor
Γ∨,hX : Ch∗D∞(2)fil(Y )→ Ch∗D∞(2)fil(Y ), (M,F ) 7→ Γ
∨,h
X (M,F ) := D
h∗∞,K
Y Lh∗D∞ΓXE(D
h∗∞,K
Y (M,F )),
together with the factorization
γ∨,hX (Lh∗D∞(M,F )) : Lh∗D∞(M,F )
γ∨X(Lh∗D∞ (M,F ))−−−−−−−−−−−−→ Γ∨XLh∗D∞(M,F )
k◦Dh
∗D∞,K I(j!,j
∗)(−)◦d(−)
−−−−−−−−−−−−−−−−−−→ Γ∨,hX Lh∗D∞(M,F ).
• We get the functor
Γ∨,OZ : CD∞(2)fil(S)→ CD∞(2)fil(S),
(M,F ) 7→ Γ∨,OZ (M,F ) := Cone(bZ((M,F )) : IZ(M,F )→ (M,F )),
together we the factorization
γ∨,OZ (M,F ) : (M,F )
γ∨Z (M,F )−−−−−−→ Γ∨Z(M,F )
bS/Z(M,F )
−−−−−−−→ Γ∨,OZ (M,F ).
• We get the functor
ΓOZ : CD∞(2)fil(S)→ CD∞(2)fil(S),
(M,F ) 7→ ΓOZ (M,F ) := Cone(b
′
Z((M,F )) : (M,F )→ (M,F )⊗OS D
K
S (IZDS)),
together we the factorization
γOZ (M,F ) : (M,F )Γ
O
Z
b′S/Z(M,F )
−−−−−−−→ ΓZ(M,F )
γZ(M,F )
−−−−−−→ (M,F ).
• We have, for (M,F ) ∈ CD∞fil(S), a canonical isomorphism
I(D, γO)(M,F ) : DK,∞S Γ
∨,O
Z (M,F )
∼
−→ ΓOZD
K,∞
S (M,F )
which gives the transformation map in CD∞fil(S)
T (D, γO)(M,F ) : Γ∨,OZ D
∞,K
S (M,F )→ D
∞,K
S Γ
O
Z (M,F )
In the analytic case, we have
Definition 65. Let S ∈ AnSm(C). For (M,F ) ∈ CDfil(S), we have the map in CD∞fil(S)
T (∞, γ)(M,F ) := (I, T (j,⊗)(−,−)) :
JS(ΓZ(M,F )) := ΓZ(M,F )⊗DS (D
∞
S , F
ord)→ ΓZ((M,F )⊗DS (D
∞
S , F
ord)) =: ΓZJS(M,F )
Let i : Z →֒ S a closed embedding, with Z, S ∈ SmVar(C) or Z, S ∈ AnSm(C). We have the functor
i♯ : CDfil(S)→ CDfil(Z), (M,F ) 7→ i
♯(M,F ) := Homi∗DS ((DS←Z , F
ord), i∗(M,F ))
where the (left) DZ module structure on i
♯M comes from the right module structure on DS←Z , resp.
OZ . We denote by
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• for (M,F ) ∈ CDfil(S), the canonical map in CDfil(S)
ad(i∗mod, i
♯)(M,F ) : i∗modi
♯(M,F ) := i∗(Homi∗DS ((DS←Z , F
ord), i∗(M,F ))⊗DZ (DS←Z , F
ord))
→ (M,F ), φ⊗ P 7→ φ(P )
• for (N,F ) ∈ CDfil(Z), the canonical map in CDfil(Z)
ad(i∗mod, i
♯)(N,F ) : (N,F )→ i♯i∗mod(N,F ) := Homi∗DS (DS←Z , i
∗i∗((N,F )⊗DZ (DS←Z , F
ord)))
n 7→ (P 7→ n⊗ P )
The functor i♯ induces in the derived category the functor :
Ri♯ : DD(2)fil,r(S)→ DD(2)fil,r(Z),
(M,F ) 7→ Ri♯(M,F ) := RHomi∗DS ((DZ←S , F
ord), i∗(M,F )) = Homi∗DS ((DZ←S , F
ord), E(i∗(M,F ))).
Proposition 68. Let i : Z →֒ S a closed embedding, with Z, S ∈ SmVar(C) or Z, S ∈ AnSm(C). The
functor i∗mod : CD(Z)→ CD(S) admit a right adjoint which is the functor i♯ : CD(S)→ CD(Z) and
ad(i∗mod, i
♯)(N) : N → i♯i∗modN and ad(i∗mod, i
♯)(M) : i∗modi
♯M →M
are the adjonction maps.
Proof. See [16] for the algebraic case. The analytic case is completely analogue.
One of the main results in D modules is Kashiwara equivalence :
Theorem 18. Let i : Z →֒ S a closed embedding with Z, S ∈ SmVar(C), or with Z, S ∈ AnSm(C).
(i) The functor i∗mod : QCohD(Z) → QCohD(S) is an equivalence of category whose inverse is i♯ :=
aτ i
♯ : QCohD(S)→ QCohD(Z). That is, for M ∈ QCohD(S) and N ∈ QCohD(Z), the adjonction
maps
ad(i∗mod, i
♯)(M) : i∗modi
♯M
∼
−→M , ad(i∗mod, i
♯)(N) : i♯i∗modN
∼
−→ N
are isomorphisms.
(ii) The functor
∫
i
= i∗mod : DD,c(Z) → DD,c(S) is an equivalence of category whose inverse is Ri♯ :
DD,c(S)→ DD,c(Z). That is, for M ∈ DD,c(S) and N ∈ DD,c(Z), the adjonction maps
ad(
∫
i
, Ri♯)(M) :
∫
i
Ri♯M
∼
−→M , ad(
∫
i
, Ri♯)(N) : Ri♯
∫
i
N
∼
−→ N
are isomorphisms.
We have a canonical embedding of ringsDZ →֒ DZ→S := i
∗DS⊗i∗OSOZ . We denote by Ci∗D,Z(Z) the
category whose objects are complexes of presheaves M of i∗DS modules on Z such that the cohomology
presheaves HnM have an induced structure of DZ modules. We denote by
qK : KOS (i∗OZ)→ i∗OZ
the Kozcul complex which is a resolution of the OS module i∗OZ of lenght c = codim(Z, S) by locally
free sheaves of finite rank. The fact that it is a locally free resolution of finite rank comes from the fact
that Z is a locally complete intersection in S since both Z and S are smooth. We denote again
qK = i
∗qK : Ki∗OS (OZ) := i
∗KOS (i∗OZ)→ i
∗i∗OZ = OZ
We denote by K∨i∗OS (OZ) := Homi∗OS (Ki∗OS (OZ), i
∗OS) its dual, so that we have a canonical map
q∨K : K
∨
i∗OS (OZ)→ OZ [−c].
Let M ∈ CD(S). The i∗DS module structure on Homi∗OS (Ki∗OS (OZ), i
∗M) and Ki∗OS (OZ )⊗i∗OS i
∗M
induce a canonical DZ module structure on the cohomology groups H
nHomi∗OS (Ki∗OS (OZ), i
∗M) and
Hn(Ki∗OS (OZ)⊗i∗OS i
∗M) for all n ∈ Z.
The projection formula for ringed spaces (proposition 9) implies the following lemma :
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Lemma 9. Let i : Z →֒ S a closed embedding with Z, S ∈ Var(C) or with Z, S ∈ AnSp(C). Denote
by j : U := S\Z →֒ Z the open complementary embedding. Then, if i is a locally complete intersection
embedding (e.g. if Z, S are smooth), we have for M ∈ COU (U), Li
∗modRj∗M = 0.
Proof. We have
i∗Li
∗modRj∗M := i∗(i
∗LO(j∗E(M))⊗i∗OS OZ)
T (i,⊗)(LO(j∗E(M)),OZ )
−1
−−−−−−−−−−−−−−−−−−→ LO(j∗E(M))⊗OS i∗OZ
q◦(i∗qK)
−1
−−−−−−−→ (j∗E(M))⊗OS i∗Ki∗OS (OZ)
T (j,⊗)(E(M),KOS (i∗OZ))−−−−−−−−−−−−−−−−−→ j∗(E(M)⊗OU j
∗KOS (i∗OZ)),
T (i,⊗)(LO(j∗E(M)), OZ) being an equivalence Zariski, resp. usu, local by proposition 10 and follows
from the fact that j∗KOS (i∗OZ) is acyclic. But
T (j,⊗)(E(M),KOS (i∗OZ)) : (j∗E(M))⊗OS KOS (i∗OZ)→ j∗(E(M)⊗OU j
∗i∗Ki∗OS (OZ))
is an equivalence Zariski, resp. usu, local by proposition 9 since KOS(i∗OZ) is a finite complex of locally
free OS modules of finite rank.
Definition-Proposition 18. Let i : Z →֒ S a closed embedding with Z, S ∈ SmVar(C). Denote by
c = codim(Z, S). Then, for M ∈ CD,c(S), we have by Kashiwara equivalence the following map in CD(S)
:
KZ/S(M) : ΓZE(M)
ad(i∗mod,i
♯)(−)−1
−−−−−−−−−−−−→ i∗modi
♯ΓZE(M)
γZ(−)
−−−−→ i∗modi
♯(E(M))
Hom(qK ,E(i
∗M))◦Hom(OZ ,T (i,E)(M)
−−−−−−−−−−−−−−−−−−−−−−−−−→ i∗modK
∨
i∗OS (OZ)⊗i∗OS M
which is an equivalence Zariski, resp. usu, local. It gives the isomorphism in DD(S)
KZ/S(M) : RΓZM → i∗modK
∨
i∗OS (OZ) = i∗modLi
∗modM [c]
Proof. Follows from theorem 18 lemma 9 : see [16] for the algebraic case, the proof in the analytic case
is completely similar.
Definition 66. Let f : X → S be a morphism, with X,S ∈ SmVar(C) or X,S ∈ AnSm(C). Consider
the factorization f : X
i
−→ X × S
pS
−→ S, where i is the graph embedding and pS : X × S → S is the
projection.
(i) Then, for (M,F ) ∈ CD(2)fil(S) we set
f∗mod[−],Γ(M,F ) := ΓXE(p
∗mod[−]
S (M,F )) ∈ CD(2)fil,∞(X × S),
It induces in the derived category
Rf∗mod[−],Γ(M,F ) := f∗mod[−],Γ(M,F ) := ΓXE(p
∗mod[−]
S (M,F )) ∈ DD(2)fil,∞(X × S),
By definition-proposition 18, we have in the algebraic case Li∗modf∗mod,ΓM = Lf∗modM ∈ DD(X).
(ii) Then, for (M,F ) ∈ CD(2)fil(S) we set
Lf ∗ˆmod[−],Γ(M,F ) := Γ∨,hX LDp
∗mod[−]
S (M,F ) := D
K
S LDΓXE(D
K
S LDp
∗mod[−]
S (M,F )) ∈ DD(2)fil,∞(X×S).
In the analytical case we also have
Definition 67. Let f : X → S be a morphism, with X,S ∈ AnSm(C). Consider the factorization
f : X
i
−→ X × S
pS
−→ S, where i is the graph embedding and pS : X × S → S is the projection.
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(i) Then, for (M,F ) ∈ CD∞(2)fil(S) we set
f∗mod[−],Γ(M,F ) := ΓXE(p
∗mod[−]
S (M,F )) ∈ CD∞(2)fil,∞(X × S),
It induces in the derived category
Rf∗mod[−],Γ(M,F ) := f∗mod[−],Γ(M,F ) := ΓXE(p
∗mod[−]
S (M,F )) ∈ DD∞(2)fil,∞(X × S),
(ii) Then, for (M,F ) ∈ CD∞(2)fil(S) we set
Lf ∗ˆmod[−],Γ(M,F ) := Γ∨,hX LDp
∗mod[−]
S (M,F ) := D
K
S LDΓXE(D
K
S LDp
∗mod[−]
S (M,F )) ∈ DD∞(2)fil,∞(X×S).
4.2.4 The 2 functors and transformations maps for D modules on the smooth complex
algebraic varieties and the complex analytic manifolds
By the definitions and the propositions 43, 44, 66, for the algebraic case, and the propositions 46, 47, 67,
for the analytic case,
• we have the 2 functors on SmVar(C) :
– CD(2)fil(·) : SmVar(C)→ CD(2)fil(·), S 7→ CD(2)fil(S), (f : T → S) 7→ f
∗mod, (f : T → S) 7→
f∗mod[−],
– DD(2)fil,r(·) : SmVar(C) → DD(2)fil,r(·), S 7→ DD(2)fil,r(S), (f : T → S) 7→ Lf
∗mod, (f :
T → S) 7→ Lf∗mod[−],
– DD(2)fil,∞(·) : SmVar(C)→ DD(2)fil,∞(·), S 7→ DD(2)fil,∞(S), (f : T → S) 7→
∫ FDR
f
,
• we have the 2 functors on AnSm(C) :
– CD(2)fil(·) : AnSm(C) → CD(2)fil(·), S 7→ CD(2)fil(S), (f : T → S) 7→ f
∗mod, (f : T → S) 7→
f∗mod[−],
– DD(2)fil,r(·) : AnSm(C)→ DD(2)fil,r(·), S 7→ DD(2)fil,r(S), (f : T → S) 7→ Lf
∗mod, (f : T →
S) 7→ Lf∗mod[−],
– DD(2)fil,∞(·) : AnSm(C)→ DD(2)fil,∞(·), S 7→ DD(2)fil,∞(S), (f : T → S) 7→
∫ FDR
f ! ,
• we have also the 2 functors on AnSm(C) :
– CD∞(2)fil(·) : AnSm(C) → CD∞(2)fil(·), S 7→ CD∞(2)fil(S), (f : T → S) 7→ f
∗mod, (f : T →
S) 7→ f∗mod[−],
– DD∞(2)fil,r(·) : AnSm(C) → DD∞(2)fil,r(·), S 7→ DD∞(2)fil,r(S), (f : T → S) 7→ Lf
∗mod,
(f : T → S) 7→ Lf∗mod[−],
– DD∞(2)fil,r(·) : AnSm(C)→ DD∞(2)fil,r(·), S 7→ DD∞(2)fil,r(S), (f : T → S) 7→
∫ FDR
f ! ,
inducing the following commutative diagrams of functors :
SmVar(C)
f 7→f∗mod //
An

CD(2)fil(·)
an
 ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
AnSm(C)
f 7→f∗mod // CD(2)fil(·)
J· // CD∞(2)fil(·)
, SmVar(C)
f 7→Lf∗mod //
An

DD(2)fil,r(·)
an
 ''PP
PP
PP
PP
PP
PP
AnSm(C)
f 7→Lf∗mod // DD(2)fil,r(·)
J· // DD∞(2)fil,r(·)
,
where, for S ∈ AnSm(C),
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• DD(2)fil,∞,rh(S) ⊂ DD(2)fil,∞,h(S) is the full subcategory consisting of filtered complexes of DS
module whose cohomology sheaves are regular holonomic,
• J : CD(2)fil(S)→ CD∞(2)fil(S) is the functor (M,F ) 7→ J(M,F ) := (M,F )⊗DS D
∞
S , which derive
trivially.
We first look at the pullback map and the transformation map of De Rahm complexes (see definition
16 and definition-proposition 17) together with the support section functor :
Proposition 69. Consider a commutative diagram and a factorization
D0 = X
f // S
X ′
g′
OO
f ′ // T
g
OO D0 = f : X
i // Y × S
p // S
f ′ : X ′
i′ //
g′
OO
Y × T
g′′=I×g
OO
p′ // T
g
OO
with X,X ′, Y, S, T ∈ Var(C) or X,X ′, Y, S, T ∈ AnSp(C), i, i′ being closed embeddings, and p, p′ the
projections. Denote by D the right square of D0. We have a factorization i
′ : X ′
i′1−→ XT = X ×Y×S Y ×
T
i′0−→ Y × T , where i′0, i
′
1 are closed embedding. Assume S, T, Y, Y
′ are smooth.
(i) For (M,F ) ∈ CDfil(Y ×S), the canonical map in Cp′∗OT fil(Y ×T ) (c.f. definition-proposition 17),
E(Ω((Y ′×T )/(X×S))/(T/S)(M,F )) ◦ T (g
′′, E)(−) ◦ T (g′′, γ)(−) :
g
′′∗ΓXE((Ω
•
Y×S , Fb)⊗OY×S (M,F ))→ ΓXTE((Ω
•
Y×T/T , Fb)⊗OY×T g
′′∗mod(M,F ))
is a map in Cp′∗Dfil(Y × T ).
(ii) For (M,F ) ∈ CDfil(Y × S), the canonical map in COT fil(T ) (c.f. definition-proposition 17 with
LD instead of LO)
TOω (D)(M,F )
γ : g∗modLDp∗ΓXE(Ω
•
Y×S⊗OY×S (M,F ))→ p
′
∗ΓXTE(Ω
•
Y×T/T ⊗OY×T g
′′∗mod(M,F ))
is a map in CDfil(T ).
(iii) For (N,F ) ∈ CDfil(Y × T ), the canonical map in Cp′∗OT fil(Y × T )
T (X ′/XT , γ)(−) : ΓX′E((Ω
•
Y×T/T , Fb)⊗OY×T (N,F ))→ ΓXTE((Ω
•
Y×T/T , Fb)⊗OY×T (N,F ))
is a map in Cp′∗D0fil(Y × T ) .
(iv) For M = OY , we have T
O
ω (D)(OY ×S)
γ = TOω (D)
γ as complexes of DT modules and T
O
ω (XT /Y ×
T )(OY×T )
γ = TOω (XT /Y × T )
γ. as complexes of p
′∗DT modules.
Proof. Follows by definition from proposition 57.
In the analytical case, we also have
Proposition 70. Consider a commutative diagram and a factorization
D0 = X
f // S
X ′
g′
OO
f ′ // T
g
OO D0 = f : X
i // Y × S
p // S
f ′ : X ′
i′ //
g′
OO
Y × T
g′′=I×g
OO
p′ // T
g
OO
with X,X ′, Y, S, T ∈ AnSp(C), i, i′ being closed embeddings, and p, p′ the projections. Denote by D the
right square of D0. We have a factorization i
′ : X ′
i′1−→ XT = X ×Y×S Y × T
i′0−→ Y × T , where i′0, i
′
1 are
closed embedding. Assume S, T, Y, Y ′ are smooth.
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(i) For (M,F ) ∈ CD∞fil(Y × S), the canonical map in Cp′∗OT fil(Y × T ) (c.f. definition-proposition
17),
E(Ω((Y ′×T )/(X×S))/(T/S)(M,F )) ◦ T (g
′′, E)(−) ◦ T (g′′, γ)(−) :
g
′′∗ΓXE((Ω
•
Y×S , Fb)⊗OY×S (M,F ))→ ΓXTE((Ω
•
Y×T/T , Fb)⊗OY×T g
′′∗mod(M,F ))
is a map in Cp′∗D∞fil(Y × T ).
(ii) For (M,F ) ∈ CD∞fil(Y × S), the canonical map in COT fil(T ) (c.f. definition-proposition 17 with
LD∞ instead of LO)
TOω (D)(M,F )
γ : g∗modLD∞p∗ΓXE((Ω
•
Y×S , Fb)⊗OY×S (M,F ))→ p
′
∗ΓXTE((Ω
•
Y×T/T , Fb)⊗OY×T g
′′∗mod(M,F ))
is a map in CD∞fil(T ).
(iii) For (N,F ) ∈ CD∞fil(Y × T ), the canonical map in Cp′∗OT fil(Y × T )
T (X ′/XT , γ)(−) : ΓX′E(Ω
•
Y×T/T ⊗OY×T (N,F ))→ ΓXTE(Ω
•
Y×T/T ⊗OY×T (N,F ))
is a map in Cp′∗D∞fil(Y × T ) .
(iv) For M = OY , we have T
O
ω (D)(OY ×S)
γ = TOω (D)
γ as complexes of D∞T modules and T
O
ω (XT /Y ×
T )(OY×T )
γ = TOω (XT /Y × T )
γ. as complexes of p
′∗D∞T modules.
Proof. Follows from proposition 69.
Similarly, we have :
Proposition 71. Let p : Y × S → S a projection and i : X →֒ Y × S a closed embedding with
S, Y ∈ SmVar(C).
(i) For (M,F ) ∈ CDfil(Y × S) the canonical map in Cp∗OSfil(Y
an × San) (see definition-proposition
17)
E(Ω(Y an×San/Y×S)/(San/S)(M,F )) ◦ T (an, γ)(−) :
(ΓXE((Ω
•
Y×S/S , Fb)⊗OY (M,F )))
an → ΓXanE((Ω
•
Y×S/S, Fb)⊗OY an×San (M,F )
an)
is a map in Ch∗Dfil(Y
an × S).
(ii) For (M,F ) ∈ CDfil(Y × S) the canonical map in COSfil(S
an) (see definition-proposition 17)
TOω (an, p)(M,F )
γ : (p∗ΓXE((Ω
•
Y×S/S , Fb)⊗OY (M,F )))
an → p∗ΓXanE((Ω
•
Y×S/S, Fb)⊗OY an (M,F )
an)
is a map in CDfil(S
an).
(iii) For M = OY , we have T
O
ω (an, h)(OY )
γ = TOω (an, h)
γ as complexes of DS modules
Proof. Follows by definition from proposition 59
Let p : Y ×S → S a projection with Y, S ∈ SmVar(C) or with Y, S ∈ AnSm(C). Let j : V →֒ Y ×S an
open embedding. Consider (see proposition 60), for (M,F ) ∈ CDfil(Y ×S), the canonical transformation
map in Cp∗Dfil(Y × S)
k ◦ TOw (j,⊗)(E(M,F )) : (Ω
•
Y×S/S, Fb)⊗OY j∗j
∗E(M,F )
DR(Y×S/S)(ad(j∗,j∗)(−))
−−−−−−−−−−−−−−−−−→
j∗j
∗((Ω•Y×S/S , Fb)⊗OY j∗j
∗E(M,F )) = j∗j
∗(Ω•Y×S/S, Fb)⊗OY j
∗j∗j
∗E(M,F )
k◦DR(Y×S/S)(ad(j∗,j∗)(E(M,F )))
−−−−−−−−−−−−−−−−−−−−−−−→
j∗E(j
∗(Ω•Y×S/S, Fb)⊗OY×S j
∗E(M,F )) = j∗E(j
∗((Ω•Y×S/S, Fb)⊗OY×S E(M,F )))
We have then :
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Proposition 72. Let p : Y × S → S a projection with Y, S ∈ SmVar(C) or with Y, S ∈ AnSm(C). Let
i : X →֒ Y × S a closed embedding. Then, for (M,F ) ∈ CDfil(Y × S)
(i) the canonical map in Cp∗Dfil(Y ) (definition 54)
TOw (γ,⊗)(M,F ) := (I, k ◦ T
O
w (j,⊗)(E(M,F ))) :
(Ω•Y×S/S, Fb)⊗OY×S ΓXE(M,F )→ ΓXE((Ω
•
Y×S/S , Fb)⊗OY×S E(M,F )),
is a (1-)filtered Zariski, resp usu, local equivalence.
(ii) the map of point (i) gives the following canonical isomorphism in Dp∗Dfil(Y )
TOw (γ,⊗)(M,F ) : (Ω
•
Y×S/S, Fb)⊗OY×S ΓXE(M,F )
TOw (γ,⊗)(M,F )−−−−−−−−−−→
ΓXE((Ω
•
Y×S/S, Fb)⊗OY×S E(M,F ))
DR(Y×S/S)(k)−1
−−−−−−−−−−−−→ ΓXE((Ω
•
Y×S/S , Fb)⊗OY×S (M,F )).
Proof. (i): By proposition 60
• TOw (j,⊗)(M,F ) : (Ω
•
Y×S/S, Fb)⊗OY×S j∗j
∗E(M,F )→ j∗E(j∗((Ω•Y×S/S, Fb)⊗OY×S E(M,F ))) is a
filtered Zariski, resp usu, local equivalence in Cp∗Dfil(Y × S) and
• DR(Y ×S/S)(k) : (Ω•Y×S/S, Fb)⊗OY×S (M,F )→ (Ω
•
Y×S/S, Fb)⊗OY×S E(M,F ) is a filtered Zariski,
resp usu, local equivalence in Cp∗Dfil(Y × S).
(ii): Follows from (i).
In the analytic case, we also have
Proposition 73. Let p : Y × S → S a projection with Y, S ∈ AnSm(C). Let i : X →֒ Y a closed
embedding. Then, for (M,F ) ∈ CD∞fil(Y × S)
(i) the canonical map in Cp∗Dfil(Y )
TOw (γ,⊗)(M,F ) := (I, T
O
w (j,⊗)(E(M,F ))) :
(Ω•Y×S/S, Fb)⊗OY×S ΓXE(M,F )→ ΓXE((Ω
•
Y×S/S , Fb)⊗OY×S E(M,F )).
is a map in Cp∗D∞fil(Y × S). Proposition 72 says that it is a filtered equivalence usu local,
(ii) the map of point (i) gives the following canonical isomorphism in Dp∗D∞,fil(Y × S)
TOw (γ,⊗)(M,F ) : (Ω
•
Y×S/S, Fb)⊗OY×S ΓXE(M,F )
TOw (γ,⊗)(M,F )−−−−−−−−−−→
ΓXE((Ω
•
Y×S/S, Fb)⊗OY×S E(M,F ))
DR(Y×S/S)(k)−1
−−−−−−−−−−−−→ ΓXE((Ω
•
Y×S/S , Fb)⊗OY×S (M,F )).
Proof. (i): By proposition 61
• TOw (j,⊗)(M) : Ω
•
Y×S/S ⊗OY×S j∗j
∗E(M) → j∗E(j∗(Ω•Y×S/S ⊗OY×S E(M))) is an equivalence usu
local in Cp∗D∞(Y × S) and
• DR(Y × S/S)(k) : Ω•Y×S/S ⊗OY×S M → Ω
•
Y×S/S ⊗OY×S E(M) is an equivalence usu local in
Cp∗D∞(Y × S).
(ii): Follows from (i).
In the projection case, we consider the following canonical maps : Let S1, S2 ∈ SmVar(C) or let
S1, S2 ∈ AnSm(C). Denote by p = p1 : S12 = S1 × S2 → S1 and p2 : S12 = S1 × S2 → S1 the projection.
We consider
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• p(M1, F ) : (M1, F ) → p∗modp∗mod[−](M1, F ) in CD(2)fil(S1), for (M1, F ) ∈ CDfil(2)(S1), which is
the composite
p(M1, F ) : (M1, F )
ad(p∗,p∗)(M1)
−−−−−−−−−→ p∗p
∗(M1, F )
m1−−→ p∗((Ω
•
S12/S1
, Fb)⊗p∗OS1 p
∗(M1, F ))
=
−→ p∗((Ω
•
S12/S1
, Fb)⊗OS12 p
∗mod(M1, F ) = p∗modp
∗mod[−](M1, F )
where m1 : p
∗M1 → p∗M1 ⊗p∗OS1 Ω
•
S12/S1
is given by m1(m) = m⊗ 1,
• p(M12, F ) : p∗mod[−]p∗mod(M12, F ) → (M12, F ) in CDfil(S1 × S2), for (M12, F ) ∈ CD(S1 × S2),
which is the composite
p(M12, F ) : p
∗mod[−]p∗mod(M12, F ) = p
∗p∗((M12,F ) ⊗OS12 (Ω
•
S12/S1
, Fb))⊗p∗OS1 OS12
ad(p∗,p∗)(−)⊗p∗OS1
I
−−−−−−−−−−−−−−→ (M12, F )⊗OS12 Ω
•
S12/S1
⊗p∗OS1 OS12 = (M12, F )⊗p∗OS1 Ω
•
S12/S1
m12−−→ (M12, F )
where m12 :M12 ⊗p∗OS1 Ω
•
S12/S1
→M12 is the multiplication map:
– m12(M12 ⊗p∗OS1 Ω
p
S12/S1
) = 0 for p 6= 0 and
– m12 : M12 ⊗p∗OS1 Ω
0
S12/S1
=M12 ⊗p∗OS1 OS12 →M12 is given by m12(m⊗ f) = fm
We have then p(p∗mod[−](M1, F )) ◦ p∗mod[−]p(M1, F ) = Ip∗mod[−](M1,F ). It gives the following maps
• p!(M12) : (M12, F ) → p∗mod[−]
∫
p!
(M12,F ) in DD(2)fil(S1 × S2), for (M12, F ) ∈ CDfil,h(S1 × S2),
given by
p!(M12) : (M12, F )
d(M12,F )
−−−−−−→ LD2S(M12, F )
LDS(p(−)◦q)
−−−−−−−−→ DKS LDp
∗mod[−]p∗modE(D
K
S LD(M12, F ))
T (p,D)(−)−1
−−−−−−−−→ p∗modDKS LDp∗modE(D
K
S LD(M12, F )) = p
∗mod[−]
∫
p!
(M12, F )
• p!(M1, F ) :
∫
p! p
∗mod[−](M1, F )→ (M1, F ) in DDfil(S1), for M1 ∈ CDfil,h(S1), given by
p!(M1, F ) :
∫
p!
p∗mod[−](M1, F ) = D
K
S LDp∗modE(D
K
S p
∗mod[−]LD(M1, F ))
(DKS k)◦T (p,D)(−)
−1
−−−−−−−−−−−−−→
DKS p∗modp
∗mod[−]DKS LD(M1, F )
D
K
S p(D
K
S LD(M1,F ))−−−−−−−−−−−−−→ DK,2S LD(M1, F )
d(M1,F )
−1
−−−−−−−→ (M1, F )
so that p∗mod[−](p!(M1, F )) ◦ p!(p∗mod[−](M1, F )) = Ip∗mod[−](M1,F ).
Definition 68. (i) Consider a commutative diagram in SmVar(C) which is cartesian, together with
its factorization
D = (f, q) = X × T
f ′ //
g′

T × S
q

X
f // S
D = (f, q) = f ′′ : X × T
i′′ //
q′

X × T × S
p′′ //
q′′=I×q

T × S
q

f : X
i // X × S
p // S
,
where the squares are cartesian, f = p ◦ i being the graph factorization and q, q′ the projections.
We have, for (M,F ) ∈ CD(2)fil,∞(X), the following transformation map in CD(2)fil,∞(T × S) :
TDmod(f, q)(M,F ) : q∗modp∗E((ΩX×S/S , Fb)⊗OX×S i∗mod(M,F ))
TOω (q,p)(i∗mod(M,F ))−−−−−−−−−−−−−−→ p′′∗E((ΩX×T×S/T×S , Fb)⊗OX×T×S q
′′∗modi∗mod(M,F ))
p∗E(T
Dmod(i,q′′)(M,F )⊗I)
−−−−−−−−−−−−−−−−−−→ p′′∗E((ΩX×T×S/T×S , Fb)⊗OX×T×S i
′′
∗modq
′∗mod(M,F ))
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where
TDmod(i, q′′)(M,F ) : q
′′∗modi∗mod(M,F ) := q
′′∗modi∗((M,F ) ⊗DX i
∗mod(DX×S, F
ord))
Tmod(q′′,i)(−)
−−−−−−−−−→ i∗q
′∗mod((M,F ) ⊗DX i
∗mod(DX×S, F
ord))
=
−→ i∗(q
′∗mod(M,F )⊗q′∗DX q
′∗i∗mod(DX×S, F
ord))
=
−→
i∗(q
′∗mod(M,F )⊗DX×T i
′∗mod(DX×S×T , F
ord)) =: i′∗modq
′∗mod(M,F )
(ii) Consider a commutative diagram in SmVar(C) which is cartesian, together with its factorization
D = (f, g) = XT
f ′ //
g′

T
g

X
f // S
D = (f, g) = f ′ : XT
i′ //
l′

X × T
p′ //
l′′=I×l

T
l

f ′′ : X × T
i′′ //
q′

X × T × S
p′′ //
q′′=I×q

T × S
q

f : X
i // X × S
p // S
,
where the squares are cartesian, f = p ◦ i, g = q ◦ l being the graph factorizations. We have, for
(M,F ) ∈ DD(2)fil,∞(X), the following transformation map in DD(2)fil,∞(T × S) :
TDmod(f, g)((M,F )) :
Rg∗mod,Γ(M,F )
∫ FDR
f
(M,F ) := ΓTE(q
∗modp∗E((ΩX×S/S, Fb)⊗OX×S i∗mod(M,F )))
ΓTE(T
Dmod(f,q)(M,F ))
−−−−−−−−−−−−−−−−→ ΓTE(p
′′
∗E((ΩX×T×S/T×S , Fb)⊗OX×T×S i
′′
∗modq
′∗mod(M,F )))
=
−→ p′′∗ΓX×TE((ΩX×T×S/T×S , Fb)⊗OX×T×S i
′′
∗modq
′∗mod(M,F ))
TOw (γ,⊗)(−)−−−−−−−−→ p′′∗E((ΩX×T×S/T×S , Fb)⊗OX×T×S ΓX×TE(i
′′
∗modq
′∗mod(M,F )))
=
−→ p′′∗E((ΩX×T×S/T×S , Fb)⊗OX×T×S (i
′′
∗modq
′∗modΓXTE(M,F ))) =:
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
(ii)’ We have, for M ∈ DD(X), the following transformation map in DD(T ) :
TDmod(f, g)(M) :
g∗mod(M,F )
∫
f
(M) = l∗modq∗mod
∫
f
M
q′(M)
−−−−→ l∗modq∗mod
∫
f
q′∗modq
′∗modM
=
−→ l∗modq∗modq∗mod
∫
f ′′
q
′∗modM
q(−)
−−−→ l∗mod
∫
f ′′
q
′∗modM
l∗mod ad(l
′♯,l′∗mod)(−)
−1
−−−−−−−−−−−−−−−−→ l∗mod
∫
f ′′
l′∗modl
′♯q
′∗modM
=
−→ l♯l∗mod
∫
f ′
l
′∗modq∗modM
ad(l♯,l∗mod)(−)
−−−−−−−−−−→
∫
f ′
l
′∗modq∗modM =:
∫
f ′
g
′∗mod(M)
where l∗mod ad(l
′♯, l′∗mod)(−) is an isomorphism by lemma 9.
In the analytic case, we have :
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Definition 69. Consider a commutative diagram in AnSm(C) which is cartesian together with a factor-
ization
D = (f, g) = XT
f ′ //
g′

T
g

X
f // S
D = (f, g) = f ′ : XT
i′ //
g′

Y × T
p′ //
g′′=I×g

T
g

f : X
i // Y × S
p // S
,
where Y ∈ AnSm(C), i, i′ are closed embeddings and p, p′ the projections.
(i) We have, for (M,F ) ∈ DD(2)fil,∞,h(X), the following transformation map in DD(2)fil,∞(T × S)
TDmod(f, g)((M,F )) : Rg∗mod,Γ
∫ FDR
f
(M,F )→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
define in the same way as in definition 68
(ii) For (M,F ) ∈ DD∞(2)fil,∞(X), the following transformation map in DD∞(2)fil,∞(T × S)
TDmod(f, g)((M,F )) : Rg∗mod,Γ
∫ FDR
f
(M,F )→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
is defined in the same way as in (ii) : see definition 68.
In the algebraic case, we have the following proposition:
Proposition 74. Consider a cartesian square in SmVar(C)
D = XT
g′ //
f ′

X
f

T
g // S
(i) For (M,F ) ∈ DD(2)fil,∞,c(X),
TDmod(f, g)((M,F )) : Rg∗mod,Γ
∫ FDR
f
(M,F )
∼
−→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
is an isomorphism in DD(2)fil,∞(T ).
(ii) For M ∈ DD,c(X),
TDmod(f, g)(M) : g∗mod
∫
f
M
∼
−→
∫
f ′
g
′∗modM
is an isomorphism in DD(T ).
Proof. Follows from the projection case and the closed embedding case.
In the analytic case, we have similarly:
Proposition 75. Consider a cartesian square in AnSm(C)
D = XT
g′ //
f ′

X
f

T
g // S
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(i) Assume that f , hence f ′ is proper. For (M,F ) ∈ DD(2)fil,∞,h(X),
TDmod(f, g)((M,F )) : Rg∗mod,Γ
∫ FDR
f
(M,F )
∼
−→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
is an isomorphism in DD(2)fil,∞(T ).
(ii) For (M,F ) ∈ DD∞(2)fil,∞,h(X),
TDmod(f, g)((M,F )) : Rg∗mod,Γ
∫ FDR
f
(M,F )
∼
−→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
is an isomorphism in DD∞(2)fil,∞(T ).
Proof. (i):Similar to the proof of proposition 74.
(ii):Similar to the proof of proposition 74.
Definition 70. Let f : X → S a morphism with X,S ∈ SmVar(C).
(i) We have, for (M,F ) ∈ CDfil(S) and (N,F ) ∈ CDfil(X), we have the map in CDfil(S)
TDmod,0(⊗, f)((M,F ), (N,F )) :
(M,F )⊗OS f
0
∗mod(N,F ) := (M,F )⊗OS f∗((N,F ) ⊗DX (DX←S , F
ord))
T (⊗,f)(−,−)
−−−−−−−−→ f∗(f
∗(M,F )⊗f∗OS (N,F )⊗DX (DX←S , F
ord))
=
−→
f∗(f
∗mod(M,F )⊗OX (N,F )⊗DX (DX←S , F
ord)) =: f0∗mod(f
∗mod(M,F )⊗OX (N,F ))
(ii) Consider the cartesian square
D = X
i //
f

X × S
f×IS

S
∆S // S × S
,
where if = (f × IS) ◦∆X : X →֒ X × S is the graph embedding. Then, for (M,F ) ∈ CD(2)fil(S)
and (N,F ) ∈ CDfil(X), we have the map in DD(2)fil,r(S)
TDmod(⊗, f)((M,F ), (N,F )) :
∫ FDR
f
((N,F ) ⊗OX f
∗mod
FDR (M,F )) =
∫ FDR
f
i∗modf,FDR(p
∗
XN ⊗ p
∗
SM)
TDmod(∆S,f×IS)(−)
−−−−−−−−−−−−−−→ ∆∗modS,FDR
∫ FDR
(f×IS)
(p∗XN ⊗ p
∗
SM) = (
∫
f
(N,F ))⊗LOS (M,F ).
Clearly if i : Z →֒ S is a closed embedding with Z, S ∈ SmVar(C) or with Z, S ∈ AnSm(C), then
TD,0(⊗, i)(M,N) = TD(⊗, i)(M,N) in DD(2)fil,∞(S).
We have then the following :
Proposition 76. (i) Let i : Z →֒ S is a closed embedding with Z, S ∈ SmVar(C), then for (M,F ) ∈
CDfil(S) and (N,F ) ∈ CDfil(Z)
TD,0(⊗, i)((M,F ), (N,F )) : (M,F )⊗OS i∗mod(N,F )
∼
−→ i∗mod(i
∗mod(M,F )⊗OZ (N,F ))
is an isomorphism in CDfil(S).
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(ii) Let f : X → S a morphism with X,S ∈ SmVar(C). Then, for (M,F ) ∈ CD(2)fil(X) and (N,F ) ∈
CD(2)fil(S),
TDmod(⊗, f)((M,F ), (N,F )) :
∫ FDR
f
((M,F )⊗LOX f
∗mod
FDR (N,F ))
∼
−→ (
∫ FDR
f
(M,F ))⊗LOY (N,F )
is an isomorphism in DD(2)fil,∞(S).
Proof. (i): Follows from proposition 10.
(ii):Follows from proposition 74(i).
Let f : X → S a morphism with X,S ∈ SmVar(C). Consider the graph embedding f : X
i
−→
X × S
p
−→ S, with X,Y, S ∈ SmVar(C). We have, for (M,F ) ∈ CDfil(X), the canonical isomorphism in
CD(2)fil(S
an)
an∗modX i
∗modLD(p
∗mod(M,F )⊗OX×S (OX×S ,VX))
=
−→
i∗modLDp
∗mod((M,F )an ⊗OXan×San (OXan×San ,VXan))
We then define and study the transformation map between the direct image functor and the analytical
functor for D-modules :
Definition 71. Let f : X → S a morphism with X,S ∈ SmVar(C).
(i) We have for (M,F ) ∈ CD(2)fil(X) the canonical map in CD(2)fil(S
an)
TDmod0(an, f)(M,F ) : an∗modS (f∗E((DX←S , F
ord)⊗DX LD(M,F )))
Tmod(an,f)(−)
−−−−−−−−−−→
f∗(E((DX←S , F
ord)⊗DX LD(M,F )))
an =−→ f∗E(DXan←San ⊗DXan LD(M
an, F ))
(ii) Consider the graph embedding f : X
i
−→ X × S
p
−→ S, with X,Y, S ∈ SmVar(C). We have, for
(M,F ) ∈ CDfil(X), the canonical map in CD(2)fil(S
an)
TDmod(an, f)(M,F ) : an∗modS (p∗E((Ω
•
Y×S/S, Fb)⊗OY×S i∗mod(M,F )))
TOω (an,p)(i∗mod(M,F ))−−−−−−−−−−−−−−−→ p∗E((Ω
•
Y×S/S, Fb)⊗OY an×San (i∗mod(M,F ))
an)
p∗modT
Dmod0(an,i)((M,F ))
−−−−−−−−−−−−−−−−−−→ p∗E((Ω
•
Y×S/S, Fb)⊗OY an×San i∗mod((M,F )
an)).
In order to prove that this map gives an isomorphism in the derived category in the non filtered case
if f is proper and M coherent, we will need the following (c.f.[16]):
Theorem 19. A product X × S of a smooth projective variety X and a smooth affine variety S is
D-affine.
Proof. See [16] theorem 1.6.5.
A main result is that we have the following version of the first GAGA theorem for coherent D-modules
:
Theorem 20. Let f : X → S a morphism with X,S ∈ SmVar(C). Let M ∈ DD(2)fil,c(X), for r =
1, . . .∞. If f is proper,
TDmod(an, f)(M,F ) : (
∫
f
M)an
∼
−→
∫
fan
(Man)
is an isomorphism.
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Proof. We may assume that f is projective, so that we have a factorization f : X
i
−→ PN × S
p
−→ S where
i is a closed embedding and p the projection. The question being local on S, we may assume that S is
affine. Since PN ×S is D-affine by theorem 19, we have by proposition 40(iii) a complex F ∈ CD(PN ×S)
such that i∗modM = F ≃ F ∈ DD,r(PN × S) and each Fn is a direct summand of a free DPN×S module
of finite rank. The theorem now follows from the fact that
∫
p
DPN×S ≃ DS [−N ] and the fact that
(DS)
an = DSan .
We also have
Definition 72. (i) Let f : X → S a morphism with X,S ∈ SmVar(C) or with X,S ∈ AnSm(C). We
have, for M,N ∈ CDfil(X), the canonical transformation map in DDfil,∞(S)
T 0,D(f, hom)((M,F ), (N,F )) : Rf∗RHomf∗DS ((M,F ), (N,F ))→
Rf∗RHomDX ((M,F )⊗DX LD(DX←S , F
ord), (N,F )⊗DX LD(DX←S , F
ord))
T 0(f,hom)(E(−),E(−))
−−−−−−−−−−−−−−−→
RHomDX (Rf∗((M,F )⊗DX LD(DX←S , F
ord)), Rf∗((N,F )⊗DX LD(DX←S , F
ord))) =
RHomDX (
∫
f
(M,F ),
∫
f
(N,F ))
(ii) Let f : X → S a morphism with X,S ∈ AnSm(C). We have, for (M,F ), (N,F ) ∈ CDfil(X), the
canonical transformation map in DDfil,∞(S)
T 0,D(f!, hom)((M,F ), (N,F )) : Rf∗Homf∗DS ((M,F ), (N,F ))→
Rf∗HomDX ((M,F )⊗DX LD(DX←S , F
ord), (N,F )⊗DX LD(DX←S , F
ord))
T 0(f!,hom)(E(−),E(−))
−−−−−−−−−−−−−−−→
RHomDX (Rf!((M,F )⊗DX LD(DX←S , F
ord)), Rf!((N,F )⊗DX LD(DX←S , F
ord))) =
RHomDX (
∫
f !
(M,F ),
∫
f !
(N,F ))
Definition 73. Let f : X → S a morphism with X,S ∈ SmVar(C) or with X,S ∈ AnSm(C). We have,
for (M,F ), (N,F ) ∈ CDfil(S), the canonical transformation map in CDfil(X)
TD(f, hom)((M,F ), (N,F )) : f∗HomDS ((M,F ), (N,F ))
T (f,hom)((M,F ),(N,F ))
−−−−−−−−−−−−−−−−→ Homf∗DS (f
∗(M,F ), (f∗(N,F ))
→ HomDX (f
∗(M,F )⊗f∗DS Lf∗D(DX→S , F
ord), f∗(N,F )⊗f∗DS Lf∗D(DX→S , F
ord))
=
−→ HomDX (f
∗mod(M,F ), f∗mod(N,F ))
which is the one given by Kashiwara (see [19]).
In the algebraic case, we have, in the non filtered case, the six functor formalism for holonomic
D-modules :
Theorem 21. Let f : X → S a morphism with X,S ∈ SmVar(C).
(i) We have, for M ∈ DD,h(X) and N ∈ DD,h(S) a canonical isomorphism in DD(S)
IDmod(Lf ∗ˆmod[−],
∫
f
)(M,N) : Rf∗RHomDX (Lf
∗ˆmod[−]N,M)
∼
−→ RHomDS (N,
∫
f
M).
(ii) We have, for M ∈ DD,h(X) and N ∈ DD,h(S) a canonical isomorphism in DD(X)
IDmod(
∫
f !
, Lf∗mod[−])(M,N) : RHomDX (
∫
f !
M,N)
∼
−→ Rf∗RHomDS (M,Lf
∗mod[−]N).
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Proof. Follows from the projection case and the closed embedding case.
Corollary 2. Let f : X → S a morphism with X,S ∈ SmVar(C). Then,
• (Lf ∗ˆmod[−],
∫
f
) : DD,h(S)→ DD,h(X) is a pair of adjoint functors.
• (
∫
f !, Lf
∗mod[−]) : DD,h(S)→ DD,h(X) is a pair of adjoint functors.
Proof. Follows immediately from theorem 21 by taking global sections.
Consider a commutative diagram in SmVar(C),
D = X ′
f ′ //
g′

T
g

X
f // S
.
We have, for M ∈ CD,h(X), the following transformation maps
TDmod1 (D)(M) : Lg
∗ˆmod[−]
∫
f
M
ad(Lf
′∗ˆmod[−],
∫
f′
)(−)
−−−−−−−−−−−−−−→
∫
f ′
Lf
′∗ˆmod[−]Lg∗ˆmod[−]
∫
f
M
=
−→
∫
f ′
Lg
′∗ˆmod[−]
FDR Lf
∗ˆmod[−]
∫
f
M
ad(Lf ∗ˆmod[−],
∫
f
)(M)
−−−−−−−−−−−−−−→
∫
f ′
Lg
′∗ˆmod[−]
FDR M
and
TDmod2 (D)(M,F ) :
∫
f ′!
Lg
′∗mod[−]M
ad(
∫
f!
,Lf∗mod[−])(−)
−−−−−−−−−−−−−−→
∫
f ′!
Lg
′∗mod[−]Lf∗mod[−]
∫
f !
M
=
−→
∫
f ′!
Lf
′∗mod[−]Lg∗mod[−]M
∫
f !
ad(
∫
f′!
,Lf
′∗mod[−])(−)
−−−−−−−−−−−−−−−→ Lg∗mod[−]
∫ FDR
f !
M
Proposition 77. Consider a cartesian square in SmVar(C)
D = XT
g′ //
f ′

X
f

T
g // S
Assume that f (and hence f ′) is proper. Then, for (M,F ) ∈ DD(2)fil,∞,h(X),
• TDmod1 (f, g)(M) : Lg
∗ˆmod[−]
∫
f
M
∼
−→
∫
f ′
Lg
′∗ˆmod[−]M and
• TDmod2 (f, g)(M) :
∫
f ′!
Lg
′∗mod[−]M
∼
−→ Lg∗mod[−]
∫
f !
M
are isomorphisms in DD(T ).
Proof. Follows from proposition 74 and the fact that the map TDmod1 (f, g)(M) is given by the composite
TDmod1 (f, g)(M)[dT − dS ] : Lg
∗ˆmod
∫
f
(M,F ) = LDTLg
∗modLDS
∫
f
M
T (f∗,f!)(−)
−−−−−−−→
LDTLg
∗mod
∫
f
LDXM
(LDTT
Dmod(f,g)(DXM))
−1
−−−−−−−−−−−−−−−−−−→ DT
∫
f ′
Lg
′∗modDXM
T (f ′! ,f
′
∗)(−)−−−−−−−→
∫
f ′
LDXTLg
′∗ˆmodDX(M,F ) =
∫
f ′
Lg
′∗ˆmodM
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and the map TDmod2 (f, g)(M,F ) is given by the composite
TDmod2 (f, g)(M)[dT − dS ] :
∫
f ′!
Lg
′∗modM = LDT
∫
f ′
DXTLg
′∗modM
d(−)◦T (f∗,f!)(−)
−−−−−−−−−−−→
∫
f ′
Lg
′∗modM
TDmod(f,g)(M)−1
−−−−−−−−−−−−→ LDTLg
∗mod
∫
f
LDXM = Lg
∗mod(M,F )
∫
f !
M
4.3 The D modules on singular algebraic varieties and singular complex an-
alytic spaces
In this subsection by defining the category of complexes of filtered D-modules in the singular case and
there functorialities.
4.3.1 Definition
In all this subsection, we fix the notations:
• For S ∈ Var(C), we denote by S = ∪iSi an open cover such that there exits closed embeddings
iiSi →֒ S˜i with S˜i ∈ SmVar(C). We have then closed embeddings iI : SI := ∩i∈ISi →֒ S˜I := Πi∈I S˜I .
Then for I ⊂ J , we denote by jIJ : SJ →֒ SI the open embedding and pIJ : S˜J → S˜I the projection,
so that pIJ ◦ iJ = iI ◦ jIJ . This gives the diagram of algebraic varieties (S˜I) ∈ Fun(P(N),Var(C))
which gives the diagram of sites (S˜I) := Ouv(S˜I) ∈ Fun(P(N),Cat). For I ⊂ J , we denote by
m : S˜I\(SI\SJ) →֒ S˜I the open embedding.
• For S ∈ AnSp(C) we denote by S = ∪iSi an open cover such that there exist closed embeddings ii :
Si →֒ S˜i with S˜i ∈ AnSm(C). We have then closed embeddings iI : SI = ∩i∈ISi →֒ S˜I = Πi∈I S˜I .
Then for I ⊂ J , we denote by jIJ : SJ →֒ SI the open embedding and pIJ : S˜J → S˜I the projection,
so that pIJ ◦ iJ = iI ◦ jIJ . This gives the diagram of analytic spaces (S˜I) ∈ Fun(P(N),AnSp(C))
which gives the diagram of sites (S˜I) := Ouv(S˜I) ∈ Fun(P(N),Cat). For I ⊂ J , we denote by
m : S˜I\(SI\SJ) →֒ S˜I the open embedding.
The first definition is from [27] remark 2.1.20, where we give a shifted version to have compatibility
with perverse sheaves.
Definition 74. Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed embeddings
iiSi →֒ S˜i with S˜i ∈ SmVar(C) ; or let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there exit
closed embeddings ii : Si →֒ S˜i with S˜i ∈ AnSm(C). Then, PShD(2)fil(S/(S˜I)) ⊂ PShD(2)fil((S˜I)) is the
full subcategory
• whose objects are (M,F ) = ((MI , F )I⊂[1,···l], sIJ), with
– (MI , F ) ∈ PShD(2)fil(S˜I) such that ISIMI = 0, in particular (MI , F ) ∈ PShD(2)fil,SI (S˜I)
– sIJ : m
∗(MI , F )
∼
−→ m∗pIJ∗(MJ , F )[dS˜I − dS˜J ] for I ⊂ J , are isomorphisms, pIJ : S˜J → S˜I
being the projection, satisfying for I ⊂ J ⊂ K, pIJ∗sJK ◦ sIJ = sIK ;
• the morphisms m : (M,F ) → (N,F ) between (M,F ) = ((MI , F )I⊂[1,···l], sIJ) and (N,F ) =
((NI , F )I⊂[1,···l], rIJ ) are by definition a family of morphisms of complexes,
m = (mI : (MI , F )→ (NI , F ))I⊂[1,···l]
such that rIJ ◦mJ = pIJ∗mJ ◦ sIJ in CD,SJ (S˜J ).
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We denote by
HolD(2)fil(S/(S˜I)) ⊂ CohD(2)fil(S/(S˜I)) ⊂ PShD(2)fil(S/(S˜I))
the full subcategory consisting of ((MI , F ), sIJ) such that MI is coherent, resp. holonomic. We have the
full subcategories
HolD(1,0)fil(S/(S˜I)) ⊂ HolD2fil(S/(S˜I)), PShD(1,0)fil(S/(S˜I)) ⊂ PShD2fil(S/(S˜I))
consisting of ((MI , F,W ), sIJ ) such that W
pMI are DS˜I submodules.
A morphism m = (mI) : ((MI), sIJ ) → ((NI), rIJ ) in C(PShD(S/(S˜I))) is a Zariski, resp. usu,
local equivalence if all the mI are Zariski, resp. usu, local equivalences. A morphism m = (mI) :
((MI , F ), sIJ → ((NI , F ), rIJ )) in C(PShD(2)fil(S/(S˜I))) is an r-filtered Zariski, resp. usu, local equiva-
lence if all the mI are r-filtered Zariski, resp. usu, local equivalence.
Let S ∈ Var(C) or S ∈ AnSp(C).
• If S ∈ Var(C), let S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C), and let S = ∪l
′
i′=1Si′ an other open cover such that there exist closed
embeddings ii′ : Si′ →֒ S˜i′ with S˜i′ ∈ SmVar(C).
• If S ∈ AnSp(C), let S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒
S˜i with S˜i ∈ AnSm(C), and let S = ∪l
′
i′=1Si′ an other open cover such that there exist closed
embeddings ii′ : Si′ →֒ S˜i′ with S˜i′ ∈ AnSm(C).
Denote L = [1, . . . , l], L′ = [1, . . . , l′] and L′′ := [1, . . . , l]⊔ [1, . . . , l′]. We have then the refined open cover
S = ∪k∈LSk and we denote for I ⊔ I ′ ⊂ L′′, SI⊔I′ := ∩k∈I⊔I′Sk and S˜I⊔I′ := Πk∈I⊔I′ S˜k, so that we have
a closed embedding iI⊔I′ : SI⊔I′ →֒ S˜I⊔I′ . For I ⊔ I ′ ⊂ J ⊔ J ′, denote by pI⊔I′,J⊔J′ : S˜J⊔J′ → S˜I⊔I′ the
projection. We then have a natural transfer map
T
L/L′
S : PShDfil(S/(SI))→ PShDfil(S/(SI′)),
((MI , F ), sIJ) 7→ (ho lim
I∈L
pI′(I⊔I′)∗(p
∗mod
I(I⊔I′)(MI , F ))/ISI⊔I′ , sI′J′),
with, in the homotopy limit, the natural transition morphisms
pI′(I⊔I′)∗ ad(p
∗mod
IJ , pIJ∗)(p
∗mod[−]
I(I⊔I′) (MI , F )) :
pI′(J⊔I′)∗(p
∗mod[−]
J(J⊔I′) (MJ , F ))/ISJ⊔I′ → pI′(I⊔I′)∗(p
∗mod[−]
I(I⊔I′) (MI , F ))/ISI⊔I′
for J ⊂ I, and
sI′J′ : holimI∈Lm
∗pI′(I⊔I′)∗(p
∗mod[−]
I(I⊔I′) (MI , F )/ISI⊔I′ )→
holimI∈L pI′J′∗(p
∗mod[−]
I′J′ m
∗pI′(I⊔I′)∗p
∗mod[−]
I(I⊔I′) ((MI , F )/ISI⊔I′ ))/ISJ′
→ holimI∈L pI′J′∗pJ′(I⊔J′)∗(p
∗mod[−]
I(I⊔J′) (MI , F )ISI⊔I′ )
Definition-Proposition 19. Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed
embeddings iiSi →֒ S˜i with S˜i ∈ SmVar(C) ; or let S ∈ AnSp(C) and let S = ∪iSi an open cover such
that there exist closed embeddings iiSi →֒ S˜i with S˜i ∈ AnSm(C). Then PShD(2)fil(S/(S˜I)) does not
depend on the open covering of S and the closed embeddings and we set
PShD(2)fil(S) := PShD(2)fil(S/(S˜I))
We denote by C0D(2)fil(S) := C(PShD(2)fil(S/(S˜I))) and by D
0
D(2)fil(S) := HoFrtop(C
0
D(2)fil(S)) its
localization with respect to r-filtered Zariski, resp. usu, local equivalences.
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Proof. It is obvious that T
L/L′
S : PShDfil(S/(SI)) → PShD(S/(SI′)) is an equivalence of category with
inverse T
L′/L
S : PShDfil(S/(SI′))→ PShD(S/(SI)).
We now give the definition of our category :
Definition 75. Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C) ; or let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there
exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ AnSm(C). Then, CD(2)fil(S/(S˜I)) ⊂ CD(2)fil((S˜I)) is the
full subcategory
• whose objects are (M,F ) = ((MI , F )I⊂[1,···l], uIJ), with
– (MI , F ) ∈ CD(2)fil,SI (S˜I) (see definition 55),
– uIJ : m
∗(MI , F )→ m∗pIJ∗(MJ , F )[dS˜I − dS˜J ] for J ⊂ I, are morphisms, pIJ : S˜J → S˜I being
the projection, satisfying for I ⊂ J ⊂ K, pIJ ∗ uJK ◦ uIJ = uIK in CDfil(S˜I) ;
• the morphisms m : ((MI , F ), uIJ) → ((NI , F ), vIJ ) between (M,F ) = ((MI , F )I⊂[1,···l], uIJ) and
(N,F ) = ((NI , F )I⊂[1,···l], vIJ ) being a family of morphisms of complexes,
m = (mI : (MI , F )→ (NI , F ))I⊂[1,···l]
such that vIJ ◦mI = pIJ∗mJ ◦ uIJ in CDfil(S˜I).
We denote by C∼D(2)fil(S/(S˜I)) ⊂ CD(2)fil(S/(S˜I)) the full subcategory consisting of objects ((MI , F ), uIJ)
such that the uIJ are ∞-filtered Zariski, resp. usu, local equivalences.
Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C) ; or let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there exist closed
embeddings ii : Si →֒ S˜i with S˜i ∈ AnSm(C). Then, We denote by
C∼D(2)fil,h(S/(S˜I)) ⊂ C
∼
D(2)fil,c(S/(S˜I)) ⊂ C
∼
D(2)fil(S/(S˜I))
the full subcategories consisting of those ((MI , F ), uIJ) ∈ C
∼
D(2)fil(S/(S˜I)) such that (MI , F ) ∈ CD(2)fil,SI ,c(S˜I),
that is such that aτH
nMI are coherent for all n ∈ Z and all I ⊂ [1, · · · l]. resp. such that (MI , F ) ∈
CD(2)fil,SI ,h(S˜I), that is such that aτH
nMI are holonomic for all n ∈ Z and all I ⊂ [1, · · · l].. We denote
by
C∼D(1,0)fil(S/(S˜I)) ⊂ C
∼
D2fil(S/(S˜I)), C
∼
D(1,0)fil,h(S/(S˜I)) ⊂ C
∼
D2fil,h(S/(S˜I))
the full subcategories consisting of those ((MI , F,W ), uIJ) ∈ C∼D2fil(S/(S˜I)) such that W
pMI are DS˜I
submodules (resp. and aτH
nMI holonomic).
A morphism m = (mI) : ((MI), uIJ)→ ((NI), vIJ) in CD(S/(S˜I)) is a Zariski, resp. usu, local equiv-
alence if all the mI are Zariski, resp. usu, local equivalence. A morphism m = (mI) : ((MI , F ), uIJ →
((NI , F ), vIJ )) in CD(2)fil(S/(S˜I)) is an r-filtered Zariski, resp. usu, local equivalence if all the mI are
r-filtered Zariski, resp. usu, local equivalence.
In the analytic case, we also define in the same way :
Definition 76. Let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ AnSm(C). Then, CD∞(2)fil(S/(S˜I)) ⊂ CD∞(2)fil((S˜I)) is the full subcategory
• whose objects are (M,F ) = ((MI , F )I⊂[1,···l], uIJ), with
– (MI , F ) ∈ CD∞fil,SI (S˜I) (see definition 56),
– uIJ : m
∗(MI , F )→ m∗pIJ∗(MI , F )[dS˜I −dS˜J ], for J ⊂ I, are morphisms, pIJ : S˜J → S˜I being
the projection, satisfying for I ⊂ J ⊂ K, pIJ∗uJK ◦ uIJ = uIK in CD∞fil(S˜I) ;
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• the morphisms m : ((MI , F ), uIJ) → ((NI , F ), vIJ ) between (M,F ) = ((MI , F )I⊂[1,···l], uIJ) and
(N,F ) = ((NI , F )I⊂[1,···l], vIJ ) being a family of morphisms of complexes,
m = (mI : (MI , F )→ (NI , F ))I⊂[1,···l]
such that vIJ ◦mI = pIJ∗mJ ◦ uIJ in CD∞fil(S˜I).
We denote by C∼D∞(2)fil(S/(S˜I)) ⊂ CD∞(2)fil(S/(S˜I)) the full subcategory consisting of objects ((MI , F ), uIJ)
such that the uIJ are ∞-filtered usu local equivalence.
Let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ AnSm(C). We denote by
C∼D∞(2)fil,h(S/(S˜I)) ⊂ C
∼
D∞(2)fil,c(S/(S˜I)) ⊂ C
∼
D∞(2)fil(S/(S˜I))
the full subcategories consisting of ((MI , F ), uIJ) ∈ C∼D∞(2)fil(S/(S˜I)) such that (MI , F ) ∈ CD∞(2)fil,SI ,c(S˜I),
that is such that aτH
nMI are coherent for all n ∈ Z and all I ⊂ [1, · · · l], resp. such that (MI , F ) ∈
CD∞(2)fil,SI ,h(S˜I), that is such that aτH
nMI are holonomic for all n ∈ Z and all I ⊂ [1, · · · l]. We denote
by
C∼D∞(1,0)fil(S/(S˜I)) ⊂ C
∼
D∞2fil(S/(S˜I)), C
∼
D∞(1,0)fil,h(S/(S˜I)) ⊂ C
∼
D∞2fil,h(S/(S˜I))
the full subcategories consisting of those ((MI , F,W ), uIJ) ∈ C∼D2fil(S/(S˜I)) such that W
pMI are DS˜I
submodules (resp. and aτH
nMI holonomic).
A morphismm = (mI) : ((MI), uIJ)→ ((NI), vIJ ) in CD∞(S/(S˜I)) is said to an usu local equivalence
if all the mI are usu local equivalences. A morphism m = (mI) : ((MI , F ), uIJ → ((NI , F ), vIJ ))
in CD∞(2)fil(S/(S˜I)) is said to an r-filtered usu local equivalence if all the mI are r-filtered usu local
equivalences.
Definition 77. Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C) ; or let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there
exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ AnSm(C). We denote by
DD(2)fil,∞(S/(S˜I)) := HoF∞,top(C
∼
D(2)fil(S/(S˜I)))
the localizations with respect to ∞-filtered Zariski, resp. usu, local equivalences. We have
DD(1,0)fil,∞,h(S/(S˜I)) ⊂ DD2fil,∞,h(S/(S˜I)) ⊂ DD2fil,∞(S/(S˜I))
the full subcategories which are the image of CD2fil,h(S/(S˜I)), resp. of CD(1,0)fil,h(S/(S˜I)), by the local-
ization functor D(top) : C∼D(2)fil(S/(S˜I))→ DD(2)fil,∞(S/(S˜I)).
In the analytic case, we also have
Definition 78. Let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ AnSm(C). We denote by
DD∞(2)fil,∞(S/(S˜I)) := HoFrtop(C
∼
D∞(2)fil(S/(S˜I)))
the localizations with respect to usu local equivalence. We have then
DD∞(1,0)fil,∞,h(S/(S˜I)) ⊂ DD∞2fil,∞,h(S/(S˜I)) ⊂ DD∞2fil,∞(S/(S˜I))
the full subcategories wich are the image of CD∞2fil,h(S/(S˜I)), resp. CD∞(1,0)fil,h(S/(S˜I)), by the local-
ization functor D(usu) : C∼D∞(2)fil(S/(S˜I))→ DD∞(2)fil,∞(S/(S˜I)).
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Definition 79. Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed embeddings
iiSi →֒ S˜i with S˜i ∈ SmVar(C). Or let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there
exist closed embeddings iiSi →֒ S˜i with S˜i ∈ AnSm(C).
(i) We denote by
CD(2)fil(S/(S˜I))
0 ⊂ CD(2)fil(S/(S˜I))
the full subcategory consisting of ((MI , F ), uIJ) ∈ CD(2)fil(S/(S˜I)) such that
Hn((MI , F ), uIJ) = (H
n(MI , F ), H
nuIJ) ∈ PSh
0
D(2)fil(S/(S˜I))
that is such that the HnuIJ are isomorphism. We denote by DD(2)fil(S/(S˜I))
0 := D(top)(CD(2)fil(S/(S˜I))
0)
its image by the localization functor.
(ii) We have the full embedding functor
ι0
S/(S˜I)
: C0D(2)fil(S) := C
0
D(2)fil(S/(S˜I)) →֒ C
∼
D(2)fil(S/(S˜I)),
((MI , F ), sIJ) 7→ ((MI , F ), sIJ )
By definition, ι0
S/(S˜I)
(C0D(1,0)fil(S/(S˜I))) ⊂ C
∼
D(1,0)fil(S/(S˜I)). This full embedding induces in the
derived category the functor
ι0
S/(S˜I)
: D0D(2)fil,∞(S) := D
0
D(2)fil,∞(S/(S˜I))→ DD(2)fil,∞(S/(S˜I)),
((MI , F ), sIJ) 7→ ((MI , F ), sIJ).
Proposition 78. Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed embeddings
iiSi →֒ S˜i with S˜i ∈ SmVar(C). Or let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there
exist closed embeddings iiSi →֒ S˜i with S˜i ∈ AnSm(C). Then,
ι0
S/(S˜I)
: D0D(2)fil,∞(S)→ DD(2)fil,∞(S/(S˜I))
is a full embedding whose image is DD(2)fil,∞(S/(S˜I))
0, that is consists of ((MI , F ), sIJ) ∈ CD(2)fil(S/(S˜I))
such that
Hn((MI , F ), sIJ) := (H
n(MI , F ), H
n(sIJ )) ∈ PSh
0
D(S/(S˜I)).
and
ι0S := ι
0
S/(S˜I)
: D0D(2)fil,∞(S)
∼
−→ DD(2)fil,∞(S/(S˜I))
0
the induced equivalence of categories.
Proof. Standard.
We finish this subsection by the statement a result of kashiwara in the singular case.
Definition 80. Let S ∈ AnSp(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ AnSm(C).
(i) We denote by
CD(1,0)fil,rh(S/(S˜I)) ⊂ CD2fil,rh(S/(S˜I)) ⊂ CD2fil,h(S/(S˜I))
the full subcategories consisting of ((MI , F,W ), uIJ ) ∈ CD(2)fil(S/(S˜I)) such that ausuH
nMI are
regular holonomic, resp. and W pMI are DS˜I submodules. We denote by
DD(1,0)fil,∞,rh(S) ⊂ DD2fil,∞,rh(S) ⊂ DD2fil,∞,h(S)
the image of CD(1,0)fil,rh(S/(S˜I)), resp. CD2fil,rh(S/(S˜I)), by the localization functor D(usu) :
C∼D∞(2)fil(S/(S˜I))→ DD∞(2)fil,∞(S/(S˜I)).
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(ii) We will consider the functor
JS : CD(2)fil(S/(S˜I))→ CD∞(2)fil(S/(S˜I)),
((MI , F ), uIJ) 7→ JS((MI , F ), uIJ) := (JS˜I (MI , F ), J(uIJ )) := ((MI ⊗DS D
∞
S , F ), J(uIJ))
with, denoting for short dIJ := dS˜J − dS˜I ,
J(uIJ) : J(MI , F )
J(uIJ )
−−−−→ J(pIJ∗(MJ , F )[dIJ ])
T∗(pIJ ,J)(−)
−−−−−−−−→ pIJ∗J(MJ , F )[dIJ ].
Of course JS(CD(1,0)fil(S/(S˜I))) ⊂ CD∞(1,0)fil(S/(S˜I)).
Proposition 79. Let S ∈ AnSp(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ AnSm(C). Then the functor
JS : CD(2)fil(S/(S˜I))→ CD∞(2)fil(S/(S˜I)),
satisfy JS : C
∼
D(2)fil(S/(S˜I)) ⊂ C
∼
D∞(2)fil(S/(S˜I)) and induces an equivalence of category
JS : DD(2)fil,∞,rh(S/(S˜I))→ DD∞(2)fil,∞,h(S/(S˜I)).
and JS(DD(1,0)fil,∞,rh(S/(S˜I)) ⊂ DD∞,h(1,0)fil,∞(S/(S˜I)).
Proof. Follows immediately from the smooth case (proposition 41).
4.3.2 Duality in the singular case
The definition of Saito’s category comes with a dual functor :
Definition 81. Let S ∈ Var(C) and let S = ∪Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C) ; or let S ∈ AnSp(C) and S = ∪Si an open cover such that there exist
closed embedding ii : Si →֒ S˜i with S˜i ∈ AnSm(C). We have the dual functor :
DKS : C
0
Dfil(S/(S˜I))→ C
0
Dfil(S/(S˜I)), ((MI , F ), sIJ) 7→ (D
K
S˜I
(MI , F ), s
d
IJ),
with, denoting for short dIJ := dS˜J − dS˜I ,
uqIJ : D
K
S˜I
(MI , F )
D
K(s−1IJ )−−−−−→ DK
S˜I
pIJ∗(MJ , F )[dIJ ]
T∗(pIJ ,D)(−)
−−−−−−−−−→ pIJ∗D
K
S˜J
(MJ , F )[dIJ ]
It induces in the derived category the functor
LDKS : D
0
Dfil(S/(S˜I))→ D
0
Dfil(S/(S˜I)), ((MI , F ), sIJ) 7→ D
K
S Q((MI , F ), sIJ),
with q : Q((MI , F ), sIJ )→ ((MI , F ), sIJ) a projective resolution.
In the analytic case we also define
Definition 82. Let S ∈ AnSp(C) and S = ∪Si an open cover such that there exist closed embedding
ii : Si →֒ S˜i with S˜i ∈ AnSm(C). We have the dual functor :
D
K,∞
S : CD∞fil(S/(S˜I))→ CD∞fil(S/(S˜I)), ((MI , F ), uIJ) 7→ (D
K,∞
S˜I
(MI , F ), u
d
IJ),
with udIJ defined similarly as in definition 81. It induces in the derived category the functor
LDK,∞S : DD∞fil(S/(S˜I))→ DD∞fil(S/(S˜I)), ((MI , F ), uIJ) 7→ (D
K,∞
S Q((MI , F ), u
q,d
IJ ),
with q : Q((MI , F ), sIJ )→ ((MI , F ), sIJ) a projective resolution.
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4.3.3 Inverse image in the singular case
We give in this subsection the inverse image functors between our categories.
Let n : So →֒ S be an open embedding with S ∈ Var(C) and let S = ∪iSi an open cover such that
there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) ; or let n : So →֒ S be an open embedding
with S ∈ AnSp(C) and let S = ∪iSi an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ AnSm(C). Denote SoI := n
−1(SI) = SI ∩ So and nI := n|SoI : S
o
I →֒ S
o the open embeddings.
Consider open embeddings n˜I : S˜
o
I →֒ S˜I such that S˜
o
I ∩ SI = S
o
I , that is which are lift of nI . We have
the functor
n∗ : CDfil(S/(S˜I))→ CDfil(S
o/(S˜oI )),
(M,F ) = ((MI , F ), uIJ) 7→ n
∗(M,F ) := (n˜I)
∗(M,F ) := (n˜∗I(MI , F ), n
∗uIJ)
which derive trivially.
Let f : X → S be a morphism, with X,S ∈ Var(C), such that there exist a factorization f ;X
l
−→
Y ×S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection, and consider S = ∪li=1Si an
open cover such that there exist closed embeddings ii : Si →֒ S˜i, with S˜i ∈ SmVar(C) ; or let f : X → S
be a morphism, with X,S ∈ AnSp(C), such that there exist a factorization f ;X
l
−→ Y × S
pS
−→ S with
Y ∈ AnSm(C), l a closed embedding and pS the projection and consider S = ∪li=1Si an open cover
such that there exist closed embeddings ii : Si →֒ S˜i, with S˜i ∈ AnSm(C). Then, X = ∪li=1Xi with
Xi := f
−1(Si). Denote by pIJ : S˜J → S˜I and p′IJ : Y × S˜J → Y × S˜I the projections and by
EIJ = S˜J\SJ
mJ //
pIJ

S˜J
pIJ

S˜I\(SI\SJ)
m=mIJ // S˜I
, E′IJ = Y × S˜J\XJ
m′J //
p′IJ

Y × S˜J
p′IJ

Y × S˜I\(XI\XJ)
m′=m′IJ // Y × S˜I
, EfIJ X˜J
f˜J //
p′IJ

S˜J
pIJ

Y × S˜I
f˜I // S˜I
the commutative diagrams. The (graph) inverse image functors is :
f∗mod[−],Γ : CDfil(S/(S˜I))→ CDfil(X/(Y × S˜I)),
(M,F ) = ((MI , F ), uIJ) 7→ f
∗mod[−],Γ(M,F ) := (ΓXIE(p
∗mod[−]
S˜I
(MI , F )), f˜
∗mod[−]
J uIJ)
with, denoting for short dIJ := dS˜I − dS˜J ,
f˜
∗mod[−]
J uIJ : ΓXIE(p
∗mod[−]
S˜I
(MI , F ))
ΓXIE(p
∗mod[−]
S˜I
)(uIJ )
−−−−−−−−−−−−−−→ ΓXIE(p
∗mod[−]
S˜I
pIJ∗(MJ , F )[dIJ ])
ΓXIE(T (p
∗mod
IJ ,pS˜I
)(−)−1)[dY +dIJ ]
−−−−−−−−−−−−−−−−−−−−−−−−→ ΓXIE(p
′
IJ∗p
∗mod
S˜J
(MJ , F )[dY + dIJ ])
=
−→ p′IJ∗ΓXJE(p
∗mod[−]
S˜J
(MJ , F ))[dIJ ].
It induces in the derived categories the functor
Rf∗mod[−],Γ : DD(2)fil,∞(S/(S˜I))→ DD(2)fil,∞(X/(Y × S˜I)),
(M,F ) = ((MI , F ), uIJ) 7→ f
∗mod[−],Γ(M,F ) := (ΓXIE(p
∗mod[−]
S˜I
(MI , F )), f˜
∗mod[−]
J uIJ).
It gives by duality the functor
Lf ∗ˆmod[−],Γ : DD(2)fil,∞(S/(S˜I))
0 → DD(2)fil,∞(X/(Y × S˜I))
0,
(M,F ) = ((MI , F ), uIJ) 7→ Lf
∗ˆmod[−],Γ(M,F ) := LDKS Rf
∗mod[−],ΓLDKS ι
0,−1
S (M,F ).
where ι0S : D
0
D(2)fil,∞(S/(S˜I))
∼
−→ DD(2)fil,∞(S/(S˜I))
0 is the isomorphism of definition 79.
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Let f : X → S be a morphism, with X,S ∈ AnSp(C), such that there exist a factorization f ;X
l
−→
Y ×S
pS
−→ S with Y ∈ AnSm(C), l a closed embedding and pS the projection and consider S = ∪li=1Si an
open cover such that there exist closed embeddings ii : Si →֒ S˜i, with S˜i ∈ AnSm(C). Then, X = ∪li=1Xi
with Xi := f
−1(Si). We have also the functors,
f∗mod[−],Γ : CD∞fil(S/(S˜I))→ CD∞fil(X/(Y × S˜I)),
(M,F ) = ((MI , F ), uIJ) 7→ f
∗mod[−],Γ(M,F ) := (ΓXI (p
∗mod[−]
S˜I
(MI , F ), f˜
∗mod[−]
J uIJ))
with, denoting for short dIJ := dS˜J − dS˜I ,
f˜
∗mod[−]
J uIJ : ΓXIE(p
∗mod[−]
S˜I
(MI , F ))
ΓXIE(p
∗mod[−]
S˜I
)(uIJ )
−−−−−−−−−−−−−−→ ΓXIE(p
∗mod[−]
S˜I
pIJ∗(MJ , F )[dIJ ])
ΓXIE(T (p
∗mod
IJ ,pS˜I
)(−)−1)[dY +dIJ ]
−−−−−−−−−−−−−−−−−−−−−−−−→ ΓXIE(p
′
IJ∗p
∗mod
S˜J
(MJ , F )[dY + dIJ ])
=
−→ p′IJ∗ΓXJE(p
∗mod[−]
S˜J
(MJ , F ))[dIJ ].
It induces in the derived categories, the functor
Rf∗mod[−],Γ : DD∞(2)fil,∞(S/(S˜I))→ DD∞(2)fil,∞(X/(Y × S˜I)),
(M,F ) = ((MI , F ), uIJ) 7→ Rf
∗mod[−],Γ(M,F ) := (ΓXIE(p
∗mod[−]
S˜I
(MI , F )), f˜
∗mod[−]
J uIJ).
It gives by duality the functor
Lf ∗ˆmod[−],Γ : DD∞(2)fil,∞(S/(S˜I))
0 → DD∞(2)fil,∞(X/(Y × S˜I))
0,
(M,F ) = ((MI , F ), uIJ) 7→ Lf
∗ˆmod[−],Γ(M,F ) := LDK,∞Rf∗mod[−],ΓLDK,∞ι0,−1S (M,F ).
where ι0S : D
0
D∞(2)fil,∞(S/(S˜I))
∼
−→ DD∞(2)fil,∞(S/(S˜I))
0 is the isomorphism of definition 79.
The following proposition are then easy :
Proposition 80. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ Var(C). Assume there
exist factorizations f1 : X
l1−→ Y ′ × Y
pY
−−→ Y and f2 : Y
l2−→ Y ′′ × S
pS
−→ S with Y ′, Y ′′ ∈ SmVar(C), l1, l2
closed embeddings and pS , pY the projections. We have then the factorization
f2 ◦ f1 : X
(l2◦IY ′ )◦l1−−−−−−−→ Y ′ × Y ′′ × S
pS
−→ S.
We have, for (M,F ) ∈ C∼D(2)fil(S/(S˜I)), R(f2 ◦ f1)
∗mod[−],Γ(M,F ) = Rf
∗mod[−],Γ
2 ◦Rf
∗mod[−],Γ
1 (M,F ).
Proof. Follows from the the fact that for (M,F ) = ((MI , F ), uIJ) ∈ C∼D(2)fil(S/(S˜I)),
(ΓXIE(f˜
∗mod[−]
1I ΓYIE(f˜
∗mod[−]
2I (MI , F ))), f˜
∗mod[−]
1J (f˜
∗mod[−]
2J uIJ))
=
−→
(ΓXIE((f˜1I ◦ f˜2I)
∗mod[−](MI , F )), (f˜1J ◦ f˜2J)
∗mod[−]uqIJ)
by proposition 43(i) and the fact that XI ⊂ f˜
−1
1I (YI).
Proposition 81. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ Var(C). Assume there
exist factorizations f1 : X
l1−→ Y ′ × Y
pY
−−→ Y and f2 : Y
l2−→ Y ′′ × S
pS
−→ S with Y ′, Y ′′ ∈ SmVar(C), l1, l2
closed embeddings and pS , pY the projections. We have then the factorization
f2 ◦ f1 : X
(l2◦IY ′ )◦l1−−−−−−−→ Y ′ × Y ′′ × S
pS
−→ S.
We have, for (M,F ) ∈ C∼D(2)fil(S/(S˜I)) or (M,F ) ∈ C
∼
D∞(2)fil(S/(S˜I)), R(f2 ◦ f1)
∗mod[−],Γ(M,F ) =
Rf
∗mod[−],Γ
2 ◦Rf
∗mod[−],Γ
1 (M,F ).
Proof. Similar to the proof of proposition 80.
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4.3.4 Direct image functor in the singular case
We define the direct image functors between our category.
Let f : X → S be a morphism with X,S ∈ Var(C), and assume there exist a factorization f : X
l
−→
Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS a the projection ; or let f : X → S
be a morphism with X,S ∈ AnSp(C), and assume there exist a factorization f : X
l
−→ Y × S
pS
−→ S
with Y ∈ AnSm(C), l a closed embedding and pS a the projection. Let S = ∪li=1Si an open cover such
that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) ; resp. let S = ∪li=1Si an open
cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ AnSm(C). Then X = ∪li=1Xi
with Xi := f
−1(Si). Denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and XI = ∩i∈IXi. For I ⊂ [1, · · · l], denote
by S˜I = Πi∈I S˜i, We then have, for I ⊂ [1, · · · l], closed embeddings iI : SI →֒ S˜I and the following
commutative diagrams which are cartesian (we take Y = PN,o in the algebraic case)
fI = f|XI : XI
lI //
''◆◆
◆◆
◆◆
◆◆
◆◆
Y × SI
pSI //
i′I

SI
iI

Y × S˜I
pS˜I // S˜I
, Y × S˜J
pS˜J //
p′IJ

S˜J
pIJ

Y × S˜I
pS˜I // S˜I
with lI : l|XI , i
′
I = I×iI , pSI and pS˜I are the projections and p
′
IJ = I×pIJ . Then f˜I := pS˜I : Y ×S˜I → S˜I
is a lift of fI = f|XI . We define the direct image functor on our category by
fFDR∗mod : CD(2)fil(X/(Y × S˜I))→ CD(2)fil(S/(S˜I)),
((MI , F ), uIJ) 7→ (f˜
FDR
I∗mod(MI , F ), f
k(uIJ)) := (pS˜I∗E((Ω
•
Y×S˜I/S˜I
, Fb)⊗OY×S˜I
(MI , F )[dY ]), f
k(uIJ ))
with, denoting for short dIJ := dS˜J − dS˜I ,
fk(uIJ)[dY ] : pS˜I∗E((Ω
•
Y×S˜I/S˜I
, Fb)⊗OY×S˜I
(MI , F ))
pS˜I∗
E(DR(Y×S˜I/S˜I)(uIJ ))
−−−−−−−−−−−−−−−−−−→ pS˜I∗E((Ω
•
Y×S˜I/S˜I
, Fb)⊗OY×S˜I
p′IJ∗(MJ , F )[dIJ ])
TOw (pIJ ,⊗)(MI ,F )−−−−−−−−−−−−→ pS˜I∗E(pIJ∗(Ω
•
Y×S˜J/S˜J
, Fb)⊗OY×S˜J
(MJ , F )[dIJ ])
=
−→ pS˜J∗E((Ω
•
Y×S˜J/S˜J
, Fb)⊗OY×S˜J
(MJ , F ))[dIJ ].
It induces in the derived categories the functor∫ FDR
f
: DD(2)fil,∞(X)→ DD(2)fil,∞(S), ((MI , F ), uIJ) 7→ (f˜
FDR
I∗mod(MI , F ), f
k(uIJ ))
Let f : X → S be a morphism with X,S ∈ AnSp(C), and assume there exist a factorization f : X
l
−→
Y ×S
pS
−→ S with Y ∈ AnSm(C), l a closed embedding and pS a the projection. Let S = ∪li=1Si an open
cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i =∈ AnSm(C). Then X = ∪
l
i=1Xi
with Xi := f
−1(Si). We also have the functors
fFDR∗mod : CD∞(2)fil(X/(Y × S˜I))→ CD∞(2)fil(S/(S˜I)),
((MI , F ), uIJ) 7→ (f˜
FDR
I∗mod(MI , F ), f
k(uIJ)) := (pS˜I∗((Ω
•
Y×S˜I/S˜I
, Fb)⊗OY×S˜I
(MI , F )[dY ]), f
k(uIJ))
where fk(uIJ)[dY ] is given as above, ∫ FDR
f
: DD∞(2)fil,∞(X)→ DD∞(2)fil,∞(S),
((MI , F ), uIJ) 7→ (f˜
FDR
I∗mod(MI , F ), f
k(uIJ)) := (pS˜I∗E((Ω
•
Y×S˜I/S˜I
, Fb)⊗OY×S˜I
(MI , F )[dY ]), f
k(uIJ ))
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where fk(uIJ)[dY ] is given as above.
In the algebraic case, we have the followings:
Proposition 82. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ QPVar(C) quasi-
projective. Then there exist factorizations f1 : X
l1−→ Y ′ × Y
pY
−−→ Y and f2 : Y
l2−→ Y ′′ × S
pS
−→ S with
Y ′ = PN,o ⊂ PN ,Y ′′ = PN
′,o ⊂ PN
′
open subsets, l1, l2 closed embeddings and pS , pY the projections. We
have then the factorization f2 ◦ f1 : X
(l2◦IY ′)◦l1−−−−−−−→ Y ′ × Y ′′ × S
pS
−→ S. Let i : S →֒ S˜ a closed embedding
with S˜ = Pn,o ⊂ Pn an open subset.
(i) Let (M,F ) ∈ CD(2)fil(X/(Y
′ × Y ′′ × S˜)). Then, we have
∫ FDR
f2◦f1
(M,F ) =
∫ FDR
f2
(
∫ FDR
f1
(M,F )) in
DD(2)fil,∞(S/(S˜I)).
(ii) Let (M,F ) ∈ CD(2)fil,h(X/(Y
′ × Y ′′ × S˜)). Then, we have
∫ FDR
(f2◦f1)!
(M,F ) =
∫ FDR
f2!
(
∫ FDR
f1!
(M,F ))
in DD(2)fil,∞,h(S/(S˜I)).
Proof. (i):By the smooth case : proposition 66, we have en isomorphism
∫ FDR
f2
∫ FDR
f1
(M,F ) :=
∫ FDR
pS˜
∫ FDR
pY ′×S˜
(M,F )
∼
−→
∫ FDR
pS˜
(M,F ) :=
∫ FDR
(f2◦f1)
(M,F ).
(ii):Follows from (i).
In the analytic case, we have the followings:
Proposition 83. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ AnSp(C) quasi-
projective. Then there exist factorizations f1 : X
l1−→ Y ′ × Y
pY
−−→ Y and f2 : Y
l2−→ Y ′′ × S
pS
−→ S with
Y ′ = PN,o ⊂ PN ,Y ′′ = PN
′,o ⊂ PN
′
open subsets, l1, l2 closed embeddings and pS , pY the projections. We
have then the factorization f2 ◦ f1 : X
(l2◦IY ′)◦l1−−−−−−−→ Y ′ × Y ′′ × S
pS
−→ S. Let i : S →֒ S˜ a closed embedding
with S˜ = Pn,o ⊂ Pn an open subset.
(i) Let (M,F ) ∈ CD∞(2)fil,h(X/(Y
′ × Y ′′ × S˜)). Then, we have
∫ FDR
f2◦f1
(M,F ) =
∫ FDR
f2
(
∫ FDR
f1
(M,F ))
in DD∞(2)fil,∞(S/(S˜I)).
(ii) Let (M,F ) ∈ CD∞(2)fil,h(X/(Y
′×Y ′′× S˜)). Then, we have
∫ FDR
(f2◦f1)!
(M,F ) =
∫ FDR
f2!
(
∫ FDR
f1!
(M,F ))
in DD∞(2)fil,∞(S/(S˜I)).
Proof. (i): By the smooth case : proposition 67, we have en isomorphism
∫ FDR
f2
∫ FDR
f1
(M,F ) :=
∫ FDR
pS˜
∫ FDR
pY ′×S˜
(M,F )
∼
−→
∫ FDR
pS˜
(M,F ) :=
∫ FDR
(f2◦f1)
(M,F ).
(ii):Follows from (i).
4.3.5 Tensor product in the singular case
Let S ∈ Var(C) and let S = ∪Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i with
S˜i ∈ SmVar(C) ; or let S ∈ AnSp(C) and S = ∪Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ AnSm(C). We have the tensor product functors
(−)⊗
[−]
OS
(−) : C2Dfil(S/(S˜I))→ CDfil(S/(S˜I)),
(((MI , F ), uIJ), ((NI , F ), vIJ)) 7→ ((MI , F )⊗OS˜I
(NI , F )[dS˜I ], uIJ ⊗ vIJ),
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with, denoting for short dIJ := dS˜J − dS˜I and dI := dS˜I ,
uIJ ⊗ vIJ : (MI , F )⊗OS˜I
(NI , F )[dI ]
T (p∗modIJ ,pIJ )(−)[dI ]−−−−−−−−−−−−−→ pIJ∗p
∗mod
IJ ((MI , F )⊗OS˜I
(NI , F ))[dI ]
=
−→ pIJ∗(p
∗mod
IJ (MI , F )⊗OS˜J
p∗modIJ (NI , F ))[dI ]
I(p∗modIJ ,pIJ )(−,−)(uIJ )⊗I(p
∗mod
IJ ,pIJ )(−,−)(vIJ)[dI ]−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ pIJ∗((MJ , F )⊗OS˜J
(NJ , F ))[dJ + dIJ ].
Let S ∈ AnSp(C) and S = ∪Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ AnSm(C). We have the tensor product functors
(−)⊗
[−]
OS
(−) : C2D∞fil(S/(S˜I))→ CD∞fil(S/(S˜I)),
(((MI , F ), uIJ), ((NI , F ), vIJ)) 7→ ((MI , F )⊗OS˜I
(NI , F ), uIJ ⊗ vIJ),
with uIJ ⊗ vIJ as above.
Proposition 84. Let S ∈ Var(C). Denote ∆S : S →֒ S × S the diagonal embedding. Let S = ∪Si an
open cover such that there exist closed embeddings ii : Si →֒ S˜i closed embedding with S˜i ∈ SmVar(C) ;
or let S ∈ AnSp(C) and S = ∪Si an open cover such that there exist closed embedding ii : Si →֒ S˜i with
S˜i ∈ AnSm(C). We have, for ((MI , F ), uIJ), ((NI , F ), vIJ ) ∈ CDfil(S/(S˜I)),
((MI , F ), uIJ)⊗
[−]
OSI
((NI , F ), vIJ) = ∆
∗mod
S (((MI , F ), uIJ).((NI , F ), vIJ))
Proof. Follows from proposition 48.
4.3.6 The 2 functors of D modules on the category of complex algebraic varieties and on
the category of complex analytic spaces, and the transformation maps
Definition 83. Consider a commutative diagram in Var(C) which is cartesian :
D = XT
f ′ //
g′

T
g

X
f // S
.
Assume there exist factorizations f : X
l1−→ Y1×S
pS
−→ S, g : T
l2−→ Y2×S
pS
−→ S, with Y1, Y2 ∈ SmVar(C),
l1, l2 closed embeddings and pS, pS the projections. Then, the above commutative diagram factors through
D = f ′ : XT
l′1 //
l′2

Y1 × T
l′′2=I×l2

pT // T
l2

f ′′ : X × Y2
l′′1=I×l//
pX

Y1 × Y2 × S
pY1×S

pY2×S // Y2 × S
pS

f : X
l // Y1 × S
pS // S
.
whose squares are cartesian. Let S = ∪iSi be an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then X = ∪iXi and T = ∪iTi with Xi := f−1(Si) and Ti := f−1(Si).
Moreover, fi = f|Xi : Xi → Si lift to f˜i := pS˜i : Y1 × S˜i → S˜i and gi = g|Ti : Ti → Si lift to
177
g˜i := pS˜i : Y2 × S˜i → S˜i. We then have the following commutative diagram whose squares are cartesian
f ′ : XIT
l′ //
l′2I

Y1 × TI
l′′2I

pT // TI
l2I

XI × Y2
l′′1=I×l1//
pX

Y1 × Y2 × S˜I
pY1×S˜I

pY2×S˜I // Y2 × S˜I
g˜I

XI
iI◦lI // Y1 × S˜I
f˜I // S˜I
We then define, for (M,F ) = ((MI , F ), uIJ) ∈ CD(2)fil(X/(Y1 × S˜I)), the following canonical transfor-
mation map in DD(2)fil,∞(T/(Y2 × S˜I)), using proposition 72,
TDmod(f, g)(M,F ) :
Rg∗mod,Γ
∫ FDR
f
(M,F ) := (ΓTIE(g˜
∗mod
I pS˜I∗E((Ω
•
Y1×S˜I/S˜I
, Fb)⊗OY1×S˜I
(MI , F ))), g˜
∗mod
J f
k(uIJ))
(TOω (pS˜I
,g˜I )(MI ,F ))
−−−−−−−−−−−−−→
(ΓTIE(pY2×S˜I∗E((Ω
•
Y1×Y2×S˜I/Y2×S˜I
, Fb)⊗OY1×Y2×S˜I
p∗mod
Y1×S˜I
(MI , F ))), f
′k(p∗mod
Y1×S˜J
(uIJ)))
(TOω (γ,⊗)(p
∗mod
Y1×S˜I
(MI ,F )))
−1
−−−−−−−−−−−−−−−−−−−→
(pY2×S˜I∗E((Ω
•
Y1×Y2×S˜I/Y2×S˜I
, Fb)⊗OY1×Y2×S˜I
ΓY1×TIE(p
∗mod
Y1×S˜I
((MI , F )))), f
′k(g˜
′′∗mod
J (u
q
IJ)))
=:
∫ FDR
f ′
Rg
′∗mod,Γ(M,F ).
In the analytic case, we have
Definition 84. Consider a commutative diagram in AnSp(C) which is cartesian :
D = (f, g) = XT
f ′ //
g′

T
g

X
f // S
.
Assume there exist factorizations f : X
l1−→ Y1×S
pS
−→ S, g : T
l2−→ Y2×S
pS
−→ S, with Y1, Y2 ∈ AnSm(C),
l1, l2 closed embeddings and pS, pS the projections.
(i) We have, for (M,F ) ∈ DD(2)fil,∞,h(X/(Y1×S˜I)), the following transformation map in DD(2)fil,∞(T/(Y2×
S˜I))
TDmod(f, g)((M,F )) : Rg∗mod,Γ
∫ FDR
f
(M,F )→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
define in the same way as in definition 83
(ii) For (M,F ) ∈ DD∞(2)fil,∞(X/(Y1× S˜I)), the following transformation map in DD∞(2)fil,∞(T/(Y2×
S˜I))
TDmod(f, g)((M,F )) : Rg∗mod,Γ
∫ FDR
f
(M,F )→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
is defined in the same way as in (ii) : see definition 83.
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In the algebraic case, we have the following :
Proposition 85. Consider a commutative diagram in Var(C)
D = (f, g) = XT
f ′ //
g′

T
g

X
f // S
.
which is cartesian. Assume there exist factorizations f : X
l1−→ Y1×S
pS
−→ S, g : T
l2−→ Y2×S
pS
−→ S, with
Y1, Y2 ∈ SmVar(C), l1, l2 closed embeddings and pS, pS the projections. For (M,F ) = ((MI , F ), uIJ) ∈
CD(2)fil,c(X/(Y × S˜I)),
TDmod(f, g) : Rg∗mod,Γ
∫ FDR
f
(M,F )→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
is an isomorphism in DD(2)fil,∞(T/(Y2 × S˜I)).
Proof. Similar to the proof of proposition 74: the maps
TOω (pS˜I , g˜I)(MI , F ) : g˜
∗mod
I pS˜I∗E((Ω
•
Y×S˜I/S˜I
, Fb)⊗OY×S˜I
(MI , F ))→
pT˜I∗E((ΩY×T˜I/T˜I , Fb)⊗OY×T˜I
g˜
′′∗mod
I (MI , F ))
are ∞-filtered Zariski local equivalences since g˜I : Y2 × S˜I → S˜I are projections.
Proposition 86. Consider a commutative diagram in AnSp(C)
D = (f, g) = XT
f ′ //
g′

T
g

X
f // S
.
which is cartesian. Assume that f (hence f ′) is proper and that there exist factorizations f : X
l1−→
Y1 × S
pS
−→ S, g : T
l2−→ Y2 × S
pS
−→ S, with Y1, Y2 ∈ AnSm(C), l1, l2 closed embeddings and pS, pS the
projections.
(i) For (M,F ) = ((MI , F ), uIJ) ∈ CD(2)fil,h(X/(Y1 × S˜I))
TDmod(f, g) : Rg∗mod,Γ
∫ FDR
f
(M,F )→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
is an isomorphism in DD(2)fil,∞(T/Y2 × S˜I).
(ii) For (M,F ) = ((MI , F ), uIJ) ∈ CD∞(2)fil,h(X/(Y1 × S˜I))
TDmod(f, g) : Rg∗mod,Γ
∫ FDR
f
(M,F )→
∫ FDR
f ′
Rg
′∗mod,Γ(M,F )
is an isomorphism in DD∞(2)fil,∞(T/(Y2 × S˜I)).
Proof. (i):Similar to the proof of proposition 85.
(ii):Similar to the proof of proposition 85.
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Definition 85. Let f : X → S be a morphism, with X,S ∈ Var(C), such that there exist a factorization
f ;X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection, and consider
S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i, with S˜i ∈ SmVar(C) ;
Then, X = ∪li=1Xi with Xi := f
−1(Si). We have, for (M,F ) = ((MI , F ), uIJ) ∈ CD(2)fil(S/(S˜I)), the
canonical transformation map in DD(2)fil(T
an/(T˜ anI ))
Tmod(an, γT )(M,F ) :
f∗mod[−],Γ(M,F ))an := ((ΓTIE(p
∗mod[−]
S˜I
(MI , F )))
an, (f∗mod[−]uIJ)
an)
(Tmod(an,γTI )(−))−−−−−−−−−−−−→ (ΓTanI E((p
∗mod[−]
S˜I
(MI , F ))
an), f∗mod[−]uanIJ )
=
−→ (ΓTan
I
E(p
∗mod[−]
S˜I
(ManI , F )), f
∗mod[−]uanIJ ) =: f
∗mod[−],Γ((M,F )an)
where the equality is obvious (see proposition 45).
Definition 86. Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization
f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S =
∪li=1Si be an open cover such that there exist closed embeddings ii : Si →֒ S˜i closed embeddings with
S˜i ∈ SmVar(C). We have, for (M,F ) = ((MI , F ), uIJ) ∈ CDfil(X/Y × S˜I), the following transformation
map in DDfil(X
an/(Y × S˜I)an)
TDmod(an, f)(M,F ) : (
∫ FDR
f
(M,F ))an = (pS˜I∗E((Ω
•
Y×S˜I/S˜I
, Fb)⊗OY×S˜I
LD(MI , F )))
an, (fk(uqIJ))
an)
(TOω (pS˜I
,an)(MI ,F ))
−−−−−−−−−−−−−→ (pT˜I∗E((Ω
•
Y×T˜I/T˜I
, Fb)⊗O(Y×T˜I )an
LD(MI , F )
an), f
′k((uqIJ)
an)) =:
∫ FDR
fan
(M,F )an
Theorem 22. Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization
f : X
l
−→ Y ×S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si be
an open cover such that there exist closed embeddings ii : Si →֒ S˜i closed embeddings with S˜i ∈ SmVar(C).
Let M ∈ DDfil,c(X/Y × S˜I). If f is proper,
TD(an, f)(M) : (
∫
f
M)an
∼
−→
∫
fan
(M)an
is an isomorphism.
Proof. By theorem 20, TOω (pS˜I , an)(MI) are usu local equivalences.
In the analytic case, we have the following canonical transformation maps
Definition 87. Let f : X → S be a morphism, with X,S ∈ AnSp(C), such that there exist a factorization
f ;X
l
−→ Y × S
pS
−→ S with Y ∈ AnSm(C), l a closed embedding and pS the projection, and consider
S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i, with S˜i ∈ AnSm(C) ;
Then, X = ∪li=1Xi with Xi := f
−1(Si). We have, for (M,F ) = ((MI , F ), uIJ) ∈ CD(2)fil(S/(S˜I)), the
canonical transformation map in DD∞fil(T/(T˜I)) obtained by the canonical maps given in definition 60
and definition 65 :
T (f,∞)(M,F ) : JT (f
∗mod[−],Γ(M,F )) := (JT˜I (ΓTIE(p
∗mod[−]
S˜I
(MI , F ))), J(f
∗mod[−]uIJ))
(T (∞,γTI )(−))−−−−−−−−−−→ (ΓTIE(JT˜I (p
∗mod[−]
S˜I
(MI , F ))), NIJ )
(T (pS˜I
,∞)(−))
−−−−−−−−−−→ (ΓTIE(p
∗mod[−]
S˜I
JS˜I (MI , F )), f
∗mod[−]J(uIJ )) =: f
∗mod[−],Γ(JS(M,F ))
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4.4 The category of complexes of quasi-coherent sheaves whose cohomology
sheaves has a structure of D-modules
4.4.1 Definition on a smooth complex algebraic variety or smooth complex analytic space
and the functorialities
Let X ∈ SmVar(C) or let X ∈ AnSm(C). Recall that (see definition 50 section 4.1) COXfil,D(X) is the
category
• whose objects (M,F ) ∈ COXfil,D(X) are filtered complexes of presheaves of OX modules (M,F ) ∈
COXfil(X) whose cohomology presheaves H
n(M,F ) ∈ PShOXfil(X) are emdowed with a structure
of filtered DX modules for all n ∈ Z.
• whose set of morphisms HomCOXfil,D(X)((M,F ), (N,F )) ⊂ HomCOXfil(X)((M,F ), (N,F )) between
(M,F ), (N,F ) ∈ COXfil,D(X) are the morphisms of filtered complexes ofOX modulesm : (M,F )→
(N,F ) such that Hnm : Hn(M,F ) → Hn(N,F ) is DX linear, i.e. is a morphism of (filtered) DX
modules, for all n ∈ Z.
More generally, let h : X → S a morphism with X,S ∈ SmVar(C) or with X,S ∈ AnSm(C). Then,
Ch∗OSfil,h∗D(X) the category
• whose objects (M,F ) ∈ Ch∗OSfil,h∗D(X) are filtered complexes of presheaves of h
∗OS modules
(M,F ) ∈ Ch∗OSfil(X) whose cohomology presheaves H
n(M,F ) ∈ PShh∗OSfil(X) are emdowed
with a structure of filtered h∗DS modules for all n ∈ Z.
• whose set of morphisms HomCh∗OSfil,h∗D(X)((M,F ), (N,F )) ⊂ HomCh∗OSfil(X)((M,F ), (N,F )) be-
tween (M,F ), (N,F ) ∈ Ch∗OSfil,h∗D(X) are the morphisms of filtered complexes of h
∗DS modules
m : (M,F ) → (N,F ) such that Hnm : Hn(M,F ) → Hn(N,F ) is h∗DS linear, i.e. is a morphism
of (filtered) h∗DS modules, for all n ∈ Z.
Definition 88. Let S ∈ SmVar(C) or S ∈ AnSm(C). Let Z ⊂ S a closed subset. Denote by j : S\Z →֒ S
the open complementary embedding.
(i) We denote by COS ,D,Z(S) ⊂ COS ,D(S) the full subcategory consisting of (M,F ) ∈ COS ,D(S) such
that such that j∗Hn(M,F ) = 0 for all n ∈ Z.
(ii) We denote by COSfil,D,Z(S) ⊂ COSfil,D(S) the full subcategory consisting of (M,F ) ∈ COSfil,D(S)
such that there exist r ∈ N such that j∗Ep,qr (M,F ) = 0 for all p, q ∈ Z, note that by definition r
does NOT depend on p and q.
We look at functoriality
• Let S ∈ SmVar(C) or S ∈ AnSm(C). Let (M,F ) ∈ COSfil,D(S). Then, the canonical morphism
q : LO(M,F )→ (M,F ) in COSfil(S) being a quasi-isomorphism of OS modules, we get in a unique
way LO(M,F ) ∈ COSfil,D(S) such that q : LO(M,F )→ (M,F ) is a morphism in COSfil,D(S)
• Let f : X → S be a morphism with X,S ∈ SmVar(C), or let f : X → S be a morphism with X,S ∈
AnSm(C). Let (M,F ) ∈ COSfil,D(S). Then, f
∗modHn(M,F ) := (OX , Fb) ⊗f∗OS f
∗Hn(M,F ) is
canonical a filtered DX module (see section 4.1 or 4.2). Consider the canonical surjective map
q(f) : Hnf∗mod(M,F ) → f∗modHn(M,F ). Then, q(f) is an isomorphism if f is smooth. Let
h : U → S be a smooth morphism with U, S ∈ SmVar(C), or let h : U → S be a smooth morphism
with U, S ∈ AnSm(C). We get the functor
h∗mod : COSfil,D(S)→ COUfil,D(U), (M,F ) 7→ h
∗mod(M,F ),
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• Let S ∈ SmVar(C) or S ∈ AnSm(C), and let i : Z →֒ S a closed embedding and denote by
j : S\Z →֒ S the open complementary. For M ∈ COS ,D(S), the cohomology presheaves of
ΓZM := Cone(ad(j
∗, j∗)(M) :M → j∗j
∗M)[−1]
has a canonical DS-module structure (as j
∗HnM is a j∗DS module, H
nj∗j
∗M = j∗j
∗HnM has an
induced structure of DS module), and γZ(M) : ΓZM → M is a map in COS ,D(S). For Z2 ⊂ Z a
closed subset and M ∈ COS ,D(S), T (Z2/Z, γ)(M) : ΓZ2M → ΓZM is a map in COS ,D(S). We get
the functor
ΓZ : COSfil,D(S)→ COSfil,D(S),
(M,F ) 7→ ΓZ(M,F ) := Cone(ad(j
∗, j∗)((M,F )) : (M,F )→ j∗j
∗(M,F ))[−1],
together we the canonical map γZ(M,F ) : ΓZ(M,F )→ (M,F )
More generally, let h : Y → S a morphism with Y, S ∈ Var(C) or Y, S ∈ AnSp(C), S smooth, and
let i : X →֒ Y a closed embedding and denote by j : Y \X →֒ Y the open complementary. For
M ∈ Ch∗OS ,h∗D(Y ),
ΓXM := Cone(ad(j
∗, j∗)(M) :M → j∗j
∗M)[−1]
has a canonical h∗DS-module structure, (as j
∗HnM is a j∗h∗DS module, H
nj∗j
∗M = j∗j
∗HnM
has an induced structure of j∗h∗DS module), and γX(M) : ΓXM →M is a map in Ch∗OS ,h∗D(Y ).
For X2 ⊂ X a closed subset and M ∈ Ch∗OS ,h∗D(Y ), T (Z2/Z, γ)(M) : ΓX2M → ΓXM is a map in
Ch∗OS ,h∗D(Y ). We get the functor
ΓX : Ch∗OSfil,h∗D(Y )→ Ch∗OSfil,h∗D(Y ),
(M,F ) 7→ ΓX(M,F ) := Cone(ad(j
∗, j∗)((M,F )) : (M,F )→ j∗j
∗(M,F ))[−1],
together we the canonical map γX(M,F ) : ΓX(M,F )→ (M,F )
• Let f : X → S be a morphism with X,S ∈ SmVar(C), or let f : X → S be a morphism with
X,S ∈ AnSm(C). Consider the factorization f : X
l
−→ X × S
p
−→ S, where l is the graph embedding
and p the projection. We get from the two preceding points the functor
f∗mod,Γ : COSfil,D(S)→ COXfil,D(X × S), (M,F ) 7→ f
∗mod,Γ(M,F ) := ΓXp
∗mod(M,F ),
and
f∗mod[−],Γ : COSfil,D(S)→ COXfil,D(X × S), (M,F ) 7→ f
∗mod[−],Γ(M,F ) := ΓXE(p
∗mod(M,F ))[−dX ],
which induces in the derived categories the functor
Rf∗mod[−],Γ : DOSfil,D(S)→ DOXfil,D(X × S), (M,F ) 7→ Rf
∗mod[−],Γ(M,F ) := ΓXE(p
∗mod[−](M,F )).
For (M,F ) ∈ COSfil,D(S) or (M,F ) ∈ COSfil(S), the canonical map in COXfil(X × S)
ad(i∗mod, i∗)(−) : LOΓXE(p
∗mod(M,F ))→ i∗i
∗modLOΓXE(p
∗mod(M,F ))
gives in the derived category, the canonical map in DOXfil,∞(X × S)
I(f∗mod,Γ)(M,F ) : Rf∗mod,Γ(M,F ) = LOΓXE(p
∗mod(M,F ))
ad(i∗mod,i∗)(−)
−−−−−−−−−−→
i∗i
∗modLOΓXE(p
∗mod(M,F ))
∼
−→ i∗i
∗modLO(p
∗mod(M,F )) = Lf∗mod(M,F )
where the isomorphism is given by lemma 9.
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• Let S ∈ SmVar(C). We have the analytical functor :
(−)an : COSfil,D(S)→ COSfil,D(S
an), (M,F ) 7→ (M,F )an := an∗modS (M,F ) := (M,F )⊗an∗S OSOSan
which induces in the derived category
(−)an : DOSfil,D(S)→ DOSfil,D(S
an), ((M,F ) 7→ (M,F )an := an∗modS (M,F ))
since an∗modS is an exact functor.
We have, for f : T → S with T, S ∈ SmVar(C) or with T, S ∈ AnSm(C), the commutative diagrams
of functors
CDfil(S)
oS //
f∗mod[−],Γ

COfil,D(S)
f∗mod[−],Γ

CDfil(T )
oT // COfil,D(T )
, DDfil,r(S)
oS //
Rf∗mod[−],Γ

DOfil,D,r(S)
Rf∗mod[−],Γ

DDfil,r(T )
oT // DOfil,D,r(T )
where oS and oT are the forgetfull functors.
4.4.2 Definition on a singular complex algebraic variety or singular complex analytic space
and the functorialities
Definition 89. Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C) ; or let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there
exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ AnSm(C). Then, COfil,D(S/(S˜I)) is the category
• whose objects are (M,F ) = ((MI , F )I⊂[1,···l], uIJ), with
– (MI , F ) ∈ COS˜I filD,SI
(S˜I),
– uIJ : m
∗(MI , F )→ m∗pIJ∗(MJ , F )[dS˜J − dS˜I ] for J ⊂ I, are morphisms, pIJ : S˜J → S˜I being
the projection, satisfying for I ⊂ J ⊂ K, pIJ∗uJK ◦ uIJ = uIK in COS˜I fil,D
(S˜I) ;
• whose morphisms m : ((MI , F ), uIJ)→ ((NI , F ), vIJ) between (M,F ) = ((MI , F )I⊂[1,···l], uIJ) and
(N,F ) = ((NI , F )I⊂[1,···l], vIJ ) are a family of morphisms of complexes,
m = (mI : (MI , F )→ (NI , F ))I⊂[1,···l]
such that vIJ ◦mI = pIJ∗mJ ◦ uIJ in COS˜I fil,D
(S˜I).
We denote by C∼Ofil,D(S/(S˜I)) ⊂ COfil,D(S/(S˜I)) the full subcategory consisting of objects ((MI , F ), uIJ)
such that the uIJ are ∞-filtered Zariski, resp. usu, local equivalences,and
DOfil,D,∞(S/(S˜I)) := Ho⊤,∞C
∼
Ofil,D(S/(S˜I))
the derived category.
Let f : X → S be a morphism, with X,S ∈ Var(C), such that there exist a factorization f ;X
l
−→
Y ×S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection, and consider S = ∪li=1Si an
open cover such that there exist closed embeddings ii : Si →֒ S˜i, with S˜i ∈ SmVar(C) ; or let f : X → S
be a morphism, with X,S ∈ AnSp(C), such that there exist a factorization f ;X
l
−→ Y × S
pS
−→ S with
Y ∈ AnSm(C), l a closed embedding and pS the projection and consider S = ∪li=1Si an open cover
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such that there exist closed embeddings ii : Si →֒ S˜i, with S˜i ∈ AnSm(C). Then, X = ∪li=1Xi with
Xi := f
−1(Si). Denote by pIJ : S˜J → S˜I and p
′
IJ : Y × S˜J → Y × S˜I the projections and by
EIJ = S˜J\SJ
mJ //
pIJ

S˜J
pIJ

S˜I\(SI\SJ)
m=mIJ // S˜I
, E′IJ = Y × S˜J\XJ
m′J //
p′IJ

Y × S˜J
p′IJ

Y × S˜I\(XI\XJ)
m′=m′IJ // Y × S˜I
, EfIJ X˜J
f˜J //
p′IJ

S˜J
pIJ

Y × S˜I
f˜I // S˜I
the commutative diagrams. We then have the filtered De Rham the inverse image functor :
f∗mod[−],Γ : COfil,D(S/(S˜I))→ COfil,D(X/(Y × S˜I)), (M,F ) = ((MI , F ), uIJ) 7→
f∗mod[−],Γ(M,F ) := (ΓXIE(p
∗mod[−]
S˜I
(MI , F ))), f˜
∗mod[−]
J uIJ)
with, denoting for short dIJ := dS˜J − dS˜I
f˜
∗mod[−]
J uIJ : ΓXIE(p
∗mod[−]
S˜I
(MI , F ))
ΓXIE(p
∗mod[−]
S˜I
)(uIJ )
−−−−−−−−−−−−−−→ ΓXIE(p
∗mod[−]
S˜I
pIJ∗(MJ , F )[dIJ ])
ΓXIE(T (p
∗mod
IJ ,pS˜I
)(−)−1)[dY +dIJ ]
−−−−−−−−−−−−−−−−−−−−−−−−→ ΓXIE(p
′
IJ∗p
∗mod
S˜J
(MJ , F )[dY + dIJ ])
=
−→ p′IJ∗ΓXJE(p
∗mod[−]
S˜J
)(MJ , F )[dIJ ].
It induces in the derived categories, the functor
Rf∗mod[−],Γ : DOfil,D,∞(S/(S˜I)→ DOfil,D,∞(X/(Y × S˜I)),
(M,F ) = ((MI , F ), uIJ) 7→
Rf∗mod[−],Γ := f∗mod[−],Γ(M,F ) := (ΓXIE(p
∗mod[−]
S˜I
(MI , F )), f˜
∗mod[−]
J uIJ).
By definition, for f : T → S with T, S ∈ QPVar(C) or with T, S ∈ AnSp(C)QP , after considering a
factorization f : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection, the
commutative diagrams of functors
CDfil(S/(S˜I))
oS //
f∗mod[−],Γ

COfil,D(S/(S˜I))
f∗mod[−],Γ

CDfil(T/(Y × S˜I))
oT // COfil,D(T/(Y × S˜I))
, DDfil,r(S/(S˜I))
oS //
Rf∗mod[−],Γ

DOfil,D,∞(S/(S˜I))
Rf∗mod[−],Γ

DDfil,∞(T/(Y × S˜I))
oT // DOfil,D,r(T/(Y × S˜I))
where oS and oT are the forgetful functors.
Let f : X → S be a morphism, with X,S ∈ Var(C), such that there exist a factorization f ;X
l
−→
Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection, and consider S = ∪li=1Si
an open cover such that there exist closed embeddings ii : Si →֒ S˜i, with S˜i ∈ SmVar(C) ; Then,
X = ∪li=1Xi with Xi := f
−1(Si). We have, for (M,F ) = ((MI , F ), uIJ) ∈ COfil,D(S/(S˜I))∨, the
canonical transformation map in DOfil,D(T
an/(T˜ anI ))
∨
Tmod(an, γT )(M,F ) :
f∗mod[−],Γ(M,F ))an := ((ΓTIE(p
∗mod[−]
S˜I
(MI , F )))
an, (f∗mod[−]uIJ)
an)
(Tmod(an,γTI )(−))−−−−−−−−−−−−→ (ΓTanI E((p
∗mod[−]
S˜I
(MI , F ))
an), f∗mod[−]uanIJ )
=
−→ (ΓTanI E(p
∗mod[−]
S˜I
(ManI , F )), f
∗mod[−]uanIJ) =: f
∗mod[−],Γ((M,F )an)
where the equality is obvious.
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5 The category of mixed Hodge modules on complex algebraic
varieties and complex analytic sapces and the functorialities
For S ∈ Top a topological space endowed with a stratification S = ⊔dk=1Sk by locally closed subsets Sk to-
gether with the perversity p(Sk), we denote by P(S,W ) ⊂ Dfil(S) the category of filtered perverse sheaves
of abelian groups. For a locally compact (hence Hausdorf) topological space, we denote by Dc(S) ⊂ D(S)
the full subcategory of complexes of presheaves whose cohomology sheaves are constructible.
5.1 The De Rahm functor for D modules on a complex analytic space
Let S ∈ AnSm(C). Recall we have the dual functor
DS : C(S)→ C(S), K 7→ DS(K) := Hom(K,E(ZS))
which induces the functor
LDS : D(S)→ D(S), K 7→ LDS(K) := DS(LK) := Hom(LK,Eet(ZS)).
Let S ∈ AnSm(C).
• The functor
M ∈ PShD(S) 7→ DR(S)(M) := Ω
•
S ⊗OS M ∈ CCS (S)
which sends a DS module to its De Rham complex (see section 4) induces, after shifting by dS
in order to send holonomic module (degree zero) to perverse sheaves, in the derived category the
functor
DR(S)[−] : DD(S)→ DCS (S),M 7→
DR(S)[−](M) := DR(S)(M)[dS ] := Ω
•
S ⊗OS M [dS ] ≃ KS ⊗
L
DS M ≃ HomDS (DSLDM,E(OS))[dS ]
and, by functoriality, the functor
DR(S)[−] : DD0fil,∞(S)→ DCSfil,∞(S),
(M,W ) 7→ DR(S)[−](M,W ) := (Ω•S , Fb)⊗OS (M,W )[dS ] = KS ⊗
L
DS (M,W )
• On the other hand, we have the functor
CCS (S)→ CD∞(S), K 7→ HomCS (LCDS(LK), E(OS))[−dS ]
together with, for K ∈ CCS (S), the canonical map
s(K) : K → DR(S)[−](J−1S HomCS (LC(DSLK), E(OS))[−dS ])
=
−→ HomDS (D
K
S LDJ
−1
S HomCS (LC(DSLK), E(OS)), E(OS)),
c ∈ Γ(So, L(K)) 7−→ s(K)(c) = (φ ∈ Γ(Soo, LDHom(LC(K), E(OS))) 7→ φ(c))
where Soo ⊂ So ⊂ S are open subsets.
The main result is Riemann-Hilbert equivalence :
Theorem 23. Let S ∈ AnSm(C).
(i) The functor JS : DD,rh(S) → DD∞,h(S) is an equivalence of category. Moreover, for K ∈ C(S),
we have Hom(L(K), E(OS)) ∈ CD∞,h(S).
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(ii) The restriction of the De Rahm functor to the full subcategory DD,rh(S) ⊂ DD(S) is an equivalence
of category
DR(S)[−] : DD,rh(S)
∼
−→ DCS,c(S)
whose inverse is the functor
K ∈ CCS ,c(S) 7→ J
−1HomCS (DSL(K), E(OS))[−dS ],
the map s(K) : K
∼
−→ DR(S)[−](J−1HomCS (LCDSL(K), E(OS))) being an isomorphism.
(iii) The De Rahm functor DR(S)[−] sends regular holonomic modules to perverse sheaves.
Proof. See [18].
Let S ∈ AnSp(C) and S = ∪li=1Si an open cover such that there exists closed embeddings ii : Si →֒ S˜i.
• The De Rham functor is in this case
DR(S)[−] : DD0fil,∞(S)→ DCSfil,∞(S),M = ((MI ,W ), uIJ) 7→
DR(S)[−](M,W ) := (DR(S˜I)
[−](MI ,W ), DR
[−](uIJ)) := (Ω
•
S˜I
⊗OS˜I
(MI ,W ), DR
[−](uIJ))
with, denoting for short dI = dS˜I
DR[−](uIJ) : Ω
•
S˜I
⊗OS˜I
(MI ,W )[dI ]
ad(pIJ ,pIJ∗)(−))
−−−−−−−−−−−→ pIJ∗p
∗
IJΩ
•
S˜I
⊗OS˜I
(MI ,W )[dI ]
pIJ∗ΩS˜J/S˜I
[dI ]
−−−−−−−−−−→ pIJ∗Ω
•
S˜J
⊗OS˜J
p∗modIJ (MI ,W )[dI ]
pIJ∗I(p
∗mod
IJ ,pIJ )(−,−)(uIJ )[dI ]−−−−−−−−−−−−−−−−−−−−−→ pIJ∗Ω
•
S˜J
⊗OS˜J
(MJ ,W )[dJ + dIJ ]
• Considering the diagrams
DIJ = S˜J
pIJ // S˜I
SJ
iJ
OO
jIJ // SI
iI
OO
we get the functor
CCSfil(S)
T (S/(SI))
−−−−−−→ CCSfil(S/(SI))→ CD0fil(S/(SI)),
(K,W ) 7→ (HomCS˜I
(LCDS˜I (LiI∗j
∗
I (K,W )), E(OS˜I ))[−dS˜I ], uIJ(K,W ))
where
uIJ(K,W ) : HomCS˜I
(LCDS˜IL(iI∗j
∗
I (K,W )), E(OS˜I ))[−dS˜I ]
ad(p∗modIJ ,pIJ )(−)−−−−−−−−−−−→ pIJ∗p
∗mod[−]
IJ HomCS˜I
(LCDS˜IL(iI∗j
∗
I (K,W )), E(OS˜I ))[−dS˜J ]
Hom(−,Eo(pIJ))◦T (pIJ ,hom)(−,−)
−−−−−−−−−−−−−−−−−−−−−−−→ pIJ∗HomCS˜I
(p∗IJLCDS˜IL(iI∗j
∗
I (K,W )), E(OS˜J ))[−dS˜J ]
Hom(T (pIJ ,D)(−)
−1,−))
−−−−−−−−−−−−−−−−→ pIJ∗HomCS˜I
(LCDS˜Jp
∗
IJL(iI∗j
∗
I (K,W )), E(OS˜J ))[−dS˜J ]
Hom(LCDS˜J
T q(DIJ )(j
∗
I (K,W )),E(OS˜J
))
−−−−−−−−−−−−−−−−−−−−−−−−−−→ pIJ∗HomCS˜J
(LCDS˜JL(iJ∗j
∗
J(K,W )), E(OS˜J ))[−dS˜J ].
Moreover, for (K,W ) ∈ Cfil(S), we have
(HomCS˜I
(LCDS˜IL(iI∗j
∗
I (K,W )), E(OS˜I ))[−dS˜I ], uIJ(K,W )) ∈ CD∞0fil,h(S)
0
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and a canonical map in Dfil(S) = Dfil(S/(S˜I))
s(K) : T (S/(SI))(K,W ) := (L(iI∗j
∗
I (K,W )), I)→
DR(S)[−](J−1S HomCS˜I
(LCDS˜IL(iI∗j
∗
I (K,W )), E(OS˜I ))[−dS˜I ], uIJ(K,W ))
Corollary 3. Let S ∈ AnSp(C). Let S = ∪li=1Si an open cover such that there exists closed embeddings
ii : Si →֒ S˜i. The restriction of the De Rahm functor to the full subcategory D0D,rh(S) ⊂ D
0
D(S) is an
equivalence of category
DR(S)[−] : D0D,rh(S)
∼
−→ DCS,c(S)
whose inverse is the functor
K 7→ J−1S (HomCS˜I
(LCDS˜IL(iI∗j
∗
IK), E(OS˜I ))[−dS˜I ], uIJ(K))
the map
s(K) : T (S/(SI))(K,W ) := (L(iI∗j
∗
I (K,W )), I)→
DR(S)[−](J−1S HomCS˜I
(LCDS˜IL(iI∗j
∗
I (K,W )), E(OS˜I ))[−dS˜I ], uIJ(K,W ))
being an isomorphism.
Proof. Follows from theorem 23(ii), see [27].
Proposition 87. (i) Let S ∈ AnSm(C).Then, for M ∈ CD,c(S), there is a canonical isomorphism
T (D,DR)(M) : DCSDR(S)
[−](M)
∼
−→ DR(S)[−](DKS LDM)
(ii) Let S ∈ AnSp(C). Let S = ∪li=1Si an open cover such that there exists closed embeddings ii : Si →֒
S˜i. Then, for M = (MI , uIJ) ∈ C0D,c(S/(S˜I)), there is a canonical isomorphism
T (D,DR)(M) : DCSDR(S)
[−](M)
∼
−→ DR(S)[−](LDKS M)
Proof. (i):See [16].
(ii):Follows from (i), see [27].
We have the following transformation maps :
• Let g : T → S a morphism with T, S ∈ AnSm(C). We have, for (M,W ) ∈ CD0fil,c(S), the canonical
transformation map in Dfil,c(T ) :
T (g,DR)(M,W ) : g∗DR(S)[−](M,W ) := g∗(Ω•S ⊗OS LD(M,W ))[dS ]
ΩT/S(LD(M,W ))[dS]
−−−−−−−−−−−−−−→ Ω•T ⊗OT g
∗modLD(M,W )[dS ]
=
−→ Ω•T ⊗OT g
∗mod[−]LD(M,W )[dS ] =: DR(T )
(−)(Lg∗mod[−](M,W ))
Note that this transformation map is NOT an isomorphism in general. It is an isomorphism if g is
a smooth morphism. If g is a closed embedding, it is an isomorphism for M non caracteristic with
respect to g.
• Let j : So →֒ S an open embedding with S ∈ AnSm(C). We have, for (M,W ) ∈ CD0fil,c(So), the
canonical transformation map in Dfil,c(S) :
T∗(j,DR)(M,W ) : DR(S)
[−](j∗(M,W )) := Ω
•
S ⊗OS j∗(M,W )[dS ]
TOw (j,⊗)(LD(M,W ))[dS]−−−−−−−−−−−−−−−→ j∗(Ω
•
So ⊗OSo LD(M,W ))[dS ] =: j∗DR(S)
[−](M,W )
which is an isomorphism (see proposition 72).
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• Let g : T → S a morphism with T, S ∈ AnSp(C). Assume there exist a factorization g : T
l
−→
Y × S
pS
−→ S with Y ∈ AnSm(C), l a closed embedding and pS the projection. Let S = ∪iSi an
open covers such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ AnSm(C). We have, for
M = (MI , uIJ) ∈ CD,c(S/(S˜I)), the canonical transformation map
T !(g,DR)(M) : T (T/(Y × S˜I))(g
!DR(S)[−](M,W ))
:=
−→ (ΓTIE(g˜
∗
I (Ω
•
S˜I
⊗OS˜I
LD(MI ,W ))), g˜
∗
IDR(uIJ))
(Ω(Y×S˜I/S˜I)
(LD(MI ,W )))
−−−−−−−−−−−−−−−−−→ (ΓTIE(Ω
•
Y×S˜I
⊗OY×S˜I
g˜∗modI (MI ,W )), DR(g˜
∗mod
I uIJ))
(TOw (γ,⊗)(g˜
∗mod
I LD(M,W )))−−−−−−−−−−−−−−−−−−→ (Ω•
Y×S˜I
⊗OY×S˜I
ΓTIE(g˜
∗mod
I (MI ,W )), DR(g˜
∗mod
I uIJ))
=:
−→ DR(T )[−](Rg∗mod[−],Γ(M,W ))
which is an isomorphism.
Proposition 88. Let f : T → S a morphism with T, S ∈ Var(C). Assume there exist a factorization
f : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪iSi
an open covers such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then, for
M = (MI , uIJ) ∈ CD,h(S/(S˜I)),
DR(T )[−](Tmod(an, γT )(M)) :
DR(T )[−]((Rf∗mod[−],ΓM)an) := DR(T )[−](((ΓTIE(f˜
∗mod[−]
I (MI)))
an, (f∗mod[−]uqIJ)
an))
→ DR(T )[−](Rf∗mod[−],Γ(Man)) := DR(T )[−]((ΓTanI E(f˜
∗mod[−]
I (M
an
I )), f
∗mod[−]uq,anIJ ))
is an isomorphism.
Proof. See [16].
In the algebraic case, we have by proposition 88 the following canonical isomorphisms:
Definition 90. (i) Let f : T → S a morphism with T, S ∈ Var(C). Assume there exist a factorization
f : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We have,
for M = (MI , uIJ) ∈ CD,h(S/(S˜I))0, the canonical map
T !(f,DR)(M) : f !DR(S)[−](Man)
T !(f,DR)(Man)
−−−−−−−−−−→ DR(T )[−](Rf∗mod[−],Γ(Man))
DR(T )[−](Tmod(an,γT )(M))
−−−−−−−−−−−−−−−−−−→ DR(T )[−]((Rf∗mod[−],ΓM)an) =: DR(T )[−]((Rf∗mod[−],ΓM)an).
which is an isomorphism by proposition 88.
(ii) Let f : T → S a morphism with T, S ∈ Var(C). Assume there exist a factorization f : T
l
−→
Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We have, for
M = (MI , uIJ) ∈ CD,h(S/(S˜I))0, the canonical transformation map
T (f,DR)(M) : DR(T )[−]((Lf ∗ˆmod[−],ΓM)an) := DR(T )[−]((LDKT Rf
∗mod[−],ΓLDKS M)
an)
T (D,DR)(−)
−−−−−−−−→ LDKT DR(T )
[−]((Rf∗mod[−],ΓLDKS M)
an))
LDKT T
!(f,DR)(−)
−−−−−−−−−−−→ LDKT f
!DR(S)[−](LDKS M
an)
LDKT f
!T (D,DR)(−)−1
−−−−−−−−−−−−−−→ LDKT f
!LDKS DR(S)
[−](Man) = f∗DR(S)[−](Man)
which is an isomorphism by (i) and proposition 87.
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(iii) Let f : T → S a morphism with T, S ∈ QPVar(C). Consider a factorization f : T
l
−→ Y × S
pS
−→ S
with Y = PN,o ⊂ PN an open subset, l a closed embedding, and pS the projection. We have, for
M ∈ CD,h(T/Y × S˜)0, the canonical transformation map
T∗(f,DR)(M) : DR(S)
[−]((
∫
f
M)an)
ad(f∗,Rf∗)(−)
−−−−−−−−−→ Rf∗f
∗DR(S)[−]((
∫
f
M)an)
Rf∗T (f,DR)((
∫
f
M))
−−−−−−−−−−−−−−→
Rf∗DR(T )
[−]((Lf ∗ˆmod[−],Γ
∫
f
M)an)
Rf∗DR(T )
[−]((ad(Lf ∗ˆmod[−],Γ,
∫
f
)(M))an)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Rf∗DR(T )
[−](Man)
which is an isomorphism by GAGA in the proper case and by the open embedding case (c.f. propo-
sition 88).
(iv) Let f : T → S a morphism with T, S ∈ QPVar(C). Consider a factorization f : T
l
−→ Y × S
pS
−→ S
with Y = PN,o ⊂ PN an open subset, l a closed embedding, and pS the projection. We have, for
M ∈ CD,h(T ), the canonical transformation map
T!(f,DR)(M) : Rf!DR(T )
[−](Man)
Rf!DR(T )
[−](ad(
∫
f!
Rf∗mod[−],Γ)(M)an)
−−−−−−−−−−−−−−−−−−−−−−−−−−→ Rf!DR(T )
[−]((Rf∗mod[−],Γ
∫
f !
(M))an)
T !(f,DR)(
∫
f!
M)
−−−−−−−−−−−→ Rf!f
!DR(S)[−](
∫
f !
(M))
ad(Rf!,f
!)(−)
−−−−−−−−−→ DR(S)[−](
∫
f !
M)
which is an isomorphism by (iii) and proposition 87.
5.2 The filtered Hodge direct image, the filtered Hodge inverse image, and
the hodge support section functors for mixed hodge modules
We consider in the algebraic and analytic case the following categories :
• Let S ∈ AnSm(C). The category CD(1,0)fil,rh(S)×I Cfil(S) is the category
– whose set of objects is the set of triples {((M,F,W ), (K,W ), α)} with
(M,F,W ) ∈ CD(1,0)fil,rh(S), (K,W ) ∈ Cfil(S), α : (K,W )⊗ CS → DR(S)
[−]((M,W ))
where DR(S)[−] is the De Rahm functor and α is an isomorphism in Dfil(S),
– and whose set of morphisms are
φ = (φD, φC) : ((M1, F,W ), (K1,W ), α1)→ ((M2, F,W ), (K2,W ), α2)
where φD : (M1, F,W ) → (M2, F,W ) and φC : (K1,W )→ (K2,W ) are morphisms such that
α2 ◦DR(S)[−](φD) = φC ◦ α1 in Dfil(S).
We have then the full embedding
PShD(1,0)fil,rh(S)×I Pfil(S) →֒ CD(1,0)fil,rh(S)×I Dfil(S)
The category DD(1,0)fil,∞,rh(S)×I Dfil(S) is then the category
– whose set of objects is the set of triples {((M,F,W ), (K,W ), α)} with
(M,F,W ) ∈ DD(1,0)fil,∞,rh(S), (K,W ) ∈ Dfil(S), α : (K,W )⊗ CS → DR(S)
[−]((M,W ))
where DR(S)[−] is the De Rahm functor and α is an isomorphism in Dfil(S),
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– and whose set of morphisms are
φ = (φD, φC) : ((M1, F,W ), (K1,W ), α1)→ ((M2, F,W ), (K2,W ), α2)
where φD : (M1, F,W ) → (M2, F,W ) and φC : (K1,W )→ (K2,W ) are morphisms such that
α2 ◦DR(S)[−](φD) = φC ◦ α1 in Dfil(S).
together with the localization functor
(D(usu), D(usu)) : CD(1,0)fil,rh(S)×I Cfil(S)→ DD(1,0)fil,∞,rh(S)×I Dfil(S)
• Let S ∈ AnSp(C). Let S = ∪i∈ISi an open cover such that there exists closed embeddings ii :
Si →֒ S˜i with S˜I ∈ AnSm(C). The category CD(1,0)fil,rh(S/(S˜I))×I Cfil(S) is the category
– whose set of objects is the set of triples {(((MI , F,W ), uIJ ), (K,W ), α)} with
((MI , F,W ), uIJ ) ∈ CD(1,0)fil,rh(S/(S˜I)), (K,W ) ∈ Cfil(S),
α : T (S/(S˜I))(K,W )⊗ CS → DR(S)
[−]((MI ,W ), uIJ)
where DR(S)[−] is the De Rahm functor and α is an isomorphism in Dfil(S),
– and whose set of morphisms are
φ = (φD, φC) : (((M1I , F,W ), uIJ), (K1,W ), α1)→ (((M2I , F,W ), uIJ), (K2,W ), α2)
where φD : (M1, F,W ) → (M2, F,W ) and φC : (K1,W )→ (K2,W ) are morphisms such that
α2 ◦DR(S)[−](φD) = φC ◦ α1 in Dfil(S).
We have then full embeddings
PSh0D(1,0)fil,rh(S/(S˜I))×I Pfil(S) →֒ C
0
D(1,0)fil,rh(S/(S˜I))×I Dfil(S)
ι0
S/S˜I−−−→ CD(1,0)fil,rh(S/(S˜I))
0 ×I Dfil(S) →֒ CD(1,0)fil,rh(S/(S˜I))×I Dfil(S)
The category DD(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S) is then the category
– whose set of objects is the set of triples :{(((M,F,W ), uIJ ), (K,W ), α)} with
((MI , F,W ), uIJ) ∈ DD(1,0)fil,∞,rh(S/(S˜I)), (K,W ) ∈ Dfil(S),
α : (K,W )⊗ CS → DR(S)
[−](((MI ,W ), uIJ))
where DR(S)[−] is the De Rahm functor and α is an isomorphism in Dfil(S),
– and whose set of morphisms are
φ = (φD, φC) : (((M1, F,W ), uIJ), (K1,W ), α1)→ (((M2, F,W ), uIJ), (K2,W ), α2)
where φD : ((M1, F,W ), uIJ ) → ((M2, F,W ), uIJ) and φC : (K1,W ) → (K2,W ) are mor-
phisms such that α2 ◦DR(S)[−](φD) = φC ◦ α1.
together with the localization functor
(D(usu), D(usu)) : CD(1,0)fil,rh(S/(S˜I))×I Cfil(S)→ DD(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S)
We have then a full embedding
D0D(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S)
ι0S−→ DD(1,0)fil,∞,rh(S/(S˜I))
0 ×I Dfil(S)
→֒ DD(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S)
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• Let S ∈ SmVar(C). The category CD(1,0)fil,rh(S)×I Cfil(S
an) is the category
– whose set of objects is the set of triples {((M,F,W ), (K,W ), α)} with
(M,F,W ) ∈ CD(1,0)fil,rh(S), (K,W ) ∈ Cfil(S
an), α : (K,W )⊗ CSan → DR(S)
[−]((M,W )an)
where DR(S)[−] is the De Rahm functor and α is an isomorphism in Dfil(S
an),
– and whose set of morphisms are
φ = (φD, φC) : ((M1, F,W ), (K1,W ), α1)→ ((M2, F,W ), (K2,W ), α2)
where φD : (M1, F,W ) → (M2, F,W ) and φC : (K1,W )→ (K2,W ) are morphisms such that
α2 ◦DR(S)[−](φD) = φC ◦ α1 in Dfil(San).
We have then the full embedding
PShD(1,0)fil,rh(S)×I Pfil(S
an) →֒ CD(1,0)fil,rh(S)×I Dfil(S
an)
The category DD(1,0)fil,∞,rh(S)×I Dfil(S
an) is then the category
– whose set of objects is the set of triples {((M,F,W ), (K,W ), α)}
(M,F,W ) ∈ DD(1,0)fil,∞,rh(S), (K,W ) ∈ Dfil(S
an), α : (K,W )⊗ CS → DR(S)
[−]((M,W )an)
where DR(S)[−] is the De Rahm functor and α is an isomorphism in Dfil(S
an),
– and whose set of morphisms are
φ = (φD, φC) : ((M1, F,W ), (K1,W ), α1)→ ((M2, F,W ), (K2,W ), α2)
where φD : (M1, F,W ) → (M2, F,W ) and φC : (K1,W )→ (K2,W ) are morphisms such that
α2 ◦DR(S)[−](φanD ) = φC ◦ α1 in Dfil(S
an).
together with the localization functor
(D(zar), D(usu)) : CD(1,0)fil,rh(S)×I Cfil(S
an)→ DD(1,0)fil,∞,rh(S)×I Dfil(S
an)
• Let S ∈ Var(C). Let S = ∪i∈ISi an open cover such that there exists closed embeddings ii : Si →֒ S˜i
with S˜I ∈ SmVar(C). The category CD(1,0)fil,rh(S/(S˜I))×I Cfil(S
an) is the category
– whose set of objects is the set of triples {(((MI , F,W ), uIJ ), (K,W ), α)} with
((MI , F,W ), uIJ) ∈ CD(1,0)fil,rh(S/(S˜I)), (K,W ) ∈ Cfil(S
an),
α : T (S/(S˜I))(K,W )⊗ CS → DR(S)
[−](((MI ,W ), uIJ)
an)
where DR(S)[−] is the De Rahm functor and α is an isomorphism in Dfil(S
an),
– and whose set of morphisms are
φ = (φD, φC) : (((M1I , F,W ), uIJ), (K1,W ), α1)→ (((M2I , F,W ), uIJ), (K2,W ), α2)
where φD : ((M1, F,W ), uIJ ) → ((M2, F,W ), uIJ) and φC : (K1,W ) → (K2,W ) are mor-
phisms such that α2 ◦DR(S)[−](φanD ) = φC ◦ α1 in Dfil(S
an).
We have then full embeddings
PSh0D(1,0)fil,rh(S/(S˜I))×I Pfil(S
an) →֒ C0D(1,0)fil,rh(S/(S˜I))×I Dfil(S
an)
ι0
S/S˜I−−−→ CD(1,0)fil,rh(S/(S˜I))
0 ×I Dfil(S
an) →֒ CD(1,0)fil,rh(S/(S˜I))×I Dfil(S
an)
The category DD(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S
an) is then the category
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– whose set of objects is the set of triples {(((MI , F,W ), uIJ ), (K,W ), α)} with
((MI , F,W ), uIJ ) ∈ DD(1,0)fil,∞,rh(S/(S˜I)), (K,W ) ∈ Dfil(S
an),
α : (K,W )⊗ CSan → DR(S)
[−](((MI ,W ), uIJ)
an)
where DR(S) is the De Rahm functor and α is an isomorphism in Dfil(S),
– and whose set of morphisms are
φ = (φD, φC) : (((M1, F,W ), uIJ), (K1,W ), α1)→ (((M2, F,W ), uIJ), (K2,W ), α2)
where φD : ((M1, F,W ), uIJ ) → ((M2, F,W ), uIJ) and φC : (K1,W ) → (K2,W ) are mor-
phisms such that α2 ◦DR(S)[−](φanD ) = φC ◦ α1.
together with the localization functor
(D(zar), D(usu)) : CD(1,0)fil,rh(S/(S˜I))×I Cfil(S
an)→ DD(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S
an)
We have then a full embedding
D0D(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S
an)
ι0S−→ DD(1,0)fil,∞,rh(S/(S˜I))
0 ×I Dfil(S
an)
→֒ DD(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S
an)
Proposition 89. Let S ∈ SmVar(C) or S ∈ AnSm(C). Let Z = V (I) ⊂ S a Zariski closed subset.
Consider (M,F ) ∈ PShD(2)fil(S). Then, a VZ-filtration for (M,F ) (see definition 49) if it exists is
unique. In particular if m : (M1, F ) → (M2, F ) a morphism with (M1, F ), (M2, F ) ∈ PShD(2)fil(S), we
have m(V qZF
pM1) ⊂ V
q
ZF
pM2, that is we get m : (M1, F, VZ )→ (M2, F, VZ ).
Proof. Standard. See [8] for example.
The main tool is the nearby and vanishing cycle functors
Definition 91. Let S ∈ SmVar(C) or S ∈ AnSm(C). Let D = V (s) ⊂ S a (Cartier) divisor, where
s ∈ Γ(S,L) is a section of the line bundle L = LD associated to D. We then have the zero section
embedding i : S →֒ L. We denote L0 = i(S) and j : L
o := L\L0 →֒ L the open complementary subset.
Denoting CD(2)fil(S)
spi ⊂ CD(2)fil(S) the full subcategory consiting of objects for which the VD filtration
exist, which is then unique by proposition 89, we have the nearby cycle functor
ψD1 : CD(2)fil(S)
sp → CD(2)fil(D/(S)), (M,F ) 7→ ψD1(M,F ) := GrVS ,1 i∗mod(M,F )
and the vanishing cycle functor
φD1 : CD(2)fil(S)
sp → CD(2)fil(D/(S)), (M,F ) 7→ φD1(M,F ) := GrVS ,0 i∗mod(M,F ).
This induces the functors
ψD1 : PShD(1,0)fil,rh(S)×I Pfil(S
an)→ PShD2fil,rh,D(S)×I Pfil,D(S
an),
((M,F,W ), (K,W ), α) 7→ ψD1((M,F,W ), (K,W ), α) := (ψD1(M,F,W ), ψD(K,W ), ψD(α))
and the vanishing cycle functor
φD1 : PShD(1,0)fil,rh(S)×I Dfil(S
an)→ PShD2fil,rh,D(S)×I Pfil,D(S
an),
((M,F,W ), (K,W ), α) 7→ φD1((M,F,W ), (K,W ), α) := (φD1(M,F,W ), φD(K,W ), φD(α))
We have the category of mixed Hodge modules over a complex algebraic variety or a complex analytic
space S defined by, for S smooth, by induction on dimension of S, and for S singular using embeddings
into smooth complex algebraic varieties, resp. smooth complex analytic spaces:
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Definition 92. [27]
(i) Let S ∈ SmVar(C) or S ∈ AnSm(C). The category of Hodge modules over S is the full subcategory
ιS : HM(S) →֒ PShDfil,rh(S)×I P (S),
given inductively by
– for i0 : s0 →֒ S a closed point, i0∗ιpt : HMs0(S) = HS →֒ PShDfil,rh,s0(S)×I Ps0(S) consist
of Hodge structures
– ((M,F ),K, α) ∈ PShDfil,rh(S) ×I P (S) belongs to HM(S) if and only if for all proper maps
f : So → A1, j : So →֒ S being an open subset, it is specializable along So ⊂ So × A1, that is
the VSo-filtration exists (see proposition 89 for the uniqueness of the VSo-filtration), and
φf−1(0),1(j
∗(M,F ), j∗K, j∗α) ∈ HMf−1(0)(S
o) →֒ PShDfil,rh,f−1(0)(S
o)×I Pf−1(0)(S
o)
see definition 91.
(ii) Let S ∈ SmVar(C) or S ∈ AnSm(C). The category of mixed Hodge modules over S is the full
subcategory
ιS :MHM(S) →֒MHW (S) →֒ PShD(1,0)fil,rh(S)×I Pfil(S),
consisting of objects ((M,F,W ), (K,W ), α) ∈ PShD(1,0)fil,rh(S) ×I Pfil(S) which for all proper
maps f : So → A1, j : So →֒ S being an open subset, (M,F,W ) is specializable along So ⊂ So×A1,
that is the VSo-filtration exists (see proposition 89 for the uniqueness of the VSo-filtration), and
satisfy
(GrWi ((M,F,W ),Gr
W
i (K,W ),Gr
W
i α) ∈ HM(S).
As usual, for Z ⊂ S a closed subset and j : S\Z →֒ S the open complementary subset, we denote
MHMZ(S) ⊂ MHM(S) the full subcategory consisting of ((M,F,W ), (K,W ), α) ∈ MHM(S)
such that j∗((M,F,W ), (K,W ), α) := (j∗(M,F,W ), j∗(K,W ), j∗α) = 0.
(iii) Let S ∈ Var(C) or S ∈ AnSp(C) non smooth. Take an open cover S = ∪iSi so that there are closed
embedding SI →֒ S˜I , with SI ∈ SmVar(C), resp SI ∈ AnSm(C). The category of mixed Hodge
modules over S is the full subcategory
ιS :MHM(S) →֒MHW (S) →֒ PShD(1,0)fil,rh(S/(S˜I))×I Pfil(S)
consisting of objects
(((MI , F,W ), uIJ ), (K,W ), α) ∈ PSh
0
D(1,0)fil,rh(S/(S˜I))×I Pfil(S)
such that ((MI , F,W ), T (S/(S˜I))(K,W ), α) ∈ (MHMSI (S˜I)) (see (ii)). The category MHM(S)
does NOT depend on the open cover an the closed embedding by proposition 91.
• Let S ∈ SmVar(C). We consider the canonical functor
πS : C(MHW (S))
ιS−→ CD(1,0)fil(S)×ICfil(S
an)
pS
−→ CD(1,0)fil(S), ((M,F,W ), (K,W ), α) 7→ (M,F,W )
where pS is the projection functor. Then πS(MHW (S)) ⊂ PShD(1,0)fil(S) is the subcategory
consisting of (M,F,W ) ∈ PShD(1,0)fil(S) such that ((M,F,W ), (K,W ), α) ∈ MHW (S) is a W
filtered Hodge module for some (K,W ) ∈ Cfil(S). It induces in the derived category the functor
πS : D(MHW (S))
ιS−→ DD(1,0)fil,∞(S)×IDfil(S
an)
pS
−→ DD(1,0)fil,∞(S), ((M,F,W ), (K,W ), α) 7→ (M,F,W )
after localization with respect to ∞-filtered Zariski and usu local equivalence.
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• Let S ∈ Var(C) non smooth. Take an open cover S = ∪iSi such that there are closed embedding
SI →֒ S˜I , with SI ∈ SmVar(C). We consider the canonical functor
πS : C(MHW (S)) →֒ CD(1,0)fil(S/(S˜I))×I Cfil(S
an)
pS
−→ CD(1,0)fil(S/(S˜I)),
(((MI , F,W ), uIJ ), (K,W ), α) 7→ ((MI , F,W ), uIJ )
where pS is the projection functor. Then πS(MHW (S)) ⊂ PShD(1,0)fil(S/(S˜I)) is the subcategory
consisting of ((M,F,W ), uIJ ) ∈ PShD(1,0)fil(S/(S˜I)) such that (((MI , F,W ), uIJ), (K,W ), α) ∈
MHW (S) is a W filtered Hodge module for some (K,W ) ∈ Cfil(S). It induces in the derived
category the functor
πS : D(MHW (S))
ιS−→ DD(1,0)fil,∞(S/(S˜I))×I Dfil(S
an)
pS
−→ DD(1,0)fil(S),
(((MI , F,W ), uIJ , (K,W ), α) 7→ ((M,F,W ), uIJ )
after localization with respect to ∞-filtered Zariski and usu local equivalence.
We have from the work of Beilinson the following :
Theorem 24. (i) Let S ∈ SmVar(C). Then the full embedding
ιS :MHM(S) →֒ PShD(1,0)fil,rh(S)×I Pfil(S
an) →֒ CD2fil,rh(S)×I Dfil(S
an)
induces a full embedding
ιS : D(MHM(S)) →֒ DD(1,0)fil,∞,rh(S)×I Dfil(S
an)
whose image consists of ((M,F,W ), (K,W ), α) ∈ DD(1,0)fil,∞,rh(S)×I Dfil(S
an) such that
(Hn(M,F,W ), Hn(K,W ), Hnα) ∈MHM(S)
for all n ∈ Z.
(ii) Let S ∈ Var(C). Let S = ∪i∈ISi an open cover such that there exists closed embedding ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). Then the full embedding
ιS :MHM(S) →֒ PSh
0
D(1,0)fil,rh(S/(S˜I))×I Pfil(S
an) →֒ CD2fil,rh(S/(S˜I))×I Cfil(S
an)
induces a full embedding
ιS : D(MHM(S)) →֒ DD(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S
an)
whose image consists of (((MI , F,W ), uIJ ), (K,W ), α) ∈ DD(1,0)fil,∞,rh(S/(S˜I))×I Dfil(S
an) such
that
((Hn(MI , F,W ), H
n(uIJ)), H
n(K,W ), Hnα) ∈MHM(S)
for all n ∈ Z.
Proof. (i):We proceed by induction on the dimension of S. For S = {pt}, it is the theorem for absolute
Hodge complexes, see [9]. We then proceed as in [5] for perverse sheaves.
(ii):Follows from (i).
We have from [27] the following proposition which shows us how to construct inductively mixed Hodge
modules, as we do for perverse sheaves :
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Proposition 90. (i) Let S ∈ AnSm(C). Let D = V (s) ⊂ S a (Cartier) divisor, where s ∈ Γ(S,L)
is a section of the line bundle L = LD associated to D. We then have the zero section embedding
i : S →֒ L. We denote L0 = i(S) and j : Lo := L\L0 →֒ L the open complementary subset. We
denote by MHW (S\D)ex ×J MHW (D) the category whose set of objects consists of
{(M,N , a, b),M ∈MHW (S\D)ex,N ∈MHW (D), a : ψD1M→ N, b : N → ψD1M}
where MHW (S\D)ex ⊂ MHW (S\D) is the full subcategory of extendable objects, i.e. (bi)filtered
DS module which are specializable along D. The functor (see definition 91)
(j∗, φD1, c, v) :MHW (S)→MHW (S\D)
ex ×J MHW (D),
((M,F,W ), (K,W ), α) 7→ ((j∗(M,F,W ), j∗(K,W ), j∗α), φD1((M,F,W ), (K,W ), α), can, var)
is an equivalence of category.
(ii) Let S ∈ SmVar(C). Let D = V (s) ⊂ S a (Cartier) divisor, where s ∈ Γ(S,L) is a section of
the line bundle L = LD associated to D. We then have the zero section embedding i : S →֒ L.
We denote L0 = i(S) and j : L
o := L\L0 →֒ L the open complementary subset. We denote by
MHW (S\D)×J MHW (D) the category whose set of objects consists of
{(M,N , a, b),M∈MHW (S\D),N ∈MHW (D), a : ψD1M→ N, b : N → ψD1M}
The functor (see definition 91)
(j∗, φD1, c, v) :MHW (S)→MHW (S\D)×J MHW (D),
((M,F,W ), (K,W ), α) 7→ ((j∗(M,F,W ), j∗(K,W ), j∗α), φD1((M,F,W ), (K,W ), α), can, var)
is an equivalence of category.
Proof. See [27].
Let S ∈ Var(C) or S ∈ AnSp(C).
• If S ∈ Var(C), let S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C), and let S = ∪l
′
i′=1Si′ an other open cover such that there exist closed
embeddings ii′ : Si′ →֒ S˜i′ with S˜i′ ∈ SmVar(C).
• If S ∈ AnSp(C), let S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒
S˜i with S˜i ∈ AnSm(C), and let S = ∪l
′
i′=1Si′ an other open cover such that there exist closed
embeddings ii′ : Si′ →֒ S˜i′ with S˜i′ ∈ AnSm(C).
Denote L = [1, . . . , l], L′ = [1, . . . , l′] and L′′ := [1, . . . , l] ⊔ [1, . . . , l′]. We have then the refined open
cover S = ∪k∈LSk and we denote for I ⊔ I ′ ⊂ L′′, SI⊔I′ := ∩k∈I⊔I′Sk and S˜I⊔I′ := Πk∈I⊔I′ S˜k, so that
we have a closed embedding iI⊔I′ : SI⊔I′ →֒ S˜I⊔I′ . Consider π
L
S (MHM(S)) ⊂ PShDfil(S/(SI)) and
πL
′
S (MHM(S)) ⊂ PShDfil(S/(SI′)). For I ⊔ I
′ ⊂ J ⊔ J ′, denote by pI⊔I′,J⊔J′ : S˜J⊔J′ → S˜I⊔I′ the
projection. We then have a natural transfer map
T
L/L′
S : π
L
S (MHM(S))→ π
L′
S (MHM(S)),
((MI , F,W ), sIJ ) 7→ (ho lim
I∈L
pI′(I⊔I′)∗GrVI⊔I′ p
∗mod
I(I⊔I′)(MI , F )), sI′J′),
with, in the homotopy limit, the natural transition morphisms
pI′(I⊔I′)∗ ad(p
∗mod
IJ , pIJ∗)(p
∗mod[−]
I(I⊔I′) (MI , F )) :
pI′(J⊔I′)∗(GrVJ⊔I′ p
∗mod[−]
J(J⊔I′) (MJ , F ))→ pI′(I⊔I′)∗(GrVI⊔I′ p
∗mod[−]
I(I⊔I′) (MI , F ))
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for J ⊂ I, and
sI′J′ : holimI∈Lm
∗pI′(I⊔I′)∗(GrVI⊔I′ p
∗mod[−]
I(I⊔I′) (MI , F )→
holimI∈L pI′J′∗GrVJ′ (p
∗mod[−]
I′J′ m
∗pI′(I⊔I′)∗GrVI⊔I′ p
∗mod[−]
I(I⊔I′) ((MI , F )))
→ holimI∈L pI′J′∗pJ′(I⊔J′)∗GrVI⊔I′ p
∗mod[−]
I(I⊔J′) (MI , F )
Proposition 91. (i) Let S ∈ Var(C) and let S = ∪iSi an open cover such that there exist closed
embeddings iiSi →֒ S˜i with S˜i ∈ SmVar(C). Then πS(MHM(S) ⊂ PShD(2)fil(S/(S˜I)) does not
depend on the open covering of S and the closed embeddings. More precisely, let S = ∪l
′
i′=1Si′ an
other open cover such that there exist closed embeddings ii′ : Si′ →֒ S˜i′ with S˜i′ ∈ SmVar(C). Then,
T
L/L′
S : π
L
S (MHM(S))→ π
L′
S (MHM(S)),
is an equivalence of category with inverse is T
L′/L
S : π
L′
S (MHM(S))→ π
L
S (MHM(S)).
(ii) Let S ∈ AnSp(C) and let S = ∪iSi an open cover such that there exist closed embeddings iiSi →֒ S˜i
with S˜i ∈ AnSm(C). Then πS(MHM(S) ⊂ PShD(2)fil(S/(S˜I)) does not depend on the open
covering of S and the closed embeddings. More precisely, let S = ∪l
′
i′=1Si′ an other open cover such
that there exist closed embeddings ii′ : Si′ →֒ S˜i′ with S˜i′ ∈ AnSm(C). Then,
T
L/L′
S : π
L
S (MHM(S))→ π
L′
S (MHM(S)),
is an equivalence of category with inverse is T
L′/L
S : π
L′
S (MHM(S))→ π
L
S (MHM(S)).
Proof. Follows from proposition 90(see [27]).
The main results of Saito, which implies in the algebraic case the six functor formalism onDMHM(−)
are the followings
Theorem 25. Let S ∈ Var(C). The category of mixed Hodge modules is the full subcategory
ιS : MHM(S) →֒MHW (S) →֒ PShD(1,0)fil,rh(S)×I Pfil(S
an)
consisting of objects
((M,F,W ), (K,W ), α) = (((MI , F,W ), uIJ), (K,W ), α) ∈ PShD(1,0)fil,rh(S)×I Pfil(S
an)
such that ((M,F,W )an, (K,W ), α) := (((ManI , F,W ), uIJ ), (K,W ), α) ∈MHM(S
an).
Proof. Follows from GAGA and the extendableness in the algebraic case (proposition 90).
Definition 93. Let S ∈ SmVar(C) or S ∈ AnSm(C). We denote by VMHS(S) ⊂ PShD(1,0)fil,rh(S)×I
Pfil(S
an) the full subcategory consisting of variation of mixed Hodge structure, whose objects consist of
(((LS ,W )⊗OS , F ), (LS,W ), α) ⊂ PShD(1,0)fil,rh(S)×I Pfil(S
an)
with
• LS ∈ PSh(San) a local system,
• the DS module structure on (LS ,W ) ⊗ OS is given by the flat connection associated to the local
system LS,
• F p(W qLS ⊗OS) ⊂ (W qLS ⊗OS) are locally free OS subbundle satisfying Griffitz transversality for
the DS module structure (i.e. for the flat connection).
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• α : (LS ,W )→ DR(S)[−]((LS ,W )⊗OS) is the isomorphism given by theorem 23.
Theorem 26. Let S ∈ SmVar(C) or S ∈ AnSm(C).
(i) A variation of mixed Hodge structure (((LS ,W )⊗OS , F ), (LS ,W ), α) ∈ VMHS(S) (see definition
93) is a mixed module. That is VMHS(S) ⊂MHM(S).
(ii) For ((M,F,W ), (K,W ), α) ∈MHM(S) a mixed Hodge module, there exist an open subset j : So →֒
S, such that j∗((M,F,W ), (K,W ), α) := (j∗(M,F,W ), j∗(K,W ), j∗α) ∈ VMHS(So). That is a
mixed Hodge module is generically a variation of mixed Hodge structure.
Proof. See [27].
Theorem 27. (i) Let f : X → S a projective morphism with X,S ∈ AnSp(C), where projective
means that there exist a factorization f : X
l
−→ PN × S
pS
−→ S with l a closed embedding and pS the
projection. Let S = ∪si=1Si an open cover such that there exits closed embeddings iI : Si →֒ S˜i with
S˜i ∈ AnSm(C). For I ⊂ [1, . . . , s], recall that we denote SI := ∩i∈ISi and XI := f−1(SI). We have
then the following commutative diagram
XI
iI◦lI// PN × S˜I
pS˜I // S˜I
XJ
j′IJ
OO
iJ◦lJ// PN × S˜J
pS˜J //
p′IJ
OO
S˜J
pIJ
OO
whose right square is cartesian (see section 5).Then, for
((M,F,W ), (K,W ), α) = (((MI , F,W ), uIJ ), (K,W ), α) ∈MHM(X),
where ((MI , F,W ), uIJ ) ∈ CD2fil(XI/(PN × S˜I)), (K,W ) ∈ Cfil(X), we have for all n ∈ Z,
(Hn
∫ FDR
f
((MI , F,W ), uIJ), R
nf∗(K,W ), H
nf∗(α)) ∈MHM(S)
(ii) Let f : X → S a projective morphism with X,S ∈ Var(C), where projective means that there exist
a factorization f : X
l
−→ PN × S
pS
−→ S with l a closed embedding and pS the projection. Let
S = ∪si=1Si an open cover such that there exits closed embeddings iI : Si →֒ S˜i with S˜i ∈ SmVar(C).
For I ⊂ [1, . . . , s], recall that we denote SI := ∩i∈ISi and XI := f−1(SI). We have then the
following commutative diagram
XI
iI◦lI// PN × S˜I
pS˜I // S˜I
XJ
j′IJ
OO
iJ◦lJ// PN × S˜J
pS˜J //
p′IJ
OO
S˜J
pIJ
OO
whose right square is cartesian (see section 5). Then, for
((M,F,W ), (K,W ), α) = (((MI , F,W ), uIJ ), (K,W ), α) ∈ D(MHM(X)),
where ((MI , F,W ), uIJ ) ∈ CD2fil(XI/(PN × S˜I)), (K,W ) ∈ Cfil(Xan), we have
Hn(
∫ FDR
f
((MI , F,W ), uIJ), Rf∗(K,W ), f∗(α)) ∈MHM(S)
for all n ∈ Z.
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Proof. (i):See [27].
(ii): By (i) (Hn
∫
f ((M,F,W )
an), Rnf∗(K,W ), H
nf∗(α)) ∈ MHM(S
an) for all n ∈ Z. On the other
hand, TD(an, f)(M,F,W ) : (
∫
f
(M,F,W ))an
∼
−→
∫
f
((M,F,W )an) is an isomorphism since f is proper by
theorem GAGA for mixed hodge modules : see [27].
Theorem 28. (i) Let S ∈ AnSp(C). Let Y ∈ AnSm(C) and pS : Y × S → S the projection. Let
S = ∪si=1Si an open cover such that there exits closed embeddings iI : Si →֒ S˜i with S˜i ∈ AnSm(C).
For I ⊂ [1, . . . , s], recall that we denote SI := ∩i∈ISi. We have then the following commutative
diagram
Y × S˜I
pS˜I // S˜I
Y × S˜J
pS˜J //
p′IJ
OO
S˜J
pIJ
OO
which is cartesian (see section 5). Then, for
((M,F,W ), (K,W ), α) = (((MI , F,W ), uIJ), (K,W ), α) ∈MHM(S),
where ((MI , F,W ), uIJ ) ∈ CD2fil(SI/(S˜I)), (K,W ) ∈ Cfil(S),
– (p
∗mod[−]
S (M,F,W ), p
∗
S(K,W ), p
∗
S(α)) := ((p
∗mod[−]
S˜I
(MI , F,W ), p
∗mod[−]
S˜J
uIJ), p
∗
S(K,W ), p
∗
S(α)) ∈
MHM(S)
– (p
∗ˆmod[−]
S (M,F,W ), p
∗
S(K,W ), p
∗
S(α)) := ((p
∗ˆmod[−]
S˜I
(MI , F,W ), p
∗mod[−]
S˜J
uIJ), p
∗
S(K,W ), p
∗
S(α)) ∈
MHM(S)
(ii) Let S ∈ Var(C). Let Y ∈ SmVar(C) and pS : Y × S → S the projection. Let S = ∪si=1Si an open
cover such that there exits closed embeddings iI : Si →֒ S˜i with S˜i ∈ SmVar(C). For I ⊂ [1, . . . , s],
recall that we denote SI := ∩i∈ISi. We have then the following commutative diagram
Y × S˜I
pS˜I // S˜I
Y × S˜J
pS˜J //
p′IJ
OO
S˜J
pIJ
OO
which is cartesian (see section 5).Then, for
((M,F,W ), (K,W ), α) = (((MI , F,W ), uIJ), (K,W ), α) ∈ D(MHM(S))
where ((MI , F,W ), uIJ ) ∈ CD2fil(SI/(S˜I)), (K,W ) ∈ Cfil(San), we have
– (p
∗mod[−]
S , p
!
S)((M,F,W ), (K,W ), α) := ((p
∗mod[−]
S˜I
(MI , F,W ), p
∗mod[−]
S˜J
uIJ), p
∗
S(K,W ), p
∗
S(α)) ∈
D(MHM(S))
– (p
∗ˆmod[−]
S , p
∗
S)((M,F,W ), (K,W ), α) := ((p
∗ˆmod[−]
S˜I
(MI , F,W ), p
∗mod[−]
S˜J
uIJ), p
∗
S(K,W ), p
∗
S(α)) ∈
D(MHM(S)).
Proof. (i):See [27].
(ii):Follows immediately from (i) since (p
∗mod[−]
S˜I
(MI , F,W ))
an = p
∗mod[−]
S˜I
((MI , F,W )
an).
We have, by the results of Saito, the following key definition.
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Definition 94. (i) Let S ∈ SmVar(C) or S ∈ AnSm(C). Let D = V (s) ⊂ S a divisor with s ∈
Γ(S,L) and L a line bundle (S being smooth, D is Cartier). Denote by j : So := S\D →֒ S
the open complementary embedding. Let (M,F,W ) ∈ πSo(MHW (So)). Assume that (M,F,W )
is specializable along D, that is the VS-filtration exists (see proposition 89 for the uniqueness of a
VS-filtration). Then, by proposition 90,
– there exist
jHdg∗ (M,F,W ) := (j
∗, φD1, c, v)
−1((M,F,W ), ψD1(M,F,W )(−1)) ∈ πS(MHM(S))
unique such that j∗jHdg∗ (M,F,W ) = (M,F,W ) andDR(S)(j
Hdg
∗ (M,F,W )) = j∗DR(S
o)(M,W ),
– there exist
jHdg! (M,F,W ) := (j
∗, φD1, c, v)
−1((M,F,W ), ψD1(M,F,W )) ∈ πS(MHM(S))
unique such that j∗jHdg! (M,F,W ) = (M,F,W ) andDR(S)(j
Hdg
! (M,F,W )) = j!DR(S
o)(M,W ).
Moreover for (M ′, F,W ) ∈ πS(MHM(S)), by proposition 90
– there is a canonical map ad(j∗, jHdg∗ )(M
′, F,W ) : (M ′, F,W )→ jHdg∗ j∗(M ′, F,W ) in πS(MHM(S)),
– there is a canonical map ad(jHdg! , j
∗)(M ′, F,W ) : jHdg! j
∗(M ′, F,W )→ (M ′, F,W ) in πS(MHM(S)).
(ii) Let S ∈ SmVar(C). Let Z = V (I) ⊂ S an arbitrary closed subset, I ⊂ OS being an ideal
subsheaf. Taking generators I = (s1, . . . , sr), we get Z = V (s1, . . . , sr) = ∩ri=1Zi ⊂ S with
Zi = V (si) ⊂ S, si ∈ Γ(S,Li) and Li a line bundle. Note that Z is an arbitrary closed sub-
set, dZ ≥ dX − r needing not be a complete intersection. Denote by j : So := S\Z →֒ S,
jI : S
o,I := ∩i∈I(S\Zi) = S\(∪i∈IZi)
joI−→ So
j
−→ S the open complementary embeddings, where
I ⊂ {1, · · · , r}. For (M,F,W ) ∈ πSo(C(MHM(S
o))), we define by (i)
– the (bi)-filtered complex of DS-modules
jHdg∗ (M,F,W ) := lim−→
{(Zi)i∈[1,...r],Zi⊂S,∩Zi=Z},Z′i⊂Zi
TotcardI=•(j
Hdg
I∗ j
o∗
I (M,F,W )) ∈ πS(C(MHM(S))),
where the horizontal differential are given by, if I ⊂ J , dIJ := ad(j∗IJ , j
Hdg
IJ∗ )(j
o∗
I (M,F,W )),
jIJ : S
oJ →֒ SoI being the open embedding, and dIJ = 0 if I /∈ J ,
– the (bi)-filtered complex of DS-modules
jHdg! (M,F,W ) := lim←−
{(Zi)i∈[1,...r],Zi⊂S,∩Zi=Z},Z′i⊂Zi
TotcardI=−•(j
Hdg
I! j
o∗
I (M,F,W )) ∈ πS(C(MHM(S))),
where the horizontal differential are given by, if I ⊂ J , dIJ := ad(j
Hdg
IJ! , j
∗
IJ)(j
o∗
I (M,F,W )),
jIJ : S
oJ →֒ SoI being the open embedding, and dIJ = 0 if I /∈ J .
By definition, we have for (M,F,W ) ∈ πSo(C(MHM(S
o))), j∗jHdg∗ (M,F,W ) = (M,F,W ) and
j∗jHdg! (M,F,W ) = (M,F,W ). For (M
′, F,W ) ∈ πS(C(MHM(S))), there is, by construction,
– a canonical map ad(j∗, jHdg∗ )(M
′, F,W ) : (M ′, F,W )→ jHdg∗ j∗(M ′, F,W ),
– a canonical map ad(jHdg! , j
∗)(M ′, F,W ) : jHdg! j
∗(M ′, F,W )→ (M ′, F,W ).
For (M,F,W ) ∈ πSo(C(MHM(So))),
– we have the canonical map in CD(1,0)fil(S)
T (jHdg∗ , j∗)(M,F,W ) := k ◦ ad(j
∗, j∗)(j
Hdg
∗ (M,F,W )) : j
Hdg
∗ (M,F,W )→ j∗E(M,F,W ),
199
– we have the canonical map in CD(1,0)fil(S)
T (j!, j
Hdg
! )(M,F,W ) := D
K
S LD(k ◦ ad(j
∗, j∗)(−)) :
j!(M,F,W ) := D
K
S LDj∗E(D
K
S (M,F,W ))→ D
K
S LDj
Hdg
∗ D
K
S (M,F,W ) = j
Hdg
! (M,F,W )
the canonical maps.
Remark 9. Let j : So →֒ S an open embedding, with S ∈ SmVar(C). Then, for ((M,F,W ), (K,W ), α) ∈
MHM(So),
• the map T (j!, j
Hdg
! )(M,W ) : j!(M,W )→ j
Hdg
! (M,W ) in CD0fil(S) is a filtered quasi-isomorphism
(apply the functor DR[−](So) and use theorem 23 and theorem 90).
• the map T (jHdg∗ , j∗)(M,W ) : j
Hdg
∗ (M,W )→ j∗E(M,W ) in CD0fil(S) is a filtered quasi-isomorphism
(apply the functor DR[−](So) and use theorem 23 and theorem 90).
Hence, for ((M,F,W ), (K,W ), α) ∈MHM(So),
• we get, for all p, n ∈ N, monomorphisms
F pHnT (j!, j
Hdg
! )(M,F,W ) : F
pHnj!(M,F,W ) →֒ F
pHnjHdg! (M,F,W )
in PShD(S), but F
pHnj!(M,F,W ) 6= F pHnj
Hdg
! (M,F,W ) in general (it leads to different F-
filtrations).
• we get, for all p, n ∈ N, monomorphisms
T (jHdg∗ , j∗)(M,F,W ) : F
pHnjHdg∗ (M,F,W ) →֒ F
pHnj∗E(M,F,W )
in PShD(S), but F
pHnj∗Hdg(M,F,W ) 6= F pHnj∗E(M,F,W ) in general (it leads to different F-
filtrations).
Definition 95. Let f : X → S a morphism with X,S ∈ SmVar(C). Consider a compactification
f : X
j
−→ X¯
f¯
−→ S of f , in particular j is an open embedding and f¯ is proper.
(i) For (M,F,W ) ∈ πX(C(MHM(X))), we define, using definition 94,∫ Hdg
f
(M,F,W ) :=
∫ FDR
f¯
jHdg∗ (M,F,W ) ∈ DD(1,0)fil,∞(S)
It does not depends on the choice of the compactification by the unicity of proposition 90. By
theorem 27, for (M,F,W ) ∈ πX(C(MHM(X))), H
i
∫Hdg
f (M,F,W ) ∈ πS(C(MHM(S))) for all
i ∈ Z. Note that Hi
∫ Hdg
f
(M,F,W ) = 0 for all i < 0 if (M,F,W ) ∈ πX(MHM(X)). We then set
– for (M,F,W ) ∈ πX(MHM(X)), f
Hdg
∗ (M,F,W ) := H
0
∫ Hdg
f
(M,F,W ) ∈ πS(MHM(S)),
– RfHdg∗ (M,F,W ) := f
Hdg
∗ I(M,F,W ) ∈ πS(D(MHM(S))) where k : (M,F,W )→ I(M,F,W )
is the image by πS of an injective resolution in MHM(S).
(ii) For (M,F,W ) ∈∈ πX(C(MHM(X))), we define, using definition 94,∫ Hdg
f !
(M,F,W ) :=
∫ FDR
f¯
jHdg! (M,F,W ) ∈ DD(1,0)fil,∞(S)
It does not depends on the choice of the compactification by the unicity of proposition 90. By theorem
27, for (M,F,W ) ∈∈ πX(C(MHM(X))), Hi
∫Hdg
f ! (M,F,W ) ∈∈ πS(C(MHM(S))) for all i ∈ Z.
Note that Hi
∫Hdg
f ! (M,F,W ) = 0 for all i < 0 if (M,F,W ) ∈ πX(MHM(X)). We then set
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– for (M,F,W ) ∈ πX(MHM(X)), f
Hdg
! (M,F,W ) := H
0
∫ Hdg
f ! (M,F,W ) ∈∈ πS(MHM(S)),
– RfHdg! (M,F,W ) := f
Hdg
! I(M,F,W ) ∈ πS(D(MHM(S))) where k : (M,F,W )→ I(M,F,W )
is the image by πS of an injective resolution in MHM(S).
Proposition 92. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ SmVar(C).
(i) Let (M,F,W ) ∈ πX(C(MHM(X))). Then,
R(f2 ◦ f1)
Hdg
∗ (M,F ) = Rf
Hdg
2∗ Rf
Hdg
1∗ (M,F ) ∈ πS(D(MHM(S))).
(ii) Let (M,F,W ) ∈ πS(C(MHM(S))). Then,
R(f2 ◦ f1)
Hdg
! (M,F ) = Rf
Hdg
2! Rf
Hdg
1! (M,F ) ∈ πS(D(MHM(S)))
Proof. (i):Follows from the unicity of of the functor jHdg∗ by proposition 90.
(ii):Follows from the unicity of the functor jHdg! by proposition 90.
We make the following key definition
Definition 96. Let S ∈ SmVar(C). Let Z ⊂ S a closed subset. Denote by j : S\Z →֒ S the complemen-
tary open embedding.
(i) We define using definition 94, the filtered Hodge support section functor
ΓHdgZ : πS(C(MHM(S))→ πS(C(MHM(S)),
(M,F,W ) 7→ ΓHdgZ (M,F,W ) := Cone(ad(j
∗, jHdg∗ )(M,F ) : (M,F )→ j
Hdg
∗ j
∗(M,F ))[−1],
together we the canonical map γHdgZ (M,F,W ) : Γ
Hdg
Z (M,F,W ) → (M,F,W ). We then have the
canonical map in CD(2)fil(S)
T (ΓHdgZ ,ΓZ)(M,F,W ) := (I, T (j
Hdg
∗ , j∗)(M,F,W )) : Γ
Hdg
Z (M,F,W )→ ΓZE(M,F,W )
unique up to homotopy such that γHdgZ (M,F,W ) = γZ(E(M,F,W )) ◦ T (Γ
Hdg
Z ,ΓZ)(M,F,W ).
(i)’ Since jHdg∗ : πSo(C(MHM(S
o))→ πS(C(MHM(S)) is an exact functor, Γ
Hdg
Z induces the functor
ΓHdgZ : πS(D(MHM(S))→ πS(D(MHM(S)), (M,F,W ) 7→ Γ
Hdg
Z (M,F,W )
(ii) We define using definition 94, the dual filtered Hodge support section functor
Γ∨,HdgZ : πS(C(MHM(S))→ πS(C(MHM(S)),
(M,F,W ) 7→ Γ∨,HdgZ (M,F,W ) := Cone(ad(j
Hdg
! , j
∗)(M,F,W ) : jHdg! , j
∗(M,F,W )→ (M,F,W )),
together we the canonical map γ∨,HdgZ (M,F,W ) : (M,F,W ) → Γ
∨,Hdg
Z (M,F ). We then have the
canonical map in CD(2)fil(S)
T (Γ∨,hZ ,Γ
∨,Hdg
Z )(M,F,W ) := (I, T (j!, j
Hdg
! )(M,F,W )) : Γ
∨,h
Z (M,F,W )→ Γ
∨,Hdg
Z (M,F,W )
unique up to homotopy such that γ∨,HdgZ (M,F ) = T (Γ
∨,h
Z ,Γ
∨,Hdg
Z )(M,F,W ) ◦ γ
∨,h
Z (M,F,W ).
(ii)’ Since jHdg! : πSo(C(MHM(S
o)) → πS(C(MHM(S)) is an exact functor, Γ
Hdg,∨
Z induces the
functor
Γ∨,HdgZ : πS(D(MHM(S))→ πS(D(MHM(S)), (M,F,W ) 7→ Γ
∨,Hdg
Z (M,F,W )
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We now give the definition of the filtered Hodge inverse image functor :
Definition 97. (i) Let i : Z →֒ S be a closed embedding, with Z, S ∈ SmVar(C). Then, for (M,F,W ) ∈
πS(C(MHM(S)), we set
i∗modHdg (M,F,W ) := i
∗S−1Z Γ
Hdg
Z (M,F,W ) ∈ πZ(D(MHM(Z))
and
i∗ˆmodHdg (M,F,W ) := i
∗S−1Z Γ
∨,Hdg
Z (M,F,W ) ∈ πZ(D(MHM(Z))
using the fact that SZ : πZ(D(MHM(Z))→ πS(D(MHMZ(S)) is an equivalence of category since
SZ : D(MHMZ(S))→ D(MHMZ(S)) is an equivalence of category by [27].
(ii) Let f : X → S be a morphism, with X,S ∈ SmVar(C). Consider the factorization f : X
i
−→
X × S
pS
−→ S, where i is the graph embedding and pS : X × S → S is the projection.
– For (M,F,W ) ∈ πS(C(MHM(S)) we set
f∗modHdg (M,F,W ) := i
∗mod
Hdg p
∗mod[−]
S (M,F,W )(dX)[2dX ] ∈ πX(D(MHM(X)),
– For (M,F,W ) ∈ πS(C(MHM(S)) we set
f ∗ˆmodHdg (M,F,W ) := i
∗ˆmod
Hdg p
∗mod[−]
S (M,F,W )πX(D(MHM(X)),
If j : So →֒ S is a closed embedding, we have (see [27]), for (M,F,W ) ∈ πS(C(MHM(S))),
j∗modHdg (M,F,W ) = j
∗ˆmod
Hdg (M,F,W ) = j
∗(M,F,W ) ∈ πSo(D(MHM(S
o)))
(iii) Let f : X → S be a morphism, with X,S ∈ SmVar(C) or X,S ∈ AnSm(C). Consider the fac-
torization f : X
i
−→ X × S
pS
−→ S, where i is the graph embedding and pS : X × S → S is the
projection.
– For (M,F,W ) ∈ πS(C(MHM(S)) we set
f∗modHdg (M,F,W ) := Γ
Hdg
X p
∗mod[−]
S (M,F,W )(dX )[2dX ] ∈ πX×S(C(MHM(X × S))),
We have for (M,F,W ) ∈ πS(C(MHM(S)), the canonical map in CD(1,0)fil(X × S)
T (f∗modHdg , f
∗mod,Γ)(M,F,W ) : f∗mod,ΓHdg (M,F,W ) := Γ
Hdg
X p
∗mod[−]
S (M,F,W )
T (ΓHdgX ,ΓX)(−)−−−−−−−−−−→ ΓXE(p
∗mod[−]
S (M,F,W )) =: f
∗mod[−],Γ(M,F,W )
– For (M,F,W ) ∈ πS(C(MHM(S))) we set
f ∗ˆmodHdg (M,F,W ) := Γ
∨,Hdg
X p
∗mod[−]
S (M,F,W ) ∈ πX×S(C(MHM(X × S))),
We have for (M,F,W ) ∈ πS(C(MHM(S)), the canonical map in CD(1,0)fil(X × S)
T (f ∗ˆmod,Γ, f ∗ˆmodHdg )(M,F,W ) : f
∗ˆmod,Γ(M,F,W ) := Γ∨,hX p
∗mod[−]
S (M,F,W )
T (Γ∨,hX ,Γ
∨,Hdg
X )(−)−−−−−−−−−−−−→ Γ∨,HdgX p
∗mod[−]
S (M,F,W ) =: f
∗ˆmod
Hdg (M,F,W )
Proposition 93. Let f1 : X → Y and f2 : Y → S two morphism with X,Y, S ∈ SmVar(C).
(i) Let (M,F,W ) ∈ πS(C(MHM(S))). Then,
(f2 ◦ f1)
∗mod
Hdg (M,F ) = f
∗mod
1Hdg f
∗mod
2Hdg (M,F ) ∈ πX(D(MHM(X))).
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(ii) Let (M,F,W ) ∈ πS(C(MHM(S))). Then,
(f2 ◦ f1)
∗ˆmod
Hdg (M,F ) = f
∗ˆmod
1Hdg f
∗ˆmod
2Hdg (M,F ) ∈ πX(D(MHM(X)))
Proof. (i):Follows from the unicity of the functor jHdg∗ .
(ii):Follows from the unicity of the functor jHdg! .
Definition-Proposition 20. (i) Let g : S′ → S a morphism with S′, S ∈ SmVar(C) and i : Z →֒ S a
closed subset. Then, for (M,F,W ) ∈ πS(C(MHM(S))), there is a canonical map in πS(C(MHMS′(S′×
S)))
THdg(g, γ)(M,F,W ) : g∗mod,ΓHdg Γ
Hdg
Z (M,F,W )→ Γ
Hdg
Z×SS′
g∗mod,ΓHdg (M,F,W )
unique up to homotopy such that
γHdgZ×SS′(g
∗mod,Γ
Hdg (M,F,W )) ◦ T
Hdg(g, γ)(M,F,W ) = g∗mod,ΓHdg γ
Hdg
Z (M,F,W ).
(i)’ Let g : S′ → S a morphism with S′, S ∈ SmVar(C) and i : Z →֒ S a closed subset. Then, for
(M,F,W ) ∈ πS(C(MHM(S))), there is a canonical isomorphism in πS(C(MHMS′(S′ × S)))
THdg(g, γ∨)(M,F,W ) : ΓHdgZ×SS′g
∗ˆmod,Γ
Hdg (M,F,W )
∼
−→ g∗ˆmod,ΓHdg Γ
Hdg
Z (M,F,W )
unique up to homotopy such that
γ∨,HdgZ×SS′(g
∗ˆmod,Γ
Hdg (M,F,W )) ◦ g
∗ˆmod,Γ
Hdg γ
∨,Hdg
Z (M,F,W ) = T
Hdg(g, γ)(M,F,W ).
(ii) Let S ∈ SmVar(C) and i1 : Z1 →֒ S, i2 : Z2 →֒ Z1 be closed embeddings. Then, for (M,F,W ) ∈
πS(C(MHM(S))),
– there is a canonical map T (Z2/Z1, γ
Hdg)(M,F,W ) : ΓHdgZ2 (M,F,W ) → Γ
Hdg
Z1
(M,F,W ) in
πS(C(MHM(S))) unique up to homotopy such that
γHdgZ1 (G,F ) ◦ T (Z2/Z1, γ
Hdg)(G,F ) = γHdgZ2 (G,F )
together with a distinguish triangle in K(πS(MHM(S)))
ΓHdgZ2 (M,F,W )
T (Z2/Z1,γ
Hdg)(M,F,W )
−−−−−−−−−−−−−−−−→ ΓHdgZ1 (M,F,W )
ad(j∗2 ,j
Hdg
2∗ )(Γ
Hdg
Z1
(G,F ))
−−−−−−−−−−−−−−−−→ ΓHdgZ1/\Z2(G,F )→ Γ
Hdg
Z2
(G,F )[1]
– there is a canonical map T (Z2/Z1, γ
∨,Hdg)(M,F,W ) : Γ∨,HdgZ1 (M,F,W ) → Γ
∨,Hdg
Z2
(M,F,W )
in πS(C(MHM(S))) unique up to homotopy such that
γ∨,HdgZ2 (M,F,W ) = T (Z2/Z1, γ
∨,Hdg)(M,F,W ) ◦ γ∨,HdgZ1 (M,F,W ).
together with a distinguish triangle in K(πS((MHM(S))))
Γ∨,HdgZ1\Z2 (M,F,W )
ad(jHdg
2!
,j∗2 )(M,F,W )
−−−−−−−−−−−−−→ Γ∨,HdgZ1 (M,F,W )
T (Z2/Z1,γ
∨,Hdg)(M,F,W ))
−−−−−−−−−−−−−−−−−−→ Γ∨,HdgZ2 (M,F,W )→ Γ
∨,Hdg
Z2\Z1
(M,F,W )[1]
Proof. Follows from the projection case and the closed embedding case using the adjonction maps.
We have by proposition 93 and proposition 92 the 2 functors on SmVar(C) :
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• π(D(MHM(−))) : SmVar(C) → π(D(MHM(−))), S 7→ πS(D(MHM(S))), (f : T → S) 7→
RfHdg∗ ,
• π(D(MHM(−))) : SmVar(C) → π(D(MHM(−))), S 7→ πS(D(MHM(S))), (f : T → S) 7→
RfHdg! ,
• π(D(MHM(−))) : SmVar(C) → π(D(MHM(−))), S 7→ πS(D(MHM(S))), (f : T → S) 7→
f∗modHdg ,
• π(D(MHM(−))) : SmVar(C) → π(D(MHM(−))), S 7→ πS(D(MHM(S))), (f : T → S) 7→
f ∗ˆmodHdg ,
The definitions 96 and 97 immediately extends to the non smooth case :
Definition 98. Let S ∈ Var(C). Let Z ⊂ S a closed subset. Let S = ∪iSi an open cover such that there
exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Denote ZI := Z ∩ SI . Denote by j : S\Z →֒ S
and j˜I : S˜I\ZI →֒ S˜I the complementary open embeddings.
(i) We define using definition 94, the filtered Hodge support section functor
ΓHdgZ : π(C(MHM(S)))→ π(C(MHM(S))), ((MI , F,W ), uIJ ) 7→ Γ
Hdg
Z ((MI , F,W ), uIJ ) :=
Cone(ad(j∗, jHdg∗ )((MI , F,W ), uIJ ) : ((MI , F,W ), uIJ )→ (j˜
Hdg
I∗ j˜
∗
I (MI , F,W )), j˜J (uIJ))[−1],
together with the canonical map γHdgZ ((MI , F,W ), uIJ) : Γ
Hdg
Z ((MI , F,W ), uIJ)→ ((MI , F,W ), uIJ).
We then have the canonical map in CD(2)fil(S/(S˜I)
T (ΓHdgZ ,ΓZ)((MI , F,W ), uIJ) := (I, T (j
Hdg
∗ , j∗)(M,F,W )) :
ΓHdgZ ((MI , F,W ), uIJ)→ (ΓZE(MI , F,W ),Γ(uIJ ))
unique up to homotopy such that
γHdgZ ((MI , F,W ), uIJ ) = (γZI (E(MI , F,W ))) ◦ T (Γ
Hdg
Z ,ΓZ)((MI , F,W ), uIJ).
(i)’ Since j˜HdgI∗ : πS˜I (C(MHM(S˜I\SI))) → πS˜I (C(MHM(S˜I))) are exact functors, Γ
Hdg
Z induces the
functor
ΓHdgZ : πS(D(MHM(S))→ πS(D(MHM(S)), ((MI , F,W ), uIJ ) 7→ Γ
Hdg
Z ((MI , F,W ), uIJ )
(ii) We define using definition 94, the dual filtered Hodge support section functor
Γ∨,HdgZ : π(C(MHM(S)))→ π(C(MHM(S))), ((MI , F,W ), uIJ ) 7→ Γ
∨,Hdg
Z ((MI , F,W ), uIJ) :=
Cone(ad(jHdg! , j
∗)((MI , F,W ), uIJ) : j˜
Hdg
I! , j˜
∗
I ((MI , F,W ), uIJ)→ ((MI , F,W ), uIJ )),
together we the canonical map γ∨,HdgZ ((MI , F,W ), uIJ) : ((MI , F,W ), uIJ)→ Γ
∨,Hdg
Z ((MI , F,W ), uIJ ).
We then have the canonical map in CD(2)fil(S/(S˜I))
T (Γ∨,hZ ,Γ
∨,Hdg
Z )((MI , F,W ), uIJ) := (I, T (j!, j
Hdg
! )((MI , F,W ), uIJ )) :
(Γ∨,hZ (MI , F,W ),Γ
∨,h
Z (uIJ ))→ Γ
∨,Hdg
Z ((MI , F,W ), uIJ)
unique up to homotopy such that
γ∨,HdgZ ((MI , F,W ), uIJ) = T (Γ
∨,h
Z ,Γ
∨,Hdg
Z )((MI , F,W ), uIJ) ◦ (γ
∨,h
ZI
(MI , F,W )).
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(ii)’ Since j˜HdgI! : πS˜I (C(MHM(S˜I\SI)))→ πS˜I (C(MHM(S˜I))) are exact functors, Γ
Hdg,∨
Z induces the
functor
Γ∨,HdgZ : πS(D(MHM(S))→ πS(D(MHM(S)), ((MI , F,W ), uIJ ) 7→ Γ
∨,Hdg
Z ((MI , F,W ), uIJ)
Definition 99. Let f : X → S a morphism with X,S ∈ V ar(C). Assume there exist a factorization
f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪i∈I
an open cover such that there exist closed embeddings i : Si →֒ S˜i with S˜i ∈ SmVar(C). Denote XI :=
f−1(SI). We have then X = ∪i∈IXi and the commutative diagrams
f : XI
lI //
$$■
■■
■■
■■
■■
Y × SI
pSI //
i′I :=(I×iI )

SI
iI

Y × S˜I
pS˜I
=:f˜I
// S˜I
(i) For ((MI , F,W ), uIJ) ∈ πS(C(MHM(S)) we set (see definition 98 for l)
f∗modHdg ((MI , F,W ), uIJ ) := Γ
Hdg
X (p
∗mod[−]
S˜I
(MI , F,W ), uIJ)(dY )[2dY ] ∈ πX(C(MHM(X))),
We have for ((MI , F,W ), uIJ ) ∈ πS(C(MHM(S)), the canonical map in CD(1,0)fil(X/(Y × S˜I))
T (f∗modHdg , f
∗mod,Γ)((MI , F,W ), uIJ) : f
∗mod
Hdg ((MI , F,W ), uIJ ) := Γ
Hdg
X (p
∗mod[−]
S˜I
(MI , F,W ), p
∗mod[−]
S˜I
uIJ)
T (ΓHdgX ,ΓX)(−)−−−−−−−−−−→ (ΓXE(p
∗mod[−]
S˜I
(MI , F,W )), f˜
∗mod[−]
I uIJ)) =: f
∗mod[−],Γ(M,F,W )
(ii) For ((MI , F,W ), uIJ) ∈ πS(C(MHM(S))) we set (see definition 98 for l)
f ∗ˆmodHdg (M,F,W ) := Γ
∨,Hdg
X (p
∗mod[−]
S˜I
(MI , F,W ), p
∗mod[−]
S˜I
uIJ) ∈ πX(C(MHM(X)),
We have for (M,F,W ) ∈ πS(C(MHM(S)), the canonical map in CD(1,0)fil(X/(Y × S˜I))
T (f ∗ˆmod,Γ, f
∗ˆmod[−]
Hdg )((MI , F,W ), uIJ) : f
∗ˆmod[−],Γ(M,F,W ) := DKS f
∗mod[−],ΓDKX((MI , F,W ), uIJ)
D
K
S T (Γ
Hdg
X ,ΓX )(−)−−−−−−−−−−−−→ Γ∨,HdgX (p
∗mod[−]
S (MI , F,W ), p
∗mod[−]
S˜I
uIJ) =: f
∗ˆmod[−]
Hdg (M,F,W )
From the D-module case on algebraic varieties and the constructible sheaves case on CW complexes,
we get :
Definition 100. Let f : X → S a morphism with X,S ∈ QPVar(C). Then, since X is quasi-projective,
there exist a factorization f : X
l
−→ PN,o × S
pS
−→ S with n0 : PN,o →֒ PN an open subset, l a closed
embedding and pS the projection. Since S is quasi-projective, there exist a closed embedding i : S →֒ S˜
with S˜ ∈ SmVar(C). We have then the commutative diagram
f : X
l //
$$❏
❏❏
❏❏
❏❏
❏❏
PN,o × S
pS //
i′:=(I×i)

S
i

PN,o × S˜
n:=(n0×I)

pS˜ // S˜
=

PN × S˜
p¯S˜ // S˜
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(i) For ((M,F,W ), (K,W ), α) ∈ D(MHM(X)), where (M,F,W ) ∈ CD(1,0)fil(X/P
N,o × S˜) and
(K,W ) ∈ Cfil(X
an), we define, using theorem 27(ii) for p¯S and definition 94 for n,
f∗Hdg((M,F,W ), (K,W ), α) : = (Rf
Hdg
∗ (M,F,W ), Rf∗(K,W ), f∗(α))
: = (Rp¯Hdg
S˜∗
nHdg∗ (M,F,W ), Rf∗(K,W ), f∗(α)) ∈ D(MHM(S))
with
f∗(α) : Rf∗(K,W )
Rf∗α
−−−→ Rf∗DR(T )
[−]((M,W )an)
T∗(f,DR)(M,W )
−−−−−−−−−−−→ DR(S)[−]((
∫
f
(M,W ))an) = DR(S)[−]((RfHdg∗ (M,W ))
an)
see definition 90 and remark 9.
(ii) For ((M,F,W ), (K,W ), α) ∈ D(MHM(X)), where (M,F,W ) ∈ CD(1,0)fil(X/P
N,o × S˜) and
(K,W ) ∈ Cfil(Xan), we define, using theorem 27(ii) for p¯S and definition 94 for n,
f!Hdg((M,F,W ), (K,W ), α) : = (Rf
Hdg
! (M,F,W ), Rf!(K,W ), f!(α))
: = (Rp¯Hdg
S˜∗
nHdg! (M,F,W )), Rf!(K,W ), f!(α)) ∈ D(MHM(S))
with
f!(α) : Rf!(K,W )
Rf!α−−−→ Rf!DR(T )((M,W )
an)
T!(f,DR)(M,W )
−−−−−−−−−−→ DR(S)[−]((
∫
f !
(M,W ))an) = DR(S)[−]((RfHdg! (M,W ))
an)
see definition 90 and remark 9.
(iii) For ((M,F,W ), (K,W ), α) ∈ D(MHM(S)), where (M,F,W ) ∈ CD(1,0)fil(S/(S˜)), (K,W ) ∈
Cfil(S
an), we define, using definition 99 (see theorem 28(ii) for pS and definition 96 for i ◦ l),
f∗Hdg((M,F,W ), (K,W ), α) : = (f ∗ˆmodHdg (M,F,W ), f
∗(K,W ), f∗α)
: = (Γ∨,HdgX p
∗ˆmod[−]
S˜
(M,F,W ),Γ∨Xp
∗
S(K,W ), f
∗(α)) ∈ D(MHM(X))
with
f∗(α) : f∗(K,W )
f∗α
−−→ f∗DR(S)((M,W )an)
T (f,DR)((M,W ))
−−−−−−−−−−−→ DR(T )[−]((Lf ∗ˆmod[−],Γ(M,W ))an) = DR(T )[−]((f ∗ˆmodHdg (M,W ))
an)
see definition 90 and remark 9. For j : So →֒ S an open embedding and ((M,F,W ), (K,W ), α) ∈
D(MHM(S)), we have (see [27])
j∗Hdg((M,F,W ), (K,W ), α) = (j∗(M,F,W ), j∗(K,W ), j∗α) ∈ D(MHM(So)).
(iv) For ((M,F,W ), (K,W ), α) ∈ D(MHM(S)), where (M,F,W ) ∈ CD(1,0)fil(S/(S˜)), (K,W ) ∈
Cfil(S
an), we define, using definition 99 (see theorem 28(ii) for pS and definition 96 for i ◦ l),
f !Hdg((M,F,W ), (K,W ), α) : = (f∗modHdg (M,F,W ), f
!(K,W ), f !α)
: = (ΓHdgX p
∗mod[−]
S˜I
(M,F,W )(dX)[2dX ], RΓXp
∗
S(K,W ), f
!(α)) ∈ D(MHM(X))
with
f !(α) : f !(K,W )
f !α
−−→ f !DR(S)((M,W )an)
T !(f,DR)((M,W ))−1
−−−−−−−−−−−−−→ DR(T )[−]((Rf∗mod[−],Γ(M,W ))an) = DR(T )[−]((f∗modHdg (M,W ))
an)
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see definition 90 and remark 9. For j : So →֒ S an open embedding and ((M,F,W ), (K,W ), α) ∈
D(MHM(S)), we have (see [27])
j!Hdg((M,F,W ), (K,W ), α) = (j∗(M,F,W ), j∗(K,W ), j∗α) ∈ D(MHM(So)).
Using the unicity of proposition 90, we see that these definitions does NOT depends on the choice of the
factorization f : X
l
−→ Y ×S
pS
−→ S of f . Moreover, using the unicity of proposition 90 and proposition 43,
we see that they are 2 functors on the category of quasi-projective complex algebraic varieties (Var(C))QP .
• By definition, we have
ι−1S (
∫ FDR
p¯S˜
nHdg∗ (M,F,W ), Rf∗(K,W ), f∗(α)) = Rf∗Hdg((M,F,W ), (K,W ), α) ∈ D(MHM(S)).
and for j : So →֒ S an open embedding and ((M,F,W ), (K,W ), α) ∈ D(MHM(So)),
j∗Hdg((M,F,W ), (K,W ), α) = (j
Hdg
∗ (M,F,W ), Rj∗(K,W ), j∗α) ∈ D(MHM(S)).
• By definition, we have
ι−1S (
∫ FDR
p¯S˜
nHdg! (M,F,W ), Rf!(K,W ), f!(α)) = RfHdg!((M,F,W ), (K,W ), α) ∈ D(MHM(S)).
and for j : So →֒ S an open embedding and ((M,F,W ), (K,W ), α) ∈ D(MHM(So)),
j!Hdg((M,F,W ), (K,W ), α) = (j
Hdg
! (M,F,W ), j!(K,W ), j!α) ∈ D(MHM(S)).
We have then the following
Theorem 29. Let f : X → S a morphism with X,S ∈ Var(C), X quasi-projective. Then,
(i) (f∗Hdg, f∗Hdg) : D(MHM(S))→ D(MHM(X)) is a pair of adjoint functors,
(ii) (f∗Hdg, f∗Hdg) : D(MHM(S))→ D(MHM(X)) is a pair of adjoint functors.
Proof. For the projection case see section 4. For the open embedding see definition 94.
Definition 100 gives by proposition 93 and proposition 92 the following 2 functors :
• We have the following 2 functor on the category of complex algebraic varieties
D(MHW (·)) : Var(C)→ TriCat, S 7→ D(MHW (S)),
(f : T → S) 7−→ (f∗Hdg : ((M,F,W ), (K,W ), α) 7→
f∗Hdg((M,F,W ), (K,W ), α) := (f ∗ˆmodHdg (M,F,W ), f
∗(K,W ), f∗(α))).
• We have the following 2 functor on the category of complex quasi-projective algebraic varieties
D(MHW (·)) : QPVar(C)→ TriCat, S 7→ D(MHW (S)),
(f : T → S) 7−→ (f∗Hdg : ((M,F,W ), (K,W ), α) 7→
f∗Hdg((M,F,W ), (K,W ), α) := (Rf
Hdg
∗ (M,F,W ), Rf∗(K,W ), f∗(α))).
• We have the following 2 functor on the category of complex quasi-projective algebraic varieties
D(MHW (·)) : QPVar(C)→ TriCat, S 7→ D(MHW (S)),
(f : T → S) 7−→ (f!Hdg : ((M,F,W ), (K,W ), α) 7→
f!Hdg((M,F,W ), (K,W ), α) := (Rf
Hdg
! (M,F,W ), Rf!(K,W ), f!(α))).
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• We have the following 2 functor on the category of complex algebraic varieties
D(MHW (·)) : Var(C)→ TriCat, S 7→ D(MHW (S)),
(f : T → S) 7−→ (f !Hdg : ((M,F,W ), (K,W ), α) 7→
f !Hdg((M,F,W ), (K,W ), α) := (f∗modHdg (M,F,W ), f
!(K,W ), f !(α))).
For a commutative diagram in Var(C)
D = X
f // S
X ′
f ′ //
g′
OO
T
g
OO
with S, T,X ′, X quasi-projective, we have, for ((M,F,W ), (K,W ), α) ∈ D(MHM(X)) using theorem
29, the following transformations maps
THdg1 (D)((M,F,W ), (K,W ), α) :
g∗Hdgf∗Hdg((M,F,W ), (K,W ), α)
ad(f
′∗Hdg,f∗Hdg)(−)
−−−−−−−−−−−−−→ f ′∗Hdgf
′∗Hdgg∗Hdgf∗Hdg((M,F,W ), (K,W ), α)
=
−→ f ′∗Hdgg
′∗Hdgf∗Hdgf∗Hdg((M,F,W ), (K,W ), α)
ad(f∗Hdg,f∗Hdg)(−)
−−−−−−−−−−−−−→ f ′∗Hdgg
′∗Hdg((M,F,W ), (K,W ), α)
and
THdg2 (D)((M,F,W ), (K,W ), α) :
f ′!Hdgg
′!Hdg((M,F,W ), (K,W ), α)
ad(f !Hdg,f!Hdg)(−)
−−−−−−−−−−−−→ f ′!Hdgg
′!Hdgf !Hdgf!Hdg((M,F,W ), (K,W ), α)
=
−→ f ′!Hdgf
′!Hdgg!Hdgf!Hdg((M,F,W ), (K,W ), α)
ad(f
′∗Hdg,f ′∗Hdg)(−)
−−−−−−−−−−−−−→ g!Hdgf!Hdg((M,F,W ), (K,W ), α)
One consequence of the unicity of proposition 90 is the following :
Proposition 94. For a commutative diagram in Var(C)
D = X
f // S
XT
f ′ //
g′
OO
T
g
OO
which is cartesian, with S, T,X ′, X quasi-projective and f (hence f ′ proper), and ((M,F,W ), (K,W ), α) ∈
D(MHM(X))
THdg1 (f, g) : ((M,F,W ), (K,W ), α) :
g∗Hdgf∗Hdg((M,F,W ), (K,W ), α)
∼
−→ f ′∗Hdgg
′∗Hdg((M,F,W ), (K,W ), α)
is an isomorphism.
Proof. See [27].
Proposition 95. (i) Let S ∈ AnSp(C). Take an open cover S = ∪li=1Si such that there exists closed
embeddings ii : Si →֒ S˜i with S˜i ∈ AnSm(C). Then for (((MI , F,W ), uIJ ), (K,W ), α), (((NI , F,W ), vIJ ), (K
′,W ), α′) ∈
MHM(S)
(((MI , F,W ), uIJ )⊗OS ((NI , F,W ), vIJ ), (K,W )⊗ (K
′,W ), α⊗ α′) ∈MHM(S)
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(ii) Let S ∈ Var(C). Take an open cover S = ∪li=1Si such that there exists closed embeddings ii : Si →֒
S˜i with S˜i ∈ SmVar(C). Then for (((MI , F,W ), uIJ ), (K,W ), α), (((NI , F,W ), vIJ ), (K
′,W ), α′) ∈
MHM(S)
(((MI , F,W ), uIJ )⊗OS ((NI , F,W ), vIJ ), (K,W )⊗ (K
′,W ), α⊗ α′) ∈MHM(S)
Proof. See [27].
• Let S ∈ AnSp(C). Take an open cover S = ∪li=1Si such that there exists closed embeddings
ii : Si →֒ S˜i with S˜i ∈ AnSm(C). By proposition 95(i), the functor
((−)⊗
[−]
OS
(−), (−)⊗ (−)) : (CD(1,0)fil(S/(S˜I))×I Cfil(S))
2 → CD(1,0)fil(S/(S˜I))×I C(S),
((((MI , F,W ), uIJ ), (K,W ), α), (((NI , F,W ), vIJ ), (K
′,W ), α′)) 7→
(((MI , F,W ), uIJ)⊗OS ((NI , F,W ), vIJ ), (K,W )⊗ (K
′,W ), α⊗ α′)
restricts to a functor ((−)⊗OS (−), (−)⊗ (−)) : C(MHM(S)
2 → C(MHM(S)).
• Let S ∈ Var(C). Take an open cover S = ∪li=1Si such that there exists closed embeddings ii : Si →֒
S˜i with S˜i ∈ SmVar(C). By proposition 95(ii), the functor
(−)⊗ (−) : (CD(1,0)fil(S/(S˜I))×I Cfil(S
an))2 → CD(1,0)fil(S/(S˜I))×I C(S
an),
((((MI , F,W ), uIJ), (K,W ), α), (((NI , F,W ), vIJ ), (K
′,W ), α′)) 7→
(((MI , F,W ), uIJ )⊗OS ((NI , F,W ), vIJ ), (K,W )⊗ (K
′,W ), α⊗ α′)
restricts to a functor ((−)⊗OS (−), (−)⊗ (−)) : C(MHM(S)
2 → C(MHM(S)).
For X ∈ SmVar(C), we have, by definition
ZHdgX := a
∗Hdg
X Z
Hdg
pt := ((OX , Fb)[dX ],ZX , α(X)) ∈ D(MHM(X)),
with α(X) : CX →֒ (0→ OX → ΩX → · · ·KX). If X ∈ SmVar(C),
Z
Hdg
X := a
∗Hdg
X Z
Hdg
pt := ((OX , Fb)[dX ],ZXan , α(X
an)) ∈ D(MHM(X)).
Let X ∈ Var(C) non smooth. Take an open cover X = ∪li=1Xi such that there exists closed embeddings
ii : Xi →֒ X˜i with X˜i ∈ SmVar(C). Then, by definition
Z
Hdg
X := a
∗
XZ
Hdg
pt := ((Γ
∨,Hdg
XI
(OX˜I , Fb)[dX˜I ], oS˜J/S˜I ), (ZXan ,W ), α(X/X˜I)) ∈ D(MHM(X)).
with
α(X/X˜I) : (Γ
∨
XIα(X˜I)) : T (X/(X˜I))(ZXan) := (iI∗ZXanI , I)→ DR(X)
[−]((Γ∨,HdgXI (OX˜I )[dX˜I ]), oS˜J/S˜I )
We finish this section by the following proposition
Proposition 96. Let Y ∈ PSmVar(C) and i : Z →֒ S a closed embedding with Z smooth. Denote by
j : U := S\Z →֒ Y the complementary open subset.
(i) We have
aUHdg!Z
Hdg
U := aUHdg!((OU , Fb),ZUan , α(U))
=
−→ (
∫ FDR
aY
jHdg! (OU , Fb), (RaU∗ZUan ,W ), aU∗α(U))
∼
−→ (
∫ FDR
aY
Cone(DKS ad(i∗mod, i
♯)(−) : (OY , Fb)→ i∗mod(OD, Fb)), (RaU !ZUan ,W ), aU !α(U))
∼
−→ (Cone(E(ΩD/Y )(D) : Γ(Y,E(Ω
•
Y , Fb))→ Γ(D,E(Ω
•
D, Fb)),W ), (RaU !ZUan ,W ), aU !α(U))
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(ii) We have
aUHdg∗Z
Hdg
U := aUHdg∗((OU , F ),ZUan , α(U))
=
−→ (
∫ FDR
aY
jHdg∗ (OU , F,W ), (RaU !ZUan ,W ), aU !α(U))
∼
−→ (
∫ FDR
aY
Cone(ad(i∗mod, i
♯)(−) : i∗mod(OD, Fb)[c]→ (OY , Fb)), (RaU∗ZUan ,W ), aU∗α(U))
∼
−→ (Cone(iD∗ : Γ(D,E(Ω
•
D, Fb))[c]→ Γ(Y,E(Ω
•
Y , Fb), (RaU∗ZUan ,W ), aU∗α(U))
Proof. See [27].
In the case where D = ∪Di ⊂ Y is a normal crossing divisor, proposition 96 gives
aHdgU∗Z
Hdg
U
∼
−→ (Γ(Y,E(Ω•Y (logD), F,W )), (RaU∗ZUan ,W ), aU∗α(U))
and
aHdgU !Z
Hdg
U := (Γ(Y,E(Ω
•
Y (nulD), F,W )), (RaU !ZUan ,W ), aU !α(U))
6 The algebraic and analytic filtered De Rham realizations for
Voevodsky relative motives
6.1 The algebraic filtered De Rham realization functor
6.1.1 The algebraic Gauss-Manin filtered De Rham realization functor and its transfor-
mation map with pullbacks
Consider, for S ∈ Var(C), the following composition of morphism in RCat (see section 2)
e˜(S) : (Var(C)/S,OVar(C)/S)
ρS
−−→ (Var(C)sm/S,OVar(C)sm/S)
e(S)
−−−→ (S,OS)
with, for X/S = (X,h) ∈ Var(C)/S,
• OVar(C)/S(X/S) := OX(X),
• (e˜(S)∗OS(X/S)→ OVar(C)/S(X/S)) := (h
∗OS → OX).
and OVar(C)sm/S := ρS∗OVar(C)/S , that is, for U/S = (U, h) ∈ Var(C)
sm/S, OVar(C)sm/S(U/S) :=
OVar(C)/S(U/S) := OU (U)
Definition 101. (i) For S ∈ Var(C), we consider the complexes of presheaves
Ω•/S := coker(ΩOVar(C)/S/e˜(S)∗OS : Ω
•
e˜(S)∗OS
→ Ω•OVar(C)/S ) ∈ COS (Var(C)/S)
which is by definition given by
– for X/S a morphism Ω•/S(X/S) = Ω
•
X/S(X)
– for g : X ′/S → X/S a morphism,
Ω•/S(g) := Ω(X′/X)/(S/S)(X
′) : Ω•X/S(X)→ g
∗ΩX/S(X
′)→ Ω•X′/S(X
′)
ω 7→ Ω(X′/X)/(S/S)(X
′)(ω) := g∗(ω) : (α ∈ ∧kTX′(X
′) 7→ ω(dg(α)))
(ii) For S ∈ Var(C), we consider the complexes of presheaves
Ω•/S := ρS∗Ω˜
•
/S = coker(ΩOVar(C)sm/S/e(S)∗OS : Ω
•
e(S)∗OS
→ Ω•OVar(C)sm/S ) ∈ COS (Var(C)
sm/S)
which is by definition given by
210
– for U/S a smooth morphism Ω•/S(U/S) = Ω
•
U/S(U)
– for g : U ′/S → U/S a morphism,
Ω•/S(g) := Ω(U ′/U)/(S/S)(U
′) : Ω•U/S(U)→ g
∗ΩU/S(U
′)→ Ω•U ′/S(U
′)
ω 7→ Ω(U ′/U)/(S/S)(U
′)(ω) := g∗(ω) : (α ∈ ∧kTU ′(U
′) 7→ ω(dg(α)))
Remark 10. For S ∈ Var(C), Ω•/S ∈ C(Var(C)/S) is by definition a natural extension of Ω
•
/S ∈
C(Var(C)sm/S). However Ω•/S ∈ C(Var(C)/S) does NOT satisfy cdh descent.
For a smooth morphism h : U → S with S,U ∈ SmVar(C), the cohomology presheaves HnΩ•U/S of
the relative De Rham complex
DR(U/S) := Ω•U/S := coker(h
∗ΩS → ΩU ) ∈ Ch∗OS (U)
for all n ∈ Z, have a canonical structure of a complex of h∗DS modules given by the Gauss Manin
connexion : for So ⊂ S an open subset, Uo = h−1(So), γ ∈ Γ(So, TS) a vector field and ωˆ ∈ Ω
p
U/S(U
o)c
a closed form, the action is given by
γ · [ωˆ] = [̂ι(γ˜)∂ω],
ω ∈ ΩpU (U
o) being a representative of ωˆ and γ˜ ∈ Γ(Uo, TU ) a relevement of γ (h is a smooth morphism),
so that
DR(U/S) := Ω•U/S := coker(h
∗ΩS → ΩU ) ∈ Ch∗OS ,h∗D(U)
with this h∗DS structure. Hence we get h∗Ω
•
U/S ∈ COS ,D(S) considering this structure. Since h is a
smooth morphism, ΩpU/S are locally free OU modules.
The point (ii) of the definition 112 above gives the object in DA(S) which will, for S smooth, represent
the algebraic Gauss-Manin De Rham realisation. It is the class of an explicit complex of presheaves on
Var(C)sm/S.
Proposition 97. Let S ∈ Var(C).
(i) For U/S = (U, h) ∈ Var(C)sm/S, we have e(U)∗h∗Ω•/S = Ω
•
U/S.
(ii) The complex of presheaves (Ω•/S , Fb) ∈ COSfil(Var(C)
sm/S) is 2-filtered A1S local for the etale
topology. Note that however, for p > 0, the complexes of presheaves Ω•≥p are NOT A1S local. On
the other hand, (Ω•/S , Fb) admits transferts (recall that means Tr(S)∗ Tr(S)
∗Ωp/S = Ω
p
/S).
(iii) If S is smooth, we get (Ω•/S , Fb) ∈ COSfil,DS (Var(C)
sm/S) with the structure given by the Gauss
Manin connexion. Note that however the DS structure on the cohomology groups given by Gauss
Main connexion does NOT comes from a structure of DS module structure on the filtered complex of
OS module. The DS structure on the cohomology groups satisfy a non trivial Griffitz transversality
(in the non projection cases), whereas the filtration on the complex is the trivial one.
Proof. (i): Let h′ : V → U a smooth morphism with V ∈ Var(C). We have then
h∗Ωp/S(V
h′
−→ U) = Ωp/S(V
h′
−→ U
h
−→ S).
Hence, if h′ : V →֒ U is in particular an open embedding, h∗Ωp/S(V
h′
−→ U) = ΩpU/S(V ). This proves the
equality.
(ii): We prove that Eet(Ω
•
/S , Fb) ∈ COSfil(Var(C)
sm/S) is 2-filtered A1S invariant. We follow [20]. Denote
by
Pa : Var(C)
sm/S → Var(C)sm/S,
U/S = (U, h) 7→ U × A1/S := (U × A1, h ◦ p), g : U/S → V/S 7→ g × I : U × A1/S → V × A1/S
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the morphism of site. Consider the map in C(Var(C)sm/S)
φ := ad(P ∗a , Pa∗)(−) : Ω
•
/S → Pa∗P
∗
aΩ
•
/S
which is given, for U/S ∈ Var(C)sm/S by
ad(P ∗a , Pa∗)(−)(U/S) = Ω(U×A1/U)/(S/S)(U × A
1) : Ω•U/S(U)→ Ω
•
U×A1/S(U × A
1), ω 7→ p∗ω
where p : U × A1 → U is the projection. On the other hand consider the map in C(Var(C)sm/S)
ψ := I∗0 : Pa∗P
∗
aΩ
•
/S → Ω
•
/S
given, for U/S ∈ Var(C)sm/S by
I∗0 (U/S) : Ω
•
U×A1/S(U × A
1)→ Ω•U/S(U), ω 7→ i
∗
0ω
where i0 : U →֒: U × A1 is closed embedding given by i0(x) := (x, 0). Then,
• we have φ ◦ ψ = I
• considering the map in PSh(N×Var(C)sm/S)
H : Pa∗P
∗
aΩ
•
/S [1]→ Pa∗P
∗
aΩ
•
/S
given for U/S ∈ Var(C)sm/S by
H(U/S)ΩpU×A1/S(U × A
1)→ Ωp−1U×A1/S(U × A
1),
H(U/S)(p∗ω ∧ q∗(f(s)ds)) = (
∫ t
0
f(s)ds)p∗ω, H(U/S)(p∗ω ∧ q∗f) = 0,
note that g(t) =
∫ t
0
f(s)ds is algebraic since f ∈ OA1(A
1) is a polynomial, we have ψ ◦ φ − I =
∂H +H∂.
This shows that
ad(P ∗a , Pa∗)(−) : Ω
•
/S → Pa∗P
∗
aΩ
•
/S
is an homotopy equivalence whose inverse is I∗0 . Hence, by proposition 7,
ad(P ∗a , Pa∗)(−) : Eet(Ω
•
/S , Fb)→ Eet(Pa∗P
∗
aΩ
•
/S , Fb) = EetPa∗(P
∗
aΩ
•
/S , Fb)
is a 2-filtered quasi-isomorphism, that is Eet(Ω
•
/S , Fb) ∈ COSfil(Var(C)
sm/S) is 2-filtered A1S invariant.
(iii):For h : U → S a smooth morphism with U, S ∈ SmVar(C), recall that the h∗DS(U) = DS(h(U))
structure on HpΩ•/S(U/S) := H
pΩ•U/S(U) is given by, for ωˆ ∈ Ω
p
U/S(U)
c, γ · [ωˆ] = [̂ι(γ˜)∂ω], ω ∈ ΩpU (U
o)
being a representative of ωˆ and γ˜ ∈ Γ(Uo, TU ) a relevement of γ (h is a smooth morphism). Now, if
g : V/S → U/S is a morphism, where h′ : V → S is a smooth morphism with V ∈ SmVar(C), we have
g∗(γ · ωˆ) = ̂g∗(ι(γ˜)∂ω) = ̂ι(γ˜)∂g∗ω = γ · (g∗ωˆ)
that is HpΩ•/S(g) : H
pΩ•(U/S)→ HpΩ•(V/S) is a map of DS(h(U)) modules.
We have the following canonical transformation map given by the pullback of (relative) differential
forms:
Let g : T → S a morphism with T, S ∈ Var(C). Consider the following commutative diagram in RCat
:
D(g, e) : (Var(C)sm/T,OVar(C)sm/T )
P (g) //
e(T )

(Var(C)sm/S,OVar(C)sm/S)
e(S)

(T,OT )
P (g) // (S,OS)
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It gives (see section 2) the canonical morphism in Cg∗OSfil(Var(C)
sm/T )
Ω/(T/S) := Ω(OVar(C)sm/T /g∗OVar(C)sm/S)/(OT /g∗OS ) :
g∗(Ω•/S , Fb) = Ω
•
g∗OVar(C)sm/S/g∗e(S)∗OS
→ (Ω•/T , Fb) = Ω
•
OVar(C)sm/T /e(T )∗OT
which is by definition given by the pullback on differential forms : for (V/T ) = (V, h) ∈ Var(C)sm/T ,
Ω/(T/S)(V/T ) : g
∗(Ω•/S)(V/T ) := lim
(h′:U→Ssm,g′:V→U,h,g)
Ω•U/S(U)
Ω(V/U)/(T/S)(V/T )
−−−−−−−−−−−−→ Ω•V/T (V ) =: Ω
•
/T (V/T )
ωˆ 7→ Ω(V/U)/(T/S)(V/T )(ω) :=
ˆg′∗ω.
If S and T are smooth, Ω/(T/S) : g
∗(Ω•/S , Fb) → (Ω
•
/T , Fb) is a map in Cg∗OSfil,g∗DS (Var(C)
sm/T ) It
induces the canonical morphisms in Cg∗OSfil,g∗DS (Var(C)
sm/T ):
EΩ/(T/S) : g
∗Eet(Ω
•
/S , Fb)
T (g,Eet)(Ω
•
/S,Fb)
−−−−−−−−−−−→ Eet(g
∗(Ω•/S , Fb))
Eet(Ω/(T/S))
−−−−−−−−→ Eet(Ω
•
/T , Fb).
and
EΩ/(T/S) : g
∗Ezar(Ω
•
/S , Fb)
T (g,Ezar)(Ω
•
/S,Fb)
−−−−−−−−−−−−→ Ezar(g
∗(Ω•/S , Fb))
Ezar(Ω/(T/S))
−−−−−−−−−→ Ezar(Ω
•
/T , Fb).
Definition 102. (i) Let g : T → S a morphism with T, S ∈ Var(C). We have, for F ∈ C(Var(C)sm/S),
the canonical transformation in COT fil(T ) :
TO(g,Ω/·)(F ) : g
∗modLOe(S)∗Hom
•(F,Eet(Ω
•
/S , Fb))
:=
−→ (g∗LOe(S)∗Hom
•(F,Eet(Ω
•
/S , Fb)))⊗g∗OS OT
T (e,g)(−)◦T (g,LO)(−)
−−−−−−−−−−−−−−−→ LO(e(T )∗g
∗Hom•(F,Eet(Ω
•
/S , F ))⊗g∗OS OT )
T (g,hom)(F,Eet(Ω
•
/S))⊗I
−−−−−−−−−−−−−−−−→ LO(e(T )∗Hom
•(g∗F, g∗Eet(Ω
•
/S , Fb))⊗g∗OS OT )
ev(hom,⊗)(−,−,−)
−−−−−−−−−−−−→ LOe(T )∗Hom
•(g∗F, g∗Eet(Ω
•
/S , Fb)⊗g∗e(S)∗OS e(T )
∗OT )
Hom•(g∗F,EΩ/(T/S)⊗I)
−−−−−−−−−−−−−−−−→ LOe(T )∗Hom
•(g∗F,Eet(Ω
•
/T , Fb)⊗g∗e(S)∗OS e(T )
∗OT )
m
−→ LOe(T )∗Hom
•(g∗F,Eet(Ω
•
/T , Fb)
where m(α⊗ h) := h.α is the multiplication map.
(ii) Let g : T → S a morphism with T, S ∈ Var(C), S smooth. Assume there is a factorization
g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We have,
for F ∈ C(Var(C)sm/S), the canonical transformation in COT fil(Y × S) :
T (g,Ω/·)(F ) : g
∗mod,Γe(S)∗Hom
•(F,Eet(Ω
•
/S , Fb))
:=
−→ ΓTEzar(p
∗mod
S e(S)∗Hom
•(F,Eet(Ω
•
/S , Fb)))
TO(pS ,Ω/·)(F )
−−−−−−−−−−→ ΓTEzar(e(T × S)∗Hom
•(p∗SF,Eet(Ω
•
/Y×S , Fb)))
=
−→ e(T × S)∗ΓT (Hom
•(p∗SF,Eet(Ω
•
/Y×S , Fb)))
I(γ,hom)(−,−)
−−−−−−−−−→ e(T × S)∗Hom
•(Γ∨T p
∗
SF,Eet(Ω
•
/Y×S , Fb)).
For Q ∈ Proj PSh(Var(C)sm/S),
T (g,Ω/·)(Q) : g
∗mod,Γe(S)∗Hom
•(Q,Eet(Ω
•
/S , Fb))→ e(T × S)∗Hom
•(Γ∨T p
∗
SQ,Eet(Ω
•
/Y×S , Fb))
is a map in COT fil,D(Y × S).
213
The following easy lemma describe these transformation map on representable presheaves :
Lemma 10. Let g : T → S a morphism with T, S ∈ Var(C) and h : U → S is a smooth morphism with
U ∈ Var(C). Consider a commutative diagram whose square are cartesian :
g : T
l // S × Y
pS // S
g′ : UT
l′ //
h′
OO
U × Y
pU //
h′′:=h×I
OO
U
h
OO
with l, l′ the graph embeddings and pS, pU the projections. Then g
∗Z(U/S) = Z(UT /T ) and
(i) we have the following commutative diagram in COT fil(T ) (see definition 1 and definition 102(i)) :
g∗modLOe(S)∗Hom•(Z(U/S), Eet(Ω•/S , Fb))
T (g,Ω/·)(Z(U/S)) // e(T )∗Hom•(Z(UT /T ), Eet(Ω•/T , Fb))
g∗modLOe(S)∗Hom•(Z(U/S), Ezar(Ω•/S , Fb))
k
OO
=

T (g,Ω/·)(Z(U/S)) // e(T )∗Hom•(Z(UT /T ), Ezar(Ω•/T , Fb))
k
OO
=

g∗modLOh∗Ezar(Ω
•
U/S , Fb)
Tmodω (g,h) // h′∗Ezar(Ω
•
UT /T
, Fb)
(ii) if Y, S ∈ SmVar(C), we have the following commutative diagram in COT fil,D(Y ×S) (see definition
1 and definition 102(ii)) :
g∗mod,Γe(S)∗Hom•(Z(U/S), Eet(Ω•/S , Fb))
T (g,Ω/·)(Z(U/S)) // e(Y × S)∗Hom•(Γ∨UTZ(U × Y/S × Y ), Eet(Ω
•
/Y×S , Fb))
g∗mod,ΓLOe(S)∗Hom•(Z(U/S), Ezar(Ω•/S , Fb))
k
OO
=

T (g,Ω/·)(Z(U/S)) // e(Y × S)∗Hom•(Γ∨UTZ(U × Y/S × Y ), Ezar(Ω
•
/Y×S , Fb))
k
OO
=

g∗mod,Γh∗Ezar(Ω
•
U/S , Fb)
TOω (pS ,h)(−) // h′′∗ΓUTEzar(Ω
•
U×Y/S×Y , Fb)
where j : T \T × S →֒ T × S is the open complementary embedding,
with
k : Ezar(h
∗Ω•/S , Fb)→ Eet(Ezar(h
∗Ω•/S , Fb)) = Eet(h
∗Ω•/S , Fb).
which is a (1-)filtered Zariski local equivalence.
Proof. The commutative diagram follows from Yoneda lemma and proposition 97(i). On the other hand,
k : Ezar(Ω
•
/S , Fb)→ Eet(Ω
•
/S , Fb) is a (1-)filtered Zariski local equivalence by theorem 10 and proposition
97(ii)
In the projection case, we have the following :
Proposition 98. Let p : S12 → S1 is a smooth morphism with S1, S12 ∈ AnSp(C). Then if Q ∈
C(Var(C)sm/S1) is projective,
T (p,Ω/·)(Q) : p
∗mode(S1)∗Hom
•(Q,Eet(Ω
•
/S1
, Fb))→ e(S12)∗Hom
•(p∗Q,Eet(Ω
•
/S12
, Fb))
is an isomorphism.
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Proof. Follows from lemma 10 and base change by smooth morphisms of quasi-coherent sheaves.
Let S ∈ Var(C) and h : U → S a morphism with U ∈ Var(C). We then have the canonical map given
by the wedge product
wU/S : Ω
•
U/S ⊗OS Ω
•
U/S → Ω
•
U/S ;α⊗ β 7→ α ∧ β.
Let S ∈ Var(C) and h1 : U1 → S, h2 : U2 → S two morphisms with U1, U2 ∈ Var(C). Denote
h12 : U12 := U1 ×S U2 → S and p112 : U1 ×S U2 → U1, p212 : U1 ×S U2 → U2 the projections. We then
have the canonical map given by the wedge product
w(U1,U2)/S : p
∗
112Ω
•
U1/S
⊗OS p
∗
212Ω
•
U2/S
→ Ω•U12/S ;α⊗ β 7→ p
∗
112α ∧ p
∗
212β
which gives the map
Ew(U1,U2)/S : h1∗Ezar(Ω
•
U1/S
)⊗OS h2∗Ezar(Ω
•
U2/S
)
ad(p∗112,p112∗)(−)⊗ad(p
∗
212,p212∗)(−)−−−−−−−−−−−−−−−−−−−−−−−−→ (h1∗p112∗p
∗
112Ezar(Ω
•
U1/S
))⊗OS (h2∗p212∗p
∗
212Ezar(Ω
•
U2/S
))
=
−→ h12∗(p
∗
112Ezar(Ω
•
U1/S
)⊗h∗12OS p
∗
212Ezar(Ω
•
U2/S
)
T (⊗,E)(−)◦(T (p112,E)(−)⊗T (p212,E)(−))
−−−−−−−−−−−−−−−−−−−−−−−−−−−→ h12∗Ezar(p
∗
112Ω
•
U1/S
⊗OS p
∗
212Ω
•
U2/S
)
Let S ∈ Var(C). We have the canonical map in COSfil(Var(C)
sm/S)
wS : (Ω
•
/S , Fb)⊗OS (Ω
•
/S , Fb)→ (Ω
•
/S , Fb)
given by for h : U → S ∈ Var(C)sm/S
wS(U/S) : (Ω
•
U/S , Fb)⊗h∗OS (Ω
•
U/S , Fb)(U)
wU/S(U)
−−−−−−→ (Ω•U/S , Fb)(U)
It gives the map
EwS : Eet(Ω
•
/S , Fb)⊗OS Eet(Ω
•
/S , Fb)
=
−→ Eet((Ω
•
/S , Fb)⊗OS (Ω
•
/S , Fb))
Eet(wS)
−−−−−→ Eet(Ω
•
/S , Fb)
If S ∈ SmVar(C),
wS : (Ω
•
/S , Fb)⊗OS (Ω
•
/S , Fb)→ (Ω
•
/S , Fb)
is a map in COSfil,DS (Var(C)
sm/S).
Definition 103. Let S ∈ Var(C). We have, for F,G ∈ C(Var(C)sm/S), the canonical transformation in
COSfil(S) :
T (⊗,Ω)(F,G) : e(S)∗Hom(F,Eet(Ω
•
/S , Fb))⊗OS e(S)∗Hom(G,Eet(Ω
•
/S , Fb))
=
−→ e(S)∗(Hom(F,Eet(Ω
•
/S , Fb))⊗OS Hom(G,Eet(Ω
•
/S , Fb)))
e(S)∗T (Hom,⊗)(−)
−−−−−−−−−−−−−→ e(S)∗Hom(F ⊗G,Eet(Ω
•
/S , Fb)⊗OS Eet(Ω
•
/S , Fb))
Hom(F⊗G,EwS)
−−−−−−−−−−−→ e(S)∗Hom(F ⊗G,Eet(Ω
•
/S , Fb))
If S ∈ SmVar(C), T (⊗,Ω)(F,G) is a map in COSfil,D(S).
Lemma 11. Let S ∈ Var(C) and h1 : U1 → S, h2 : U2 → S two smooth morphisms with U1, U2 ∈ Var(C).
Denote h12 : U12 := U1 ×S U2 → S and p112 : U1 ×S U2 → U1, p212 : U1 ×S U2 → U2 the projections. We
then have the following commutative diagram
e(S)∗Hom(F,Eet(Ω
•
/S , Fb))⊗OS e(S)∗Hom(G,Eet(Ω
•
/S , Fb))
T (⊗,Ω)(F,G) // e(S)∗Hom(F ⊗G,Eet(Ω•/S , F ))
h1∗Ezar(Ω
•
U1/S
, Fb)⊗OS h2∗Ezar(Ω
•
U2/S
, Fb)
Ew(U1,U2)/S //
k
OO
h12∗Ezar(Ω
•
U12/S
, Fb)
k
OO
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with
k : Ezar(Ω
•
/S , Fb)→ Eet(Ezar(Ω
•
/S , Fb)) = Eet(Ω
•
/S , Fb).
which is a filtered Zariski local equivalence.
Proof. Follows from Yoneda lemma.
Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI := ∩i∈ISi and jI : SI →֒ S the open embedding. We
then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. Consider, for I ⊂ J , the following commutative
diagram
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO
and jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ = jJ . Considering the factorization of the
diagram DIJ by the fiber product :
DIJ = S˜J = S˜I × S˜J\I
pIJ // S˜I
SI × S˜J\I
iI×I
gg❖❖❖❖❖❖❖❖❖❖❖
p0IJ
$$❍
❍❍
❍❍
❍❍
❍❍
SJ
iJ
OO
lJ
77♥♥♥♥♥♥♥♥♥♥♥♥♥ jIJ // SI
iI
OO
the square of this factorization being cartesian, we have for F ∈ C(Var(C)sm/S) the canonical map in
C(Var(C)sm/S˜J)
S(DIJ)(F ) : LiJ∗j
∗
JF
q
−→ iJ∗j
∗
JF = (iI × I) ∗ lJ∗j
∗
JF
(iI×I)∗ ad(p
o
IJ♯,p
o∗
IJ )(−)
−−−−−−−−−−−−−−−→
(iI × I)∗p
o∗
IJp
0
IJ♯lJ∗j
∗
JF
T (pIJ ,iI )(−)
−1
−−−−−−−−−−→ p∗IJ iI∗p
0
IJ♯lJ∗j
∗
IF = p
∗
IJ iI∗j
∗
IF
which factors through
S(DIJ)(F ) : LiJ∗j
∗
IF
Sq(DIJ )(F )
−−−−−−−−→ p∗IJLiI∗j
∗
IF
q
−→ p∗IJ iI∗j
∗
IF
Definition 104. (i) Let S ∈ SmVar(C). We have the functor
C(Var(C)sm/S)op → COfil,D(S), F 7→ e(S)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S , Fb))[−dS ].
(ii) Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI := ∩i∈ISi and jI : SI →֒ S the open embedding.
We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We have the functor
C(Var(C)sm/S)op → COfil,D(S/(S˜I)), F 7→ (e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], u
q
IJ(F ))
where
uqIJ(F )[dS˜J ] : e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb))
ad(p∗modIJ ,pIJ∗)(−)−−−−−−−−−−−−→ pIJ∗p
∗mod
IJ e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb))
pIJ∗T (pIJ ,Ω·)(L(iI∗j
∗
I F ))−−−−−−−−−−−−−−−−−→ pIJ∗e(S˜J)∗Hom
•(p∗IJL(iI∗j
∗
IF ), Eet(Ω
•
/S˜J
, Fb))
pIJ∗e(S˜J )∗Hom(S
q(DIJ )(F ),Eet(Ω
•,Γ
/S˜J
,Fb))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ pIJ∗e(S˜J)∗Hom
•(L(iJ∗j
∗
JF ), Eet(Ω
•
/S˜J
, Fb)).
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For I ⊂ J ⊂ K, we have obviously pIJ∗uJK(F ) ◦ uIJ(F ) = uIK(F ).
We will prove in corollary 4 below that uIJ(F ) are ∞-filtered Zariski local equivalence.
We then have the following key proposition
Proposition 99. Let S ∈ Var(C). Let m : Q1 → Q2 be an equivalence (A1, et) local in C(Var(C)sm/S)
with Q1, Q2 complexes of projective presheaves. Then,
e(S)∗Hom(m,Eet(Ω
•
/S , Fb)) : e(S)∗Hom
•(Q2, Eet(Ω
•
/S , Fb))→ e(S)∗Hom
•(Q1, Eet(Ω
•
/S , Fb))
is an∞-filtered quasi-isomorphism (in fact it is a 2-filtered quasi-isomorphism). It is thus an isomorphism
in DOSfil,D,∞(S) if S is smooth.
Proof. By proposition 97(ii), Eet(Ω
•
/S , Fb) ∈ COSfil,DS (Var(C)
sm/S) is 2-filtered A1 invariant. The result
then follows by lemma 1.
Definition 105. (i) We define, using definition 104, by proposition 99, the filtered algebraic Gauss-
Manin realization functor defined as
FGMS : DAc(S)
op → DOSfil,D,∞(S), M 7→ F
GM
S (M) := e(S)∗Hom
•(L(F ), Eet(Ω
•
/S , Fb))[−dS ]
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ),
(ii) Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI = ∩i∈ISi and jI : SI →֒ S the open embedding.
We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We define, using definition 104 and
corollary 4,by proposition 99 the filtered algebraic Gauss-Manin realization functor defined as
FGMS : DAc(S)
op → DOfil,D,∞(S/(S˜I)), M 7→
FGMS (M) := ((e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
), Fb))[−dS˜I ], u
q
IJ(F ))
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ).
Proposition 100. For S ∈ Var(C), the functor FGMS is well defined.
Proof. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). Denote, for I ⊂ [1, · · · , l], SI = ∩i∈ISi and jI : SI →֒ S the open embedding. We
then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. Let M ∈ DA(S). Let F, F ′ ∈ C(Var(C)sm/S)
such that M = D(A1, et)(F ) = D(A1, et)(F
′). Then there exist by definition a sequence of morphisms in
C(Var(C)sm/S) :
F = F1
s1−→ F2
s2←− F3
s3−→ F4 → · · ·
sl−→ F ′ = Fs
where, for 1 ≤ k ≤ s, and sk are (A1, et) local equivalence. But if s : F1 → F2 is an equivalence (A1, et)
local,
L(iI∗j
∗
I s) : L(iI∗j
∗
IF1)→ L(iI∗j
∗
IF2)
is an equivalence (A1, et) local, hence
Hom(L(iI∗j
∗
I s), Eet(Ω
•
/S˜I
, Fb)) : (e(S˜I)∗Hom(L(iI∗j
∗
IF2), Eet(Ω
•
/S˜I
, Fb)), uIJ(F2))
→ (e(S˜I)∗Hom(L(iI∗j
∗
IF1), Eet(Ω
•
/S˜I
, Fb)), uIJ(F1))
is an ∞-filtered quasi-isomorphism by proposition 99.
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Let f : X → S a morphism with S,X ∈ Var(C). Assume that there is a factorization
f : X
l
−→ Y × S
pS
−→ S
of f , with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si an open cover
such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). We have X = ∪li=1Xi with
Xi := f
−1(Si). Denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and XI = ∩i∈IXi. For I ⊂ [1, · · · l], denote
by S˜I = Πi∈I S˜i, We then have, for I ⊂ [1, · · · l], closed embeddings iI : SI →֒ S˜I and the following
commutative diagrams which are cartesian
fI = f|XI : XI
lI //
''◆◆
◆◆
◆◆
◆◆
◆◆
Y × SI
pSI //
i′I

SI
iI

Y × S˜I
pS˜I // S˜I
, Y × S˜J
pS˜J //
p′IJ

S˜J
pIJ

Y × S˜I
pS˜I // S˜I
with lI : l|XI , i
′
I = I× iI , pSI and pS˜I are the projections and p
′
IJ = I×pIJ , and we recall that we denote
by jI : S˜I\SI →֒ S˜I and j′I : Y × S˜I\XI →֒ Y × SI the open complementary embeddings. We then have
the commutative diagrams
DIJ = SJ
iJ //
jIJ

S˜J
pIJ

SI
iI // S˜I
, D′IJ = XJ
i′J◦lJ //
j′IJ

Y × S˜J
p′IJ

XI
i′I◦lI // Y × S˜I
.
and the factorization of D′IJ by the fiber product:
D′IJ = XJ
i′I◦lI//
j′IJ

Y × S˜J
p′IJ

XI
i′I◦lI // Y × S˜I
, D′IJ = XJ
i′I◦lI //
j′IJ

lˆJ
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯ Y × S˜J
p′IJ

XI ×Y×S˜I Y × S˜J = XI × S˜J\I
pˆIJ
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐
iˆlI
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
XI
i′I◦lI // Y × S˜I
(49)
where j′IJ : XJ →֒ XI is the open embedding. Consider
F (X/S) := pS,♯Γ
∨
XZ(Y × S/Y × S) ∈ C(Var(C)
sm/S)
so that D(A1, et)(F (X/S)) =M(X/S). Then, by definition,
FGMS (M
BM (X/S)) := (e(S˜I)∗Hom(L(iI∗j
∗
IF (X/S)), Eet(Ω/S˜I , Fb))[−dS˜I ], u
q
IJ(F (X/S)))
On the other hand, let
Q(XI/S˜I) := pS˜I ,♯Γ
∨
XIZ(Y × S˜I/Y × S˜I) ∈ C(Var(C)
sm/S˜I),
see definition 10. We have then for I ⊂ [1, l] the following map in C(Var(C)sm/S˜J) :
NI(X/S) : Q(XI/S˜I) = pS˜I♯Γ
∨
XIZ(Y × S˜I/Y × S˜I)
pS˜I ♯
ad(i
′∗
I ,i
′
I∗)(−)
−−−−−−−−−−−−→ (50)
pS˜I♯i
′
I∗i
′∗
I Γ
∨
XIZ(Y × S˜I/Y × S˜I)[dY ]
pS˜♯(T (i
′
I ,γ
∨)(−))−1
−−−−−−−−−−−−−→ pS˜I♯i
′
I∗Γ
∨
XIZ(Y × SI/Y × SI)[dY ] (51)
Tˆ♯(pSI ,iI )(−)−−−−−−−−−→ iI∗pSI♯Γ
∨
XIZ(Y × SI/Y × SI)[dY ] = iI∗j
∗
IF (X/S) (52)
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We have then for I ⊂ J the following commutative diagram in C(Var(C)sm/S˜J) :
p∗IJpS˜I♯Γ
∨
XI
Z(Y × S˜I/Y × S˜I)
p∗IJNI(X/S) // p∗IJ (iI∗j
∗
IF (X/S))
pS˜J♯Γ
∨
XJ
Z(Y × S˜J/Y × S˜J)
NJ(X/S) //
HIJ
OO
iJ∗j
∗
JF (X/S)
S(DIJ )(F (X/S))
OO
(53)
with
HIJ : pS˜J♯Γ
∨
XJZ(Y × S˜J/Y × S˜J )
=
−→ pS˜J♯pX♯Γ
∨
XJ p
′∗
IJZ(Y × S˜I/Y × S˜I)
Cone(ad(p′IJ♯,p
′∗
IJ )(−),I)
−−−−−−−−−−−−−−−−→ pS˜J♯Γ
∨
XI×S˜J\I
p
′∗
IJZ(Y × S˜I/Y × S˜I)
T (pIJ ,γ
∨)(−)
−−−−−−−−−→ pS˜J♯p
∗
IJΓ
∨
XIZ(Y × S˜I/Y × S˜I)
T♯(pIJ ,pS˜I
)(−)
−−−−−−−−−−→ p∗IJpS˜I♯Γ
∨
XIZ(Y × S˜I/Y × S˜I).
This say that the maps NI(X/S) induces a map in C(Var(C)
sm/(S/S˜I))
(NI(X/S)) : (Q(XI/S˜I), HIJ)→ (iI∗j
∗
IF (X/S), S(DIJ)(F (X/S))).
We denote by vqIJ(F (X/S)) the composite
vqIJ(F (X/S))[dS˜J ] : e(S˜I)∗Hom(Q(XI/S˜I), Eet(Ω
•
/S˜I
, Fb))
ad(p∗modIJ ,pIJ )(−)−−−−−−−−−−−→ pIJ∗p
∗mod
IJ e(S˜I)∗Hom(Q(XI/S˜I), Eet(Ω
•
/S˜I
, Fb))
pIJ∗T (pIJ ,Ω·)(Q(XI/S˜I))
−−−−−−−−−−−−−−−−−→ pIJ∗e(S˜J)∗Hom(p
∗
IJQ(XI/S˜I), Eet(Ω
•
/S˜J
, Fb))
Hom(HIJ ,Eet(Ω
•
/S˜J
,Fb))
−−−−−−−−−−−−−−−−→ pIJ∗e(S˜J)∗Hom(Q(XJ/S˜J), Eet(Ω
•
/S˜J
, Fb)).
On the other hand, we have the following map in COfil,D,SJ (S˜J)
wIJ (X/S)[dS˜J ] : pS˜I∗ΓXIEzar(Ω
•
Y×S˜I/S˜I
, Fb)
ad(p∗modIJ ,pIJ )(−)−−−−−−−−−−−→ pIJ∗p
∗mod
IJ pS˜I∗ΓXIEzar(Ω
•
Y×S˜I/S˜I
, Fb)
TOw (pIJ ,pS˜I
)γ
−−−−−−−−−→ pIJ∗pS˜J∗ΓXI×S˜J\IEzar(Ω
•
Y×S˜I/S˜I
, Fb)
Cone(I,ad(p
′∗
IJ ,pIJ∗)(−))−−−−−−−−−−−−−−−−→ pS˜J∗ΓXJEzar(Ω
•
Y×S˜J/S˜J
, Fb).
Lemma 12. (i) The map in C(Var(C)sm/(S/S˜I))
(NI(X/S)) : (Q(XI/S˜I), HIJ)→ (L(iI∗j
∗
IF (X/S)), S
q(DIJ)(F (X/S))).
is an equivalence (A1, et) local.
(ii) The maps (NI(X/S)) induces an ∞-filtered quasi-isomorphism in COfil,D(S/(S˜I))
(Hom(NI(X/S), Eet(Ω
•
/S˜I
, Fb))) :
(e(S˜I)∗Hom(L(iI∗j
∗
IF (X/S)), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], u
q
IJ(F (X/S)))→
(e(S˜I)∗Hom(Q(XI/S˜I), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], v
q
IJ (F (X/S)))
(iii) The maps (I(γ, hom)(−,−)) and (k : Ezar(p∗S˜I
Ω•
/S˜I
, Fb)→ Eet(p∗S˜I
Ω•
/S˜I
, Fb)) induce an (1-)filtered
Zariski local equivalence in COfil,D(S/(S˜I))
(k ◦ I(γ, hom)(−,−)) : (pS˜I∗ΓXIEzar(Ω
•
Y×S˜I/S˜I
, Fb)[−dS˜I ], wIJ (X/S))
→ (e(S˜I)∗Hom(Q(XI/S˜I), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], v
q
IJ(F (X/S)))
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Proof. (i): Follows from theorem 14.
(ii): These maps induce a morphism in COfil,D(S/(S˜I)) by construction. The fact that it is an∞-filtered
quasi-isomorphism follows from (i) and proposition 99.
(iii):These maps induce a morphism in COfil,D(S/(S˜I)) by construction.
Proposition 101. Let f : X → S a morphism with S,X ∈ Var(C). Let S = ∪li=1Si an open cover
such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then X = ∪
l
i=1Xi with
Xi := f
−1(Si). Denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and XI = ∩i∈IXi. Assume there exist a
factorization
f : X
l
−→ Y × S
pS
−→ S
of f with Y ∈ SmVar(C), l a closed embedding and pS the projection. We then have, for I ⊂ [1, · · · l], the
following commutative diagrams which are cartesian
fI = f|XI : XI
lI //
''◆◆
◆◆
◆◆
◆◆
◆◆
Y × SI
pSI //
i′I

SI
iI

Y × S˜I
pS˜I // S˜I
, Y × S˜J
pS˜J //
p′IJ

S˜J
pIJ

Y × S˜I
pS˜I // S˜I
Let F (X/S) := pS,♯Γ
∨
XZ(Y×S/Y×S). The transformations maps (NI(X/S) : Q(XI/S˜I)→ iI∗j
∗
IF (X/S))
and (k ◦ I(γ, hom)(−,−)), for I ⊂ [1, · · · , l], induce an isomorphism in DOfil,D,∞(S/(S˜I))
IGM (X/S) :
FGMS (M(X/S)) := (e(S˜I)∗Hom(L(iI∗j
∗
IF (X/S)), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], u
q
IJ(F (X/S)))
(e(S˜I )∗Hom(LNI(X/S),Eet(Ω
•
/S˜I
,Fb)))
−−−−−−−−−−−−−−−−−−−−−−−−−→ (e(S˜I)∗Hom(Q(XI/S˜I), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], v
q
IJ(F (X/S)))
(k◦I(γ,hom)(−,−))−1
−−−−−−−−−−−−−−→ (pS˜I∗ΓXIEzar(Ω
•
Y×S˜I/S˜I
, Fb)[−dS˜I ], wIJ (X/S)).
Proof. Follows from lemma 12.
Corollary 4. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For F ∈ C(Var(C)
sm/S) such that D(A1, et)(F ) ∈ DAc(S), u
q
IJ(F )
are ∞-filtered Zariski local equivalence.
Proof. Let f : X → S a morphism with X ∈ Var(C) such that there exist a factorization, f : X
l
−→
Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Then, by lemma 12(ii)
and (iii), uqIJ(F (X/S)) are Zariski local equivalences since wIJ (X/S) are isomorphisms.
We now define the functorialities of FGMS with respect to S which makes F
−
GM a morphism of 2-functor.
Definition 106. Let g : T → S a morphism with T, S ∈ SmVar(C). Consider the factorization g :
T
l
−→ T × S
pS
−→ S where l is the graph embedding and pS the projection. Let M ∈ DAc(S) and F ∈
C(Var(C)sm/S) such that M = D(A1S , et)(F ). Then, D(A
1
T , et)(g
∗F ) = g∗M .
(i) We have then the canonical transformation in DOfil,D,∞(T × S) (see definition 102) :
T (g,FGM)(M) : Rg∗mod[−],ΓFGMS (M) := g
∗mod,Γe(S)∗Hom
•(LF,Eet(Ω
•
/S , Fb)))[−dT ]
T (g,Ω/·)(LF )
−−−−−−−−−→
e(T × S)∗Hom
•(Γ∨T p
∗
SLF,Eet(Ω
•
/T×S , Fb))[−dT ] =: F
GM
T×S(l∗g
∗(M,W )).
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(ii) We have then the canonical transformation in DOfil,∞(T )(see definition 102) :
TO(g,FGM )(M,W ) : Lg∗mod[−]FGMS (M) := g
∗mode(S)∗Hom
•(LF,Eet(Ω
•
/S , Fb)))[−dT ]
TO(g,Ω/·)(LF )
−−−−−−−−−−→
e(T )∗Hom
•(g∗LF,Eet(Ω
•
/T , Fb))[−dT ] =: F
GM
T (g
∗M).
We give now the definition in the non smooth case Let g : T → S a morphism with T, S ∈ Var(C).
Assume we have a factorization g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding
and pS the projection. Let S = ∪li=1Si be an open cover such that there exists closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then, T = ∪
l
i=1Ti with Ti := g
−1(Si) and we have closed embeddings
i′i := ii ◦ l : Ti →֒ Y × S˜i, Moreover g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . We recall
the commutative diagram :
EIJg = (Y × S˜I)\TI
pS˜I

m′I // Y × S˜J
g˜I

S˜I\SI
mI // S˜I
, EIJ = S˜J\SJ
pIJ

mJ // S˜J
pIJ

S˜I\(SI\SJ)
m=mIJ // S˜I
E′IJ = (Y × S˜J)\TJ
p′IJ

m′J // Y × S˜J
p′IJ

(Y × S˜I)\(TI\TJ)
m′=m′IJ // Y × S˜I
For I ⊂ J , denote by pIJ : S˜J → S˜I and p′IJ := IY × pIJ : Y × S˜J → Y × S˜I the projections, so
that g˜I ◦ p′IJ = pIJ ◦ g˜J . Consider, for I ⊂ J ⊂ [1, . . . , l], resp. for each I ⊂ [1, . . . , l], the following
commutative diagrams in Var(C)
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO , D
′
IJ = TI
i′I // Y × S˜I
TJ
j′IJ
OO
i′J // Y × S˜J
p′IJ
OO DgI = SI
iI // S˜I
TI
gI
OO
i′I // Y × S˜I
g˜I
OO ,
and jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ = jJ . Let F ∈ C(Var(C)sm/S). Recall (see
section 2) that since j
′∗
I i
′
I∗j
′∗
I g
∗F = 0, the morphism T (DgI)(j
∗
IF ) : g˜
∗
I iI∗j
∗
IF → i
′
I∗j
′∗
I g
∗F factors trough
T (DgI)(j
∗
IF ) : g˜
∗
I iI∗j
∗
IF
γ∨XI
(−)
−−−−−→ Γ∨XI g˜
∗
I iI∗j
∗
IF
Tγ(DgI )(j
∗
IF )−−−−−−−−−→ i′I∗j
′∗
I g
∗F
We then have, for each I ⊂ [1, . . . , l], the morphism
T q,γ(DgI)(j
∗
IF ) : Γ
∨
TI g˜
∗
IL(iI∗j
∗
IF )
T (g˜I ,L)(−)
−−−−−−−→
Γ∨TIL(g˜
∗
I iI∗j
∗
IF ) = L(Γ
∨
TI g˜
∗
I iI∗j
∗
IF )
L(Tγ(DgI )(j
∗
IF ))−−−−−−−−−−−→ L(i′I∗j
′∗
I g
∗F )
and the following diagram in C(Var(C)sm/Y × S˜I) commutes
Γ∨TI g˜
∗
IL(iI∗j
∗
IF )
Γ∨TI
g˜∗I qI (F ) //
T q,γ (DgI )(j
∗
I F )

Γ∨TI g˜
∗
I iI∗j
∗
IF
Tγ(DgI )(j
∗
I F )

L(i′I∗j
′∗
I g
∗F )
qI (g
∗F ) // i′I∗g
∗
I j
∗
IF = i
′
I∗j
′∗
I g
∗F
We have the following commutative diagram in C(Var(C)sm/Y × S˜J)
p
′∗
IJ g˜
∗
I iI∗j
∗
IF = g˜
∗
Jp
∗
IJ iI∗j
∗
IF
p
′∗
IJT (DgI )(j
∗
I F ) // p
′∗
IJ i
′
I∗g
∗
I j
∗
IF = p
′∗
IJ i
′
I∗j
′∗
I g
∗F
g˜∗J iJ∗j
∗
IJ j
∗
IF = g˜
∗
J iJ∗j
∗
JF
T (DgJ )(j
∗
JF )//
g˜∗JS(DIJ )(F )
OO
i′J∗g
∗
Jj
∗
JF = i
′
J∗j
′∗
IJj
′∗
I g
∗F = i′J∗j
′∗
J g
∗F
S(D′IJ )(g
∗F )
OO
(54)
221
This gives, after taking the functor L, the following commutative diagram in C(Var(C)sm/Y × S˜J )
Γ∨TJ p
′∗
IJΓ
∨
TI
g˜∗IL(iI∗j
∗
IF ) = Γ
∨
TJ
g˜∗Jp
∗
IJL(iI∗j
∗
IF )
p
′∗
IJT
q,γ (DgI )(j
∗
I F ) // Γ∨TJp
′∗
IJL(i
′
I∗j
′∗
I g
∗F )
Γ∨TJ g˜
∗
JL(iJ∗j
∗
Jg
∗F )
T q,γ (DgJ )(j
∗
JF ) //
g˜∗JS
q(DIJ )(F )
OO
L(i′J∗j
′∗
J g
∗F )
Sq(D′IJ )(g
∗F )
OO
(55)
The fact that the diagrams (55) commutes says that the maps T q,γ(DgI)(j
∗
IF ) define a morphism in
C(Var(C)sm/(T/(Y × S˜I)))
(T q,γ(DgI)(j
∗
IF )) : (Γ
∨
TI g˜
∗
IL(iI∗j
∗
IF ), g˜
∗
JS
q(DIJ)(F ))→ (L(i
′
I∗j
′∗
I g
∗F ), Sq(D′IJ)(g
∗F ))
We denote by g˜∗Ju
q
IJ(F )1 the composite
g˜∗Ju
q
IJ(F )1[dY + dS˜I ] : e(Y × S˜I)∗ΓTIHom(g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb))
ad(p′IJ ,p
′
IJ∗)(−)−−−−−−−−−−→ p′IJ∗p
′∗mod
IJ e(Y × S˜I)∗ΓTIHom(g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb))
Tmod(p′IJ ,γ)(−)−−−−−−−−−−→ p′IJ∗e(Y × S˜J)∗ΓTI×S˜J\Ip
′∗mod
IJ Hom(g˜
∗
JL(iJ∗j
∗
JF ), Eet(Ω
•
/Y×S˜J
, Fb))
Cone(ad(p′IJ♯,p
′∗
IJ )(−),I)
−−−−−−−−−−−−−−−−→ p′IJ∗e(Y × S˜J)∗ΓTJ p
′∗mod
IJ Hom(g˜
∗
JL(iJ∗j
∗
JF ), Eet(Ω
•
/Y×S˜J
, Fb))
T (p′IJ ,Ω/·)(−)
−−−−−−−−−→ p′IJ∗e(Y × S˜J)∗ΓTJHom(g˜
∗
Jp
∗
IJL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜J
, Fb))
Hom(g˜∗J (S
q(DIJ )(F )),Eet(Ω
•
/Y×S˜J
,Fb))
−−−−−−−−−−−−−−−−−−−−−−−−−−→ p′IJ∗e(Y × S˜J)∗ΓTJHom(g˜
∗
JL(iJ∗j
∗
JF ), Eet(Ω
•
/Y×S˜J
, Fb))
We denote by g˜∗Ju
q
IJ(F )2 the composite
g˜∗Ju
q
IJ(F )2[dY + dS˜I ] : e(T˜I)∗Hom(Γ
∨
TI g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb))
ad(p
′∗mod
IJ ,p
′
IJ∗)(−)−−−−−−−−−−−−→ p′IJ∗p
′∗mod
IJ e(T˜I)∗Hom(Γ
∨
TI g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb))
T (p′IJ ,Ω/·)(−)
−−−−−−−−−→ p′IJ∗e(T˜I)∗Hom(p
′∗
IJΓ
∨
TI g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜J
, Fb))
Hom(T (p′IJ ,γ
∨)(−),Eet(Ω
•
/Y×S˜J
,Fb))
−−−−−−−−−−−−−−−−−−−−−−−−→ p′IJ∗e(T˜I)∗Hom(Γ
∨
TI×S˜J\I
p
′∗
IJ g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜J
, Fb))
Cone(ad(p′IJ♯,p
′∗
IJ )(−),I)
−−−−−−−−−−−−−−−−→ p′IJ∗e(T˜I)∗Hom(Γ
∨
TJ p
′∗
IJ g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜J
, Fb))
Hom(Γ∨TJ
g˜∗J (S
q(DIJ )(F )),Eet(Ω
•
/Y×S˜J
,Fb))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ p′IJ∗e(Y × S˜J)∗Hom(Γ
∨
TJ g˜
∗
JL(iJ∗j
∗
JF ), Eet(Ω
•
/Y×S˜J
, Fb))
We then have then the following lemma :
Lemma 13. (i) The morphism in C(Var(C)sm/(T/(Y × S˜I)))
(T q,γ(DgI)(j
∗
IF )) : (Γ
∨
TILg˜
∗
I iI∗j
∗
IF, g˜
∗
JS
q(DIJ)(F ))→ (i
′
I∗j
′∗
I g
∗F, Sq(D′IJ )(F )(j
′∗
I g
∗F ))
is an equivalence (A1, et) local.
(ii) Denote for short dY I = −dY − dS˜I . The maps Hom((T
q,γ(DgI)(j
∗
IF )), Eet(Ω
•
/Y×S˜I
), Fb)) induce
an ∞-filtered quasi-isomorphism in COfil,D(T/(Y × S˜I))
(Hom(T q,γ(DgI)(j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb))) :
(e(Y × T˜I)∗Hom(L(i
′
I∗j
′∗
I g
∗F ), Eet(Ω
•
/Y×S˜I
, Fb))[dY I ], u
q
IJ(g
∗F ))→
(e(Y × T˜I)∗Hom((Γ
∨
TILg˜
∗
I iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb))[dY I ], g˜
∗
Ju
q
IJ(F )2)
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(iii) The maps T (g˜I ,Ω·)(L(iI∗j
∗
IF )) (see definition 102) induce a morphism in COfil,D(T/(Y × S˜I))
(T (g˜I ,Ω/·)(L(iI∗j
∗
IF ))) :
(ΓTIEzar(g˜
∗mod[−]
I e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb)))[dY I ], g˜
∗mod
J u
q
IJ(F ))→
(ΓTI (e(Y × S˜I)∗Hom(g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb)))[dY I ], g˜
∗
Ju
q
IJ(F )1).
Proof. (i): Follows from theorem 14.
(ii): These maps induce a morphism in COfil,D(T/(Y ×S˜I)) by construction. The fact that this morphism
is an ∞-filtered equivalence Zariski local follows from (i) and proposition 99.
(iii): These maps induce a morphism in COfil,D(T/(Y × S˜I)) by construction.
Definition 107. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si
be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then,
T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y × S˜i, Moreover
g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Denote for short dY I := dY + dS˜I . Let
M ∈ DAc(S) and F ∈ C(Var(C)
sm/S) such that M = D(A1S , et)(F ). Then, D(A
1
T , et)(g
∗F ) = g∗M . We
have, by lemma 13, the canonical transformation in DOfil,D,∞(T/(Y × S˜I))
T (g,FGM)(M) : Rg∗mod[−],ΓFGMS (M) :=
(ΓTIEzar(g˜
∗mod
I e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb)))[−dY − dS˜I ], g˜
∗mod
J u
q
IJ(F ))
(ΓTIE(T (g˜I ,Ω/·)(L(iI∗j
∗
I (F,W )))))
−−−−−−−−−−−−−−−−−−−−−−→
(ΓTI e(Y × S˜I)∗Hom
•(g˜∗IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb))[−dY − dS˜I ], g˜
∗
Ju
q
IJ(F )1)
(I(γ,hom(−,−)))
−−−−−−−−−−−→
(e(Y × S˜I)∗Hom
•(Γ∨TI g˜
∗
IL(iI∗j
∗
IF ), Eet(Ω
•
/Y×S˜I
, Fb))[−dY − dS˜I ], g˜
∗
Ju
q
IJ(F )2)
(e(Y×S˜I)∗Hom(T
q,γ (DgI )(j
∗
IF ),Eet(Ω
•
/Y×S˜I
,Fb)))
−1
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(e(Y × S˜I)∗Hom
•(L(i′I∗j
′∗
I g
∗F ), Eet(Ω
•
/Y×S˜I
, Fb))[−dY − dS˜I ], u
q
IJ(g
∗F )) =: FGMT (g
∗M).
Proposition 102. (i) Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y2 × S
pS
−→ S with Y2 ∈ SmVar(C), l a closed embedding and pS the projection. Let S =
∪li=1Si be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C)
Then, T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y2 × S˜i,
Moreover g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Let f : X → S a morphism with
X ∈ Var(C). Assume that there is a factorization f : X
l
−→ Y1 × S
pS
−→ S, with Y1 ∈ SmVar(C), l
a closed embedding and pS the projection. We have then the following commutative diagram whose
squares are cartesians
f ′ : XT //

Y1 × T

// T

f ′′ = f × I : Y2 ×X //

Y1 × Y2 × S //

Y2 × S

f : X // Y1 × S // S
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Consider F (X/S) := pS,♯Γ
∨
XZ(Y1 × S/Y1 × S) and the isomorphism in C(Var(C)
sm/S)
T (f, g, F (X/S)) : g∗F (X/S) := g∗pS,♯Γ
∨
XZ(Y1 × S/Y1 × S)
∼
−→
pT,♯Γ
∨
XTZ(Y1 × T/Y1 × T ) =: F (XT /T ).
which gives in DA(S) the isomorphism T (f, g, F (X/S)) : g∗M(X/S)
∼
−→ M(XT /T ). Then, the
following diagram in DOfil,D,∞(T/(Y2 × S˜I)) commutes
Rg∗mod,ΓFGMS (M(X/S)) F
GM
T (M(XT /T ))
g∗mod[−],Γ(pS˜I∗ΓXIEzar(Ω
•
Y1×S˜I/S˜I
, Fb)[−dS˜I ],
wIJ (X/S))
(pY2×S˜I∗ΓXTIEzar(Ω
•
Y2×Y1×S˜I/Y2×S˜I
, Fb)[−dY2 − dS˜I ],
wIJ (XT /T )) .
T (g,FGM )(M(X/S))
IGM (X/S) IGM (XT /T )
(T (g˜I×I,γ)(−)◦T
O
w (g˜I ,pS˜I
))
(ii) Let g : T → S a morphism with T, S ∈ SmVar(C). Let f : X → S a morphism with X ∈ Var(C).
Assume that there is a factorization f : X
l
−→ Y × S
pS
−→ S, with Y ∈ SmVar(C), l a closed
embedding and pS the projection. Consider F (X/S) := pS,♯Γ
∨
XZ(Y ×S/Y ×S) and the isomorphism
in C(Var(C)sm/S)
T (f, g, F (X/S)) : g∗F (X/S) := g∗pS,♯Γ
∨
XZ(Y × S/Y × S)
∼
−→
pT,♯Γ
∨
XTZ(Y × T/Y × T ) =: F (XT /T ).
which gives in DA(S) the isomorphism T (f, g, F (X/S)) : g∗M(X/S)
∼
−→ M(XT /T ). Then, the
following diagram in DOfil,∞(T ) commutes
Lg∗mod[−]FGMS (M(X/S)) F
GM
T (M(XT /T ))
g∗modLO(pS∗ΓXEzar(Ω
•
Y×S/S, Fb)[−dT ] pY×T∗ΓXTEzar(Ω
•
Y×T/T , Fb)[−dT ]
Lg∗mod
∫ FDR
pS
ΓXE(OY×S , Fb)[−dY − dT ]
∫ FDR
pT
ΓXTE(OY×T , Fb)[−dY − dT ].
TO(g,FGM )(M(X/S))
IGM (X/S) IGM (XT /T )
Tw(⊗,γ)(OY×S)
(T (g×I,γ)(−)◦TOw (g,pS))
Tw(⊗,γ)(OY×T )
TDmod(g,f)(ΓXE(OY×S ,Fb))
Proof. Follows immediately from definition.
We have the following theorem:
Theorem 30. (i) Let g : T → S is a morphism with T, S ∈ Var(C). Assume there exist a factorization
g : T
l
−→ Y ×S
pS
−→ with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si
be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then,
for M ∈ DAc(S)
T (g,FGM)(M) : Rg∗mod[−],ΓFGMS (M)
∼
−→ FGMT (g
∗M)
is an isomorphism in DOT fil,D,∞(T/(Y × S˜I)).
(ii) Let g : T → S is a morphism with T, S ∈ SmVar(C). Then, for M ∈ DAc(S)
TO(g,FGM )(M) : Lg∗mod[−]FGMS (M)
∼
−→ FGMT (g
∗M)
is an isomorphism in DOT (T ).
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(iii) A base change theorem for algebraic De Rham cohomology : Let g : T → S is a morphism with
T, S ∈ SmVar(C). Let h : U → S a smooth morphism with U ∈ Var(C). Then the map (see
definition 1)
TOw (g, h) : Lg
∗modRh∗(Ω
•
U/S , Fb)
∼
−→ Rh′∗(Ω
•
UT /T
, Fb)
is an isomorphism in DOT (T ).
Proof. (i):Follows from proposition 98.
(ii): Follows from proposition 102(ii) and the base change for algebraic D modules (proposition 74).
(iii):Follows from (ii) and lemma 10.
We finish this subsection by a consequence of proposition 97 and theorem 14 :
Theorem 31. Let X ∈ PSmVar(C) and D = ∪Di ⊂ X a normal crossing divisor. Consider the open
embedding j : U := X\D →֒ X. Then, the inclusion
j∗ : Γ(X,Ezar(Ω
•
X(logD), Fb)) →֒ Γ(U,Ezar(Ω
•
U , Fb))
is an ∞-filtered quasi-isomorphism, that is
j∗ : F pHn(U,C) := F pHnΓ(X,Ezar(Ω
•
X(logD), Fb))
∼
−→ F pHnΓ(U,Ezar(Ω
•
U , Fb)) =: F
p
b H
n(U,C)
is an isomorphism for all n, p ∈ Z (note that it is obviously injective since j∗ : HnΓ(X,Ezar(Ω•X(logD)))
∼
−→
HnΓ(U,Ezar(Ω
•
U )) is an isomorphism if we forgot filtrations). Note that however, it is NOT a filtered
quasi-isomorphism (for example if U is affine Hq(U,ΩpU ) = 0 for q > 0) that it is not an isomorphism
on the E1 terms of the spectral sequences in general.
Proof. For simplicity, we may assume that i : D →֒ X is a smooth divisor. Then, by theorem 14, there
is a purity isomorphism in DA(C)
P (D/X) : Cone(aX♯ ad(j♯, j∗)(Z(X/X)) : Z(U)→ Z(X))
∼
−→ Z(D)[1]
is an equivalence (A1, et) local in C(SmVar(C)), with aX : X → pt the terminal map. Hence, by
proposition 97, we get an isomorphism in Dfil,∞(Z)
e(SpecC)∗Hom(P (D/X), Eet(Ω
•
/C, Fb)) :
Cone(j∗ : Γ(X,Ezar(Ω
•
C, Fb))→ Γ(U,Ezar(Ω
•
C, Fb)))[1]
∼
−→ Γ(D,Ezar(Ω
•
C, Fb)[1]).
which gives the isomorphism in Dfil,∞(Z),
j∗ : Cone(c(j∗) ◦ e(SpecC)∗Hom(P (D/X), Eet(Ω
•
/C, Fb))
−1 :
Γ(D,Ezar(Ω
•
C, Fb))[1]→ Γ(X,Ezar(Ω
•
C, Fb)))
∼
−→ Γ(U,Ezar(Ω
•
C, Fb))
where c(j∗) : Cone(j∗)→ Γ(X,Ezar(Ω•C, Fb))[−1] is the canonical map, which induces the isomorphisms
Hnj∗ : F pHnCone(Γ(D,Ezar(Ω
•
C, Fb))[1]→ Γ(X,Ezar(Ω
•
C, Fb)))
∼
−→ F pHnΓ(U,Ezar(Ω
•
C, Fb)).
Definition 108. Let S ∈ SmVar(C). We have, for M,N ∈ DA(S) and F,G ∈ C(Var(C)sm/S)) projec-
tive such that M = D(A1, et)(F ) and N = D(A1, et)(G), the following transformation map in DOfil,D(S)
T (FGMS ,⊗)(M,N) : F
GM
S (M)⊗
L[−]
OS
FGMS (N) :=
(e(S)∗Hom(F,Eet(Ω
•
/S , Fb)))⊗OS (e(S)∗Hom(G,Eet(Ω
•
/S , Fb)))[−dS ]
T (⊗,Ω/S)(F,G)
−−−−−−−−−−→ e(S)∗Hom(F ⊗G,Eet(Ω
•
/S , Fb))[−dS ]
=
−→ e(S)∗Hom(F ⊗G,Eet(Ω
•
/S , Fb))[−dS ] =: F
GM
S (M ⊗N)
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We now give the definition in the non smooth case :
Definition 109. Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l],
SI = ∩i∈ISi and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈
SmVar(C). We have, for M,N ∈ DA(S) and F,G ∈ C(Var(C)sm/S) such that M = D(A1, et)(F ) and
N = D(A1, et)(G), the following transformation map in DOfil,D(S/(S˜I))
T (FGMS ,⊗)(M,N) : F
GM
S (M)⊗
L[−]
OS
FGMS (N) :=
(e(S˜I)∗Hom(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], uIJ(F )) ⊗
[−]
OS
(e(S˜I)∗Hom(L(iI∗j
∗
IG), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], uIJ(G))
=
−→ ((e(S˜I)∗Hom(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb))⊗OS˜I
e(S˜I)∗Hom(L(iI∗j
∗
IG), Eet(Ω
•
/S˜I
, Fb)))[−dS˜I ], uIJ(F )⊗ uIJ(G))
(T (⊗,Ω/S˜I
)(L(iI∗j
∗
IF ),L(iI∗j
∗
IG)))
−−−−−−−−−−−−−−−−−−−−−−−→
(e(S˜I)∗Hom(L(iI∗j
∗
IF )⊗ L(iI∗j
∗
IG), Eet(Ω
•
/S˜I
, FDR))[−dS˜I ], vIJ (F ⊗G))
=
−→ (e(S˜I)∗Hom(L(iI∗j
∗
I (F ⊗G), Eet(Ω
•
/S˜I
, Fb)))[−dS˜I ], uIJ(F ⊗G)) =: F
GM
S (M ⊗N)
Proposition 103. Let f1 : X1 → S, f2 : X2 → S two morphism with X1, X2, S ∈ Var(C). Assume that
there exist factorizations f1 : X1
l1−→ Y1 × S
pS
−→ S, f2 : X2
l2−→ Y2 × S
pS
−→ S with Y1, Y2 ∈ SmVar(C),
l1, l2 closed embeddings and pS the projections. We have then the factorization
f1 × f2 : X12 := X1 ×S X2
l1×l2−−−→ Y1 × Y2 × S
pS
−→ S
Let S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and jI : SI →֒ S
the open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈ SmVar(C). We have, for M,N ∈
DA(S) and F,G ∈ C(Var(C)sm/S) such that M = D(A1, et)(F ) and N = D(A1, et)(G), the following
commutative diagram in DOfil,D(S/(S˜I))
FGMS (M(X1/S))⊗
L
OS
FGMS (M(X2/S))
FGMS (M(X1/S)⊗M(X2/S))
= FGMS (M(X1 ×S X2/S))
(pS˜I∗ΓX1IEzar(Ω
•
Y1×S˜I/S˜I
, Fb)[−dS˜I ], wIJ (X1/S))⊗OS
(pS˜I∗ΓX2IEzar(Ω
•
Y2×S˜I/S˜I
, Fb)[−dS˜I ], wIJ (X2/S))
(pS˜I∗ΓX12IEzar(Ω
•
Y1×Y2×S˜I/S˜I
, Fb)[−dS˜I ],
wIJ (X12/S)) .
IGM (X1/S)⊗I
GM (X2/S)
T (FGMS ,⊗)(M(X1/S),M(X2/S))
IGM (X12/S)
(Ew(Y1×S˜I ,Y2×S˜I )/S˜I
)
Proof. Immediate from definition.
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6.1.2 The algebraic filtered De Rham realization functor and the commutativity with the
six operation
We recall (see section 2), for f : T → S a morphism with T, S ∈ Var(C), the commutative diagrams of
sites (29) and (30)
Var(C)2/T
ρT
''PP
PP
PP
PP
PP
P
µT //
P (f)

Var(C)2,pr/T
P (f)

ρT
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
Var(C)2,sm/T
µT //
P (f)

Var(C)2,smpr/T
P (f)

Var(C)2/S
ρS
''PP
PP
PP
PP
PP
P
µS // Var(C)2,pr/S
ρS
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
Var(C)2,sm/S
µS // Var(C)2,smpr/S
and
Var(C)2,pr/T
Gr12T //
P (f)

ρT
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
Var(C)/T
P (f)

ρT
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Var(C)2,smpr/T
Gr12T //
P (f)

Var(C)sm/T
P (f)

Var(C)2,pr/S
Gr12S //
ρS
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
Var(C)/S
ρS
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Var(C)2,sm/S
Gr12S // Var(C)sm/S
.
Let S ∈ Var(C). We have for F ∈ C(Var(C)sm/S) the canonical map in C(Var(C)sm/S)
Gr(F ) : Gr12S∗ µS∗F
Γ → F,
Gr(F )(U/S) : Γ∨Up
∗F (U × S/U × S)
ad(l∗,l∗)(p
∗F )(U×S/U×S)
−−−−−−−−−−−−−−−−−→ h∗F (U/U) = F (U/S)
where h : U → S is a smooth morphism with U ∈ Var(C) and h : U
l
−→ U × S
p
−→ S is the graph
factorization with l the graph embedding and p the projection.
Definition 110. (i) For S ∈ Var(C), we have the filtered complexes of presheaves
(Ω•,Γ/S , Fb) ∈ COSfil(Var(C)
2/S)
given by
– for ((X,Z), h) = (X,Z)/S ∈ Var(C)2/S,
(Ω•,Γ/S ((X,Z)/S), Fb) := Γ
∨,h
Z Lh∗O(Ω
•
X/S , Fb)(X) := Dh∗OSLh∗OΓZEzar(Dh∗OSLh∗O(Ω
•
X/S , Fb))(X)
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– for g : (X1, Z1)/S = ((X1, Z1), h1)→ (X,Z)/S = ((X,Z), h) a morphism in Var(C)2/S,
Ω•,Γ/S (g) : Γ
∨,h
Z Lh∗O(Ω
•
X/S , Fb))(X)
i−
−→ g∗Dh∗OSLh∗OΓZEzar(Dh∗OSLh∗O(Ω
•
X/S , Fb))(X1)
=
−→ Dh∗1OSLh∗1Og
∗ΓZEzar(Dh∗OSLh∗O(Ω
•
X/S , Fb))(X1)
Dh∗1OS
((T (g,E)(−)◦T (g,γ)(−)))−1(X1)
−−−−−−−−−−−−−−−−−−−−−−−−−→ Dh∗1OSLh∗1OΓZ×XX1Ezar(g
∗Dh∗OSLh∗O(Ω
•
X/S , Fb))(X1)
=
−→ Dh∗1OSLh∗1OΓZ×XX1Ezar(Dh∗1OSLh∗1Og
∗(Ω•X/S , Fb))(X1)
Dh∗1OS
T (Z1/(Z×XX1)∩Z1,γ)(−)(X1)
−−−−−−−−−−−−−−−−−−−−−−−−→ Dh∗1OSLh∗1OΓZ1Ezar(Dh∗1OSLh∗1Og
∗(Ω•X/S , Fb))(X1)
Γ∨,hZ1
Lh∗1O
(Ω(X1/X)/(S/S))(X1)
−−−−−−−−−−−−−−−−−−−−→ Dh∗1OSLh∗1OΓZ1Ezar(Dh∗1OSLh∗1O(Ω
•
X1/S
, Fb))(X1)
where i− is the arrow of the inductive limit.
For S ∈ SmVar(C), we get
(Ω•,Γ/S , Fb) := ρS∗(Ω
•,Γ
/S , Fb) ∈ COSfil,DS (Var(C)
2,sm/S)
(ii) For S ∈ SmVar(C), we have the canonical map COSfil,DS (Var(C)
sm/S)
GrO(Ω/S) : Gr
12
S∗ µS∗(Ω
•,Γ
/S , Fb)→ (Ω
•
/S , Fb)
given by, for U/S = (U, h) ∈ Var(C)sm/S
GrO(Ω/S)(U/S) : Gr
12
S∗ µS∗(Ω
•,Γ
/S , Fb)(U/S) := Γ
∨,h
U Lh∗O(Ω
•
U×S/S , Fb)(U × S)
Γ∨,hU Lh∗O ad(i
∗
U ,iU∗)(−)(U×S)
−−−−−−−−−−−−−−−−−−−−→ Γ∨,hU Lh∗OiU∗i
∗
U (Ω
•
U×S/S , Fb)(U × S)
Γ∨,hU Lh∗OiU∗Ω(U/U×S)/(S/S)(U×S)−−−−−−−−−−−−−−−−−−−−−−−→ Γ∨,hU Lh∗OiU∗(Ω
•
U/S , Fb)(U × S)
=
−→ (Ω•U/S , Fb)(U) =: (Ω
•
/S , Fb)(U/S)
where h : U
iU−→ U × S
pS
−→ S is the graph factorization with iU the graph embedding and pS the
projection.
We will use the following map from the property of mixed Hodge module (see section 5) together with
the specialization map of a filtered D module for a closed embedding (see definition 49) :
Definition-Proposition 21. (i) Let l : Z →֒ S a closed embedding with S,Z ∈ SmVar(C). Consider
an open embedding j : So →֒ S. We then have the cartesian square
So
j // S
Zo := Z ×S So
j′ //
l′
OO
Z
l
OO
where j′ is the open embedding given by base change. Using proposition 89 and theorem 26, the iso-
morphisms Gp,qZ,D(OS , Fb) for D ⊂ S a closed subset of definition-proposition 15 induces a canonical
isomorphism in CD(1,0)fil(Z)
G(Z, j!)(OS , Fb) : l
∗GrVZ ,0 j
Hdg
! (OSo , Fb)
∼
−→ j
′Hdg
! (OZo , Fb).
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(ii) Let l : Z →֒ S and k : Z ′ →֒ Z be closed embeddings with S,Z, Z ′ ∈ SmVar(C). Consider an open
embedding j : So →֒ S. We then have the commutative diagram whose squares are cartesian.
So
j // S
Zo := Z ×S So
j′ //
l′
OO
Z
l
OO
Z
′o := Z ′ ×S So
j′′ //
k′
OO
Z ′
k
OO
where j′ is the open embedding given by base change. Then,
G(Z ′, j!)(OS , Fb) = G(Z
′, j′!)(OZ , Fb) ◦ (k
∗GrVZ′ ,0G(Z, j!)(OS , Fb)) :
k∗GrVZ′ ,0 l
∗GrVZ ,0 j
Hdg
! (OSo , Fb)
k∗ GrV
Z′
,0 G(Z,j!)(OS ,Fb)
−−−−−−−−−−−−−−−−−→ k∗GrVZ′ ,0 j
′Hdg
! (OZo , Fb)
G(Z′,j′! )(OZ ,Fb)−−−−−−−−−−→ j
′′Hdg
! (OZ′o , Fb).
in CD(1,0)fil(Z
′).
(iii) Consider a commutative diagram whose squares are cartesian
Soo
j2 // So
j1 // S
Zoo := Z ×S Soo
j′2 //
l′′
OO
Zo := Z ×S So
j′1 //
l′
OO
Z
l
OO
where j1, j2, and hence j
′
1,j
′
2 are open embeddings. We have then the following commutative diagram
l∗GrVZ ,0 j
Hdg
1! (OSo , Fb)
ad(jHdg2! ,j
∗
2 )(OSo ,Fb)//
G(Z,j!)(OS ,Fb)

l∗GrVZ ,0(j1 ◦ j2)
Hdg
! (OSoo , Fb)
G(Z,(j1◦j2)!)(OS ,Fb)

j
′Hdg
1! (OZo , Fb)
ad(j
′Hdg
2! ,j
′∗
2 )(OZo ,Fb)// (j′1 ◦ j
′
2)
Hdg
! (OZoo , Fb)
.
Proof. (i): By definition of jHdg! : πSo(MHM(S
o)) → πS(C(MHM(S))), we have to construct the
isomorphism for each complement of a (Cartier) divisor j = jD : S
o = S\D →֒ S. In this case, we have
the closed embedding i : S →֒ L given by the zero section of the line bundle L = LD associated to D. We
have then, using definition-proposition 15, the canonical isomorphism in πZ(MHW (Z
o)×JMHW (D∩Z))
G0(Z, j!)(OS , Fb) : (j
′∗, φ(D∩Z)1, c, v)(l
∗GrVZ ,0 j
Hdg
! (OSo , Fb))
:=
−→
(j
′∗l∗GrVZ ,0 j
Hdg
! (OSo , Fb), φ(D∩Z)1(l
∗GrVZ ,0 j
Hdg
! (OSo , Fb)), can, var)
(I,Gp,qZ,S(j
Hdg
! (OSo ,Fb))))
−−−−−−−−−−−−−−−−→
(l∗GrVZo ,0 j
∗jHdg! (OSo , Fb), l
∗GrVD∩Z ,0 φD1j
Hdg
! (OSo , Fb), can, var)
=:
−→
(l∗GrVZo ,0(OSo , Fb), l
∗GrVD∩Z ,0 ψD1(OSo , Fb), N, I)
(I,Gp,qZ,S(i∗mod(OSo ,Fb))
−−−−−−−−−−−−−−−→
((OZo , Fb), l
∗ψ(D∩Z)1(OSo , Fb), N, I) =: (j
′∗, φ(D∩Z)1, c, v)(j
′Hdg
! (OZo , Fb))
Hence, using proposition 90
G(Z, j!)(OS , Fb) := (j
′∗, φ(D∩Z)1, c, v)
−1(G0(Z, j!)(i∗mod(OS , Fb))) :
l∗GrVZ ,0 j
Hdg
! (OSo , Fb)
∼
−→ j
′Hdg
! (OZo , Fb)
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is an isomorphism in πZ(MHM(Z)). Now for j : S
o = S\R →֒ S an arbitrary open embedding, we set
G(Z, j!)(OS , Fb) := lim←−
(Di),R⊂Di⊂S
(G(Z, jDJ !)(j
∗
DI (OS , Fb)) : l
∗GrVZ ,0 j
Hdg
! (OSo , Fb)
∼
−→ j
′Hdg
! (OZo , Fb)
(ii): Follows from definition-proposition 15.
(iii): Follows from definition-proposition 15.
Using definition-proposition 20 in the projection case, and the specialization map given in definition
49 and the isomorphism of definition-proposition 21, in the closed embedding case, we have the following
canonical map :
Definition 111. Consider a commutative diagram in SmVar(C) whose square are cartesian
ZT
i′ //
g′

l′
""❊
❊❊
❊❊
❊❊
❊❊
T
g

l
$$❍
❍❍
❍❍
❍❍
❍❍
❍ T \ZT
j′
oo
g

l
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
T × Z
I×i //
pZ
||②②
②②
②②
②②
②②
T × S
pS
zz✈✈
✈✈
✈✈
✈✈
✈✈
✈
T × S\(T × Z)
I×j
oo
pS
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
Z
i // S S\Z
j
oo
where i and hence I× i and i′, are closed embeddings, j, I× j, j′ are the complementary open embeddings
and g : T
l
−→ T ×S
pS
−→ S is the graph factorization, where l is the graph embedding and pS the projection.
We have, by definition-proposition 20, definition 49, proposition 89 and theorem 26, the canonical map
in CD(1,0)fil(T )
a(g, Z)(OS , Fb) : g
∗modΓ∨,HdgZ (OS , Fb) = l
∗modp∗modS Γ
∨,Hdg
Z (OS , Fb)
l∗modTHdg(p,γ∨)(OS ,Fb)
−1
−−−−−−−−−−−−−−−−−−→ l∗modΓ∨,HdgT×Z (OT×S , Fb)
spVZ (Γ
∨,Hdg
T×Z (OT×S ,Fb))
−−−−−−−−−−−−−−−−→ l∗GrVT ,0(Γ
∨,Hdg
T×Z (OT×S , Fb))
G(T,(I×j)!)(OT×S ,Fb)
−−−−−−−−−−−−−−−→ Γ∨,HdgZT (OT , Fb)
where the last map is the isomorphism given in definition-proposition 21.
Lemma 14. (i) For g : T → S and g : T ′ → T two morphism with S, T, T ′ ∈ SmVar(C), considering
the commutative diagram whose squares are cartesian
ZT ′
i′′ //
g′

T ′
g′

T ′\ZT ′
j′′
oo
g′

ZT
i′ //
g

T
g

T \ZT
j′
oo
g

Z
i // S S\Z
j
oo
we have then
a(g ◦ g′, Z)(OS , Fb) = a(g
′, ZT )(OT , Fb) ◦ (g
′∗moda(g, Z)(OS , Fb)) :
(g ◦ g′)∗modΓ∨,HdgZ (OS , Fb) = g
′∗modg∗modΓ∨,HdgZ (OS , Fb)
g
′∗moda(g,Z)(OS ,Fb)
−−−−−−−−−−−−−−→ g
′∗modΓ∨,HdgZT (OT , Fb)
a(g′,ZT )(OT ,Fb)
−−−−−−−−−−−→ Γ∨,HdgZT ′ (OT
′ , Fb).
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(ii) For g : T → S a morphism with S, T ∈ SmVar(C), considering the commutative diagram whose
squares are cartesian
Z ′T
k′ //
g

ZT
i′ //
g

T
g

Z ′
k // Z
i // S
we have then the following commutative diagram
g∗modΓ∨,HdgZ (OS , Fb)
a(g,Z)(OS ,Fb)

g∗modT (Z′/Z,γ∨,Hdg)(OS ,Fb)// g∗modΓ∨,HdgZ′ (OS , Fb)
a(g,Z′)(OS ,Fb)

Γ∨,HdgZT (OT , Fb)
T (Z′T /ZT ,γ
∨,Hdg)(OT ,Fb)// Γ∨,HdgZ′T
(OT , Fb)
Proof. (i):Follows from definition-proposition 21 (ii)
(ii):Follows from definition-proposition 21 (iii)
We can now define the main object :
Definition 112. (i) For S ∈ SmVar(C), we consider the filtered complexes of presheaves
(Ω•,Γ,pr/S , FDR) ∈ CDSfil(Var(C)
2,smpr/S)
given by,
– for (Y × S,Z)/S = ((Y × S,Z), p) ∈ Var(C)2,smpr/S,
(Ω•,Γ,pr/S ((Y × S,Z)/S), FDR) := ((Ω
•
Y×S/S , Fb)⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))(Y × S)
with the structure of p∗DS module given by proposition 54,
– for g : (Y1 × S,Z1)/S = ((Y1 × S,Z1), p1) → (Y × S,Z)/S = ((Y × S,Z), p) a morphism in
Var(C)2,smpr/S, denoting for short Zˆ := Z ×Y×S (Y1 × S),
Ω•,Γ,pr/S (g) : ((Ω
•
Y×S/S, Fb)⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))(Y × S)
i−
−→ g∗((Ω•Y×S/S, Fb)⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))(Y1 × S)
Ω(Y1×S/Y×S)/(S/S)(Γ
∨,Hdg
Z (OY×S ,Fb))(Y1×S)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ (Ω•Y1×S/S , Fb)⊗OY1×S g
∗modΓ∨,HdgZ (OY×S , Fb))(Y1 × S)
DR(Y1×S/S)(a(g,Z)(OY×S ,Fb))(Y1×S)
−−−−−−−−−−−−−−−−−−−−−−−−−−→ (Ω•Y1×S/S, Fb)⊗OY1×S Γ
∨,Hdg
Zˆ
(OY1×S , Fb))(Y1 × S)
DR(Y1×S/S)(T (Z1/Zˆ,γ
∨,Hdg)(OY1×S ,Fb))(Y1×S)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ (Ω•Y1×S/S, Fb)⊗OY1×S Γ
∨,Hdg
Z1
(OY1×S , Fb))(Y1 × S),
where
∗ i− is the arrow of the inductive limit,
∗ we recall that
Ω(Y1×S/Y×S)/(S/S)(Γ
∨,Hdg
Z (OY×S , Fb)) : g
∗((Ω•Y×S/S , Fb)⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))
→ (Ω•Y1×S/S, Fb)⊗OY1×S g
∗modΓ∨,HdgZ (OY×S , Fb))
is the map given in definition-proposition 16, which is p∗1DS linear by proposition 57,
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∗ the map
a(g, Z)(OY×S , Fb) : g
∗modΓ∨,HdgZ (OY×S , Fb)→ Γ
∨,Hdg
Zˆ
(OY1×S , Fb)
is the map given in definition 111
∗ the map
T (Z1/Zˆ, γ
∨,Hdg)(OY1×S , Fb) : Γ
∨,Hdg
Zˆ
(OY1×S , Fb)→ Γ
∨,Hdg
Z1
(OY1×S , Fb)
is given in definition-proposition 20.
For g : ((Y1 × S,Z1), p1) → ((Y × S,Z), p) and g′ : ((Y ′1 × S,Z
′
1), p1) → ((Y1 × S,Z1), p) two
morphisms in Var(C)2,smpr/S, we have
Ω•,Γ,pr/S (g ◦ g
′) = Ω•,Γ,pr/S (g
′) ◦ Ω•,Γ,pr/S (g) : ((Ω
•
Y×S/S, Fb)⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))(Y × S)
Ω•,Γ,pr
/S
(g)
−−−−−−→ (Ω•Y1×S/S, Fb)⊗OY1×S Γ
∨,Hdg
Z1
(OY1×S , Fb))(Y1 × S)
Ω•,Γ,pr
/S
(g′)
−−−−−−−→ (Ω•Y ′1×S/S, Fb)⊗OY ′1×S
Γ∨,HdgZ′1
(OY ′1×S , Fb))(Y
′
1 × S),
since, denoting for short Zˆ := Z ×Y×S (Y1 × S) and Zˆ
′ := Z ×Y×S (Y
′
1 × S)
– we have by lemma 14(i)
a(g ◦ g′, Zˆ ′)(OY ×S , Fb) = a(g
′, Zˆ)(OY1×S , Fb) ◦ g
′∗moda(g, Z)(OY×S , Fb),
– we have by lemma 14(ii)
T (Z ′1/Zˆ
′, γ∨,Hdg)(OY ′1×S , Fb) ◦ a(g
′, Zˆ)(OY1×S , Fb)
= a(g′, Z1)(OY1×S , Fb) ◦ g
′∗modT (Z1/Zˆ, γ
∨,Hdg)(OY1×S , Fb).
(ii) For S ∈ SmVar(C), we have the canonical map COSfil,DS (Var(C)
sm/S)
Gr(Ω/S) : Gr
12
S∗(Ω
•,Γ,pr
/S , FDR)→ (Ω
•
/S , Fb)
given by, for U/S = (U, h) ∈ Var(C)sm/S
Gr(Ω/S)(U/S) : Gr
12
S∗(Ω
•,Γ,pr
/S , FDR)(U/S) := ((Ω
•
U×S/S , Fb)⊗OU×S Γ
∨,Hdg
U (OU×S , Fb))(U × S)
ad(i∗U ,iU∗)(−)(U×S)−−−−−−−−−−−−−→ i∗((Ω•U×S/S , Fb)⊗OU×S Γ
∨,Hdg
U (OU×S , Fb))(U)
Ω(U/U×S)/(S/S)(−)(U)
−−−−−−−−−−−−−−−→ ((Ω•U/S , Fb)⊗OU i
∗mod
U Γ
∨,Hdg
U (OU×S , Fb))(U)
DR(U/S)(a(iU ,U))(U)
−−−−−−−−−−−−−−→ (Ω•U/S , Fb)(U) =: (Ω
•
/S , Fb)(U/S)
where h : U
iU−→ U × S
pS
−→ S is the graph factorization with iU the graph embedding and pS
the projection, note that a(iU , U) is an isomorphism since for jU : U × S\U →֒ U × S the open
complementary i∗modU j
Hdg
U ! (M,F,W ) = 0.
Definition 113. For S ∈ SmVar(C), we have the canonical map COSfil,DS (Var(C)
2,smpr/S)
T (ΩΓ/S) : µS∗(Ω
•,Γ
/S , Fb)→ (Ω
•,Γ,pr
/S , FDR)
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given by, for (Y × S,X)/S = ((Y × S,Z), p) ∈ Var(C)2,smpr/S
T (ΩΓ/S)((Y × S,Z)/S) :
(Ω•,Γ/S , Fb)((Y × S,Z)/S) := Dp∗OSLp∗OΓZEzar(Dp∗OSLp∗O(Ω
•
Y×S/S , Fb))(Y × S)
DR(Y×S/S)(γ∨,HdgZ (OY×S))(Y×S)−−−−−−−−−−−−−−−−−−−−−−−→
Dp∗OSLp∗OΓZEzar(Dp∗OSLp∗O((Ω
•
Y×S/S , Fb)⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))(Y × S)
=
−→
((Ω•Y×S/S, Fb)⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))(Y × S) =: (Ω
•,Γ,pr
/S , FDR)((Y × S,Z)/S).
By definition Gr(Ω/S) ◦GrS∗ T (Ω
Γ
/S) = Gr
O(Ω/S).
Remark 11. (i) Let S ∈ Var(C). We have by definition o12∗(Ω
•,Γ
/S , Fb) = (Ω
•
/S , Fb) ∈ COSfil(Var(C)
sm/S).
Moreover, if S ∈ SmVar(C), o12∗(Ω
•,Γ
/S , Fb) = (Ω
•
/S , Fb) ∈ COSfil,DS (Var(C)
sm/S).
(ii) Let S ∈ Var(C). Then, (Ω•,Γ/S , Fb) ∈ COSfil(Var(C)
2/S) is a natural extension of
(Ω•,Γ/S , Fb) := ρS∗(Ω
•,Γ
/S , Fb) ∈ COSfil(Var(C)
2,sm/S),
but does NOT satisfy cdh descent.
The point definition 112 above gives the object in DA(S) which will, for S smooth, represent the
algebraic De Rham realisation in DS modules. It is the class of an explicit complex of presheaves on
Var(C)sm/S.
Proposition 104. Let S ∈ Var(C).
(i) The complex of presheaves (Ω•,Γ/S , Fb) ∈ COSfil(Var(C)
2,sm/S) is 2-filtered A1S local for the Zariski
or etale topology (see definition 16) and admits transferts (i.e. Tr(S)∗ Tr(S)
∗Ω•,Γ/S = Ω
•,Γ
/S ).
(ii) The complex of presheaves (Ω•,Γ,pr/S , FDR) ∈ CDSfil(Var(C)
2,smpr/S) is 2-filtered A1S local for the
Zariski or etale topology (see definition 16) and admits transferts (i.e. Tr(S)∗ Tr(S)
∗Ω•,Γ,pr/S =
Ω•,Γ,pr/S ).
Proof. (i):Follows from proposition 97.
(ii): Let (Y × S,Z)/S = ((Y × S,Z), p) ∈ Var2,smpr(C) and pa : (Y ×A1 × S,Z × A1)→ (Y × S,Z) the
projection, i0 : (Y × S,Z)→ (Y × A1 × S,Z × A1) closed embedding. Then,
a(pa, Z) : p
∗mod
a Γ
∨,Hdg
Z (OY××S , Fb))→ Γ
∨,Hdg
Z×A1 (OY×A1×S , Fb)).
a quasi-isomorphism in πY×A1×S(C(MHM(Y ×A
1× S))). Since a morphism of mixed Hodge module is
strict for the F-filtration,
a(pa, Z) : p
∗mod
a Γ
∨,Hdg
Z (OY××S , Fb)→ Γ
∨,Hdg
Z×A1 (OY×A1×S , Fb).
is a (1)-filtered quasi-isomorphism in CDfil(Y × A1 × S). On the other hand, as, for all p ∈ Z,
I(p∗a, pa∗)(−,−)(Ω(Y×A1×S/Y×S)(S/S)(Γ
∨,Hdg
Z (OY×S , Fb))) :
Ω•Y×S/S ⊗OY×S F
p−•Γ∨,HdgZ (OY×S , Fb)
→ pa∗(Ω
•
Y×A1×S/S ⊗OY×A1×S p
∗mod
a F
p−•Γ∨,HdgZ (OY××S , Fb))
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is an homotopy equivalence whose inverse is
pa∗I(i
∗
0, i0∗)(−,−)(Ω(Y×S/Y×A1×S)(S/S)(p
∗mod
a (Γ
∨,Hdg
Z (OY×S , Fb)))) :
pa∗(Ω
•
Y×A1×S/S ⊗OY×A1×S p
∗mod
a F
p−•Γ∨,HdgZ (OY××S , Fb))
→ pa∗i0∗(Ω
•
Y×S/S ⊗OY×S (i
∗mod
0 p
∗mod
a F
p−•Γ∨,HdgZ (OY×S , Fb))
=
−→ Ω•Y×S/S ⊗OY×S F
p−•Γ∨,HdgZ (OY×S , Fb)
(see the proof of proposition 97), for all p ∈ Z, the map
Eet(I(p
∗
a, pa∗)(−,−)(Ω(Y×A1×S/Y×S)(S/S)(Γ
∨,Hdg
Z (OY×S , Fb)))) :
E•et(Ω
•
Y×S/S ⊗OY×S F
p−•Γ∨,HdgZ (OY×S , Fb))
→ E•et(pa∗(Ω
•
Y×A1×S/S ⊗OY×A1×S p
∗mod
a F
p−•Γ∨,HdgZ (OY××S , Fb)))
is a 2-filtered quasi-isomorphism by proposition 7. Hence,
Eet(Ω
•,Γ,pr
/S (pa)) : Eet((Ω
•
Y×S/S , Fb)⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))
→ Eet((Ω
•
Y×A1×S/S, Fb)⊗OY×A1×S Γ
∨,Hdg
Z×A1 (OY×A1×S , Fb))
is a 2-filtered isomorphism.
We have the following canonical transformation map given by the pullback of (relative) differential
forms:
• Let g : T → S a morphism with T, S ∈ Var(C). We have the canonical morphism in Cg∗OSfil,g∗DS (Var(C)
2,sm/T )
ΩΓ/(T/S) : g
∗(Ω•,Γ/S , Fb)→ (Ω
•,Γ
/T , Fb)
induced by the pullback of differential forms : for ((V, Z1)/T ) = ((V, Z1), h) ∈ Var(C)2,sm/T ,
ΩΓ/(T/S)((V, Z1)/T ) :
g∗Ω•,Γ/S ((V, Z1)/T ) := lim(h:(U,Z)→Ssm,g1:(V,Z1)→(UT ,ZT ),h,g)
Ω•,Γ/S ((U,Z)/S)
Ω•,Γ
/S
(g′◦g1)
−−−−−−−→ Ω•,Γ/S ((V, Z1)/S)
Γ∨,hZ1
q(Y1×T )
−−−−−−−−→ Ω•,Γ/T ((V, Z1)/T ),
where g′ : UT := U ×S T → U is the base change map and q : Ω•Y1×T/S → Ω
•
Y1×T/T
is the quotient
map. If T, S ∈ SmVar(C),
ΩΓ/(T/S) : g
∗(Ω•,Γ/S , Fb)→ (Ω
•,Γ
/T , Fb)
is a morphism in Cg∗OSfil,g∗DS (Var(C)
2,sm/T ) It induces the canonical morphisms in Cg∗OSfil,g∗DS (Var(C)
2,sm/T )
:
EΩΓ/(T/S) : g
∗Eet(Ω
•,Γ
/S , Fb)
T (g,Eet)(Ω
•,Γ
/S
,Fb)
−−−−−−−−−−−−→ Eet(g
∗(Ω•,Γ/S , Fb))
Eet(Ω
Γ
/(T/S))
−−−−−−−−→ Eet(Ω
•,Γ
/T , Fb)
and
EΩΓ/(T/S) : g
∗Ezar(Ω
•,Γ
/S , Fb)
T (g,Ezar)(Ω
•,Γ
/S
,Fb)
−−−−−−−−−−−−→ Ezar(g
∗(Ω•,Γ/S , Fb))
Ezar(Ω
Γ
/(T/S))
−−−−−−−−−→ Ezar(Ω
•,Γ
/T , Fb).
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• Let g : T → S a morphism with T, S ∈ SmVar(C). We have the canonical morphism in Cg∗DSfil(Var(C)
2,smpr/T )
ΩΓ,pr/(T/S) : g
∗(Ω•,Γ,pr/S , FDR)→ (Ω
•,Γ,pr
/T , FDR)
induced by the pullback of differential forms : for ((Y1×T, Z1)/T ) = ((Y1×T, Z1), p) ∈ Var(C)2,smpr/T ,
ΩΓ,pr/(T/S)((Y1 × T, Z1)/T ) :
g∗Ω•,Γ,pr/S ((Y1 × T, Z1)/T ) := lim(h:(Y×S,Z)→S, g1:(Y1×T,Z1)→(Y×T,ZT ),h,g)
Ω•,Γ,pr/S ((Y × T, Z)/S)
Ω•,Γ,pr
/S
(g′◦g1)
−−−−−−−−−→ Ω•,Γ,pr/S ((Y1 × T, Z1)/S)
q(−)(Y1×T )
−−−−−−−−→ Ω•,Γ,pr/T ((Y1 × T, Z1)/T ),
where g′ = (IY × g) : Y × T → Y × S is the base change map and q(M) : ΩY1×T/S ⊗OY1×T
(M,F ) → ΩY1×T/T ⊗OY1×T (M,F ) is the quotient map. It induces the canonical morphisms in
Cg∗DSfil(Var(C)
2,smpr/T ) :
EΩΓ,pr/(T/S) : g
∗Eet(Ω
•,Γ,pr
/S , FDR)
T (g,E)(−)
−−−−−−−→ Eet(g
∗(Ω•,Γ,pr/S , FDR))
Eet(Ω
Γ,pr
/(T/S)
)
−−−−−−−−→ Eet(Ω
•,Γ,pr
/T , FDR)
and
EΩΓ,pr/(T/S) : g
∗Ezar(Ω
•,Γ,pr
/S , FDR)
T (g,E)(−)
−−−−−−−→ Ezar(g
∗(Ω•,Γ,pr/S , FDR))
Ezar(Ω
Γ,pr
/(T/S)
)
−−−−−−−−−→ Ezar(Ω
•,Γ,pr
/T , FDR).
Definition 114. Let g : T → S a morphism with T, S ∈ SmVar(C). We have, for F ∈ C(Var(C)2,smpr/S),
the canonical transformation in CDfil(T ) :
T (g,ΩΓ,pr/· )(F ) : g
∗modLDe(S)∗Gr
12
S∗Hom
•(F,Eet(Ω
•,Γ,pr
/S , FDR))
=
−→ (g∗LDe(S)∗Hom
•(F,Eet(Ω
•,Γ,pr
/S , FDR)))⊗g∗OS OT
T (g,Gr12)(−)◦T (e,g)(−)◦q
−−−−−−−−−−−−−−−−−→ e(T )∗Gr
12
T∗ g
∗Hom•(F,Eet(Ω
•,Γ,pr
/S , FDR))⊗g∗OS OT
(T (g,hom)(−,−)⊗I)
−−−−−−−−−−−−−→ e(T )∗Gr
12
T∗Hom
•(g∗F, g∗Eet(Ω
•,Γ,pr
/S , FDR))⊗g∗OS OT
ev(hom,⊗)(−,−,−)
−−−−−−−−−−−−→ e(T )∗Gr
12
T∗Hom
•(g∗F, g∗Eet(Ω
•,Γ,pr
/S , FDR))⊗g∗e(S)∗OS e(T )
∗OT
Hom•(g∗F,(EΩΓ,pr
/(T/S)
⊗m))
−−−−−−−−−−−−−−−−−−→ e(T )∗Gr
12
T∗Hom
•(g∗F,Eet(Ω
•,Γ,pr
/T , FDR))
Let S ∈ Var(C). Recall that for and h : U → S a morphism with U ∈ Var(C), we have the canonical
map given by the wedge product
wU/S : Ω
•
U/S ⊗OS Ω
•
U/S → Ω
•
U/S ;α⊗ β 7→ α ∧ β.
Let S ∈ Var(C) and h1 : U1 → S, h2 : U2 → S two morphisms with U1, U2 ∈ Var(C). Denote
h12 : U12 := U1 ×S U2 → S and p112 : U1 ×S U2 → U1, p212 : U1 ×S U2 → U2 the projections. Recall we
have the canonical map given by the wedge product
w(U1,U2)/S : p
∗
112Ω
•
U1/S
⊗OS p
∗
212Ω
•
U2/S
→ Ω•U12/S ;α⊗ β 7→ p
∗
112α ∧ p
∗
212β
which gives the map
Ew(U1,U2)/S : h1∗Ezar(Ω
•
U1/S
)⊗OS h2∗Ezar(Ω
•
U2/S
)→ h12∗Ezar(p
∗
112Ω
•
U1/S
⊗OS p
∗
212Ω
•
U2/S
)
Let S ∈ SmVar(C).
235
• The complex of presheaves (Ω•,Γ/S , Fb) ∈ COSfil,DS (Var(C)
2,sm/S) have a monoidal structure given
by the wedge product of differential forms: for h : (U,Z)→ S ∈ Var(C)2/S, the map
DR(−)(γ∨,hZ (−)) ◦ wU/S : (Ω
•
U/S , Fb)⊗p∗OS (Ω
•
U/S , Fb)→ Γ
∨,h
Z Lh∗OS (Ω
•
U/S , Fb)
factors trough
DR(−)(γ∨,HdgZ (−)) ◦ wU/S : (Ω
•
U/S , Fb)⊗p∗OS (Ω
•
U/S , Fb)
DR(−)(γ∨,hZ (−))⊗DR(−)(γ
∨,h
Z (−))−−−−−−−−−−−−−−−−−−−−−−−→ Γ∨,hZ Lh∗OS (Ω
•
U/S , Fb)⊗p∗OS Γ
∨,h
Z Lh∗OS (Ω
•
U/S , Fb)
(DR(−)(γ∨,hZ (−))◦wU/S)
γ
−−−−−−−−−−−−−−−−−→ Γ∨,hZ Lh∗OS (Ω
•
U/S , Fb)
unique up to homotopy, giving the map in COSfil,DS (Var(C)
2,smpr/S):
wS : (Ω
•,Γ
/S , Fb)⊗OS (Ω
•,Γ
/S , Fb)→ (Ω
•,Γ
/S , Fb)
given by for h : (U,Z)→ S ∈ Var(C)2,sm/S,
wS((U,Z)/S) : (Γ
∨,h
Z Lh∗OS (Ω
•
U/S , Fb)⊗p∗OS Γ
∨,h
Z Lh∗OS (Ω
•
U/S , Fb))(U)
(DR(−)(γ∨,hZ (−))◦wU/S)
γ(U)
−−−−−−−−−−−−−−−−−−−→ Γ∨,hZ Lh∗OS (Ω
•
U/S , Fb)(U)
which induces the map in COSfil,DS (Var(C)
2,sm/S)
EwS : Eet(Ω
•,Γ
/S , Fb)⊗OS Eet(Ω
•,Γ
/S , Fb)
=
−→ Eet((Ω
•,Γ
/S , Fb)⊗OS (Ω
•,Γ
/S , Fb))
Eet(wS)
−−−−−→ Eet(Ω
•,Γ
/S , Fb)
given by the functoriality of the Godement resolution (see section 2).
• The complex of presheaves (Ω•,Γ,pr/S , FDR) ∈ CDSfil(Var(C)
2,smpr/S) have a monoidal structure
given by the wedge product of differential forms: for p : (Y ×S,Z)→ S ∈ Var(C)2,smpr/S, the map
DR(−)(γ∨,HdgZ (−)) ◦ wY×S/S : (Ω
•
Y×S/S ⊗OY×S (OY×S , Fb))⊗p∗OS (Ω
•
Y×S/S ⊗OY×S (OY×S , Fb))
→ Ω•Y×S/S ⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb)
factors trough
DR(−)(γ∨,HdgZ (−)) ◦ wY×S/S :
(Ω•Y×S/S ⊗OY×S (OY×S , Fb))⊗p∗OS (Ω
•
Y×S/S ⊗OY×S (OY×S , Fb))
DR(−)(γ∨,HdgZ (−))⊗DR(−)(γ
∨,Hdg
Z (−))−−−−−−−−−−−−−−−−−−−−−−−−−−→
(Ω•Y×S/S ⊗OY×S Γ
∨,Hdg
Z )(OY×S , Fb)⊗p∗OS Ω
•
Y×S/S ⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb)
(DR(−)(γ∨,HdgZ (−))◦wY×S/S)
γ
−−−−−−−−−−−−−−−−−−−−→ Ω•Y×S/S ⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb)
unique up to homotopy, giving the map in CDSfil(Var(C)
2,smpr/S):
wS : (Ω
•,Γ,pr
/S , FDR)⊗OS (Ω
•,Γ,pr
/S , FDR)→ (Ω
•,Γ,pr
/S , FDR)
given by for p : (Y × S,Z)→ S ∈ Var(C)2,smpr/S,
wS((Y × S,Z)/S) :
(((Ω•Y×S/S ⊗OY×S Γ
∨,Hdg
Z )(OY×S , Fb))⊗p∗OS (Ω
•
Y×S/S ⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb)))(Y × S)
(DR(−)(γ∨,HdgZ (−))◦wY×S/S)
γ(Y×S)
−−−−−−−−−−−−−−−−−−−−−−−−−→ (Ω•Y×S/S ⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))(Y × S)
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which induces the map in CDSfil(Var(C)
2,smpr/S)
EwS : Eet(Ω
•,Γ,pr
/S , FDR)⊗OS Eet(Ω
•,Γ,pr
/S , FDR)
=
−→
Eet((Ω
•,Γ,pr
/S , FDR)⊗OS (Ω
•,Γ,pr
/S , FDR))
Eet(wS)
−−−−−→ Eet(Ω
•,Γ,pr
/S , FDR)
by the functoriality of the Godement resolution (see section 2).
Definition 115. Let S ∈ SmVar(C). We have, for F,G ∈ C(Var(C)2,smpr/S), the canonical transfor-
mation in CDfil(S) :
T (⊗,Ω)(F,G) :
e(S)∗Gr
12
S∗Hom(F,Eet(Ω
•,Γ,pr
/S , FDR))⊗OS e(S)∗Gr
12
S∗Hom(G,Eet(Ω
•,Γ,pr
/S , FDR))
=
−→ e(S)∗Gr
12
S∗(Hom(F,Eet(Ω
•,Γ,pr
/S , FDR))⊗OS Hom(G,Eet(Ω
•,Γ,pr
/S , FDR)))
T (Hom,⊗)(−)
−−−−−−−−−→ e(S)∗Gr
12
S∗Hom(F ⊗G,Eet(Ω
•,Γ,pr
/S , FDR)⊗OS Eet(Ω
•,Γ,pr
/S , FDR)))
=
−→ e(S)∗Gr
12
S∗Hom(F ⊗G, (Eet(Ω
•,Γ,pr
/S , FDR)⊗OS Eet(Ω
•,Γ,pr
/S , FDR)))
Hom(F⊗G,EwS)
−−−−−−−−−−−→ e(S)∗Gr
12
S∗Hom(F ⊗G,Eet(Ω
•,Γ,pr
/S , FDR)).
We now define the filtered De Rahm realization functor.
Definition 116. (i) Let S ∈ SmVar(C). We have, using definition 112 and definition 36, the functor
C(Var(C)sm/S)→ CDfil(S), F 7→
lim−→
r(X∗,D∗)/S(LF )
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F )), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
(ii) Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI := ∩i∈ISi and jI : SI →֒ S the open
embedding. We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. Consider, for I ⊂ J , the
following commutative diagram
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO
and jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ = jJ . We have, using definition 112 and
definition 36, the functor
C(Var(C)sm/S)→ CDfil(S/(S˜I)), F 7→
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F ))
where we have denoted for short e′(S˜I) = e(S˜I) ◦ Gr
12
S˜I
, the limits run over the Corti-Hanamura
resolutions
r(X∗,D∗)/S˜I (L(iI∗j
∗
IF )) : R(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF ))→ DS˜I (ρ
∗
S˜I
L(iI∗j
∗
IF ))
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and
uqIJ(F )[dS˜J ] : e
′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))
ad(p∗modIJ ,pIJ )(−)−−−−−−−−−−−→
pIJ∗p
∗mod
IJ e
′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))
pIJ∗T (pIJ ,Ω
γ,pr
· )(−)−−−−−−−−−−−−−→
pIJ∗e
′(S˜J)∗Hom
•(LρS˜J∗Gr
12∗
S˜J
Lp∗IJR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR))
Hom(Gr12∗
S˜J
T (pIJ ,R
CH)(LiI∗j
∗
I F )
−1,Eet(Ω
•,Γ,pr
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J)∗Hom
•(LρS˜J∗Gr
12∗
S˜J
LR(X∗×S˜J\I ,D∗×S˜J\I)/S˜J (ρ
∗
S˜J
p∗IJL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR))
Hom(Gr12∗
S˜J
RCH
S˜J
(T q(DIJ )(j
∗
IF )),Eet(Ω
•,Γ,pr
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J )∗Hom
•(LρS˜J∗Gr
12∗
S˜J
LR(X∗×S˜J\I ,D∗×S˜J\I)/S˜J (ρ
∗
S˜J
L(iJ∗j
∗
JF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR)).
For I ⊂ J ⊂ K, we have obviously pIJ∗uJK(F ) ◦ uIJ(F ) = uIK(F ). We will prove in corollary 5
below that uIJ(F ) are ∞-filtered Zariski local equivalence.
We have the following key proposition :
Proposition 105. Let S ∈ SmVar(C).
(i) Let m : Q1 → Q2 be an etale local equivalence local with Q1, Q2 ∈ C(ProjPSh(Var(C)sm/S))
complexes of representable presheaves. Then,
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR
CH(m), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ] :
lim
−→
r(X∗,D∗)/S(Q1)
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SQ1), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
→ lim
−→
r(X∗,D∗)/S(Q2)
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SQ2), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
is a 2-filtered quasi-isomorphism. It is thus an isomorphism in DDfil,∞(S).
(ii) Let m : Q1 → Q2 be an equivalence (A1, et) local with Q1, Q2 ∈ C(ProjPSh(Var(C)sm/S)) com-
plexes of representable presheaves. Then,
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR
CH(m), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ] :
lim
−→
r(X∗,D∗)/S(Q1)
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SQ1), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
→ lim
−→
r(X∗,D∗)/S(Q2)
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SQ2), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
is an 2-filtered quasi-isomorphism. It is thus an isomorphism in DDfil,∞(S).
Proof. (i):Let h : U → S a smooth morphism with U ∈ Var(C). Note that U is smooth since S is smooth.
Let (ri : Ui → U)i∈L=[1,...,s] an etale cover of U . Consider the Chech cover
(U•/S) := ((UL, hL) := (U1 ×U U2 × · · · ×U Us, h ◦ (r1 × . . .× rs))
rL,I
−−−→ · · ·
iI,i
−−→ ⊔i∈L(Ui, hi) := ⊔i∈L(Ui, h ◦ ri))
r=⊔i∈Lri
−−−−−−→ (U, h)
Take (see definition-proposition 12) a compactification of r : (U•/S)→ U/S
(X•0/S := ((XL0, fL0)
r¯L,I0
−−−→ · · ·
r¯Ii0−−→ ⊔i∈L(Xi, fi0))
r¯0−→ (X0, f0)
where f0 : X0 → S is a compactification of h : U → S and fI0 : XI0 → S are compactification of
hI : UI := Ui1 × U × · · · × Uil → S. Denote Z := X0\U and ZI := XI0\UI . Take (see again definition-
proposition 12) a resolution ǫ : (X,D) → (X0, Z) of the pair (X0, Z) and resolutions ǫI : (XI , DI) →
(XI0, ZI) of the pairs (XI0, ZI), fitting in an other compactification of r : (U•/S)→ U/S
(X•/S : (XL, fL)
r¯L,I
−−−→ · · ·
r¯Ii−−→ ⊔i∈L(Xi, fi))
r¯
−→ (X, f)
Denote by j : U →֒ X and j• : U• →֒ X• the open embeddings. We have the factorization
j• : U•
j10•−−→ r¯−1(U)
j0•−→ X•
where j10 and j0 are open embeddings. Consider the graph embeddings r¯ : X•
l•−→ X•×X
pIo
−−→ X Denote
for short js := j× I : U ×S →֒ X ×S, js• := j•× I : U•×S →֒ X•×S and r¯
s := r¯× I : X•×S → X ×S
We have the factorization
js• : U• × S
js10• :=(j
10
• ×I)−−−−−−−−−→ r¯s,−1(U × S)
js0• :=(j
0
•×I)−−−−−−−−→ X• × S
We have then by definition the following commutative diagram, with for short e = e(S) ◦Gr12S ,
e∗Hom•(LρS∗Gr
12∗
S LR(X,D)/S(Z(U/S)), Eet(Ω
•,Γ,pr
/S , FDR)) pS∗Eet((Ω
•
X×S/S , Fb)⊗OX×S j
s,Hdg
! (OU×S , Fb))[2dX − 2dS]
pX•∗Eet((Ω
•
X•×S/S
, Fb)⊗OX•×S r¯
s∗modjs,Hdg! (OU×S , Fb)[2dX − 2dS ]
pS∗Eet((Ω
•
X•×S/S
, Fb)⊗OX•×S j
s0,Hdg
•! (Or¯−1s (U×S), Fb))[2dX − 2dS ]
e∗Hom
•(LρS∗Gr
12∗
S LR(X•,D•)/S(Z(U•/S)), Eet(Ω
•,Γ,pr
/S , FDR)) pS∗Eet((Ω
•
X•×S/S
, Fb)⊗OX•×S j
s,Hdg
•! (OU•×S , Fb))[2dX − 2dS ]
Hom(T (f♯,f∗)(−),−)
′pX∗Eet(Ω(X•×S/X×S)/(S/S)(j
s,Hdg
! (OU×S ,Fb))◦ad(r¯
s∗,r¯s∗)(−))
′DR(X•×S/S)(G(U•×S,j
s
! )(OU×S ,Fb)◦T
∨,Hdg(pIo×I,js)(−))Hom
•(LρS∗ Gr
12∗
S LR
CH(r),−)
Hom(T (f•♯,f•∗)(−),−)
DR(X•×S/S)(j
s0,Hdg
•! ad(j
s10,Hdg
•! ,j
s10∗
• )(Or¯−1s (U×S)
,Fb))
where,
• since f : X → S is surjective proper morphism, we have the equivalences (A1, et) local in C(Var(C)/S)
T (f♯, f∗)(Z(X/X)) := [∆X ] : f♯(Z(X/X))→ Lf∗Eet(Z(X/X))(dX − dS)[2dX − 2dS ]
and
T (f♯, f∗)(Z(DI/X)) := [∆DI ] : f♯(Z(DI/X))→ Lf∗Eet(Z(DI/X))(dX − dS)[2dX − 2dS ]
given in definition 42,
• since f• : X• → S is given by surjective proper morphisms, we have the equivalences (A1, et) local
in C(Var(C)/S)
T (f•♯, f•∗)(Z(X•/X•)) := ([∆X• ]) : f•♯(Z(X•/X•))→ Lf•∗Eet(Z(X•/X•))(dX − dS)[2dX − 2dS]
and
T (f•♯, f•∗)(Z(D•I/X•)) := ([∆D•I ]) : f•♯(Z(D•I/X•))→ Lf•∗Eet(Z(D•I/X•))(dX − dS)[2dX − 2dS ]
given in definition 42.
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Now, the two horizontal arrows are 2-filtered quasi-isomorphism by proposition 104 and lemma 2. The
arrow given by the composition of the two maps of the right column is a filtered quasi-isomorphism by
proposition 94. The upper arrow of the right column is a filtered quasi-isomorphism by proposition 92.
Hence the arrow of the left column is a 2-filtered quasi-isomorphism which proves (i).
(ii):Let h : U → S a smooth morphism with U ∈ Var(C). Denote p : U × A1 → U the projection. Let
f0 : X0 → S is a compactification of h : U → S (see definition-proposition 12) Denote Z := X0\U and
ZI := XI0\UI . Then p¯0 : X0 × P1 → X0 is a compactification of p : U × A1 → U . Take (see again
definition-proposition 12) a resolution ǫ : (X,D)→ (X0, Z) of the pair (X0, Z). Then
ǫ′ : (X × P1, (D × P1) ∪ (X × {∞}))→ (X0 × P
1, (Z × P1) ∪ (X0 × {∞})
is a resolution of the pair (X0 × P1, (Z × P1) ∪ (X0 × {∞}). Denote by j : U →֒ X the open embedding.
Denote for short js := j × I : U × S →֒ X × S, jsa := j × ja × I : U × A1 × S →֒ X × P1 × S
p¯s := p¯× I : X × P1 × S → X × S. We have then by definition the following commutative diagram, with
for short e = e(S) ◦Gr12S ,
e∗Hom•(LρS∗Gr
12∗
S LR(X,D)/S(Z(U/S)), Eet(Ω
•,Γ,pr
/S , FDR)) pS∗Eet((Ω
•
X×S/S, Fb)⊗O j
s,Hdg
! (OU×S , Fb))[2dX − 2dS ]
pS∗Eet((Ω
•
X×P1×S/S, Fb)⊗O p¯
s∗modjs,Hdg! (OU×S , Fb))[2dX − 2dS ]
e∗Hom•(LρS∗Gr
12∗
S LR(X×P1,−)/S(Z(U × A
1/S)), Eet(Ω
•,Γ,pr
/S , FDR)) pS∗Eet((Ω
•
X×P1×S/S, Fb)⊗O j
sa,Hdg
! (OU×A1×S , Fb))[2dX + 2− 2dS ]
Hom(T (f♯,f∗)(−),−)
′pS∗Eet(Ω(X×P1×S/X×S)/(S/S)(j
s,Hdg
! (OU×S,Fb))◦ad(p¯
∗,p¯∗)(−))
′DR(X×P1×S/S)(T∨,Hdg(p¯s,js)(−))
Hom(T ((f◦pX)♯,(f◦pX )∗)(−),−)
Hom•(LρS∗Gr
12∗
S LR
CH (p),−)
where,
• since f : X → S is surjective proper morphism, we have the equivalences (A1, et) local in C(Var(C)/S)
T (f♯, f∗)(Z(X/X)) := [∆X ] : f♯(Z(X/X))→ Lf∗Eet(Z(X/X))(dX − dS)[2dX − 2dS ]
and
T (f♯, f∗)(Z(DI/X)) := [∆DI ] : f♯(Z(DI/X))→ Lf∗Eet(Z(DI/X))(dX − dS)[2dX − 2dS ]
given in definition 42,
• since f ◦ pX : X × P1 → S is a surjective proper morphism, we have the equivalences (A1, et) local
in C(Var(C)/S)
T ((f ◦ p)♯, (f ◦ p)∗)(Z(X × P
1/X × P1)) := [∆X×P1 ] : (f ◦ p)♯(Z(X × P
1/X × P1))
→ L(f ◦ p)∗Eet(Z(X × P
1/X × P1))(dX + 1− dS)[2dX + 1− 2dS ]
and
T ((f ◦ p)♯, (f ◦ p)∗)(Z(DI × P
1/X × P1)) := [∆DI×P1 ] : (f ◦ p)♯(Z(DI × P
1/X × P1))
→ L(f ◦ p)∗Eet(Z(DI × P
1/X × P1))(dX + 1− dS)[2dX + 1− 2dS ]
given in definition 42.
Now, by proposition 104 and lemma 2, the two horizontal arrows of the right column are 2-filtered
quasi-isomorphism. The arrow given by the composition of the two maps of the right column is a filtered
quasi-isomorphism by proposition 94. Hence the arrow of the left column is a 2-filtered quasi-isomorphism
which proves (ii).
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Definition 117. (i) Let S ∈ SmVar(C). We define using definition 116(i) and proposition 105(ii) the
filtered algebraic De Rahm realization functor defined as
FFDRS : DAc(S)→ DDfil,∞(S),M 7→ F
FDR
S (M) :=
lim
−→
r(X∗,D∗)/S(L(F ))
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F )), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
∼
−→ e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F )), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ).
(i)’ For the Corti-Hanamura weight structure W on DAc(S)
−, we define using definition 116(i) and
proposition 105(ii)
FFDRS : DA
−
c (S)→ D
−
D(1,0)fil,∞(S),M 7→ F
FDR
S ((M,W )) :=
lim−→
r(X∗,D∗)/S(L(F,W ))
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
∼
−→ e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
where (F,W ) ∈ Cfil(Var(C)sm/S) is such that M = D(A1, et)((F,W )) using corollary 1. Note
that the filtration induced by W is a filtration by sub DS module, which is a stronger property then
Griffitz transversality. Of course, the filtration induced by F satisfy only Griffitz transversality in
general.
(ii) Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI = ∩i∈ISi and jI : SI →֒ S the open embedding.
We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We define, using definition 116(ii),
proposition 105(ii) and corollary 5, the filtered algebraic De Rahm realization functor defined as
FFDRS : DAc(S)→ DDfil,∞(S/(S˜I)),M 7→ F
FDR
S (M) :=
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F ))
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ), see definition 116.
(ii)’ For the Corti-Hanamura weight structure W on DA−c (S), using definition 116(ii), proposition
105(ii) and corollary 5,
FFDRS : DA
−
c (S)→ D
−
D(1,0)fil,∞(S/(S˜I)),M 7→ F
FDR
S ((M,W )) :=
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F,W ))
where (F,W ) ∈ Cfil(Var(C)sm/S) is such that (M,W ) = D(A1, et)(F,W ) using corollary 1. Note
that the filtration induced by W is a filtration by sub DS˜I -modules, which is a stronger property then
Griffitz transversality. Of course, the filtration induced by F satisfy only Griffitz transversality in
general.
Proposition 106. For S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C), the functor FFDRS is well defined.
Proof. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). Denote, for I ⊂ [1, · · · , l], SI = ∩i∈ISi and jI : SI →֒ S the open embedding. We
then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. Let M ∈ DA(S). Let F, F ′ ∈ C(Var(C)sm/S)
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such that M = D(A1, et)(F ) = D(A1, et)(F
′). Then there exist by definition a sequence of morphisms in
C(Var(C)sm/S) :
F = F1
s1−→ F2
s2←− F3
s3−→ F4 → · · ·
sl−→ F ′ = Fs
where, for 1 ≤ k ≤ s, and sk are (A1, et) local equivalence. But if s : F1 → F2 is an equivalence (A1, et)
local,
L(iI∗j
∗
I s) : L(iI∗j
∗
IF1)→ L(iI∗j
∗
IF2)
is an equivalence (A1, et) local, hence
Hom(Gr12∗
S˜I
RCH
S˜I
(L(iI∗j
∗
I s)), Eet(Ω
•,Γ,pr
/S˜I
, FDR)) :
( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF1)), Eet(Ω
•,Γ,pr
/S˜I
, FDR)), u
q
IJ (F1))
→ ( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF2)), Eet(Ω
•,Γ,pr
/S˜I
, FDR)), u
q
IJ (F2))
is an ∞-filtered quasi-isomorphism by proposition 105.
Let f : X → S a morphism with S,X ∈ Var(C). Assume there exists a factorization
f : X
l
−→ Y × S
pS
−→ S
of f , with l a closed embedding, Y ∈ SmVar(C) and pS the projection. Let Y¯ ∈ PSmVar(C) a com-
pactification of Y with Y¯ \Y = D a normal crossing divisor, denote k : D →֒ Y¯ the closed embedding
and n : Y →֒ Y¯ the open embedding. Denote X¯ ⊂ Y¯ × S the closure of X ⊂ Y¯ × S. We have then the
following commutative diagram in Var(C)
X
l //

Y × S
pS
""❊
❊❊
❊❊
❊❊
❊❊
(n×I)

X¯
l // Y¯ × S
p¯S // S
Z := X¯\X
lZ
99rrrrrrrrrr
OO
// D × S
==③③③③③③③③③
(k×I)
OO
.
Let S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C).
We have X = ∪li=1Xi with Xi := f
−1(Si). Denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and XI = ∩i∈IXi. For
I ⊂ [1, · · · l], denote by S˜I = Πi∈I S˜i. We then have, for I ⊂ [1, · · · l], closed embeddings iI : SI →֒ S˜I and
for I ⊂ J , the following commutative diagrams which are cartesian
fI = f|XI : XI
lI //
''◆◆
◆◆
◆◆
◆◆
◆◆
Y × SI
pSI //
i′I

SI
iI

Y × S˜I
pS˜I // S˜I
, Y × S˜J
pS˜J //
p′IJ

S˜J
pIJ

Y × S˜I
pS˜I // S˜I
,
with lI : l|XI , i
′
I = I× iI , pSI and pS˜I are the projections and p
′
IJ = I×pIJ , and we recall that we denote
by jI : S˜I\SI →֒ S˜I and j′I : Y × S˜I\XI →֒ Y × SI the open complementary embeddings. We then have
the commutative diagrams
DIJ = SJ
iJ //
jIJ

S˜J
pIJ

SI
iI // S˜I
, D′IJ = XJ
i′J◦lJ //
j′IJ

Y × S˜J
p′IJ

XI
i′I◦lI // Y × S˜I
.
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and the factorization of D′IJ by the fiber product:
D′IJ = XJ
i′I◦lI//
j′IJ

Y × S˜J
p′IJ

XI
i′I◦lI // Y × S˜I
, D′IJ = XJ
i′I◦lI //
j′IJ

lˆJ
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯ Y × S˜J
p′IJ

XI ×Y×S˜I Y × S˜J = XI × S˜J\I
pˆIJ
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐
iˆlI
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
XI
i′I◦lI // Y × S˜I
(56)
where j′IJ : XJ →֒ XI is the open embedding. Consider
F (X/S) := pS,♯Γ
∨
XZ(Y × S/Y × S) ∈ C(Var(C)
sm/S)
so that D(A1, et)(F (X/S)) =M(X/S) since Y is smooth. Then, by definition,
FFDRS (M(X/S)) := ( lim−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF (X/S))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F (X/S)))
On the other hand, let
Q(XI/S˜I) := pS˜I ,♯Γ
∨
XIZ(Y × S˜I/Y × S˜I). ∈ C(Var(C)
sm/S˜I),
We have then for I ⊂ [1, l] the map (50) in C(Var(C)sm/S˜J) :
NI(X/S) : Q(XI/S˜I) = pS˜I♯Γ
∨
XIZ(Y × S˜I/Y × S˜I)
ad(i
′∗
I ,i
′
I∗)(−)−−−−−−−−−→
pS˜I♯i
′
I∗i
′∗
I Γ
∨
XIZ(Y × SI/Y × SI)
T (i′I ,γ
∨)(−)
−−−−−−−−→ pS˜I♯i
′
I∗Γ
∨
XIZ(Y × SI/Y × SI)
Tˆ♯(pSI ,iI)(−)−−−−−−−−−→ iI∗pSI♯Γ
∨
XIZ(Y × SI/Y × SI) = iI∗j
∗
IF (X/S).
We then have the commutative diagram in C(Var(C)sm/S˜J)
p∗IJQ(XI/S˜I)
p∗IJNI(X/S) //
HIJ

p∗IJLiI∗j
∗
IF (X/S)
T q(DIJ )(j
∗
I F (X/S))

Q(XJ/S˜J)
NJ (X/S) // LiJ∗j∗JF (X/S)
(57)
with
HIJ : p
∗
IJpS˜I♯Γ
∨
XIZ(Y × S˜I/Y × S˜I)
T♯(pIJ ,pS˜I
)(−)−1
−−−−−−−−−−−→ pS˜J♯p
′∗
IJΓ
∨
XIZ(Y × S˜I/Y × S˜I)
pS˜J ♯
T (pIJ ,γ
∨)(−)
−−−−−−−−−−−−→ pS˜J♯Γ
∨
XI×S˜J\I
Z(Y × S˜J/Y × S˜J )
pS˜J ♯
T (XJ/XI×S˜J\I ,γ
∨)(−)
−−−−−−−−−−−−−−−−−−→ pS˜J♯Γ
∨
XJZ(Y × S˜J/Y × S˜J).
The diagram 57 say that the maps NI(X/S) induces a map in C(Var(C)
sm/(S/S˜I))
(NI(X/S)) : (Q(XI/S˜I), I(p
∗
IJ , pIJ∗)(−,−)(HIJ ))
→ (LiI∗j
∗
IF (X/S), I(p
∗
IJ , pIJ∗)(−,−)(T
q(DIJ )(j
∗
IF (X/S)))).
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Denote X¯I := X¯ ∩ (Y¯ × SI) ⊂ Y¯ × S˜I the closure of XI ⊂ Y¯ × S˜I , and ZI := Z ∩ (Y¯ × SI) = X¯I\XI .
Consider for I ⊂ [1, · · · l] and I ⊂ J the following commutative diagrams in Var(C)
XI
lI //

Y × S˜I
pS˜I
""❋
❋❋
❋❋
❋❋
❋❋
(n×I)

X¯I
lI // Y¯ × S˜I
p¯S˜I // S˜I
ZI = X¯I\XI
lZI
88qqqqqqqqqqq
OO
// D × S˜I
<<②②②②②②②②
(k×I)
OO
, Y¯ × S˜J
pS˜J //
p′IJ

S˜J
pIJ

Y¯ × S˜I
pS˜I // S˜I
Let ǫ1 : ((Y¯ × S˜I)1, E1)→ (Y¯ × S˜I , ZI) a desingularization of the pair (Y¯ × S˜I , ZI), ǫ2 : ((Y¯ × S˜I)2, E2)→
(Y¯ × S˜I , X¯I) a desingularization of the pair (Y¯ × S˜I , X¯I) and a morphism ǫ12 : (Y¯ × S˜I)2 → (Y¯ × S˜I)1
such that the following diagram commutes (see definition-proposition 12) :
(Y¯ × S˜I)2
ǫ12 //
ǫ2

(Y¯ × S˜I)1
ǫ1

Y¯ × S˜I
= // Y¯ × S˜I
We have then the two canonical maps in C(Var(C)2,smpr/(S˜I))
LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜I (ρ
∗
S˜I
Q(XI/S˜I))
:= LρS˜I∗Gr
12∗
S˜I
L(Cone(Cone(pS˜I∗ǫ1∗Eet(lZI•♯(Z(E1•/E1•), uIJ))→ pS˜I∗ǫ1∗Eet(Z((Y¯ × S˜I)1/(Y¯ × S˜I)1)))
→ Cone(p¯S˜I∗ǫ2∗Eet(lI•♯(Z(E2•/E2•), uIJ))→ pS˜I∗ǫ2∗Eet(Z((Y¯ × S˜I)2/(Y¯ × S˜I)2)))))
(T ((p¯S˜I
◦ǫ1)♯,(p¯S˜I
◦ǫ1)∗)(−),T ((pS˜I
◦ǫ1)♯,(pS˜I
◦ǫ1)∗)(−))
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
LρS˜I∗Gr
12∗
S˜I
L(Cone(Cone(pS˜I♯ǫ1♯lZI•♯(Z(E1•/E1•), uIJ)→ pS˜I♯ǫ1♯Z((Y¯ × S˜I)1/(Y¯ × S˜I)1))
→ Cone(pS˜I♯ǫ2♯lI•♯(Z(E2•/E2•), uIJ)→ pS˜I♯ǫ2♯Z((Y¯ × S˜I)2/(Y¯ × S˜I)2))))(−dY )[−2dY ]
=
−→ Cone((Z((E1• × S˜I , E1•)/S˜I), uIJ)→ (Z((E2• × S˜I , E2•)/S˜I), uIJ)
Iδ((X¯I ,ZI)/S˜I):=(Z(lZI ◦ǫ1×I),Z(lI◦ǫ2×I))−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Cone(Z((Y¯ × S˜I , ZI)/S˜I)→ Z((Y¯ × S˜I , X¯I)/S˜I))(−dY )[−2dY ]
where,
• the arrow which is denoted as an equality is an homotopy equivalence,
• since pS˜I ◦ ǫ1 : (Y¯ × S˜I)1 → S˜I is a surjective proper morphism, we have the equivalences (A
1, et)
local in C(Var(C)/S˜I)
T ((pS˜I ◦ ǫ1)♯, (pS˜I ◦ ǫ1)∗)(Z((Y¯ × S˜I)1/(Y¯ × S˜I)1)) :
(pS˜I ◦ ǫ1)♯Z((Y¯ × S˜I)1/(Y¯ × S˜I)1)→ L(pS˜I ◦ ǫ1)∗Eet(Z((Y¯ × S˜I)1/(Y¯ × S˜I)1))(dY )[2dY ]
and
T ((pS˜I ◦ ǫ1)♯, (pS˜I ◦ ǫ1)∗)(Z(E1•/(Y¯ × S˜I)1)) :
(pS˜I ◦ ǫ1)♯Z(E1•/(Y¯ × S˜I)1) = Z(E1•/S˜I)→ L(pS˜I ◦ ǫ1)∗Eet(Z(E1•/(Y¯ × S˜I)1))(dY )[2dY ]
given in definition 42,
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• since pS˜I ◦ ǫ2 : (Y¯ × S˜I)2 → S˜I is a surjective proper morphism, we have the equivalences (A
1, et)
local in C(Var(C)/S˜I)
T ((pS˜I ◦ ǫ2)♯, (pS˜I ◦ ǫ2)∗)(Z((Y¯ × S˜I)2/(Y¯ × S˜I)1)) :
(pS˜I ◦ ǫ2)♯Z((Y¯ × S˜I)2/(Y¯ × S˜I)2)→ L(pS˜I ◦ ǫ2)∗Eet(Z((Y¯ × S˜I)2/(Y¯ × S˜I)2))(dY )[2dY ]
and
T ((pS˜I ◦ ǫ2)♯, (pS˜I ◦ ǫ2)∗)(Z(E2•/(Y¯ × S˜I)2)) :
(pS˜I ◦ ǫ2)♯Z(E2•/(Y¯ × S˜I)2) = Z(E2•/S˜I)→ L(pS˜I ◦ ǫ2)∗Eet(Z(E2•/(Y¯ × S˜I)2))(dY )[2dY ]
given in definition 42.
We denote by vqIJ(F (X/S)) the composite
vqIJ (F (X/S))[dS˜J ] : e
′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜I (ρ
∗
S˜I
Q(XI/S˜I)), Eet(Ω
•,Γ,pr
/S˜I
, FDR))
pIJ∗T (pIJ ,Ω
Γ,pr
· )(−)◦ad(p
∗mod
IJ ,pIJ )(−)−−−−−−−−−−−−−−−−−−−−−−−−−−→
e′(S˜J )∗Hom(LρS˜J∗Gr
12∗
S˜J
Lp∗IJR((Y¯×S˜I)∗,E∗)/S˜I (ρ
∗
S˜I
Q(XI/S˜I), Eet(Ω
•,Γ,pr
/S˜I
, FDR)))
Hom(T (pIJ ,R
CH )(Q(XI/S˜I))
−1,Eet(Ω
•,Γ,pr
/S˜I
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J )∗Hom(LρS˜J∗Gr
12∗
S˜J
LR((Y¯×S˜I)∗×S˜J\I ,E∗×S˜J\I)/S˜J (ρ
∗
S˜J
p∗IJQ(XI/S˜I)), Eet(Ω
•,Γ,pr
/S˜J
, FDR))
Hom(LρS˜J∗
Gr12∗
S˜J
LRCH
S˜J
(HIJ ),Eet(Ω
•,Γ,pr
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J)∗Hom(LρS˜J∗Gr
12∗
S˜J
LR((Y¯×S˜J )∗,E′∗)/S˜J (ρ
∗
S˜J
Q(XJ/S˜J)), Eet(Ω
•,Γ,pr
/S˜J
, FDR)).
On the other hand, we have in πX¯(C(MHM(X¯))) ⊂ CDfil(X¯/(Y¯ × S˜I))
(Cone(T (ZI/X¯I , γ
∨,Hdg)(−))) : (Γ∨,Hdg
X¯I
(OY¯×S˜I , Fb), xIJ (X¯/S))→ (Γ
∨,Hdg
ZI
(OY¯×S˜I , Fb), xIJ (Z/S))
=
−→ (n× I)Hdg! (Γ
∨,Hdg
XI
(OY×S˜I , Fb), xIJ (X/S))
with
• for the closed embedding X¯ ⊂ Y¯ × S we consider the map in πY¯×S˜J (C(MHM(Y¯ × S˜J)))
xIJ (X¯/S) : Γ
∨,Hdg
X¯I
(OY¯×S˜I , Fb)
ad(p
′∗mod
IJ ,p
′
IJ∗)(−)−−−−−−−−−−−−→ p′IJ∗p
′∗mod
IJ Γ
∨,Hdg
X¯I
(OY¯×S˜I , Fb)
T (X¯J/p
′−1
IJ (X¯I ),γ
∨)(−)◦T (p′IJ ,γ
∨)(−)
−−−−−−−−−−−−−−−−−−−−−−−−−→ Γ∨,Hdg
X¯J
(OY¯×S˜J , Fb),
• for the closed embedding Z ⊂ Y¯ × S we consider the map in πY¯×S˜J (C(MHM(Y¯ × S˜J)))
xIJ (Z/S) : Γ
∨,Hdg
ZI
(OY¯×S˜I , Fb)
ad(p
′∗mod
IJ ,p
′
IJ∗)(−)−−−−−−−−−−−−→ p′IJ∗p
′∗mod
IJ Γ
∨,Hdg
ZI
(OY¯×S˜I , Fb)
T (ZJ/p
′−1
IJ (ZI),γ
∨)(−)◦T (p′IJ ,γ
∨)(−)
−−−−−−−−−−−−−−−−−−−−−−−−→ Γ∨,HdgZJ (OY¯×S˜J , Fb),
• for the closed embedding X ⊂ Y × S we consider the map in πY×S˜J (C(MHM(Y × S˜J)))
xIJ(X/S)(−dY )[−2dY ] : Γ
∨,Hdg
XI
(OY×S˜I , Fb)
ad(p
′∗mod
IJ ,p
′
IJ∗)(−)−−−−−−−−−−−−→ p′IJ∗p
′∗mod
IJ Γ
∨,Hdg
XI
(OY×S˜I , Fb)
T (XJ/XI×S˜J\I ,γ
∨,Hdg)(−)◦T (p′IJ ,γ
∨)(−)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Γ∨,HdgXJ (OY×S˜J , Fb).
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The maps xIJ (X/S) gives the following maps in CDfil,SJ (S˜J)
wIJ (X/S)(−dY )[−2dY ] : pS˜I∗Ezar((Ω
•
Y¯×S˜I/S˜I
, Fb)⊗OY¯×S˜I
(n× I)Hdg! Γ
∨,Hdg
XI
(OY×S˜I , Fb))
ad(p∗modIJ ,pIJ )(−)−−−−−−−−−−−→ pIJ∗p
∗mod
IJ pS˜I∗Ezar((Ω
•
Y¯×S˜I/S˜I
, Fb)⊗OY×S˜I
(n× I)Hdg! Γ
∨,Hdg
XI
(OY×S˜I , Fb)
pIJ∗T
O
w (pIJ ,pS˜I
)(−)
−−−−−−−−−−−−−→ pS˜J∗Ezar((Ω
•
Y¯×S˜J/S˜J
, Fb)⊗OY¯×S˜J
p
′∗mod
IJ (n× I)
Hdg
! Γ
∨,Hdg
XI
(OY×S˜I , Fb))
(pS˜J∗
E(DR(−)(xIJ (X/S))
−−−−−−−−−−−−−−−−−→ pS˜J∗Ezar((Ω
•
Y¯×S˜J/S˜J
, Fb)⊗OY¯×S˜J
(n× I)Hdg! Γ
∨,Hdg
XJ
(OY¯×S˜J , Fb)).
We have then the following lemma
Lemma 15. (i) The map in C(Var(C)sm/(S/S˜I))
(NI(X/S)) : (Q(XI/S˜I), HIJ )→ (L(iI∗j
∗
IF (X/S)), T
q(DIJ )(F (X/S))).
is an equivalence (A1, et) local.
(ii) The maps (NI(X/S)) induces an ∞-filtered quasi-isomorphism in CDfil(S/(S˜I))
(Hom(Gr12∗
S˜I
RCH
S˜I
(NI(X/S)), Eet(Ω
•,Γ,pr
/S˜I
, Fb))) :
( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(−,−)/−(ρ
∗
S˜I
L(iI∗j
∗
IF (X/S))), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F (X/S)))
→ ( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(−,−)/−(ρ
∗
S˜I
Q(XI/S˜I)), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], v
q
IJ (F (X/S)))
(iii) The maps (Iδ((X¯I , ZI)/S˜I)) induce an ∞-filtered Zariski local equivalence in CDfil(S/(S˜I))
(Hom(Iδ((X¯I , ZI)/S˜I), k) :
(pS˜I∗Ezar((Ω
•
Y¯×S˜I/S˜I
, Fb)⊗OY¯×S˜I
(n× I)Hdg! (Γ
∨,Hdg
XI
(OY×S˜I , Fb))(dY )[2dY − dS˜I ], wIJ (X/S))
→ (e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜J (ρ
∗
S˜I
Q(XI/S˜I)), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], v
q
IJ(F (X/S)))
Proof. (i): See lemma 12(i)
(ii): These maps induce a morphism in CD(S/(S˜I)) by construction. It is an∞-filtered quasi-isomorphism
by (i) and proposition 105.
(iii): The fact that these maps define a morphism in CD(S/(S˜I)) follows from the commutative diagrams
in C(Var(C)2,smpr/S˜J) for I ⊂ J
p∗IJLρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜J (ρ
∗
S˜I
Q(XI/S˜I)) p
∗
IJ Cone(Z((Y¯ × S˜I , ZI)/S˜I)→ Z((Y¯ × S˜I , X¯I)/S˜I))(−dY )[−2dY ]
LρS˜J∗Gr
12∗
S˜J
LR((Y¯×S˜J )∗,E∗)/S˜J (ρ
∗
S˜J
p∗IJQ(XI/S˜I)) Cone(Z((Y¯ × S˜J , p
′−1
IJ (ZI))/S˜J)→ Z((Y¯ × S˜J , p
′−1
IJ (X¯I)/S˜J))(−dY )[−2dY ]
LρS˜J∗Gr
12∗
S˜J
LR((Y¯×S˜J )∗,E∗)/S˜J (ρ
∗
S˜J
Q(XJ/S˜J)) Cone(Z((Y¯ × S˜J , ZJ)/S˜J)→ Z((Y¯ × S˜J , X¯J)/S˜J))(−dY )[−2dY ].
p∗IJ Iδ((X¯I ,ZI)/S˜I)
T (pIJ ,R
CH )(−) =
(Iδ((p
′−1
IJ (X¯I ),p
′−1
IJ (ZI))/S˜J ))
RCH (HIJ )
Iδ((X¯J ,ZJ )/S˜J )
(Z(Y¯×S˜J ),Z(Y¯×S˜J ))
On the other hand, it is an ∞-filtered quasi-isomorphism by proposition 93 since we have by Yoneda
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lemma the following commutative diagram
pS˜I∗Ezar((Ω
•
Y¯×S˜I/S˜I
, Fb)⊗OY¯×S˜I
(n× I)Hdg! Γ
∨,Hdg
XI
(OY¯×S˜I , Fb)))(dY )[2dY ]
Cone(pS˜I∗Ezar(Ω
•
(E2•×S˜I/S˜I
, Fb)⊗OE2•×S˜I
(Γ∨,HdgE2• (OE2•×S˜I , Fb)))→
pS˜I∗Ezar(Ω
•
(E1•×S˜I/S˜I
, Fb)⊗OE1•×S˜I
(Γ∨,HdgE2• (OE1•×S˜I , Fb))))(dY )[2dY ]
(e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜J (ρ
∗
S˜I
Q(XI/S˜I)),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))) ,
∼
′Hom(Iδ((X¯I ,ZI)/S˜I),k)
and on the other hand by proposition 104 and lemma 2 since
(T ((pS˜I ◦ ǫ1)♯, (pS˜I ◦ ǫ1)∗)(−), T ((pS˜I ◦ ǫ2)♯, (pS˜I ◦ ǫ2)∗)(−))
is an equivalence (A1, et) local.
Proposition 107. Let f : X → S a morphism with S,X ∈ Var(C). Assume there exist a factorization
f : X
l
−→ Y × S
pS
−→ S
of f with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let Y¯ ∈ PSmVar(C) a compact-
ification of Y with Y¯ \Y = D a normal crossing divisor, denote k : D →֒ Y¯ the closed embedding and
n : Y →֒ Y¯ the open embedding. Denote X¯ ⊂ Y¯ × S the closure of X ⊂ Y¯ × S. We have then the
following commutative diagram in Var(C)
X
l //

Y × S
pS
""❊
❊❊
❊❊
❊❊
❊❊
(n×I)

X¯
l // Y¯ × S
p¯S // S
Z := X¯\X
lZ
99rrrrrrrrrr
OO
// D × S
==③③③③③③③③③
(k×I)
OO
.
Let S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C).
Then X = ∪li=1Xi with Xi := f
−1(Si). Denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and XI = ∩i∈IXi. Denote
X¯I := X¯ ∩ (Y¯ × SI) ⊂ Y¯ × S˜I the closure of XI ⊂ Y¯ × S˜I , and ZI := Z ∩ (Y¯ × SI) = X¯I\XI ⊂ Y¯ × S˜I .
We have then for I ⊂ [1, · · · l], the following commutative diagram in Var(C)
XI
lI //

Y × S˜I
pS˜I
""❋
❋❋
❋❋
❋❋
❋❋
(n×I)

X¯I
lI // Y¯ × S˜I
p¯S˜I // S˜I
ZI = X¯I\XI
lZI
88qqqqqqqqqqq
OO
// D × S˜I
<<②②②②②②②②
(k×I)
OO
.
Let F (X/S) := pS,♯Γ
∨
XZ(Y × S/Y × S) ∈ C(Var(C)
sm/S). We have then the following isomorphism in
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DDfil,∞(S/(S˜I))
I(X/S) : FFDRS (M(X/S))
:=
−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF (X/S))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F (X/S)))
(Hom(LρS˜I∗
Gr12∗
S˜I
LRCH
S˜I
(NI(X/S)),Eet(Ω
•,Γ,pr
/S˜I
,Fb)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜J (ρ
∗
S˜I
Q(XI/S˜I)),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], v
q
IJ (F (X/S)))
(Hom(ρS˜I∗
Iδ((X¯I ,ZI)/S˜I),k)[−dS˜I
])−1
−−−−−−−−−−−−−−−−−−−−−−−−−→
(pS˜I∗Ezar((Ω
•
Y¯×S˜I/S˜I
, Fb)⊗OY¯×S˜I
(n× I)Hdg! Γ
∨,Hdg
XI
(OY×S˜I , Fb))(dY )[2dY − dS˜I ], wIJ (X/S))
=:
−→ ιSRf
Hdg
! (Γ
∨,Hdg
XI
(OY×S˜I , Fb)(dY )[2dY ], xIJ (X/S)).
=:
−→ ιSRf
Hdg
! f
∗mod
Hdg Z
Hdg
S .
Proof. Follows from lemma 15.
Corollary 5. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For F ∈ C(Var(C)sm/S) such that D(A1, et)(F ) ∈ DAc(S), u
q
IJ(F )
are ∞-filtered Zariski local equivalence.
Proof. Follows from the resolution of a constructible motive by Corti-Hanamura motives and proposition
107. By theorem 15, M is isomorphic in DA(S) to a generalized distinguish triangle of Corti-Hanamura
motives, i.e.
M
∼
−→ Cone(M(X0/S)[d0]→ · · · →M(Xn/S)[dn])
where f0 : X0 → S, . . . , fn : Xn → S are projective morphism with X0, . . . , Xn ∈ SmVar(C). By lemma
15(ii) and (iii), uqIJ(F (Xr/S)) are ∞-filtered Zariski local equivalence since wIJ (Xr/S) are ∞-filtered
Zariski local equivalences.
Corollary 6. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then, for F ∈ C(Var(C)
sm/S) such that M = D(A1, et)(F ) ∈ DAc(S),
HiFFDRS (M,W ) := ((e
′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜J (ρ
∗
S˜I
L(iI∗j
∗
I (F,W )))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F,W )) ∈ πS(MHM(S))
for all i ∈ Z.
Proof. Follows from the resolution of a constructible motive by Corti-Hanamura motives and proposition
107. By theorem 15, M is isomorphic in DA(S) to a generalized distinguish triangle of Corti-Hanamura
motives, i.e.
M
∼
−→ Cone(M(X0/S)[d0]→ · · · →M(Xn/S)[dn])
where f0 : X0 → S, . . . , fn : Xn → S are projective morphism with X0, . . . , Xn ∈ SmVar(C). For
0 ≤ r ≤ n, consider a factorization fr : Xr
lr−→ Y × S
pS
−→ S, where lr is a closed embedding, Y ∈ PN and
pS the projection. Then,
FFDRS (M(Xr/S)) = (pS˜I∗((Ω
•
Y×S˜I/S˜I
, Fb)⊗OY×S˜I
Γ∨,HdgXrI (OY×S˜I , Fb))(dY )[2dY − dS˜I ], wIJ(Xr/S))
= ιSRf
Hdg
r∗ (OXr , Fb) ∈ DDfil,∞(S)
by proposition 107. We conclude by theorem 27 since fr are projective.
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Proposition 108. For S ∈ Var(C) not smooth, the functor (see corollary 6)
ι−1S F
FDR
S : DA
−
c (S)
op → πS(D(MHM(S))
does not depend on the choice of the open cover S = ∪iSi and the closed embeddings ii : Si →֒ S˜i with
S˜i ∈ SmVar(C).
Proof. Let S = ∪i=l
′
i=l+1Si is an other open cover together with closed embeddings ii : Si →֒ S˜i with
S˜i ∈ SmVar(C) for l + 1 ≤ i ≤ l′. Then, for J ′ ⊂ I ′ ⊂ [l + 1, . . . , l′] = L′ and J ⊂ I ⊂ L = [1, . . . , l],
T
L/L′
S (ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], uIJ(F )))
:= ((ho lim
I∈L
pI′(I⊔I′)∗Γ
∨,Hdg
SI⊔I′
p
∗mod[−]
I(I⊔I′) (ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], T
L/L′
S (uIJ (F ))))I)
(ho limI∈L uI(I⊔I′)(F ))
−−−−−−−−−−−−−−−→
(ho lim
I∈L
pI′(I⊔I′)∗Γ
∨,Hdg
SI⊔I′
p
∗mod[−]
I(I⊔I′) pI(I⊔I′)∗ lim−→
r−(−)
e′(S˜(I⊔I′))∗Hom(LρS˜I∗Gr
12∗
S˜I⊔I′
L
R(X∗,D∗)/S˜I⊔I′ (ρ
∗
S˜I
L(i(I⊔I′)∗j
∗
(I⊔I′)F )), Eet(Ω
•,Γ,pr
/S˜I⊔I′
, FDR))[−dS˜I⊔I′ ], u(I⊔I′)(I⊔J′)(F ))
ad(p∗mod
I(I⊔I′)
,pI(I⊔I′)∗)(−)◦γ
∨,Hdg
SI⊔I′
(−)
−−−−−−−−−−−−−−−−−−−−−−−→
(ho lim
I∈L
pI′(I⊔I′)∗ lim−→
r−(−)
e′(S˜(I⊔I′))∗Hom(LρS˜I∗Gr
12∗
S˜I⊔I′
LR(X∗,D∗)/S˜I⊔I′ (ρ
∗
S˜I
L(i(I⊔I′)∗j
∗
(I⊔I′)F )),
Eet(Ω
•,Γ,pr
/S˜I⊔I′
, FDR))[−dS˜I⊔I′ ], u(I⊔I′)(I⊔J′)(F ))
(ho limI∈L uI′(I⊔I′)(F ))
←−−−−−−−−−−−−−−−
( lim
−→
r−(−)
e′(S˜I′)∗Hom(LρS˜I′∗Gr
12∗
S˜I′
LR(X∗,D∗)/S˜I′ (ρ
∗
S˜I′
L(iI′∗j
∗
I′F )), Eet(Ω
•,Γ,pr
/S˜I′
, FDR))[−dS˜I′ ], uI
′J′(F ))
is an∞-filtered Zariski local equivalence, since all the morphisms are∞-filtered Zariski local equivalences
by corollary 5 and proposition 91.
We have the canonical transformation map between the filtered De Rham realization functor and the
Gauss-Manin realization functor :
Definition 118. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed em-
beddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Let M ∈ DAc(S) and F ∈ C(Var(C)
sm/S) such that
M = D(A1, et)(F ). We have, using definition 112(ii), the canonical map in DOSfil,D,∞(S/(S˜I))
T (FGMS ,F
FDR
S )(M) :
FGMS (LDSM) := (e(S˜I)∗Hom
•(L(iI∗j
∗
IDSLF ), Eet(Ω
•
/S˜I
, Fb)), u
q
IJ (F ))
∼
−→ (e(S˜I)∗Hom
•(LDS˜IL(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb)), u
q,d
IJ (F ))
Hom(−,Gr(ΩS˜I
))−1
−−−−−−−−−−−−−→ (e(S˜I)∗Hom
•(LDS˜IL(iI∗j
∗
IF ),Gr
12
S˜I∗
Eet(Ω
•,Γ,pr
/S˜I
, FDR)), u
q,d
IJ (F ))
I(Gr12∗
S˜I
,Gr12
S˜I∗
)(−,−)
−−−−−−−−−−−−−−→ (e′(S˜I)∗Hom
•(Gr12∗
S˜I
LDS˜IL(iI∗j
∗
IF ), Eet(Ω
•,Γ,pr
/S˜I
, FDR)), u
q,d
IJ (F ))
(Hom•(ρS˜I∗
Gr12∗
S˜I
LrCH
(X∗,D∗)/S˜I
(L(iI∗j
∗
I F ))◦q,Eet(Ω
•,Γ,pr
/S˜I
,FDR)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F ))
=: FFDRS (M)
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We now define the functorialities of FFDRS with respect to S which makes F
−
FDR a morphism of 2
functor.
Definition 119. Let S ∈ Var(C). Let Z ⊂ S a closed subset. Let S = ∪li=1Si an open cover such that
there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Denote ZI := Z ∩ SI . We then have
closed embeddings ZI →֒ SI →֒ S˜I .
(i) For F ∈ C(Var(C)sm/S), we will consider the following canonical map in πS(D(MHM(S))) ⊂
DD(1,0)fil(S/(S˜I))
T (Γ∨,HdgZ ,Ω
Γ,pr
/S )(F,W ) :
Γ∨,HdgZ ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F,W ))
Hom•(LρS˜I∗
Gr12∗
S˜I
LrCH(γ∨,ZI (L(iI∗j
∗
I (F,W )))),Eet(Ω
•,Γ,pr
/S˜I
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Γ∨,HdgZ ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,∗,D∗,∗)/S˜I (ρ
∗
S˜I
Γ∨ZIL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q,Z
IJ (F,W ))
=
−→ ι−1S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,∗,D∗,∗)/S˜I (ρ
∗
S˜I
Γ∨ZIL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q,Z
IJ (F,W )).
with
uq,ZIJ (F )[dS˜I ] : e
′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
Γ∨ZIL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))
pIJ∗T (pIJ ,Ω
γ,pr
· )(−)◦ad(p
∗mod
IJ ,pIJ )(−)−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J )∗Hom
•(LρS˜J∗Gr
12∗
S˜J
Lp∗IJR(X∗,D∗)/S˜I (ρ
∗
S˜I
Γ∨ZIL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR))
Hom(LρS˜J∗
Gr12∗
S˜J
LT (pIJ ,R
CH )(LiI∗j
∗
I F )
−1,Eet(Ω
•,Γ,pr
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J)∗Hom
•(LρS˜J∗Gr
12∗
S˜J
LR(X∗×S˜J\I ,D∗×S˜J\I)/S˜J (ρ
∗
S˜J
p∗IJΓ
∨
ZIL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR))
Hom(LρS˜J∗
Gr12∗
S˜J
LRCH
S˜J
(T q(DIJ )(j
∗
IF )◦T (ZJ/ZI×S˜J\I ,γ
∨)(−)◦T (pIJ ,γ)(−)),Eet(Ω
•,Γ,pr
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J )∗Hom
•(LρS˜J∗Gr
12∗
S˜J
LR(X∗×S˜J\I ,D∗×S˜J\I)/S˜J (ρ
∗
S˜J
Γ∨ZJL(iJ∗j
∗
JF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR)).
(ii) For F ∈ C(Var(C)sm/S), we have also the following canonical map in πS(D(MHM(S))) ⊂
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DD(1,0)fil(S/(S˜I))
T (ΓHdgZ ,Ω
Γ,pr
/S )(F,W ) :
ι−1S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,∗,D∗,∗)/S˜I (ρ
∗
S˜I
LΓZIE(iI∗j
∗
IDS(F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q,Z,d
IJ (F,W ))
=
−→ ΓHdgZ ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,∗,D∗,∗)/S˜I (ρ
∗
S˜I
LΓZIE(iI∗j
∗
IDS(F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q,Z,d
IJ (F,W ))
Hom•(LρS˜I∗
Gr12∗
S˜I
LrCH(γZI (−)),Eet(Ω
•,Γ,pr
/S˜I
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
ΓHdgZ ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IDS(F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F,W ))
with
uq,ZIJ (F )[dS˜I ] : e
′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
LΓZIE(iI∗j
∗
IDSLF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))
pIJ∗T (pIJ ,Ω
γ,pr
· )(−)◦ad(p
∗mod
IJ ,pIJ )(−)−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J )∗Hom
•(LρS˜J∗Gr
12∗
S˜J
Lp∗IJR(X∗,D∗)/S˜I (ρ
∗
S˜I
LΓZIE(iI∗j
∗
IDSF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR))
Hom(LρS˜J∗
Gr12∗
S˜J
LT (pIJ ,R
CH)(LiI∗j
∗
I F )
−1,Eet(Ω
•,Γ,pr
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J)∗Hom
•(LρS˜J∗Gr
12∗
S˜J
LR(X∗×S˜J\I ,D∗×S˜J\I)/S˜J (ρ
∗
S˜J
Lp∗IJΓZIE(iI∗j
∗
IDSLF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR))
Hom(LρS˜J∗
Gr12∗
S˜J
LRCH
S˜J
(DS˜J
Sq(DIJ )(DSLF )),Eet(Ω
•,Γ,pr
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J)∗Hom
•(LρS˜J∗Gr
12∗
S˜J
LR(X∗×S˜J\I ,D∗×S˜J\I)/S˜J (ρ
∗
S˜J
ΓZJE(iJ∗j
∗
JDSLF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR)).
This transformation map will, with the projection case, gives the transformation between the pullback
functor :
Definition 120. Let g : T → S a morphism with T, S ∈ SmVar(C). Consider the factorization g : T
l
−→
T × S
pS
−→ S where l is the graph embedding and pS the projection. Let M ∈ DAc(S)− and (F,W ) ∈
Cfil(Var(C)
sm/S) such that (M,W ) = D(A1S , et)(F,W ). Then, D(A
1
T , et)(g
∗F ) = g∗M and there exist
(F ′,W ) ∈ Cfil(Var(C)sm/T × S) and an equivalence (A1, et) local e : Γ∨p∗S(F,W ) → (F
′,W ) such that
D(A1T×S , et)(F
′,W ) = (Γ∨p∗SM,W ). We have then the canonical transformation in πT (D(MHM(T ))
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using definition 114 and definition 119(i) :
T (g,FFDR)(M) : g∗ˆmod,HdgFFDRS (M) :=
Γ∨,HdgT ι
−1
T (p
∗mod[−]
S ( lim−→
r(X∗,D∗)/S(−)
e(S)∗Gr
12
S∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )),
Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]))
T (pS ,Ω
Γ,pr
/·
)(−)
−−−−−−−−−−→
Γ∨,HdgT (( lim−→
r(X∗,D∗)/S(−)
e′(T × S)∗Hom
•(LρT×S∗Gr
12∗
T×S Lp
∗
SR(X∗,D∗)/S(ρ
∗
SL(F )),
Eet(Ω
•,Γ,pr
/T×S , FDR))[−dS ]))
Hom(T (pS,R
CH )(L(F,W ))−1,Eet(Ω
•,Γ,pr
/S
,FDR))[−dS]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Γ∨,HdgT ι
−1
T ( lim−→
r(X∗,D∗)/S(−)
e′(T × S)∗Hom
•(LρT×S∗Gr
12∗
T×S LR(T×X∗,T×D∗)/T×S(ρ
∗
T×Sp
∗
SL(F,W )),
Eet(Ω
•,Γ,pr
/T×S , FDR))[−dS ])
=
−→
Γ∨,HdgT ι
−1
T ( lim−→
r
(X
′∗,D
′∗)/T×S
(−)
e′(T × S)∗Hom
•(LρT×S∗Gr
12∗
T×S LR(X′∗,D′∗)/T×S(ρ
∗
T×Sp
∗
SL(F,W )),
Eet(Ω
•,Γ,pr
/T×S , FDR))[−dS ])
T (Γ∨,HdgT ,Ω
Γ,pr
/T×S
)(F,W )
−−−−−−−−−−−−−−−−→
( lim−→
r
(X
′∗,D
′∗)/T×S
(−)
e′(T × S)∗Hom
•(LρT×S∗Gr
12∗
T×S LR(X′∗,D′∗)/T×S(ρ
∗
T×SΓ
∨
T p
∗
SL(F,W )),
Eet(Ω
•,Γ,pr
/T×S , FDR))[−dS ])
Hom(RCHT×S(e),−)
−−−−−−−−−−−→
( lim
−→
r
(X
′∗,D
′∗)/T×S
(−)
e′(T × S)∗Hom
•(LρT×S∗Gr
12∗
T×S LR(X′∗,D′∗)/T×S(ρ
∗
T×SL(F
′,W )),
Eet(Ω
•,Γ,pr
/T×S , FDR))[−dS ]) =: F
FDR
T×S (l∗g
∗M) = FFDRT (g
∗M)
where the last equality follows from proposition 108.
We give now the definition in the non smooth case Let g : T → S a morphism with T, S ∈ Var(C).
Assume we have a factorization g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding
and pS the projection. Let S = ∪li=1Si be an open cover such that there exists closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then, T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings
i′i := ii ◦ l : Ti →֒ Y × S˜i, Moreover g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . We recall
the commutative diagram :
EIJg = (Y × S˜I)\TI
pS˜I

m′I // Y × S˜J
g˜I

S˜I\SI
mI // S˜I
, EIJ = S˜J\SJ
pIJ

mJ // S˜J
pIJ

S˜I\(SI\SJ)
m=mIJ // S˜I
E′IJ = (Y × S˜J)\TJ
p′IJ

m′J // Y × S˜J
p′IJ

(Y × S˜I)\(TI\TJ)
m′=m′IJ // Y × S˜I
For I ⊂ J , denote by pIJ : S˜J → S˜I and p′IJ := IY × pIJ : Y × S˜J → Y × S˜I the projections, so
that g˜I ◦ p′IJ = pIJ ◦ g˜J . Consider, for I ⊂ J ⊂ [1, . . . , l], resp. for each I ⊂ [1, . . . , l], the following
commutative diagrams in Var(C)
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO , D
′
IJ = TI
i′I // Y × S˜I
TJ
j′IJ
OO
i′J // Y × S˜J
p′IJ
OO DgI = SI
iI // S˜I
TI
gI
OO
i′I // Y × S˜I
g˜I
OO ,
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and jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ = jJ . Let F ∈ C(Var(C)sm/S). Recall (see
section 2) that since j
′∗
I i
′
I∗j
′∗
I g
∗F = 0, the morphism T (DgI)(j
∗
IF ) : g˜
∗
I iI∗j
∗
IF → i
′
I∗j
′∗
I g
∗F factors trough
T (DgI)(j
∗
IF ) : g˜
∗
I iI∗j
∗
IF
γ∨XI
(−)
−−−−−→ Γ∨XI g˜
∗
I iI∗j
∗
IF
Tγ(DgI )(j
∗
I F )−−−−−−−−−→ i′I∗j
′∗
I g
∗F.
and that the fact that the diagrams (55) commutes says that the maps T q,γ(DgI)(j
∗
IF ) define a morphism
in C(Var(C)sm/(T/(Y × S˜I)))
(T q,γ(DgI)(j
∗
IF )) : (Γ
∨
TI g˜
∗
IL(iI∗j
∗
IF ), T
q(DIJ)(j
∗
IF ) ◦ T (TI/TI × S˜J\I , γ
∨)(−) ◦ T (p′IJ , γ
∨)(−)))
→ (L(i′I∗j
′∗
I g
∗F ), T q(D′IJ)(j
′∗
I g
∗F ))
Denote for short dY I := −dY − dS˜I . We denote by g˜
∗
Ju
q
IJ(F ) the composite
g˜∗Ju
q
IJ(F )[−dY J ] :
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
g˜∗IL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))
p′IJ∗T (p
′
IJ ,Ω
Γ,pr)(−)◦ad(p
′∗mod
IJ ,p
′
IJ∗)(−)−−−−−−−−−−−−−−−−−−−−−−−−−−−→
p′IJ∗e
′(Y × S˜I)∗Hom(LρY×S˜J∗Gr
12∗
Y×S˜J
Lp
′∗
IJR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
g˜∗IL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜J
, FDR))
Hom(LρY×S˜J∗
Gr12∗
Y×S˜J
LT (p′IJ ,R
CH )()−1,Eet(Ω
•,Γ,pr
/Y×S˜J
,FDR)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
p′IJ∗e
′(Y × S˜I)∗Hom(LρY×S˜J∗Gr
12∗
Y×S˜J
LR(−,−)/Y×S˜J (ρ
∗
Y×S˜J
p
′∗
IJ g˜
∗
IL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜J
, FDR))
Hom(LρY×S˜J∗
Gr12∗
Y×S˜J
LRCH
Y×S˜J
(T q(DIJ )(j
∗
I F )),Eet(Ω
•,Γ,pr
/Y×S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
e′(Y × S˜J )∗Hom(LρY×S˜J∗Gr
12∗
Y×S˜J
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜J
g˜∗JL(iJ∗j
∗
JF )), Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))
We denote by g˜∗,γJ u
q
IJ(F ) the composite
g˜∗,γJ u
q
IJ(F )[−dY J ] :
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
Γ∨TI g˜
∗
IL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))
p′IJ∗T (p
′
IJ ,Ω
Γ,pr)(−)◦ad(p
′∗mod
IJ ,p
′
IJ∗)(−)−−−−−−−−−−−−−−−−−−−−−−−−−−−→
p′IJ∗e
′(Y × S˜I)∗Hom(LρY×S˜J∗Gr
12∗
Y×S˜J
Lp
′∗
IJR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
Γ∨TI g˜
∗
IL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜J
, FDR))
Hom(LρY×S˜J∗
Gr12∗
Y×S˜J
LT (p′IJ ,R
CH)()−1,Eet(Ω
•,Γ,pr
/Y×S˜J
,FDR)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
p′IJ∗e
′(Y × S˜I)∗Hom(LρY×S˜J∗Gr
12∗
Y×S˜J
LR(−,−)/Y×S˜J (ρ
∗
Y×S˜J
p
′∗
IJΓ
∨
TI g˜
∗
IL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜J
, FDR))
Hom(LρY×S˜J∗
Gr12∗
Y×S˜J
LRCH
Y×S˜J
(T q(DIJ )(j
∗
IF )◦T (TI/TI×S˜J\I ,γ
∨)(−)◦T (p′IJ ,γ
∨)(−)),Eet(Ω
•,Γ,pr
/Y×S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
e′(Y × S˜J)∗Hom(LρY×S˜J∗Gr
12∗
Y×S˜J
LR(X′∗,E∗)/Y×S˜J (ρ
∗
Y×S˜J
Γ∨TJ g˜
∗
JL(iJ∗j
∗
JF )), Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))
We then have then the following lemma :
Lemma 16. (i) The morphism in C(Var(C)sm/(T/(Y × S˜I)))
(T q,γ(DgI)(j
∗
IF )) : (Γ
∨
TILg˜
∗
I iI∗j
∗
IF, T
q(DIJ)(j
∗
IF ) ◦ T (TI/TI × S˜J\I , γ
∨)(−) ◦ T (p′IJ , γ
∨)(−))
→ (Li′I∗j
′∗
I g
∗F, T q(D′IJ)(j
′∗
I g
∗F ))
is an equivalence (A1, et) local.
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(ii) The maps Hom((T q,γ(DgI)(j∗IF )), Eet(Ω
•,Γ,pr
/Y×S˜I
), FDR)) induce an ∞-filtered quasi-isomorphism in
CDfil(T/(Y × S˜I))
(Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LRCH
Y×S˜I
(T q,γ(DgI)(j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ]) :
(e′(−)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X∗,D∗)/−(ρ
∗
Y×S˜I
Γ∨TI g˜
∗
IL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], g˜
∗,γ
J u
q
IJ(F ))
→ (e′(−)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X∗,D∗)/−(ρ
∗
Y×S˜I
L(i′I∗j
′∗
I g
∗F )), Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], u
q
IJ(g
∗F ))
(iii) The maps T (g˜I ,Ω
Γ,pr
· )(−) (see definition 114), induce a morphism in CDfil(T/(Y × S˜I))
T (g˜I ,Ω
Γ,pr
/· )(−))[dY I ] :
(g˜∗modI e
′(S˜I)∗Hom
•(ρS˜I∗Gr
12∗
S˜I
R(X∗,D∗)/S˜I (ρ
∗
S˜I
(L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[dY I ], g˜
∗mod
J u
q
IJ(F ))
→ (e′(−)∗Hom(ρY×S˜I∗Gr
12∗
Y×S˜I
g˜∗IR(X∗,D∗)/Y×S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], g˜
∗
Ju
q
IJ(F )).
Proof. (i):Follows from theorem 14.
(ii):These morphism induce a morphism in CDfil(T/(Y × S˜I)) by construction. The fact that this mor-
phism is an ∞-filtered equivalence Zariski local follows from (i) and proposition 105.
(iii):These morphism induce a morphism in CDfil(T/(Y × S˜I)) by construction.
Definition 121. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization g : T
l
−→
Y ×S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si be an open
cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then, T = ∪li=1Ti with
Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y × S˜i, Moreover g˜I := pS˜I : Y × S˜I → S˜I
is a lift of gI := g|TI : TI → SI . Let M ∈ DAc(S)
− and (F,W ) ∈ Cfil(Var(C)sm/S) such that
(M,W ) = D(A1S , et)(F,W ). Then, D(A
1
T , et)(g
∗F ) = g∗M and there exist (F ′,W ) ∈ Cfil(Var(C)sm/S)
and an equivalence (A1, et) local e : g∗(F,W )→ (F ′,W ) such that D(A1T , et)(F
′,W ) = (g∗M,W ).Denote
for short dY I := −dY − dS˜I . We have, using definition 114 and definition 119(i), by lemma 16, the
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canonical map in πT (D(MHM(T ))) ⊂ DD(1,0)fil,∞(T/(Y × S˜I))
T (g,FFDR)(M) : g∗ˆmodHdg ι
−1
S F
FDR
S (M) :=
(Γ∨,HdgT ι
−1
T (g˜
∗mod
I ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
(L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR)))[dY I ], g˜
∗mod
J u
q
IJ(F,W ))
(T (g˜I ,Ω
Γ,pr
/·
)(−))
−−−−−−−−−−−→
Γ∨,HdgT ι
−1
T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
Lg˜∗IR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR)), g˜
∗
Ju
q
IJ(F,W ))
Hom(T (g˜I ,R
CH )(−)−1,−)
−−−−−−−−−−−−−−−−−→
Γ∨,HdgT ι
−1
T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(Y×X∗,Y×D∗)/Y×S˜I (ρ
∗
Y×S˜I
g˜∗IL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR)), g˜
∗
Ju
q
IJ(F,W ))
=
−→ Γ∨,HdgT ι
−1
T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E′∗)/Y×S˜I (ρ
∗
Y×S˜I
g˜∗IL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], g˜
∗
Ju
q
IJ(F,W ))
T (Γ∨,HdgT ,Ω
Γ,pr
/S
)(F,W )
−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
Γ∨TI g˜
∗
IL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], g˜
∗,γ
J u
q
IJ(F,W ))
(Hom(LρY×S˜I∗
Gr12∗
Y×S˜I
LRCH
Y×S˜I
(T q,γ (DgI )(j
∗
I (F,W ))),Eet(Ω
•,Γ,pr
/Y×S˜I
,FDR))[dY I ])
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
L(i′I∗j
′∗
I g
∗(F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], u
q
IJ(g
∗(F,W )))
Hom(RCH
Y×S˜I
(Li′I∗j
′∗
I (e)),−)
−−−−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
L(i′I∗j
′∗
I (F
′,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], u
q
IJ(F
′,W )))
=:
−→ FFDRT (g
∗M)
Proposition 109. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y2 × S
pS
−→ S with Y2 ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si
be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then,
T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y2 × S˜i, Moreover
g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Let f : X → S a morphism with X ∈ Var(C)
such that there exists a factorization f : X
l
−→ Y1 × S
pS
−→ S, with Y1 ∈ SmVar(C), l a closed embedding
and pS the projection. We have then the following commutative diagram whose squares are cartesians
f ′ : XT //
%%❑❑
❑❑
❑❑
❑❑
❑❑
g′

Y1 × T
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
// T
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
g

Y1 ×X //
yysss
ss
ss
ss
s
Y1 × Y2 × S //
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
Y2 × S
xxqqq
qq
qq
qq
qq
q
f : X // Y1 × S // S
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Take a smooth compactification Y¯1 ∈ PSmVar(C) of Y1, denote X¯I ⊂ Y¯1 × S˜I the closure of XI , and
ZI := X¯I\XI . Consider F (X/S) := pS,♯Γ
∨
XZ(Y1 × S/Y1 × S) ∈ C(Var(C)
sm/S) and the isomorphism in
C(Var(C)sm/T )
T (f, g, F (X/S)) : g∗F (X/S) := g∗pS,♯Γ
∨
XZ(Y1 × S/Y1 × S)
∼
−→
pT,♯Γ
∨
XTZ(Y1 × T/Y1 × T ) =: F (XT /T ).
which gives in DA(T ) the isomorphism T (f, g, F (X/S)) : g∗M(X/S)
∼
−→ (XT /T ). Then the following
diagram in πT (D(MHM(T ))) ⊂ DD(1,0)fil,∞(T/(Y2 × S˜I)), where the horizontal maps are given by
proposition 107, commutes
g∗ˆmodHdg ι
−1
S F
FDR
S (M(X/S)) g
∗ˆmod
Hdg Rf
Hdg
! (Γ
∨,Hdg
XI
(OY1×S˜I , Fb)(dY1 )[2dY1 ], xIJ (X/S))
Rf
′Hdg
! g
′∗ˆmod
Hdg (Γ
∨,Hdg
XI
(OY1×S˜I , Fb)(dY1 )[2dY1 ], xIJ (X/S))
ι−1T F
FDR
T (M(XT /T )) Rf
′Hdg
! (Γ
∨,Hdg
XTI
(OY2×Y1×S˜I , Fb)(dY12 )[2dY12 ], xIJ(XT /T )).
′T (g,FFDR)(M(X/S))
g∗ˆmodHdg I(X/S)
T (pS˜I
,γ∨,Hdg)(−)
T (p∗ˆmod
Y1×Y2×S˜I ,Hdg
,p∗mod
Y1×Y2×S˜I,Hdg
)(−)
I(XT /T )
with dY12 = dY1 + dY2 .
Proof. Follows immediately from definition.
Theorem 32. Let g : T → S a morphism, with S, T ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let M ∈ DAc(S).
Then map in πT (D(MHM(T )))
T (g,FFDR)(M) : g∗ˆmodHdg F
FDR
S (M)
∼
−→ FFDRT (g
∗M)
given in definition 121 is an isomorphism.
Proof. Follows from proposition 109 and proposition 107.
Definition 122. • Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factoriza-
tion f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We
have, for M ∈ DAc(X), the following transformation map in πS(D(MHM(S)))
T∗(f,F
FDR)(M) : FFDRS (Rf∗M)
ad(f ∗ˆmodHdg ,Rf
Hdg
∗ )(−)
−−−−−−−−−−−−−−→ RfHdg∗ f
∗ˆmod
Hdg F
FDR
S (Rf∗M)
T (f,FFDR)(Rf∗M)
−−−−−−−−−−−−−→ RfHdg∗ F
FDR
X (f
∗Rf∗M)
FFDRX (ad(f
∗,Rf∗)(M))
−−−−−−−−−−−−−−−→ RfHdg∗ F
FDR
X (M)
Clearly, for p : Y × S → S a projection with Y ∈ PSmVar(C), we have, for M ∈ DAc(Y × S),
T∗(p,FFDR)(M) = T!(p,FFDR)(M)[dY ]
• Let S ∈ Var(C). Let Y ∈ SmVar(C) and p : Y × S → S the projection. We have then, for
M ∈ DA(Y × S) the following transformation map in πS(D(MHM(S)))
T!(p,F
FDR)(M) : pHdg! F
FDR
Y×S (M)
FFDRY×S (ad(Lp♯,p
∗)(M))
−−−−−−−−−−−−−−−→ RpHdg! F
FDR
Y×S (p
∗Lp♯M)
T (p,FFDR)(Lp♯(M,W ))
−−−−−−−−−−−−−−−→ RpHdg! p
∗ˆmod[−]FFDRS (Lp♯M)
T (p∗mod,p∗ˆmod)(−)
−−−−−−−−−−−−→ pHdg! p
∗mod[−]
FFDRS (Lp♯M)
ad(RpHdg! ,p
∗mod[−])(FFDRS (Lp♯M))
−−−−−−−−−−−−−−−−−−−−−−−→ FFDRS (Lp♯M)
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• Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization f : X
l
−→
Y ×S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We have then, using
the second point, for M ∈ DA(X) the following transformation map in πS(D(MHM(S)))
T!(f,F
FDR)(M) : RpHdg! F
FDR
X (M,W ) := Rp
Hdg
! F
FDR
Y×S (l∗M)
T!(p,F
FDR)(l∗M)
−−−−−−−−−−−→ FFDRS (Lp♯l∗M)
=
−→ FFDRS (Rf!M)
• Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization f : X
l
−→
Y × S
pS−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We have, using the
third point, for M ∈ DA(S), the following transformation map in in πX(D(MHM(X)))
T !(f,FFDR)(M) : FFDRX (f
!M)
ad(RfHdg! ,f
∗mod
Hdg )(F
FDR
X (f
!M))
−−−−−−−−−−−−−−−−−−−−−→ f∗modHdg Rf
Hdg
! F
FDR
X (f
!M)
T!(pS,F
FDR)(FFDR(f !M))
−−−−−−−−−−−−−−−−−−→ f∗modHdg F
FDR
S (Rf!f
!M)
FFDRS (ad(Rf!,f
!)(M))
−−−−−−−−−−−−−−→ f∗modHdg F
FDR
S (M)
Proposition 110. Let S ∈ Var(C). Let Y ∈ SmVar(C) and p : Y × S → S the projection. Let
S = ∪li=1Si an open cover such that there exist closed embeddings i
o
i : Si →֒ S˜i with S˜i ∈ SmVar(C). For
I ⊂ [1, · · · l], we denote by SI = ∩i∈ISi, joI : SI →֒ S and jI : Y × SI →֒ Y × S the open embeddings.
We then have closed embeddings iI : Y × SI →֒ Y × S˜I . and we denote by pS˜I : Y × S˜I → S˜I the
projections. Let f ′ : X ′ → Y × S a morphism, with X ′ ∈ Var(C) such that there exists a factorization
f ′ : X ′
l′
−→ Y ′ × Y × S
p′
−→ Y × S with Y ′ ∈ SmVar(C), l′ a closed embedding and p′ the projection.
Denoting X ′I := f
′−1(Y × SI), we have closed embeddings i′I : X
′
I →֒ Y
′ × Y × S˜I Consider
F (X ′/Y × S) := pY×S,♯Γ
∨
X′Z(Y
′ × Y × S/Y ′ × Y × S) ∈ C(Var(C)sm/Y × S)
and F (X ′/S) := p♯F (X
′/Y × S) ∈ C(Var(C)sm/S), so that Lp♯M(X ′/Y × S)[−2dY ] =: M(X ′/S).
Then, the following diagram in πS(D(MHM(S))) ⊂ DD(1,0)fil,∞(S/(Y × S˜I)), where the vertical maps
are given by proposition 107, commutes
RpHdg!FFDRY×S (M(X
′/Y × S))
T!(p,F
FDR)(M(X′/Y×S))// FFDRS (M(X
′/S))
RpHdg!Rf
′Hdg
! f
′∗mod
Hdg Z
Hdg
Y×S
= //
T (p∗ˆmodHdg ,p
∗mod
Hdg )(−)◦Rp
Hdg !(I(X′/Y×S))
OO
RfHdg! f
∗mod
Hdg Z
Hdg
S
I(X′/S)
OO
.
Proof. Immediate from definition.
Theorem 33. (i) Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization
f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Then, for
M ∈ DAc(X), the map given in definition 122
T!(f,F
FDR)(M) : RfHdg! F
FDR
X (M)
∼
−→ FFDRS (Rf!M)
is an isomorphism in πS(D(MHM(S)).
(ii) Let f : X → S a morphism with X,S ∈ Var(C), S quasi-projective. Assume there exist a factor-
ization f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We
have, for M ∈ DAc(X), the map given in definition 122
T∗(f,F
FDR)(M) : FFDRS (Rf∗M)
∼
−→ RfHdg∗ F
FDR
X (M)
is an isomorphism in πS(D(MHM(S)).
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(iii) Let f : X → S a morphism with X,S ∈ Var(C), S quasi-projective. Assume there exist a factoriza-
tion f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Then,
for M ∈ DAc(S), the map given in definition 122
T !(f,FFDR)(M) : FFDRX (f
!M)
∼
−→ f∗modHdg F
FDR
S (M)
is an isomorphism in πX(D(MHM(X)).
Proof. (i): By proposition 110 and proposition 107, for S ∈ Var(C), Y ∈ SmVar(C), p : Y × S → S the
projection and M ∈ DAc(Y × S),
T!(p,F
FDR)(M) : RpHdg! F
FDR
Y×S (M)→ F
FDR
S (Rp!M)
is an isomorphism.
(ii): Consider first an open embedding n : So →֒ S with S ∈ Var(C) so that there exist a closed embedding
i : S →֒ S˜ with S˜ ∈ SmVar(C). Then, since
n∗ : C(Var(C)sm/S)→ C(Var(C)sm/So)
is surjective, n∗ : DA(S) → DA(So) is surjective. Denote by i : Z = S\So →֒ S the complementary
closed embedding. By [1], DAc(S) is generated by motives of the form
DAc(S) =< M(X
′/S) = f ′∗E(ZX′), f
′ : X ′ → S proper with X ′ ∈ SmVar(C),
s.t. f
′−1(Z) = X ′ or f
′−1(Z) = ∪Di = D ⊂ X
′ > .
If f
′−1(Z) = X ′, n∗M(X ′/S) = 0. So let consider the case f
′−1(Z) = ∪li=1Di = D ⊂ X
′ is a normal
crossing divisor. Denote f ′D : f
′
|D : D → Z, DI = ∩i∈IDi and i
′
I : DI →֒ X
′, n′ : X
′o := X ′\D →֒ X ′
the complementary open embedding and f
′o : f ′
|X′o
: X
′o → So. Denote L = [1, . . . , l]. We have then a
generalized distinguish triangle in DA(X ′)
a(n′, i′) : n′∗n
′∗Eet(ZX′)
∼
−→ Cone(γD(−) : ΓDEet(ZX′)→ Eet(ZX′ ))
∼
−→ Cone(ΓDLEet(ZX′ )→ · · · →
l⊕
i=1
Eet(ZX′)
∼
−→ Cone(i′L∗i
′!
LEet(ZX′)→ · · · →
l⊕
i=1
i′i∗i
′!
i Eet(ZX′)
ad(i′i∗,i
′!
i )(Eet(ZX′ ))−−−−−−−−−−−−−→ Eet(ZX′))
∼
−→ Cone(i′L∗ZDL [−l]→ · · ·
l⊕
i=1
i′i∗ZDi [−1]→ ZX′)
where the first isomorphism is the image of an homotopy equivalence by definition, the second one is the
image of an homotopy equivalence by definition-proposition 4(ii), the third one follows by the localization
property (see section 3, theorem 14) and the last one follows from purity since the DI and X
′ are smooth
(see section 3, theorem 14). Similarly, we have a generalized distinguish triangle in D(MHM(X ′))
amod(n′, i′) : n
′Hdg
∗ n
′∗(OX′ , Fb)
∼
−→ Cone(γHdgD (OX′ , Fb) : Γ
Hdg
D (OX′ , Fb)→ (OX′ , Fb))
∼
−→ Cone(ΓHdgDL (OX′ , Fb)→ · · · →
l⊕
i=1
ΓHdgDi (OX′ , Fb)
⊕iγ
Hdg
Di
(−)
−−−−−−−→ (OX′ , Fb))
∼
−→ Cone(i′L∗mod(ODL , Fb)[−l]→ · · · →
l⊕
i=1
i′i∗mod(ODi , Fb)[−1]
ad(i′i∗mod,i
′♯
i )(OX′ ,Fb)−−−−−−−−−−−−−−−→ · · · → (OX′ , Fb))
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where the first isomorphism is the image of an homotopy equivalence by definition, the second one is
the image of an homotopy equivalence by definition-proposition 20, and the third one follows by the
localization property of mixed Hodge modules (see section 5). Consider n∗M(X ′/S) =M(X
′o/So). We
have then the factorization
T∗(n,F
FDR)(n∗M(X ′/S)) : FFDRS (Rn∗n
∗M(X ′/S)) = FFDRS (n∗n
∗f ′∗Eet(ZX′))
FFDRS (Rn∗T (n,f
′)(Eet(ZX′ )))−−−−−−−−−−−−−−−−−−−−→ FFDRS (n∗f
′o
∗ n
′∗Eet(ZX′ )) = F
FDR
S (f
′
∗n
′
∗n
′∗Eet(ZX′))
T∗(f
′,FFDR)(n′∗n
′∗Eet(ZX′ ))−−−−−−−−−−−−−−−−−−−→ Rf
′Hdg
∗ F
FDR
X′ (n
′
∗n
′∗Eet(ZX′))
FFDR
X′
(a(n′,i′))
−−−−−−−−−−→ Rf
′Hdg
∗ F
FDR
X′ (Cone(i
′
L∗ZDL [−l]→ · · ·
l⊕
i=1
i′i∗ZDi [−1]→ ZX′))
=
−→ Cone(Rf
′Hdg
∗ F
FDR
X′ (i
′
L∗i
′∗
LZX′ [−l])→ · · ·
l⊕
i=1
Rf
′Hdg
∗ F
FDR
X′ (i
′
i∗i
′∗
i ZX′ [−1])→ Rf
′Hdg
∗ F
FDR
X′ (ZX′))
(T∗(i
′
I ,F
FDR)(−)◦T (i′I ,F
FDR)(−))
−−−−−−−−−−−−−−−−−−−−−−−→ Cone(Rf
′Hdg
∗
∫
i′L
i
′∗ˆmod
L,HdgF
FDR
X′ (ZX′)[−l]→
· · · →
l⊕
i=1
Rf
′Hdg
∗ i
′
L∗modi
′∗ˆmod
L,HdgF
FDR
X′ (ZX′)→ Rf
′Hdg
∗ F
FDR
X′ (ZX′))
=
−→ Cone(Rf
′Hdg
∗ i
′
L∗modi
′∗ˆmod
L,Hdg(OX′ , Fb)[−l]→ · · · →
l⊕
i=1
Rf
′Hdg
∗ i
′
i∗modi
′∗ˆmod
i,Hdg (OX′ , Fb)[−1]
∫
f ′
(OX′ , Fb)))
=
−→ Rf
′Hdg
∗ Cone(i
′
L∗mod(ODL , Fb)[−l]→ · · · →
l⊕
i=1
i′i∗mod(ODi , Fb))
amod(n′,i′)
−−−−−−−→ Rf
′Hdg
∗ n
′Hdg
∗ n
′∗(OX′ , F ) = n
Hdg
∗ Rf
′o
∗Hdg(OX′o , Fb)
I(X/S˜o)
−−−−−→ nHdg∗ F
FDR
S (n
∗M(X ′/S))
Since all the morphism involved are isomorphisms, T∗(n,FFDR)(n∗M(X ′/S)) is an isomorphism. Hence,
T∗(n,FFDR)(M) is an isomorphism for all M ∈ DA(So). Consider now the case of a general morphism
f : X → S, X,S ∈ Var(C), S quasi-projective, which factors trough f : X
l
−→ Y × S
pS
−→ S with some
Y ∈ SmVar(C). By definition, for M ∈ DAc(X)
T∗(f,F
FDR)(M) : FFDRS (Rf∗M) = F
FDR
S (RpS∗l∗M)
T∗(pS ,F
FDR)(l∗M)
−−−−−−−−−−−−−→ RpHdgS∗ F
FDR
Y×S (l∗M) =: Rf
Hdg
∗ F
FDR
X (M).
Hence, we have to show that for S ∈ Var(C), Y ∈ SmVar(C), p : Y × S → S the projection, and
M ∈ DAc(Y × S),
T∗(p,F
FDR)(M) : FFDRS (Rp∗M)→ Rp
Hdg
∗ F
FDR
Y×S (M)
is an isomorphism. Take a smooth compactification Y¯ ∈ PSmVar(C) of Y . Denote by n0 : Y →֒ Y¯ and
n := n0 × IS : Y × S →֒ Y¯ × S the open embeddings and by p¯ : Y¯ × S → S the projection. We have
p = p¯ ◦ n : Y × S → S, which gives the factorization
T∗(p,F
FDR)(M) : FFDRS (Rp∗M) = F
FDR
S (Rp¯∗Rn∗M)
T∗(p¯,F
FDR)(Rn∗M)
−−−−−−−−−−−−−→ Rp¯Hdg∗ F
FDR
Y¯×S (Rn∗M)
T∗(n,F
FDR)(M)
−−−−−−−−−−−→ Rp¯Hdg∗ n
Hdg
∗ F
FDR
Y×S (M) = Rp
Hdg
∗ F
FDR
Y×S (M).
By the open embedding case T∗(n,F
FDR)(M) is an isomorphism. On the other hand, since p¯ is proper,
T∗(p¯,FFDR)(Rn∗M) = T!(p¯,FFDR)(Rn∗M) is an isomorphism by (i).
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(iii): Denote by n : Y × S\X →֒ Y × S the complementary open embedding. We have, for M ∈ DAc(S),
the factorization
T !(f,FFDR)(M) : FFDRX (f
!M) = FFDRY×S (l∗l
!p!SM)
FFDRY×S (a(n,l))
−−−−−−−−−→ FFDRY×S (Cone(p
!
SM → Rn∗n
∗p!SM)[−1])
=
−→ Cone(FFDRY×S (p
!
SM)→ F
FDR
Y×S (Rn∗n
∗p!SM))[−1]
(T (n,FFDR)(p!SM)◦T
!(pS ,F
FDR(M)),T !(pS ,F
FDR(M)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Cone(p
∗mod[−]
S F
FDR
S (M)→ n
Hdg
∗ n
∗p
∗mod[−]
S F
FDR
S (M))[−1]
∼
−→ f∗modHdg F
FDR
S (M).
By (ii),T (n,FFDR)(p!SM) is an isomorphism. On the other hand, since pS is a smooth morphism,
T !(pS ,FFDR(M)) = T (pS,DFFDR(M))[dY ] ; hence, T !(pS ,FFDR(M)) is an isomorphism by theorem
32.
Lemma 17. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization g : T
l
−→
Y ×S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si be an open
cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then, T = ∪li=1Ti with
Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y × S˜i, Moreover g˜I := pS˜I : Y × S˜I → S˜I
is a lift of gI := g|TI : TI → SI . Let M ∈ DAc(S)
− and (F,W ) ∈ Cfil(Var(C)sm/S) such that
(M,W ) = D(A1S , et)(F,W ). Then, g
!M = LDSg
∗LDSM , D(A
1
T , et)(g
∗DSLF ) = g
∗LDSM and there
exist (F ′,W ) ∈ Cfil(Var(C)sm/S) and an equivalence (A1, et) local e : (F ′,W ) → (g∗DSL(F,W )) such
that D(A1T , et)(F
′,W ) = g∗LDS(M,W ) and, using definition 114 and definition 119(ii) and lemma 16,
the map in πT (D(MHM(T ))) ⊂ DD(1,0)fil,∞(T/(Y × S˜I))
T !(g,FFDR)(M) : FFDRT (g
!M)→ g∗modHdg F
FDR
S (M)
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given in definition 122 is the inverse of the following map
T !,−1(g,FFDR)(M) : g∗modHdg ι
−1
S F
FDR
S (M)
:=
−→ (ΓHdgT ι
−1
T (g˜
∗mod
I ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IDSL(F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR)))[−dY I ], g˜
∗mod
J u
q
IJ(DSL(F,W )))
(T (g˜I ,Ω
Γ,pr
/·
)(−))
−−−−−−−−−−−→
ΓHdgT ι
−1
T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
Lg˜∗IR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IDSL(F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR)), g˜
∗
Ju
q
IJ(DSL(F,W )))
Hom(T (g˜I ,R
CH )(−)−1,−)
−−−−−−−−−−−−−−−−−→
ΓHdgT ι
−1
T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(Y×X∗,Y×D∗)/Y×S˜I (ρ
∗
Y×S˜I
g˜∗IL(iI∗j
∗
IDSL(F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR)), g˜
∗
Ju
q
IJ(DSL(F,W )))
=
−→ ΓHdgT ι
−1
T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E′∗)/Y×S˜I (ρ
∗
Y×S˜I
g˜∗IL(iI∗j
∗
IDSL(F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], g˜
∗
Ju
q
IJDSL(F,W ))
T (ΓHdgT ,Ω
Γ,pr
/S
)(F,W )−1
−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
LΓTIE(g˜
∗
IL(iI∗j
∗
IDSL(F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], g˜
∗,γ,d
J u
q
IJ(F,W ))
(Hom(LρY×S˜I∗
Gr12∗
Y×S˜I
LRCH
Y×S˜I
(DY×S˜I
T q,γ (DgI )(j
∗
I DSL(F,W ))),Eet(Ω
•,Γ,pr
/Y×S˜I
,FDR))[dY I ])
−1
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
LDY×S˜IL(i
′
I∗j
′∗
I g
∗DSL(F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], u
q,d
IJ (g
∗DSL(F,W )))
Hom(RCH
Y×S˜I
(DY×S˜I
Li′I∗j
′∗
I (e)),−))
−−−−−−−−−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(Y × S˜I)∗Hom(LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
LDY×S˜IL(i
′
I∗j
′∗
I g
∗DSL(F,W ))),
Eet(Ω
•,Γ,pr
/Y×S˜I
, FDR))[dY I ], u
q,d
IJ (L(F
′,W )))
=:
−→ FFDRT (g
!M)
Proposition 111. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y ×S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si be
an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then, T = ∪li=1Ti
with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y × S˜i, Moreover g˜I := pS˜I :
Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Let M ∈ DAc(S) and F ∈ C(Var(C)
sm/S) such that M =
D(A1S , et)(F ). Then, D(A
1
T , et)(g
∗F ) = g∗M . Then the following diagram in DOfil,D,∞(T/(Y × S˜I))
commutes
Rg∗mod[−],ΓFGMS (LDSM)
T (g,FGM )(LDSM)

Rg∗mod[−],ΓT (FGMS ,F
FDR
S )(M)// Rg∗mod[−],ΓFFDRS (M)
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
g∗modHdg F
FDR
S (M)
T (g∗modHdg ,Rg
∗mod[−],Γ)(FFDRS (M))oo
T !(g,FFDR)(M)−1

FGMT (g
∗LDSM = LDT g
!M)
T (FGMT ,F
FDR
T )(g
∗M) // FFDRT (g
!M)
Proof. Follows from lemma 17.
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Definition 123. Let S ∈ SmVar(C). We have, forM,N ∈ DA(S) and (F,W ), (G,W ) ∈ Cfil(Var(C)sm/S))
projective such that (M,W ) = D(A1, et)(F,W ) and (N,W ) = D(A1, et)(G,W ), the following transfor-
mation map in πS(D(MHM(S)))
T (FFDRS ,⊗)(M,N) : F
FDR
S (M)⊗
L
OS F
FDR
S (N)
:=
−→ ( lim
−→
r−(−)
e′(S)∗Hom(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
S(F,W )), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ])⊗
[−]
OS
( lim
−→
r−(−)
e′(S)∗Hom(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
S(G,W )), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ])
=
−→ lim
−→
r−(−),r−(−)
(e′(S)∗Hom(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
S(F,W )), Eet(Ω
•,Γ,pr
/S , FDR))⊗OS
e′(S)∗Hom(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
S(G,W )), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ])
T (⊗,ΩΓ,pr
/S
)(−,−)
−−−−−−−−−−−→
( lim
−→
r−(−),r−(−)
e′(S)∗Hom(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
S(F,W )) ⊗ LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
S(G,W )),
Eet(Ω
•,Γ,pr
/S , FDR))[−dS ])
Hom(T (⊗,RCHS )(−,−)
−1,−)
−−−−−−−−−−−−−−−−−−→
e′(S)∗Hom(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
S((F,W ) ⊗ (G,W ))), Eet(Ω
•,Γ,pr
/S , FDR))[−dS ]
=:
−→ FFDRS (M ⊗N)
We now give the definition in the non smooth case :
Definition 124. Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂
[1, · · · l], SI = ∩i∈ISi and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings,
with S˜i ∈ SmVar(C). We have, for M,N ∈ DA(S) and (F,W ), (G,W ) ∈ Cfil(Var(C)sm/S)) such
that (M,W ) = D(A1, et)(F,W ) and (N,W ) = D(A1, et)(G,W ), the following transformation map in
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πS(D(MHM(S))) ⊂ DD(1,0)fil(S/(S˜I))
T (FFDRS ,⊗)(M,N) : F
FDR
S (M)⊗
L[−]
OS
FFDRS (N)
:=
−→ ( lim
−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], uIJ(F,W ))⊗
[−]
OS
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (G,W ))), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], uIJ(G,W ))
=
−→ ( lim−→
r−(−),r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))), Eet(Ω
•,Γ,pr
/S˜I
, FDR))⊗OS˜I
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))), Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], uIJ(F )⊗ uIJ(G))
(T (⊗,ΩΓ,pr
/S˜I
)(−,−))
−−−−−−−−−−−−→
( lim
−→
r−(−),r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))) ⊗R(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], vIJ(F ⊗G))
Hom(T (⊗,RCH
S˜I
)(−,−)−1,−)
−−−−−−−−−−−−−−−−−−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
(L(iI∗j
∗
I (F,W ))) ⊗ L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], uIJ(F ⊗G))
Hom(R(−,−)/−(T (⊗,L)(−,−)),−)
−−−−−−−−−−−−−−−−−−−−−−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
(L(iI∗j
∗
I ((F,W ) ⊗ (G,W ))))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], uIJ(F ⊗G))
=:
−→ FFDRS (M ⊗N)
Proposition 112. Let f1 : X1 → S, f2 : X2 → S two morphism with X1, X2, S ∈ Var(C). Assume that
there exist factorizations f1 : X1
l1−→ Y1 × S
pS
−→ S, f2 : X2
l2−→ Y2 × S
pS
−→ S with Y1, Y2 ∈ SmVar(C),
l1, l2 closed embeddings and pS the projections. We have then the factorization
f12 := f1 × f2 : X12 := X1 ×S X2
l1×l2−−−→ Y1 × Y2 × S
pS
−→ S
Let S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and jI : SI →֒ S the
open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈ SmVar(C). We have then the following
commutative diagram in πS(DMHM(S)) ⊂ DD(1,0)fil(S/(S˜I)) where the vertical maps are given by
proposition 107
FFDRS (M(X1/S))⊗
L[−]
OS
FFDRS (M(X2/S))
RfHdg1! (Γ
∨,Hdg
X1I
(OY1×S˜I , Fb)(d2)[2d1], xIJ (X1/S))⊗OS
RfHdg2! (Γ
∨,Hdg
X2I
(OY2×S˜I , Fb)(d1)[2d2], xIJ (X2/S))
FFDRS (M(X1/S)⊗M(X2/S) =M(X1 ×S X2/S)) Rf
Hdg
12! (Γ
∨,Hdg
X1I×SX2I
(OY1×Y2×S˜I , Fb)(d12)[2d12], xIJ (X1/S)).
I(X1/S)⊗I(X2/S)
T (FFDRS ,⊗)(M(X1/S),M(X2/S))
(Ew(Y1×S˜I ,Y2×S˜I )/S˜I
)
I(X12/S)
with d1 = dY1 , d2 = dY2 and d12 = dY1 + dY2 .
Proof. Immediate from definition.
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Theorem 34. Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l], SI =
∩i∈ISi and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈ SmVar(C).
Then, for M,N ∈ DAc(S), the map in πS(D(MHM(S)))
T (FFDRS ,⊗)(M,N) : F
FDR
S (M)⊗
L
OS F
FDR
S (N)
∼
−→ FFDRS (M ⊗N)
given in definition 124 is an isomorphism.
Proof. Follows from proposition 112.
We have the following easy proposition
Proposition 113. Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l],
SI = ∩i∈ISi and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈
SmVar(C). We have, for M,N ∈ DA(S) and F,G ∈ C(Var(C)sm/S) such that M = D(A1, et)(F ) and
N = D(A1, et)(G), the following commutative diagram in DOSfil,D,∞(S/(S˜I))
FGMS (LDSM)⊗
L
OS
FGMS (LDSN)
T (FGMS ,⊗)(LDSM,LDSN)

T (FGMS ,F
FDR
S )(M)⊗T (F
GM
S ,F
FDR
S )(N)// FFDRS (M)⊗
L
OS
FFDRS (N)
T (FFDRS ,⊗)(M,N)

FGMS (LDS(M ⊗N))
T (FGMS ,F
FDR
S )(M⊗N) // FFDRS (M ⊗N)
Proof. Immediate from definition.
6.2 The analytic filtered De Rahm realization functor
6.2.1 The analytic Gauss-Manin filtered De Rham realization functor and its transforma-
tion map with pullbacks
Consider, for S ∈ AnSp(C), the following composition of morphism in RCat (see section 2)
e˜(S) : (AnSp(C)/S,OAnSp(C)/S)
ρS
−−→ (AnSp(C)sm/S,OAnSp(C)sm/S)
e(S)
−−−→ (S,OS)
with, for X/S = (X,h) ∈ AnSp(C)/S,
• OAnSp(C)/S(X/S) := OX(X),
• (e˜(S)∗OS(X/S)→ OAnSp(C)/S(X/S)) := (h
∗OS → OX).
and OAnSp(C)sm/S := ρS∗OAnSp(C)/S , that is, for U/S = (U, h) ∈ AnSp(C)
sm/S, OAnSp(C)sm/S(U/S) :=
OAnSp(C)/S(U/S) := OU (U)
Definition 125. (i) For S ∈ Var(C), we consider the complexes of presheaves
Ω•/S := coker(ΩOAnSp(C)/S/e˜(S)∗OS : Ω
•
e˜(S)∗OS
→ Ω•OAnSp(C)/S ) ∈ COS (AnSp(C)/S)
which is by definition given by
– for X/S a morphism Ω•/S(X/S) = Ω
•
X/S(X)
– for g : X ′/S → X/S a morphism,
Ω•/S(g) := Ω(X′/X)/(S/S)(X
′) : Ω•X/S(X)→ g
∗ΩX/S(X
′)→ Ω•X′/S(X
′)
ω 7→ Ω(X′/X)/(S/S)(X
′)(ω) := g∗(ω) : (α ∈ ∧kTX′(X
′) 7→ ω(dg(α)))
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(ii) For S ∈ AnSp(C), we consider the complexes of presheaves
Ω•/S := ρS∗Ω˜
•
/S = coker(ΩOAnSp(C)sm/S/e(S)∗OS : Ω
•
e(S)∗OS
→ Ω•OAnSp(C)sm/S) ∈ COS (AnSp(C)
sm/S)
which is by definition given by
– for U/S a smooth morphism Ω•/S(U/S) = Ω
•
U/S(U)
– for g : U ′/S → U/S a morphism,
Ω•/S(g) := Ω(U ′/U)/(S/S)(U
′) : Ω•U/S(U)→ g
∗ΩU/S(U
′)→ Ω•U ′/S(U
′)
ω 7→ Ω(U ′/U)/(S/S)(U
′)(ω) := g∗(ω) : (α ∈ ∧kTU ′(U
′) 7→ ω(dg(α)))
Remark 12. For S ∈ AnSp(C), Ω•/S ∈ C(AnSp(C)/S) is by definition a natural extension of Ω
•
/S ∈
C(AnSp(C)sm/S). However Ω•/S ∈ C(AnSp(C)/S) does NOT satisfy cdh descent.
For a smooth morphism h : U → S with S,U ∈ AnSm(C), the cohomology presheaves HnΩ•U/S of the
relative De Rham complex
DR(U/S) := Ω•U/S := coker(h
∗ΩS → ΩU ) ∈ Ch∗OS (U)
for all n ∈ Z, have a canonical structure of a complex of h∗D∞S modules given by the Gauss Manin
connexion : for So ⊂ S an open subset, Uo = h−1(So), γ ∈ Γ(So, TS) a vector field and ωˆ ∈ Ω
p
U/S(U
o)c
a closed form, the action is given by
γ · [ωˆ] = [̂ι(γ˜)∂ω],
ω ∈ ΩpU (U
o) being a representative of ωˆ and γ˜ ∈ Γ(Uo, TU ) a relevement of γ (h is a smooth morphism),
so that
DR(U/S) := Ω•U/S := coker(h
∗ΩS → ΩU ) ∈ Ch∗OS ,h∗D∞(U)
with this h∗D∞S structure. Hence we get h∗Ω
•
U/S ∈ COS ,D∞(S) considering this structure. Since h is a
smooth morphism, ΩpU/S are locally free OU modules.
The point (ii) of the definition 134 above gives the object in DA(S) which will, for S smooth, represent
the analytic Gauss-Manin De Rham realisation. It is the class of an explicit complex of presheaves on
AnSp(C)sm/S.
Proposition 114. Let S ∈ Var(C).
(i) For U/S = (U, h) ∈ AnSp(C)sm/S, we have e(U)∗h∗Ω•/S = Ω
•
U/S.
(ii) The complex of presheaves (Ω•/S , Fb) ∈ COSfil(AnSp(C)
sm/S) is 2-filtered D1S invariant. Note that
however, for p > 0, the complexes of presheaves Ω•≥p are NOT D1S local. On the other hand,
(Ω•/S , Fb) admits transferts (recall that means Tr(S)∗ Tr(S)
∗Ωp/S = Ω
p
/S).
(iii) If S is smooth, we get (Ω•/S , Fb) ∈ COSfil,D∞S (Var(C)
sm/S) with the structure given by the Gauss
Manin connexion. Note that however the D∞S structure on the cohomology groups given by Gauss
Main connexion does NOT comes from a structure of D∞S module structure on the filtered complex of
OS module. The DS structure on the cohomology groups satisfy a non trivial Griffitz transversality
(in the non projection cases), whereas the filtration on the complex is the trivial one.
Proof. Similar to the proof of proposition 97.
We have the following canonical transformation map given by the pullback of (relative) differential
forms:
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Let g : T → S a morphism with T, S ∈ AnSp(C). Consider the following commutative diagram in
RCat :
D(g, e) : (AnSp(C)sm/T,OAnSp(C)sm/T )
P (g) //
e(T )

(AnSp(C)sm/S,OAnSp(C)sm/S)
e(S)

(T,OT )
P (g) // (S,OS)
It gives (see section 2) the canonical morphism in Cg∗OSfil(Var(C)
sm/T )
Ω/(T/S) := Ω(OAnSp(C)sm/T /g∗OAnSp(C)sm/S)/(OT /g∗OS ) :
g∗(Ω•/S , Fb) = Ω
•
g∗OAnSp(C)sm/S/g∗e(S)∗OS
→ (Ω•/T , Fb) = Ω
•
OAnSp(C)sm/T /e(T )∗OT
which is by definition given by the pullback on differential forms : for (V/T ) = (V, h) ∈ Var(C)sm/T ,
Ω/(T/S)(V/T ) : g
∗(Ω•/S)(V/T ) := lim
(h′:U→Ssm,g′:V→U,h,g)
Ω•U/S(U)
Ω(V/U)/(T/S)(V/T )
−−−−−−−−−−−−→ Ω•V/T (V ) =: Ω
•
/T (V/T )
ωˆ 7→ Ω(V/U)/(T/S)(V/T )(ω) :=
ˆg′∗ω.
If S and T are smooth, Ω/(T/S) : g
∗(Ω•/S , Fb) → (Ω
•
/T , Fb) is a map in Cg∗OSfil,g∗D∞S (AnSp(C)
sm/T ) It
induces the canonical morphism in Cg∗OSfil,g∗D∞S (AnSp(C)
sm/T ):
EΩ/(T/S) : g
∗Eusu(Ω
•
/S , Fb)
T (g,Eusu)(Ω
•
/S ,Fb)
−−−−−−−−−−−−→ Eusu(g
∗(Ω•/S , Fb))
Eusu(Ω/(T/S))
−−−−−−−−−→ Eusu(Ω
•
/T , Fb).
Definition 126. (i) Let g : T → S a morphism with T, S ∈ AnSp(C). We have, for F ∈ C(AnSp(C)sm/S),
the canonical transformation in COT fil(T ) :
TO(g,Ω/·)(F ) : g
∗modLOe(S)∗Hom
•(F,Eusu(Ω
•
/S , Fb))
:=
−→ (g∗LOe(S)∗Hom
•(F,Eet(Ω
•
/S , Fb)))⊗g∗OS OT
T (e,g)(−)◦T (g,LO)(−)
−−−−−−−−−−−−−−−→ LO(e(T )∗g
∗Hom•(F,Eusu(Ω
•
/S , F ))⊗g∗OS OT )
T (g,hom)(F,Eet(Ω
•
/S))⊗I
−−−−−−−−−−−−−−−−→ LO(e(T )∗Hom
•(g∗F, g∗Eusu(Ω
•
/S , Fb))⊗g∗OS OT )
ev(hom,⊗)(−,−,−)
−−−−−−−−−−−−→ LOe(T )∗Hom
•(g∗F, g∗Eusu(Ω
•
/S , Fb)⊗g∗e(S)∗OS e(T )
∗OT )
Hom•(g∗F,EΩ/(T/S)⊗I)
−−−−−−−−−−−−−−−−→ LOe(T )∗Hom
•(g∗F,Eusu(Ω
•
/T , Fb)⊗g∗e(S)∗OS e(T )
∗OT )
m
−→ LOe(T )∗Hom
•(g∗F,Eusu(Ω
•
/T , Fb)
where m(α⊗ h) := h.α is the multiplication map.
(ii) Let g : T → S a morphism with T, S ∈ AnSp(C), S smooth. Assume there is a factorization
g : T
l
−→ Y × S
pS
−→ S with l a closed embedding, Y ∈ AnSm(C) and pS the projection. We have,
for F ∈ C(AnSp(C)sm/S), the canonical transformation in COT fil,D∞(Y × S) :
T (g,Ω/·)(F ) : g
∗mod,Γe(S)∗Hom
•(F,Eusu(Ω
•
/S , Fb))
:=
−→ ΓTEusu(p
∗mod
S e(S)∗Hom
•(F,Eusu(Ω
•
/S , Fb)))
TO(pS ,Ω/·)(F )
−−−−−−−−−−→ ΓTEusu(e(T × S)∗Hom
•(p∗SF,Eusu(Ω
•
/T×S , Fb)))
=
−→ e(T × S)∗ΓT (Hom
•(p∗SF,Eusu(Ω
•
/T×S , Fb)))
I(γ,hom)(−,−)
−−−−−−−−−→ e(T × S)∗Hom
•(Γ∨T p
∗
SF,Eusu(Ω
•
/T×S , Fb)).
266
For Q ∈ Proj PSh(AnSp(C)sm/S),
T (g,Ω/·)(Q) : g
∗mod,Γe(S)∗Hom
•(Q,Eusu(Ω
•
/S , Fb))→ e(T × S)∗Hom
•(Γ∨T p
∗
SQ,Eusu(Ω
•
/Y×S , Fb))
is a map in COT fil,D∞(Y × S).
The following easy lemma describe these transformation map on representable presheaves :
Lemma 18. Let g : T → S a morphism with T, S ∈ AnSp(C) and h : U → S is a smooth morphism with
U ∈ AnSp(C). Consider a commutative diagram whose square are cartesian :
g : T
l // S × Y
pS // S
g′ : UT
l′ //
h′
OO
U × Y
pU //
h′′:=h×I
OO
U
h
OO
with l, l′ the graph embeddings and pS, pU the projections. Then g
∗Z(U/S) = Z(UT /T ) and
(i) we have the following commutative diagram in COT fil(T ) (see definition 1 and definition 126(i)) :
g∗modLOe(S)∗Hom•(Z(U/S), Eusu(Ω•/S , Fb))
T (g,Ω/·)(Z(U/S)) //
=

e(T )∗Hom•(Z(UT /T ), Eusu(Ω•/T , Fb))
=

g∗modLOh∗Eusu(Ω
•
U/S , Fb)
Tmodω (g,h) // h′∗Eusu(Ω
•
UT /T
, Fb)
(ii) if Y, S ∈ AnSm(C), we have the following commutative diagram in COT fil,D∞(T ) (see definition 1
and definition 126(ii)) :
g∗mod,Γe(S)∗Hom•(Z(U/S), Eusu(Ω•/S , Fb))
T (g,Ω/·)(Z(U/S)) //
=

e(T )∗Hom•(Z(UT /T ), Eusu(Ω•/T , Fb))
=

g∗mod,Γh∗Eusu(Ω
•
U/S , Fb)
TOω (γ,⊗)(−)◦T
O
ω (pS ,h)(−) // h′∗Eusu(Ω
•
UT /T
, Fb)
where j : T \T × S →֒ T × S is the open complementary embedding,
Proof. Obvious.
Proposition 115. Let p : S12 → S1 is a smooth morphism with S1, S12 ∈ AnSp(C). Then if Q ∈
C(AnSp(C)sm/S1) is projective,
T (p,Ω/·)(Q) : p
∗mode(S1)∗Hom
•(Q,Eusu(Ω
•
/S1
, Fb))→ e(S12)∗Hom
•(p∗Q,Eusu(Ω
•
/S12
, Fb))
is an isomorphism.
Proof. Similar to the proof of proposition 98.
Let S ∈ AnSp(C) and h : U → S a morphism with U ∈ AnSp(C). We then have the canonical map
given by the wedge product
wU/S : Ω
•
U/S ⊗OS Ω
•
U/S → Ω
•
U/S ;α⊗ β 7→ α ∧ β.
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Let S ∈ Var(C) and h1 : U1 → S, h2 : U2 → S two morphisms with U1, U2 ∈ AnSp(C). Denote
h12 : U12 := U1 ×S U2 → S and p112 : U1 ×S U2 → U1, p212 : U1 ×S U2 → U2 the projections. We then
have the canonical map given by the wedge product
w(U1,U2)/S : p
∗
112Ω
•
U1/S
⊗OS p
∗
212Ω
•
U2/S
→ Ω•U12/S ;α⊗ β 7→ p
∗
112α ∧ p
∗
212β
which gives the map
Ew(U1,U2)/S : h1∗Eusu(Ω
•
U1/S
)⊗OS h2∗Eusu(Ω
•
U2/S
)
ad(p∗112,p112∗)(−)⊗ad(p
∗
212,p212∗)(−)−−−−−−−−−−−−−−−−−−−−−−−−→ (h1∗p112∗p
∗
112Eusu(Ω
•
U1/S
))⊗OS (h2∗p212∗p
∗
212Eusu(Ω
•
U2/S
))
=
−→ h12∗(p
∗
112Eusu(Ω
•
U1/S
)⊗h∗12OS p
∗
212Eusu(Ω
•
U2/S
)
T (⊗,E)(−)◦(T (p112,E)(−)⊗T (p212,E)(−))
−−−−−−−−−−−−−−−−−−−−−−−−−−−→ h12∗Ezar(p
∗
112Ω
•
U1/S
⊗OS p
∗
212Ω
•
U2/S
)
Let S ∈ AnSp(C). We have the canonical map in COSfil(AnSp(C)
sm/S)
wS : (Ω
•
/S , Fb)⊗OS (Ω
•
/S , Fb)→ (Ω
•
/S , Fb)
given by for h : U → S ∈ AnSp(C)sm/S
wS(U/S) : (Ω
•
U/S , Fb)⊗h∗OS (Ω
•
U/S , Fb)(U)
wU/S(U)
−−−−−−→ (Ω•U/S , Fb)(U)
It gives the map
EwS : Eusu(Ω
•
/S , Fb)⊗OS Eusu(Ω
•
/S , Fb)
=
−→ Eusu((Ω
•
/S , Fb)⊗OS (Ω
•
/S , Fb))
Eusu(wS)
−−−−−−→ Eusu(Ω
•
/S , Fb)
If S ∈ AnSm(C),
wS : (Ω
•
/S , Fb)⊗OS (Ω
•
/S , Fb)→ (Ω
•
/S , Fb)
is a map in COSfil,D∞S (Var(C)
sm/S).
Definition 127. Let S ∈ AnSp(C). We have, for F,G ∈ C(AnSp(C)sm/S), the canonical transformation
in COSfil(S) :
T (⊗,Ω)(F,G) : e(S)∗Hom(F,Eusu(Ω
•
/S , Fb))⊗OS e(S)∗Hom(G,Eusu(Ω
•
/S , Fb))
=
−→ e(S)∗(Hom(F,Eusu(Ω
•
/S , Fb))⊗OS Hom(G,Eusu(Ω
•
/S , Fb)))
e(S)∗T (Hom,⊗)(−)
−−−−−−−−−−−−−→ e(S)∗Hom(F ⊗G,Eusu(Ω
•
/S , Fb)⊗OS Eusu(Ω
•
/S , Fb))
Hom(F⊗G,EwS)
−−−−−−−−−−−→ e(S)∗Hom(F ⊗G,Eusu(Ω
•
/S , Fb))
If S ∈ AnSm(C), T (⊗,Ω)(F,G) is a map in COSfil,D∞(S).
Lemma 19. Let S ∈ AnSp(C) and h1 : U1 → S, h2 : U2 → S two smooth morphisms with U1, U2 ∈
AnSp(C). Denote h12 : U12 := U1 ×S U2 → S and p112 : U1 ×S U2 → U1, p212 : U1 ×S U2 → U2 the
projections. We then have the following commutative diagram
e(S)∗Hom(F,Eusu(Ω•/S , Fb))⊗OS e(S)∗Hom(G,Eusu(Ω
•
/S , Fb))
T (⊗,Ω)(F,G) //
=

e(S)∗Hom(F ⊗G,Eusu(Ω•/S , F ))
=

h1∗Eusu(Ω
•
U1/S
, Fb)⊗OS h2∗Eusu(Ω
•
U2/S
, Fb)
Ew(U1,U2)/S // h12∗Ezar(Ω•U12/S , Fb)
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Proof. Follows from Yoneda lemma.
We now define the analytic Gauss Manin De Rahm realization functor.
Let S ∈ AnSp(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ AnSm(C) an affine space. For I ⊂ [1, · · · l], denote by SI := ∩i∈ISi and jI : SI →֒ S the open
embedding. We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. Consider, for I ⊂ J , the following
commutative diagram
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO
and jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ = jJ . Considering the factorization of the
diagram DIJ by the fiber product :
DIJ = S˜J = S˜I × S˜J\I
pIJ // S˜I
SI × S˜J\I
iI×I
gg❖❖❖❖❖❖❖❖❖❖❖
p0IJ
$$❍
❍❍
❍❍
❍❍
❍❍
SJ
iJ
OO
lJ
77♥♥♥♥♥♥♥♥♥♥♥♥♥ jIJ // SI
iI
OO
the square of this factorization being cartesian, we have for F ∈ C(AnSp(C)sm/S) the canonical map in
C(AnSp(C)sm/S˜J)
S(DIJ)(F ) : LiJ∗j
∗
JF
q
−→ iJ∗j
∗
JF = (iI × I) ∗ lJ∗j
∗
JF
(iI×I)∗ ad(p
o
IJ♯,p
o∗
IJ )(−)
−−−−−−−−−−−−−−−→
(iI × I)∗p
o∗
IJp
0
IJ♯lJ∗j
∗
JF
T (pIJ ,iI )(−)
−1
−−−−−−−−−−→ p∗IJ iI∗p
0
IJ♯lJ∗j
∗
IF = p
∗
IJ iI∗j
∗
IF
which factors through
S(DIJ)(F ) : LiJ∗j
∗
IF
Sq(DIJ )(F )
−−−−−−−−→ p∗IJLiI∗j
∗
IF
q
−→ p∗IJ iI∗j
∗
IF
Definition 128. (i) Let S ∈ AnSm(C). We have the functor
Hom•(·, Eusu(Ω
•
/S , Fb)) : C(AnSp(C)
sm/S)→ COSfil,D∞S (S), F 7→ e(S)∗Hom
•(LF,Eusu(Ω
•
/S , Fb)).
(ii) Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI := ∩i∈ISi and jI : SI →֒ S the open embedding.
We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We have the functor
C(Var(C)sm/S)op → COfil,D∞(S/(S˜I)), F 7→ (e(S˜I)∗Hom
•(An∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, Fb))[−dS˜I ], u
q
IJ(F ))
where
uqIJ(F )[dS˜J ] : e(S˜I)∗Hom
•(An∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, Fb))
ad(p∗modIJ ,pIJ∗)(−)−−−−−−−−−−−−→ pIJ∗p
∗mod
IJ e(S˜I)∗Hom
•(An∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, Fb))
pIJ∗T (pIJ ,Ω·)(L(iI∗j
∗
I F ))−−−−−−−−−−−−−−−−−→ pIJ∗e(S˜J)∗Hom
•(An∗
S˜J
p∗IJL(iI∗j
∗
IF ), Eusu(Ω
•
/S˜J
, Fb))
pIJ∗e(S˜J )∗Hom(An
∗
S˜J
Sq(DIJ )(F ),Eusu(Ω
•,Γ
/S˜J
,Fb))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ pIJ∗e(S˜J)∗Hom
•(An∗
S˜J
L(iJ∗j
∗
JF ), Eusu(Ω
•
/S˜J
, Fb)).
For I ⊂ J ⊂ K, we have obviously pIJ∗uJK(F ) ◦ uIJ(F ) = uIK(F ).
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We will prove in corollary 7 below that uIJ(F ) are ∞-filtered usu local equivalence.
Proposition 116. Let S ∈ AnSp(C). Letm : Q1 → Q2 be an equivalence (D1, et) local in C(AnSp(C)sm/S)
with Q1, Q2 complexes of projective presheaves. Then,
e(S)∗Hom(m,Eusu(Ω
•
/S , Fb)) : e(S)∗Hom
•(Q2, Eusu(Ω
•
/S , Fb))→ e(S)∗Hom
•(Q1, Eusu(Ω
•
/S , Fb))
is a quasi-isomorphism. It is thus an isomorphism in DOSfil,D∞,∞(S) if S is smooth.
Proof. Similar to the proof of proposition 99.
Definition 129. (i) We define, according to proposition 116, the filtered analytic Gauss-Manin real-
ization functor defined as
FGMS,an : DAc(S)
op → DOSfil,D∞,∞(S), M 7→
FGMS,an(M) := e(S)∗Hom
•(An∗S L(F ), Eusu(Ω
•
/S , Fb))[−dS ]
= e(S)∗Hom
•(L(F ),AnS∗Eusu(Ω
•
/S , Fb))[−dS ]
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ),
(ii) Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI = ∩i∈ISi and jI : SI →֒ S the open embedding.
We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We define the filtered analytic Gauss-
Manin realization functor defined as
FGMS,an : DAc(S)
op → DOfil,D∞,∞(S/(S˜I)), M 7→
FGMS,an(M) := ((e(S˜I)∗Hom
•(An∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
), Fb))[−dS˜I ], u
q
IJ(F ))
= ((e(S˜I)∗Hom
•(L(iI∗j
∗
IF ),AnS˜I∗Eusu(Ω
•
/S˜I
), Fb))[−dS˜I ], u
q
IJ(F ))
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ), see definition 128 and corollary 7.
Proposition 117. For S ∈ Var(C), the functor FGMS is well defined.
Proof. Similar to the proof of proposition 100.
Proposition 118. Let f : X → S a morphism with S,X ∈ Var(C). Let S = ∪li=1Si an open cover
such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then X = ∪li=1Xi with
Xi := f
−1(Si). Denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and XI = ∩i∈IXi. Assume there exist a
factorization
f : X
l
−→ Y × S
pS
−→ S
of f with Y ∈ SmVar(C), l a closed embedding and pS the projection. We then have, for I ⊂ [1, · · · l], the
following commutative diagrams which are cartesian
fI = f|XI : XI
lI //
''◆◆
◆◆
◆◆
◆◆
◆◆
Y × SI
pSI //
i′I

SI
iI

Y × S˜I
pS˜I // S˜I
, Y × S˜J
pS˜J //
p′IJ

S˜J
pIJ

Y × S˜I
pS˜I // S˜I
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Let F (X/S) := pS,♯Γ
∨
XZ(Y×S/Y×S). The transformations maps (NI(X/S) : Q(XI/S˜I)→ iI∗j
∗
IF (X/S))
and (k ◦ I(γ, hom)(−,−)), for I ⊂ [1, · · · , l], induce an isomorphism in DOfil,D∞,∞(S/(S˜I))
IGM (X/S) :
FGMS,an(M(X/S)) := (e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
IF (X/S)), Eusu(Ω
•
/S˜I
, Fb))[−dS˜I ], u
q
IJ(F (X/S)))
(e(S˜I)∗Hom(An
∗
S˜I
NI(X/S),Eusu(Ω
•
/S˜I
,Fb)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ (e(S˜I)∗Hom(An
∗
S˜I
Q(XI/S˜I), Eusu(Ω
•
/S˜I
, Fb))[−dS˜I ], v
q
IJ(F (X/S)))
(e(S˜I)∗Hom(T (An,γ
∨)(−)−1,Eusu(Ω
•
/S˜I
,Fb)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ (e(S˜I)∗Hom(Q(X
an
I /S˜
an
I ), Eusu(Ω
•
/S˜I
, Fb))[−dS˜I ], v
q
IJ(F (X/S)))
(I(γ,hom)(−,−))−1
−−−−−−−−−−−−→ (pS˜I∗ΓXIEusu(Ω
•
Y×S˜I/S˜I
, Fb)[−dS˜I ], wIJ (X/S)).
Proof. Similar to the proof of proposition 101.
Corollary 7. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For F ∈ C(Var(C)sm/S) such that D(A1, et)(F ) ∈ DAc(S), u
q
IJ(F )
are ∞-filtered usu local equivalence.
Proof. Similar to corollary 4.
We now define the functorialities of FGMS with respect to S which makes F
−
GM a morphism of 2-functor.
Definition 130. Let g : T → S a morphism with T, S ∈ SmVar(C). Consider the factorization g :
T
l
−→ T × S
pS
−→ S where l is the graph embedding and pS the projection. Let M ∈ DAc(S) and F ∈
C(Var(C)sm/S) such that M = D(A1S , et)(F ). Then, D(A
1
T , et)(g
∗F ) = g∗M .
(i) We have then the canonical transformation in DD∞fil,∞(T × S) (see definition 126) :
T (g,FGM)(M) : Rg∗mod[−],ΓFGMS,an(M) := g
∗mod,Γe(S)∗Hom
•(An∗S L(F ), Eusu(Ω
•
/S , Fb)))[−dT ]
T (g,Ω/·)(An
∗
S L(F ))
−−−−−−−−−−−−−→ e(T × S)∗Hom
•(Γ∨T p
∗
S An
∗
S L(F ), Eusu(Ω
•
/Y×S , Fb))[−dT ]
Hom(T (An,γ∨)(p∗SLF )
−1,−)
−−−−−−−−−−−−−−−−−−−→ FGMT×S,an(l∗g
∗M).
where the last isomorphism in the derived category comes from proposition 117.
(ii) We have then the canonical transformation in DOfil,∞(T ) (see definition 126) :
TO(g,FGM )(M) : Lg∗mod[−]FGMS,an(M) := g
∗modLOe(S)∗Hom
•(An∗S L(F ), Eusu(Ω
•
/S , Fb)))[−dT ]
T (g,Ω/·)(An
∗
S L(F ))
−−−−−−−−−−−−−→ e(T × S)∗Hom
•(g∗An∗S L(F ), Eusu(Ω
•
/Y×S , Fb))[−dT ] =: F
GM
T,an(g
∗M).
We give now the definition in the non smooth case Let g : T → S a morphism with T, S ∈ Var(C).
Assume we have a factorization g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding
and pS the projection. Let S = ∪li=1Si be an open cover such that there exists closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then, T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings
i′i := ii ◦ l : Ti →֒ Y × S˜i, Moreover g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . We recall
the commutative diagram :
EIJg = (Y × S˜I)\TI
pS˜I

m′I // Y × S˜J
g˜I

S˜I\SI
mI // S˜I
, EIJ = S˜J\SJ
pIJ

mJ // S˜J
pIJ

S˜I\(SI\SJ)
m=mIJ // S˜I
E′IJ = (Y × S˜J)\TJ
p′IJ

m′J // Y × S˜J
p′IJ

(Y × S˜I)\(TI\TJ)
m′=m′IJ // Y × S˜I
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For I ⊂ J , denote by pIJ : S˜J → S˜I and p′IJ := IY × pIJ : Y × S˜J → Y × S˜I the projections, so
that g˜I ◦ p
′
IJ = pIJ ◦ g˜J . Consider, for I ⊂ J ⊂ [1, . . . , l], resp. for each I ⊂ [1, . . . , l], the following
commutative diagrams in Var(C)
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO , D
′
IJ = TI
i′I // Y × S˜I
TJ
j′IJ
OO
i′J // Y × S˜J
p′IJ
OO DgI = SI
iI // S˜I
TI
gI
OO
i′I // Y × S˜I
g˜I
OO ,
and jIJ : SJ →֒ SI is the open embedding so that jI◦jIJ = jJ . Let F ∈ C(Var(C)
sm/S). The fact that the
diagrams (55) commutes says that the maps T q,γ(DgI)(j
∗
IF ) define a morphism in C(Var(C)
sm/(T/(Y ×
S˜I)))
(T q,γ(DgI)(j
∗
IF )) : (Γ
∨
TI g˜
∗
IL(iI∗j
∗
IF ), g˜
∗
JS
q(DIJ)(F ))→ (L(i
′
I∗j
′∗
I g
∗F ), Sq(D′IJ)(g
∗F ))
We then have then the following lemma :
Lemma 20. (i) The morphism in C(Var(C)sm/(T/(Y × S˜I)))
(T q,γ(DgI)(j
∗
IF )) : (Γ
∨
TILg˜
∗
I iI∗j
∗
IF, g˜
∗
JS
q(DIJ)(F ))→ (i
′
I∗j
′∗
I g
∗F, Sq(D′IJ)(g
∗F ))
is an equivalence (A1, et) local.
(ii) Denote for short dY I := −dY − dS˜I . The maps Hom(An
∗
Y×S˜I
(T q,γ(DgI)(j
∗
IF )), Eusu(Ω
•
/Y×S˜I
, Fb))
induce an ∞-filtered quasi-isomorphism in COfil,D∞(T/(Y × S˜I))
(Hom(An∗
Y×S˜I
T q,γ(DgI)(j
∗
IF ), Eusu(Ω
•
/Y×S˜I
, Fb))) :
(e(Y × T˜I)∗Hom(An
∗
Y×S˜I
L(i′I∗j
′∗
I g
∗F ), Eusu(Ω
•
/Y×S˜I
, Fb))[dY I ], u
q
IJ(g
∗F ))→
(e(Y × T˜I)∗Hom(An
∗
Y×S˜I
Γ∨TIL(g˜
∗
I iI∗j
∗
IF ), Eusu(Ω
•
/Y×S˜I
, Fb))[dY I ], g˜
∗
Ju
q
IJ(F )2)
(iii) The maps T (g˜I ,Ω·)(L(iI∗j
∗
IF )) (see definition 126) induce a morphism in COfil,D∞(T/(Y × S˜I))
(T (g˜I ,Ω/·)(L(iI∗j
∗
IF ))) :
(ΓTIEzar(g˜
∗mod[−]
I e(S˜I)∗Hom
•(An∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, Fb)))[dY I ], g˜
∗mod
J u
q
IJ(F ))→
(ΓTI (e(Y × S˜I)∗Hom(An
∗
Y×S˜I
g˜∗IL(iI∗j
∗
IF ), Eusu(Ω
•
/Y×S˜I
, Fb)))[dY I ], g˜
∗
Ju
q
IJ(F )1).
Proof. (i):Follows from theorem 14
(ii): Similar to lemma 13(ii).
(iii):Similar to lemma 13(iii).
Definition 131. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪
l
i=1Si
be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then,
T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y × S˜i, Moreover
g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Denote for short dY I := −dY − dS˜I . Let
M ∈ DAc(S) and F ∈ C(Var(C)sm/S) such that M = D(A1S , et)(F ). Then, D(A
1
T , et)(g
∗F ) = g∗M . We
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have, by lemma 13, the canonical transformation in DOfil,D∞,∞(T/(Y × S˜I))
T (g,FGM)(M) : Rg∗mod[−],ΓFGMS,an(M) :=
(ΓTIEzar(g˜
∗mod
I e(S˜I)∗Hom
•(An∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, Fb)))[dY I ], g˜
∗mod
J u
q
IJ(F ))
(ΓTIE(T (g˜I ,Ω/·)(An
∗
S˜I
L(iI∗j
∗
IF ))))
−−−−−−−−−−−−−−−−−−−−−−−→
(ΓTI e(Y × S˜I)∗Hom
•(An∗
Y×S˜I
g˜∗IL(iI∗j
∗
IF ), Eusu(Ω
•
/Y×S˜I
, Fb))[dY I ], g˜
∗
Ju
q
IJ(F )1)
(I(γ,hom(−,−)))
−−−−−−−−−−−→
(e(Y × S˜I)∗Hom
•(Γ∨TI An
∗
Y×S˜I
g˜∗IL(iI∗j
∗
IF ), Eusu(Ω
•
/Y×S˜I
, Fb))[dY I ], g˜
∗
Ju
q
IJ(F )2)
(e(Y×S˜I)∗Hom
•(T (An,γ∨)(g˜∗IL(iI∗j
∗
IF ))
−1,Eusu(Ω
•
/Y×S˜I
,Fb)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(e(Y × S˜I)∗Hom
•(An∗
Y×S˜I
Γ∨TI g˜
∗
IL(iI∗j
∗
IF ), Eusu(Ω
•
/Y×S˜I
, Fb))[dY I ], g˜
∗
Ju
q
IJ(F )2)
(e(Y×S˜I)∗Hom(An
∗
Y×S˜I
T q,γ (DgI )(j
∗
IF ),Eusu(Ω
•
/Y×S˜I
,Fb)))
−1
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(e(Y × S˜I)∗Hom
•(An∗
Y×S˜I
L(i′I∗j
′∗
I g
∗F ), Eusu(Ω
•
/Y×S˜I
, Fb))[dY I ], u
q
IJ(g
∗F )) =: FGMT,an(g
∗M).
Proposition 119. (i) Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y2 × S
pS
−→ S with Y2 ∈ SmVar(C), l a closed embedding and pS the projection. Let S =
∪li=1Si be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C)
Then, T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y2 × S˜i,
Moreover g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Let f : X → S a morphism with
X ∈ Var(C). Assume that there is a factorization f : X
l
−→ Y1 × S
pS
−→ S, with Y1 ∈ SmVar(C), l
a closed embedding and pS the projection. We have then the following commutative diagram whose
squares are cartesians
f ′ : XT //

Y1 × T

// T

f ′′ = f × I : Y2 ×X //

Y1 × Y2 × S //

Y2 × S

f : X // Y1 × S // S
Consider F (X/S) := pS,♯Γ
∨
XZ(Y1 × S/Y1 × S)[dY1 ] and the isomorphism in C(Var(C)
sm/S)
T (f, g, F (X/S)) : g∗F (X/S) := g∗pS,♯Γ
∨
XZ(Y1 × S/Y1 × S)
∼
−→
pT,♯Γ
∨
XTZ(Y1 × T/Y1 × T ) =: F (XT /T ).
which gives in DA(S) the isomorphism T (f, g, F (X/S)) : g∗M(X/S)
∼
−→ M(XT /T ). Then, the
following diagram in DOfil,D∞,∞(T/(Y2 × S˜I)) commutes
Rg∗mod,ΓFGMS,an(M(X/S)) F
GM
T,an(M(XT /T ))
g∗mod[−],Γ(pS˜I∗ΓXIEusu(Ω
•
Y1×S˜I/S˜I
, Fb)[−dS˜I ],
wIJ (X/S))
(pY2×S˜I∗ΓXTIEusu(Ω
•
Y2×Y1×S˜I/Y2×S˜I
, Fb)[−dY2 − dS˜I ],
wIJ(XT /T )) .
T (g,FGM )(M(X/S))
IGM (X/S) IGM (XT /T )
(T (g˜I×I,γ)(−)◦T
O
w (g˜I ,pS˜I
))
273
(ii) Let g : T → S a morphism with T, S ∈ SmVar(C). Let f : X → S a morphism with X ∈ Var(C).
Assume that there is a factorization f : X
l
−→ Y × S
pS
−→ S, with Y ∈ SmVar(C), l a closed
embedding and pS the projection. Consider F (X/S) := pS,♯Γ
∨
XZ(Y ×S/Y ×S) and the isomorphism
in C(Var(C)sm/S)
T (f, g, F (X/S)) : g∗F (X/S) := g∗pS,♯Γ
∨
XZ(Y × S/Y × S)
∼
−→
pT,♯Γ
∨
XTZ(Y × T/Y × T )[dY ] =: F (XT /T ).
which gives in DA(S) the isomorphism T (f, g, F (X/S)) : g∗M(X/S)
∼
−→ M(XT /T ). Then, the
following diagram in DOfil,∞(T ) commutes
Lg∗mod[−]FGMS,an(M(X/S)) F
GM
T,an(M(XT /T ))
g∗modLO(pS∗ΓXEusu(Ω
•
Y×S/S , Fb)[−dT ] pY×T∗ΓXTEusu(Ω
•
Y×T/T , Fb)[−dT ]
Lg∗mod
∫ FDR
pS
(ΓXEusu(OY×S , Fb)[−dY − dT ]
∫ FDR
pT
(ΓXTEusu(OY×T , Fb))[−dY − dT ].
TO(g,FGM )(M(X/S))
IGM (X/S) IGM (XT /T )
Tw(⊗,γ)(OY×S)
(T (g×I,γ)(−)◦TOw (g,pS))
Tw(⊗,γ)(OY×T )
TDmod(pS ,f)(−)
Proof. Follows immediately from definition.
We have the following theorem:
Theorem 35. (i) Let g : T → S is a morphism with T, S ∈ Var(C). Assume there exist a factorization
g : T
l
−→ Y ×S
pS
−→ with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪li=1Si
be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then,
for M ∈ DAc(S)
T (g,FGMan )(M) : Rg
∗mod[−],ΓFGMS,an(M)→ F
GM
T,an(g
∗M)
is an isomorphism in DOT fil,D∞,∞(T/(Y × S˜I)).
(ii) Let g : T → S is a morphism with T, S ∈ SmVar(C). Then, for M ∈ DAc(S)
T (g,FGMan )(M) : Lg
∗mod[−]FGMS,an(M)→ F
GM
T,an(g
∗M)
is an isomorphism in DOT (T ).
Proof. (i):Follows from proposition 115.
(ii): : First proof : Follows from proposition 119, proposition 124 and proposition 86.
: Second proof : In the analytic case only, we can give a direct proof of this proposition : Indeed, let
g : T → S is a morphism with T, S ∈ AnSp(C) and let h : U → S a smooth morphism with U ∈ AnSp(C,
then,
TOω (g, h) : g
∗modLD∞h∗E(Ω
•
U/S , F )→ h
′
∗E(Ω
•
UT /T
, F )
is an equivalence usu local : consider the following commutative diagram
g∗modLO(h∗E(ZU )⊗OS)
T (g,h)(E(ZU )) //
g∗modLOT (h,⊗)(−,−)

h′∗E(ZUT )⊗OT
T (h′,⊗)(−,−)

g∗modLOh∗E(h
∗OS)
Tmod(g,h)(h∗OS) //
g∗modLOh∗E(ιU/S)

h′∗E(h
′∗OT )
h′∗E(ιUT /T )

g∗modLOh∗E(Ω
•
U/S)
TOω (g,h) // h′∗E(Ω
•
UT /T
)
,
then,
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• the maps T (h′,⊗)(−,−) and T (h,⊗)(−,−) are usu local equivalence by proposition 9,
• since h : U → S is a smooth morphism, the inclusion ιU/S : h
∗OS → Ω•U/S is a quasi-isomorphism,
• since h′ : UT → T is a smooth morphism, the inclusion ιUT /T : h
∗OT → Ω•UT /T is a quasi-
isomorphism,
• since U , UT , S, T are paracompact topological spaces (in particular Hausdorf), T (g, h)(E(ZU ) :
g∗h∗E(ZU )→ h′∗E(ZUT ) is a quasi-isomorphism.
This fact, together with lemma 18, proves the proposition.
We finish this subsection by a consequence of proposition 114 and theorem 14 :
Theorem 36. Let X ∈ PSmVar(C) and D = ∪Di ⊂ X a normal crossing divisor. Consider the open
embedding j : U := X\D →֒ X. Then, the inclusion
j∗ : Γ(X,Eusu(Ω
•
X(logD), Fb)) →֒ Γ(U,Eusu(Ω
•
U , Fb))
is an ∞-filtered quasi-isomorphism, that is
j∗ : F pHn(U,C) := F pHnΓ(X,Eusu(Ω
•
X(logD), Fb))
∼
−→ F pHnΓ(U,Eusu(Ω
•
U , Fb)) =: F
p
b H
n(U,C)
is an isomorphism for all n, p ∈ Z (note that it is obviously injective since j∗ : HnΓ(X,Eusu(Ω•X(logD)))
∼
−→
HnΓ(U,Eusu(Ω
•
U )) is an isomorphism if we forgot filtrations). Note that however, it is NOT a filtered
quasi-isomorphism (for example if U is affine Hq(U,ΩpU ) = 0 for q > 0) that it is not an isomorphism
on the E1 terms of the spectral sequences in general.
Proof. Similar to the proof of theorem 31.
Definition 132. Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l],
SI = ∩i∈ISi and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈
SmVar(C). We have, for M,N ∈ DA(S) and F,G ∈ C(Var(C)sm/S) such that M = D(A1, et)(F ) and
N = D(A1, et)(G), the following transformation map in DOfil,D∞(S/(S˜I))
T (FGMS,an,⊗)(M,N) :
FGMS,an(M)⊗
L
OS F
GM
S,an(N) := (e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, Fb)), uIJ(F )) ⊗OS
(e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
IG), Eusu(Ω
•
/S˜I
, Fb)), uIJ(G))
=
−→ ((e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, Fb))⊗OS˜I
e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
IG), Eusu(Ω
•
/S˜I
, Fb))), uIJ(F )⊗ uIJ(G))
(T (⊗,Ω/S˜I
)(L(iI∗j
∗
IF ),L(iI∗j
∗
IG)))
−−−−−−−−−−−−−−−−−−−−−−−→
(e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
IF )⊗An
∗
S˜I
L(iI∗j
∗
IG), Eet(Ω
•
/S˜I
, Fb)), vIJ (F ⊗G))
=
−→ (e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
I (F ⊗G), Eusu(Ω
•
/S˜I
, Fb))), uIJ(F ⊗G)) =: F
GM
S,an(M ⊗N)
We have in the analytical case the following :
Proposition 120. Let S ∈ Var(C). Then, for M,N ∈ DAc(S)
T (⊗,FGMS,an)(M,N) : F
GM
S,an(M ⊗N)
∼
−→ FGMS,an(M)⊗
L
OS F
GM
S,an(N)
is an isomorphism.
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Proof. Asumme first that S is smooth. Let h1 : U1 → S and h2 : U2 → S smooth morphisms with
U1, U2 ∈ Var(C) and consider h12 : U1×S U2 → S. We then have by lemma 19 the following commutative
diagram
e(S)∗Hom(Z(U1/S)⊗ Z(U2/S), E(Ω•/S , Fb))
T (⊗,FGMS (M(U1/S),M(U2/S)))//
=

e(S)∗Hom(Z(U1/S), E(Ω•/S, Fb))⊗OS e(S)∗Hom(Z(U2/S), E(Ω
•
/S , Fb))
=

h12∗E(ΩU1×SU2/S , F )
Ew(U1,U2)/S //
ι⊗ι

h1∗E(ωU1/S , Fb)⊗OS h2∗E(ΩU2/S , Fb)
ι

h12∗E(h
∗
12OS)
Ew(U1,U2)/S //
T (h12,⊗)(OS,ZU12 )

h1∗E(h
∗
1OS)⊗OS h2∗E(h
∗
2OS)
T (h1,⊗)(OS ,ZU1)⊗T (h2,⊗)(OS ,ZU1)

h12∗E(ZU12 )⊗OS
Ew(U1,U2)/S // (h1∗E(ZU1)⊗OS h2∗E(ZU2))
Since U1, U2 ∈ AnSp(C) are locally contractible topological spaces, the lower row is an equivalence usu
local by Kunneth formula for topological spaces (see section 2). This proves the proposition in the case
S is smooth. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). By definition, for F,G ∈ C(Var(C)sm/S) such that M = D(A1, et)(F )
and N = D(A1, et)(G),
T (⊗,FGMS,an(M,N)) :
e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
I (F ⊗G), Eusu(Ω
•
/S˜I
, Fb))), uIJ(F ⊗G))
(T (⊗,Ω/S˜I
)(An∗
S˜I
L(iI∗j
∗
IF ),An
∗
S˜I
L(iI∗j
∗
IG)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, Fb)), uIJ(F )) ⊗OS
(e(S˜I)∗Hom(An
∗
S˜I
L(iI∗j
∗
IG), Eusu(Ω
•
/S˜I
, Fb)), uIJ(G))
Since L(iI∗j
∗
IF ), L(iI∗j
∗
IG) ∈ DAc(S˜I), by the smooth case applied to S˜I for each I, T (⊗,F
FDR
S,an (M,N))
is an equivalence usu local.
6.2.2 The analytic filtered De Rham realization functor
Recall from section 2 that, for S ∈ Var(C) we have the following commutative diagrams of sites
AnSp(C)2/S
µS //
AnS

ρS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
AnSp(C)2,pr/S
AnS

ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
AnSp(C)2,sm/S
µS //
AnS

AnSp(C)2,smpr/S
AnS

Var(C)2/S
µS //
ρS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Var(C)2,smpr/S
ρS
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)2/S
µS // Var(C)2,smpr/S
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and
AnSp(C)2,pr/S
Gr12S //
AnS

ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)/S
AnS

ρS
''PP
PP
PP
PP
PP
PP
AnSp(C)2,smpr/S
Gr12S //
AnS

AnSp(C)sm/S
AnS

Var(C)2,pr/S
Gr12S //
ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)/S
ρS
''PP
PP
PP
PP
PP
PP
Var(C)2,sm/S
Gr12S // Var(C)sm/S
, (58)
and that for f : T → S a morphism with T, S ∈ Var(C) we have the following commutative diagrams of
site,
AnSp(C)2/T an
AnT //
P (f)

ρT
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Var(C)2/T
P (f)

ρT
''PP
PP
PP
PP
PP
P
AnSp(C)2,sm/T an
AnT //
P (f)

Var(C)2,sm/T
P (f)

AnSp(C)2/San
AnS //
ρS
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)2/S
ρS
''PP
PP
PP
PP
PP
P
AnSp(C)2,sm/San
AnS // Var(C)2,sm/S
.
Definition 133. (i) For S ∈ AnSp(C), we consider the filtered complexes of presheaves
(Ω•,Γ/S , Fb) ∈ COSfil(AnSp(C)
2/S)
given by
– for ((X,Z), h) = (X,Z)/S ∈ AnSp(C)2/S,
(Ω•,Γ/S ((X,Z)/S), Fb) : = Γ
∨,h
Z Lh∗O(Ω
•
X/S , Fb)(X)
: = Dh∗OSLh∗OΓZEusu(Dh∗OSLh∗O(Ω
•
X/S , Fb))(X)
– for g : (X1, Z1)/S = ((X1, Z1), h1)→ (X,Z)/S = ((X,Z), h) a morphism in AnSp(C)2/S,
Ω•,Γ/S (g) : Dh∗OSLh∗OΓZEusu(Dh∗OSLh∗O(Ω
•
X/S , Fb))(X)
Dh∗1OSLh∗1OΓZ1Eusu(Dh∗1OSLh∗1O(Ω
•
X1/S
, Fb))(X1)
is given as in definition 110(i). For S ∈ AnSm(C), we consider the complexes of presheaves
(Ω•,Γ/S , Fb) := ρS∗(Ω
•,Γ
/S , Fb) ∈ COSfil,D∞S (AnSp(C)
2,sm/S)
(ii) For S ∈ AnSm(C), we have the canonical map COSfil,D∞S (AnSp(C)
sm/S)
GrO(Ω/S) : Gr
12
S∗ µS∗(Ω
•,Γ
/S , Fb)→ (Ω
•
/S , Fb)
given as in definition 110(ii).
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Definition 134. (i) For S ∈ SmVar(C), we consider, using definition 112(i), the filtered complexes of
presheaves
(Ω•,Γ,pr/San , FDR) ∈ CD∞S fil(Var(C)
2,smpr/S)
given by,
– for (Y × S,Z)/S = ((Y × S,Z), p) ∈ Var(C)2,smpr/S,
(Ω•,Γ,pr/San ((Y × S,Z)/S), FDR) := ((Ω
•
(Y×S)an/San , Fb)⊗O(Y×S)an (Γ
∨,Hdg
Z (OY×S , Fb))
an)((Y × S)an)
with the structure of p∗DS module given by proposition 54.
– for g : (Y1 × S,Z1)/S = ((Y1 × S,Z1), p1) → (Y × S,Z)/S = ((Y × S,Z), p) a morphism in
Var(C)2,smpr/S,
Ω•,Γ,pr/San (g) := (Ω
•,Γ,pr
/S (g))
an : ((Ω•(Y×S)an/San , Fb)⊗O(Y×S)an (Γ
∨,Hdg
Z (OY×S, Fb))
an)((Y × S)an)→
((Ω•(Y1×S)an/San , Fb)⊗O(Y1×S)an (Γ
∨,Hdg
Z1
(OY1×S , Fb))
an)((Y1 × S)
an).
For S ∈ SmVar(C), we get the filtered complexes of presheaves
(Ω•,Γ,pr,an/San , FDR) := An
∗mod
S (Ω
•,Γ,pr
/San , FDR) := An
∗
S(Ω
•,Γ,pr
/San , FDR)⊗OS OSan ∈ CD∞S fil(AnSp(C)
2,smpr/S).
(ii) For S ∈ SmVar(C), we have the canonical map COSfil,D∞S (Var(C)
sm/S)
Gr(Ω/San) : Gr
12
S∗(Ω
•,Γ,pr
/San , Fb)→ AnS∗(Ω
•
/S , Fb)
given by
Gr(Ω/San)(U/S) := (Gr(Ω/S)(U/S))
an ⊗m :
JS((Ω
•
(U×S)an/San , Fb)⊗O(U×S)an (Γ
∨,Hdg
U (OU×S , Fb))
an)((U × S)an)→ (Ω•Uan/San , Fb),
where Gr(Ω/San)(U/S)(ω⊗m⊗P ) := P (Gr(Ω/S)(U/S)(ω⊗m)) with P ∈ Γ(S,D
∞
S ), see definition
112(ii), which gives by adjonction
Gr(Ω/San) := I(An
∗mod
S ,AnS)(Gr(Ω/San)) : JS(Gr
12
S∗(Ω
•,Γ,pr,an
/San , Fb))→ (Ω
•
/S , Fb)
in COSfil,D∞S (AnSp(C)
sm/S).
Definition 135. For S ∈ SmVar(C), we have the canonical map in COSfil,D∞S (Var(C)
2,smpr/S)
T (ΩΓ/San) : AnS∗ µS∗(Ω
•,Γ
/San , Fb)→ (Ω
•,Γ,pr
/San , FDR)
given by, for (Y × S,X)/S = ((Y × S,Z), p) ∈ Var(C)2,smpr/S
T (ΩΓ/San)((Y × S,Z)/S) := (T (Ω
Γ
/S)((Y × S,Z)/S))
an :
(Ω•,Γ/S , Fb)(((Y × S)
an, Zan)/S) := Dp∗OSLp∗OΓZEusu(Dp∗OSLp∗O(Ω
•
(Y×S)an/San , Fb))((Y × S)
an)→
((Ω•(Y×S)an/San , Fb)⊗O(Y×S)an (Γ
∨,Hdg
Z (OY×S , Fb))
an)((Y × S)an) =: (Ω•,Γ,pr/San , FDR)((Y × S,Z)/S),
see definition 113. By definition we have GrO(Ω/San) = Gr(Ω/San) ◦ T (Ω
Γ
/San).
Proposition 121. (i) Let S ∈ AnSp(C).The complex of presheaves (Ω•,Γ/S , Fb) ∈ COSfil(AnSp(C)
2,sm/S)
is∞-filtered D1S invariant (see definition 16) and admits transferts (i.e. Tr(S)∗ Tr(S)
∗Ω•,Γ/S = Ω
•,Γ
/S ).
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(ii) Let S ∈ SmVar(C). The complex of presheaves (Ω•,Γ,pr,an/San , FDR) ∈ CD∞S fil(AnSp(C)
2,smpr/S) is
∞-filtered D1S local for the usual or etale topology (see definition 16) and admits transferts.
Proof. Similar to proposition 104.
We have the following canonical transformation map given by the pullback of (relative) differential
forms:
Let g : T → S a morphism with T, S ∈ AnSm(C).
• We have the canonical morphism in Cg∗OSfil,g∗D∞S (AnSp(C)
2,sm/T )
ΩΓ/(T/S) : g
∗(Ω•,Γ/S , Fb)→ (Ω
•,Γ
/T , Fb)
induced by the pullback of differential forms : for ((V, Z1)/T ) = ((V, Z1), h) ∈ AnSp(C)2,sm/T ,
ΩΓ/(T/S)((V, Z1)/T ) :
g∗Ω•,Γ/S ((V, Z1)/T ) := lim(h:(U,Z)→Ssm,g1:(V,Z1)→(UT ,ZT ),h,g)
Ω•,Γ/S ((U,Z)/S)
Ω•,Γ
/S
(g′◦g1)
−−−−−−−→ Ω•,Γ/S ((V, Z1)/S)
Γ∨,hZ1
q(Y1×T )
−−−−−−−−→ Ω•,Γ/T ((V, Z1)/T ),
where g′ : UT := U ×S T → U is the base change map and q : Ω•Y1×T/S → Ω
•
Y1×T/T
is the quotient
map. It induces the canonical morphisms in Cg∗OSfil,g∗D∞S (AnSp(C)
2,sm/T ) :
EΩΓ/(T/S) : g
∗Eet(Ω
•,Γ
/S , Fb)
T (g,Eet)(Ω
•,Γ
/S
,Fb)
−−−−−−−−−−−−→ Eet(g
∗(Ω•,Γ/S , Fb))
Eet(Ω
Γ
/(T/S))
−−−−−−−−→ Eet(Ω
•,Γ
/T , Fb)
• We have the canonical morphism in Cg∗D∞S fil(Var(C)
2,smpr/T )
ΩΓ,pr/(T/S)an : g
∗(Ω•,Γ,pr/San , FDR)→ (Ω
•,Γ,pr
/Tan , FDR)
induced by the pullback of differential forms : for ((Y1×T, Z1)/T ) = ((Y1×T, Z1), p) ∈ Var(C)2,smpr/T ,
ΩΓ,pr/(T/S)an((Y1 × T, Z1)/T ) :
g∗Ω•,Γ,pr/San ((Y1 × T, Z1)/T ) := lim(h:(Y×S,Z)→S, g1:(Y1×T,Z1)→(Y×T,ZT ),h,g)
Ω•,Γ,pr/San ((Y × T, Z)/S)
Ω•,Γ,pr
/San
(g′◦g1)
−−−−−−−−−→ Ω•,Γ,pr/San ((Y1 × T, Z1)/S)
q(−)((Y1×T )
an)
−−−−−−−−−−→ Ω•,Γ,pr/Tan ((Y1 × T, Z1)/T ),
where g′ = (IY × g) : Y × T → Y × S is the base change map and
q(M) : Ω(Y1×T )an/San ⊗O(Y1×T )an (M,F )→ Ω(Y1×T )an/Tan ⊗O(Y1×T)an (M,F )
is the quotient map. It induces the canonical morphisms in Cg∗DSfil(Var(C)
2,smpr/T ) :
EΩΓ,pr/(T/S) : g
∗Eet(Ω
•,Γ,pr
/San , FDR)
T (g,E)(−)
−−−−−−−→ Eet(g
∗(Ω•,Γ,pr/San , FDR))
Eet(Ω
Γ,pr
/(T/S)an
)
−−−−−−−−−−→ Eet(Ω
•,Γ,pr
/Tan , FDR)
and
EΩΓ,pr/(T/S)an : g
∗Ezar(Ω
•,Γ,pr
/San , FDR)
T (g,E)(−)
−−−−−−−→ Ezar(g
∗(Ω•,Γ,pr/San , FDR))
Ezar(Ω
Γ,pr
/(T/S)an
)
−−−−−−−−−−−→ Ezar(Ω
•,Γ,pr
/Tan , FDR).
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Definition 136. Let g : T → S a morphism with T, S ∈ SmVar(C). We have, for F ∈ C(Var(C)2,smpr/S),
the canonical transformation in CD∞fil(T ) :
T (g,ΩΓ,pr/· )(F ) : g
∗modLDe(S)∗Gr
12
S∗Hom
•(An∗S F,Eet(Ω
•,Γ,pr,an
/San , FDR))
:=
−→ (g∗LDe(S)∗Hom
•(F,Eet(Ω
•,Γ,pr,an
/San , FDR))) ⊗g∗OS OT
T (g,Gr12)(−)◦T (e,g)(−)◦q
−−−−−−−−−−−−−−−−−→ e(T )∗Gr
12
T∗ g
∗Hom•(An∗S F,Eet(Ω
•,Γ,pr
/San , FDR))⊗g∗OS OT
(T (g,hom)(−,−)⊗I)
−−−−−−−−−−−−−→ e(T )∗Gr
12
T∗Hom
•(An∗T g
∗F, g∗Eet(Ω
•,Γ,pr,an
/San , FDR))⊗g∗OS OT
ev(hom,⊗)(−,−,−)
−−−−−−−−−−−−→ e(T )∗Gr
12
T∗Hom
•(An∗T g
∗F, g∗Eet(Ω
•,Γ,pr,an
/San , FDR))⊗g∗e(S)∗OS e(T )
∗OT
Hom•(An∗T g
∗F,(EΩΓ,pr
/(T/S)
⊗m))
−−−−−−−−−−−−−−−−−−−−−→ e(T )∗Gr
12
T∗Hom
•(An∗T g
∗F,Eet(Ω
•,Γ,pr,an
/Tan , FDR))
• Let S ∈ AnSm(C). We have the map in COSfil,DS (Var(C)
2,smpr/S):
wS : (Ω
•,Γ
/S , Fb)⊗OS (Ω
•,Γ
/S , Fb)→ (Ω
•,Γ
/S , Fb) :
given by for h : (U,Z)→ S ∈ Var(C)2,sm/S,
wS((U,Z)/S) : (Γ
∨,h
Z Lh∗OS (Ω
•
U/S , Fb)⊗p∗OS Γ
∨,h
Z Lh∗OS (Ω
•
U/S , Fb))(U)
(DR(−)(γ∨,hZ (−))◦wU/S)
γ(U)
−−−−−−−−−−−−−−−−−−−→ Γ∨,hZ Lh∗OS (Ω
•
U/S , Fb)(U)
which induces the map in COSfil,DS (Var(C)
2,sm/S)
EwS : Eet(Ω
•,Γ
/S , Fb)⊗OS Eet(Ω
•,Γ
/S , Fb)
=
−→ Eet((Ω
•,Γ
/S , Fb)⊗OS (Ω
•,Γ
/S , Fb))
Eet(wS)
−−−−−→ Eet(Ω
•,Γ
/S , Fb).
• Let S ∈ SmVar(C). We have the map in CD∞S fil(Var(C)
2,smpr/S):
wS : (Ω
•,Γ,pr
/San , FDR)⊗OS (Ω
•,Γ,pr
/San , FDR)→ (Ω
•,Γ,pr
/San , FDR)
given by for p : (Y × S,Z)→ S ∈ Var(C)2,smpr/S,
wS((Y × S,Z)/S) :
(((Ω•Y×S/S ⊗OY×S Γ
∨,Hdg
Z )(OY×S , Fb))⊗p∗OS (Ω
•
Y×S/S ⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb)))(Y × S)
(DR(−)(γ∨,HdgZ (−))◦wY×S/S)
γ(Y×S)
−−−−−−−−−−−−−−−−−−−−−−−−−→ (Ω•Y×S/S ⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb))(Y × S)
which induces the map in CD∞
S
fil(Var(C)
2,smpr/S)
EwS : Eet(Ω
•,Γ,pr
/San , FDR)⊗OS Eet(Ω
•,Γ,pr
/San , FDR)
=
−→
Eet((Ω
•,Γ,pr
/San , FDR)⊗OS (Ω
•,Γ,pr
/San , FDR))
Eet(wS)
−−−−−→ Eet(Ω
•,Γ,pr
/San , FDR)
by the functoriality of the Godement resolution (see section 2).
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Definition 137. Let S ∈ SmVar(C). We have, for F,G ∈ C(Var(C)2,smpr/S), the canonical transfor-
mation in CD∞fil(S
an) :
T (⊗,Ω)(F,G) :
e(S)∗Gr
12
S∗Hom(An
∗
S F,Eet(Ω
•,Γ,pr,an
/S , FDR))⊗OS e(S)∗Gr
12
S∗Hom(An
∗
S G,Eet(Ω
•,Γ,pr,an
/S , FDR))
=
−→ e(S)∗Gr
12
S∗(Hom(An
∗
S F,Eet(Ω
•,Γ,pr,an
/S , FDR))⊗OS Hom(An
∗
S G,Eet(Ω
•,Γ,pr,an
/S , FDR)))
T (Hom,⊗)(−)
−−−−−−−−−→ e(S)∗Gr
12
S∗Hom(An
∗
S F ⊗An
∗
S G,Eet(Ω
•,Γ,pr
/S , FDR)⊗OS Eet(Ω
•,Γ,pr
/S , FDR)))
=
−→ e(S)∗Gr
12
S∗Hom(An
∗
S(F ⊗G), Eet(Ω
•,Γ,pr
/S , FDR)⊗OS Eet(Ω
•,Γ,pr
/S , FDR))
Hom(F⊗G,An∗modS EwS)−−−−−−−−−−−−−−−−→ e(S)∗Gr
12
S∗Hom(F ⊗G,Eet(Ω
•,Γ,pr,an
/S , FDR)).
We now define the filtered analytic De Rahm realization functor.
Definition 138. (i) Let S ∈ SmVar(C). We have, using definition 134 and definition 36, the functor
C(Var(C)sm/S)→ CD∞fil(S
an), F 7→
lim
−→
r(X∗,D∗)/S(LF )
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F )), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
= e′(S)∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F )),AnS∗Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
denoting for short e′(S) = e(S) ◦Gr12S .
(ii) Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI := ∩i∈ISi and jI : SI →֒ S the open
embedding. We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. Consider, for I ⊂ J , the
following commutative diagram
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO
and jIJ : SJ →֒ SI is the open embedding so that jI ◦ jIJ = jJ . We have, using definition 134 and
definition 36, the functor
C(Var(C)sm/S)→ CD∞fil(S
an/(S˜anI )), F 7→
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F ))
= ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )),AnS˜I∗Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F ))
where we have denoted for short e′(S˜I) = e(S˜I) ◦ Gr
12
S˜I
, the limits run over the Corti-Hanamura
resolutions
r(X∗,D∗)/S˜I (L(iI∗j
∗
IF )) : R(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF ))→ DS˜I (ρ
∗
S˜I
L(iI∗j
∗
IF ))
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and
uqIJ(F )[dS˜J ] : e
′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))
ad(p∗modIJ ,pIJ )(−)−−−−−−−−−−−→
pIJ∗p
∗mod
IJ e
′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))
pIJ∗T (pIJ ,Ω
γ,pr
· )(−)−−−−−−−−−−−−−→
pIJ∗e
′(S˜J )∗Hom
•(An∗
S˜I
LρS˜J∗Gr
12∗
S˜J
Lp∗IJR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr,an
/S˜J
, FDR))
Hom(Gr12∗
S˜J
T (pIJ ,R
CH )(LiI∗j
∗
I F )
−1,Eet(Ω
•,Γ,pr,an
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J )∗Hom
•(An∗
S˜I
LρS˜J∗Gr
12∗
S˜J
LR(X∗×S˜J\I ,D∗×S˜J\I)/S˜J (ρ
∗
S˜J
p∗IJL(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜J
, FDR))
Hom(Gr12∗
S˜J
RCH
S˜J
(T q(DIJ )(j
∗
IF )),Eet(Ω
•,Γ,pr,an
/S˜J
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
pIJ∗e
′(S˜J)∗Hom
•(An∗
S˜I
LρS˜J∗Gr
12∗
S˜J
LR(X∗×S˜J\I ,D∗×S˜J\I)/S˜J (ρ
∗
S˜J
L(iJ∗j
∗
JF )), Eet(Ω
•,Γ,pr,an
/S˜J
, FDR)).
For I ⊂ J ⊂ K, we have obviously pIJ∗uJK(F ) ◦ uIJ(F ) = uIK(F ). We will prove in corollary 8
below that uIJ(F ) are ∞-filtered Zariski local equivalence.
We have the following key proposition :
Proposition 122. Let S ∈ SmVar(C).
(i) Let m : Q1 → Q2 be an etale local equivalence local with Q1, Q2 ∈ C(ProjPSh(Var(C)sm/S))
complexes of representable presheaves. Then,
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR
CH(ρ∗S(m)), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ] :
lim
−→
r(X∗,D∗)/S(Q1)
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SQ1), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
→ lim
−→
r(X∗,D∗)/S(Q2)
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SQ2), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
is an ∞-filtered quasi-isomorphism. It is thus an isomorphism in DDfil,∞(S).
(ii) Let m : Q1 → Q2 be an equivalence (A1, et) local with Q1, Q2 ∈ C(ProjPSh(Var(C)sm/S)) com-
plexes of representable presheaves. Then,
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR
CH(ρ∗S(m)), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ] :
lim
−→
r(X∗,D∗)/S(Q1)
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SQ1), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
→ lim−→
r(X∗,D∗)/S(Q2)
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SQ2), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
is an ∞-filtered quasi-isomorphism. It is thus an isomorphism in DDfil,∞(S).
Proof. Similar to the proof of proposition 105.
Definition 139. (i) Let S ∈ SmVar(C). We define using definition 138(i) and proposition 122(ii) the
filtered algebraic De Rahm realization functor defined as
FFDRS,an : DAc(S)→ DD∞fil,∞(S
an),M 7→ FFDRS (M) :=
lim
−→
r(X∗,D∗)/S(L(F ))
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F )), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
∼
−→ e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F )), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
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where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ).
(i)’ For the Corti-Hanamura weight structure W on DAc(S)
−, we define using definition 138(i) and
proposition 122(ii)
FFDRS,an : DA
−
c (S)→ D
−
D∞(1,0)fil,∞(S
an),M 7→ FFDRS ((M,W )) :=
lim
−→
r(X∗,D∗)/S(L(F,W ))
e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
∼
−→ e′(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eet(Ω
•,Γ,pr,an
/S , FDR))[−dS ]
where (F,W ) ∈ Cfil(Var(C)sm/S) is such that M = D(A1, et)((F,W )) using corollary 1. Note
that the filtration induced by W is a filtration by sub DS module, which is a stronger property then
Griffitz transversality. Of course, the filtration induced by F satisfy only Griffitz transversality in
general.
(ii) Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i
with S˜i ∈ SmVar(C). For I ⊂ [1, · · · l], denote by SI = ∩i∈ISi and jI : SI →֒ S the open embedding.
We then have closed embeddings iI : SI →֒ S˜I := Πi∈I S˜i. We define, using definition 138(ii),
proposition 122(ii) and corollary 8, the filtered algebraic De Rahm realization functor defined as
FFDRS,an : DAc(S)→ DD∞fil,∞(S
an/(S˜anI )),M 7→ F
FDR
S (M) :=
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F ))
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ), see definition 116 .
(ii)’ For the Corti-Hanamura weight structure W on DA−c (S), using definition 116(ii), proposition
105(ii) and corollary 5,
FFDRS,an : DA
−
c (S)→ D
−
D∞(1,0)fil,∞(S
an/(S˜anI )),M 7→ F
FDR
S ((M,W )) :=
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F,W ))
where (F,W ) ∈ Cfil(Var(C)sm/S) is such that (M,W ) = D(A1, et)(F,W ) using corollary 1. Note
that the filtration induced by W is a filtration by sub DS˜I -modules, which is a stronger property then
Griffitz transversality. Of course, the filtration induced by F satisfy only Griffitz transversality in
general.
Proposition 123. For S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C), the functor FFDRS,an is well defined.
Proof. Similar to the proof of proposition 106.
Proposition 124. Let f : X → S a morphism with S,X ∈ Var(C). Assume there exist a factorization
f : X
l
−→ Y × S
pS
−→ S
of f with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let Y¯ ∈ PSmVar(C) a compact-
ification of Y with Y¯ \Y = D a normal crossing divisor, denote k : D →֒ Y¯ the closed embedding and
n : Y →֒ Y¯ the open embedding. Denote X¯ ⊂ Y¯ × S the closure of X ⊂ Y¯ × S. We have then the
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following commutative diagram in Var(C)
X
l //

Y × S
pS
""❊
❊❊
❊❊
❊❊
❊❊
(n×I)

X¯
l // Y¯ × S
p¯S // S
Z := X¯\X
lZ
99rrrrrrrrrr
OO
// D × S
==③③③③③③③③③
(k×I)
OO
.
Let S = ∪li=1Si an open cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C).
Then X = ∪li=1Xi with Xi := f
−1(Si). Denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and XI = ∩i∈IXi. Denote
X¯I := X¯ ∩ (Y¯ × SI) ⊂ Y¯ × S˜I the closure of XI ⊂ Y¯ × S˜I , and ZI := Z ∩ (Y¯ × SI) = X¯I\XI ⊂ Y¯ × S˜I .
We have then for I ⊂ [1, · · · l], the following commutative diagram in Var(C)
XI
lI //

Y × S˜I
pS˜I
""❋
❋❋
❋❋
❋❋
❋❋
(n×I)

X¯I
lI // Y¯ × S˜I
p¯S˜I // S˜I
ZI = X¯I\XI
lZI
88qqqqqqqqqqq
OO
// D × S˜I
<<②②②②②②②②
(k×I)
OO
.
Let F (X/S) := pS,♯Γ
∨
XZ(X × S/X × S). We have then the following isomorphism in DDfil,∞(S/(S˜I))
I(X/S) : FFDRS,an (M(X/S))
:=
−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(An
∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF (X/S))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F (X/S)))
(Hom(An∗
S˜I
LρS˜I∗
Gr12∗
S˜I
LRCH
S˜I
(NI(X/S)),Eet(Ω
•,Γ,pr,an
/S˜I
,Fb)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(An
∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜J (ρ
∗
S˜I
Q(XI/S˜I)),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], v
q
IJ(F (X/S)))
(Hom(An∗
S˜I
Iδ((X¯I ,ZI )/S˜I),k)[−dS˜I
])−1
−−−−−−−−−−−−−−−−−−−−−−−−−−→
(p¯S˜I∗Eusu((Ω
•
Y¯×S˜I/S˜I
, Fb)⊗OY×S˜I
(n× I)Hdg! Γ
∨,Hdg
XI
(O(Y×S˜I)an , Fb))(dY )[2dY − dS˜I ], wIJ(X/S))
=:
−→ ιSRf
Hdg
! (Γ
∨,Hdg
XI
(O(Y×S˜I)an , Fb)(dY )[2dY ], xIJ(X/S))
=:
−→ ιSRf
Hdg
! f
∗mod
Hdg Z
Hdg
San
Proof. Similar to the proof of proposition 107.
Corollary 8. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For F ∈ C(Var(C)sm/S) such that D(A1, et)(F ) ∈ DAc(S), u
q
IJ(F )
are ∞-filtered usu local equivalence.
Proof. Similar to the proof of corollary 5.
Corollary 9. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Then, for F ∈ C(Var(C)sm/S) such that M = D(A1, et)(F ) ∈ DAc(S),
HiFFDRS,an (M,W ) := ((e
′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR((Y¯×S˜I)∗,E∗)/S˜J (ρ
∗
S˜I
L(iI∗j
∗
I (F,W )))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F,W )) ∈ πS(MHM(S
an))
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for all i ∈ Z.
Proof. Similar to the proof of corollary 6.
Proposition 125. For S ∈ Var(C) not smooth, the functor (see corollary 6)
ι−1S F
FDR
S,an : DA
−
c (S)
op → πS(D(MHM(S
an))
does not depend on the choice of the open cover S = ∪iSi and the closed embeddings ii : Si →֒ S˜i with
S˜i ∈ SmVar(C).
Proof. Similar to the proof of proposition 108.
We have the canonical transformation map between the filtered analytic De Rham realization functor
and the analytic Gauss-Manin realization functor :
Definition 140. Let S ∈ Var(C) and S = ∪li=1Si an open cover such that there exist closed em-
beddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Let M ∈ DAc(S) and F ∈ C(Var(C)sm/S) such that
M = D(A1, et)(F ). We have, using definition 134(ii), the canonical map in DOSfil,D∞,∞(S
an/(S˜anI ))
T (FGMS,an,F
FDR
S,an )(M) :
FGMS,an(LDSM) := (e(S˜I)∗Hom
•(An∗
S˜I
L(iI∗j
∗
IDSLF ), Eet(Ω
•
/S˜I
, Fb)), u
q
IJ (F ))
∼
−→ (e(S˜I)∗Hom
•(An∗
S˜I
LDS˜IL(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb)), u
q,d
IJ (F ))
Hom(−,Gr(ΩS˜an
I
))−1
−−−−−−−−−−−−−−→ JS(e(S˜I)∗Hom
•(An∗
S˜I
LDS˜IL(iI∗j
∗
IF ),Gr
12
S˜I∗
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR)), u
q,d
IJ (F ))
I(Gr12∗
S˜I
,Gr12
S˜I∗
)(−,−)
−−−−−−−−−−−−−−→ JS(e
′(S˜I)∗Hom
•(An∗
S˜I
Gr12∗
S˜I
LDS˜IL(iI∗j
∗
IF ), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR)), u
q,d
IJ (F ))
(Hom•(An∗
S˜I
ρS˜I∗
Gr12∗
S˜I
rCH
(X∗,D∗)/S˜I
(L(iI∗j
∗
IF )),Eet(Ω
•,Γ,pr,an
/S˜I
,FDR)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
JS( lim−→
r−(−)
e′(S˜I)∗Hom(An
∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F ))
=: JS(F
FDR
S,an (M))
We now define the functorialities of FFDRS with respect to S which makes F
−
FDR a morphism of 2
functor.
Definition 141. Let S ∈ Var(C). Let Z ⊂ S a closed subset. Let S = ∪li=1Si an open cover such that
there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). Denote ZI := Z ∩ SI . We then have
closed embeddings ZI →֒ SI →֒ S˜I .
(i) For F ∈ C(Var(C)sm/S), we will consider the following canonical map in πS(D(MHM(San))) ⊂
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DD(1,0)fil(S
an/(S˜anI ))
T (Γ∨,HdgZ ,Ω
Γ,pr,an
/S )(F,W ) :
Γ∨,HdgZ ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F,W ))
Hom•(An∗
S˜I
LρS˜I∗
Gr12∗
S˜I
LrCH(γ∨,ZI (L(iI∗j
∗
I (F,W )))),Eet(Ω
•,Γ,pr,an
/S˜I
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Γ∨,HdgZ ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,∗,D∗,∗)/S˜I (ρ
∗
S˜I
Γ∨ZIL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], u
q,Z
IJ (F,W ))
=
−→ ι−1S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,∗,D∗,∗)/S˜I (ρ
∗
S˜I
Γ∨ZIL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q,Z
IJ (F,W )),
with uq,ZIJ (F ) given as in definition 119(i).
(ii) For F ∈ C(Var(C)sm/S), we have also the following canonical map in πS(D(MHM(San))) ⊂
DD(1,0)fil(S
an/(S˜anI ))
T (ΓHdgZ ,Ω
Γ,pr
/S )(F,W ) :
ι−1S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,∗,D∗,∗)/S˜I (ρ
∗
S˜I
LΓZIE(iI∗j
∗
IDS(F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q,Z,d
IJ (F,W ))
=
−→ ΓHdgZ ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,∗,D∗,∗)/S˜I (ρ
∗
S˜I
LΓZIE(iI∗j
∗
IDS(F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q,Z,d
IJ (F,W ))
Hom•(An∗
S˜I
LρS˜I∗
Gr12∗
S˜I
LrCH(γZI (−)),Eet(Ω
•,Γ,pr
/S˜I
,FDR))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
ΓHdgZ ι
−1
S ( lim−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IDS(F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR))[−dS˜I ], u
q
IJ(F,W ))
with uq,ZIJ (F ) given as in definition 119(ii).
Definition 142. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factoriza-
tion g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let
S = ∪li=1Si be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C)
Then, T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y × S˜i,
Moreover g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Let M ∈ DAc(S) and
(F,W ) ∈ Cfil(Var(C)
sm/S) such that (M,W ) = D(A1S , et)(F,W ). Then, D(A
1
T , et)(g
∗F ) = g∗M and
there exist (F ′,W ) ∈ Cfil(Var(C)sm/S) and an equivalence (A1, et) local e : g∗(F,W ) → (F ′,W ) such
that D(A1T , et)(F
′,W ) = (g∗M,W ). We have, using definition 136 and definition 141(i), the canonical
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map in πT (D(MHM(T
an))) ⊂ DD(1,0)fil,∞(T
an/(Y an × S˜anI ))
T (g,FFDRan )(M) : g
∗ˆmod
Hdg ι
−1
S F
FDR
S,an (M) :=
(Γ∨,HdgT ι
−1
T (g˜
∗mod
I ( lim−→
r−(−)
e′(S˜I)∗Hom
•(LAn∗
S˜I
ρS˜I∗LGr
12∗
S˜I
R(X∗,D∗)/S˜I (ρ
∗
S˜I
(L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR)))[−dY I ], g˜
∗mod
J u
q
IJ(F,W ))
(T (g˜I ,Ω
Γ,pr,an
/·
)(−)
−−−−−−−−−−−−→
Γ∨,HdgT ι
−1
T ( lim−→
r−(−)
e′(−)∗Hom(An
∗
Y×S˜I
LρY×S˜I∗Gr
12∗
Y×S˜I
Lg˜∗IR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/Y×S˜I
, FDR)), g˜
∗
Ju
q
IJ(F,W ))
Hom(T (g˜I ,R
CH )(−)−1,−)
−−−−−−−−−−−−−−−−−→
Γ∨,HdgT ι
−1
T ( lim−→
r−(−)
e′(−)∗Hom(An
∗
Y×S˜I
LρY×S˜I∗Gr
12∗
Y×S˜I
LR(Y×X∗,Y×D∗)/Y×S˜I (ρ
∗
Y×S˜I
g˜∗IL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/Y×S˜I
, FDR)), g˜
∗
Ju
q
IJ(F,W ))
=
−→ Γ∨,HdgT ι
−1
T ( lim−→
r−(−)
e′(−)∗Hom(An
∗
Y×S˜I
LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E′∗)/Y×S˜I (ρ
∗
Y×S˜I
g˜∗IL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/Y×S˜I
, FDR))[dY I ], g˜
∗
Ju
q
IJ(F,W ))
T (Γ∨,HdgT ,Ω
Γ,pr,an
/S
)(F,W )
−−−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(−)∗Hom(An
∗
Y×S˜I
LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
Γ∨TI g˜
∗
IL(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/Y×S˜I
, FDR))[dY I ], g˜
∗,γ
J u
q
IJ(F,W ))
(Hom(An∗
Y×S˜I
LρY×S˜I∗
Gr12∗
Y×S˜I
LRCH
Y×S˜I
(T q,γ (DgI )(j
∗
I (F,W ))),Eet(Ω
•,Γ,pr,an
/Y×S˜I
,FDR))[dY I ])
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(−)∗Hom(An
∗
Y×S˜I
LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
L(i′I∗j
′∗
I g
∗(F,W ))),
Eet(Ω
•,Γ,pr,an
/Y×S˜I
, FDR))[dY I ], u
q
IJ(g
∗(F,W )))
Hom(RCH
Y×S˜I
(Li′I∗j
′∗
I (e)),)
−−−−−−−−−−−−−−−−−→
ι−1T ( lim−→
r−(−)
e′(−)∗Hom(An
∗
Y×S˜I
LρY×S˜I∗Gr
12∗
Y×S˜I
LR(X′∗,E∗)/Y×S˜I (ρ
∗
Y×S˜I
L(i′I∗j
′∗
I (F
′,W ))),
Eet(Ω
•,Γ,pr,an
/Y×S˜I
, FDR))[dY I ], u
q
IJ(F
′,W ))
=:
−→ FFDRT,an (g
∗M)
Proposition 126. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y2 × S
pS
−→ S with Y2 ∈ SmVar(C), l a closed embedding and pS the projection. Let S = ∪
l
i=1Si
be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Then,
T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y2 × S˜i, Moreover
g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Let f : X → S a morphism with X ∈ Var(C)
such that there exists a factorization f : X
l
−→ Y1 × S
pS
−→ S, with Y1 ∈ SmVar(C), l a closed embedding
and pS the projection. We have then the following commutative diagram whose squares are cartesians
f ′ : XT //
%%❑❑
❑❑
❑❑
❑❑
❑❑
g′

Y1 × T
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
// T
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
g

Y1 ×X //
yysss
ss
ss
ss
s
Y1 × Y2 × S //
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
Y2 × S
xxqqq
qq
qq
qq
qq
q
f : X // Y1 × S // S
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Take a smooth compactification Y¯1 ∈ PSmVar(C) of Y1, denote X¯I ⊂ Y¯1 × S˜I the closure of XI , and
ZI := X¯I\XI . Consider F (X/S) := pS,♯Γ
∨
XZ(Y1 × S/Y1 × S) ∈ C(Var(C)
sm/S) and the isomorphism in
C(Var(C)sm/T )
T (f, g, F (X/S)) : g∗F (X/S) := g∗pS,♯Γ
∨
XZ(Y1 × S/Y1 × S)
∼
−→
pT,♯Γ
∨
XTZ(Y1 × T/Y1 × T ) =: F (XT /T ).
which gives in DA(T ) the isomorphism T (f, g, F (X/S)) : g∗M(X/S)
∼
−→ M(XT /T ). Then the following
diagram in πT (D(MHM(T ))) ⊂ DD(1,0)fil,∞(T/(Y2 × S˜I)), where the horizontal maps are given by
proposition 124, commutes
g∗ˆmodHdg ι
−1
S F
FDR
S,an (M(X/S)) g
∗ˆmod
Hdg Rf
Hdg
! (Γ
∨,Hdg
XI
(O(Y1×S˜I)an , Fb)(dY1)[2dY1 ], xIJ (X/S))
Rf
′Hdg
! g
′∗ˆmod
Hdg (Γ
∨,Hdg
XI
(O(Y1×S˜I)an , Fb)(dY1)[2dY1 ], xIJ (X/S))
ι−1T F
FDR
T,an (M(XT /T )) Rf
′Hdg
! (Γ
∨,Hdg
XTI
(O(Y2×Y1×S˜I)an , Fb)(dY12)[2dY12 ], xIJ (XT /T )).
′T (g,FFDR)(M(X/S))
g∗ˆmodHdg I(X/S)
T (pS˜I
,γ∨,Hdg)(−)
T (p∗ˆmod
Y1×Y2×S˜I ,Hdg
,p∗mod
Y1×Y2×S˜I ,Hdg
)(−)
I(XT /T )
with dY12 = dY1 + dY2 .
Proof. Follows immediately from definition.
Theorem 37. Let g : T → S a morphism, with S, T ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let M ∈ DAc(S).
Then map in πT (D(MHM(T
an)))
T (g,FFDRan )(M) : g
∗ˆmod
Hdg F
FDR
S,an (M)
∼
−→ FFDRT,an (g
∗M)
given in definition 142 is an isomorphism.
Proof. Follows from proposition 126 and proposition 124.
Definition 143. • Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factoriza-
tion f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We
have, for M ∈ DAc(X), the following transformation map in πS(D(MHM(San)))
T∗(f,F
FDR
an )(M) : F
FDR
S,an (Rf∗M)
ad(f ∗ˆmodHdg ,Rf
Hdg
∗ )(−)
−−−−−−−−−−−−−−→ RfHdg∗ f
∗ˆmod
Hdg F
FDR
S,an (Rf∗M)
T (f,FFDRan )(Rf∗M)−−−−−−−−−−−−−→ RfHdg∗ F
FDR
X,an (f
∗Rf∗M)
FFDRX (ad(f
∗,Rf∗)(M))
−−−−−−−−−−−−−−−→ RfHdg∗ F
FDR
X,an (M)
Clearly, for p : Y × S → S a projection with Y ∈ PSmVar(C), we have, for M ∈ DAc(Y × S),
T∗(p,FFDR)(M) = T!(p,FFDR)(M)[2dY ]
• Let S ∈ Var(C). Let Y ∈ SmVar(C) and p : Y × S → S the projection. We have then, for
M ∈ DA(Y × S) the following transformation map in πS(D(MHM(S
an)))
T!(p,F
FDR
an )(M) : p
Hdg
! F
FDR
Y×S,an(M)
FFDRY×S,an(ad(Lp♯,p
∗)(M))
−−−−−−−−−−−−−−−−→ RpHdg! F
FDR
Y×S,an(p
∗Lp♯(M))
T (p,FFDR)(Lp♯(M,W ))
−−−−−−−−−−−−−−−→ RpHdg! p
∗ˆmod[−]FFDRS,an (Lp♯M)
T (p∗mod,p∗ˆmod)(−)
−−−−−−−−−−−−→ pHdg! p
∗mod[−]
FFDRS,an (Lp♯M)
ad(RpHdg
!
,p∗mod[−])(FFDRS,an (Lp♯M))
−−−−−−−−−−−−−−−−−−−−−−−→ FFDRS,an (Lp♯M)
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• Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization f : X
l
−→
Y ×S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We have then, using
the second point, for M ∈ DA(X) the following transformation map in πS(D(MHM(San)))
T!(f,F
FDR
an )(M) : Rp
Hdg
! F
FDR
X (M) := Rp
Hdg
! F
FDR
Y×S,an(l∗M)
T!(p,F
FDR
an )(l∗M)−−−−−−−−−−−→ FFDRS,an (Lp♯l∗M)
=
−→ FFDRS,an (Rf!M)
• Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization f : X
l
−→
Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We have, using the
third point, for M ∈ DA(S), the following transformation map in in πX(D(MHM(Xan)))
T !(f,FFDRan )(M) : F
FDR
X,an (f
!(M,W ))
ad(RfHdg! ,f
∗mod
Hdg )(F
FDR
X,an (f
!M))
−−−−−−−−−−−−−−−−−−−−−→ f∗modHdg Rf
Hdg
! F
FDR
X,an (f
!M)
T!(pS ,F
FDR
an )(F
FDR
an (f
!M))
−−−−−−−−−−−−−−−−−−→ f∗modHdg F
FDR
S,an (Rf!f
!(M,W ))
FFDRS,an (ad(Rf!,f
!)(M))
−−−−−−−−−−−−−−→ f∗modHdg F
FDR
S,an (M)
Proposition 127. Let S ∈ Var(C). Let Y ∈ SmVar(C) and p : Y × S → S the projection. Let
S = ∪li=1Si an open cover such that there exist closed embeddings i
o
i : Si →֒ S˜i with S˜i ∈ SmVar(C). For
I ⊂ [1, · · · l], we denote by SI = ∩i∈ISi, j
o
I : SI →֒ S and jI : Y × SI →֒ Y × S the open embeddings.
We then have closed embeddings iI : Y × SI →֒ Y × S˜I . and we denote by pS˜I : Y × S˜I → S˜I the
projections. Let f ′ : X ′ → Y × S a morphism, with X ′ ∈ Var(C) such that there exists a factorization
f ′ : X ′
l′
−→ Y ′ × Y × S
p′
−→ Y × S with Y ′ ∈ SmVar(C), l′ a closed embedding and p′ the projection.
Denoting X ′I := f
′−1(Y × SI), we have closed embeddings i′I : X
′
I →֒ Y
′ × Y × S˜I Consider
F (X ′/Y × S) := pY×S,♯Γ
∨
X′Z(Y
′ × Y × S/Y ′ × Y × S) ∈ C(Var(C)sm/Y × S)
and F (X ′/S) := p♯F (X
′/Y ×S) ∈ C(Var(C)sm/S), so that Lp♯M(X ′/Y ×S)[−2dY ] =:M(X ′/S). Then,
the following diagram in πS(D(MHM(S
an))) ⊂ DD(1,0)fil,∞(S
an/(Y an× S˜anI )), where the vertical maps
are given by proposition 124, commutes
RpHdg!FFDRY×S,an(M(X
′/Y × S))
T!(p,F
FDR
an )(M(X
′/Y×S))// FFDRS,an (M(X
′/S))
RpHdg!Rf
′Hdg
! f
′∗mod
Hdg Z
Hdg
(Y×S)an
= //
T (p∗ˆmodHdg ,p
∗mod
Hdg )(−)◦Rp
Hdg !(I(X′/Y×S))
OO
RfHdg! f
∗mod
Hdg Z
Hdg
San
I(X′/S)
OO
Proof. Immediate from definition.
Theorem 38. (i) Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization
f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Then, for
M ∈ DAc(X),
T!(f,F
FDR
an )(M) : Rf
Hdg
! F
FDR
X,an (M)
∼
−→ FFDRS,an (Rf!M)
is an isomorphism in πS(D(MHM(S
an))
(ii) Let f : X → S a morphism with X,S ∈ Var(C), S quasi-projective. Assume there exist a factor-
ization f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We
have, for M ∈ DAc(X),
T∗(f,F
FDR
an )(M) : F
FDR
S,an (Rf∗M)
∼
−→ RfHdg∗ F
FDR
X,an (M)
is an isomorphism in πS(D(MHM(S
an)).
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(iii) Let f : X → S a morphism with X,S ∈ Var(C), S quasi-projective. Assume there exist a factoriza-
tion f : X
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Then,
for M ∈ DAc(S)
T !(f,FFDRan )(M) : F
FDR
X,an (f
!M)
∼
−→ f∗modHdg F
FDR
S,an (M)
is an isomorphism in πX(D(MHM(X
an)).
Proof. Similar to the proof of theorem 33.
Proposition 128. Let g : T → S a morphism with T, S ∈ Var(C). Assume we have a factorization
g : T
l
−→ Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. Let S =
∪li=1Si be an open cover such that there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C)
Then, T = ∪li=1Ti with Ti := g
−1(Si) and we have closed embeddings i
′
i := ii ◦ l : Ti →֒ Y × S˜i,
Moreover g˜I := pS˜I : Y × S˜I → S˜I is a lift of gI := g|TI : TI → SI . Let M ∈ DAc(S) and F ∈
C(Var(C)sm/S) such that M = D(A1S , et)(F ). Then, D(A
1
T , et)(g
∗F ) = g∗M . Then the following
diagram in DOfil,D∞,∞(T
an/(Y an × S˜anI )) commutes
Rg∗mod[−],ΓFGMS,an(LDSM)
T (g,FGMan )(LDSM)

Rg∗mod[−],ΓT (FGMS,an,F
FDR
S,an )(M)// Rg∗mod[−],ΓFFDRS,an (M)
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
g∗modHdg F
FDR
S,an (M)
T (g∗modHdg ,Rg
∗mod[−],Γ)(FFDRS,an (M))oo
T !(g,FFDRan )(M)
−1

FGMT,an(g
∗LDSM = LDT g
!M)
T (FGMT,an,F
FDR
T,an )(g
∗M)
// FFDRT,an (g
!M)
Proof. Similar to the proof of proposition 111.
Definition 144. Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂
[1, · · · l], SI = ∩i∈ISi and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings,
with S˜i ∈ SmVar(C). We have, for M,N ∈ DA(S) and (F,W ), (G,W ) ∈ Cfil(Var(C)sm/S)) such
that (M,W ) = D(A1, et)(F,W ) and (N,W ) = D(A1, et)(G,W ), the following transformation map in
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πS(D(MHM(S
an))) ⊂ DD(1,0)fil(S
an/(S˜anI ))
T (FFDRS,an ,⊗)(M,N) : F
FDR
S,an (M)⊗
L[−]
OS
FFDRS,an (N)
:=
−→ ( lim
−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], uIJ(F,W ))⊗
[−]
OS
( lim
−→
r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (G,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], uIJ(G,W ))
=
−→ ( lim
−→
r−(−),r−(−)
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))⊗OS˜I
e′(S˜I)∗Hom
•(An∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], uIJ(F )⊗ uIJ(G))
(T (⊗,ΩΓ,pr,an
/S˜I
)(−,−))
−−−−−−−−−−−−−−→
( lim−→
r−(−),r−(−)
e′(S˜I)∗Hom(An
∗
S˜I
LρS˜I∗Gr
12∗
S˜I
L(R(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))) ⊗
R(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W )))), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], vIJ(F ⊗G))
Hom(T (⊗,RCH
S˜I
)(−,−)−1,−)
−−−−−−−−−−−−−−−−−−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(An
∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
(L(iI∗j
∗
I (F,W ))) ⊗ L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], uIJ(F ⊗G))
Hom(R(−,−)/−(T (⊗,L)(−,−)),−)
−−−−−−−−−−−−−−−−−−−−−−→
( lim
−→
r−(−)
e′(S˜I)∗Hom(An
∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
(L(iI∗j
∗
I ((F,W ) ⊗ (G,W ))))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR))[−dS˜I ], uIJ(F ⊗G))
=:
−→ FFDRS,an (M ⊗N)
Proposition 129. Let f1 : X1 → S, f2 : X2 → S two morphism with X1, X2, S ∈ Var(C). Assume that
there exist factorizations f1 : X1
l1−→ Y1 × S
pS
−→ S, f2 : X2
l2−→ Y2 × S
pS
−→ S with Y1, Y2 ∈ SmVar(C),
l1, l2 closed embeddings and pS the projections. We have then the factorization
f12 := f1 × f2 : X12 := X1 ×S X2
l1×l2−−−→ Y1 × Y2 × S
pS
−→ S
Let S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l], SI = ∩i∈ISi and jI : SI →֒ S the
open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈ SmVar(C). We have then the following
commutative diagram in πS(DMHM(S
an)) ⊂ DD(1,0)fil(S
an/(S˜anI )) where the vertical maps are given
by proposition 124
FFDRS,an (M(X1/S))⊗
L[−]
OS
FFDRS,an (M(X2/S))
RfHdg1! (Γ
∨,Hdg
X1I
(O(Y1×S˜I)an , Fb)(d1)[2d1], xIJ (X1/S))⊗OS
RfHdg2! (Γ
∨,Hdg
X2I
(O(Y2×S˜I)an , Fb)(d2)[2d2], xIJ (X2/S))
FFDRS,an (M(X1/S)⊗M(X2/S) =M(X1 ×S X2/S)) Rf
Hdg
12! (Γ
∨,Hdg
X1I×SX2I
(O(Y1×Y2×S˜I)an , Fb)(d12)[2d12], xIJ (X1/S)).
I(X1/S)⊗I(X2/S)
T (FFDRS,an ,⊗)(M(X1/S),M(X2/S)) (Ew(Y1×S˜I ,Y2×S˜I )/S˜I
)
I(X12/S)
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Proof. Immediate from definition.
Theorem 39. Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l], SI =
∩i∈ISi and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈ SmVar(C).
Then, for M,N ∈ DAc(S), the map in πS(D(MHM(San)))
T (FFDRS,an ,⊗)(M,N) : F
FDR
S,an (M)⊗
L
OS F
FDR
S,an (N)
∼
−→ FFDRS,an (M ⊗N)
given in definition 144 is an isomorphism.
Proof. Follows from proposition 129.
We have the following easy proposition
Proposition 130. Let S ∈ Var(C) and S = ∪li=1Si an open affine covering and denote, for I ⊂ [1, · · · l],
SI = ∩i∈ISi and jI : SI →֒ S the open embedding. Let ii : Si →֒ S˜i closed embeddings, with S˜i ∈
SmVar(C). We have, for M,N ∈ DA(S) and F,G ∈ C(Var(C)sm/S) such that M = D(A1, et)(F ) and
N = D(A1, et)(G), the following commutative diagram in DOSfil,D∞,∞(S
an/(S˜anI ))
FGMS,an(LDSM)⊗
L
OS
FGMS,an(LDSN)
T (FGMS,an,⊗)(LDSM,LDSN)

T (FGMS,an,F
FDR
S,an )(M)⊗T (F
GM
S,an,F
FDR
S,an )(N)// FFDRS,an (M)⊗
L
OS
FFDRS,an (N)
T (FFDRS,an ,⊗)(M,N)

FGMS,an(DSL(M ⊗N))
T (FGMS,an,F
FDR
S,an )(M⊗N) // FFDRS,an (M ⊗N)
Proof. Immediate from definition.
6.3 The transformation map between the analytic De Rahm functor and the
analytification of the algebraic De Rahm functor
6.3.1 The transformation map between the analytic Gauss Manin realization functor and
the analytification of the algebraic Gauss Manin realization functor
Recall from section 2 that, for f : T → S a morphism with T, S ∈ Var(C), we have the following
commutative diagram of sites (38)
AnSp(C)/T an
AnT //
P (f)

ρT
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)/T
P (f)

ρT
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
AnSp(C)sm/T an
AnT //
P (f)

Var(C)sm/T
P (f)

AnSp(C)/San
AnS //
ρS
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)/S
ρS
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
AnSp(C)sm/San
AnS // Var(C)sm/S
.
We have the following canonical transformation map given by the pullback of (relative) differential
forms: Let S ∈ Var(C). Consider the following commutative diagram in RCat :
D(an, e) : (AnSp(C)sm/San, OAnSp(C)sm/T )
AnS //
e(T )

(Var(C)sm/S,OVar(C)sm/S)
e(S)

(San, OSan)
anS // (S,OS)
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It gives (see section 2) the canonical morphism in Can∗S OS (AnSp(C)
sm/San)
Ω/(San/S) := Ω(OAnSp(C)sm/San/An∗S OVar(C)sm/S)/(OSan/ an∗S OS ) :
An∗S(Ω
•
/S , Fb) = (Ω
•
An∗S OVar(C)sm/S/An
∗
S e(S)
∗OS
, Fb)→ (Ω
•
/San , Fb) = (Ω
•
OAnSp(C)sm/San/e(San)∗OSan
, Fb)
which is by definition given by the analytification on differential forms : for (V/San) = (V, h) ∈
AnSp(C)sm/San,
Ω/(San/S)(V/S
an) : ωˆ ∈ An∗S(Ω
r
/S)(V/S
an) := lim
(h′:U→Ssm,g′:V→Uan,h,g)
Ωr/S(U/S)
7→ Ω(V/U)/(San/S)(V/S
an)(ω) := ân∗S(ω) ∈ Ω
r
San(V/S
an);
with ω ∈ Γ(U,ΩrU ) is such that q(ω) = ωˆ. If S ∈ SmVar(C), the map Ω/(T/S) : An
∗
S Ω
•
/S → Ω
•
/San is a
map in COSfil,D(AnSp(C)
sm/San). It induces the canonical morphism in COSfil,D(AnSp(C)
sm/San):
EΩ/(San/S) : An
∗
S Eet(Ω
•
/S , Fb)
T (AnS ,E)(Ω
•
/S,Fb)
−−−−−−−−−−−−→ Eet(An
∗
S(Ω
•
/S , Fb))
E(Ω/(San/S))
−−−−−−−−−→ Eet(Ω
•
/San , Fb)
We have the following canonical transformation map given by the analytical functor:
Definition 145. Let S ∈ SmVar(C).
(i) For F ∈ C(Var(C)sm/S), we have the canonical transformation map in COfil,D(San)
T (an,Ω/·)(F ) :
((e(S)∗Hom
•(F,Eet(Ω
•
/S , F )))
an) := OSan ⊗an∗S OS an
∗
S(e(S)∗Hom
•(F,Eet(Ω
•
/S , Fb)))
T (an,e)(−)
−−−−−−−→ OSan ⊗an∗S OS (e(S
an)∗An
∗
S Hom
•(F,Eet(Ω
•
/S , Fb)))
T (An,hom)(F,Eet(Ω/S ,Fb))
−−−−−−−−−−−−−−−−−−→ OSan ⊗an∗S OS (e(S
an)∗Hom
•(An∗S F,An
∗
S Eet(Ω
•
/S , Fb)))
Hom(An∗S F,EΩ/(San/S)⊗m)
−−−−−−−−−−−−−−−−−−−→ e(San)∗Hom
•(An∗S F,Eet(Ω
•
/San , Fb))
(ii) We get from (i), for F ∈ C(Var(C)sm/S), the canonical transformation map in PShD∞(San)
T n(an,Ω/·)(F ) : JSH
n((e(S)∗Hom
•(F,Eet(Ω
•
/S , Fb)))
an)
JS(H
nT (an,Ω/·)(F ))
−−−−−−−−−−−−−−→ JS(e(S
an)∗Hom
•(An∗S F,Eet(Ω
•
/San , Fb)))
JS(−)
−−−−→ e(San)∗Hom
•(An∗S F,Eet(Ω
•
/San , Fb))
Lemma 21. Let S ∈ SmVar(C).
(i) For h : U → S a smooth morphism with U ∈ SmVar(C), the following diagram commutes
e(S)∗Hom•(Z(U/S), Eet(Ω•/S , Fb))
an
T (Ω/·,an)(Z(U/S)) // e(San)∗Hom•(Z(Uan/San), Eet(Ω•/San , Fb))
(h∗Ezar(ΩU/S , Fb))
an
k
OO
TOω (an,h) // han∗Eusu(ΩUan/San , Fb)
=
OO
.
(ii) For h : U → S a smooth morphism with U ∈ SmVar(C), the following diagram commutes
JSH
n((e(S)∗Hom•(Z(U/S), Eet(Ω•/S , F )))
an)
Tn(Ω/·,an)(Z(U/S)) // e(San)∗Hom•(Z(Uan/San), Eet(Ω•/San , Fb))
JS((h∗Ezar(ΩU/S , Fb))
an)
k
OO
JS(−)◦JST
O
ω (an,h)(OU ,F ) // han∗Eusu(ΩUan/San , Fb)
=
OO
.
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Proof. Follows from Yoneda lemma.
By definition of the algebraic an analytic De Rahm realization functor, we have a natural transfor-
mation between them :
Definition 146. Let S ∈ SmVar(C). Let M ∈ DAc(S) and Q ∈ C(Var(C)sm/S) projectively cofibrant
such that M = D(A1S , et)(Q). We have the canonical transformation in DOfil,D(S
an)
T (An,FGMan )(M) : (F
S
GM (M))
an := (e(S)∗Hom
•(Q,Eet(Ω
•
/S , Fb)))
an[−dS ]
T (an,Ω/·)(Q)
−−−−−−−−−→ e(S)∗Hom
•(An∗S Q,Eet(Ω
•
/San , Fb))[−dS ]
=
−→ e(S)∗Hom
•(An∗S Q,Eusu(Ω
•
/San , Fb))[−dS ] =: F
GM
S,an(M)
We give now the definition in the non smooth case : Let S ∈ Var(C). Let S = ∪li=1Si be an open
cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For I ⊂ J , denote by
pIJ : S˜J → S˜I the projection. Consider, for I ⊂ J ⊂ [1, . . . , l], resp. for each I ⊂ [1, . . . , l], the following
commutative diagrams in Var(C)
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO .
We then have the following lemma
Lemma 22. The maps T (an,Ω·)(L(iI∗j
∗
IF )) induce a morphism in COfil,D(S/(S˜I))
(T (an,Ω/·)(L(iI∗j
∗
IF ))) : (e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb)))
an[−dS˜I ], (u
q
IJ(F ))
an)
→ (e(S˜I)∗Hom(An(S˜I)
∗L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb))[−dS˜I ], u
q
IJ(F ))
Proof. Obvious.
Definition 147. Let S ∈ Var(C). Let S = ∪li=1Si be an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For I ⊂ [1, . . . , l], denote SI = ∩i∈ISi. We have then closed embeddings
iI : SI →֒ S˜I = Πi∈I S˜i. Let M ∈ DAc(S) and F ∈ C(Var(C)
sm/S) such that M = D(A1S , et)(F ). We
have, by lemma 22, the canonical transformation in DOfil,D,∞(S
an)
T (An,FGM)(M) : (FGMS (M))
an := (e(S˜I)∗Hom
•(L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, Fb)))
an[−dS˜I ], (u
q
IJ(F ))
an)
T (an,Ω/·)(L(iI∗j
∗
IF )))
−−−−−−−−−−−−−−−→ (e(S˜I)∗Hom(An(S˜I)
∗L(iI∗j
∗
IF ), Eet(Ω
•
/S˜I
, F ))[−dS˜I ], u
q
IJ(F ))
=
−→ (e(S˜I)∗Hom(An(S˜I)
∗L(iI∗j
∗
IF ), Eusu(Ω
•
/S˜I
, F ))[−dS˜I ], u
q
IJ(F )) =: F
GM
S,an(M)
The following proposition says this transformation map between FS,an and (FFDRS )
an is functorial in
S ∈ Var(C), hence define a commutative diagram of morphism of 2-functor :
Proposition 131. (i) Let g : T → S a morphism with T, S ∈ Var(C). Assume there exist a factor-
ization g : T
l
−→ Y × S
pS
−→ S with, Y ∈ SmVar(C), l a closed embedding and pS the projection.
Let S = ∪li=1Si be an open cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈
SmVar(C). We then have closed embedding ii◦l : Ti →֒ Y ×S˜i and g˜I := pS˜I : Y ×S˜I → S˜I is a lift of
gI := g|TI : TI → SI . Then, forM ∈ DAc(S), the following diagram in DOfil,D,∞(T
an/(Y an×S˜anI ))
commutes
Rg∗mod[−],Γ(FGMS (M))
an
(T (g,FGM )(M))an

Lg∗mod[−],Γ(T (An,FFDRS )(M))// Rg∗mod[−],Γ(FGMS,an(M))
T (g,FGMan )(M)

(FGMT (g
∗M))an
(T (An,FGMT )(g
∗M)) // (FGMT,an(g
∗M))
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(ii) Let S ∈ Var(C). Let S = ∪li=1Si be an open cover such that there exist closed embeddings ii : Si →֒
S˜i with S˜i ∈ SmVar(C). Then, for M,N ∈ DAc(S), the following diagram in DOfil,D,∞(S
an/(S˜anI ))
commutes
(FGMS (M)⊗OS F
GM
S (N))
an
=

(T (⊗,FGM)(M,N))an // (FGMS (M ⊗N))
an
T (An,FGMS )(M⊗N)

(FGMS (M))
an ⊗OSanFGMS (N)
an
T (An,FGMS )(M)⊗OSan T (An,F
GM
S )(M)

FGMS,an(M)⊗OSan F
GM
S,an(N)
(T (⊗,FGMan )(M,N)) // FGMS,an(M ⊗N)
Proof. Immediate from definition.
Proposition 132. Let f : X → S a morphism with S,X ∈ Var(C). Assume there exist a factorization
f : X
l
−→ Y × S
p
−→ S
with Y ∈ SmVar(C), l a closed embedding and p the projection. Let S = ∪iSi an open cover such that
there exists closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C).
(i) We have then the following commutative diagram in DOfil,D,∞(S
an/(S˜anI )),
(FGMS (M(X/S)))
an
T (An,FFDRan )(M(X/S)) //
IGM (X/S)an

FGMS,an(M(X/S))
IGM (X/S)

((pS˜I∗ΓXIEzar(Ω
•
Y×S˜I/S˜I
))an[−dS˜I ], wIJ (X/S)
an)
(TOω (an,pS˜I
)γ)
//
((p∗T
O
ω (⊗,γ)(−))
an)

, (pS˜I∗ΓXEusu(Ω
•
(Y×S˜I)an/S˜anI
)[−dS˜I ], wIJ (X
an/San))
(p∗T
O
ω (⊗,γ)(−))

(
∫ FDR
f (ΓXIEzar(OY×S˜I , Fb)[−dY − dS˜I ], xIJ (X/S)))
an
(T (an,γ)(−))◦TDmod(an,f)(−)//,
∫ FDR
f (ΓXIEusu(O(Y×S˜I)an , Fb)[−dY − dS˜I ], xIJ (X/S))
.
(ii) We have then the following commutative diagram in PShD∞fil(S
an/(S˜anI )),
JSH
n(FGMS (M
BM (X/S)))an
JS(−)◦H
nT (An,FFDRan )(M(X/S)) //
Hn(IGM (X/S)an)

HnFGMS,an(M(X/S))
HnIGM (X/S)

JSH
n((pS˜I∗ΓXIEzar(Ω
•
Y×S˜I/S˜I
))an[−dS˜I ], wIJ (X/S)
an)
Hn(TOω (an,pS˜I
)γ))
//
Hn((p∗T
O
ω (⊗,γ)(−))
an)

, Hn(pS˜I∗ΓXEusu(Ω
•
(Y×S˜I)an/S˜anI
)[−dS˜I ], wIJ (X/S))
Hn(p∗T
O
ω (⊗,γ)(−))

JSH
n(
∫ FDR
f
(ΓXIEzar(OY×S˜I , Fb)[−dY − dS˜I ], xIJ (X/S)))
an
Hn(T (an,γ)(−))◦HnTDmod(an,f)(−)//,
∫ FDR
f
(ΓXIEusu(O(Y×S˜I)an , Fb)[−dY − dS˜I ], xIJ (X
an/San))
.
Proof. (i):Immediate from definition.
(ii):Follows from (i).
We deduce from proposition 132 and theorem 20 (GAGA for D-modules) the following :
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Theorem 40. (i) Let S ∈ Var(C). Then, for M ∈ DAc(S)
JS(−) ◦H
nT (An,FGMan )(M) : JS(H
n(FGMS (M))
an)
∼
−→ HnFGMS,an(M)
is an isomorphism in PShD(S
an/(S˜anI )).
(ii) A relative version of Grothendieck GAGA theorem for De Rham cohomology Let h : U → S a
smooth morphism with S,U ∈ SmVar(C). Then,
JS(−) ◦ JST
O
ω (an, h) : JS((R
nh∗Ω
•
U/S)
an)
∼
−→ Rnh∗Ω
•
Uan/San
is an isomorphism in PShD(S
an).
Proof. (i):Follows from proposition 132(ii) and theorem 20 using a resolution by Corti-Hanamura motives.
(ii):Follows from (i) and lemma 21(ii).
6.3.2 The transformation map between the analytic filtered De Rham realization functor
and the analytification of the filtered algebraic De Rham realization functor
Recall from section 2 that, for S ∈ Var(C) we have the following commutative diagrams of sites
AnSp(C)2/S
µS //
AnS

ρS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
AnSp(C)2,pr/S
AnS

ρS
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)2,sm/S
µS //
AnS

AnSp(C)2,smpr/S
AnS

Var(C)2/S
µS //
ρS
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Var(C)2,smpr/S
ρS
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)2/S
µS // Var(C)2,smpr/S
and
AnSp(C)2,pr/S
Gr12S //
AnS

ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
AnSp(C)/S
AnS

ρS
''PP
PP
PP
PP
PP
PP
AnSp(C)2,smpr/S
Gr12S //
AnS

AnSp(C)sm/S
AnS

Var(C)2,pr/S
Gr12S //
ρS
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)/S
ρS
''PP
PP
PP
PP
PP
PP
Var(C)2,sm/S
Gr12S // Var(C)sm/S
, (59)
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and that for f : T → S a morphism with T, S ∈ Var(C) we have the following commutative diagrams of
site,
AnSp(C)2/T an
AnT //
P (f)

ρT
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Var(C)2/T
P (f)

ρT
''PP
PP
PP
PP
PP
P
AnSp(C)2,sm/T an
AnT //
P (f)

Var(C)2,sm/T
P (f)

AnSp(C)2/San
AnS //
ρS
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Var(C)2/S
ρS
''PP
PP
PP
PP
PP
P
AnSp(C)2,sm/San
AnS // Var(C)2,sm/S
.
Let S ∈ SmVar(C). We have the canonical map in C(Var(C)2,smpr/S)
ΩΓ,pr/(San/S) : (Ω
•,Γ,pr
/S , FDR)→ (Ω
•,Γ,pr
/San , FDR)
given by for p : (Y × S,Z)→ S the projection with Y ∈ SmVar(C),
ΩΓ,pr/(San/S)((Y × S,Z)/S) : Ω
•
Y×S/S ⊗OY×S Γ
∨,Hdg
Z (OY×S , Fb)
Ω((Y×S)an/Y×S)/(San/S)(−)
−−−−−−−−−−−−−−−−−−−→ Ω•(Y×S)an/San ⊗O(Y×S)an (Γ
∨,Hdg
Z (OY×S , Fb))
an
We have the following canonical transformation map given by the analytical functor:
Definition 148. Let S ∈ SmVar(C). For F ∈ C(Var(C)2,smpr/S), we have the canonical transformation
map in CD∞fil(S
an)
T (an,ΩΓ,pr/S )(F ) :
(e(S)∗Hom
•(F,Eet(Ω
•,Γ,pr
/S , FDR)))
an := OSan ⊗an∗
S
OS an
∗
S(e(S)∗Hom
•(F,Eet(Ω
•,Γ,pr
/S , FDR)))
T (an,e)(−)
−−−−−−−→ OSan ⊗an∗S OS (e(S
an)∗ An
∗
S Hom
•(F,Eet(Ω
•,Γ,pr
/S , FDR)))
T (An,hom)(−,−)
−−−−−−−−−−−→ OSan ⊗an∗S OS (e(S
an)∗Hom
•(An∗S F,An
∗
S Eet(Ω
•,Γ,pr
/S , FDR)))
Hom(An∗S F,An
∗
S Eet(Ω
Γ,pr
/(San/S)
)⊗m)
−−−−−−−−−−−−−−−−−−−−−−−−→ e(San)∗Hom
•(An∗S F,Eet(Ω
•,Γ,pr,an
/San , FDR))
By definition of the algebraic an analytic De Rahm realization functor, we have a natural transfor-
mation between them :
Definition 149. Let S ∈ SmVar(C). Let M ∈ DAc(S) and (F,W ) ∈ Cfil(Var(C)sm/S) such that
(M,W ) = D(A1S , et)(F,W ). We have the canonical transformation map πS(D(MHM(S))) ⊂ DD(1,0)fil,∞(S
an)
T (An,FFDRan )(M) : (F
S
FDR(M))
an :=
( lim
−→
r(X∗,D∗)/S(L(F,W ))
e(S)∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eet(Ω
•,Γ,pr
/S , FDR)))
an
=
−→ lim−→
r(X∗,D∗)/S(LF )
(e(S)∗Hom
•(LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eet(Ω
•,Γ,pr
/S , FDR)))
an
T (an,ΩΓ,pr
/S
)(−)
−−−−−−−−−−→ lim
−→
r(X∗,D∗)/S(LF )
e(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eet(Ω
•,Γ,pr,an
/San , FDR))
=
−→ lim
−→
r(X∗,D∗)/S(LF )
e(S)∗Hom
•(An∗S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eusu(Ω
•,Γ,pr,an
/San , FDR)) =: F
FDR
S,an (M)
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We give now the definition in the non smooth case : Let S ∈ Var(C). Let S = ∪li=1Si be an open
cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For I ⊂ J , denote by
pIJ : S˜J → S˜I the projection. Consider, for I ⊂ J ⊂ [1, . . . , l], resp. for each I ⊂ [1, . . . , l], the following
commutative diagrams in Var(C)
DIJ = SI
iI // S˜I
SJ
jIJ
OO
iJ // S˜J
pIJ
OO .
We then have the following lemma
Lemma 23. The maps T (an,Ω·)(−) induce a morphism in CD∞(fil)(S/(S˜I))
(T (an,ΩΓ,pr
/S˜I
)(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF ))) :
( lim
−→
r(X∗,D∗)/−(−)
(e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr
/S˜I
, FDR)))
an, (uqIJ(F ))
an)
→ ( lim
−→
r(X∗,D∗)/−(−)
e′(S˜I)∗Hom
•(An(S˜I)
∗LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
IF )), Eet(Ω
•,Γ,pr,an
/S˜I
, FDR)), u
q
IJ(F ))
Proof. Obvious.
Definition 150. Let S ∈ Var(C). Let S = ∪li=1Si be an open cover such that there exist closed embeddings
ii : Si →֒ S˜i with S˜i ∈ SmVar(C). For I ⊂ [1, . . . , l], denote SI = ∩i∈ISi. We have then closed embeddings
iI : SI →֒ S˜I = Πi∈I S˜i. Let M ∈ DAc(S) and (F,W ) ∈ Cfil(Var(C)sm/S) such that (M,W ) =
D(A1S , et)(F,W ). We have, by lemma 23, the canonical transformation map in πS(D(MHM(S))) ⊂
DD(1,0)fil,∞(S
an)
T (An,FFDRS )(M) : (F
FDR
S (M))
an :=−→
( lim
−→
r(X∗,D∗)/−(−)
(e′(S˜I)∗Hom
•(LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr
/S˜I
, FDR)))
an, (uqIJ(F,W ))
an)
(T (an,ΩΓ,pr
/S˜I
)(LρS˜I∗
Gr12∗
S˜I
LR(X∗,D∗)/S˜I
(ρ∗
S˜I
L(iI∗j
∗
I (F,W )))))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
( lim
−→
r(X∗,D∗)/−(−)
e′(S˜I)∗Hom
•(An(S˜I)
∗LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eet(Ω
•,Γ,pr,an
/S˜I
, FDR)), u
q
IJ(F,W ))
=
−→ ( lim
−→
r(X∗,D∗)/−(−)
e′(S˜I)∗Hom
•(An(S˜I)
∗LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W ))),
Eusu(Ω
•,Γ,pr,an
/S˜I
, FDR)), u
q
IJ(F,W ))
=:
−→ FFDRS,an (M)
The following proposition says this transformation map between FS,an and (FFDRS )
an is functorial in
S ∈ Var(C), hence define a commutative diagram of morphism of 2-functor :
Proposition 133. (i) Let g : T → S a morphism with T, S ∈ Var(C). Assume there exist a fac-
torization g : T
l
−→ Y × S
pS
−→ S with, Y ∈ SmVar(C), l a closed embedding and pS the projec-
tion. Let S = ∪li=1Si be an open cover such that there exist closed embeddings ii : Si →֒ S˜i with
S˜i ∈ SmVar(C). We then have closed embedding ii ◦ l : Ti →֒ Y × S˜i and g˜I := pS˜I : Y × S˜I → S˜I
is a lift of gI := g|TI : TI → SI .
298
(i0) Then, forM ∈ DAc(S), the following diagram in πT (D(MHM(T an)) ⊂ DD(1,0)fil,∞(T
an/(Y an×
S˜anI )), see definition 121 and definition 142 commutes
g∗ˆmodHdg ((F
FDR
S (M))
an) = (g∗ˆmodHdg (F
FDR
S (M)))
an g∗ˆmodHdg (F
FDR
S,an (M))
(FFDRT (g
∗M))an FFDRT,an (g
∗M)
g∗ˆmodHdg (T (An,F
FDR
S )(M))
′(T (g,FFDR)(M))an T (g,FFDRan )(M)
T (An,FFDRT )(g
∗M)
(i1) Then, forM ∈ DAc(S), the following diagram in πT (D(MHM(T )) ⊂ DD(1,0)fil,∞(T
an/(Y an×
S˜anI )) commutes
g∗modHdg ((F
FDR
S (M))
an) = (g∗modHdg (F
FDR
S (M)))
an g∗modHdg (F
FDR
S,an (M))
(FFDRT (g
∗M))an FFDRT,an (g
∗M)
g∗ˆmodHdg (T (An,F
FDR
S )(M))
T (An,FFDRT )(g
∗M)
(T (g,FFDR)(M))an ′T !(g,FFDRan )(M)
(i2) Then, forM ∈ DAc(T ), the following diagram in πS(D(MHM(San)) ⊂ DD(1,0)fil,∞(S
an/(S˜anI ))
commutes
RgHdg∗ ((FFDRT (M))
an) = (RgHdg ∗ (FFDRT (M)))
an RgHdg∗ (FFDRS,an (M))
(FFDRS (Rg∗M))
an FFDRS,an (Rg∗M)
RgHdg∗ (T (An,F
FDR
S )(M))
T (An,FFDRS )(Rg∗M)
(T∗(g,F
FDR)(M))an ′T∗(g,F
FDR
an )(M)
(i3) Then, forM ∈ DAc(T ), the following diagram in πS(D(MHM(San)) ⊂ DD(1,0)fil,∞(S
an/(S˜anI ))
commutes
RgHdg! ((F
FDR
T (M))
an) = (RgHdg!(FFDRT (M)))
an RgHdg! (F
FDR
S,an (M))
(FFDRS (Rg!M))
an FFDRS,an (Rg!M)
RgHdg∗ (T (An,F
FDR
S )(M))
′(T!(g,F
FDR)(M))an T!(g,F
FDR
an )(M)
T (An,FFDRS )(Rg!M)
(ii) Let S ∈ Var(C). Let S = ∪li=1Si be an open cover such that there exist closed embeddings ii : Si →֒
S˜i with S˜i ∈ SmVar(C). Then, for M,N ∈ DAc(S), the following diagram in πS(D(MHM(S))) ⊂
DD(1,0)fil,∞(S
an/(S˜anI )) commutes
(FFDRS (M)⊗OS F
FDR
S (N))
an
=

(T (⊗,FFDR)(M,N))an // (FFDRS (M ⊗N))
an
T (An,FFDRS )(M⊗N)

(FFDRS (M))
an)⊗OSan(FFDRS (N))
an)
T (An,FFDRS )(M)⊗OSan T (An,F
FDR
S )(M)

FFDRS,an (M)⊗OSan F
FDR
S,an (N)
(T (⊗,FFDRan )(M,N)) // FFDRS,an (M ⊗N)
Proof. Immediate from definition.
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Proposition 134. Let f : X → S a morphism with S,X ∈ Var(C). Assume there exist a factorization
f : X
l
−→ Y × S
p
−→ S
with Y ∈ SmVar(C), l a closed embedding and p the projection. Let S = ∪iSi an open affine cover and
ii : Si →֒ S˜i closed embeddings with S˜i ∈ SmVar(C). We have then the following commutative diagram
in DD∞fil,∞(S
an),
(FFDRS (M(X/S)))
an
T (An,FFDRS )(M(X/S)) //
I(X/S)

FFDRS,an (M(X/S))
I(X/S)

(RfHdg! (Γ
∨,Hdg
XI
(OY×S˜I , Fb)(dY )[2dY ], xIJ(X/S)))
an
TDmod(an,pS˜I
)(−)
// RfHdg! ((Γ
∨,Hdg
XI
(O(Y×S˜I)an , Fb)(dY )[2dY ], xIJ(X/S)))
.
Proof. Immediate from definition.
We deduce from proposition 134 and theorem 20 (GAGA for D-modules) the following :
Theorem 41. Let S ∈ Var(C). For M ∈ DAc(S), the map in πS(D(MHM(San))) ⊂ DD(1,0)fil,∞(S
an)
T (An,FFDR)(M) : (FFDRS (M))
an ∼−→ FFDRS,an (M)
given in definition 150 is an isomorphism.
Proof. Follows from proposition 134 and theorem 20.
We finish this subsection by the following easy proposition :
Proposition 135. Let S ∈ Var(C). Let S = ∪li=1Si be an open cover such that there exists closed
embeddings ii : Si →֒ S˜i with S˜i ∈ SmVar(C) Let M ∈ DAc(S) and F ∈ C(Var(C)sm/S) such that
M = D(A1S , et)(F ). Then the following diagram in DOfil,D,∞(S/S˜I) commutes
(FGMS (LDSM))
an
T (An,FGMS )(DSM)

J◦(T (FGMS ,F
FDR
S )(M))
an
// JS((FFDRS (M))
an)
JS(T (An,F
FDR
S )(M))

FGMS,an(LDSM)
T (FGMS,an,F
FDR
S,an )(M) // JS(FFDRS,an (M))
Proof. Immediate from definition.
7 The Hodge realization functor for relative motives
7.1 The Betti realization functor
We have two definition of the Betti realization functor which coincide at least for constructible motives,
one given by [1] using the analytical functor and one given in [7] by composing the analytical functor
with the forgetfull functor to the topological space of a complex analytic space wich is a CW complex
(see also [20] for the absolute case) .
Definition 151. Let S ∈ Var(C).
(i) The Ayoub’s Betti realization functor is
Bti∗S : DA(S)→ D(S
an) , M ∈ DA(S) 7→ Bti∗SM = Re(S
an)∗ An
∗
SM = e(S
an)∗sing
D∗
An∗S F
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ).
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(ii) In [7], we define the Betti realization functor as
B˜ti
∗
S : DA(S)→ D(S
an) = D(Scw) , M 7→ B˜ti
∗
SM = Re(S
cw)∗C˜w
∗
SM = e(S
cw)∗sing
I∗
C˜w
∗
SF
where F ∈ C(Var(C)sm/S) is such that M = D(A1, et)(F ).
(iii) For the Corti-Hanamura weight structure on DA−(S), we have by functoriality of (i) the functor
Bti∗S : DA
−(S)→ Dfil,∞(S
an) , M 7→ Bti∗SM = e(S
an)∗sing
D∗
An∗S(F,W )
where (F,W ) ∈ Cfil(Var(C)sm/S) is such that (M,W ) = D(A1, et)(F,W ).
Note that by [7], An∗S and C˜w
∗
S derive trivially.
Note that, by considering the explicit D1S local model for presheaves on AnSp(C)
sm/San, Bti∗S(DA
−(S)) ⊂
D−(San) ; by considering the explicit I1S local model for presheaves on CW
sm /Scw, B˜ti
∗
S(DA
−(S)) ⊂
D−(San).
Definition 152. Let f : T → S a morphism, with T, S ∈ Var(C). We have, for M ∈ DA(S),
(F,W ) ∈ Cfil(Var(C)sm/S) such that (M,W ) = D(A1, et)(F,W ), and an equivalence (A1, et) local
e : f∗(F,W ) → (F ′,W ) with (F ′,W ) ∈ Cfil(Var(C)sm/S) such that (f∗M,W ) = D(A1, et)(F ′,W ) the
following canonical transformation map in Dfil(T ):
T (f,Bti)(M) : f∗ Bti∗SM := f
∗e(San)∗sing
D∗
An∗S(F,W )
T (f,e)(−)
−−−−−−→ e(T an)∗f
∗sing
D∗
An∗S(F,W ) (60)
e(Tan)∗T (f,c)(F,W )
−−−−−−−−−−−−−→ e(T an)∗sing
D∗
f∗An∗T (F,W )
=
−→ e(T an)∗sing
D∗
An∗T f
∗(F,W ) (61)
e(Tan)∗sing
D∗
An∗T e
−−−−−−−−−−−−−→ e(T an)∗sing
D∗
An∗T (F
′,W ) =: Bti∗T f
∗M (62)
Theorem 42. Let f : X → S a morphism, with X,S ∈ Var(C). For M ∈ DAc(S),
T (f,Bti)(M) : f∗Bti∗S(M)
∼
−→ Bti∗X f
∗(M)
is an isomorphism in Dfil(X).
Proof. See [1].
Definition 153. • Let f : X → S a morphism, with X,S ∈ Var(C). We have, for M ∈ DAc(X),
the following transformation map
T∗(f,Bti)(M) : Bti
∗
S(Rf∗M)
ad(f∗,Rf∗)(Bti
∗
S(f∗M))−−−−−−−−−−−−−−−→ Rf∗f
∗Bti∗S(Rf∗M)
T (f,Bti)(f∗M)
−−−−−−−−−→ Rf∗Bti
∗
X(f
∗Rf∗M)
Bti∗X (ad(f
∗,Rf∗)(M))
−−−−−−−−−−−−−−→ Rf∗ Bti
∗
X(M)
Clearly, if l : Z →֒ S is a closed embedding, then T∗(l,Bti)(M) is an isomorphism by theorem 42.
• Let f : X → S a morphism with X,S ∈ Var(C). Assume there exist a factorization f : X
l
−→
Y × S
pS
−→ S with Y ∈ SmVar(C), l a closed embedding and pS the projection. We have then, for
M ∈ DAc(X), using theorem 42 for closed embeddings, the following transformation map
T!(f,F
FDR
an )(M) : Rf!Bti
∗
X(M) = RpS!l∗Bti
∗
X(M)
T∗(l,Bti)(M)
−−−−−−−−→
−1
RpS!Bti(Y × S)
∗(l∗M)
Bti(Y×S)∗ ad(LpS♯,p
∗
S)(l∗M)−−−−−−−−−−−−−−−−−−−→ RpS!Bti(Y × S)
∗(p∗SLpS♯l∗M)
T (pS ,Bti)(pS♯l∗M)
−−−−−−−−−−−−→
RpS!p
∗
S Bti(Y × S)
∗(LpS♯l∗M) = RpS!p
!
S Bti(Y × S)
∗(f!M)
ad(RpS!,p
!
S)(−)−−−−−−−−−−→ Bti(Y × S)∗(f!M)
Clearly, for f : X → S a proper morphism, with X,S ∈ Var(C) we have, for M ∈ DAc(Y × S),
T!(f,Bti)(M) = T∗(f,Bti)(M).
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• Let f : X → S a morphism with X,S ∈ Var(C). We have, using the second point, for M ∈ DA(S),
the following transformation map
T !(f,Bti)(M) : Bti∗X(f
!M)
ad(f!,Rf
!)(Bti∗X (f
!M))
−−−−−−−−−−−−−−−→ f !Rf! Bti
∗
X(f
!M)
T!(f,Bti)((f
!M))
−−−−−−−−−−→ f ! Bti∗S(f!f
!M)
Bti∗S(ad(f!,f
!)(M))
−−−−−−−−−−−−→ f !Bti∗S(M)
Definition 154. Let S ∈ Var(C). We have, for M,N ∈ DA(S) and F,G ∈ C( Var(C)
sm/S)) such that
M = D(A1, et)(F ) and N = D(A1, et)(G), the following transformation map in DDfil(S)
Bti∗SM ⊗ Bti
∗
S N := (e(S)∗singD∗ An
∗
S F )⊗ (e(S)∗singD∗ An
∗
S G)
T (singD∗ ,⊗)(An
∗
S F,An
∗
S G)−−−−−−−−−−−−−−−−−−→ e(S)∗sing
D∗
An∗S(F ⊗G) =: Bti
∗
S(M ⊗N)
Theorem 43. (i) Let f : X → S a morphism, with X,S ∈ Var(C). For M ∈ DAc(X),
T!(f,Bti)(M,W ) : f!Bti
∗
X(M)
∼
−→ Bti∗S f!M
is an isomorphism.
(ii) Let f : X → S a morphism, with X,S ∈ Var(C). For M ∈ DAc(X),
T∗(f,Bti)(M,W ) : f∗Bti
∗
X M
∼
−→ Bti∗S Rf∗M
is an isomorphism.
(iii) Let f : X → S a morphism, with X,S ∈ Var(C). For M ∈ DAc(S),
T !(f,Bti)(M) : f !Bti∗SM
∼
−→ Bti∗X f
!M
is an isomorphism.
(iv) Let S ∈ Var(C). For M,N ∈ DAc(S),
T (⊗,Bti)(M) : Bti∗SM ⊗ Bti
∗
S N
∼
−→ Bti∗X(M ⊗N)
is an isomorphism.
Proof. See [1].
The main result on the Betti realization functor is the following
Theorem 44. (i) We have Bti∗S = B˜ti
∗
S on DA
−(S)
(ii) The canonical transformations T (f,Bti), for f : T → S a morphism in Var(C), define a morphism
of 2 functor
Bti∗· : DA(·)→ D(·
an), S ∈ Var(C) 7→ Bti∗S : DA(S)→ D(S
an)
which is a morphism of homotopic 2 functor.
Proof. (i): See [7]
(ii):Follows from theorem 42 and theorem 43.
Remark 13. For X ∈ Var(C), the quasi-isomorphisms
ZHom(D¯•et, X)
An∗
−−→ ZHom(D¯n(0, 1), Xan)
Hom(i,Xcw)
−−−−−−−−→ ZHom([0, 1]n, Xcw),
where,
D¯net := (e : U → A
n, D¯n(0, 1) ⊂ e(U)) ∈ Fun(VetAn(D¯
n(0, 1)),Var(C))
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is the system of etale neighborhood of the closed ball D¯n(0, 1) ⊂ An, and i : [0, 1]n →֒ D¯n(0, 1) is the
closed embedding, shows that a closed singular chain α ∈ ZHomn([0, 1]n, Xcw), is homologue to a closed
singular chain
β = α+ ∂γ = β˜|[0,1]n ∈ ZHom
n(∆n, Xcw)
which is the restriction by the closed embedding [0, 1]n →֒ U cw
e
−→ An, where e : U → An an etale morphism
with U ∈ Var(C), of a complex algebraic morphism β˜ : U → X. Hence β([0, 1]n) = β˜([0, 1]n) ⊂ X is the
restriction of a real algebraic subset of dimension n in ResR(X) (after restriction a scalar that is under
the identification C ≃ R2).
Definition 155. Let S ∈ Var(C) The cohomological Betti realization functor is
Bti∨S : DA(S)→ D(S
cw),
M 7→ Bti∨S(M) := RHom(Bti
∗
SM,ZScw) = RHom(M,BtiS∗ ZScw)
where for BtiS∗ : K ∈ D(Scw) 7→ RAnS∗ e(San)∗K ∈ DA(S) is the right ajoint to Bti
∗
S.
7.2 The Hodge realization functor for relative motives
Recall (see section 2) that for S ∈ Var(C), we consider the dual functor
DS : C(Var(C)
sm/S)→ C(Var(C)sm/S), F 7→ DSF := Hom(F,Eet(ZS)).
Similarly, for S ∈ AnSp(C), we consider the dual functor
DS : C(AnSp(C)
sm/S)→ C(AnSp(C)sm/S), F 7→ DSF := Hom(F,Eusu(ZS))
The filtered De Rham algebraic realization functor constructed in section 6 and on the other hand
the Betti realization functor (see section 7.1) give the Hodge realization functor :
Definition 156. Let S ∈ SmVar(C). We define the Hodge realization functor as
FHdgS := (F
FDR
S ,Bti
∗
S) : DAc(S)→ DD(1,0)fil,∞(S)×I Dfil(S
an),
M 7→ FHdgS (M) := (F
FDR
S (M),Bti
∗
SM,α(M)),
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where α(M) is the map in DCfil(S
an)
α(M) : (Bti∗SM)⊗ CS := (e(S)∗singD∗ An
∗
S L(F,W ))⊗ CS
s(e(S)∗sing
D∗
An∗S L(F,W ))
−−−−−−−−−−−−−−−−−→ DR(S)[−](Hom(LDSL(e(S)∗sing
D∗
An∗S L(F,W )), Eusu(OS)))
=
−→ DR(S)[−](Hom(LDSL(e(S)∗sing
D∗
An∗S L(F,W )), e(S)∗Eusu(Ω
•
/S)))
DR(S)[−](Hom(T (e,hom)(−,E(Z)),−))
−−−−−−−−−−−−−−−−−−−−−−−−−→ DR(S)[−](Hom(Le(S)∗DSLsing
D∗
An∗S L(F,W )), e(S)∗Eusu(Ω
•
/S)))
DR(S)[−](Hom(Le(S)∗DSc(An
∗
S L(F,W )),e(S)∗Eusu(Ω
•
/S)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](Hom(Le(S)∗DS An
∗
S L(F,W )), e(S)∗Eusu(Ω
•
/S)))
DR(S)[−](Hom(Hom(T (An,hom)(−,Eet(Z)),e(S)∗Eusu(Ω
•
/S))))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](Hom(Le(S)∗An
∗
S DSL(F,W ), e(S)∗Eusu(Ω
•
/S)))
DR(S)[−](Hom(−,e(S)∗Eusu(Gr(Ω/San )))
−1)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](Hom(Le(S)∗An
∗
S DSL(F,W )), e(S)∗Gr
12
S∗Eusu(Ω
•,Γ,pr,an
/San )))
DR(S)[−](T (e,hom)(−,−)−1)
−−−−−−−−−−−−−−−−−−−→ DR(S)[−](e(S)∗Hom(LAn
∗
S DSL(F,W )),Gr
12
S∗Eusu(Ω
•,Γ,pr,an
/San )))
DR(S)[−](I(Gr12∗S ,Gr
12
S∗)(−,−))−−−−−−−−−−−−−−−−−−−−→ DR(S)[−](e′(S)∗Hom(LAn
∗
S Gr
12∗
S DSL(F,W )), Eusu(Ω
•,Γ,pr,an
/San )))
DR(S)[−](Hom(LAn∗S Gr
12∗
S r(X∗,D∗)/S(L(F,W ))◦q,Eusu(Ω
•,Γ,pr,an
/San
)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](e′(S)∗Hom(An
∗
S LρS∗Gr
12∗
S LR(X∗,D∗)/S(ρ
∗
SL(F,W )), Eusu(Ω
•,Γ,pr,an
/San )))
=:
−→ DR(S)[−](FDRS,an(M,W ))
DR(S)[−](T (An,FFDRS )(M,W )
−1)
−−−−−−−−−−−−−−−−−−−−−−→ DR(S)[−]((FDRS (M,W ))
an)
where (F,W ) ∈ Cfil(Var(C)sm/S) is such that (M,W ) = D(A1, et)(F,W )
• s(K) : K → DR(S)[−](Hom(DSLK,E(OS)) is the isomorphism of theorem 23,
• the map
T (e, hom)(−,−) : e(S)∗Hom(LAn
∗
S DSL(F,W )),Gr
12
S∗Eusu(Ω
•,Γ,pr,an
/San )))
→ Hom(Le(S)∗An
∗
S DSL(F,W )), e(S)∗Gr
12
S∗Eusu(Ω
•,Γ,pr,an
/San )))
is a filtered equivalence usu local by proposition 33 and proposition 121,
• FDRS (M) := ofilF
FDR
S (M) ∈ DD0fil(S), F
DR
S,an(M) := ofilF
FDR
S,an (M) ∈ DD0fil(S
an),
• T (An,FFDRS )(M) : (F
DR
S (M))
an ∼−→ FDRS,an(M) is an isomorphism by theorem 41.
We now give the definition in the non smooth case :
Definition 157. Let S ∈ Var(C). Let S = ∪iSi an open cover such that there exists closed embedding
ii : S →֒ S˜i with S˜i ∈ SmVar(C). We define the Hodge realization functor as
FHdgS := (F
FDR
S ,Bti
∗
S) : DA(S)→ DD(1,0)fil,∞(S/(S˜I))×I Dfil(S
an),
M 7→ FHdgS (M) := (F
FDR
S (M),Bti
∗
SM,α(M)),
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where α(M) is the map in DCfil(S
an/(S˜anI ))
α(M) : T (S/(S˜I))((Bti
∗
S(M,W ))⊗ CS) := (iI∗j
∗
I ((e(S)∗singD∗ An
∗
S L(F,W ))⊗ CS), ,T
q(DIJ)(−))
s(e(S)∗sing
D∗
An∗S L(F,W ))
−−−−−−−−−−−−−−−−−→
DR(S)[−](Hom(LDS˜IL(iI∗j
∗
I e(S)∗singD∗ An
∗
S L(F,W )), Eusu(OS˜I )), uIJ(−))
=
−→ DR(S)[−](Hom(LDS˜IL(iI∗j
∗
I (e(S)∗singD∗ An
∗
S L(F,W )), e(S˜I)∗Eusu(Ω
•
/S˜I
))), uIJ(−))
DR(S)[−](Hom(T (e,hom)(−,E(Z)),−))
−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](Hom(Le(S˜I)∗DS˜IL(iI∗j
∗
I singD∗ An
∗
S L(F,W )), e(S˜I)∗Eusu(Ω
•
/S˜I
)))
DR(S)[−](Hom(Le(S˜I)∗DS˜I
LiI∗j
∗
I c(An
∗
S L(F,W )),e(S˜I)∗Eusu(Ω
•
/S˜I
)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](Hom(Le(S˜I)∗DS˜IL(iI∗j
∗
I An
∗
S L(F,W )), e(S˜I)∗Eusu(Ω
•
/S˜I
)), uIJ(−))
DR(S)[−](Hom(Hom(T (An,hom)(−,Eet(Z))◦DS˜I
T (An,iI)(−),e(S˜I)∗Eusu(Ω
•
/S˜I
))))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](Hom(Le(S˜I)∗An
∗
S˜I
DS˜IL(iI∗j
∗
I (F,W )), e(S˜I )∗Eusu(Ω
•
/S˜I
)), uIJ(−))
DR(S)[−]((Hom(−,e(S˜I)∗Eusu(Gr(Ω/San))))
−1)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](Hom(Le(S˜I)∗An
∗
S˜I
DS˜IL(iI∗j
∗
I (F,W )), e(S˜I )∗Gr
12
S˜I∗
Eusu(Ω
•,Γ,pr,an
/San )), uIJ(−))
DR(S)[−](T (e,hom)(−,−)−1)
−−−−−−−−−−−−−−−−−−−→
DR(S)[−](e(S˜I)∗Hom(LAn
∗
S˜I
DS˜IL(iI∗j
∗
I (F,W )),Gr
12
S˜I∗
Eusu(Ω
•,Γ,pr,an
/S˜anI
)), uIJ(−))
DR(S)[−](I(Gr12∗
S˜I
,Gr12
S˜I∗
)(−,−))
−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](e′(S˜I)∗Hom(LAn
∗
S˜I
Gr12∗
S˜I
DS˜IL(iI∗j
∗
I (F,W )), Eusu(Ω
•,Γ,pr,an
/S˜anI
)), uIJ(−))
DR(S)[−](Hom(An∗
S˜I
Gr12∗
S˜I
r(X∗,D∗)/S˜I
(L(iI∗j
∗
I (F,W )))◦q,Eusu(Ω
•,Γ,pr,an
/S˜an
I
)))
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
DR(S)[−](e′(S˜I)∗Hom(An
∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LR(X∗,D∗)/S˜I (ρ
∗
S˜I
L(iI∗j
∗
I (F,W )), Eusu(Ω
•,Γ,pr,an
/S˜anI
))), uIJ (F ))
=:
−→ DR(S)[−](FDRS,an(M,W ))
DR(S)[−](T (An,FFDRS )(M,W )
−1)
−−−−−−−−−−−−−−−−−−−−−−→ DR(S)[−]((FDRS (M,W ))
an)
where (F,W ) ∈ Cfil(Var(C)sm/S) is such that (M,W ) = D(A1, et)(F,W )
• s(K) : K → DR(S)[−](Hom(DSLK,E(OS)) is the isomorphism of theorem 23,
• the map T (e, hom)(−,−) is a filtered equivalence usu local by proposition 33 and proposition 121,
• FDRS (M) := ofilF
FDR
S (M) ∈ DD0fil(S), F
DR
S,an(M) := ofilF
FDR
S,an (M) ∈ DD0fil(S
an),
• T (An,FFDRS )(M) : (F
DR
S (M))
an ∼−→ FDRS,an(M) is an isomorphism by theorem 41.
We now give the functoriality with respect to the five operation using the De Rahm realization case
and the Betti realization case :
Proposition 136. (i) Let g : T → S a morphism with T, S ∈ Var(C). Assume there exists a fac-
torization g : T
l
−→ Y × S
p
−→ S, with Y ∈ SmVar(C), l a closed embedding and p the projection.
Let S = ∪i∈ISi an open cover and i : Si →֒ S˜i closed embeddings with S˜i ∈ SmVar(C). Then,
g˜I : Y × S˜I → S˜I is a lift of gI = g|TI : TI → SI . Then, for M ∈ DAc(S), the following diagram
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commutes :
g∗(α(M)) : g∗Bti∗SM //
T (g,bti)(M)

DR(T )[−](g∗ˆmodHdg (F
DR
S,an(M)))
//
DR(T )[−](T (g,FFDRan )(M))

DR(T )[−]((g∗ˆmodHdg F
DR
S (M))
an)
DR(T )[−]((T (g,FFDR)(M))an)

α(g∗M) : Bti∗T g
∗M // DR(T )[−](FDRT,an(g
∗M)) // DR(T )[−]((FDRT (g
∗M))an)
,
see definition 100, definition 121, definition 142 and definition 152
(ii) Let f : T → S a morphism with T, S ∈ QPVar(C). Then, for M ∈ DAc(T ),the following diagram
commutes :
f∗(α(M)) : Rf∗Bti
∗
T M // DR(S)
[−](RfHdg∗ FDRT,an(M))
// DR(S)[−]((RfHdg∗ FDRT (M))
an)
α(Rf∗M) : Bti
∗
S Rf∗M
T∗(f,bti)(M)
OO
// DR(S)[−](FDRS,an(Rf∗M))
//
OO
DR(S)[−]((FDRS (Rf∗M))
an)
DR(S)[−]((T∗(f,F
FDR)(M))an)
OO
see definition 100, definition 122, definition 143 and definition 153
(iii) Let f : T → S a morphism with T, S ∈ QPVar(C). Then, for M ∈ DAc(T ),the following diagram
commutes :
f!(α(M)) : Rf! Bti
∗
T M
T!(f,bti)(M)

// DR(S)[−](RfHdg! F
T,an
DR (M))
//

DR(S)[−]((RfHdg! F
T
DR(M))
an)
DR(S)[−]((T!(f,FDR)(M))
an)

α(Rf!M) : Bti
∗
S f!M // DR(S)
[−]((FS,anDR (Rf!M)))
// DR(S)[−]((FSDR(Rf!M))
an)
see definition 100, definition 122, definition 143 and definition 153
(iv) Let f : T → S a morphism with T, S ∈ QPVar(C). Then, for M ∈ DAc(S),the following diagram
commutes :
f !(α(M)) : f ! Bti∗SM // DR(T )
[−](Rf∗modHdg (F
DR
S,an(M)))
// DR(T )[−]((f∗modHdg F
DR
S (M))
an)
α(f !M) : Bti∗T f
!M //
T !(f,bti)(M)
OO
DR(T )[−](FDRT,an(f
!M)) //
T !(f,FFDRan )(M))
OO
DR(T )[−]((FDRT (f
!M))an)
DR[−](T )((T !(g,FFDR)(M))an)
OO
see definition 100, definition 122,definition 143 and definition 153
(v) Let S ∈ Var(C). Then, for M,N ∈ DAc(S),the following diagram commutes :
Bti∗SM ⊗ Bti
∗
S N
α(M)⊗α(N) //
T (⊗,bti)(M,N)

DR(S)((FDRS (M)⊗OS F
DR
S (N))
an)
DR(S)((T (⊗,FDR)(M,N))an)

Bti∗S(M ⊗N)
(α(M⊗N)) // DR(S)((FSDR(M ⊗N))
an)
see definition 124 and definition 154.
Proof. (i): The commutativity of the right square is given by applying the functor DR(T )[−] to the
commutative diagram
g∗ˆmodHdg ((F
FDR
S (M))
an) = (g∗ˆmodHdg (F
FDR
S (M)))
an g∗ˆmodHdg (F
FDR
S,an (M))
(FFDRT (g
∗M))an FFDRT,an (g
∗M)
g∗ˆmodHdg (T (An,F
FDR
S )(M))
′(T (g,FFDR)(M))an T (g,FFDRan )(M)
T (An,FFDRT )(g
∗M)
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given in proposition 133(i0). On the other hand, the commutativity of the left square follows from the
following commutative diagram :
(g˜∗I iI∗j
∗
I e(S)∗An
∗
S LF, g˜
∗
JuIJ(−))
DR(T )[−](Γ∨,HdgTI g˜
∗mod
I e
′(S˜I)∗Hom(An
∗
S˜I
LρS˜I∗Gr
12∗
S˜I
LRCH(−,−)/−(ρ
∗
S˜I
LiI∗j
∗
IF ),
Eusu(Ω
•,Γ,pr,an
/S˜anI
)), g˜∗ˆmodI (uIJ(F )))
(i′I∗j
′∗
I e(T )∗An
∗
T g
∗F, uIJ (−))
DR(T )[−](e′(Y × S˜I)∗Hom(An
∗
Y×S˜I
LρS˜I∗Gr
12∗
S˜I
LRCH(−,−)/−(ρ
∗
Y×S˜I
g˜∗ILiI∗j
∗
IF ),
Eusu(Ω
•
/Y×S˜I
)), g˜∗Ju
q
IJ(F ))
T (e,g)(F )
DR(T )[−](T (g,FDRan )(M))
(ii): Follows from (i) by adjonction.
(iii): The closed embedding case is given by (ii) and the smooth projection case follows from (i) by
adjonction.
(iv): Follows from (iii) by adjonction.
(v):Obvious
We can now state the following key proposition and the main theorem:
Proposition 137. Let f : X → S a morphism with X,S ∈ Var(C), X quasi-projective. Consider a
factorization f : X
l
−→ Y × S
pS
−→ S with Y = PN,o ⊂ PN an open subset, l a closed embedding and pS the
projection. Let S = ∪iSi an open cover such that there exist closed embeddings ii : Si →֒ S˜i with S˜i ∈
SmVar(C). Recall that SI := ∩i∈ISi, XI = f
−1(SI), and S˜I := Πi∈I S˜i. Then, using proposition 136(iii),
the maps of definition 122 and definition 153 gives an isomorphism in DD(1,0)fil(S/(S˜I))×I D(S
an)
(T!(f,F
FDR)(Z(X/X)), T!(f,Bti)(Z(X/X))) :
FHdgS (M
BM (X/S)) := (FFDRS (Rf!Z(X/X)),Bti
∗
S Rf!Z(X/X), α(Rf!Z(X/X)))
∼
−→ (RfHdg!(Γ
∨,Hdg
XI
(OY×S˜I , Fb), xIJ (X/S)), Rf!ZXan , f!(α(X/(Y × S˜I)))) =: Rf!HdgZ
Hdg
X
Proof. Follows from proposition 136(iii),theorem 33(i) and theorem 43(i).
The main theorem of this article is the following :
Theorem 45. (i) For S ∈ Var(C), we have FHdgS (DAc(S)) ⊂ D(MHM(S)).
(ii) The Hodge realization functor FHdg(−) define a morphism of 2-functor on Var(C)
FHdg− : Var(C)→ (DAc(−)→ D(MHM(−)))
whose restriction to QPVar(C) is an homotopic 2-functor in sense of Ayoub. More precisely,
(ii0) for g : T → S a morphism, with T, S ∈ QPVar(C), and M ∈ DAc(S), the the maps of
definition 121 and of definition 152 induce an isomorphism in D(MHM(T ))
T (g,FHdg)(M) := (T (g,FFDR)(M), T (g, bti)(M)) :
g∗ˆHdgFHdgS (M) := (g
∗ˆmod
Hdg F
FDR
S (M), g
∗ BtiS(M), g
∗(α(M)))
∼
−→ (FFDRT (g
∗M),Bti∗T (g
∗M), α(g∗M)) =: FHdgT (g
∗M),
(ii1) for f : T → S a morphism, with T, S ∈ QPVar(C), and M ∈ DAc(T ), the maps of definition
122 and of definition 153 induce an isomorphism in D(MHM(S))
T∗(f,F
Hdg)(M) := (T∗(f,F
FDR)(M), T∗(f, bti)(M)) :
RfHdg∗F
Hdg
T (M) := (Rf
Hdg
∗ F
FDR
T (M), Rf∗ BtiS(M), f∗(α(M)))
∼
−→ (FFDRS (Rf∗M),Bti
∗
S(Rf∗M), α(Rf∗M)) =: F
Hdg
S (Rf∗M),
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(ii2) for f : T → S a morphism, with T, S ∈ QPVar(C), and M ∈ DAc(T ), the maps of definition
122 and of definition 153 induce an isomorphism in D(MHM(S))
T!(f,F
Hdg)(M) := (T!(f,F
FDR)(M), T!(f, bti)(M)) :
Rf!HdgF
Hdg
T (M) := (Rf
Hdg
! F
FDR
T (M), Rf!Bti
∗
S(M), f!(α(M)))
∼
−→ (FFDRS (Rf!M),Bti
∗
S(Rf!M), α(f!M)) =: F
Hdg
T (f!M),
(ii3) for f : T → S a morphism, with T, S ∈ QPVar(C), and M ∈ DAc(S), the maps of definition
122 and of definition 153 induce an isomorphism in D(MHM(T ))
T !(f,FHdg)(M) := (T !(f,FFDR)(M), T !(f, bti)(M)) :
f∗HdgFHdgS (M) := (f
∗mod
Hdg F
FDR
S (M), f
!BtiS(M), f
!(α(M)))
∼
−→ (FFDRT (f
!M),Bti∗T (f
!M), α(f !M)) =: FHdgT (f
!M),
(ii4) for S ∈ Var(C), and M,N ∈ DAc(S), the maps of definition 124 and of definition 154 induce
an isomorphism in D(MHM(S))
T (⊗,FHdg)(M,N) := (T (⊗,FFDRS )(M,N), T (⊗, bti)(M,N)) :
(FFDRS (M)⊗
L
OS F
FDR
S (N),BtiS(M)⊗ BtiS(N), α(M) ⊗ α(N))
∼
−→ FHdgS (M ⊗N) := (F
FDR
S (M ⊗N),BtiS(M ⊗N), α(M ⊗N)).
(iii) For S ∈ Var(C), the following diagram commutes :
Var(C)/S
MH(/S) //
M(/S)

D(MHM(S))
ιS

DA(S)
FHdgS // DDfil,∞(S/(S˜I))×I Dfil(San)
Proof. (i): Let M ∈ DAc(S). There exist a generalized distinguish triangle in DA(S)
M →M(X0/S)[d0]→ · · · →M(Xm/S)[dm],
with fn : Xn → S morphisms and Xn ∈ QPVar(C). This gives the following generalized distinguish
triangle in DDfil(S)×I D(San)
FHdgS (M)→ F
Hdg
S (M(X0/S))[d0]→ · · · → F
Hdg
S (M(Xm/S))[dm],
On the other hand, by proposition 137, we have
FHdgS (M(Xn/S))
∼
−→ Rf∗HdgZ
Hdg
X ∈ D(MHM(S))
(ii0): Follows from theorem 32, proposition 136(i) and theorem 42.
(ii1): Follows from theorem 33(ii), proposition 136(ii), and theorem 43(ii).
(ii2):Follows from theorem 33(i), proposition 136(iii), and theorem 43(i).
(ii3): Follows from theorem 33(iii), proposition 136(iv), and theorem 43(iii).
(ii4):Follows from theorem 34, proposition 136(v) and theorem 43(iv).
(iii): By (ii), for g : X ′/S → X/S a morphism, with X ′, X, S ∈ Var(C) and X/S = f : X → S,
X ′/S = f ′ : X ′ → S, we have by adjonction the following commutative diagram
FHdgS (M(X
′/S) = f ′! f
′!ZS = f!g!g
!f !ZS)
∼

FHdgS (M(/S)(g)=f! ad(g!,g
!)(f !ZS))// FHdgS (M(X/S) = f!f
!ZS)
∼

MH(X ′/S) = f ′! f
′!Z
Hdg
S = f!g!g
!f !ZdgS
f! ad(g!,g
!)(f !ZHdgS ) // MH(X/S) = f!f !Z
Hdg
S
.
This proves (iii).
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The theorem 45 gives immediately the following :
Corollary 10. Let f : X → S, f ′ : X ′ → S morphisms, with X,X ′, S ∈ Var(C). Let S¯ ∈ PVar(C)
a compactification of S. Let X¯, X¯ ′ ∈ PVar(C) compactifiaction of X and X ′ respectively, such that f
(resp. f ’) extend to a morphism f¯ : X¯ → S¯, resp. f¯ ′ : X¯ ′ → S¯. Denote D = X¯\X and D′ = X¯ ′\X ′ and
E = (D ×S¯ X¯
′) ∪ (X¯ ×S¯ D
′). We have the following commutative digram
RHom•(M((X¯,D)/S¯),M((X¯ ′, D′)/S¯)∨(d))
RI()

FFDRS // RHom•(f!Z
Hdg
X , f
′
!Z
Hdg
X′ )
RI()

RHom•(M(pt),M(X¯ ×S¯ X¯
′, E)(d))
l

FptFDR // RHom•(ZHdgpt , aX×SX′!Z
Hdg
X×SX′
)
l

Zd(X¯ ×S¯ X¯
′, E, •)
Rd
X¯×S¯X¯
′
// CD2dX−2d+•(X¯ ×S¯ X¯
′, E, Z(d))
Proof. The upper square of this diagram follows from theorem 45(ii) and the following isomorphism :
• ad(j!, j∗)(ZX¯) :M(X/S¯)
∼
−→ Cone(M(X¯/S¯)
ad(i∗,i∗)(ZX¯)−−−−−−−−−→M(D/S¯))[−1] =:M((X¯,D)/S¯)
• ad(j′! , j
′∗)(ZX¯) :M(X
′/S¯)
∼
−→ Cone(M(X¯ ′/S¯)
ad(i
′∗,i′∗)(ZX¯′ )−−−−−−−−−−→M(D′/S¯))[−1] =:M((X¯ ′, D′)/S¯)
where i : D →֒ X¯ , i′ : D →֒ X¯ denote the closed embeddings and j : X →֒ X¯ , j′ : X ′ →֒ X¯ ′ the open
embeddings. On the other side, the lower square follows from the absolute case.
References
[1] J.Ayoub, Note sur les ope´rations de Grothendieck et la realisation de Betti, Journal of the Institute
of Mathematics of Jussieu, Volume 9, Issue 02, April 2010, pp.225-263.
[2] J.Ayoub, L’algebre de Hopf et le groupe de Galois motiviques d’un corps de caracte´ristique nulle I,
Journal die reine (Crelles Journal), Volume 2014, Issue 693, pp.1-149.
[3] J.Ayoub, L’algebre de Hopf et le groupe de Galois motiviques d’un corps de caracte´ristique nulle II,
Journal die reine (Crelles Journal), Volume 2014, Issue 693, pp.151-126.
[4] J.Ayoub, Les six ope´rations de Grothendieck et le formalisme des cycles e´vanescents dans le monde
motivique I et II, Socie´te´ de Mathe´matiques de France, Aste´risque, Volume 314 and 315, 2006.
[5] A.Beilinson, On the derived category of perverse sheaves, in K-theory, arithmetic and geometry, Lec-
ture Notes in Mathematics, Vol.1289, Springer-Verlag, Berlin, 1987, 27-41.
[6] M.V.Bondarko,Weight structure vs. t-structure ; weight filtrations, spectral sequences, and complexes
(for motives and in general), Journal of K-theory, Volume 6, Issue 3,pp.387-504 , 2010
[7] J.Bouali, On the realization functor of the derived category of mixed motives, arxiv preprint
1706.04545, 2017-arxiv.org.
[8] N.Budur, On the V-filtration of D-modules in algebra and number theory, 59-70, Progr, Math, 235,
Boston, MA, 2005
[9] J.Cirici, F.Guillen, Homotopy theory of mixed Hodge Complexes, Preprint (2013) arXiv:1304.6236.
309
[10] D.C.Cisinski, F.Deglise, Triangulated categories of mixed motived, arxiv preprint 0912.2110, 2009-
arxiv.org.
[11] A.Corti, M.Hanamura, Motivic decomposition and intersection Chow groups I, Duke math, J.103
(2000) 459-522.
[12] F.Jin, Borel-Moore Motivic homology and weight structure on mixed motives, Math.Z.283 (2016),
no.3, 1149-1183.
[13] R.Harshorne, On the De Rham cohomology of algebraic varieties, Inst. Hautes Etudes Sci. Publ.
Maths 45 (1975), 5-99.
[14] A.Hatcher, Algebraic Topology, Cambridge Univ. Press (2002)
[15] H.Hironaka, Resolution of singularities of an algebraic variety over a field of caracteristic zero, Ann.
of Math. 79(1964), 205-326
[16] R.Hotta, K.Takeuchi, T.Tanisaki, D-Modules, Perverse Sheaves, and Representation Theory,
Birkhauser Verlag, 2008.
[17] F.Ivorra, Perverse, Hodge and motivic realization of etale motives, Compos. Math. 152 (2016) no. 6,
1237-1285.
[18] M.Kashiwara, The Riemann-Hilbert problem for holonomic systems, Publications of the Research
Institute for Mathematical Sciences, 20(2), 319-365, 1984.
[19] M.Kashiwara, P.Schapira. Sheaves on manifolds, Springer-Verlag, 1990.
[20] F.Lecompte, N.Wach, Ralisation de Hodge des motifs de Voevodsky, manuscripta
mathematica.141,663-697, Springer-Verlag, Berlin, 2012.
[21] G.Laumont, Transformations canoniques et specialisation pour les V-modules filtrs
[22] Neeman, Homotopy limits in triangulated categories, Compos. Math. 86 (1993), 209-234.
[23] M.Levine, Mixed motives, In Handbook of K-theory, Volume 1,2,p.429-521, Springer, Berlin, 2005.
[24] C.Peters, J.Steenbrink, Mixed Hodge Structures, Volume 52, Springer, 2008.
[25] F.Pham, Singularits des systmes differentiels de Gauss-Manin, Progr. in Math 2, Birkhauser Verlag,
1979.
[26] C.Mazza, V.Voevodsky, C.Weibel, Lecture notes on motivic cohomology, Volume 2 of Clay Mathe-
matics Monographs, AMS, Providence, RI, 2006.
[27] M.Saito,Mixed Hodge Modules, Proc. Japan Acad. Ser, A.Math.Sci.,Volume 62,Number 9,360-363,
1986.
[28] J.P.Serre, Gometrie algbrique et gometrie analytique, Annales de l’institut Fourier, 6, 1-42.
[29] J.L.Verdier, Dualit dans la cohomologie des espaces localement compacts, Seminaire Bourbaki, Vol.9,
Paris, Soc. Math. de France, Exp. No. 300, 337-349, 1995.
[30] J.L.Verdier, Des categories drives de catgories abliennes, Soc. Math. de France, Asterique 239, 1996.
LAGA UMR CNRS 7539
Universit Paris 13, Sorbonne Paris Cit, 99 av Jean-Baptiste Clement,
93430 Villetaneuse, France,
bouali@math.univ-paris13.fr
310
