Abstract. On reflexive spaces trigonometrically well-bounded operators (abbreviated "twbo's") have an operator-ergodic-theory characterization as the invertible operators U whose rotates "transfer" the discrete Hilbert averages (C, 1)-boundedly. Twbo's permeate many settings of modern analysis, and this note treats advances in their spectral theory, Fourier analysis, and operator ergodic theory made possible by applying classical analysis techniques pioneered by Hardy-Littlewood and L.C. Young to the R.C. James inequalities for super-reflexive spaces. When the James inequalities are combined with spectral integration methods and Young-Stieltjes integration for the spaces Vp (T) of functions having bounded p-variation, it transpires that every twbo on a super-reflexive space X has a norm-continuous Vp (T)-functional calculus for a range of values of p > 1, and we investigate the ways this outcome logically simplifies and simultaneously advances the structure theory of twbo's on X. In particular, on a super-reflexive space X (but not on the general reflexive space) Tauberian-type theorems emerge which improve to their (C, 0) counterparts the (C, 1) averaging and convergence associated with twbo's.
Introduction and Notation
The symbol "K" with a (possibly empty) set of subscripts will be used to denote a constant which depends only on its subscripts, and which can change in value from one occurrence to another. Except where otherwise indicated, the convergence of a bilateral series ∞ k=−∞ a k will mean the convergence of its sequence of bilateral partial sums n k=−n a k ∞ n=1
. By the term trigonometric polynomial will be meant a linear combination of a finite subset of the functions z n (z ∈ T, n ∈ Z). The Fejér kernel for T specified by n k=−n 1 − |k| (n + 1)
will be designated by {κ n } ∞ n=0 . Throughout all that follows X will be an arbitrary Banach space, and we shall symbolize by B (X) the Banach algebra (with identity denoted I) of all continuous linear operators mapping X into X. Deferring the precise details from spectral theory to §2, we use this introductory section to fix some notation and to outline our considerations, beginning with the abstract notions of spectral decomposability and spectral integration. An operator U ∈ B (X) is said to be SPECTRAL THEORY AND OPERATOR ERGODIC THEORY 91 trigonometrically well-bounded ( [4] ) provided that U has a "unitary-like" spectral representation
where E(·) : R → B (X) is a bounded idempotent-valued function possessing certain additional properties reminiscent of, but weaker than, those that would be inherited from a countably additive Borel spectral measure in R, and where the integral in (1.1) is a Riemann-Stieltjes integral existing in the strong operator topology. After suitable normalization, the idempotent-valued function E(·) in (1.1) is uniquely determined, and is called the spectral decomposition of U. This spectral decomposition E(·) gives rise to a notion of spectral integration which furnishes the trigonometrically well-bounded operator U with a norm-continuous functional calculus implemented by BV (T), the Banach algebra of all complex-valued functions ψ on T having bounded variation. Trigonometrically well-bounded operators abound in the structures of modern analysis that require weakened forms of orthogonality to treat delicate convergence phenomena beyond the scope of the unconditional convergence associated with spectral measures (for examples and sample applications to ergodic theory, see, e.g., [3] , §4 of [8] , [14] , and [15] ). In particular, if X is a UMD space, then any invertible U ∈ B (X) which is power-bounded, that is, such that sup n∈Z U n < ∞, is trigonometrically well-bounded. Broadly speaking, this power-bounded setting lends itself to producing trigonometrically well-bounded operators that implement broad functional calculi affiliated with powerful conditional convergence properties, by drawing from the strength of transference methods for bounded representations (see, e.g., [9] ). The overall treatment below is not confined to the power-bounded case, and can thereby be regarded as offering an extension of classical transference methods. Our focus will be on the following characterization of trigonometrically well-bounded operators on an arbitrary reflexive Banach space X 0 (see Theorem (2.4) of [5] ), and on its impact for operator ergodic theory, multiplier transference, and operator-valued Fourier series in the super-reflexive space setting. (For the basic notions and fundamental features of super-reflexive spaces, see, e.g., Part 4 of [2]-especially as regards P. Enflo's celebrated result in [19] , which characterizes super-reflexivity as the property of having an equivalent uniformly convex norm.) Proposition 1.1. Let X 0 be a reflexive Banach space, and let U ∈ B (X 0 ) be an invertible operator. Then U is trigonometrically well-bounded if and only if the set W specified by
is bounded in the operator norm of B (X 0 ).
In §4 the R.C. James' inequalities for super-reflexive Banach spaces ( [23] ) are combined with spectral decomposability and with Young-Stieltjes integration ( [30] ) for the spaces V p (T) of functions having bounded p-variation on T, 1 < p < ∞, and it transpires that every trigonometrically well-bounded operator on a super-reflexive Banach space has a norm-continuous V p (T)-functional calculus for a suitable range of values of p > 1 (Theorem 4.5 below). Some pleasant consequences of this state of affairs are developed in §5. In particular, Theorem 5.1 shows that for every trigonometrically well-bounded U on a super-reflexive space X, a Tauberian-type theorem holds. Specifically, the (C, 1) averages appearing in the uniform boundedness condition of Proposition (1.1) can be replaced by the rotated ergodic Hilbert averages of U :
In fact, this set W is precompact relative to the strong operator topology of B (X). This circle of ideas is facilitated by the development of a suitable convergence theorem for the spectral integrals of V p (T)-functions (Theorem 4.7). The broad venue of super-reflexive spaces for these results (which, taken as a whole, can fail to hold in the general reflexive space setting -see Remark 2.3) is itself something of a pleasant surprise, since every UMD space is super-reflexive ( [1] , [24] ), but not vice-versa ( [25] , [17] ). In §6 we finish by illustrating some of the implications for operator-weighted shifts on Hilbert space.
Background Items from Spectral Theory
In this section, we recall basic notions regarding spectral families of projections and their associated notion of spectral integration. (For these and further basic details regarding spectral integration, see [28] .) Definition 2.1. A spectral family in a Banach space X is an idempotent-valued function E(·) : R → B(X) with the following properties:
• with respect to the strong operator topology, E(·) is right-continuous and has a left-hand limit E(λ − ) at each point λ ∈ R; • E(λ) → I as λ → ∞ and E(λ) → 0 as λ → −∞, each limit being with respect to the strong operator topology. If, in addition, there exist a, b ∈ R with a ≤ b such that E(λ) = 0 for λ < a and
Given a spectral family E(·) in the Banach space X concentrated on a compact interval J = [a, b], an associated notion of spectral integration can be developed as follows. For each bounded function ψ : J → C and each partition P = (λ 0 , λ 1 , ..., λ n ) of J, where we take λ 0 = a and λ n = b, set
If the net {S(P; ψ, E)} converges in the strong operator topology of B(X) as P runs through the set of partitions of J directed to increase by refinement, then the strong limit is called the spectral integral of ψ with respect to E(·), and is denoted by J ψ(λ)dE(λ). In this case, we define the integral
where · BV (J) denotes the usual Banach algebra norm expressed by ψ BV (J) ≡ sup x∈J |ψ (x)| + var (ψ, J).
We shall also consider the Banach algebra BV (T), which consists of all functions ψ : T → C such that the function ψ † (t) ≡ ψ e it belongs to BV ([0, 2π]), and is furnished with the norm
. The following notation will come in handy -particularly whenever Fejér's Theorem is invoked. Given any function f : R → C which has a right-hand limit and a left-hand limit at each point of R, we shall denote by f # : R → C the function defined for every t ∈ R by putting
In the case of a function φ : T → C such that φ e i(·) : R → C has everywhere a right-hand and a left-hand limit, we shall, by a slight abuse of notation, write
In particular, for each φ ∈ BV (T), it is clear that we may regard the (2π)-periodic function φ # as an element of BV (T). (In general, when there is no danger of confusion, we shall, as convenient, tacitly adopt the conventional practice of identifying a function Ψ defined on T with its (2π)-periodic counterpart Ψ e i(·) defined on R.)
We can now state the following "spectral theorem" characterization of trigonometrically well-bounded operators, which were introduced in [4] , [5] . Definition 2.2. An operator U ∈ B(X) is said to be trigonometrically wellbounded if there is a spectral family
iλ dE(λ). In this case, it is possible to arrange that E(2π − ) = I, and with this additional property the spectral family E(·) is uniquely determined by U, and is called the spectral decomposition of U.
In the general Banach space setting trigonometrically well-bounded operators can be characterized by the precompactness relative to the weak operator topology of the set W in (1.2) (Theorem 5.2 of [11] ). In order to discuss this recurring theme systematically, it will be convenient to establish the following notation for the sequence of trigonometric polynomials underlying the discrete ergodic Hilbert averages. For each n ∈ N and each z ∈ T, we write
is the sequence of partial sums for the Fourier series of φ 0 ∈ BV (T) defined by φ 0 (1) = 0, and φ 0 e it = i (π − t), for 0 < t < 2π). The fact that var (s n , T) → ∞ as n → ∞ is a well-known consequence of the properties of the Lebesgue constants (see, e.g., (3.9) of [11] ), and renders (2.2) incapable of bounding the sequence { s n (T ) } ∞ n=1 in the case of an arbitrary trigonometrically wellbounded on an arbitrary Banach space X. The following remark guarantees that there is no way out of this, even in the setting of a general reflexive Banach space, and this fact underscores the importance of super-reflexivity for the felicitous properties which the set W enjoys via Theorem 5.1.
Remark 2.3. Example (3.1) in [5] exhibits a reflexive Banach space X 0 and a trigonometrically well-bounded operator T 0 ∈ B (X 0 ) such that for each trigonometric polynomial Q, we have:
By virtue of [18] , it has long been known that X 0 cannot be made uniformly convex by equivalent renorming (and so the reflexive Banach space X 0 is not super-reflexive).
On a more positive note, we mention here that all trigonometrically well-bounded operators on Banach spaces do enjoy the following operator-valued variant of Fejér's Theorem (Theorem (3.10)-(i) of [6] -compare the Tauberian-type improvement for the super-reflexive space setting in Theorem 5.4 below.) Theorem 2.4. Suppose that U is a trigonometrically well-bounded operator on a Banach space X, and E (·) is the spectral decomposition of U. Let f ∈ BV (T) , and let f # be as in (2.3). Then the formal series
in the strong operator topology to
Functions of Higher Variation
The centerpiece of our considerations in §4 will be a proof that, in the context of super-reflexivity, spectral integration against the spectral decomposition E(·) can be extended from BV (T) to the broader function classes V p (T), where p ranges over an appropriate subinterval of (1, ∞) (Theorem 4.5 below). To avoid later digressions, we assemble here the definition and some key properties of the p-variation of a function ψ. Except as otherwise noted, further details can be found in, e.g., [30] .
where the supremum is extended over all partitions
By definition, the class V p (J) consists of all functions ψ : J → C such that var p (ψ, [a, b]) < ∞. It is elementary that V p (J) becomes a unital Banach algebra under pointwise operations when endowed with the norm · Vp(J) specified by
Moreover, if ψ ∈ V p (J), then lim x→y + ψ (x) exists for each y ∈ [a, b), lim x→y − ψ (x) exists for each y ∈ (a, b], and the set of discontinuities of ψ in J is countable. It is elementary that V 1 (J) and BV (J) consist of the same functions, and also that . For 1 ≤ p < ∞, and f ∈ V p (T), the partial sums S n (f, ·) of the Fourier series of f satisfy
(In the case p = 1, this is shown by the reasoning in Theorem III(3.7) of [31] . The case p > 1 is covered by the reasoning in § §10,12 of [30] .) Of particular importance for the study of the set W in (1.3) is the following feature of the sequence {s n } ∞ n=1 in (2.4), which, in view of the above discussion for
, holds by virtue of §12 of [30] .
We shall be also have occasion to consider the affiliated space Lip
By pg. 566 of [21] , Λ p ⊆ L p (T), and hence (3.2) implies that Λ p is invariant under the translation-invariant operators of L p (T). The inclusion V p (T) ⊆ Λ p is standard (for p = 1 see Lemma 9 of [22] , and for 1 < p < ∞, see pgs. 259, 260 of [30] ). Moreover, the spaces Λ p , 1 ≤ p < ∞, form an increasing family: Λ p ⊆ Λ q if p ≤ q (Theorem 6 of [22] ). Lemma 11 of [22] shows that for f ∈ Λ p , f (k) ∞ k=−∞ , the sequence of Fourier coefficients of f , satisfies
Remark 3.3. (i) For 1 ≤ p < ∞ and ψ : T → C, there is also a rotation-invariant notion for the p-variation of ψ on T, which serves as an alternative to var p (ψ, T) defined above. Specifically, we can define
where the supremum is taken over all finite sequences −∞ < t 0 < t 1 < · · · < t N = t 0 + 2π < ∞. It is evident that
and that v 1 (ψ, T) = var 1 (ψ, T). Moreover, for 1 ≤ p < ∞, V p (T) is also a unital Banach algebra under the equivalent norm · vp(T) given by the expression ψ vp(T) = sup {|ψ(z)| : z ∈ T} + v p (ψ, T). A straightforward application of the Generalized Minkowski Inequality shows that if F ∈ L 1 (T) and ψ ∈ V p (T), then the convolution F * ψ belongs to V p (T), with
While taking due account of (3. 
Super-Reflexivity and Spectral Integration of
The author wishes to thank Nigel Kalton for pointing these investigations in the direction of R.C. James's inequalities for super-reflexive Banach spaces ( [23] ). We begin this section by recalling Theorem 3 of [23] , which furnishes the following estimate.
Theorem 4.1. Let X be a super-reflexive Banach space. If Φ and K are real numbers such that
then there is a number q = q (X, Φ, K) such that 1 < q < ∞, and for any normalized basic sequence {y j } in X with basis constant not exceeding K, we have:
for all scalar sequences {a j } such that j a j y j converges.
In the context of a spectral family of projections in a super-reflexive Banach space, James's Theorem 4.1 above readily specializes so as to take on the following form.
Proposition 4.2. If E (·) is a spectral family of projections in a super-reflexive
Banach space X, and Φ is a real number satisfying
then there is a real number q = q (X, Φ, E u ) such that 1 < q < ∞, and
Proof. Let x ∈ X \ {0}, and suppose that −∞ < λ 0 < λ 1 < λ 2 < · · · < λ N < ∞. Let {z j } M j=1 be the basic sequence consisting of all non-zero terms extracted from {{E (λ k ) − E (λ k−1 )} x} . By using projections of the form E (λ k ) for appropriate values of k (rather than differences {E (λ k ) − E (λ k−1 )}) to truncate linear combinations of the y ' j s, we see that the basis constant of {y j } M j=1 does not exceed E u . Let {a j }
M j=1
be the sequence of real numbers { z j } M j=1 . Then, in the present context, since the finite sum in the majorant of (4.1) telescopes, the estimate (4.1) specializes to
By dropping off the terms for k = 1 and k = N in the minorant of this inequality, and then, in the majorant successively, letting λ N → ∞, λ 0 → −∞, we arrive at (4.3). By combining an obvious vector-valued variant of Young-Stieltjes integration ( §10 of [30] ) with the following "tailor-made" lemma on spectral integration, whose demonstration can readily be modeled after the proof of Theorem 2.1 in [9] , we arrive at the automatic spectral integration of V p (T) in the presence of superreflexivity that is embodied in Theorem 4.5 immediately following this lemma.
Lemma 4.4.
Suppose that U is a trigonometrically well-bounded operator on an arbitrary Banach space X, E (·) is the spectral decomposition of U , and 1 < u < ∞. Suppose further that there is a constant τ such that
Then if 1 ≤ p < u, the spectral integral [0,2π] φ e it dE(t) exists for each φ ∈ V p (T), and the mapping
Theorem 4.5. Let X be a super-reflexive Banach space, and let E (·) be the spectral decomposition of a trigonometrically well-bounded operator U ∈ B (X). Let q ∈ (1, ∞) be the index furnished for E (·) by Proposition 4.2 so that var q (E) < ∞.
is the conjugate index of q. Then the spectral integral [0,2π] φ e it dE(t) exists for each φ ∈ V p (T), and the mapping
is an identity-preserving algebra homomorphism
Remark 4.6. In general, the spectral integration of the class V p (T) in Theorem 4.5 does not extend to the class of Marcinkiewicz multipliers M 1 (T). For an instance of the failure of spectral integration of M 1 (T) with respect to the spectral decomposition of a trigonometrically well-bounded operator on the Hilbert space ℓ 2 (N), see the example in (5.36) of [7] .
By combining the oscillation estimate for spectral families in Lemma 4 of [28] with suitable vector-valued adaptations of the methods used for (6.4) and (10.8) of [30] , we can associate with Theorem 4.5 the following convergence theorem for nets of spectral integrals.
Theorem 4.7. Assume the hypotheses on X, E (·), U , and q of Theorem 4.5, and let p ∈ (1, q ′ ). Suppose that {g β } β∈B is a net of mappings from T into C satisfying
and such that for each β ∈ B, and each t 0 ∈ R,
Suppose further that {g β } β∈B converges pointwise on T to a complex-valued function g. Then g ∈ V p (T), and the net
β∈B converges in the strong operator topology of B (X) to Proposition 4.9. Suppose that 2 < p < ∞, and w ≡ {w k } ∞ k=−∞ satisfies the discrete Muckenhoupt A p/2 (Z) weight condition, with an A p/2 (Z) weight constant C. Then for every sequence {J n } n≥1 of disjoint arcs in T, we have
where the characteristic function of J n is denoted by ζ Jn , and S
,where J λ is the arc e is : 0 ≤ s ≤ λ .
Since 2 < p in the setup of Proposition 4.9, (4.6) shows that for all f ∈ ℓ p (w),
and hence whenever 0 = λ 0 < λ 1 < · · · < λ N < 2π, we have, upon specializing by putting
This shows that var p (E) < ∞. For concrete instances of the foregoing, let α ∈ R,
be the weight sequence specified by w
k ∈ Z\{0} and w (α) 0 = 1. As observed in, e.g., Proposition 3.8 of [13] , if 1 < u < ∞, then w (α) ∈ A u (Z) if and only if −1 < α < u − 1. In particular, for 2 < p < ∞, w (α) ∈ A p/2 (Z) for any value of α in the range −1 < α < (p/2) − 1.
Applications to Operator Ergodic Theory and Abstract Fourier Series
The first take up the precompactness relative to the strong operator topology of the set of rotated Hilbert averages W (specified in (1.3)) corresponding to a trigonometrically well-bounded operator U on a super-reflexive space. For this purpose let us note that by Proposition 3.2 and (3.4), the set S consisting of all rotates of {s n : n ∈ N} satisfies
This, in conjunction with the "Helly Selection Theorem for Functions of Bounded p-Variation" (Theorem 2.4 of [26] ) and Theorem 4.7, gives the desired result.
Theorem 5.1. If U is a trigonometrically well-bounded operator on a super-reflexive Banach space X, then the closure, relative to the strong operator topology, of the class W specified in (1.3) is compact in the strong operator topology, and hence, in particular,
An application of Theorem 6.2-(i) of [11] to (5.2) now yields the uniform boundedness of the set of all rotates of the one-sided discrete ergodic averages of U .
Corollary 5.2. If U is a trigonometrically well-bounded operator on a superreflexive Banach space X, then
Analogous reasoning to that of Theorem 5.1 yields the following generalization.
Theorem 5.3. Let X be a super-reflexive Banach space, and let U ∈ B (X) be a trigonometrically well bounded operator. Denote by E (·) the spectral decomposition of U , let q ∈ (1, ∞) be the index furnished for E (·) by Proposition 4.2 so that var q (E) < ∞, and let p ∈ (1, q ′ ). Let T p denote the set of all trigonometric polynomials τ such that τ Vp(T) ≤ 1. Then the closure in the strong operator topology of {τ (U ) : τ ∈ T p } is compact in the strong operator topology. Theorem 5.4. Let X be a super-reflexive Banach space X, let U ∈ B (X) be trigonometrically well-bounded, and let E (·) be the spectral decomposition of U . Then for each f ∈ BV (T), the formal series
k converges in the strong operator topology to
In the presence of super-reflexivity, we can, for an appropriate range of values p > 1, and for arbitrary φ ∈ V p (T), apply Fejér's Theorem together with Theorem 4.7 to infer the following extension of Theorem 2.4 from BV (T) to V p (T).
Theorem 5.5. Let X be a super-reflexive Banach space, and let U ∈ B (X) be a trigonometrically well bounded operator. Denote by E (·) the spectral decomposition of U , let q ∈ (1, ∞) be the index furnished for E (·) by Proposition 4.2 so that var q (E) < ∞, and let p ∈ (1, q ′ ). If φ ∈ V p (T), then for each x ∈ X, s ∈ R,
as n → ∞, where φ s denotes the rotate φ (·) e is . Hence, we have by dominated convergence that, relative to the strong operator topology, the operator-valued func-
given by Θ φ (n) x = φ(n)U n x, for all n ∈ Z, and all x ∈ X.
The vector-valued Riemann-Lebesgue Lemma now provides the following corollary. Theorem 5.8. Let X be a super-reflexive Banach space with dual space X * , and let U ∈ B (X) be a trigonometrically well-bounded operator such that
Denote by E (·) the spectral decomposition of U , and let q ∈ (1, ∞) be the index furnished for E (·) by Proposition 4.2. Put q * = min {2, q ′ }. If 1 < p < q * , and f ∈ V p (T), then the series
Outline of proof. By judiciously switching back and forth between vector-valued series and scalar-valued series, a proof for the present situation can be patterned after the summability methods in [22] , whose main theorem (Theorem 1) insures, in particular, the pointwise summability C, −p −1 + δ , for all δ > 0, of the Fourier series of each complex-valued F ∈ V p (T), where 1 ≤ p < ∞. Under the present hypotheses on p and f , we let x ∈ X, x * ∈ X * , and note that by (5.4) the sequence
, and so is a Fourier multiplier for L 2 (T). Hence Λ 2 contains a function g such that g (n) = f (n) x * (U n x), for all n ∈ Z. By combining the summability properties of the Fourier series of g with the strong (C, 1) summability in Theorem 5.5, one can adapt the reasoning in [22] to show that the series in (5.5) is (C, s) summable in the strong operator topology for every s > −2 −1 .
Operator-Weighted Hilbert Sequence Spaces and Trigonometrically Well-Bounded Shift Operators
As shown in Theorem 2.3 of [12] , estimates for shifts on appropriate operatorweighted Hilbert sequence spaces serve to model the general behavior of trigonometrically well-bounded operators on arbitrary Hilbert spaces. This brief section will indicate how (5.2) blends in with the Hilbert space scene to provide some further insights into the behavior of the Hilbert transform in non-commutative analysis. We begin by describing the relevant class of operator-weighted Hilbert sequence spaces. Henceforth, K will be an arbitrary Hilbert space with inner product < ·, · >. An operator -valued weight sequence on K will be a bilateral sequence W = {W k } ∞ k=−∞ (W k ∈ B (K) for all k) such that for each k ∈ Z, W k is a positive, invertible, self-adjoint operator. We associate with W the weighted Hilbert space ℓ 2 (W) consisting of all sequences
and furnished with the inner product << ·, · >> specified by << x, y >>= ∞ k=−∞ < W k x k , y k >. Thus, ℓ 2 (W) is a generalization to non-commutative analysis of the ℓ 2 -spaces defined by scalar-valued weight sequences in the special case where K = C. (The transition from scalar-valued weights to operator-valued weights was originally introduced in [29] in the continuous variable setting.) The link between our previous considerations and ℓ 2 (W) stems from the interplay between ℓ 2 (W) and the discrete Hilbert kernel h : Z → R, which is defined as the Fourier coefficient sequence for the function φ 0 ∈ BV (T) that was specified in conjunction with (2.4). The truncates {h N } ∞ N =1 of the discrete Hilbert kernel h are defined by writing for each N ∈ N and each k ∈ Z: h N (k) = h (k), if |k| ≤ N , and h N (k) = 0, if |k| > N . The formal operator of convolution by h on ℓ 2 (W) is the discrete Hilbert transform, which will be symbolized by D, while convolution by h N on ℓ 2 (W) will be denoted by D N . If h defines a bounded convolution operator mapping ℓ 2 (W) into ℓ 2 (W) , we shall say that W possesses the Treil -Volberg property.
The following proposition combines Theorem 4.12 of [10] with (5.2) to encapsulate the connection between the Treil-Volberg Property, the discrete Hilbert kernel's truncates, and the right (bilateral) shift R : ℓ 2 (W) → K Z specified by R {x k } Remark 6.2. The equivalence of conditions (i) and (ii) of Proposition 6.1 is covered by Theorem 4.12 of [10] . However, there seems to be no known direct avenue available from classical Fourier analysis techniques alone which could establish the uniform boundedness of the truncates in (6.1) of (iii) directly from the boundedness of D on ℓ 2 (W) asserted by (i), because the lore of the classical Hilbert transform is generally tailored to proceed through the availability of bounded maximal operators like the Hardy-Littlewood maximal function and the maximal Hilbert transform, which have no counterpart in the present context. In this connection, it is worth noting that Theorem 6.1 of [12] shows that there is an operator-valued weight sequence W 0 on the Hilbert space ℓ 2 (N) such that W 0 enjoys the Treil-Volberg Property, but the analogues of the classical Marcinkiewicz Multiplier Theorem and the Littlewood-Paley Theorem fail to hold on ℓ 2 (W 0 ), and so the uniform boundedness of {s n } ∞ n=1 in the Banach algebra of Marcinkiewicz Multipliers cannot be used to deduce (iii) from (i) in Proposition 6.1. In view of these observations, the thrust of Proposition 6.1 can be construed as its implication (ii) implies (iii), which follows immediately by (5.2), since for each N ∈ N, s N (R) = D N .
