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Abstract
We consider naturally occurring, uncountable transformation semigroups S and in-
vestigate the following three questions.
(i) Is every countable subset F of S also a subset of a ﬁnitely generated subsemi-
group of S? If so, what is the least number n such that for every countable
subset F of S there exist n elements of S that generate a subsemigroup of S
containing F as a subset.
(ii) Given a subset U of S, what is the least cardinality of a subset A of S such
that the union of A and U is a generating set for S?
(iii) Deﬁne a preorder relation 4 on the subsets of S as follows. For subsets V and
W of S write V 4 W if there exists a countable subset C of S such that V
is contained in the semigroup generated by the union of W and C. Given a
subset U of S, where does U lie in the preorder 4 on subsets of S?
Semigroups S for which we answer question (i) include: the semigroups of the injec-
tive functions and the surjective functions on a countably inﬁnite set; the semigroups
of the increasing functions, the Lebesgue measurable functions, and the diﬀerentiable
functions on the closed unit interval [0, 1]; and the endomorphism semigroup of the
random graph.
3
4We investigate questions (ii) and (iii) in the case where S is the semigroup ΩΩ
of all functions on a countably inﬁnite set Ω. Subsets U of ΩΩ under consideration
are semigroups of Lipschitz functions on Ω with respect to discrete metrics on Ω and
semigroups of endomorphisms of binary relations on Ω such as graphs or preorders.
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Chapter 1
Introduction and background
1.1 Introduction
Functions are one of the most fundamental concepts within mathematics and the
study of diﬀerent aspects of functions pervades the subject. We will take an algebraic
outlook on functions and study their composition. In other words, we let Ω be a set
and study subsemigroups of the semigroup ΩΩ of all functions from Ω to Ω. Such
semigroups are called transformation semigroups.
When presented with a semigroup, or any other algebraic structure for that mat-
ter, one of the ﬁrst things that any algebraist would like to know is how it is generated.
As usual, for a subset U of a semigroup S the subsemigroup generated by U , which
we will denote by 〈 U 〉, is the intersection of all subsemigroups of S containing U
as a subset. This is equivalent to saying that 〈 U 〉 consists of all ﬁnite products of
elements of U . If 〈 U 〉 = S, then U is a generating set for S.
To have a generating set at hand can be very helpful when trying to deal with
the corresponding semigroup, especially when the generating set is small compared
11
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to the semigroup itself. A small generating set oﬀers a succinct way of specifying the
semigroup as well as a tool to answer certain questions about it. An easy example of
the latter is the fact that a semigroup is commutative if and only if all its generators
commute.
Simply knowing whether a given semigroup has a small generating set can give
some idea about the structure and complexity of the semigroup. For example, if
one was asked for the key diﬀerence between the semigroups of the natural numbers
N = {1, 2, 3, . . . } under addition and N under multiplication, one would probably
point to the fact, that N under addition is generated by the element 1, whereas N
under multiplication is not generated by any ﬁnite subset of N.
It is therefore very natural to ask for the smallest cardinality of a generating set
for a given semigroup. This smallest cardinality is usually called the rank of the
semigroup.
In this thesis we are interested in subsemigroups of ΩΩ for inﬁnite sets Ω. This
means that most of the semigroups under consideration will be uncountable. Of
course, an uncountable semigroup S cannot have ﬁnite rank, since any ﬁnite subset of
S generates an at most countably inﬁnite subsemigroup of S. In fact, the question of
the rank of S becomes entirely trivial when S is an uncountable semigroup. Suppose
that an inﬁnite subset G of S generates S. Then
S = G1 ∪G2 ∪G3 ∪ . . . where Gn = { g1g2 · · · gn : g1, g2, . . . , gn ∈ G }.
But |Gn| = |G| for any n ∈ N and so |S| 6
∑∞
n=1 |G
n| = |G|. So the rank of any
uncountable semigroup S is just |S|.
A remark about set theory: the above argument implicitly uses the Axiom of
Choice (see Section 2.3 for more details). In fact, most of the results presented in
this thesis depend on the Axiom of Choice or at least some weaker version of the
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axiom. We will continue to use the Axiom of Choice without apology or explicit
reference.
Since, for uncountable semigroups, the usual endeavour of ﬁnding generating
sets of small cardinality is futile and the question of rank trivial, mathematicians
have introduced several alternative generation properties that do make sense for
uncountable semigroups. In this thesis we will study the following three ideas.
Firstly, instead of trying to generate the entire uncountable semigroup S, we could
ask for the smallest number of elements of S needed to generate a subsemigroup
containing any given countable subset of S. Another idea is to assume that we
‘already have’ a large subset U of S and to try and ﬁnd the smallest set A ⊆ S such
that U ∪ A generates S (see Section 1.3 for a precise formulation). The ﬁnal notion
is to, in some sense, order the subsets of S according to their generating strength.
We will now introduce these three ideas in detail and point out the connections
between them. Some background deﬁnitions, conventions and results that we will
use in this and later chapters may be found in Chapter 2.
1.2 Sierpin´ski rank
A semigroup S has Sierpin´ski rank n if n is the least number such that for every
countable subset F of S there exist g1, . . . , gn ∈ S such that F ⊆ 〈 g1, . . . , gn 〉. If no
such n exists, then we will say that S has infinite Sierpin´ski rank.
The reason for this name and the starting point for this section is the following
theorem by Sierpin´ski [29] from 1935.
Theorem 1.2.1. Let Ω be an infinite set and let f1, f2, . . . ∈ Ω
Ω be arbitrary. Then
there exist g, h ∈ ΩΩ such that {f1, f2, . . . } ⊆ 〈 g, h 〉.
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The proof included here is due to Banach [3] and much shorter than Sierpin´ski’s
original proof. The proof uses the notion of a moiety that will be important through-
out the thesis. Amoiety of an inﬁnite set Ω is a subset Λ ⊆ Ω such that |Λ| = |Ω\Λ| =
|Ω|.
Proof of Theorem 1.2.1. Partition the set Ω into countably many moieties
Ω0,Ω1,Ω2, . . .
and partition Ω0 into countably many moieties
Ω0,1,Ω0,2,Ω0,3, . . . .
Let g ∈ ΩΩ be any function that maps Ωi−1 bijectively to Ωi for all i ∈ N.
We will now deﬁne h ∈ ΩΩ in two steps. Let h map Ωi bijectively to Ω0,i for all
i ∈ N. Note that, so far, h is only deﬁned on Ω \ Ω0. Nevertheless, for any i ∈ N,
the composite function
ti = ghg
ih : Ω −→ Ω0,i
is already deﬁned and ti is a bijection from Ω to Ω0,i. Now deﬁne h on Ω0 by
αh = αt−1i fi for all α ∈ Ω0,i and for all i ∈ N.
We will now show that every fi satisﬁes fi = ghg
ih2. Let α ∈ Ω be arbitrary, then
αghgih = αti ∈ Ω0,i and so
αghgih2 = αtih = αtit
−1
i fi = αfi.
Hence {f1, f2, . . . } ⊆ 〈 g, h 〉 as required.
Another way of stating Theorem 1.2.1 is to say that the Sierpin´ski rank of ΩΩ
is at most 2 for any inﬁnite set Ω. Could the Sierpin´ski rank of ΩΩ be 1? A little
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thought tells us that the answer is ‘no’: if a semigroup S has Sierpin´ski rank 1, then
every countable subset of S is contained in a one-generator subsemigroup of S. In
particular, S is commutative. None of the semigroups that we will study with respect
to Sierpin´ski rank are commutative, and so all Sierpin´ski ranks will be at least 2.
Banach’s proof above can be very easily adapted to obtain analogous results for
other semigroups. For example, the following was pointed out in [16]. Let f1, f2, . . .
in the proof of Theorem 1.2.1 be arbitrary partial maps on Ω or arbitrary binary
relations on Ω, instead of arbitrary functions on Ω. Then the very same argument
shows, respectively, that the semigroups of all partial maps on Ω and the semigroup
of all binary relations on Ω (under composition of binary relations) have Sierpin´ski
rank 2.
Upon seeing Theorem 1.2.1, the perhaps most natural question is to ask for the
Sierpin´ski rank of the symmetric group Sym(Ω). As usual, if G is a group and U is
a subset of G, then the subgroup generated by U is the intersection of all subgroups
of G that contain U as a subset. This is equivalent to saying that the subgroup
generated by U is the set of all ﬁnite products of elements of U and their inverses.
It would be possible to deﬁne Sierpin´ski rank diﬀerently for groups so that it
would be in terms of generation of groups rather than semigroups. This is not the
approach we will take here. We will consider groups to simply be particular (and
particularly nice) examples of semigroups. In particular, even if U is a subset of
a group, the notation 〈 U 〉 refers to the subsemigroup generated by U while the
subgroup generated by U is 〈 U,U−1 〉 where U−1 = { u−1 : u ∈ U } is the set of
inverses of elements of U .
F. Galvin proved the following result.
Theorem 1.2.2 ([13, Theorem 3.3]). Let Ω be an infinite set. For every countable
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subset F of Sym(Ω) there exists a subgroup G of Sym(Ω) generated by two elements
of Sym(Ω) such that F ⊆ G.
Note that by our previous discussion, Theorem 1.2.2 does not imply that the
Sierpin´ski rank of Sym(Ω) is 2 but merely that it is at most 4. However, Galvin also
considered the problem of restricting the orders of the generators.
Theorem 1.2.3. [13, Theorem 3.5] Let Ω be an infinite set. For every countable
subset F of Sym(Ω) there exists a subgroup G of Sym(Ω) generated by two elements
of Sym(Ω), one of order 53 and the other of order 4, such that F ⊆ G.
Theorem 1.2.3 immediately implies the precise value of the Sierpin´ski rank of
Sym(Ω).
Theorem 1.2.4. Let Ω be an infinite set. Then the Sierpin´ski rank of Sym(Ω) is 2.
Proof. Let F be a countable subset of Sym(Ω). By Theorem 1.2.3 there exist f, g ∈
Sym(Ω) with ﬁnite orders such that F ⊆ 〈 f, g, f−1, g−1 〉. Since f and g have ﬁnite
orders it follows that f−1, g−1 ∈ 〈 f, g 〉 and so 〈 f, g 〉 = 〈 f, g, f−1, g−1 〉 ⊇ F .
The Sierpin´ski ranks of some more semigroups are known. For example, Sierpin´ski
himself [28] proved 1 that the Sierpin´ski rank of the semigroup of continuous functions
on the closed unit interval is at most 4. (Of course he did not use the term ‘Sierpin´ski
rank’.) We will give his proof in Section 3.4 (see Lemma 3.4.2).
1Historically, this result actually precedes Sierpin´ski’s other result (Theorem 1.2.1) by about a
year. Theorem 1.2.1 is arguably better known and a more natural first result in this area and thus
was chosen as the motivation for the definition of Sierpin´ski rank. This can be seen as an example
of ‘history as it should have happened vs history as it really was’, a concept put forward by L. Olsen
in a lecture on complex numbers. According to Olsen, complex numbers arose from attempts to
solve cubic equations when they ‘should have’ arisen from attempts to solve quadratic equations.
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The result was subsequently improved and generalised. S. Subbiah [30] showed
that the Sierpin´ski rank of the semigroup of continuous functions on certain topo-
logical spaces is 2. Topological spaces where this result applies include [0, 1]n for any
n, the set of rational numbers and the set of irrational numbers.
K. D. Magill Jr. [23] showed that the semigroup of endomorphisms of an inﬁnite
dimensional vector space over a ﬁnite ﬁeld has Sierpin´ski rank 2. This result has
been generalised in [2] where it was shown that the semigroup of endomorphisms of
any algebra with inﬁnite independent generating set has Sierpin´ski rank 2.
In Chapter 3 we will calculate the Sierpin´ski rank for several naturally occurring
transformation semigroups. (See Section 3.1 for an overview of the results in Chapter
3.)
1.3 Relative rank
Let S be a semigroup and let U be a subset of S. The relative rank of S modulo U ,
denoted by rank(S : U), is deﬁned to be the least cardinality of a set A ⊆ S such
that 〈 U,A 〉 = S. We may also call rank(S : U) the relative rank of U in S.
Relative ranks of transformation semigroups were ﬁrst explicitly considered in
[20] and [21]. In the latter it was shown that if Ω is any inﬁnite set, then rank(ΩΩ :
Sym(Ω)) = 2 and rank(ΩΩ : E(Ω)) = 2, where E(Ω) is the set of idempotents of ΩΩ.
As usual, an idempotent of a semigroup S is an element e of S such that e2 = e.
The pairs of elements of ΩΩ that generate ΩΩ together with Sym(Ω) and the pairs
of elements of ΩΩ that generate ΩΩ together with E(Ω) were also classiﬁed in [21].
Before we give proofs of the facts that rank(ΩΩ : Sym(Ω)) = 2 and rank(ΩΩ :
E(Ω)) = 2 here, we will point out some connections between the notions of relative
rank, Sierpin´ski rank and semigroup coﬁnality.
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The group cofinality of a non-ﬁnitely generated group G is the minimal length
of an inﬁnite chain of proper subgroups of G whose union is G. The semigroup
cofinality of a non-ﬁnitely generated semigroup S is analogously deﬁned to be the
minimal length of an inﬁnite chain of proper subsemigroups of S whose union is S.
For a non-ﬁnitely generated group G, the group coﬁnality of G equals the semigroup
coﬁnality of G (see [24, Lemma 2.1]). We denote the semigroup coﬁnality of S by
cf(S).
Theorem 1.3.1. [22, Theorem 1.1.] Let Ω be an infinite set. Then cf(Sym(Ω)) >
|Ω|.
The proof of [22, Theorem 1.1] can be adapted to obtain the analogue for ΩΩ.
For a proof see [25, Proposition 4].
Theorem 1.3.2. Let Ω be an infinite set. Then cf(ΩΩ) > |Ω|.
The relative ranks that a semigroup S may have modulo any of its subsets are
restricted by the Sierpin´ski rank of S and cf(S). Denote the least uncountable
cardinal by ℵ1.
Proposition 1.3.3. Let S be a semigroup with Sierpin´ski rank n ∈ N and let U be
a subset of S. Then either rank(S : U) 6 n or rank(S : U) > max{cf(S),ℵ1}.
Proof. First, suppose that rank(S : U) 6 ℵ0. Then, by deﬁnition, there exists a
countable subset F of S such that 〈 U, F 〉 = S. Since the Sierpin´ski rank of S is n,
there exist g1, . . . , gn ∈ S such that F ⊆ 〈 g1, . . . , gn 〉. Hence 〈 U, g1, . . . , gn 〉 = S
and so rank(S : U) 6 n.
Now suppose that rank(S : U) > ℵ1. Let κ be the least ordinal of cardinality
rank(S : U). We follow the convention that κ is the set of all ordinals less than κ.
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Let A = {aλ}λ<κ be a subset of S such that 〈 U,A 〉 = S. Then for any µ < κ
the semigroup Sµ = 〈 {aλ}λ<µ, U 〉 is a proper subsemigroup of S. Furthermore,
Sµ ⊆ Sν whenever µ 6 ν. It follows that {Sµ}µ<κ is a chain of length κ of proper
subsemigroups of S whose union is S and hence κ > cf(S).
For ΩΩ and Sym(Ω) we obtain the following corollaries of Proposition 1.3.3 and
Theorems 1.2.1, 1.2.4, 1.3.1 and 1.3.2.
Corollary 1.3.4. Let Ω be an infinite set and let U be a subset of ΩΩ. Then either
rank(ΩΩ : U) 6 2 or rank(ΩΩ : U) > |Ω|.
Corollary 1.3.5. Let Ω be an infinite set and let U be a subset of Sym(Ω). Then
either rank(Sym(Ω) : U) 6 2 or rank(Sym(Ω) : U) > |Ω|.
The following is another theorem due to Galvin.
Theorem 1.3.6. [13, Theorem 5.8] Let Ω be an infinite set and let q > 2 be a natural
number. Let A and B be subsets of Sym(Ω) such that the group generated by A∪B is
Sym(Ω). If |B| 6 |Ω|, then there exists g ∈ Sym(Ω) of order 2q such that the group
generated by A ∪ {g} is Sym(Ω).
For subgroups G of Sym(Ω) it is possible to restrict the values of rank(Sym(Ω) :
G) even further.
Corollary 1.3.7. Let Ω be an infinite set and let U be a subset of Sym(Ω) such that
U−1 = U . Then either rank(Sym(Ω) : U) 6 1 or rank(Sym(Ω) : U) > |Ω|.
Proof. If rank(Sym(Ω) : U) 6 |Ω|, then, by deﬁnition, there exists B ⊆ Sym(Ω) with
|B| 6 |Ω| and 〈 U,B 〉 = Sym(Ω). In particular, the group generated by U ∪ B is
Sym(Ω) and so by Theorem 1.3.6 there exists g ∈ Sym(Ω) with ﬁnite order such that
the group generated by U ∪ {g} is Sym(Ω). Since U−1 ⊆ U and g has ﬁnite order it
follows that 〈 U, g 〉 = Sym(Ω).
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Provided that we know the Sierpin´ski rank of a semigroup S, Proposition 1.3.3
gives us restrictions on the possible values of the relative ranks of S modulo its
subsets. The next theorem, which will be used in Chapter 3, provides an upper
bound for the Sierpin´ski rank of S provided that we know the relative rank and the
Sierpin´ski rank of one of its subsemigroups.
Theorem 1.3.8. Let S be a semigroup and let T be a subsemigroup of S. Suppose
rank(S : T ) = m and the Sierpin´ski rank of T is n for some m,n ∈ N. Then the
Sierpin´ski rank of S is at most m+ n.
Proof. There exist s1, s2, . . . , sm ∈ S such that 〈s1, s2, . . . , sm, T 〉 = S. Let f1, f2, . . .
be arbitrary elements of S. For each fi there exists a ﬁnite set Gi ⊆ T such that
fi ∈ 〈s1, s2, . . . , sm, Gi〉. Since G =
⋃
i∈N Gi is countable there exist g1, g2, . . . , gn ∈ T
such that G ⊆ 〈 g1, g2, . . . , gn 〉. Thus
{f1, f2, . . . } ⊆ 〈 s1, s2, . . . , sm, G 〉 ⊆ 〈 s1, s2, . . . , sm, g1, g2, . . . , gn 〉
which concludes the proof.
In this thesis we are particularly interested in relative ranks of ΩΩ modulo its
subsets. Given the split between “very ﬁnite” and “very inﬁnite” relative ranks in
ΩΩ (see Corollary 1.3.4) we would like to have some method of telling whether or not
a given subset U of ΩΩ has ﬁnite relative rank in ΩΩ. The following is a suﬃcient
condition.
Lemma 1.3.9. Let Ω be an infinite set and let U ⊆ ΩΩ. If there exists Λ ⊆ Ω with
|Λ| = |Ω| and non-empty, pairwise disjoint subsets (Ωω)ω∈Ω of Ω such that, for any
map t∗ : Λ −→ {Ωω : ω ∈ Ω }, there exists t ∈ 〈U 〉 such that λt ∈ λt
∗ for all λ ∈ Λ,
then rank(ΩΩ : U) 6 2.
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Proof. Let g be a bijection from Ω to Λ. Then g ∈ ΩΩ. Let h ∈ ΩΩ be deﬁned by
αh = ω for all α ∈ Ωω for all ω ∈ Ω. We will show that Ω
Ω = 〈 U, g, h 〉.
Let f ∈ ΩΩ be arbitrary. Let t∗ : Λ −→ {Ωω : ω ∈ Ω} be deﬁned by λt
∗ = Ωλg−1f
for all λ ∈ Λ. By assumption, there exists t ∈ 〈 U 〉 such that λt ∈ Ωλg−1f for all
λ ∈ Λ.
Now if α is any element of Ω, then αg ∈ Λ and so (αg)t ∈ Ω(αg)g−1f = Ωαf . Hence
αgth = αf . Thus gth = f and 〈 U, g, h 〉 = ΩΩ, since f was arbitrary.
It is not known whether there exist any subsets U of ΩΩ with ﬁnite relative rank
in ΩΩ that do not fulﬁl the condition of Lemma 1.3.9. In particular, we will see that
the lemma allows us to show that rank(ΩΩ : Sym(Ω)) 6 2 and rank(ΩΩ : E(Ω)) 6 2.
To obtain lower bounds for relative ranks of subsets of ΩΩ, we require the following
lemma, which will be used again in Chapter 6.
Lemma 1.3.10. Let U be a subset of ΩΩ such that f ∈ U is injective if and only if
f is surjective. Then rank(ΩΩ : U) > 2.
Proof. Seeking a contradiction assume that 〈 U, g 〉 = ΩΩ for some g ∈ ΩΩ. Let
h ∈ ΩΩ be injective but not surjective and let k ∈ ΩΩ be surjective but not injective.
Then there exist h1, h2, . . . , hm, k1, k2, . . . , kn ∈ U ∪ {g} such that h = h1h2 · · ·hm
and k = k1k2 · · · kn.
Let
M = min{ i : h1h2 · · ·hi is not surjective }
and
N = max{ i : kiki+1 · · · kn is not injective }.
Since h is injective, h1 · · ·hM is injective but not surjective. Similarly, since k is
surjective, kN · · · kn is surjective but not injective. We will now show that hM is
injective but not surjective and kN is surjective but not injective.
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If M = 1, then hM = h1 · · ·hM is injective but not surjective. If M > 1, then
by deﬁnition of M , the function h1 · · ·hM−1 is surjective. Since h1 · · ·hM−1hM is
injective it follows that h1 · · ·hM−1 is also injective and hence bijective. Hence hM is
injective but not surjective, since h1 · · ·hM−1hM is injective but not surjective. Thus
hM = g.
Similarly, if N = n, then kN = kN · · · kn is surjective but not injective. If N < n,
then kN+1 · · · kn is injective by deﬁnition of N . Since kNkN+1 · · · kn is surjective it
follows that kN+1 · · · kn is surjective and hence bijective. Thus kN is surjective but
not injective since kNkN+1 . . . kn is surjective but not injective. Hence kN = g, a
contradiction since kN 6= hM .
Theorem 1.3.11. [21, Theorem 3.3] Let Ω be an infinite set. Then rank(ΩΩ :
Sym(Ω)) = 2.
Proof. To show that rank(ΩΩ : Sym(Ω)) 6 2, let Λ be any moiety of Ω and let
(Ωω)ω∈Ω be disjoint moieties of Λ. Let t
∗ be any map from Λ to { Ωω : ω ∈ Ω }.
Let k : Λ −→ Ω be any injection such that λk ∈ λt∗ for all λ ∈ Λ. Such an
injective k exists, because |Ωω| = |Λ| for every ω ∈ Ω. Now since k is injective and
|Ω \ dom(k)| = |Ω \ im(k)| we may extend k to an element t of Sym(Ω). By Lemma
1.3.9 it follows that rank(ΩΩ : Sym(Ω)) 6 2.
On the other hand rank(ΩΩ : Sym(Ω)) > 2 by Lemma 1.3.10 since every f ∈
Sym(Ω) is both injective and surjective.
Theorem 1.3.12. [21, Theorem 5.1] Let Ω be an infinite set. Then rank(ΩΩ :
E(Ω)) = 2.
Proof. Recall that an element of ΩΩ is an idempotent if and only if it is the identity
on its image. To show that rank(ΩΩ : E(Ω)) 6 2, let Λ and Σ be two disjoint moieties
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of Ω. Let t∗ be any function from Λ to the set of singletons { {σ} : σ ∈ Σ }. Let
t ∈ ΩΩ be deﬁned by
αt =
σ if α ∈ Λ with αt
∗ = {σ}
α if α ∈ Ω \ Λ.
Since Λ and Σ are disjoint, im(t) = Ω\Λ and so t is the identity on its image. Hence
t is an idempotent and so it follows by Lemma 1.3.9 that rank(ΩΩ : E(Ω)) 6 2.
On the other hand, rank(ΩΩ : E(Ω)) > 2 by Lemma 1.3.10 since the only injective
f ∈ E(Ω) is the identity.
Theorems 1.3.11 and 1.3.12 have subsequently, in [1], been generalised into the
context of endomorphisms of independence algebras which are essentially generali-
sations of vector spaces in the context of universal algebra.
Another class of subsets of ΩΩ for which the relative ranks in ΩΩ have been
investigated are endomorphisms of partial orders on Ω. In [16] it was shown that
the order endomorphisms of the natural numbers N have relative rank 1 in NN. This
result has been generalised in two diﬀerent ways.
In [18] it was shown that if Ω is a countable totally ordered set or a well ordered
set of arbitrary cardinality, then the order endomorphisms of Ω have relative rank 1
in ΩΩ.
Countable partially ordered sets (Ω,⊑) were considered in [17]. It was shown
that if (Ω,⊑) has inﬁnitely many connected components, then the rank of the order
endomorphisms End(Ω,⊑) of (Ω,⊑) in ΩΩ is 1. On the other hand, if (Ω,⊑) has
ﬁnitely many connected components, then rank(ΩΩ : End(Ω,⊑)) is ﬁnite, and hence
at most 2, if and only if there are inﬁnitely many α ∈ Ω for which {β ∈ Ω : α ⊑ β }
or { β ∈ Ω : β ⊑ α } is inﬁnite. An example of a partial order Ω with rank(ΩΩ :
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End(Ω,⊑)) = 2 was also constructed in [17]. We will extend some of the results from
[17] in Chapter 6.
The methods used in [17] to prove that rank(ΩΩ : End(Ω,⊑)) is uncountable
under the appropriate conditions on (Ω,⊑), led to the investigation in [10] of the
relative ranks of semigroups of continuous functions on a metric space Ω modulo the
set of Lipschitz functions on Ω. It was shown that this rank is uncountable for a
wide class of metric spaces Ω. Examples of metric spaces included in this class are
the natural numbers N, the integers Z, the rational numbers Q and the real numbers
R under the usual Euclidean metric. Also included are all metric spaces that arise
from connected locally ﬁnite graphs with countable vertex set Ω, where the distance
between two vertices is the minimal length of a path between them.
Note that in the case when Ω is derived from a graph, the metric on Ω is dis-
crete and so the semigroup of continuous functions is just ΩΩ. Furthermore, every
endomorphism of the graph is a Lipschitz function on Ω and so the results from [17]
imply that the endomorphisms of a connected locally ﬁnite graph with countable
vertex set Ω have uncountable relative rank in ΩΩ. This line of research will also be
continued in Chapter 6.
The Baire space N is the topological space of all sequences of natural numbers
under the topology of pointwise convergence (see Section 2.5). Another interesting
result from [10] is that the relative rank of the semigroup of continuous functions on
N modulo the Lipschitz functions on N is ℵ1. This is one of the ﬁrst non-trivial
examples where the exact value of an uncountable relative rank could be speciﬁed.
We will obtain similar results in Chapters 4, 5 and 6. More precisely, we will let
Ω be a countably inﬁnite set and specify the precise value of rank(ΩΩ : U) for several
subsets U of ΩΩ that have uncountable relative rank in ΩΩ.
Of course, when Ω is countable, U has relative rank at most 2ℵ0 = |ΩΩ| in ΩΩ. So if
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we assume the Continuum Hypothesis, then this task becomes trivial: if U is a subset
of ΩΩ which does not have ﬁnite relative rank in ΩΩ, then ℵ0 < rank(Ω
Ω : U) 6 2ℵ0 by
Corollary 1.3.4 and so, by the Continuum Hypothesis, rank(ΩΩ : U) = 2ℵ0 . However,
we will not assume the Continuum Hypothesis and, when given a subset U of ΩΩ,
we will investigate the question of the precise value of rank(ΩΩ : U). The cardinal
number d will be prominent and is described as follows.
Let Ω = {α1, α2, . . . }. Order Ω by αi 6 αj whenever i 6 j. (Alternatively,
assume that Ω = N.) A function f ∈ ΩΩ is said to dominate another function
g ∈ ΩΩ if αf > αg for all α ∈ Ω. A subset U of ΩΩ dominates a family V ⊆ ΩΩ if
for all g ∈ V there exists f ∈ U such that f dominates g. It was shown in [16] that
if U is dominated by a countable subset of ΩΩ, then rank(ΩΩ : U) is uncountable.
The cardinal d is deﬁned to be the least cardinality of a subset of ΩΩ that domi-
nates ΩΩ. The following relations are not hard to obtain: ℵ0 < d 6 2
ℵ0 . (For a proof
see [17, Lemma 3.5]). It is consistent with the usual axioms of set theory (ZFC) that
d = ℵ1 < 2
ℵ0 = ℵ2 or ℵ1 < d = 2
ℵ0 = ℵ2, see [4].
In Chapter 4 we will show that if U is dominated by a countable subset of ΩΩ,
then rank(ΩΩ : U) > d. In Chapters 5 and 6 we will show that rank(ΩΩ : T ) = d for
several naturally occurring subsemigroups T of ΩΩ.
1.4 The Bergman-Shelah preorder
Throughout this section let Ω be a countably inﬁnite set. If G is any subgroup
of Sym(Ω), then rank(Sym(Ω) : G) is either 1 or uncountable (see Corollary 1.3.7).
Motivated by this “wide gap”, Bergman and Shelah [5] introduced the following order
relation which, in some sense, orders subsets of Sym(Ω) according to their generating
strength.
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If G andH are subsets of Sym(Ω), then we write G 4 H if there exists a countable
subset F of Sym(Ω) such that G is contained in the subgroup generated by H ∪ F .
Clearly G 4 G and if G 4 H and H 4 K, then G 4 K for all G,H,K ⊆ Sym(Ω)
and so 4 is a preorder on the set of subsets of Sym(Ω).
Note that, by Galvin’s result (Theorem 1.2.4), the countable set F is contained
in a ﬁnitely generated subgroup of Sym(Ω) and so the deﬁnition of 4 is equivalent
to saying that G 4 H if there exists a finite (or even of size at most 2) subset F of
Sym(Ω) such that G is contained in the subgroup generated by H ∪ F .
Like every preorder, 4 gives rise to an equivalence relation. Write G ≈ H to
denote that G 4 H and H 4 G. Then ≈ is an equivalence relation on the subsets of
Sym(Ω). We will write G ≺ H to denote that G 4 H and H 64 G.
There is a natural topology on Sym(Ω) — the topology of pointwise convergence
(or product topology). More information on the topology on Sym(Ω) can be found
in Section 2.5. Bergman and Shelah considered subgroups of Sym(Ω) that are closed
in the topology of pointwise convergence on Sym(Ω) and completely classiﬁed such
closed subgroups according to ≈.
One of the reasons that the class of closed subgroups of Sym(Ω) is of interest is
that it coincides with the automorphism groups of relational structures on Ω. An
n-ary relation on Ω is a set of n-tuples of elements of Ω. A relational structure on
Ω is a set of relations on Ω. An endomorphism of a relational structure S on Ω is a
function f ∈ ΩΩ such that for every relation R ∈ S we have that (β1, . . . , βn) ∈ R
implies that (β1f, . . . , βnf) ∈ R. An automorphism of S is a bijective endomorphism
whose inverse is an endomorphism.
It is known and not diﬃcult to show that a subgroup of Sym(Ω) is closed if and
only if it is the automorphism group of a relational structure on Ω. Indeed, any
closed subgroup G of Sym(Ω) is equal to the automorphism group of the relational
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structure consisting of all relations of the form { (β1f, . . . , βnf) : f ∈ G } for some
β1, . . . , βn ∈ Ω. Similarly, a subsemigroup of Ω
Ω is closed if and only if it is the
endomorphism semigroup of a relational structure on Ω (see [9, Section 6]).
The classiﬁcation in [5] of the closed subgroups of Sym(Ω) can be summarised
as follows. Let Ω = {α1, α2, . . . } and partition Ω into the sets Ai = {α2i−1, α2i} for
i ∈ N. Then let GA be the subgroup of Sym(Ω) consisting of all f ∈ Sym(Ω) such
that Aif = Ai for all i ∈ N. Similarly, partition Ω into the sets
B1 = {α1}, B2 = {α2, α3}, B3 = {α4, α5, α6}, B4 = {α7, α8, α9, α10}, . . .
and let GB be the subgroup of Sym(Ω) consisting of all f ∈ Sym(Ω) such that
Bif = Bi for all i ∈ N. Denote by 1Ω the identity function on Ω. It was shown in [5]
that
{1Ω} ≺ GA ≺ GB ≺ Sym(Ω). (1.1)
Furthermore, every closed subgroup G of Sym(Ω) is equivalent under ≈ to one of
the groups in (1.1) above. Which of these subgroups G is equivalent to depends on
the pointwise stabilisers G(Σ) = { g ∈ G : αg = α for all α ∈ Σ } of ﬁnite subsets Σ
of Ω. As usual, for a subgroup G of Sym(Ω) and α ∈ Ω the set { αg : g ∈ G } is
called an orbit of G.
Theorem 1.4.1 (Bergman and Shelah 2006). Let Ω = {α1, α2, . . . } and let G be a
closed subgroup of Sym(Ω).
• If for every finite subset Σ of Ω the subgroup G(Σ) has at least one infinite orbit,
then G ≈ Sym(Ω).
• If there exists a finite subset Σ of Ω such that G(Σ) has only finite orbits, but
none such that the sizes of the orbits of G(Σ) are bounded above by a finite
number, then G ≈ GB
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• If there exists a finite subset Σ of Ω such that the sizes of the orbits of G(Σ)
are bounded above by a finite number, but none such that G(Σ) = {1Ω}, then
G ≈ GA.
• If there exists a finite subset Σ of Ω such that G(Σ) = {1Ω}, then G ≈ {1Ω}.
It is straightforward to deﬁne the order relation 4 on subsets of ΩΩ analogously
to the deﬁnition for subsets of Sym(Ω): For U, V ⊆ ΩΩ write U 4 V if there exists
a countable subset F of ΩΩ such that U ⊆ 〈 V, F 〉.
Some research has been done into the preorder 4 on subsets of ΩΩ by Mesyan
in [25]. We will summarise the results from [25] in Section 4.1. At this point let
it just be said that this case is more complex and the picture is signiﬁcantly less
complete than in the case of Sym(Ω). There is nothing like a classiﬁcation of all
closed subsemigroups of ΩΩ with respect to 4. It is not even known how many ≈-
equivalence classes of closed subsemigroups of ΩΩ there are. It is known that there
are at least countably inﬁnitely many.
The preorder 4 on subsets of ΩΩ relates to the other notions that we have intro-
duced. For instance, by Sierpin´ski’s result (Theorem 1.2.1) we might have replaced
‘a countable subset F ’ by ‘a ﬁnite subset F ’ or even by ‘a subset F of size at most
2’ in the above deﬁnition.
As in the case of Sym(Ω), the relation 4 on subsets of ΩΩ is a preorder. Write
U ≈ V if U 4 V and V 4 U and write U ≺ V if U 4 V and V 64 U .
The equivalence class of {1Ω} consists of all countable subsets of Ω
Ω. It follows
from the deﬁnitions that U ≈ ΩΩ if and only if rank(ΩΩ : U) 6 2. So the ≈-
equivalence class of ΩΩ consists of all subsets of U that have ﬁnite relative rank in
ΩΩ.
On the other hand, if U ≺ ΩΩ and U 4 V for some V ⊆ ΩΩ, then rank(ΩΩ : U) >
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rank(ΩΩ : V ). In particular, if U ≈ V ≺ ΩΩ, then rank(ΩΩ : U) = rank(ΩΩ : V ).
In Section 4.4 we will calculate rank(ΩΩ : U) for any subset U of ΩΩ that lies in a
known ≈-equivalence class (other than the ≈-equivalence class of Sym(Ω)).
Once this is done, any result concerning the position of a given a subset U of ΩΩ
in the preorder 4, immediately implies something about rank(ΩΩ : U).
1.5 Outlook
The following is a brief overview of the structure of the rest of the thesis.
In Chapter 2 we will recall some well-known results from set theory, algebra and
topology and state some deﬁnitions and conventions that will be used and followed
in the later chapters.
In Chapter 3 we will calculate the Sierpin´ski rank of several naturally occurring
transformation semigroups such as semigroups of injections and surjections, and
semigroups of order endomorphisms, continuous functions or diﬀerentiable functions.
In Chapter 4 we will study the Bergman-Shelah preorder on subsets of ΩΩ. We will
summarise the results by Mesyan from [25], then construct some previously unknown
≈-equivalence classes and calculate the relative ranks of ΩΩ modulo subsets that lie
in known equivalence classes of ≈.
In Chapter 5 we will consider discrete metrics deﬁned on the countable set Ω and
the semigroups of Lipschitz functions on these metric spaces. We will investigate the
question of where the semigroups of Lipschitz functions on Ω lie in the Bergman-
Shelah preorder on ΩΩ and what their relative rank in ΩΩ is. We will prove several
results that answer these questions for a wide range of countable, discrete metric
spaces.
In Chapter 6 we will study endomorphisms of binary relations deﬁned on Ω.
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Analogously to Chapter 5 we will investigate where such semigroups of endomor-
phisms can lie in the Bergman-Shelah preorder and what their relative rank in ΩΩ
is. We will completely answer these questions in the case where the binary relation
is a preorder, bipartite graph or a tolerance (a reﬂexive and symmetric relation).
Finally, in Chapter 7 we will give a short summary of some of the open problems
and questions that arise from the results in the other chapters.
Chapter 2
Preliminaries
2.1 Functions
Throughout, Ω will be a non-empty set. As mentioned earlier ΩΩ denotes the set of
all functions with range and domain equal to Ω. We will also call elements of ΩΩ
maps (or mappings) on Ω. Elements of Ω will be denoted by lower case Greek letters
like α, β, γ and elements of ΩΩ by lower case roman letters like f, g, h. Denote by
dom(f) the domain of f and by im(f) the image of f .
We will write functions on the right of their argument so that composition of
functions is done from left to right. That is, the function value of an element α ∈ Ω
under a map f ∈ ΩΩ is denoted by αf and αfg = (αf)g.
A partial map on Ω is a function f whose domain and range are subsets of Ω. If f
is a partial map on Ω and A is a subset of the domain of f , then f restricted to A or
f on A is the partial map f ′ : A −→ Ω such that αf ′ = αf for all α ∈ A. Conversely,
if f ′ is a partial map with domain A, then a partial map f is an extension of f ′, if
A is a subset of the domain of f and f restricted to A is f ′.
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Since partial maps on a set Ω are a special kind of subset of Ω×Ω we may form
unions of partial maps. Unions of partial maps are not, in general, partial maps
themselves. In fact, if { gi : i ∈ I } is a set of partial maps on Ω, then
⋃
i∈I gi is
a partial map if and only if gi restricted to dom(gi) ∩ dom(gj) equals gj restricted
to dom(gi) ∩ dom(gj) for all i, j ∈ I. Two special cases in which
⋃
i∈I gi is a partial
map are if
(i) dom(gi) ∩ dom(gj) = ∅ whenever i 6= j; or
(ii) the set of functions is {g0, g1, g2, . . . } and every gi extends gi−1.
In the chapters to come we will often construct functions on Ω from partial maps on
Ω. Sometimes this is done implicitly. For example if A and B are subsets of Ω and
f ∈ ΩΩ, then a sentence like “f maps A bijectively (injectively, etc.) to B” means
that f restricted to A is a bijection (injection etc.) from A to B.
If A ⊆ Ω and f ∈ ΩΩ we will denote by Af the image of the set A under f , i.e.
the set { αf : α ∈ A }. Similarly Af−1 = { α ∈ Ω : αf ∈ A } is the pre-image of
A under f . A kernel class of f is the pre-image {α}f−1 of a singleton subset of Ω.
Note that A ⊆ (Af)f−1 but that (Af)f−1 is not equal to A in general. Also observe
that A(fg) = (Af)g and A(fg)−1 = (Ag−1)f−1 for any f, g ∈ ΩΩ and so we will
simply write these as Afg and Ag−1f−1 respectively.
If g is a (partial) bijection, we will still write g−1 to denote the inverse of g. Note
that, in this case, {α}g−1 = {αg−1} for any α in the image of g.
2.2 Binary relations
As usual a binary relation R on a set Ω is just a subset of Ω×Ω. If Λ is a subset of Ω,
then we deﬁne the subrelation of R induced by Λ to be the binary relation R∩(Λ×Λ)
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on Λ. Let Ω and Λ be sets, and R and S be binary relations on Ω and Λ, respectively.
Then a homomorphism from (Ω, R) to (Λ, S) is a function f : Ω −→ Λ such that
(αf, βf) ∈ S for all (α, β) ∈ R. A homomorphism is an isomorphism if it is bijective
and its inverse is also a homomorphism. An endomorphism is a homomorphism
from (Ω, R) to (Ω, R). We denote the semigroup of endomorphisms on (Ω, R) by
End(Ω, R). An automorphism is an endomorphism that is also an isomorphism.
A binary relation R on Ω is reflexive if (α, α) ∈ R for all α ∈ Ω. On the other
hand, R is irreflexive if (α, α) 6∈ R for all α ∈ Ω. The relation R is symmetric if
(α, β) ∈ R implies that (β, α) ∈ R. We say that R is anti-symmetric if (α, β) ∈ R
implies that either α = β or (β, α) 6∈ R. The relation R is transitive if (α, β), (β, γ) ∈
R implies that (α, γ) ∈ R.
A preorder is a reﬂexive and transitive binary relation. A partial order is a
preorder that is also anti-symmetric. A set with a partial order is called a partially
ordered set or poset. An element α of a poset Ω is called a maximal element if α 6 β
for any β ∈ Ω implies that β = α. Similarly, an element α of a poset Ω is called a
minimal element if α > β for any β ∈ Ω implies that β = α. A subset Λ is bounded
above by an element α of Ω if β 6 α for all β ∈ Λ. A subset Λ is bounded below by
an element α of Ω if β > α for all β ∈ Λ.
A partial order 6 on a set Ω is a total order if, for every α, β ∈ Ω, either α 6 β
or β 6 α. A subset Λ of a partially ordered set (Ω,6) is a chain if the partial order
induced by Λ is a total order. On the other hand, Λ is an anti-chain if the partial
order induced by Λ is just ∆Λ = { (α, α) : α ∈ Λ}. A total order on Ω is a well order
if every non-empty subset A of Ω has a minimal element, i.e. an element α ∈ A such
that α 6 β for all β ∈ A. A set with a well order deﬁned on it is called a well ordered
set.
A graph G = (Ω, E) is a set Ω together with a binary relation E that is symmetric
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and irreﬂexive. If G is a graph, then, for the sake of consistency with the literature,
we will call the elements of Ω the vertices of G and the elements of E the edges of G.
Two vertices α, β ∈ Ω are adjacent if (α, β) ∈ E. If G is a graph, then a subrelation
induced by a set will be referred to as the subgraph induced by that set.
The symmetric closure of R is the intersection of all symmetric binary relations
on Ω that contain R. In other words, the symmetric closure of R is the smallest, with
respect to set containment, symmetric relation on Ω that contains R. The reflexive
closure and transitive closure of R are deﬁned analogously.
We will use some terminology from graph theory when talking about general
binary relations R on Ω. A walk from α ∈ Ω to β ∈ Ω in (Ω, R) is a sequence of
elements of Ω
α = γ0, γ1, γ2, . . . , γn = β
such that (γi, γi+1) ∈ R or (γi+1, γi) ∈ R for 0 6 i 6 n− 1. We will say that such a
walk has length n. Two elements of Ω are connected if there exists a walk from one
to the other. Being connected is an equivalence relation on Ω and the equivalence
classes are called the components of (Ω, R). We will say that (Ω, R) is connected if
it only has one component. If R is a binary relation on Ω, then a path in (Ω, R) is a
walk in which all points are distinct.
The degree of an element α ∈ Ω is the size of the set { β ∈ Ω : (α, β) ∈
R or (β, α) ∈ R }. We say that (Ω, R) is locally finite if all the elements of Ω have
ﬁnite degree.
A graph G is bipartite if its vertices can be partitioned into two sets Ω1 and Ω2
such that whenever two vertices are adjacent, then one vertex lies in Ω1 and the
other in Ω2. A binary relation is called a tolerance relation or simply a tolerance if
it is reﬂexive and symmetric.
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2.3 Axiom of Choice and Continuum Hypothesis
For a detailed introduction to set theory including the so called Zermelo-Fraenkel
axioms (ZF) see, for example, [12].
We will assume the Axiom of Choice throughout. One way of stating the said
axiom is the following.
Axiom of Choice The Cartesian product of non-empty sets is non-
empty.
The Axiom of Choice is independent of (ZF), i.e. it is consistent with (ZF) that the
Axiom of Choice holds but it is also consistent with (ZF) that the Axiom of Choice
does not hold.
The following are a number of ways in which the Axiom of Choice will be used
in this thesis.
• Every set can be well-ordered and so be put into one-one correspondance with
an ordinal. We may therefore deﬁne a cardinal number to be an ordinal number
κ such that κ is the least ordinal which can be put into one-one correspondance
with κ.
• Every cardinal number κ has a successor cardinal κ+ with the property that if
λ > κ, then λ > κ+. Let ℵ0 = |N| and for i ∈ N let ℵi+1 = ℵ
+
i .
• If κ and λ are inﬁnite cardinals, then κ+ λ = κλ = max{κ, λ}.
• If Ω is an inﬁnite set and 1 6 κ 6 |Ω|, then Ω may be partitioned into κ
moieties.
The Continuum Hypotheses states that 2ℵ0 = ℵ1. In other words, there does not
exist a cardinal κ such that ℵ0 < κ < 2
ℵ0 .
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We will not assume the Continuum Hypotheses (CH) in this thesis. However, we
will also not assume that (CH) is false and so all results that we will present remain
true if (CH) is assumed — though some results become less interesting.
2.4 Topology
2.4.1 Definition and basic concepts
For a detailed introduction to topology see, for example, [31] or [32]. Let Ω be a set.
A topology on Ω is a set T of subsets of Ω, called the open sets, that satisﬁes the
following conditions
O1 Any union of elements of T is an element of T .
O2 Any ﬁnite intersection of elements of T is an element of T .
O3 Both Ω and ∅ are elements of T .
A set with a topology is called a topological space. An example of a topology on Ω
is the set {Ω, ∅}, called the trivial topology on Ω, another example is the set P(Ω)
of all subsets of Ω, called the discrete topology on Ω. If T is a subset of P(Ω), then
the topology generated by T is the intersection of all topologies on Ω that contain T
as a subset. The topology generated by T consists of all possible unions and ﬁnite
intersection of elements of T .
If Λ is a subset of a topological space Ω, then the subspace topology on Λ consists
of the sets A ∩ Λ where A is an open set in Ω.
A subset A of a topological space Ω is called closed if A = Ω \ B for some open
set B. It follows straight from the deﬁnitions of open and closed sets that
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C1 Any intersection of closed sets is closed.
C2 Any ﬁnite union of closed sets is closed.
C3 Both Ω and ∅ are closed.
For every i in an index set I, let Ωi be a topological space. Let Ω be the Cartesian
product of the sets Ωi for i ∈ I. The product topology on Ω is the topology generated
by the the sets (Ai)i∈I where Ai is open in Ωi for all i ∈ I and Ai = Ωi for all but
ﬁnitely many i ∈ I.
2.4.2 Metric spaces and Lipschitz functions
A metric on a set Ω is a function d : Ω × Ω −→ R such that for all α, β, γ ∈ Ω the
following hold:
• d(α, β) > 0.
• d(α, β) = 0 if and only if α = β.
• d(α, β) = d(β, α).
• d(α, β) 6 d(α, γ) + d(γ, β).
The function d is thought of as giving the distance between two points in Ω. If Ω
is a set on which a metric d has been deﬁned, then Ω is called a metric space (with
respect to d).
A sequence (βi)i∈N of elements of Ω converges to a limit β ∈ Ω if for every positive
real number ǫ there exists N ∈ N such that d(βi, β) 6 ǫ for all i > N . If A is a
subset of a metric space Ω, then an element α of Ω is called a limit point of A if
there exists a sequence of distinct elements of A that converges to α.
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A Cauchy sequence in a metric space Ω with metric d is a sequence (µ1, µ2, . . . )
of elements of Ω such that for every ǫ > 0 there exists N ∈ N such that d(µm, µn) 6 ǫ
for all m,n > N .
A metric space Ω is complete if every Cauchy sequence in Ω converges (to an
element of Ω).
For a real number r > 0 and α ∈ Ω the set { β ∈ Ω : d(α, β) < r } is called
the open ball of radius r around α and is denoted by B(α, r). Every metric induces
a topology called the metric topology on Ω. It is the topology generated by the set
of open balls { B(α, r) : α ∈ Ω, r > 0 }. A topological space is called metrizable if
its topology is the metric topology for some metric on Ω. A topological space Ω is
called completely metrizable if its topology is the metric topology for some complete
metric on Ω.
A metric space Ω is called discrete if its topology is the discrete topology. Two
alternative deﬁnitions of a discrete metric space are that Ω is discrete if Ω has no limit
points, or Ω is discrete if for any α ∈ Ω there exists ǫ > 0 such that B(α, ǫ) = {α}.
Open and closed sets in a metric space may also be characterised by means of
open balls and limit points.
Lemma 2.4.1. Let Ω be a metric space and let A be a subset of Ω. Then
(i) A is open if and only if for every α ∈ A there exists ǫ > 0 such that B(α, ǫ) ⊆ A;
(ii) A is closed if and only if every limit point of A is an element of A.
The following three lemmas, which will be used in Chapter 5 are standard ways
of constructing metrics.
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Lemma 2.4.2. Let Ω be a set and let d be a metric on Ω. Define the map t :
(Ω× Ω)× (Ω× Ω) −→ R by
t((β1, β2), (γ1, γ2)) = max{d(β1, γ1), d(β2, γ2)} for all β1, β2, γ1, γ2 ∈ Ω.
Then t is a metric on Ω× Ω.
Lemma 2.4.3. Let Ω be a set and let d be a metric on Ω. Define t : Ω×Ω −→ R by
t(α, β) =
d(α, β)
d(α, β) + 1
for all α, β ∈ Ω. Then t is a metric on Ω. Furthermore,
(i) a sequence (βi)i∈N of elements of Ω converges under t if and only if (βi)i∈N
converges under d, and
(ii) a sequence (βi)i∈N of elements of Ω is a Cauchy sequence under t if and only
if (βi)i∈N is a Cauchy sequence under d.
Lemma 2.4.4. Let Ω be a set and t1 and t2 be metrics on Ω. Define m : Ω×Ω −→ R
by m(α, β) = max{t1(α, β), t2(α, β)}. Then m is a metric on Ω. Furthermore,
(i) a sequence (βi)i∈N of elements of Ω converges under m if and only if (βi)i∈N
converges under both t1 and t2, and
(ii) a sequence (βi)i∈N of elements of Ω is a Cauchy sequence under m if and only
if (βi)i∈N is a Cauchy sequence under both t1 and t2.
Let Ω be a metric space and let C ∈ N. A function f ∈ ΩΩ is Lipschitz with
constant C if
d(αf, βf) 6 Cd(α, β)
for all α, β ∈ Ω. Denote by LΩ the set of all functions on Ω that are Lipschitz with
some constant. Then LΩ forms a subsemigroup of Ω
Ω.
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Dense sets and Baire spaces
If A is a subset of a topological space Ω, then the closure of A, denoted by Cl(A),
is the intersection of all closed sets containing A. It follows from C1 that Cl(A) is
closed. A subset A of a topological space Ω is dense if Cl(A) = Ω. On the other
hand, B ⊆ Ω is nowhere dense if Cl(B) contains no non-empty open set as a subset.
Lemma 2.4.5. Let Ω be a topological space. If A ⊆ Ω is open and dense, then Ω\A
is nowhere dense. Conversely, if B ⊆ Ω is nowhere dense, then Ω \ B contains an
open and dense set as a subset.
Topologically, a dense and open set is considered very big and a nowhere dense
set very small. A subset of a topological space Ω is meagre, or first category, if it is
the union of countably many nowhere dense sets. A comeagre set is the complement
of a meagre set. It follows by Lemma 2.4.5 that a set is comeagre if and only if it
contains the countable intersection of dense and open sets.
For meagre and comeagre to be meaningful notions of small and big in a topo-
logical space Ω we have to avoid the possibility that a subset A of Ω could be both
meagre and comeagre. In other words, we want to make sure that entire space Ω is
not meagre.
Theorem 2.4.6. A topological space Ω is not meagre if and only if every countable
intersection of dense open sets is non-empty.
For a proof see [32, Theorem 25.2]. A topological space is a Baire space if every
countable intersection of dense open sets is dense. It follows from Theorem 2.4.6 that
a Baire space is not meagre. So in a Baire space it makes sense to consider meagre
subsets small and comeagre subsets large. If Ω is a Baire space, we will say that a
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property P holds for almost all elements of Ω in the sense of Baire category if the
set of elements of Ω for which P holds is comeagre in Ω.
Baire’s Category Theorem (see [32, Theorem 25.3]) gives a suﬃcient condition for
a topological space to be Baire. In this thesis we only require the following corollary
of said theorem.
Corollary 2.4.7. [32, Corollary 25.4 b)] Every completely metrizable topological
space is Baire.
2.5 The semigroup ΩΩ and the group Sym(Ω)
As mentioned earlier, ΩΩ denotes the semigroup of all functions from a set Ω to itself
under composition of functions, and Sym(Ω) the group of all bijections from Ω to
itself. Denote the power set of Ω, the set of all subsets of Ω, by P(Ω).
If Ω is ﬁnite, say |Ω| = n, then |ΩΩ| = nn, | Sym(Ω)| = n! and |P(Ω)| = 2n. For
inﬁnite sets Ω, all of ΩΩ, Sym(Ω) and P(Ω) are of size 2|Ω|.
If |Ω| > 2, then neither ΩΩ nor Sym(Ω) are commutative.
2.5.1 The topology on ΩΩ and Sym(Ω)
Let Ω = {α1, α2, . . . } be a countably inﬁnite set. We may identify Ω
Ω with the
Cartesian product of countably inﬁnitely many copies of Ω where every f ∈ ΩΩ
corresponds to the sequence (αif)i∈N. Thus, there is a natural topology on Ω
Ω,
namely the product topology, where every copy of Ω is given the discrete topology.
This product topology on ΩΩ is completely metrizable. A metric on ΩΩ that gives
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rise to the product topology is given by
d(f, g) =
0 if f = g1/m if f 6= g and m = min{ i ∈ N : αif 6= αig }
for all f, g ∈ ΩΩ. The open ball B(f, 1/m) around f ∈ ΩΩ consists of all g ∈ ΩΩ
that agree with f on {α1, . . . , αm}. A sequence (fi)i∈N of elements of Ω
Ω converges
to f ∈ ΩΩ under the metric d if and only if (fi)i∈N converges pointwise to f . For this
reason, the topology on ΩΩ is also called the topology of pointwise convergence.
In the case that Ω = N, the set NN of all inﬁnite sequences of natural numbers
with the above topology is called the Baire Space and denoted by N .
The topology on Sym(Ω) is the subspace topology inherited from ΩΩ. This topol-
ogy is also completely metrizable and a possible metric is given by
d(f, g) =
0 if f = g1/m if f 6= g and m = min{ i ∈ N : αif 6= αig or αif−1 6= αig−1 }
for all f, g ∈ Sym(Ω). The analogues of the above remarks about open balls and
converging sequences in ΩΩ also hold for Sym(Ω).
Chapter 3
Sierpin´ski ranks
3.1 Overview
Recall that the Sierpin´ski rank of a a semigroup S is the least number n (if it exists)
such that for every countable subset F of S there exist g1, g2, . . . , gn ∈ S such that
F ⊆ 〈 g1, g2, . . . , gn 〉.
In this chapter, we will consider some naturally occurring transformation semi-
groups and calculate their Sierpin´ski ranks.
The results in this chapter are joint work with James Mitchell and Martyn Quick
and, with the exception of the results in Sections 3.2, 3.3 and 3.10, may also be found
in [27].
We have seen that for any inﬁnite set Ω the semigroup ΩΩ of all functions and
the group Sym(Ω) of all bijections on Ω both have Sierpin´ski rank 2. It is natural
to consider the Sierpin´ski rank of the semigroups Inj(Ω) of all injections on Ω and
Surj(Ω) consisting of all surjections on Ω.
In Section 3.2 we will show that the Sierpin´ski rank of Inj(Ω) depends on the
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cardinality of Ω: it is n + 4 when |Ω| = ℵn for some n ∈ N ∪ {0} and inﬁnite
otherwise.
In Section 3.3 we consider the Sierpin´ski rank of Surj(Ω). This case is more
complex and we only achieve a result for countable sets Ω: we will show that the
Sierpin´ski rank of Surj(N) is 7.
Having considered semigroups of functions on general sets Ω, we will then consider
functions that preserve some properties of the set. In Section 3.4 we will build on
another result by Sierpin´ski to show that the Sierpin´ski rank of the semigroup of
continuous functions on the closed unit interval [0, 1] is 2.
In Sections 3.5 and 3.6 we will then use this result to show that analogous results
hold for the families of Baire-n functions on [0, 1] and Lebesgue measurable functions
on [0, 1].
The semigroups of increasing functions and increasing and continuous functions
on [0, 1] will be shown to have Sierpin´ski rank 3 in Section 3.7.
An example of a semigroup with inﬁnite Sierpin´ski rank will be given in Section
3.8, where we will show that the the increasing functions on N have inﬁnite Sierpin´ski
rank.
In Section 3.9 we will show that the following families of functions on [0, 1] have
inﬁnite Sierpin´ski rank: the diﬀerentiable functions, the n-times diﬀerentiable func-
tions, the inﬁnitely many times diﬀerentiable functions and the polynomial functions.
Finally, in Section 3.10, we will show that the Sierpin´ski rank of the semigroup
of endomorphisms of the random graph is at most 3.
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3.2 Injections
Let Ω be an inﬁnite set and let Inj(Ω) denote the semigroup of injective functions
from Ω to Ω. The aim of this section is to calculate the Sierpin´ski rank of Inj(Ω).
Our strategy for ﬁnding an upper bound for the Sierpin´ski rank of Inj(Ω) will be
to ﬁrst calculate the relative rank of Inj(Ω) modulo Sym(Ω). Since the Sierpin´ski
rank of Sym(Ω) is 2 (see Theorem 1.2.4), this will allow us to use Theorem 1.3.8.
We require the following notion and results.
The defect of a function f : Ω −→ Ω is the size of the complement of its image,
i.e. the cardinality of the set (Ωf)c = Ω \ Ωf .
Lemma 3.2.1. Let Ω be a set and let f, g ∈ Inj(Ω). Then |(Ωfg)c| = |(Ωg)c| +
|(Ωf)c|.
Proof. Since f, g ∈ Inj(Ω) we have that
(Ωfg)c = (Ωg)c ∪ ((Ωf)c)g.
The above union is disjoint since ((Ωf)c)g ⊆ Ωg. Furthermore |((Ωf)c)g| = |(Ωf)c|
since g is injective and so
|(Ωfg)c| = |(Ωg)c|+ |(Ωf)c|
as required.
Corollary 3.2.2. Let Ω be an infinite set, let S ⊆ Inj(Ω) and let the cardinal number
κ be 0, 1, or infinite. If there exists a mapping in 〈S 〉 with defect κ, then there exists
a mapping in S with defect κ.
Proof. This follows from Lemma 3.2.1 since in each case κ cannot be expressed as a
ﬁnite sum of cardinals that are all unequal to κ.
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Theorem 3.2.3. Let Ω be an infinite set and K be the set of cardinal numbers κ
such that ℵ0 6 κ 6 |Ω|. Then rank(Inj(Ω) : Sym(Ω)) = |K|+ 1.
Proof. To show that rank(Inj(Ω) : Sym(Ω)) > |K| + 1, let H be a subset of Inj(Ω)
such that 〈 H, Sym(Ω) 〉 = Inj(Ω). By Corollary 3.2.2, for each κ ∈ K ∪ {1}, there
exists a map in H∪Sym(Ω) with defect κ. Since all bijections have defect 0 it follows
that for each κ ∈ K∪{1}, there exists a map in H with defect κ. Thus |H| > |K|+1.
To show that rank(Inj(Ω) : Sym(Ω)) 6 |K| + 1, for each κ ∈ K ∪ {1}, ﬁx an
element tκ ∈ Inj(Ω) that has defect κ. We will show that
〈 Sym(Ω), { tκ : κ ∈ K ∪ {1} } 〉 = Inj(Ω).
Let f ∈ Inj(Ω) \ Sym(Ω) be arbitrary. Then f has defect λ for some λ ∈ K ∪N. For
any i ∈ N the map (t1)i has defect i by Lemma 3.2.1 and so there exists an element
g ∈ 〈 { tκ : κ ∈ K ∪ {1} } 〉 with defect λ. Let h : (Ωg)
c −→ (Ωf)c be a bijection.
Deﬁne h′ : Ω −→ Ω by
αh′ =
αg
−1f if α ∈ Ωg
αh if α ∈ (Ωg)c.
then h′ ∈ Sym(Ω) and f = gh′.
The following is an immediate corollary of Theorem 3.2.3.
Corollary 3.2.4. Let Ω be an infinite set. If |Ω| = ℵn for some n ∈ N ∪ {0}, then
rank(Inj(Ω) : Sym(Ω)) = n+ 2. Otherwise rank(Inj(Ω) : Sym(Ω)) is infinite.
We may now use these results to calculate the Sierpin´ski rank of Inj(Ω) for an
inﬁnite set Ω.
Theorem 3.2.5. Let Ω be an infinite set. If |Ω| = ℵn for some n ∈ N ∪ {0} then
Inj(Ω) has Sierpin´ski rank n+ 4. Otherwise Inj(Ω) has infinite Sierpin´ski rank.
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Proof. Suppose |Ω| 6= ℵn for any n ∈ N∪{0}. Thus |Ω| > ℵn for all n ∈ N and there
exist f1, f2, . . . ∈ Inj(Ω) such that fi has defect ℵi for all i ∈ N. If G is a subset of
Inj(Ω) such that {f1, f2, . . . } ⊆ 〈 G 〉, then G is inﬁnite by Corollary 3.2.2. Hence
Inj(Ω) has inﬁnite Sierpin´ski rank.
Now suppose that |Ω| = ℵn for some n ∈ N∪{0}. Then rank(Inj(Ω) : Sym(Ω)) =
n + 2 by Corollary 3.2.4 and the Sierpin´ski rank of Sym(Ω) is 2 by Theorem 1.2.4.
Hence, by Theorem 1.3.8, the Sierpin´ski rank of Inj(Ω) is at most 2+(n+2) = n+4.
We will now show that the Sierpin´ski rank of Inj(Ω) is at least n+ 4.
Let F be a countable subset of Inj(Ω) that contains a map with defect ℵi for
each 0 6 i 6 n, a map with defect 1, and two bijections b1 and b2 that do not
commute. Let G ⊆ Inj(Ω) such that F ⊆ 〈 G 〉. Then, by Corollary 3.2.2, G
contains a map with defect ℵi for each 0 6 i 6 n and a map with defect 1. Thus
|G \ Sym(Ω)| > n + 2. Furthermore Inj(Ω) \ Sym(Ω) is an ideal of Inj(Ω) and so
b1, b2 ∈ 〈 G ∩ Sym(Ω) 〉. Since b1 and b2 do not commute they cannot both lie
in the same one-generator subgroup of Sym(Ω) and so |G ∩ Sym(Ω)| > 2. Thus
|G| = |G \ Sym(Ω)|+ |G ∩ Sym(Ω)| > n+ 2 + 2 = n+ 4.
3.3 Surjections
Denote by Surj(N) the semigroup of all surjective functions f : N −→ N. The aim of
this section is to calculate the Sierpin´ski rank of Surj(N). Similarly to Section 3.2,
we will ﬁrst calculate the relative rank of Sym(N) in Surj(N) so that we may apply
Theorem 1.3.8 to obtain an upper bound for the Sierpin´ski rank of Surj(N).
Theorem 3.3.1. The relative rank of Surj(N) modulo Sym(N) is 5.
To prove Theorem 3.3.1 we will ﬁrst prove a series of lemmas. We require the
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following concept. If f ∈ Surj(N), then let Kf : N ∪ {ℵ0} −→ N ∪ {0,ℵ0} be the
function deﬁned by
iKf = |{ α ∈ N : |{α}f
−1| = i }| for all i ∈ N ∪ {ℵ0}.
We will call Kf the kernel class type of f . For convenience, we may also write
Kf = (fℵ0 , f1, f2, . . . ), where fi = iKf for all i ∈ N∪ {ℵ0}. Note that then, since f is
a surjective function, the sum of all fi is ℵ0.
Lemma 3.3.2. Let f, g ∈ Surj(N). There exist a, b ∈ Sym(N) such that afb = g if
and only if f and g have the same kernel class type.
Proof. Observe that Kf = Kg if and only if there exists h ∈ Sym(N) such that
|{αh}f−1| = |{α}g−1| for all α ∈ N.
Now suppose that afb = g for some a, b ∈ Sym(N). Then h = b−1 ∈ Sym(N) is
the required bijection, since
|{α}g−1| = |{α}(afb)−1| = |{α}b−1f−1a−1| = |{αb−1}f−1a−1| = |{αb−1}f−1|
for all α ∈ N. Thus b−1 has the required property and Kf = Kg.
To prove the converse implication assume that Kf = Kg. Then there exists
h ∈ Sym(N) with |{αh}f−1| = |{α}g−1| for all α ∈ N.
Let a ∈ Sym(N) be any map that takes {α}g−1 bijectively to {αh}f−1 for all
α ∈ N. Then for any α ∈ N
{α}(afh−1)−1 = {α}hf−1a−1 = ({αh}f−1)a−1 = {α}g−1.
Thus afh−1 = g, as required.
For i, j ∈ N ∪ {ℵ0} let F [i, j] ⊆ Surj(N) be the set of surjective functions for
which at least j elements of Ω lie in a kernel class of size at least i. That is
F [i, j] = { f ∈ Surj(N) : |{ α ∈ N : |{αf}f−1| > i }| > j }. (3.1)
3.3. SURJECTIONS 49
Note that if 0 < j 6 i, then F [i, j] = F [i, i]. As usual, an ideal of a semigroup S is
a subset I of S such that fg, gf ∈ I for all f ∈ S and g ∈ I.
Lemma 3.3.3. Let i, j ∈ N ∪ {ℵ0}. Then F [i, j] is an ideal of Surj(N).
Proof. Let f ∈ F [i, j] and g ∈ Surj(N). To show that fg ∈ F [i, j], let α ∈ N be such
that |{αf}f−1| > i. Since
{αfg}(fg)−1 = {αfg}g−1f−1 ⊇ {αf}f−1
it follows that |{αfg}(fg)−1| > |{αf}f−1| > i. Thus
|{ α ∈ N : |{αfg}(fg)−1| > i }| > |{ α ∈ N : |{αf}f−1| > i }| > j.
Hence fg ∈ F [i, j].
Now we will show that gf ∈ F [i, j]. Let B = { α ∈ N : |{αf}f−1| > i }g−1 and
let β ∈ B. Then βg = α for some α with |{αf}f−1| > i and
|{βgf}(gf)−1| = |{αf}f−1g−1| > |{αf}f−1| > i.
The penultimate inequality holds because g is surjective and so |Ag−1| > |A| for any
A ⊆ N. We have shown that B ⊆ { α ∈ N : |{αgf}(gf)−1| > i }. Furthermore,
|B| = |{ α ∈ N : |{αf}f−1| > i }g−1| > |{ α ∈ N : |{αf}f−1| > i }| > j.
and so gf ∈ F as required.
Lemma 3.3.4. There exists a partition of Surj(N)\Sym(N) into five non-empty sets
T1, . . . , T5 such that Surj(N)\Ti is a subsemigroup of Surj(N) for every i ∈ {1, . . . , 5}.
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Proof. Consider the following sets:
I1 = Surj(N) \ Sym(N);
I2 = { f ∈ Surj(N) : |{αf}f
−1| > 1 for inﬁnitely many α ∈ N };
I3 = { f ∈ Surj(N) : for any i ∈ N there exists α ∈ N such that |{α}f
−1| > i };
I4 = { f ∈ Surj(N) : |{α}f
−1| = ℵ0 for some α ∈ N }.
It follows from the deﬁnitions that I1 ) I2 ) I3 ) I4.
For 1 6 i 6 3, let Ti = Ii \ Ii+1 and partition I4 into the sets
T4 = { f ∈ I4 : |{α}f
−1| = ℵ0 for ﬁnitely many α ∈ N } and
T5 = { f ∈ I4 : |{α}f
−1| = ℵ0 for inﬁnitely many α ∈ N }.
We will now show that Surj(N) \ Ti is a subsemigroup of Surj(N). We will ﬁrst show
this in the case where 1 6 i 6 3. To do so, we will show that, for 1 6 i 6 4, the set
Ii is an ideal of Surj(N) and Surj(N) \ Ii is a subsemigroup of Surj(N). It will then
follow that Surj(N) \ Ti, being the union of the subsemigroup Surj(N) \ Ii and the
ideal Ii+1, is a subsemigroup of Surj(N) for 1 6 i 6 3.
Using the deﬁnition of F [i, j] from (3.1) we can see that
I1 = F [2, 1], I2 = F [2,ℵ0], I3 =
⋂
i∈N
F [i, 1] and I4 = F [ℵ0, 1].
It follows by Lemma 3.3.3 that I1, I2 and I4 are ideals of Surj(N). Since the inter-
section of ideals is an ideal, it follows that I3 is also an ideal of Surj(N).
We will now show that Surj(N) \ Ii is a subsemigroup of Surj(N) for 1 6 i 6 4.
Firstly, Surj(N) \ I1 = Sym(N) is a subgroup and hence a subsemigroup of Surj(N).
Next, if f, g ∈ Surj(N) \ I2, then there exist coﬁnite subsets A and B of N such
that {αf}f−1 = {α} for all α ∈ A and {βg}g−1 = {β} for all β ∈ B. Since A and B
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are coﬁnite and f is surjective the set A′ = { α ∈ A : αf ∈ B } is also coﬁnite in N
and for any α ∈ A′
{αfg}(fg)−1 = {αfg}g−1f−1 = {αf}f−1 = {α}.
Hence fg ∈ Surj(N) \ I2 and so Surj(N) \ I2 is a semigroup.
Note that for any f, g ∈ NN and α ∈ N
{α}(fg)−1 =
⋃
β∈{α}g−1
{β}f−1. (3.2)
Now let f, g ∈ Surj(N) \ I3. There exist i, j ∈ N such that |{α}g−1| 6 i and
|{β}f−1| 6 j for all α, β ∈ N. By (3.2) it follows that |{α}(fg)−1| 6 ij for all α ∈ N.
Thus fg ∈ Surj(N) \ I3 and so Surj(N) \ I3 is a semigroup.
Let f, g ∈ Surj(N) \ I4. Then all kernel classes of f and g are ﬁnite and so, by
(3.2), all kernel classes of fg are ﬁnite and so fg ∈ Surj(N) \ I4 and Surj(N) \ I4 is a
semigroup.
We conclude that Surj(N) \ Ti is a subsemigroup of Surj(N) for 1 6 i 6 3. It
remains to show that Surj(N) \ T4 and Surj(N) \ T5 are subsemigroups of Surj(N).
The set Surj(N) \ T4 consists of all surjections that either have no inﬁnite kernel
classes (i.e. elements of Surj(N) \ I4) or inﬁnitely many inﬁnite kernel classes (i.e.
elements of T5). Let f, g ∈ Surj(N) \ T4. If f 6∈ T5 and g 6∈ T5, then f and g lie
in the semigroup Surj(N) \ I4 and so fg ∈ Surj(N) \ I4 ⊆ Surj(N) \ T4. If g ∈ T5,
then there exist inﬁnitely many α ∈ N such that {α}g−1 is inﬁnite. By (3.2) we have
that {α}(fg)−1 is inﬁnite for any such α, since all kernel classes of f are non-empty.
Hence fg ∈ T5. Now suppose that g ∈ Surj(N) \ I4 and f ∈ T5. There are inﬁnitely
many β ∈ N such that {β}f−1 is inﬁnite. Since N is partitioned into the ﬁnite kernel
classes of g, there must be inﬁnitely many kernel classes {α}g−1 containing at least
one β such that {β}f−1 is inﬁnite. If {α}g−1 is such a kernel class, then {α}(fg)−1 is
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inﬁnite by (3.2). Hence fg has inﬁnitely many inﬁnite kernel classes and so fg ∈ T5.
We have shown that Surj(N) \ T4 is a semigroup.
Finally consider Surj(N) \ T5, which consists of all elements of Surj(N) with at
most ﬁnitely many inﬁnite kernel classes. Let f, g ∈ Surj(N) \ T5 and α ∈ N. If
{α}(fg)−1 is inﬁnite, then by (3.2) either {α}g−1 is inﬁnite or there exists β ∈ {α}g−1
such that {β}f−1 is inﬁnite. Hence there are at most ﬁnitely many such α and so
fg ∈ Surj(N) \ T5 and Surj(N) \ T5 is a semigroup.
In the proof of Theorem 3.3.1 it will be shown that Sym(N) together with the
following ﬁve functions generates Surj(N). Recall that for f ∈ Surj(Ω) we let Kf =
(fℵ0 , f1, f2, . . . ), where fi = iKf for all i ∈ N∪{ℵ0}. Let a, b, c, d, e ∈ Surj(N) be any
surjections such that
Ka = (0,ℵ0, 1, 0, 0, 0, . . . ),
Kb = (0,ℵ0,ℵ0, 0, 0, 0, . . . ),
Kc = (0,ℵ0,ℵ0,ℵ0,ℵ0, . . . ),
Kd = (1,ℵ0, 0, 0, 0, 0, . . . ),
Ke = (ℵ0,ℵ0,ℵ0,ℵ0,ℵ0, . . . ).
Lemma 3.3.5. For any m > 2 there exists q ∈ 〈 Sym(N), a 〉 with 1Kq = ℵ0,
mKq = 1 and iKq = 0 for all i ∈ (N ∪ {ℵ0}) \ {1,m}.
Proof. Let l ∈ Surj(N) be deﬁned by 1l = 1 and il = i − 1 for all i > 2. Then
l ∈ 〈a, Sym(N) 〉 since Kl = Ka. Furthermore, |{1}(lm−1)−1| = m and all other kernel
classes of lm−1 have size 1. Thus q = lm−1 has the required kernel class type.
Lemma 3.3.6. For any m > 2 there exists r ∈ 〈 Sym(N), b 〉 with 1Kr = mKr = ℵ0
and iKr = 0 for all i ∈ (N ∪ {ℵ0}) \ {1,m}.
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Proof. Deﬁne p ∈ Surj(N) by
αp =
α/2 if α is evenα if α is odd.
If α ∈ N is even, then {α}p−1 = {2α}. If α is odd, then {α}p−1 = {α, 2α}. Thus
Kp = Kb and so p ∈ 〈 Sym(N), b 〉. Let r = pm−1. Then for any even α we have
{α}r−1 = {2m−1α} and for any odd α we have {α}r−1 = {α, 2α, . . . , 2m−1α}. Thus
r has the required kernel class type.
Lemma 3.3.7. For any q, r ∈ Surj(N) with Kq = (0,ℵ0, q2, q3, . . . ) and Kr =
(0,ℵ0, r2, r3, . . . ) with qi, ri ∈ N ∪ {0,ℵ0} for i = 2, 3, . . . , there exists g ∈ Sym(N)
such that
Kqgr = (0,ℵ0, q2 + r2, q3 + r3, . . . ).
Proof. Figure 3.1 gives a pictorial idea of this proof. Partition N into the sets Q1 =
{α ∈ N : |{α}q−1| = 1 } and Q2 = {α ∈ N : |{α}q−1| > 1 }. Analogously, partition
N into the sets R1 = { α ∈ N : |{α}r−1| = 1 } and R2 = { α ∈ N : |{α}r−1| > 1 }.
Note that Q1 and R1 are inﬁnite whereas Q2 and R2 may be inﬁnite, ﬁnite or even
empty.
LetQ′1 be a subset ofQ1 such that |Q
′
1| = |R2r
−1| andQ1\Q
′
1 is inﬁnite. Similarly,
let R′1 be a subset of R1 such that |R
′
1| = |Q2| and R1 \R
′
1 is inﬁnite.
Then, in some sense, q has the same kernel class structure as q restricted to
(N \ Q′1)q
−1 and r has almost the same kernel class structure as r restricted to
R2r
−1. More precisely, for any i ∈ N
|{ α ∈ N \Q′1 : |{α}q
−1| = i }| = qi
and for any i > 1
|{ α ∈ R2 : |{α}r
−1| = i }| = ri.
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Q2
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R \R’
Figure 3.1: A diagram of the composite function qgr
Let g ∈ Sym(N) be any bijection such that
Q′1g = R2r
−1, Q2g = R
′
1r
−1 and (Q1 \Q
′
1)g = (R1 \R
′
1)r
−1.
We will now show that Kqgr = (0,ℵ0, q2 + r2, q3 + r3, . . . ). Since none of q, g and
r have inﬁnite kernel classes, neither does qgr. Suppose α ∈ R1. Then α = βgr
for some β ∈ N \ Q′1. Furthermore, since R1(gr)
−1 = N \ Q′1 and gr maps N \ Q
′
1
bijectively to R1,
{α}(qgr)−1 = {βgr}(gr)−1q−1 = {β}q−1.
We have shown that
{ {α}(qgr)−1 : α ∈ R1 } = { {α}q
−1 : α ∈ N \Q′1 }.
In particular, for any i ∈ N,
|{ α ∈ R1 : |{α}(qgr)
−1| = i }| = |{ α ∈ N \Q′1 : |{α}q
−1| = i }| = qi.
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We can deduce already that qgr has inﬁnitely many singleton kernel classes.
Now suppose that α ∈ R2. Since R2r
−1(qg)−1 = Q′1q
−1 and qg maps Q′1q
−1
bijectively to R2r
−1 it follows that for any A ⊆ R2r
−1 we have that |A(qg)−1| = |A|.
In particular, |{α}(qgr)−1| = |{α}r−1(qg)−1| = |{α}r−1|. Thus for any i > 1
|{ α ∈ R2 : |{α}(qgr)
−1| = i }| = |{ α ∈ R2 : |{α}r
−1| = i }| = ri.
Since N is partitioned into R1 and R2 it follows that for any i > 1
|{ α ∈ N : |{α}(qgr)−1| = i }|
= |{ α ∈ R1 : |{α}(qgr)
−1| = i }|+ |{ α ∈ R2 : |{α}(qgr)
−1| = i }|
= qi + ri.
Thus Kqgr = (0,ℵ0, q2 + r2, q3 + r3, . . . ) as required.
Proof of Theorem 3.3.1. First we will show that rank(Surj(N) : Sym(N)) > 5. By
Lemma 3.3.4, Surj(N)\Sym(N) is the disjoint union of ﬁve non-empty sets T1, . . . , T5
such that Surj(N) \ Ti is a subsemigroup of Surj(N) for 1 6 i 6 5.
Now let A be any subset of Surj(N) such that 〈 Sym(N), A 〉 = Surj(N). If
A∩Ti = ∅ for some i ∈ {1, . . . , 5} then 〈Sym(N), A〉 is contained in the subsemigroup
Surj(N) \ Ti 6= Surj(N). Thus A must have non-empty intersection with Ti for each
i ∈ {1, . . . , 5}. Therefore |A| > 5 and hence rank(Surj(N) : Sym(N)) > 5 as required.
We will now show that 〈 a, b, c, d, e, Sym(N) 〉 = Surj(N). By Lemma 3.3.2 it
suﬃces to show that for any f ∈ Surj(N) there exists h ∈ 〈 a, b, c, d, e, Sym(N) 〉 such
that Kf = Kh. Let f ∈ Surj(N) with Kf = (fℵ0 , f1, f2, . . . ). There are three cases to
consider.
Case 1: f has an infinite kernel class, i.e. fℵ0 > 1.
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If Kf = Ke there is nothing to prove. Otherwise fi < ℵ0 for at least one i ∈
N ∪ {ℵ0}. We will show that there exists g ∈ Sym(N) such that Kegd = Kf .
For i ∈ N ∪ {ℵ0}, let Ai = { α ∈ N : |{α}e−1| = i }. Then, from the deﬁnition
of e, |Ai| = ℵ0 for all i ∈ N ∪ {ℵ0}. Thus we may choose Bℵ0 ⊆ Aℵ0 such that
|Bℵ0 | = fℵ0 − 1 and for i ∈ N choose Bi ⊆ Ai such that |Bi| = fi. Let
B =
⋃
i∈N∪{ℵ0}
Bi.
NowB is inﬁnite since f is surjective and N\B is inﬁnite since there exists i ∈ N∪{ℵ0}
with fi < ℵ0.
Let β be the element of N such that |{β}d−1| = ℵ0. Then |N\{β}d−1| = ℵ0 since
d is surjective. Let g ∈ Sym(N) be any bijection such that Bg = N \ {β}d−1 and
(N \B)g = {β}d−1. Now gd maps B bijectively to N \ {β} and thus
{ {α}(egd)−1 : α ∈ (N \ {β}) } = { {α}e−1 : α ∈ B }.
Since |{β}(egd)−1| = ℵ0 it follows that for any i ∈ N
|{ α ∈ N : |{α}(egd)−1| = i }| = |{ α ∈ (N \ {β}) : |{α}(egd)−1| = i }|
= |{ α ∈ B : |{α}(e)−1| = i }|
= |Bi| = fi.
Furthermore
|{ α ∈ N : |{α}(egd)−1| = ℵ0 }| = |{ α ∈ (N \ {β}) : |{α}(egd)
−1| = ℵ0 }|+ 1
= |{ α ∈ B : |{α}(e)−1| = ℵ0 }|+ 1
= |Bℵ0 |+ 1 = fℵ0 − 1 + 1 = fℵ0 .
Hence Kegd = Kf as required.
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Case 2: f has no infinite kernel class, but there is no finite bound on
the sizes of kernel classes of f .
We will construct a bijection g ∈ Sym(N) such that Kcgc = Kf . To do so we will
inductively construct a sequence of partial maps g1, g2, g3, . . . with ﬁnite domain.
Every gi will extend gi−1 (where we let g0 = ∅) and g will eventually be the union of
all gi. Furthermore, we will construct gi such that
1. |(dom(gi) \ dom(gi−1))c
−1| = |{i}f−1|
2. gi maps dom(gi) \ dom(gi−1) bijectively to {βi}c
−1 for some βi ∈ N
3. {βi}c
−1 ∩ im(gi−1) = ∅.
Consequently, we will ensure that if g is any injection extending gi, then
{βi}(cgc)
−1 = ({βi}c
−1g−1)c−1 = (dom(gi) \ dom(gi−1))c
−1
and so |{βi}(cgc)
−1| = |(dom(gi) \ dom(gi−1))c
−1| = |{i}f−1|.
Observe that, by the deﬁnition of c, for any ﬁnite subset M of N and any m ∈ N
there exist inﬁnitely many α ∈ N \M with |{α}c−1| = m and inﬁnitely many β ∈ N
with {β}c−1 ∩M = ∅ and |{β}c−1| = m. In particular this holds for M = dom(gi−1)
and M = im(gi−1).
Partition N into two inﬁnite subsets A and B such that { {α}f−1 : α ∈ A } and
{ {α}f−1 : α ∈ B } both contain arbitrarily large sets. We will, in some sense, use
the set A to ensure that every element of N lies in the domain of some gi and use
the set B to ensure that every element of N lies in the image of some gi.
Let i ∈ N. The deﬁnition of gi depends on the size of {i}f−1 and whether i ∈ A
or i ∈ B. We will consider three diﬀerent cases.
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If |{i}f−1| = 1, then let α be any element of N\dom(gi−1) such that |{α}c−1| = 1.
Let βi be any natural number such that {βi}c
−1 ∩ im(gi−1) = ∅ and such that
|{βi}c
−1| = 1. Now we deﬁne gi to be the extension of gi−1 with dom(gi) =
dom(gi−1)∪{α} such that {βi}c
−1 = {αgi}. Then gi clearly satisﬁes (1), (2) and (3)
above.
If |{i}f−1| > 1 and i ∈ A, then let α be the least natural number in N\dom(gi−1)
such that |{α}c−1| < |{i}f−1|. Let γ be any natural number in N\ (dom(gi−1)∪{α})
such that |{γ}c−1| = |{i}f−1| − |{α}c−1|. Let βi be any natural number such that
{βi}c
−1 ∩ im(gi−1) = ∅ and such that |{βi}c
−1| = 2. Now let gi be an extension
of gi−1 with dom(gi) = dom(gi−1) ∪ {α, γ} such that gi maps {α, γ} bijectively to
|{βi}c
−1|. Then gi satisﬁes (1) since
|(dom(gi) \ dom(gi−1))c
−1| = |{α, γ}c−1| = |{α}c−1|+ |{γ}c−1|
= |{α}c−1|+ |{i}f−1| − |{α}c−1| = |{i}f−1|.
Furthermore gi satisﬁes (2) and (3) by deﬁnition.
If |{i}f−1| > 1 and i ∈ B, then let βi be the least natural number such that
{βi}c
−1 ∩ im(gi−1) = ∅ and such that |{βi}c
−1| < |{i}f−1|. Let n = |{βi}c
−1|.
Let α be any natural number in N \ dom(gi−1) such that |{α}c−1| = |{i}f−1| −
n + 1 and let γ1, . . . , γn−1 be distinct natural numbers in N \ (dom(gi−1) ∪ {α})
such that |{γk}c
−1| = 1 for 1 6 k 6 n − 1. Now let gi be an extension of gi−1
with dom(gi) = dom(gi−1) ∪ {α, γ1, . . . , γn−1} such that gi maps {α, γ1, . . . , γn−1}
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bijectively to |{βi}c
−1|. Then gi satisﬁes (1) since
|(dom(gi) \ dom(gi−1))c
−1| = |{α, γ1, γ2, . . . , γn−1}c
−1|
= |{α}c−1|+
n−1∑
k=1
|{γk}c
−1|
= |{α}c−1|+ n− 1 = |{i}f−1|.
By deﬁnition, gi also satisﬁes (2) and (3).
Having constructed g1, g2, . . . , let g =
⋃
i∈N gi. Then g is a well deﬁned partial
map on N since gi extends gj whenever i > j. Furthermore, since every gi satisﬁes (2)
and (3) it follows that every gi is injective and hence g is injective. For every α ∈ N
there exist inﬁnitely many i ∈ A such that |{α}c−1| < |{i}f−1|. Thus α ∈ dom(gj)
for some j ∈ N and so α ∈ dom(g). It follows that dom(g) = N and so g ∈ Inj(N).
To show that g is also surjective let α ∈ N be arbitrary. Then α ∈ {β}c−1 for
some β ∈ N. There exist inﬁnitely many i ∈ B such that |{β}c−1| < |{i}f−1| and so
β = βj for some j ∈ N. Hence α ∈ im(gj) and so α ∈ im(g). Thus im(g) = N and so
g ∈ Sym(N).
Since g is injective and extends gi for every i ∈ N, it follows that |{βi}(cgc)−1| =
|{βi}(cgic)
−1| = |{i}f−1| for every i ∈ N. Hence Kcgc = Kf as required.
Case 3: There exists n ∈ N such that {α}f−1 6 n for all α ∈ N.
We will show that there exists h ∈ 〈 Sym(N), a, b 〉 such that Kh = Kf . Recall that
Kf = (fℵ0 , f1, f2, . . . ). By assumption fℵ0 = 0 and fi = 0 for all i > n. If n = 1, then
f ∈ Sym(N) and there is nothing to prove. So assume n > 2. We will construct a
map h′ ∈ 〈Sym(N), a, b 〉 such that Kh′ = (0,ℵ0, f2, f3, . . . ). To this end we will show
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that for any i with 2 6 i 6 n there exists r[i] ∈ 〈 Sym(N), a, b 〉 such that
1Kr[i] = ℵ0, iKr[i] = fi, and jKr[i] = 0 for j ∈ (N ∪ {ℵ0}) \ {1, i}. (3.3)
Let 2 6 i 6 n. If fi ∈ N, then r[i] ∈ 〈 Sym(N), a 〉 exists satisfying (3.3) by Lemmas
3.3.5 and 3.3.7 (the latter applied fi − 1 times). If fi = ℵ0, then r[i] ∈ 〈 Sym(N), b 〉
exists satisfying (3.3) by Lemma 3.3.6. If fi = 0, then let r[i] be any element of
Sym(N).
The maps r[1], r[2], . . . , r[n] ∈ 〈 Sym(N), a, b 〉 may be combined by repeatedly
(in fact n times) using Lemma 3.3.7 to obtain a map h′ ∈ 〈 Sym(N), a, b 〉 such that
Kh′ = (0,ℵ0, f2, f3, . . . ).
If f1 = ℵ0, then we are done. So Suppose f1 ∈ N ∪ {0}. Then fm = ℵ0 for some
m with 2 6 m 6 n since f is surjective. For simplicity let r = r[m] in the rest of this
proof. We will deﬁne a bijection g ∈ Sym(N) such that Kh′gr = Kf . This is similar
to the proof of Lemma 3.3.7.
Observe that N is partitioned into the inﬁnite sets
H1 = { α ∈ N : |{α}(h
′)−1| = 1 } and H2 = { α ∈ N : |{α}(h
′)−1| > 1 }
as well as into the inﬁnite sets
R1 = { α ∈ N : |{α}r
−1| = 1 } and R2 = { α ∈ N : |{α}r
−1| = m }.
Let A be any subset of H1 with |A| = f1. By construction, for any i ∈ N ∪ {ℵ0}
|{ α ∈ H2 ∪ A : |{α}(h
′)−1| = i }| = fi.
Now let g be any bijection such that
(H2 ∪ A)g = R1r
−1 and (H1 \ A)g = R2r
−1.
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We will now show that Kh′gr = Kf . If α ∈ R1, then, since R1(gr)
−1 = H2 ∪A and gr
maps H2 ∪ A bijectively to R1, we have that α = βgr for some β ∈ H2 ∪ A and
{α}(h′gr)−1 = {βgr}(gr)−1(h′)−1 = {β}(h′)−1.
It follows that
{ {α}(h′gr)−1 : α ∈ R1 } = { {α}(h
′)−1 : α ∈ H2 ∪ A }.
In particular, for any i ∈ N ∪ {ℵ0},
|{ α ∈ R1 : |{α}(h
′gr)−1| = i }| = fi.
On the other hand, if α ∈ R2, then |{α}r
−1| = m. For any M ⊆ R2r
−1 we have that
|M(h′g)−1| = |M |, since R2r
−1(h′g)−1 = (H1 \A)(h
′)−1 and h′g maps (H1 \A)(h
′)−1
bijectively to R2r
−1. In particular,
|{α}(h′gr)−1| = |{α}r−1(h′g)−1| = |{α}r−1| = m.
Since fm = ℵ0 it follows that Kh′gr = (fℵ0 , f1, f2, . . . ) = Kf , as required.
We will now use Theorem 3.3.1 to prove the main theorem of this section.
Theorem 3.3.8. The Sierpin´ski rank of Surj(N) is 7.
Proof. Since rank(Surj(N) : Sym(N)) = 5 by Theorem 3.3.1 and the Sierpin´ski rank
of Sym(N) is 2 by Theorem 1.2.4 it follows by Theorem 1.3.8 that the Sierpin´ski rank
of Surj(N) is at most 5 + 2 = 7.
To show that the Sierpin´ski rank of Surj(N) is at least 7 let g1, g2 ∈ Sym(N)
be any bijections that do not commute. By Theorem 3.3.1 there exist f1, . . . , f5 ∈
Surj(N) \ Sym(N) such that 〈 f1, . . . , f5, Sym(N) 〉 = Surj(N).
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Let G ⊆ Surj(N) such that g1, g2, f1, . . . , f5 ∈ 〈G〉. Then 〈G, Sym(N)〉 = Surj(N)
and so |G \ Sym(N)| > 5 by Theorem 3.3.1.
Furthermore, Surj(N)\Sym(N) is an ideal of Surj(N) and so g1, g2 ∈ 〈G∩Sym(N)〉.
Since g1 and g2 do not commute they cannot both lie in a one-generator subgroup
of Sym(N) and so |G ∩ Sym(N)| > 2.
Hence |G| = |G \ Sym(N)|+ |G ∩ Sym(N)| > 5 + 2 = 7 as required.
A natural question for further investigation is the value of the Sierpin´ski rank
of Surj(Ω) when |Ω| > ℵ0. It seems reasonable to think that the Sierpin´ski rank
of Surj(Ω) is inﬁnite when |Ω| > ℵn for all n ∈ N and that the Sierpin´ski rank of
Surj(ℵn) is ﬁnite and perhaps can even be given as some polynomial function in n.
3.4 Continuous functions on [0, 1]
As usual, [0, 1] denotes the closed unit interval of real numbers. Denote by C[0,1]
the semigroup of continuous functions f : [0, 1] −→ [0, 1]. As was mentioned in the
introduction, Sierpin´ski [28] proved that the Sierpin´ski rank of C[0,1] is at most 4
and this result was subsequently improved on and generalised. In particular, the
Sierpin´ski rank of the continuous functions of the closed unit cube [0, 1]n in Rn for
n ∈ N was shown to be 2 in [30].
We will give a proof in the case where n = 1 (which the authors of [27] found
while unaware of the work in [30]) here, since this will allow us to obtain analogous
results about Baire-n and Lebesgue measurable functions on [0, 1] (see Sections 3.5.1
and 3.6.2 respectively).
Theorem 3.4.1. The Sierpin´ski rank of C[0,1] is 2.
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The ﬁrst step in the proof of Theorem 3.4.1 is Sierpin´ski’s lemma from [28]. The
proof is included here for completeness and for the ease of readers who might not
speak French.
Lemma 3.4.2. The Sierpin´ski rank of C[0,1] is at most 4.
Proof. Let {f1, f2, . . .} ⊆ C[0,1]. We will deﬁne four elements of C[0,1] which generate
{f1, f2, . . .}. Throughout the proof assume that the variable α lies in the interval
[0, 1] and the integer variable i is at least 1. The ﬁrst three functions g1, g2, g3 ∈ C[0,1]
are used to generate bijections from [0, 1] to certain subintervals and their inverses,
in some sense. These functions do not depend on f1, f2, . . . and are straightforward,
deﬁned by
αg1 =
α+ 1
2
, αg2 =
α
4
for α ∈ [0, 1] and αg3 =
4α if 0 6 α <
1
4
1 if 1
4
6 α 6 1.
The composition g1g
i−1
2 maps [0, 1] bijectively onto [1/2
2i−1, 1/22i−2]. The ﬁnal func-
tion G = G[f1, f2, . . .] ∈ C[0,1] will depend on the functions f1, f2, . . . that we are
trying to generate. For clarity, the deﬁnition of G is made in two parts. The ﬁrst
stage is made by deﬁning 0G = 0 and
αG =
(22i−1α− 1)fi
22i−2
if
1
22i−1
6 α 6
1
22i−2
. (3.4)
Up to now, G is deﬁned on the intervals [1/22i−1, 1/22i−2] and is continuous therein.
As far as G is deﬁned until now, it is also continuous at 0. The deﬁnition is completed
by deﬁning G on the remaining points in [0, 1], that is, on the open subintervals, in
such a way that G is continuous. For example, on (1/22i, 1/22i−1), G can be the line
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between the points (1/22i)G = (1fi+1)/2
2i and (1/22i−1)G = (0fi)/2
2i−1. Explicitly,
αG = 22i
[(
1
22i−1
− α
)(
1
22i
)
G+
(
α−
1
22i
)(
1
22i−1
)
G
]
if
1
22i
< α <
1
22i−1
. (3.5)
Finally, observe that the functions fi can each be given as a ﬁnite composition of
g1, g2, g3 and G:
(α)g1g
i−1
2 Gg
i−1
3 =
(
α+ 1
22i−1
)
Ggi−13 =
(
αfi
22i−2
)
gi−13 = αfi.
To prove Theorem 3.4.1 it is suﬃcient to show that the four functions from Lemma
3.4.2 that are used to generate the given countable set of functions can, in turn, be
generated by two functions.
Lemma 3.4.3. Every four continuous functions g1, g2, g3, g4 : [0, 1] −→ [0, 1] can be
generated using two such functions.
Proof. Similarly to the proof of Lemma 3.4.2, we will deﬁne two functions h and
H = H[g1, g2, g3, g4] that generate g1, g2, g3, and g4. The deﬁnition of the function h
is rather straightforward, just αh = α/4 for all α ∈ [0, 1]. The function H is deﬁned
in two stages. Part one of the deﬁnition is
αH =

8α+
1
213
if 0 6 α 6
1
216
(24i−1α− 1)gi if
1
24i−1
6 α 6
1
24i−2
where 1 6 i 6 4
16α if
1
24i−3
6 α 6
1
24i−4
where 2 6 i 6 4
1 if 1
2
6 α 6 1.
(3.6)
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h h
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H produces g2 on [2
−7, 2−6]
Figure 3.2: Generating g2.
For the second stage, H is deﬁned on the points in [0, 1] that it was not deﬁned on at
the ﬁrst stage, in such a way that it is continuous. This is the same as in the second
stage of the deﬁnition of G in the proof of Lemma 3.4.2. Explicitly,
αH = 22i
[(
1
22i−1
− α
)(
1
22i
)
H +
(
α−
1
22i
)(
1
22i−1
)
H
]
if
1
22i
< α <
1
22i−1
(3.7)
where i = 1, 2, . . . , 8.
We will now show that h8H5−ihH = gi for every i ∈ {1, 2, 3, 4}. See Figure 3.2
for an illustration of how the composition works. Let 1 6 i 6 4 and let α ∈ [0, 1] be
arbitrary. Then
(α)h8H5−ihH =
( α
216
)
H5−ihH =
(
α+ 1
24i−3
)
hH =
(
α+ 1
24i−1
)
H = αgi.
3.5 Baire-n functions
We have just shown that the Sierpin´ski rank of the semigroup of continuous functions
on [0, 1] is 2. In this section we will show how to adapt the proof of Theorem 3.4.1
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to show that an analogue of Theorem 3.4.1 holds for the family of Baire-n functions
on [0, 1].
A Baire-0 function is just another name for a continuous function. A Baire-(n+1)
function is a pointwise limit of Baire-n functions. It is not true in general that, for
a ﬁxed n, the set of Baire-n functions forms a semigroup. So to stay consistent with
our own deﬁnitions, we will not speak of the Sierpin´ski rank of the set of Baire-
n functions. Nevertheless, the question of whether any countable set of Baire-n
functions can be generated by a ﬁnite set of Baire-n functions still makes sense and
is answered in the next theorem.
Theorem 3.5.1. Every countable family f1, f2, . . . : [0, 1] −→ [0, 1] of Baire-n func-
tions can be generated by two such functions.
Proof. The proof of this theorem is essentially the same as that of Theorem 3.4.1.
That is, it is shown that f1, f2, . . . can be generated by three continuous functions
and one Baire-n function. These functions are just those used in the proof of Lemma
3.4.2: g1, g2, g3 andG = G[f1, f2, . . .]. It is clear that these four functions generate the
sequence f1, f2, . . .. The ﬁrst three functions are continuous and hence Baire-n. But
G now depends on Baire-n functions and so G is no longer necessarily continuous. It
remains to prove that G[f1, f2, . . . ] is Baire-n whenever the functions f1, f2, . . . are.
Proceed by induction. Let f1, f2, . . . be arbitrary Baire-n functions and let
G[f1, f2, . . .] be the function deﬁned in (3.4) and (3.5). The base case, when n = 0, is
contained in the proof of Lemma 3.4.2. Now let n > 0 and assume that G[h1, h2, . . . ]
is Baire-(n− 1) for any Baire (n− 1) functions h1, h2, . . . on [0, 1].
Let f1, f2, . . . be Baire-n functions. Then for every fi there exists a sequence
a
(1)
i , a
(2)
i , . . . of Baire-(n − 1) functions which converges to fi. By the inductive hy-
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pothesis, the functions
Gj = G[a
(j)
1 , a
(j)
2 , . . .]
are Baire-(n− 1). But the sequence G1, G2, . . . converges to G = G[f1, f2, . . .] and so
G is Baire-n.
The functions g1, g2, g3 and G can be generated using the continuous function
αh = α/4 and the function H = H[g1, g2, g3, G] deﬁned in (3.6) and (3.7). The proof
that H is Baire-n is analogous to the proof that G is Baire-n.
3.6 Lebesgue measurable functions
Similarly to Section 3.5 we will adapt the proof of Theorem 3.4.1 to obtain an anal-
ogous result for the family of Lebesgue measurable functions on [0, 1]. First, we will
brieﬂy deﬁne Lebesgue measurable functions. For more details see, for example, [6,
Chapter 2]. We require the following lemma. (See [6, Theorem 1.1 (4)]).
Lemma 3.6.1. Let A be an open subset of R. Then A is the union of a sequence
{Ik}k∈N of disjoint open intervals of R.
For an open interval (a, b) of R, let ((a, b))λ = b− a and for an open subset A of
R let
Aλ =
∑
k∈N
Ikλ
where {I}k∈N is the sequence of disjoint open intervals given by Lemma 3.6.1.
For a bounded and closed subset B of R deﬁne
Bλ = (b− a)− ((a, b) \B)λ
where [a, b] is the smallest closed interval containing B.
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Now for E ⊆ R deﬁne the outer Lebesgue measure Eλ∗ and inner Lebesgue
measure Eλ∗ of E as follows.
Eλ∗ = inf{ Aλ : E ⊆ A & A is open }.
Eλ∗ = sup{Bλ : B ⊆ E & B is bounded and closed }.
Subsets E of R for which Eλ∗ = Eλ∗ are called Lebesgue measurable. Denote by M
the set of Lebesgue measurable subsets of R. Let β ∈ R \ {0}. Since E ⊆ A if and
only if {βα : α ∈ E } ⊆ {βα : α ∈ A } it follows by the deﬁnition thatM is closed
under scaling, i.e. if E ∈ M, then { βα : α ∈ E } ∈ M. The set M is also closed
under translation, i.e. if E ∈ M, then { β + α : α ∈ E } ∈ M (see [6, Exercise
1:9.18]) and under countable unions (see [6, Section 2.1])
A function f : R→ R is called a Lebesgue measurable function if for every β ∈ R
{ α ∈ R : αf > β } ∈ M.
All continuous functions on R are Lebesgue measurable. (See [6, Exercise 2:1.4]).
Theorem 3.6.2. Every countable family f1, f2, . . . : [0, 1] −→ [0, 1] of Lebesgue
measurable functions can be generated by two such functions.
Proof. As in the proof of Theorem 3.5.1, since a continuous function is Lebesgue
measurable, we need only check that both G = G[f1, f2, . . .] and H = H[g1, g2, g3, G]
are Lebesgue measurable provided that each fi and gi is Lebesgue measurable. The
set X = { α ∈ [0, 1] : αG > β }, for some β ∈ R, is the countable union of sets
{ α : 1/22i < α < 1/22i−1, αG > β }
and
{ α : 1/22i−1 6 α 6 1/22i−2, (22i−1α− 1)fi > 2
2i−2β }.
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Sets of the ﬁrst type are Lebesgue measurable since G is continuous on the relevant
interval. A set of the second form is obtained from the Lebesgue measurable set
{ α ∈ [0, 1] : αfi > 2
2i−2β } by scaling and translation. As such it is Lebesgue
measurable also. It follows that X is a countable union of Lebesgue measurable sets
and so is Lebesgue measurable.
The proof that H is Lebesgue measurable is analogous.
3.7 Increasing functions on [0, 1]
The unit interval is ordered by 6, the usual order of real numbers. We will now
calculate the Sierpin´ski rank of End([0, 1],6). If f ∈ End([0, 1],6), then we will say
that f is increasing.
Theorem 3.7.1. The Sierpin´ski rank of End([0, 1],6) is 3.
First we show that the Sierpin´ski rank of (End([0, 1],6)) is at least 3. To do so
we need the following lemma.
Lemma 3.7.2. Every increasing function f : [0, 1] −→ [0, 1] has a fixed point, i.e.
there exists β ∈ [0, 1] with βf = β.
Proof. The set A = { α ∈ [0, 1] : αf > α } is non-empty since 0 ∈ A. Let β be the
least upper bound of A. Then β ∈ [0, 1].
Suppose βf < β. Then there exists γ ∈ (βf, β) ∩ A. Now γf > γ > βf since
γ ∈ A. This is a contradiction since γ < β and f is increasing. On the other hand,
suppose that βf > β. Then there exists δ ∈ (β, βf). Since f is increasing and β < δ
it follows that δ < βf 6 δf and so δ ∈ A. Again we obtain a contradiction, since
δ > β and β is an upper bound for A. We conclude that βf = β as required.
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Lemma 3.7.3. There exist three increasing and continuous functions from [0, 1] to
[0, 1] which cannot be generated by any two increasing functions.
Proof. The three functions that we will prove cannot be generated by two increasing
functions are p0, p1 and q deﬁned by
αp0 = 0, αp1 = 1 and αq = α,
for all α ∈ [0, 1]. Aiming to obtain a contradiction, assume that the increasing
functions f, g : [0, 1] −→ [0, 1] generate p0, p1 and q. Then, since q is surjective, it
follows that either f or g is surjective. Without loss of generality assume that g is
surjective. Since g is increasing, this implies that 0g = 0 and 1g = 1. It follows that
0f 6= 0 since otherwise all elements of 〈 f, g 〉 would ﬁx 0, but p1 does not. In the
same way it follows that 1f 6= 1 since 1p0 6= 1. But by Lemma 3.7.2 f must ﬁx some
point in [0, 1], and so βf = β for some β ∈ (0, 1).
Now, if βg > β, then, for all h ∈ 〈 f, g 〉, βh > β. On the other hand, if βg < β,
then βh 6 β for all h ∈ 〈 f, g 〉. But αp1 > α and αp0 < α for all α ∈ (0, 1), a
contradiction.
Proof of Theorem 3.7.1. The proof has two steps.
Step 1 is to prove that any given countable family f1, f2, . . . of increasing functions
can be generated by ﬁve such functions. Throughout the proof assume that the
variable α lies in the interval [0, 1] and the integer variable i is at least 1. The
functions g1 and g2 deﬁned by
αg1 =
α+ 1
2
and αg2 =
α
4
are used to generate bijections from [0, 1] to certain subintervals. The composition
g1g
i
2 maps [0, 1] bijectively onto [1/2
2i+1, 1/22i]. In order to obtain the inverse of g1g
i
2
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on [1/22i+1, 1/22i], deﬁne the increasing functions g3 and g4 on [0, 1] by
αg3 =
4α if 0 6 α <
1
4
1 if 1
4
6 α 6 1
and αg4 =
0 if 0 6 α 6
1
2
2x− 1 if 1
2
< α 6 1.
The ﬁnal function G = G[f1, f2, . . .], which depends on the given functions, is
deﬁned in two stages. The ﬁrst stage in this deﬁnition is
αG =
(22i+1α− 1)fi + 1
22i+1
if
1
22i+1
6 α 6
1
22i
and 0G = 0. Note that G is now deﬁned at 1/4 and so we may let G be constant
with value (1/4)G on the subinterval (1/4, 1]. Up to this point, G is increasing since
every fi is. The deﬁnition is completed by deﬁning G on the remaining elements of
[0, 1] in any way that makes it increasing. For example, the deﬁnition given in (3.5)
could be used.
Now,
αg1g
i
2 =
α+ 1
22i+1
,
which lies in the interval [1/22i+1, 1/22i] and so
αg1g
i
2Gg
i
3g4 =
(
αfi + 1
22i+1
)
gi3g4 =
(
αfi + 1
2
)
g4 = αfi.
Step 2 is to prove that the ﬁve functions g1, g2, g3, g4 and G can be generated
using just three functions. The proof does not depend on the speciﬁc functions
g1, g2, g3, g4 and G from the ﬁrst step and so we consider ﬁve arbitrary increasing
functions u1, u2, u3, u4 and u5.
The ﬁrst two functions h1 and h2 are deﬁned by
αh1 = α/4 for all α ∈ [0, 1] and αh2 =

0 if 0 6 α 6 1
8
8α− 1 if 1
8
< α < 1
4
1 if 1
4
6 α 6 1.
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Similarly to the ﬁrst step, the ﬁnal function H = H[u1, . . . , u5] is deﬁned in two
stages. Stage one, is to deﬁne
αH =

8α +
1
219
if 0 6 α 6
1
222
16α if
1
24i−1
6 α 6
1
24i−2
or
1
22j+2
< α <
1
22j+1
1 if 1
16
< α 6 1,
(3.8)
where i = 2, 3, 4, 5 and j = 2, 3, . . . , 10. Although the deﬁnition of H is incomplete it
is increasing on the points where it is has been deﬁned. Throughout the remainder
of the proof assume that 0 6 α 6 1 and i = 1, 2, . . . , 5. Complete the deﬁnition of
H by setting
αH =
(24i+1α− 1)ui + 1
24i−3
if
1
24i+1
6 α 6
1
24i
. (3.9)
So,
αh111 H
6−ih1Hh1H
i−1h2 =
( α
222
)
H6−ih1Hh1H
i−1h2 =
(
α+ 1
24i−1
)
h1Hh1H
i−1h2
=
(
α+ 1
24i+1
)
Hh1H
i−1h2 =
(
αui + 1
24i−3
)
h1H
i−1h2
=
(
αui + 1
24i−1
)
H i−1h2 =
(
αui + 1
23
)
h2 = αui,
see Figure 3.3. It follows by Lemma 3.7.3 that not every countable family of increas-
ing functions can be generated by two such functions and the proof is complete.
We will now adapt the proof of Theorem 3.7.1 to consider functions on [0, 1] that
are increasing and continuous, i.e. the semigroup End([0, 1],6) ∩ C[0,1].
Corollary 3.7.4. The Sierpin´ski rank of C[0,1] ∩ End([0, 1],6) is 3.
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Figure 3.3: Generating u2.
Proof. The functions g1, g2, g3, g4 and G = G[f1, f2, . . .] that appear in the proof
of Theorem 3.7.1 generate the functions f1, f2, . . . and the functions h1, h2, and
H[g1, g2, g3, g4, G] generate g1, g2, g3, g4, and G. The functions g1, g2, g3, g4, h1, h2
and G are obviously increasing and continuous when f1, f2, . . . are. But if ar-
bitrary functions u1, . . . , u5 : [0, 1] −→ [0, 1] are increasing and continuous, then
H = H[u1, . . . , u5], as deﬁned in (3.8) and (3.9), is not necessarily continuous.
The deﬁnition of H on the intervals (1/22j+2, 1/22j+1) is necessary only to en-
sure that H belongs to the correct class of functions, and is independent of the
fact that h1, h2, and H generate u1, . . . , u5. Thus we redeﬁne H on the intervals
(1/22j+2, 1/22j+1), as in the proof of Theorem 3.4.1, so that it is the line between
the points (1/22j+2)H and (1/22j+1)H. Similarly we redeﬁne H on (1/16, 1] to take
the constant value (1/16)H. It follows that H has the required properties. Thus the
Sierpin´ski rank of C[0,1] ∩ End([0, 1],6) is at most 3.
The fact that the Sierpin´ski rank of C[0,1] ∩End([0, 1],6) is precisely 3 follows by
Lemma 3.7.3.
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3.8 Increasing functions on N
We will now show that End(N,6) has inﬁnite Sierpin´ski rank, where 6 is the usual
order on the natural numbers. Elements of End(N,6) will be called increasing.
Theorem 3.8.1. The Sierpin´ski rank of End(N,6) is infinite.
Proof. Let A∞ = { f ∈ End(N,6) : | im(f)| = ℵ0 } and for every n ∈ N let
An = { f ∈ End(N,6) : | im(f)| 6 n }.
The set A∞ consists of all increasing functions with no inﬁnite kernel class and
so A∞ is a subsemigroup of End(N,6). It is straightforward to see that every An is
an ideal of End(N,6) and so, for every n ∈ N, the union A∞ ∪An is a subsemigroup
of End(N,6).
Let G be a ﬁnite subset of End(N,6). Then there exists M ∈ N such that
G \ A∞ ⊆ AM . Hence 〈 G 〉 is contained in the subsemigroup A∞ ∪ AM .
It follows that any subset of End(N,6) that intersects An for inﬁnitely many
n ∈ N cannot be generated by any ﬁnite subset of End(N,6). The sequence of
functions fn, for n ∈ N, deﬁned by αf = α when α < n and αf = n otherwise, is an
example of such a sequence.
3.9 Differentiable functions on [0, 1]
In this section, we will show that the semigroup of diﬀerentiable functions on [0, 1]
has inﬁnite Sierpin´ski rank.
We consider a function f : [0, 1] −→ [0, 1] to be diﬀerentiable if f is diﬀerentiable
in the usual sense on (0, 1) and the derivatives at the points 0 and 1 exist as one-sided
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limits. For the rest of this section, we will denote the derivative of a diﬀerentiable
function f by f ′. We will now show that the set of diﬀerentiable functions from [0, 1]
to [0, 1] has inﬁnite Sierpin´ski rank.
Theorem 3.9.1. There exists a countable set of polynomial functions from [0, 1] to
[0, 1] which cannot be generated by any finite number of differentiable functions.
As immediate corollaries of Theorem 3.9.1 the Sierpin´ski ranks of the families of
diﬀerentiable functions, n-times diﬀerentiable functions, inﬁnitely many times diﬀer-
entiable functions and polynomials on [0, 1] are all inﬁnite. The proof of Theorem
3.9.1 is done in a sequence of lemmas.
Lemma 3.9.2. Let f = g1 · · · gn be a bijection where f and g1, . . . , gn are differen-
tiable functions on [0, 1], 0f ′ 6= 0 and 1f ′ 6= 0. Then g1, . . . , gn are bijections.
Proof. Seeking a contradiction assume that not all of g1, . . . , gn are bijections. Then
there exists a minimal i with 1 6 i < n such that g1 · · · gi is not bijective. Since f is
bijective, it follows that g = g1 · · · gi is injective but not surjective and h = gi+1 · · · gn
is surjective. Since g is continuous, the image of g is a proper subinterval of [0, 1].
Thus either 0g ∈ (0, 1) or 1g ∈ (0, 1). Suppose that 1g ∈ (0, 1). (The proof in
the case that 0g ∈ (0, 1) is identical). But f = gh is a continuous bijection and
so (1g)h = 1f ∈ {0, 1}. It follows that h has either a local minimum or a local
maximum at 1g. Therefore (1g)h′ = 0 and so 1f ′ = 0 by the chain rule, which
contradicts our stipulation that 1f ′ 6= 0.
Lemma 3.9.3. The natural numbers N do not lie in any finitely generated subgroup
of the multiplicative group R \ {0}.
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Proof. We will temporarily change our notation as follows. In this proof, and in this
proof only, the notation 〈 X 〉 denotes the group generated by X rather than the
semigroup generated by X.
Seeking a contradiction assume that 〈 r1, r2, . . . , rm 〉 contains every natural num-
ber n. In other words, n = ra11 r
a2
2 · · · r
am
m for integers a1, a2, . . . , am.
If the numbers r1, r2, . . . , rm are rational, then there exists a prime p that does
not divide the numerator or denominator of any ri. Thus p 6∈ 〈 r1, r2, . . . , rm 〉. It
follows that at least one ri, say r1, is irrational.
We will prove that it is possible to generate a subgroup containing N using a
ﬁnite set with one less irrational number than the set {r1, r2, . . . , rm}. In order to
do this, consider the set D of non-zero diﬀerences |a1 − b1| where r
a1
1 u and r
b1
1 v are
rational numbers for some u, v ∈ 〈 r2, . . . , rm 〉 and a1 and b1 are integers. There are
two cases to consider.
The ﬁrst case is when D = ∅. The exponents of r1 of any rational elements of
〈 r1, . . . , rm 〉 are equal. Denote this exponent by e. In particular, 1 = r
e
1u, for some
u ∈ 〈 r2, . . . , rm 〉, and so r
e
1 ∈ 〈 r2, . . . , rm 〉. Thus the subgroup 〈 r2, . . . , rm 〉 contains
N.
On the other hand, if D 6= ∅, then min(D) exists; call it d. There exist p, q ∈ Q
with p = ra11 u and q = r
b1
1 v for u, v ∈ 〈 r2, . . . , rm 〉 such that a1 − b1 = d. Therefore
p/q = rd1(u/v). Let r
c1
1 w ∈ Q for some w ∈ 〈 r2, . . . , rm 〉. Then c1 = nd+ r with 0 6
r < d. This implies that the diﬀerence of the exponents of r1 in (p/q)
n = rnd1 (u/v)
n
and rc11 w is r. Since r < d and d is the minimum of the set D, it follows that r = 0.
In other words, every rational element in 〈 r1, . . . , rm 〉 has exponent of r1 which is a
multiple of d. Thus 〈 rd1, r2, . . . , rm 〉 contains N. Furthermore, r
d
1 = (p/q)(v/u) and
so rd1 ∈ 〈 p/q, r2, . . . , rm 〉 and hence N ⊆ 〈 p/q, r2, . . . , rm 〉.
By repeatedly applying this argument, it follows that there exists a ﬁnitely gen-
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erated subgroup of Q that contains N, a contradiction.
Proof of Theorem 3.9.1. Let us start by deﬁning the countable family that we are
interested in. This family is f0, f1, . . . where fm : [0, 1] −→ [0, 1] is deﬁned by
αfm =
1
2
(2α− 1)2m+1 + 1
2
for all α ∈ [0, 1]. Note that every fm is a polynomial and a bijection. Seeking a
contradiction, assume that there exists a ﬁnite set G = {g1, g2, . . . , gn} of diﬀeren-
tiable functions such that f0, f1, . . . ∈ 〈 G 〉. Assume, without loss of generality,
that {f0, f1, . . .} is not contained in 〈 G \ {gi} 〉 for any i. The derivative of fm is
αf ′m = (2m + 1)(2α − 1)
2m and, in particular, 0f ′m = 1f
′
m = 2m+ 1 6= 0. Thus, by
repeatedly applying Lemma 3.9.2, it follows that G consists entirely of bijections.
If m ∈ N ∪ {0} and fm = gi1gi2 · · · gir for some gi1 , gi2 , . . . , gir ∈ G, then, by the
chain rule,
1f ′m = 1(gi1 , gi2 · · · gir)
′ = 1g′i1 · (1gi1)g
′
i2
· . . . · (1gi1gi2 · · · gir−1g
′
ir
).
Note that, if h is any continuous bijection, then {0h, 1h} = {0, 1}. It follows
that 1gi1 , 1gi1gi2 , . . . , 1gi1gi2 · · · gir−1 ∈ {0, 1}. Hence 1f
′
m = 2m + 1 is an element of
the multiplicative subgroup of R \ {0} generated by the set of derivatives G ′ of the
functions gi at the points 0 and 1. So N lies in the subgroup generated by the ﬁnite
set G ′ ∪ {2}, which contradicts Lemma 3.9.3.
3.10 Endomorphisms of the Random Graph
In this section we introduce a well-known example of a countably inﬁnite graph — the
random graph — and consider the Sierpin´ski rank of its endomorphism semigroup.
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Say that a graph G has Alice’s restaurant property1 if for every pair of disjoint,
ﬁnite sets U and V of vertices of G there exists a vertex α of G that is adjacent to
all elements of V and to no elements of U .
There are several constructions of a graph with Alice’s restaurant property. Before
we give the construction that will be used in this section, we note the following well
known fact about graphs with Alice’s restaurant property. For a proof see [8, Section
5.1, Fact 1].
Lemma 3.10.1. Any two countably infinite graphs with Alice’s restaurant property
are isomorphic.
In other words, up to isomorphism, there is a unique countable graph with Alice’s
restaurant property. This graph is called the random graph. The reason for its name
is the following. If a graph G on a countable set is constructed by “joining vertices
at random”, i.e. for every pair of vertices u and v we decide with probability 1/2
whether u and v are adjacent, then G is isomorphic to the random graph. For details
see [8, Section 5.1].
The following is a standard construction of the random graph. Let G0 = (Ω0, E0)
be any (ﬁnite or inﬁnite) countable graph. Then inductively deﬁne a sequence of
graphs Gi = (Ωi, Ei), for i ∈ N, as follows. Assume Gi−1 has been deﬁned for some
i ∈ N. With every ﬁnite subset A of Ωi−1 associate a distinct element v(A) 6∈ Ωi−1.
Then let
Ωi = Ωi−1 ∪ { v(A) : A ⊆ Ωi−1 and A is ﬁnite }.
Let the edges of Gi be those of Gi−1 plus new edges between elements α in Ωi−1 and
v(A) whenever α ∈ A.
1The property is named after the line “You can get anything you want at Alice’s Restaurant”
in the song “Alice’s Restaurant Massacree” by Arlo Guthrie.
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Now let G∞ be the graph with vertices
⋃∞
i=0Ωi and edges
⋃∞
i=1Ei.
Lemma 3.10.2. For any countable graph G0 the graph G∞ defined above has Alice’s
restaurant property.
Proof. Let U and V be disjoint, ﬁnite subsets of
⋃∞
i=0Ωi. Then U, V ⊆ Ωi for some
i ∈ N. By deﬁnition, in Gi+1, the vertex v(U) ∈ Ωi+1 is adjacent to all elements of
U . Thus v(U) is adjacent to all elements of U in G∞. On the other hand, since U
and V are disjoint, v(U) is not adjacent to any element of V . Since, for any j > i,
the subgraph of Gj induced by Ωi is just Gi it follows that v(U) is not adjacent to
any element of V in G∞.
Lemma 3.10.3. Let R be the random graph and let G be any countable graph.
Then there exists an induced subgraph G0 of R isomorphic to G such that for any
homomorphism f : G0 −→ R there exists an endomorphism f∞ : R −→ R that
extends f .
Proof. Construct the graph G∞ with the initial graph G0 = G. Since G∞ is isomor-
phic to R by Lemma 3.10.2 we may assume without loss of generality that R = G∞.
Let f0 = f , and inductively deﬁne fi : Gi −→ G∞ for i > 0 by
αfi =
αfi−1 if α ∈ Gi−1v(Afi−1) if α = v(A) for A ⊆ Ωi−1.
Then f∞ =
⋃∞
i=0 fi is a function from G∞ to G∞ extending fi for all i > 0. The
only edges of G∞ not in E0 are of the form (v(A), α) or (α, v(A)) where α ∈ A and
A ⊆ Ωi for some i. By deﬁnition, for such an edge
v(A)f∞ = v(Afi) and αf∞ = αfi.
But αfi ∈ Afi and so (v(Afi), αfi) ∈ Ei ⊆ E∞. Thus f∞ is an endomorphism.
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Theorem 3.10.4. The Sierpin´ski rank of the endomorphism semigroup of the ran-
dom graph is at most 3.
Proof. Let G be a graph with connected components R1, R2, . . ., where Rn is isomor-
phic to the random graph for all n ∈ N. By Lemma 3.10.3 we may assume that G is
an induced subgraph of R, with the property that any homomorphism from G to R
can be extended to an element of End(R).
Let f1, f2, . . . ∈ End(R). We will deﬁne three endomorphism of R that together
generate the sequence f1, f2, . . . . The ﬁrst endomorphism is just any isomorphism
g1 : R −→ R1.
If hi : Ri −→ Ri+1 is any isomorphism, then deﬁne h : G −→ G by h =
⋃∞
i=1 hi.
By Lemma 3.10.3 there exists an extension g2 of h to an element of End(R). Now
for any i ∈ N the composition ti = g1g
i−1
2 is an isomorphism from R to Ri.
Deﬁne ki : Ri −→ R by αki = αt
−1
i fi and let k =
⋃∞
i=1 ki. Let g3 be an extension
of k to an element of R.
Now for any i ∈ N
g1g
i−1
2 g3 = tig3 = tit
−1
i fi = fi.
And so f1, f2, · · · ∈ 〈 g1, g2, g3 〉.
We have shown that the Sierpin´ski rank of End(R) is either 2 or 3 but which one
is true remains an open problem.
Chapter 4
The Bergman-Shelah preorder on
ΩΩ
In this chapter we will study the Bergman-Shelah preorder 4 and the corresponding
equivalence ≈ on subsets of ΩΩ. Recall that for two subsets U and V of ΩΩ we write
U 4 V if there exists a countable subset F of ΩΩ such that U ⊆ 〈 V, F 〉 and that
U ≈ V if U 4 V and V 4 U . First we will summaries the known results in this area
— the work done by Z. Mesyan in [25]. In Section 4.2 we will then construct some
new equivalence classes of ≈. That is, we will construct subsemigroups of ΩΩ that
are not equivalent to any of the previously known ones. In Section 4.3 we will show
how one of the equivalence classes of ≈ is connected to the concept of domination.
Finally, in Section 4.4 we will calculate rank(ΩΩ : U) for all the subsemigroups U of
ΩΩ appearing in this chapter.
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4.1 A summary of the known results
In this section we will summarise the key results from Mesyan in [25] without proving
them. Let Ω = {α1, α2, . . . } throughout this chapter. Deﬁne the following subsemi-
groups of ΩΩ:
• S6 =
{
f ∈ ΩΩ : αnf ∈ {α1, α2, . . . , αn} for all n ∈ N
}
;
• S2 =
{
f ∈ ΩΩ : {α2n−1f, α2nf} ⊆ {α2n−1, α2n} for all n ∈ N
}
;
• S1,α =
{
f ∈ ΩΩ : αf ∈ {α1, α} for all α ∈ Ω
}
;
• F = { f ∈ ΩΩ : |Ωf | < ℵ0 };
• Fn = { f ∈ Ω
Ω : |Ωf | 6 n } for n ∈ N.
Proposition 4.1.1. Let Ω = {α1, α2, . . . } and let S6, S2, S1,α,F and Fn be as defined
above. Then {1Ω} ≺ F2 ≺ F3 ≺ · · · ≺ F ≺ S1,α ≺ S2 ≺ S6 ≺ Ω
Ω.
For a proof of Proposition 4.1.1 see [25, Section 7]. Note that F is not closed in
the topology of pointwise convergence on ΩΩ; in fact, the closure of F is ΩΩ. It is
not diﬃcult to see that all other semigroups in Proposition 4.1.1 are closed:
To show, for example, that S6 is closed, let g ∈ Ω
Ω \ S6. Then, by deﬁnition,
there exists m ∈ N such that αmg 6∈ {α1, α2, . . . , αm}. Since any h ∈ B(g, 1/m)
agrees with g on {α1, . . . , αm}, it follows that αmh = αmg 6∈ {α1, α2, . . . , αm} and so
h ∈ ΩΩ \ S6. Thus Ω
Ω \ S6 is open and so S6 is closed.
It follows by very similar arguments that S2 and S1,α are closed. To see that Fn
is closed note that for any g ∈ ΩΩ \ Fn there exist αm(1), . . . , αm(n+1) ∈ Ω such that
αm(1)g, . . . , αm(n+1)g are all distinct. If m = max{m(1), . . . ,m(n+1)}, then any h ∈
B(g, 1/m) agrees with g on {αm(1), . . . , αm(m)}. It follows that αm(1)h, . . . , αm(n+1)h
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are all distinct and so h ∈ ΩΩ \ Fn. Hence B(g, 1/m) ⊆ Ω
Ω \ Fn and so Ω
Ω \ Fn is
open and Fn is closed.
We can thus see already that there are at least ℵ0 many ≈-equivalence classes of
closed subsemigroups of ΩΩ. This contrasts with the four ≈-equivalence classes of
closed subgroups of Sym(Ω).
Not every subsemigroup of ΩΩ is equivalent to a semigroup in Proposition 4.1.1
and in Section 4.2 we will give examples of semigroups lying in diﬀerent equivalence
classes. It is not known how many ≈-equivalence classes there are on the subsets of
ΩΩ even if we restrict our attention to closed subsemigroups of ΩΩ. Since |ΩΩ| = 2ℵ0
there are potentially up to 22
ℵ0 many equivalence classes.
Mesyan constructed two subsemigroups of ΩΩ that are not comparable under 4.
Thus 4 is not a total order on the subsemigroups of ΩΩ. We will give the deﬁnition
of the two semigroups in Section 4.2.1, where we will also construct anti-chains of 4
of arbitrary ﬁnite length.
Note that S6, S2 and S1,α are all deﬁned by restricting the possible values of αf
for any α ∈ Ω and f in the respective semigroup. For any of these semigroups, the
set of values that αf is restricted to depends on α but does not depend on the value
of βf for any β 6= α. Furthermore, α itself is always a possible value for αf . The
following is a generalised method of constructing such semigroups for which αf is
restricted independently for each α ∈ Ω.
Let ρ be a preorder on Ω. Deﬁne the subset E(ρ) of ΩΩ by
E(ρ) = { f ∈ ΩΩ : (α, αf) ∈ ρ for all α ∈ Ω }.
Then E(ρ) is a semigroup since ρ is transitive: Let f, g ∈ E(ρ) and let α ∈ Ω.
It follows by the deﬁnition of E(ρ) that (α, αf), (αf, αfg) ∈ ρ. By transitivity
(α, αfg) ∈ ρ and so fg ∈ E(ρ) since α was arbitrary.
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If ρ is taken to be the ‘inverted’ order, i.e. (αm, αn) ∈ ρ whenever m > n, then
E(ρ) = S6. To obtain E(ρ) = S2 let ρ be the equivalence relation with equivalence
classes {α2n−1, α2n} for all n ∈ N. If we let ρ consist of the pairs (α, α) and (α, α1)
for all α ∈ Ω, then E(ρ) = S1,α.
For α ∈ Ω let αρ = { β ∈ Ω : (α, β) ∈ ρ }. Then αρ is the set of possible images
of α under elements of E(ρ). Now the semigroups E(ρ) can be classiﬁed according
to ≈ in the following theorem due to Mesyan (for a proof see [25, Section 7]).
Theorem 4.1.2. Let Ω = {α1, α2, . . . } and let ρ be a preorder on Ω. Then:
(i) if |αρ| = ℵ0 for infinitely many α ∈ Ω, then E(ρ) ≈ Ω
Ω;
(ii) if |αρ| < ℵ0 for all but finitely many α ∈ Ω but for any n ∈ N there exists
α ∈ Ω with n < |αρ| < ℵ0, then E(ρ) ≈ S6;
(iii) if there exists n ∈ N such that |αρ| 6 n for all but finitely many α ∈ Ω, but
there exist infinitely many β ∈ Ω such that (α, β) ∈ ρ for some α 6= β, then
E(ρ) ≈ S2;
(iv) if |αρ| > 1 for infinitely many α ∈ Ω, but there are only finitely many β ∈ Ω
such that (α, β) ∈ ρ for some α 6= β, then E(ρ) ≈ S1,α;
(v) if αρ = {α} for all but finitely many α ∈ Ω, then E(ρ) ≈ {1Ω}.
For a given subsemigroup U of ΩΩ we can use Theorem 4.1.2 to ﬁnd an upper
bound for the possible position of U in the preorder 4. Deﬁne the preorder ρU on Ω
by
(α, αf) ∈ ρU for all f ∈ U and for all α ∈ Ω. (4.1)
Then, by deﬁnition, U ⊆ E(ρU) and so U 4 E(ρU). In general we do not have
U = E(ρU), since the possible values of αf for f ∈ U may depend on the values of
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βf for one or several β 6= α. The next two corollaries are examples of applications
of Theorem 4.1.2.
Corollary 4.1.3. Let U be a subsemigroup of ΩΩ such that { αf : f ∈ U } is finite
for all but finitely many α ∈ Ω. Then U 4 S6.
Proof. By assumption, E(ρU) does not satisfy condition (i) of Theorem 4.1.2. Thus
E(ρU) satisﬁes one of (ii)–(v). Hence E(ρU) is equivalent under ≈ to one of S6, S2,
S1,α or {1Ω}. In particular, E(ρU) 4 S6 by Proposition 4.1.1 and so U 4 S6.
Corollary 4.1.4. Let U be a subsemigroup of ΩΩ. If there exists n ∈ N such that
|{ αf : f ∈ U }| 6 n for all but finitely many α ∈ Ω, then U 4 S2.
Proof. By assumption E(ρU) does not satisfy either condition (i) or (ii) of Theorem
4.1.2. Hence E(ρU) is equivalent under ≈ to one of S2, S1,α or {1Ω}. In particular,
E(ρU) 4 S2 by Proposition 4.1.1 and so U 4 S2.
A subsemigroup U of ΩΩ is transitive if for all α, β ∈ Ω there exists f ∈ U
with αf = β. If U is any transitive subsemigroup of ΩΩ, then ρU = Ω × Ω and
so E(ρU) = Ω
Ω. There exist countable transitive subsemigroups of ΩΩ. An easy
example is the semigroup generated by f and g deﬁned by αif = αi+1 for all i ∈ N,
and α1g = α1, αig = αi−1 for all i > 2.
If U is any countable and transitive subsemigroup of ΩΩ, then U ≈ {1Ω} but
E(ρU) ≈ Ω
Ω. Thus, in general, the upper bound for the position of U in the preorder
4 given by E(ρU) need not be very good at all. In order to obtain U ≈ E(ρU), Mesyan
restricted the class of semigroups under consideration and obtained the following
result (see [25, Theorem 41]). For a subsemigroup U of ΩΩ and a subset Σ of Ω, let
U(Σ) = { f ∈ U : αf = α for all α ∈ Σ }.
Theorem 4.1.5. Let U be a closed subsemigroup of ΩΩ with the properties that
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Figure 4.1: The tree T .
(i) if Σ ⊆ Ω is finite, then U ≈ U(Σ), and
(ii) for every u ∈ U there exists a sequence (u1, u2, . . . ) that converges pointwise to
u consisting of elements of U that are injective on a cofinite subset of Ω.
Then U ≈ E(ρU).
4.2 Other equivalence classes of ≈
In this section, we will construct some semigroups that are not equivalent under ≈
to any of the semigroups in Proposition 4.1.1. The following lemma will be used
several times in this section.
Lemma 4.2.1. Let I be an ideal of ΩΩ and let U ⊆ ΩΩ. If U \ I is uncountable,
then U 64 I.
Proof. Let G be any countable subset of ΩΩ. Then 〈 I,G 〉 \ I = 〈G 〉 \ I since I is
an ideal. Thus 〈 I,G 〉 \ I is countable since G is countable. In particular, since U \ I
is uncountable by assumption, U \ I 6⊆ 〈 I,G 〉 \ I and so U 6⊆ 〈 I,G 〉
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The ﬁrst semigroup FA that we will construct has the property that FA ≺ S1,α
and FA is incomparable under the preorder 4 to any of the semigroups F,F2,F3, . . .
from Proposition 4.1.1.
Let T be the graph with vertex set Ω = {α1, α2, . . . } and where αi is adjacent to
α2i and α2i+1 for all i ∈ N. That is, T is the regular rooted tree of degree 2 given in
Figure 4.1. For a ﬁnite or inﬁnite path σ on T let A(σ) be the set of vertices that
form σ. Deﬁne the set of subsets
A = { A(σ) : σ is a path starting at α1 }.
Note that |A| = 2ℵ0 since the inﬁnite paths on T starting at α1 may be put into a
one-one correspondence with the set {0, 1}N of all inﬁnite sequences of 0 and 1. The
intersection of any distinct A(σ1), A(σ2) ∈ A is the ﬁnite set A(σ3) where σ3 is the
ﬁnite path from α1 to αn where αn is that last element that lies on both σ1 and σ2.
For A ∈ A deﬁne fA ∈ Ω
Ω by
αfA =
α if α ∈ Aα1 if α ∈ Ω \ A.
Let FA be the set of all fA for A ∈ A. Then FA is a semigroup since fAfB = fA∩B ∈ FA
for any fA, fB ∈ FA.
Theorem 4.2.2. Let FA be the semigroup defined above. Then FA ≺ S1,α and FA
is incomparable under the preorder 4 to any of the semigroups F,F2,F3, . . . from
Proposition 4.1.1.
To prove Theorem 4.2.2 we require the following two lemmas.
Lemma 4.2.3. Let U be a countable subset of ΩΩ. Then there exists a countable
subsemigroup G of ΩΩ which contains U as a subset and has the following property:
for all f ∈ G and g ∈ ΩΩ, if αf = αg for all but finitely many α ∈ Ω, then g ∈ G.
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Proof. Write f ∼ g to denote that αf = αg for all but ﬁnitely many α ∈ Ω. For
a ﬁxed f ∈ ΩΩ and a ﬁxed ﬁnite subset Σ of Ω, there are at most countably many
g such that f and g only diﬀer on Σ. Since there are only countably many ﬁnite
subsets of Ω it follows that for any f ∈ ΩΩ there are only countably many g ∈ ΩΩ
such that f ∼ g. Thus, for any countable subset V of ΩΩ, the set V˜ = { g ∈ ΩΩ :
f ∼ g for some f ∈ V } is countable.
Let G0 = U and for i > 1 let Gi = 〈 G˜i−1 〉. Note that Gi ⊆ Gj whenever i 6 j
and that each Gi is countable. Let G =
⋃∞
i=0Gi. By deﬁnition, G is countable and
U ⊆ G. It only remains to show that G is a semigroup with the required property.
To show that G is a semigroup, let f, g ∈ G. Then f, g ∈ Gi for some i ∈ N.
Since Gi = 〈 G˜i−1 〉 is a semigroup, fg ∈ Gi ⊆ G and hence G is a semigroup.
Now let f ∈ G and g ∈ ΩΩ and suppose that f ∼ g. Then f ∈ Gi for some i ∈ N
and so g ∈ G˜i ⊆ 〈 G˜i 〉 = Gi+1 ⊆ G which concludes the proof.
Lemma 4.2.4. Let Λ be an infinite subset of Ω such that Λ \ A is infinite for all
A ∈ A. Then there exist distinct λ1, λ2, λ3, λ4 ∈ Λ such that for any A ∈ A either
λ1, λ2 ∈ Ω \ A or λ3, λ4 ∈ Ω \ A.
Proof. Say that αt ∈ Λ is a terminal point of Λ if for every path σ on T that
starts at α1 and goes through αt the last vertex in σ that lies in Λ is αt. That is
t = max{ n ∈ N : αn ∈ Λ ∩ A(σ) } where σ ranges over paths on T starting at α1
such that αt ∈ A(σ). We will show that either
(i) there exist inﬁnitely many terminal points of Λ; or
(ii) there exists a path σ on T with A(σ) ∈ A such that Λ ∩ A(σ) is inﬁnite.
Suppose that there are only ﬁnitely many terminal points of Λ. There exists N ∈
N such that t < N for all terminal points αt of Λ. Let αi(1) be any vertex of
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Λ \ {α1, α2, . . . , αN}. There exists a path from α1 to αi(1). Since αi(1) is not a
terminal point of Λ, there exists a vertex αi(2) ∈ Λ \ {α1, α2, . . . , αi(1)} and a path
starting at α1 and going through αi(1) and αi(2). Continuing like this we construct
a path σ on T that goes through inﬁnitely many elements of Λ. Hence Λ ∩ A(σ) is
inﬁnite.
If there are inﬁnitely many terminal points of Λ (i.e. (i) applies), then let λ1, λ2, λ3
and λ4 be any distinct terminal points of Λ. Any path σ on T with A(σ) ∈ A goes
through at most one terminal point of Λ. In particular, for any path σ on T with
A(σ) ∈ A, either λ1, λ2 ∈ Ω \A(σ) or λ3, λ4 ∈ Ω \A(σ). Thus λ1, λ2, λ3 and λ4 have
the required property.
On the other hand suppose (ii) applies. That is, Λ ∩ A(σ) is inﬁnite for some
A(σ) ∈ A. By assumption, Λ \ A(σ) is also inﬁnite. In particular, there exist
αm, αn ∈ Λ\A(σ) with m < n. Any path on T starting at α1 that passes through αm
or αn does not pass through any αp ∈ A(σ) with p > n. Let λ1 = αm, λ2 = αn and let
λ3 and λ4 be any two distinct elements of the inﬁnite set Λ∩A(σ)\{α1, α2, . . . , αn}.
Now, if σ is any path on T with A(σ) ∈ A and αm ∈ A(σ) or αn ∈ A(σ), then
λ3, λ4 ∈ Ω \ A(σ). Hence λ1, λ2, λ3 and λ4 have the required property.
Proof of Theorem 4.2.2. Clearly FA is a subset of S1,α and so FA 4 S1,α. Since
F2 ≺ F3 ≺ · · · ≺ F ≺ S1,α
and 4 is transitive it suﬃces to show that F2 64 FA and FA 64 F. The fact that
FA 64 F follows from Lemma 4.2.1 since F forms an ideal in Ω
Ω and |FA \F| = 2
ℵ0 as
there are 2ℵ0 many inﬁnite paths on T . We will now prove that F2 64 FA.
By Lemma 4.2.3 it suﬃces to show that F2 6⊆ 〈 FA, G 〉 for any countable sub-
semigroup G of ΩΩ with the property that if f ∈ G, g ∈ ΩΩ and αf = αg for all α
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in a coﬁnite subset of Ω, then g ∈ G. So let G be such a subsemigroup and assume
without loss of generality that the identity map 1Ω is an element of G.
Let g1, g2, . . . be an enumeration of the elements of G. Then any element of
〈G,FA 〉 can be written as giw for some i ∈ N and w = 1Ω or
w = f1k1 · · · fnkn
for some k1, . . . , kn ∈ G, f1, . . . , fn ∈ FA and n > 1. We will say that such a product
giw has minimal length if w = 1Ω or if
giw = k
′
0f
′
1k
′
1 · · · f
′
mk
′
m
for some k′0, k
′
1, . . . , k
′
m ∈ G and f
′
1, f
′
2, . . . , f
′
m ∈ FA, implies that m > n. Then any
element of 〈G,FA〉 can be written as a product giw of minimal length for some i ∈ N.
To show that F2 6⊆ 〈 FA, G 〉, it suﬃces to construct an element of F2 that is
not equal to any product giw of minimal length for any i ∈ N. To do this we will
ﬁrst inductively deﬁne a sequence of maps h0, h1, h2, . . . from ﬁnite subsets of Ω to
{α1, α2} such that every hi, for i ∈ N, has the following properties:
(i) hi is an extension of hi−1;
(ii) if h ∈ F2 is any extension of hi such that {α1}h
−1 and {α2}h
−1 are inﬁnite,
then h 6= giw for any product giw of minimal length.
Let dom(h0) = {α1, α2} and let α1h0 = α1 and α2h0 = α2. Now let i > 1. Denote
the coﬁnite subset Ω \ dom(hi−1) of Ω by Ωi. Precisely one of the following must
hold.
Case 1. The map gi is not injective on Ωi. Let λ1 and λ2 be any distinct
elements of Ωi such that λ1gi = λ2gi. Let dom(hi) = dom(hi−1)∪ {λ1, λ2} and let hi
extend hi−1 by setting λ1h = α1 and λ2hi = α2. Then hi satisﬁes (i).
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Now if h ∈ F2 is any extension of hi, then h 6= giw for any w ∈ Ω
Ω since
λ1giw = λ2giw but λ1h 6= λ2h. Thus hi satisﬁes (ii).
Case 2. The map gi is injective on Ωi and there is no A ∈ A such
that Ωigi \ A is finite. The set Ωigi is inﬁnite, since gi is injective on Ωi. By
Lemma 4.2.4 there exist distinct λ1, λ2, λ3, λ4 ∈ Ωi such that for any A ∈ A either
λ1gi, λ2gi ∈ Ω \ A or λ3gi, λ4gi ∈ Ω \ A.
Let dom(hi) = dom(hi−1) ∪ {λ1, λ2, λ3, λ4} and let hi extend hi−1 by letting
λ1h = λ3hi = α1 and λ2hi = λ4hi = α2. Then hi satisﬁes (i).
To show that hi satisﬁes (ii), let h be any element of F2 that extends hi. We will
show that h 6= giw for any product giw of minimal length. Since h is an element of
F2, h is not injective on any subset of Ω of size at least 3. In particular, h is not
injective on Ωi and so h 6= gi. Hence, if h = giw, then w 6= 1Ω.
Thus if h = giw, then w = fAw
′ for some A ∈ A and w′ ∈ 〈 G,FA 〉. For any
A ∈ A either λ1gi, λ2gi ∈ Ω \ A or λ3gi, λ4gi ∈ Ω \ A. It follows by the deﬁnition
of FA that either λ1gifA = λ2gifA = α1 or λ3gifA = λ4gifA = α1. Thus either
λ1gifAw
′ = λ2gifAw
′ or λ3gifAw
′ = λ4gifAw
′. But λ1h 6= λ2h and λ3h 6= λ4h since
h extends hi. We conclude that h 6= giw for any product giw of minimal length and
so hi satisﬁes (ii).
Case 3. The map gi is injective on Ωi and Ωigi \ A is finite for some
A ∈ A. Just let hi = hi−1 in this case. So hi trivially satisﬁes (i).
To show that hi satisﬁes (ii), let h be any element of F2 such that {α1}h
−1 and
{α2}h
−1 are inﬁnite. Then h is not injective on any subset of Ω of size at least 3. In
particular, h is not injective on Ωi and so h 6= gi.
92 CHAPTER 4. THE BERGMAN-SHELAH PREORDER ON ΩΩ
Hence if h = giw for some product giw of minimal length, then w 6= 1Ω and so
w = f1k1 · · · fnkn (4.2)
for some k1, . . . , kn ∈ G, f1, . . . , fn ∈ FA and n > 1. By assumption, there exists a
coﬁnite subset Ω′i of Ωi such that Ω
′
igi ⊆ A. In fact, Ω
′
i is coﬁnite in Ω since Ωi is
coﬁnite in Ω. The map f1 is equal to fB for some B ∈ A.
If B = A, then αgifA = αgi for all α ∈ Ω
′
i by the deﬁnition of FA. Thus gifA = gj
for some gj ∈ G, since G is a semigroup with the property given in Lemma 4.2.3.
Hence we may replace gifAk1 by gjk1 ∈ G in (4.2) making the product shorter. But
the product in (4.2) is of minimal length. Thus we cannot have B = A.
So B 6= A. Then B ∩A is ﬁnite. Hence, since gi is injective on Ωi, there exists a
coﬁnite subset Ω′′i of Ω
′
i such that Ω
′′
i gi ⊆ A\ (A∩B) = A\B ⊆ Ω\B. Then, by the
deﬁnition of FA, we have αgifB = α1 for all α ∈ Ω
′′
i . It follows that gifBk1 · · · fnkn
has a coﬁnite kernel class. Since both {α1}h
−1 and {α2}h
−1 are inﬁnite, we conclude
that if B 6= A, then gifBk1 · · · fnkn 6= h.
We have shown that hi satisﬁes (i) and (ii).
Since hi extends hi−1 for all i ∈ N by (i), the union
⋃∞
i=0 hi is a partial map on
Ω. The image of every hi is {α1, α2} and so
⋃∞
i=0 hi may be extended to an element
h of F2.
Moreover, if Case 1 or Case 2 applied inﬁnitely often to gi, then {α1} and {α2}
both have inﬁnite preimages under
⋃∞
i=0 hi. On the other hand, if all but ﬁnitely
many gi fell under Case 3, then {α1} and {α2} both have ﬁnite preimages under⋃∞
i=0 hi. In either case, h may be chosen such that both {α1}h
−1 and {α2}h
−1 are
inﬁnite.
Since h extends hi for every i ∈ N, it follows by (ii) that h 6= giw for any product
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giw of minimal length. Hence h 6∈ 〈 G,FA 〉 and so F2 6⊆ 〈 G,FA 〉 which concludes
the proof.
By changing the deﬁnition of FA we can obtain a semigroup F
′
A
such that {1Ω} ≺
F ′
A
≺ F2.
Let A be as before and for every A ∈ A deﬁne f ′A ∈ Ω
Ω by
αf ′A =
α2 α ∈ Aα1 α ∈ Ω \ A.
Let F ′
A
= { f ′A : A ∈ A }.
Theorem 4.2.5. Let F ′
A
be the semigroup defined above. Then {1Ω} ≺ F
′
A
≺ F2.
Proof. First note that |F ′
A
| = |A| = 2ℵ0 and so {1Ω} ≺ F
′
A
. Furthermore F ′
A
⊆ F2
and so F ′
A
4 F2.
Let g ∈ ΩΩ be the map such that α1g = α1 and αig = α2 for all i > 2. Then
F ′
A
= (FA)g and so F
′
A
4 FA. Moreover, F2 64 F
′
A
since F2 64 FA and 4 is transitive.
Hence {1Ω} ≺ F
′
A
≺ F2.
Suppose that U and V are subsemigroups of ΩΩ that are conjugate in the sense
that there exists g ∈ Sym(Ω) such that g−1Ug = V . It follows that V ⊆ 〈 U, g, g−1 〉
and U ⊆ 〈 V, g, g−1 〉 and so U ≈ V . Given that this kind of conjugation is a special
kind of isomorphism one might ask: is it true that if U and V are isomorphic, then
U ≈ V ? The answer is ‘no’ and we will now construct an example that demonstrates
this.
Recall that Ω = {α1, α2, . . . }. Partition Ω into two inﬁnite sets Λ and Φ in any
way such that α1 ∈ Φ. For a map f ∈ Λ
Λ deﬁne uf , vf ∈ Ω
Ω as follows:
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αuf =
αf if α ∈ Λα if α ∈ Φ
αvf =
αf if α ∈ Λα1 if α ∈ Φ.
Let U = {uf : f ∈ Λ
Λ & im(f) is ﬁnite} and V = {vf : f ∈ Λ
Λ & im(f) is ﬁnite}.
The fact that elements of U and V have ﬁnite image on Λ will be crucial in the proof
of the next theorem.
Say that a map f ∈ ΩΩ has finite support if αf = α for all but ﬁnitely many
α ∈ Ω. Denote by FS the set of maps in ΩΩ that have ﬁnite support. Then FS is
a countable subsemigroup of ΩΩ.
Theorem 4.2.6. Let U and V be the semigroups defined above. Then U and V are
isomorphic and F ≈ V ≺ U ≺ S1,α.
Proof. Firstly, note that the map that sends each uf ∈ U to vf is an isomorphism
from U to V since ufug = ufg and vfvg = vfg for all f, g ∈ Λ
Λ.
To see that V ≈ F ﬁrst note that V ⊆ F and hence V 4 F. On the other hand
we will show that F ⊆ 〈 V,FS, g 〉 where g ∈ ΩΩ is any injection with im(g) ⊆ Λ.
Let β1, β2, . . . be distinct elements of Λ. Let f ∈ F be arbitrary. Let f̂ be any
element of V such that for every αi ∈ Ω we have (αig)f̂ = βj where αj = αif .
Such an element f̂ exists since there are only ﬁnitely many αj in the image of f
and αig, βi ∈ Λ for all i ∈ N. Since im(f̂) is ﬁnite, there exists h ∈ FS such that
βjh = αj for all βj ∈ im(f̂). Now f = gf̂h. Indeed, if αi ∈ Ω with αif = αj, then
αigf̂h = βjh = αj = αif . Thus F ⊆ 〈 V,FS, g 〉 and V ≈ F.
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Now we will show that V ≺ U . If g ∈ ΩΩ ﬁxes Λ pointwise and maps all elements
of Φ to α1 then V = Ug and so V 4 U . On the other hand, F is an ideal of Ω
Ω and
U \F = U is uncountable. So it follows from Lemma 4.2.1 that U 64 F. Thus U 64 V
since F ≈ V and so V ≺ U .
Finally we will show that U ≺ S1,α. To prove that U 4 S1,α, let g
′ ∈ ΦΦ be any
injection such that Φ \ im(g′) is inﬁnite and α1 6∈ im(g
′). Let β1, β2, . . . be distinct
elements of Φ \ (im(g′) ∪ {α1}). Let g ∈ Ω
Ω be the map that extends g′ by ﬁxing
all elements of Λ. Let g∗ be any map that extends the inverse of g (which is a map
from im(g) to Ω) to an element of ΩΩ. We will show that U ⊆ 〈 S1,α,FS, g, g
∗ 〉.
Let uf ∈ U be arbitrary. Then f ∈ Λ
Λ has ﬁnitely many image points, say
im(f) = {γ1, γ2, . . . , γn}. For 1 6 i 6 n let f̂i ∈ S1,α be the map that takes {γi}f
−1
to α1 and ﬁxes Ω\{γi}f
−1 pointwise and let si ∈ FS be the map that takes α1 to βi
and ﬁxes all other elements of Ω. Let s ∈ FS take βi to γi for each i ∈ {1, 2, . . . , n}
and ﬁx all other elements of Ω. We now claim that
gf̂1s1f̂2s2 · · · f̂nsnsg
∗ = uf .
If α ∈ Φ, then since f̂i and si ﬁx all elements of Φg, we have that
αgf̂1s1f̂2s2 · · · f̂nsnsg
∗ = αgg∗ = α = αuf .
On the other hand suppose α ∈ Λ with αf = γi. Note that α 6= α1 ∈ Φ. Hence
αsj = α for all j. Thus
αgf̂1s1f̂2s2 · · · f̂nsnsg
∗ = αf̂isif̂i+1si+1 · · · f̂nsnsg
∗ =
α1sif̂i+1si+1 · · · f̂nsnsg
∗ = βif̂i+1si+1 · · · f̂nsnsg
∗ = βisg
∗ = γig
∗ = γi = αf = αuf .
Thus U ⊆ 〈 S1,α,FS, g, g
∗ 〉 and U 4 S1,α.
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It remains to show that S1,α 64 U . Let G ⊆ Ω
Ω be countable and assume without
loss of generality that 1Ω ∈ G. We will construct a map s ∈ S1,α that does not lie in
〈 U,G 〉. For a ﬁnite tuple g = (g0, g1, g2, . . . , gm) of elements of 〈G 〉 deﬁne
Bg = { g0u1g1u2g2 · · ·umgm : ui ∈ U for 1 6 i 6 m }.
By deﬁnition of U , any u ∈ U ﬁxes all elements of Φ pointwise. Hence if g =
(g0, g1, g2, . . . , gm) is a ﬁxed tuple and Σ is an inﬁnite subset of Ω such that for every
i ∈ {0, 1, 2, . . . ,m − 1} we have Σg0g1 · · · gi ⊆ Φ, then any element of Bg restricted
to Σ is just g0g1 · · · gm restricted to Σ.
Partition Φ into inﬁnite sets Φ1,Φ2, . . . and let g1,g2, . . . be an enumeration
of all ﬁnite tuples of elements of 〈 G 〉. For every n ∈ N we will deﬁne a map
sn : Φn −→ Φn ∪ {α1} such that αsn ∈ {α, α1} for all α ∈ Φn. Every sn will be
deﬁned in such a way that sn is not extended by any element of Bgn . Hence any
extension of
⋃∞
n=0 sn will not lie in any Bgn . Let gn = (g0, g1, . . . , gm). There are
two cases.
First suppose that there exists an inﬁnite subset Σ of Φn and i with 0 6 i 6 m
such that Σg0g1 · · · gi is ﬁnite or Σg0g1 · · · gi ⊆ Λ. Assume without loss of generality
that i is the least such number.
Let h be any element of ∈ Bgn . Then h = g0u1g1 · · ·umgm for some elements
u1, u2, . . . , um of U . For any α ∈ Σ we have αg0u1g1 · · ·uigi = αg0g1 · · · gi. Hence
either Σg0u1g1 · · ·uigi is ﬁnite or Σg0u1g1 · · ·uigi ⊆ Λ. If i < m, then in either case
we have Σh is ﬁnite, since ui+1 maps Σg0u1g1 · · ·uigi to ﬁnitely many points. If
i = m, then either Σh is ﬁnite or Σh ⊆ Λ. Thus we let s ﬁx all points in Σ ⊆ Φn ⊆ Φ
to ensure that no element of Bgn extends sn.
Now suppose that for every i with 0 6 i 6 m and every inﬁnite subset Σ of
Φn we have that Σg0g1 · · · gi is inﬁnite and Σg0g1 · · · gi 6⊆ Λ. It follows that there
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exists a coﬁnite subset Φ′n of Φn such that Σg0g1 · · · gi ⊆ Φ for all i with 0 6 i 6 m.
Hence, for all h ∈ Bgn , we have that αh = αg0g1 · · · gm for all α ∈ Φ
′
n and so Φ
′
nh
is inﬁnite. Letting sn map all elements of Φn to α1 we ensure that no element of
h ∈ Bgn extends sn.
Now let s be any extension of
⋃∞
n=0 sn to an element of S1,α. Since 〈U,G 〉 is the
union of the sets Bgn over all n ∈ N it follows that s 6∈ 〈U,G 〉. Hence we have shown
that S1,α 64 U and so U ≺ S1,α.
4.2.1 Anti-chains
Mesyan [25] proved that 4 contains at least two incomparable elements by construct-
ing a subsemigroup Z of ΩΩ such that Z 64 F3 and F3 64 Z. The semigroup Z may
be deﬁned as follows.
Partition Ω into moieties Ω1 and Ω2 such that α1, α2 ∈ Ω1 and α3, α4 ∈ Ω2. Then
let
Z = { f ∈ ΩΩ : Ω1f ⊆ {α1, α2} and Ω2f ⊆ {α3, α4} }.
The main motivation behind the next example is to show that there are anti-chains
of arbitrary ﬁnite length.
For any integers k > 0 and n > 2 let Mn,k be the set of all f ∈ Ω
Ω such that
1. αif = αi for 1 6 i 6 2k
2. αif ∈ {α2k+1, . . . , α2k+n} for i > 2k.
Theorem 4.2.7. Let k, t > 0, m,n > 2, and let Mn,k, Mm,t be as defined above.
Then Mn,k 4 Mm,t if and only if n+ 2k 6 m+ 2t and n 6 m (see Figure 4.2).
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Proof. Firstly, suppose that n + 2k 6 m + 2t and n 6 m. We will deﬁne g, h ∈ ΩΩ
such that Mn,k ⊆ 〈Mm,t, g, h 〉. Let g ∈ Ω
Ω be deﬁned by
αig =
αi if i 6 2kα2t+m+j if i = 2k + j for some j > 0
Next, note that 2t+m− n > 2k + n− n = 2k and so there exists h ∈ ΩΩ such that
αih = αi for i 6 2k and α(2t+m−n+i)h = α2k+i for all i ∈ {1, . . . , n}.
Let f ∈ Mn,k be arbitrary and let f̂ ∈ Ω
Ω be the map deﬁned by αif̂ = αi
for i 6 2t + m and α2t+m+if̂ = α2t+m−n+j whenever α2k+if = α2k+j for i > 0 and
1 6 j 6 n. Then, since α2k+if ∈ {α2k+1, . . . α2k+n} for all i > 0 it follows that
α2t+m+if̂ ∈ {α2t+m−n+1, . . . , α2t+m} ⊆ {α2t+1, . . . , α2t+m} for all i > 0. Furthermore
f̂ ﬁxes αi for all i 6 2t and so f̂ ∈Mm,t.
We will now show that gf̂h = f . Let α ∈ Ω be arbitrary. If α = αi for
0 < i 6 2k, then αigf̂h = αi = αif . On the other hand, if α = α2k+i for some i > 0,
then αf = α2k+j for some j ∈ {1, . . . , n} and
(α2k+i)gf̂h = (α2t+m+i)f̂h = (α2t+m−n+j)h = α2k+j = αf.
We have shown that Mn,k ⊆ 〈Mm,t, g, h 〉 and so Mn,k 4 Mm,t.
To show the reverse implication, we will prove the contra-positive. That is, we
will show that if 2k + n > 2t +m or n > m, then Mn,k 64 Mm,t. First suppose that
2k + n > 2t + m. Notice that the size of the image of any element of Mm,t is at
most 2t + m. In other words, Mm,t ⊆ F2t+m and so Mm,t 4 F2t+m. On the other
hand, Mn,k has uncountably many elements with image size 2k + n > 2t+m. Thus
Mn,k \ F2t+m is uncountable. Since F2t+m is an ideal of Ω
Ω, it follows from Lemma
4.2.1 that Mn,k 64 F2t+m and so Mn,k 64 Mm,t since Mm,t 4 F2t+m and 4 is transitive.
It remains to show that if n > m, then Mn,k 64 Mm,t. Let G be an arbitrary
countable subset of ΩΩ and assume without loss of generality that 〈G 〉 contains the
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identity map 1Ω. Let K be the set {{α}g
−1 : α ∈ Ω & g ∈ 〈G 〉 } of kernel classes of
elements of 〈G 〉. Let K be the set of all ﬁnite unions of elements of K. Note that K
is countable. Let h ∈ 〈Mm,t, G 〉. We will show that h has at most m kernel classes
that are not elements of K. If h ∈ 〈G 〉, then all the kernel classes of h lie in K. So
now suppose that
h = g1m1g2m2 · · · gpmpgp+1
for some g1, g2, . . . gp+1 ∈ 〈 G 〉 and m1,m2, . . . ,mp ∈ Mm,t. It follows from the
deﬁnitions that {αr}(g1m1)
−1 = {αr}g
−1
1 ∈ K for any r ∈ {1, 2, . . . , 2t}. Hence
g1m1 has at most m kernel classes that do not lie in K, namely the preimages of the
elements α2t+1, . . . α2t+m . All kernel classes of h are unions of the kernel classes of
g1m1. The set K is closed under taking ﬁnite unions and so any kernel class of h that
does not lie in K must contain at least one of {α2t+1}(g1m1)
−1, . . . , {α2t+m}(g1m1)
−1.
Hence h has at most m kernel classes that are not in K.
On the other hand we will now show that there exists an element f of Mn,k with
n > m kernel classes that do not lie in K. Since K is countable and every inﬁnite
subset of Ω has 2ℵ0 many moieties, there exists a partition of Ω \ {α1, α2, . . . , α2i}
into sets A1, . . . , An that all lie outside K. Let f be the element of Mn,k such that
{α2i+r}f
−1 = Ar for 1 6 r 6 n. Then f has the required property and so f 6∈
〈G,Mm,t 〉. We conclude that Mn,k 64 Mm,t as required.
See Figure 4.2 for a Hasse Diagram of 4 on the semigroups Mn,k for some small
values of n and k.
Theorem 4.2.7 shows that 4 contains arbitrarily long anti chains: for any natural
number p > 2 there are p−1 semigroupsMn,k such that n+k = p. These semigroups
form an anti-chain in 4 of length p − 1 since, if we have that n + k = m + t, then
n 6 m and n + 2k 6 m + 2t implies that n = m and k = t. Note that we have not
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constructed any inﬁnite anti-chains: if Mn,k is ﬁxed, then for all but ﬁnitely many
Mm,t we have that n 6 m and n+ 2k 6 m+ 2t and so Mn,k 4 Mm,t.
It is natural to ask how the semigroups Mn,k relate under 4 to the semigroups
Fn from Proposition 4.1.1.
Proposition 4.2.8. Let n > 2. Then Mn,0 ≈ Fn.
Proof. It follows from the deﬁnitions thatMn,0 ⊆ Fn and soMn,0 4 Fn. On the other
hand, if f ∈ Fn, then there exists f̂ ∈ Mn,0 which has the same set of kernel classes
as f . Then, since im(f̂) is ﬁnite, there exists a map g ∈ ΩΩ with ﬁnite support such
that f = f̂ g. Hence Fn ⊆ 〈Mn,0,FS 〉 and so Mn,0 ≈ Fn.
4.3 Domination and the semigroup S6
The results in the rest of this chapter are joint work with Jacek Cichon´, James
Mitchell, Micha l Morayne and Martyn Quick and may also be found in [11] and [26].
In Chapters 5 and 6 we will consider semigroups that arise as the sets of Lipschitz
functions on metric spaces and endomorphisms of binary relations, respectively. We
will investigate where these semigroups lie in the preorder 4. The semigroup S6 will
be prominent in both of these chapters.
There is a link between S6 and the concept of domination. Order the set Ω =
{α1, α2, . . . } by αi 6 αj if and only if i 6 j. Then
S6 = { f ∈ Ω
Ω : αf 6 α for all α ∈ Ω }.
Recall that a function f ∈ ΩΩ dominates another function g ∈ ΩΩ if αf > αg for all
α ∈ Ω. A subset U of ΩΩ dominates another subset V of ΩΩ if for all g ∈ V there
exists f ∈ U such that f dominates g.
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M[2,0]
M[4,0] M[3,1] M[2,2]
M[3,0] M[2,1]
M[5,0] M[4,1] M[3,2] M[2,3]
M[6,0] M[5,1] M[4,2] M[3,3] M[2,4]
Figure 4.2: A Hasse Diagram of some of the semigroups Mn,k ordered by 4
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Theorem 4.3.1. Let U be an arbitrary subset of ΩΩ. Then U 4 S6 if and only if
U is dominated by a countable subset of ΩΩ.
To prove Theorem 4.3.1 we require the following lemma.
Lemma 4.3.2. Let U, V be arbitrary subsets of ΩΩ and let X,Y be dominating
families for U, V , respectively, consisting of increasing mappings. Then 〈 U, V 〉 is
dominated by 〈X,Y 〉.
Proof. We proceed by induction on the length of products in 〈U, V 〉. The base case
is concluded by observing that if u ∈ U and v ∈ V , then there exists x ∈ X and
y ∈ Y that dominate u and v, respectively. Hence for any α ∈ Ω
(αu)v 6 (αu)y 6 (αx)y.
The inductive hypothesis is that every product in 〈U, V 〉 of length at most 2n− 2 is
dominated by some function in 〈X,Y 〉. So, let u1v1 · · · un−1vn−1unvn ∈ 〈U, V 〉 with
ui ∈ U and vi ∈ V for 1 6 i 6 n. Then there exists w ∈ 〈X,Y 〉, x ∈ X, and y ∈ Y
that dominate u1v1 · · ·un−1vn−1, un, and vn, respectively. Hence for any α ∈ Ω
(αu1v1 · · ·un−1vn−1un)vn 6 (αu1v1 · · ·un−1vn−1un)y
6 ((αu1v1 · · ·un−1vn−1)x)y
6 ((αw)x)y,
as required.
Let f ∈ U be arbitrary and deﬁne f ∗ ∈ ΩΩ inductively by
αif
∗ = max{αj+1, αif}. where αj = αi−1f
∗
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Then f ∗ is strictly increasing and dominates f . In this way it is possible to replace
any dominating family U for V by a dominating family U∗ that consists entirely of
strictly increasing functions and where |U∗| 6 |U |.
Proof of Theorem 4.3.1. Suppose that U is dominated by a countable family V .
We may assume that V consists entirely of strictly increasing and hence injective
functions. Now, if f ∈ U is arbitrary, then let g ∈ V be any function that dominates
f . Then there exists h ∈ S6 such that αgh = αf for all α ∈ Ω, since g is injective
and αg > αf for all α ∈ Ω. Hence f = gh and so U ⊆ 〈 S6, V 〉.
On the other hand, suppose that U 4 S6. So there exists a countable set C ⊆ Ω
Ω
such that U ⊆ 〈S6, C 〉. Thus 〈S6, C 〉 dominates U . The semigroup S6 is dominated
by the identity mapping 1Ω. Hence, by Lemma 4.3.2, 〈S6, C〉 is dominated by 〈1Ω, C〉,
and so U is dominated by 〈 1Ω, C 〉, which is countable.
4.4 Relative rank
In this section we will calculate rank(ΩΩ : U) for all semigroups U that lie in known
≈-equivalence classes of subsets of ΩΩ.
A subset F of ΩΩ is called an almost disjoint family if for any distinct f, g ∈ F
there are only ﬁnitely many α ∈ Ω such that αf = αg. An example of an almost
disjoint family F with |F | = 2ℵ0 can easily be constructed from the family A of
subsets of Ω (see the paragraph just before Theorem 4.2.2). For every A ∈ A choose
an injection gA ∈ Ω
Ω with im(gA) = A. Let F be the set of gA for A ∈ A. Then
|F | = 2ℵ0 since |A| = 2ℵ0 and F is an almost disjoint family, since A∩B is ﬁnite for
any distinct A,B ∈ A.
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Theorem 4.4.1. Let U ⊆ ΩΩ. If U 4 S2, then rank(Ω
Ω : U) = 2ℵ0 .
Proof. It suﬃces to show that rank(ΩΩ : S2) = 2
ℵ0 . Let A ⊆ ΩΩ such that 〈S2, A 〉 =
ΩΩ. Seeking a contradiction assume that |A| < 2ℵ0 . Let (a1, a2, . . . , am) be an
m-tuple of elements of A. Then deﬁne
B(a1,a2,...,am) = { s0a1s1a2s2 · · · amsm : s0, s1, . . . , sm ∈ S2 }.
The semigroup ΩΩ can be given as the union of the sets B(a1,a2,...,am) over all ﬁnite
tuples of elements of A.
Let F ⊆ ΩΩ be a family of almost disjoint functions of size 2ℵ0 . If B(a1,a2,...,am)∩F
were ﬁnite for all (a1, a2, . . . , am), then |F | 6 min{ℵ0, |A|}. But |F | = 2
ℵ0 and so
there exists a tuple (b1, b2, . . . , bn) of elements of A such that B(b1,b2,...,bn)∩F is inﬁnite.
For α ∈ Ω deﬁne
Cα = { αh : h ∈ B(b1,b2,...,bn) }.
Then |Cα| 6 2
n+1 for all α ∈ Ω by the deﬁnition of S2. Let N = 2
n+1 and
f1, f2, . . . , fN+1 be distinct elements of B(b1,b2,...,bn) ∩ F . Then, since F is a fam-
ily of almost disjoint functions, there exists β ∈ Ω such that βf1, βf2, . . . , βfN+1 are
distinct. But |Cβ| 6 N , a contradiction.
Theorem 4.4.1 applies to all semigroups from Sections 4.1 and 4.2 apart from ΩΩ
and S6. Of course, rank(Ω
Ω : ΩΩ) = 0. It remains to calculate rank(ΩΩ : S6).
Recall that the cardinal d is deﬁned to be the least cardinality of a subset of ΩΩ
that dominates ΩΩ. We saw in Section 4.3 that the semigroup S6 is linked to the
notion of dominance. The next theorem expresses this link in terms of relative rank.
Theorem 4.4.2. Let U ⊆ ΩΩ. If U ≈ S6, then rank(Ω
Ω : U) = d.
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Proof. It suﬃces to show that rank(ΩΩ : S6) = d. The proof of the fact that
rank(ΩΩ : S6) 6 d is essentially the same as the ﬁrst part of the proof of Theorem
4.3.1. Let U be any dominating family for ΩΩ with cardinality d. By the observation
we made before the proof of Theorem 4.3.1, we may assume that U consists entirely
of strictly increasing and hence injective functions. Now, if f ∈ ΩΩ is arbitrary, then
let g ∈ U be any function that dominates f . Then there exists h ∈ S6 such that
αgh = αf for all α ∈ Ω, since g is injective and αg > αf for all α ∈ Ω. Hence f = gh
and so ΩΩ = 〈 S6, U 〉.
To prove that rank(ΩΩ : S6) > d note that if 〈 S6, U 〉 = Ω
Ω for some U , then
〈 S6, U 〉 dominates Ω
Ω. Let V be a family of increasing mappings that dominates
U such that |V | is at most |U |. Then, by Lemma 4.3.2, 〈 S6, U 〉 is dominated by
〈 1Ω, V 〉. Hence 〈 1Ω, V 〉 dominates Ω
Ω and so d 6 |〈 1Ω, V 〉| = |V | 6 |U |. Thus
rank(ΩΩ : S6) > d.
Now if U ⊆ ΩΩ lies in an ≈-equivalence class that is known (i.e. one from
Chapter 4) then we pretty much know the value of rank(ΩΩ : U): if U ≈ ΩΩ,
then rank(ΩΩ : U) is 0, 1 or 2 and if U 6≈ ΩΩ, then we know the precise value of
rank(ΩΩ : U) which is either d or 2ℵ0 .
Of course, this fails to really be a satisfactory classiﬁcation of relative ranks of
ΩΩ, since there is no really satisfactory classiﬁcation of subsemigroups, or at least
closed subsemigroups, of ΩΩ with respect to 4.
The situation is better for Sym(Ω). Let G be a closed subgroup of Sym(Ω). Recall
from Section 1.4 that G is equivalent to one of Sym(Ω), GA, GB or {1Ω}. Using this,
what can we say about rank(Sym(Ω) : G)?
If G ≈ Sym(Ω), then rank(Sym(Ω) : G) = 1 (see Corollary 1.3.7) unless, of
course, G = Sym(Ω) and rank(Sym(Ω) : G) = 0.
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Suppose G 6≈ Sym(Ω). Since Sym(Ω) ⊆ ΩΩ we may consider rank(ΩΩ : G) and
how it relates to rank(Sym(Ω) : G). Suppose the group generated by G ∪A is equal
to Sym(Ω) for some inﬁnite subset A of Sym(Ω). Then, since rank(ΩΩ : Sym(Ω)) = 2
by Theorem 1.3.11, there exists B ⊆ ΩΩ with |B| = 2 and ΩΩ = 〈 Sym(Ω), B 〉 =
〈G,A,A−1, B 〉. But |A ∪ A−1 ∪ B| = |A| since A is inﬁnite and so rank(ΩΩ : G) 6
rank(Sym(Ω) : G).
It follows by Corollary 4.1.4 that rank(ΩΩ : GA) = 2
ℵ0 and it follows by Corollary
4.1.3 that rank(ΩΩ : GB) > d.
In summary we have that if G is a proper, closed subgroup of Sym(Ω), then
• rank(Sym(Ω) : G) = 1 if G ≈ Sym(Ω);
• rank(Sym(Ω) : G) > d if G ≈ GB;
• rank(Sym(Ω) : G) = 2ℵ0 if G ≈ GA or G ≈ {1Ω}.
It is an open question whether or not rank(Sym(Ω) : G) = d if G ≈ GB.
Chapter 5
Lipschitz functions
In this chapter we will study the notions of the preorder 4 and relative rank for
subsemigroups of ΩΩ that arise as the semigroup of Lipschitz functions on countable,
discrete metric spaces.
Throughout this chapter, we will let Ω be the set {α1, α2, . . . } and let d be a
discrete metric deﬁned on Ω. We will attempt to determine where the semigroup LΩ
of Lipschitz functions with respect to d lies in the preorder 4 on subsets of ΩΩ and
calculate the value of rank(ΩΩ : LΩ).
The results in this Chapter are joint work with Jacek Cichon´, James Mitchell and
Micha l Morayne and may also be found in [11].
First we will give some suﬃcient conditions for LΩ to be equivalent to Ω
Ω under
≈. It will be shown that if the metric space Ω contains a Cauchy sequence or, in
some sense, is suﬃciently separated (see Theorem 5.1.2), then rank(ΩΩ : LΩ) = 1.
In particular, LΩ ≈ Ω
Ω in both these cases.
On the other hand, it will be shown in Section 5.2.1 that if all open balls in Ω
are ﬁnite, then LΩ 4 S6. A suﬃcient condition for S6 4 LΩ to hold will be given
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in Section 5.2.2 (see Theorem 5.2.3). Examples of metric spaces that satisfy this
condition and that also have only ﬁnite open balls include Nk for any k ∈ N under
the usual Euclidean metric. For such spaces we then have that LΩ ≈ S6 and so
rank(ΩΩ : LΩ) = d by Theorem 4.4.2.
In Section 5.3 we will restrict our attention to metric spaces that arise as count-
able, discrete subsets of the real numbers. Such spaces either contain a Cauchy
sequence, and hence rank(ΩΩ : LΩ) = 1, or all open balls are ﬁnite, and hence
LΩ 4 S6. We will show that, in the latter case, we can often conclude that LΩ ≈ S6
holds.
In fact, in Section 5.4 we will show that the set of countable, discrete subsets Ω
of R for which LΩ ≈ S6 holds is comeagre in the set of all countable, discrete subsets
of R without Cauchy sequences.
5.1 Spaces with finite rank
We now give suﬃcient conditions on d for rank(ΩΩ : LΩ) to be ﬁnite. We will say
that a metric d is bounded below to mean there exists ǫ > 0 such that d(α, β) > ǫ for
all α 6= β.
Theorem 5.1.1. The relative rank of LΩ in Ω
Ω is 0 if and only if the metric d is
bounded above and below on the entire space Ω.
Proof. If x > 0 is a lower bound on d(α, β) for all distinct α, β ∈ Ω and y an upper
bound, then every mapping in ΩΩ is Lipschitz with constant y/x. Hence LΩ = Ω
Ω
and rank(ΩΩ : LΩ) = 0.
If d is not bounded above and below on Ω, then there is a mapping that is not
Lipschitz. Indeed, if d is not bounded below, then there exists a sequence (βi, γi)i∈N
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of pairs of distinct elements of Ω such that d(βi, γi) tends to 0 as i tends to inﬁnity.
If f ∈ ΩΩ is any map such that βi = α1 and γi = α2 for all i ∈ N, then f is
not Lipschitz. If d is not bounded above, then let f ∈ ΩΩ be any map such that
d(α2i−1f, α2if) > i · d(α2i−1, α2i) for all i ∈ N. Then, again, f is not Lipschitz. Thus
if d is unbounded above or below, then LΩ is a proper subsemigroup of Ω
Ω and so
rank(ΩΩ : LΩ) > 0.
For subsets A,B ⊆ Ω let d(A,B) = inf{d(α, β) : α ∈ A, β ∈ B}.
Theorem 5.1.2. Let Ω contain an infinite subset U such that
(i) d(U,Ω \ U) > 0 or Ω = U ,
(ii) d is bounded above on U , and
(iii) U can be partitioned into countably many non-empty sets U1, U2, . . . satisfying
inf{ d(Ui, Uj) : i 6= j } > 0.
Then rank(ΩΩ : LΩ) 6 1.
Proof. Let U = {µ1, µ2, . . .} and let V = {ν1, ν2, . . .} be any set where νi ∈ Ui
for all i. The metric d is bounded above and below on V by positive reals y and
x = infi,j d(Ui, Uj)(> 0), respectively. Every mapping from V to U is Lipschitz
with constant y/x. Furthermore, every mapping h : V −→ U can be extended to
a mapping ĥ : Ω −→ Ω, by ﬁxing all the elements in Ω \ U pointwise and mapping
every α ∈ Ui to νih. We will now show that ĥ is Lipschitz. If α, β ∈ Ω \ U , then
obviously ĥ satisﬁes d(αĥ, βĥ) = d(α, β). Let α ∈ Ui and β ∈ Uj for some i, j. If
i = j, then d(αĥ, βĥ) = 0. Otherwise,
d(αĥ, βĥ) = d(νih, νjh) 6 y 6 (y/x)d(α, β).
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Finally, suppose that α ∈ Ui and β ∈ Ω \ U . Let z = d(U,Ω \ U) > 0. Then
y 6 (y/z)d(α, β) and so
d(αĥ, βĥ) = d(νiĥ, β) 6 d(νiĥ, α) + d(α, β) 6 y + d(α, β) 6 (y/z + 1) d(α, β).
We will now deﬁne a mapping g : Ω −→ Ω such that every element of ΩΩ can be
given as a ﬁnite composition of g and elements of LΩ. To this end, partition V
into sets A, B = {β1, β2, . . .}, and C = {γ1, γ2, . . .}, such that |B| = |A| = |U | and
|C| = |Ω \ U |. Also let Ω \ U = {δ1, δ2, . . .}. Note that the sets C and Ω \ U can be
ﬁnite, even empty, or inﬁnite.
Let t : (U \V )∪A −→ A be a bijection. It is now possible to deﬁne the mapping
g as follows (if Ω = U , then the second and third clauses in the deﬁnition of g are
vacuous)
αg =

α if α ∈ B
δi if α = γi
γi if α = δi
αt if α ∈ (U \ V ) ∪ A.
Note that g maps Ω \ U bijectively to C, and vice versa, and im(g) = (Ω \ U) ∪ V .
Let f ∈ ΩΩ be arbitrary. We will show that f can be written as the composition
of g and three Lipschitz functions that we are about to deﬁne. The ﬁrst two of
these Lipschitz functions are relatively straightforward and do not depend on f . Let
h1 : V −→ B be any bijection and let h2 : V −→ U be any map such that
βih2 = µi for all βi ∈ B.
Then h1 and h2 can be extended to the Lipschitz functions ĥ1 and ĥ2 as described
above.
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In order to deﬁne the Lipschitz function that does depend on f we ﬁrst note that
the composition
k = gĥ1g : Ω −→ B ∪ C
is a bijection. Now let f ′ : V −→ B ∪C be any function such that for all α ∈ B ∪C
αf ′ =
βi if αk
−1f = µi
γi if αk
−1f = δi.
Then f ′ can be extended to a Lipschitz mapping f̂ ′ as described above.
We will now show that f = gĥ1gf̂ ′gĥ2 ∈ 〈 LΩ, g 〉. Firstly, if α ∈ Ω and αf =
µi ∈ U , then
α(gĥ1g)f̂ ′gĥ2 = αkf̂ ′gĥ2 = βigĥ2 = βiĥ2 = µi = αf.
On the other hand, if α ∈ Ω and αf = δi ∈ Ω \ U , then
α(gĥ1g)f̂ ′gĥ2 = αkf̂ ′gĥ2 = γigĥ2 = δiĥ2 = δi = αf.
Hence f ∈ 〈 LΩ, f 〉 and so 〈 LΩ, g 〉 = Ω
Ω since f was arbitrary,.
The following corollaries are immediate consequences of Theorem 5.1.2.
Corollary 5.1.3. Let Ω contain an infinite subset U such that
(i) d(U,Ω \ U) > 0 or Ω = U and
(ii) d is bounded above and below on U .
Then rank(ΩΩ : LΩ) 6 1.
Corollary 5.1.4. If d is bounded below on Ω and Ω contains an infinite subset on
which d is bounded above, then rank(ΩΩ : LΩ) 6 1.
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Though the only converging sequences in a discrete metric space Ω are eventually
constant sequences, Ω may still contain Cauchy sequences of distinct elements. An
easy example is the set { 1/n : n ∈ N } under the usual Euclidean metric. For the
sake of brevity we may say that a metric space contains a Cauchy sequence when we
mean “a Cauchy sequence of distinct elements”.
Theorem 5.1.5. If Ω contains a Cauchy sequence, then rank(ΩΩ : LΩ) = 1.
Proof. Since d is not bounded below, rank(ΩΩ : LΩ) > 1. The opposite inequality is
proved using an argument similar to that used in the proof of Theorem 5.1.2.
Recall that Ω = {α1, α2, . . .} and let U = (µ1, µ2, . . .) be a Cauchy sequence
of Ω. Assume without loss of generality that d(µm, µn) < 1/min{m,n}. Deﬁne
∆ : Ω −→ R by
α∆ = inf{ d(α, β) : β ∈ Ω, β 6= α }
for all α ∈ Ω. Note that α∆ > 0 for all α ∈ Ω since Ω is discrete. Partition U into
inﬁnitely many inﬁnite sets U1, U2, . . .. Note that for every N ∈ N each Ui contains
some µj with j > N . Let g be any function in Ω
Ω such that µg = αi for all µ ∈ Ui.
Let f ∈ ΩΩ be arbitrary. Deﬁne t : N −→ N by it = j whenever αif = αj. Now
deﬁne a function f̂ : Ω −→ U (that in some sense encodes f) recursively. To start
with let n[1] be any natural number such that n[1] > 1/α1∆ and µn[1] ∈ U1t. Then
deﬁne α1f̂ = µn[1].
Thereafter, for i > 1, let n[i] be any natural number such that
n[i] > max{n[1], . . . , n[i− 1], 1/αi∆} and αn[i] ∈ Uit.
Then deﬁne αif̂ = µn[i].
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Now we will show that f̂ is Lipschitz (with constant 1). If αi and αj are arbitrary
distinct elements of Ω, then
d(αif̂ , αj f̂) = d(µn[i], µn[j]) < 1/min{n[i], n[j]} = max{1/n[i], 1/n[j]}
6 max{αi∆, αj∆} 6 d(αi, αj).
To conclude, if αi ∈ Ω, then αif̂ = µn[i] ∈ Uit and so
αif̂ g = µn[i]g = αit = αif.
Thus f = f̂ g and so f ∈ 〈 LΩ, g 〉.
The next example is that of a metric space that satisﬁes the condition of Theorem
5.1.2 but not that of Theorem 5.1.5.
Example 5.1.6. Let Ω = {α1, α2, . . . }. Deﬁne a metric d on Ω by
d(αi, αj) =

0 if i = j
1
k
if {i, j} = {2k − 1, 2k} for some k ∈ N
1 otherwise.
The metric d is bounded above by 1 on Ω. Note that for any α ∈ Ω there exists
at most one β 6= α with d(α, β) < 1. It follows that Ω contains no Cauchy sequences.
Although the metric is unbounded below, if Uk = {α2k−1, α2k}, for all k ∈ N, then
infi,j d(Ui, Uj) = 1. Thus by Theorems 5.1.1 and 5.1.2, rank(Ω
Ω : LΩ) = 1.
5.2 Spaces with uncountable rank
5.2.1 At least d
In this section we consider those metric spaces Ω where the open balls B(α, r) =
{ β ∈ Ω : d(α, β) < r } are ﬁnite for all α ∈ Ω and for all r > 0. Note that the
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condition that all open balls are ﬁnite is equivalent to d being unbounded above on
every inﬁnite subset of Ω.
Theorem 5.2.1. If every open ball in Ω is finite, then LΩ 4 S6 and hence rank(Ω
Ω :
LΩ) > d.
Proof. By Lemma 4.3.1 it suﬃces to show that LΩ is countably dominated. Recall
that, in the context of domination, we have ordered Ω = {α1, α2, . . . } by αi 6 αj
whenever i 6 j. The semigroup LΩ can be given as the union over c, n ∈ N of the
sets
L(c, n) = { f ∈ LΩ : f is Lipschitz with constant c & α1f = αn }.
Now for all f ∈ L(c, n) and for all αi ∈ Ω we have that
αif ∈ B(αn, c · d(αi, α1)).
Deﬁne hc,n ∈ Ω
Ω by αihc,n = max{B(αn, c · d(αi, α1))} where max is deﬁned in
terms of the order on Ω. Then, by construction, hc,n dominates L(c, n) and so LΩ is
dominated by the countable set { hc,n : c, n ∈ N }.
5.2.2 At most d
In this section we give some suﬃcient conditions on the space Ω for the rank of LΩ
in ΩΩ to be at most d. The complexity of the statement of the main theorem in this
section reﬂects the variety of examples of spaces which satisfy its hypothesis. These
examples include many of the most natural countable discrete metric spaces. For
example, all subsets of Nk for all k ∈ N satisfy the hypothesis of the theorem.
Recall that if A,B are subsets of a metric space Ω with metric d, then
d(A,B) = inf{ d(α, β) : α ∈ A, β ∈ B }.
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For a partition U of Ω deﬁne dU : U × U −→ R by
dU(U, V ) = inf{ d(U, V1) + · · ·+ d(Vi−1, Vi) : i ∈ N, Vi = V and V1, . . . , Vi−1 ∈ U }.
Lemma 5.2.2. Let Ω be a metric space with metric d and let U be a partition of
Ω. If inf{ d(U, V ) : U, V ∈ U & U 6= V } > 0, then dU is a metric on U and dU is
bounded below on U .
Proof. Let X,Y, Z ∈ U . Since d is a metric, it follows by the deﬁnition of d that
d(X,Y ) > 0, d(X,X) = 0 and d(X,Y ) = d(Y,X). Thus, by the deﬁnition of dU , it
follows that dU(X,Y ) > 0, dU(X,X) = 0, and dU(X,Y ) = dU(Y,X).
We want to show that dU(X,Z) 6 dU(X,Y ) + dU(Y, Z). Aiming for a con-
tradiction, assume that dU(X,Y ) + dU(Y, Z) < dU(X,Z). Then there exist sets
U1, . . . , Ui, V1, . . . , Vj ∈ U with Ui = Y and Vj = Z such that
d(X,U1) + · · ·+ d(Ui−1, Ui) + d(Y, V1) + · · ·+ d(Vj−1, Vj) < dU(X,Z). (5.1)
But the sum on the left hand side of (5.1) is an element of the set
{ d(X,V1) + · · ·+ d(Vi−1, Vi) : i ∈ N, Vi = Z and V1, . . . , Vi−1 ∈ U }. (5.2)
This is a contradiction, since dU(X,Z) is the inﬁmum of the set in (5.2). We conclude
that dU(X,Z) 6 dU(X,Y ) + dU(Y, Z).
Finally, if X 6= Y , then dU(X,Y ) > inf{ d(U, V ) : U, V ∈ U & U 6= V } > 0. We
conclude that dU is a metric and that d is bounded below on U .
The main theorem of this section is the following.
Theorem 5.2.3. Let Ω be a countable discrete metric space with metric d. If there
exists a partition U of Ω into infinitely many sets U1, U2, . . . with inf{ d(Ui, Uj) :
i, j ∈ N & i 6= j } > 0 and where every open ball in the metric space (U , dU) is finite,
then S6 4 LΩ and so rank(Ω
Ω : LΩ) 6 d.
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The following notion and lemma will be used in the proof of Theorem 5.2.3.
Let α, β ∈ Ω and let C > 0. Then any ﬁnite sequence α = β1, . . . , βn = β of not
necessarily distinct points such that d(βi, βi+1) 6 C for all i is called a C-chain from
α to β.
Lemma 5.2.4. If there is no C > 0 such that every pair α, β ∈ Ω can be connected
by a C-chain, then S6 4 LΩ and so rank(Ω
Ω : LΩ) 6 d.
Proof. For i ∈ N deﬁne Vi to be the set of all points that can be reached from
α1 by an i-chain. By assumption, the sequence of sets Vi \ Vi−1 contains inﬁnitely
many non-empty sets. Denote these non-empty sets by U1 = Vm[1] \ Vm[1]−1, U2 =
Vm[2]\Vm[2]−1, . . . for the appropriate (strictly increasing) sequence of natural numbers
{m[j]}j∈N. Of course, Vm[k] \ Vm[k]−1 = Vm[k] \ Vm[k−1]. Note that if µ ∈ Uj, then
there is a m[j]-chain from µ to α1 but not an i-chain for any i < m[j]. Fix βi ∈ Ui
for each i.
Let g ∈ ΩΩ be the function deﬁned by αig = βn[i] for all i ∈ N, where {n[i]}i∈N is
any strictly increasing sequence of natural numbers satisfying
n[i] > max{ d(αj, αk) : j, k 6 i }+ 1.
We will prove that S6 ⊆ 〈 LΩ, g 〉.
Let f ∈ S6 be arbitrary. We will deﬁne a Lipschitz function f̂ such that gf̂ = f .
First, f̂ is deﬁned on the set of all βn[i] by βn[i]f̂ = αif for all i ∈ N. Although f̂ is
not yet fully deﬁned, it already follows that αigf̂ = βn[i]f̂ = αif for all i ∈ N. The
deﬁnition of f̂ is completed by deﬁning βf̂ = αif whenever β ∈ Uj with n[i] 6 j <
n[i+ 1].
The proof is concluded by showing that f̂ is Lipschitz. Let α, β ∈ Ω with α ∈ Ui,
β ∈ Uj, n[r] 6 i < n[r + 1], and n[s] 6 j < n[s + 1]. If r = s, then αf̂ = αrf = βf̂
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and so the Lipschitz condition holds in this case. If r < s, then
d(αf̂ , βf̂) = d(αrf, αsf) 6 max{ d(αk, αl) : k, l 6 s } < n[s]− 1 6 j − 1.
Now, there exists an m[i]-chain from α1 to α and no (m[j]− 1)-chain from α1 to β.
As r < s it follows that i < j and so m[i] < m[j]. Hence there is no (m[j]− 1)-chain
from α to β. In particular, d(α, β) > m[j] − 1 > j − 1 (the last inequality holds as
{m[j]}j∈N is strictly increasing). Hence f̂ is Lipschitz with constant 1.
If Ω satisﬁes the condition of Lemma 5.2.4, then Ω may be partitioned into the
sets U1, U2, . . . used in the proof of Lemma 5.2.4. Now d(Ui, Uj) > m[j]−1 whenever
j > i. Hence inf{ d(Ui, Vi) : i 6= j } > m[2] − 1 > 1. Hence any space Ω satisfying
the hypothesis of Lemma 5.2.4 also satisﬁes that of Theorem 5.2.3.
Proof of Theorem 5.2.3. If Ω satisﬁes the hypothesis of Lemma 5.2.4, then there is
nothing to prove. Hence we may assume that there exists C > 0 such that for all
α, β ∈ Ω there is a C-chain from α to β.
The elements α1, α2, . . . of Ω can be arranged into a sequence β1, β2, . . . with
possible repetitions such that d(βi, βi+1) 6 C for all i. Deﬁne φ : Ω −→ N by
αiφ = min{ j : αi = βj }.
Let {n[i]}i∈N be any sequence of natural numbers satisfying
n[2i− 1]− n[2i− 2] > n[2i− 2]− n[2i− 3] > max{α1φ, α2φ, . . . , αiφ}. (5.3)
For the sake of brevity, in what follows we will denote the balls BU(U1, Ck),
k ∈ N, of radius Ck around U1 with respect to dU by B(k).
We will now prove that B(k+1)\B(k) 6= ∅ for all k ∈ N. Seeking a contradiction
assume that there exists k ∈ N such that B(k+1)\B(k) = ∅. Let α ∈ U1, let β ∈ Ui
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where Ui ∈ U \ B(k), and let α = γ1, γ2, . . . , γn = β be any ﬁnite sequence in Ω.
Then there exists i such that γi ∈ Uj with Uj ∈ B(k) and γi+1 ∈ Ur with Ur 6∈ B(k).
Since B(k + 1) \B(k) = ∅, it follows that Ur 6∈ B(k + 1). Hence
d(γi, γi+1) > d(Uj, Ur) > dU(Uj, Ur) > C.
Thus there is no C-chain from α to β, a contradiction. Hence we infer that each of
the sets B(k+1)\B(k) is non-empty. Thus we may ﬁx Vi ∈ B(n[2i−1])\B(n[2i−2])
for all i and where B(n[0]) = ∅.
Let νi ∈ Vi be ﬁxed for all i. Then deﬁne a function g ∈ Ω
Ω by αig = νi. We will
eventually prove that S6 ⊆ 〈 LΩ, g 〉.
To this end, let f ∈ S6 be arbitrary. Note that αif = β(αif)φ for all i. We will
deﬁne a Lipschitz mapping f̂ such that gf̂ = f . The deﬁnition is made in two stages.
First, if α ∈ U with U ∈ B(n[2i− 1]) \B(n[2i− 2]), then deﬁne
αf̂ = β(αif)φ. (5.4)
In particular, νif̂ = β(αif)φ = αif . Hence, although the deﬁnition of f̂ is not yet
complete, we have that
αigf̂ = νif̂ = β(αif)φ = αif.
It only remains to complete the deﬁnition of f̂ and show that f̂ is Lipschitz.
The second stage of the deﬁnition of f̂ is made by deﬁning f̂ on the points in
Ω not in any U ∈ B(n[2i − 1]) \ B(n[2i − 2]). Each such point α lies in some
V ∈ B(k + 1) \B(k) ⊆ B(n[2i]) \B(n[2i− 1]). Let
r[k, i] =
k − n[2i− 1]
n[2i]− n[2i− 1]
((αi+1f)φ− (αif)φ) + (αif)φ.
Then deﬁne
αf̂ = β⌊r(k,i)⌋ (5.5)
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where ⌊r⌋ denotes the ﬂoor of the rational number r, i.e. the largest integer n such
that n 6 r.
We will now prove that f̂ is Lipschitz. We start by showing that for all k if
µ ∈ U and ν ∈ V with U ∈ B(k + 1) \ B(k) and V ∈ B(k + 2) \ B(k + 1), then
µf̂ , νf̂ ∈ {βt, βt+1} for some t.
If n[2i − 2] < k + 1 < n[2i − 1], then U, V ∈ B(n[2i − 1]) \ B(n[2i − 2]). Thus
µf̂ = νf̂ by (5.4).
If k + 1 = n[2i − 1], then U ∈ B(n[2i − 1]) \ B(n[2i − 2]) and V ∈ B(n[2i]) \
B(n[2i − 1]). Hence µf̂ = β(αif)φ and νf̂ = β⌊r[k+1,i]⌋ = β⌊r[n[2i−1],i]⌋ by (5.4) and
(5.5), respectively. But
r[n[2i− 1], i] =
n[2i− 1]− n[2i− 1]
n[2i]− n[2i− 1]
((αi+1f)φ− (αif)φ) + (αif)φ = (αif)φ.
Therefore µf̂ = νf̂ .
If k + 1 = n[2i− 2], then U ∈ B(n[2i− 2]) \B(n[2i− 3]) and V ∈ B(n[2i− 1]) \
B(n[2i− 2]). Hence µf̂ = β⌊r[k,i−1]⌋ = β⌊r[n[2i−2]−1,i−1]⌋ and νf̂ = β(αif)φ by (5.5) and
(5.4), respectively. But
r[n[2i− 2]− 1, i− 1] =
n[2i− 2]− 1− n[2i− 3]
n[2i− 2]− n[2i− 3]
((αif)φ)− (αi−1f)φ) + (αi−1f)φ
= (αif)φ−
(αif)φ− (αi−1f)φ
n[2i− 2]− n[2i− 3]
.
But since f ∈ S6 and by (5.3) we have that
|(αif)φ− (αi−1f)φ| < max{(αif)φ, (αi−1f)φ}
6 max{α1φ, α2φ, . . . , αiφ} < n[2i− 2]− n[2i− 3]. (5.6)
Therefore ⌊r[n[2i− 2]− 1, i− 1]⌋ = (αif)φ− 1 or (αif)φ, as required.
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Finally, if n[2i − 1] < k + 1 < n[2i], then U, V ∈ B(n[2i]) \ B(n[2i − 1]). Hence
µf̂ = β⌊r[k,i]⌋ and νf̂ = β⌊r[k+1,i]⌋ by (5.5). But
|r[k + 1, i]− r[k, i]| =
|(αi+1f)φ− (αif)φ|
n[2i]− n[2i− 1]
< 1
by (5.6). Therefore |⌊r(k + 1, i)⌋ − ⌊r(k, i)⌋| 6 1 and so µf̂ and νf̂ are either the
same or consecutive elements of the sequence β1, β2, . . ..
Let k ∈ N, U ∈ B(k + 1) \ B(k), and V ∈ B(k + 2) \ B(k + 1) be arbitrary. We
have shown that µf̂ , νf̂ ∈ {βt, βt+1} for all µ ∈ U and ν ∈ V . Hence
d(µf̂ , νf̂) 6 C 6 (C/c)d(µ, ν)
where c = inf{ dU(Ui, Uj) : i 6= j }. On the other hand, if U is as before and
V ∈ B(l + 1) \B(l), where l > k + 1, then
d(µ, ν) > d(U, V ) > dU(U, V ) > C(l − k − 1) > C.
Thus, by repeated use of the earlier observation,
d(µf̂ , νf̂) 6 (l − k)C = (l − k − 1)C + C 6 d(µ, ν) + C < 2d(µ, ν).
It follows that f̂ is Lipschitz with constant max{2, C/c}.
The following is a straightforward corollary of Theorems 5.2.1 and 5.2.3.
Corollary 5.2.5. If every open ball in Ω is finite and d is bounded below, then
LΩ ≈ S6 and hence rank(Ω
Ω : LΩ) = d.
Proof. The fact that LΩ 4 S6 follows from Theorem 5.2.3. On the other hand, let
U = {{α1}, {α2}, {α3}, . . . }.
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We will show that U satisﬁes the conditions of Theorem 5.2.1 and so S6 4 LΩ.
Observe that d({αi}, {αj}) = d(αi, αj) for all i, j ∈ N. In particular, since d is
bounded below, inf{ d({αi}, {αj}) : i, j ∈ N & i 6= j } > 0. Furthermore,
dU({αi}, {αj}) = inf{ d({αi}, {αk[1]}) + · · ·+ d({αk[t−1]}, {αk[t]}) : k[t] = j }
= inf{ d(αi, αk[1]) + · · ·+ d(αk[t−1], αk[t]) : k[t] = j }.
Since d is a metric, the inﬁmum of { d(αi, αk[1]) + · · · + d(αk[t−1], αk[t]) : k[t] = j }
is just d(αi, αj) and so dU({αi}, {αj}) = d(αi, αj) for all i, j ∈ N. Hence every open
ball in the metric space (U , dU) is ﬁnite since every open ball in (Ω, d) is ﬁnite.
We conclude that U satisﬁes the conditions of Theorem 5.2.3 and so S6 4 LΩ.
A natural example of a metric space satisfying the conditions of Corollary 5.2.5
are inﬁnite subset of Nk.
Corollary 5.2.6. If Ω is any infinite subset of Nk, for some k ∈ N, with the usual
Euclidean metric, then rank(ΩΩ : LΩ) = d.
The next corollary demonstrates why elements of the partition U of Ω were used
in Theorem 5.2.3 rather than individual elements.
Let Ω be a countably inﬁnite subset of R that contains no Cauchy sequence and
let x, y ∈ Ω with x < y. We say that x and y are consecutive if the open interval
(x, y) has empty intersection with Ω.
Corollary 5.2.7. Let Ω be a countably infinite subset of R that contains no Cauchy
sequence. If the difference of infinitely many consecutive elements in Ω is greater
than some c > 0, then rank(ΩΩ : LΩ) = d.
Proof. Since Ω contains no Cauchy sequence, all open balls are ﬁnite and so LΩ 4 S6
by Theorem 5.2.3. Partition Ω into ﬁnite sets U1, U2, . . . such that for all i ∈ N
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(i) Ui is the intersection of Ω with some bounded interval of R; and
(ii) if x ∈ Ui and y 6∈ Ui are consecutive elements of Ω, then |x− y| > c.
Then U = {U1, U2, . . . } satisﬁes the conditions of Theorem 5.2.3 and so S6 4 LΩ.
Note that Corollary 5.2.7 applies to all sequences of partial sums of any divergent
series of positive real numbers with inﬁnitely many terms greater than some c > 0.
Metric spaces satisfying the hypothesis of Corollary 5.2.7 are not necessarily bounded
below. Consider, for example, the set N∪ { i+ 1/i : i ∈ N } with the usual eclidean
metric.
The following lemma provides a further method of proving that rank(ΩΩ : LΩ) = d
for certain types of space Ω.
Theorem 5.2.8. If every open ball in Ω is finite and every Lipschitz mapping from
any subset to itself can be extended to a Lipschitz mapping of the whole space, then
LΩ ≈ S6 and so rank(Ω
Ω : LΩ) = d.
Proof. The fact that LΩ 4 S6 follows from Theorem 5.2.1.
To prove that S6 4 LΩ, note that since d is unbounded above on Ω there exists
a set B = {β1, β2, . . .} of distinct elements satisfying
d(βi+1, β1) > 2d(βi, β1)
for all i. Deﬁne g ∈ ΩΩ by αig = βi and let g
∗ denote any extension of the inverse of
g to an element of ΩΩ. We will now show that S6 ⊆ 〈 LΩ, g, g
∗ 〉
Let f ∈ S6 be arbitrary, let t : N −→ N be the function such that αif = αit, and
let f ′ : B −→ B be deﬁned by βif
′ = βit for all i ∈ N. Note that it 6 i and hence
d(βit, β1) 6 d(βi, β1) for all i. Then for all i < j we have that
d(βif
′, βjf
′) 6 d(βit, β1) + d(βjt, β1) 6 d(βi, β1) + d(βj, β1) 6 2d(βj, β1)
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= 4d(βj, β1)− 2d(βj, β1) 6 4d(βj, β1)− 4d(βi, β1) 6 4d(βj, βi).
Thus f ′ is Lipschitz on B, and so, by assumption, can be extended to an element f̂ ′
of LΩ.
Now, for any αi ∈ Ω
αigf̂ ′g
∗ = βif̂ ′g
∗ = βitg
∗ = αit = αif
and so f = gf̂ ′g∗ and hence S6 ⊆ 〈 LΩ, g, g
∗ 〉.
By Corollary 5.2.6, we know that the rank of LN in NN, with the usual Euclidean
metric, is d. An alternative proof of this fact can be obtained using Theorem 5.2.8.
Corollary 5.2.9. LN ≈ S6 and rank(NN : LN) = d.
Proof. The natural numbers N with the usual Euclidean metric satisfy the ﬁrst con-
dition of Lemma 5.2.8, that is, all open balls in N are ﬁnite. By Theorem 5.2.8,
it only remains to prove that for any subset B of N we can extend every Lipschitz
mapping f : B −→ B, to a Lipschitz mapping f̂ ∈ LN. If the elements of B are
β1 < β2 < · · · , then the function f̂ deﬁned by
αf̂ =

⌊
βi+1f−βif
βi+1−βi
(α− βi) + βif
⌋
if βi 6 α 6 βi+1
β1f if α 6 β1
is one possible such extension.
Using the same argument as in the proof of Corollary 5.2.9, it is possible to prove
that rank(ZZ : LZ) = d.
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5.3 Countable subsets of the real numbers
In this section we consider countably inﬁnite discrete metric spaces arising as subsets
of the real numbers R with the usual Euclidean metric. The following theorem is a
straightforward consequence of the results in Sections 5.1 and 5.2.1.
Theorem 5.3.1. Let Ω be a countably infinite discrete subset of the real numbers R
with the usual Euclidean metric. Then either
(i) Ω contains a Cauchy sequence, LΩ ≈ Ω
Ω, and rank(ΩΩ : LΩ) = 1; or
(ii) Ω contains no Cauchy sequences, LΩ 4 S6, and rank(Ω
Ω : LΩ) > d.
Proof. If Ω contains a Cauchy sequence, then, by Theorems 5.1.1 and 5.1.5, rank(ΩΩ :
LΩ) = 1. Otherwise every open ball in Ω is ﬁnite and so, by Theorem 5.2.1, LΩ 4 S6
and rank(ΩΩ : LΩ) > d.
In this section we will prove that LΩ ≈ S6 and hence rank(Ω
Ω : LΩ) = d for
certain types of subsets Ω of R.
We are not able to show that LΩ ≈ S6 for all countable subsets Ω of R that
contain no Cauchy sequences. However, our main result in this section, Theorem
5.3.4, applies to many natural examples of such spaces. In fact, it is unclear whether
there exist any countable subsets of R without Cauchy sequences that do not satisfy
the condition of Theorem 5.3.4.
Every countably inﬁnite subset Ω of R that contains no Cauchy sequences can
be given as · · · < γ−1 < γ0 < γ1 < · · · (not necessarily inﬁnite in both directions).
Recall that so far we let Ω = {α1, α2, . . .}. In this section we will use both of these
enumerations of Ω as appropriate, in particular, S6 continues to be deﬁned in terms
of the αi.
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Note that since Ω is a subset of R with no Cauchy sequences, to prove that a
mapping f ∈ ΩΩ is Lipschitz with constant C ∈ R it suﬃces to prove that |γif −
γi+1f | 6 C|γi − γi+1| for all i.
We will use the following lemma in the proof of the main theorem in this section.
Lemma 5.3.2. If B = {β1, . . . , βM} ⊆ R and β1 < β2 < · · · < βM , then there
exists a Lipschitz mapping f : B −→ {β1, βM} with constant M where β1f = β1 and
βMf = βM .
Proof. The interval [β1, βM ] is partitioned into M subintervals [βn, βn+1] where 1 6
n 6 M − 1. By the pigeon hole principle, at least one of the subintervals must be
of length at least 1/M of the length of [β1, βM ]. In other words, there exists n with
1 6 n < M and
|βn+1 − βn| >
1
M
|βM − β1|.
Then
βkf =
β1 if 1 6 k 6 nβM if n < k 6 M
is the desired function. To see that f is Lipschitz, consider βi, βj where 1 6 i <
j 6 M . If βif 6= βjf , then βif = β1, βjf = βM and i 6 n < j. Thus |βi − βj| >
|βn+1 − βn| > 1/M |βM − β1|. Hence |βif − βjf | = |βM − β1| 6 M |βi − βj|.
The next deﬁnition uses the enumeration · · · < γ−1 < γ0 < γ1 < · · · of Ω.
Definition 5.3.3. Let M,N ∈ N. Then an (M,N)-expander of length k is a set
{γi[1], γi[2], · · · , γi[k]} where γi[1] < γi[2] < · · · < γi[k] and |i[j + 1] − i[j]| 6 M for all
1 6 j 6 k − 1 and either
N |γi[m+1] − γi[m]| > |γi[n+1] − γi[n]| for all 1 6 m 6 n 6 k − 1 (5.7)
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or
|γi[m+1] − γi[m]| 6 N |γi[n+1] − γi[n]| for all 1 6 m 6 n 6 k − 1. (5.8)
We will say that two expanders X and Y are non-overlapping if max(X) <
min(Y ) or max(Y ) < min(X).
Theorem 5.3.4. Let Ω be a countably infinite subset of the real numbers R with the
usual Euclidean metric that contains no Cauchy sequences but does contain (M,N)-
expanders of unbounded length for some fixed M and N . Then S6 ≈ LΩ and so
rank(ΩΩ : LΩ) = d.
Proof. We will ﬁrst prove the theorem under the assumption that Ω contains (1, N)-
expanders of unbounded length satisfying (5.7). The proof of the theorem for the
case of (1, N)-expanders of unbounded length satisfying (5.8) follows by an analogous
argument.
A (1, N)-expander consists of consecutive elements of Ω. That is a (1, N)-
expander is the intersection of Ω with some interval of R. Also note that any
(M,N)-expander can be truncated to obtain a shorter (M,N)-expander. Since there
are unbounded (1, N)-expanders in Ω, there exist non-overlapping (1, N)-expanders
U1, U2, . . . where
Un = {µ
(n)
−n, µ
(n)
−n+1, . . . , µ
(n)
−1 , µ
(n)
0 , µ
(n)
1 , . . . , µ
(n)
n }
with µ
(n)
−n < µ
(n)
−n+1 < · · · < µ
(n)
−1 < µ
(n)
0 < µ
(n)
1 < · · · < µ
(n)
n for all n.
Let f ∈ S6 be arbitrary and let t : N −→ N be the function such that αif = αit.
Note that it 6 i for all i from the deﬁnition of S6. We deﬁne a function g ∈ Ω
Ω by
αg =

µ
(n)
nt if α = µ
(n)
i and 0 6 i 6 nt
µ
(n)
2i+nt if α = µ
(n)
i and if − nt 6 i < 0
α otherwise.
(5.9)
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We will prove that g is an element of LΩ. Note that µ
(n)
nt g = µ
(n)
nt and µ
(n)
−ntg = µ
(n)
−nt.
Thus g ﬁxes all the elements of Ω outside U1, U2, . . . and all the points µ
(n)
i where
−n 6 i 6 −nt or nt 6 i 6 n. If −nt 6 i < 0, then
|µ(n)i+1g − µ
(n)
i g| = |µ
(n)
2i+2+nt − µ
(n)
2i+nt|
= |µ(n)2i+2+nt − µ
(n)
2i+1+nt|+ |µ
(n)
2i+1+nt − µ
(n)
2i+nt|
6 2N |µ(n)i+1 − µ
(n)
i |.
If 0 6 i < nt, then |µ(n)i g − µ
(n)
i+1g| = 0. Thus g is Lipschitz with constant 2N on the
entire space Ω.
Let h ∈ ΩΩ be deﬁned by αnh = µ
(n)
0 for all n ∈ N and let k ∈ Ω
Ω be any mapping
such that µ
(n)
i k = αi for all n ∈ N and 0 6 i 6 n. Then
αnhgk = µ
(n)
0 gk = µ
(n)
nt k = αnt = αnf.
Therefore S6 ⊆ 〈LΩ, h, k 〉 and so, by Theorem 5.2.1, S6 ≈ LΩ and rank(Ω
Ω : LΩ) =
d, as required.
The proof is concluded by showing that if Ω contains (M,N)-expanders of un-
bounded length satisfying (5.7) and where M > 1, then S6 ≈ LΩ. As above let
U1, U2, . . . be pairwise disjoint (M,N)-expanders in Ω where
Un = {µ
(n)
−n, µ
(n)
−n+1, . . . , µ
(n)
−1 , µ
(n)
0 , µ
(n)
1 , . . . , µ
(n)
n }
for all n. In addition, let U0 denote the set of those points in Ω that do not lie
between elements in any Ui. That is α ∈ U0 if whenever β > α for some β ∈ Ui, then
γ > α for all γ ∈ Ui and whenever β 6 α for some β ∈ Ui, then γ 6 α for all γ ∈ Ui.
Let n, i ∈ N and let pn,i : [µ
(n)
i , µ
(n)
i+1]∩Ω −→ {µ
(n)
i , µ
(n)
i+1} be the Lipschitz function
with constant M given by Lemma 5.3.2. Then the function p : Ω −→ U0 ∪ U1 ∪ · · ·
128 CHAPTER 5. LIPSCHITZ FUNCTIONS
deﬁned by
αp =
αpn,i α ∈ [u
(n)
i , u
(n)
i+1] ∩ Ω
α otherwise
is Lipschitz with constantM . Again, let f ∈ LΩ be arbitrary. Let g : U0∪U1∪· · · −→
U0 ∪ U1 ∪ · · · be the function deﬁned in (5.9). Then pg : Ω −→ Ω is a Lipschitz
function with constant 2MN that extends g. By the same argument as that given
above f = h(pg)k and so S6 ⊆ 〈 LΩ, h, k 〉.
In the previous section, using Theorem 5.2.1 we deduced that LN 4 S6 and so
rank(NN : LN) > d. In Corollary 5.2.9 we proved that the opposite inequalities also
hold. Theorem 5.3.4 provides an alternative argument that S6 4 LN since N contains
unbounded (1, 1)-expanders.
Example 5.3.5. Let Ω be the sequence of partial sums of the harmonic series with
the usual Euclidean metric de, i.e. Ω = {
∑n
i=1 1/i : n ∈ N }. Since de is unbounded
above on every inﬁnite subset of Ω, it follows from Theorem 5.2.1 that LΩ 4 S6 and
rank(ΩΩ : LΩ) > d.
We may use Theorem 5.3.4 to show the opposite inequality: if m 6 n, then
m+1∑
i=1
1/i−
m∑
i=1
1/i = 1/(m+ 1) > 1/(n+ 1) =
n+1∑
i=1
1/i−
n∑
i=1
1/i.
Hence Ω is an inﬁnite (1,1)-expander satisfying (5.7). By Theorem 5.3.4 it follows
that LΩ ≈ S6 and rank(Ω
Ω : LΩ) = d.
5.4 Almost all subsets of R
In the previous section, we showed that if Ω is a countably inﬁnite subset of R that
does not contain a Cauchy sequence, then rank(ΩΩ : LΩ) > d. In Sections 5.2.2 and
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5.3, we established the equality
rank(ΩΩ : LΩ) = d (5.10)
for many of the commonly encountered subsets Ω of R. We are unable to show
that (5.10) holds for all countable subsets Ω of R with no Cauchy sequences but
no such subset is known for which (5.10) does not hold. Heuristically, one might
say that (5.10) has to hold for “pretty much all” countable subsets of R with no
Cauchy sequences since ﬁnding a counter-example appears to be diﬃcult. This sort
of statement, however, is mathematically not very satisfactory.
Instead, we will show that, in the sense of Baire category, Corollary 5.2.7 applies
to almost all countable subsets Ω of R with no Cauchy sequence and so (5.10) holds
for these subsets. Furthermore, (5.10) still holds for almost all countable subsets Ω of
R with no Cauchy sequence to which Corollary 5.2.7 does not apply since Theorem
5.3.4 applies. 1
Any reader uninterested in this kind of topological result may skip the rest of
this chapter as it is not essential for the understanding of the rest of this thesis.
We will follow the convention that if (xi)i∈N is a sequence of real numbers, then∑∞
i=1 xi is the set of partial sums
{∑j
i=1 xi : j ∈ N
}
.
Let S be the set of countably inﬁnite subsets of R that contain no Cauchy se-
quences. Our aim is to embed S in a natural way into a completely metrizable (and
hence Baire) topological space P and show that the set of elements Ω ∈ S such that
rank(ΩΩ : LΩ) = d is comeagre in P.
Let Ω ∈ S. Partition Ω into Ω+ = Ω∩ [0,∞) and Ω− = Ω∩ (−∞, 0). Then Ω+ is
1In contrast to the heuristic statement, this sort of statement is considered good advertisement
for a theorem amongst some Polish topologists.
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an at most countably inﬁnite subset of [0,∞) with no Cauchy sequences. Thus Ω+
is either empty or there exists a sequence (xi)i∈N of non-negative real numbers such
that
Ω+ =
∞∑
i=1
xi =
{
j∑
i=1
xi : j ∈ N
}
.
There is a unique such sequence (xi)i∈N satisfying one of the following:
(i) xi > 0 for all i ∈ N.
(ii) there exists N ∈ N such that xi > 0 for i < N and xi = 0 for i > N .
Note that (xi)i∈N satisﬁes (i) if Ω
+ is inﬁnite and (ii) when Ω+ has N elements.
Similarly, if Ω− is non-empty, then there exists a unique sequence (xi)i∈N satisfying
(i) or (ii) such that Ω− =
∑∞
i=1(−xi). From now on we will denote a sequence (xi)i∈N
by x. Let
T =
{∑
x ⊆ R : x satisﬁes (i) or (ii)
}
∪ {∅} .
Denote by P the set of pairs (X,Y ) ∈ T × T such that X or Y (or both) are of
the form
∑
x, for some x satisfying (i).
Let Ω ∈ S. We identify Ω with the unique element of P that corresponds to
(Ω+,Ω−). In other words we think of S as a subset of P.
Note that S is not equal to P. The set S consists precisely of those elements
(X,Y ) of P for which X and Y are either ﬁnite or unbounded. In other words,
an element (X,Y ) ∈ P lies in S if and only if X =
∑
x or Y =
∑
x, for some x
satisfying (i), implies that
∑
x is unbounded above.
We will now deﬁne a complete metric on P in a few steps. The following is a
standard metric on sequences of real numbers:
d(x,y) =
0 if x = y1/m if x 6= y and m = min{ i ∈ N : xi 6= yi }.
5.4. ALMOST ALL SUBSETS OF R 131
Deﬁne d1 : T× T −→ R by
d1(X,Y ) =

0 if X = Y = ∅
1 if X = ∅ 6= Y or X 6= ∅ = Y
d(x,y) if X =
∑
x and Y =
∑
y.
Lemma 5.4.1. The map d1 defined above is a complete metric on T.
Proof. It follows straight from the deﬁnition of d1 that d1(X,Y ) > 0, d1(X,Y ) = 0
if and only if X = Y , and d1(X,Y ) = d1(Y,X) for all X,Y ∈ T. Let X,Y, Z ∈ T.
We want to show that d1(X,Z) 6 d1(X,Y ) + d1(Y, Z). Without loss of generality
we may assume that X,Y and Z are three distinct elements of T since otherwise
d1(X,Z) 6 d1(X,Y ) + d1(Y, Z) follows from the fact that d(X,X) = 0 for all X ∈
T. Note that d1 is bounded above by 1. So if any of X,Y or Z are empty, then
d1(X,Y ) + d1(Y, Z) > 1 > d(X,Z). Now suppose that X,Y and Z are non-empty
with X =
∑
x, Y =
∑
y and Z =
∑
z. If d(x,y) = 1/m and d(y, z) = 1/n, then
by deﬁnition x agrees with y on the ﬁrst m − 1 terms and y agrees with z on the
ﬁrst n− 1 terms. It follows that if t = min{m,n}, then x agrees with z on the ﬁrst
t− 1 terms and so d(x, z) 6 1/t 6 1/m+ 1/n. So d1 is a metric on T.
It remains to show that d1 is complete. Let (X
i)i∈N be a Cauchy sequence in T.
We need to show that (X i)i∈N converges to an element of T. If X i = ∅ for inﬁnitely
many i ∈ N, then X i = ∅ for all but ﬁnitely many i ∈ N since d1(Xi, ∅) = 1 whenever
Xi 6= ∅ and (X
i)i∈N is a Cauchy sequence. Thus (X
i)i∈N converges to ∅ ∈ T. So
now suppose that there exists N ∈ N such that X i is non-empty for all i > N .
Since (X i)i∈N converges if and only if (X
i)i>N converges we assume without loss
of generality that X i is non-empty for all i ∈ N. Then (X i)i∈N = (
∑
xi)i∈N for a
Cauchy sequence (xi)i∈N under the metric d of sequences of real numbers satisfying
132 CHAPTER 5. LIPSCHITZ FUNCTIONS
(i) or (ii). For any n ∈ N there exists yn ∈ R such that for all but ﬁnitely many
xi = (xij)j∈N we have that x
i
n = yn. Let y = (y1, y2, . . . ). Then (x
i)i∈N converges to
y.
It remains to show that
∑
y ∈ T, i.e. we need to check that y satisﬁes condition
(i) or (ii). If y does not satisfy condition (i), then there exists k ∈ N such that
yk = 0. Let t > k. There exists a term x
i = (xij)j∈N in the sequence (x
i)i∈N such
that xik = yk = 0 and x
i
t = yt. Since x
i cannot satisfy (i) it follows that xi satisﬁes
(ii) and so xit = yt = 0. Hence y satisﬁes (ii). Thus d1 is a complete metric on T as
required.
Deﬁne d2 : P× P −→ R by
d2((X1, X2), (Y1, Y2)) = max{d1(X1, Y1), d1(X2, Y2)}.
Then d2 is a metric on P by Lemma 2.4.2 since P ⊆ T× T. We will now show that
d2 is complete.
Lemma 5.4.2. The metric d2 defined above is complete on P.
Proof. Let ((Xi, Yi))i∈N be a sequence of elements of P that is Cauchy under d2.
Then (Xi)i∈N and (Yi)i∈N must be Cauchy sequences under d1. Since d1 is complete
it follows that (Xi)i∈N converges to X ∈ T and (Yi)i∈N converges to Y ∈ T. Then
((Xi, Yi))i∈N converges to (X,Y ) provided that (X,Y ) ∈ P.
To show that (X,Y ) ∈ P we will show that either X =
∑
x or Y =
∑
x for some
x satisfying (i). Suppose that X is not of the form X =
∑
x for some x satisfying
(i). Then either X = ∅ or X =
∑
x for some x satisfying (ii). If X = ∅, then
Xi = ∅ for all but ﬁnitely many terms Xi of (Xi)i∈N. Similarly, if X =
∑
x for some
x satisfying (ii), then Xi =
∑
xi for some xi satisfying (ii) for all but ﬁnitely many
i ∈ N. In either case, since (Xi, Yi) ∈ P for every i ∈ N, it follows that for all but
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ﬁnitely many i ∈ N the set Yi must be of the form Yi =
∑
x for some x satisfying (i).
It follows that Y =
∑
x for some x satisfying (i) and so (X,Y ) ∈ P. We conclude
that d2 is a complete metric on P.
Having embedded the set S of countable subsets Ω of R that contain no Cauchy
sequence into the completely metrizable space P we can now show that rank(ΩΩ :
LΩ) = d for almost all, in the sense of Baire category, such subsets Ω.
Theorem 5.4.3. The family of all Ω ∈ S satisfying rank(ΩΩ : LΩ) = d is comeagre
in P.
Proof. First we will show that S is comeagre in P. For any n ∈ N let An be the set
of (X,Y ) ∈ P such that X and Y are either ﬁnite or not bounded above by n. Then⋂
n∈NAn = S since S consists of all elements (X,Y ) P such that X and Y are either
ﬁnite or not bounded above by any n ∈ N.
To show that An is open let (X,Y ) ∈ An be arbitrary. At least one of X and Y is
inﬁnite. Without loss generality suppose that X =
∑∞
i=1 xi is inﬁnite. There exists
j ∈ N such that
∑j
i=1 xi > n. If Y is also inﬁnite, then Y =
∑∞
i=1 yi and there exists
k ∈ N such that
∑k
i=1 yi is not bounded above by n. If Y is ﬁnite but non-empty,
then Y =
∑∞
i=1 yi and there exists k ∈ N such that yk = 0. If Y = ∅, then let k = 1.
Let m = max{j, k}. Then in each of the three cases B((X,Y ), 1/(m+1)) is entirely
contained in An and so An is open.
To show that An is dense let (X,Y ) be an arbitrary element of P. Construct
a sequence ((X i, Y i))i∈N of elements of An that converges to (X,Y ) as follows. If
X is ﬁnite, then let X i = X for all i ∈ N. If X =
∑∞
j=1 xj is inﬁnite, then deﬁne
X i =
∑∞
j=1 x
i
j by x
i
j = xj for all j 6 i and x
i
j = 1 for all j > i. Deﬁne Y
i in
the same way depending on Y . The sequence ((X i, Y i))i∈N converges to (X,Y ) by
construction and so An is dense.
134 CHAPTER 5. LIPSCHITZ FUNCTIONS
We conclude that S is comeagre in P since every An is open and dense. Now let
B be the set of elements (X,Y ) ∈ S such that either X =
∑∞
i=1 xi or Y =
∑∞
i=1 xi,
for some (xi)i∈N with xi > 1 for inﬁnitely many i ∈ N.
It follows by Corollary 5.2.7 that rank(ΩΩ : LΩ) = d for any Ω ∈ S ∩ B. Thus it
suﬃces to show that B is comeagre in P.
For every n ∈ N let Bn be the set of elements (X,Y ) ∈ P such that either
X =
∑∞
i=1 xi or Y =
∑∞
i=1 xi, for some (xi)i∈N with xi > 1 for some i > n.
Then
⋂
n∈N Bn = B. To show that Bn is open let (X,Y ) ∈ Bn. Suppose that X =∑∞
i=1 xi with xk > 1 for some k > n. If (Z,W ) is any element of B((X,Y ), 1/(k+1)),
then Z is non-empty so let Z =
∑∞
i=1 zi. Then (z1, . . . , zk) = (x1, . . . , xk) and so, in
particular, zk > 1. Thus (Z,W ) ∈ Bn. The same argument shows that if Y =
∑∞
i=1 yi
and yk > 1 for some k > n, then B((X,Y ), 1/(k+1)) ⊆ Bn. We conclude that Bn is
open.
To show that Bn is dense in P let (X,Y ) ∈ P be arbitrary. We will construct
a sequence ((X i, Y i))i∈N of elements of Bn that converges to (X,Y ). If X is ﬁnite,
then let X i = X for all i ∈ N. Otherwise X =
∑∞
j=1 xj and we deﬁne X
i =
∑∞
j=1 x
i
j
by xij = xj for all j 6 i and x
i
j = 2 for all j > i. Analogously deﬁne the sets Y
i
depending on Y . Since (X,Y ) ∈ P either X or Y is inﬁnite and so (X i, Y i) ∈ Bn
for all i ∈ N. Also ((X i, Y i))i∈N converges to (X,Y ) by construction. Hence Bn is
dense.
We conclude that B is comeagre in P since it is the intersection of the open and
dense sets Bn.
In the proof of Theorem 5.4.3 we used the fact that in almost all (in the sense
of Baire category) sets considered the diﬀerence between inﬁnitely many pairs of
consecutive elements is greater than some ﬁxed c > 0. We will now consider only
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those subsets that do not have this property and show that the analogue of Theorem
5.4.3 holds in this restricted space.
Let U be the set of elements X ∈ T such that if X =
∑∞
i=1 xi, then (xi)i∈N
converges to 0. Every countable subset Ω of R without Cauchy sequences and such
that for every c > 0 there are only ﬁnitely many pairs of consecutive elements of Ω
whose diﬀerence is greater than c corresponds to a unique element of P∩(U×U) = V.
Of course d2 restricted to V is a metric. However, d2 is not complete on V and V
with the metric topology of d2 is ﬁrst category. Consider, for example, the subsets
An of P deﬁned in the proof of Theorem 5.4.3. An argument similar to the one
presented there shows that for every n ∈ N the set An∩V is open and dense in V but⋂∞
n=1(An ∩ V) = A ∩ V = ∅. Thus, by Theorem 2.4.6, the space V with the metric
topology of the metric d2 is meagre.
We now will deﬁne a metric on V that is complete. If two sequences x = (xi)i∈N
and y = (yi)i∈N converge to the same point, then the set { |xi − yi| : i ∈ N } is
bounded above. Thus we may deﬁne the following metric on the set of sequences
that converge to 0.
d′(x,y) = max{ |xi − yi| : i ∈ N }.
Recall that
d(x,y) =
0 if x = y1/m if x 6= y and m = min{ i ∈ N : xi 6= yi }
and deﬁne t on the set of sequences that converge to 0 by
t(x,y) = max
{
d(x,y),
d′(x,y)
d′(x,y) + 1
}
.
Then t is a metric by Lemmas 2.4.3 and 2.4.4 and a sequence (xi)i∈N converges
under t if and only if it converges under both d and d′. We can now deﬁne the map
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d3 : U× U −→ R by
d3(X,Y ) =

0 if X = Y = ∅
1 if X = ∅ 6= Y or X 6= ∅ = Y
t(x,y) if X =
∑
x and Y =
∑
y.
Lemma 5.4.4. The map d3 defined above is a complete metric on U.
Proof. This is similar to showing that d1 is a complete metric. It follows straight
from the deﬁnition that d3(X,Y ) > 0, d3(X,Y ) = 0 if and only if X = Y , and
d3(X,Y ) = d3(Y,X) for all X,Y ∈ V. Furthermore if any of X,Y and Z are the
empty set, then d(X,Z) 6 d(X,Y ) + d(Y, Z) since d3 is bounded above by 1. Thus
d3 is a metric since t is a metric.
Let (X i)i∈N be a sequence of elements of U that is Cauchy under d3. We want
to show that (X i)i∈N converges under d3 to an element of U. As with d1, if there
are inﬁnitely many i ∈ N such that X i = ∅, then X i = ∅ for all but ﬁnitely many
i ∈ N and so (X i)i∈N converges to ∅ ∈ U. If there are only ﬁnitely many i ∈ N such
that X i = ∅, then we may assume without loss of generality, that X i is non-empty
for all i ∈ N. Thus (X i)i∈N = (
∑
xi)i∈N for some sequence (x
i)i∈N that is Cauchy
under t. Then (xi)i∈N is a Cauchy sequence under d and so, since d is complete
on T, the sequence (xi)i∈N converges under d to an element y of T. It remains to
show that y ∈ U, that is to show that y = (yi)i∈N converges to 0. Let ǫ > 0. Since
(xi)i∈N = ((x
i
j)j∈N)i∈N is a Cauchy sequence under d
′ there exists M ∈ N such that
for all m,n > M and all j ∈ N we have that |xnj − x
m
j | 6 ǫ/2. But (x
i)i∈N converges
to y under d and so for every j ∈ N there exists m > M such that xmj = yj. It
follows that for all n > M and all j ∈ N we have that |xnj − yj| 6 ǫ/2.
Let n > M . The sequence (xnj )j∈N converges to 0. Thus there exists N ∈ N such
that xnj 6 ǫ/2 for all j > N . Now for any j > N we have that yj 6 |yj − x
n
j |+ x
n
j 6
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ǫ/2 + ǫ/2 = ǫ. Hence y converges to 0 and so y ∈ U and t is a complete metric on
U.
Deﬁne d4 : V× V −→ R by
d4((X1, X2), (Y1, Y2)) = max{d3(X1, Y1), d3(X2, Y2)}.
Since V ⊆ U× U it follows by Lemma 2.4.2 that d4 is a metric on V. Furthermore,
it follows by an analogous argument as the one used in the proof of Lemma 5.4.2,
that d4 is complete on V since d3 is complete on U.
We have embedded the set S∩V of countable subsets Ω of R that have no Cauchy
sequences and for which there exists no c > 0 such that the diﬀerence of inﬁnitely
many pairs of consecutive elements of Ω is at least c into the complete metric space
V and we will now show that rank(ΩΩ : LΩ) = d for almost all, in the sense of Baire
category, such Ω.
Theorem 5.4.5. The family of sets Ω ∈ S ∩ V for which rank(ΩΩ : LΩ) = d is
comeagre in V.
Proof. First we will show that S∩V is comeagre in V. In the proof of theorem 5.4.3,
we deﬁned An to be the set of elements (X,Y ) ∈ V such that X and Y are either
ﬁnite or not bounded above by n and we showed that An is open and dense in P
under d2. Since
⋂
n∈NAn∩V = S∩V, to show that S∩V is comeagre in V, it suﬃces
to show that An ∩ V is open and dense in V for every n ∈ N.
To show that An ∩ V is open let (X,Y ) ∈ An ∩ V be arbitrary. Since An is open
in P under d2 there exists ǫ > 0 such that any (Z,W ) ∈ P with d2((X,Y )(Z,W )) 6 ǫ
is an element of An. But V ⊆ P and d2((X,Y )(Z,W )) 6 d4((X,Y ), (Z,W )) for any
(X,Y ), (Z,W ) ∈ V. It follows that any (Z,W ) ∈ V with d4((X,Y ), (Z,W )) 6 ǫ is
an element of An ∩ V and hence An ∩ V is open in V.
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To show that An ∩ V is dense let (X,Y ) be an arbitrary element of V. We will
construct a sequence ((X i, Y i))i∈N of elements of An ∩ V that converges to (X,Y )
under d4. If X is ﬁnite, then let X
i = X for all i ∈ N. If X =
∑∞
j=1 xj is inﬁnite,
then deﬁne X i =
∑∞
j=1 x
i
j by x
i
j = xj for all j 6 i and x
i
j = xj + (1/j) for all j > i.
ThenX i is unbounded above since the harmonic series
∑∞
j=1 1/j is unbounded above.
Furthermore d((xj)j∈N, (x
i
j)j∈N) = d
′((xj)j∈N, (x
i
j)j∈N) = 1/i. Deﬁne Y
i in the same
way depending on Y . Then (X i, Y i) ∈ An∩V for all i ∈ N and d4((X,Y ), (X i, Y i)) =
1/i. Thus ((X i, Y i))i∈N converges to (X,Y ) and An∩V is dense in V. We have shown
that S ∩ V is comeagre in V since An ∩ V is open and dense for every n ∈ N.
For every n ∈ N let Bn be the set of (X,Y ) ∈ V such that either X =
∑∞
j=1 xj
or Y =
∑∞
j=1 xj for some sequence (xj)j∈N for which there exists k ∈ N such that
xk > xk+1 > · · · > xk+n. Let B =
⋂
n∈N Bn.
It follows by Corollary 5.2.7 that rank(ΩΩ : LΩ) = d for any Ω ∈ S ∩ B. Thus it
only remains to show that every Bn is open and dense.
Let (X,Y ) ∈ Bn. Then there exists a sequence (xj)j∈N and k ∈ N such that xk >
xk+1 > · · · > xk+n and either X =
∑∞
j=1 xj or Y =
∑∞
j=1 xj. Assume without loss
of generality that X =
∑∞
j=1 xj. If (Z,W ) ∈ V with d4((X,Y ), (Z,W )) 6 1/(k+ n),
then Z is non-empty, i.e. Z =
∑∞
j=1 zj and d(z,x) 6 1/(k+n). Hence z agrees with
x on the ﬁrst k + n terms and so (Z,W ) ∈ Bn. Hence Bn is open.
To show that Bn is dense let (X,Y ) ∈ V be arbitrary. We will construct a
sequence ((X i, Y i))i∈N of elements of Bn that converges to (X,Y ) under d4. If X
is ﬁnite, then let X i = X for all i ∈ N. If X =
∑∞
j=1 xj is inﬁnite, then, since
(xj)j∈N converges to 0, for every i ∈ N there exists N > i such that xj 6 1/i for all
j > N . Deﬁne X i =
∑∞
j=1 x
i
j by x
i
j = xj for all j 6 N and x
i
j = 1/j for all j > N .
Then X i ∈ Bn by construction and d((xj)j∈N, (xij)j∈N) = d
′((xj)j∈N, (x
i
j)j∈N) = 1/i.
Deﬁne Y i in the same way depending on Y . Then (X i, Y i) ∈ An ∩ V for all i ∈ N
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and d4((X,Y ), (X
i, Y i)) = 1/i Thus ((X i, Y i))i∈N converges to (X,Y ) and An ∩V is
dense in V.
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Chapter 6
Endomorphisms of binary
Relations
In this chapter we will study the preorder 4 and the notion of relative rank for
semigroups that arise as the families of endomorphisms of binary relations deﬁned
on Ω = {α1, α2, . . . }. The results in this chapter are joint work with James Mitchell,
Micha l Morayne and Martyn Quick and may also be found in [26].
6.1 Overview
Let R be a preorder, bipartite graph, or tolerance on Ω. Then the main theorems of
this chapter can be summarised as follows:
• if R has ﬁnitely many components and is locally ﬁnite, then End(Ω, R) ≈ S6
and rank(ΩΩ : End(Ω, R)) = d;
• if R has inﬁnitely many components or is not locally ﬁnite, then End(Ω, R) ≈
ΩΩ and rank(ΩΩ : End(Ω, R)) ∈ {0, 1, 2};
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see Theorems 6.2.3, 6.3.1, 6.4.4, 6.4.5, and 6.5.1.
The picture is more complicated for arbitrary non-bipartite graphs. In particular,
there exist examples of graphs G where:
• G has inﬁnitely many components, End(G) ≈ {1Ω} or End(G) ≈ S2, and
rank(ΩΩ : End(G)) = 2ℵ0 ;
• G has inﬁnitely many components, End(G) ≈ S6, and rank(Ω
Ω : End(G)) = d;
• G is connected and locally ﬁnite, End(G) ≈ {1Ω}, and rank(Ω
Ω : End(G)) =
2ℵ0 ;
• G is connected and not locally ﬁnite, End(G) ≈ S6, and rank(Ω
Ω : End(G)) =
d;
see Examples 6.6.1, 6.6.2, and 6.6.3.
The following weaker version of the theorems regarding bipartite graphs hold for
an arbitrary graph G:
• if G has ﬁnitely many components and is locally ﬁnite, then End(G) 4 S6;
• if all the components of G are ﬁnite, then one of the following holds: End(G) ≈
{1Ω}, S1,α 4 End(G) 4 S6, or End(G) ≈ Ω
Ω;
see Theorems 6.2.2 and 6.4.3.
6.2 General binary relations
Before considering the speciﬁc cases of preorders, graphs and tolerances we will give
some results that hold for general binary relations on Ω. It is straightforward to
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classify those binary relations whose endomorphism semigroups equal ΩΩ.
Lemma 6.2.1. Let Ω be an infinite set and let R be a binary relation on Ω. Then
the relative rank of End(Ω, R) in ΩΩ is 0 if and only if R is one of ∅, Ω × Ω, or
∆Ω = { (α, α) : α ∈ Ω }.
Proof. For any R ⊆ Ω × Ω the set End(Ω, R) is a subsemigroup of ΩΩ and so
rank(ΩΩ : End(Ω, R)) = 0 if and only if End(Ω, R) = ΩΩ. In other words rank(ΩΩ :
End(Ω, R)) = 0 if and only if for all α, β ∈ Ω and for all f ∈ ΩΩ
(α, β) ∈ R implies (αf, βf) ∈ R. (6.1)
IfR = ∅, then (6.1) holds vacuously. IfR = Ω×Ω, then (6.1) holds since (αf, βf) ∈ R
for any α, β ∈ Ω. If R = ∆Ω, then (α, β) ∈ R implies that α = β and hence αf = βf .
Thus (αf, βf) = (αf, αf) ∈ ∆Ω = R by deﬁnition.
It remains to show that if R is not one of ∅, Ω×Ω, or ∆Ω, then End(Ω, R) 6= Ω
Ω.
There are two cases. Suppose that there exist distinct α, β ∈ Ω such that (α, β) ∈ R.
Since R 6= Ω × Ω, there exist γ, δ ∈ Ω such that (γ, δ) 6∈ R. If f is any element of
ΩΩ such that αf = γ and βf = δ, then f 6∈ End(Ω, R) and hence End(Ω, R) 6= ΩΩ.
Now suppose that there do not exist distinct α, β ∈ Ω such that (α, β) ∈ R. In other
words R ⊆ ∆Ω. Since R 6= ∅ and R 6= ∆Ω, there exist α, γ ∈ Ω such that (α, α) ∈ R
and (γ, γ) 6∈ R. If f is any element of ΩΩ such that αf = γ, then f 6∈ End(Ω, R)
and hence End(Ω, R) 6= ΩΩ.
The proof of next result uses a result from the previous chapter.
Theorem 6.2.2. Let R be a binary relation on Ω such that (Ω, R) has finitely
many components and is locally finite. Then End(Ω, R) 4 S6 and hence rank(Ω
Ω :
End(Ω, R)) > d.
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Proof. We will deﬁne a metric on Ω and prove that End(Ω, R) ⊆ LΩ. This will allow
us to use Theorem 5.2.1. It is well-known that, for any binary relation S on a set Σ
such that (Σ, S) is connected, the map that takes as input a pair of elements of Σ
and returns the minimal length of a path on (Σ, S) between them is a metric on Σ.
To construct the metric on Ω we need to do a little more work since (Ω, R) need not
be connected.
Let L1, L2, . . . , Ln be the components of R. Let dLi : Li × Li −→ R be deﬁned
so that dLi(α, β) is the minimal length of a path from α to β. Then dLi is a metric
on Li for all i. We will now extend the metrics dLi to a metric d on the entire set Ω.
Let γi ∈ Li be ﬁxed. Then deﬁne d by
d(α, β) =
dLi(α, β) if α, β ∈ LidLi(α, γi) + dLj(γj, β) + 1 if α ∈ Li and β ∈ Lj where i 6= j.
One way of viewing the deﬁnition of d is the following. Add an extra element δ to Ω
and let R′ be the binary relation on Ω∪{δ} deﬁned by R′ = R∪{(δ, γi) : 1 6 i 6 n}.
Then (Ω∪{δ}, R′) is connected and locally ﬁnite. If d′ is the metric on Ω∪{δ} given
by minimal path lengths on (Ω∪{δ}, R′), then d is just the restriction of d′ to Ω×Ω.
Thus d is a metric on Ω and B(α, r) is ﬁnite for any α ∈ Ω and r > 0.
We will now show that all functions in End(Ω, R) are Lipschitz with respect to
d. Let f ∈ End(Ω, R) be arbitrary and let M = max{ d(γi, γjf) : 1 6 i, j 6 n }.
If α and β are in the same component Li, then αf, βf ∈ Lj for some j and since
f ∈ End(Ω, R) we have that
d(αf, βf) = dLj(αf, βf) 6 dLi(α, β) = d(α, β).
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Next, if α ∈ Li, β ∈ Lj with i 6= j, and αf ∈ Lk, βf ∈ Ll, then
d(αf, βf) 6 d(αf, γif) + d(γif, γk) + d(γk, γl) + d(γl, γjf) + d(γjf, βf)
6 dLk(αf, γif) +M + 1 +M + dLl(γjf, βf)
6 dLi(α, γi) +M + 1 +M + dLj(γj, β)
= d(α, β) + 2M
6 d(α, β) + 2Md(α, β) = (2M + 1)d(α, β).
Thus f is Lipschitz with constant 2M + 1. Therefore it follows from Theorem 5.2.1
that End(Ω, R) 4 S6.
The next theorem concerns reﬂexive binary relations.
Theorem 6.2.3. Let R be a reflexive binary relation on Ω such that (Ω, R) has
infinitely many components. Then rank(ΩΩ : End(Ω, R)) 6 1 and so End(Ω, R) ≈
ΩΩ.
Proof. Recall that Ω = {α1, α2, . . .}. Let the components of (Ω, R) be L1, L2, . . . and
let γi ∈ Li be ﬁxed for all i. Deﬁne g ∈ Ω
Ω by αig = γi.
Let f ∈ ΩΩ be arbitrary. Let f̂ ∈ ΩΩ map all points in Li to αif for i = 1, 2, . . ..
Since R is reﬂexive, f̂ ∈ End(Ω, R). Then for all αi ∈ Ω we have αigf̂ = γif̂ = αif .
Thus f ∈ 〈 End(Ω, R), g 〉. Since f was chosen arbitrarily we conclude that ΩΩ =
〈 End(Ω, R), g 〉 and hence rank(ΩΩ : End(Ω, R)) 6 1.
6.3 Preorders
In this section we completely classify the endomorphism semigroups of preorders⊑ on
Ω with respect to 4. Since preorders are reﬂexive, the case where (Ω,⊑) has inﬁnitely
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many components follows directly from Theorem 6.2.3. That is, if ⊑ is a preorder
on Ω such that (Ω,⊑) has inﬁnitely many components, then End(Ω,⊑) ≈ ΩΩ and
rank(ΩΩ : End(Ω,⊑)) 6 1.
The case where ⊑ is a partial order was considered in [17]. It was shown that
the endomorphisms of a poset (Ω,⊑) have ﬁnite relative rank in ΩΩ precisely when
(Ω,⊑) is locally ﬁnite or (Ω,⊑) has inﬁnitely many components. Here we will show
that this classiﬁcation extends to preorders and show that the only inﬁnite value
that can arise for rank(ΩΩ : End(Ω,⊑)) is d.
Theorem 6.3.1. Let ⊑ be a preorder on Ω such that (Ω,⊑) has finitely many com-
ponents. Then the following hold.
(i) If (Ω,⊑) is locally finite, then End(Ω,⊑) ≈ S6 and rank(Ω
Ω : End(Ω,⊑)) = d.
(ii) If (Ω,⊑) is not locally finite, then End(Ω,⊑) ≈ ΩΩ and rank(ΩΩ : End(Ω,⊑))
6 2.
It is natural to ask if the bound given in Theorem 6.3.1(ii) is the best possible.
The answer is yes: two examples of connected posets with rank(ΩΩ : End(Ω,⊑)) = 1
and 2, respectively, were given in [17]. In Sections 6.7 and 6.8 we will construct a
bipartite graph and a tolerance relation respectively that are based on these examples
from [17].
To prove Theorem 6.3.1 we require the following four lemmas.
Lemma 6.3.2. Let R be a binary relation on Ω, let g ∈ End(Ω, R) have infinite
image, let R′ be the subrelation of R induced by im(g), and let S be any relation on
Ω such that (im(g), R′) is isomorphic to (Ω, S). Then End(Ω, R) < End(Ω, S).
Proof. Let Ψ : (im(g), R′) −→ (Ω, S) be an isomorphism. Then gΨ ∈ ΩΩ is a
surjective homomorphism from (Ω, R) to (Ω, S).
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Let g ∈ ΩΩ be any function such that αg ∈ α(gΨ)−1 = { β ∈ Ω : βgΨ = α }
for all α ∈ Ω. Then ggΨ = 1Ω where 1Ω denotes the identity map on Ω. Likewise, if
Ψ∗ ∈ ΩΩ is an extension of Ψ, then Ψ−1Ψ∗ = 1Ω.
Let f ∈ End(Ω, S) be arbitrary. Then gΨfΨ−1 ∈ End(Ω, R). Thus
f = 1Ωf1Ω = ggΨfΨ
−1Ψ∗ ∈ 〈 End(Ω, R), g,Ψ∗ 〉.
Since f was arbitrary, End(Ω, S) ⊆ 〈 End(Ω, R), g,Ψ∗ 〉.
Lemma 6.3.3. Let Ω = {α1, α2, . . .} and let
(i) R = { (αi, αi+1), (αi+1, αi) : i ∈ N };
(ii) S = { (αi, αi), (α2i−1, α2i), (α2i+1, α2i) : i ∈ N }.
Then (Ω, R) is a graph with End(Ω, R) < S6, and (Ω, S) is a poset with End(Ω, S) <
S6 (see Figure 6.1 for a diagram of (Ω, R) and a Hasse diagram of (Ω, S)).
u
α1



u
α2
A
A
Au
α3



u
α4
A
A
Au
α5



u
α6
A
A
Au
α7



u
α8
A
A
Au
α9

 . . .
Figure 6.1: A diagram of the graph (Ω, R) or a Hasse diagram of the poset (Ω, S)
from Lemma 6.3.3
Proof. It suﬃces to show that End(Ω, R)∩End(Ω, S) < S6 . Let g ∈ Ω
Ω be deﬁned
by αng = αn(n−1)+1 for all n ∈ N and let h ∈ ΩΩ be any function such that α2n−1h =
αn for every n ∈ N.
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Let f ∈ S6 be arbitrary. We will deﬁne a function f̂ ∈ End(Ω, R)∩End(Ω, S) in
two steps so that f can be written as a product of f̂ , g, and h. The ﬁrst step is to
let f̂ be deﬁned on the elements of the form αn(n−1)+1 by
(αn(n−1)+1)f̂ = α2k−1
whenever αnf = αk.
The second step is to deﬁne f̂ on all the elements αm with indices in the range
n(n − 1) + 2 to n(n + 1). If αnf = αk and αn+1f = αl, then k 6 n and l 6 n + 1
since f ∈ S6. It follows that the length of the path on (Ω, R) from α2k−1 to α2l−1 is
an even number not greater than 2n. Hence there exists a walk
α2k−1 = β0, β1, . . . , β2n = α2l−1
of length 2n. The deﬁnition of f̂ is completed by setting
(αn(n−1)+1+i)f̂ = βi
for all i ∈ {1, 2, . . . , 2n− 1}. By construction, f̂ is an endomorphism of (Ω, R).
We will now show that f̂ is also an element of End(Ω, S). By construction,
{α1, α3, α5, . . .}f̂ ⊆ {α1, α3, α5, . . .} and {α2, α4, α6, . . .}f̂ ⊆ {α2, α4, α6, . . .}.
Let α, β ∈ Ω with (α, β) ∈ S. If α = β, then (αf, βf) = (αf, αf) ∈ S. If α 6= β,
then α = α2i−1 and β = α2i or α2i−2 for some i ∈ N. Since α and β are adjacent in
(Ω, R) their images αf̂ and βf̂ are also adjacent in (Ω, R). Thus either (αf̂ , βf̂) ∈ S
or (βf̂ , αf̂) ∈ S. In fact, (αf̂ , βf̂) ∈ S since αf̂ = α2i−1f̂ ∈ {α1, α3, α5, . . .}. So,
f̂ ∈ End(Ω, R) ∩ End(Ω, S), as required.
To conclude the proof, let αi ∈ Ω be arbitrary and let αj = αif . Then
αigf̂h = (αi(i−1)+1)f̂h = (α2j−1)h = αj = αif.
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Thus S6 ⊆ 〈 End(Ω, R) ∩ End(Ω, S), g, h 〉 and so End(Ω, R) ∩ End(Ω, S) < S6.
Lemma 6.3.4 (Ko¨nig’s Lemma). Let G be an infinite, connected, locally finite
graph. Then there exists an infinite path in G, that is, a sequence of distinct vertices
β1, β2, . . . such that βi and βi+1 are adjacent for all i.
For a proof see [7, Lemma 19.2.1].
The following lemma is an analogue of Ko¨nig’s Lemma for arbitrary binary re-
lations. It is also slightly stronger, in so far as when it is applied to graphs the
subgraph induced by β1, β2, . . . from Lemma 6.3.4 is isomorphic to the graph deﬁned
in Lemma 6.3.3(i).
Lemma 6.3.5. Let Ω be countably infinite and R ⊆ Ω× Ω such that (Ω, R) is con-
nected and locally finite. Then there exists a sequence γ1, γ2, . . . of distinct elements
of Ω such that γiRγj or γjRγi if and only if i and j are consecutive integers.
Proof. Recall that ∆Ω = { (α, α) : α ∈ Ω }. Let E be the symmetric closure of
R \∆Ω. Then G = (Ω, E) is a graph. Hence by Lemma 6.3.4 there exist an inﬁnite
path β1, β2, . . . in G. But βi is adjacent to βi+1 in G if and only if (βi, βi+1) or
(βi+1, βi) ∈ R.
Let γ1 = β1. Assume that γi−1 has been deﬁned for some i > 1. Then deﬁne
ni = max{ n ∈ N : (γi−1, βn) or (βn, γi−1) ∈ R }
and set γi = βni . The number ni exists since (Ω, R) is locally ﬁnite. By construction,
the sequence γ1, γ2, . . . obtained in this way has the required property.
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Proof of Theorem 6.3.1. (i). As (Ω,⊑) is locally ﬁnite, it follows immediately from
Theorem 6.2.2 that End(Ω,⊑) 4 S6.
To prove that End(Ω,⊑) < S6, we show that there exists g ∈ End(Ω,⊑) such
that the preorder induced by the image of g is isomorphic to that given in Lemma
6.3.3(ii). This will allow us to apply Lemma 6.3.2 to conclude the proof.
Since (Ω,⊑) has ﬁnitely many components there is at least one inﬁnite com-
ponent. By Lemma 6.3.5 that component contains a sequence of distinct elements
γ1, γ2, . . . such that γi ⊑ γj or γj ⊑ γi if and only if i and j are consecutive integers.
Let γn be arbitrary. If γn ⊑ γn+1, then γn+1 ⊒ γn+2 as otherwise γn ⊑ γn+2 by
transitivity of ⊑, a contradiction. Likewise, if γn ⊒ γn+1, then γn+1 ⊑ γn+2. Assume
without loss of generality that γ1 ⊑ γ2. We conclude that the subposet induced by
{γ1, γ2, . . .} is isomorphic to that deﬁned in Lemma 6.3.3(ii).
Next, we specify g ∈ End(Ω,⊑) with image equal to {γ1, γ2, . . .} by deﬁning it
on the components of (Ω,⊑). Let K be any component of (Ω,⊑). Then since ⊑ is
transitive and (Ω,⊑) is locally ﬁnite, it follows that there exists β1 ∈ K such that
for all β ∈ K with β ⊑ β1 we have that β ⊒ β1. Note that, in some sense, β1 is a
minimal element of K.
Let L1 = { β ∈ K : β ⊑ β1 } and deﬁne L2, L3, . . . recursively as follows:
L2i = { β ∈ K : there exists δ ∈ L2i−1 with β ⊒ δ } \ (L1 ∪ · · · ∪ L2i−1)
and
L2i+1 = { β ∈ K : there exists δ ∈ L2i with β ⊑ δ } \ (L1 ∪ · · · ∪ L2i).
Of course, since (Ω,⊑) is locally ﬁnite, Li is ﬁnite for all i ∈ N. As K is connected,
every element in K lies in some Li. Also, if K is inﬁnite, then Li is non-empty for
all i.
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So, if gK : K −→ Ω is deﬁned so that αgK = γi for all α ∈ Li, then by construction
gK is a homomorphism from (K,⊑) to the preorder induced by {γ1, γ2, . . .}. Let
g : Ω −→ {γ1, γ2, . . .} be the union of the functions gK over all the components K of
(Ω,⊑). Then g ∈ End(Ω,⊑) and, as (Ω,⊑) has at least one inﬁnite component, the
image of g is the entire set {γ1, γ2, . . .}.
If R is a partial order on Ω such that the preorder induced by γ1, γ2, . . . is iso-
morphic to (Ω, R), then, by Lemma 6.3.2, End(Ω,⊑) < End(Ω, R). Moreover, by
Lemma 6.3.3, it follows that End(Ω, R) < S6 and the proof of this case is concluded.
(ii). Recall that in this case we assume that (Ω,⊑) is not locally ﬁnite. If
α, β ∈ Ω such that α ⊑ β and β ⊑ α, then we will write α ≡ β. If all the equivalence
classes of ≡ are ﬁnite, then there are inﬁnitely many such classes and they can be
given as E1, E2, . . .. Let βn ∈ En be ﬁxed for every n ∈ N and let g ∈ ΩΩ be deﬁned
by αg = βn for all α ∈ En and for all n. Then g ∈ End(Ω,⊑). Indeed, if α ∈ En
and γ ∈ Em with α ⊑ γ, then αg = βn ≡ α ⊑ γ ≡ βm = γg and so αg ⊑ γg by
transitivity of ⊑.
Furthermore the preorder induced by the image of g is a partial order which is
not locally ﬁnite. So if S is any binary relation on Ω such that (Ω, S) is isomorphic
to the the preorder induced by the image of g, then (Ω, S) is a partial order which is
not locally ﬁnite. In [17] it was shown that the endomorphisms of non-locally ﬁnite
poset are always equivalent under ≈ to ΩΩ. Thus End(Ω,⊑) < End(Ω, S) ≈ ΩΩ by
Lemma 6.3.2.
Next, we assume that there exists an inﬁnite equivalence class E of ≡. Let
k : Ω −→ E be any bijection and let k∗ ∈ ΩΩ be any extension of k−1. Let f ∈ ΩΩ
be arbitrary and deﬁne f̂ ∈ ΩΩ by
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αf̂ =
αk
−1fk if α ∈ E
α if α ∈ Ω \ E.
Then f̂ ∈ End(Ω,⊑) since f ﬁxes Ω\E pointwise and maps elements of E to elements
of E. Furthermore, if α ∈ Ω, then
αkf̂k∗ = αk(k−1fk)k∗ = α1Ωf1Ω = αf.
Thus ΩΩ = 〈End(Ω,⊑), k, k∗ 〉 and so End(Ω,⊑) ≈ ΩΩ. In fact, k ∈ End(Ω,⊑) since
α ⊑ β for all α, β ∈ E. Hence ΩΩ = 〈 End(Ω,⊑), k∗ 〉 and rank(ΩΩ : End(Ω,⊑)) 6
1.
6.4 Graphs
In this section we consider semigroups of endomorphisms of graphs. These semi-
groups fall into more equivalence classes under ≈ than endomorphisms of preorders
and we do not achieve a full classiﬁcation in this case. As usual, the complete graph
KΩ on Ω is the graph with vertex set Ω in which any two distinct vertices are adjacent.
Lemma 6.4.1. If G contains a subgraph H isomorphic to the complete graph KΩ on
Ω, then rank(ΩΩ : End(G)) = 1.
Proof. Partition the vertices of H into inﬁnite sets H1, H2, . . .. Let g ∈ Ω
Ω be a
function that maps all elements of Hi to αi for i = 1, 2, . . .. Note that g 6∈ End(G).
Pick an arbitrary f ∈ ΩΩ. Let f̂ be an injection such that, αif̂ ∈ Hj whenever
αif = αj . Since im(f̂) ⊆ H all image points are adjacent and so f̂ ∈ End(G). Now
αif̂ g = αj = αif for all αi ∈ Ω. Hence Ω
Ω = 〈 End(G), g 〉.
6.4. GRAPHS 153
Let G be a graph and deﬁne K(G) to be the set of components of G. If L,M ∈
K(G), then we will write L≪M whenever there exists a homomorphism from L to
M . Denote by L≪ the set {M ∈ K(G) : L≪M }.
Theorem 6.4.2. Let G be a graph where L≪ is infinite for infinitely many compo-
nents L. Then rank(ΩΩ : End(G)) 6 2.
Proof. Let L1, L2, . . . be the components of G with L
≪
i inﬁnite for all i ∈ N.
First, let
{A(i,1), A(i,2), . . .} ⊆ L
≪
i
such that {A(i,1), A(i,2), . . .} ∩ {A(j,1), A(j,2), . . .} = ∅ for i 6= j.
Recall that Ω = {α1, α2, . . .}. Let g ∈ Ω
Ω be any function with αig ∈ Li for all
i ∈ N and let h ∈ ΩΩ be any function such that αh = αj for all α ∈ A(i,j).
Let f ∈ ΩΩ be arbitrary. Since A(i,k) ∈ L
≪
i for all i, k, there exists a homomor-
phism from Li to A(i,k). A function that is a homomorphism on all the components
of G is an endomorphism of G. So there exists f̂ ∈ End(G) such that Lif̂ ⊆ A(i,k)
whenever αk = αif . Let αi ∈ Ω be arbitrary and let αk = αif . Then αig ∈ Li and so
(αig)f̂ ∈ A(i,k). Hence αigf̂h = αk = αif . So f = gf̂h and Ω
Ω = 〈End(G), g, h〉.
In Theorem 6.2.3, we proved that endomorphisms of reﬂexive relations with in-
ﬁnitely many components have relative rank at most 1 in ΩΩ. However for graphs
this is not the case. Examples of graphs G and H satisfying the hypothesis of The-
orem 6.4.2 where rank(ΩΩ : End(G)) = 1 and rank(ΩΩ : End(H)) = 2 can be found
in Example 6.6.4 and Proposition 6.7.7, respectively.
In the case that all the components of G are ﬁnite, we use a result from Mesyan
[25] to show that the converse of Theorem 6.4.2 holds.
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Theorem 6.4.3. Let G be a countably infinite graph with all components finite.
Then the following are equivalent:
(i) L≪ is finite for all but finitely many components L of G;
(ii) rank(ΩΩ : End(G)) > 2;
(iii) rank(ΩΩ : End(G)) > d;
(iv) S1,α 4 End(G) 4 S6 or End(G) ≈ {1Ω}.
Proof. By Theorem 4.4.2 it follows that (iv) implies (iii). Also (iii) implies (ii)
immediately. Theorem 6.4.2 tells us that (ii) implies (i).
It remains to show that (i) implies (iv). Under this assumption, the set { αf :
f ∈ End(G) } is ﬁnite for all but ﬁnitely many α ∈ Ω, since an endomorphism must
map components into components. Hence End(G) 4 S6 by Corollary 4.1.3.
It remains to prove that either End(G) < S1,α or End(G) ≈ {1G}. There are two
possibilities. Suppose that, for all but ﬁnitely many components L, the only homo-
morphism from L into G is the inclusion map. It follows that End(G) is countable
since all the components of G are ﬁnite. Thus End(G) ≈ {1G}, as the equivalence
class of {1G} consists of all countable subsets of Ω
Ω.
On the other hand, suppose there exist inﬁnitely many components L1, L2, . . . of
G and homomorphisms gi : Li −→ G for all i ∈ N such that no gi is an inclusion
map. We will deﬁne an inﬁnite subset {δ1, δ2, . . .} of the union of L1, L2, . . . such
that
(a) if δi and δj are in the same component, then i = j;
(b) if δi ∈ Lj, then δigj 6∈ {δ1, δ2, . . .} for all i ∈ N.
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Since gi is not the identity on Li, for all i ∈ N there exists γi ∈ Li such that γigi 6= γi.
There are two cases to consider. If there exists j ∈ N such that
A = { γi : γigi = γj }
is inﬁnite, then A satisﬁes conditions (a) and (b) above.
Otherwise, we deﬁne {δ1, δ2, . . .} recursively as follows. Let δ1 = γ1. Assume that
δ1, δ2, . . . , δn−1 ∈ {γ1, γ2, . . .} have already been deﬁned and set
Bn = { γi : γigi ∈ {δ1, δ2, . . . , δn−1} }.
Since by assumption { γi : γigi = δj } is ﬁnite for all j ∈ {1, . . . , n− 1}, the set Bn
is ﬁnite. Hence we may choose δn to be any element of
{γ1, γ2, . . .} \ (Bn ∪ {δ1, δ2, . . . , δn−1}).
It follows, by construction, that {δ1, δ2, . . .} satisﬁes (a) and (b).
Let h : Ω −→ {δ1, δ2, . . .} be the map deﬁned by αih = δi and let k ∈ Ω
Ω be
deﬁned by
αk =
αi if α = δi for some iα1 if α 6∈ {δ1, δ2, . . .}.
Recall that S1,α =
{
f ∈ ΩΩ : αf ∈ {α1, α} for all α ∈ Ω
}
. Let f ∈ S1,α be
arbitrary. Then deﬁne f̂ ∈ ΩΩ as follows. Let α ∈ Ω and let Lj be the component of
G containing α. If δi ∈ Lj for some i ∈ N and αif = α1, then we deﬁne
αf̂ = αgj.
Otherwise deﬁne αf̂ = α. Since f̂ is a homomorphism on each component, f̂ ∈
End(G).
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Let αi ∈ Ω be arbitrary. Then either αif = α1 or i > 1 and αif = αi. In the
former case, if δi ∈ Lj, then
αihf̂k = δif̂k = δigjk = α1 = αif
as δigj 6∈ {δ1, δ2, . . .}.
In the latter case,
αihf̂k = δif̂k = δik = αi = αif.
Thus S1,α ⊆ 〈 End(G), h, k 〉 and the proof is complete.
Example 6.6.3 gives a graph G with inﬁnitely many components, all of which are
ﬁnite, and End(G) ≈ S6. Example 6.6.2 shows that graphs with inﬁnitely many
components and S1,α ≺ End(G) ≈ S2 ≺ S6 exist. It is not known if there exists a
graph G such that End(G) ≈ S1,α.
If G is a graph with ﬁnitely many components and G is locally ﬁnite, then it fol-
lows immediately from Theorem 6.2.2 that End(G) 4 S6 and rank(Ω
Ω : End(G)) >
d. The converse of this statement does not hold and Example 6.6.1 is a counterexam-
ple. This contrasts with the analogous situation for preorders described in Theorem
6.3.1. In Lemma 6.3.3 and Example 6.6.2 we give examples of graphs G and H with
ﬁnitely many components and where End(G) ≈ S6 and End(H) ≈ {1Ω} ≺ S6.
Note that in the proofs Theorems 6.4.2 and 6.4.3 neither symmetry not anti-
reﬂexivity is used and that these theorems generalise to arbitrary binary relations
with inﬁnitely many components. We chose not to phrase these results in the most
general way since the only other kinds of relations considered in this chapter are
preorders and tolerances for which the much stronger Theorem 6.2.3 holds.
We have not succeeded in proving any general theorem relating to graphs with
ﬁnitely many components that are not locally ﬁnite. However, we will show that
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there exist such graphs where the relative rank of their endomorphisms in ΩΩ is any
of 1, 2, d, or 2ℵ0 . Moreover, if we restrict our attention to the class of bipartite graphs,
then we again obtain a complete classiﬁcation.
Theorem 6.4.4. Let G be a graph with infinitely many bipartite components. Then
rank(ΩΩ : End(G)) 6 1 and so End(G) ≈ ΩΩ.
Proof. There are two cases to consider.
Case 1: there exist infinitely many singleton components {β1}, {β2}, . . . in G.
Let g ∈ ΩΩ be deﬁned by αig = βi for all i ∈ N. If f ∈ ΩΩ is arbitrary, then deﬁne
f̂ by βif̂ = αif for all i and αf̂ = α for all α 6= βi for any i. Then f̂ ∈ End(G) and
αigf̂ = βif̂ = αif . Hence 〈 End(G), g 〉 = Ω
Ω.
Case 2: there exist infinitely many bipartite components L1, L2, . . . in G with at
least two vertices. Let γn ∈ Ln be ﬁxed for all n ∈ N and let
I = { i ∈ N : αi 6∈ Lj for all j ∈ N }.
Then, by deﬁnition, γm 6= αn for all m ∈ N and for all n ∈ I. Also N \ I is inﬁnite
as clearly there are inﬁnitely vertices αi in L1 ∪L2 ∪ · · · . It follows that there exists
an injective g ∈ ΩΩ such that γig = αi for all i ∈ I and where (Ω \ {γi : i ∈ I})g ⊆
{γi : i ∈ N \ I}. Hence g2 is an injection with im(g2) ⊆ {γi : i ∈ N \ I}.
Let Li and Lj be arbitrary. Since Li is bipartite and Lj contains at least two
vertices, it follows that for any α ∈ Li and β ∈ Lj, there exists a homomorphism
φα,β : Li −→ Lj such that αφα,β = β.
Let f ∈ ΩΩ be arbitrary. We will use the homomorphisms φα,β to construct two
endomorphisms f̂1 and f̂2 of G that together with g will generate f .
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We deﬁne f̂1 on an arbitrary component L as follows. Either there exist i ∈ I,
j ∈ N, and α ∈ Ω such that αf = αi, L = Lj, and αg2 = γj, or not. If i, j, and α
exist, then deﬁne
βf̂1 = βφγj ,γi
for all β ∈ L. Otherwise, we deﬁne βf̂1 = β for all β ∈ L. In particular, if αf = αi
for some i 6∈ I, then f̂1 ﬁxes αg
2. Since f̂1 is a homomorphism on every component
of G, it is an element of End(G).
We deﬁne f̂2 on an arbitrary component L of G as follows. Either there exist
i ∈ N \ I, j ∈ N, and α ∈ Ω such that αf = αi, L = Lj, and αg3 = γj, or not. If i, j,
and α exist, then, since i 6∈ I, there exists k ∈ N such that αi ∈ Lk. It follows that
φγj ,αi is well-deﬁned and so we deﬁne
βf̂2 = βφγj ,αi
for all β ∈ L. Otherwise, we deﬁne βf̂2 = β for all β ∈ L. In particular, if i ∈ I,
then, from the deﬁnition of I, αi 6∈ Lj for all j ∈ N and so f̂2 ﬁxes αi. Again since
f̂2 is a homomorphism on all the components of G, it follows that f̂2 ∈ End(G).
We will now show that g2f̂1gf̂2 = f . Let α ∈ Ω be arbitrary. Then αf = αi for
some i ∈ N. If i ∈ I and αg2 = γj for some j, then
αg2f̂1gf̂2 = γj f̂1gf̂2 = γjφγj ,γigf̂2 = γigf̂2 = αif̂2 = αi = αf.
If i 6∈ I and αg3 = γk for some k, then
(αg2)f̂1gf̂2 = αg
3f̂2 = γkf̂2 = γkφγk,αi = αi = αf.
Thus ΩΩ = 〈 End(G), g 〉 and rank(ΩΩ : End(G)) 6 1.
Theorem 6.4.5. Let G be a bipartite graph with finitely many components. Then
either:
6.4. GRAPHS 159
(i) G is locally finite, End(G) ≈ S6, and rank(Ω
Ω : End(G)) = d; or
(ii) G is not locally finite, End(G) ≈ ΩΩ, and rank(ΩΩ : End(G)) 6 2.
Before we prove Theorem 6.4.5 we require the following lemma.
Lemma 6.4.6. Let G be the graph with edges (α1, αi) for all i > 1 (see Figure 6.2
for a diagram). Then rank(ΩΩ : End(G)) = 1.
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Figure 6.2: The graph from Lemma 6.4.6
Proof. Note that if f : Ω −→ Ω such that α1f = α1 and αif 6= α1 for all i > 1, then
f ∈ End(G). Let g, h ∈ End(G) be deﬁned by
αig =
αi i = 1αi+1 i > 1 αih =
αi 1 6 i 6 2αi−1 i > 2.
Let t ∈ ΩΩ be a transposition with α1t = α2 and vice versa. Then αigt = αi+1 and
αi+1th = αi for all i ∈ N.
Let f be an arbitrary element of ΩΩ. Deﬁne the function f̂ by α1f̂ = α1 and
αi+1f̂ = αk+1 whenever αif = αk. Then f̂ ∈ End(G) by our earlier remark. Fur-
thermore, for an arbitrary vertex αi ∈ Ω with αif = αk we have that
αigtf̂ th = αi+1f̂ th = αk+1th = αk = αif
and so 〈 End(G), t 〉 = ΩΩ.
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Proof of Theorem 6.4.5. Let G be a bipartite graph with ﬁnitely many components
L1, L2, . . . , Ln.
(i). If G is locally ﬁnite, then by Theorem 6.2.2 we have that End(G) 4 S6. We
will show that End(G) < S6. By Lemma 6.3.5, there exists a sequence γ1, γ2, . . . of
vertices that induce a subgraph H of G isomorphic to the graph deﬁned in Lemma
6.3.3(i).
Let δi ∈ Li be ﬁxed. For m = 0, 1, 2, . . . deﬁne
Lm+1i = { α ∈ Li : the shortest path from α to δi has length m }.
Let g ∈ ΩΩ map every point in Lm1 ∪L
m
2 ∪. . .∪L
m
n to γm. SinceG is locally ﬁnite and at
least one Li is inﬁnite, it follows that im(g) is the entire set {γ1, γ2, . . . }. If (α, β) ∈ E,
then, since G is bipartite, α ∈ Lmj and β ∈ L
m+1
j or β ∈ L
m
j and α ∈ L
m+1
j for some
j and m. Hence (αg, βg) = (γm, γm+1) ∈ E or (αg, βg) = (γm+1, γm) ∈ E . Thus
g ∈ End(G). So, by Lemma 6.3.2 and Lemma 6.3.3 it follows that End(G) < S6.
(ii). Since G is bipartite we may partition Ω into sets R and B such that the
edges of G only join vertices in R to vertices in B. Since G is not locally ﬁnite it has
a vertex of inﬁnite degree. Without loss of generality we assume that α1 ∈ R and
that α1 has inﬁnite degree.
Let g be any function such that αg = α1 for all α ∈ R and
Bg ⊆ {β ∈ Ω : (α1, β) ∈ E} ⊆ B
with |Bg| = ℵ0. Then g is an endomorphism of G and the image of g induces a
graph isomorphic to that deﬁned in Lemma 6.4.6. So, by Lemmas 6.3.2 and 6.4.6 it
follows that End(G) ≈ ΩΩ.
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Lemma 6.4.6 provides an example of a graph G satisfying the hypothesis of The-
orem 6.4.5(ii) and where rank(ΩΩ : End(G)) = 1. In Section 6.6 we give an example
of such a bipartite graph H with rank(ΩΩ : End(H)) = 2.
6.5 Tolerances
Let f be a homomorphism of a graph G with vertices Ω and edges E. Then f
cannot map adjacent vertices to the same vertex, since (α, α) 6∈ E for all α ∈ Ω.
It might be argued that the deﬁnition of a homomorphism of a graph could be
modiﬁed to allow αf = βf for (α, β) ∈ E. This would be equivalent to considering
the endomorphisms of (Ω, E ∪∆Ω) where ∆Ω = { (α, α) : α ∈ Ω }. For any graph
(Ω, E), the relation E ∪ ∆Ω is reﬂexive and symmetric, i.e. E ∪ ∆Ω is a tolerance.
Conversely, for any tolerance relation S on Ω the relation S \∆Ω is anti-reﬂexive and
symmetric and so (Ω, S \∆Ω) is a graph. Studying the more permissive deﬁnition of
graph homomorphism mentioned above is equivalent to studying endomorphisms of
tolerances on Ω.
We completely classify the semigroups of endomorphisms of tolerances R accord-
ing to 4. If (Ω, R) has inﬁnitely many components, then it follows from Theorem
6.2.3 that rank(ΩΩ : End(Ω, R)) 6 1.
Theorem 6.5.1. Let R be a tolerance on Ω such that (Ω, R) has finitely many
components. Then either:
(i) (Ω, R) is locally finite, End(Ω, R) ≈ S6, and rank(Ω
Ω : End(Ω, R)) = d; or
(ii) (Ω, R) is not locally finite, End(Ω, R) ≈ ΩΩ, and rank(ΩΩ : End(Ω, R)) 6 2.
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To prove Part (ii) of Theorem 6.5.1 we require the following result which is known
as Ramsey’s Theorem. For a proof see [7, Theorem 10.6.1].
Theorem 6.5.2 (Ramsey’s Theorem). Let G = (Ω, E) be a countably infinite graph.
Then G contains either an infinite complete graph or an infinite graph with no edges
as an induced subgraph. That is, there exists an infinite subset B of Ω such that
either (B ×B) ∩ E = ∅ or (B ×B) ∩ E = (B ×B) \∆B.
Proof of Theorem 6.5.1. Recall that R is a symmetric and reﬂexive relation, and let
L1, L2, . . . , Ln be the components of (Ω, R).
(i). By Theorem 6.2.2, it follows that End(Ω, R) 4 S6. We must prove that
End(Ω, R) < S6. Then, by Lemma 6.3.5, there exists Γ = {γ1, γ2, . . .} such that
(γi, γj) ∈ R if and only if i and j are consecutive integers.
Let Lmi be the sets and g ∈ Ω
Ω be the function deﬁned in the proof of Theorem
6.4.5(i). If (α, β) ∈ R, then either α, β ∈ Lmj for some j and m, or α ∈ L
m
j and
β ∈ Lnj for some j and consecutive integers m and n. In the ﬁrst case, (αg, βg) =
(γm, γm) ∈ R and in the second case (αg, βg) = (γm, γn) ∈ R. Hence g ∈ End(Ω, R).
Let R′ be the subrelation of R induced by Γ. Then by Lemma 6.3.2 we have
that End(Ω, R) < End(Ω, S) where (Ω, S) is isomorphic to (Γ, R′). Now, (Ω, S \∆Ω)
is a graph isomorphic to that deﬁned in Lemma 6.3.3(i). Thus, by Lemma 6.3.3,
End(Ω, S \∆Ω) < S6. As End(Ω, S) ⊇ End(Ω, S \∆Ω), it follows that End(Ω, R) <
End(Ω, S) < End(Ω, S \∆Ω) < S6.
(ii). There exists an element of Ω with inﬁnite degree. Assume without loss
of generality that α1 has inﬁnite degree, that is, A = { β ∈ Ω : (α1, β) ∈ R } is
inﬁnite. Consider the subrelation (A, (A × A) ∩ R) of (Ω, R) induced by A. Since
R′ = (A×A)∩R is a tolerance relation on A it follows that (A,R′\∆A) is a graph. By
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Ramsey’s Theorem, A contains an inﬁnite subset B such that (B×B)∩R′ \∆A = ∅
or (B×B)∩R′\∆A = (B×B)\∆B. Thus (B×B)∩R = B×B or (B×B)∩R = ∆B.
If (B ×B) ∩R = B ×B, then, by Lemma 6.4.1, rank(ΩΩ : End(Ω, R \∆Ω)) = 1
and so rank(ΩΩ : End(Ω, R)) 6 1 since End(Ω, R \∆Ω) ⊆ End(Ω, R).
If (B × B) ∩ R = ∆B, then deﬁne g ∈ Ω
Ω by αg = α for all α ∈ B and deﬁne
αg = α1 for all α ∈ Ω \ B. Since R is reﬂexive and (α1, β) ∈ R for all β ∈ B, it
follows that g ∈ End(Ω, R). Furthermore, the image of g induces a tolerance T such
that the graph (im(g), T \∆Ω) is isomorphic to the graph in Lemma 6.4.6. Therefore,
by Lemmas 6.3.2 and 6.4.6, rank(ΩΩ : End(Ω, R)) 6 2.
If G = (Ω, E) is the graph in Lemma 6.4.6, then (Ω, E ∪ ∆Ω) is a tolerance
where rank(ΩΩ : End(Ω, E ∪∆Ω)) = 1. In Section 6.8 we construct a tolerance with
rank(ΩΩ : End(Ω, R)) = 2.
It is natural to ask whether Theorems 6.3.1 and 6.5.1 generalise to endomorphisms
of reﬂexive binary relations without the respective assumptions of transitivity and
symmetry. The answer is no. In Example 6.6.5 we construct an example of a reﬂexive
binary relation R such that (Ω, R) is not locally ﬁnite but where End(Ω, R) 6≈ ΩΩ. In
Example 6.6.6, we give an example of a reﬂexive binary relation R such that (Ω, R)
is locally ﬁnite but where End(Ω, R) 6≈ S6.
6.6 Examples I
The following example shows that, in general, the converse of Theorem 6.2.2 is not
true.
Example 6.6.1. Let G denote the graph with edges (α1, αi) and (αi, αi+1) for all
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i ∈ N (for a diagram see Figure 6.3). Then G is not locally ﬁnite. However, we will
show that End(G) 4 S6 and thus rank(Ω
Ω : End(G)) > d.
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Figure 6.3: The graph from Example 6.6.1
Let F = { f ∈ End(G) : α1f = α1 } and U = End(G) \ F . If H is the graph
obtained from G by deleting all the edges incident to α1, then F ⊆ End(H). But
End(H) ≈ S6 by Theorem 6.4.5 and so F 4 S6.
Furthermore, α1 is the only vertex of G with inﬁnite degree. Thus any endomor-
phism of G that does not ﬁx α1 has ﬁnite image. In other words U ⊆ F = {f ∈ Ω
Ω :
|Ωf | < ℵ0 } and so U 4 F ≺ S6. It follows that End(G) = U ∪ F 4 S6.
In fact, an argument analogous to that used in the proof of Lemma 6.3.3 shows
that End(G) ≈ S6 and so rank(Ω
Ω : End(G)) = d.
Example 6.6.2. A graph G is called rigid if End(G) = {1Ω}. It follows from [15,
Theorem 3] that there exists a locally ﬁnite countably inﬁnite rigid graph H with
inﬁnitely many components.
We will construct a graph G from the components of H such that End(G) ≈
S2. Recall that S2 = { f ∈ Ω
Ω : {α2i−1f, α2if} ⊆ {α2i−1, α2i} for all i ∈ N}.
Let L1, L2, . . . be distinct components of H. Then deﬁne G to have components
M1,M2, . . . and N1, N2, . . . such that Mi 6= Nj and Mi, Ni, and Li are isomorphic
for all i, j ∈ N. The only homomorphisms between components of G are the isomor-
phisms between Mi and Ni.
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Since |{ αf : f ∈ End(G) }| 6 2 for all α ∈ Ω it follows by Lemma 4.1.4 that
End(G) 4 S2.
To see that End(G) < S2, ﬁx µi ∈Mi and an isomorphism φi :Mi −→ Ni for all
i ∈ N. Let g ∈ ΩΩ be deﬁned by α2i−1g = µi and α2ig = µiφi for all i ∈ N and let
h ∈ ΩΩ be any map such that µih = α2i−1 and (µiφi)h = α2i for all i ∈ N.
Let f ∈ S2 be arbitrary. Deﬁne f̂ ∈ End(G) on the components of G as follows.
If α2i−1f = α2i−1, then let f̂ be the identity on Mi. If α2i−1f = α2i, then let f̂ be
φi on Mi. Similarly, if α2if = α2i, then let f̂ be the identity on Ni. If α2if = α2i−1,
then let f̂ be φ−1i on Mi.
Now, by construction, f = gf̂h and so S2 ⊆ 〈 End(G), g, h 〉.
Let Aut(G) denote the group of automorphisms from a graph G to G. A cycle
of length n in a graph G is a sequence β1, β2, . . . , βn, βn+1 where β1, β2, . . . , βn is a
path in G and β1 = βn+1.
Example 6.6.3. Let G be a graph with components O3, O5, O7, . . . where O2i+1 is
an odd cycle of length 2i+ 1 for all i ∈ N.
We will show that End(G) ≈ Aut(G) ≈ S6 and so rank(Ω
Ω : End(G)) =
rank(ΩΩ : Aut(G)) = d. It is well-known (and not diﬃcult to verify) that the
image of any element in O2i+1 under an endomorphism of G lies in O2j+1 with j 6 i;
for a proof see [14, Corollary 1.4]. In other words, |O≪2i+1| 6 i for all i ∈ N. It follows
by Theorem 6.4.3 that End(G) 4 S6.
Let ω(i, 1), ω(i, 2), . . . , ω(i, 2i+1) be the vertices of O2i+1. Then deﬁne g, h ∈ Ω
Ω
by αig = ω(i, 1) and (ω(i, j))h = αj for all i, j ∈ N.
Let f ∈ S6 be arbitrary and let t : N −→ N be the map such that αif = αit for
all i ∈ N. Note that it 6 i < 2i+ 1 for all i and so the vertex ω(i, it) exists for all i.
Now, for all i ∈ N there exists an automorphism of O2i+1 mapping ω(i, 1) to ω(i, it).
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Let f̂ ∈ ΩΩ be the union of these automorphisms. By deﬁnition, f̂ ∈ Aut(G) and
αigf̂h = (ω(i, 1))f̂h = (ω(i, it))h = αit = αif.
Thus S6 ⊆ 〈 Aut(G), g, h 〉 and our claim follows.
Example 6.6.4. An n-clique of a graph G is a subgraph of G isomorphic to the
complete graph Kn with n vertices. Let G be a graph with only ﬁnite components
and let G have arbitrarily large n-cliques. We will show that rank(ΩΩ : End(G)) = 1.
Let L1, L2, . . . be the components of G. Then there exist inﬁnitely many disjoint
sets L0,L1,L2, . . . of components such that for all k ∈ N ∪ {0}, the set Lk contains
a component with an n-clique for all n ∈ N.
Let M1,M2, . . . be distinct elements of L0 where Mi contains a clique of size at
least |Li| for all i. Then deﬁne g to be any injective endomorphism so that Lig is
contained in Mi for all i. Let h ∈ Ω
Ω be any function which, for j > 1, maps every
vertex lying in a component belonging to Lj to αj and which maps the vertex αig
(belonging to one of the components in L0) into one of the components in Li.
Let f ∈ ΩΩ be arbitrary. Then let f̂ be any endomorphism of G such that: if
αj = αif , then Lf̂ equals the set of vertices of an |L|-clique in some component in
Lj for all L ∈ Li and αf̂ = α for all α belonging to a component in L0.
If αi ∈ Ω is arbitrary, then αigh lies in a component in Li. Thus (αigh)f̂ lies in
a component in Lj where αj = αif . So (αighf̂)h = αj = αif . Hence f = ghf̂h and
ΩΩ = 〈 End(G), h 〉.
The purpose of the next two examples is to show that Theorems 6.3.1 and 6.5.1
do not generalise to arbitrary reﬂexive binary relations.
Example 6.6.5. We construct a reﬂexive relation R on Ω such that (Ω, R) is con-
nected, not locally ﬁnite, and End(Ω, R) 4 S6.
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Let G = (Ω, E) be a connected, locally ﬁnite graph, ﬁx γ ∈ Ω, let A = { (γ, α) :
α ∈ Ω }, and let R = E ∪ A ∪ ∆Ω. The relation R was constructed so that it is
reﬂexive and (Ω, R) is not locally ﬁnite.
Let α, β ∈ Ω such that α, β are adjacent in G and let f ∈ End(Ω, R). Then
(αf, βf) ∈ R and (βf, αf) ∈ R. One of these pairs is not in A, so either αf =
βf or αf and βf are adjacent in G. We conclude that End(Ω, R) ⊆ End(Ω, E ∪
∆Ω). Furthermore, End(Ω, E ∪∆Ω) ≈ S6 by Theorem 6.5.1(i) and so End(Ω, R) 4
End(Ω, E ∪∆Ω) 4 S6.
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Figure 6.4: The binary relation from Example 6.6.6. The relations (α, α) for all
α ∈ Ω are not shown.
Example 6.6.6. Let Ω = {α1, α2, . . .}∪{β1, β2, . . .} and deﬁne the following relation
R on Ω. Let (α, α) ∈ R for all α ∈ Ω and let
(αi, αi+1), (α2i+2, α2i−1), (α2i−1, βi), (βi, α2i+2) ∈ R
for all i ∈ N. A diagram of (Ω, R) can be found in Figure 6.4. The relation R is
reﬂexive and (Ω, R) is connected and locally ﬁnite. We will prove that End(Ω, R) 4
F ≺ S6.
Let Ai = {α2i−1, α2i, α2i+1, α2i+2}, and let Bi = {α2i−1, α2i+2, βi} for all i ∈ N.
Then, in some sense, Ai is the ith square and Bi the ith triangle appearing in Figure
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6.4. Let f ∈ End(Ω, R) be arbitrary. We start by proving that for all i ∈ N one of
the following holds: Aif is a singleton, Aif = Aj, or Aif = Bj for some j ∈ N. We
will also show that if Aif = Aj, then
βif = βj and (α2i−1f, α2if, α2i+1f, α2i+2f) = (α2j−1, α2j, α2j+1, α2j+2). (6.2)
Since f is a homomorphism, Aif = {γ1, . . . , γk} where 1 6 k 6 4 and for all
1 6 j 6 k − 1 we have that (γk, γ1), (γj, γj+1) ∈ R . The only subsets of Ω that
satisfy this condition are singletons, Aj, or Bj for some j ∈ N. Thus Aif is either a
singleton, Aif = Aj, or Aif = Bj for some j ∈ N.
In the case that, Aif = Aj, since f is an endomorphism, we have that
(α2i+2f, α2i−1f), (α2i−1f, βif), (βif, α2i+2f) ∈ R.
The only γ, δ ∈ Aj with (γ, δ) ∈ R such that there exists λ ∈ Ω with (δ, λ), (λ, γ) ∈ R
are α2j−1 and α2j+2. It follows that βif = βj and (α2i−1f, α2if, α2i+1f, α2i+2f) =
(α2j−1, α2j, α2j+1, α2j+2).
We will now prove that there are only countably many elements of End(Ω, R)
with inﬁnite image. Note that the only element of Ω not in any Bj is α2. There are
3 cases to consider.
Case 1: A1f = Aj for some j ∈ N. In this case, from (6.2), β1f = βj and
(α1f, α2f, α3f, α4f) = (α2j−1, α2j, α2j+1, α2j+2). Since α3f and α4f are distinct, A2f
is not a singleton. Also if α3f ∈ Bi and α4f ∈ Bk, then i 6= k and so A2f 6= Bi for all
i ∈ N. Hence A2f = Ak for some k ∈ N. It follows from (6.2) that α3f = α2(j+1)−1
and α4f = α2(j+1). Thus A2f = Aj+1 and so again, from (6.2), α5f = α2(j+1)+1,
α6f = α2(j+1)+2 and β2f = βj+1.
Repeating this process it follows that αif = α2(j−1)+i and βif = β(j−1)+i for all
i ∈ N. In particular, there are only countably many endomorphisms f with A1f = Aj
for some j ∈ N.
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Case 2: A1f ⊆ Bj for some j ∈ N. In this case,
α3f, α4f ∈ Bj = {α2j−1, α2j+2, βj}.
Since (α3f, α4f) 6= (α2k−1, α2k) for all k ∈ N, it follows by (6.2) that A2f 6= Ak for
all k ∈ N. Thus either A2f = Bj or A2f is a single element of Bj and in either case
A2f ⊆ Bj.
Repeating this argument, we conclude that ωf ∈ Bj for all ω ∈ Ω and f has
ﬁnite image.
Case 3: A1f = {α2}. In particular, α3f = α4f and so |A2f | < 4. Thus by (6.2)
A2f 6= Ak for all k ∈ N. Furthermore, α2 6∈ Bk for all k ∈ N and so A2f 6= Bk for all
k ∈ N. Thus A2f = {α2}. Repeating this argument it follows that im(f) = {α2}.
Since there are only countably many endomorphisms of (Ω, R) with inﬁnite image
we conclude that End(Ω, R) 4 F ≺ S6. On the other hand, it is possible to show
that |End(Ω, R)| = 2ℵ0 and so End(Ω, R) ≻ {1Ω}.
6.7 Examples II – graphs with rank 2
In this section we construct two examples of graphs G, one connected and one with
inﬁnitely many components, such that rank(ΩΩ : End(G)) = 2.
An example of a connected but not locally ﬁnite poset (Ω,⊑) where the only
injective or surjective endomorphism is the identity is given in [17, Section 6]. It
follows from Theorem 6.3.1 and Lemma 1.3.10 that rank(ΩΩ : End(Ω,⊑)) = 2. We
will use this poset to deﬁne a bipartite graph with the same property. The poset
(Ω,⊑) is described as follows.
Let A = {ai : i ∈ N} be a countably inﬁnite set. Let E denote the set of all ﬁnite
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Figure 6.6: A portion of the poset (Ω,⊑).
subsets E of A such that |E| > 2 and where an ∈ E implies that |E| 6 n+ 1. Thus
any set in E containing a1 has cardinality 2, any set in E containing a2 has cardinality
2 or 3, any set in E containing a3 has cardinality 2, 3 or 4, etc. We enumerate the
elements of E as A1, A2, . . . Now, we assign in a one-to-one way a new element bE,
not in A, to every E in E . Let B = { bE : E ∈ E }. Also, let C = {c0, c1, c2, . . .} be
any set disjoint from A ∪B.
We deﬁne the partial order ⊑ on the elements of Ω = A ∪ B ∪ C by: a ⊑
bE for all a ∈ E; c2i+1 ⊑ c0 for all i > 0; x ⊑ c2 for all x ∈ {c1, c3, c5}; c2i−1 ⊑ c2i,
c2i+1 ⊑ c2i for all i > 2; and c2i+1 ⊑ bAi for all i > 0. See Figures 6.5 and 6.6 for two
diagrams of portions of (Ω,⊑).
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Theorem 6.7.1. Let ⊑ be the partial order defined above and let f ∈ End(Ω,⊑) be
injective or surjective. Then f is the identity mapping on Ω.
For a proof see [17, Theorem 6.7].
We construct a graph G = (Ω, E) from the poset (Ω,⊑) by letting
(α, β), (β, α) ∈ E whenever α 6= β and α ⊑ β.
Let P = A ∪ { c2i+1 : i ∈ N ∪ {0} } and Q = B ∪ { c2i : i ∈ N ∪ {0} }. Note that
if α, β ∈ Ω with α 6= β and α ⊑ β, then α ∈ P and β ∈ Q. Thus every edge in G
connects a vertex in P to one in Q and so G is bipartite.
Lemma 6.7.2. Let f ∈ End(G). If there exists α ∈ P such that αf ∈ P , then f ∈
End(Ω,⊑). Likewise, if there exists α ∈ Q such that αf ∈ Q, then f ∈ End(Ω,⊑).
Proof. We will prove the lemma in the case where α, αf ∈ P . The proof of the other
case is identical. Let β ∈ P . Since G is connected there exists a path from α to
β. Furthermore, this path has even length since α, β ∈ P and G is bipartite. Thus
there is a walk of even length from αf to βf . It follows that βf ∈ P since αf ∈ P .
On the other hand, if β ∈ Q, then any path from α to β has odd length and so there
is a walk of odd length from αf ∈ P to βf . Thus βf ∈ Q. It follows that Pf ⊆ P
and Qf ⊆ Q. Now let γ, δ ∈ Ω with γ 6= δ and γ ⊑ δ. Then (γf, δf) ∈ E and
γf ∈ P, δf ∈ Q. Thus γf ⊑ δf and hence f ∈ End(Ω,⊑).
Using Lemma 6.7.2 we prove that the graph obtained from (Ω,⊑) has no non-
identity injective or surjective endomorphisms. To do so, we will make use of the
following notion.
If R is a binary relation on Ω, such that (Ω, R) is connected, then Ω is a metric
space where the distance between α, β ∈ Ω is the minimal length of a path from α
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to β. Then for n ∈ N
B(α, n) = { β ∈ Ω : there exists a path of length at most n− 1 from α to β }.
Lemma 6.7.3. Let R ⊆ Ω× Ω and let α ∈ Ω. If B(α, n) = Ω for some n ∈ N and
f ∈ End(Ω, R) is surjective, then B(αf, n) = Ω.
Proof. Let β ∈ Ω be arbitrary. Since f is surjective, there exists γ ∈ Ω such that
γf = β. Since γ ∈ Ω = B(α, n), there exists a path of length at most n− 1 from α
to γ. Hence there exists a walk of length at most n− 1 from αf to γf = β because
f ∈ End(Ω, R). Thus β ∈ B(αf, n) and so B(αf, n) = Ω since β was arbitrary.
Theorem 6.7.4. Let G be the graph defined above and let f ∈ End(Ω, G) be injective
or surjective. Then f is the identity mapping on Ω.
Proof. Let g ∈ End(G) be injective. Note that all vertices of A ⊆ P have inﬁnite
degree but c0 is the only vertex of Q with inﬁnite degree. Since injective endomor-
phisms map vertices of inﬁnite degree to vertices of inﬁnite degree, it follows that
ag ∈ Q for at most one a ∈ A. In particular, there exists a ∈ A such that ag ∈ P
and so, by Lemma 6.7.2, g ∈ End(Ω,⊑) . By Theorem 6.7.1 this implies that g is
the identity on Ω.
Let h ∈ End(G) be surjective. We will show that c0h = c0. From the deﬁnition
of G we have that B(c0, 2) = {c0}∪{ c2i+1 : i ∈ N∪{0} } and thus B(c0, 3) = B ∪C
and B(c0, 4) = Ω. We will prove that B(α, 4) 6= Ω for all α 6= c0.
If ai ∈ A, then
B(ai, 4) ∩ { c2k+1 : k ∈ N ∪ {0} } = { c2j+1 : ai ∈ Aj } 6= { c2k+1 : k ∈ N ∪ {0} }.
If bE ∈ B, then B(bE, 4) ∩ B = { bF ∈ B : E ∩ F 6= ∅ } 6= B. If i > 0, then
B(c2i+1, 4) ∩ A = { aj ∈ A : aj ∈ Ai } 6= A. Finally, if i > 1, then B(c2i, 4) ∩ A is
ﬁnite.
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Thus c0 is the unique vertex α of G such that B(α, 4) = Ω. It follows by Lemma
6.7.3 that c0h = c0. Thus h ∈ End(Ω,⊑) by Lemma 6.7.2 and hence h is the identity
on Ω by Theorem 6.7.1.
Corollary 6.7.5. Let G be the graph obtained from (Ω,⊑). Then the relative rank
of ΩΩ modulo End(G) is 2.
Proof. Since G is bipartite and not locally ﬁnite, by Theorem 6.4.5(ii), rank(ΩΩ :
End(G)) 6 2. On the other hand, G has no non-identity injective or surjective
endomorphisms by Theorem 6.7.4. Thus rank(ΩΩ : End(G)) > 2 by Lemma 1.3.10.
The following example shows that there are graphs G with inﬁnitely many com-
ponents and rank(ΩΩ : End(G)) = 2. We require the following notion. A graph
is a core if every endomorphism is an automorphism. If G is a graph where every
component is a core and no two components are isomorphic, then the preorder ≪
deﬁned in Section 6.4 is a partial order on the set of components of G.
Theorem 6.7.6. [14, Theorem 3.3] Let P be a countable poset. Then there exists
a graph G where every component is a finite core and the set of components of G
under ≪ is isomorphic to P .
Example 6.7.7. Let G be a graph which has as components the distinct ﬁnite cores
L1, L2, . . . and M1,M2, . . . such that for all i, j ∈ N there exists a homomorphism
from Li −→Mj and there are no further homomorphisms between components. Such
a graph exists by Theorem 6.7.6.
Now rank(ΩΩ : End(G)) 6 2 by Theorem 6.4.3. Furthermore, every injective
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endomorphism of G must ﬁx each component set-wise. It follows that every injective
endomorphism is surjective. Likewise all surjective endomorphisms are also injective.
So, using Lemma 1.3.10, we conclude that rank(ΩΩ : End(G)) = 2.
6.8 Examples III – a tolerance with rank 2
Let Ω = A ∪ B where A and B are the sets deﬁned in Section 6.7 and let ⊑ be the
partial order deﬁned in Section 6.7 restricted to A ∪B.
Lemma 6.8.1. Let ⊑ be the partial order defined above and let f ∈ End(Ω,⊑) be
surjective. Then f is the identity mapping on Ω.
For a proof see [17, Lemma 6.5].
We deﬁne a tolerance R based on ⊑ by letting (α, β), (β, α) ∈ R whenever α ⊑ β.
Lemma 6.8.2. Let ⊑ and R be as defined above. Let f ∈ End(Ω, R) such that
Af ⊆ A. Then f ∈ End(Ω,⊑).
Proof. Let α, β ∈ Ω such that α ⊑ β. If αf = βf , then αf ⊑ βf since ⊑ is reﬂexive.
So now suppose that αf 6= βf . Then α 6= β and so α ∈ A and β ∈ B. Since α ⊑ β
it follows that (α, β) ∈ R and so (αf, βf) ∈ R. Thus either αf ⊑ βf or βf ⊑ αf .
In fact, since αf ∈ A, it follows that βf ∈ B and αf ⊑ βf .
Next, we prove that (Ω, R) has no non-identity surjective endomorphisms.
Lemma 6.8.3. Let R be the tolerance defined above and let f ∈ End(Ω, R) be sur-
jective. Then f is the identity mapping on Ω.
Proof. Let ai ∈ A. For any aj ∈ A there exists bE ∈ B such that ai, aj ∈ E. Hence
B(ai, 3) ⊇ A and so B(ai, 4) = Ω. On the other hand, if bE ∈ B is arbitrary, then
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B(bE, 4) ∩ B = B(bE, 3) ∩ B = { bF ∈ B : E ∩ F 6= ∅ } 6= B by construction. Thus
B(bE, 4) 6= Ω. Let f ∈ End(Ω, R) be surjective. It follows by Lemma 6.7.3 that
Af ⊆ A. Hence f ∈ End(Ω,⊑) by Lemma 6.8.2 and thus f is the identity on Ω by
Lemma 6.8.1.
Although (Ω, R) has no non-identity surjective endomorphisms, it does have in-
jective endomorphisms that are not surjective. So, in order to apply Lemma 1.3.10,
we will deﬁne a new tolerance R∗ on a set Σ based on (Ω, R) such that f ∈ End(Σ, R∗)
is injective if and only if f is surjective.
Let { c(i, j) : i, j ∈ N } be a set of new points disjoint from A and B, let B be as
above, let a∗i = {c(i, 1), c(i, 2), . . . , c(i, i+2)}, let C = a
∗
1∪a
∗
2∪· · · and let Σ = B∪C.
Then deﬁne R∗ to be the symmetric and reﬂexive closure of the set containing:
(i) (c(i, j), c(i, j + 1)) for all j ∈ {1, . . . , i+ 1} and (c(i, i+ 2), c(i, 1)) for all i;
(ii) (bE, c) for all c ∈ a
∗
i and for all i such that ai ∈ E.
Note that a∗i is a cycle of length i+ 2 for all i.
Theorem 6.8.4. Let (Σ, R∗) be the tolerance defined above. Then f ∈ End(Σ, R∗)
is injective if and only if f is surjective.
Proof. Let c(i, j) ∈ C and bE ∈ B. Then, by a similar argument to the one in the
proof of Lemma 6.8.3, B(c(i, j), 4) = Σ and B(bE, 4) 6= Σ. Let f ∈ End(Σ, R
∗) be
surjective. It follows, by Lemma 6.7.3, that cf ∈ C for all c ∈ C. Furthermore, since
f is a homomorphism, for any i ∈ N we have that a∗i f ⊆ a
∗
j for some j ∈ N. We may
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thus deﬁne f̂ ∈ ΩΩ (recall that Ω = A ∪B) by
αf̂ =

aj if α = ai and a
∗
i f ⊆ a
∗
j
aj if α ∈ B and αf ∈ a
∗
j
αf if α ∈ B and αf ∈ B.
Then f̂ is surjective since f is surjective. We will now show that f̂ ∈ End(Ω, R).
Let ai ∈ A and bE ∈ B with (ai, bE) ∈ R. Then (c(i, j), bE) ∈ R
∗ for all j and so
(c(i, j)f, bEf) ∈ R
∗ for all j. Now a∗i f ⊆ a
∗
k for some k ∈ N. If bEf ∈ C, then
bEf ∈ a
∗
k and so (aif̂ , bE f̂) = (ak, ak) ∈ R. Otherwise, bEf = bF for some bF ∈ B
and so ak ∈ F . Hence (aif̂ , bE f̂) = (ak, bF ) ∈ R. Therefore f̂ ∈ End(Ω, R) and it
follows that f̂ is the identity by Lemma 6.8.3. Therefore the components a∗i are ﬁxed
set-wise by f and so bf = b for all b ∈ B. Since every a∗i is ﬁnite and f is surjective,
it follows that f ∈ Aut(Σ, R∗) and in particular f is bijective.
Now let f ∈ End(Σ, R∗) be injective. Since every element in C has inﬁnite
degree and every element in B has ﬁnite degree, it follows that Cf ⊆ C. Hence
for all i ∈ N we have that a∗i f ⊆ a
∗
j for some j ∈ N. But since f is injective and
|a∗i f | = |a
∗
i | = i + 2 it follows that j > i. On the other hand, there does not exist
an injective homomorphism from the cycle a∗i to any cycle a
∗
j where j > i. Hence
i = j. Thus the components a∗i are ﬁxed set-wise by f and so bf = b for all b ∈ B.
It follows again that f ∈ Aut(Σ, R∗) and in particular f is bijective.
Corollary 6.8.5. Let (Σ, R∗) be the tolerance defined above. Then the relative rank
of ΣΣ modulo End(Σ, R∗) is 2.
Proof. By Theorem 6.5.1, rank(ΣΣ : End(Σ, R∗)) 6 2. By Theorem 6.8.4 and Lemma
1.3.10, rank(ΣΣ : End(Σ, R∗)) > 2.
Chapter 7
Questions and open problems
In this very short and ﬁnal chapter we will point out some questions that arise from
the results presented in this thesis.
In Section 1.3 we used Lemma 1.3.9 to show that rank(ΩΩ : Sym(Ω)) and
rank(ΩΩ : E(Ω)) are ﬁnite. In fact, Lemma 1.3.9 applies to all known examples
of subsets U of ΩΩ that have ﬁnite relative rank in ΩΩ.
Question 7.0.6. Does there exist a subsemigroup of ΩΩ with finite relative rank in
ΩΩ that does not satisfy the condition of Lemma 1.3.9?
In Chapter 3 we calculated the Sierpin´ski rank of several natural transformation
semigroups. We saw in Section 3.2 that the Sierpin´ski rank of Inj(Ω) depends on the
cardinality of Ω (the Sierpins´ki rank of Inj(ℵn) is n+ 4). We also showed in Section
3.3 that the Sierpin´ski rank of Surj(ℵ0) is 7.
Question 7.0.7. What is the Sierpin´ski rank of Surj(ℵn) for n > 0?
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The semigroup End([0, 1],6) of order endomorphisms of the closed unit interval
has Sierpin´ski rank 3 (see Section 3.7.1). What if we replace the closed interval [0, 1]
by the open interval (0, 1)? Of course the ordered set (0, 1) is isomorphic to R and
so the question is:
Question 7.0.8. What is the Sierpin´ski rank of End(R,6)?
Equally natural is the following question.
Question 7.0.9. What is the Sierpin´ski rank of End(Q,6)?
In Section 3.8 we showed that the semigroup End(N,6) of order endomorphisms
of N has inﬁnite Sierpin´ski rank. The argument used there does not work for the
semigroup of order endomorphisms of the integers Z.
Question 7.0.10. What is the Sierpin´ski rank of End(Z,6)?
It was shown in Section 3.10 that the semigroup End(R) of endomorphisms of the
random graph R has Sierpin´ski rank at most 3. Since End(R) is not commutative,
it follows that End(R) has Sierpin´ski rank at least 2.
Question 7.0.11. Is the Sierpin´ski rank of the endomorphism semigroup of the
random graph 2 or 3?
The example of the random graph leads naturally to a wider area of investigation.
The random graph is the Fra¨ısse´ limit (see [19]) of the class of all ﬁnite graphs. Can
we say anything about the Sierpin´ski rank of endomorphism semigroups of Fra¨ısse´
limits in general? A concrete initial question might be:
Question 7.0.12. Does there exist a Fra¨ısse´ limit whose endomorphism semigroup
has infinite Sierpin´ski rank?
179
In Chapter 4 we summarised what is known about the structure of the Bergman
and Shelah preorder on subsets of ΩΩ and we constructed some more ≈-equivalence
classes. A lot of fundamental questions about this preorder are still open.
Question 7.0.13. How many ≈-equivalence classes are there on the (closed) sub-
semigroups of ΩΩ?
Question 7.0.14. Are there infinite anti-chains of (closed) subsemigroups of ΩΩ
under 4?
Question 7.0.15. Does there exist a closed subsemigroup of ΩΩ that is equivalent
under ≈ to F?
Question 7.0.16. Does there exist a subsemigroup U of ΩΩ with S2 ≺ U ≺ Ω
Ω but
S 6≈ S6?
As was discussed at the end of Section 4.4, since the structure of the Bergman
and Shelah preorder on closed subgroups Sym(Ω) is known, we almost know what
the possible values of rank(Sym(Ω) : U) are when U is a closed subgroup of Sym(Ω).
The remaining open question here is:
Question 7.0.17. what is rank(Sym(Ω) : GB)?
In Chapter 5 we let Ω be a countable, discrete metric space and we asked where
the subsemigroup LΩ of the Lipschitz functions on Ω lies under 4 and what the value
of rank(ΩΩ : LΩ) is. The results obtained in Chapters 5 allow us to answer these
questions for many natural countable, discrete metric spaces, but some problems
remain open.
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Question 7.0.18. Is it true that for any countable, discrete metric space Ω either
LΩ ≈ Ω
Ω or LΩ ≈ S6?
Question 7.0.19. Does every countable subset Ω of R that does not contain a Cauchy
sequence satisfy the conditions of Theorem 5.3.4?
Analogously to Chapter 5, in Chapter 6 we let R be a binary relation deﬁned
on the countably inﬁnite set Ω and asked where the subsemigroup End(Ω, R) of the
endomorphisms of (Ω, R) lies under 4 and what the value of rank(ΩΩ : End(Ω, R))
is. We completely answered these questions in the case when R is a preorder or a
tolerance relation or (Ω, R) is a bipartite graph. In each of those cases End(Ω, R) ≈
S6 if (Ω, R) is locally ﬁnite and End(Ω, R) ≈ Ω
Ω otherwise.
The case when (Ω, R) is any (not necessarily bipartite) graph remains open. We
have shown that there are at least four diﬀerent ≈-equivalence classes containing
endomorphism semigroups of countable graphs.
Question 7.0.20. Which other ≈-equivalence classes contain endomorphism semi-
groups of countable graphs? For instance, does there exist such a graph G with
End(G) ≈ S1,α? Can we give conditions on a graph that specify which ≈-equivalence
class its endomorphism semigroup belongs to?
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