In this investigation, we propose several algorithms to recover the location and intensity of a radiation source located in a simulated 250 m × 180 m block in an urban center based on synthetic measurements. Radioactive decay and detection are Poisson random processes, so we employ likelihood functions based on this distribution. Due to the domain geometry and the proposed response model, the negative logarithm of the likelihood is only piecewise continuous differentiable, and it has multiple local minima. To address these difficulties, we investigate three hybrid algorithms comprised of mixed optimization techniques. For global optimization, we consider Simulated Annealing (SA), Particle Swarm (PS) and Genetic Algorithm (GA), which rely solely on objective function evaluations; i.e., they do not evaluate the gradient in the objective function. By employing early stopping criteria for the global optimization methods, a pseudo-optimum point is obtained. This is subsequently utilized as the initial value by the deterministic Implicit Filtering method (IF), which is able to find local extrema in non-smooth functions, to finish the search in a narrow domain. These new hybrid techniques combining global optimization and Implicit Filtering address difficulties associated with the non-smooth response, and their performances are shown to significantly decrease the computational time over the global optimization methods alone. To quantify uncertainties associated with the source location and intensity, we employ the Delayed Rejection Adaptive Metropolis (DRAM) and DiffeRential Evolution Adaptive Metropolis (DREAM) algorithms. Marginal densities of the source properties are obtained, and the means of the chains' compare accurately with the estimates produced by the hybrid algorithms.
Introduction
Detecting properties of radiation material in an urban environment is a matter of national safety and security, and it requires fast solutions for accurate identification of such threats to the nearby population. To address this problem, one can apply a network of sensors capable of monitoring ionizing photons and registering the energy of impacting gamma rays. Additionally, an accurate model of detector response is required to provide information a sensor would read for a given radiation source inside the limited domain.
The input reconstruction problem has been investigated since the 1960s due to its importance for military applications and environmental monitoring. Depending on the field of study, the literature refers to it as a parameter estimation problem [48, 49, 54] , inverse problem [40] , or data assimilation problem [58] . There are a number of difficulties inherent to the source identification problem. First, the source properties may not be uniquely determined by the observations, in which case are said to be unidentifiable. Second, the problem is usually ill-posed and often has to be regularized to obtain a reasonable approximation to the solution [3] .
Standard models for radiation transport include the Boltzmann equation [59] and Monte Carlo models [11] . Both of these models require significant computational resources and are difficult to use in practice when solving source identification problems since numerous model evaluations are needed. Consequently, a number of researchers have designed alternative parametrizations and surrogate models. For example in [44] , the authors modeled the threat as a point gamma source and employed a physics-based parametrization of gamma particle transport. A fast radiation transport model is also available as a component of Synth, a gamma-ray simulation code written by Pacific Northwest National Laboratory [10, 38] . Another approach employed a Gaussian mixture [49] to model the radiation field.
Among the methods utilized to recover the information about the source properties, Bayesian techniques are popular. They include direct application of the Bayes' theorem [13, 14, 44] or Markov Chain Monte Carlo methods [66] . Other common methodologies employ maximum likelihood estimators [14, 16, 44] , cumulative sum with triangulation [44] , mean of estimates [16] and Kalman filters [58] .
Only a few studies explicitly targeted the source identification problem in an urban environment. A recent one focuses on a simulated 1.3 km × 0.9 km area of downtown Philadelphia [44] . In this work, we propose three methods relying on maximum likelihood estimators to find the properties of a possible radiation source in a simulated 250 m × 180 m block in downtown Washington, DC. Based on information from the OpenStreetMaps database, we developed a 2D-representation where the buildings are represented as a set of disjoint polygons. We employed Boltzmann transport theory [59] to construct a piecewise continuous differentiable parameterized response model by modeling the threat as a point source and taking into account only photons which travel directly from source to detector. By representing the radiation source with only three components, 2D location coordinates and intensity, we ensure that our problem is well-posed and that no regularization is needed. We refer to the 2D location coordinates and intensity as properties or components of the source. Also, by assuming that a collection of sensors is dispersed throughout the domain with its convex hull covering the majority of the domain, we ensure that the sought location and intensity of the source are identifiable.
Due to the non-smooth characteristics and multiple local minima of the negative log of the likelihood function, regular gradient-based optimization techniques are not directly applicable.
Consequently, we propose three hybrid techniques, each combining a global optimization method and Implicit Filtering [41] , a local optimization technique appropriate for non-smooth objective functions. In the first step, we employ either Simulated Annealing [45, 53] , Particle Swarm [42] or Genetic Algorithm [28] to identify a sub-domain where the source components lie. In the second stage, partially relying on finite difference gradients and Hessian information, we employ the Implicit Filtering to finish the search. Based on a heuristic strategy, we make use of early stopping criteria for the global optimization methods to avoid their costly final stages. Not surprisingly, there have been many previous efforts to decrease the cost of the global methods by combining them with local optimization techniques such as those reported in [24, 25, 50] .
By coupling a probabilistic acceptance rule with a simplified Genetic Algorithm [61] , Braak [9] constructed a population Markov-Chain with a unique stationary distribution; this is similar to the proven convergence of the Delayed Rejection Adaptive Metropolis algorithm [35] . We verify the proposed hybrid techniques by comparing their results to those from the Delayed Rejection Adaptive Metropolis (DRAM) and the DiffeRential Evolution Adaptive Metropolis (DREAM) [63] algorithms, which provide estimates of the source location and intensity based on constructed posterior distributions. These Metropolis-Hastings-based algorithms are advantageous for dealing with potentially correlated parameters and because of their rigourous convergence properties.
The remainder of the paper is organized as follows. In Section 2, we introduce the response model relying on simplified Boltzmann transport theory, the domain geometry, and the statistical model employed in this investigation. The problem is formulated in Section 3. We describe the proposed hybrid techniques for solving the source localization problem in Section 4 and the Bayesian algorithms in Section 5. In Section 6, we present several numerical experiments describing their performance based on computational time (CPU) and accuracy. We draw conclusions in Section 7. The algorithms associated with the inference methods used in this manuscript are summarized in the Appendix.
Radiation transport model
A complete description of gamma transport phenomena, derived from Boltzmann transport theory, is given by 1 c ∂ ∂t I(r, E,Ω, t) +Ω · ∇I(r, E,Ω, t) + Σ T (r, E,Ω, t)I(r, E,Ω, t) = S(r, E,Ω, t)
dΩ E E Σ s (r, E → E,Ω →Ω, t)I(r, E ,Ω , t).
Here I and S denote the gamma intensity per unit area and external gamma source in the medium characterized by the position vector r, energy E, unit vector in the direction of the gammaΩ, and time t. The parameters include the total macroscopic cross-section for gamma interactions Σ T , the double-differential macroscopic scattering cross-section Σ s , and the speed of light c. We refer readers to Shultis and Faw [59] for a more detailed treatment of transport theory. The problem of inferring the radiation source location and intensity from sensor measurements requires the evaluation of the radiation transport model (1) at various points in the feasible space. The solution of the Boltzmann equation (1) is typically quite computationally demanding. It is often not feasible for inverse and uncertainty quantification methods requiring numerous model simulations.
Instead, we will employ a model that only considers gamma rays that travel directly from source to detectors, without taking into account photons that suffer collisions. This approach relies on the assumption that photons undergoing interactions in the medium have a very small probability of ever arriving at a detector. We also assume that the physical scale of our problem is sufficiently large so that both the source and detectors can be localized to points inside the domain. We will denote the location of the source as r s and associated intensity by S 0 , which we assume is low enough that we can ignore time-dependent effects. Under these assumptions, equation (1) can be simplified tô
See [59] for more details. Equation (2) 
of equation (2) predicts the number of counts observed by the sensor given the location and intensity of the source θ θ θ = (r s , S 0 ). 
Model geometry, detectors' locations, and physical properties
To provide a realistic example of an urban area, we randomly selected a 250 m × 180 m block in downtown Washington, D.C., located at approximately 38 • 54 48 N by 77 • 1 60 W (Johnson Avenue NW) to serve as our domain. Buildings in this area are primarily brick and concrete residential housing and are generally 1 − 5 stories in height. Using data from the OpenStreetMaps database (https://www.openstreetmap.org/), we constructed a 2D representation of the area to serve as the test geometry. Our implementation treats the buildings as a set of disjoint polygons P j , j = 1, 2, .., N g , each of which is assigned a corresponding macroscopic cross-section. This is equivalent to simultaneously specifying the composition and density of the material for a fixed volume. A satellite photo of the area with an overlay of the constructed representation is provided in Figure 1 .
Approximate calculations indicate that wood and concrete buildings would correspond to an optical thickness of around 3 mean free paths (MFPs). The mean free path denotes the mean distance travelled by the ionizing photons between collisions with atoms of the building. Consequently, we randomly selected cross-sections for each building so that their optical thickness would be between 1 and 5 MFPs. The random sampling was also weighted according to the volume of each building, so that smaller buildings were biased towards smaller optical thicknesses and vice versa. The regions between buildings were treated as dry air at standard temperature and pressure, with cross-sections taken from the NIST XCOM database (http://www.nist.gov/pml/data/xcom/). Sampling from a uniform distribution, we generated the locations of 10 detectors in the domain denoted by diamond marks in Figure 1 . The specific dispersal pattern was selected to spread the detectors evenly throughout the area. We assumed that detectors had areas A i of 3-inches diameter by 3-inches length for incident gamma energy of 662 KeV which is standard packaging for NaI scintillators, with detectors absolute efficiency of i = 62%, i = 1, 2, .., 10. The dwell time ∆t i , i = 1, 2, .., 10, for all detectors was chosen to be 1 seconds (s). For the background, we took the nominal intensity to be B = 300 counts per second (cps) for the entire domain, which is typical for a 3 × 3 NaI detector in the U.S. Southeast.
Numerical model for detector response
To determine the intensity of photons arriving at a given detector location r i d , the algorithm employs a simple ray-tracing scheme. Starting at the location of the source, we draw a ray from r s to r i d . We then compute the intersection of this ray with the disjoint polygons P j , j = 1, 2, .., N g , representing the set of buildings in our domain. This yields a series of line segments expressing the path traversed in each region. If we assume a given ray intersects N polygons, N < N g , and let
be the set of all intersecting segments, where j is the Euclidean length of the j-th segment and Σ (j) T is the corresponding value for the macroscopic total cross-section, then equation (3) takes the form
Equation (4) provides an analytic expression approximating the detector response, and its primary computational pertains to calculating the intersection of lines with the model geometry. Equation (4) represents a dramatic simplification to the solution of (1), a non-linear PDE with seven independent variables whose solution in complex geometries can require many hours even on a supercomputer. We implemented the numerical model (4) as a short Python code. It employs the Shapely library (https://pypi.python.org/pypi/Shapely) for performing the computational geometry calculations. The model takes as input a specification of polygons representing the different regions of the domain, cross-section data, detector locations, source intensity and source location.
Statistical Model
To generate syntectic data, we chose a radiation source with an activity of 87 millicuries (mCi) = 3.219 gigabecquerels (GBq), which is equivalent to 1 mg of cesium-137 (Cs-137). Ray tracing calculations were performed in terms of photon mean free paths (MFPs), with our point of reference being a γ energy of 662 keV, resulting from the β − decay of Cs-137. The source location was picked at random, albeit constrained to lie near the center of the domain, with the coordinates (158, 98) m. Consequently, the location and intensity of the source is
To construct a statistical model, we consider a uniform background with nominal intensity B. It is well known that radioactive decay and detection are Poisson random processes. By including Poisson random effects, we produce an initial statistical model
associated with the i th detector response. The Poisson distribution of mean f (D i , q) =f (D i , θ θ θ 0 ) + B is denoted by P. In this way, we naturally model the observations associated with each detector as random variables Υ i , i = 1, 2, .., 10.
Inverse problem description
The problem of detecting the location and intensity of a radiation source when several detectors and associated measurements are available represents a classical inverse problem. To address this, we will explore various methods as well as the central role of the likelihood function.
As discussed in previous section, we generated synthetic responses at 10 detector locations using a given location and intensity of the radiation source θ θ θ 0 . To test the accuracy of the inverse algorithms, we assume that θ θ θ 0 is unknown and we infer it from realizations υ υ υ i ∈ R 10 of the random variables
where
., υ υ υ 10 ] is the vector of all the available observations. We employ two strategies in this paper. Initially, we will focus on developing and implementing efficient algorithms capable of accurately estimating the location and intensity of the source. We subsequently employ Bayesian techniques to construct distributions for the source properties.
Stochastic and deterministic hybrid techniques
One technique to estimate the location and intensity of a radiation source based on measured data is to apply maximum likelihood estimators. Due to the monotonicity of the logarithm function, maximizing (6) is equivalent to minimizing the negative logarithm of the likelihood and the maximum likelihood estimate is obtained by solution
However, due to the complex nature of the domain geometry, classical optimization techniques can not be applied since the objective function has multiple local minima and discontinuities. Figure 2 depicts the negative log-likelihood Poisson function (7) for a radiation source of 1 mg of Cs-137; i.e., a nominal intensity of S Due to the non-smooth and non-convex nature of J(θ θ θ), we propose a hybrid strategy based on a combination of global and local optimization techniques. In the first stage, we will employ a global optimization method to identify a region of the domain where the global minimum lies. This is followed by a second stage where we use a local optimization method specialized for nonsmooth cost functions to rapidly identify the source properties inside a narrow domain. The concept is summarized in Figure 3 . For the global optimization techniques, we will employ stochastic and heuristics approaches, which rely solely on objective function evaluations. As for the local technique, we employ Implicit Filtering [41] , which utilizes a coordinate search and finite difference approximations of the gradient and Hessian to finish the search. The usage of the terms gradient and Hessian is in a loose sense since they may not even exist.
These hybrid algorithms exploit the ability of global methods to find global minima points even when the objective function is non-smooth. At the same time it makes use of the Implicit Filtering technique, which is able to quickly and accurately determine local optima points. By utilizing early stopping criteria for the global methods, we avoid refining the search in the proximity of the optimum known for its extensive computational complexity. Challenges of the proposed mixed optimization strategy include identification of stopping criteria for global optimization techniques, and selection of parameter a a a and narrow sub-domain Ω 0 described in Figure 3 .
Global optimization algorithms
Non-convex problems, such as that defined in (7), have many different local optima points, thus making it difficult to determine a global minimum. Furthermore, the objective function is discontinuous with respect to the source location r s due to the response radiation model and the domain geometry. In the recent years, a number of global methods based solely on function evaluation have been developed. The majority are based on natural phenomena analogies, and try to mimic the efficiency and simplicity of natural optimized processes. Algorithms motivated by species evolution [28, 33] , annealing of metals [45, 53] , neurons' inter-communication [20] , ants' social behavior [8] , and immune cells behaviour [22] have been proposed and applied to solve difficult optimization problems. Among them, perhaps the most efficient techniques are Simulated Annealing [53] , Particle Swarm [42] and Genetic Algorithms [28] with the last two being part of a more general class of evolutionary algorithms.
Simulating Annealing (SA)
Simulated Annealing is a stochastic technique for approximating the global optimum of a given function. It is based on a Metropolis algorithm [47] , initially used to compute efficient simulations of a collection of atoms in equilibrium at a given temperature. Later the Metropolis algorithm was modified to include a temperature schedule [45] to facilitate searching optimal wiring configurations in a densely wired computer chip with associated non-convex objective-functions. Simulated Annealing can be described as a sequential search procedure. It can escape from local minima by accepting transitions associated to an increase in the cost function value in addition to transitions corresponding to a decrease in objective function value.
An intuitive description of the method is presented in Figure 4 . The uphill samples are accepted in a limited way depending on a probabilistic acceptance criterion. In the course of the minimization process, the probability of accepting uphill points descends slowly towards zero based on a decreased The Simulated Annealing algorithms can be classified into two main subcategories: continuous and discrete, depending on the nature of the search space of the optimization problem under consideration. The majority of the discrete Simulated Annealing studies focused on discrete combinatorial optimization problems [1, 2, 45] . In this discrete case, Geman and Geman [30] and Hajek [37] have provided necessary and sufficient conditions for cooling temperature schedules that guarantee convergence in probability to the global optimum. Continuous Simulated Annealing algorithms have also been proposed by Bohachevsky et al. [7] , Corana et al. [21] , Dekkers and Aarts [23] . In contrast to discrete Simulated Annealing, Romeijn and Smith [57] showed that the sequence of sample points converges in probability to a global optimum regardless of how fast the temperatures converge to zero.
We note that convergence results have been obtained solely for continuous objective functions. For piecewise continuous negative log-likelihood functions such as ours, convergence results are not available. The extension of the convergence results for Lebesgue integrable density functions is straightforward. Consequently we employ an adaptive Simulated Annealing algorithm [15, 39] available in MATLAB. An iteration of the adaptive Simulated Annealing is described in the Appendix A.
To increase the efficiency of the adaptive Simulated Annealing scheme, a simple multi-starting strategy [46] is proposed. The basic idea is to run several Simulated Annealing algorithms in parallel and periodically compare the results. Initially, a predefined number P of starting states points are uniformly selected from uniform distributions U (0, 250), U (0, 180), U (5 · 10 8 , 5 · 10 10 ) and P separated Simulated Annealing threads are launched in parallel. As soon as one Simulated Annealing run satisfies one of the stopping criteria, the multi-starting algorithm stops. In our numerical experiments, this approach has been proved to be effective in avoiding the local minima in comparison with a serial version of Simulated Annealing based solely on a single thread. While being faster, the parallel version increases the required number of cost function evaluations.
Particle Swarm (PS)
The Particle Swarm approach is a global, metaheuristic optimization algorithm motivated by socialpsychological principles [43] . It was originally introduced by Kennedy and Eberhart [42] and was designed to imitate a social behaviour such as the movements of birds in a flock or fishes in a shoal. Later the algorithm was simplified and its performance for solving optimization problems were reported in [26] .
Whereas there is no available convergence theory, the Particle Swarm method has been shown to efficiently determine the solutions of a wide range of global optimization problems associated with smooth [5, 62] and non-smooth [27, 52] objective functions. Since the method does not require a differentiable objective function, it represents a suitable method for our inverse problem.
The method utilizes a population of particles that generate interconnecting trajectories inside the search-space according to stochastic mathematical formulae over the particles' position and velocity. Each particle's movement is influenced by its local best known position associated with the smallest objective function value. At the same time, it is also guided toward the best known positions revealed by other particles. Whereas the Particle Swarm terminology uses particles to identify state points, here we will employ the later nomenclature for a uniform description of the optimization techniques. The Particle Swarm is naturally parallelizable and it is available in MATLAB. A description of the algorithm is provided in Appendix B.
Genetic Algorithm (GA)
Introduced by Fogel et al. [28] , the Genetic Algorithm is another popular heuristic method used to generate solutions to global optimization problems. It mimics the process of natural evolution and terms such as selection, elitism, crossover, and mutation are employed to denote proposal schemes for new state points along the search procedure. The Genetic Algorithm is similar to the Particle Swarm method in the sense that both evolutionary techniques are population-based search methods relying on multiple trajectories to explore the feasible space. However, their proposal functions differ significantly.
Here we follow a direct value encoding and a global parallelization implementation [12] where the evolution of the new state points and the application of the genetic operators are explicitly parallelized. The method implementation is available in MATLAB and usually produces a speedup proportional to the number of processors utilized during the simulations. The algorithm is summarized in Appendix C.
In its present form, there is no theoretical guarantee the Genetic Algorithm will converge to the global optimum. When coupled with probabilistic acceptance rules, new Bayesian methods emerged [9, 64] . They have good theoretical convergence results providing information about the entire parameters distributions. This comes with additional computational costs and in cases where fast estimates are desired, the standard Genetic Algorithms should be employed.
Local optimization strategies
Local optimization techniques typically employ the gradient to explore the feasible space and search for optimal points. The associated functions must be continuously differentiable, and for convex functions the local techniques quickly converge to the unique minimum point. There have been several investigations to extend the classic theoretical framework to accommodate locally Lipschitz continuous objective functions. Non-smooth optimization techniques exploit the subdifferential theory developed by Rockafellar [56] and Clarke [19] . Among them, the bundle techniques [34] are the most reliable. The idea is to approximate the subdifferential of the objective function by gathering subgradients from previous steps into the bundle. For our problem, due to the irregularity of the domain, it is difficult to compute the subgradients, so we need to rely on more general approaches such as sampling techniques.
Implicit Filtering (IF)
Implicit Filtering is a deterministic sampling method designed to solve local bound-constrained optimization problems. Since its introduction by Winslow et al. [65] , several versions [18, 31] and research studies [17, 32] have been published. A comprehensive description of the method, together with asymptotic convergence results, are available in the book by Kelley [41] . The technique is capable of solving optimization problems for noisy, non-smooth discontinuous or random objective functions which may not even be defined at all points in the feasible space [41] .
The method seeks among the stencil points for lower objective function values following the coordinate search guidance. At the same time, it explores the feasible space using either a modified projected quasi-Newton or a Gauss-Newton methods depending on the type of the objective function. We describe only the quasi-Newton approach in Appendix D and refer readers to [41] for details regarding the Gauss-Newton method.
By incorporating Implicit Filtering inside our mixed optimization strategies, it allows us to locally refine the search in smaller sub-domains centered on the output states generated by the global techniques. Moreover, Implicit Filtering enjoys asymptotic convergence relying on the assumption that the objective function J is a perturbation of a Lipschitz continuously differentiable function with sufficiently small noise. Our objective function satisfies these assumptions, and as a consequence of stencil failure, it was proved that the Implicit Filtering sequence converges to a local minimum [41] inside the feasible domain.
Bayesian Inference Techniques
To verify the hybrid techniques and to quantify the uncertainty of the source location and intensity, we employ two Bayesian techniques, the Delayed Rejection Adaptive Metropolis (DRAM) algorithm and the DiffeRential Evolution Adaptive Metropolis (DREAM) algorithm. These Bayesian methods provide marginal posterior distributions for each source property and hence allow us to quantify uncertainties associated with source properties.
Delayed Rejection Adaptive Metropolis (DRAM)
The DRAM method [35, 60] is a modified version of the Metropolis-Hastings algorithm, which includes adaptation and delayed rejection to improve mixing and exploration of the posterior. The adaptive step permits the geometry of the proposal function to be updated as new information about the posterior densities is acquired, and the delayed rejection step improves the mixing of the chains and provides improvements when the adaptation process has a slow start. Details are provided in Appendix E. The stochastic process resulting from the algorithm is non-Markovian. Based on an ergodicity result [35] , the DRAM algorithm yields asymptotically unbiased estimators for expected values of the searched parameters or states with respect to their posterior distribution.
DiffeRential Evolution Adaptive Metropolis (DREAM)
Whereas the adaptation and delayed rejection components of DRAM are often sufficient to construct posterior parameter densities for a wide range of problems, there are some problems for which the algorithm is not efficient, especially those involving complex, multimodal, or heavy-tailed posteriors [60] . For such applications, parallel chains were incorporated into adaptive Metropolis algorithms, resulting in differential evolution Markov chain methods.
The DiffeRential Evolution Adaptive Metropolis method is a generalization form of Differential Evolution Markov Chain [9] that utilizes a randomized subspace sampling strategy and a delayed rejection module. Moreover, the proposal function for the current chain state point may depend on more than 2 additional chains iterates improving the efficiency of the search. More details are provided in Appendix F. Despite having multiple chains, DREAM can be viewed as defining a single stochastic process on the state space Ω P [63] , where P is the number of chains. This stochastic process has good theoretical properties such as ergodicity and a unique stationary distribution.
Numerical Examples
In Section 6.1, we discuss the performance of the hybrid global-local algorithms. We also compare their results with the outputs of the Bayesian algorithms and discuss the relative efficiency and accuracy. In Section 6.2, we illustrate the manner in which the Bayesian algorithms can be used to construct posterior densities for the location and intensity of the radiation source.
As depicted in Figure 1 , we consider a simulated downtown area in Washington DC as our domain. The statistical model was described in equation (5), and for our simulations we generated 10 measurements for each of the 10 sensors uniformly distributed over the entire analytical domain
Hybrid Techniques
We note that the proposed hybrid techniques are constructed by coupling global and local optimization techniques. The purpose is to reduce the computational burden of solely using global optimization techniques by taking advantage of the convergence properties of the local technique once the minimization search arrives in the proximity of the optimal point.
Example 1 We first run solely the global optimization techniques to motivate the need for hybrid methods. We select a population P of 16 points for all the methods initiated from uniformly randomly selected points inside the domain. In the case of SA method, this is equivalent to 16 independent trajectories. Since the intensity of the source varies significantly, we scale it to span the interval [1, 100] ; i.e., S 0 = S 0 /(5 · 10 8 ). Table 1 includes the details regarding setting up the global optimization techniques. For SA, r p denotes the reannealing parameter, whereas T are the source properties associated temperatures defining the initial sampling space (8) . For PS, Ns represents the initial size of each particle neighborhood. The inertia parameter W and the self and social adjustment variables y 1 and y 2 contribute to new velocity proposals (11) . For GA, r e , r c , r m define the number of elite, crossover and mutation fractions. The maximum number of function evaluations or model runs is fixed to 10, 000.
All of the techniques successfully identified the components of the radiation source and had similar errors. For the intensity, we computed the relative errors. We note in Table 2 that GA and PS exploit communicating trajectories and finished the search in only 1, 232 and 1, 072 model evaluations. This is not the case for the SA method, which requires 28, 191 model evaluations. Since all of the employed methods are stochastic in nature, multiple simulations are required to verify the results. In 10, 9, and 8 cases out of 10 simulations, respectively, the SA, PS and GA methods accurately estimated the properties of the source. This indicates that the SA method has better capability to avoid local minima than PS and GA. However, the performance of SA technique is achieved at a very high computational cost. For the PS and GA methods, increasing the number of trajectories P will significantly decrease the risk of being trapped in a local minimum. At the same time, it will also increase the computational costs of these methods, justifying the need for faster techniques.
By coupling the IF method to each of the global techniques, as described in Section 4, we will decrease the computational load of the global approaches. This will be accomplished by exploring the fast convergence rate of the IF method and truncating the last stage of the global optimization methods known for low convergence rate. For such hybrid techniques to be successful, we need to properly select a sub-domain
⊂ Ω such that the true source location and intensity θ θ θ 0 is included in Ω 0 . Our hope is that in case the sub-domain Ω 0 is small enough; i.e, a 1 , a 2 , and a 3 are small, so the chance for the objective function to have multiple minima across Ω 0 is decreased and we can exploit the fast convergence rate of IF to identify the source properties. Given the constraints, the question is how large to select a a a = [a 1 , a 2 , a 3 ] with no information about the true radiation source properties. The answer depends also on θ θ θ * * = [r techniques. Unfortunately there is no way to actually measure the distance between the current point and the true properties of the radiation source with no prior information. Consequently, the decision regarding when to stop the global techniques and how to select a a a relies on empirical considerations. By selecting a a a = [10, 10, 10 10 ], we are able to define sub-domains Ω 0 based on the outputs of global optimization methods. This choice proved to be successful given appropriate stopping early criteria for the global techniques; thus no other choices of a a a have been tested. Initially we seek to identify one appropriate early stopping criteria by trial and error.
Example 2 First we test our hybrid techniques using an early stopping criterion for the global methods based on restricting the number of model runs. Initially, only the results obtained from one simulation are discussed. Later, the outputs resulted from 10 different simulations are compared to account for the stochastic nature of the algorithms. Consequently we constrain the global techniques to terminate after 336 model runs using only 16 trajectories. The design settings are similar to the ones used in Example 1, as summarized in Table 1 , except for the reannealing parameter r p which is set to 10. Figure 5 illustrates the evolution of the global optimization objective functions. In panel (a), the smallest objective function values are plotted and are referred to as best. For the SA method, the displayed values result from a single trajectory corresponding to the smallest objective function among all the threads obtained at the end of the optimization process. Thus, even if an uphill point was selected, the objective function of the previous point is displayed. These flat local regions are easy to see in Figure 5 . In contrast, for the PS and GA methods, at each iteration, the plot includes the smallest objective function among all the trajectories.
Information regarding the mean optimization path is provided in Figure 5 (b) and we can extract some clues regarding the spatial regions explored during optimization. The SA independent trajectories quickly leave the areas near the sensor locations and uphill points do not visibly increase the mean of the objective function values. This is not the case for some of the trajectories of GA, which only depart the sensor neighborhoods in the last part of the optimization process. A different pattern is noticed for PS population which continued to revisit these areas as evidenced by the spikes in the average objective function.
We illustrate in Figures 6-8 direct measures of the amount of space variability exhibited by the cloud of points at every iteration for all the global methods. Each property of the source is shown separately. As expected, the larger spread is noticed in the case of SA points. The distances between the components are larger for the PS as compared with those of GA but are much smaller than in the case of SA. This is explained by the nature of the algorithms. Whereas all of the techniques start their trajectories from uniformly distributed points inside the feasible space, the PS and GA algorithms quickly move their search in the areas corresponding to the larger likelihood function values. At the end of the optimization process, all of the PS and GA trajectories converge to the same area inside the feasible space but not necessarily the global optimum. This does not happen for SA trajectories due to their independent nature, separated threads may end up pointing toward far away regions inside the search space. By employing a sufficient, large number of trajectories, it is almost certain that at least one will hit the space area where the optimum point lies.
The estimated source location and intensity obtained after 336 model runs are compiled in Table 3 . These results reveal that PS has obtained the most accurate space components of the radiation source. For the same number of model runs, SA has the most efficient parallel implementation finishing the search in 29.1 s. More importantly, the generated sub-domains Ω 0 secured by all the techniques include the true values of the source components θ θ θ 0 . This provides the desired initial configuration for the IF method. For this single run test, the a-priori selection of a is adequate.
The design parameters for the IF method are summarized in Table 4 . The settings include a budget of no more than 300 model runs, a maximum number of 3 step size reductions within the modified line search, the initial line search stepsize β = 1 and the maximum number of Quasi-Newton directions for the same stencil size h is set to 50. The initial choice for h is 2 −1 , whereas the smallest value allowed for the stencil size is set to h min = 2 −15 . One of the quasi-Newton iteration stopping criteria depends on the initial entering value θ θ θ, i.e. τ = 1.2|J(θ θ θ)| · 10 −20 . The objective function and its finite difference estimate of the stencil gradient are plotted in Figure 9 . These were obtained for different IF simulations having various starting points obtained via global optimization techniques. The decrease in the objective function is smaller than in the case of a global methods as seen in Figure 5 . This suggests that the local optimization component is less computational demanding. This is also underlined by the number of model runs showed in Table 5 .
For a continuous differentiable objective function, the norm of the gradient decreases as one approaches an optimum point. We notice a different behaviour in Figure 9b due to the lack of smoothness. Whereas the gradient of the objective function may not be defined due to the discontinuities of the likelihood function, finite-differences can always be computed. The IF method makes use of Number of function evaluations this type of information to compute the quasi-Newton direction. At the same time, the line search is modified so that a simple decrease in the objective function is sufficient; i.e., the local method does not trust that the finite differences could represent the gradient. We employ the negative log of the absolute values to display the results in the left panel while logarithmic scale is used to show the norm of the finite difference estimates in the right panel. Starting from different outputs of the discussed global optimization methods leads to mildly different computational costs. More model runs are required by the IF to finish the search when started with the output produced by the PS algorithm.
Initiating the local method with the SA output requires the smallest number of model runs to achieve convergence. All simulations are terminated once the list of scales for h = [2 −1 , 2 −2 , .., 2 −15 ] has been exhausted.
At the end of the search, the results in Figure 9 (b) reveal an actual increase in the norm of the finite difference estimation of the stencil gradients. This could be explained by the small magnitude of the scale h. Figure 10 describes the number of times the step length was reduced during the line search. A value of −1 shows that the algorithms encountered a stencil failure in the previous iteration, while a value of 3 indicates the line search failed, but the stencil poll found better points on the stencil. For the majority of times, no stepsize reductions were required to generate downhill points during the modified line search stage. The errors in the estimates of the radiation source properties together with the computational times and numbers of model runs for all the hybrid techniques are shown in Table  5 . The errors for the source intensity are relative.
As seen from the overall number of function evaluations one may conclude that the computational complexities of all the hybrid techniques are similar. However, it is important to mention that a general stopping criterion based on the number of model runs was imposed for all the techniques in the first stage. Thus the differences in function evaluations are obtained only from the IF stage.
To take into account the stochastic nature of the global techniques, 10 simulations have been performed. Same configurations have been utilized and the resulting sub-domains have been verified. Out of 10 runs, only in 5, 3 and 2 simulations performed by SA, PS and GA, respectively, the proposed sub-domains contain the true location and intensity of the source. This suggests that more function evaluations are required in order to obtain, for every run, sub-domains Ω 0 having the global optimum as interior point. This result also indicates that SA can reach the proximity of the global optimum more often than PS and GA at the present design configurations.
Example 3 We test our hybrid methods using an early stopping criterion for the global methods based on a target objective function value. Following this approach, we are able to identify the number of model runs required by each global method to generate sub-domains Ω 0 that include the true radiation source properties. We will compare, in an average sense, the coupled global and local optimization techniques against the solely global methods and DRAM and DREAM algorithms. We focus on the accuracy of the estimates and the computational cost of the methods. We set the objective function target value to −2.452 × 10 5 informed by the previous simulations. We also relaxed the previous stopping criterion to allow a maximum of 3000 function evaluations. The design configurations are described in Table 6 . Here we select the number of trajectories P = 70 for all the methods. A larger number of trajectories leads to a better space exploration with higher computational costs. The GA configuration summarized in Table 1 is generic and depends on the number of trajectories. Here 10 simulations were performed and the results were averaged to account for the stochastic nature of the global optimization techniques. For all simulations, all of the methods were able to decrease the objective function below the predefined target with generated sub-domains Ω 0 that include the true source location and intensity. The results are provided in Table 7 . Whereas the SA implementation exhibits the smallest overhead time, the PS method requires the smallest number of function evaluations, which is more than three times lower than the number of function evaluations needed by the SA method. Moreover, for a sufficiently large number of trajectories, communication between chains enhances the search performance, as seen from the number of function evaluations corresponding to PS and GA. A slight decrease in the accuracy of the GA estimate can be also observed. Next, the ten pseudo-estimates of each of the global techniques are used to start the IF search constrained by the smaller sub-domain Ω 0 . The overall computational complexity and accuracy of the hybrid methods are compared in Table 8 with the outputs of the global methods. These results are verified against the estimates of the source location and intensity obtained by directly sampling their posterior distributions using DRAM and DREAM.
As expected, the techniques based on connected trajectories exhibit a reduced number of objective function evaluations. The hybrid algorithm combining the PS and IF method evaluated the cost function only 1332.2 times, which was the smallest among all the hybrid methods. With its independent trajectories, the hybrid SA and IF method proved to have the most efficient parallel implementation, which translated into the smallest computational expense. By combining global and local techniques, we designed fast and accurate hybrid methods which, for this configuration, proved to be 17×, 2.1× and 2.5× times faster than the global optimization methods. This justifies the effort of employing the IF search method which significantly decreased the numbers of model runs. Overall the hybrid SA+IF, PS+IF and GA+IF, respectively, reduced by 31×, 3.1× and 3.4× times the number of function evaluations. The minor differences between the error estimates and the true source location and intensity for all the global methods are insignificant due to their stochastic nature.
DRAM and DREAM were also employed to estimate the most likely location and intensity of the source. By sampling from the posterior distribution, we were able to obtain the marginal densities of the source properties and their associated means. To compare with the hybrid methods, the performances of DRAM and DREAM are included in Table 8 . Whereas the Bayesian techniques are far more computationally intensive, they have the significant advantages that they provide posterior input densities detailed in the next section. Coupling reduced order methods and Bayesian methods decreases the computational effort as seen in [6] . 
Bayesian inference
We first applied the Delayed Rejection Adaptive Metropolis (DRAM) algorithm detailed in Appendix E to estimate the radiation source properties r x s , r y s , and S 0 using the same synthetic data used by the hybrid methods. We employed the Poisson likelihood (6) to construct posterior distributions of the source spatial coordinates and intensity. We used the ordinary least squares estimates obtained using the Nelder-Mead algorithm [51] as the starting values for each of the source property chains. For all three source components, we utilized uniform priors constrained by the bounds of the feasible space Ω.
After a burn-in period of 3000 chain iterations, we re-ran the code for 10 4 iterations. The resulting chains are shown in Figure 11 . Visual inspection of the chains shows good mixing and suggests that the chains have converged to the posterior distributions. This is also confirmed by the Geweke diagnostic values, which are 0.99962, 0.99953, 0.99966 for r 9 . To verify our results from Bayesian inference via DRAM, we also estimate the source location and intensity using the DREAM algorithm and the same likelihood and priors. We employ 10 chains of length 10 4 for each source component, utilizing a total of 10 5 function evaluations. The starting values for each of the 10 chains are drawn from the same uniform prior distributions; i.e., Figure 12 shows the plot of the ten chains for all three source properties. Truncated DREAM chains displayed in panels (d-f) show good mixing. The stationarity of the chains indicates that they have burned-in and are sampling from the posterior density. This is also confirmed by the plots of the Gelman-Rubin R-statistic in Figure 13 . With the Gelman-Rubin R-statistic values below 1.2, we conclude that the chains have converged to their stationary distributions. To estimate our source properties, we used the mean value of the final 25% of the chains, which are comprised of samples from the stationary posterior distributions. The resulting estimatesr Figure 14 . Note that both the radiation source properties estimates and densities produced by DREAM agree with the results from DRAM.
Conclusion and Future Work
Searching for radiation material in an urban environment is a challenging problem. By using a simplified piecewise continuous differentiable response model for the complicated urban geometry, we constructed specialized non-smooth likelihood functions based on Poisson distribution. We employed hybrid methodologies by coupling three global optimization methods (1) Simulated Figure 13 : Plot of the Gelman-Rubin R-statistic at each DREAM chain iteration. R-statistic values below 1.2 suggest that the chain has converged to its stationary distribution. Annealing, (2) Particle Swarm, and (3) Genetic Algorithm + Implicit Filtering, the later being a local optimization method designed for objective functions that could be either non-smooth, not everywhere defined, discontinuous, or stochastic.
We investigated several early stopping criteria such as a reduced number of model response runs and a target objective function value to finish the global search. The resulted pseudo-optimal points were then employed to generate narrow sub-domains used by Implicit Filtering to constrain the search. For large numbers of trajectories, all of our proposed parallel global optimization methods were able to approach the proximity of the source components. When coupled with Implicit Filtering, the proposed hybrid techniques successfully identified the source location and intensity. For the design configuration used in this paper, the hybrid techniques decreased by 31, 3.1 and 3.4 times the number of function evaluations required by the Simulated Annealing, Particle Swarm, and Genetic Algorithm methods only. This also translated into smaller computational times and the hybrid algorithms being 17×, 2.1× and 2.5× faster than the global approaches. Among these coupled methods, the Simulated Annealing + Implicit Filtering was the fastest approach while the Particle Swarm + Implicit Filtering was the most efficient one with the smallest number of model response runs. The estimated radiation source location and intensity were very accurate and similar to those produced by solely global methods.
We also utilized Delayed Rejection Adaptive Metropolis and DiffeRential Evolution Adaptive Metropolis algorithms to verify the results obtained by the hybrid techniques. The Geweke diagnostic and Gelman-Rubin R statistic revealed the convergence of the chains to their target distributions. When compared with the maximum likelihood estimates, the mean of the marginal distributions of the source properties acquired by the Differential Evolution Adaptive Metropolis and the Delayed Rejection Adaptive Metropolis methods are in agreement. Future work will include testing our algorithms for more complicated scenarios such as those with multiple and potential moving sources. We will also develop computationally efficient methods to determine optimal trajectories of mobile sensors employed for source identification in distributed parameter systems.
Appendix
Here we will use a more general notation 
A Simulated Annealing
An iteration of the adaptive Simulated Annealing is described in Algorithm 1. The maximum number of accepted candidates max accept is set first. Along with it, the initial temperature T T T 0 , the reannealing parameter r p , and the first guess θ θ θ old = [θ For constraint violations, an intermediary sampleθ θ θ is introduced, replacing the outbound components with the associated bounds. The new proposal is then obtained as a convex combination ofθ θ θ and θ θ θ old (9) with α being sampled from a uniform distribution U (0, 1). All downhill proposals state points are accepted. In case an uphill candidate is obtained, it is accepted with probability p a . Larger temperatures T i , i = 1, 2, 3, increase the chances that uphill candidates are accepted. The algorithm includes an annealing scheme where the temperature values are lowered according to line 9 of the Algorithm 1. Once the temperatures start to decrease, future points that increase the objective function value are less probable to be accepted. A reannealing scheme is scheduled after each r p accepted samples. The algorithm stops if the searched source components have remained unchange for a few successive reannealing steps or the predefined maximum number of cost function evaluations has been reached or a preset objective function percentage decrease has been achieved.
B Particle Swarm
The initialization stage of Particle Swarm is described in Algorithm 2. The algorithm starts by selecting the population size of the swarm denoted by P . Initially, the state positions [θ θ θ old ] j and velocities [v v v old ] j , j = 1, 2, .., P are randomly selected from uniform distributions; i.e., [θ 
Sample r i , i = 1, 2, 3, from U (−1, 1). Generate a new sample using the proposal functioñ
andθ θ θ =θ θ θ, except the components violating the constrains which are set to the associated bounds. 5: end if.
.
8: end if. 9: Annealing scheme:
if mod(Number of accepted points so far, r p ) = 0 then Reannealing scheme
11: else set k k k = k k k + 1. 12: end if. 13: Set θ θ θ old = θ θ θ new and GO TO step (2).
its future trajectory. Other parameters of the algorithm must be selected too, such as the inertia parameters W j ∈ R and stall counter c j for j = 1, 2, .., P . These parameters influence the space search.
The evolution of the space point j th from the current state to the next one is described in Algorithm 3. The index notation is dropped. The proposal function depends on a two steps formula. First, the velocity v new is adjusted via equation (11) while, in the second phase, the new state is obtained by adding the newly generated velocity to its previous position (12) . The weights y 1 and y 2 denote the self and social adjustment coefficients steering the search towards either the state point p or its J(θ θ θ old ) and set J n * = J(g).
3: Select random vectors u 1 and u 2 of size 3 from the uniform distribution U (0, 1). Update the velocity:
4: Update the position
5: Enforce the bounds. If any component of θ θ θ new is outside a bound, set it equal to that bound.
7: end if. end if.
14:
if c > 5 then W = W/2 and ensure that W is inside the bounds. neighbours g best position. By . * we denote the Hadamard product. A successful replacement of the best state point position b among the entire population ensures a change in the inertia parameter W while a failure leads to a larger neighborhood selection and maintains W constant. Finally the new proposals are set to replace the current ones for the next iteration. The algorithm stops when the relative change in the lowest objective function value J * b over a range of predefined number of iterations is smaller than a specified tolerance, the maximum number of iterations is reached, or a preset objective function percentage decrease has been achieved.
C Genetic Algorithm
The procedure described in Algorithm 4, starts by selecting the population size P and the first generation of state points [θ θ θ old ] j , j = 1, 2, .., P . The algorithm then creates a sequence of new points iteratively referred to as children from the current points known as parents. In each generation, the objective function of every state point in the population is evaluated. The points associated with lower objective function values have higher chances to be considered parents. Moreover, a point can be selected more than once as a parent, in which case it will contribute its genes to more than one child. 
6: Crossover: r c state points are created by combining entries of the parents using uniform random weights:
where components λ i ∼ U (0, 1), i = 1, 2, 3, while j 1 and j 2 are uniformly drawn from the parent points. 7: Mutation: r m points are generated by making random changes to a single parent point:
where ε ε ε and λ λ λ components are drawn from uniform distribution U (l i , u i ), i = 1, 2, 3 and U (0, 1).
., P and GO TO 2.
The elite operator (13) guarantees that a number of state points with the smallest objective function values in the current generation will be passed to the next generation. In addition, the algorithm creates crossover individuals (14) by combining pairs of parent points in the current population. The mutation operator (15) also generates new points by randomly changing the components of some of the current parents.
The algorithm stops when either the number of generations or function evaluations is larger than some prescribed values or the current lowest objective function is smaller than some predefined threshold.
D Implicit Filtering
Implicit Filtering may be described simply as a series of outer and inner iterations. The outer iteration, described in Algorithm 5, simply verifies if the stencil size h and number of function evaluations are maintained under some prescribed values. The number of stencil directions is taken as twice the number of θ θ θ components. The parameter β defines the backtracking line search step size of the inner iteration. Parameters maxit and maxitarm limit the number of loops in the inner iterations and number of step size reductions within the line search, while τ controls the modified projected Quasi-Newton stopping criterion. The optimization will terminate when the updated stencil size h is smaller then some predefined threshold h min or if the budget of function evaluations is exceeded. 
end if.
7:
end for.
8:
Find i * such that J(θ θ θ + hv v v * i ) = min i J i .
9:
Set θ θ θ min = θ θ θ + hv v v * i and J min = J(θ θ θ min ).
10:
if J min > J base then Terminate inner loop on stencil failure.
11:
12:
Update the model Hessian R and solve
13:
Set λ = β and θ θ θ R,ε (λ) = P(θ θ θ + λd).
14:
Backtracking line search: Find the smallest integer m ≤ maxitarm such that
15:
if Line search succeeds then set θ θ θ = θ θ θ R,ε (λ)) 16: else set θ θ θ = θ θ θ min 17:
18:
Set J base = J(θ θ θ) and evaluate ∇J(θ θ θ, V, h). Set p = p + 1 and update icount.
19: end while
The inner iteration, described in Algorithm 6, starts by setting the loop counter p and parameter ε associated with a relaxed ε− binding set [41] . Next, the finite difference stencil gradient ∇f (θ θ θ, V, h) and the stopping criterion of the projected Quasi-Newton method are evaluated. Here, P denotes the projection onto the feasible space
Next the algorithm probes the stencil and evaluates the objective function for all the feasible points inside the stencil as seen in lines 3-7 of Algorithm 6. In case the objective function value at the current point is smaller than all the values anywhere on the stencil, the inner iteration is terminated and it is said that a stencil failure has been encountered.
In case a better point θ θ θ min in the stencil is identified, then the Quasi-Newton method proceeds by approximating the model Hessian at the current point θ θ θ using the projected Broyden-FletcherGoldfarb-Shanno updating formula [41] . Once the new direction d is obtained (16) , a modified backtracking line search procedure starts seeking a step length λ that satisfies (17) in no more than maxitarm steps. The number of the step size reductions is limited and the line search formula modified to accept simple decrease to accommodate non-smooth objective functions. If the line search obtains a downhill point in less than maxitarm steps, we say that the line search succeeded and update the current state θ θ θ. Otherwise the actual state is set to θ θ θ min , the stencil point with the smallest objective function. Finally the finite difference approximation of the gradient of the new proposal is computed and the algorithm prepares for a new inner loop by incrementing the counter p and updating the number of function evaluations so far in the inner iteration.
E Delayed Rejection Adaptive Metropolis
The basic algorithm for DRAM is given in Algorithm 7 with the delayed rejection component described in Algorithm 8. Initially the DRAM algorithm requires the selection of a covariance design parameter s p , the adaptation interval length k 0 and the maximum number of allowed chain iterates M . The parameter k 0 determines when the covariance matrix V k of the chain should be updated. The choice of k 0 is critical for a good balance mixing in the initial stages and for generating non-singular covariance matrices. For our numerical experiments, the diagonal elements of the initial covariance matrix were selected [V 0 ] ii = |θ Sample z z z k ∼ N (0, I), where z z z k ∈ R 3 and I is the corresponding identity matrix. 6: Construct candidate θ θ θ * = θ θ θ else Enter Delayed Rejection Algorithm 8.
10:
11:
if mod (k, k 0 ) = 1 then update V k = s p cov(θ θ θ 0 , θ θ θ 1 , ..., θ θ θ k ) and compute decomposition V k = R k R T k
12:
else V k = V k−1 .
13:
end if. 14: end for. Algorithm 8 Delayed Rejection Component of DRAM [35, 60] 1: Set the design parameter γ 2 < 1. We select γ 2 = 
HereĴ is the proposal, or jumping, distribution used in Algorithm 7; i.e.,
where θ θ θ a , θ θ θ b are general samples with the corresponding covariance matrix V and |V | denotes its gradient. . The k th state point candidate is obtained by sampling the normal distribution with mean θ θ θ k−1 and covariance V k−1 . Initially, the proposal is accepted with probability α(θ θ θ * |θ θ θ k−1 ) defined in line 7 of the Algorithm 7. In case of rejection, the delayed rejection component will generate an alternative candidate θ θ θ * 2 instead of retaining the previous state point θ θ θ k−1 . The second proposal θ θ θ * 2 is chosen from a narrower distribution N (θ θ θ k−1 , γ 2 V k−1 ) since γ 2 < 1 to improve mixing. By choosing the probability of accepting the second candidate as in equation (20), it is guaranteed that the detailed balance condition is satisfied. In consequence, by sampling long enough, we should be able to generate state points from the stationary distribution as long as the diminishing adaptation and bounded convergence conditions are satisfied [4, 36, 55] .
F Differential Evolution Adaptive Metropolis
The DREAM method can be interpreted as a collection of P chains θ θ θ j , j = 1, 2, .., P simultaneously ran in parallel with samples for each chain extracted using the proposal function defined in (21) . Using more than two members for new candidates increases diversity. For our simulations, we used δ = 3 and the value of the jump-size was selected to be γ(δ) = 2.38 √ (6) .
The algorithm takes advantage of a randomized subspace sampling strategy and accepts as proposals only those components θ * j i satisfying the probability scheme described in (22) . This is especially useful for high-dimensional feasible spaces. The distribution of crossover probabilities CR [63] is computed during the burn-in period and favors large jumps over smaller ones in each of (22) where CR denotes a crossover probability and u is drawn from uniform distribution U(0, 1).
5:
Compute θ θ θ * * j and Metropolis acceptance probability: α = min 1, π(V V V |θ θ θ * * j )·π 0 (θ θ θ * * j ) π(V V V |θ θ θ j )·π 0 (θ θ θ j )
6:
Sample u ∈ U(0, 1)
7:
if α > u then set θ θ θ j = θ θ θ * * j
8:
else Enter Delayed Rejection Algorithm .
9:
end if. 10: end for 11: GOTO line 2.
the P chains thus exploring the search space faster.
The candidate θ θ θ * * j is accepted with the Metropolis acceptance probability rate computed using the likelihood function (6) and a prior distribution π 0 . In case the candidate is rejected, a delayed rejection stage similar to the one proposed by DRAM is utilized.The second candidate θ θ θ * * * j is accepted with a probability rate similar with the one defined in (20) such that the detailed balance of the j th chain is preserved.
To increase the performances of the sampler, the outliers produced by the chains are replaced with the current best state of all chains using the standard Inter-Quartile-Range statistic. This is done during the burn-in phase since this step does not preserve the detailed balance. The stopping criterion of the scheme relies on the Gelman-Rubin convergence diagnostic [29] computed using the last 50% percent of the samples in each chain.
