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Abstract. In this paper we present a panoramic depth imaging system. The system is mosaic-based which means
that we use a single rotating camera and assemble the captured images in a mosaic. Due to a setoff of the camera’s
optical center from the rotational center of the system we are able to capture the motion parallax effect which enables
stereo reconstruction. The camera is rotating on a circular path with a step defined by the angle, equivalent to one
pixel column of the captured image. The equation for depth estimation can be easily extracted from the system
geometry. To find the corresponding points on a stereo pair of panoramic images the epipolar geometry needs to be
determined. It can be shown that the epipolar geometry is very simple if we are doing the reconstruction based on
a symmetric pair of stereo panoramic images. We get a symmetric pair of stereo panoramic images when we take
symmetric pixel columns on the left and on the right side from the captured image center column. Epipolar lines of
the symmetrical pair of panoramic images are image rows. The search space on the epipolar line can be additionaly
constrained. The focus of the paper is mainly on the system analysis. Results of the stereo reconstruction procedure
and quality evaluation of generated depth images are quite promissing. The system performs well for reconstruction
of small indoor spaces. Our finall goal is to develop a system for automatic navigation of a mobile robot in a
room.
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1. Introduction
1.1. Motivation
Standard cameras have a limited field of view, which is
usually smaller than the human field of view. Because
of that people have always tried to generate images with
a wider field of view, up to a full 360 degrees panorama.
Under the term stereo reconstruction we understand
the generation of depth images from two or more
captured images of the scene. A depth image is an im-
age that stores distances to points on the scene. We wish
that all points and lines on the scene are visible on all
images of the scene. This is the property of panoramic
cameras and it presents our prime motivation.
If we tried to build two panoramic images simul-
taneously by using two standard cameras, we would
have problems with non-static scenes. Clearly, one
camera would capture the motion of the other cam-
era. So we decided to use only one camera. Our finall
goal is to develop a system for autonomous navigation
of a mobile robot in a room.
1.2. Basics About the System
In the small photograph within Fig. 1 the hardware part
of our system can be seen: a color camera is mounted on
a rotational robotic arm so that the optical center of the
camera is offset from the vertical axis of rotation. The
camera is looking outward from the system’s rotational
center. Panoramic images are generated by repeatedly
shifting the rotational arm for the angle which corre-
sponds to one column of the captured image. By as-
sembling the center columns of these images, we get a
mosaiced panoramic image.
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Figure 1. Geometry of our system for constructing multiperspective panoramic images. Note that a ground-plan is presented the viewing circle
extends in 3D to the viewing cylinder. The optical axis of the camera is kept horizontal. In the small photograph is shown the hardware part of
the system.
It can be shown that the epipolar geometry is very
simple if we are doing the reconstruction based on a
symmetric pair of stereo panoramic images. We get a
symmetric pair of stereo panoramic images when we
take symmetric columns on the left and on the right side
from the captured image center column and assemble
them in a mosaiced stereo pair.
1.3. Structure of the Paper
In the next section we give an overview of related work
and expose the contribution of our work towards the
discussed subject. Section 3 describes the geometry of
our system, Section 4 is devoted to the epipolar geome-
try and Section 5 is about stereo reconstruction. The
focus of this paper is on the analysis of system capabil-
ities, given in Section 6. In Section 7 we present some
experimental results. At the very end of the paper we
summarize the main conclusions and reveal some ideas
for future work.
2. Related Work
One of the best known commercial packages for crea-
ting mosaiced panoramic images is QTVR (Quick-
Time Virtual Reality). It works on the principle of
sewing together a number of standard images captured
while rotating the camera (Chen, 1995). Peleg et al.
(2000) introduced the method for creation of mosaiced
panoramic images from standard images captured with
a handheld video camera. A similar method was sug-
gested by Szeliski and Shum (1997), which also does
not strictly constraint the camera path to a circle but
assumes that there a great motion parallax effect is not
present. All methods mentioned so far are used only
for visualization purposes since the authors did not try
to reconstruct the scene.
Peleg and Ben-Ezra (1999) and Peleg et al. (2000,
2001) introduced a method for creation of stereo
panoramic images. Stereo panoramic images are cre-
ated without actually computing the 3D structure—the
depth effect is created in the viewer’s brain.
Ishiguro et al. (1992) suggested a method which
enables the reconstruction of the scene. They used a
standard camera which rotated around its optical cen-
ter. The scene is reconstructed by means of mosaic-
ing together panoramic images from the central col-
umn of the captured images and moving the system
to another location where the task of mosaicing is re-
peated. The two created panoramic images are then
used as an input in a stereo reconstruction procedure.
They also suggested the method described by Shum
and Szeliski (1999), but in their case they searched for
corresponding points by tracking the features on the
scene.
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Shum and Szeliski (1999) described two methods
used for creation of panoramic depth images from the
single center of rotation. Both methods are based on
moving the camera on a circular path. Panoramic im-
ages are built by taking one pixel column out of a
captured image and mosaicing the columns. They call
such panoramic images multiperspective panoramic
images. The crucial property of two or more multi-
perspective panoramic images is that they capture the
information about the motion parallax effect, while the
columns contributing to the panoramic images are cap-
tured from different perspectives. The authors are using
such panoramic images as an input in a stereo recons-
truction procedure. They searched for corresponding
points using an upgraded plane sweep stereo procedure.
However, multiperspective panoramic images are
not something new to vision community (Shum and
Szeliski, 1999): they are a special case of multipers-
pective panoramic images for cel animation (Wood
et al., 1997), they are very similar to images generated
with a procedure called multiple-center-of-projection
(Rademacher and Bishop, 1998), to manifold projec-
tion procedure (Peleg et al., 2000) and to circular pro-
jection procedure (Peleg and Ben-Ezra, 1999; Peleg
et al., 2000, 2001). The principle of constructing mul-
tiperspective panoramic images is also very similar to
the linear pushbroom camera principle for creating
panoramic images (Gupta and Hartley, 1997).
In papers closest to our work (Ishiguro et al., 1992;
Shum and Szeliski, 1999) we missed two things: an
analysis of system’s capabilities and searching for cor-
responding points using the standard correlation tech-
nique and epipolar constraint. Therefore the focus of
this paper is on these two issues.
3. System Geometry
Let us begin this section with a description of how the
stereo panoramic pair is generated. From the captured
images on the camera’s circular path we always take
only two pixel columns which are equally distant from
the middle column. The column on the right side of
the captured image is then mosaiced in the left eye
panoramic image and the column on the left side of the
captured image is mosaiced in the right eye panoramic
image. So, we are building panoramic image from only
one column of the captured image. Thus, we get a sym-
metric pair of panoramic images.
The geometry of our system for creating multi-
perspective panoramic images is shown in Fig. 1.
Panoramic images are then used as an input to create
panoramic depth images. Point C denotes the system’s
rotational center around which the camera is rotated.
The offset of the camera’s optical center from the rota-
tional center C is denoted as r describing the radius of
the circular path of the camera. The camera is looking
outward from the rotational center. The optical cen-
ter of the camera is marked with O . The column of
pixels that is sewn in the panoramic image contains
the projection of point P on the scene. The distance
from point P to point C is the depth l and the distance
from point P to point O is denoted with d. θ is the
angle between the line defined by point C and point
O and the line defined by point C and point P . In the
panoramic image the horizontal axis presents the path
of the camera. The axis is spanned by µ and defined
by point C , a starting point O0 where we start cap-
turing the panoramic image and the current point O .
With ϕ we denote the angle between the line defined
by point O and the middle column of pixels of the
image captured by the physical camera looking out-
ward from the rotational center (this column contains
the projection of the point Q), and the line defined
by point O and the column of pixels that will be mo-
saiced in panoramic image (this column contains the
projection of the point P). Angle ϕ can be thought
of as a reduction of the camera’s horizontal view
angle α.
The system in Fig. 1 is obviously a non-central since
the light rays forming the panoramic image are not
intersecting in one point called the viewpoint, but in-
stead are tangent (ϕ = 0) to a cylinder with radius r0
called the viewing cylinder. Thus, we are dealing with
panoramic images formed by a projection from a num-
ber of viewpoints. This means that a captured point on
the scene will be seen in the panoramic image only
from one viewpoint.
For stereo reconstruction we need two images. If we
are looking at only one circle on the viewing cylin-
der (Fig. 1) then we can conclude that our system is
equivalent to a system with two cameras. In our case
two virtual cameras are rotating on a circular path, i.e.
viewing circle, with radius r0. The optical axis of a
virtual camera is always tangent to the viewing circle.
The panoramic image is generated from only one pixel
from the middle column of each image captured by a
virtual camera. This pixel is determined by the light
ray which describes the projection of the scene point
on the physical camera image plane. If we observe a
point on the scene P , we see that both virtual cameras
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Figure 2. Two symmetric pairs of panoramic images which were generated with the different values of the angle ϕ. In Section 6.1 we explain
where these values for the angle ϕ come from. Each symmetric pair of panoramic images comprises the motion parallax effect. This fact enables
the stereo reconstruction.
which see this point, form a traditional stereo system
of converging cameras.
Two images differing in the angle of rotation of the
physical camera setup (for example two image planes
marked in Fig. 1) are used to simulate a bunch of virtual
cameras on the viewing cylinder. Each column of the
panoramic image is obtained from different position of
the physical camera on a circular path. In Fig. 2 we
present two symmetric pairs of panoramic images.
To automatically register captured images directly
from knowing the camera’s viewing direction, the cam-
era lens’ horizontal view angle α and vertical view an-
gle β are required. If we know this information, we can
calculate the resolution of one angular degree, i.e. we
can calculate how many columns and rows are within
an angle of one degree. The horizontal view angle is
especially important in our case, since we are mov-
ing the rotational arm only around it’s vertical axis. To
calculate these two parameters, we use an algorithm
described in Prihavec and Solina (1998). It is designed
to work with cameras where zoom settings and other in-
ternal camera parameters are unknown. The algorithm
is based on the mechanical accuracy of the rotational
arm; the basic step of our rotational arm corresponds
to an angle of 0.0514285¯◦.
We were using the camera with horizontal view angle
α = 34◦ and vertical view angle β = 25◦. In the process
of the construction of panoramic images we did not
vary this two parameters.
4. Epipolar Geometry
Searching for the corresponding points in two images is
a difficult problem. In general, the corresponding point
can be anywhere on the second image. That is why we
would like to constraint the search space as much as
possible. With the epipolar constraint we reduce the
search space from 2D to 1D, i.e. to an epipolar line
(Faugeras, 1993). In Section 6.2 we prove that in our
system we can effectively reduce the search space even
on the epipolar line.
In this section we will only illustrate the procedure of
the proof that epipolar lines of the symmetrical pair of
panoramic images are image rows (Huang and Pajdla,
2000; Huang et al., 2001; Shum and Szeliski, 1999).
This statement is true for our system geometry. For
proof see Huang and Pajdla (2000), Huang et al. (2001).
The proof is based on radius r0 of the viewing cylin-
der (Fig. 1). We can express r0 in terms of known quan-
tities r and ϕ as: r0 = r · sin ϕ.
We carry out the proof in three steps: first, we have
to execute the projection equation for the line camera,
then we have to write the projection equation for mul-
tiperspective panoramic image and in the final step we
prove the property of epipolar lines for the case of a
symmetrical pair of panoramic images. In the first step
we are interested in how the point on the scene is pro-
jected to the camera’s image plane (Faugeras, 1993),
which has in our case, since we are dealing with a line
camera, a dimension of n × 1 pixels. In the second step,
we have to write the relation between different nota-
tions of a point on the scene and the projection of this
point on the panoramic image: notation of the scene
point in Euclidean coordinates of the world coordi-
nate system and in cylindrical coordinates of the world
coordinate system, notation of the projected point in
angular coordinates of the (2D) panoramic image co-
ordinate system and in pixel coordinates of the (2D)
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panoramic image coordinate system. When we know
the relations between the mentioned coordinate sys-
tems, we can write the equation for projection of scene
points on the cylindrical image plane of the panorama.
Based on angular coordinates of the panoramic image
coordinate system property, we can in the third step
show that the epipolar lines of the symmetrical pair of
panoramic images are actually rows of panoramic im-
ages. The basic idea for the last step of the proof is as
follows:
If we are given an image point on one panoramic
image, we can express the optical ray defined by a
given point and the optical center of the camera in
3D world coordinate system. If we project this opti-
cal ray described in world coordinate system on the
second panoramic image, we get an epipolar line cor-
responding to the given image point in the first panor-
amic image.
5. Stereo Reconstruction
Let us go back to Fig. 1. Using trigonometric relations
evident from the sketch we can write the equation for
depth estimation l of point P on the scene. Using the
basic law of sines for triangles, we have:
r




sin(180◦ − ϕ) ,
and from this equation we can express the equation for
depth estimation l as:
l = r · sin(180
◦ − ϕ)
sin(ϕ − θ) =
r · sin ϕ
sin(ϕ − θ) . (1)
From Eq. (1) follows that we can estimate depth l
only if we know three parameters: r , ϕ and θ. r is given.
Angle ϕ can be calculated with regard to camera’s hor-




where W is the width of the captured image in pix-
els and W2ϕ is the width of the captured image be-
tween columns contributing to the symmetrical pair of
panoramic images, given also in pixels. To calculate
the angle θ we have to find corresponding points on
panoramic images. Our system works by moving the
camera for the angle corresponding to one column of
captured image. If we denote this angle with θ0, we can
write angle θ as:
θ = dx · θ0
2
, (3)
where dx is the absolute value of difference between
corresponding points image coordinates on horizontal
axis x of the panoramic images.
We are using a procedure called normalized corre-
lation to search for corresponding points (Faugeras,
1993), because it is one of the most commonly used
technique for searching the corresponding point. Paar
and Po¨lzleitner (1992) described other interesting
methods than just those based on correlation.
Procedure of the normalized correlation works on
the principle of similarity of scene parts within two
scene images. The basic idea of the procedure is to
find the part of the scene on the second image which is
most similar to the given part of the scene in the first
image. The procedure is using a window within which
the similarity is measured with help of the correlation
technique.
To increase the confidence in estimated depth we are
using the procedure called back-correlation (Faugeras,
1993). The main idea of this procedure is to first find
a point m2 in the second image which corresponds to
a point m1 given in the first image. Then we have to
find the corresponding point for the point m2 in the first
image. Let us mark this corresponding point with m′1.
If the point m1 is equal to the point m′1 then we keep
the estimated depth value. Otherwise, we do not keep
the estimated depth value. This means that the point
m1 for which the back-correlation was not successful
has no depth estimation associated with it in the depth
image. With back-correlation we are also solving the
problem of occlusions.
6. Analysis of System Capabilities
6.1. Time Complexity of Creating
a Panoramic Image
The biggest disadvantage of our system is that it can
not produce panoramic images in real time since we are
creating them by rotating the camera for a very small
angle. Because of mechanical vibrations of the system,
we also have to be sure to capture an image when the
system is completely still. The time that the system
needs to create a panoramic image is much too long to
make it work in real time.
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In one circle around the system’s vertical axis our
system constructs 11 panoramic images: 5 symmet-
ric pairs and a panoramic image from the middle
columns of the captured images. It captures 1501 im-
ages with resolution of 160 × 120 pixels, where ra-
dius is r = 30 cm and the shift angle is θ0 = 0.2◦.
We can not capture 360/0.2 = 1800 images because
of the limitation of the rotational arm. The rotational
arm can not turn for 360 degrees around it’s vertical
axis.
The horizontal view angle of our camera was 34◦.
The middle column of the captured image was in
our case the 80th column. We assume that the mid-
dle column that we are referring to in this paper,
is the middle column of the captured image. The
distances between the columns contributing to sym-
metric pairs of panoramic images were 141, 125,
89, 53 and 17 columns. These numbers include two
columns that contribute to each pair. This means that
the value of angle 2ϕ (Eq. (2)) corresponds to 29.9625◦
(141 columns), 26.5625◦ (125 columns), 18.9125◦
(89 columns), 11.2625◦ (53 columns) and 3.6125◦
(17 columns).
The acquisition process takes a little over 15 minutes
on PC Intel PII/350 MHz. The steps of the acquisition
process are as follows: 1) Move the rotational arm to
it’s initial position. 2) Capture the image. 3) Contribute
image parts to the panoramic images. 4) Move the arm
to the new position. 5) Check in the loop if the arm is al-
ready in the new position. The communication between
Figure 3. We can effectively constraint the search space on the epipolar line. (a) Unconstrained length of the epipolar line: 1501 pixels;
(b) constrained length of the epipolar line: 149 pixels, 2ϕ = 29.9625◦; (c) constrained length of the epipolar line: 18 pixels, 2ϕ = 3.6125◦.
the program and the arm is written in a file for debug-
ging purposes. After the program exits the loop, it waits
for 300 ms. This is done in order to stabilize the arm
in the new position. 6) Repeat steps 2 to 5 until the last
image is captured. 7) When the last image is captured,
contribute image parts to the panoramic images and
save them.
We could achieve faster execution since our code is
not optimized. For example, we did not optimize the
time of waiting (300 ms) after the arm moves to a new
position. No computing is done in parallel.
6.2. Constraining the Search Space
on the Epipolar Line
Knowing that the width of the panoramic image is much
bigger than the width of the captured image, we would
have to search for a corresponding point along a very
long epipolar line (Fig. 3(a)). Therefore we would like
to constraint the search space on the epipolar line as
much as possible. A side effect is also an increased
confidence in estimated depth.
If we consider Eq. (1) we can ascertain two things,
which nicely constraint the search space:
We have to wait until the point imaged in the col-
umn contributing to the left eye panorama does not
move in time to the column contributing to the right
eye panorama. If θ0 presents the angle for which the
camera is shifted, then 2θmin = θ0. This means that we
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have to make at least one basic shift of the camera to
get a scene point projected in a right column of the
captured image contributing to the left eye panorama,
to be seen in the left column of the captured image
contributing to the right eye panorama. Based on this
fact, we can search for the corresponding point in the
right eye panorama starting from the horizontal image
coordinate x + 2θmin
θ0
= x + 1 forward, where x is the
horizontal image coordinate of the point on the left
eye panorama for which we are searching the corres-
ponding point. Thus, we get value +1 since the shift
for angle θ0 describes the shift of the camera for one
column of the captured image.
Theoretically, the estimation of depth is not con-
strained upwards, but from Eq. (1) it is evident that the
denominator must be non-zero. We can write this fact
as: θmax = n · θ02 , where n = ϕ div θ02 and ϕ mod θ02 = 0.
If we write the constraint for the last point, which
can be a corresponding point on the epipolar line, in
analogy with the case of determining the starting point,
which can be a corresponding point on the epipolar line,
we have to search for corresponding point on the right
eye panorama to including horizontal image coordinate
x + 2θmax
θ0
= x +n. x is the horizontal image coordinate
of the point on the left eye panorama for which we are
searching the corresponding point.
In the following sections we will show that we can
not trust the depth estimates near the last point of the
epipolar line search space, but we have proven that we
can effectively constraint the search space.
To illustrate the use of specified constraints on real
data, let us write the following example which describes
the working process of our system: while the width of
the panorama is 1501 pixels, we have to check only
n = 149 pixels in case of 2ϕ = 29.9625◦ (Figs. 3(b)
and 4) and only n = 18 pixels in case of 2ϕ = 3.6125◦
(Fig. 3(c)), when searching for corresponding point.
From the last paragraph we could conclude that the
stereo reconstruction procedure is much faster for a
smaller angle ϕ. But we will show in the next section
that a smaller angle ϕ, unfortunately, has also a negative
property.
6.3. Meaning of the One-Pixel Error in Estimation
of the Angle θ
Let us first define what we mean under the term one-
pixel error. The images are discrete. Therefore, we
would like to know what is the value of the error
in the depth estimation if we miss the right corre-
Figure 4. Constraining the search space on the epipolar line in
the case of 2ϕ = 29.9625◦. On the left eye panorama (top image)
we denoted the point for which we are searching the corresponding
point with the cross. On the right eye panorama (bottom image) we
marked with the same color the part of the epipolar line on which
the corresponding point must lie. The best corresponding point is
marked with the lightest cross.
sponding point for only a pixel. And we would like
to have this information for various values of the
angle ϕ.
Before we illustrate the meaning of the one-pixel
error in estimation of the angle θ , let us take a look at
functions in Fig. 5. The functions are showing the de-
pendence of depth l from angle θ for two different val-
ues of angle ϕ. It is evident that depth l is rising slower
in case of a bigger angle ϕ. This property decreases
the error in depth estimation l when using bigger angle
ϕ, but this decrease in the error becomes even more
evident if we know that the horizontal axis is discrete
and the intervals on the axis are θ02 degrees wide. If
we compare the width of the interval on both graphs
with respect to the width of interval that θ is defined on
(θ ∈ [0, ϕ]), we can see that the interval, whose width
is θ02 degrees, is much smaller when using bigger angle
ϕ. This subsequently means that the one-pixel error in
estimation of the angle θ is much smaller when using
bigger angle ϕ, since a shift for the angle θ0 describes
the shift of the camera for one column of pixels.
Because of a discrete horizontal axis θ (Fig. 5),
with intervals which are θ02 degrees wide (in our case
θ0 = 0.2◦), the number of possible depth estimation
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Figure 5. Graphs showing dependence of depth function l from the angle θ while radius r = 30 cm and using different values of the angle ϕ.
To ease the comparison of the one-pixel error in estimation of the angle θ we showed the interval of width θ02 = 0.1◦ between the vertical lines
around the third point. (a) 2ϕ = 29.9625◦; (b) 2ϕ = 3.6125◦.
Figure 6. The number of possible depth estimation values is proportional to the angle ϕ. Each circle denotes possible depth estimation value.
(a) 2ϕ = 29.9625◦; (b) 2ϕ = 3.6125◦.
values is proportional to the angle ϕ: we can calculate
ϕ div θ02 = 149 different depth values if we are using
angle 2ϕ = 29.9625◦ (Fig. 6(a)) and only 18 different
depth values if we are using the angle 2ϕ = 3.6125◦
(Fig. 6(b)). This is the disadvantage of using small
angles ϕ.
Let us illustrate the meaning of the one-pixel error
in estimation of angle θ : We would like to know what
is the error of the angle θ if θ is at the beginning of the
interval on which it is defined (θ ∈ [0, ϕ]) and what is
the error of the angle θ which is near the end of this
interval?
For this purpose we will choose angles θ1 = ϕ4 and
θ2 = 7ϕ8 . We are also interested in the nature of the
error for different values of angle ϕ. In this example
we will use our already standard values for angle ϕ:
2ϕ = 29.9625◦ and 2ϕ = 3.6125◦. Results in Table 1
give values of the one-pixel error in estimation of the
angle θ for different values of parameters θ and ϕ.
From results in Table 1 we can conclude that the
error is much bigger in case of smaller angle ϕ than in
case of bigger angleϕ. The second conclusion is that the
value of the error is getting bigger when the value of the
angle θ is getting closer to the value of the angle ϕ. This
is true regardless of the value of the angle ϕ. This two
conclusions are also evident from Fig. 6: possible depth
estimations lie on concentric circles centered in the
center of the system and the distance between circles
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Table 1. The one-pixel error in estimation of the angle θ , where
r = 30 cm and θ0 = 0.2◦ (Eqs. (1) and (3)).
θ − θ02 θ θ + θ02
(a) θ = θ1 = ϕ4 , 2ϕ = 29.9625◦
l (mm) 394.5 398 401.5
l (mm) 3.5 3.5
(b) θ = θ1 = ϕ4 , 2ϕ = 3.6125◦
l (mm) 372.5 400 431.8
l (mm) 27.5 31.8
(c) θ = θ2 = 7ϕ8 , 2ϕ = 29.9625◦
l [mm] 2252.9 2373.2 2507
l (mm) 120.3 133.8
(d) θ = θ2 = 7ϕ8 , 2ϕ = 3.6125◦
l [mm] 1663 2399.6 4307.4
l (mm) 736.6 1907.8
is increasing the further away they lie from the center.
The figure nicely illustrates the fact that in case of a
small angle ϕ, we can estimate only a few different
depths and the fact that the one-pixel error in estimation
of angle θ increases if we move away from the center
of the system.
We would like to get reliable depth estimates but at
the same time we would like that the reconstruction
procedure executes fast. Here we are faced with two
contradicting requirements, since we have to make a
compromise between the accuracy of the system and
the speed of the reconstruction procedure. Namely, if
we like to achieve the maximal possible accuracy then
we would use the maximal possible angle ϕ. But this
means that we would have to search for corresponding
points on a larger segment of the epipolar line. Conse-
quently, the speed of the reconstruction process would
be lower. We would come to the same conclusion if we
want to achieve a higher speed of the reconstruction
procedure. The speed of the reconstruction process is
inversely proportional to its accuracy.
By varying the parameters θ0 and r , we are changing
the size of the error.
6.4. Definition of the Maximal Reliable Depth Value
In Section 6.2 we defined the minimal possible depth
estimation lmin and the maximal possible depth esti-
mation lmax, but we did not write anything about the
meaning of the one-pixel error in estimation of the an-
gle θ for these two estimated depths. Let us examine
the size of error l for these two estimated depths. We
calculate lmin as an absolute value of difference bet-
ween the depth lmin and the depth l for which the
Table 2. The one-pixel error l in estimation of the
angle θ for the minimal possible depth estimation lmin
and the maximal possible depth estimation lmax re-
garding the angle ϕ.
2ϕ = 29.9625◦ 2ϕ = 3.6125◦
lmin 2 mm 19 mm
lmax 30172 mm 81587 mm














Similarly, we calculate the error lmax as an abso-
lute value of difference between the depth lmax and the
depth l for which the angle θ is smaller from the angle


















where variable n denotes a positive number in equation:
n = ϕ div θ02 .
In Table 2 we gathered the error sizes for different
values of angle ϕ. The results confirm statements in
Section 6.3. We can add two additional conclusions:
1) The value of error lmax is unacceptable high and
this is true regardless of the value of the angle ϕ. This is
why we have to sensibly decrease the maximal possible
depth estimation lmax. In practice this leads us to define
the upper boundary of the allowed one-pixel error l in
estimation of the angle θ and with it we subsequently
define the maximal reliable depth value. 2) Angle ϕ
always depends upon the horizontal view angle α of
the camera (Eq. (2)). While the angle α is limited to
around 40◦ for standard cameras, our system is limited
with the angle α when estimating the depth, since in
the best case we have: ϕmax = α2 . Thus our system can
be used only for 3D reconstruction of small spaces.
7. Experimental Results
Figure 7 shows some results of our system. In the case
denoted with (b), we constructed the dense panoramic
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Figure 7. Some results of stereo reconstruction when creating the
depth image for the left eye while angle 2ϕ = 29.9625◦: (a) left
eye panorama, (b) dense depth image/using back-correlation re-
construction time: 6 hours, 42 min., 20 sec., (c) confidence of
estimated depth, (d) dense depth image after weighting/without
back-correlation/reconstruction time: 3 hours, 21 min., 56 sec.,
(e) sparse depth image/without back-correlation/reconstruction time:
38 seconds. The time needed for the acquisition of panoramic images
is not included in the reconstruction time.
image, which means that we tried to find a corre-
sponding point on the right eye panorama for every
point on the left eye panorama. Black color marks the
points on the scene with no depth estimation associated.
Otherwise, the nearer the point on the scene is to the
rotational center of the system, the lighter the point
appears in the depth image.
In the case denoted with (d), we used the informa-
tion about the confidence in estimated depth (case (c)),
which we get from the normalized correlation estima-
tions. In this way, we eliminated from the dense depth
image all the associated depth estimates which do not
have a high enough associated confidence estimation.
Lighter the point appears in case (c), more we trust in
the estimation of normalized correlation for this point.
In the case marked with (e), we created a sparse depth
image by searching only for the correspondences of
feature points on input panoramic images. The feature
points we used were vertical edges on the scene, which
were derived by filtering the panoramic images with
the Sobel filter for searching vertical edges (Faugeras,
1993; Ishiguro et al., 1992).
If we use a smaller value for angle ϕ, i.e. ϕ =
3.6125◦, the reconstruction time would be up to eight
times smaller from presented ones. All results were
generated by using a correlation window of size
(2n+1) × (2n+1), n = 4. We searched for correspond-
ing points only on the panoramic image row, which was
determined by the epipolar geometry.
Since it is hard to evaluate the quality of generated
depth images given in Fig. 7, we will present the recons-
truction of the room from the generated depth image.
Then we will be able to evaluate the quality of gener-
ated depth image and consequently the quality of the
system. The result of the (3D) reconstruction process
is a ground-plan of the scene. The following properties
can be observed in Fig. 8: 1) Big dot near the center
of the reconstruction shows the center of our system.
2) Other big dots denote features on the scene for which
we measured the actual depth by hand. 3) Small black
dots are reconstructed points on the scene. 4) Lines
between black dots denote links between two succes-
sively reconstructed points.
The result of the reconstruction process based on
the 68th row of the depth image when we used back-
correlation and weighting is given in Fig. 8. Black dots
are reconstructed on the basis of estimated depth val-
ues, which are stored in the same row of the depth
image. The features on the scene marked with big dots
are not necessarily visible in the same row.
Let us end this section with the demonstration of
the reconstruction error. The error function on the
manually measured points on the scene is evaluated
in Table 3.
8. Summary and Future Work
We presented an exhaustive analysis of our mosaic-
based system for construction of depth panoramic
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Table 3. The comparison between the manually measured actual distances and estimated depths (Eq. (1))
for some features on panoramic images. It is given for different values of the angle ϕ and r = 30 cm. Please
remember that we can calculate only 149 different depth values if we are using the angle ϕ = 29.9625◦ and
only 18 different depth values if we are using the angle ϕ = 3.6125◦ (Section 6.3).
Estimated depth l (cm) Difference l − d (cm (% of d))
for 2ϕ for 2ϕ
Feature marked
in Fig. 8 with
Actual distance
d (cm) 3.6125◦ 29.9625◦ 3.6125◦ 29.9625◦
1 111.5 89.4 109 −22.1 (−19.8%) −2.5 (−2.2%)
2 95.5 76.7 89.3 −18.8 (−19.6%) −6.2 (−6.5%)
3 64 53.8 59.6 −10.2 (−15.9%) −4.4 (−6.9%)
4 83.5 76.7 78.3 −6.8 (−8.1%) −5.2 (−6.2%)
5 92 89.4 89.3 −2.6 (−2.8%) −2.7 (−2.9%)
6 86.5 76.7 82.7 −9.8 (−11.3%) −3.8 (−4.4%)
7 153 133.4 159.8 −19.6 (−12.8%) 6.8 (4.4%)
8 130.5 133.4 135.5 2.9 (2.2%) 5 (3.8%)
9 88 76.7 87.6 −11.3 (−12.8%) −0.4 (−0.5%)
10 92 89.4 89.3 −2.6 (−2.8%) −2.7 (−2.9%)
11 234.5 176.9 213.5 −57.6 (−24.6%) −21 (−9%)
12 198 176.9 179.1 −21.1 (−10.7%) −18.9 (−9.5%)
13 177 176.9 186.7 −0.1 (−0.1%) 9.7 (5.5%)
Figure 8. On top is a ground-plan showing the result of the reconstruction process based on the 68th row of the depth image. We used
back-correlation and weighting for angle 2ϕ = 29.9625◦. The corresponding depth image is shown in the middle picture. For orientation, the
reconstructed row and the features on the scene for which we measured the actual depth by hand are shown in the bottom picture. Note that the
features on the scene marked with big dots and associated numbers are not necessarily visible in this row.
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images using only one standard camera. We demon-
strated the following: the procedure for creating
panoramic images is very long and can not be ex-
ecuted in real time under any circumstances (us-
ing only one camera); epipolar lines of symmetri-
cal pair of panoramic images are image rows; based
on the equation for estimation of depth l (Eq. (1)),
we can effectively constraint the search space on
the epipolar line; confidence in estimated depth is
changing: bigger is the slope of the function l curve,
smaller is the confidence in estimated depth; if we
observe the reconstruction time, we can conclude
that the creation of dense panoramic images is very
expensive.
The essential conclusions are: 1) Such systems can
be used for 3D reconstruction of small spaces. 2)
With respect to the presented reconstruction times
(Fig. 7) we could conclude that the reconstruction pro-
cedure could work in nearly real time, if we work
with 8-bit grayscale images, with lower resolution,
if we create the sparse depth image of only part of
the scene and/or simply if we use a faster computer.
This could be used for robot navigation (Ishiguro,
1992).
A further time reduction in panorama building can
be achieved: instead of building the panorama from
only one column of the captured image, we could
build the panorama from the wider stripe of the cap-
tured image (Prihavec and Solina, 1998). Thus, we
would increase the speed of the building process.
If we use this idea in our system, we know that
within the stripe the angle ϕ is changing. However,
the question is how this influences the reconstruction
procedure.
In the future we intend to enlarge the vertical field
of view of panoramic images, address the precision of
vertical reconstruction and use the sub-pixel accuracy
procedure.
Our future work is directed primarily in the devel-
opment of an application for the real time automatic
navigation of a mobile robot in a room.
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