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ON THE STRUCTURE OF LORENZ MAPS
PAULO BRANDA˜O
Abstract. We study the non-wandering set of C3 contracting Lorenz maps f with neg-
ative Schwarzian derivative. We show that if f doesn’t have attracting periodic orbit,
then there is a unique topological attractor. Precisely, there is a transitive compact set Λ
such that ωf (x) = Λ for a residual set of points x ∈ [0, 1]. We also develop in the context
of Lorenz maps the classical theory of spectral decomposition constructed for Axiom A
maps by Smale.
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Figure 1. Dynamics of the Flow
1. Introduction
In the famous work of Lorenz [29], studying the solution of the following system of dif-
ferential equations (1) in R3 originated by truncating Navier-Stokes equations for modeling
atmospheric conditions
x˙ = −10x+ 10y (1)
y˙ = 28x− y − xz
z˙ = −8
3
z + xy
it appears for the first time what was thought to be an attractor with characteristics that
became, a posteriori, the ones that defines a “strange attractor” (Nevertheless, for a long
time, no one proved that this attractor in the original Lorenz work exhibits in fact these
characteristics. It was later shown by Tucker [51] that it does).
Then, V.S. Afraimovich, V.V. Bykov, L.P. Shil’nikov, in [4] and Guckenheimer and
Williams, in [21], introduced Lorenz-like attractors that are models similar to Lorenz’s one
that exhibited, in fact, the same peculiar characteristics of the Lorenz attractor.
This model consists of considering a hyperbolic singularity with one dimensional unstable
manifold such that, in a linearizable neighborhood, the separatrices can be considered as
one of the coordinate axes, say x, and that returns to this neighborhood cutting transver-
sally the plane z = constant, with the eigenvalues λ2 < λ3 < 0 < λ1 (see Figure 1 ), and
the expanding condition λ3 + λ1 > 0.
In [21] Guckenheimer and Williams show that if you fix a system with such an attractor
then, in a neighborhood U you have structural stability in codim 2, and in any representa-
tive family of types you have always one attractor attracting the neighborhood constructed
in figure 1, so the finitude of attractors is guaranteed, as required by Palis conjecture.
In [3], Arneodo, Coullet and Tresser present an attractor obtained in the same way as
the one obtained by Guckenheimer and Williams, just modifying the relation between the
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Figure 2. Poincare´ and Induced One dimensional Maps
eigenvalues of the singularity, taking λ3 + λ1 < 0 . Then we have a contracting Lorenz
attractor.
We can consider the Poincare´ map of the square
Q = {|x| ≤ cte; |y| ≤ cte; z = cte} into itself, having the returns as in figure 2 .
On the other hand, we can exhibit in Q a foliation by one dimensional leaves, invariant
by this Poincare´ map, and such that this contracts exponentially its leaves. Then we have
the induced one dimensional map like f in Figure 2, that motivated the approach using
the ideas in the work of Benedicks and Carleson [6] adopted by Rovella to show in the
2-parameter space a positive measure set of transitive chaotic attractors alternating their
existences with open and dense sets of hyperbolic ones (see [45] for details).
1.1. One dimensional Lorenz Maps. We say that a C2 map f : [0, 1] \ {c} → [0, 1],
0 < c < 1, is a Lorenz map if f(0) = 0, f(1) = 1, f ′(x) > 0 ∀x ∈ [0, 1] \ {c}. A Lorenz
map is called contracting if limx→c f ′(x) = 0.
In the study of an expansive Lorenz map (or even a Lorenz map with bounded log |f ′|,
see [5]), one can bypass most of the difficulties using the expansivity (or the distortion
control in the case that log |f ′| is bounded). For example, in these cases there are no
wandering intervals. For a contracting Lorenz map, as limx→c f ′(x) = 0, the discontinuity
at the critical point together with derivative equal to zero make the study of its dynamics
much more complicated.
We will focus here in the study of the non-wandering set Ω(f) of the contractive Lorenz
maps (see picture 4) and also of its topological attractors.
For maps of the interval, critical points and critical values play fundamental roles in the
study of dynamics. From this point of view, Lorenz maps are of hybrid type. Indeed, these
maps have a single critical point, as the unimodal maps, but two critical values, as the
bimodal ones.
To point out the ambivalence of these maps (with respect to unimodal and bimodal
maps) let’s consider two settings. The first one, is when we have some expansion in the
orbits of the critical values (for example, a Collet-Eckmann condition). In this case we
may expect the existence of absolutely continuous invariant measures µ with respect to
Lebesgue measure. In this case, it is not difficult to show that the attractor will be the
support of µ and it will be an orbit of interval.
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Figure 3.
Figure 4.
This orbit of interval will contain the critical point in its interior. Furthermore, as in
the unimodal case, there will be a single metrical attractor.
Indeed, the basin of this attractor is an open and dense set (in particular, residual) and
has full measure.
The second setting for Lorenz maps we want to discuss as a motivation is when we do not
observe any expansion along the orbit of the critical values. Now, we may think that the
points that come close to the critical point follow the critical orbits for a long time. As in
this case the critical orbits are recurrent (or yet more, for example suppose we don’t have
any weak repeller nor any attracting periodic point, so that we know, by Man˜e’s Theorem,
that c ∈ ωf (x) for Lebesgue almost every x) before they go very far from the orbit of the
critical points these points will likely go again near the critical point, where it will have
a strong contraction and come close again the orbit of the critical value. That is, one
may expect that ωf (x) ⊂ O+f (v0) ∪ O+f (v1). Whenever ωf (v0) 6= ωf (v1), it is reasonable
to expect that part of the points follow ωf (v0) and other part follow ωf (v1), building two
attractors.
This reasoning can be reinforced by the following toy model, introduced to us by Charles
Tresser, the Plateau maps.
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Figure 5.
In the plateau model, the critical region is an interval. For example, if f is an unimodal
map without any weak repeller and as in the picture (5), we can produce a plateau map
by taking ft(x) = min{t, f(x)}. The dynamics of an “unimodal” plateau map split in two
different dynamical blocks: the set Λ of the points whose orbits avoid the critical region
C(ft) = [c0, c1] := f−1(t) and the set Γ of the points that eventually fall in the critical
region, i.e., Γ := {x ; O+ft(x) ∩ C(ft) 6= ∅}. Using Man˜e’s Theorem (as we have taken f
without any weak repeller), we obtain that Lebesgue almost every point belongs to Γ.
Thus, ωft(x) = ωft(t) for Lebesgue almost all x ∈ [0, 1]. Moreover, Γ is residual on [0, 1]
(indeed, the interior of Γ is an open and dense set). This means that A := ωft(t) is at the
same time the topological and the metrical attractor for ft.
In 1979, Guckenheimer ([20]) proved the unicity of the topological attractors for the
S-unimodal maps. The unicity of the metric attractors was proved by Blokh and Lyubich
in the end of the 80s (in ([7]) and ([8])). This way, the number of attractors both topo-
logical and metric obtained for the unimodal case matches the number of attractors of the
corresponding toy model.
The dynamics of “Lorenz” plateau maps will decompose in three blocks: (1) the set
Λ of points whose orbits avoid the critical region C(ft) := [c0, c1], (2) the set of points
thats eventually go into the left side of the critical region and follow this critical value, i.e.,
Γ0 := {x ; O+ft(x)∩ [c0, c)} and (3) the points that visit the right side and follow its critical
value, that is, Γ1 := {x ; O+ft(x) ∩ (c, c1]}. By Man˜e, Leb(Λ) = 0. On the other hand,
Leb(Γ0) > 0 < Leb(Γ1). Thus, if ωft(c0) 6= ωft(c1) we will get two attractors Λ0 := ωft(c0)
and Λ1 := ωft(c1), each one having a basin containing an open set. Futhermore, one can
choose the values t0 and t1 in such a way that both Γ0 and Γ1 are distinct Cantor sets,
providing a situation in which more than simple periodic orbits, we have two non-periodic
distinct attractors that attract distinct positive measure sets.
Despite of this indication, we prove in Theorem C that also in this second setting, there
is one single topological attractor (at least, if f has negative Schwarzian derivative), that
is, the behavior of the contracting Lorenz looks like the unimodal maps, instead of the
bimodal maps, that admits up to two attractors.
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Figure 6.
In the sequel we will be devoted to the development of the understanding of the dynamics
of Lorenz maps in a very classical sense, namely, in terms of the decomposition of their
non-wandering sets.
A point x is said to be non-wandering if for any neighborhood U 3 x, ∃n ≥ 1 such that
fn(U) ∩ U 6= ∅. The set of all non-wandering points is the non-wandering set Ω(f).
Much of the understanding of the qualitative behavior of dynamical systems follows
from the description of Axiom A diffeomorphisms satisfying the no-cycle condition. These
diffeomorphisms have non-wandering sets that decompose into a finite number of transitive
sets and admit a filtration, and using this, Smale [46] has shown their stability. The same
kind of structure was constructed for unimodal maps by Jonker and Rand [24], that have
non-wandering sets decomposed in a similar way (although possibly in an infinite countable
number of pieces).
One may observe that this kind of result in the context of unimodal or multimodal maps
is usually obtained applying Milnor-Thurston Theorem, that is no longer valid in our case,
as we don’t have a continuous map. So, we had to construct an alternative way to prove
transitivity instead of using the semi-conjugacy with a piecewise affine map that is usually
used for unimodal or multimodal maps.
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2. Main Results
Definition 2.1 (Lorenz Maps). We say that a C2 map f : [0, 1] \ {c} → [0, 1], 0 < c < 1,
is a Lorenz map if f(0) = 0, f(1) = 1, f ′(x) > 0 ∀x ∈ [0, 1] \ {c}. A Lorenz map is called
contracting if limx→c f ′(x) = 0.
Given n ≥ 1, define fn(c−) = limx↑c fn(x) and fn(c+) = limx↓c fn(x). The critical values
of f are f(c−) and f(c+).
Given x ∈ [0, 1] \ {f(c−), f(c+)}, set the pre-image of x as usually, that is, f−1(x) =
{y ∈ [0, 1] ; f(y) = x}. If x ∈ {f(c−), f(c+)} set f−1(x) = {c} ∪ {y ∈ [0, 1] ; f(y) = x}.
Given a set X ⊂ [0, 1], define f−1(X) = ⋃x∈X f−1(x). Inductively, define f−n(x) =
f−1(f−(n−1)(x)), where n ≥ 2. The pre-orbit of a point x ∈ [0, 1] is the set O−f (x) :=⋃
n≥0 f
−n(x), where f 0(x) := x.
Denote the positive orbit of a point x ∈ [0, 1]\O−f (c) by O+f (x), i.e., O+f (x) = {f j(x); j ≥
0}. If x ∈ O−f (c), let O+f (x) = {x, f(x), · · · , fmx−1(x), c}, with fmx(x) = c. Define
O+f (c−) = {fn(c−) ; j ≥ 0} and also O+f (c+) = {fn(c+) ; j ≥ 0}.
The set of accumulation points of the positive orbit of x ∈ [0, c) ∪ {c−, c+} ∪ (c, 1] is
denoted by ωf (x), the ω-limit set of x. The α-limit set of x, αf (x), is the set of points y
such that y = limj→∞ xj for some sequence xj ∈ f−nj(x) with nj → +∞.
We say I is a wandering interval of f if f i(I) ∩ f j(I) = ∅ for i 6= j > 0 and the ω-limit
set of I is not equal to a single periodic orbit.
Following Milnor in [38], we say that a compact set A is a topological attractor if its
basin β(A) = {x;ωf (x) ⊂ A} is residual in an open set and also that each closed forward
invariant subset A′ which is strictly contained in A has a topologically smaller basin of
attraction, i.e., β(A) \ β(A′) is residual in an open set.
Definition 2.2 (Periodic Attractor). A periodic attractor is a finite set Λ such that
interior({x ; ωf (x) = Λ}) 6= ∅.
There are two types of periodic attractors: periodic orbits and the super-attrctors. A
super-attractor is a finite set Λ = {p1, · · · , pn, c} such that f(pi) = pi+1 for 1 ≤ i < n,
f(pn) = c and lim0<ε↓0 f(c+ ε) = p1 or lim0<ε↓0 f(c− ε) = p1.
Given a periodic point p, say fn(p) = p, we say that this periodic orbit O+f (p) is an
attracting periodic orbit if ∃ > 0 such that (p, p+ ) or (p− , p) ⊂ β(O+f (p)).
A weak repeller is a periodic point p of f such that it is non-hyperbolic and it is not a
periodic attractor.
Definition 2.3 (Chaotic attractors). We say that an attractor (topological or metrical) Λ
is a chaotic attractor if Λ is transitive, periodic orbits are dense in it (Per(f) ∩ Λ = Λ),
its topological entropy htop(f |Λ) is positive and ∃λ > 0 and a dense subset of points x ∈ Λ
such that their Lyapounov exponents, expf (x), are greater than λ, where
expf (x) := lim inf
1
n
log |Dfn(x)|. (2)
Definition 2.4 (Wild attractors). We say that an attractor (topological or metrical) Λ is
wild if Λ is transitive but is not the maximal transitive set that contains it.
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In [38], Milnor has given examples where the metrical attractor contains the topological
one and vice-versa (see examples 5 and 6 of the Appendix of [38]). He also asked if the
topological and metrical attractors were always the same for unimodal maps with negative
Schwarzian derivative. For S-unimodal maps, Milnor already knew from Guckenheimer’s
work [20] that if they are not the same, the metrical attractor has to be inside the topo-
logical one and, as both are transitive, the metrical attractor must be a wild attractor by
the definition above. For quasi-quadratic maps (i.e., f with Sf < 0 and non-degenerate
critical point: |f ′′(c)| 6= 0, see details in [30]), Lyubich has shown in 1994 that the topo-
logical attractors obtained by Guckenheimer coincide with the metrical ones obtained in
([7]). The question if the coincidence of topological and metrical attractors was a general
phenomenon was open till 1996 when Bruin, Keller, Nowicki and van Strien [10] exhibit ex-
amples of unimodal maps of the type λ(1−|2x−1|`) (with big `) having metrical attractor
distinct to the topological one.
We say that a Lorenz map f is a Cherry map if there is a neighborhood J of the critical
point such that the first return to J is semi-conjugated to an irrational rotation. In this
case, there is a minimal compact set Λ such that ωf (x) = Λ 3 c ∀x ∈ J . A Cherry attractor
is a minimal compact set contained in the interior of its basin of attraction and such that
rotf (x) = ρ /∈ Q ∀x ∈ β(Λ), where rotf (x) is the rotation number of x.
A renormalization interval for f is an open interval J = (a, b) 3 c such that the first
return map to (a, b) is conjugated to a Lorenz map. The points of the boundary of a
renormalization interval J = (a, b) are always periodic points and
fperiod(a)([a, c)) ⊂ [a, b] ⊃ fperiod(b)((c, b]).
An attractor Λ of a contracting Lorenz map f is a Solenoidal attractor (or Solenoid)
if Λ ⊂ ⋂∞n=0Kn, where Kn = (⋃j=0 fperiod(an)([an, c))) ∩ (⋃period(bn)j=0 f j((c, bn])) and
{Jn = (an, bn)}n is an infinite nested chain of renormalization intervals.
A Contracting Lorenz map f : [0, 1]\{c} → [0, 1] is called non-flat if there exist constants
α > 1, a, b ∈ [0, 1] and C2 orientation preserving diffeomorphisms φ0 : [0, c]→ [0, a1/α] and
φ1 : [c, 1]→ [0, b1/α] such that
f(x) =
{
a− (φ0(c− x))α if x < c
1− b+ (φ1(x))α if x > c
.
Theorem A. Let f be a non-flat contracting Lorenz map having neither weak repellers nor
periodic attractors. Then there is a compact set Λ that is transitive, positively invariant
(indeed f(Λ) = Λ) such that its basin β(Λ) is a residual set in the whole interval. We have
that Λ is one and only one of the following types:
(1) Cherry attractor and in this case ωf (x) = Λ in an open and dense set of points
x ∈ [0, 1].
(2) Solenoidal attractor and in this case ωf (x) = Λ in a residual set of points x ∈ [0, 1].
(3) Chaotic attractor that can be of two kinds:
(a) Finite union of intervals, in this case ωf (x) = Λ in a residual set of points
x ∈ [0, 1].
(b) Cantor set and in this case there are wandering intervals.
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Theorem B. Let f be a non-flat contracting Lorenz map without weak repellers nor peri-
odic attractors. Then f has a single topological attractor Λ. Moreover, f has no wandering
interval if and only if αf (x) = [0, 1],∀x ∈ Λ
Next theorem goes deeper in the classification provided by Theorem A, as it distinguishes
two possible situations for item (3)(b) of that theorem, as it didn’t state the Cantor set
Λ was ωf (x) for a residual set of x ∈ [0, 1], but only that its basin contains such a set.
Indeed this is not generally true, as we may construct an example of a wild attractor Λ′ as
defined above, contained but different to Λ that (3)(b) says that exists. That is, situation
(3)(b) splits in two possibilities. Either Λ attracts a residual set whose ω-limit coincides
with Λ, or it properly contains another Cantor set that has this property. And we want to
emphasize it by stating the two possibilities separately.
We say that a C3 map f has negative Schwarzian derivative if its Schwarzian derivative,
Sf , is negative in every point x such that Df(x) 6= 0, where
Sf(x) =
D3f(x)
Df(x)
− 3
2
(
D2f(x)
Df(x)
)2
(3)
Theorem C. Let f be a C3 non-flat contracting Lorenz map with negative Schwarzian
derivative. If f has a periodic attractor Λ then either β(Λ) is an open and dense set with
full Lebesgue measure or there is one more periodic attractor Λ′ such that β(Λ∪Λ′) is open
and dense with full Lebesgue measure.
If f does not have periodic attractor then there is a single transitive topological attractor
Λ with ωf (x) = Λ for a residual set of points x ∈ [0, 1] and it is one of the following types:
(1) Cherry attractor.
(2) Solenoidal attractor.
(3) Chaotic attractor of one of the two following kinds:
(a) Finite union of intervals
(b) Cantor set (this case occurs only if there is a wandering interval).
(4) Wild Cantor attractor (also only with the occurrence of wandering intervals).
At this point it worths mentioning that (metrical, at least) wild Cantor attractors do
occur, as we know we can relate a symmetric unimodal map to a Lorenz map (see Sec-
tion 10.0.3 of the Appendix), translating most of the features of one into the other, and so
we can build the example given by [10] for a Lorenz map.
Corollary D. Let f be a C3 non-flat contracting Lorenz map with negative Schwarzian
derivative without periodic attractors.
(1) The topological attractor contains the metrical one.
(2) If the topological attractor is not a cycle of intervals then the topological attractor
and the metrical one coincide.
Finally we obtain the stratification of the non-wandering set for the Lorenz maps, Ω(f).
Theorem E (Spectral Decomposition of Lorenz Maps). Let f be a C3 non-flat contracting
Lorenz map with negative Schwarzian derivative. Then, there is nf ∈ N∪{∞}, the number
of strata of the decomposition of f , and a collection of compact sets {Ωn}0≤n≤nf such that:
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(1) Ω(f) =
⋃
0≤j≤nf Ωj.
(2) Each Ωn is a forward invariant set (f(Ωn) = Ωn) and
(i) Ω0 =

[0, 1] if f(c+) = 0 and f(c−) = 1
{0} if f(c+) > 0 and f(c−) = 1
{1} if f(c+) = 0 and f(c−) < 1
{0, 1} if f(c+) > 0 and f(c−) < 1
• Ωn ∩ Ωm = ∅ ∀ 0 ≤ n 6= m < nf ;
• if Ωn∩Ωm 6= ∅ for n < m then (n,m) = (nf−1, nf ) and in this case Ωnf−1∩Ωnf
consist of one or two periodic orbits and c− or c+ are pre-periodic.
(ii) f restricted to Ωj is topologically transitive for all 0 < j < nf .
(iii) Ωnf is either a transitive set or the union of a pair of attracting periodic orbits.
(3) For each 0 < j < nf there is a decomposition of Ωj into closed sets
Ωj = X0,j ∪X1,j ∪ · · · ∪X`j ,j
such that #(Xa,j∩Xb,j) ≤ 1 when a 6= b, the first return map to X0,j is topologically
exact (in particular, topologically mixing) and, for each i ∈ {1, · · · , `j}, there is
1 ≤ si,j ≤ `j such that f si,j(Xi,j) ⊂ X0,j.
Related works on contracting Lorenz maps. The initial results on contracting Lorenz maps
(and contracting Lorenz flows) are from beginning of the decade of 1980. Among the main
names in this decade and the first half of the 1990’s, we cite C. Tresser, A. Arneodo,
L. Alseda`, A. Chenciner, P. Coullet, J-M. Gambaudo, M. Misiurewicz, A. Rovella, R.F.
Williams (see [3, 11, 15, 14, 50, 45]). From the end of the 20th century until now the
main contributions are from M. Martens and W. de Melo [32] and G. Keller and M.
St. Pierre [48]. We also can cite results on the existence of SRB-measures (R. Metzger
[33]), combinatorial structure of contracting Lorenz maps (Labarca and Moreira [27, 26]),
thermodynamical formalism (M.J. Pac´ıfico and M. Todd [43]), construction of contracting
Lorenz maps (and flows) in higher dimensions (V. Araujo, A. Castro, M.J. Pac´ıfico, and
V. Pinheiro [1]).
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3. Some Useful Results on Schwarzian Derivative
We begin this section by stating some known results that will be useful in the sequel.
Recall the definition of Schwarzian derivative given in equation ( 3).
An important property of maps with negative Schwarzian derivative is the Minimum
Principle:
Proposition 3.1 (Minimum Principle, see [37]). Let T be a closed interval with end-points
a, b and f : T → R a map with negative Schwarzian derivative (Sf < 0). If Df(x) 6= 0 for
all x ∈ T then
|Df(x)| > min{|Df(a)|, |Df(b)|}, ∀x ∈ (a, b).
One of the consequences of the Minimum Principle is that maps with negative Schwarzian
derivative do not admit weak repellers:
Corollary 3.2 (See [37]). If U ⊂ R is an open set and f : U → R is a C3 map with
Sf < 0 then f does not admit weak repellers.
Theorem 1 (Singer). If I ⊂ R is an interval and f : U → I is a C3 map with negative
Schwarzian derivative then
(1) the immediate basin of any attracting periodic orbit contains either a critical point
of f or a boundary point of I;
(2) each neutral periodic point is attracting;
(3) there exists no interval of periodic points.
In particular, the number of non-repelling periodic orbits is bounded if the number of critical
points of f is finite.
The corollary below is a slight generalization of Singer’s result for maps defined on an
interval.
Corollary 3.3. Let U ⊂ I be an open subset of an interval I = [a, b] containing ∂I. Let
f : U → I be a C3 map with negative Schwarzian derivative such that f(∂I) ⊂ ∂I and
limU3x→y f ′(x) = 0 ∀ y ∈ ∂U \ ∂I. If we define the critical set of f , Cf , by
Cf = {y ∈ U ; lim
U3x→y
f ′(x) = 0}
then we obtain the same conclusion of Singer’s Theorem, that is,
(1) the immediate basin of any attracting periodic orbit contains either a critical point
of f or a boundary point of I;
(2) each neutral periodic point is attracting;
(3) there exists no interval of periodic points.
In particular, the number of non-repelling periodic orbits is bounded if the number of critical
points of f is finite.
Proof. If p is an attracting periodic orbit of period n, let T 3 p be the connected component
of the domain of fn (i.e., Dom(fn) :=
⋂n−1
j=0 f
−j(U)) that contains p. As p is an attracting
fixed point to fn|T , we can apply Singer’s Theorem and obtain that the immediate basin of p
contains a point q ∈ ∂T or c ∈ Cfn = {y ∈ U ; limU3x→y(fn)′(x) = 0}. Of course, if q ∈ ∂T
belongs to the immediate basin of p for fn|T then q also belongs to the immediate basin of
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O+f (p) with respect to f . In the second case, the chain rule says that limU3x→c f ′(f j(x)) = 0
for some 0 ≤ j < n. Thus, c′ := limU3x→c f j(x) ∈ Cf and it is in the immediate basin of
p′ := f j(p) ∈ O+f (p) with respect to f .
The items 2 and 3 follow also from applying Singer’s Theorem to the restriction of fn
to the connected components of Dom(fn).

Corollary 3.4. If f is a C3 contracting Lorenz map with negative Schwarzian derivative
then f has, at most, two periodic attractors.
Combining Singer’s Theorem above with Man˜e’s Theorem (see Section 4.1) (and also
the fact that every expanding set in the interval has zero Lebesgue measure), it easily
follows that if a S-unimodal map f : [0, 1] → [0, 1] has a periodic attractor then its basin
is open and dense in [0, 1] and has full Lebesgue measure. In contrast, as a contracting
Lorenz map f : [0, 1] \ {c} → [0, 1] can not be continuously extended to the interval, the
proof that for a contracting Lorenz map with negative Schwarzian derivative the existence
of a periodic attractor implies that Lebesgue almost every point is attracted to a periodic
attractor does not follows easily from the theorems cited above. This result can be found
in St. Pierre’s Ph.D. thesis ([48]).
Theorem 2 ([48]). Let f : [0, 1] \ {c} → [0, 1] be a C3 non-flat contracting Lorenz map
with negative Schwarzian derivative. If f has a periodic attractor, then there is an open
and dense set B ⊂ [0, 1] with full Lebesgue measure (Leb(B) = 1) such that every x ∈ B
belongs to the basin of some periodic attractor.
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4. The Dynamics of c-phobic Sets
4.1. The Transport of Gaps. Given an interval I, let I˚ be its interior (when we say
“an interval” we will be assuming that it is non-trivial, i.e., with non-empty interior). If
∃k ≥ 0 such that c ∈ fk(I˚), define θ(I), the order of I, by
θ(I) = min{k ≥ 0 | c ∈ fk(I˚)}.
If there is no such k, let θ(I) =∞.
Theorem 3 (Man˜e [36]). Let f : [a, b] → R be a C2 map. If U is an open neighborhood
of the critical points of f and every periodic point of [a, b] \ U is hyperbolic and expanding
then ∃C > 0 and λ > 1 such that
|Dfn(x)| > Cλn
for every x such that {x, · · · , fn−1(x)} ∩ U = ∅.
Theorem 4 (See Theorem 2.6 in Chapter III of [37]). Every uniformly expanding set of a
C1+ map of the interval has zero Lebesgue measure.
Lemma 4.1. Let f : [0, 1] \ {c} → [0, 1] be a C2 contracting Lorenz map. If f does not
have any weak repeller nor periodic attractor then
c ∈ ωf (x) for Lebesgue almost every x.
Furthermore, if J ⊂ [0, 1] is an open set with c ∈ J then ΛJ := {x ; O+f (x) ∩ J = ∅} is an
uniformly expanding set and Leb(ΛJ) = 0. Also, #(O+f (x) ∩ J) = ∞ for Lebesgue almost
all x.
Proof. Let J ⊂ [0, 1] be an open set with c ∈ J . Consider any C2 map g : [0, 1]→ [0, 1] such
that g|[0,1]\J = f |[0,1]\J (see Figure 7). By Man˜e’s theorem ΛJ is a uniformly expanding set
for g. Thus, ΛU is a uniformly expanding set for f , because g|ΛJ = f |ΛJ . By Theorem 4,
Leb(ΛJ) = 0.
Now we can state that in this setting c ∈ ωf (x) for Lebesgue almost all x ∈ [0, 1].
This follows from the fact that ∀x such that c 6∈ ωf (x), ∃J 3 c such that x ∈ ΛJ . The
set of all points whose ω-limit do not contain c is
⋃
J3c ΛJ for some J . By definition, if
K ⊃ J 3 c, ΛJ ⊃ ΛK , then if we take a sequence of nested intervals Jn containing c
with length going to zero, say, Jn = (c− 1/n, c + 1/n) then every J in the collection that
defined
⋃
J3c ΛJ contains some interval of the type Jn and as J ⊃ Jn implies ΛJ ⊂ ΛJn ,⋃
J3c ΛJ ⊂
⋃
Jn,n∈N ΛJn , a countable union of zero Lebesgue measure sets, hence
⋃
J3c ΛJ
has Lebesgue measure zero.
Also, #(O+f (x) ∩ J) = ∞ for Lebesgue almost all x. Consider x1 the first point in the
orbit of x that visit J , consider U1 to be any interval of the kind Jn = (c − 1/n, c + 1/n)
that doesn’t contain x1, then consider x2 to be the first point of the orbit of x1 that visit
U1, and so on, we build a sequence of different points in the orbit of x converging to c. 
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Figure 7.
Definition 4.2 (c-Phobic sets). Given J ⊂ [0, 1] an open set with c ∈ J we will call
ΛJ = {x ; O+f (x) ∩ J = ∅} the J-phobic set of [0, 1], the expanding set generated by J that
avoids it, and the c-phobic set of [0, 1] the set of points that do not infinitely approach c:
Λc = {x; c 6∈ ωf (x)} , and we just saw both have Lebesgue measure zero.
An open interval I = (a, b) containing the critical point c is called a nice interval of f
if O+f (∂I) ∩ I = Ø (where O+f (X) denotes the positive orbit of X by f , that is, O+f (X) =⋃
x∈X{f j(x), j ∈ N}).
We will denote the set of nice intervals of f by N = N (f) and the set of nice intervals
whose border belongs to the set of periodic points of f by Nper = Nper(f), that is, Nper =
{I ∈ N ‖ ∂I ⊂ Per(f)}.
Definition 4.3 (Gaps generated by a nice interval). Given a nice interval J , let CJ be the
set of connected components of [0, 1] \ΛJ . An element of CJ is called a gap of ΛJ or a gap
generated by J .
Proposition 4.4. Let J be a nice interval of a C2 contracting Lorenz map f : [0, 1]\{c} →
[0, 1]. If f does not have neither periodic attractors nor weak repellers then:
(1) ΛJ is a uniformly expanding set, Leb(ΛJ) = 0 and Leb(
⋃
I∈CJ I) = 1;
(2) θ(I) = min{` ≥ 0 ; f `(I) ∩ J 6= ∅} ∀ I ∈ CJ ;
(3) f θ(I)|I is a diffeomorphism and f θ(I)(I) = J ∀ I ∈ CJ .
Proof. The first item follows from Lemma 4.1. Given I ∈ CJ , let n = min{j ≥ 0 ; f j(I) ∩
J 6= ∅} and let
i(`) =
{
0 if f `(I) ⊂ [0, c)
1 if f `(I) ⊂ (c, 1]
be the itinerary of I for 0 ≤ ` < n. Set T0 = [0, c) and T1 = (c, 1]. As fn|I = f |fn−1(I) ◦
f |fn−2(I) ◦ · · · ◦ f |I and f |f`(I) = f |Ti(`) |f`(I) is a diffeomorphism ∀0 ≤ ` < n then fn|I is a
diffeomorphism.
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Write (a, b) = I. As a, b ∈ Λ and f(Λ) ⊂ Λ, we get fn(a), fn(b) /∈ J . On the other hand,
c ∈ fn(I) = (fn(a), fn(b)). So fn(I) ⊃ J . Suppose that fn(I) % J . Thus, ∃ p ∈ fn(I)∩∂J .
In this case let q = (fn|I)−1(p) ∈ I. Note that f `(q) ∩ J = ∅ ∀0 ≤ ` < n, as f `(q) ∈ f `(I).
Furthermore, as J is a nice interval, f j(∂J) ∩ J = ∅ ∀ j ≥ 0. So f `(q) /∈ J ∀ j ≥ 0. That
is, q ∈ ΛJ . But this is impossible, as q ∈ I and I is a connected component of [0, 1] \ ΛJ .
Thus, fn(I) = J . Finally, as c ∈ fn(I) and c /∈ f `(I) ∀0 ≤ ` < n (because f `(I) ∩ J = ∅
∀0 ≤ ` < n), we get that n = θ(I). 
4.2. Cylinders, branches, extensions and etc. Given an interval I, If θ(I) < ∞, we
define Î, the branch domain for I, as the closure of the maximal open interval I containing
the interior of I such that f θ(I)|I is monotone. If θ(I) =∞, define Î as the closure of the
maximal interval T containing the interior of I such that fk|T is monotone for every k ≥ 0.
When W ⊂ [0, 1] is such that θ(W ) < ∞ we define the branch of f associated to W ,
denoted by FW , as the continuous extension of f
θ(W )|W to Ŵ , where W is the interior of
Ŵ . Of course that Ŵ = Ŵ and so,
FW = FŴ ,
for all (non trivial) interval W .
We will denote the image of a map g by Im(g). Of course that
Im(FI) = Im(FÎ) = FI(Î) = FÎ(Î).
If J ∈ N , let us denote
ĈJ = {Î | I ∈ CJ}.
If p ∈ Per(f) define I(p) as the maximal interval containing p such that fperiod(p)|I(p) is
monotone.
Given a periodic nice interval J = (a, b) ∈ Nper let UJ be the set of all periodic nice
interval (a′, b′) ∈ Nper containing the closure of J , [a, b], such that period(a′) ≤ period(a)
and period(b′) ≤ period(b).
Definition 4.5 (ξJ : Root of a Periodic Nice Interval J). Let J = (a, b) ∈ Nper and suppose
that #Pern(f) < +∞ ∀n ≥ 1, where Pern(f) = {p ; fn(p) = p}. Define the root of J
denoted by ξJ as the the smallest interval belonging to UJ , i.e., ξJ is the interval I ∈ UJ
such that I ⊂ V for all V ∈ UJ . Of course that
ξJ =
⋂
V ∈UJ
V.
Set ξ(0, 1) = (0, 1). Thus, whenever there is only a finite number of periodic points for
a given period, the root of any periodic nice interval is well defined.
4.3. On the structure of c-phobic sets. In this section we will study the set ΛJ , J =
(p, q) ∈ Nper when p and q belong to the same orbit. In this case, as we will show, the set
ΛJ is not a perfect set. Indeed ∀I ∈ CJ , ∂I consists of isolated points of ΛJ . Furthermore,
we will characterize ξJ with the combinatorial information of ∂J and show that if a point
x ∈ ξJ \ J does not belongs to the pre-orbit of p then x eventually falls into J , i.e.,
O+f (x) ∩ J 6= ∅.
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Lemma 4.6. Let f : [0, 1] \ {c} → [0, 1] be a C2 contracting Lorenz map. If J = (p, q) ∈
Nper and ΛJ does not contain periodic attractors or weak repellers then the following state-
ments are equivalent:
(1) ΛJ is not a perfect set;
(2) ∃I ∈ CJ \ {J} such that ∂I ∩ ∂J 6= ∅;
(3) O+f (p) = O+f (q);
(4) ∃(p˜, q˜) ∈ CJ such that O+f (p˜) = O+f (q) or O+f (p) = O+f (q˜);
(5) ∀I ∈ CJ , ∂I consists of isolated points of ΛJ .
Proof. (1) =⇒ (2). If ΛJ is not perfect, there exists x ∈ ΛJ , x an isolated point. So,
∃W0 = (a, x) and W1 = (x, b), W0,W1 ∈ CJ . Let’s consider s = θ(W0) < θ(W1) = u. In
this case, f s(W0) = J = (p, q) and f
s(W1) = (q, f
s(b)) is as required. The case s > u is
analogous.
(2) =⇒ (3). Suppose that I = (a, p) ∈ CJ (the case I = (q, a) is analogous). As f is
orientation preserving and f θ(I)(I) = J we have that f θ(I)(p) = q and then O+f (p) = O+f (q).
(3)⇐⇒ (4). We have only to check that (4) implies (3), because J ∈ CJ . As p and q are
periodic points, if O+f (p˜) = O+f (q) (the other case is analogous) then p˜ is a periodic point.
As f is orientation preserving where monotonous, (fn(p˜), fn(q˜)) = fn((p˜, q˜)) = (p, q),
where n = θ((p˜, q˜)). Thus O+f (q) = O+f (p˜) = O+f (p).
(3) =⇒ (5). Suppose that I = (a, b) ∈ CJ and that a is not an isolated point (the
case of b is analogous). Then we have that there exists a sequence In = (pn, qn) ∈ CJ such
that pn < qn < a and lim pn = a. We also have that there is a neighborhood V of [a, b]
such that f θ(I)|V is a diffeomorphism. For every n big enough we have that In ⊂ V and
then I ′n = (p
′
n, q
′
n) = (f
θ(I)(pn), f
θ(I)(qn)) = f
θ(I)(In) ∈ CJ . Observe that p′n < q′n < p and
lim p′n = p. Let l be such that f
l(p) = q and W is a neighborhood of p such that f l|W is a
diffeomorphism. To every n big enough we will have that I ′n ⊂ W . Observe also that to n
sufficiently big, p < f l(p′n) < f
l(q′n) < f
l(p) = q. That is, f l(I ′n) $ J , what is an absurd,
as I ′n ∈ CJ .
(5) =⇒ (1). Straightforward.

Corollary 4.7. Let f : [0, 1]\{c} → [0, 1] be a C2 contracting Lorenz map. If J = (p, q) ∈
Nper and ΛJ does not contain periodic attractors or weak repellers then ΛJ is a Cantor set
if and only if O+f (p) 6= O+f (q).
It follows from Lemma 4.6 that if J = (a, b) ∈ Nper with O+f (a) = O+f (b) that a and b
are isolated points of ΛJ . So, there is some (a−1, a) ∈ CJ , i.e., (a−1, a) is the connected
component of [0, 1] \ ΛJ with a in its boundary and different to J . Analogously, there is
some (a−2, a−1) ∈ CJ and so on. Thus, there is a sequence an such that ... < a−(m+1) <
a−m < ... < a−1 < a0 = a < b = a1 < a2 < ... < an < an+1 < ... and An = (an, an+1)
belong to CJ ,∀n ∈ Z. About these we can state the following
Theorem 5 (The structure of CJ and ξJ for J imperfect). Let f : [0, 1] \ {c} → [0, 1]
be a C2 contracting Lorenz map. Let J = (a, b) ∈ Nper be such that ΛJ does not contain
periodic attractors or weak repellers. Let (α, β) = ξJ . If O+f (a) = O+f (b) then
(1) period(α) = min{u|fu(A−1) = Aj, j ≥ 0};
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(2) I(α) ⊃ [α, a];
(3) FI(α)([α, a]) ⊃ [α, b];
(4) FI(α)(An) = An+γ+1 ∀n ≤ −1, where γ ≥ 0 is given by Aγ = FI(α)(A−1);
(5) if I ∈ CJ and I ⊂ (α, a) then ∃ i ∈ {0, ..., γ} and n ≥ 1 such that FI = FAi◦(FI(α))n;
(6) {I ∈ CJ | I ⊂ (α, a)} = {An}n≤−1.
Analogously we have
(1′) period(β) = min{v|f v(A1) = Ak, k ≤ 0};
(2′) I(β) ⊃ [b, β];
(3′) FI(β)([b, β]) ⊃ [a, β];
(4′) FI(β)(An) = An+ρ−1 ∀n ≥ 1, where ρ ≤ 0 is given by Aρ = FI(β)(A1);
(5′) if I ∈ Cj and I ⊂ (b, β) then ∃ i ∈ {ρ, ..., 0} and n ≥ 1 such that FI = FAi ◦(FI(β))n;
(6′) {I ∈ CJ | I ⊂ (b, β)} = {An}n≥1.
Proof. Let l = min{k ≥ 0|fk(A−1) = Aj, for some j ≥ 0} and γ ≥ 0 such that f l(A−1) =
Aγ. As A−1 ∈ CJ , f θ(A−1) is a diffeomorphism in a neighborhood of A−1, and as l ≤ θ(A−1),
we have that f l is a diffeomorphism in a neighborhood of A−1.
Claim. f l is a diffeomorphism in a neighborhood of [a−k, a0] ∀ k ≥ 1 and also, f l(A−j) =
Aγ+1−j, ∀ j ≥ 1.
Proof. We have seen this holds for k = 1 and we will show by induction that if it holds for
n it also holds for n+ 1.
Suppose this wasn’t true. Then, ∃ q ∈ A−(n+1) and s < l such that f s(q) = c.
In this case, as f i(A−n) ∩ J = ∅ ∀ 0 ≤ i < θ(A−n) (because A−n ∈ CJ), either b ∈
f s(A−(n+1)) or b = f s(a−n). In the first situation, it follows that f l−s(b) ∈ f l(A−(n+1)) and
so, f l−s+θ(f
l(A−(n+1)))(b) ∈ J , what contradicts the fact that J is nice and b never visits J .
The second situation implies f s(A−n) = A1. As s < l, and as by the induction hypothesis
f l is a diffeomorphism in a neighborhood of A−n, so is f s, and as A−n, ..., A−1 is a sequence
of contiguous intervals such that f s(A−n) = A1 and A−(n−1) is in the right side of A−n,
then f s(A−(n−1))∩A2 6= ∅ (A2 is in the right side of A1). As all these Aj and their images
by f before reaching J are components of CJ , if they intersect any other, they are the same
component, so f s(A−(n−1)) = A2. Successively we have that f s(A−1) = An, n > 0, what
denies the minimality of l. Then both cases lead to an absurd.
The contiguousness argument provides f l(A−j) = Aγ+1−j as stated. 
Consider W the maximal interval containing A−1 such that f l|W is continuous. Let F a
continuous extension of f l|W to W . We have shown above that Aj ⊂ W , ∀j < 0. Sequence
{an}n<0 converges to a point a−∞ ∈ W . As F is continuous in this compact set W ,
F (a−∞) = F (limn→−∞ an) = limn→−∞ F ( an) = limn→−∞ f l(an) = limn→−∞ an+1 = a−∞.
If a−∞ ∈ ∂W , a−∞ would be a periodic super-attractor. As we are supposing f has no
kind of attractors, a−∞ belongs to the interior of W . Thus, f l(a−∞) = F (a−∞) = a−∞.
Claim. period(a−∞) = l.
Proof. Suppose that f s(a−∞) = a−∞ for some 0 < s < l. Taking n sufficiently big and for
a neighborhood Va−∞ , ∃A−n ∈ Va−∞ such that f s(A−n) = A−m ⊂ Va−∞ (as we have that
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the components CJ have to map exactly onto components of CJ) and n > m (for otherwise
a−∞ would be an attractor).
This way we may again use an argument of transposing the contiguous intervals by finite
steps that we used above, what give us f s(A−n) = A−m ⇒ f s(A−1) = A(n−m)−1. As we
have taken l minimum such that this condition occurs, then s = l. 
At this point of the proof, we already have
(i) period(a−∞) = l;
(ii) FI(a−∞) = f
l|I(a−∞) with I(a−∞) ⊃
⋃
n≤−1An = [a−∞, a];
(iii) FI(a−∞)([a−∞, a]) =
⋃
n≤γ An ⊃
⋃
n≤0An = [a−∞, b].
We also have
FI(a−∞)(An) = An+γ+1 ∀n ≤ −1. (iv)
Claim. O+f (a−∞) ∩
⋃
n∈ZAn = ∅.
Proof. Otherwise ∃ i > 0 and j ∈ Z such that f i(a−∞) ∈ [aj, aj+1). In this case, let
V = (a−∞, δ) with δ > 0 small such that f i|V is a homeomorphism and f i
(
(a−∞, δ)
) ⊂
(aj, aj+1) = Aj. Note that one can findm << 0 such that Am ⊂ V , because An = (an, an+1)
and an ↓ a−∞ when n → −∞. So, f i+θ(Aj)|Am is a homeomorphism and f i+θ(Aj)(Am) =
f i+θ(Aj)(Am) ⊂ f θ(Aj)(Aj) = J , but this is impossible as Am ∈ CJ . 
A completely analogous reasoning proves that sequence {an}n>0 converges to a periodic
point a+∞ > b with period r = min{v|f v(A1) = Ak, k ≤ 0} and such that O+f (a+∞) ∩⋃
n∈ZAn = ∅.
Moreover, taking ρ ≤ 0 so that f r(A1) = Aρ, we have
(i′) period(a+∞) = r;
(ii′) FI(a+∞) = f
r|I(a+∞) with I(a+∞) ⊃
⋃
n≥1An = [b, a+∞];
(iii′) FI(a+∞)([b, a+∞]) =
⋃
n≤ρAn ⊃
⋃
n≥0An = [a, a+∞].
We also have
FI(a−∞)(An) = An+ρ−1 ∀n ≥ 1. (iv′)
Claim. (a−∞, a+∞) = ξJ .
Proof. Note that (a−∞, a+∞) =
⋃
n∈ZAn is a periodic nice interval (because
(O+f (a−∞) ∪
O+f (a+∞)
) ∩ ⋃n∈ZAn = ∅) with period(a−∞) < period(a) and period(a+∞) < period(b)
(observe that by construction period(a−∞) = l = min{k ≥ 0|fk(A−1) = Aj, for some
j ≥ 0} ≤ θ(A−1) < period(a)) .
Thus, to prove the claim we only have to show that there is no periodic nice interval
(p, q) such that (a−∞, a+∞) % (p, q) ⊃ [a, b].
Indeed, if exists (p, q) ∈ Nper such that (a−∞, a+∞) % (p, q) ⊃ [a, b] then ∃x ∈ {p, q}
such that x ∈ (a−∞, a) ∪ (b, a+∞). In this case, x ∈ Aw for some w ∈ Z and then
f θ(Aw)(x) ∈ f θ(Aw)(Aw) = [a, b] ⊂ (p, q), but this is impossible as (p, q) is a nice interval. 
As α = a−∞ and β = a+∞, it follows from (i),(i′),(ii),(ii′),(iii),(iii′),(iv) and (iv′) the
items (1),(1′),(2),(2′),(3),(3′),(4), (4′), (6) and (6′) of the Proposition.
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Claim. If (α, a) ⊃ I ∈ CJ then FI = FAi ◦ (FI(α))k for some i ∈ {0, ..., γ} and k ≥ 1.
Proof. Note that {I ∈ CJ | I ⊂ (α, a)} = {An}n≤−1. Given (α, a) ⊃ I ∈ CJ , write I = Am,
with m ≤ −1, and let k = min{s ≥ 0 | (FI(α))s(Am) /∈ {An}n≤−1}. Of course that k ≥ 1.
By (iv),
FI(α)({An}n≤−1) = {FI(α)(An)}n≤−1 = {An}n≤γ =
= {An}n≤−1 ∪ {A0, ..., Aγ}.
So, (FI(α))
k(Am) ∈ {A0, ..., Aγ}. Writing Ai = (FI(α))k(Am), we get J = FAi(Ai) =
FAi ◦ (FI(α))k(Am) and so, FI = FAm = FAi ◦ (FI(α))k. 
The claim above proves item (5) of the Proposition and a completely analogous reasoning
proves item (5′), completing the proof of the Proposition.

Corollary 4.8. Let f : [0, 1] \ {c} → [0, 1] be a C2 contracting Lorenz map. Let J =
(a, b) ∈ Nper with O+f (a) = O+f (b) and such that ΛJ does not contain periodic attractors or
weak repellers. If p ∈ Per(f) ∩ ξJ then either p ∈ O+f (a) or O+f (p) ∩ J 6= ∅. Furthermore,
if x ∈ ξJ and O+f (x) ∩ J = ∅ then x ∈ O−f (a).
Proof. Write (α, β) = ξJ . It follows from items (6) and (6′) of the Theorem 5 that (α, β) =⋃
n∈ZAn unionmulti
⋃
n∈Z ∂An. If p ∈ Aj for some j then f θ(Aj)(p) ∈ f θ(Aj)(Aj) = J . On the other
hand, if p /∈ Aj ∀ j ∈ Z then p ∈ ∂Aj for some j ∈ Z. Thus, f θ(Aj)(p) ∈ f θ(Aj)(∂Aj) =
{a, b}. This implies that x ∈ ξJ and O+f (x) ∩ J = ∅ then x ∈ O−f (a). As a consequence, if
p ∈ ξJ is periodic and O+f (p) ∩ J = ∅ then p ∈ O+f (a) (= O+f (b)). 
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5. First Return Maps to Nice Intervals
Given an interval J = (a, b) denote the first return map to J by FJ : J∗ → J . That
is, FJ(x) = fR(x)(x), where J∗ = {x ∈ J ; O+f (f(x)) ∩ J 6= ∅} and R(x) = min{j ≥ 1 ;
f j(x) ∈ J}. By Lemma 4.1, if c ∈ J then Leb(J \ J∗) = 0. Let PJ be the collection of
connected components of J∗.
Lemma 5.1. If J = (a, b) is a non-empty open interval then every I ∈ PJ is an open set
and R|I is constant.
Proof. Let I ∈ PJ and x ∈ I. Let n = R(x). fn is a continuous function (defined on
[0, 1] \⋃n−1k=0 f−j(c)). Thus, every point y /∈ ⋃n−1k=0 f−j(c) sufficiently close to x will return
to J at the same time of x. Thus, I is open and, as I is connected, R(y) = R(x) for every
x ∈ I. 
Lemma 5.2. Let J = (a, b) be an interval with c ∈ J . The following three statements are
true.
(1) If a < c and O+f (a) ∩ (a, b) = ∅ then
(a)
(
(p, q) ∈ PJ and p 6= c
)⇒ FJ((p, q)) = (a, fR|(p,q)(q));
(b)
(
(p, q) ∈ PJ and q < c
)⇒ FJ((p, q)) = J.
(2) If b > c and O+f (b) ∩ (a, b) = ∅ then
(a)
(
(p, q) ∈ PJ and q 6= c
)⇒ FJ((p, q)) = (fR|(p,q)(p), b);
(b)
(
(p, q) ∈ PJ and p > c
)⇒ FJ((p, q)) = J.
(3) If J is a nice interval then(
I ∈ PJ and c /∈ ∂I
)⇒ FJ(I) = J.
Proof. Of course (3) is a consequence of (1) and (2). Assume that I = (p, q) ∈ PJ and
p 6= c. Let n = R|I . As O+f (a) ∩ J = ∅, if p = a then fn(p) ≤ a. If fn(p) < a then
fn(p + ε) < a for ε > 0 sufficiently small. This is an absurd, as n is a return time to
p + ε ∈ I. Thus, fn(p) = a whenever p = a. So, consider now a < p. As n is the
first return time of I to (a, b), f j(I) ∩ (a, b) = ∅ for every 0 < j < n. Thus, f j(p) 6= c
∀ 0 ≤ j < n. Thus fn is continuous in (p − δ, p + δ) for a sufficiently small δ > 0. As a
ON THE STRUCTURE OF LORENZ MAPS 21
ca b
a
b
ca b
a
b
ca b
a
b
ca b
a
b
ca b
a
b
ca
a
b
b
Figure 8. Some examples of first return maps to a nice interval.
consequence, if a < fn(p) < b then, taking δ > 0 small, n will be the first return time for
(p− δ, q) to (a, b), contradicting I ∈ PJ . So, fn(p) = a proving (a). Yet in the hypothesis
of (1), suppose q < c. Then, we also are in the hypothesis of (a), and similarly to what
we’ve done to p, as q 6= c, as n is the first return time of I to (a, b), f j(I) ∩ (a, b) = ∅
for every 0 < j < n implies also that f j(q) 6= c ∀ 0 ≤ j < n and (similar reasoning) that
fn(q) = b, proving (b)
Analogously (2) follows. 
Corollary 5.3. If J = (a, b) is an interval with c ∈ J then the following statements are
true.
(1) If a < c and O+f (a) ∩ (a, b) = ∅ then
a ∈ ∂I for some I ∈ PJ ⇔ a ∈ Per(f).
(2) If b > c and O+f (b) ∩ (a, b) = ∅ then
b ∈ ∂I for some I ∈ PJ ⇔ b ∈ Per(f).
Proof. If I = (a, q) ∈ PJ (the case I = (q, b) is analogous) and n = R|I , it follows from
Lemma 5.2 that fn(a) = FJ(a) = a. That is, a is a periodic point.
Now suppose that a ∈ Per(f) or a is a super attractor (the proof for b is analogous).
Thus, there is n > 0 such that limδ↓0 fn(a + δ) = a and f j(a) /∈ [a, b) 3 0 ∀0 < j < n.
As fn is well defined, continuous and monotone on (a, a + ε) for some ε > 0 and as f
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preserves orientation, we get fn(x) ∈ (a, b) for every x > a sufficiently close to a and that
f j(x) /∈ (a, b) ∀, 0 < j < n. Thus, there is some I = (a, q) ∈ PJ . 
Lemma 5.4. If J = (a, b) is a nice interval then there are sequences an, bn ∈ J ∩ Per(f)
such that
(1) limn an = a and limn bn = b;
(2) O+f (an) ∩ (an, b) = ∅ and O+f (bn) ∩ (a, bn) = ∅.
Proof. We will show the existence of a sequence an ∈ J ∩ Per(f) with limn an = a such
that O+f (an) ∩ (an, b) = ∅. Assume that a /∈ Per(f), otherwise take an = a. Let I0 =
(p0, q0) ∈ PJ such that I0 ⊂ (a, c). By Lemma 5.2, as a is not periodic we get p0 6= a. Thus
there is some I1 ∈ PJ with I1 ⊂ (a, p0). In particular, c 6= ∂I1. Again by Lemma 5.2 we
get FJ(I1) = fn1(I1) = J . Thus, there is a fixed point a1 ∈ I1 of fn1|I1 . As n1 = RJ(I1) it
follows that f j(a1) /∈ (a, b) for every 0 < j < n and so, {a1} = O+(a1) ∩ (a, b). From this
we get O+(a1) ∩ (a1, b) = ∅. Again, writing I1 = (p1, q1), it follows as before that a 6= p1
and so there is some I2 ∈ PJ such that I2 ⊂ (a, p1). Proceeding as before we get a periodic
point a2 ∈ I2 satisfying the statement. Inductively we get a sequence an ↘ a of periodic
points with O+(an) ∩ (an, b) = ∅. Analogously one can get the sequence bn ↗ b.

Lemma 5.5 (Homterval lemma). Let f : [0, 1] \ {c} → [0, 1] be a contracting Lorenz map
and I an open interval, I ⊂ [0, 1]. Then either ∃n such that fn|I is a homeomorphism
and c ∈ fn(I) or I is a wandering interval or there is a periodic attractor Λ such that
I ∩ β(Λ) 6= ∅ or there is a weak repeller.
Proof. This is a well known result, and it is usual to define a homterval (as named by
Misiurewicz) as being an interval on which f j is monotone ∀j ≥ 0, see, for example, [20].
Suppose I is not a wandering interval. Then, there will be k < ` for which fk(I)∩f `(I) 6=
∅, define fk(I) = (a, b). If there is no such n such that c ∈ fn(I) we may consider the
union (a, b) ∪ (f `−k(a), f `−k(b)), and this is an interval, as their intersection is non-empty.
Then T :=
⋃∞
j=0 f
(`−k)j(I) is a positively invariant homterval. As f does not have weak
repellers (in particular, f j is not the identity in intervals ∀ j > 0), if F is the continuous
extension of f `−k|T to T then F has a fixed point on p ∈ T . This implies that there is a
periodic attractor Λ with p ∈ Λ. Furthermore, ∃ ε > 0 such that Bε(p) ∩ T ⊂ β(Λ). 
Lemma 5.6. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map. If
Per(f) ∩ (0, 1) = ∅ then either f has an attracting periodic orbit (indeed, at least one of
the fixed points is an attractor) or ωf (x) 3 c∀x ∈ (0, 1).
Proof. Suppose this is not the case. That means we can pick a point x ∈ (0, 1) such that
ωf (x) 63 c. Let (a, b) be the connected component of [0, 1] \ O+f (x) containing c. Then
(a, b) ( (0, 1) is a nice interval and then Per(f) ∩ (a, b) 6= ∅ (Lemma 5.4), absurd. 
Lemma 5.7 (Lemma 3.36 of [48]). If f : [0, 1] \ {c} → [0, 1] is a C2 non-flat contracting
Lorenz map then every wandering interval accumulates on both sides of the critical point.
In particular, a wandering interval cannot contain any interval of the form (−r, c) or (c, r).
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Figure 9.
Proof. Suppose we have a wandering interval J that doesn’t accumulates on the right side
of the critical point, say, it never enters a neighborhood (c, c+ ε). So, we can modify f to
coincide with the original function out of this interval, but being C2 in this interval (see
Figure 9). This way, the modified function is a C2 function that will have a wandering
interval, but it can’t happen, according to Theorem A of Chapter IV of [37].

Lemma 5.8. If f : [0, 1] \ {c} → [0, 1] is a non-flat C2 contracting Lorenz map without
periodic attractors or weak repellers then either ∃ δ > 0 such that c ∈ ωf (x) ∀x ∈ (c−δ, c+δ)
or
Per(f) ∩ (0, c) 3 c ∈ (c, 1) ∩ Per(f).
Proof. Suppose that f does not have periodic attractors or weak repellers and suppose
also that @δ > 0 such that c ∈ ωf (x) ∀x ∈ (c − δ, c + δ). In this case, by Lemma 5.6,
Per(f) ∩ (0, 1) 6= ∅. As f does not have periodic attractors or weak repellers, O+f (x) ∩
(0, c) 6= ∅ 6= (c, 1) ∩ O+f (x) ∀x ∈ (0, 1) \ {c}. Thus Per(f) ∩ (0, c) 6= ∅ 6= (c, 1) ∩ Per(f).
Let a = supPer(f)∩ (0, c) and b = inf Per(f)∩ (c, 1). We know that 0 < a ≤ c ≤ b < 1.
If a = b the proof is done. So suppose that a 6= b. We may assume that 0 < a < c ≤ b < 1
(the other case is analogous).
We claim that O+f (a−) ∩ (a, b) = ∅ = (a, b) ∩ O+f (b+). Indeed, if there is a minimum
` ≥ 1 such that f `(a−) ∈ (a, b) then ∅ 6= f `((a− ε, a) ∩ Per(f)) ⊂ (a, b), contradicting the
definition of a and b. With the same reasoning we can show that O+f (b+) ∩ (a, b) = ∅.
Note that ∃n > 0 such that fn((a, c)) ∩ (a, c) 6= ∅. Indeed, (a, c) can not be a wander-
ing interval (Lemma 5.7) and as f does not have periodic attractors, it follows from the
homterval lemma (Lemma 5.5) that fn((a, c)) 3 c for some n ≥ 1. Let ` be the smallest
integer bigger than 0 such that f `((a, c)) ∩ (a, c) 6= ∅. As O+f (a) ∩ (a, c) = ∅, we get
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f `((a, c)) ⊃ (a, c). Thus there is a periodic point p ∈ [a, c) with period `. By the definition
of a, it follows that p = a.
We claim that f `((a, c)) ⊂ (a, b). If not let q0 ∈ f `((a, c)) ∩ Per(f) ∩ [b, 1). Let q =
minO+f (q0)∩ (c, 1) and q′ = (f `|(a,c))−1(q). Of course that a < q′ < c < q and that (q′, q) is
a nice interval. Thus, by Lemma 5.4, Per(f)∩(q′, c) 6= ∅ and this contradicts the definition
of a.
Note that f `((a, c)) 3 c, otherwise f would have periodic attractors or weak repellers.
As a consequence of this and of the claim above, b > c.
As b > c, (a, b) is a nice interval. We already know that f `(a) = a. Moreover, by the
definition of b and Lemma 5.4, b also must be a periodic point. So, let r = period(p). From
the same reasoning of the claim above, we get f r((c, b)) ⊂ ((a, b)).
Thus the first return map to [a, b] is conjugated to a contracting Lorenz map g : [0, 1] \
{cg} → [0, 1]. As @δ > 0 such that c ∈ ωf (x) ∀x ∈ (c− δ, c+ δ), it follows that ∃x ∈ [0, 1]
such that cg /∈ ωg(x). So, it follows from Lemma 5.6 that Per(g) ∩ (0, 1) 6= ∅. As a
consequence, Per(f) ∩ (a, b) 6= ∅. This contradicts the definition of a and b, proving the
lemma.

Proposition 5.9 (“Variational Principle”). Let f : [0, 1] \ {c} → [0, 1] be a non-flat C2
contracting Lorenz map without periodic attractors or weak repellers. Suppose that 6 ∃δ > 0
such that c ∈ ωf (x) ∀x ∈ (c− δ, c+ δ).
Given ε > 0 there exists a unique periodic orbit minimizing the period of all periodic
orbit intersecting (c − ε, c). Analogously, there exists a unique periodic orbit minimizing
the period of all periodic orbit intersecting (c, c+ ε).
Proof. As Per(f) ∩ (c− ε, c) 6= ∅ (Lemma 5.8), let
n = min{period(x) ;x ∈ Per(f) ∩ (c− ε, c)} (4)
and suppose that there are p0, q0 ∈ Pern(f) ∩ (c − ε, c) such that O+f (p0) 6= O+f (q0). Let
p = max{O+f (p0) ∩ (c− ε, c) and q = max{O+f (q0) ∩ (c− ε, c). Thus, O+f (p) ∩ (p, c) = ∅ =
O+f (q) ∩ (q, c). We may assume that q < p.
Figure 10.
Note that fn can not be monotone on (q, p). Indeed, otherwise, if fn is monotone on
(q, p) then fn([q, p]) = [q, p]. As f doesn’t have any weak repeller, fn can not be the
identity on [q, p] and so, fn([q, p]) = [q, p] implies in the existence of an attracting fixed
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point for fn on [q, p]. But this is impossible, as we are assuming that f does not have a
finite attractor.
As fn is not monotone on (q, p), there is 0 < j < n such that f j is monotone on (q, p) and
c ∈ f j((q, p)). Thus, f j(q) < c < f j(p). Moreover, f j(q) < q (because O+f (q) ∩ (q, c) = ∅
and j < n). Thus, f j((q, p)) ⊃ (q, p) (see Figure 10) and this implies in the existence of a
periodic point a ∈ [q, p] ⊂ (c− ε, c) with period j < n, contradicting (4).
The proof for the case (c, c+ ε) is analogous.

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6. Renormalization and Cherry-like maps
Definition 6.1 (Left and right renormalizations). Let J = (a, b) ∈ N and let g : J∗ → J
be the map of first return to J . We say that f is renormalizable by the left side with respect
to J (or, for short, J-left-renormalizable) if (a, c) ⊂ J∗ (this means that g|(a,b) = fn|(a,b)
for some n ≥ 1). Analogously we say that f is renormalizable by the right side with respect
to J (or, for short, J-right-renormalizable) if (c, b) ⊂ J∗.
Definition 6.2. If the first return map to an interval J 6= [0, 1] is conjugated to a Lorenz
map, we say that f is renormalizable with respect to J .
Note that f is renormalizable with respect to J if and only if J ∈ Nper and f is renor-
malizable by both sides (left and right) with respect to J . Moreover, it is easy to check
the following result.
Lemma 6.3. Let J = (a, b) ∈ N . The following statements are equivalent.
(1) f is renormalizable with respect to J .
(2) ( J ) ∗ = [a, c) ∪ (c, b].
(3) c ∈ ∂I ∀ I ∈ (J)∗.
(4) a and b are periodic points,
fperiod(a)([a, c)) ⊂ [a, b] ⊃ fperiod(b)((c, b]).
Proof. (1) =⇒ (2) If f is renormalizable with respect to J = (a, b) ∈ N , this means that
∃m, n such that fm((a, c)) ⊂ (a, b) and fn((c, b)) ⊂ (a, b), fm(a) = a and fn(b) = (b).
So, we have ( J ) ∗ = [a, c) ∪ (c, b]. (2) ⇐⇒ (3) Straightforward. (2) =⇒ (4) If
( J ) ∗ = [a, c) ∪ (c, b], by Corollary 5.3 that a, b ∈ Per(f). As the first return map to J ,
RJ , is constant on [a, c) and also in [c, b] and as RJ(a) = period(a) and RJ(b) = period(b),
then fperiod(a)([a, c) ⊂ [a, b] ⊃ fperiod(b)((c, b]). (4) =⇒ (1) Straightforward.

The interval involved in a (left/right) renormalization is called an interval of (left/right)
renormalization. A map f is non renormalizable if it does not admit any interval of
renormalization.
Definition 6.4 (Renormalization Cycle). Given a renormalization interval J = (a, b),
define the renormalization cycle associated to J (or generated by J) as
UJ =
( period(a)⋃
i=0
f i((a, c))
)
∪
( period(b)⋃
i=0
f i((c, b))
)
.
Definition 6.5 (Nice Trapping Region). We call a set KJ a nice trapping region if it is
the union of gaps of ΛJ (that is, connected component of [0, 1] \ ΛJ , see Lemma 4.1) such
that each gap contains one interval of the renormalization cycle.
Lemma 6.6. Let J = (a, b) be a renormalization interval of a contracting Lorenz map
f : [0, 1] \ {c} → [0, 1], with ` = period(a) and r = period(b). If f `(x) > x ∀x ∈ (a, c),
f r(x) < x ∀x ∈ (c, b) and limx↑c f `(x) > c > limx↓c f r(x) then
O+f (x) ∩ (a, c) 6= ∅ 6= O+f (x) ∩ (c, b) ∀x ∈ J \ O−f (c).
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Therefore, the positive orbit O+f (x) of any x ∈ J \ O−f (c) intersects each connected com-
ponent of the renormalization cycle UJ (and also each connected component of the nice
trapping region KJ).
Proof. Let F : J∗ → J be the first return map to the renormalization interval J . In this
case J∗ = (a, c) ∪ (c, b) and
F(x) =
{
f `(x) if x ∈ (a, c)
f r(x) if x ∈ (c, b) .
For example, suppose that there is y ∈ (a, c) \ O−f (c) such that Fn(y) ∈ (a, c) ∀n ≥ 0.
That is, a < f ` n(y) < c for all n ≥ 0. As f `|(a,c) is an increasing map, we get f `(a) =
a < y < f `(y) < f 2`(y) < · · · < f ` n(y) · · · < c. This implies that limn→∞ f ` n(y) is a
attracting fixed point to f `, contradicting our hypothesis. Thus, there is some n > 0 such
that f ` n(y) = Fn(y) ∈ (c, b). Analogously, if y ∈ (c, b) \ O−f (c) then Fm(y) ∈ (a, c) for
some m > 0. 
Corollary 6.7. Let f : [0, 1]\{c} → [0, 1] be a C2 contracting Lorenz map without periodic
attractors or weak repellers. For any given J = (a, b) renormalization interval f , we have
that
O+f (x) ∩ (a, c) 6= ∅ 6= O+f (x) ∩ (c, b) ∀x ∈ J \ O−f (c).
Proof. Let ` = period(a) and r = period(b). As we don’t have periodic attractors, we
don’t have any super attractor, then limx↑c f `(x) > c > limx↓c f r(x). If there is x ∈ (a, c)
such that f `(x) ≤ x, then f `|(a,c) will have a fixed point that is either an attracting fixed
point or weak repeller for f `|(a,c), but this contradicts the hypothesis that f doesn’t have
any attracting periodic point or weak repeller. The same reasoning applies to f `|(c,b), and
therefore the hypothesis of the corollary implies in the hypothesis of Lemma 6.6. 
Definition 1 (Linked Intervals). We say that two open intervals I1 and I2 are linked if
∂I0 ∩ I1 6= ∅ 6= I0 ∩ ∂I1.
Lemma 6.8. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map without
periodic attractors or weak repellers. Two renormalization intervals of f can never be
linked. Moreover, if J0 and J1 are two renormalization intervals and J0 6= J1 then either
J0 ⊂ J1 or J1 ⊂ J0. In particular, ∂J0 ∩ ∂J1 = ∅.
Proof. Write J0 = (a0, b0) and J1 = (a1, b1). First note that J0 and J1 can not be linked.
Indeed, if they were linked, we would either have a0 < a1 < c < b0 < b1 or a1 < a0 <
c < b1 < b0. We may suppose that a0 < a1 < c < b0 < b1. In this case, a1 ∈ J0 and by
Corollary 6.7. ∅ 6= O+f (a1) ∩ (c, b0) ⊂ O+f (a1) ∩ (a1, b1) = O+f (a1) ∩ J1 contradicting the
fact that J1 is a nice interval.
As J0 ∩ J1 6= ∅ (because both contains the critical point) and as J0 and J1 are not
linked, in follows that either J0 ⊃ J1 or J0 ⊂ J1. We may suppose that J0 ⊃ J1. In
this case, as J0 6= J1 we have three possibilities: either a0 < a1 < c < b1 = b0 or
a0 = a1 < c < b1 < b0 or J0 ⊃ J1. If a0 < a1 < c < b1 = b0, we can use again Corollary 6.7
to get O+f (a1)∩J1 6= ∅. On the other hand, if a0 = a1 < c < b1 < b0, the same Corollary 6.7
implies that O+f (b1) ∩ J1 6= ∅. In both cases we get a contradiction to the fact that J1 is a
nice interval. Thus, the remaining possibility is the true one.
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
Lemma 6.9. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map without
periodic attractors or weak repellers. Furthermore, suppose that @δ > 0 such that c ∈
ωf (x) ∀x ∈ (c − δ, c + δ). If J = (a, b) is a renormalization interval then there is a
unique periodic orbit that minimizes the period inside J , i.e., if p, q ∈ Per(f) ∩ J and
period(p) = period(q) = min{period(x) ; x ∈ Per(f)∩J} then O+f (p) = O+f (q). Moreover,
if Lp ∈ Nper is the connected component of [0, 1] \ O+f (p) containing c, where period(p) =
min{period(x) ; x ∈ Per(f) ∩ J}, then
(1) O+f (x) ∩ Lp 6= ∅ for all x ∈ J \ O−f (p);
(2) J ′ ⊂ Lp for all renormalization interval J ′ ⊂ J .
Proof. Let n = min{period(x) ; x ∈ Per(f) ∩ J}. Let p ∈ J ∩ Per(f) be such that
period(p) = n. It follows from Corollary 6.7 that O+f (p)∩ (a, c) 6= ∅ 6= (c, b)∩O+f (p). Now,
from the “Variational Principle” (Lemma 5.9) we get O+f (p) is the unique orbit of period
n intersecting (a, c) and also the unique intersecting (c, b). Thus, it is the only periodic
orbit with period n intersecting J .
Let Lp ∈ Nper be the connected component of [0, 1] \ O+f (p) containing c. By the
minimality of the period of p in J and the definition of ξJ (Definition 4.5), it follows that
ξLp = J . From the corollary of Theorem 5 (Corollary 4.8), we get O+f (x) ∩ Lp 6= ∅ for all
x ∈ J \O−f (p). Of course this also implies that if J ′ ⊂ J is a renormalization interval then
J ′ ⊂ Lp. Indeed, if J ′ 6⊂ Lp then ∂J ′ ∩ J \ Lp 6= ∅. As O+f (∂J ′) ∩ Lp ⊂ O+f (∂J ′) ∩ J ′ = ∅,
it follows from Corollary 4.8 that ∂J ′ ∩ O−f (p) 6= ∅. But as J ′ is a nice interval, we get
∂J ′ ∩ ∂Lp 6= ∅. But this is impossible by Lemma 6.8.

Definition 6.10 (∞-renormalizable). We say that f is∞-renormalizable if f has infinitely
many different renormalization intervals.
Definition 6.11 (Essential periodic attractors). A periodic attractor Λ is called essential
if its local basin contain c− or c+. Precisely, if ∃ p ∈ Λ such that (p, c) or (c, p) is contained
in β(Λ) = {x ; ωf (x) ⊂ Λ} (the basin of Λ).
If a periodic attractor in not essential, it is called inessential. Note the, if f is C3 and
has negative Schwarzian derivative then, by Singer’s Theorem, f does not admit inessential
periodic attractors.
Proposition 6.12. Suppose that f : [0, 1]\{c} → [0, 1] is a C2 non-flat contracting Lorenz
map that does not admit inessential periodic attractors or weak repellers. If Jn is a sequence
of renormalization intervals with Jn % Jn+1 then
⋂
n Jn = {c}.
Proof. Let J =
⋂
n Jn. Write (a, b) = interior J . Suppose for example that a 6= c (the case
b 6= c is analogous). Given x ∈ (a, b) let R(x) = min{j > 0 ; f j(x) ∈ (a, b). As Jn = (an, bn)
are renormalization intervals, then (an, c) only returns to Jn at period(an) (and (c, bn)
at the period of bn), that is, the first return is at the time period(an). So, as R(x) ≥
min{period(an), period(bn)} → ∞. Thus R(x) = ∞ ∀x ∈ (a, b). As f j((a, c)) ∩ (a, b) = ∅
∀ j > 0 (because R ≡ ∞) then f j|(a,c) is a homeorphism ∀ j. By Lemma 5.7, (a, c) is not
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a wandering interval. As f does not have weak repellers, it follows from Lemma 5.5 that
there is a periodic attractor Λ with I ∩ Λ 6= ∅. As f does not have inessential periodic
attractors, there is some q ∈ Λ such that (q, c) or (c, q) ⊂ β(Λ) As q is periodic, q /∈ [a, b].
Thus, q < an < c for some n or c < bn < q. In any case, we get an absurd.

Corollary 6.13. Suppose that f : [0, 1] \ {c} → [0, 1] is a C2 non-flat contracting Lorenz
map that does not admit inessential periodic attractors or weak repellers. If there exists
p ∈ (0, 1) such that αf (p) 3 c /∈ O+f (p) then f is not an infinitely renormalizable map.
Proof. Suppose that Tn is a sequence of two by two distinct renormalizable intervals. By
Proposition 6.12,
⋂
n Tn = {c}. For each n ∈ N, let 0 < rn, `n ∈ N be such that f `n(Tn ∩
(0, c)) ⊂ Tn and f rn(Tn ∩ (c, 1)) ⊂ Tn and let
Un = Tn ∪
( `n−1⋃
j=1
f j((Tn ∩ (0, c))
)
∪
( rn−1⋃
j=1
f j((Tn ∩ (c, 1))
)
.
If p ∈ Un ∀n then c ∈ ωf (p), contradicting our hypothesis. Thus, one can find some
n ≥ 0 such that p /∈ Un. But this is an absurd, because c ∈ αf (p) and so, O−f (p) ∩ Tn 6= ∅.

Theorem 6 (The Solenoid attractor). Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat con-
tracting Lorenz map without inessential periodic attractors or weak repellers. If f is ∞-
renormalizable then there is a compact minimal set Λ, with c ∈ Λ ⊂ ⋂J∈R KJ such that
ωf (x) = Λ ∀x ∈ [0, 1] with c ∈ ωf (x), where R is the set of renormalization intervals of f
and KJ is the nice trapping region of J ∈ R.
Proof. As there are no inessential periodic attractors or weak repellers and as f is ∞-
renormalizable, we conclude that f does admit periodic attractors.
Write R = {Jn}n∈N, with J1 % J2 % J3 % · · · . Note that Jn ⊃ Jn+1 ∀n and also
KJn = interior(KJn) ⊃ KJn+1 ∀n ∈ N. (5)
Thus,
∆ :=
⋂
n∈N
KJn =
⋂
n∈N
KJn .
As each Kn is a trapping region (f(Kn) ⊂ Kn), it is easy to see that ωf (x) ⊂ ∆,
whenever c ∈ ωf (x). Indeed, if c ∈ ωf (x) then O+f (x) ∩ Jn 6= ∅ for every n ∈ N, because
{c} = ⋂n Jn (see Proposition 6.12). Thus ωf (x) ⊂ Kn ∀n.
Let Kn be the collection of connected components of KJn and Kn(y) be the element of Kn
containing y (Figure 11), for any given y ∈ ∆. Let Λ be the (closed) set of y ∈ ∆ such that
there is a sequence ∆ 3 yn → y and N 3 kn →∞ with limn diameter(Kkn(yn)) = 0. Given
any x ∈ [0, 1] with c ∈ ωf (x), we have O+f (x) ∩ Jn 6= ∅ ∀n ∈ N and, by Proposition 6.12,
O+f (x) intersects every element of Kn ∀n. As a consequence, O+f (x) is dense in Λ. That
is,
∆ ⊃ ωf (x) ⊃ Λ for every x such that c ∈ ωf (x). (6)
Claim. Define ∆(y) as the connected component of ∆ containing y. If interior(∆(y)) 6= ∅,
y ∈ ∆, then interior(∆(y)) is a wandering interval.
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Figure 11.
Proof of the claim. If f s(∆(y)) ∩ Jn 6= ∅ then f s(Kn(y)) ∩ Kn(y) 6= ∅ and so, f s(∆(y)) ⊂
f s(Kn(y)) ⊂ Jn. Thus, if c ∈ f s(∆(y)) then we will have f s(∆(y)) ⊂
⋂
n Jn = {c}
(Proposition 6.12), an absurd. This implies, that c /∈ f s(∆(y)) ∀s ∈ N. From Lemma 5.5,
we get that interior(∆(y)) is a wandering interval. 
Now consider y ∈ ∆ \ Λ. We will show that if c ∈ ωf (x), then y 6∈ ωf (x). In this case
there is some ε > 0 such that Bε(y)∩∆ = Bε(y)∩∆(y). Note that ∆(y) 6= {y}, otherwise
limn diameter(Kn(y)) = 0. This implies that interior(∆(y)) 6= ∅ and so, by the claim above,
interior(∆(y)) is a wandering interval. This implies that ωf (x) ∩ interior(∆(y)) = ∅, ∀x.
Thus, Bε(y)∩∆∩Ω(f) = Bε(y)∩∆(y)∩Ω(f) ⊂ {y}. Suppose that y ∈ ωf (x) for some
x such that c ∈ ωf (x). In this case, as ∆ ⊃ ωf (x), we conclude that y is a isolated point of
ωf (x) (indeed, as ωf (x) ⊂ ∆∩Ω(f), we have y ∈ ωf (x)∩Bε(y) = ωf (x)∩Bε(y)∩∆∩Ω(f) =
ωf (x) ∩Bε(y) ∩∆(y) ∩ Ω(f) ⊂ {y}, then this set is {y}).
As y /∈ interior(∆(y)), we may suppose that ∆(y) = [y, b] (the case ∆(y) = [a, y] is anal-
ogous). Taking ε > 0 small enough, we can assume that y+ ε < b. Let n ≥ 1 be such that
y − ε < kn,0(y) < y, where (kn,0, kn,1) := Kn(y). Let mj ∈ N be such that kn,0 < fm1(x) <
fm2(x) < · · · < fmj(x) ↗ y and O+f (x) ∩ (kn,0, y) = {fm1(x), fm2(x), fm3(x), · · · } (Fig-
ure 12).
Choose j0 big enough so that mj > m1 ∀ j ≥ j0. Given j ≥ j0, let Ij = (tj, fm1(x)) be
the maximal interval contained in (kn,0, f
m1(x)) such that fmj−m1|Ij is a homeomorphism.
If kn,0 < tj, there is some 1 ≥ s < mj − m1 s.t. f s((tj, fm1(x))) = (c, fm1+s(x)). By
Corollary 10.4 of the Appendix, #O+f (x) ∩ (c, fm1+s(x)) = ∞, but this will imply that
#O+f (x) ∩ (kn,0, fm1(x)) ≥ #O+f (x) ∩ (tj, fmj(x)) = ∞. An absurd. Thus, tj = kn,0 and
so, Ij = (kn,0, f
m1(x)) ∀ j ≥ j0.
As a consequence, f j|(kn,0 ,fm1 (x)) is a homeomorphism ∀ j ∈ N (because fmj−m1|(kn,0 ,fm1 ) =
fmj−m1|Ij is a homeomorphism ∀ j ≥ j0). But this contradicts the homterval lemma
(Lemma 5.5), as (kn,0 , f
m1(x)) cannot be a wandering interval (kn,0 is pre-periodic) and as
f does not have periodic attractors.
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Figure 12.
For short, if c ∈ ωf (x) then y /∈ ωf (x) for all y ∈ ∆ \ Λ. So, by (6), ωf (x) = Λ when
c ∈ ωf (x). Finally, as Λ ⊂
⋂
J∈R KJ and c ∈ ωf (x) for every x ∈
⋂
J∈R KJ then ωf (x) = Λ
∀x ∈ Λ = da. That is, Λ is minimal and we conclude the proof.

Remark 6.14. Let x, y ∈ [0, 1]\{c}, δ > 0 and j ∈ N. If f j|(y−δ,y+δ) is an homeomorphim
then y ∈ αf (x) ⇐⇒ f j(y) ∈ αf (x).
Lemma 6.15. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map without
periodic attractor. If c ∈ αf (p) for some p 6= c then O−f (p)∩(−δ, c) 6= ∅ and O−f (p)∩(c, δ) 6=
∅ ∀δ > 0.
Proof. Suppose that c ∈ αf (p), p ∈ [0, c)∪ (c, 1]. We may assume that O−f (p)∩ (−δ, c) 6= ∅
∀δ > 0 (the other case is analogous). In this case we have to show that O−f (p) ∩ (c, δ) 6= ∅
∀δ > 0. Suppose by contradiction that O−f (p) ∩ (c, δ0) = ∅ for some δ0 > 0. In this case,
as αf (p) is compact, there is some q > 0 such that (c, q) is a connected component of
[0, 1] \ αf (p).
Claim 1. f j
(
(c, q)
) ∩ (c, q) = ∅ ∀ j > 0.
Proof of the claim: Suppose there is j > 0 such that
f j
(
(c, q)
) ∩ (c, q) 6= ∅. (7)
Let ` be the smallest j satisfying (7). In this case f `|(c,q) is a homeomorphism. If
f `
(
(c, q)
) ⊂ (c, q) then f admits a periodic attractor or a super-attractor, contradicting
our hypothesis. Thus there is some x ∈ {c, q} ∩ f `((c, q)). As both c and q are accu-
mulated by pre-images of p, it follows that x is also accumulated by pre-images of p. So,
32 PAULO BRANDA˜O
αf (p) ∩ (c, q) 6= ∅ (Remark 6.14), contradicting that (c, q) is contained in the complement
of αf (p). (end of the proof of the Claim 1)
It follows from the claim above that f j|(c,q) is a homeomorphism for every j > 0.
Moreover, (c, q) is a wandering interval. Indeed, if f j
(
(c, q)
) ∩ fk((c, q)) 6= ∅, with
j < k, then f j
(
(c, q)
) 6⊃ fk((c, q)), because f j((c, q)) ⊃ fk((c, q)) implies the existence
of a periodic attractor or a super-attractor, contradicting again our hypothesis. Thus,
there is x ∈ {f j(c), f j(q)} belonging to fk((c, q)). As f j(c) and f j(q) ∈ αf (p) we get(
f j|(c,q)
)−1
(x) ∈ αf (p) ∩ (c, q) (Remark 6.14), contradicting again that (c, q) is contained
in the complement of αf (p).
As (c, q) being a wandering interval is a contradiction to Lemma 5.7, we have to conclude
that O−f (p) ∩ (c, δ) 6= ∅ ∀δ > 0. 
Definition 6.16 (Cherry-like). We say that f is a Cherry-like map if it does not have a
periodic or super attractor and there is δ > 0 such that c ∈ ωf (x) for every x ∈ (c−δ, c+δ).
Lemma 6.17. Let f : [0, 1] \ {c} → [0, 1] be a contracting Lorenz map that doesn’t have
weak repellers or periodic attractors. Let p ∈ (0, 1) be such that c /∈ O+f (p) and let (p1, p2)
be the connected component of (0, 1) \ O+f (p) containing the critical point c. If f does not
have a super-attractor then, given y ∈ O−f (p),⋃
j≥0
f j(y, y + ε) ⊃ (p1, c) and
⋃
j≥0
f j(y − ε, y) ⊃ (c, p2),
∀ε > 0.
Proof. Given δ > 0, one can extend f |[0,1]\(c−δ,c+δ) as a smooth g on [0, 1] and apply Man˜e’s
Theorem (note that f does not have weak repellers) to O+g (x) = O+f (x) ∀x ∈ [0, 1] with
x ∈ Λδ = {x ; O+f (x)∩ (c− δ, c+ δ) = ∅}. Thus, this is an uniformly expanding set and so
Leb(Λδ) = 0. As a consequence, O+f (x) ∩ (c− δ, c+ δ) 6= ∅ for Lebesgue almost all x.
As Leb((p, p + ε)) and Leb((p − ε, p)) > 0 whenever ∀ε > 0, there are j1, j2 ≥ 0 such
that f j1|(p−ε,p) and f j2|(p,p+ε) are homeomorphisms and f j1((p− ε, p))∩ (c− δ, c+ δ) 6= ∅ 6=
f j2((p, p+ε))∩(c−δ, c+δ). Moreover, f j2 |(p,p+ε) ⊃ (p1, c−δ) and f j1((p−ε, p)) ⊃ (c+δ, p2),
because O+f (p) ∩ (p1, p2) = ∅ and f j1|(p−ε,p) and f j2|(p,p+ε) preserve orientation.
As a consequence, ⋃
j≥0
f j
(
(p, p+ ε)
) ⊃ ⋃
δ>0
(p1, c− δ) = (p1, c)
and ⋃
j≥0
f j
(
(p− ε, p)) ⊃ ⋃
δ>0
(c+ δ, p2) = (c, p2).
Suppose that y ∈ f−s(p) for some s ≥ 1. There is r > 0 such that f s|(y,y+r) and f s|(y−r,y)
are homeomorphisms. For instance, suppose that f s|(y,y+r) is a homeomorphism. In this
case, f s((y, y + r)) = (p, p+ ε) with ε = f s(y + r)− p. Thus,⋃
j≥0
f j
(
(y, y + r)
) ⊃ ⋃
j≥0
f j
(
f s((y, y + r))
)
=
⋃
j≥0
f j
(
(p, p+ ε)
) ⊃ (p1, c).

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Observe that the hypothesis in the lemma below does not restrict to the case of avoiding
periodic attractors or weak repeller, and because of this it will be used at another point
ahead in a context without any such restriction.
Lemma 6.18. Let f : [0, 1] \ {c} → [0, 1] be a contracting Lorenz map. Write v1 =
sup f([0, c)) and v0 = inf f((c, 1]). Given any x, v0 < x < v1, let Jx = (x1, x2) be the
connected component of [0, 1] \ αf (x) that contains the critical point c. If Jx 6= ∅ then Jx
is a renormalization interval and ∂Jx ⊂ αf (x).
Proof. First note αf (x) ⊃ {0, 1} because, as x ∈ (v0, v1), 0 = limn→∞(f |[0,c))−n(x) and
1 = limn→∞(f |(c,1])−n(x). Thus, Jx is an open interval. Moreover, ∂Jx ⊂ αf (x).
We claim that Jx is a nice interval. Otherwise, consider n the smallest integer n > 0 such
that fn(∂Jx) ∩ Jx 6= ∅. Let i ∈ {1, 2} be so that fn(xi) ∈ Jx. As f j(xi) /∈ Jx ∀0 ≤ j < n,
there is ε > 0 such that fn|(xi−ε,xi+ε) is a homeomorphism. From Remark 6.14 it follows
that fn(xi) ∈ αf (x), contradicting αf (x) ∩ Jx = ∅. Thus, Jx ∈ N .
Now let us check that Jx is a renormalization interval. If not, it follows from Lemma 6.3
that one can find a connected component I = (t1, t2) of the domain of the first return map
to Jx such that c /∈ ∂I. By Lemma 5.2, fk(I) = FJx(I) = Jx, where k = RJx(I). Note
that t1 or t2 ∈ (x1, x2). Suppose that t1 ∈ (x1, x2) (the case t2 ∈ (x1, x2) is similar). As
c /∈ ∂I (and f j(t1) /∈ Jx ∀0 < j < k), there is some small δ > 0 such that fk|(t1−δ,t1+δ) is
a homeomorphism. As fk(t1) = x1 ∈ αf (x), it follows from Remark 6.14 that t1 ∈ αf (x).
But this is impossible as αf (x) ∩ Jx = ∅. 
Corollary 6.19. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map.
Suppose that f doesn’t have a periodic attractor nor a weak repeller. If p ∈ Per(f) then
either O−f (p) ∩ (0, c) 3 c ∈ (c, 1) ∩ O−f (p) or the connected component of [0, 1] \ αf (p), Jp,
is non empty and it is a renormalization interval.
Notation 6.20 (LPer, LSol and LChe). Let LPer denote the collection of contracting Lorenz
maps having periodic attractors. The set of all ∞-renormalizable contracting Lorenz maps
will be denoted by LSol and let LChe be the set of all Cherry-like contracting Lorenz maps.
Lemma 6.21. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map with no
weak repeller and f /∈ LPer ∪ LSol ∪ LChe then c ∈ αf (p) for some p ∈ Per(f).
Proof. If f is not renormalizable let I = (0, 1), otherwise let I = (a, b) be the smallest
renormalization interval of f (we are assuming that f /∈ LPer ∪ LSol ∪ LChe). By lemma
5.6 we can pick a point p ∈ (a, b) that is periodic. So, we have that p ∈ αf (p). As
a consequence, it follows from Corollary 6.19 that O−f (p) ∩ (0, c) 3 c ∈ (c, 1) ∩ O−f (p).
Indeed, if the pre-orbit of p is not accumulating on c by both sides, then Jp 6= ∅ is a
renormalization interval. In this case, as p ∈ αf (p), we get Jp $ (a, b). This is an absurd,
as (a, b) is the smallest renormalization interval.

Proposition 6.22 (Long branches lemma). Let f : [0, 1] \ {c} → [0, 1] be a C2 non-
flat contracting Lorenz map. Suppose that f does not admit a periodic attractor nor a
weak repeller. If αf (p) 3 c /∈ ωf (p) for some p 6= c then there exists ε > 0 such that
O−f (x) ∩ (0, c) 3 c ∈ O−f (x) ∩ (c, 1) for every 0 < |x− c| < ε.
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Moreover, f is not ∞-renormalizable, f is not Cherry-like and Per(f) ∩ (c− δ, c) 6= ∅
6= Per(f) ∩ (c, c+ δ) ∀δ > 0.
Proof. Suppose by contradiction that the main statement is not true. That is, c ∈ W ,
where
W = {x ; c /∈ O−f (x) ∩ (0, c) or c /∈ O−f (x) ∩ (c, 1)}.
By Lemma 6.15, if O−f (x) accumulates on one side of c then O−f (x) will accumulate on
c by both sides. Then, W = {x; c /∈ αf (x)}.
Let (p1, p2) be the connected component of [0, 1] \ O+f (p) that contains c. Choose a
sequence O−f (p) 3 yn → c. As f does not have a periodic attractor, taking a subsequence
if necessary, we get by Lemma 6.17 that⋃
j≥0
f j
(
(yn, yn + ε)
) ⊃ (p1, c) ∀ε > 0,∀n > 0 (8)
and that ⋃
j≥0
f j
(
(yn − ε, yn)
) ⊃ (c, p2) ∀ε > 0,∀n > 0. (9)
As c is accumulated by W , say by the left side (the other case is analogous), choose
some q ∈ (p1, c) ∩W . It follows from (8) that
⋃
j≥0 f
j
(
(yn, c)
) ⊃ (p1, c) 3 q ∀n > 0 (we
are taking ε = |yn − c| in (8)). Thus, there is a sequence yn < qn < c and in → ∞ such
that f in(qn) = q ∀n. This implies that c ∈ αf (q). But this is an absurd because q ∈ W .
Therefore, we can not have c ∈ W and this proves the main part of the Proposition. By
Corollary 6.13, f cannot be ∞-renormalizable and as ωf (y) = ωf (p) 63 c for all y ∈ O−f (p),
it follows that f cannot be Cherry-like. Finally, let us show that Per(f)∩ (c− δ, c) 6= ∅ 6=
Per(f)∩(c, c+δ) ∀δ > 0. For this, let Jn be the connected component of (0, 1)\
⋃n−1
j=0 f
−j(p)
containing the critical point 0. It easy to see that Jn is a nice interval ∀n. As it follows
from Lemma 5.4 that Per(f)∩Jn∩ (−∞, c) 6= ∅ 6= (c,+∞)∩Jn∩Per(f) ∀n, we conclude
the proof.

Observe that is also true that f being Cherry-like also implies Per(f)∩ (u, v) = ∅, (u, v)
being the last interval or renormalization.
It worths observing that the former definition given to Cherry-like maps is closely related
to the usual one (A Cherry map is a contracting Lorenz map f : [0, 1] \ {c} → [0, 1]
such that the restriction of f to the invariant interval [f(c+), f(c−)] is semi-conjugated
to a irrational rotation of a circle, the restriction to (f(0+), f(0−)) is injective but not
necessarily surjective.), according to the next Lemma. In it we will use the concept of
rotation interval that generalizes the concept of rotation number for endomorphisms that
was introduced by Newhouse, Palis and Takens in [41]. Based on their construction, Tresser
and Gambaudo [11, 15] adapted it to the discontinuous and non-injective maps setting.
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Lemma 6.23. Let f : [0, 1] \ {c} → [0, 1] be a contracting Lorenz map. f is Cherry-
like if and only if there is a renormalization interval I such that rot(F ) ∩ Q = ∅, where
F (x) = fR(x)(x) is the first return map to I and rot denotes the rotation interval of f .
Proof. As f is a Cherry-like, then Per(f)∩ (0, 1) = ∅. This implies that rot(f |(v0,v1))∩Q =
∅, for if ∃γ ∈ rot(f) then ∃x such that rot(x) = γ and then if γ ∈ Q ∩ rot(f) there
shall exist x periodic with this rotation number. The converse is also true, for if f is not
Cherry-like, as we observed, Per(f) ∩ (0, 1) 6= ∅ (up to a renormalization, perhaps), and
this gives Per(f)|(v0,v1) 6= ∅. But then, rot(f |(v0,v1)) ∩Q 6= ∅ 
In Section 10.0.4 in the Appendix, we study the attractors of the Cherry-like maps.
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7. Topological Attractors
This section is divided in two subsection. In the the first one, The structure of the
Topological Attractors (Section 7.1), we will be studying the topological attractors for the
contracting Lorenz maps. The core result of this subsection will be Theorem 7, from which
in the second subsection (Section 7.2), we will obtain the main theorems: Theorem A, B
and C.
7.1. The structure of the Topological Attractors. In all Section 7.1, f will be a C2
non-flat contracting Lorenz map f : [0, 1] \ {c} → [0, 1].
Lemma 7.1. If f does not have weak repellers or periodic attractors then
αf (x) 3 c⇒ αf (x) ⊃ Ω(f)
Proof. Let x such that αf (x) 3 c and given y ∈ Ω(f) consider any neighborhood T of y.
As y is non-wandering, there is z ∈ T , (we may assume z 6∈ O−f (c) ∪ O−f (Per(f))) and
j ∈ N such that f j(z) ∈ T .
We claim that there is s ∈ N such that f s((z, f j(z))) 3 c. Indeed, if f s((z, f j(z))) 63
c for any s, then f t|[z,fj(z)] is a well defined homeomorphism, for any t. Observe that⋃
s≥0 f
js(z, f j(z)] is an interval, say, (z, q). Moreover f j((z, q)) ⊂ (z, q). But this would
imply the existence of a periodic or super attractor, what proves the claim.
Let s be as above. As x is such that αf (x) 3 c, we have that O−f (x) ∩ f s(z, f j(z)) 6= ∅
and then O−f (x)∩ T ⊃ O−f (x)∩ (z, f j(z)) 6= ∅ As T is any neighborhood, we can conclude
y ∈ αf (x).

For a Lorenz map f /∈ LPer ∪ LSol ∪ LChe without any weak repeller, let us define
E = {x ∈ (0, 1);αf (x) 3 c}.
By Lemma 6.21 and Proposition 6.22, E contains a neighborhood of c. In the next lemma,
consider (a, b) ⊂ E to be the maximal interval containing c.
Lemma 7.2. ∃` and r > 0 such that f `((a, c)) ⊂ (a, b) ⊃ f r((c, b))
Proof. Suppose ∀j > 0, j ∈ N, is such that f j((a, c))∩(a, b) = ∅. We have that f((a, c)) is a
positive measure set that is contained in the set of points that never visit the neighborhood
(a, b) of the critical point. By Man˜e’s Theorem, this set has Lebesgue measure zero. Then
there is a minimum k such that fk((a, c)) ∩ (a, b) 6= ∅.
Suppose now that fk((a, c)) 6⊂ (a, b). For example, b ∈ fk((a, c)). Then ∃y ∈ fk((a, c))
such that y 6∈ E. But in this case there is a pre-image w of y in (a, b), that is a subset of
E, so, as αf (w) 3 c, αf (y) 3 c, absurd. 
For a Lorenz map f /∈ LPer ∪LSol∪LChe without any weak repeller and ` and r as given
by the former lemma, we define
U = (a, b) ∪ ( `−1⋃
j=1
f j((a, c))
) ∪ ( r−1⋃
j=1
f j((c, b))
) 3 c (10)
and we have that U is a trapping region, that is, f(U \ {c}) ⊂ U.
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It worths observing that given a non-renormalizable Lorenz map f defined in an interval
I such that f has a trapping region, any point in this interval eventually reaches this
trapping region when iterated by f . Also, the non-wandering set within this interval is
necessarily inside U (if this was not true, we would have a non-wandering point y out of
the trapping region that would reach it, by the former observation, and couldn’t leave this
region to be back - and it should, as it is non-wandering).
Lemma 7.3. Let f be a non-renormalizable Lorenz map defined in I and U ⊂ I so that
f(U) ⊂ U, then ∀x ∈ I ∃k > 0 such that fk(x) ∈ U.
Proof. Suppose there is a point x ∈ I such that f j(x) 6∈ U∀j > 1. We consider the set
ωf (x), ωf (x) ∩ U = ∅, and this is an invariant expanding set. So we have periodic points
inside it, say p, and p and its orbit never visit U. Consider now αf (p), this set contains
p and so Jp can’t be I and it can’t also be an empty set, as there couldn’t be the case of
αf (p) ∩ U 6= ∅, as αf (p) couldn’t have points in a trapping region as p is not within it.
So, Jx is a smaller renormalization interval within I, contradiction to the fact that f was
non-renormalizable.

Corollary 7.4. For f /∈ LPer∪LSol∪LChe without any weak repeller we have that αf (x) ⊃
Ω(f) ∀x ∈ U.
Proof. As Lemma 7.1 says αf (x) ⊃ Ω(f) to any x such that c ∈ αf (x), this holds for any
x in U, as this is contained in E. 
Lemma 7.5. For f /∈ LPer ∪ LSol ∪ LChe without any weak repeller, if αf (x) 3 c then
αf (x) ∩ U ⊂ Ω(f) ∩ U.
Proof. Consider x such that αf (x) 3 c. Given y ∈ αf (x) consider any neighborhood V of
y. We may assume V ⊂ U.
Claim 2. y ∈ (V \ {y}) ∩ O−f (x).
Proof. On the contrary, ∃ > 0 such that B(y) ∩O−f (x) = {y}. In this case, we have that
∃n1 < n2 < ... < nj →∞ such that fnj(y) = x. Then
x = fn2(y) = fn2−n1(fn1(y)) = fn2−n1(x).
Observe that if f s(B(y)) 63 c ∀s then writing (α, β) = fn1(B(y)) we have
x ∈ (α, β) and fk(n2−n1)((α, β)) 63 c∀k.
Taking (x, γ) =
⋃
k≥1 f
k(n2−n1)((x, β)) =
⋃
k≥1(x, f
k(n2−n1)(β)) we have fn2−n1|(x,γ) homeo-
morphism and fn2−n1((x, γ)) ⊂ (x, γ).
But this would imply the existence of attracting periodic orbits, that are considered not
to exist. Then, we necessarily have that ∃s such that f s(B(y)) 3 c.
As c ∈ αf (x) we would have that #O−f (x) ∩ B(y) =∞. Again an absurd, proving the
claim. 
Because of the claim we may assume that y ∈ (y, 1) ∩ V ∩ O−f (x) (the proof for the case
y ∈ (0, y) ∩ V ∩ O−f (x) is analogous).
We may take x2 < x1 ∈ (y, 1)∩V ∩O−f (x) such that fn2(x2) = x = fn1(x1) with n1 < n2.
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Claim 3. ∃s ∈ N such that f s([x1, x2)) 3 c
Proof. If c /∈ f s([x1x2)) ∀ s ≥ 0 then
fk(n2−n1)([fn2−n1(x), x)) = fk(n2−n1)+n2([x1, x2)) 63 c, ∀k ∈ N.
As f preserves orientation, fk(n2−n1)|[fn2−n1 (x),x) is a homeomorphism ∀x, so we have
f (k+1)(n2−n1)(x) < fk(n2−n1)(x)∀k > 0.
Then,
⋃
k≥0 f
k(n2−n1)([fn2−n1(x), x)) is an interval (γ, x). Besides that, fn2−n1|(γ,x) is a
homeomorphism and fn2−n1((γ, x)) ⊂ (γ, x).
But this is an absurd, because it would imply the existence of attracting periodic orbits.

Let s ∈ N such that f s([x1, x2)) 3 c. As x1 ∈ U, we have that O−f (x1) accumulates in c
by both sides. Then, O−f (x1) ∩ f s([x1, x2)) 6= ∅.
This implies that ∃x′1 ∈ O−f (x1) ∩ [x1, x2) ⊂ V , say x′1 ∈ f−t(x1) ∩ V . Then,
f t(V ) ∩ V 6= ∅
As V is a neighborhood of y ∈ U that was arbitrarily taken, we may conclude that
y ∈ Ω(f).

Corollary 7.6. For f /∈ LPer ∪ LSol ∪ LChe without any weak repeller, αf (x) ∩ U =
Ω(f) ∩ U,∀x ∈ U.
Corollary 7.7. For f /∈ LPer ∪LSol ∪LChe without any weak repeller, then any connected
component of U \ Ω(f) is a wandering interval.
Proof. Let J = (a, b) connected component of U \ Ω(f). Suppose it is not a wandering
interval. Then, Lemma 5.5 says there will be an n for which fn(J) 3 c. Lemma 6.21 and
Proposition 6.22 say there are plenty of points with c in their α-limits inside this set fn(J).
We know f−1(αf (x)) ⊂ αf (x) and then Corollary 7.6 insures us these points are in Ω(f),
but they are inside J , that should not contain any point of Ω(f). 
Definition 7.8 (Strong Topological Transitivity). Let X be a compact metrical space.
Given a continuous map g : A ⊂ X → X, we say it is strongly (topologically) transitive if
for any open set V ⊂ X with V ∩ A 6= ∅, we have ⋃j≥0 gj(V ) = A.
Let us make precise the notation used in this definition: given V ⊂ X, let g−1(V ) = {x ∈
A ; g(x) ∈ V }. We define inductively g−n(V ), for n ≥ 2, by g−n(V ) = g−(n−1)(g−1(V )).
We define for n ≥ 1, gn(V ) = {gn(v) ; v ∈ V ∩ g−n(A)}.
Proposition 7.9. If f /∈ LPer ∪ LSol ∪ LChe and f doesn’t have any weak repeller, then
f |Ω∩U is strongly transitive. In particular,
f |Ω∩U is transitive.
Proof. We know that f−1(αf (x)) ⊂ αf (x).
We will show that
⋃
j≥0 f
j(V ∩ Ω(t)) = Ω(f) ∩ U,∀V ⊂ U, V open and V ∩ Ω(f) 6= ∅.
It follows from the Corollary 7.6 that
f−1(Ω(f) ∩ U) ∩ U ⊂ Ω(f) ∩ U. (11)
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Let V ⊂ U, V any open set with V ∩ Ω(f) 6= ∅. Given x ∈ Ω(f) ∩ U we have that
αf (x) ∩ V 6= ∅ and then O−f (x) ∩ V 6= ∅. Pick xt ∈ f−t(x) ∩ V . Define xk = f t−k(xt) for
0 ≤ k ≤ t.
xt
f→ xt−1 f→ · · · f→ x0 = f t(xt)
As U is a trapping region, we have that xk in U, ∀0 ≤ k ≤ t.
We claim that indeed xt ∈ Ω(f) ∩ U.
We have that x0 ∈ Ω(f)∩U. Suppose it also worths for k− 1, that is, xk−1 ∈ Ω(f)∩U.
We have that xk ∈ U. Then xk ∈ f−1(xk−1) ∩ U and by (11) we have that xk ∈ Ω(f) ∩ U.
It follows by induction that xt ∈ Ω(f) ∩ U.

Theorem 7. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map without
any weak repeller. If f doesn’t have a periodic attracting orbit, isn’t Cherry-like nor ∞-
renormalizable, then there is an open trapping region U 3 c given by a finite union of open
intervals such that Λ := U ∩ Ω(f) satisfies the following statements.
(1) ωf (x) = Λ for a residual set of points of Λ (in particular, Λ is transitive).
(2) The basin of attraction of Λ, β(Λ) := {x;ωf (x) ⊂ Λ}, is an open and dense set of
full measure.
(3) ∃λ > 0 such that limn→∞ 1n log |Dfn(x)| = λ for a dense set of points x in Λ.
(4) either Λ is a finite union of intervals or it is a Cantor set.
(5) if Λ is a finite union of intervals then ωf (x) = Λ for a residual set of x in [0, 1].
(6) Λ is a Cantor set if and only if there is a wandering interval.
Proof. Set Λ := Ω(f) ∩ U with U as defined in (10).
(1) Lemma 10.1 of Appendix insures us it is true, as we have transitivity provided by
Proposition 7.9.
(2) By Man˜e (see Theorem 3 and 4), the set of points that never visit U has measure
zero, then empty interior, so its complement U is a full measure set, open and dense.
We claim that any point y in this set U is also in β(Λ). For some k, fk(y) = x ∈ U,
and we have two possible situations for a point q ∈ ωf (x) = ωf (y). As U is a
trapping region, q can be an interior point of U, and then it automatically belongs
to Λ = Ω ∪ U. If not an interior point, q ∈ ∂U. In this case, as q ∈ ωf (x), there
are infinitely many fnj(x) accumulating in q. Then, there can be no wandering
interval with border q (as images of x keep coming close to q). By Corollary 7.7,
as q can’t be in the border of a wandering interval, it is not in the border of a
connected component of U \Ω(f), then it is accumulated by points of this set, that
is, q ∈ Λ = Ω(f) ∩ U.
(3) Proposition (6.22) says that repeller points p ∈ Per(f) accumulate in c. As they
are in Ω(f), the ones that are in U are also in Λ, and it follows from Corollary(7.6)
that O−f (p) is dense in Λ. Given any point x ∈ O−f (p), as it is eventually periodic,
say f j(x) = p, we have that as
lim
n→∞
1
n
log |D(fn−j ◦ f j)(x)|
= lim
n→∞
1
n
log
(|Dfn−j(f j(x))||Df j(x)|)
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= lim
n→∞
1
n
log
(|Dfn−j(p)|)+ lim
n→∞
1
n
log |Df j(x)|
= lim
n→∞
1
n
log
(|Dfn−j(p)|)
= lim
n→∞
n− j
n(n− j) log
(|Dfn−j(p)|)
= lim
n→∞
1
(n− j) log
(|Dfn−j(p)|) = expf (p) =: λ.
(4) As Λ is transitive, ∃x ∈ Λ = ωf (x), then, by Lemma 10.2 of Appendix, it is a perfect
set. We have two possibilities. interior(Λ) = ∅ or not. As Λ is a subset of R, if it has
empty interior, it is totally disconnected. Consequently, it will be a Cantor set (as
we already proved it is compact and perfect). Suppose then interior(Λ) 6= ∅. Let I
be an open interval, I ⊂ Λ and it can’t be a wandering interval, as it is a subset
of Λ ⊂ Ω(f). Then, by Lemma 5.5, ∃j such that f j(I) 3 c, and so, c ∈ interior Λ.
This forbids the existence of wandering intervals. Indeed, if there is a wandering
interval J , it has to accumulate in the critical point (by Lemma 5.7), but this would
imply that fn(J) ∩ Ω(f) 6= ∅ for n sufficiently big. An absurd. So, as we cannot
have wandering intervals, Corollary 7.7, U \ Ω(f) has to be an empty set. As U is
an orbit of intervals, it proves the claim of the Theorem.
(5) Let Λ′ = {x ∈ U;ωf (x) = Λ}. Observe that x ∈
⋃
j≥0 f
−j(Λ′) implies that ωf (x) =
Λ. As Λ′ is residual, there exist An, n ∈ N open and dense sets in U such that
Λ′ =
⋂
n∈NAn. On the other hand, for every n ∈ N we have that
⋃
j≥0 f
−j(An) is
an open dense set in [0, 1]. Then,
⋂
n∈N
(⋃
j≥0 f
−j(An)
)
is residual in [0, 1]. So we
have that
⋃
j≥0 f
−j(Λ′) = ⋃j≥0 f−j(⋂n∈NAn) = ⋂n∈N (⋃j≥0 f−j(An)) is residual.
(6) It follows straightforwardly from the former construction: Λ being a Cantor set
implies that U \ Ω(f) has connected components, that Lemma 5.5 says it is a
wandering interval. The converse, for as Λ is compact and perfect, if we suppose
interior(Λ) 6= ∅, following the same reasoning of (4), there would be an interval I
such that f j(I) 3 c for some j, contradicting the existence of wandering interval.

Corollary 7.10. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map
without any weak repeller with log |f ′| bounded then if f is not ∞-renormalizable and
has no attracting periodic orbit nor is a Cherry-like map, then ∃ intervals I1, ..., Is with
f(I1 ∪ ... ∪ Is) ⊂ I1 ∪ ... ∪ Is such that ωf (x) = I1 ∪ ... ∪ Is for a residual set of x ∈ [0, 1].
Proof. It was proved by Barry and Mestel [5] that under these conditions f has no wan-
dering interval. It follows from the theorem above that it is not a Cantor set, but a finite
orbit of intervals. 
Lemma 7.11. Let f : [0, 1] \ {c} → [0, 1] be a C2 non-flat contracting Lorenz map without
weak repellers. Suppose that f /∈ LPer ∪ LSol ∪ LChe. Then Per(f) ∩ Λ = Λ, with Λ as
obtained in Theorem 7.
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Proof. Suppose that Λ\Per(f) 6= ∅. Let I be connected component of U\Per(f) such that
I ∩ Λ 6= ∅. As Λ is perfect and compact we have that I ∩ Λ is uncountable. Moreover, as
{x ∈ Λ;ωf (x) = Λ} is residual in Λ, we have that {x ∈ Λ;ωf (x) = Λ} ∩ I is uncountable.
Then, the set of points that return infinitely many times to I (that is,
⋂
j≥0 f
−j(I)) is
uncountable. Let I∗ = {x ∈ I;O+f (f(x))∩ I 6= ∅} be the set of points that return to I and
F : I∗ → I the first return map. Observe that the set of points that return infinitely many
times to I is given by
{x; #(O+f (x) ∩ I) =∞} =
⋂
j≥0
F−j(I))
This way ⋂
j≥0
F−j(I) is uncountable. (12)
Claim 4. If J is connected component of I∗ then F (J) = I.
Proof of the claim. Let I = (i0, i1). If F (J) 6= I then let (t0, t1) = F (J) and in this case
t0 6= i0 or t1 6= i1. Suppose t0 6= i0 (the other case is analogous). Let n = R(J). As t0 6= i0,
there is 0 ≤ s < n such that f s(t0) = c. Then we have that
#
(
Per(f) ∩ f s(J)) = #(Per(f) ∩ (c, f s(t1))) =∞,
as the periodic points accumulate in both sides of the critical point (Proposition 6.22).
Then #
(
Per(f)∩I) ≥ #(Per(f)∩fn(J)) =∞, contradicting the fact that I is connected
component of U \ Per(f). (end of the proof of the claim)
Claim 5. I∗ has more than one connected component.
Proof of the claim. Suppose it isn’t so, then I∗ is an interval and we will write it as (u, v)
and F = fn|(u, v) for some n ∈ N. This implies then that ⋂j≥0 F−j(I) = Fix(fn|(u, v)).
But this is an absurd, as by equation (12) this set would be uncountable and so the set of
periodic points of f would also be uncountable.
(end of the proof of the claim)
As F has at least two branches covering the full image I, we have it has infinitely many
periodic points and then f also has infinitely many periodic points in I, absurd.

7.2. Proof of Theorems A, B and C. Now, we will prove the main theorems: Theorem
A, B and C.
Proof of Theorem A. We are supposing f has no attracting periodic orbit. The first situ-
ation to consider is
(1) ∃ε > 0 such that Bε(c) ∩ Per(f) = ∅. As there are no attracting periodic orbits,
Lemma 5.6 can be rewritten to say that ωf (x) 3 c∀x ∈ Bε(c). That is, accord-
ing to Lemma 6.23 f there exists ρ /∈ Q such that rotf (x) = ρ ∀xBε(c). From
Lemma 10.0.4 in the Appendix there is a compact minimal set Λ s.t. ωf (x) = Λ
∀x ∈ Bε(c). As {x ; O+f (x)∩Bε(c) =6= ∅} is an open and dense set (with Lebesgue
measure one), it is not difficult to conclude that Λ is a Cherry attractor (as defined
in Section 2).
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Figure 7.1
Observe that Λ = ω(c) = O+f (c), and its basin contains Bε(c).
As
⋃−j
j∈NBε(c) is open and also follows by Man˜e that it is dense, Λ attracts a
residual subset of the interval.
It may occur that the semi-conjugacy is not a bijection, meaning the Cherry map
has a gap, that is, there is a wandering interval.
For the remaining cases we have then that ∀ε > 0∃p; p ∈ Bε(c) ∩ Per(f).
(2) Among these, the first situation to consider is the one of Λ being a solenoidal
attractor.
As we have defined, it is a set Λ ⊂ ⋂∞n=0Kn, where Kn = ⋃period(pn)j=0 f j((pn, c))∪⋃period(qn)
j=0 f
j((c, qn)), Jn = (pn, qn), n ∈ N, and J1 ⊃ J2 ⊃ · · · is the chain of
renormalization intervals.
It follows from the construction that Λ 3 c, indeed O+f (c) = ω(c) = Λ. Moreover,
it follows from Proposition 4.4 that all points of the open dense set Vn = [0, 1]\ΛJn
visit Jn, then there is a residual set
⋂
n=0∞ Vn of points that eventually fall in any
renormalization interval, that is, belong to the basin of Λ, as stated. By Lemma 6.
(3) Now we come to the situation that f has no periodic attractor, neither Cherry
attractor nor Solenoidal attractor. It follows from Theorem 7 that ∃Λ compact,
f(Λ) = Λ, transitive set such that ωf (x) = Λ for a residual set of points of Λ,
whose basin of attraction β(Λ) := {x;ωf (x) ⊂ Λ}, is an open and dense set of
full measure. Also, ∃λ > 0 such that limn→∞ 1n log |Dfn(x)| = λ for a dense set of
points x in Λ.
Theorem 7 also gives two possibilities for this setting:
(a) either Λ is a finite union of intervals and ωf (x) = Λ for a residual set of x in
[0, 1]
(b) or it is a Cantor set and there is a wandering interval.
In both cases all we have to prove to complete the theorem is that these two are
chaotic attractors, and for this, it only remains to prove that periodic orbits are
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dense in it (Per(f) ∩ Λ = Λ) and that its topological entropy htop(f |Λ) is positive.
The condition on the periodic points follows from Lemma 7.11. The fact that
the topological entropy is positive can be obtained by taking arbitrarily small nice
intervals whose borders are non-periodic (e.g., pre-periodic points), and observing
that the returns to this interval provide at least two full branches, that will give in
the dynamics shifts that have positive entropy.

Proof of Theorem B. The existence of a single topological attractor is given by Theorem 7.
If Λ is a Cherry attractor and does not have a wandering interval, then there is an interval
[a, b], such that (identifying a and b) the first return map to F : [a, b]→ [a, b] is conjugated
to an irrational rotation. In particular αf (x) ⊃ αF (x) = [a, b] = ωF (x) ⊂ ωf (x) ∀x ∈ [a, b].
Furthermore, Λ = “O+f ([a, b])′′ = [a, b] ∪
⋃`−1
j=0 f
j([f(a), f(c−)]) ∪
⋃r−1
j=0 f
j([f(c+), f(b)]),
where ` and r is given by f `((a, c)) ⊂ (a, b) ⊃ f r((c, b)). So,
αf (x) ⊃ Λ ⊂ ωf (x) ∀x ∈ Λ.
In particular,
αf (x) ⊃ (a, b) ⊂ ωf (x) ∀x ∈ Λ.
Thus, as [0, 1] \Λc is open and dense, where Λc = {x ∈ [0, 1] ; ωf (x) 3 c} is the c-phobic
set, we get αf (x) = [0, 1] ∀x ∈ Λ.
If Λ is a Solenoid, then Λ ⊂ ⋂∞n=0 Kn, where
Kn =
(⋃
j=0
fperiod(an)([an, c))
)
∩
( period(bn)⋃
j=0
f j((c, bn])
)
and {Jn = (an, bn)}n is an infinite nested chain of renormalization intervals. In this case,
αf (x) ⊃ ΛJn ∀x ∈ KJn ∀n. If f does not have wandering interval, it is easy to show that⋃
n≥0 ΛJn is dense in [0, 1]. Thus αf (x) = [0, 1] ∀x ∈ Λ, because
⋂∞
n=0 Kn.
Finally, if Λ is not a Cherry or a Solenoid attractor, the proof follows from Corollary 7.4
and items (4) and (6) of Theorem A. Indeed, as we are assuming that f does not have
wandering intervals, it follows from items (4) and (6) of Theorem A that Λ is a cycle of
intervals. By Corollary 7.4 and the fact that Λ = U ∩ Ω(f), we get αf (x) ⊃ Λ. As Λ
contains a open neighborhood of c, it follows that the set of x ∈ [0, 1] such that O+f (x) ∩
Λ 6= ∅ has Lebesgue measure one (and so, it is dense). Thus ⋃j≥0 f−j(Λ) is dense and
so αf (x) is dense ∀x ∈ U. As the α-limit is closed, αf (x) = [0, 1] for all x ∈ U. If
Λ = U ∩ Ω(f) = U ∩ Ω(f) ⊂ U, the proof is done. On the other hand, if Λ 6⊂ U
then Λ \ U ⊂ (O+f (c−) ∩ O+f (c+)). But, as it was defined in the beginning of Section 2,
c ∈ f−1(f(c−)) and also c ∈ f−1(f(c+)). Thus αf (Λ \ U) ⊃ αf (c) = [0, 1] (because
c ∈ U). 
Lemma 7.12 (Denseness of wandering interval, when they exist). Let f : [0, 1]\{c} → [0, 1]
be a C2 be a non-flat contracting Lorenz map without periodic attractors or weak repellers.
If f has a wandering interval I then then W is an open and dense set, where W is union
of all open wandering intervals of f .
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Proof. If W is not dense then [0, 1] \ W contains some open interval I. Of course I is
not a wandering interval. As f does not have periodic attractors or weak repellers, we
can apply Lemma 5.5 and conclude that there is n ∈ N that fn|I is a homeomorphism
and that fn(I) 3 c. As W is invariant (f−1(W) = W), [0, 1] \ W is also invariant. Thus
c ∈ interior([0, 1] \ W), that is, there is no wandering interval in a neighborhood of c. An
absurd, by Lemma 5.7.

Proof of Theorem C. Items (1),(2) and (3)(a) repeat what is said in Theorem A. In the
other cases, we have the existence of wandering intervals, so let’s consider V the union of
all wandering intervals. This set is open and dense in [0, 1]. It follows from St. Pierre’s
Theorem (first Theorem of page 10 in [48]) that ∃! attractor ΛsP such that ωf (x) = ΛsP for
Lebesgue almost x ∈ [0, 1]. Then, if I is a wandering interval, we have that ωf (x) = ΛsP
for Lebesgue almost x ∈ I. On the other hand, as I is a wandering interval, ωf (x) is the
same for any x ∈ I. This way we conclude that ωf (x) = ΛsP ,∀x ∈ V . Take Λ = ΛsP .
In this case that we have wandering intervals two situations can occur: Λ = U ∩ Ω(f)
where U is defined in (10) or Λ $ U ∩ Ω(f). We have seen in the proof of Theorem A that
U ∩ Ω(f) is chaotic and then the attractor is chaotic in the case Λ = U ∩ Ω(f). On the
other hand, if Λ $ U ∩ Ω(f) then, as U ∩ Ω(f) is transitive and Λ also is by St. Pierre’s
first Theorem of page 10 in [48] again, as it says that for almost every x, ωf (x) = Λ, it
follows from the definition of wild attractor that Λ is wild.

We may emphasize the possibilities of occurrence of wild attractors and how this relates
to the existence or not of wandering intervals. We saw that whenever we have the existence
of wandering intervals, it necessarily happens that the topological and metrical attractors
are the same Λ and Λ $ U ∩ Ω(f), so that Λ is wild.
On the other hand, if we don’t have wandering intervals, then Λ = U ∩ Ω(f) one may
verify that there can’t be a bigger transitive set containing both of them.
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8. Particular features of each kind of Attractor
We give in Table 8 a panoramic view of the topological attractors for contracting Lorenz
maps. There, the main features of each kind of possible attractor are described, according
to their structure of periodic points, topological entropy (see Lemma 10.7 in the Appendix),
Lyapunov exponents, transitivity, α and ω-limit sets of the points of the attractor, etc.
To include the periodic attractor and simplify technicalities like inessential periodic
attractors, we assumed that the map is C3 with negative Schwarzian derivative. For more
informations about essential and inessential periodic attractors , see Section 4 in Chapter
II of [37]
In Table 8, Λ are the possible “topological global attractors” for a C3 contracting Lorenz
map f : [0, 1]\{c} → [0, 1] with negative Schwarzian derivative. This means that Λ attracts
a residual set of points of [0, 1]. If f does not have periodic attractors, the existence and
classification of Λ is given by Theorem C. Otherwise, we know by Theorem 2 that either
Λ is a single periodic attractor or Λ = Λ1 ∪Λ2 is a union of two periodic attractors Λ1 and
Λ2. Recall that a periodic attractor can be of two types: an attracting periodic orbit of or
a super-attractor (see Definition 2.2 and the comments just below it).
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9. Spectral Decomposition of the Non-Wandering Set
Recall that if J = (a, b) is a renormalization interval, the renormalization cycle associated
to it is the of a nice interval J = (j0, j1) was defined (Definition 6.4) as being the union of
iterates of J , that is,
UJ =
( period(a)⋃
i=0
f i((a, c))
)
∪
( period(b)⋃
i=0
f i((c, b))
)
.
The nice trapping region of J (Definition 6.5) is the union of gaps of ΛJ such that each
gap contains one interval of the renormalization cycle, where ΛJ = {x O+J (x) ∩ J = ∅} is
the J-phobic set: the set whose points avoid J (see Definition 4.3 and Proposition 4.4).
Observe that a nice trapping region KJ is a positively invariant set as iterating any
point of it, it travels through gaps of ΛJ that eventually fall into the nice interval J that
generated KJ , as we constructed in Section 4. Indeed, f
j((a, c))∩ΛJ = ∅ = f i((c, b))∩ΛJ
for 0 ≤ j < period(a) and 0 ≤ i < period(b), as J is a renormalization interval. Thus, if
we denote, for a given x /∈ ΛJ , the gap of ΛJ containing x by G[x] then
fperiod(a)−1
(
G[f(a, c)]
)
= G[(a, c)] = J = G[(c, b)] = fperiod(b)−1
(
G[f((c, b))]
)
and
KJ =
( period(a)⋃
i=0
G[f i((a, c))]
)
∪
( period(b)⋃
i=0
G[f i((c, b))]
)
=
=
( period(a)−1⋃
i=0
f j
(
(G[f((a, c))]
)) ∪ ( period(b)−1⋃
i=0
f i
(
G[f((c, b))]
))
Now we will state the main result of this section: the Spectral Decomposition for Lorenz
Maps. Below we present a more detailed version of Theorem E.
Theorem (Spectral Decomposition for Lorenz Maps). Let f : [0, 1] \ {c} → [0, 1] be a
non-flat C3 contracting Lorenz map with negative Schwarzian derivative. Then, there is
nf ∈ N ∪ {∞}, the number of strata of the decomposition of f , and a sequence {Kn}n of
trapping regions such that:
(1) K0 = (0, 1) % K1 % K2 % · · · ;
(2) Kn is a nice trapping region for some nice interval In ∀ 0 < n < nf ;
(3) Ω(f) can be decomposed into closed forward invariant subsets Ωj such that
Ω(f) =
⋃
0≤j≤nf
Ωj
where, for j < nf ,
Ωj := Ω(f) ∩ (Kj \Kj+1)
and
Ωnf :=
{
Ω(f) ∩ (Knf ) if nf <∞⋂
j≥0Kj if nf =∞
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(4) (i) Ω0 =

[0, 1] if f is transitive (in this case, nf = 0, f(c+) = 0 and
f(c−) = 1)
{0} if f(c+) > 0 and f(c−) = 1 (and in this case, nf = 1)
{1} if f(c+) = 0 and f(c−) < 1 (and in this case, nf = 1)
{0, 1} otherwise, i.e., if f(c+) > 0 and f(c−) < 1
(ii) Ωj is a transitive set for all 0 < j < nf .
(iii) Ωnf is either a transitive set or the union of a pair of attracting periodic orbits.
(5) For each 0 < j < nf there is a decomposition of Ωj into closed sets
Ωj = X0,j ∪X1,j ∪ · · · ∪X`j ,j
such that #(Xa,j∩Xb,j) ≤ 1 when a 6= b, the first return map to X0,j is topologically
exact (in particular, topologically mixing) and, for each i ∈ {1, · · · , `j}, there is
1 ≤ si,j ≤ `j such that f si,j(Xi,j) ⊂ X0,j.
We define a stratum on level 0 ≤ j ≤ nf of the filtration
(
Ki
)
i≤nf as being W0 := {0, 1}
and, for j > 0, the set Wj = Kj−1 \Kj.
We have previously studied the structure of the attractors that can occur for contracting
Lorenz maps, what gives us a fundamental information on the structure of, at least, the
last stratum as defined above, Ωnf . But it gives no information on the non-wandering sets
of the other levels of the stratification (although the former study gives us the structure
of the non-wandering set in the last renormalization level in the cases that we don’t have
a periodic attractor, but it doesn’t say anything about the non-wandering set if there is a
periodic attractor, and we will have to analyze this situation separately, later).
This construction is analogous to the one developed by Smale to hyperbolic maps, with
two important differences. The first one is the number of strata, that in that case was in
a finite number and in this context can be infinity, although countable. The second one is
the fact that the non-wandering sets of the last stratum may not be uniformly hyperbolic
(although in many cases it can have a non-uniformly expanding behavior). Nevertheless,
it is important to emphasize that in all the other strata the non-wandering set is transitive
and expanding, as in the Axiom A setting.
9.1. Adapted results to the negative Schwarzian derivative context.
Definition 9.1. Let f : [0, 1] \ {c} → [0, 1] be a contracting Lorenz map. We say that
a renormalization interval I = (a, b) is regular if f `(x) > x ∀x ∈ (a, c), f r(x) < x
∀x ∈ (c, b) and limx↑c f `(x) > c > limx↓c f r(x), where ` = period(a) and r = period(b) (see
Figure 9.1).
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Figure 9.1: Regular renormalization interval
Lemma 9.2. Let f : [0, 1]\{c} → [0, 1] be a contracting Lorenz map and I = (a, b) a regular
renormalization interval. Given any ε > 0 there are n,m ≥ 1 such that fnperiod(a)|(a,a+ε)
and fm period(b)|(b−ε,b) are homeomorphisms and
fn period(a)((a, a+ ε)) ⊃ (a, c) and fm period(b)((b− ε, b)) ⊃ (c, b).
Proof. As (a, b) is a renormalization interval, fperiod(a)|[a,c) is a homeomorphism. As I is
regular , fn period(a)([a, c)) ⊃ [a, c). Thus, choosing n = min{j ≥ 1 ; (fperiod(a)|[a,c))−j(c) ∈
(a, a + ε)} we get that fn period(a)|(a,a+ε) is a homeomorphism and fn period(a)((a, a + ε)) ⊃
(a, c). The proof for the other side (b side) is the same. 
Remark 9.3. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. A renormalization interval J = (a, b) is regular if and only if
fperiod(a)((a, c)) 3 c ∈ fperiod(b)((c, b)).
The remark below follows straightforwardly from the definition of a regular renormal-
ization interval and the Minimum Principle (Proposition 3.1).
Remark 9.4. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. If a renormalization interval J is not regular then f has a periodic
attractor Λ such that (p, c) or (c, p) is contained in the basin of Λ for some p ∈ ∂J (see
Figure 9.1).
Lemma 9.5. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. Let J0 and J1 be renormalization intervals of f . If J0 is regular but
J1 is not then J0 6⊂ J1.
Proof. Suppose that J1 is not regular with J0 ⊂ J1 and let Λ be the periodic attractor such
that (p, c) or (c, p) is contained in the basin of Λ for some p ∈ ∂J1. Write J0 = (a, b). As
J0 is regular, p /∈ ∂J0. Thus p < a < c or c < b < p. In any case we get an absurd as a, b
are periodic points. 
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Figure 9.1(a): Examples of non-regular renormalization intervals
Lemma 9.6 (Regular renormalization intervals are not linked). Let f : [0, 1] \ {c} →
[0, 1] be a C3 contracting Lorenz map with negative Schwarzian derivative. Let J0 and
J1 be renormalization intervals of f . If J0 is regular then it can never be linked to other
renormalization interval (regular or not). Moreover, if J0 and J1 renormalization intervals,
with J0 regular and J0 6= J1 then either J0 ⊂ J1 or J1 ⊂ J0. In particular, ∂J0 ∩ ∂J1 = ∅.
Proof. The proof follows closely the proof of Lemma 6.8.
Write J0 = (a0, b0) and J1 = (a1, b1). First note that J0 and J1 can not be linked.
Indeed, if they were linked, we would either have a0 < a1 < c < b0 < b1 or a1 < a0 < c <
b1 < b0. Suppose that a0 < a1 < c < b0 < b1. In this case, a1 ∈ J0 and by Lemma 6.6.
∅ 6= O+f (a1) ∩ (c, b0) ⊂ O+f (a1) ∩ (a1, b1) = O+f (a1) ∩ J1 contradicting the fact that J1 is a
nice interval. Now, if a1 < a0 < c < b1 < b0, we have b1 ∈ J0. Again, by Lemma 6.6, we
get ∅ 6= O+f (b1) ∩ (a0, c) ⊂ O+f (b1) ∩ J1 and a contradiction with J1 being a nice interval.
As J0∩J1 6= ∅ (because both contains the critical point) and as J0 and J1 are not linked,
in follows that either J0 ⊃ J1 or J0 ⊂ J1.
Suppose that J0 ⊃ J1. In this case, as J0 6= J1 we have three possibilities: either
a0 < a1 < c < b1 = b0 or a0 = a1 < c < b1 < b0 or J0 ⊃ J1. If a0 < a1 < c < b1 = b0, we can
use again Lemma 6.6 to get O+f (a1)∩ J1 6= ∅. On the other hand, if a0 = a1 < c < b1 < b0,
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Figure 9.1(b): Examples of non-regular renormalization intervals
the same Lemma 6.6 implies that O+f (b1) ∩ J1 6= ∅. In both cases we get a contradiction
to the fact that J1 is a nice interval. Thus, the remaining possibility is the true one.
On the other hand, if J1 ⊃ J0, it follows from Lemma 9.5 that J1 is regular. Thus, the
proof is exactly the same of the case J0 ⊃ J1.

Lemma 9.7 (The maximal non-regular renormalization interval). Let f : [0, 1]\{c} → [0, 1]
be a C3 contracting Lorenz map with negative Schwarzian derivative. If f has a non-regular
renormalization interval then there is a non-regular interval Jmax such that Jmax ⊃ I for
every non-regular renormalization interval I.
Proof. Suppose that I = (α, β) and J = (a, b) are non-regular renormalization intervals. If
they are not linked then I ∪ J is a non-regular renormalization interval containing I and
J . Now, suppose that I and J are linked. We may assume that α < a < c < β < b.
Because Sf < 0, if fperiod(α)((α, c)) 3 c then O+f (a)∩ (c, β) 6= ∅. Thus O+f (a)∩ (c, b) 6= ∅.
But this is impossible, as (a, b) is a nice interval. So, we necessarily have fperiod(α)((α, c)) ⊂
(α, c) ⊂ (α, b). By the same reasoning, we get fperiod(b)((c, b)) ⊂ (c, b) ⊂ (α, b). Thus
I∪J = (α, b) is a renormalization interval. Furthermore, I∪J is non-regular (Remark 9.3).
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Thus Jmax =
⋃
J∈U J is a non-regular renormalization interval, where U is the collection
of all non-regular renormalization intervals. Of course that Jmax ⊃ J ∀ J being a non-
regular renormalization interval.

Lemma 9.8 (Ω(f) inside a non-regular renormalization interval). Let f : [0, 1]\{c} → [0, 1]
be a C3 contracting Lorenz map with negative Schwarzian derivative. If J is a non-regular
renormalization interval then there a finite set Λ such that J ⊂ β(Λ), where Λ is a periodic
attractor or a union of two periodic attractors. In particular, Ω(f) ∩ J = Ω(f) ∩ Λ.
Proof. Write J = (a, b), ` = period(a) and r = period(b). By Remark 9.3, f `((a, c)) ⊂ (a, c)
or f r((c, b)) ⊂ (c, b). Suppose the first case (the other one is analogous). As Sf < 0 there
is a some p ∈ [a, c] such that limn→∞(f `)n(x) = p ∀x ∈ (a, c). Let Λp be the periodic
attractor of f containing p. Note that (a, c) ⊂ β(Λp). If f r((c, b)) 3 c the O+f (x)∩(a, c) 6= ∅
∀x ∈ (c, b). Thus, (a, c) ⊂ β(Λp). On the other hand, if f r((c, b)) ⊂ (c, b), there is some
q ∈ [c, b] such that limn→∞(f r)n(x) = q ∀x ∈ (c, b). Setting Λq as the periodic attractor of
f containing q, we get (c, b) ⊂ Λq. So, (a, b) ⊂ Λ := Λp ∪ Λq.

Lemma 9.9. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. Let U 3 c be an open trapping region and let U0 = (u0, u1) be
the connected component of U containing c. Suppose that U0 is not a renormalization
interval and that there exists a ∈ [u0, c) and b ∈ (c, u1] such that O+f (a) ∩ [u0, u1] 6= ∅ 6=
[u0, u1] ∩ O+f (b). If J0 is the smallest renormalization interval not contained in U then
O+f (x) ∩ U 6= ∅ ∀x ∈ J0.
Proof. Write ` = min{j > ; f j(a) ∈ [u0, u1]} and r = min{j > ; f j(b) ∈ [u0, u1]}.
Let W = {x ∈ [0, 1] ; O+f ∩ U 6= ∅}. Note that W is open and invariant, that is,
f−1(W) = W . Let W = (w0, w1) be the connected component of W containing c. Thus
W ⊃ U0.
Observe that if p ∈ ∂J0 ⊂ W then O+f (p)∩ ⊂ J0, but this contradicts J1 being a nice
interval. Thus ∂J0 ∩W = ∅ and so, J0 ⊃ W ⊃ U0.
As f `(a) ∈ f `([w0, c))∩ [w0, w1] and f(W) ⊂ W , we get f `((w0, c)) ⊂ (w0, w1). Further-
more, as f−1(W) =W we get f([0, 1]\W) ⊂ [0, 1]\W . Thus, f `((w0, c)) = (w0, f `(c−)) ⊂
W . By the same reasoning, f r((c, w0) = (f
r(c+), w1) ⊂ W . That is, W is a renormalization
interval. As U0 is not a renormalization interval, we get J0 ⊃ W % U0.
Observe that if p ∈ ∂J0 ⊂ W then O+f (p)∩ ⊂ J0, but this contradicts J1 being a nice
interval. Thus ∂J0 ∩ W = ∅ and so, J0 ⊃ W % J1. This implies, as J0 and J1 are
consecutive, that J0 = W ⊂ W . From the minimality of J0, we get J0 = W . Thus,
J0 ⊂ W .

Lemma 9.10. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. Let J0 ⊃ J1 = (a, b) be two consecutive renormalization intervals.
If ∃ ε > 0 such that ωf (x) = O+f (a) ∀x ∈ (a− ε, a] or ωf (x) = O+f (b) ∀x ∈ [b, b + ε) then
O+f (a) = O+f (b), O+f (a) is an attracting periodic orbit and J0 ⊂ β(O+f (a)).
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Proof. Suppose that ωf (x) = O+f (a) ∀x ∈ (a−ε, a] (the case ωf (x) = O+f (b) ∀x ∈ [b, b+ε)
is analogous). Set ` = period(a) and r = period(b). In this case, there is some 0 < δ < ε
such that
⋃`−1
j=0 f
j((a− δ, a]) is a positive invariant set, i.e.,
f
( `−1⋃
j=0
f j((a− δ, a])
)
⊂
`−1⋃
j=0
f j((a− δ, a]).
Thus
U =
`−1⋃
j=0
f j((a− δ, a]) ∪ UJ1 =
=
`−1⋃
j=0
f j((a− δ, a]) ∪
`−1⋃
j=0
f j((a, c)) ∪
r−1⋃
j=0
f j((c, b)) =
`−1⋃
j=0
f j((a− δ, c)) ∪
r−1⋃
j=0
f j((c, b))
is an open trapping region.
The connected component of U containing c is U0 = (a−ε, b). As U0 is not a nice interval,
it is not a renormalization interval. Thus, as f `(a) = a ∈ [a− ε, c) and f `(a) = a ∈ (c, b],
it follows from Lemma 9.9 that O+f (x) ∩ U 6= ∅ ∀ x ∈ J0.
So, if x ∈ J0 then O+f (x) ∩ (a, b) 6= ∅ or O+f (x) ∩ (a− δ, a] 6= ∅. In the last case we have
ωf (x) = O+f (a). Thus, to finish the proof we need only to show that O+f (a) = O+f (b) and
that J1 ⊂ β(O+f (a)).
As Sf < 0 and x < f `(x) for a− δ < x < a, it is easy to get that c− is in the local basin
of O+f (a). Thus, if (a, a′) is the connected component of [0, 1] \ O+f (a) containing c then
f `|(c,a′]((c, a′]) ⊂ β(O+f (a)). So, b /∈ (c, a′) (because b is periodic). Moreover, as (a, b) is a
nice interval, a′ /∈ (a, b). Thus, b = a′. So, O+f (a) = O+f (b).
Now we have two possibilities: a is a saddle-noddle (if x < f `(x) for a < x < c, see
Figure 9.1(2)) or a attracts by both side (for instance, if Df `(a) < 1), see Figure 9.1(1).
In any case we get [a, b] ⊂ β(O+f (a) (if a is sable-noddle, for every a < x < c there is some
sx ≥ 1 such that f sx`(x) ∈ [c, a] and so, x ∈ β(O+f (a))).

Corollary 9.11. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. Let J0 ⊃ J1 = (a, b) be two consecutive renormalization intervals
with J0 regular. If there is an interval I ⊂ J0 \ J1 and ` ≥ 1 such that f `|I is a homeomor-
phism, f j(I) ∩ J1 = ∅ ∀ 0 ≤ j ≤ ` and f `(I) ⊂ I then Λ = O+f (a) = O+f (b) is a attracting
periodic orbit containing J0 in its basin of attraction (J0 ⊂ β(Λ) = {x ; ωf (x) = Λ}).
Proof. As f `(I) ⊂ I and f `|I is a homeomorphism, there is a attracting periodic point p ∈ I.
Suppose for instance that a ∈ O+f (p). Say, a = f s(p). In this case, as (a− ε, a) = f s(I) for
some ε > 0, we can apply Lemma 9.10 and finish the proof. The same is true is b ∈ O+f (p).
Suppose now that ∂J1 ∩ O+f (p) = ∅. Let Λ = O+f (p) and (p0, p1) be the connected
component of [0, 1] \ Λ containing c. By Singer’s Theorem (p0, c) or (c, p1) ⊂ β(Λ). As
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Figure 9.1
O+f (p) ∩ J1 = ∅, we get p0 < a < c < b < p1. So, a ∈ β(Λ) or b ∈ β(Λ) and then
O+f (a) = ωf (a) = Λ or O+f (a) = ωf (a) = Λ. An absurd, as we are assuming that
∂J1 ∩ Λ = ∅. 
Corollary 9.12. [The “adapted Variational Principle”] Let f : [0, 1] \ {c} → [0, 1] be a C3
contracting Lorenz map with negative Schwarzian derivative. Let J0 ⊃ J1 = (a, b) be two
consecutive renormalization intervals with J0 regular and not contained in the basin of a
periodic attractor. Then there exists a unique periodic orbit minimizing the period of all
periodic orbit intersecting J0 \ J1.
Proof. Using Corollary 9.11, one can easily adapted the proof of the “Variational Principle”
(Proposition 5.9) to this case. 
Lemma 9.13. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. Let J0 ⊃ J1 = (a, b) be two consecutive renormalization intervals
with J0 regular and not contained in the basin of a periodic attractor. If LJ ∈ Nper,
LJ = (pJ , p
′
J) is the connected component of [0, 1]\O+f (pJ) containing c, where period(pJ) =
min{period(x) ; x ∈ Per(f) ∩ J0 \ J1}, then
(1) O+f (x) ∩ LJ 6= ∅ for all x ∈ J \ O−f (pJ);
(2) J ′ ⊂ LJ for all renormalization interval J ′ ⊂ J .
Proof. Changing Corollary 6.7 by Lemma 6.6 and Lemma 6.8 by Lemma 9.6, the proof is
exactly the same as the proof of Lemma 6.9. 
9.2. The degenerate renormalization interval. Suppose that f : [0, 1]\{c} → [0, 1] is
a C3 contracting Lorenz map with negative Schwarzian derivative with a periodic attrac-
tor and without non-regular renormalization intervals (see, for instance, Example 9.15).
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Figure 9.15
In this case, there is a unique periodic attractor Λ and only one of the critical values
({f(c−), f(c+)} is attracted by Λ. That is, either c− ∈ β(Λ) 63 c− or c− 6∈ β(Λ) 3 c−.
Let I be the smallest regular renormalization interval or, if f is not renormalizable, set
I = (0, 1). As Sf < 0, there is a periodic point a ∈ I such that (a, c) or (c, a) ∈⊂ β(Λ).
We may assume that (a, c) ∈⊂ β(Λ). Let ` = period(a) and let T be the maximal interval
containing a such that f `|T is a homeomorphism. As Sf < 0, we get in this case that if
a is the unique fixed point of f `|T then a is a saddle-node and a ∈ Λ. If Λ is a super-
attractor (c ∈ Λ) then a is the unique fixed point of f `|T and Df `(a) > 1. If Λ is not a
super-attractor then f `|T has exactly two fixed points a0 < a1 < c (of course a ∈ {a0, a1}).
Moreover, Df `(a0) > 1 > Df
a1 , a1 ∈ Λ and f `((a0, c)) ⊂ (a0, c) ⊂ β(Λ).
So, there is α < c (α ∈ I) such that O+f (α)∩ (α, c) = ∅ = (α, c)∩O+f (c+) and such that
fperiod(α)(α, c)) ⊂ (α, c).
Definition 9.14 (Degenerate Renormalization Intervals). We say that an interval I =
(a, c) is a degenerate renormalization interval if there is n such that fn(I) ⊂ I and
O+f (a) ∩ I = ∅ = I ∩ O+f (c+). Analogously, an interval I = (c, a) is called a degenerate
renormalization interval if there is n such that fn(I) ⊂ I and O+f (a)∩I = ∅ = I ∩O+f (c−).
Example 9.15 (Figure 9.15). Let f : [0, 1] \ {0.5} → [0, 1] given by
f(x) =
{
3.4x(1− x) if x < 0.5
1− 4x(1− x) if x > 0.5 .
In this example c = 0.5, f(c−) = 0.85 and f(c+) = 0. As f(c+) = 0, f does not
admit a renormalization. Indeed, if I = (a, b) $ (0, 1) is a renormalization interval then
we would have 0 < a < c < b < 1 and fperiod(a)((a, c)) ⊂ (a, b) ⊃ fperiod(b)((c, b)). But
as f(c+) = 0, f
period(b)((c, b)) = (0, b) 6⊂ (a, b). On the other hand Λ = {p, q}, where
p ≈ 0.48880830755049054 · · · and q ≈ 0.849574136468393 · · · is an attracting periodic
orbit (of period 2) for f (Figure 9.15).
The proof of the following lemma is immediate.
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Figure 9.15
Lemma 9.16. If f : [0, 1] \ {c} → [0, 1] is a C3 contracting Lorenz map with negative
Schwarzian derivative then either f has a non-regular renormalization interval or f has a
degenerate renormalization interval.
Lemma 9.17 (The maximal degenerate renormalization interval). Let f : [0, 1] \ {c} →
[0, 1] be a C3 contracting Lorenz map with negative Schwarzian derivative. If f has a
degenerate renormalization interval then there is a degenerate renormalization interval Jmax
such that Jmax ⊃ I for every degenerate renormalization interval I.
Proof. The same of the Proof of Lemma 9.7. 
Lemma 9.18 (Ω(f) inside a degenerate renormalization interval). Let f : [0, 1] \ {c} →
[0, 1] be a C3 contracting Lorenz map with negative Schwarzian derivative. If J is a de-
generate renormalization interval then J ⊂ β(Λ), where Λ is a periodic attractor. In
particular, Ω(f) ∩ J = Ω(f) ∩ Λ. Furthermore, Λ is the unique periodic attractor of f .
Proof. Straightforward. 
9.3. Proof of the Spectral Decomposition. Let f : [0, 1] \ {c} → [0, 1] be a C3 con-
tracting Lorenz map with negative Schwarzian derivative.
Let Rf be the following sequence of nested renormalization intervals of f . If all renor-
malization intervals of f are regular, then let Rf be the nested sequence (0, 1) % I1 %
I2 % I3 · · · for all renormalization intervals of f (by Lemma 9.6 the sequence of regular
renormalization interval is a nested sequence). If there is an non-regular (or a degenerate)
renormalization interval, let Jmax be the maximal non-regular (or a degenerate) renormal-
ization interval (see Lemma 9.7 (or Lemma 9.17)). Note that we can not have, for the
same map, a non-regular and a degenerate renormalization interval (Lemma 9.16). The
presence of a non-regular or a degenerate renormalization interval implies in the existence
of a periodic attractor and the finitude of the number of renormalization intervals. In this
case, let J1 % I2 % · · · % Jt be the nested sequence of all regular renormalization intervals.
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Note that Jt ⊃ Jmax (Lemma 9.5 and 9.6). Thus, set Ij = Jj for 1 ≤ j ≤ t, It+1 = Jmax
and define Rf = {In}1≤n≤t+2.
Definition 9.19 (The nested sequence of renormalization intervals). Given a C3 con-
tracting Lorenz map f with negative Schwarzian derivative, define the nested sequence of
renormalization intervals of f as the sequence Rf constructed above.
Notation 9.20. Given In ⊃ In+1 two consecutive intervals of the nested sequence of renor-
malization intervals Rf , define Kn = KIn and
Ωn(f) = Ω(f) ∩
(
Kn \Kn+1
)
.
Definition 2 (Jx, the x-phobic critical gap). Let f : [0, 1] \ {c} → [0, 1] be a contracting
Lorenz map. Write v1 = sup f([0, c)) and v0 = inf f((c, 1]) For any v0 < x < v1 define Jx
as the connected component of [0, 1] \ αf (x) containing c.
Recall that Lemma 6.18 states that if Jx 6= ∅ then Jx is a renormalization interval and
∂Jx ⊂ αf (x).
Lemma 9.21. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. Let In ⊃ In+1, be two consecutive intervals of the nested sequence
of renormalization intervals Rf , with In being regular. Given x ∈ In \ KIn+1 then Jx is
either In or In+1. Also, it is always true that αf (x) ⊃ ∂In, and if αf (x)∩∂In+1 6= ∅ indeed
αf (x) ⊃ ∂In+1.
Proof. Let x ∈ In \ KIn+1 , so, as x 6∈ KIn+1 no pre-image of it can be inside this set,
for otherwise it would never leave it (as it is a positively invariant set), so c /∈ αf (x)
(as c ∈ KIn+1). Thus, Jx 6= ∅, and then it is a renormalization interval by the former
observation (using lemma 6.18). As αf (x) ∩ In+1 = ∅ (because In+1 ⊂ KIn+1), we get
Jx ⊃ In+1.
This way, Jx has to be In+1 or perhaps other renormalization interval containing it.
Write In = (an, bn). We will suppose that x ∈ (an, c)\KIn+1 (the case x ∈ (c, bn)\KIn+1 is
analogous). Given ∀ε > 0 let Tε = (an, an+ε), it follows from Lemma 9.2 that f θ(Tε)(Tε) ⊃
(a, c) 3 x. And this way we have
an ∈ αf (x), (13)
for pre-images of x can be found as close to an as we want. Then Jx cannot be Ij for any
Ij % In as, by definition, Jx ∩αf (x) 6= ∅ and any other renormalization interval containing
Jx would have to contain it properly (they couldn’t even share a point in the border, by
Lemma 9.6), and in this case, Jx can be In, but no other bigger renormalization interval.
So, these are the only two possibilities,
Jx = either In or In+1. (14)
If Jx = In, by definition of Jx, we get αf (x) ⊃ ∂In. By (14), we have αf (x) ∩ ∂In+1 6= ∅
⇐⇒ Jx = In+1. Thus, assume that Jx = In+1. In this case, again by the definition of
Jx, we get αf (x) ⊃ ∂In+1 (in particular, αf (x) ∩ ∂In+1 6= ∅ =⇒ αf (x) ⊃ ∂In+1). Now,
we will show that we also have αf (x) ⊃ ∂In. By (13), we already know that an ∈ αf (x).
On the other hand, as bn+1 ∈ ∂In+1 ⊂ αf (x) and αf (x) ∩ In+1 = ∅, there is some x′ ∈
O−f (x) ∩ (bn+1, bn). So, an analogous reasoning as we did for x ∈ (an, an+1) above can be
done to x′ ∈ (bn+1, bn) and we also get αf (x) ⊃ αf (x′) 3 bn.
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
Lemma 9.22. Suppose that f : [0, 1] \ {c} → [0, 1] is a C3 contracting Lorenz map with
negative Schwarzian derivative. Let In ⊃ In+1 be two consecutive intervals of the nested
sequence of renormalization intervals Rf , with In being regular and not contained in the
basin of a periodic attractor, then
αf (x) ∩ ∂In+1 6= ∅ ⇒ αf (x) ⊃ Ωn(f)
∀x ∈ In \Kn+1.
Proof. Let x ∈ In \Kn+1 such that αf (x)∩ ∂In+1 6= ∅ and given y ∈ Ωn(f) = Ω(f)∩ (Kn \
Kn+1) consider any neighborhood V of y. As y is non-wandering, there is z ∈ V , and j ∈ N
such that f j(z) ∈ V (we may assume z 6∈ O−f (c) ∪ O−f (Per(f))).
We claim that there is k ∈ N such that f jk((z, f j(z))) ∩ ∂Kn+1 6= ∅. Indeed, if
f js((z, f j(z))) ∩ Kn+1 = ∅ for any s, then f t|[z,fj(z)] is a well defined homeomorphism, for
any t. Observe that
⋃
s≥0 f
js(z, f j(z)] is an interval, say, (z, q). Moreover f j((z, q)) ⊂ (z, q)
and (z, q) ∩ In+1 = ∅. But this can not be the case, because it would imply, by Corol-
lary 9.11, that J0 is in the basin of a periodic attractor.
We can observe that f jk((z, f j(z))) ∩ Kn+1 6= ∅ =⇒ f s((z, f j(z))) ∩ In+1 6= ∅ for
some s ∈ N. Consider the sequence {f js(z)}j∈N. By what we concluded above, there is a
minimum s such that f js(z) 6∈ In+1 and f j(s+1)(z) ∈ In+1, say s = k, then f jk((z, f j(z)))
is such that one border is within In+1 and the other is outside it. Then we prove what was
claimed.
Let k be as above.
As x is taken in In \ Kn+1, the former lemma says that if αf (x) ∩ ∂In+1 6= ∅, then
αf (x) ⊃ ∂In+1, and we have that O−f (x) ∩ f jk(z, f j(z)) 6= ∅ and then O−f (x) ∩ V ⊃
O−f (x) ∩ (z, f j(z)) 6= ∅.
As V is any neighborhood, we can conclude y ∈ αf (x).

Notation 9.23. If In is regular, in the same way that we defined in Lemma 9.13, let On be
the periodic orbit with minimum period that intersects In, let Ln = (pn, p
′
n) be the connected
component of [0, 1] \ On containing c.
Note that Ln ⊂ In is a nice interval and, if In+1 exists, then In ⊃ Ln ⊃ In+1.
Lemma 9.24. Suppose that f : [0, 1] \ {c} → [0, 1] is a C3 contracting Lorenz map with
negative Schwarzian derivative. If In is a regular renormalization interval then α(pn) =
α(p′n) ⊃ ∂In+1.
Proof. Observe that Jpn = Jp′n and Jpn 6= In. Indeed, as pn is periodic, pn ∈ αf (pn). This
way, the connected component of the complement of αf (x) containing c, Jpn , can’t be In,
then it has to be In+1. And then αf (pn) = α(p
′
n) ⊃ ∂Jpn = ∂In+1.

Lemma 9.25. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. Suppose that In ⊃ In+1 are two consecutive intervals of the nested
sequence of renormalization intervals Rf and that In is regular. If Ln = In+1 then Ωn(f) =
O+f (pn). In particular, Ωn(f) is transitive.
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Proof. If Ln = In+1, that is In+1 = (pn, p
′
n), then it follows from Theorem 5 that In =
ξ(pn, p
′
n) (note that O+f (pn) = O+f (p′n)). Using Corollary 4.8, we get Ωn(f) = O+f (pn). 
Definition 3. Given a regular renormalization interval In, define
Pn :=
(
fperiod(p
′
n)(c+), f
period(pn)(c−)
) \ Jpn+1 .
Lemma 9.26. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. If In ⊃ In+1 are two consecutive intervals of the nested sequence of
renormalization intervals Rf with In regular then ∀x ∈ Pn , αf (x) ∩ ∂In+1 6= ∅.
Proof. As αf (x) ∩ In+1 = ∅ ∀x ∈ Pn, we must have Jx ⊃ In+1. Then Jx necessarily will be
In or In+1. For any point inside Pn we can have at least one pre-image inside Pn (indeed,
inside Ln ⊂ Pn). Then, given x ∈ Pn, we can construct an infinite pre-orbit of x, all
inside the compact Pn, then αf (x) ∩ Pn 6= ∅. So, Jx cannot be In, it has to be In+1 and
αf (x) ∩ ∂In+1 6= ∅ as stated.

Using Lemma 9.21, we get from Lemma 9.26 the following result.
Corollary 9.27. Suppose that f : [0, 1] \ {c} → [0, 1] is a C3 contracting Lorenz map with
negative Schwarzian derivative. If In ⊃ In+1 are two consecutive intervals of the nested
sequence of renormalization intervals Rf with In regular then then αf (x) ⊃ Ωn(f) ∀x ∈ Pn.
For a Lorenz map f with negative Schwarzian derivative with two consecutive renormal-
ization intervals In ⊃ In+1, let us define
En = {x ∈ In;αf (x) 3 ∂In+1}.
If follows from Lemma 9.21 and 9.26 that En contains Pn∪In+1. Let (ân, b̂n) be the maximal
open interval of such that
Pn ∪ Jn+1 ⊂ (ân, b̂n) ⊂ In.
Lemma 9.28. Let f : [0, 1] \ {c} → [0, 1] be a C3 contracting Lorenz map with negative
Schwarzian derivative. If In ⊃ In+1 are two consecutive intervals of the nested sequence of
renormalization intervals Rf with In regular then ∃`n and rn > 0 such that f `n((ân, c)) ⊂
(ân, b̂n) ⊃ f rn((c, b̂n)).
Proof. We will show that ∃`n such that f `n((ân, c)) ⊂ (ân, b̂n) (the proof of the other
inclusion is analogous). As Per(f) ∩ (ân, c) 6= ∅ 6= (c, b̂n) ∩ Per(f), there is a minimum
k such that fk((ân, c)) ∩ (ân, b̂n) 6= ∅. Suppose that fk((ân, c)) 6⊂ (ân, b̂n). For example,
b̂n ∈ fk((ân, c)). Then ∃y ∈ fk((ân, c)) such that y 6∈ En. But in this case there is a
pre-image w of y in (ân, b̂n), that is a subset of En, so, as αf (w) 3 ∂In+1, αf (y) 3 ∂In+1,
absurd. 
For a Lorenz map f with negative Schwarzian derivative with two consecutive renormal-
ization intervals In ⊃ In+1 and `n, with J0 regular and rn as given by the former lemma,
we define
Un = (ân, b̂n) ∪
( `n−1⋃
j=1
f j((ân, c))
) ∪ ( rn−1⋃
j=1
f j((c, b̂))
)
(15)
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and we have that Un is a trapping region, that is, f(Un \ {c}) ⊂ Un
Corollary 9.29. Suppose that f : [0, 1] \ {c} → [0, 1] is a C3 contracting Lorenz map with
negative Schwarzian derivative. Let In ⊃ In+1 be two consecutive intervals of the nested
sequence of renormalization intervals Rf . If In is regular and it is not contained in the
basin of a periodic attractor. Then
αf (x) ⊃ Ωn(f) ∀x ∈ Un.
Proof. As Lemma 9.22 says αf (x) ⊃ Ωn(f) to any x such that αf (x) 3 ∂In+1, this holds
for any x in Un, as this is contained in En. 
Lemma 9.30. Suppose that f : [0, 1] \ {c} → [0, 1] is a C3 contracting Lorenz map with
negative Schwarzian derivative. Let In ⊃ In+1 be consecutive intervals of the nested se-
quence of renormalization intervals Rf , with In being a regular renormalization interval
not contained in the basin of a periodic attractor. Given x ∈ In \Kn+1, if αf (x) ⊃ ∂In+1
then αf (x) ∩ Un ⊂ Ωn(f) ∩ Un.
Proof. Consider x such that αf (x) ⊃ ∂In+1. Given y ∈ αf (x) ∩ Un consider any neigh-
borhood V of y. We may assume V ⊂ Un. Also, as y ∈ αf (x) and x ∈ In \ Kn+1, then
y must also be in Un \ Kn+1. Note that there is some 0 ≤ j ≤ max{`n, rn} such that
f j(y) ∈ In \ Kn+1. As f j(y) ∈ Ωn(f) =⇒ y ∈ Ωn(f), we may assume (changing y by
f j(y) if necessary) that y ∈ In \Kn+1.
Claim 6. y ∈ (V \ {y}) ∩ O−f (x).
Proof. On the contrary, ∃ > 0 such that B(y) ∩O−f (x) = {y}. In this case, we have that
∃n1 < n2 < ... < nj →∞ such that fnj(y) = x. Then
x = fn2(y) = fn2−n1(fn1(y)) = fn2−n1(x).
Observe that if f s(B(y)) ∩ ∂In+1 = ∅ ∀s then writing (α, β) = fn1(B(y)) we have
x ∈ (α, β) and fk(n2−n1)((α, β)) ∩ ∂In+1 = ∅ ∀k.
Taking (x, γ) =
⋃
k≥1 f
k(n2−n1)((x, β)) =
⋃
k≥1(x, f
k(n2−n1)(β)) we have fn2−n1|(x,γ) home-
omorphism and fn2−n1((x, γ)) ⊂ (x, γ). But this would imply, by Corollary 9.11, that Jn
is containing in the basin of a periodic attractor, contradicting our hypothesis. Then, we
necessarily have that ∃s such that f s(B(y)) ∩ ∂In+1 6= ∅. As αf (x) ∩ ∂In+1 6= ∅ we would
have that #O−f (x) ∩B(y) =∞. Again an absurd, proving the claim. 
Because of the Claim 6 above, we may assume that y ∈ (y, 1) ∩ V ∩ O−f (x) (the case
when we have that y ∈ (0, y) ∩ V ∩ O−f (x) is analogous). We may take x1 < x2 ∈ (y, 1) ∩
V ∩ O−f (x) such that fn2(x2) = x = fn1(x1) with n1 < n2.
Claim 7. ∃ s ≥ 0 such that c ∈ f s([x1, x2)).
Proof. If c /∈ f s([x1x2)) ∀ s ≥ 0 then c /∈ fk(n2−n1)([fn2−n1(x), x)) = fk(n2−n1)+n2([x1, x2))
∀k ∈ N. As f preserves orientation, fk(n2−n1)|[fn2−n1 (x),x) is a homeomorphism ∀x, so we
have
f (k+1)(n2−n1)(x) < fk(n2−n1)(x) ∀k.
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Then,
⋃
k≥0 f
k(n2−n1)([fn2−n1(x), x)) is an interval (γ, x). Besides that, fn2−n1|(γ,x) is a
homeomorphism and fn2−n1((γ, x)) ⊂ (γ, x). But this is an absurd, because it would
imply, by Corollary 9.11, that J0 is containing in the basin of a periodic attractor.

By Claim 7 there is a smaller integer s ≥ 0 such that c ∈ f s([x1, x2)). Notice that x1, x2 /∈
In+1, as x1, x2 ∈ O−f (x) and x ∈ In \Kn+1. Thus, In+1 ⊂ interior f s([x1, x2)). As x1 ∈ Un,
we have that O−f (x1) accumulates in both points of ∂In+1. Then, O−f (x1)∩f s([x1, x2)) 6= ∅.
This implies that ∃x′1 ∈ O−f (x1) ∩ [x1, x2) ⊂ V , say x′1 ∈ f−t(x1) ∩ V . Then,
f t(V ) ∩ V 6= ∅
As V is a neighborhood of y ∈ Un that was arbitrarily taken, we may conclude that
y ∈ Ω(f). Because y ∈ Un \Kn+1 ⊂ Kn \Kn+1, we get y ∈ Ωn(f).

Corollary 9.31. Let f : [0, 1] \ {c} → [0, 1] is a C3 contracting Lorenz map with negative
Schwarzian derivative and In ⊃ In+1 be two consecutive intervals of the nested sequence
of renormalization intervals Rf . If In is regular and it is not contained in the basin of a
periodic attractor then
αf (x) ∩ Un = Ωn(f) ∀x ∈ In \Kn+1.
Proof. It follows from Lemma 9.30 and Lemma 9.29 that
αf (x) ∩ Un = Ωn(f) ∩ Un ∀x ∈ In \Kn+1.
As Un is an open trapping set with Un ⊃ In+1, we can apply Lemma 9.9 and conclude that
O+f (x) ∩ Un for all x ∈ In. This implies that Ωn(f) ⊂ Un. That is Ωn(f) ∩ Un = Ωn(f).

Proposition 9.32. Let f : [0, 1]\{c} → [0, 1] is a C3 contracting Lorenz map with negative
Schwarzian derivative. If In ⊃ In+1 are two consecutive intervals of the nested sequence
of renormalization intervals Rf with Jn being regular and not contained in the basin of a
periodic attractor, then f |Ωn(f) is strongly transitive. In particular,
f |Ωn(f) is transitive.
Proof. We will show that
⋃
j≥0 f
j(V ∩ Ωn(f)) = Ωn(f),∀V ⊂ Un \ In+1, V open and
V ∩ Ωn(f) 6= ∅.
As we know that f−1(αf (x)) ⊂ αf (x) for any x ∈ [0, 1], it follows from the Corollary 9.31
that
f−1(Ωn(f) ∩ Un) ∩ Un ⊂ Ωn(f) ∩ Un. (16)
Let V ⊂ Un \ In+1, V any open set with V ∩Ωn(f) 6= ∅. Given x0 ∈ Ωn(f)∩Un we have
that αf (x) ∩ V 6= ∅ and then O−f (x) ∩ V 6= ∅. Pick xt ∈ f−t(x) ∩ V . Define xk = f t−k(xt)
for 0 ≤ k ≤ t.
xt
f→ xt−1 f→ · · · f→ x0 = f t(xt)
As Un is a trapping region, we have that xk in Un,∀0 ≤ k ≤ t.
We claim that indeed xt ∈ Ωn(f) ∩Un. We will prove this claim by induction. We have
that x0 ∈ Ωn(f) ∩ Un. Suppose it also worths for k − 1, that is, xk−1 ∈ Ωn(f) ∩ Un. We
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have that xk ∈ Un. Then xk ∈ f−1(xk−1) ∩Un and by (16) we have that xk ∈ Ωn(f) ∩Un.
It follows by induction that xt ∈ Ωn(f) ∩ Un.

Remark 9.33. In the Section 10.0.4 of the Appendix, we describe the possible decomposi-
tion to a non renormalizable f .
Proof of the Spectral Decomposition Theorem, Theorem 9. We begin by setting I0 := (0, 1).
For n ≥ 1, In is the n-th interval of the nested sequence of renormalization intervals Rf
(see the beginning of Section 9.3 and Definition 9.19). If Rf is a finite sequence, let nf − 1
be the biggest n ≥ 1 such that In is not contained in the basin of periodic attractors.
Otherwise, set nf =∞. Note that #Rf − 1 ≤ nf ≤ #Rf .
Then, we found a sequence of consecutive renormalization intervals, {Ij}j≥0, and to
each n ≥ 1 we may associate Kn := KIn , the nice trapping region associated to In. Set
K0 = (0, 1).
Obviously if nj is finite, we have that
(0, 1) = (K0 \K1) ∪ (K1 \K2) ∪ · · · ∪ (Knf−1 \Knf ) ∪Knf .
If not, f is a ∞-renormalizable map and
(0, 1) =
( ⋃
0≤n<nf
Kn \Kn+1
)
∪
( ⋂
0≤n<nf
Kn
)
,
where Λ :=
⋂
0≤n<nf Kn is the Solenoid Attractor of f .
Defining, Ω0(f) = {0, 1}, Ωn(f) = Ω(f) ∩ (Kn \Kn+1) for 1 ≤ n < nf and
Ωnj(f) =
{
Ω(f) ∩Knf if nf <∞⋂
0≤n<nf Kn if nf =∞
,
we get
Ω(f) =
⋃
0≤n≤nf
Ωn(f). (17)
As Kn is a trapping region, O+f (x) ⊂ Kn ∀x ∈ Kn ∀n.
If f does not have periodic attractors then every renormalization interval is regular
(Remark 9.4). Thus, it follows from Proposition 9.32 that Ωn(f) is transitive ∀n, 1 ≤
n < nf . Furthermore, as f does not have periodic attractor, we can use Theorem 7 to
conclude that Ωnf is also transitive. Indeed, the trapping region U given by the Theorem
has to be inside Knf and by Lemma 9.9, O+f (x) ∩ U ∀x ∈ Inf . This implies that Ω(f) ∩
Knf ⊂ Ω(f) ∩ U , which is transitive. Furthermore,∀ 1 ≤ n ≤ nf − 1, Ωn(f) is a compact
forward invariant uniformly expanding set (the expansion follows, for instance, from Man˜e’s
Theorem (Theorem 3)). Finally, if Ωn(f) is not a periodic orbit, then Ωf is a Cantor set
(Lemma 10.2 in the Appendix provides Ωf to be perfect and Lemma 4 to have Lebesgue
zero measure and so, to be totally disconnected).
If f has a non-regular (or a degenerate) renormalization interval, then there is a finite
attractor Λ such that Inf ⊂ β(Λ), where Λ can be one periodic attractor or a union of two
periodic attractors. Indeed, either Inf is Jmax, where Jmax is the maximal non-regular (or
degenerate) renormalization interval, or Inf is a regular renormalization interval contained
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Figure 9.3
in the basin of a periodic attractor (as in Lemma 9.10, see Figure 9.1). As Jmax is always
contained in the basin of a periodic attractor (Lemma 9.8 and Lemma 9.18), we get that
Inf ⊂ β(Λ). If Inf = Jmax, the Ωnf (f) can be given by Lemma 9.8 and 9.18. Moreover,
∀ 1 ≤ n ≤ nf − 1, we have that In is a regular renormalization interval not contained in
the basin of a periodic attractor ∀ 1 ≤ n ≤ nf − 1. Thus, Ωn(f) is a transitive compact
forward invariant uniformly expanding set (Proposition 9.32, Lemma 10.2 and Lemma 4).
Finally, let us prove the last item of the theorem.
Let 0 < j < nf . Thus, In = (an, bn) ⊃ In+1 = (an+1, bn+1) are consecutive intervals
of the nested sequence of renormalization intervals Rf with In being regular. Let On the
periodic orbit with minimum period that intersects In, and Ln = (pn, p
′
n) be the connected
component of [0, 1] \ On containing c.
As In is a renormalization interval (and n < nf ), there is only a finite number of gaps
J ∈ CIn of ΛIn such that O+f (In) ∩ J 6= ∅. Furthermore, by Theorem 5 and Corollary 4.8,
the number of gaps of ΛLn that intersect O+f (In) is also finite. That is, #Xn < ∞, where
Xn = {I ∈ CLn ; O+f (In)∩ I 6= ∅} is the set of gaps of ΛLn that intersect the positive orbit
of the renormalization interval In. Of course that (pn, p
′
n) ∈ Xn. Set X0,n := (pn, p′n) and
write Xn = {X0,n, X1,n, · · · , X`n,n}, where `n = #Xn − 1.
Of course that Ωn = X0,n ∪X1,n ∪ · · · ∪X`n,n, #(Xa,n ∩Xb,n) ≤ 1, when a 6= b, and that
for each i ∈ {1, · · · , `n} there is 1 ≤ si,n ≤ `n such that f si,n(Xi,n) ⊂ X0,n. So we only
have to prove that the first return map to X0,n is topologically exact.
If Ln is a renormalization interval, Ln = In+1 and Ωn+1 = O+(pn) (Corollary 4.8). In
this case there is nothing to prove. Thus, suppose then that Ln is not a renormalization
interval, i.e., Ln 6= In+1. As Ln is not a renormalization interval, the first return map Fn
to (pn, p
′
n) is defined in a domain that has more than two connected components. Then, at
least one of the periodic points, let’s say pn (the other case is analogous), returns in such
a way that the branch of its return covers the whole interval (pn, p
′
n), as in Figure 9.3.
64 PAULO BRANDA˜O
Remark 9.34. Let F : (a, b)∗ → (a, b) be the first return map to (a, b) by f . If fn(x) ∈
(a, b) for x ∈ (a, b) then ∃m, 1 ≤ m ≤ n, such that Fm(x) = fn(x).
Claim 8. Given y ∈ Ωn and  > 0, ∃j such that f j((y − , y + )) ∩ ∂In+1 6= ∅.
Proof of the claim. As the set of points that don’t visit In+1 has zero Lebesgue measure, ∃j,
j minimum such that f j((y−, y+))∩In+1 6= ∅. But y ∈ Ωn, then ∀j, f j(y) 6∈ interior(In+1)
for otherwise it would be trapped into Kn+1 with any sufficiently small neighborhood of
it. So, there is a point that is sent to ∂In+1. 
Claim 9. ∃ sequence O−(pn) 3 yk ↗ an+1, nk →∞ and k > 0 such that yk < yk + εk <
an+1, f
nk |(yk,yk+k) homeomorphism and fnk(yk, yk + k) = (pn, p′n).
Proof of the claim. Observe that we have already obtained in Lemma 9.24 that as In is a
regular renormalization interval then α(pn) = α(p
′
n) ⊃ ∂In+1. Then, there is a sequence
of pre-images of pn, yn ∈ O−(pn), converging to an+1. Taking these δk > 0 small enough
to have f jk |(yk,yk+δk) being a diffeomorphism with j minimum such that f jk(yk) = pn. Let
sk = min{j > 0 ; (fperiod pn|−1(pn,c))s(p′n) ∈ (pn, f jk(yk + δk))} and yk + εk ∈ (yk, yk + δk) s.t.
f jk(yk + εk) = (f
period(pn)|−1(pn,c))sk(p′n). Thus, f sk+jk |(yk,yk+εk) is a homeomorphism and
f sk+jk((yk, yk + εk)) = (pn, p
′
n).

Claim. Given y ∈ Ωn ∩ (pn, p′n) and  > 0, ∃I ⊂ B(y) and k ≥ 0 such that fk|I is a
homeomorphism and fk(I) = (pn, p
′
n).
Proof of the claim. By claims 8 and 9 we can obtain this I of the statement. 
By Remark 9.34 we have that given y ∈ Ωn ∩ (pn, p′n) and  > 0, ∃I ⊂ B(y) and m such
that Fmn (I) = (pn, p
′
n)
As Fn((pn, p
′
n)) = (pn, p
′
n) it follows that given y ∈ Ωn ∩ (pn, p′n) and V a neighborhood
of y, we will have that ∃m such that F sn(V ) = (pn, p′n), ∀s ≥ m. That is, given an open set
V with V ∩ Ωn 6= ∅, we have that F sn(V ∩ Ωn) = (pn, p′n) ∩ Ωn, ∀s ≥ m, for some m ≥ 0.

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10. Appendix
Lemma 10.1. (Dichotomy of transitivity) If f : U → X is a continuous map defined
in an open and dense subset U of compact metric space X then either @x ∈ U such that
ωf (x) = X or ω(x) = X for a residual set of x ∈ X.
Proof. Suppose that O+f (p) is dense in X for some p ∈
⋂
j≥0 f
−j(U). Write p` = f `(p).
For each ` ∈ N there is some kn,` such that {p`, · · · , fkn,`(p`)} is (1/2n)-dense. As f
is continuous and U open, there is some rn,` > 0 such that f
j(Brn,`(p`)) ⊂ B1/2n(f j(p`))
∀ 0 ≤ j ≤ kn,`. Thus, {y, · · · , fkn,`(y)} is (1/n)-dense ∀ y ∈ Brn,`(p`). Let
Xn = {x ∈ X ; O+f (x) is (1/n)− dense}.
Therefore
⋃
`∈NBrn,`(p`) ⊂ Xn is a open and dense set. Furthermore,⋂
n∈N
⋃
`∈N
Brn,`(p`)
is a residual set contained in
⋂
n∈NXn = {x ∈ X ; ωf (x) = X}. 
Lemma 10.2. Let X be a compact metric space and f : U → X be a continuous map
defined in a subset U . If x ∈ ⋂n≥0 f−n(U) and x ∈ ωf (x) then either O+f (x) is a periodic
orbit (in this case ωf (x) = O+f (x)) or ωf (x) is a perfect set.
Proof. Suppose ∃p ∈ ωf (x) an isolated point, say Bε(p) ∩ ωf (x) = {p}, with ε > 0. As
x ∈ ωf (x) and f is continuous on O+f (x), we have O+f (x) ⊂ ωf (x). Thus, O+f (x)∩ (Bε(p) \
{p}) = ∅. As p ∈ ωf (x)⇒ ∃ sequence nj ↗∞ such that fnj(x)→ p. Taking j big enough
we have fnj(x) ∈ Bε(p) then fnj(x) = p, ∀j big and then fnj+1−nj(fnj(x)) = p = fnj(x),
that is, fnj(x) is periodic. As x ∈ ωf (x) = ω(fnj(x)) = O+(fnj(x)), we have that x is
periodic. 
Corollary 10.3. Let f : [0, 1] \ {c} → [0, 1] be a contracting Lorenz map. If c− ∈ ωf (c−)
then either f has a super-attractor containing c− or ωf (c−) is a perfect set. Analogously,
If c+ ∈ ωf (c+) then either f has a super-attractor containing c+ or ωf (c+) is a perfect set.
Proof. Suppose that f does not have a super-attractor containing c−. Thus, v1 := f(c−) /∈
O−f (c). In this case, O+f (c−) = {c}∪O+f (v1) (recall the definition ofO+f (c−) in the beginning
of Section 2). Note that v1 ∈ ωf (v1), because c− ∈ ωf (c−). As v1 can not be a periodic
orbit and as v1 ∈
⋃
n≥0 f
−n([0, 1]\{c}), it follows from Lemma 10.2 that ωf (v1) is a perfect
set. As ωf (c−) = ωf (v1) (because c ∈ ωf (v1) ∩ (0, c)), we finish the proof. 
Corollary 10.4. Let f : [0, 1] \ {c} → [0, 1] be a contracting Lorenz map without periodic
attractors. Suppose ωf (c−) 3 c ∈ ωf (c+). If O+f (p) ∩ (0, c) 3 c ∈ (c, 1) ∩ O+f (p), p ∈
(0, 1) \ {c}, then ωf (p) is a perfect set and ωf (p) ∩ (0, c) 3 c ∈ (c, 1) ∩ ωf (p).
Proof. It follows from Corollary 10.3 that ωf (c−) and ωf (c+) are perfect sets. Furthermore,
ωf (c−) ∩ (0, c) 3 c ∈ (c, 1) ∩ ωf (c+). If O+f (p) ∩ (0, c) 3 c ∈ (c, 1) ∩ O+f (p) then ωf (p) ⊃
ωf (c−) ∪ ωf (c+) and so, ωf (p) ∩ (0, c) 3 c ∈ (c, 1) ∩ ωf (p).
66 PAULO BRANDA˜O
Now suppose that ωf (p) is not perfect. Thus, there is q ∈ ωf (p) and δ > 0 such that
Bδ(q) ∩ ωf (p) = {q}. Let J = (a, b) be the connect component of [0, 1] \
(
ωf (p) \ {q}
)
containing q. Note that a, b ⊂ (ωf (x) ∪ {0, 1}).

10.0.1. Topological entropy of the Solenoid Attractor. To compute the topological entropy
of the Solenoid attractor we will need to compactify the [0, 1] \ {c} in such way that the
contracting Lorenz map f can be extended as a continuous map. For this, we may assume
that f does not have a super-attractor (we want to study the ∞-renormalizable case).
Thus, c /∈ O+f (c). Let C := O−f (c)× {−1, 1} and
Xf :=
((
[0, 1] \ O−f (c)
)× {0}) ∪ (O−f (c)× {−1, 1}).
Let pi : Xf → [0, 1] be the projection in the first coordinate , i.e., pi((x, j)) = x.
Given (x, j) ∈ Xf , define Bfr ((x, j)), the “ball” of radius r > 0 with center in x, by
Bfr ((x, j)) =

pi−1((x− r, x)) ∪ {(x,−1)} if j = −1
pi−1((x− r, x+ r)) if j = 0
pi−1((x, x+ r)) ∪ {(x, 1)} if j = 1
Let f̂ : Xf → Xf be the lift of f to Xf given by
f̂((x, j)) =

(f(x), j) if x 6= c
(f(c−), 0) if x = c and j = −1
(f(c+), 0) if x = c and j = 1
Of course Xf =
⋃
r>0,x∈Xf B
f
r (x). Moreover, if y ∈ Bfr (x) ∩ Bfr′(x′) then Bfδ (y) ⊂
Bfr (x) ∩Bfr′(x′), for any sufficiently small δ > 0. Thus, there exists an unique topology on
Xf generated by the balls {Bfr ((x, j)) ; r > 0 and (x, j) ∈ Xf}. With this topology Xf is a
T1-space and it has a countable dense subset and it is compact (note that every sequence
(pn, jn) ∈ Xf has a convergent subsequence). So, Xf is metrizable. For instance, if we
write {q1, q2, q3, · · · } = O−f (c)× {−1, 1} ∪ pi−1(Q) and {r1, r2, r3, · · · } = (0, 1)∩Q then we
can define the distance
d((x, i), (y, j)) =
∑
n,m∈N
1
2n+m
∣∣∣∣χBfrn (qm)((x, i))− χBfrn (qm)((y, j))
∣∣∣∣,
which is compatible with the topology. It is easy to check that pi and f̂ are continuous in
this topology. Furthermore, pi is a semi-conjugation between f̂ and f , that is, the diagram
below commutes.
Xf \ {(c,±1)} f̂−−→ Xf \ {(c,±1)}ypi ypi
[0, 1] \ {c} f−−→ [0, 1] \ {c}
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Lemma 10.5. Let f : X → X and g : Y → Y be continuos maps defined in compact
metrical spaces. Let Ψ ∈ C0(Ω(f),Y) be such that #Ψ−1(x) ≤ M ∀x ∈ Y, for some
M ≥ 1. If g ◦Ψ = Ψ ◦ f then h(f) ≤ h(g).
Proof. Note that Λ = Ω(f) and Ψ(Λ) are compact metrical spaces with theirs induced
metrics, as g(Ψ(Λ)) = Ψ(Λ), we can consider the following commutative diagram.
Λ
f |Λ−−−→ ΛyΨ yΨ
Ψ(Λ)
g|Ψ(Λ)−−−→ Ψ(Λ)
Of course g|Ψ(Λ) is a factor of f |Λ. As #Ψ−1(x) ≤ M ∀x, the fiber entropy is smaller or
equal to logM , i.e., H(U|Ψ−1(y)) = log min{#U ′ ; U ′ ⊂ U and Ψ−1(y) ⊂ ⋃P∈U ′ P} ≤
logM , where U is cover of Λ by open sets (see, for instance, pages 167, 170 (Section 6.3)
and 179 (Section 6.7) of [13] for more details). As a consequence, the factor conditional
entropy is zero, that is,
h
(
f |Λ
∣∣g|Ψ(Λ)) = sup
U
inf
n
sup
y∈Ψ(Λ)
1
n
H
( n−1∨
j=0
f |−jΛ U
∣∣∣∣Ψ−1(y)) = 0
(see Lemma 6.8.2, page 182 of [13]). Thus, it follows from Ledrappier [28] that h(f) =
h(f |Λ) = h(g|Ψ(Λ)) ≤ h(g) (see also , see also Corollary 6.4.15 in pp. 172 of [13]).

Corollary 10.6. h(f̂ ) ≤ log 2 for all contracting Lorenz map f .
Proof. Let i : Ω(f̂ )→∑2 := {0, 1}N be the itinerary map. That is,
i((x, j))(n) =
{
0 if (fn(x) < c) or (fn(x) = c and j = −1)
1 if (fn(x) > c) or (fn(x) = c and j = 1)
It is easy to check that #i−1(y) ≤ 2 ∀ y ∈∑2. As f̂ ◦ i = i ◦ σ, where σ : ∑2 →∑2 is the
shift, it follows for the Lemma above the h(f̂ ) ≤ h(σ) = log 2. 
Lemma 10.7 (The Solenoid attractor has zero entropy). Let f : [0, 1]\{c} → [0, 1] be a C2
non-flat contracting Lorenz map without inessential periodic attractors or weak repellers.
If f is ∞-renormalizable then h(f |Λ) = 0, where Λ is the solenoid attractor of f .
Proof. Let suppose that f is ∞-renormalizable and I1 ⊃ I2 ⊃ I3 ⊃ · · · be the nested
sequence of renormalization intervals of f . Observe that În := pi
−1In is a renormalization
interval to f̂ , i.e., the first return map to În by f̂ is conjugated with some ĝ where g is a
contracting Lorenz map.
Let fn be the first return map to In by f and f̂n be the first return map to În by f̂ .
As Xf is compact metrical space and f̂ continuous, we can apply the Variational Principle
for the entropy to f̂ and also to f̂n ∀n. That is, h(f̂n) = sup{hµ(f̂n) ; µ is a f̂n-invariant
probability}. So, using Corollary 10.6 we get
hµ(f̂n) ≤ h(f̂n) ≤ log 2, (18)
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for all µ f̂n-invariant probability and all n ≥ 1.
Furthermore, if µ is f̂ an ergodic invariant probability with µ(În) > 0 then ν :=
1
µ(În)
µ|În
is a fn-invariant probability and hµ(f̂) =
hν(f̂n)∫
Rndν
, where Rn is the first return time to În. As∫
Rndν ≥ min{period(p) ; p ∈ ∂În} =: γn → ∞ and as hν(f̂n) ≤ log 2, we get (applying
the Variational Principle to f̂ |K
În
) that
h
(
f̂ |K
În
)
≤ log 2
γn
,
where KÎn is the nice trapping region generated by În. Indeed, KÎn = pi
−1(KIn). Thus, as
h(f |Λ) ≤ h(f̂ |pi−1(Λ)) ≤ h(f̂ |K
În
) ≤ log 2
γn
∀n ≥ 1, we get that the topological entropy of f
restricted to the Solenoid attractor is zero. That is, h(f |Λ) = 0. 
10.0.2. Misiurewicz contracting Lorenz maps. A contracting Lorenz map f : [0, 1] \ {c} →
[0, 1] is called Misiurewicz if the critical values do not belong to the basin of a periodic
attractor and “the critical point is not recurrent”. Precisely: if neither f(c−) nor f(c+) is
contained in the basin of a periodic attractor and there is some δ > 0 such that
(O+f (c−)∪
O+f (c+)
) ∩ (c− δ, c+ δ) = ∅.
By definition, a Misiurewicz contracting Lorenz map can not have a super-attractor,
because this implies that at least one of the critical values belongs to the periodic attrac-
tor (in particular, to its basin). Furthermore, by Singer Theorem (see Theorem 1 and
Corollary 3.3), if f has negative Schwarzian derivative then the existence of a periodic
orbit implies that one of the critical values of f belongs to its basin. Thus, if f is a
Misiurewicz contracting Lorenz map with negative Schwarzian derivative then f does not
admit periodic attractors.
Note that if I = (a, b) is a renormalization interval to f then fperiod(a)(c−) ∈ (a, b) 3
fperiod(b)(c+), that is, O+f (c−)∩ I 6= ∅ 6= I ∩O+f (c+). Thus, if f is ∞-renormalizable then c
is accumulated by O+f (c−) and O+f (c+). This implies that f cannot be Misiurewicz. That
is, a Misiurewicz map is only finitely many times renormalizable.
Finally, a Misiurewicz contracting Lorenz map cannot be a Cherry-like map. To check
this, let δ > 0 be as in the definition of Misiurewicz map and consider a sequence c− δ <
x1 < x2 < x3 < · · · < xn ↑ c. If f is Cherry-like, we may suppose that c ∈ ωf (xn) ∀n.
In this case, let sn be such that |f sn(xn)− c| < |xn − c| ∀n. Let In 3 xn be the maximal
interval contained in [xn, c) such that f
sn|In is a homeomorphism. It is easy to see that
f sn(In) ⊃ [xn, c) ∀n. Thus for each n ≥ 1 there is a periodic point pn ∈ [xn, c). That is,
c ∈ Per(f), but this is impossible for a Cherry-like map. So, we get a contradiction.
A map f : V ⊂ R → R is called ergodic with respect to the Lebesgue measure if
either Leb(U) = 0 or Leb(V \ U) = 0 for every f -invariant set U ⊂ V (f -invariant means
f−1(U) = U).
Lemma 10.8 (Ergodicity of Misiurewicz contracting Lorenz maps). If a C3 contracting
Lorenz map f : [0, 1]\{c} → [0, 1] with Sf < 0 is Misiurewicz then f is ergodic with respect
to Lebesgue measure. In particular, f does not admit wandering interval.
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Proof. Let δ > 0 be such that
(O+f (c−)∪O+f (c+))∩Bδ(c) = ∅, where Br(c) = (c− r, c+ r)
denotes the ball of radius r centered at c. Let Bδ/2(c) ⊃ J1 ⊃ J2 ⊃ J3 ⊃ · · · be a
nested sequence of nice intervals with
⋂
n Jn = {c}. Let us verify that such sequence
exists, i.e., verify the existence of arbitrarily small nice intervals. As Per(f) ∩ [0, c) 3 c ∈
(c, 1] ∩ Per(f) (Lemma 5.8), given ε > 0 one can choose p, q ∈ Per(f) with c − ε < p <
c < q < c + ε and consider Jε as the connected component of [0, 1] \
(O+f (p) ∪ O+f (q)).
Note that ∅ 6= Jε ⊂ Bε(c) is a nice interval.
For each n, let CJn be the gap of ΛJn , that is, the collection of connected components of
[0, 1] \ ΛJn (see Definition 4.3 and 4.2). Given I ∈ CJn let Î be the maximal open interval
containing I such that f θ(I)|Î is a homeomorphism (see Proposition 4.4 and Section 4.2).
As
(O+f (c−) ∪ O+f (c+)) ∩Bδ(c) = ∅, we get f θ(I)(Î ) ⊃ Bδ(c) ∀ I ∈ CJn ∀n ≥ 1.
By Koebe Lemma, there is a constant K such that
1
K
≤ Df
θ(I)(x)
Df θ(I)(y)
≤ K ∀x, y ∈ (f θ(I)|Î)−1(Bδ/2(c)), ∀ I ∈ CJn and ∀n ≥ 1. (19)
In particular, because I ⊂ (f θ(I)|Î)−1(Bδ/2(c)),
1
K
≤ Df
θ(I)(x)
Df θ(I)(y)
≤ K ∀x, y ∈ I, ∀ I ∈ CJn and ∀n ≥ 1. (20)
We emphasize that K depends only on the relative space between Bδ(c) and Bδ/2(c), it
does not depend on n or I ∈ CJn .
Claim 10. limn→∞ sup{|I| ; I ∈ CJn} = 0
Proof of the claim. It follows from (19) that |I||(fθ(I)|
Î
)−1(Bδ/2(c))| ≤ K
|Jn|
Bδ(c)
∀ I ∈ CIn . Thus,
|I| ≤ K∣∣(f θ(I)|Î)−1(Bδ/2(c))∣∣ |Jn|Bδ(c) ≤ K |Jn|Bδ(c) .
So, sup{|I| ; I ∈ CIn} ≤ K |Jn|Bδ(c) → 0, when n→∞. 
Now, suppose that there exist a f -invariant set U ⊂ [0, 1]\{c} such that 0 < Leb(U) < 1.
Let p ∈ U and q ∈ U { be Lebesgue density points for U and U { respectively, where
U { := ([0, 1]\{c})\U . As we are working in R, this means that given any sequences Aj, A′j
of intervals with Aj 3 p, A′j 3 q and |Aj|, |A′j| → 0 we have
lim
j→∞
Leb(U ∩ Aj)
Leb(Aj)
= 1 = lim
j→∞
Leb(U { ∩ A′j)
Leb(A′j)
. (21)
As Lebesgue almost every point of U and U { are density points, we may assume that
p, q /∈ ⋃n ΛJn (indeed, Leb(⋃n ΛJn) = 0 by Lemma 4.1). That is, for every n ∈ N, there
are In(p), In(q) ∈ CJn such that p ∈ In(p) and q ∈ In(q).
By (21) and Claim 10, we can choose n big enough so that Leb(U∩In(p))
Leb(In(p))
and Leb(U
{∩In(q))
Leb(In(q))
>
2
3K
. Thus, Leb(U
{∩In(p))
Leb(In(p))
and Leb(U∩In(q))
Leb(In(q))
< 1
3K
. From (20) it follows that
Leb(U { ∩ Jn)
Leb(Jn)
≤ KLeb(U
{ ∩ In(p))
Leb(In(p))
<
1
3
> K
Leb(U ∩ In(p))
Leb(In(q))
≥ Leb(U ∩ Jn)
Leb(Jn)
.
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But this is an absurd, as (U ∪ U {) ∩ Jn = Jn. So f does not admit an invariant set with
Lebesgue measure different from 0 or 1. That is, f is ergodic with respect to Lebesgue
measure.
Note that if W = (a, b) is a wandering interval then U =
⋃
n∈Z f
n((a, 1
2
(a + b)) is a
f -invariant set. Moreover, as U ∩ ((1
2
(a + b), b)) = ∅ (because W is wandering interval),
we have 0 < Leb(U) < 1. An absurd, as f is ergodic. Thus, f does not admit wandering
intervals. 
10.0.3. Embedding the dynamics of the symmetric unimodal maps into the dynamics of
the contracting Lorenz maps. An unimodal map f : [0, 1] → [0, 1] with critical point c is
called symmetric if f(x) = f(1 − x). If f is symmetric then f ′(x) = −f ′(1 − x) and so,
f ′(1/2) = −f ′(1/2). Thus f ′(1/2) = 0, i.e., c = 1/2.
Given a symmetric unimodal map f : [0, 1]→ [0, 1] we can associate it to the contracting
Lorenz map Lf : [0, 1] \ {12} → [0, 1] given by
Lf (x) =
{
f(x) if x < 1
2
1− f(x) if x > 1
2
.
Note that
f ◦ Lf (x) =
{
f(f(x)) if x < 1
2
f(1− f(x)) if x > 1
2
= f(f(x)),
as f(1− f(x)) = f((fx)) by the symmetry of f . That is, the diagram below commutes.
[0, 1] \ {1
2
} Lf−−−→ [0, 1] \ {1
2
}yf yf
[0, 1]
f−−−→ [0, 1]
Thus, f ◦ Lnf = fn ◦ f = f ◦ fn ∀n ≥ 1. As
(
f(x) = f(y)
) ⇐⇒ ( x = y or 1− y ), it
follows from f(Lnf (x)) = f(f
n(x)) that Lnf (x) = f
n(x) or 1− fn(x). In particular,
|(Lnf )′(x)| = |(fn)′(x)| ∀x∀n. (22)
Furthermore, as (Lf )
′(x) > 0, we get that (Lnf )
′(x) = fn(x) for a given x ∈ [0, 1] \ {1/2}
if and only if (fn)′(x) > 0. That is,
Lnf (x) =
{
fn(x) if (fn)′(x) > 0
1− fn(x) if (fn)′(x) < 0 . (23)
The formulas (22) and (23) above show that most of the features of the orbits of Lf and
f are the same. In particular, Of (p) and OLf (p) have the same Lyapunov exponent and
Of (p) is finite iff OLf (p) is finite. Furthermore, it is not difficult to check that the type of
topological and metrical attractors of f and Lf are always the same.
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10.0.4. The attractor for the Cherry-like maps.
Lemma 10.9. Let f : [0, 1] \ {c} → [0, 1] be a contracting Lorenz map without super-
attractors. If c ∈ ωf (x) ∀x ∈ (0, 1) then there exists a compact set Λ ⊂ (0, 1) such that
ωf (x) = Λ ∀x ∈ (0, 1). In particular, Λ is a minimal set.
Proof. As f does not have super-attractor and c ∈ ωf (x) ∀x ∈ (0, 1), we get
Per(f) = {0, 1}.
Note also that f([0, c)) 3 c ∈ f((c, 1]), because c ∈ ωf (x) ∀x ∈ (0, 1). Taking in Lemma 6.6
(a, b) = (0, 1), we conclude that O+f (x)∩ (0, c) 6= ∅ 6= (c, 1)∩O+f (x) ∀x ∈ (0, 1). So, we get
O+f (x) ∩ (0, c) 3 c ∈ (c, 1) ∩ O+f (x) ∀x ∈ (0, 1). (24)
As a consequence,
ωf (x) ⊃ ωf (c−) ∪ ωf (c+) ∀x ∈ (0, 1). (25)
In particular,
c− ∈ ωf (c−) and c+ ∈ ωf (c+).
Thus, it follows from Corollary 10.4 that
ωf (x) ∩ (0, c) 3 c ∈ (c, 1) ∩ ωf (x) ∀x ∈ (0, 1). (26)
Now we will prove that ωf (p) = ωf (q) ∀ p, q ∈ (0, 1). If this is not true then there
exist p, q ∈ (0, 1) such that ωf (p) \ ωf (q) 6= ∅. Let y ∈ ωf (p) \ ωf (q). Set [α, β] =[
minωf (p),maxωf (p)
]
(indeed, [α, β] = [f(c+), f(c−)]). It is easy to see that f([α, β]) =
[α, β]. As c ∈ (α, β) (by (24)) and as c ∈ ωf (x) ∀x, we get ωf (x) ⊂ [α, β] ∀x ∈ (0, 1). As
a consequence, y ∈ (α, β).
Let J = (a, b) be the connected component of [0, 1]\ωf (p) containing q. As y ∈ (α, β), we
get a, b ∈ ωf (p). As y ∈ ωf (q)∩J , one can find 0 ≤ n1 < n2 such that fn1(q), fn2(q) ∈ (a, b).
We may suppose that fn1(q) < fn2(q) (the case fn1(q) > fn2(q) is analogous).
Let T := (t, fn1(q)] be the maximal interval contained in (a, fn1(q)] such that fn2−n1 |T
is a homeomorphism and that fn2−n1(T ) ⊂ (a, fn2(q)].
Claim 11. fn2−n1(T ) = (a, fn2(q)]
Proof of the claim. If not, there are two possibles cases: (1) f s(t) = c for some 0 ≤ s <
n2 − n1 or (2) t = a and a < fn2−n1(a) < fn2(q). As a < fn2−n1(a) < fn2(q) will implies
that ωf (p) ∩ J 6= ∅, and this contradicts the fact that J ⊂ [0, 1] \ ωf (p), we have only to
analyze the first case.
Thus f s(T ) ∩ ωf (p) = (c, f s(fn2−n1)(q)) ∩ ωf (p) 6= ∅ (because of (26)). But this implies
that J ∩ ωf (x) ⊃ fn2−n1(T ) ∩ ωf (x) ⊃ fn2−n1−s(f s(T ) ∩ ωf (x)) 6= ∅. An absurd, as
J ⊂ [0, 1] \ ωf (x). 
It follows from the claim above that fn2−n1(T ) = (a, fn2(q)] ⊃ T . This implies that f has
a periodic point in T (because fn2−n1|T is a homeomorphism). But this is a contradiction
with the fact that Per(f) ∩ (0, 1) = ∅. 
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Analyzing the Spectral Decomposition to a non renormalizable map. Let f : [0, 1] \ {c} →
[0, 1] be a non renormalizable C3 contracting Lorenz map with negative Schwarzian deriv-
ative.
(1) (Figure 1) If 0 = f(c+) and f(c−) = 1 then f is transitive. In this case nf = 0
and Ω0 = [0, 1]. this is the Misiurewicz case (see Section 10.0.2 of the Appendix).
In this case f is ergodic with respect to Lebesgue measure and it does not admit
wandering interval (Lemma 10.8 of the Appendix). Thus, as f is neither Cherry-
like nor ∞-renormalizable and as f does not have periodic attractors (see details
in Section 10.0.2 of the Apendix), we can apply Theorem C and conclude that f
[0, 1] = [f(c+, f(c−)] is the attractor of f . In particular, [0, 1] is transitive.
Figure 1
(2) (Figure 2) If 0 < f(c+) ≤ c ≤ f(c−) < 1 then nf = 1, Ω0 = {0, 1} and Ω1 is
transitive. In this case, Ω1 is the topological (and metrical) attractor and it can
be {c} ({c} is a super-attractor) or a Cherry attractor or [f(c+), f(c−)] (a chaotic
attractor) or a chaotic Cantor set (with the existence of wandering intervals).
Figure 2
(3) (Figure 3) If 0 = f(c+) and 0 is an attracting fixed point or if f(c−) = 1 and 1 is
an attracting fixed point then nf = 0 and Ω0 = {0, 1}.
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Figure 3
(4) (Figure 4) If 0 = f(c+) < c < f(c−) < 1 and f does not have a periodic attractor
then nf = 1, Ω0 = {1} and Ω1 can be [0, f(c−)] (chaotic attractor) or a chaotic
Cantor set (with the existence of wandering intervals).
(Figure 4) If 0 < f(c+) < c < f(c−) = 1 and f does not have a periodic attractor
then nf = 1, Ω0 = {0} and Ω1 can be [f(c+), 1] (chaotic attractor) or a chaotic
Cantor set (with the existence of wandering intervals).
Figure 4
(5) (Figure 5) If 0 = f(c+) < c < f(c−) < 1 and f has an attracting hyperbolic periodic
orbit then nf = 2, Ω0 = {1} and Ω1 is a transitive expanding Cantor set and Ω2 is
the attracting hyperbolic periodic orbit.
(Analogous to Figure 5) If 0 < f(c+) < c < f(c−) = 1 and f has an attracting
hyperbolic periodic orbit then nf = 2, Ω0 = {0} and Ω1 is a transitive expanding
cantor set and Ω2 is the attracting hyperbolic periodic orbit.
Remark 10.10. These cases are studied in Section 9.2. In these cases, although
there are proper renormalization intervals, there is a degenerate renormalization
interval I in the form (p, c), p ∈ Per(f), and it is the local basin of the periodic
attractor. Ω1 = Ω(f) ∩ ((0, 1) \ I) = {x ∈ (0, 1) ; O+f (x) ∩ I = ∅}.
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Figure 5
(6) (Figure 5) If 0 = f(c+) < c < f(c−) < 1 and f has an non-hyperbolic attracting
periodic orbit (a saddle-node) or a super-attractor then nf = 1, Ω0 = {1} and Ω1
is a transitive non-hyperbolic Cantor set.
(Analoguous to Figure 5) If 0 < f(c+) < c < f(c−) = 1 and f has an non-hyperbolic
attracting periodic orbit (a saddle-node) or a super-attractor then nf = 1, Ω0 = {0}
and Ω1 is a transitive non-hyperbolic cantor set.
The Remark 10.10 is also valid to theses cases.
Figure 6
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