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I. INTRODUCTION

M
AGNETIC disk drive recording technology is currently close to the information density limit for one-dimensional data tracks. Two-dimensional magnetic recording (TDMR) [1] is an emerging technology that utilizes specialized read and write-head designs together with novel signal processing and coding techniques to increase the storage density on conventional magnetic hard disks. TDMR is likely to be available relatively more quickly than alternative emerging technologies like heat-assistedmagnetic-recording (HAMR) [2] or bit-patterned-media recording (BPM) [3] , which involve radical redesign of the recording medium [1] . The present paper considers turbo equalization for TDMR. In TDMR, bits are written and read from conventional magnetic hard disks in two dimensions [1] . The disks have magnetic grains of different sizes packed randomly onto their surfaces. In high-density TDMR (e.g., between 1 and 3 magnetic grains per coded bit (GPB)), the number of channel bits may be larger than the number of media grains to support them in a given local area. Thus, occasionally a bit will not be written on any grain, and will effectively be "overwritten" by bits on surrounding grains.
TDMR channels are also subject to two-dimensional intersymbol interference (2D-ISI) due to nearby down-and cross-track bits (e.g., [4] , [5] ). We model 2D-ISI as a convolution between the data and a 2D impulse response which models the read head response [4] .
Magnetic-grain write/read models are discussed in [6] , including a micro-magnetic model, for which simulation results and parameter estimation techniques are provided. Reference [7] also discusses TDMR channel models, along with trellis-based and probabilistic-graphical-modelbased detection techniques that employ local grain state estimation (LGSE) to aid detection of coded bits.
LGSE-based decoding schemes inspired by the BahlCocke-Jelinek-Raviv (BCJR) algorithm [8] are discussed in [9] and [10] ; these papers employ the four-rectangulargrain media model (FRGM) of [11] . In [10] , turbo equalization for the FRGM with 2D-ISI is proposed, and densities of at least 0.496 user bits per grain (U/G) at 10 dB signal-to-noise ratio (SNR) are achieved; this corresponds to user bit densities of 9.9 Terabits/in 2 on magnetic media with grain densities of about 20 Teragrains/in 2 , which are typically envisioned for the future [4] . In [12] , a TDMR LGSE scheme based on the generalized belief propagation (GBP) algorithm [13] is constructed for a discretized-nuclei random Voronoi grain model. The turbo equalization system in [12] achieves 0.4515 U/G when run against data from the random Voronoi model assumed by the present paper, but does not include 2D-ISI, and requires substantially more computational complexity than the system proposed here.
Since LGSE suffers from high complexity, a previous paper [4] combats TDMR overwrites by combining a relatively low-complexity 2D minimum-mean-squared-error (MMSE) 0733-8716 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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equalizer with a non-linear equalizer output mapping. Hwang et al. [4] propose fitting the equalizer output conditional probability density functions (PDFs) with a Gaussianmixture model (GMM); the best-fit GMM is computed from a training block of data from their Voronoi grain write/read model. In their system simulations, log-likelihoodratios (LLRs) are computed from the GMM and passed to a low-density parity check (LDPC) decoder. The media model in [4] adds random perturbations to the square-lattice bit-cell centers in order to create initial Voronoi grain nuclei. A second random shift of blocks of perturbed bit centers is then done to compute the final nuclei locations. This perturbed-bitcenters (PBC) Voronoi grain model is more accurate than the FRGM; nevertheless, based on simulation results presented in section IV below, the model in [4] appears to give overly optimistic performance predictions compared to the random Voronoi model employed in the present paper. In [4] , no information is passed back from the LDPC decoder to the MMSE equalizer; hence, the results reported in [4] are for non-iterative (one-shot) detection/decoding only. The system architecture in the present paper is similar to that in [4] , but there are key differences in the system components and media model. The present paper employs the BCJR-based iterative row-column equalizer from [14] , and uses irregular repeat-accumulate (IRA) codes [15] . The present paper's media model has randomly distributed Voronoi grain nuclei that are independent of the coded-data-bit centers, per the approach in [5] . The non-linear mapping in the present paper also uses a GMM-based technique, but it is an LLR-to-LLR mapping, rather than a sample-to-LLR mapping. To pass back LLRs from the IRA decoder to the 2D-ISI equalizer, and thereby enable iterative turbo equalization, we design a simple likelihood-ratio-based LLR estimator. The proposed turbo equalizer uses multiplicative LLR weights between the 2D-ISI equalizer's constituent row/column BCJR modules, and between the row/column equalizer and the channel decoder. Some of the non-iterative detection results reported in this paper were previously presented in the conference paper [16] .
The magnetic recording assumptions of this paper are summarized as follows, and are described in more detail in section II: 1) Media grains are modeled using the random Voronoi model of [5] ; 2) The write head can magnetize at the grain level, and uses the centroid write model of [1] ; 3) The read head is modeled by 2D convolution of (±1) data read from the bit-cell centers with the sampled-Gaussian impulse response of [4] , which extends over an area of 5 × 5 bits.
We now list the contributions of the present paper: 1) system-level simulation of the 2D magnetic write/read process, including forward error correction (FEC), random Voronoi grain media model, 2D-ISI, and additive white Gaussian noise (AWGN); 2) a GMM-based method for deriving a non-linear LLR-to-LLR mapping from the 2D-ISI equalizer to the channel decoder; 3) design of an LLR estimator function for passing LLRs from channel decoder to 2D-ISI equalizer; 4) simulations showing that the overwrite effect first manifests itself at about 3 GPB, and becomes larger with decreasing GPB (corresponding to higher coded bit densities); 5) a performance comparison between the proposed system and that in [4] on the PBC Voronoi model demonstrating 6.5% higher U/G and 16.4 dB less SNR for the proposed system at similar bit error rates (BERs), with non-iterative (one-shot) detection/decoding; 6) simulations of the proposed system on the random Voronoi model that suffer a 9.6% density loss compared to the same system run on the PBC Voronoi model, suggesting that use of the the PBC model can lead to somewhat inaccurate performance predictions; 7) simulations demonstrating that the LLR mapping function provides up to 5.7% increase in user bit density; 8) simulations demonstrating that, by utilizing the LLR estimator function to do iterative turbo equalization, SNR gains of up to 1.7 dB over one-shot detection can be achieved; 9) simulations on the random Voronoi model demonstrating that user bit densities of 8.844 Terabits/in 2 can be achieved, which is close to the TDMR density of 10 Terabits/in 2 first envisioned in [1] . The paper's organization is now described. Section II presents the magnetic media write and read models. Section III considers the proposed turbo equalization system, including the non-linear LLR mapping and LLR estimator. Section IV provides simulation results and draws comparisons with [4] and [12] . The paper's conclusions are presented in section V.
II. TDMR VORONOI GRAIN MODEL AND 2D-ISI CHANNEL MODEL
The TDMR random Voronoi model considered in this paper follows that in [5] . In that model, grain nuclei are initially randomly distributed throughout the input image area; the number of nuclei is chosen according to the desired number of channel coded bits per grain, and determines the average grain area A. To reduce the grain area standard deviation σ A to a value more typical of actual magnetic media, grains with area smaller than A − 2σ A are eliminated, and grains larger than A + 2σ A are split into two smaller grains. This process results in σ A ≈ 0.25 A.
This paper employs the centroid write/read model proposed in [1] ; this model is also employed in [4] . Grains in the image margin are magnetized to a value of −1. In the writing process, a given Voronoi grain cell is magnetized (to a value of ±1) by the channel bit containing the centroid of that grain cell. To read back the data from the model, the value y(m, n) ∈ {−1, +1} of a given channel bit at location (m, n) is determined by the magnetization of the Voronoi grain whose centroid is closest (in Euclidean distance) to the center (m, n) of the channel bit's square cell.
While scanning the magnetic disk to read back the data, the cross-track and down-track reading process causes the 2D-ISI effect. The TDMR channel model for the received samples r (m, n) with 2D-ISI is [11] :
In (1), y is the matrix of bits recorded on the magnetic grains; y includes the TDMR overwrite effect of the Voronoi model. It is assumed that the components of y are independent and identically distributed (IID) random variables (RVs) that take equi-probable values ±1. Matrix z is the discrete AWGN field and h is the 2D read-head impulse function, given in [4] as:
where k and l indicate the down-and cross-track directions, T 50 is the half bandwidth and T is the length of the square bit cell. In this paper, T 50 is considered to be equal to T . The AWGN field level can be quantified using an SNR defined as follows:
where * denotes the 2D convolution in (1), r is the FEC rate and σ 2 z is the AWGN variance. In this paper, we do not explicitly generate a separate media noise term. Rather, we let the random Voronoi model introduce grain-related effects to the read coded bits y(m, n), and then employ a GMM model of the equalizer output to design a non-linear LLR mapping in order to minimize grain-related effects. If we were to define a media noise term v(m, n), it would be defined as
where π(u(m, n)) are the interleaved coded bits shown in Fig. 1 .
III. SIGNAL PROCESSING FOR THE TDMR VORONOI MODEL IN PRESENCE OF 2D-ISI AND AWGN
This section presents the proposed TDMR signal processing system for the Voronoi channel model. The receiver, which processes samples read from the channel, employs a TDMR LLR mapping function between the 2D-ISI equalizer and the IRA decoder; subsection III-B explains how the mapping function is derived and used in the proposed system. An estimator function is proposed in subsection III-C, and used in the receiver to transfer LLRs from the IRA decoder to the 2D-ISI equalizer.
A. Transmitter and Receiver Architectures
The transmitter is shown in Fig. 1 . The IRA code is a type of LDPC code introduced in [15] . The IRA code used in this paper has a block length of 28563 information bits and 56871 coded bits with the code rate of 0.5022. The code's degree distribution comes from [15, Table 3 ], where the check node degree is 8, and the minimum variable node degree is 3.
The S-interleaver [17] (shown as the block labeled π in Fig. 1 ) allows the IRA encoded, interleaved bits to be considered statistically independent. We use this fact to simplify the LLR calculations in the receiver.
To increase (decrease) the code rate, the IRA code parity bits are randomly punctured (repeated). To puncture, parity bits are removed (not sent) at the transmitter, and zero LLRs are placed in the positions of the punctured parity bits just before the IRA decoder. To repeat, randomly selected parity bits are repeated at the transmitter, and the LLRs of the repeated and original parity bits are summed just before the IRA decoder in the receiver. After puncturing/repeating, the coded sequence is written on and read back from the TDMR Voronoi model, and then goes through the 2D-ISI channel with AWGN.
The receiver is shown in Fig. 2 ; it consists of the joint row-column 2D-ISI equalizer [14] and IRA decoder. After iterating between row and column equalizers, the 2D-ISI equalizer sends binary LLR estimates of the coded bitsŷ to the IRA decoder. Subtraction of the corresponding binary LLRs received from the IRA decoder (and passed through the LLR estimator described in subsection III-C) at the start of the current iteration is not done, as it has no effect on the final system BER. We believe this occurs because the row/column marginalizations performed in the iterative 2D-ISI equalizer (and described in more detail in [14] ) effectively make it impossible to express the binary output LLRs from the 2D-ISI equalizer as a sum of terms such that one of the terms is equal to the binary input LLR from the IRA decoder. After some iterations on the IRA decoder's Tanner graph, binary LLRs are sent back to the 2D-ISI equalizer after the input LLRs received from the 2D-ISI equalizer are subtracted out. This outer iteration schedule can be repeated several times before Fig. 3 . State, input, and feedback pixels for the BCJR row-equalizer of the 2D-ISI equalizer (from [14] ).
the decoded user bits are obtained from the IRA decoder. The LLR weights w 1 , w 2 , and w 3 shown in Fig. 2 are all less than 1; they are used to slow the convergence of the turbo equalizer so as to avoid convergence to a local minimum, and to compensate for LLRs that may be larger than optimal due to the non-maximum-likelihood (non-ML) 2D-ISI equalizer.
The weight values are optimized by repeated simulation runs.
Since the 2D-ISI equalizer's LLR outputs for a 3 × 3 convolution mask h are 512-valued LLRs specifying the joint probabilities of the state and input bits shown in Fig. 3 from [14] , they must be marginalized to binary LLRs before passing them to the IRA decoder. The binary LLR for position k (the bit position of i 0 in the 2D-ISI row equalizer's state/input block shown in Fig. 3 ) is computed as:
where
is the joint state and input probability at position k computed by the BCJR algorithm, s = (s 3 , s 4 , s 5 ) is the current state, s = (s 0 , s 1 , s 2 ) is the previous state, and (i 0 , i 1 , i 2 ) are the input bits, as shown in Fig. 3 . For ease of presentation, the calculation in (4) is referenced to Fig. 3 as if it were done in the row equalizer; in fact it is actually done in the column equalizer (as seen in Fig. 2 ). The column equalizer simply transposes the array of input LLRs and then applies the row-equalizer's processing.
In order to pass extrinsic LLRs from the IRA decoder to the 2D-ISI equalizer, we need to calculate 512-valued LLRs which specify the joint probability of the state and input bits shown in Fig. 3 . Since the IRA decoder output LLRs are in row order, to calculate input LLRs for the column equalizer we first transpose the LLR block and then calculate the joint probabilities as the products of the individual binary bit probabilities, under an independence assumption justified by the presence of the interleaver. So, the joint state and input extrinsic input probability P i 0 ,i 1 ,i 2 k,ext (s, s ) to the column equalizer for position k is computed as:
where each of the probability factors like P(ũ k 00 = s 0 ) are the extrinsic probabilities of the bits in input column 
computed from the binary output LLRs from the IRA decoder using the standard exponential formulas. The 512-value LLR calculation is as follows: 
B. TDMR LLR Mapping Function Computation
To account for TDMR bit overwrites, an LLR mapping function is inserted between the 2D-ISI equalizer's column equalizer and the IRA decoder, as shown in Fig. 2 . The PDF of binary LLRs at the output of the 2D-ISI equalizer, conditioned on +1 coded data bits, is depicted in Fig. 4 . The peaks on the left side of the plots are caused by TDMR overwrites. The LLR mapping is computed for the first (pilot) block of coded bits, communicated to the receiver, and then used for all subsequent code blocks.
To find the LLR mapping, the experimental PDF of binary LLRs conditioned on +1 code bits from the 2D-ISI equalizer is fitted with a two-component GMM PDF as seen in the top plot of Fig. 4 , where there are two Gaussian-shaped peaks. The PDF of binary LLRs conditioned on coded bit u = −1 is symmetric to that conditioned on u = +1. By considering the two conditional PDFs, the TDMR LLR mapping function is computed as: where L L R RC out is the 2D-ISI equalizer's binary LLR output and L L R I R A in is the output of the TDMR LLR mapping function which is sent to the IRA decoder. Fig. 5 shows the TDMR LLR mapping function for SNR = 13 dB, code rate r = 0.5, and GPB of 1.1.
C. LLRŷ Estimator Function
To enable outer iterations between the 2D-ISI equalizer and the IRA decoder,ŷ bit LLRs must be passed from the IRA decoder to the 2D-ISI equalizer. The IRA decoder outputŝ u bit LLRs. Theŷ bit LLRs can be estimated from theû bit LLRs by considering the LLR statistics at the output of the 2D-ISI equalizer. Theŷ estimator function is shown in Fig. 2 . Some overwrite and 2D-ISI effect errors are corrected in the IRA decoder'sû output bit LLRs. Butŷ bit LLRs, which are estimates of the LLRs of the read bits y, should have the overwrite effect errors because, as shown in Fig. 1 , y information includes the overwrite effect of the TDMR Voronoi grain model. Thus, the estimator returns the corrected overwrite effect errors in theû LLRs to their previous erroneous values inŷ LLRs by flipping the sign of theû LLRs that correspond to overwrite errors. Fig. 4 illustrates the conditional PDFs (conditioned on coded bit u = +1) of the 2D-ISI equalizerŷ output bit LLRs at SNR = 13 dB and SNR = 10 dB with the same U/G. The figure shows that, at SNR = 13 dB, there are essentially no 2D-ISI effect errors in the 2D-ISI equalizer output LLRs. By contrast, at SNR = 10, there are some errors caused by 2D-ISI effect; these errors occur mainly in the "trusted interval." Thus, in order to estimateŷ bit LLRs fromû bit LLRs, we leaveû bit LLRs in the trusted interval unchanged, and change the sign of theû bit LLRs outside the trusted interval according to the following criteria, in which the symbolsû sub , u,ŷ andŷ est are as defined in Fig. 2 , and we have omitted the π −1 (·) notation used in Fig. 2 . First, if theŷ bit LLR before the TDMR LLR mapping function (labeled L L R RC out in Fig. 2) is in the trusted interval I T , we leave its correspondingû sub bit LLR unchanged after the IRA decoder as follows:
Second, if L L R RC out is outside the trusted interval I T , we estimate theŷ bit LLR input to the 2D-ISI equalizer aŝ
The idea behind (9) is that, when the sign of theû bit LLR is different than theŷ LLR going into the IRA decoder, an overwrite error has likely been corrected by the IRA decoder. So, to estimate theŷ bit LLR, the sign of theû sub bit LLR must be changed back to its initial erroneous value. When the sign of theû bit LLR is the same as that ofŷ, there likely is no overwrite error, so the sign ofû sub is not changed. To find the optimal trusted interval I T , we use the likelihood ratio method to find the threshold x for making a decision between the overwrite and non-overwrite bit LLRs. The likelihood ratio conditioned on a code bit u = +1 is
where P(H o |u = +1) and P(H n |u = +1) are the overwrite and non-overwrite probabilities, and P(x|H o , u = +1) and P(x|H n , u = +1) are the 2D-ISI equalizer bit LLR conditional PDFs conditioned on overwrite and non-overwrite, which are Gaussian. In (10) , if the ratio is > 1 thenŷ is most likely an overwrite bit LLR, and if it is < 1 thenŷ is most likely a non-overwrite bit LLR. Simplifying (10) gives
where P o ≡ P(H o |u = +1), P n ≡ P(H n |u = +1), μ o and σ o are the Gaussian parameters for P(x|H o , u = +1), and μ n and σ n are the Gaussian parameters for P(x|H n , u = +1); these values are estimated from the experimental overwrite probabilities and conditional PDFs. Equation (11) can be solved for x to find the optimal threshold point T opt . There are two solutions for this equation. We choose the solution which is closer to zero because it is the smallest magnitude point at which the conditional PDFs first cross. The solution is as follows:
We note that T opt < 0 when the PDFs are conditioned on u = +1 as in (11) . Since the PDFs conditioned on −1 are symmetric to the PDFs conditioned on +1 at the output of the 2D-ISI equalizer, the optimal threshold point for the PDF conditioned on −1 is −T opt by symmetry. So, the optimal trusted interval is I T = [−|T opt |, |T opt |]. We note that the conference version of this paper [16] does not have theŷ estimator function, and hence does not achieve the SNR gains due to turbo equalization reported in section IV below. Table I shows the number of operations per coded bit per iteration for the proposed turbo equalization system, broken down by system component. The operation counts for the BCJR row-column equalizer are from [18] , where it is referred to as the block (BLK) algorithm. The numbers in parenthesis are for a simplified version of the BCJR equalizer described in [14] and [18] , referred to as the simplified block (SBLK) algorithm. Simulation results in [14] and [18] show that the SBLK algorithm's BER vs. SNR performance for 3 × 3 masks is almost identical to the BCJR equalizer's at high SNR, and only about 0.5 dB worse at low SNR. Hence, substitution of the SBLK algorithm for the BLK algorithm used in this paper would probably offer very similar performance in terms of achieved user bit densities and SNR vs. BER, but at about an order of magnitude less computational complexity.
D. Computational Complexity
In section IV below, we compare performance (in terms of achieved densities and SNR vs. BER) with the system of [4] , which uses an MMSE-based equalizer instead of the BCJR equalizer used in the present work. Although complexity numbers for the MMSE equalizer are not given in [4] , an upper estimate of no more than several hundred operations per coded bit is reasonable for this type of equalizer; hence, if the MMSE equalizer were used in the present system, the computational complexity would be dominated by the channel decoder, and thus would be two to three orders of magnitude less than that of the system proposed in this paper. However, as shown in section IV below, the proposed system achieves significant density and SNR gains over the system in [4] .
Although the computational complexity of the proposed BCJR-based turbo equalization system is high compared with that of [4] , it is quite low when compared with systems that attempt to estimate the local grain state, such as [12] . The turbo detector of [12] , which employs a GBP-based detector together with an IRA channel decoder, has a running time of approximately 7.96 seconds per coded bit on a quad-core 3 GHz 64-bit Intel processor, whereas the system proposed here requires about 0.73 milliseconds per coded bit on the same computer. 
IV. SIMULATION RESULTS
This section presents Monte Carlo simulation results for the proposed system. For each block of 28563 information bits, the coded block length is 28563/r . The original block size (for the un-punctured IRA code) is 238 × 238.
The system's weight and iteration schedules were optimized through repeated simulation. The optimized weights are: w 1 = 0.45, w 2 = 0.3 and w 3 = 1.0. The best performance is achieved with three row-column iterations in the 2D-ISI equalizer and 400 IRA decoder iterations. Fig. 6 shows the PDF of binary LLRs conditioned on +1 coded data bits at the output of the 2D-ISI equalizer for different GPB. The overwrite effect decreases with increasing GPB, and disappears somewhere between 3 and 4 GPB. Table II shows the overwrite (OW) probabilities computed as the areas of the left peaks in the LLR PDFs of Fig. 6 ; these probabilities are quite close to the actual overwrite probabilities measured directly from Voronoi model write/read simulations, thereby justifying the interpretation of the small peaks in Fig. 6 as being due to the overwrite effect. Table II also shows that the raw BER at the output of the 2D-ISI equalizer is approximately equal to the overwrite error probability. At this relatively high SNR of 13 dB, the equalizer essentially removes most of the bit errors due to 2D-ISI, which tend to have smaller LLR magnitudes, by either correcting the sign of their LLRs, or reducing the magnitude of wrong-sign LLRs so that they can easily be corrected by the IRA decoder. Most of the remaining errors are due to overwrite effects about which the 2D-ISI equalizer has no information, and which tend to have larger magnitude, wrong-sign LLRs.
Without theŷ estimator function, we found no reduction in BER by doing outer iterations between the 2D-ISI equalizer and the IRA decoder, even after trying a substantial number of weight and iteration schedules. We believe this occurs because, due to overwrite errors, the information passed back to the 2D-ISI equalizer from the IRA decoder contains errors relative to theŷ information needed by the 2D-ISI equalizer. The IRA decoder corrects some of these overwrite errors and flips the signs of its correspondingû output code bit LLRs; these sign flips introduce "errors" into the a priori bit LLR inputs to the 2D-ISI equalizer, because the equalizer expects a priori information onŷ, notû. Thus, the system (which can only use spatially-averaged overwrite effect statistics) does not gain enough additional information about the overwrite effect errors in subsequent outer iterations.
To facilitate comparisons with the results in [4] , the simulations presented in Figs. 7, 8 and 9 are limited to one outer iteration (i.e., one-shot detection and decoding) between the 2D-ISI equalizer and IRA decoder. In the PBC Voronoi grain model of [4] , at first a square bit-cell lattice is generated, and then Voronoi cell nuclei are generated by randomly shifting the square-cell centers. Center shifting is done in two steps. First, initial grain nuclei are generated by adding spatially uniformly distributed RVs (δ x , δ y ) to the coordinates (x, y) of each cell center, with new RVs generated for each cell center. Then, 36 × 36 sub-blocks of initial grain nuclei are shifted by generating another pair of uniform RVs for each sub-block and adding them to all nuclei within a sub-block. To obtain the same raw BER as that presented in [4] , we select the first and second step uniform distributions to be in range of [−0.5, 0.5] and [−1, 1], respectively. A comparison in [16] of the raw BER from the write/read process on the PBC Voronoi model of [4] and the random Voronoi model of [5] considered in this paper shows that the BERs are comparable for GPBs between 1.0 and 1.2, but that for GPBs larger than 1.2 the random Voronoi model has larger BER.
The lowest BER points in some of the simulation curves shown in the following figures accumulated zero error events. We upper bound the BERs for these points as 3/N, where N is the length of the transmitted data sequence; then, with 95% confidence the BERs for these points are less than 3/N [19] .
In Fig. 7 , we simulate the PBC Voronoi model of [4] in order to compare performance between the proposed system and the presented results in [4] . The write/read process in [4] is the same as that in this paper, as explained in section II. 
The proposed system's transmitter uses the mask in (13). But because our equalizer's mask size is limited to 3 × 3, in the receiver we approximate the 5 × 5 mask by its central 3 × 3 portion, as shown in (13) .
Each simulation curve corresponds to a fixed GPB; the different marked points on each curve correspond to different code rates. Lower values of GPB increase the coded bit density and U/G at the cost of increased overwrite effects. Lower code rates give better protection against overwrite at the cost of lower U/G. In all our BER vs. density simulation curves, we gradually lower the code rate until a BER of 10 −5 or lower is achieved, and quote the density at BER 10 −5 as the achieved density; this approach is also followed in, e.g., [9] and [10] . The simulation results show that for the same GPB = 1.3, the proposed system's BER performance at SNR = 13 dB is better than the simulation results presented in [4] for SNR = 29.4 dB. Thus, we obtain a density improvement of 0.03 U/G (about 6.5%) at a BER of 6 × 10 −4 ; this corresponds to a density improvement of 0.6 Terabits/in 2 on typical magnetic media with 20 Teragrains/in 2 . If the 3 × 3 mask approximation is used in the proposed system's transmitter, the BER performance for different U/G is almost the same as using the 5 × 5 mask. This shows that the 3 × 3 mask is a good approximation of the 5 × 5 mask.
The U/G density improvement in Fig. 7 is mainly due to the deployed IRA code performing better than the LDPC code in [4] . On an AWGN channel at a BER of 10 −5 , the IRA code has a 1.63 dB SNR gain compared to the LDPC code in [4] . The 16.4 dB SNR improvement in Fig. 7 is due to the deployed BCJR-based 2D-ISI equalizer performing better than the relatively simple (but less computationally complex) MMSE-based 2D-ISI equalizer in [4] .
To study the effect of spatial sampling jitter on equalizer performance, we modify the channel model in (1) to include jitter noise:
In (14), the jitter noise variables δ d and δ c in the down-and cross-track directions are modeled as IID zero mean Gaussian RVs with variance σ 2 j (as in [4] ); all other variables in (14) are defined as in (1) . The dotted green triangle curve in Fig. 7 gives the performance of the proposed system with AWGN (at SNR 13 dB) and jitter noise with variance σ 2 j = 10 −3 ; this level of jitter noise has no effect on the system's achieved density. By contrast, the system in [4] with the same level of jitter noise suffers a density decrease of about 0.005 U/G at BER 10 −3 , as shown by the dotted red square curve compared to the dotted blue circle curve. We note that the result with jitter noise given in [4] did not include AWGN. We also note that the proposed system does suffer a density loss of about 0.03 U/G (at BER 10 −3 ) when the jitter noise variance is increased by a factor of 20 to σ 2 j = 0.02, as shown by the solid red diamond curve.
In Fig. 8 , we use the TDMR Voronoi model proposed in [5] and the write/read process explained in section II. The SNR is fixed at 13 dB and the central 3 × 3 mask in (13) is used in this simulation. The GPB ranges from 1.0 to 1.5, and the code rate ranges from 0.3918 to 0.6796. At a BER of 3 × 10 −7 , the best achieved U/G is 0.4422 for GPB = 1.2 and r = 0.5306; this corresponds to 8.844 Terabits/in 2 on media with 20 Teragrains/in 2 . By comparison, the GBP-based algorithm in [12] achieves a somewhat higher density of 0.4515 U/G at a (relatively higher) BER of 3.0 × 10 −3 when run against data from the present paper's random Voronoi model at 1.1 GPB, but does not include 2D-ISI, and requires much higher computational complexity than the system proposed here.
The code rate of 0.5306 for our best achieved U/G is low compared to codes used in the hard disk drive industry; the low rate is necessary to correct grain overwrite errors at the relatively low GPB value of 1.2. If future TDMR systems employ such low code rates, the coding overhead penalty on the end-to-end system input/output rate might be overcome by writing or reading several tracks simultaneously. Fig. 8 also shows the frame error rate (FER) curve for a GPB of 1.2; we see that a density loss of about 0.018 U/G is required to get an FER of 10 −2 , compared to the corresponding BER curve. The right-most point on the FER curve had zero errors, so it is a 95% confidence upper bound, per [19] ; it is likely that the actual right-most FER point is several orders of magnitude lower.
For the proposed system in Fig. 7 with GPB = 1.3 and SNR = 13 dB, the U/G at BER 3 × 10 −7 is 0.4842; by comparison, in Fig. 8 with the same SNR, GPB, and BER the U/G is 0.4378, a density reduction of about 9.6%. This fact suggests that the PBC Voronoi model used in [4] can give overly optimistic performance predictions for TDMR systems, possibly because of residual correlation between the bit and grain nuclei positions. Fig. 9 compares the systems with and without TDMR LLR mapping function, when the SNR is fixed at 13 dB. For the system without LLR mapping function, we re-optimized weight w 2 by simulation; the re-optimized w 2 = 0.015. For the system with LLR mapping function there is a 0.024 U/G improvement at 1.2 GPB for BER 3 × 10 −6 , 0.0073 U/G improvement at 2.0 GPB for BER 4 × 10 −5 , and 0.0055 U/G improvement at 3.0 GPB for BER 2.2 × 10 −5 , compared to the system without LLR mapping function. Increasing the GPB gives relatively smaller U/G improvement, because the overwrite effect diminishes with higher GPB, and the non-linear LLR mapping becomes less effective.
By utilizing theŷ estimator function in the proposed system and doing outer iterations between the 2D-ISI equalizer and the IRA decoder, significant SNR gains can be achieved. However, no U/G improvement is obtained, because the system does not gain any further information about overwrite effect errors in subsequent iterations beyond the first. Fig. 10 illustrates the system's BER performance with theŷ estimator function compared to the system without it, for 1.2, 2, and 3 GPB. Since outer iterations have no benefit for the system without theŷ estimator function, the simulations in Fig. 10 are limited to one outer iteration for that case. Performing 8 outer iterations gives 1.3 dB SNR gain for 1.2 GPB at BER 2 × 10 −6 , 1.7 dB SNR gain for 2.0 GPB at BER 1.2 × 10 −6 , and 1.3 dB for 3.0 GPB at BER 1.0 × 10 −5 . More SNR gain is achieved at 2.0 GPB than at 1.2 GPB Fig. 10 . Monte Carlo simulation results for the proposed system utilizing thê y estimator function to perform outer iterations between the 2D-ISI equalizer and the channel decoder, versus the system without theŷ estimator, which is limited to one-shot equalization and decoding.
because the overwrite effect is smaller at 2.0 GPB, resulting in a better estimate of theŷ bit LLRs input to the 2D-ISI equalizer. The gains at 2.0 and 3.0 GPB are similar when measured at a fixed BER of 1.0 ×10 −5 , as the overwrite effect becomes more negligible at these higher GPBs. Table III , which compares the actual number of overwrite errors with the number of sign flips corrected by theŷ estimator function, shows that the accuracy of theŷ estimator function improves with SNR. This fact explains why the SNR gains due to turbo-iterations with theŷ estimator function increase with SNR.
In Fig. 10 , the code rates for GPB = 1.2, 2.0, and 3.0 are fixed at 0.5307, 0.7668, and 0.8686 respectively. The optimized w 1 and w 2 are 0.45 and 0.3; the optimized w 3 for GPB = 1.2 and GPB = 3.0 is 1.0, and for GPB = 2.0 is 0. bit LLRs which are corrected by the IRA decoder. We have observed experimentally that using the simulation-optimized I T (rather than the theoretical I T ) reduces the number of bit errors between the true y bits and the (hard decision detected)ŷ LLRs, thus providing a better estimate ofŷ to the 2D-ISI equalizer. The difference between these intervals may be due to fitting error between the GMM and the actual PDF of the 2D-ISI output LLRs. Fig. 10 demonstrates the advantage of including the relatively low-complexityŷ estimator in the system, as it allows significant SNR gains through turbo equalization.
V. CONCLUSION
This paper has presented design and simulation of a TDMR turbo equalization system for a random Voronoi grain model with 2D-ISI and AWGN. The system receiver employs a BCJR-based row-column 2D-ISI equalizer and an IRA channel decoder. The system avoids computationally expensive local grain state estimation by tabulating and fitting spatially averaged conditional LLR PDFs from the 2D-ISI equalizer, and using them to derive an LLR mapping function from the equalizer to the decoder. To enable outer iterations between the equalizer and channel decoder, aŷ estimator function from the decoder to the equalizer is designed by considering LLR statistics at the output of the equalizer. Comparison of the proposed system with a similar system in [4] shows that significant gains in U/G and reductions in required SNR are achieved. The comparison also suggests that the Voronoi channel model employed in [4] is not as accurate as that proposed in [5] .
Simulation results show that by using the TDMR LLR mapping function in the proposed system, 0.024 U/G improvement is achieved at 1.2 GPB. Utilizing theŷ estimator function to do outer iterations gives a 1.3 dB SNR gain at 1.2 GPB. The best performance of the proposed system on the random Voronoi model of [5] is 8.844 Terabits/in 2 at a BER of 2 × 10 −6 and an SNR of 11.6 dB; this is close to the goal of 10 Terabits/in 2 set for TDMR in [1] . Future work may consider use of global grain overwrite statistics in order to better estimate and correct the overwrite effects, leading to a potential U/G improvement. Optimizing the channel code design for the TDMR Voronoi channel model may give additional U/G improvements.
