Abstract
Introduction
Economic imperatives are changing the nature of software development processes to reflect both the opportunities and challenges of using commercial-offthe-shelf (COTS) products. Processes are increasingly moving away from the time-consuming development of custom software from lines of code towards assessment, tailoring, and integration of off-the-shelf (OTS) or other reusable components [6] . COTS-based systems provide several benefits such as reduced upfront development costs, rapid time to deploy, and reduced maintenance and evolution costs. These economic considerations often entice organizations to piece together their software systems with pre-built components. However these benefits are accompanied by several risk factors such as high maintenance costs, inaccessible source-code and no control over evolution of COTS products [4] .
One such risk factor is that of interoperability amongst selected COTS products. The first example of such an interoperability issue was documented by Garlan et al. in [10] when attempting to construct a suite of software architectural modeling tools using a base set of 4 reusable components. Garlan et al. termed this problem architectural mismatch and found that it occurs due to specific assumptions that a COTS component makes about the structure of the application in which it is to appear, which ultimately do not hold true. The best-known solution to identifying architectural mismatches is prototyping COTS interactions as they would occur in the conceived system. Such an approach is extremely time and effort intensive. Alternately development teams often times manually assess their COTS-based architectures to identify mismatches. Such assessments also take significantly long due to incoherent documentation provided by COTS vendors. This problem is further compounded by the present-day COTS market where there are a multitude of COTS product choices for any given functionality, increasing the number of COTS combinations that would need to be assessed for interoperability.
At the University of Southern California (USC) we have developed an attribute-driven framework that addresses selection of COTS components and connectors to ensure that they can be integrated within project budget and schedule. Our framework identifies COTS component incompatibilities and recommends resolution strategies, partly by using specific connectors and glue-code to integrate these components. Such incompatibility information can be used to estimate the effort taken in COTS integration [2] , which can be used as a criterion when selecting COTS products. The assessment conducted by the framework can be carried out as early as the inception phase, as soon as the development team has identified possible architectures and a set of COTS components. Further, we evaluate the utility of our framework through two experiments conducted in a graduate software engineering course using our framework based tool -Integration Studio (iStudio).
Rest of this paper is structured as follows. Section 2 presents background and related work. Section 3 provides a description of the COTS interoperability assessment framework. Section 4 demonstrates application of our framework to a motivating example. Section 5 presents our experiments with the framework and corresponding results. Finally, section 6 presents our conclusions and future direction of our work.
Background and Related Work
Researchers have proposed several COTS component selection approaches [3] [4] [6] [7] [15] . Of these approaches, [3] [7] are largely geared towards the selection and implementation of COTS based on business and functional criteria. The approach presented by Mancebo et al. in [12] focuses on a COTS-selection process based upon architectural constraints, and does not address the interoperability issue. Ballurio et al. [4] provide a detailed but timeintensive and manual method for assessment of COTS component interoperability, making it inappropriate for assessing large number of COTS combinations. Yakimovich et al. [15] have proposed an incompatibility model that provides a classification of COTS incompatibilities and strategies for their resolution across the system (hardware and software) and environment (development and target) related components. However identification and integration strategies recommended are extremely high-level and require manual analysis for incompatibility identification. Davis et al. [8] present notations for representing architectural interactions, to perform multi-phase pre-integration analysis for componentbased systems. They define a set of 21 components characteristics for identifying problematic component interactions, and the interactions themselves. The authors further recommend the use of existing [11] [14] architectural resolution strategies. Most characteristics however require access to and an understanding of the source-code, which makes this approach complicated to use for COTS systems. While our approach is similar, it is applicable for components whose source code is either inaccessible or complicated to understand.
Gacek [9] investigates the problem of architectural mismatch during system composition. Extending work done in [1] she presents 14 conceptual features, using which she defines 46 architectural mismatches across six connector types: call, spawn, data connector, shared data, trigger, and shared resource. Our work utilizes and extends this research. Mehta et al. [14] propose a taxonomy of software connectors. In the taxonomy authors provide four major service categories addressed by connectors. These include: communication, conversion, coordination and facilitation. They further identify eight primitive types of connectors and classify them along a set of dimensions and sub-dimensions unique to each connector type. Our work utilizes these service categories as well as the connector classification for identification of COTS interfaces.
Interoperability Assessment Framework
The framework is modeled using three key components: COTS representation attributes used to define interoperability characteristics for the specific COTS product; interoperability assessment rules that define conditions for mismatches to occur, and COTS interoperability evaluation process that utilizes the attribute-based COTS definitions and interoperability rules to analyze a given architecture for mismatches.
The framework outputs an assessment report which includes three major analyses: 1. Interface (or packaging) mismatches, which occur because of incompatible communication interfaces between two components. 2. Dependency analysis, which ensure that facilities required by COTS packages used in the system are being provisioned (e.g. Java-based CRM solution requires Java Runtime Engine). 3. Internal assumption mismatches, which are caused due to assumptions made by interacting COTS' systems about each other's internal structure [9] . In the remainder of this section we will describe each framework component in details.
COTS Representation Attributes
These are a set of 40 attributes that define COTS product interoperability characteristics. These attributes have been derived from the literature, as well as our observations in various software integration projects. The two major criteria used for selecting these attributes were: (1) attributes should be able to capture enough details on the major sources of COTS product mismatches, and (2) attributes should be defined at a level that the COTS vendors are able to provide attribute definitions without revealing confidential product information.
To from the publicly accessible information itself. We neglected to include many attributes such as data topology, control structure, and control flow because they were either: too detailed and required understanding of internal design of COTS products for defining them, or could alternately be represented at a higher level by an already included attribute, or did not provide significant mismatches to warrant us including them. We have classified the attributes that we selected into four groups shown in Figure 1 . Attributes (or attribute sets) marked with an asterisk indicate that there may be multiple values for a given attribute (or set) for the given COTS product. The remainder of this section summarizes attribute classifications.
COTS general attributes aid in the identification and querying of COTS products. These attributes include name, version, role and type. COTS interface attributes define the interactions supported by the COTS product. We define an interaction as: the exchange of data or control amongst components. COTS products may have multiple interfaces, in which case it will have multiple interface definitions. For example: the Apache web-server will have one complete interface definition for the web-interface (interaction via HTTP), and another complete definition for server interface (interaction via procedure call). These attributes include packaging (source code modules, object modules, dynamic libraries, etc.), data and control inputs, outputs, protocols etc. When developing the COTS product the developer makes certain assumptions about the internal operations of the COTS products. The COTS internal assumption attributes capture such internal assumptions. For example developers of the Apache Web Server assume that the software will contain a central control unit which will regulate the behavior of the system. COTS internal assumption attributes include synchronization, concurrency, distribution and others. COTS dependency attributes define the
Interoperability Assessment Rules
These are a set of rules used to define conditions for the interoperability mismatches. Every rule has a set of pre-conditions, which if true for the given architecture and components, identifies an architectural mismatch. For example consider one of the architectural mismatches found by Gacek in [9] : "Data connectors connecting components that are not always active". For the given mismatch the pre-conditions are: 2 components connected via a data connector (only) and one of the components does not have a central control unit. There are similar rules for performing interface, dependency, and internal assumption analysis. Interface analysis discovers if there are commonly shared interfaces between two communicating COTS components, if not it includes recommendations on the type of "glueware" (or "glue code") required to integrate the components. Dependency analysis rules verify if the architecture satisfies all the dependencies that a COTS product requires. Finally, for internal assumptions we leverage upon the mismatches identified in [9] and add new mismatches based on newly added attributes.
COTS Interoperability Evaluation Process
Our COTS interoperability evaluation process, shown in Figure 2 is designed to address the following major challenges: 1. Ensure that the effort spent in COTS interoperability assessment is less than the effort spent performing the assessment manually. 2. Ensure that the process can account prevailing COTS characteristics. We address these challenges by developing a process that is modular, can be automated, and where COTS definitions and assessment criteria can be updated on-the-fly. The process begins with a dedicated support group of analysts creating definitions for the required COTS products. These definitions are stored in a COTS definition repository. Currently, our tool specifies COTS product definitions in XML format [5] . The project analyst defines the system architecture and specifies COTS product combinations to be used in the architecture in a tool-provided architecting user interface component. The system architecture includes the following information: 1. Interaction amongst components of the system. E.g. the interaction between Internet Explorer browser and Apache tomcat web-server is a bidirectional data exchange in which Internet Explorer is the initiator of the interaction. 2. Distribution and composition of COTS and custom components across various nodes. E.g. the Apache Tomcat web-server is located on a Linux-based node and runs on a Java Runtime Engine. Architecting user interface component automatically queries the database for definitions of COTS products utilized in the architecture. This information (system architecture and COTS definitions) is sent to the interoperability analysis component.
The interoperability analysis component employs the rules specified in the interoperability rules repository along with the architecture specification and COTS definitions to identify internal assumption mismatches, interface (or packaging) mismatches and dependency analysis. When the interoperability analysis component encounters an interface mismatch it queries the COTS connector selector component to identify if there is an existing bridge connector which could be used for interoperability of the components. If no bridge connector is available it will recommend that a wrapper of the appropriate type (communication, coordination or conversion) be utilized. The interoperability analysis component then provides some simple textual information (in human readable format) as to the functionality of the wrapper required to enable interaction between the two components. In addition, the interoperability analysis component identifies mismatches caused due to internal assumptions made by COTS components, and also identifies COTS component dependencies not satisfied by the architecture. For cases where the COTS component definition has missing information the interoperability analysis component will include both optimistic and pessimistic outcomes. The COTS interoperability analysis report includes the results of analysis carried out by the interoperability analysis component in three major sections: (1) internal assumptions mismatch analysis, (2) interface (packaging) mismatch analysis, and (3) dependency analysis. The project analyst will examine this report to identify sources of effort when integrating system components. The analyst will use the evaluation results of several system architectures and COTS combinations, and perform a trade-off analysis and select a single feasible COTS-based architecture.
Empirical Study and Results
To demonstrate the utility of our framework we conducted two experiments in a graduate software engineering course at USC. The course focuses on development of software system requested by a realworld client. Graduate students enrolled in the course form teams of about 5 to 6 members to design and implement a software system within a 24-week time period. During this period the project progresses through inception, elaboration, construction, and transition phases. Our first experiment was conducted close to the end of the elaboration phase. We asked 6 teams, whose architectures included at least 3 or more COTS to use our framework-based tool on their respective projects and measured results in four areas: 1. Accuracy of interface incompatibilities identified by the framework calculated as 1 -(number of interface incompatibilities missed by the team / total number of interface incompatibilities). 2. Accuracy of dependencies identified by the framework calculated as 1 -(number of dependencies missed by the team / total number of dependencies). Both interface and dependency assessment results produced by our framework were later verified through a survey conducted after the project was implemented.
These results evaluate the completeness and correctness of our interface dependency rules. 3. Effort spent in assessing the architectures using the framework opposed to the effort spent in assessing the architectures manually by an equivalent team. These results demonstrate the efficiency of using our framework to perform interoperability assessment as opposed to performing a manual assessment. 4. Effort spent in performing the actual integration after using the framework as opposed to effort spent by an equivalent team. Results here validate the overall utility of our framework. Equivalent teams for comparing actual integration effort were chosen from past projects such that they had similar COTS products, similar architectures, and whose team-members had similar years of experience in project development. Upon performing independent T-test for four cases above we recorded the results shown in Table 1 . These results indicate that the framework increased dependency assessment accuracy and interface assessment accuracy by more than 20% and reduces both assessment effort and integration effort by approximately 50%. These results are significant at the alpha = 5% level.
Our second evaluation was in the form of a controlled experiment conducted in the same graduate software engineering class (in a different semester as the previous experiment). In this experiment we divided the class into two groups -treatment and control groups. Students in each group were required to assess architectures and COTS products specified in 6 distinct case studies derived from our past projects. The treatment group was required to perform interoperability analysis using our framework-based tool; while the control group was required to perform interoperability analysis manually. Both these groups were trained separately, with special precautions in place to ensure that students from one group are not aware of the procedure followed by students from the other group. To benchmark the skills of our experiment subjects, we collected student experience information at the beginning of the experiment. The average experience of students in the treatment group was about 1.47 years, while the average experience in the control group was 1.49 years. Students from both groups reported the mismatches identified and effort spent in identifying mismatches by means of a survey. Results for experiment 2 are shown in Table 2 . Similar to Note that the effort spent in performing architecture assessment using our tool for both experiments did not include the effort expended in developing COTS definitions. Once a COTS definition is created it can be reused across several such assessments, hence amortizing the initial COTS definition effort. To this end we assumed that the definitions for COTS products already existed in the COTS definition repository. Our experience in developing several such COTS definitions indicate that developing single definition will take an average of about 60 minutes (more if there are several levels of validation).
The tool's perfect detection record in this experiment indicates that it has a strong "sweet spot" in the area of smaller e-services applications with relatively straightforward COTS components, but with enough complexity that less COTS-experienced software engineers are unlikely to succeed fully in interoperability assessment. This is because both our framework and case studies for experiment 2 have been derived from past such e-services projects.
Conclusions and Future Work
In this paper we present an attribute-based framework that enables interoperability assessment of architectures using COTS product combinations early in the software development life-cycle. Using our framework does not eliminate detailed testing and prototyping for evaluating COTS interoperability, however it does provide an analysis of interface compatibilities, dependencies, recommends connectors to be used or glue-code required, all of which could be tested for during detailed prototyping. Moreover, since the framework-based tool is automated it enables evaluation of large number of architectures and COTS combinations, increasing the trade-off space for COTS component and connector selection. Our current experimental results in using this framework have shown a 20% increase in accuracy and 50% increase in productivity of COTS interoperability assessment. In the near future we are planning experiments and evaluations to gather empirical data to further test the utility of the attributes and tool. In addition, we are collaborating with researchers identifying similar attributes to assess architectures for quality of service (QoS) parameters. One such QoS extension that is being incorporated in our tool is that on voluminous data intensive interactions [13] . Finally, note that these attributes must be periodically updated based on prevailing COTS characteristics.
