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What is Lossless Preserva3on? 
•  Digital preserva3on based on the assump3on 
that preserved objects will be “bit perfect” 
–  The same bits as were stored, in the same order 
–  Any object not stored perfectly can be discarded 
–  Low rates of loss, lower rate of “silent corrup3on” 
•  An3entropy: Preserving bits as an ac3ve process 
–  Mul3ple decorrelated copies 
–  Data “scrubbing” and repair 
–  Reliable determina3on of correctness 
Lossless Preserva3on Requirements 
•  Implemen3ng losslessness 
– Periodic migra3on of media, formats and tools 
– Cheap, high density media, cycles, bandwidth 
– Fast, high ﬁdelity data copying and movement 
•  Maintaining losslessness 
– Suﬃcient decorrela3on or control to rule out loss 
– Con3nuity of: organiza3on, funding, competence 
– Nonbalkaniza3on 
Approaches to Lossless Preserva3on 
•  Tapes in a Cave (Por3co) 
– Small degree of replica3on (3 or less) 
– Highly controlled environment 
– Limited fault model 
•  Lots of Copies Keeps Stuﬀ Safe (LOCKSS) 
– High degree of replica3on 
– Loosely controlled environment 
– Byzan3ne fault model (vo3ng) 
Lessons Learned From David Rosenthal 
•  Decorrelate, decorrelate, decorrelate! 
– Don’t count on organiza3ons 
– Don’t count on funding 
– Don’t count on poli3cs 
– Don’t count on public interest 
– Don’t count on academic integrity 
•  The largest cause of data loss is operator error 
•  But LOCKSS has only one implementa3on 
–  It’s very complicated! 
Lossless Preserva3on Reconsidered 
•  Eventually, all assump3ons are violated 
•  Distributed systems don’t have rock‐solid stability 
•  Soeware maintenance is both necessary and 
dangerous (error‐prone) 
•  Informa3on loss is a one‐way street 
•  Diﬃcult, ac3ve processes are expensive 
•  Values and priori3es are diﬃcult to agree on, 
change over 3me 
 
Scalability Issues in  
Lossless Preserva3on 
•  We can’t preserve everything 
– The requirements of losslessness impose limits 
•  Archive quality is a func3on of the weakest 
link in the “process” of preserva3on 
– Longer dura3on means greater likelihood of loss 
•  Lots of diﬃcult steps lead to a stumble 
– Scalability requires fewer, simpler steps 
The Limits of Losslessness 
Requirement Dimensions: Size, Time, Access … 
 
Lossless 
Preserva3on 
is feasible 
Lossless Preserva3on is 
imprac3cal 
In the long run all is lost! 
Lossy Preserva3on: Cheaper & Easier? 
•  The Lossy Assump3on 
– Some preserved objects may experience 
unrecoverable errors in bit preserva3on 
– Analogy to lossy compression 
•  Can Lossy Preserva3on Be More Scalable? 
– Less ac3ve an3entropy (leave that data alone!) 
– Use of highly stable media (perhaps not as fast) 
•  But how would Lossy Preserva3on work? 
Communica3ng on a Noisy Channel 
•  If the sender is available & faultless, errors 
detected by the receiver may be addressed by 
retransmission. 
– Retransmission increases latency. 
– What if the sender is faulty or unavailable? 
•  One‐way communica3on 
– “Fire and forget”: no control loop prior to receipt. 
An Example: 
One‐Way Video Streaming 
•  Retransmission latency may be too high 
•  There may be too many receivers (mul3cast) 
•  The received stream may have errors 
•  One‐way solu3on: applica3on level resilience 
–  Isolated corrupted frames can be detected and 
–  replaced by interpola3on (copy adjacent frame) 
•  The result may be usable for some purposes 
– Knowledge of structure and applica3on are used 
An ounce of cure … 
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Data Preserva3on as One‐Way 
Communica3on Over Time 
•  The sender is not available, no retransmission 
•  Lossy preserva3on creates a noisy channel 
•  Higher level knowledge can be used 
– Digital Archeology/Forensics 
– Use the structure of the data 
– Target applica3on requirements 
•  A form of End‐to‐End design borrowed from 
scalable network (Internet) architecture 
 
Issues in Lossy Preserva3on 
•  Substan3al probability of modiﬁed bits 
– Lossless techniques can be used when lower 
levels of scalability will suﬃce 
– Lossless and lossy techniques can work together 
•  Requires applica3on of higher‐level 
knowledge, assump3ons about future 
applica3ons 
•  It may not solve all the problems addressed by 
lossless preserva3on (tamper‐resistance) 
A Case for Lossy Preserva3on 
•  Some data is really large 
– Earth observing satellites 
– Sensor networks 
– Con3nuous media capture 
•  Some data is of unknown value 
•  Forever is a really long 3me 
•  We need to maximize the chance of 
preserving usable knowledge in digital form 
Example 1: Video Preserva3on 
•  The technique used in one‐way video streaming 
can be applied to lossy preserva3on 
–  To watch a preserved video with errors, delete bad 
frames and interpolate 
–  What about ﬁle headers? 
•  Other approaches are also possible 
–  A restoring algorithm might learn stable features such 
as the faces of actors and recreate them 
–  An applica3on interested in analyzing the use of 
camera angles might be inherently more robust 
Example 2: Interleaved Text 
(Chip Hawley’s doctoral research) 
•  Failure model: Loss of con3guous blocks 
•  Use model: dic3onary‐based spelling 
correc3on of corrupted words 
•  Alternate formats: 
– Natural bit order 
 0123 4567 0123 4567 
–  Interleaved bit order 
 0000 4444 1111 2222 
 0123 4567 0123 4567 (reordered) 
Example 3: Geospa3al Data 
•  Satellite data has many variables per loca3on 
–  If a block of data is lost, is it bener to lose it at one 
loca3on or many layers at diﬀerent loca3ons? 
–  Is it bener to lose all the data from one variable or 
to spread the loss over many variables? 
•  Some aspects of the data do not change 
quickly while others are very vola3le 
•  Some variables are more valuable than others 
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Example 4: Preserving Raw Data 
•  Consider an experiment that captured records 
of the form (date, temp, SatImage) 
– Date and temp are 32 bits each 
– SatImage is 100 GB 
•  Assume equal probability of failure for every 
bit in a record 
Example 4: Using Raw Data 
•  Suppose that an analysis performed on this 
data 100 years later is very sensi3ve to temp 
– Errors in the temp ﬁeld quickly invalidate results 
– But results are highly robust w.r.t. SatImage errors 
•  When we store the data, we must strive to 
minimize loss in the temp ﬁeld (losslessness) 
– Perhaps resources u3liza3on can be op3mized by 
applying lossy techniques to the SatImage ﬁeld 
Planning for Loss of Data 
•  Once loss occurs it may be too late 
– Digital archeology can only do so much 
•  What is to be done? 
– Some formats are less vulnerable 
•  Avoid headers and other internal dependences 
– Some storage media are less vulnerable 
•  Disk head crashes can destroy con3guously stored data 
•  Tape is rela3vely well‐behaved 
•  Good failure modes may trump speed and density 
Research in Lossy Preserva3on 
•  We require a bener understanding of the 
tradeoﬀ between loss and scalability 
•  Can we op3mize the interac3on of failure 
modes, data formats, restora3on algorithms 
and applica3ons? 
•  We must explore the range of failure modes 
available in storage media & systems 
•  Object/document authen3ca3on must be 
reexamined in the face of loss. 
The Digital Delusion 
•  Any process whose state is expressed in digital 
form can be implemented determinis3cally. 
– Delusion: False belief, misapprehension, fantasy 
– What about scalability issues: Cost? Diﬃculty? … 
•  Reality Bites: Addressing Data Corrup3on 
– Terascale ﬁle transfer [Allcock 05] (longer cksums) 
– Petascale storage [Moore 00] (more redundancy) 
– Exascale compu3ng [Reed 04] (any ideas?) 
Things Fall Apart 
 Turning and turning in the widening gyre 
The falcon cannot hear the falconer;  
Things fall apart; the centre cannot hold;  
Mere anarchy is loosed upon the world… 
        William Butler Yeats 
       “The Second Coming” 
 Thank you for your anen3on. Ques3ons? 
