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We discuss how to use correlations between different physical observables to improve recently ob-
tained thermodynamics bounds, notably the fluctuation-response inequality (FRI) and the thermo-
dynamic uncertainty relation (TUR). We show that increasing the number of measured observables
will always produce a tighter bound. This tighter bound becomes particularly useful if one of the
observables is a conserved quantity, whose expectation is invariant under a given perturbation of
the system. For the case of the TUR, we show that this applies to any function of the state of
the system. We demonstrate our finding on a model of the F1-ATPase molecular motor, where we
obtain a bound that is more than a factor of 2 tighter than the one given by the TUR.
I. INTRODUCTION
Entropy production is a fundamental concept of non-
equilibrium statistical mechanics. It relates the asymme-
try of microscopic transitions in a system to the mea-
surable loss of energy in the form of heat dissipated into
the environment. For macroscopic systems, measuring
the latter thus provides a measure of microscopic time-
reversal symmetry breaking. While the same relation
holds for microscopic systems and can be even be for-
mulated on the level of single trajectories [1, 2], mea-
suring the dissipated heat is generally very challenging,
as the resulting temperature changes are very small and
typically lost among the fluctuations of the noisy en-
vironment. A more practical way to measure the en-
tropy production in microscopic systems is provided by
the work of Harada and Sasa [3], who show that the en-
tropy production can be obtained from the violation of
the fluctuation-dissipation relation. We remark that in
principle, the entropy production may also be obtained
directly from the probabilities of microscopic transitions
in the system, however, this requires very good spatial
and temporal resolution as well as lots of statistics.
A different way of estimating entropy production has
recently been suggested [4–8] using the thermodynamic
uncertainty relation (TUR) [9–12]. The TUR establishes
a connection between entropy production on the one
hand, and measurable currents in the system and their
fluctuations on the other hand. It may be understood
as a more precise formulation of the second law, since
it not only establishes the positivity of entropy produc-
tion but also provides a finite lower bound in terms of
experimentally accessible quantities. However, since the
TUR is an inequality, there is generally no guarantee that
the lower bound is tight, i. e. that a useful estimate of
entropy production is obtained from a given measure-
ment. In principle the lower bound can be optimized to
produce an accurate estimate of entropy production [4–
7] and even realize equality [13], however, the resulting
quantities may not be any easier to measure than the
entropy production itself.
From an experimental point of view, it is thus highly
desirable to improve the tightness of the bound using
available data. However, the tightness of the bound is
also of fundamental interest: For example, it has been
shown [14] that the TUR is generally not very tight for
models of biological molecular motors, with the lower es-
timate on entropy production being on the order of 10
to 40% of the actual value. This raises the intriguing
question of whether evolution is “bad” at saturating ther-
modynamic bounds, or whether indeed a tighter bound
exists.
So far, applications and extensions of the TUR have
mostly focused only on current-like observables (for ex-
ample the displacement of a particle or the heat ex-
changed with the environment) [15–17], although it
has been found [18–20] that, in the presence of time-
dependent driving, also state-dependent observables (like
the instantaneous position or potential energy) may
yield information about the entropy production. While
the presence of non-zero average currents clearly distin-
guishes a non-equilibrium steady state from an equilib-
rium system; it is thus reasonable that a relation be-
tween currents and the entropy production should ex-
ist. By contrast, the average of state-dependent observ-
ables is independent of time both in equilibrium and non-
equilibrium steady states, intuitively, it seems that such
observables can provide no additional information about
the steady state entropy production. As the main result
of this article, we show that this intuitive notion is not
correct. We can exploit the correlations between a state-
dependent observable q and current r to obtain a tighter
version of the TUR. We formulate the TUR in terms of





where R is the time-integrated current, 〈R〉 denotes the
average and VarR the variance, and ∆Sirr is the total
entropy production. Our main result is the bound
ηR + χR,Q2 ≤ 1, (2)
where Q is the time-integral of the state-dependent
observable q and χR,Q = CovR,Q/
√
VarRVarQ, with
CovR,Q the covariance, is the Pearson correlation coef-





































) ≤ 12∆Sirr, (3)
where the leftmost expression corresponds to the TUR.
Surprisingly, the observable Q can be almost arbitrary,
as long as it is the time-integral of a quantity which only
depends on the state of the system. This implies that
virtually any additional observable that can be obtained
from a measurement may be used to tighten the TUR.
As we show below, a tight bound is generally obtained
when Q is chosen as the local average value of R.
When applying Eq. (2) to a model for the F1-ATPase
molecular motor [21], we find that, while the bound ob-
tained on the entropy production using the TUR for the
displacement of the motor is only around 40% of the ac-
tual value, measuring the time-integrated local mean ve-
locity in addition to the displacement and using Eq. (2)
yields an estimate that is about 90% accurate over a wide
range of parameters. Importantly, Eq. (2) can be evalu-
ated using only the experimentally obtained trajectory
data and does not require any additional information
about the parameters of the model. Thus suggests that
taking into account correlations between observables may
indeed be crucial to obtaining accurate estimates of the
entropy production in terms of experimentally accessible
quantities.
II. MULTIDIMENSIONAL FRI AND
MONOTONICITY OF INFORMATION.
The mathematical basis of our results is an extension of
the fluctuation-response inequality (FRI) [22] to multiple
observables, similar to the multidimensional TUR [23].
The FRI gives an upper bound on the ratio Q(r) between
the response of the average of an observable r to a small






Here, δ〈R〉 = 〈̃R〉 − 〈R〉 is the response of the observ-
able R to the perturbation which changes the probability
density describing the system from p to p̃ and DKL(p̃‖p)
is the Kullback-Leibler divergence between the proba-
bility densities. When we consider the perturbation to
be described by a parameter θ, such that p = pθ and
p̃ = pθ+dθ, then this is equivalent to the Cramér-Rao













With this identification, we can use the Cramér-
Rao inequality for vector-valued observables, R(K) =




)T(Ξ(K)R )−1(∂θ〈R(K)〉) ≤ I(θ), (7)
where the superscript T denotes transposition and
Ξ(K)R is the covariance matrix with entries (Ξ
(K)
R )ij =
CovRi,Rj . Note that here we assumed that the observ-
ables not linearly dependent such that the covariance ma-
trix is positive definite. As noted in Ref. [23], Eq. (7) is
the extension of the FRI to more than one observable.
Next, we want to show that increasing the number
of observables results in a tighter bound, i. e. that
Q(K)(R) ≤ Q(K+1)(R). We write the covariance matrix







A = Ξ(K)R , bk = CovRk,RK+1 , c = VarRK+1 .
We compute its inverse using the block-inversion formula(
Ξ(K+1)R
)−1 = (A−1 00 0
)
+D (9)





)ddT, d = (−(A−1b)T1
)
.












Since Ξ(K+1)R and Ξ
(K)
R are positive definite, the second
factor on the right-hand side is also positive. As a conse-
quence, the matrix D in Eq. (9) is positive semi-definite







where v(K) is the vector v(K+1) with the (K+1)-th com-





In light of the Cramér-Rao inequality Eq. (7), this means
that considering more observables yields more informa-
tion about the parameter θ (i. e. the perturbation) and
thus a tighter lower bound on the Fisher information.
In that sense, the information obtained from a measure-
ment increases monotonically with increasing the number
of measured observables. This holds true only as long as
the additional observables are not linearly dependent on
the existing ones; if this is not the case, then the covari-
ance matrix becomes singular and the bound saturates,
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as the additional observables do not contain any new in-
formation.
In the case of two observables Q and R, the inverse of




)2VarQ − 2(∂θ〈R〉)(∂θ〈Q〉)CovQ,R + (∂θ〈Q〉)2VarR
VarQVarR − CovR,Q2
≤ I(θ). (13)
This expression simplifies further if Q is a conserved
quantity with respect to the perturbation, ∂θ〈Q〉 = 0.






) ≤ I(θ). (14)
In this case it is obvious that the bound is tighter that
Eq. (5). This shows that, even if the average of Q con-
tains no information about the parameter θ and the per-
turbation, we may still use its correlations with R to ob-
tain a tighter version of the Cramér-Rao inequality and
thus the FRI.
III. CONTINUOUS TIME-REVERSAL AND
TUR.
When we consider the steady state of either an over-
damped Langevin or Markov jump dynamics, it has been
shown in Ref. [13] that there exists a continuous time-
reversal operation parameterized by θ ∈ [−1, 1]. This
operation has the property that θ = 1 corresponds to
the time-forward dynamics, while θ = −1 represents the
time-reversed dynamics [26]. In view of later applica-
tions, we slightly generalize the discussion to a Langevin
dynamics in RN with an internal degree of freedom
ẋ(t) = ai(x(t)) +Giξ(t), (15)
where the drift vector ai(x) and diffusion matrix Gi de-
pend on the discrete state i = 1, . . . ,M . The dynamics
of the discrete state are governed by a Markov jump pro-
cess with transition rates Wij(x) from state j to state
i. We take the diffusion matrix to be independent of the
position in order to simplify some of the following no-
tation, however, the extension to a position-dependent
diffusion matrix can be readily obtained. The evolution
of the probability density pi(x, t) for being at position x
and in state i at time t is governed by the Fokker-Planck
master equation












where Bi = 2GiGTi is assumed to be positive definite
(i. e. Gi should have full rank). This dynamics reduces
to a pure Langevin dynamics in absence of the discrete
degree of freedom and to a pure Markov jump dynamics
if there is no dependence on x. For this type of dynamics,









Here ρi(x) is a differentiable vector field, φij(x) =
−φji(x) are the entries of an antisymmetric matrix and
◦ denotes the Stratonovich product. Intuitively, the dif-
fusive current Rd may be interpreted as a generalized
displacement, in which the velocity is weighted by the
position- and state-dependent function ρi(x). The jump
current Rj, on the other hand, counts transitions be-
tween different states, which are weighted by the function
φij(x). The averages of these quantities in the steady
















A crucial property of these currents is that their averages
are rescaled by the continuous time-reversal operation:
〈R〉θ = θ〈R〉. (19)
This implies that ∂θ〈R〉θ = 〈R〉. Further, the Fisher
information corresponding to the path probabilities of
the dynamics parameterized by θ is related to the entropy
production [13, 22, 28],
I(θ) ≤ 12∆Sirr, (20)
where equality holds for a pure Langevin dynamics. With




)−1〈R(K)〉 ≤ 12∆Sirr, (21)
where the components ofR(K) are currents of either type
in Eq. (17). The new insight from the preceding discus-
sion is that the left-hand side increases monotonically
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when increasing the number of measured currents. This
fact is very useful when we want to use the left-hand side
to estimate the entropy production: Any additional in-
formation that can be obtained from a measurement can
be used to improve the estimate.
Crucially, this is not restricted to current observables.
To see this, we note that the steady state probability
density pi,st(x) is invariant under changing the parameter





dt qi(t)(x(t), t), (22)
where the function qi(x, t) may depend on the position,
the internal state and time, its average does not depend
on θ
〈Q〉θ = 〈Q〉. (23)
Thus, ∂θ〈Q〉θ = 0, and we may include such observables
in Eq. (21) by setting the corresponding entries in the
vector 〈R(K)〉 to zero. However, such observables do
contribute to the covariance matrix Ξ(K)R , and Eq. (12)
guarantees that the resulting bound will be tighter than
the one without these observables. For the case of one
current and one state-dependent observable, we may use





) ≤ 12∆Sirr, (24)
which is equivalent to Eq. (2). This is very appeal-
ing from an experimental point of view: Currents as in
Eq. (17) depend on the velocity or transitions between
the internal states. Since observing these requires a high
time-resolution, such quantities are generally challenging
to measure accurately. The only exception are specific
choices of the weighting functions, for which the time-
integrated observable can be measured directly, for ex-
ample the displacement of a particle. By contrast, ob-
servables of the type Eq. (22), which depend only on the
position and the internal state can easily be evaluated
from trajectory data. Eq. (24) implies that, provided at
least one current can be obtained from the measurement,
we may use other, non-current observables to improve the
lower bound on the entropy production.
IV. OPTIMAL OBSERVABLES AND
STOCHASTIC ENTROPY PRODUCTION.
Given that the choice of the observable Q in Eq. (24)
has a lot of freedom, a natural question is whether there
exists an optimal observable which maximizes the bound.
This is equivalent to finding Q such that magnitude of the
Pearson coefficient χ(R,Q) becomes maximal for given
R. Unfortunately, we have not been able to solve this op-
timization problem in general. However, there is one par-
ticular case, where we can obtain the solution explicitly.
For a pure Langevin dynamics without internal states, we
may consider the stochastic entropy production Σ as the
observable R. This corresponds to the weighting function
ρ(x) = B−1νst(x) with (25)
νst(x) = a(x)−∇TB ln pst(x).
The quantity νst(x) is called local mean velocity. As we
show in the SM, in this case, the optimal choice for Q is




This quantity can be interpreted as a local mean entropy
production, i. e. the expected entropy production rate at
position x(t) integrated along the trajectory. Note that
both Σ and Σ̄ have the entropy production ∆Sirr as their







which shows that this really is the optimal choice of Q.
We remark that this equality is equivalent to the equality
2∆Sirr = Var(δΣ) with δΣ = Σ− Σ̄ derived in Ref. [13].
For general currents, while the optimal Q could not be
obtained explicitly, we note that the average current is




Comparing this to Eq. (26), this suggests that a good
choice for Q may be




This choice is the local mean value of the current, which
has the same average as the current itself.
Further insight into the meaning of the optimal observ-
able Q can be gained from the following consideration.
Since the average of the observables R and R̃ = R − Q
exhibit the same scaling under continuous time-reversal
∂θ〈R〉θ = ∂θ〈R̃〉θ = 〈R〉, (30)







Since the choice of Q is arbitrary within the class of ob-
servables Eq. (22), we may minimize the variance of R̃





) ≤ 12∆Sirr. (32)
We may generalize this slightly by choosing R̃ = R−αQ,
where α is a constant. In this case, the minimization












from which we readily obtain Eq. (24) and finding the
optimal observable corresponds to maximizing the Pear-
son coefficient. Intuitively, the optimal observable is
the state-dependent observable whose fluctuations most
closely mimic those of the current R, thus minimizing the
variance of R − Q. As a consequence, we may interpret
Eq. (2) as follows: The maximal transport efficiency ηR
for a given current is limited by how closely the statistics
of the current can be emulated using a non-current ob-
servable. If we can find a non-current observable Q that
behaves very similar to the current, the corresponding
Pearson coefficient is large and we cannot reach a large
transport efficiency. On the other hand, if no such ob-
servable exists, then the maximal Pearson coefficient is
small and we can in principle realize a transport efficiency
close to unity.
An extreme case is the observable δΣ, i. e. the stochas-
tic entropy production relative to its local mean value
introduced above. Since this choice turns the TUR into
an equality, this implies
CovδΣ,Q = 0 (34)
for any state-dependent observable Q. On the other
hand, we have by considering Eq. (21) for δΣ and a cur-
rent R (see also Eq. (14))(
CovδΣ,R − 2〈R〉
)2 ≤ 0, (35)
where we used VarδΣ = 2∆Sirr. This implies
CovδΣ,R = 2〈R〉 (36)
for any current R. Thus, the stochastic entropy produc-
tion relative to the local mean value serves as a projector
on the current part of an observable in the sense that, if
we have R̃ = R − Q with R as in Eq. (17) and Q as in
Eq. (22), then
1
2CovδΣ,R̃ = 〈R〉. (37)
























V. DEMONSTRATION: MOLECULAR MOTOR
MODEL
To demonstrate how Eq. (24) may be used to obtain a
tight bound on the entropy production, we consider the
model for the F1-ATPase molecular motor introduced in
Ref. [21]. This model describes the motion of a probe
bead coupled to a rotating molecular motor. The probe is
considered to be trapped inside a potential Ui(x), which
is due to the joint between the probe and the motor and
the internal structure of the motor. As the motor rotates
in steps of length L, the potential depends on the current
state of the motor as Ui(x) = U0(x− iL). In the simplest
form of the model, the trapping potential is harmonic,
U0(x) = kx2/2, and the motor rotates in steps of L =
120◦. The transitions between the states of the motor

















i+1) is the rate of transitions from i to i+1
(from i + 1 to i. Here, W0 quantifies the overall activ-
ity of the motor, ∆µ is the chemical potential difference
driving the rotation and 0 ≤ α ≤ 1 is a parameter char-
acterizing the asymmetry of the position-dependence of
the rates. Aside from the transition rates, the other pa-
rameters entering Eq. (15) are ai(x) = (−U ′i(x)− F )/γ,
where γ is the friction coefficient, F is an external force
acting on the probe, and G =
√
2kBT/Γ. An experimen-






Because the system is effectively one-dimensional, the lo-
cal mean velocity in the steady state is given by νst(x) =
1/(τ0pst(x)), where τ0 is a constant with dimensions of
time and pst(x) is the L-periodic steady state probability
density. In this case, we can thus reconstruct the local
mean velocity from the trajectory data of the probe by









which is proportional to z̄. Since the proportionality fac-
tor 1/τ0 cancels in the Pearson coefficient, Q and z̄ are
equivalent with respect to Eq. (24). To asses the tightness












Both of these quantities are smaller than unity and mea-
sure the magnitude of the average transport relative to its
fluctuations and the dissipation. The efficiencies Eq. (42)
are shown for the molecular motor model in Fig. 1 as a
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FIG. 1. The transport efficiency Eq. (42) for the displacement of the probe attached to the molecular motor as a function
of different parameters. The black circles correspond to the TUR for the displacement z only, while the solid orange squares
show Eq. (24) including the correlations between the displacement and its local mean value z̄. The data are obtained by
numerical simulations of Eq. (15) with W0τv = 10, U0 = 50kBT , ∆µ = 19kBT , α = 0.1 and γ = 2.5 · 103, except where noted
differently. (Top left) As a function of the base activity W0. The horizontal axis is scaled by the timescale τv = γkBT/(kL)2
[21]. (Top right) As a function of the chemical potential difference ∆µ. (Bottom left) As a function of the external load F .
The empty orange squares are Eq. (24) with a numerically optimized observable, see Eq. (43). (Bottom right) As a function of
the asymmetry parameter α.
function of various parameters. The top-left panel shows
ηR as a function of the base activity W0, which corre-
sponds to the concentration of ATP in the experiment.
For small activity both ηz and ηz,z̄ are comparable and
small; in this limit, the transitions between the different
motor conformations are not translated efficiently into
motion and the dissipation is not reflected in the motion
of the probe [21]. For large activity, ηz saturates at a
value of around 0.4. However, when we compute ηz,z̄ in
this regime, we find that it saturates at a value close to
unity, i. e. the maximum possible value. The top-right
panel shows η as a function of the chemical potential dif-
ference ∆µ. While this value cannot be readily changed
in experiment, it yields important insight into the nature
of the bound Eq. (24). For small ∆µ the system is almost
in equilibrium, and both the TUR and Eq. (24) are close
to an equality. However, as we drive the system out of
equilibrium, the TUR ratio quickly drops, while Eq. (24)
remains close to unity. This suggests that, while the TUR
is generically only saturated close to equilibrium [4, 29],
the improved bound Eq. (24) can yield an accurate es-
timate of the entropy production even far from equilib-
rium. The bottom-left panel shows η as a function of the
external load force. Close to the stall condition FL = ∆µ
neither of the bounds is tight. This is reasonable, since
when the motor stalls, also the probe stops moving, while
the motor keeps changing its conformation and thus dis-
sipating energy. Interestingly, both bounds are close to
unity slightly above the stall condition, i. e. when the
external load is just strong enough to turn the motor in
the opposite direction. Away from the stall condition,
we again find that the TUR is rather loose, while the im-
proved bound Eq. (24) remains tight. Note that in this
panel we also included the results obtained by optimizing
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and then numerically optimize the parameters ak, bk
such that χ(z, z̃)2 is maximal for the given trajectory
data. Here we use K = 10; further increasing of the
number of parameters provides no notable improvement.
The numerical optimization is done using Mathematica’s
NMaximize command. The result are the empty orange
squares in the bottom-left panel of Fig. 1. As can be
seen, the observable z̄ is not truly optimal, so that some
improvement of the lower bound on entropy production is
possible. However, the heuristic choice z̄ already provides
a useful estimate without the need for any parameter op-
timization. Finally, the bottom-right panel shows η as a
function of the asymmetry parameter α. As was shown
in Ref. [21] the motor can operate without internal dissi-
pation close to α = 0, whereas other values of α result in
a finite amount of internal dissipation. Since this differ-
ence is most pronounced at low activity, we choose W0
such that the velocity remains constant at v = 0.65vmax
for all values of α; this corresponds to W0τv ≈ 10−2 in
the top-left panel. While in this regime of low activity,
neither bound is saturated, Eq. (24) does yield a consid-
erable improvement over the TUR. Interestingly, neither
bound shows a pronounced dependence on α, which in-
dicates that their tightness is not related to the amount
of internal vs. external dissipation. In summary, we find
that the TUR is generally not tight for this model, which
mirrors the behavior in other types of molecular motors
[14]. Viewed on its own, this would suggest that F1-
ATPase is not efficient at saturating the bound set by
the TUR. However, when we take into account the cor-
relations between the velocity and its local mean value
in Eq. (24), the resulting inequality is almost saturated.
Thus, in reality, the motor operates close to the limit per-
mitted by the thermodynamic bound in the biologically
relevant parameter regime.
VI. DISCUSSION
In this article, we have shown how to improve the TUR
by taking into account the correlations between current
and non-current observables and that the resulting in-
equality can yield a much improved estimate of entropy
production. We remark that Eq. (14) is actually more
general: It allows us to improve any bound provided by
the FRI, provided that we can find a quantity whose av-
erage is invariant under the perturbation. Since many
generalizations of the TUR may be derived from the FRI
[17–20, 30], these generalizations can be improved in a
completely analogous manner, by exploiting the existence
of symmetries and conserved quantities. This is a mani-
festation of the monotonicity of information established
in Eq. (12).
Similar to the example of a molecular motor discussed
above, we can give a heuristic recipe for improving the
TUR, which is expected to work well whenever the sys-
tem is dominated by a single, essentially one-dimensional
current. The idea is that in this case, we expect the local
mean current to be approximately inversely proportional
to the inverse occupation fraction. This allows us to ob-
tain a reasonable choice for the observable Q by i) de-
termining the empirical occupation fraction of a suitably
discretized state space from the trajectory data (i. e. how
many data points Nk of the trajectory data are in state
k), ii) evaluating Q =
∑
i 1/Nk(ti) along each trajectory,
where k(ti) is the state at time ti and iii) computing the
Pearson coefficient between Q and the time-integrated
current R. We stress that this recipe relies only on the
existing trajectory data and does not require any assump-
tions about the dynamics or parameters.
For dynamics with several or higher-dimensional cur-
rents, the time-integrated inverse occupation fraction is
not necessarily a good choice for the observable Q, since
the inverse proportionality between the occupation frac-
tion and the local mean velocity is no longer valid. How-
ever, since any choice of Q yields a valid bound, we may
still employ Eq. (29), even if the local mean velocity is
not known precisely. One approach might be to use an
approximation (or even just educated guess) for the lo-
cal mean velocity. We anticipate that this may be useful
for example for systems with disorder. Provided that the
disorder is not too strong, we may use the disorder-free
local mean velocity in Eq. (29) and still expect to obtain a
reasonable improvement over the TUR. In the presence of
several currents, it is only possible to estimate the partial
entropy production corresponding to the measured cur-
rent [6, 31]; in such situations, measuring several currents
and state-dependent observables is required to obtain a
good estimate on the entropy production using Eq. (21).
Finally, the fact that the model of F1-ATPase is close
to saturating the bound Eq. (24) allows for a bit of in-
triguing speculation: If a similar finding can be con-
firmed for other models of molecular motors, this may
imply that saturating thermodynamic inequalities can be
a source of evolutionary pressure. This appears reason-
able in the light of interpreting Eq. (24) as a transport
efficiency, Eq. (42): Achieving precise transport at mini-
mal dissipation would obviously be advantageous for any
machine, whether artificial or naturally occurring. How-
ever, we leave further investigation of this question to
future work.
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