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ABSTRACT 
 Rare-earth doped complex oxide materials have a number of interesting 
applications in the clean energy economy. By tailoring the materials composition, the 
electronic, thermal, and ionic transport properties can be tuned for the intended 
application. In this study, three examples of such applications are considered. First, a 
crystal structure known as sodium super ionic conductors (Na1+3xZr2(P1-xSixO4)3 ) was 
modified to synthesize a cerium super ion conductor [Ce.1Zr.9)40/39Nb(PO4)3]. Tuning the 
composition resulted in a complex oxide that has been shown to have selective cerium 
ion conductivity, making it a candidate as a solid electrolyte in a real time rare earth ion 
sensor. These sensors were successfully applied to demonstrate real time monitoring of 
cerium concentrations in aqueous solutions and could potentially be modified to detect 
other rare earth elements, eliminating the time intensive chemical assay testing currently 
used in rare earth recycling and refining. Another application of complex oxides includes 
the use of lanthanum doped strontium manganese oxide (La.8Sr.2MnO3) as an 
electronically conductive diffusion barrier. This material was applied to 2205 stainless 
  vi
steel to test its potential as an interconnect in solid oxide fuel cells (SOFCs). These 
barrier layers can reduce high temperature oxidation and spallation in SOFCs 
interconnects, potentially increasing the lifetime of SOFC stacks, and allowing for 
cheaper ferrous alloys to be used in operating conditions up to 800°C, further lowering 
the overall cost of SOFCs. Lastly, gadolinium doped strontium titanate (Gd.08Sr.92TiO3) is 
considered as a thermoelectric material. Specifically the addition of a second phase of 
gadolinium doped cerium oxide (Gd.2Ce.8O3-δ) was used to achieve enhancements in the 
thermoelectric properties.   
  vii
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1 TRIVALENT ION SENSOR FOR RARE EARTH REFINING 
1.1 INTRODUCTION  
1.1.1 BACKGROUND 
Rare earth elements (REE) are necessary for many technologies, including hand-held 
electronics, light emitting diodes, electric motors, and many alternative energy 
technologies. They are in particularly high demand in clean energy applications [1]. With 
their demand increasing, mining for their production is also increasing. However, REE 
occur in low concentrations, requiring that large amounts of earth be excavated to yield 
relatively small amounts of refined material. This relative scarcity of REE is expected to 
be a major barrier to the adoption of many clean energy technologies. Furthermore, these 
elements must be refined and separated from the ore in which they are found in order to 
be usable, generating significant volumes of environmentally harmful waste and adding 
to the cost of applications that use REE. According to the Chinese Society of Rare Earth, 
up to 75 cubic meters of acidic waste water is generated per ton of REE produced [2]. If 
the refining process could be improved, it could potentially decrease the environmental 
impact and cost of REE production, which would allow for a wider adoption of 
technologies that use REE.  
REE, many of which are trivalent, must be highly refined in order to be used in 
manufacturing. Many REE are chemically similar, making it arduous to isolate the 
different elements. Typically, a liquid-liquid process employing either concentrated acid 
or an organic solution is used to refine REE [2]–[4]. Current techniques use 
hydrometallurgy, which involves using acids or bases to selectively dissolve the REE into 
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a solution and then precipitate them in order, separating the various elements from the 
ore. These solutions range from up to 70% NaOH to pure HCl, depending on the process. 
According to the Chinese Society of Rare Earth, up to 75 cubic meters of acidic waste 
water is generated per ton of REE produced [2].  
Currently, there is no way to verify the concentration of REE during the refining 
process other than removing a sample from the solution and chemically assaying the 
sample to determine the concentration. This is a time intensive process that can take days. 
If REE sensor could be utilized to determine the concentration at each refining step in 
real time, the refining process could be optimized continuously. This would decrease the 
waste generated and the time required for the refining process, which would also lower 
the cost and allow for less ore to be excavated. Ultimately, it would help alleviate some 
pressure on global REE supply and reduce the cost of manufacturing both consumer 
electronics and clean energy technologies. 
A similar challenge is faced in spent nuclear fuel reprocessing. In this process, 
hydrometallurgy is used to refine and separate the radioactive elements from the non-
radioactive elements. It therefore also suffers from a need for better sensing of the 
concentration of elements, many of which are trivalent, in the refining solutions. In 
addition, reducing the waste generated in spent nuclear fuel reprocessing also reduces the 
radioactive waste necessary for disposal. While these may be more indirect effects of a 
real time sensor, such a devise could have significant environmental benefits.  
  3
1.1.2 SENSORS 
In general, there are two types of sensors: direct and complex. Direct sensors generate 
an electrical response that is directly related to the desired species. Complex sensors may 
generate a response through an intermediate step, such as an electrochemical reaction, 
where the response can be related to the species in question. Electrochemical sensors can 
further be classified into two main categories, amperometric sensors and potentiometric 
sensors. Amperometric sensors relate the current flow through the device to the species in 
question, and can therefore be influenced by the resistance in the cell. Potentiometric 
sensors relate the concentration of the species to the electrical potential of a sensing 
electrode with respect to a reference electrode [5], [6].  
A potentiometric sensor is a simple electrochemical cell, with two electrodes 
separated by an electrolyte. The reference electrode is exposed to a known concentration 
using a reference solution. The working electrode is then exposed to the unknown 
solution, or analyte, and the potential between the two electrodes is measured. The key 
component of the sensor is the electrolyte, which can be a liquid or a solid, and is chosen 
to be conductive to the specific ionic species of interest for the sensor. A response is 
generated between the electrodes as a mobile species is transported through the 
electrolyte. This species may be the species that the sensor is intended to detect, or it may 
be a species that can be related to it [5]–[7].  Utilizing an electrolyte that is conductive to 
the species to detect can be more desirable, but it can be difficult to find a material with 
the proper ionic conductivity.  
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The transport of an ion, including a REE ion such as cerium, in an electrolyte 
generates a potential across the electrolyte. This potential, called the Nernst Potential, is a 
result of the reactions occurring at the negative electrode: 
 Ce → Ce3+ + 3e− 
( 1 ) 
and the reverse reaction occurring at the positive electrode: 
 Ce3+ + 3e− → Ce  
( 2 ) 
The electrical potential generated by this reaction can be found from the Gibbs free 
energy equation:  
 ∆G = −3FE  ( 3 ) 
where ΔG is the Gibbs free energy change of the reaction, F is Faradays constant, and E 
is the electrical potential. The Gibbs free energy change of the reaction is also given by:  
 
 
( 4 ) 
where ΔGo is the standard Gibbs free energy change of a reaction, R is the ideal gas 
constant, T is the temperature, and Q is the reaction quotient of the reaction. The reaction 
quotient for the combined reaction of equations ( 1 ) and ( 2 ) is:  
 
 
( 5 ) 
where a1 and a2 are the thermodynamic activities of the species at the two electrodes of 
the sensor. Combining equations ( 3 ) and ( 4 ), and substituting for Q from ( 5 ), gives:  
 
 
( 6 ) 
Q =
a2
a1
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where Eo is the standard cell potential of the sensor. The activities can then be related to 
the concentration by:  
 
 
( 7 ) 
where ai is the activity of the species i, γi is a thermodynamic activity constant, and ci is 
the concentration of species i. In general, γi is dependent on the concentration but for 
dilute solutions it can be taken as independent of the concentration. This assumption is 
known as Henry’s Law. By substituting equation ( 7 ) into the Nernst Equation and 
expanding, we find:  
 
 
( 8 ) 
In the above equation, if Henry’s Law is applied, the only variables are the 
concentrations of the solutions, c1 and c2. The first two terms of equation ( 8 ) can be 
combined into a single constant. The concentration can be directly related to the potential 
response in the form:  
  ( 9 ) 
where a and b are constants and x is the ratio of the concentrations. Therefore, for 
sufficiently dilute solutions, the potential will vary linearly with the natural log of the 
concentration ratios. There may be cases where the electrical response is small, but 
engineering solutions and other design parameters exist that can amplify the potential 
response, such as having sensors connected in series [8]. 
However, a REE potentiometric sensor requires an electrolyte that is conductive to 
the REE. There are very few known materials that conduct REE due to the generally 
ai = γ ic i
E = a + b ln(x)
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larger size and high valence. The two most common lattice structures reported in the 
sparse literature on this subject, that appear to be conductive to trivalent ions, are β’’-
alumina (beta double prime alumina) and NaSICON (Na1+3xZr2(P1-xSixO3)4). The 
NaSICON structure’s name originates from the chemical symbol of sodium, Na, super 
ionic conductor [9], [10].   
The pathway for ionic conduction in NaSICON is through diffusion between 
interstitial sites. A series of three-dimensional channels of low energy positions traverse 
the unit cell, allowing the ion to move from one low energy state to the next through the 
bulk of the material [8], [11]. Cerium doped NaSICON, or CeSICON for Cerium Super 
Ionic Conductor, which has the formula (Ce.1Zr.9)40/39Nb(PO4)3, has been reported to be 
conductive to cerium ions [12]. This suggests that CeSICON is a potential candidate for a 
solid electrolyte in a potentiometric sensor for cerium ions. The name CeSICON, as 
opposed to NaSICON, is used here since cerium is the mobile species and there is no 
sodium present in the lattice. 
Several simulations have been conducted to model the CeSICON structure [13]. The 
lattice locations of the atoms were computed using density functional theory and the 
energy of the interstitial sites were calculated as well. The same transport mechanism 
reported in previous NaSICON studies was also observed in CeSICON, which consisted 
of a series of low energy interstitial sites allowing for diffusion of the ion through the unit 
cell. The width of these channels increases with cerium concentration, which initially 
increases the ionic conductivity. However, at higher cerium concentrations, the cerium 
conductivity begins to decrease. This decrease in the conductivity was due to an 
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increased binding energy between two cerium ions, relative to cerium and another atom 
in the lattice. This creates a trap for the cerium, decreasing the mobility when two cerium 
ions are close together [13]. This finding helped to guide the cerium concentration used 
in the present study. 
1.2 EXPERIMENTAL 
1.2.1 CESICON SYNTHESIS 
Stoichiometric amounts of Cerium (III) Sulfate Anhydrate (Alfa Aesar), Ammonium 
Hydrogen Phosphate (Alfa Aesar), Zirconium Oxide (Tosoh), and Niobium Oxide (Alfa 
Aesar) powder were wet ball milled and then dried in air. The powder mixture was 
pressed into pellets and calcined for 12 hours at each temperature step. The powder was 
heated to 1000°C, 1200°C, and then 1300°C with a heating and cooling rate of 5°C/min. 
A flat alumina plate was used during the calcination. Pressing the precursor powders 
prior to firing and using a flat plate during calcination was necessary to achieve the 
CeSICON phase. Approximately 50% of the precursor mass was converted to a gas phase 
during calcination. It is hypothesized that any physical barrier that restricts the flow of 
the product gases away from the powder created a lack of oxygen around the powder. 
This lack of oxygen may prevent the formation of the CeSICON phase, resulting instead 
in a primary phase of niobium phosphate. 
After calcination, the CeSICON powder was ball milled and examined under x-ray 
diffraction (XRD) to examine the phase formation. Secondary phases were also observed 
in addition to the CeSICON primary phase. Using a combination of XRD and energy-
dispersive spectroscopy (EDS), the other phases present were found to be monazite, or 
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cerium phosphate (CePO4), and niobium phosphate (Nb(PO4)3), Figure 1-1. These 
secondary phases were minimized as much as possible.  
 
Figure 1-1 – XRD pattern of the CeSICON powder. The indexed peaks indicate the 
CeSICON phase. Non-indexed peaks are the secondary phases.  
The calcined powder was ball milled using 1 cm milling media for 24 hours and 
sieved using a 44µm (No. 350) sieve. In order to produce large enough disc, paraffin wax 
flakes were dissolved in heated xylene and the CeSICON powder was added to the 
solution. The mass of the wax was 5wt% of the CeSICON powder. The volume of xylene 
used was approximately equal to the volume of the CeSICON powder. The mixture was 
then continually hand mixed and heated to just under the boiling temperature of the 
xylene, approximately 150°C. As the xylene evaporated, the paraffin wax was deposited 
on the CeSICON powder grains. The waxed powder was then sieved again using a 60 µm 
(No. 250) sieve, and pressed into a disc using a uniaxial die with an applied pressure of 
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45 kPa. The pressed disc was then sintered on an alumina plate at 600°C for 2 hours and 
then 1300°C for 12 hours, with a heating rate of 5°C/min and a final cooling rate of 
2°C/min. The final thickness of the disc was approximately 2-3 mm. The disc surface 
was then coarsely ground to increase the surface roughness, and porous electrodes 
consisting of platinum ink (Alfa Aesar) were painted concentrically onto the center of 
each side of the disc. The disc was then heated to 900°C with a heating and cooling rate 
of 5°C/min to fire the electrode onto the surface, Figure 1-2. The electrode was verified 
to be sufficiently porous to not block fluid flow.  
The samples were examined using scanning electron microscopy (SEM) to ensure 
that the electrodes were sufficiently dense to block fluid cross flow between the analyte 
and reference solutions. The microstructure of the disc was found to contain some closed 
porosity and second phase precipitates, Figure 1-3. However, the density of the 
CeSICON disc was much greater than 90%, sufficiently dense to be utilized as a dense 
electrolyte. The secondary phases were minimized as much as possible during the 
processing and were found to be isolated in a matrix of the CeSICON. These precipitates 
are likely to decrease the ionic conductivity of the electrolyte since neither phase is 
known to be conductive to cerium ions. However, potentiometric sensors can operate 
with a relatively low conductivity. Therefore, while the secondary phases are 
unfavorable, they do not negate the potential of the material as an electrolyte in a 
potentiometric sensor.  
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Figure 1-2 – SEM micrograph of the platinum electrode confirmed that the electrodes were 
sufficiently porous and did not act as a barrier to the solutions.  
 
Figure 1-3 – Microstructural analysis using SEM showed some closed porosity, although the 
density was sufficiently high that there could be no fluid flow through the solid CeSICON 
electrolyte. The secondary phases of cerium phosphate (dark precipitates) and niobium 
phosphate (light precipitates) were also visible.  
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1.2.2 EXPERIMENTAL SETUP 
A concentration cell was constructed from two glass beakers joined by an O-ring joint 
that extended from the vertical face of the beakers, approximately 2 cm from the base, as 
shown in Figure 1-4. Two O-rings on either side of the disc were used to produce a 
watertight seal. The CeSICON electrolyte was inserted between the joint, which was then 
clamped together using an O-ring joint clamp. This created two chambers that were only 
separated by the CeSICON disc.  
The cerium nitrate solutions were placed in each beaker. A reference solution of one 
molar (1 M) cerium nitrate was placed in one beaker, while the test solution, which 
varied from 1 M, .1 M, .01 M, .001 M, and .0001 M, was placed in the opposing beaker. 
The polarity of the cell was reversed after each measurement to prevent the development 
of a permanent bias. The solutions were continuously mixed using magnetic stirrers. All 
measurements were done at room temperature, approximately 23°C.  
 
Figure 1-4 – Diagram of the concentration cell. The O-ring joint was clamped together 
using an O-ring joint clamp (not shown), creating two separate chambers separated by the 
CeSICON electrolyte.  
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Before each measurement, 1 M solutions were placed in both beakers and the system 
was allowed to equilibrate. Once a stable reading of near 0 mV was achieved, one of the 
beakers was replaced by a test solution and the response of the system was measured 
using a Solartron 1287 potentiostat. Measurements were performed first using non-acidic 
solutions of cerium nitrate, and then in solutions that contained cerium nitrate in 2 M 
nitric acid. Tests were also performed to determine the stability of the sensor over time. 
1.3 RESULTS 
1.3.1 RESULTS WITHOUT ACID 
Figure 1-5 shows a set of measurements completed over the entire concentration 
range of cerium solutions, examined against a reference of 1 M. The concentration shown 
on the x-axis is the ratio of the concentrations measured. The length of time needed for 
the measurement to stabilize changed over time and could be up to 24 hours. Therefore, 
both the initial and final potential measured are shown. Both the initial and final sensor 
potentials were good indicators of the cerium ion concentration and so both could be used 
in practical applications. It is worth remembering that current methods to test the 
concentration of REE can take several days. All measurements were collected within a 
period of 48 hours in order to minimize any effect of degradation of the disc. Disc 
degradation will be discussed in more detail in Section 1.3.3.  
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Figure 1-5 – Plot of the initial and final electrical response of the sensor in non-acidic 
solutions. The response of the disc was approximately linear when the difference in 
magnitude between the 1 M reference solution and the working solution was within three 
orders.  
The response of the sensor was proportional to the natural log of the concentration 
ratio up to a concentration difference of three orders of magnitude. Beyond this limit, the 
response increased at a smaller rate, indicating a decrease in the sensitivity. The final 
response decreases slightly from the .001 to the .0001 ratios, as Figure 1-5. This suggests 
that the sensor was most accurate when the difference in molarity of the analyte from the 
reference solution was within three orders of magnitude.  
This non-linear behavior may be due to the fact that Henry’s law no longer applies 
beyond a three-order magnitude difference in concentration, which means that the 
solution of cerium ions is no longer dilute enough for the activity constant to be 
independent of the concentration. The result is a breakdown of the model presented in 
equation ( 9 ). Beyond this range, the response with respect to the logarithm of 
concentration ratio is not linear and so the cell may not have sufficient accuracy as a 
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potentiometric sensor. For practical sensor purposes, the concentration of the analyte 
solution could be adjusted with a known amount of solvent to shift the concentration ratio 
to within the proper range of the sensor. Alternatively, another sensor with a different 
reference concentration could be used.  
The line of best fit for the linear region of Figure 1-5, from 1 to .001 M, is given by: 
  ( 10 ) 
where x is the ratio of cunknown over creference. Solving the equation for the unknown 
concentration gives: 
 
 
( 11 ) 
where a and b are the intercept and slope of equation ( 10 ), equal to 14.2 mV and -22.02 
mV, respectively, and E is the measured potential in mV. Finally, substituting the values 
of a and b into equation ( 11 ), and using a creference of 1M, between a concentration ratio 
of 1 to .001 M we find that: 
 
 
( 12 ) 
1.3.2 RESULTS WITH ACID 
 Since many processes use acidic solutions to refine the REE, the sensor response 
in acidic solutions was also investigated using 2 M nitric acid. NaSICON is known to 
degrade when exposed to acid. However, the CeSICON samples exhibited only 
negligible weight loss to the acid, and did not lose mechanical integrity when placed in 
acid over a period of two weeks when tested at Idaho National Laboratory.  
E =14.2 − 22.02 ln(x)
Cunknown = Creferencee
−
E−a
b
cunknown = e
−
E−14.2
22.02
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Initial tests had also shown that the CeSICON sensor had a larger response to the acid 
concentration difference than cerium concentration difference. NaSICON is known to be 
conductive to hydrogen ions and so CeSICON will also likely conduct hydrogen ions 
[14], [15]. This addition movement of hydrogen resulted in an additional response that 
overshadowed the response of the cerium concentration difference. To negate this added 
signal, the nitric acid molarity was kept equal in both the reference and analyte solutions 
to equalize the hydrogen potential across the electrolyte, therefore reducing the potential 
response of the hydrogen ion difference to zero.  
There response of the sensor in acidic solutions is shown in Figure 1-6, displaying 
both the initial and final recorded measurements.  
 
Figure 1-6 – Chart of the results of the potentiometric response in 2 M nitric acid. There 
was a decrease in the sensitivity of the response along with a change in the initial voltage 
behavior.  
Unlike the solutions measured without acid, the potential for the equimolar solutions 
with acid did not stabilize at 0mV but at -10mV. This offset was observed to be 
independent of the solution, and therefore seemed to be a result of the surface of the 
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electrolyte. It was also shown that the sensor behaved symmetrically across the -10mV 
range when the polarity of the concentration difference was reversed. As seen before, 
there was an initial potential that then decayed into the steady-state measurement. 
However, the initial voltage was no longer a good indicator of the concentration. Using 
the same procedure used to obtain equation ( 12 ) for non-acidic solutions, and fitting a 
line to all five measurements, the unknown concentration was calculated to be: 
 
 
( 13 ) 
For solutions with acid, there was a significant decrease in the magnitude of the final 
response of the sensor compared to the non-acidic solutions, implying a large decrease in 
the sensitivity. Figure 1-7 shows both the response of the sensor with and without acid. 
The response in acid was also linear over a larger range of concentration differences than 
the non-acidic solutions. Therefore, while the sensitivity of the sensor decreased in the 
presence of acid, the concentration range over which sensor may be used increased.  
 
Figure 1-7 - Comparison of the sensor response with and without acid. The reference 
solution was maintained at 1 M for all measurements. 
cunknown = e
−
E−5.8
3.17
-20 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
0.0001 0.001 0.01 0.1 1 
P
o
te
n
ti
al
 (
m
V
) 
Concentration Ratio 
Final Electrical Response of 
CeSICON  
Without Acid 
With Acid 
  17
1.3.3 DISC DEGRADATION 
1.3.3.1 CHANGE IN POTENTIAL 
During testing, it was observed that both the magnitude and stabilization time of the 
measurements increased over time, clearly implying that the sensor was degrading. 
Figure 1-8 shows the results of two identical sets of measurements done without acid, 
using the same electrolyte, but performed at different times. The first set of 
measurements was performed within the first 24 hours that the disc was exposed to the 
aqueous solutions and the second set of measurements was done after ten days of the disc 
being in contact with the aqueous solutions. A clear increase in the magnitude of the 
potential can be seen for all concentration differences tested. This increase also appears to 
be more significant at the higher concentration differences.  
 
Figure 1-8 - This plot shows two sets of measurements at different lifetimes of the disc. An 
increase in the response indicates degradation of the electrolyte. 
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To investigate the reproducibility of the sensor, repeated measurements were 
conducted using a 1 M reference solution and .1 M analyte solution. Figure 1-9 shows the 
absolute values of the measurements taken over the course of ten days plotted in the order 
the tests were done. The direction of the concentration difference was alternated between 
each measurement to prevent development of a permanent bias. A positive correlation 
between the number of tests and the potential measured further indicated the degradation 
of the electrolyte. There was also an increase in the scatter of the response the longer the 
sample was in contact with the aqueous solutions.  
 
Figure 1-9 - The magnitude of the potential response increased over time using the same 
concentration difference of 1 M versus .1 M. 
1.3.3.2 CHANGE IN RESPONSE TIME 
The time scale for the response to equilibrate also increased over the course of the 
measurements, from 300 seconds initially to over 1000 seconds later in the lifetime of the 
electrolyte. Two examples of a typical measurement are shown in Figure 1-10. The time 
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for the system to return to a near 0 mV reading after each measurement also increased 
from under 2000 seconds to over 7500 seconds. After 30 days, the time for the cell to 
equilibrate to zero after a measurement exceeded 24 hours. At this point for practical 
reasons, the electrolyte was replaced.  
 
Figure 1-10 –Typical measurement response time in the first 24 hours (left) next to a typical 
response after the electrolyte has been in contact with the aqueous solutions for one week 
(right). 
The reasons for the sensor degradation have not been explored in this study and will 
be the subject of future studies.  However, it has been observed in literature that 
NaSICON can react with water. These interactions range from the diffusion of the 
sodium ions into the water [16], to the formation of a resistive secondary phase layer 
developing along the grain boundaries, which in turn decreases the ion conductivity [17]. 
The presence of water vapor has also been shown to increase the response of NaSICON 
based CO2 sensors [18].  It is likely that similar reactions also occur in CeSICON.   
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1.4 CONCLUSION 
Cerium doped NaSICON, or CeSICON, was prepared and sintered into a dense disc 
and used as the solid electrolyte in a cerium ion concentration cell. The electrolyte had 
secondary phases present in the CeSICON matrix, but the conductivity was sufficiently 
high to achieve a stable response. In non-acidic solutions, the sensor response was 
proportional to natural log of the concentration ratio up to a concentration difference of 
three orders of magnitude, between 1 M and .001 M. Beyond this range, the sensitivity of 
the sensor decreased significantly. The sensor response decreased when tested in acidic 
solutions but the response remained linear over the entire concentration range tested, 
from 1 M to .0001 M. The sensor response also changed over time, increasing in 
magnitude and in equilibration time, suggesting a limit to the lifetime of the electrolyte.  
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2 LSM COATINGS ON STAINLESS STEEL INTERCONNECTS FOR SOLID 
OXIDE FUEL CELLS 
2.1 INTRODUCTION 
2.1.1 BACKGROUND 
Two factors will contribute to an unavoidable increase in energy demand: population 
growth and an increase in the energy use per capita. To meet this demand, significant 
sources of energy generation will be required. However, an increase in electricity 
production through the use of conventional sources, such as oil, coal, or natural gas, 
would lead to an increase in CO2 emissions. This is not an acceptable option due to the 
concerns related to climate change. Therefore, a more sustainable and environmentally 
benign form of energy generation is necessary, such as fuel cells. Fuel cells convert 
chemical energy directly into electrical energy at a much higher efficiency than typical 
combustion cycles. Ultimately, the use of fuel cells over conventional thermodynamic 
cycles could reduce CO2 emissions by 60% [19], [20].  
Fuel cells are a relatively old technology; the first was developed in 1838 by William 
Grove. A wide variety of types of fuel cells exist today, some of which are listed in Table 
2-1. The major factor to their limited commercial growth is their high lifetime cost. 
Current fuel cell costs range from $3,000-$10,000 per kilowatt, which is widely regarded 
as too expensive. Approximately $1,000 per kW is considered necessary for adoption, 
while the Solid State Energy Conversion Alliance, a fuel cell funding initiative within the 
Department of Energy, has set a goal of $400 per kW [21]. In addition, an operational 
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lifetime of 40,000-80,000 hours, or approximately 5 years of continuous use, is required 
to be economically commutative with other electricity generation sources [20], [21].  
Types of Fuel 
Cells Electrolyte 
Operating 
Temp Fuel Oxidant Efficiency 
Alkaline 
Potassium 
Hydroxide 
50-200°C 
Pure hydrogen or 
hydrazine 
O2/Air 50-55% 
Direct 
Methanol 
Polymer 60-200°C Liquid Methanol O2/Air 40-55% 
Phosphoric 
Acid 
Phosphoric 
Acid 
160-210°C 
Hydrocarbons & 
alcohol 
O2/Air 40-50% 
Sulfuric Acid 
Sulfuric 
Acid 
80-90°C 
Alcohol, impure 
hydrogen 
O2/Air 40-50% 
Proton 
Exchange 
Membrane 
Polymer 50-80°C Pure hydrogen O2/Air 50-60% 
Molten 
Carbonate 
Molten 
Salts 
630-650°C 
Hydrogen, 
carbon 
monoxide, 
hydrocarbons 
O2/Air 45-60% 
Solid Oxide Ceramic 600-1000°C 
Hydrogen, 
hydrocarbons 
O2/Air 45-60% 
Table 2-1 – Table of technical characteristics of common types of fuel cells [22]. 
Solid oxide fuel cells (SOFCs), unlike some other types of fuel cells, are able to 
utilize a wide variety of fuels, such as hydrogen, methane, butane, syn gas, and even 
pulverized coal [23]–[25]. The wide availability and low cost of these fuels make SOFCs 
an attractive form of electricity production. However, current SOFCs only have a lifetime 
on the order of 20,000 hours, which is still too low for commercial use [26].  
There is a drive to lower the operating temperature of SOFCs to enable the use of 
cheaper materials, increase the lifetime of the materials, and reduce the balance of plant 
costs of the stack. As operating temperatures decrease below 1000°C, metallic alloys 
become a viable material in SOFC stacks. However engineering challenges are still 
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present in the use of metals in SOFCs, particularly in the interconnections that serve as 
bipolar separators between the cells.  
2.1.2 SOFC FUEL CELL DESIGN 
A fuel cell is an electrochemical cell that converts chemical energy into electrical 
energy. A single fuel cell consists of a cathode, an electrolyte, and an anode. A fuel, such 
as hydrogen or a hydrocarbon in gaseous form, is supplied to the anode. An oxidant, 
typically air, is supplied to the cathode. In SOFCs, air flows into the porous cathode and 
the oxygen gas reacts at the electrolyte-cathode-air triple phase boundary, creating an 
oxygen ion. The oxygen ion is then transported across the solid electrolyte from the 
cathode to the anode, where it combines with hydrogen from the fuel to form water, 
which then diffuses away from the anode-electrolyte interface.  
SOFCs are typically made up of a nickel-based anode, a yttria-stabilized zirconia 
(YSZ) electrolyte, and a cathode, such as lanthanum strontium manganese oxide 
(La.8Sr.2MnO3), or LSM. It should be noted that there are many other cathode materials 
besides LSM. The half-cell reaction occurring in the cathode is given by: 
 
 
( 14 ) 
The reaction occurring in the anode is given by: 
 
 
( 15 ) 
with the overall reaction being given by: 
 
 
( 16 ) 
H2 +O
−2 → H2O + 2e
−
H2 +
1
2
O2 → H2O
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A single fuel cell will generate a voltage and current that may be too small for 
practical applications. Multiple cells will therefore be placed in parallel in order to 
generate a higher current and in series to generate a sufficient voltage for the application. 
The orientation of the cells is dependent on the geometry of the cell. For planar cell 
designs, the cells are placed in a series arrangement, anode-to-electrolyte-to-cathode-to-
anode, to form what is known as a fuel cell stack. Each cell is then separated from its 
neighboring cell by an interconnect. This makes the true arrangement anode-to-
electrolyte-to-cathode-to-interconnect-to-anode, as shown in Figure 2-1.  
 
Figure 2-1 – Illustration of a typical SOFC, including the interconnect [27].  
2.1.3 INTERCONNECTS 
The interconnect is inactive in the chemical reaction in the cell but it is a critical 
component of the SOFC stack. The interconnect serves as the electrical connection 
between cells, and therefore, must have a low area specific resistance (ASR) in order to 
minimize any ohmic losses within the stack. Gas leakage between the anode and cathode 
could result in localized combustion of the fuel, oxidation of the anode, or reduction of 
the cathode, leading to failure in the cell. Thus, the interconnect must be dense, 
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mechanically strong, and inert to both the oxidant and fuel. SOFC interconnects may also 
have channels that traverse the length of the fuel cell to allow for rapid gas delivery to the 
anode and cathode. Therefore, it is advantageous for the interconnect to be easily 
machinable. In addition to these requirements, the CTE of the interconnect has to be well 
matched to the CTE of the other cell components. Any mismatch could lead to 
delamination or cracks developing in the cell, which would lead to cell and stack failure. 
Under current operating conditions, the only materials that meet most of these 
requirements are ceramics. Doped lanthanum chromite is the material most often used as 
interconnects in SOFCs. This material has a close CTE match to the cell, and is stable in 
both reducing and oxidizing environments and over long periods of time at high 
temperatures. However, doped lanthanum chromite is not easy to machine, which 
increases the stack cost if it is to be used in a SOFC. In addition, doped lanthanum 
chromite is a p-type conductor with a small polaron hopping mechanism [28], [29].  
Hopping conduction is a thermally activated process, and therefore, as the operating 
temperature decreases, the conductivity also decreases. Furthermore, the interconnect is 
exposed to reducing conditions on the fuel side, which reduces its p-type conductivity 
and creates a resistive skin. As the operating temperature decreases below 1000°C, this 
resistive skin becomes more significant, and therefore doped lanthanum chromite 
interconnects will become impractical.  
However, as ceramics become impractical, metallic interconnects become a viable 
alternative. Metallic interconnects are easier to machine and cheaper to produce, but will 
still oxidize at higher temperatures, even at lower operating temperatures. This oxidation 
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is especially problematic in the oxidizing environment of the cathode. Ferritic stainless 
steels are often preferred due to their low cost and a comparable CTE, approximately 
12.5x10-6 K–1, to the rest of the SOFC components [30], [31]. Chromium-based metals, 
such as Plansee Ducralloy (94% Cr, 5% Fe, 1%Y2O3) have also been utilized but are 
more expensive [20], [32]. Table 2-2 provides a summary of some metallic alloys 
currently under consideration. 
Alloys 
CTE (x10-6K-1) 
at 800°C Strength Machinability Relative Cost 
Cr-Based Alloys 11.0-12.5 High Difficult Very Expensive 
Ferritic Stainless Steel 11.5-14.0 Low Fair Less Expensive 
Austenitic Stainless Steel 18.0-20.0 Fairly high Readily Less Expensive 
Fe-Ni-Cr Alloys 15.0-20.0 High Readily Expensive 
Ni(-Fe)-Cr Alloys 14.0-19.0 High Readily Expensive 
Table 2-2 – Table of currently utilized interconnect alloys [32]. 
2.1.4 MODES OF DEGRADATION OF STAINLESS STEEL INTERCONNECTS 
Stainless steel interconnects have a lower cost than ceramic interconnects, but there 
are two main challenges with their adoption. First, the high temperatures and the 
oxidizing environment of the cathode leads to the formation of a chromium oxide scale 
that increases the stack resistance. Second, chromium from the stainless steel can also 
enter the vapor phase and redeposit on the cathode, thereby blocking the 
electrochemically active sites [30], [32], [33]. 
Oxidation is a significant challenge when working with stainless steel interconnects, 
which can occur even under reducing conditions. After an initial oxide layer is formed at 
the interface of the interconnect and the air in the cathode, oxygen may still diffuse 
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through the initial oxide layer and react with more metal from the bulk of the 
interconnect. Alternatively, chromium can diffuse outwards through the oxide layer to 
form additional chromium oxide at the oxide/air interface. In both cases, the oxide 
thickens and the ASR increases due to the higher resistance of the oxide layer. The ASR 
eventually becomes a significant fraction of the total cell resistance, leading to a decrease 
in the overall output current of the cell. This oxide coating can also spall due to a lattice 
mismatch of the oxide with the interconnect, exposing more bulk material in the 
interconnect to oxidation and decreasing the contact area between the cathode and the 
interconnect, and further increasing the ASR.  
There are two approaches to minimizing these detrimental affects. First, the 
composition of the alloy can be tailored to form a passive oxidation layer, such as 
manganese oxide. The oxide layer’s electrical conductivity is also maximized while 
simultaneously minimizing chromium and/or oxygen diffusion, which will limit the 
chromium oxide thickness [32], [34], [35]. The second approach is to coat the 
interconnect with a conductive diffusion barrier to limit the formation of chromium oxide 
[30], [36], [37]. This approach can be pursued in tandem by using an alloy such as Crofer 
[38]–[40].  
 Another mode of failure due to chromium poisoning of the cathode. Chromium can 
enter the vapor phase and redeposit on the cathode, thereby reducing the number of 
available sites for future electrochemical reactions [26], [30], [32], [41]. The two possible 
reactions are given below [32]:   
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Due to the high chemical activity of the chromium, it is very difficult to remove once it is 
deposited [42]–[44]. This deposit decreases the cell output and will eventually cause the 
failure of the cell. Therefore, there is a need to isolate the stainless steel interconnect 
from the cathode to prevent the volatilization of the chromium.  
2.1.5 OBJECTIVES 
The purpose of this study was to test the use of LSM-coated 2205 stainless steel as 
interconnects in intermediate temperature SOFCs, operated at temperatures between 600° 
and 900°C. One of the most common metallic alloys studied in scientific literature for 
SOFC interconnects is Crofer™. Crofer is a brand name of a iron-chromium alloy 
produced by ThyssenKruppVDM, which has been studied extensively for SOFC 
interconnects [34], [38]–[40], [45]–[50]. However, Crofer is also an expensive alloy. If a 
more cost effective material could be found to replace Crofer at lower operating 
temperatures, it could significantly decrease the cost of SOFCs.  
Type 2205 stainless steel, composition listed in Table 2-3, was found to match Crofer 
most accurately on chromium and carbon content, and therefore was chosen to be 
investigated as a replacement to Crofer in this study. This range of chromium content has 
also been shown to grow a more favorable chromium oxide scale, growing more slowly, 
with a more uniform thickness, and with less spallation than other compositions [31], 
[51].  
2CrO2 (OH )2 (g)+ 3VO
•• + 6e− → Cr2O3(s)+ 3OO + 2H2O(g)
2CrO3(g)+ 3VO
•• + 6e− → Cr2O3(s)+ 3OO
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Alloy 
Composition (vol. %) 
Cr Carbon Ni Mn 
Crofer Steel 20-24 0-.03 0 .3-.8 
2205 Stainless Steel 20-23 0-.03 4.5-6.5 0-2 
Table 2-3 – Composition of Crofer 22H as compared to 2205 Stainless Steel. The complete 
composition is not shown [35]. 
The metallic interconnects were coated with a 30 µm layer of LSM using thermal 
spray at the Center for Thermal Spray at Stonybrook University. LSM has a relatively 
low oxygen mobility, and therefore acts as a diffusion barrier to help prevent oxidation. 
The LSM layer can also limit chromium poisoning of the stack by limiting chromium 
diffusion to the gas interface [49], [52]. Alternative materials such as (La,Sr)CoO3 have 
also been investigated in the past, but LSM has been shown to be a more effective 
chromium diffusion barrier [32]. As previously mentioned, LSM is also a cathode 
material, and so there was no risk of contamination of the cathode or reaction of the 
coating with the cathode material. 
Another goal of this study was to compare thermal spray coatings to electrophoretic 
deposition (EDP) coatings. Electrophoresis is defined as the movement of particles in a 
liquid medium by the application of an electric field. During the EPD, two electrodes are 
placed into a suspension of powder in a liquid medium and a potential is generated across 
the electrodes, one of which is the intended substrate to coat. The powder, which has a 
slight charge due to its interactions with the medium, moves under the influence of the 
electric field and is deposited onto the substrate. The coating can then be heated to 
densify the coating of powder. This process can be used to deposit thin, dense films of 
ceramic materials in applications, such as thermal or environmental barrier coatings.  
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Using this technique, LSM powder can be deposited onto a 2205 stainless steel 
substrate, and then sintered to create an LSM barrier layer.  Because the deposition is 
controlled by the electric field, more precise control of the coating thickness can be 
obtained as compared to application by thermal spray. EPD has also been studied as a 
cost effective technique for SOFC manufacturing [53]–[58]. However, there is currently 
no known work on the coating of 2205 stainless steel interconnects with LSM using EPD.  
2.1.6 MICROSTRUCTURE CONSIDERATION 
In addition to the material system, the microstructure has a significant effect on the 
effectiveness of the coating. Different methods of coating can produce very different 
microstructures, which affects the mechanical as well the transport properties of the 
coating. This can have dramatic effects on the oxide layer formed and the durability of 
the coating. Therefore, careful consideration is necessary to choose the optimal coating 
technique to produce a coating with the desired qualities.  
High density is a key component to an effective diffusion barrier. Surface and gas 
phase diffusion are more rapid methods of transport than diffusion through the bulk of a 
material. An increase in the porosity of the coating would increase the concentration of 
surfaces in the material and could lead to gas flow within the coating if the porosity is 
connected. This would increase both the diffusion of oxygen to the coating-interconnect 
interface and chromium to the gas-coating interface. Therefore, to act as a sufficient 
diffusion barrier, the coating must minimize porosity.  
The uniformity of the coating also has great consequences on the durability of the 
coating. If one section of the coating is thinner, more rapid transport of oxygen to the 
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interconnect will occur at this location. This would lead to inhomogeneous growth in the 
oxide layer, resulting in mechanical stresses and potential heaving of the coating. This 
could lead to spallation, which would expose more of the interconnect to oxidation. 
Lateral diffusion of oxygen under the coating could then occur, resulting in a cascading 
failure of the rest of the coating. Uniformity is also important for homogeneous 
distribution of the thermal stresses in the coating. As compressive and tensile forces build 
in the coating due to thermal expansion, uneven distribution of the forces could lead to 
fractures or cracks forming in localized sections of the coating. The result would be a 
similar failure to the process mentioned above.  
The grain size and crystal orientation can also contribute to the effectiveness of the 
coating. Diffusion along grain boundaries can be a significant path for ion transport; 
therefore, an increase in the concentration of grain boundaries could lead to an increase in 
the transport properties of the coating. In addition, the orientation of the grain boundaries 
could result in a diminished path length to the coating-interconnect interface, which 
would decrease the effectiveness of the coating. The grain size also affects the hardness 
of the coating, which affects the toughness of the material, and therefore its performance 
as a protective barrier [59].  
2.1.7 COATING TECHNIQUES 
The addition of protective coatings onto metals is a common method used to protect 
the underlying metal from extreme temperatures or environments. Many studies have 
examined this application on SOFC interconnects using various techniques and material 
systems. Each technique has its own advantages, varying microstructures, and can be 
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paired with a variety of different material systems.  
Chemical vapor deposition (CVD) is a process in which a gas phase reaction occurs 
on or near a heated substrate, resulting in the deposition of a thin film onto the substrate. 
The reaction is governed by both the flow rate and the composition of the gas, allowing 
for control of the thickness [60], [61]. The coatings created using CVD have a very high 
density, can be done at relatively low temperatures to avoid oxidation of the substrate, 
and can create very uniform thickness. CVD has an advantage over other coating 
techniques by having non-line-of-sight-deposition, which can be used to deposit coatings 
to complex geometries. It also has the ability to control the grain size and orientation of 
the coating [60], [61]. Some disadvantages of CVD include difficulty in scalability, high 
system cost, and low deposition rates, although some groups have reported deposition 
rates of >10 µm per hour [60]. Studies have examined the use of CVD to create thin 
coatings of La2O3 and Y2O3. These coatings then modify the composition of the oxide 
that forms on the SOFC interconnect. The resulting interconnect had a lower chromium 
evaporation rate than the untreated interconnects [50], [62], [63].  
Physical vapor deposition (PVD) is similar to CVD except that no chemical reaction 
occurs in the gas phase. PVD supplies energy to a target to sublimate the material and 
then deposit that material directly onto a substrate. The method of energy transfer can 
range from resistive heating, radio frequency activation, to direct current [64], [65]. 
Similar to CVD, PVD can produce very dense coatings and can control the grain 
orientation, However, it suffers from a slow deposition rate and is difficult to scale for 
manufacturing [51], [59]. The target material can be either a metal or ceramic and both 
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have been studied on SOFC interconnects. The deposition of metals, such as cobalt and 
manganese, using PVD onto steel substrates has been shown to decrease chromium 
evaporation [66], [67]. This is partly due to the change in the composition of the oxide 
layer that later forms. Oxides can also be directly deposited using PVD, such as LSM, 
(La,Sr)CrO3, and (La,Sr)FeO3. Although metal systems have shown a more significant 
decrease in chromium evaporation than ceramic coatings [65], [68]. Multiple coating 
processes can create hybrid-coating systems with different materials. One such 
application of CrAlYO followed by a Co-Mn spinel layer, saw a 30-fold decrease in 
chromium evaporation. However, the ASR measurements were not competitive [47], 
[50]. 
Slurry based coatings begin with the coating material in a suspension or mixture, 
often with a binder, which is then applied to the substrate and heated to sinter and densify 
the coating. This has been a common technique used to apply spinel coatings, but the 
process suffers from challenges in coating uniformity and density [64]. The high 
temperatures necessary for densification can also lead to oxidation of the substrates. For 
this reason, many of the studies conducted have focused on ultra-fine grain powders, 
often obtained through a combustion synthesis, which can be sintered at lower 
temperatures and still achieve high densities. This also allows some control of the grain 
size of the coatings, but not the orientation. Screen printing is a common technique, in 
part due to its scalability, and has been used extensively to create perovskite coatings 
[40], [45], [46], [69]–[72] and spinel coatings [36], [40], [71], [73]–[75]. All of these 
systems have shown a decrease in chromium volatilization in the cathode, but due to high 
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porosity, limiting the formation of chromium oxide under the coating remains an active 
area of research.  
Another technique to protect the interconnect is to control the composition of the 
oxide layer that naturally forms. The composition can be tailored by the addition of thin 
films, which then oxidize to create an oxide that has the specific traits desired. For SOFC 
interconnects, the desired traits are high electrical conductivity and low chromium 
diffusivity. This is the same technique used in Crofer alloys, with the difference being the 
studies presented here add the precursor elements in a surface coating. This allows more 
precise control of the final oxides composition. Oxide grown directly from the 
composition of the substrate can otherwise be difficult to control [64]. The most common 
materials used are manganese and cobalt melts, and the applications include screen-
printing [74], [76] and slurry coating [77]. This technique can take advantage of the 
natural growth of the oxide, but there is no control of the thickness or the grain structure.   
2.2 EXPERIMENTAL 
2.2.1 THERMAL SPRAY 
Thermal spray is a process in which a powder is projected towards a target at high 
velocity and very high temperatures. The powder melts while on trajectory to the target 
and splats onto the surface, rapidly solidifying. The spray is moved across the target, 
which in this case is the 2205 stainless steel interconnect, generating a continuous layer. 
Thermal spray has been utilized in industry and is a mature technology; however, the 
deposition of ceramics can lead to some technical challenges.  
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As previously mentioned, the microstructure of the coating has a significant effect on 
the coating performance. The microstructure of a thermal spray coating is controlled by 
the processing conditions. Higher temperatures of the spray can lead to a more complete 
melt of the powder during the coating process, but this also leads to more thermal transfer 
to the substrate, which can result in the formation of an oxidation layer. Lower 
temperature processing conditions prevents any oxide formation, but at the expense of 
density. If the particles are not fully melted, voids are created between the particles when 
they splat onto the substrate [78]. The rapid cooling of the coating can also produce 
cracks and pores due to the rapid volume change of the coating. The minimum thickness 
of the coating is also limited along with the ability to produce a uniform thickness. A 
thickness of 30µm was considered the thinnest feasible coating while maintaining 
uniform thickness. This may be a higher thickness than is necessary for a diffusion 
barrier, increasing the resistance without significant gain in the protective coating [79], 
[80].  
2.2.2 IMPEDANCE MEASUREMENTS 
In order to accurately simulate the conditions in a fuel cell, a dual atmosphere setup 
was constructed. Air was circulated on the LSM coated side of the interconnect, 
representing the cathode of the fuel cell, and forming gas (5% hydrogen, 95% argon) 
bubbled through water at 23°C was flowed onto the uncoated surface, representing the 
anode. The experimental setup is shown in Figure 2-2. Gold O-rings were used to create 
an airtight seal on the anode side of the sample. The surface of the LSM coating was too 
rough to seal using the gold O-rings and so the air was allowed exit into the furnace. 
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Figure 2-2 – Diagram of the experimental setup. Electrical connects not shown. 
A 2 cm diameter silver electrode was painted concentrically onto each side of the 
sample. Silver mesh electrodes were mechanically pressed onto the silver paint electrodes 
for the ASR measurements (not shown in Figure 2-2). The silver electrodes were not 
dense and so did not provide a barrier to oxygen diffusion. The oxide layer showed no 
difference in thickness in sections with or without the silver paint, and so the presence of 
the paint did not affect the experiment.  
Impedance measurements were taken to determine the change in the ASR over time, 
using a Solartron 1260 impedance analyzer. There is no electrochemical process 
associated with the interconnect and so it was expected to behave as a pure resistor.. The 
measurement frequency ranged from 10,000 to .1 Hz with an amplitude of 10 mA. 
Measurements were taken every 30 minutes for the length of the experiment, up to 500 
hours, at temperatures of 700°, 800°, and 900°C.  
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In addition to the impedance measurements, samples were also annealed in air at 700° 
and 800°C in a separate furnace for 500 hours. This allowed for oxide growth of multiple 
coatings to be tested under identical conditions. Samples were also annealed at 600°C, 
however the oxide layer was too thin to be measured by EDS.  
2.2.3 ELECTROPHORESIS COATING 
Two electrodes consisted of the 2205 stainless steel substrate to be coated and a sheet 
of 110 copper foil were hung in the suspension of LSM powder. An applied voltage of 20 
V was used with an electrode distance of 2 cm. The length of each run could be varied 
depending on the desired thickness, although the weight gain of the sample tended to 
stabilize after 20 minutes. The substrate was polished to a 1200 grit roughness to remove 
any oxide and to create a smooth surface. The back end of the substrate was coated in 
masking tape to prevent any deposition. The weight of the substrate was carefully 
measured before and after the deposition to determine the weight gain of the coating.  
The particle size of the LSM in the liquid must be sufficiently small in order for the 
particles to remain in suspension long enough to be deposited. A process was developed 
to produce LSM particles with a size range of 100-500 nm, as determined by SEM. A 
micrograph of the powder is shown in Figure 2-3. Eight to ten grams of LSM powder, 
initially 30 µm in diameter, were placed in a 30 mL HDPE bottle with two 1 cm zirconia 
balls. The bottle was milled for twelve 5-minute intervals for a total of 1 hour using a 
Spex mill. This powder was then mixed into 600 mL of ethanol and ultrasonicated for 20 
minutes. The solution was then set aside for at least 1 hour to allow the larger particles to 
flocculate out of the suspension. Flocculation is the reversible process in which particles 
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amalgamate and then settle out of a suspension. The top 400mL of ethanol was then 
carefully poured into an evaporation dish and left to evaporate to collect the fine LSM 
powder. The coarse powder was dried and re-milled and the process was repeated until 
sufficient powder was collected.  
 
Figure 2-3 – SEM of fine LSM powder after Spex milling. 
Liquids with a high vapor pressure are typically used in order to facilitate the rapid 
drying of the coating [81]. However, rapid drying can also cause cracks to form in the 
coating, and so the proper ratio had to be found. A mixture of two parts acetone and one 
part ethanol was found to evaporate quickly, but not so quickly as to cause cracking of 
the coating. 
The solution’s interaction with the LSM alone did not generate a sufficiently large 
surface charge on the particles in order to facilitate electrophoresis. Therefore, iodine in 
ethanol was added to facilitate the motion of the LSM powder. The proper concentration 
of iodine was found to be critical. If the concentration was too low, then there was an 
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insufficient charge to allow electrophoresis. If the concentration was too high, then 
excess charge carriers caused the LSM powder to coagulate into larger particle clusters, 
resulting in non-uniform deposition layers, Figure 2-4. Repeated coatings eventually 
depleted the iodine in the solution and so it was necessary to replenish. An addition of 2 
mL of .25N iodine solution was empirically found to be sufficient for up to four 
deposition experiments. In this study, the suspension was mechanically stirred and 
ultrasonicated prior to each run in order to redistribute any particles that may have 
flocculated out of the suspension.  
 
Figure 2-4 – Picture of an EPD coating with an excess of iodine.  
2.3 RESULTS 
2.3.1 THERMAL SPRAYED SAMPLE IMPEDANCE 
A typical plot of six consecutive impedance measurements is shown in Figure 2-5. As 
expected, the interconnect behaved as a pure resistor, indicated by a nearly vertical line in 
the Nyquist plot.  
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Figure 2-5 – Example of six consecutive impedance measurements.  Each measurement was 
taken 30 minutes apart.  
Figure 2-6 shows a 500-hour ASR measurement of a sample at 800°C, the longest 
measurement taken. The measured ASR showed less than a 5% variation after 100 hours, 
as was typical in all of the measurements. The periodic bumps in the ASR are due to 
small temperature drifts in the furnace from night to daytime. Due to the small change in 
the ASR over the length of the measurements, the kinetics of the reaction were concluded 
to be too slow at the current operating temperatures. Given the limited time duration of 
the study, the length of the measurements was decreased in future tests, and samples were 
also tested at 900°C to act as an accelerated test. 
Z’ 
Z
”
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Figure 2-6 – Longest ASR measurement conducted showed little variation over the entire 
duration. The periodic bumps were due to the ambient temperature fluctuations in the 
laboratory between night and daytime.  
The average ASR for each sample at 150 hours, the maximum common duration for 
all the measurements, is shown in Table 2-4. Coated samples tested at 700°C showed no 
significant reduction in the ASR as compared to the uncoated sample after 150 hours. It is 
likely that extended tests would have shown an increased benefit in the coated samples as 
compared to the uncoated samples, but these were not feasible given the limited time 
scale of the study. Other benefits of the coating are discussed in section 2.3.2.   
Sample # ASR at 700°C  
(Ω-cm2 ) 
ASR at 800°C 
 (Ω-cm2 ) 
ASR at 900°C  
(Ω-cm2 ) 
Coated Sample 1.17 1.11 1.61 
Uncoated Sample 1.11 1.22 1.36 
Table 2-4 – Table of ASR measurements for each sample in Ω-cm2 after 150 hours.  
The four samples tested at 800°C showed a 10% reduction on average in the ASR 
even after only 150 hours, as compared to uncoated samples. One of the four samples 
tested had an unusually high ASR of 1.26 Ω-cm2, much larger than the other ASR 
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measurements. SEM analysis showed no significant difference between this sample and 
other samples measured to indicated the cause of the higher than expected ASR.  If this 
outlier is neglected, the average ASR for the 800°C measurements decreases to 1.05 Ω-
cm2, which is a 14% reduction from the ASR of the uncoated sample. Measurements 
taken at 900°C showed an increase in the ASR compared to the uncoated sample, which 
was an unexpected result. A more thorough analysis of why the 900°C ASR results were 
so high is discussed in section 2.3.3. 
2.3.2 700° & 800°C OXIDE LAYER 
A layer of chromium oxide formed at the interface of the LSM and the interconnect in 
all of the samples tested at 700° and 800°C. A SEM image of a typical oxide layer 
formed is shown in Figure 2-7. The chromium oxide layer was continuous but not 
uniform across the entire interface of the LSM and the substrate of each sample. To 
increase the adhesion of the coating, the substrates were first grit blasted to coarsen the 
surface [78]. The coating was then sprayed on the sample, which resulted in a non-
uniform thickness of the coating. The oxide thickness ranged from less than 1 µm to 
greater than 2 µm in isolated sections, as determined by EDS line scans, Figure 2-8. The 
tabulated results for the 700° and 800°C annealed samples are shown in Table 2-5. The 
oxide thickness was determined by measuring the full width at half maximum of the 
chromium peaks.  
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Figure 2-7 – SEM image of oxide layer after 500 hours at 800°C.  
 
 
Figure 2-8 – An EDS line scan of a typical oxide layer after 500 hours at 800°C.  
Uncoated samples were also annealed as a control group to the coated samples. 
However, significant spallation made it difficult to determine the oxide growth of the 
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uncoated samples. The fact that the coated samples showed no signs of spallation is a 
good indication that the LSM coating was effective in reducing breakaway of the 
chromium oxide. Therefore, the coating is still beneficial to the interconnect regardless of 
whether there is an improvement in the ASR.   
Sample # 
Oxide Thickness (µm) 
700°C 800°C 
1 1.4 1.61 
2 0.99 1.65 
3 1.05 1.36 
4 1.20 0.93 
Average 1.16 1.39 
Table 2-5 – Tabulated results of oxide thickness of the coated samples after 500 hours of 
annealing at 800°C 
The formation of chromium oxide under the LSM coating was an expected result for 
the 700° and 800°C temperatures. On uncoated Fe-Cr alloys, the growth of chromium 
oxide forms a passivation layer on the alloy. If this layer does not form cracks due to 
mechanical or thermal stress, the initial oxide layer prevents further oxidation of the iron 
and retards the further growth of the chromium oxide [48], [82]–[84]. Chromium oxide 
and iron oxide may initially form a solid solution, but chromium oxide is 
thermodynamically more favorable to form than iron oxide, causing any oxygen that 
migrates to the LSM-interconnect interface to form chromium oxide [85]. Furthermore, 
the presence of the LSM lowers the oxygen partial pressure at the chromium oxide layer, 
which increases the ductility of the oxide [86]. This decreases the likelihood of the 
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chromium oxide layer cracking and exposing the interconnect to the atmosphere of the 
cathode.   
2.3.3 900°C RESULTS 
Measurements were conducted at 900°C in order to act as an accelerated test of the 
measurements run at 800°C. The increased kinetics of oxygen at 900°C was expected to 
lead to a more extensive oxide layer formation on the uncoated sample. Therefore, a more 
significant reduction in the ASR in the coated samples, as compared to the uncoated 
samples, was expected. The results of Table 2-4 contradicted this prediction and an 
extensive microstructure and phase analysis was conducted to determine the cause.  
Significant changes in the dimensions and morphology of the oxide layer were 
observed at 900°C. The oxide layer formed into a two-phase equilibrium between two 
separate layers of oxide, each several hundred microns thick, as shown in Figure 2-9. 
This bi-layered structure developed on all samples tested at 900°C within the first 150 
hours, which was a stark contrast to the 1-2µm thick chromium oxide scale formed on 
samples tested below 900°C. The oxide caused significant damage to the LSM coating, 
forming pores at the coating-oxide interface, breaking up the coating, and causing 
delamination in some samples, as seen in Figure 2-10. This oxide layer is believed to be 
the cause of the larger ASR measurements at 900°C.  
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Figure 2-9 – SEM micrograph of the bi-layer oxide formed during 900°C measurements. 
The upper layer was determined to be porous iron oxide and the lower layer was a dense 
spinel mixture. 
 
 
Figure 2-10 – SEM micrograph showing some of the deterioration of the LSM coating 
caused by the oxide layer, from A) pores forming, B) break-up of the LSM, and C) 
delamination of the coating. 
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 The two oxide layers formed parallel to the LSM coating and were continuous and 
uniform. Through EDS quantization scans and XRD analysis, it was possible to 
determine the phase relationships between the layers.  EDS elemental composition scans 
are shown in Figure 2-11 and the XRD pattern is shown in Figure 2-12. The layer directly 
adjacent to the LSM coating was determined to be porous, non-stoichiometric wustite 
(Fe.80O). The lower oxide layer, adjacent to the stainless steel, was a dense two-phase 
solid spinel solution of chromium-iron oxide (CrFe2O4) and wustite (Fe.83O). 
 
Figure 2-11 – Quantitative EDS results of the oxide layer observed at 900°C showed two 
oxide layers consisting of wustite and a spinel phase with no presence of chromium oxide. 
The LSM coating size is exaggerated in figure, which was only 30 µm in thickness.  
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Figure 2-12 – XRD scan of a cross-sectioned sample tested at 900°C showed clear indication 
of wustite and chromium iron spinel under the LSM coating.  
The results taken at 900°C indicate a change in the mechanism and structure of the 
oxide growth. At 800°C, the absence of iron oxide and the formation of a single-phase 
chromium oxide layer imply that chromium oxide is more thermodynamically favorable, 
which was expected. However, for the bi-layered structure to occur at 900°C, iron from 
the steel substrate must diffuse through the spinel to the oxide-LSM interface. Therefore, 
it is likely that the kinetics of iron diffusion is more favorable than chromium diffusion at 
900°C, allowing for the formation of the bi-layered structure. The increased kinetics of 
iron would also explain the breakup of the LSM coating observed in Figure 2-10b.  
The prevention of oxidation spallation is one of the main challenges in developing 
alloys for high temperature applications and has been studied significantly. The formation 
of wustite is particularly unfavorable due to its rapid growth and the low density of the 
formed oxide, resulting in large volumetric expansion and an increased probability to 
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break away from the interconnect. Therefore, the growth of a passive chromium oxide 
layer is critical to the prevention of wustite, which can form if the chromium oxide scale 
fails to isolate the alloy. This failure of the chromium oxide is typically due to 
mechanical stress, which leads to cracks that expose the underlying alloy to oxidation. 
These cracks can then lead to the formation of iron oxide on the newly exposed alloy if 
the chromium oxide cannot fill the void left by the crack [87]–[89]. Therefore, a 
sufficient concentration of chromium is necessary in order to maintain a sufficient 
reservoir of chromium in the alloy to re-grow the chromium oxide. If enough chromium 
is depleted from the alloy, then the oxide scale will not be able to heal [82], [88]–[90].  
However, the failure in the chromium oxide passivation layer due to the depletion of 
the chromium is generally seen only in Fe-Cr alloys of less than 20% Cr. In the present 
study, the chromium content should have been sufficiently high to avoid the depletion of 
chromium near the oxide. In addition, the alloy would have benefited from the second 
layer of protection provided by the LSM coating, limiting runaway oxidation if a crack 
had formed in the chromium oxide. Furthermore, the wustite formed in this study was 
continuous and uniform, and did not appear to be caused by localized cracks as seen in 
other studies [82]. Therefore, the growth of the bi-layered oxide is not expected to be a 
result of a failure in the chromium oxide layer.  
The formation of the wustite phase of iron oxide at 900°C was a result of the 
thermodynamic stability of the various iron oxides. Wustite is only favorable if the 
temperature is sufficiently high and the oxygen partial pressure is sufficiently low. 
Higher oxygen partial pressures and lower temperatures result instead in the formation of 
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iron (III) oxide (Fe2O3) and chromium oxide [88], [91]–[94]. Recognizing that wustite 
and the solid spinel solution are in equilibrium, as shown in the highlighted region of 
Figure 2-13, we can approximate that the oxygen partial pressure under the LSM was less 
than 1x10-15 bar, or approximately 10-16 atm [84].  
 
Figure 2-13 – Calculated iron-chromium-oxygen phase diagram [84]. The highlighted 
region shows when wustite and spinel are in equilibrium. SS is the solid spinel phase, CRN 
is the Fe2O3 corundum phase, and the BCC and FCC are the body centered and face 
centered cubic phase of the Fe-Cr alloy. 
The favorable condition for the formation of wustite does not solely explain the 
formation of the bi-layered oxide. The increased kinetics of iron at 900°C also play a 
critical role. The following mechanism is proposed to explain the formation of the oxide:  
1. Chromium oxide and iron oxide form between the LSM-steel interface during 
initial heating, likely forming a passive chromium oxide layer at temperatures 
below 900°C [94].  
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2. At temperatures approaching and equal to 900°C, iron diffuses into the thermally 
grown chromium oxide, thus forming the spinel chromium-iron oxide. Once the 
spinel is formed, further iron diffusion into the spinel results in the formation of 
wustite, creating a two-phase mixture of the spinel and wustite.  
3. The second layer of pure wustite implies that iron diffuses through the spinel to the 
LSM interface faster than chromium, allowing for the formation of a separate layer 
of iron oxide between the chromium rich spinel and the LSM. 
2.3.4 ELECTROPHORETIC DEPOSITION 
The EPD process was reasonably successful. When the parameters were optimized, 
initial coatings prior to sintering were very uniform and smooth, as shown in Figure 2-14. 
The coated substrates were weighed to determine the coating thickness prior to sintering, 
which varied between 100 mg and 130 mg per coating, corresponding to an approximate 
thickness of 15 µm. The pre-sintered LSM coating was very porous, and required 
isostatic pressing of the sample prior to sintering in order to increase the density.  
 
Figure 2-14 – EPD coatings prior to sintering. 
The coating was sintered in a reducing environment to prevent the formation of an 
oxide layer under the coating. LSM is known to be stable down to an oxygen partial 
pressure of 10-13 atm even at elevated temperatures, and has even been shown to improve 
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sintering of LSM [95], [96]. Therefore, the reducing conditions would not cause a phase 
change in the LSM.  
Initial sintering attempts were done at 1000°C, but this proved to be an insufficient 
temperature to achieve dense coatings, even with the use of isostatic pressing. Typical 
sintering temperatures for LSM range from 1200-1300°C. An SEM cross-section of a 
sample sintered at 1000°C is shown in Figure 2-15. This coating, while having the 
desired thickness, was very porous due to the low sintering temperature. When the 
coating was sintered at higher temperatures, significant deformation of the substrate 
occurred due to the softening of the stainless steel and CTE mismatch of the coating to 
the substrate. The LSM also frequently delaminated from the substrate during sintering, 
Figure 2-16. Ultimately, no successful sintered LSM coating was made by EPD.  
 
Figure 2-15 – SEM of an isostatically pressed EPD coating after 1000°C sintering. 
Individual particles can still be seen, indicating that the coating did not densify.  
15µm 
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Figure 2-16 – Photograph of an LSM coating sintered above 1000°C. The CTE mismatch 
caused significant deformation and the LSM coating delaminated from the steel. 
2.4 CONCLUSION 
Thermal sprayed LSM coatings inhibited chromium oxide spallation at 700° and 
800°C and reduced the oxygen partial pressure under the LSM to less than 10-16 atm at 
900°C. Samples measured at 700°C showed no significant decrease in the ASR over the 
limited duration of this study. However, at 800°C, even after only 150 hours, samples 
showed a 10-14% decrease in the ASR compared to uncoated samples. This benefit is 
expected to be more significant over longer duration measurements.  
There was also a significant change in the oxide growth mechanism between 800° 
and 900°C, forming 1-2 µm thick chromium oxide layers at 800°C and forming a 
wustite/wustite-spinel bi-layered structure over 1 mm thick at 900°C. This layer resulted 
in significant disruption to the LSM coating, caused delamination in some samples, and 
would lead to failure in an SOFC stack. The results also suggest that there was a shift in 
the more mobile cationic species between 800° and 900°C from chromium to iron, as 
indicated by the presence of an iron rich wustite phase on top of the chromium-iron 
spinel.  
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The formation of this bi-layered structure was not dependent on the material used as 
the protective coating since the formed oxide layer formed s a result of the low oxygen 
partial pressure and temperature. This implies that 2205 stainless steel with an 
appropriate coating may be a potential interconnect material at or below 800°C. 
However, the LSM coating alone was insufficient to decrease the oxygen partial pressure 
below the pressure necessary to avoid the formation of wustite at 900°C. If 2205 stainless 
steel was used at or above 900°C the bi-layered structure would likely form, causing 
significant disruption to the SOFC stack.  
EPD tests resulted in uniform powder coatings, but sintering of LSM onto 2205 
stainless steel proved to be an ineffective means of creating dense coatings.  
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3 THERMOELECTRIC PROPERTIES OF TWO PHASE DOPED N-TYPE 
STRONTIUM TITANATE AND GADOLINIUM CERIUM OXIDE  
3.1 INTRODUCTION 
3.1.1 BACKGROUND 
The development of the industrial age was largely enabled by the utilization of the 
heat engine to do work. However, combustion cycles, and many other processes, are 
limited in their efficiency and must reject a significant portion of their energy as heat. 
This waste heat is no longer at a sufficient temperature to be useful to do work in a 
conventional thermal cycle, but it may still be at a relatively high temperature. According 
to research done at Lawrence Livermore National Laboratory, in 2014 over 60% of the 
energy produced in the United States was rejected, Figure 3-1 , and much of that rejected 
energy was lost as waste heat [97]. This waste heat is free energy, as it is already being 
produced, but cannot currently be utilized. Harvesting even a small portion of this energy 
could significantly decrease the amount of energy generation required.  
  
5
6
 
 
Figure 3-1 – 60% of all the energy generated in the US is rejected as waste heat [97].   
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A large contributor to wasted thermal energy is electricity generation. According to 
the US Energy Information Administration, 88.6% of electricity generated comes from 
thermal power plants: power plants that drive a turbine via a pressure difference caused 
by heating steam. After some of the energy is used to drive the turbine, the remaining 
thermal energy in the steam is rejected into the environment in order to complete the 
thermal cycle. A typical thermal power generation cycle is between 30-40% efficient, 
meaning that as much as 70% of the energy in the fuel is rejected as waste heat. Many 
other industrial applications, such as metal refining or chemical synthesis, also generate 
significant amounts of waste heat that is rejected to the environment because it is not 
currently practical to use.  
A thermoelectric (TE) converts a temperature difference into an electrical potential, 
which can then be used to generate electricity. Therefore, TEs could recover a share of 
this wasted thermal energy and convert it directly into electricity, increasing the thermal 
efficiency of many of these thermodynamic cycles. TEs have the added benefit of being 
modular and have a small physical footprint, allowing for their installation in a wide 
variety of locations and as retrofits to existing power plants. Such devices, if they can be 
made efficient enough to be economical, could help reduce energy waste, decrease the 
amount of fuel necessary to operate power plants, and therefore, decrease CO2 emissions. 
These potential applications can range from 300°C to over 1000°C, and so a TE with a 
high operating temperature is necessary. 
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3.1.2 THERMOELECTRIC DEVICES 
Thomas Johann Seebeck discovered thermoelectricity in 1821 when he noticed that 
when a junction of two different electrical conductors joined in a loop was heated, the 
needle of a nearby compass could be deflected. This effect, when combined with a 
discovery by Jean Peltier that such a junction would experience either a heating or 
cooling affect, depending on the direction of the current, led to the field of TEs. The 
discussion of TEs in this study is focused on power generation, though it should be noted 
that currently the main commercial application of TEs is in refrigeration [98], [99]. 
TEs generate an electromagnetic force as a result of a temperature difference across a 
material. This electromagnetic force can then be used to generate a current if the junction 
is connected to an electrical circuit. The direction of the current, from hot to cold or cold 
to hot, is determined by the material characteristics. The material is known as a p-type if 
the current flows from hot to cold and an n-type if the current flows from cold to hot, 
Figure 3-2. TEs do not have any moving parts, do not require frequent maintenance, and 
the temperature difference required can be smaller than would be practical for other heat 
engines.  
 
Figure 3-2 – The direction of the current flow is dependent on the temperature gradient and 
the type of material.  
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To generate electricity, a TE must have a temperature difference across the material 
while maintaining electrical connection with a load. A single TE does not generate 
enough current for practical applications; therefore, a number of TE must be electrically 
connected in series. The difference in the direction of the current in a TE can be used to 
our advantage by combining two different TE materials in one device to increase the 
voltage. For practical applications, TE materials are combined and placed electrically in 
series and thermally in parallel, as shown in Figure 3-3. Each TE is called a leg, and the 
entire device is called a module.  
 
Figure 3-3 – Schematic of a TE generator electrically in series and thermally in parallel, as 
would be seen in a practical TE device. The yellow arrows indicate the direction of the 
current. 
The source of the electromagnetic force previously mentioned is called the Seebeck 
effect. However, in order to maximize the efficiency of a TE, and therefore maximize the 
electricity generated, the Seebeck coefficient is not the only parameter to consider. The 
efficiency of a TE material is given by [99], [100]: 
 η = (T2 −T1)
T2
•
1+ ZTM −1( )
1+ ZTM +T1 T2( )
 
( 19 ) 
N P N P N P 
Hot Temperature Reservoir 
Cold Temperature Reservoir 
L 
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where T1 and T2 are temperatures of the cold and hot sides respectively, TM is the mean 
temperature of the hot and cold sides, and Z is the figure of merit, defined to be  
 Z =
σ S2
λ  
( 20 ) 
where σ is the electrical conductivity, S is the Seebeck coefficient, and λ is the thermal 
conductivity. Each of these parameters are discussed in detail later. ZT is often used as a 
dimensionless quantity instead of Z, where TM is the mean temperature. ZT combines all 
of the material properties that affect the efficiency of a TE. In the limiting case of ZT>>1, 
the efficiency defined in equation ( 19 ) approaches the ideal Carnot efficiency of (T2-
T1)/T2. Therefore, to maximize the efficiency, ZT must also be maximized [99], [100].  
As observed from equation ( 20 ), in order to achieve a high ZT, a material must have 
a large Seebeck coefficient, a large electrical conductivity, and a small thermal 
conductivity. It is a commonly accepted notion that for thermoelectrics, the ideal material 
is an electron crystal and a phonon glass. This means that the electrons should see a 
crystal, and so have no scattering centers, and the phonons should see a glass, which has 
no regular structure and many scattering centers. Therefore, to improve the efficiency of 
a TE, the material properties must be tailored to achieve these two goals.  
However, the electrical and thermal conductivities of a material are related. In metals, 
the Wiedemann-Franz law, which is an empirical law, states that the ratio of the thermal 
conductivity to the electrical conductivity is constant and is proportional to temperature 
[101]–[103] 
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( 21 ) 
where σ is the electrical conductivity, λ is the thermal conductivity, T is the temperature, 
and L is a proportionality constant called the Lorenz number.  
The Wiedemann-Franz law was formulated to show the intrinsic link between the 
thermal and electrical conductivities. This relation is due to the role that electrons play in 
both properties, transferring thermal energy through the material while also being the 
dominant charge carrier in metals. Simply increasing the electrical conductivity would 
also increase the thermal conductivity, and increasing both thermal and electrical 
conductivities would not improve the TE efficiency. Therefore, if a material is to be 
tailored to be a more efficient TE, the material must break the Wiedemann-Franz law.  
3.1.3 THEORETICAL BACKGROUND 
As previously mentioned, TEs are affected by three main material properties: the 
Seebeck coefficient, the electrical conductivity, and the thermal conductivity. All of these 
properties are essential to TE devices, and, in the case of electrical and thermal 
conductivity, are also intrinsically related to each other. However, in order to examine 
these properties, a basic understanding of the electronic structure of a material is 
necessary.   
3.1.3.1 FERMI  LEVEL  
The electrical conductivity, thermal conductivity, and the Seebeck coefficient are all 
related to the Fermi level of the electrons. The Fermi level is given by the energy of the 
λ
σ
= LT
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electron in the highest energy state when every state below it is occupied. The 
distribution of electrons is then given by the Fermi-Dirac distribution: 
 
 
( 22 ) 
where E is the energy of the electron, f(E) is the probability that the electron is in the 
given energy state E, EF is the Fermi level of the material, k is the Boltzmann constant 
and T is the temperature. When the temperature is zero Kelvin, all of the electrons are 
below the Fermi level and every state is full. This distribution is given by To in Figure 
3-4. As the temperature rises, the number of electrons above EF increases, as shown for 
T1 and then T2, where To<T1<T2 [98], [101]. 
 
Figure 3-4 – Fermi-Dirac distribution for three temperatures, with To= 0K and To<T1<T2. 
3.1.3.2 SEEBECK EFFECT 
The Seebeck effect is a property of the material and is the driving force behind the 
current generated by TE devices. The Seebeck coefficient is a measure of the magnitude 
of the Seebeck effect and is given by  
 
 
( 23 ) 
f (E) =
1
e(E−EF ) kT +1
E 
1 
E 
1 
EF EF 
f(E) 
E 
1 
EF 
f(E) f(E) 
To T1 T2 
V1,2(T1,T2 ) = S1,2 (T )dTT1
T2∫
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where V1,2 is the voltage measured from T1 to T2, the cold and hot sides, respectively, and 
S1,2 is the Seebeck coefficient from T1 to T2 [104]. This expression can be expanded in a 
Taylor series and simplified to the form 
 
 
( 24 ) 
where S is the Seebeck coefficient, ∆V is the potential difference across the sample, and 
∆T is the temperature difference [99], [100]. This expansion is only valid for cases where 
∆S/S << 1 and ∆T/TM<< 1, where TM is the mean of T1 and T2. By convention, the 
Seebeck coefficient is the potential of the cold side with respect to the hot side. 
Therefore, the sign indicates the direction of the current and the primary charge carrier. 
Consequently, n n-type TE will have a negative Seebeck coefficient and a p-type TE will 
have a positive Seebeck coefficient.  
The origin of the voltage difference is the non-uniform energy distribution of the 
electrons in the material, which itself is due to the temperature difference. The electrons 
at the hotter temperature have a higher average energy than the electrons at the colder 
temperature. Because of this energy difference, more of the electrons are above the Fermi 
level in the hotter region. Since the kinetic energy is proportional to the square of the 
velocity, the electrons at the hotter side will therefore have a higher velocity. For an n-
type material, this will create a higher flux of electrons from the hot side to the cold side, 
leading to an increased concentration of electrons on the cold side, Figure 3-5. This 
difference of electron concentration will then generate an electrical potential. Eventually, 
this potential resists the movement of further electrons and so a steady state is achieved. 
The process is analogous for holes in a p-type conductor.  
S = −
∆ V
∆ T
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Figure 3-5 – Illustration of the electron distribution as a result of a temperature gradient 
across an n-type TE material. 
3.1.3.3 ELECTRICAL CONDUCTION 
To be an electronic conductor, the electrons in a material must be able to move 
through the material, which requires the electrons of the constituent molecules or atoms 
to be free from their orbits. Whether or not the electrons are free is determined by the 
location of the Fermi level in relation to the conduction and the valance bands of the 
material. The conduction band is the energy necessary for the electrons to break free from 
the orbits of their parent atoms. The valance band is the energy of the outermost valence 
electron. The distance between these two bands is called the band gap.  
 
Figure 3-6 – Diagram of valance and conduction bands and the energy gap, Eg. 
There are three possible locations of the Fermi level: higher than the conduction band, 
lower than the valance band, and in between the conduction and valance bands. When the 
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Fermi level is higher than the conduction band, a large number of electrons are already in 
the conduction band. Therefore, they are able to move freely from their parent atom 
through the lattice. This material is called an n-type conductor, meaning that its primary 
charge carriers are electrons. When the Fermi level is below the valance band, the 
valance band is only partially filled with electrons, or holes, leading to a lack of electrons, 
which are mobile and become the dominant charge carrier. This is then called a p-type 
conductor. Finally, if the Fermi level is between the conduction and valance bands, the 
material is a semi-conductor and can have both hole and electron conductivity [99], 
[101].  
 
Figure 3-7 - Diagram of the different cases for the location of the Fermi level, A) n-type 
conductor, B) p-type conductor, C) semi-conductor.  
The total electrical conductivity can be given by the sum of the conductivities of the 
holes and the electrons: 
  ( 25 ) 
where n and p are the concentrations of electrons and holes respectively, e is the charge 
of an electron, and µ is the mobility of the charge carrier.  
One way to increase the carrier concentration, and therefore the conductivity, is by 
reducing the material and creating oxygen vacancies. The formation of oxygen vacancies 
σ = σe +σh = neµe + peµh
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is then compensated by the addition of electrons into the lattice, given by the reaction: 
 
 
( 26 ) 
The conductivity can then be related to the oxygen partial pressure by using the 
equilibrium constant for the above equation, and solving for the concentration of 
electrons: 
 
 
( 27 ) 
Where keq is the equilibrium constant of equation ( 26 ), PO2 is the oxygen partial 
pressure, and [Vo] is the concentration of oxygen vacancies. From equation ( 27 ) we can 
see that a decrease in the oxygen partial pressure will lead to an increase in the 
concentration of electrons, which will increase the overall conductivity of the material 
[105]–[107]. 
At higher oxygen partial pressures, electronic compensation occurs by doping the 
material. Doping the material with specific extrinsic impurities results in electronic 
compensation that will increase the carrier concentration, and therefore the conductivity. 
The dopant species is chosen based on which charge carrier concentration is necessary. 
This can also be thought of as raising or lowering the Fermi level to tailor the properties 
desired for the material.  
However, there is a limit to how much doping can increase the conductivity of a 
material. Dopant atoms stretch the lattice and can also act as scattering centers for 
electrons. Eventually, the dopants create too many scattering centers and begin to reduce 
the electrical conductivity by scattering the electrons. Excessive doping can also lead to a 
n =
keq
PO2
1
2 •[VO
••]






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2
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semiconductor behaving more as a metal by becoming a degenerate semiconductor, in 
which the Fermi level is increased above the conduction band [101], [105].  
3.1.3.4 THERMAL CONDUCTION 
There are two ways for thermal energy to be transported through a material: lattice 
vibrations and electrons. Heat is vibrational energy of a particle, and lattice vibrations, or 
phonons, are quasi particles that represent a transfer of heat and momentum from one 
atom to another. The overall thermal conductivity can then be given by the combination 
of the phonon and electronic thermal conductivity: 
 
 
( 28 ) 
To increase the TE efficiency, this transfer of thermal energy must be limited. To do so, 
we must examine each transfer mechanism individually.   
Electrons and holes, while contributing to the transfer of charge across the sample, 
also carry momentum and so can also transfer heat through the material. The heat transfer 
of electrons and holes is given by: 
 
 
( 29 ) 
where k is the Boltzmann constant, e is the charge of the electron, T is the temperature of 
the material, L is the Lorenz factor, which is dependent on the dopant level, and σ is the 
electrical conductivity. The σ contains the carrier concentration, as shown in equation ( 
25 ), and so from equation ( 29 ), it can be seen that an increase in the carrier 
concentration also increases the contribution of the λe. The λe is also dependent on the 
temperature because as the temperature increases, more electrons enter the conduction 
λ = λe + λp
λe =
k
e
 
 
 
 
 
 
2
TLσ
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band, increasing the number of electrons that can carry thermal energy through the 
material. This is part of the empirical observations that led to the Wiedemann-Franz law 
[100]. Given the intrinsic relation between the electronic thermal conductivity and the 
electrical conductivity, an alternative method of increasing the TE efficiency is 
necessary. 
The phonon contribution to thermal conductivity can be given as:  
 
 
( 30 ) 
where cv is the specific heat per volume of the material, v is the speed of sound in the 
material, and lp is the mean free path of the phonon [101]. Of the variables that the 
phonon thermal conductivity depends on, the mean free path is the parameter that is most 
often investigated and can be simpler to tune than the specific heat [98], [99]. Therefore, 
in order to decrease the thermal conductivity, we must decrease the mean free path of the 
phonons. This can be accomplished by increasing the phonon scattering centers.  
One technique often used to scatter phonons is to modify the microstructure of the 
material, such as by increasing the density of grain boundaries in the bulk. Grain 
boundaries are characterized by an increase in the disorder of the crystal lattice. This 
makes scattering of the phonons much more likely, and therefore decreases the phonon 
mean free path. Studies have shown that a decrease of the grain size to causes an increase 
in the thermal resistance of the material [108], [109]. Conventional solid-state synthesis 
techniques, consisting of the milling of precursor oxide powders followed by calcination 
at high temperatures, typically generate particle sizes larger than 1µm, but sizes of 400 
λp =
1
3
cvvlp
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nm have been reported [110]. In order to maximize the effect of grain boundaries as 
phonon scattering centers, the grain size of the material must be on the order of the mean 
free path of the phonons which, are much less than 1 µm [111]. Therefore, alternative 
methods for sample synthesis are required to reduce the grain size.  
Phonon scattering can also be triggered by the addition of point defects, such as 
oxygen vacancies or dopants. Dopants frequently have different atomic radii than the 
atoms they are replacing, causing a deformation of the lattice. These elastic distortions in 
the lattice can cause the phonons to scatter. Oxygen vacancies also distort the lattice, and 
can therefore also act as scattering centers. Oxygen vacancies have even been shown to 
decrease the thermal conductivity in strontium titanate materials as well as other ceramics 
[112], [113].  
3.2 STUDY 
3.2.1 CURRENT MATERIAL USAGE AND RESEARCH 
There are a wide variety of TE materials currently available. Each material has an 
optimal temperature range and peak ZT, Figure 3-8. From the figure, one can see that 
there is a dearth of materials that are suited for high temperatures, and few materials have 
a ZT greater than 1. It is generally accepted that a ZT of 1.5 is necessary for adoption of 
TEs, and a ZT of 3 is needed to make TEs economically competitive with other method 
of electricity generation [99], [100].  
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Figure 3-8 – Graphs of ZT for common TE materials up to 1000°C [114]. 
Some of the most widely used TE materials are bismuth telluride and its alloys. These 
materials are currently used in refrigeration applications but have a relatively low melting 
point, limiting their operating temperature. Lead telluride and its alloys have an operating 
temperature of up to 730°C, and silicon germanium may be used up to 1030°C, making 
them more useful for power generation applications. However, telluride has the 
disadvantage of being a carcinogen with significant negative health effects, limiting its 
potential for widespread use. In addition, silicon germanium alloys are prone to oxidation 
and sublimation at higher temperatures [100], [114], [115].  
Perovskite materials have also been studied in literature. Cobaltite and manganite 
perovskite structures are very commonly studied materials [116]–[122]. However, many 
of them have in a relatively low Seebeck coefficient between 10 and 20µV/K at 800°C, 
but have a high electrical conductivity of 1000 S/cm [123].  It should be noted that there 
is a lack of n-type TE with a high ZT at temperature ranges above 600°C. This is the 
optimal range for strontium titanate. 
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3.2.2 STRONTIUM TITANATE 
Strontium titanate has a relatively high Seebeck coefficient and a high electrical 
conductivity. However, the material also has a high thermal conductivity, reducing the 
ZT and making it impractical for TE generation purposes [124]–[126]. Therefore, the 
thermal conductivity of strontium titanate must be decreased, without decreasing its 
electrical conductivity, in order to increase its TE efficiency.  
Strontium titanate has been widely studied as a TE material, especially the effect of 
doping on strontium titanate using various rare earth elements. The species of dopant 
used has varied, but some of the most successful dopants include gadolinium, 
dysprosium, samarium, lanthanum, and neodymium [125], [127]–[129]. These dopants 
are all A site dopants, replacing strontium in the crystal lattice. There have also been 
studies examining B site dopants, which replace the titanium in strontium titanate, 
especially the use of niobium [130]–[132]. In general, doping tended to improve the 
thermoelectric properties, with Seebeck coefficient values ranging between 100-
250µV/K, depending on the dopant and concentration.  
Doping strontium titanate can also improve the electrical conductivity, as previously 
discussed. The addition of gadolinium into the A sites of strontium titanate, which creates 
gadolinium doped strontium titanate (GST), increases the concentration of electrons, as 
shown in the equation: 
 
 
( 31 ) 
Following equation ( 31 ), the concentration of electrons is increased for every 
gadolinium atom introduced. Given the extensive literature previously published on this 
Gd2O3 + 2TiO2
2SrTiO3
 → 2GdSr
• + 2TiTi + 6OO +
1
2
O2 (g)+ 2 ′e
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topic, only a single dopant, gadolinium, was investigated in this study.  
Tailoring the microstructure is another active area of research for strontium titanate 
TEs. Reduction of the grain size in the bulk is a particular area of focus given its ability 
to reduce phonon thermal conductivity [108], [109]. Small grain sizes can be obtained in 
many ways, including combustion synthesis, which can give grain sizes starting at 10nm 
[133]–[135]. The powder must then be formed into a dense bulk material, often using a 
technique called spark plasma sintering, in which the sample is pressed and then heated 
using electrical current that is passed through the powder [134], [136], [137]. The 
combination of these techniques have produced bulk samples with grain sizes ranging 
from 2µm to 50nm and have generally led to some improvement of the thermoelectric 
properties but no significant improvement in ZT. More recent studies have tested more 
elaborate and deliberate manipulation of the microstructure by creating nanostructured 
features, such as nanowires [138], nano-indentations to increase phonon scattering [139], 
phases utilizing the Ruddlesden-Popper phase which has nano-featured phase separation 
[131], and layered structures [136], [140]. Some of these techniques have resulted in ZT 
values of up to 0.4, but few are feasible for the mass production scale necessary for wide 
adoption.  
3.2.3 METHOD 
To optimize strontium titanate for use as a TE, the material properties must be 
tailored to maximize the Seebeck coefficient and the electrical conductivity while 
minimizing thermal conductivity. The ideal dopant concentration has been studied 
extensively and so will not be an aspect of this study. A singe dopant concentration of 
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8mol% Gd was used to give a composition of Gd.08Sr.92TiO3. This composition was 
guided by computational analysis, which indicated both that gadolinium is one of the best 
choices as a dopant, and that the ideal dopant concentration for gadolinium is less than 
10mol% [141].  
As previously discussed, reducing the material, thereby introducing a doubly charged 
oxygen vacancy, can increase the electronic conductivity of doped strontium titanate. 
Once formed, these vacancies remain in the lattice at lower temperatures, dominating the 
electrical conductivity of the material. However, strontium titanate is a poor oxygen ion 
conductor with poor oxygen mobility. Since the oxygen vacancy mobility is low and the 
sample is dense, neither oxygen ions, nor oxygen gas can be transported through the 
material, and thus, the material cannot equilibrate the point defect structure of the bulk 
[142]–[144]. The result is a material that has only been partially equilibrated up to a 
penetration depth, while the core of the material has not equilibrated. Therefore, while 
reducing doped strontium titanate still increases its electrical conductivity, the maximum 
attainable conductivity is never reached.  
In order to reach equilibrium, transport of oxygen vacancies through the material 
must be increased. A second phase of material, which is a good oxygen ion conductor, 
mixed with the strontium titanate could facilitate a deeper reduction of the core of the 
strontium titanate. This would result in a higher oxygen vacancy concentration, and 
therefore, a higher charge carrier concentration and a higher electrical conductivity.  
Furthermore, the addition of a second phase could also lead to greater phonon scattering 
due to the increased oxygen vacancies, leading to a decrease in the thermal conductivity 
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of the composite material. Therefore, the second phase could break the Wiedemann-
Franz law in strontium titanate. 
The second phase can have an additional beneficial effect. The grains of the second 
phase can inhibit grain growth during sintering, thereby limiting the average grain size in 
the material. This effect was seen in preliminary microstructural analysis, where sintered 
two-phase samples were found to have an average grain size of 5-6µm, while sintered 
single-phase samples had an average grain size of 10µm. Each sample was treated with 
identical processing conditions. However, this effect would only be significant when the 
volume fraction of the second phase remained above a certain threshold; otherwise, the 
affected volume would be too small. A smaller average grain size would lead to an 
increase in the density of grain boundaries, further increasing phonon scattering.  
Gadolinium-doped ceria (GDC) is a good oxygen ion conductor and a two-phase 
mixture of GDC-GST was previously shown to be a good mixed ionic conductor [145]–
[147]. The mixture allows for a deeper state of reduction, which then increases the 
concentration of oxygen vacancies in the bulk of the material, as illustrated in Figure 3-9. 
The volume fraction of the second phase is an important consideration in maximizing the 
TE properties. A fraction of 40vol% of GDC has been previously optimized for 
ambipolar conductivity [145]. However, the criterion of maximizing electrical 
conductivity and minimizing thermal conductivity is likely to change the optimal ratio of 
the second phase.  
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Figure 3-9 – GST has very low oxygen mobility which kinetically limits the reduction. 
However, the bulk of the two-phase GDC-GST can be more fully reduced since the oxygen 
ions can migrate through the GDC phase.  
In order for the GDC to act as a pathway for the bulk of the material, the volume 
fraction of the GDC phase should be at least high enough to achieve percolation in the 
material.  If the GDC grains become isolated within a matrix of GST, then they will offer 
no benefit for the reduction of the bulk. Therefore, the minimum volume fraction of GDC 
necessary is likely to be 20vol%. However, once the GDC reaches the percolation 
threshold in the bulk, further increases in the volume fraction would lead to negligible or 
no further increase in the oxygen vacancy concentration in the strontium titanate. Any 
further increases to the volume fraction of GDC would not be beneficial and would also 
lead to a decrease in the volume fraction of GST, which would be unfavorable for the 
electrical conductivity. Therefore, a maximum GDC fraction of 50vol% was chosen. 
Beyond this volume fraction, GST is no longer the dominant phase in the material, and so 
the TE properties will likely become less favorable.  With the range of volume fractions 
of GDC set to vary from 20vol%-50vol%, the intermediate fractions were chosen to be 
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30%, 35%, 40%, and 45% GDC.  
Conductivity relaxation experiments can be used to determine the time necessary for 
the bulk of the material to equilibrate with the surroundings [147], [148]. In this 
technique, the oxygen partial pressure around the sample is changed in a step function, or 
as quickly as possible, and the electrical conductivity is recorded while the material 
“relaxes” into the new conductivity value. This relaxation is the material reaching 
equilibrium with the surrounding atmosphere, as the entire point defect structure and the 
concentration of all types of point defects change over time. By measuring the change in 
the electrical conductivity over time, the kinetics of the reaction can be determined. 
Using this technique, the minimum GDC volume fraction necessary can be determined 
based on which volume fraction minimizes the relaxation time.   
3.3 EXPERIMENTAL 
3.3.1 SAMPLE SYNTHESIS 
To produce GDC and GST, two methods of synthesis were used to generate two 
different grain sizes. The first approach, referred to as conventional synthesis, consists of 
mixing the constituent oxides of the material together and calcining them at elevated 
temperatures to form the desired phase. Due to the high temperatures in this approach, 
significant grain growth occurs, creating relatively large grains in the resulting sample. 
Subsequent milling of the powder to a finer size before sintering can be arduous. 
Therefore, a glycine nitrate combustion synthesis technique was also used to produce 
both GDC and GST and is discussed in section 3.3.1.2. In order to maintain the fine grain 
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size after sintering of the bulk samples, two different pressing techniques were also used, 
as outlined in section 3.3.1.2.  
3.3.1.1 CONVENTIONAL POWDER SYNTHESIS 
To synthesize GST powder, stoichiometric amounts of strontium carbonate, 
gadolinium oxide, and titanium oxide, all purchased at Alfa Aesar, were wet ball milled 
in a 500mL HDPE bottle using 1 cm zirconia milling media with ethanol as an organic 
medium. The precursors were then dried in air before being calcined in a zirconia 
crucible at 1300°C for 2 hours. To synthesize GDC, stoichiometric amounts of 
gadolinium oxide and cerium oxide, both purchased at Alfa Aesar, were ball milled using 
the same procedure for GST. The precursor powder was then calcined in an alumina 
crucible at 1300°C for 2 hours. After calcination, both GDC and GST powders were 
characterized using XRD to examine the phase. The powders were then combined in the 
desired volume fractions using a density of 2.886 g/cm for GDC and 3.066 g/cm for GST. 
The GDC-GST mixture was wet ball milled together in a 250mL HDPE bottle overnight 
before being dried in air. The prepared powder was then uniaxially pressed into bars 
using an applied pressure of 5 MPa. The pressed samples were sintered on an alumina 
plate at 1300°C for 2 hours. A layer of GDC powder was spread beneath the samples to 
isolate them from the alumina plate during sintering.  
To determine the grain size, the two-phase samples were polished to a .25 µm finish 
and thermally etched in a furnace to reveal the grains. The samples were heated to 
1300°C for 15 minutes with a heating rate of 15°C/min. This heating thermally etched the 
grains of the material and allowed for analysis of the grain size without leading to 
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significant grain growth. EDS analysis was done to verify that the proper doping 
concentration was achieved and to ensure that there was no significant diffusion of 
gadolinium between the GST and GDC phases.  
The conventionally synthesized samples were reduced before any measurements were 
taken. A controlled atmosphere setup was constructed, which maintained a low oxygen 
partial pressure through the flow of a mixture of forming gas (5% hydrogen and 95% 
argon) bubbled through room temperature water (25°C) to the sample chamber. The 
samples were then heated to 1400°C at 5°C/min for 2 hours to fully reduce the sample. 
3.3.1.2 GLYCINE NITRATE POWDER SYNTHESIS  
An alternative to the solid-state synthesis of ceramic powders is a combustion 
synthesis. This process has been widely used in literature [133], [134], [149]–[154]. 
Glycine nitrate synthesis is a specific type of combustion synthesis, using solution-
chemistry to synthesize fine-grained powders. The process consists of dissolving the 
necessary precursor cations and anions in water with nitrates and glycine. In some 
chemistries, it is useful to also include other chemicals to assist in the dissolution of the 
compounds or to change the ratio of glycine to nitrate [150], [154]–[156]. The solution is 
then heated until all the water is evaporated and the mixture auto-ignites. The result is an 
exothermic reaction that generates a high temperature in the range of 1300-1500°C, 
depending on the glycine-nitrate ratio, for a brief period of time. This time is too short to 
allow for sustained grain growth, and so prevents the formation of larger grains seen in 
the conventional synthesis.  
The glycine-nitrate ratio can still have an effect on the grain size, and so this affect 
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was also examined. The goal of this study was to produce the smallest grains possible 
prior to sintering to ensure that after sintering a bulk sample, the grains would remain 
small. The XRD peaks of the powder, which broaden due to the small grains as given by 
the Scherrer equation below, was also used to measure the relative particle size and the 
optimum glycine-nitrate ratio to produce the smallest grain size, Figure 3-10. The 
Scherrer equation states: 
 
 
( 32 ) 
where t is the particle size in radians, B is the breadth or width of the peak, λ is the 
wavelength of the beam, and θB is the angle at the center of the peak.  Assuming the 
shape of the particles do not change with the glycine-nitrate ratio, which appeared to be 
true under SEM analysis, broader peaks would indicate a smaller grain size. Therefore, 
the glycine-nitrate ratio that led to the most significant peak broadening was used.  
 
Figure 3-10 –Peak broadening in XRD was used to determine which glycine to nitrate ratio 
gave the smallest grain size for both the GDC and GST synthesis.  
Cerium nitrate, gadolinium nitrate, and strontium nitrate were all purchased from Alfa 
Aesar to use in the glycine nitrate combustion. Precautions were made to avoid mass 
change of the precursor nitrate chemical over time due to the adsorption of moisture from 
t =
.9λ
Bcos(θB )
GST Powder GDC Powder 
  80
the atmosphere, which would cause an unintentional composition change over the course 
of the study. Known amounts of the precursor nitrates were dissolved in a known amount 
of water to make cation nitrate solutions, whose proportions would not change over time. 
The nitrate solutions were then assayed to confirm the molarity. Titanium lactate was 
synthesized according to the patent by Shacklett utilizing Example II [157]. The titanium 
lactate was then dissolved in water and a small volume was assayed to determine the 
molarity.  
To synthesize the GDC, stoichiometric amounts of gadolinium and cerium nitrate 
solutions were mixed and combined with glycine to achieve a glycine/nitrate ratio of 
15%. The liquid was placed into a secondary shallow glass dish to prevent oxidation and 
any reaction of the powder with the vessel, and the glass dish was then placed inside a 
stainless steel vessel approximately 25 cm tall by 15 cm in diameter. A 44 µm (No. 350) 
stainless steel sieve was clamped over the opening of the vessel using a hose clamp. A 
schematic of the vessel used for the combustion is shown in Figure 3-11 (left). No more 
than 30 mL of solution, which resulted in approximately 2-3 g of product powder, was 
reacted at one time to limit the heat released from the exothermic reaction. The vessel 
was then placed in a fume hood, insulated using an insulating blanket, placed on a hot 
plate, and heated on the maximum setting until the reaction auto-ignited. The reaction 
often occurred in a series of two or three “puffs” of ignition, likely due to unevenness of 
the glass plate, resulting in small partial combustions as some areas reached the auto-
ignition temperature before others. Following the combustion and after the vessel had 
cooled, small amounts of ethanol or DI water were used to both reduce the volume of the 
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powder and prevent ambient powder from escaping. 
 
Figure 3-11 – Reaction chambers for the glycine nitrate combustion synthesis for the GDC 
(left) and GST (right).  
The resulting GDC powder was a white-yellow color and had a very low powder 
density. Approximately 3 grams of uncompressed powder occupied over 250mL. The 
morphology of the particles under SEM was highly tortuous or filamentary, Figure 3-12. 
Under close examination, individual grains on the order of 10 nm could be seen in each 
particle. This matched the grain size obtained in the literature [150].  
 
Figure 3-12 – The GDC powder consisted of particles with an extremely large surface area 
to volume ratio. Individual grains could be seen on the particles, ranging from 10-20 nm.  
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To synthesize GST, precursor strontium and gadolinium nitrate solutions were mixed 
with the titanium lactate solution in stoichiometric amounts, along with citric acid, 
ammonium nitrate, and glycine. The ratio of glycine: citric acid: ammonium nitrate: and 
cations was 2:0.5:9.8:1, a ratio described by Blennow [158]. The solution was then 
poured into a 1.5 L Pyrex flask and the opening was covered and clamped with a stainless 
steel mesh, Figure 3-11 (right). The flask was then placed on a heating plate and set to the 
maximum setting until the solution auto-ignited. Once the solution auto-ignited, there 
was a sustained “burn” for a period of approximately 30 seconds. The reaction resulted in 
a black foam forming out from the ignition point. A glass beaker was used instead of a 
stainless steel vessel to more easily ascertain when the reaction had completed. A glass, 
instead of a steel vessel, was deemed safe due to the less violent reaction of the GST. The 
reactant foam was then hand crushed. The particle size of the GST ranged between 
100nm and 150nm when examined by SEM, Figure 3-13.  
 
Figure 3-13 – Two SEM images of the GST powder, which was approximately 100nm in 
diameter after the glycine nitrate synthesis.  
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After the combustion reactions, both the GDC and GST powders were heated to 
600°C for 2 hours to remove any remaining organic compounds. An XRD analysis was 
done on each powder to ensure the proper phase had formed, Figure 3-14 and Figure 
3-15. The GDC powder consisted of a single phase but the GST powder had numerous 
extraneous peaks not seen in the conventionally synthesized GST XRD pattern, which 
did not diminish even after annealing at 1000°C, Figure 3-15. These peaks later 
disappeared once the two powders were combined and sintered into bulk samples, Figure 
3-16. The powder was examined using an SEM to measure the grain size. However, 
when cold pressing was used with the glycine nitrate powder, this process led to 
excessive grain growth in the sintered samples, increasing the grains to approximately 
1µm. Therefore the fine-grained combustion synthesized powder was hot pressed. 
 
Figure 3-14 – XRD results of the fine-grained GDC powder revealed single-phase cerium 
oxide. 
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Figure 3-15 – XRD patterns from GST powder had numerous extraneous peaks even after 
an annealing step at 1000°C.   
 
Figure 3-16 – The samples showed only major peaks associated with GDC (green) and GST 
(blue) after sintering.  
Hot pressing has two advantages compared to cold pressing. First, the added force 
during sintering can limit grain growth by increasing the pressure on the grain. Second, 
the added pressure allows for a lower temperature to be used during sintering while still 
achieving high density, which further assists in limiting grain growth. In order to avoid 
the oxidation of the hot pressing chamber, the pressure is maintained at a vacuum of 
4x10-4 atm. The powder was pressed into a disc using a 1.5” diameter graphite die with a 
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boron nitride release agent, which was then removed by grinding the surface of the disc. 
The temperature and pressure profile used is shown in Figure 3-17. The final temperature 
and pressure used were 1250°C and 15,000 pounds, or approximately 8,000 psi (55 
MPa). The sample had some residual cracks after pressing, but some sections appeared to 
be visually free of cracks and were large enough to be cut into sections of suitable size 
for measurements. Sections were cut using a diamond saw blade. Due to limitations in 
powder production and hot pressing machine time availability, only 40vol% GDC 
samples were created using the glycine nitrate synthesis. These samples are referred to as 
the fine-grained samples.  
 
Figure 3-17 – Temperature and pressure profile used during hot pressing of the GDC-GST 
fine-grained sample.  
As mentioned in the previous section, the conventionally synthesized samples were 
reduced at 1400°C for 2 hours prior to any measurements. The fine-grained powder 
samples were only reduced to 900°C in order to limit grain growth, although the 
environment in which the samples were pressed was also a reducing environment. The 
difference in the reducing environments is discussed in more detail in Section 3.4.2.  
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3.3.2 MEASURING MATERIAL PROPERTIES RELEVANT TO TE GENERATORS 
3.3.2.1 ELECTRICAL CONDUCTIVITY RELAXATION  
High temperature electrical conductivity relaxation measurements were performed in 
reducing atmospheres at 800°C using standard four probe measurement techniques. All 
measurements were done in a controlled atmosphere by bubbling forming gas (5% 
hydrogen and 95% argon) through two water bubblers maintained at two different 
temperatures, 40°C and 50°C, resulting in oxygen partial pressures of 1.1x10-22 and 
3.3x10-22 atm, respectively. A small change in the oxygen partial pressure was chosen to 
allow for a very fast transition, as close to a step change in the oxygen partial pressure as 
experimentally possible. The chamber volume was deliberately designed to be small, 
with a total volume of approximately 150 cm3. A flow rate of 200 cm3/min was used and 
the gas inlet was positioned directly adjacent to the sample. Given that a typical time to 
reach equilibrium was several hours, the total time needed for the atmosphere to be 
replaced with the new oxygen partial pressure was much less than the overall 
equilibration time. A higher flow rate was tested, but did not change the behavior of the 
sample.  
The GDC-GST samples were formed into bars with dimensions of approximately 3 
mm by 3 mm by 2.5 cm. Silver wire was wrapped around both ends of each sample to act 
as current collecting electrodes. Notches were cut into the corners of the samples to 
create mechanically secure connections for the silver wire. The size of the notches was 
deliberately kept small to not significantly disrupt the current density in the samples. 
Silver paint was applied around the silver wire and the square ends of each sample to 
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promote an even current distribution. Two more voltage probes were attached between 
the two current collecting electrodes, approximately 3 mm from each end of the sample, 
as shown in Figure 3-18. A small current of 1, 5, and 10 mA were applied across the 
sample between the two current collecting electrodes. The voltages between the voltage 
probes were measured in order to calculate the conductivity of the sample. All electrical 
measurements were done using a Solartron 1287 potentiostat.  
 
Figure 3-18 – Diagram of the high temperature four probe conductivity sample 
The conductivity relaxation measurements were analyzed using ECRTOOLS, a freely 
available MATLAB program [148]. The full intent of ECRTOOLS is to model and 
simulate conductivity relaxation measurements, but it can also calculate the diffusion and 
surface exchange coefficients given an input measurement.   
The model assumes an initial uniform concentration. At t= 0, the boundary conditions 
change, which results in a flux of oxygen at the surface of the sample given by Fick’s 
First Law 
 
 
( 33 ) 
where J is the flux of oxygen vacancies, D is the diffusion coefficient of oxygen 
vacancies, and c is the concentration of oxygen vacancies. J is given by the rate at which 
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the surface reacts with the oxygen, which is proportional to the surface exchange 
coefficient, k, and the concentration difference of the surface. Applying this to equation ( 
33 ) gives: 
 
 
( 34 ) 
Fick’s Second Law then gives the change of concentration over time: 
  ( 35 ) 
The oxygen vacancy concentration can be related to the electrical conductivity, shown in 
equation ( 25 ) and equation ( 27 ). These equations can then be solved for the normalized 
conductivity as a function of the concentration of the oxygen vacancies, the diffusion 
coefficient, and the surface exchange coefficient. The solution is well known and its 
derivation is beyond the scope of this study but is presented in its final form as: 
 
 
( 36 ) 
where σt is the conductivity at time t, σo is the initial conductivity prior to the abrupt 
change in the oxygen partial pressure, σ∞ is the final conductivity after the sample 
equilibrates to the new atmosphere. Wi is the cross-sectional width dimensions of i=x,y,z 
and Li = Wi*k/D  = βk tan(βk), where k=n,m,p and βi is the ith root of the equation L = βi 
tan(βi) [147], [148], [159].  
In the model presented in ECRTOOLS, equation ( 36 ) is numerically solved for k 
and D given the normalized conductivity data. The k and D values are then used to create 
a theoretical fit to measurement data to determine the accuracy of the fit. Using the D 
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value as an averaged diffusivity coefficient for the bulk two-phase GDC-GST, this 
technique allows for a method in which to compare the kinetics of the different volume 
fractions of GDC.   
3.3.2.2 SEEBECK MEASUREMENTS 
A Seebeck setup was designed, constructed, and programmed in order to measure the 
Seebeck values of the materials. Measuring the Seebeck coefficient is very simple in 
principle. However, given the small magnitude of a typical Seebeck value, on the order of 
hundreds of microvolts per Kelvin, care had to be taken to ensure the accuracy of the 
measurements. Great consideration was also put into designing the setup so that it could 
also operate in a high temperature reducing environment at a future time. See discussion 
in Appendix 1.  
The design consisted of a rectangular steel frame that supported two cartridge heaters 
at each end, Figure 3-19. The purpose of the frame was to hold and allow the heaters to 
apply inward pressure onto the sample, allowing the sample to be suspended between the 
two heaters. Therefore, the only physical contact with the sample was through the 
heaters, minimizing any thermal loss from the sample. The heaters were held in a heater 
assembly, which was then attached to the frame in order to minimize the thermal contact 
between the heater and the frame itself, Figure 3-20. The assembly also supplied some 
mechanical resistance to the moving heaters, allowing the sample to be gripped. 
However, any thermal expansion of the sample or the setup would push the heaters 
outward, preventing any mechanical stresses from building up in the sample or the frame. 
During room temperature measurements, an elastic band was wrapped around the setup 
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to apply a constant inward force. A picture of the setup holding a sample is shown in 
Figure 3-21.  
  
Figure 3-19 – Illustration of the Seebeck setup constructed for the measurements (left). 
Another view of the Seebeck setup illustrates how the heater assembly, hexagon shaped in 
this illustration, holds the cartridge heaters.  
 
Figure 3-20 – The heater assembly holds the heater and attempts to minimize thermal 
contact between it and the frame.  
  
Figure 3-21 – A picture of the setup with the thermal couples and electrical leads attached.  
The cartridge heaters were then inserted into copper blocks machined to fit over the 
cartridge heaters, Figure 3-22. Copper was used due to its extremely high thermal 
conductivity, and the blocks were designed to act as heat sinks between the heaters and 
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the samples. Holes were drilled into the copper to place the thermocouples directly 
between the sample and the ends of the heaters. The electrical contacts could also be 
connected to the copper using setscrews, allowing the copper blocks to also act as 
electrodes without adding any solder that might affect the measured Seebeck voltage. To 
prevent a short circuit between the copper and the steel cartridge heaters, thermal cement 
(CC High Temperature Cement, OMEGA Engineering) was used to separate the heaters 
from the copper. The thermal cement was electronically insulating, which prevented the 
copper blocks from short-circuiting, but also had a high thermal conductivity.  
 
Figure 3-22 – The copper blocks were designed to fit around the cartridge heaters and act 
as heat sinks or sources for the TE sample.   
The cartridge heaters were connected to two independent power supplies (Keithley 
Model 2200 DC Power Supply). Two thermocouples, one in each copper block, were set 
into the copper and used to measure the temperature every two seconds. The 
thermocouples were previously calibrated using ice water and were offset from expected 
values by only .3°C, within expected tolerances. A MATLAB PID control was written to 
adjust the power to the heaters based on the feedback of the thermocouples. Using this 
control, the temperature could be set to within .1°C of any set point.  Once the 
temperature control was within a given tolerance, a voltmeter (Keithley Model 2182A 
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Nanovoltmeter) was used to measure the voltage between the two copper blocks. The 
script used to control the setup and analyze the results is included in Appendix 2.  
The setup was tested for accuracy to ensure the validity of the measurements due to 
the original nature of the setup design. A bismuth telluride reference sample from NIST 
(SRM 3451) was purchased for testing. Using the procedure outlined in the literature 
distributed with the sample, one end of the sample was kept at a constant temperature, 
defined as the base temperature. The base temperature began at 35° and increased to 
125°C at 10°C increments. The other end of the sample was then set to be -3°, -2°, -1°, 
0°, 1°, 2°, and then 3°C relative to the base temperature. Measurements were made once 
every two seconds when the temperature was within .5°C of the set point. A total 100 
measurements were done at each temperature set point. Each recorded voltage was then 
plotted against the corresponding recorded ∆T between the two ends of the sample, and 
the measurements were was fit with a linear solution. The slope of the solution was the 
change of the voltage over the change of ∆T, which is the definition of Seebeck 
coefficient in equation ( 24 ). This method allows for the calculation of ∆V/∆T over a 
small range of points at each base temperature and allows for the elimination of any 
offset voltage due to electrical contact resistance of the sample to the copper. The polarity 
of the ∆T was reversed at every base temperature in order to prevent the buildup of a 
permanent bias. A typical temperature profile is shown in Figure 3-23.  
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Figure 3-23 – The temperature profile of a typical Seebeck measurement. Block 1 and Block 
2 correspond to the blocks of copper.  
The setup measured a Seebeck value that was within 5% of the expected value of the 
reference sample, Figure 3-24. The error tended to increase at higher temperatures, which 
may be due to thermal resistance between the sample and the copper. If there is a high 
resistance, then the real ∆T across the sample will be lower than the measured ∆T 
between the copper blocks. This would result in a smaller voltage due to the smaller real 
∆T, but the calculated Seebeck would still be determined using the larger measured ∆T 
between the copper blocks, effectively decreasing the Seebeck coefficient.   
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Figure 3-24 – The setup measured a Seebeck value of a reference bismuth telluride sample 
to within 5% of the expected value. The error tended to increase at higher base 
temperatures, which may be due to thermal resistance at the sample-copper interface.  
The GDC-GST samples were cut to approximately 3x3x4 mm dimensions. The same 
samples that were used in previous electrical conductivity measurements were used for 
the Seebeck measurements when possible. The surfaces of the samples were cut to be 
parallel and then carefully polished down to a 1200grit roughness. For most samples, this 
was sufficient preparation in order to reduce noise in the measurement. Possibly either 
due to cracks on the sample or curved surfaces as a result of imperfect polishing, some 
samples still had significant scatter in the voltage measurements. The addition of a small 
amount of silver paint proved to be an effective technique to improve the contact 
resistance. For these measurements, the temperature profile was reversed and started at 
125°C and then decreased to 35°C in order to cure the silver paint prior to the 
measurements.  
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3.3.2.3 THERMAL CONDUCTIVITY 
The Nano Heat Transfer Lab at Boston University performed the thermal 
measurements of the samples using frequency-domain thermoreflectance (FDTR). The 
technique can be used to determine both the cross-plane and in-plane thermal 
conductivity, provided the thermal diffusivity is ≥3x10-6 m2/s [160]. A thin layer of gold 
was deposited on the GDC-GST sample surface as the transducer for the thermal 
conductivity measurement. The reflectivity of gold is dependent on the temperature and 
so can be used to determine the rate at which thermal energy conducts through the 
sample. A schematic of the FDTR setup is shown in Figure 3-25. 
 
Figure 3-25 – Schematic of FDTR setup used to measure the thermal conductivity of the 
samples [161]. 
Two coaxial lasers were focused to a single spot on the sample surface. The first 
laser, the pump, was a modulated heat source that periodically heated the sample surface. 
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The second laser, the probe, was a constant intensity source used to measure the 
temperature change of the sample through a proportional change in the gold’s reflectivity. 
The pump frequency was modulated from 10kHz to 50Mhz for the measurement. Due to 
a sample’s thermal properties, the temperature at the sample surface lagged behind the 
heat source. In the frequency regime, this lag was measured as a phase shift between the 
pump laser and the probe laser, Figure 3-26A. As the pump frequency was increased, so 
too did the measured phase lag, Figure 3-26B. The thermal properties of the sample were 
extracted by minimizing the error between the measured probe phase lag at each 
frequency and an analytical solution of the heat diffusion equation in a multilayer stack of 
materials [160]. 
 
Figure 3-26 – A) shows a schematic of the intensity of the probe laser lagging behind the 
pump laser and B) shows an example measurement of the phase difference in the frequency 
domain that can then be fit to determine the thermal conductivity of the sample. 
For the TE GDC-GST samples, the FDTR technique was used in its imaging mode. In 
this technique, the pump was simultaneously modulated at six frequencies while a piezo-
stage moved the sample. Each location corresponds to a single pixel in the created image. 
At each pixel, a six-frequency FDTR measurement was made, which resulted in six phase 
images, Figure 3-27. By fitting the measurement at each pixel to the thermal model, the 
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thermal conductivity of each sample was extracted over a large area [162]. This allowed 
for the thermal conductivity of a larger area to be calculated and then averaged, giving 
the bulk thermal conductivity.  
 
Figure 3-27 – The pump laser was modulated over six different frequencies and then used to 
extract the thermal conductivity over a larger area.  
The errors were calculated based on the spread of the histogram of the thermal 
conductivity of the measurements across the selected area [160], [161]. The imaging 
mode was necessary because the phases of GDC and GST had different thermal 
conductivities, which made single point measurements inappropriate to measure the bulk 
conductivity. The two phases of the material also created a wide spread in the measured 
thermal conductivity, resulting in a larger error than is typically observed for this 
technique, Figure 3-28A.  Pores in the samples also added some inhomogeneity to 
measurements, as can be seen in the blue low thermal conductivity regions in Figure 
3-28B. These were purposefully excluded when calculating the overall bulk thermal 
conductivity.  
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Figure 3-28 – Example A) histogram and B) output file of thermal conductivity 
measurements using the FDTR.   
3.4 RESULTS & ANALYSIS 
3.4.1 MICROSTRUCTURE 
Conventionally synthesized GDC-GST samples had a density of at least 98%.  
Thermal etching was used to reveal the grain boundaries and a method was developed 
using the open source program ImageJ to numerically calculate the grain size [163]. 
Figure 3-29 shows the approximate process used. Single phase conventionally 
synthesized samples, without any GDC, had an average grain size ranging between 5-10 
µm. The average grain size of the two-phase GDC-GST samples, which was found to be 
independent of the volume fraction of GDC, ranged from 5-6 µm. An SEM micrograph 
of a thermally etched, two-phase sample is shown in Figure 3-30.  
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Figure 3-29 – Samples were thermally etched and the grain sizes were then measured (in 
µm) using the program ImageJ. 
 
Figure 3-30 – SEM image of the conventionally synthesized two phase samples. The lighter 
colored grains are GDC and the darker grains are GST.  
The average grain size of the fine-grained sample, Figure 3-31, was much smaller 
than the average grain size of the conventional synthesized samples, Figure 3-30. The 
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GST phase retained a smaller grain size than the GDC post sintering, ranging from 50 nm 
to 500nm. The GDC had a slightly larger grain size on average, ranging between 100 nm 
to 500 nm. A few 1 µm sized grains were also observed. The fine-grained samples were 
not significantly less dense than the conventional synthesized samples. All locations 
tested on the fine-grained sample had a density of at least 98%, Figure 3-32. 
 
Figure 3-31 – The grain size of the fine-grained sample, shown in both images, was 
significantly smaller than the grain size of the conventionally synthesized samples.  
The dispersion of the two phases is very important to the design of the GDC-GST TE. 
Complete percolation of the GDC phase is ideal and would improve the transportation of 
oxygen throughout the bulk of the material. The conventionally synthesized samples had 
very good dispersion between the two phases, Figure 3-30, with nearly every GST grain 
in contact with a GDC grain. However there was some separation of the two phases in the 
fine-grained sample, Figure 3-32. This clustering likely occurred during the powder-
processing step of the sample synthesis. The fine-grained powder may have 
amalgamated, forming relatively large clusters of single-phase grains. Due to the fine 
powder size, sieving the powder would not break up these amalgamates. No dispersion 
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agent was used in the sample perpetration in this study. These clusters would cause poor 
percolation of the GDC through the bulk of the fine-grained sample, Figure 3-32. 
Therefore, the percolation of the GDC in the fined-grained sample may be less thorough 
than the percolation in the conventionally synthesized samples.  
 
Figure 3-32 – SEM analysis of the fine-grained sample showed some clustering of the 
phases. Some pores, seen as dark circles in the image, can be observed but the density was 
still found to be at least 98%.  
3.4.2 ELECTRICAL MEASUREMENTS 
3.4.2.1 ELECTRICAL CONDUCTIVITY  
Using data taken from the conductivity relaxation measurements, the electrical 
conductivity was calculated at 800°C and is shown in Figure 3-33 for all of the 
conventionally synthesized samples, as well as the fine-grained sample. This figure, and 
following figures, are displayed as a box and whisker plot. The red line indicates the 
median value, the edges of the box represent the 25th and 75th percentile, and the whiskers 
encompass the remaining data, not considered outliers. Outliers, when present, are 
represented by a red cross (+) sign. The conductivity was found to vary inversely with the 
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volume fraction of GDC, ranging from 1.5 S/cm to 4.25 S/cm. These values are slightly 
larger than conductivities measured in previous studies of this material system done at 
900°C [145].  
 
Figure 3-33 – The electrical conductivity of the samples decreased with increasing GDC 
volume fraction. The fine-grained (sample 40%-HP) showed an order of magnitude drop in 
the conductivity compared to the conventionally synthesized samples.  
In general, the total electrical conductivity of a composite material can be given by 
the volume fraction of each phase times its electrical conductivity: 
 
 
( 37 ) 
where fGDC is the volume fraction of the GDC, and σGDC and σGST are the conductivities of 
GDC and GST, respectively. Using the conventionally synthesized samples, Figure 3-34 
shows a fit to the conductivity between 20vol% GDC and 50vol% GDC. Single phase 
GST conductivity was calculated to be 6.46 S/cm and the conductivity of GDC was 
found to be .01 S/cm. Measurements taken of single phase GST samples in this study 
showed a conductivity of 7.97 S/cm. 
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Figure 3-34 – Plot of the conductivity data, neglecting the fined-grained data, with a line of 
best fit.  
Electrical conductivities of the conventionally synthesized samples found using 
equation ( 37 ) match well with literature values of GDC and GST. The reported 
electrical conductivity of GDC ranges from .02-.3 S/cm [164]–[167]. Reported 
conductivity values for doped strontium titanate varies widely from 5-500 S/cm [124], 
[133], [168]–[170]. Lower conductivity values were reported in studies where the 
samples were prepared by conventional powder synthesis. The lower conductivity of 
GST seen in this study, as compared to some previously reported values, may also be due 
to the cracks caused by stresses during the pressing and sintering process. Bar samples 
were directly pressed and sintered, as opposed to bar samples being cut from discs. The 
direct pressing of bar samples led to more visible cracks in the conventionally 
synthesized samples, which may have contributed to a decrease in the overall electrical 
conductivity.  
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The electrical conductivity of the fine-grained sample was approximately an order of 
magnitude lower than the conductivities of the conventionally synthesized samples, 
Figure 3-33. This result seems contradictory to previous studies that have shown that 
oxygen transport is generally faster along the grain boundaries in doped cerium oxide and 
strontium titanate [143], [165], [168], [171]–[173]. Therefore, an increase in the grain 
boundary concentration should have led to an increase in the electrical conductivity by 
allowing for a lower state of reduction in the bulk of the sample.  
However, the two reducing atmospheres were found to be very different. The hot 
pressing was done under reducing conditions, in a vacuum and in the presence of 
graphite. The vacuum was maintained at 300 mTorr (4x10-4 atm). The graphite in the 
chamber will react with any oxygen to form carbon dioxide and carbon monoxide, given 
by the reactions:   
 
 
( 38 ) 
 
 
( 39 ) 
These reactions will have equilibrium constants given by: 
 
 
( 40 ) 
  ( 41 ) 
where kCO2 and kCO are the equilibrium constants of the reaction, and PCO2, PO2, and PCO 
are the partial pressure of carbon dioxide, oxygen, and carbon monoxide, respectively. 
The Gibbs free energies of these reactions were calculated and used to determine the 
C(s)+ O2 (g) → CO2 (g)
C(s)+ 12O2 (g) → CO(g)
kCO2 =
PCO2
PO2
kCO =
PCO
P
1
2
O2
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equilibrium constant at the maximum temperature of the hot pressing, 1250°C, which 
was equated to the equilibrium constant in equations ( 40 ) and ( 41 ) using 
thermodynamic data and the equation [174], [175]: 
  ( 42 ) 
Solving for PO2, the oxygen partial pressure was calculated at the highest temperature and 
was determined to be 1.8x10-14 atm. Due to the vacuum in the hot pressing chamber, this 
was a lower bound for the oxygen partial pressure, which was may have been higher due 
to leaks in the hot pressing chamber.   
The oxygen partial pressure used while reducing the conventionally synthesized 
samples was found to be approximately 6x10-14 atm, calculated from the H2-H2O 
equilibrium. Due to the positive pressure of the gas flow used in reducing the 
conventionally synthesized samples, there was very little chance that air leaks 
substantially increased the oxygen partial pressure from the equilibrium value. Therefore, 
the conventionally synthesized samples were likely in a more reducing atmosphere, 
which could lead to a deeper state of reduction, a higher concentration of oxygen 
vacancies, despite the lower concentration of grain boundaries. The poor percolation 
discussed in the previous section may also have played a role in the low electrical 
conductivity of the fine-grained sample, by limiting the reduction of the bulk of the 
sample.  
Given that GST is an n-type semi-conductor, the room temperature (T=25-100°C) 
electrical conductivity was expected to be very small. However, in order to calculate a ZT 
at room temperature, the room temperature electrical conductivity for the conventionally 
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synthesized samples was also measured and is included in Figure 3-35. Unlike at 800°C, 
Figure 3-34, there was a maximum in the room temperature electrical conductivity at 
30vol% GDC. In the figure, the red line indicates the median value, the edges of the box 
represent the 25th and 75th percentile, and the whiskers encompass the remaining data. 
 
Figure 3-35 – The room temperature electrical conductivity showed a maximum in the 
conductivity at 30vol% GDC.  
3.4.2.2 ELECTRICAL CONDUCTIVITY RELAXATION 
ECRTOOLS was used to calculate the diffusion coefficient of the two-phase sample 
using the normalized conductivity relaxation data. A fit generated by ECRTOOLS is 
given in Figure 3-36, which shows a close match to the data. The resulting diffusion 
coefficients that were calculated from the fit data are shown in Figure 3-37. There does 
not appear to be a significant trend between the diffusion coefficient and the volume 
fraction of GDC. The median diffusion coefficient for the bulk was approximately 
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1.2x10-6 cm2/s for. The largest diffusion coefficient was for the 30vol% GDC sample at 
2.2x10-6 cm2/s. 
 
Figure 3-36 – An example of an output fit to the data after analysis by ECRTOOLS. The 
program generally fit the experimental data well. From this fit, the diffusion coefficient was 
numerically calculated.  
 
Figure 3-37 – Box plot of the results from ECRTOOLS of the bulk diffusion coefficient 
showed no significant trend with the volume fraction of GDC and no significant change in 
the fine-grained (40%FG) sample. 
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The fine-grained sample had a slightly lower diffusion coefficient than the 
conventionally synthesized samples at 7x10-7 cm2/s. This was another unexpected result 
given that GDC tends to show higher ion conductivity along the grain boundaries [165], 
[176]. Since the fine-grained sample had a much smaller average grain size, and thus 
more grain boundaries, its ionic conductivity was expected to be larger than that of the 
conventionally synthesized samples. However, as mentioned in the previous section, the 
percolation of the GDC in the fine-grained sample did not appear as complete as in the 
conventionally synthesized samples, Figure 3-30 and Figure 3-32 respectively. Therefore, 
the transport of oxygen through the 40vol% GDC sample may be more limited than the 
conventionally synthesized sample, resulting in the lower diffusion coefficient of the 
fine-grained sample.  
3.4.3 SEEBECK RESULTS 
Seebeck measurements were taken between 35°C and 125°C in 10°C increments. The 
reference BiTe sample used for the calibration, Section 3.3.2.2, only had confirmed 
reference data up to 120°C and so the setup could not be validated beyond this point. In 
addition, at temperatures approaching 150°C, the copper blocks experienced significant 
oxidation that added additional electrical and thermal resistance between the sample and 
the blocks. Therefore, without a reducing environment, the setup could not be used above 
125°C. Without active cooling, ambient temperatures typically varied between 22°C and 
26°C, which set the limit for the lower range of the Seebeck measurements.  
A typical measurement at a single base temperature is shown in Figure 3-38. 
Measurements generally had a small scatter on the order of +/-10 µV from their mean 
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value, as shown in the residual plot of Figure 3-38. It was common for the ∆T= 0 case to 
have a non-zero voltage, which was likely due to the interface resistance between the 
sample and the copper blocks. It was also observed that after each completed 
measurement, the sample would frequently give erratic data for the second measurement 
unless it was reduced again at 900°C. It is likely that the samples were re-oxidized even 
at the relatively low temperatures experienced during the measurements.  
 
Figure 3-38 – A line was fit to the measured voltage versus the ∆T at each base temperature. 
The slope of this line was the Seebeck coefficient at this base temperature.  
There was a positive correlation between the volume fraction of GDC and the 
absolute Seebeck value measured. The Seebeck coefficient for the conventionally 
synthesized samples ranged between -195 µV/K for the 20vol% sample at 35°C and -250 
µV/K for the 50vol% sample at 125°C, Figure 3-39. A change of 20vol% to 50vol% 
GDC tended to increase the Seebeck by 20-30 µV/K at any given temperature. The 
Seebeck coefficients were also mostly linear with temperature in the range studied, 
increasing on average by 3.7 µV/K with every 10°C increase in the base temperature, 
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Figure 3-40. Measurements were not successful for the 35vol% GDC sample; the voltage 
measurements were very scattered and excessively large in magnitude. However, due to 
the predictable nature of the Seebeck coefficient results for the other volume fractions, 
the 35vol% Seebeck coefficient could be estimated for use in calculating ZT.  
 
Figure 3-39 – Average Seebeck results versus the volume fraction of GDC for 
conventionally synthesized samples at different base temperatures.  
 
Figure 3-40 – The Seebeck coefficients increase with increasing volume fraction of GDC and 
temperature.  
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Values of the Seebeck coefficient reported in literature for strontium titanate range 
greatly depending on the dopant species and concentration. Common values for Seebeck 
coefficients measured at 300K for single phase doped strontium titanate range between 
60 µV/K and 160 µV/K, with one study reporting a value of 250 µV/K [125], [127], 
[130], [133], [177]. The two-phase GDC-GST increased the overall Seebeck coefficient 
compared to single phase strontium titanate over the range of temperatures studied. The 
fine-grained sample had a much lower Seebeck coefficient than the conventional 
samples, ranging from -66µV/K to -105µV/K, or roughly 30% of the conventional 
samples, Figure 3-41.  
 
Figure 3-41 – The fine-grained sample exhibited a lower absolute Seebeck value than the 
conventionally synthesized samples.  
The cause for the increase in the Seebeck coefficient as a function of GDC volume 
fraction is not fully understood and will be investigated by later studies. The intent of the 
addition of GDC to GST was to ultimately increase the concentration of oxygen 
vacancies, which would increase the concentration of electrons, and also increase phonon 
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scattering. If the increase in the Seebeck coefficient was due to an increase in the 
concentration of electrons, then the electrical conductivity should have also increased 
with GDC. However, from Figure 3-33 and Figure 3-35, this is clearly not the case.  
Another possible cause for the positive trend between the Seebeck coefficient and the 
volume fraction of GDC is that the oxygen vacancies increasing phonon drag. Phonon 
drag is caused by an increased interaction between phonons and electrons, leading to a 
transfer of momentum between the two particles [101], [178]. This interaction has been 
shown to increase the Seebeck coefficient and it also decreases the electrical 
conductivity, which matches the trends seen in this study. However, this effect is rarely 
observed at temperatures above 300K, and so it is not likely the cause of the increase of 
the Seebeck coefficient with GDC volume fraction seen here [179], [180].  
Another, simpler, explanation may apply: reduced GDC has a larger Seebeck 
coefficient than GST. Using the Seebeck results of -220 µV/K for the 20vol% GDC 
sample and -250 µV/K for the 50vol% GDC sample, both taken at 125°C, we can solve 
for the individual relationships between the Seebeck coefficient and the volume fraction 
of GDC and the volume fraction of GST. The results are Seebeck coefficients of -300 
µV/K and -200 µV/K for the individual phases of GDC and GST, respectively.  
While a Seebeck value of -200 µV/K matches well with literature data of GST, -300 
µV/K is a much larger Seebeck coefficient than previously reported in literature for 
GDC. The Seebeck coefficient of cerium oxide has been measured and is shown to 
depend on grain size, as reported by Tschöpe [164], [176]. For the grain sizes observed in 
the two-phase samples, 5-6 µm, one would expect the GDC Seebeck coefficient to range 
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between a value of -47 and -43 µV/K when measured at room temperature. In order to get 
a Seebeck coefficient of -300 µV/K, the grain size of the cerium oxide would have to be 
approximately 3.5 µm. However, the cerium oxide measured in this study is doped with 
gadolinium while the study by Tschöpe used undoped cerium oxide [176]. One study of 
gadolinium-doped ceria (Gd.1Ce.9O) measured at 500°C reported a Seebeck coefficient of 
-150 µV/K [181]. A separate study of single-phase GDC should be done in order to 
verify its Seebeck coefficient.  
3.4.4 THERMAL CONDUCTIVITY 
The thermal conductivities were measured for the conventionally synthesized 
samples, and the results are shown in Figure 3-42. The thermal conductivity decreased 
for the range of 30-45vol% GDC, with an absolute lowest conductivity occurring at 
35vol%. The 20 and 50vol% GDC samples had higher conductivities than the mid ranged 
samples. The thermal conductivity showed a nearly 50% decrease between the 35vol% 
GDC and the 50vol% GDC samples. This trend has similar characteristics to the room 
temperature electrical conductivity results, where the maximum electrical conductivity 
occurred at 30vol% GDC, Figure 3-35, and suggests that the addition of GDC did have 
the intended effect on the creation of oxygen vacancies in the material, which then 
decreased the thermal conductivity of the sample. 
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Figure 3-42 – Room temperature thermal conductivity measurements showed a minimum 
at 35vol% GDC. The large spread in the measurements was a result of the two phases and 
the imaging mode of the FDTR technique.  
One possible reason for this parabola like trend is that in the 20vol% sample, the 
GDC may not have full percolation in the GST. The lack of percolation would result in 
an incomplete reduction of the entire bulk, and therefore a lower concentration of oxygen 
vacancies. Then, as the GDC volume fraction approaches 50% percent, the thermal 
conductivity increased as the effect of the oxygen vacancies decreased with the smaller 
volume of GST.  
The cause of the slightly higher thermal conductivity of the 40vol% over the 35vol% 
and 45vol% is not entirely clear. The 30vol% and 40vol% samples were some of the first 
samples produced. The lower thermal conductivity of the 35vol% and 45vol% samples 
could be a result of improvements in sample production over time. These improvements 
likely resulted in the later samples having a slightly lower porosity. The larger porosity of 
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the earlier samples would result in the increased spread observed for the 30vol% and 
40vol% thermal conductivity measurements, as compared to the 35vol% and 45vol%.  
The thermal conductivities of the samples tested in this study are lower than single 
phase doped strontium titanate studied in the literature. Thermal conductivity values for 
doped strontium titanate at 300K have been reported to range between 4.5-6.5 W/mK 
[113], [125], [127], [133], [177]. Single-phase cerium oxide has a thermal conductivity of 
12 W/mK [182], although doped phases of cerium oxide have been shown to have much 
lower thermal conductivity values [183].  
3.4.5 CALCULATION OF ZT  
The measure of the efficiency of a TE material is determined by its ZT value. In this 
study, two different temperatures were used to calculate the ZT for the samples. Using 
material properties that were measured at room temperature, a low temperature ZT was 
calculated. These values of ZT were expected to give the most accurate measure of ZT, 
but were taken outside the temperature range that GST would normally be considered 
given its extremely low electrical conductivity.  
While this low temperature range is not relevant for GST TEs, the optimal volume 
fraction of GDC in GDC-GST TE is still an important parameter to investigate. Figure 
3-43 shows that the 30vol% GDC sample had the highest ZT of all the samples tested at 
low temperatures. This result is not surprising given that this sample had the largest 
electrical and smallest thermal conductivities, Figure 3-35 and Figure 3-42. In addition, 
the oxygen diffusion coefficient was slightly larger for the 30vol% GDC sample, Figure 
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3-37. These results indicate that the optimal GDC volume fraction of the GDC-GST 
composite, if the TE was operated at low temperatures, is approximately 30vol%.  
 
Figure 3-43 – Low temperature ZT values were calculated using measured values for the 
Seebeck and the thermal and electrical conductivities. The values are generally low due to 
the low electrical conductivity of GST at low temperatures.  
The second set of conditions in which ZT was calculated was for T=800°C, using 
both extrapolated and measured values, Figure 3-44. The Seebeck coefficient and thermal 
conductivity values could not be measured at elevated temperatures due to limitations in 
the measuring apparatuses. However, electrical conductivity measurements were taken at 
800°C. The electrical conductivity is likely to have the largest dependence on 
temperature compared to the thermal conductivity and Seebeck coefficient, given the 
semiconductor nature of GST. In fact, the electrical conductivity varied by three orders of 
magnitude in this study between room temperature and 800°C.  
However, in order to calculate ZT, the Seebeck coefficients and thermal 
conductivities had to be extrapolated from room temperature data. The Seebeck 
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coefficient of strontium titanate has been shown to increase approximately linearly up to 
and above 800°C in other studies [125], [133], [184]. Therefore, the average slope of the 
measured Seebeck values from 35°C to 125°C was calculated and used to extrapolate the 
Seebeck coefficient at 800°C for each volume fraction of GDC. The temperature 
dependence of the thermal conductivity was not as easy to predict. However, it is likely 
that the conductivity decreases with increasing temperature, which has been observed in 
other studies of single phase strontium titanate [125], [133]. Therefore, the same value of 
the thermal conductivity that was measured at room temperature was used for the 
extrapolated ZT calculation. This assumption should lead to a lower bound of ZT.  
 
Figure 3-44 – Extrapolated ZT values were calculated for 800°C. Electrical conductivity 
measurements were taken at 800°C but Seebeck coefficient and thermal conductivity 
measurements were not, and so their values were extrapolated from low temperature data.   
Once again, the 30vol% GDC sample demonstrated one of the most competitive ZT 
values of the samples tested. However, it was slightly outperformed by the 35vol% GDC 
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800°C seemed to be dominated by the trend seen in the measured thermal conductivity.  
For example, the 45vol% sample had a slightly larger ZT than the 40vol% sample, 
despite the overall decreasing trend of ZT after 35vol%. This pattern was likely due to the 
similar trend seen in the thermal conductivity, and may be an artifact of the sample 
production process mentioned previously in Section 3.4.4.  
3.5 CONCLUSIONS 
Varying volume fractions of gadolinium doped cerium oxide (Gd.2Ce.8O3-δ) was 
mixed with gadolinium doped strontium titanate (Gd.08Sr.92TiO3) in order to more fully 
equilibrate the chemical potential of neutral oxygen in the atmosphere within the bulk of 
the two phase material, effectively creating more oxygen vacancies in the material. The 
thermoelectric properties of the two-phase mixture were then measured at room 
temperature and the electrical conductivity was also measured at 800°C. An original 
Seebeck setup was designed, constructed, programmed, and finally used to measure the 
Seebeck coefficient between 35° and 125°C. The two-phase mixture had a larger Seebeck 
coefficient compared to similarly doped single-phase materials reported in the literature. 
The addition of the second phase also decreased the thermal conductivity of strontium 
titanate by 66% compared to single-phase strontium titanate with only small reductions in 
the electrical conductivity, breaking the Wiedemann-Franz law.  
Overall, the 30vol% and 35vol% GDC samples exhibited the optimal material 
properties for a TE and had the largest ZT values of the samples measured. These two 
samples had the lowest thermal conductivities of the entire sample range tested and also 
had higher electrical conductivities than all but the 20vol% GDC sample at 800°C. The 
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30vol% and 35vol% GDC samples had a lower Seebeck coefficient than the samples with 
a higher volume fraction of GDC but this had a smaller impact on ZT than the decrease in 
the thermal conductivity. The 30vol% GDC sample also had the highest average oxygen 
ion diffusion coefficient, as determined by the oxygen conductivity relaxation 
measurements, indicating that the sample would equilibrate fastest with the surrounding 
atmosphere. 
While the thermal and electrical conductivities and the Seebeck coefficient were 
improved in this study, the overall ZT is still far too small to be practical for a TE 
generator. These parameters were equal or better than some values previously reported in 
the literature for bulk GST, indicating that the low ZT of this study is not an anomaly. 
Upon examining the material properties, the parameter that is most likely to affect ZT is 
an improvement of the electrical conductivity. Other dopants, such as lanthanum, have 
been reported to give much larger increases in the electrical conductivity of strontium 
titanate than gadolinium [133]. Therefore, future studies should investigate alternative 
doping species in order to significantly improve the electrical conductivity.   
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APPENDIX 1: HIGH TEMPERATURE CONSIDERATION FOR SEEBECK 
SETUP 
The ionic and electronic conductivity of GDC and GST are much higher at elevated 
temperatures, above 600°C. This makes the temperature range in which GST is typically 
considered as a TE in is 600-800°C. The Seebeck coefficient is dependent on temperature 
and so measurements must also be done above 600°C in order to determine ZT. 
Moreover, the flue streams in thermal power plants, which would be a good application 
of an oxide TE, are typically close to 800oC. Therefore, care was taken to design the 
Seebeck setup to be easily adapted to a high temperatures and a reducing environment.  
The most important material constraints in the setup were high melting points and 
resistance to hydrogen embrittlement, due to the reducing atmosphere.  Stainless steel is 
generally a good material for use with hydrogen and has a melting point of over 1200°C 
and so was a natural choice for the setup. Given that there would be minimal mechanical 
stresses on the frame, 303 stainless steel was used for ease of machining. Although the 
copper used in the current measurements was 110 copper (99.9% pure), for applications 
in a reducing environment 101 grade copper (99.99%), or oxygen free copper, should be 
used. The mechanism for oxygen embrittlement in copper is due to hydrogen diffusing 
into the copper and bonding with oxygen in the bulk of the material, forming water vapor 
and creating voids. These then decrease the mechanical strength and could decrease the 
electrical connectivity over time [185], [186]. It is also important to use J-type 
thermocouples if a reducing environment is to be used. 
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An elastic band was used at room temperatures to supply an inward force on the 
sample but this would not be feasible under a high temperature environment. The setup 
was designed in such a way that blue steel ribbons could be installed to wrap over the 
ends of the heater assembly, supplying an inward force even up to 1200°C, but allowing 
for thermal expansion of the sample.  
Another important consideration was the size of the setup. In typical high temperature 
applications, which use a controlled atmosphere, a ceramic tube is used to house the setup 
in a furnace. The tube then extend outside of the hot zone of the furnace and can also be 
sealed. The setup must have a small diagonal dimension in order to fit into the necessary 
tube, therefore the cross-section size of the setup was deliberately minimized.  
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APPENDIX 2: SEEBECK MEASUREMENT MATLAB CODE 
Below are the MATLAB scripts used to operate the Seebeck setup discussed in 
Chapter 3. The analysis code to calculate the Seebeck values from the data is also 
included. There are several functions that are specific to the type of equipment used and 
so are not included here, but a placeholder is left in the script to indicate where these 
functions should be. The data is saved in a text file, which can then be opened using the 
“Seebeck Analysis Script” to generate the Seebeck result files.  
As a brief summary, the program starts a MATLAB listener which gathers the 
temperature data every 2 seconds. This data is then input into a PID function that controls 
the voltage output of the power supplies and therefore the heaters. The coefficients for 
the PID control will be different for every system and so these parameters must changed. 
The measurements are made once each thermocouple is within the tolerance set by the 
user in MainSeebeckFunction.  
The functions are left formatted so that they should be able to be copied directly into 
MATLAB.  
 
Main Seebeck Function 
function MainSeebeckFunction 
%% This script needs the following functions in the same directory to 
run: 
% PIDhandler 
% makeTempSetArray 
% setPS 
% getVoltage 
% getPSI_V 
  
  
%% Define global variables to use 
global s data PIDdataFileName lh 
  123
  
global minorStepCounter majorStepCounter tempSet_1 tempSet_2 
tempSetArray 
  
  
%% User adjustable parameters 
 
% how close both temps must be to start making measurements  
tolerance = .15;  
% number of measurements made at each temperature set point 
numSavedPts = 100;       
  
% tempSetArray must be an array in the form [T1, T2, baseTempNumber] 
% makeTempSetArray is a function that will automatically create this 
array and has the input: startTemp, endTemp, majorStep, minorStep, 
numDegreesBelow, numDegreesAbove. major and minor steps can be (+/-) 
% example parameters: [125, 35, -10, -1, -3, -3] heats up to 125 and 
runs down to 35 
% parameters: [25, 125, 10, 1, 3, 3] starts at 25 and heats up to 125 
tempSetArray = makeTempSetArray(125, 35, -10, -1, -3, -3); 
  
% All data is saved in a text file of the name fileprefix in the 
working directory. The file is automatically amended with date & .txt 
later 
fileprefix = 'GSTO_35-65_redo1_silver_';    
  
%Maximum temperature allowed before the PID will emergency stop 
overTempLimit = 175;  
  
  
%% No user input needed for these variables 
data = [];       
recordCounter = 0;  
recordDone = false; 
  
minorStepCounter = 1; 
tempSet_1 = tempSetArray(1,1); 
tempSet_2 = tempSetArray(1,2); 
majorStepCounter = tempSetArray(1,3); 
overTemp = false; 
  
filePath = strcat(fileprefix, date); 
PIDdataFileName = strcat(filePath, '.txt'); 
  
PS1voltage = 0; 
PS2voltage = 0; 
  
header={'Time', 'TC1', 'TC2', 'TC3', 'PS1volt', 'PS2volt', 'Voltage', 
'V_std', 'tempSet_1', 'tempSet_2', 'minorStepCounter', 
'majorStepCounter'}; 
txt=sprintf('%s\t',header{:}); 
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txt(end)=''; 
dlmwrite(PIDdataFileName,txt,''); 
  
  
% The area below is where any instruments should be loaded if 
necessary.  
[LOAD INSTRUMENTS HERE] 
  
%% Start listener and Background 
s.IsContinuous = true; 
s.Rate = .5; %number of scans per second for all 3 channel, can be up 
to 2 
  
  
lh = addlistener(s,'DataAvailable',@PIDControl); 
s.NotifyWhenDataAvailableExceeds = 1; 
  
s.startBackground(); 
fprintf('Starting PID. Set points are %g & %g, measurement: %g / %g 
\n', tempSet_1, tempSet_2, minorStepCounter, length(tempSetArray)) 
  
  
  
%% The fuction PIDControl is nested inside MainSeebeckFunction 
    function PIDControl (~,event)        
%IMPORTANT: make sure thermocouple 1 is for powersupply 1 and vice 
versa. 
        
        % The function getVoltage() is not included as it is specific 
to the equipment used, but the output that it generates is [voltage 
measured, standard deviation of voltage] 
        [Vmeasurement, vstd] = getVoltage(); 
         
        %% Below creates a variable that will be saved to the text 
file. The order of the variables can be changed but it is not 
recommended as it will require changes in other scripts.  
        %'event' has the array [time, TC1, TC2, TC3] (with 3 TC 
connected) 
        % warning: if you change anything here, make sure PIDhandler 
still refernces the correct temperatures 
        data = [event.TimeStamps, event.Data, PS1voltage, PS2voltage, 
Vmeasurement, vstd, tempSet_1, tempSet_2, minorStepCounter, 
majorStepCounter]; 
         
        % writes to the data file  
        dlmwrite(PIDdataFileName, data, '-append', 'delimiter','\t'); 
         
        %% Below is a failsafe to prevent overheating of sample, 
Otherwise it will run PID on both power supplies 
        % if PID goes overTemp once, PIDhandler will never be triggered 
again 
        if data(2) > overTempLimit || data(3) > overTempLimit  || 
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data(4) > overTempLimit || overTemp == true 
             
            %the first time it will shut off the PS 
            if overTemp == false 
                setPS(0,1) 
                setPS(0,2) 
                disp('Temperature over limit. Stopping') 
            end 
             
            overTemp = true; 
             
            % onces it gets below 50C, save data and stop measurement 
            if data(2) < 50 || data(3) < 50 
                disp('Ending data collection . . .') 
                stopPID(); 
            end 
             
        elseif overTemp == false 
            [PS1voltage, PS2voltage ] = SeebeckPIDhandler(data, 
tempSet_1, tempSet_2); 
        end 
         
         
        %% If measurement is done, aka number of points measured is  
greater than NumSavePoits, go to the next set points, else stop PS 
        error = [abs(data(2) - data(9)), abs(data(3) - data(10))]; 
         
        if recordDone == false && error(1) < tolerance && error(2) < 
tolerance 
             
            if recordCounter > numSavedPts 
                recordDone = true; 
                recordCounter = 1; 
            end 
             
        elseif recordDone == true 
            changeTempSet(); 
            recordDone = false; 
        end 
    end 
end 
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Make TempSet Array 
This function makes the array that contains all the temperature set points. This 
function is not necessary if there is a previous array ready to use but the proper format of 
the array mentioned in MainSeebeckFunction should be followed.  
function tempSetArray = makeTempSetArray(startTemp,endTemp, majorStep, 
minorStep,numDegreesBelow, numDegreesAbove ) 
  
% examples of typical parameters 
% startTemp = 25; 
% endTemp = 120; 
% minorStep = .25; % can be positive or negative 
% numDegreesBelow = 1; 
% numDegreesAbove = 1;  
% majorStep = 10;   % can be positive or negative 
  
% To make reverse case (high to low temp) set startTemp higher than  
% endTempadd and add a negative to each parameter  
  
firstArray = []; 
  
for belowSetTemp = (startTemp-numDegreesBelow):minorStep: startTemp 
    firstArray = [firstArray ; startTemp, belowSetTemp, 1]; 
end 
  
for aboveSetTemp = (startTemp+minorStep):minorStep: 
(startTemp+numDegreesAbove) 
    firstArray = [firstArray ; startTemp, aboveSetTemp, 1]; 
end 
  
alternateColumns = true; 
tempSetArray = []; 
  
for n = startTemp:majorStep:endTemp 
  
    if alternateColumns == true 
        tempSetArray = [ tempSetArray; firstArray]; 
        alternateColumns = false; 
         
    else 
        tempSetArray = [ tempSetArray; firstArray(:,2), 
firstArray(:,1), firstArray(:,3)]; 
        alternateColumns = true; 
    end 
     
    firstArray(:,1) = firstArray(:,1) + majorStep; 
    firstArray(:,2) = firstArray(:,2) + majorStep; 
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    firstArray(:,3) = firstArray(:,3) + 1; 
     
end 
end 
 
 
 
Change Temperature Set Point 
This function uses TempSetArray to change the current set points used in 
MainSeebeckFuction. This could be nested in MainSeebeckFunction but having it as a 
separate function allows for the set point to be changed manually by calling 
changeTempSet. 
function changeTempSet 
  
global minorStepCounter tempSetArray tempSet_1 tempSet_2 
majorStepCounter 
  
minorStepCounter = minorStepCounter + 1; 
  
if length(tempSetArray) < minorStepCounter 
    disp('All set points measured. Stopping PID.') 
     
    stopPID() 
else 
    tempSet_1 = tempSetArray(minorStepCounter, 1); 
    tempSet_2 = tempSetArray(minorStepCounter, 2); 
    majorStepCounter = tempSetArray(minorStepCounter, 3); 
     
    fprintf('Changing set points. Now on  %g & %g, %g / %g \n', 
tempSet_1, tempSet_2, minorStepCounter, length(tempSetArray)') 
end 
end 
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Stop PID 
This function stops the listener and allows for the whole measurement to be stopped, 
ending the measurement and any voltage to the heaters. Any measurements made so far 
have already been saved and so previously measured data is still available. It can also 
serve as a manual stop and is called if the temperature goes over the limit set in 
MainSeebeckFunction.  
function stopPID 
  
global s lh 
  
delete(lh)          
disp('Listener deleted') 
  
s.stop(); 
s.IsContinuous = false; 
s.Rate = 2; 
s.DurationInSeconds = 2; 
  
disp('Session stopped') 
  
setPS(0,1); 
setPS(0,2); 
  
disp('Power supplies reset to zero') 
  
end 
 
 
 
 
PID Handler 
This function is the PID script for the heaters, controlling what voltage is supplied by 
the power supplies to the heaters. The parameters kp, ki, kd and their counterparts for the 
second power supply should be tuned to the specific system used.  
function [PS1voltageOutput, PS2voltageOutput ] = 
SeebeckPIDhandler(SeebeckFunctionData, tempSet_1, tempSet_2) 
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persistent integral_1 integral_2 previous_error_1 previous_error_2  
  
if isempty(integral_1) 
    integral_1 = 0; 
    integral_2 = 0;        
end 
  
%Values below are based on our system and must be adjusted for each 
different setup 
kp = .90705; 
ki = 0.0018842; 
kd = 12.0511; 
  
kp2 = .98707; 
ki2 = .00208986; 
kd2 = 12.0365; 
  
dt = 2; 
  
%% PS 1 
error_1 = tempSet_1 - SeebeckFunctionData(2); 
integral_1 = integral_1 + error_1 *dt; 
derivative_1 = (error_1 - previous_error_1)/dt; 
  
PS1voltage = kp *error_1 + ki*integral_1 + kd*derivative_1; 
previous_error_1 = error_1; 
  
if PS1voltage > 35 
    PS1voltage = 35; 
elseif PS1voltage<0 
    PS1voltage = 0; 
end 
  
%% PS2 
error_2 = tempSet_2 - SeebeckFunctionData(3); 
integral_2 = integral_2 + error_2 *dt; 
derivative_2 = (error_2 - previous_error_2)/dt; 
  
  
PS2voltage = kp2 *error_2 + ki2*integral_2 + kd2*derivative_2; 
previous_error_2 = error_2; 
  
if PS2voltage > 35 
    PS2voltage = 35; 
elseif PS2voltage<0 
    PS2voltage = 0; 
end 
  
%% 
setPS(PS1voltage,1); 
setPS(PS2voltage,2); 
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PS1voltageOutput = PS1voltage; 
PS2voltageOutput = PS2voltage; 
  
end 
 
 
Seebeck Analysis Script 
In order to keep processing time to a minimum during the measurement to prevent the 
listener from getting slowed down, the analysis is done after the measurement is 
complete. This script opens a dialog and asks you to select a file to use. Multiple files can 
be analyzed at once. It creates a new directory in the current folder where all of the 
figures and result files are saved.  
 
function [results] = analyzeSeebeckData() 
 
%% User Input here 
% If false, script will just show figures but not save the results, 
make dir, or save results 
saveData = true; 
  
% If true, will show each temperature and save them if saveData = true. 
This is not necessary to calculate results 
showIndividualTempFigs = true; 
  
% This will compare the data to the BiTe reference theoretical data 
from NIST 
compare2Ref = true; 
  
% If the data file does not start at a base temperature denoted by 1, 
or some base temperatures are to be scripted, this offset can be sued. 
Example: to start at measurement 4, use an offset of 3 
offset = 0; 
  
% How close to setpoint temperature required for voltage to be 
included. This can be less stringent than the tolerance used in 
MainSeebeckFunction 
tolerance = .15; 
  
%% Imports Data and does background necessary for multi-file select 
filenameArray = uigetfile('.txt','Select a single or multiple output 
file from MainPIDFuction', 'MultiSelect', 'on'); 
  
% in case user selects one file, uigetfile returns a character array, 
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if more than one, then it gives a cell array, this detects which is it 
if ischar(filenameArray) 
    filenameArray = char(filenameArray); 
    numFiles = 1; 
else 
    numFiles = length(filenameArray); 
    results = cell(2, numFiles); 
end 
  
fprintf('A tolal of %g file(s) have been selected \n', numFiles) 
  
%% Interates over all input files 
for j = 1:numFiles 
     
    % if only one file was selected, no need to change from cell2mat 
    if numFiles > 1 
        filename = cell2mat(filenameArray(j)); 
    else 
        filename = filenameArray; 
    end 
     
    message = strcat('Working on file: ', filename); 
    disp(message) 
     
    delimiter = '\t'; 
    if nargin<=2 
        startRow = 2; 
        endRow = inf; 
    end 
     
    fileID = fopen(filename,'r'); 
     
    formatSpec = '%f%f%f%f%f%f%f%f%f%f%f%f%[^\n\r]'; 
     
    dataArray = textscan(fileID, formatSpec, endRow(1)-startRow(1)+1, 
'Delimiter', delimiter, 'EmptyValue' ,NaN,'HeaderLines', startRow(1)-1, 
'ReturnOnError', false); 
    for block=2:length(startRow) 
        frewind(fileID); 
        dataArrayBlock = textscan(fileID, formatSpec, endRow(block)-
startRow(block)+1, 'Delimiter', delimiter, 'EmptyValue' 
,NaN,'HeaderLines', startRow(block)-1, 'ReturnOnError', false); 
        for col=1:length(dataArray) 
            dataArray{col} = [dataArray{col};dataArrayBlock{col}]; 
        end 
    end 
     
    fclose(fileID); 
     
    %% Allocate imported array to column variable names 
    time = dataArray{:, 1}; 
    T1 = dataArray{:, 2}; 
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    T2 = dataArray{:, 3}; 
    T3 = dataArray{:, 4}; 
    %PS1volt = dataArray{:, 5}; 
    %PS2volt = dataArray{:, 6}; 
    voltage = dataArray{:, 7}; 
    %V_std = dataArray{:, 8}; 
    tempSet1 = dataArray{:, 9}; 
    tempSet2 = dataArray{:, 10}; 
    %minorStepCounter = dataArray{:, 11}; 
    majorStepCounter = dataArray{:, 12}; 
     
    deltaTempArray = T2 - T1; 
 
    %% Narrows down useful data 
    %gets voltage and dT values that are within tolerance of both set 
points 
    temp1WithinTolerance = abs(T1-tempSet1) < tolerance; 
    temp2WithinTolerance = abs(T2-tempSet2) < tolerance; 
     
voltageNotZero = (voltage~=0); 
     
    logicalDataWithinTol = temp1WithinTolerance .* temp2WithinTolerance 
.* voltageNotZero; 
     
    useableVoltageFull = voltage.*logicalDataWithinTol; 
    usableDTempFull = deltaTempArray.*logicalDataWithinTol; 
    usableMajorSteps = majorStepCounter.*logicalDataWithinTol; 
     
%% Makes folder for results 
    if saveData == true 
        % gets rid of .txt in filename 
        folderName = filename(1:end-4); 
        mkdir(folderName); 
        folderPath = strcat(folderName); 
        copyfile(filename, folderPath);  
        origFolder = pwd; 
        cd(folderPath); 
    end 
     
    %% This is the meat of the function 
    minVal = offset + 1; 
    maxVal = max(majorStepCounter); 
    seebeck = zeros(maxVal-minVal+1,2); 
     
    for n = minVal - offset:maxVal - offset; 
         
%% Plots results & calculates Seebeck for each base temp 
        %selects the elements that are of the right baseTemp 
 
%gives indexes of measurements n 
        indexArray = find(usableMajorSteps == (n + offset));  
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%all voltage measurements that are within tolerance for this baseTemp 
so baseVoltArray still contains zeros, and these are not removed easy 
fix would be to just add a find statement here to remove them 
        baseVoltArray = useableVoltageFull(indexArray);       
 
%all dT values that are within tolerance for this baseTemp 
        baseDTArray = usableDTempFull(indexArray);           
        microVolts = baseVoltArray*1E6; 
         
        %gets baseTemp, aka, the first tempSet point where 
tempSet1=tempSet2 
        majorTempSetValues1 = tempSet1(indexArray); 
        majorTempSetValues2 = tempSet2(indexArray); 
        index = find(majorTempSetValues1 == majorTempSetValues2, 1); 
        baseTemp = majorTempSetValues1(index); 
         
        % linear Fit 
        M = [baseDTArray(1:end), ones(length(baseDTArray),1)]; 
        C = pinv(M)*microVolts; 
        y = baseDTArray*C(1) + C(2); 
         
        residuals = (microVolts - y); 
         
        if showIndividualTempFigs == true; 
            figureTitle = sprintf('LinFitPlot_%gC', baseTemp); 
            fig = figure('name', figureTitle, 'NumberTitle', 'off'); 
            subplot(2,1,1) 
            scatter(baseDTArray,microVolts),title(sprintf('Base 
Temperature: %gC', baseTemp )); 
            xlabel('deltaT (C)') 
            ylabel('Measured Voltage (microV)') 
             
            hold on 
            plot( baseDTArray, y, 'c'); 
            hold off 
             
            subplot(2, 1, 2) 
            boxplot(residuals, ones(length(residuals), 
1),'orientation', 'horizontal' ) 
            title('Residuals') 
             
            if saveData == true; 
                saveCurrentFigure(fig, folderPath) 
            end 
        end 
         
        seebeck(n,:) = [baseTemp, C(1)]; 
    end 
     
    %% Saves Seebeck Results 
    if numFiles > 1  
        results{1, j} = folderName; 
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        results{2, j} = seebeck; 
    else 
        results = seebeck; 
    end 
         
    if saveData == true; 
        resultsFileName = strcat('Results_', filename); 
        dlmwrite(resultsFileName,seebeck); 
    end 
     
    %% Plots overall Temperature results 
    figureTitle = 'Temperature_Profile'; 
    fig = figure('name', figureTitle, 'NumberTitle', 'off'); 
    plot(time, T1, time, T2, time, T3) 
    title('Temperature vs Time') 
    xlabel('Time (s)') 
    ylabel('Temperature (C)') 
    legend('Block1','Block2','Casing','Location','northwest') 
     
    if saveData == true 
        saveCurrentFigure(fig, folderPath) 
    end 
     
    %% Plots Seebeck overall Results 
    figureTitle = 'Seebeck_Results'; 
    fig = figure('name', figureTitle, 'NumberTitle', 'off'); 
     
    if compare2Ref == true; 
        % NIST Data, take from analyzeData_v2 
        T = 273:10:400; 
        a = -2.204e-1; 
        b = 3.9706e-3; 
        c = 7.2922e-6; 
        d = -1.0864e-9; 
        SA = -230; 
        A = 295; 
        p1 = (1-A./T); 
        NISTplot = SA + a.*T.*p1 + b.*T.^2 .* p1.^2 + c.*T.^3 .* p1.^3 
+ d.*T.^4 .* p1.^4; 
         
        subplot(2,1,1) 
         
        hold on 
         
        scatter(seebeck(:,1)+273, seebeck(:,2)); 
        xlabel('Temperature (K)') 
        ylabel('Seebeck (microV/K)') 
        title('Seebeck Results') 
         
        plot(T,NISTplot); 
        legend('Measured Data','NIST Data', 'location', 'northwest') 
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        hold off 
         
        %Calculates Errors 
        subplot(2,1,2) 
        T = seebeck(:,1)+273; 
        p2 = (1-A./T); 
         
        NISTerrors = SA + a.*T.*p2 + b.*T.^2 .* p2.^2 + c.*T.^3 .* 
p2.^3 + d.*T.^4 .* p2.^4; 
        errors = seebeck(:,2) - NISTerrors; 
        bar(T, errors); 
        title('Error'), xlabel('Temperature (K)'), ylabel('Measured 
Data - NIST Values'); 
         
    else 
        scatter(seebeck(:,1)+273, seebeck(:,2)); 
        xlabel('Temperature (K)') 
        ylabel('Seebeck (microV/K)') 
        title('Seebeck Results') 
    end 
     
     
     
    if saveData == true 
        saveCurrentFigure(fig, folderPath) 
        cd(origFolder); 
    end 
end 
end 
  
% This is a nested fuction of analyzeSeebeckData  
function saveCurrentFigure(figObject, path) 
title = get(figObject, 'Name'); 
  
savefig(title); 
saveas(figObject, title, 'pdf'); 
  
figFileNameExt = horzcat(title, '.fig'); 
picFileNameExt = horzcat(title, '.pdf'); 
end 
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