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Abstract
The past one and a half decades have seen great strides in the ﬁeld of commercially available distributed computing implementa-
tions. The two most popular architectures in the modern world are Peer-to-Peer Systems and Cloud Systems. Peer-to-Peer Systems
(P2P) have become very popular in recent times, mainly being used to facilitate ﬁle sharing among disparate systems. Another
recent trend in modern computing has been the wide scale utilization of Cloud Computing architectures. These systems are used to
allow multiple systems to pool their resources and allow other tertiary systems to use these shared resources in bulk for tasks such
as data storage, complex calculations, and ﬁle sharing. This entails the conceptual outsourcing of various data processing tasks
to an external cloud system. Given the two nearly independent functionalities of P2P and Cloud architectures, it is interesting to
consider the possibility of fusing these two concepts and researching the applications of the resultant amalgamation.
In this research paper, we discuss the theory and application of Cloud Based Peer-to-Peer Systems and their potential application
in multimedia streaming services. While the value of P2P Systems and Cloud Computing Systems have been extolled individually,
the hybrid of both concepts shows great promise. In this paper we provide an introduction to Cloud Computing Systems, P2P
Systems, and the advantages as well as the limitations of both conﬁgurations. We then describe the concept of a Cloud-Based P2P
System, its basic architecture, and its possible implementations. We also describe the possible application of a Cloud-Based P2P
System as a platform for a multimedia streaming service. A proposed algorithm to facilitate streaming in such an application is
also described, along with a proposed system model and its advantages.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of Third International Conference on Recent Trends in Computing
(ICRTC 2015).
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1. Introduction
Cloud Computing involves joining a large number of remote systems connected over a network and utilizing
their hardware and software resources to share tasks and data over the internet. These combined system resources
are shared by multiple users and allocated according to the demand of each individual cloud client. Such a service
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allows the client to outsource their hardware and software needs to cloud service providers. This thereby allows them
to avoid hefty upfront infrastructure costs. The diﬀerent types of cloud computing deployment models1 include:
• Private: Private clouds are set up for use by a single organization. They are either managed internally or by
third-party service providers, and hosted internally or externally. Such a model provides the organization with
an increased level of security and privacy, if implemented properly.
Setting up a private cloud requires a considerable amount of eﬀort to make sure that any security issues or
vulnerabilities that arise during setup are resolved. However, the end product provides the organization with
much more control over their network and resources.
• Public: In Public clouds, cloud services are oﬀered to the general public over large networks, such as the
Internet. So each client has access to the same infrastructure and services, providing a uniformity of access for
all users. Common examples of Public cloud service include Google Drive and iCloud.
Public clouds require a very large number of servers to be connected to form the cloud in order to be useful for
the targeted wide user base. As a result, a properly constructed Public cloud ensures reliability due to the vast
number of interconnected systems and networks involved. This provides a very high fault tolerance, since there
is always a backup system ready to take over for a failed system. This also provides an ideal scalability factor,
allowing resources to be allocated as and when required to clients with variable priority. If the Public cloud is
accessed through the internet, it can provide location independence to their users as well.
• Hybrid: Hybrid clouds utilize a combination of Private and Public models to provide services to the same
organization. The logic behind this is that services which do not require high levels of security can be managed
using Public cloud methodology, while all secure operations and resources can be utilized with Private cloud
methodology. This is done because Public cloud services are much more cost eﬃcient than Private cloud
services, since we do not have to take security and privacy constraints into consideration to such a large extent.
Fig. 1. Diﬀerent categories of Cloud models
Despite advantages such as decreased cost, location independence, and device independence, there is still some spec-
ulation regarding the security of cloud based systems (particularly Public clouds), due to the remote nature of data
storage.
Peer-to-peer (P2P) Computing also facilitates the sharing of tasks and data between interconnected systems
(peers). However, unlike Cloud Computing, peers are all hierarchically equal and they must all perform the same
tasks (albeit at diﬀerent instances). For example, in a P2P ﬁle sharing protocol, such as BitTorrent, peers both provide
and use resources (i.e. share ﬁles and obtain ﬁles, sometimes simultaneously)2. This is fundamentally diﬀerent from
both cloud and client-server models, where only certain systems provide services. We can better deﬁne P2P systems
as distributed systems which satisfy the following properties3 :
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• High Degree of Decentralization: Each peer performs the same services, i.e., they act as both server and client
to each other. Hitherto, all the system resources such as bandwidth, storage, and processing power are provided
jointly by all the participating peers.
• Self-Organization : Nodes can be easily inserted into the system. This means that little or no conﬁguration or
setup is required to add peers to the system, or maintain them.
• Multiple Administrative Domains: There is no single entity or organization which controls all the peers in the
network. Usually each peer is owned by a separate individual who connects to the network voluntarily to take
advantage of its services.
• Low Initial Investment: Since P2P systems are mainly composed of the hardware resources of individual peers,
which are supplied by the peers themselves, there is very little need for initial investment before deploying a
P2P network.
• Organic Growth: Available resources are dependent almost entirely on the external peers which connect to the
network. Therefore, P2P systems have the potential to grow almost limitlessly, without the need of any large
hardware upgrade, as would normally be required for the expansion of a standard client-server type system.
• High Fault Tolerance: Since a P2P system is highly decentralized and all peers are equal hierarchically, fault
tolerance should be comparatively very high. No peer has a higher importance than any other peer, so at the
occurrence of a system failure, there would be many systems ready to take its place.
• Abundance and Diversity of Resources: A large number of diverse systems can be connected together as peers
in a P2P system. Therefore, a good P2P system supplies a large variety of diﬀerent and powerful resources to
any single peer at a fraction of what it would cost to obtain those components individually.
These are a few general characteristics and advantages of a good P2P system. Researchers use P2P systems to share
large amounts of data, such as software and updates, easily and quickly. Distributed data processing can also be facil-
itated using P2P systems.
However there are still concerns regarding the security of P2P systems, manageability of exceedingly large and de-
centralized P2P systems, as well as the use of P2P systems to enable illegal distribution of media.
Cloud-Based Peer-to-Peer Systems : Having seen the merits of both Cloud systems and P2P systems individually,
we can now look at the reasons to combine the two. One of the chief disadvantages of Cloud systems is the central-
ization of a particular service. If the cloud server were to fail, the system would fail, therefore making the system less
fault tolerant. The obvious solution is to provide backup cloud servers to take over in case of a system failure. The
backup systems should be equivalent, so that it can successfully undertake the tasks of the erroneous component. As
we can see, a P2P system architecture is ideal in this case, as peers have equal hierarchical status.
A Cloud Based P2P System also provides a greater level of scalability. In order to upgrade a cloud system, we would
have to make a large investment. However, with a P2P arrangement, the system can be improved by adding peers,
since the processing power and resources of a P2P system are determined by the peers comprising the system.
Therefore, while a traditional centralized Cloud system certainly has its merits, for making a Cloud service available
to a larger, more widespread audience, a Cloud Based Peer-to-Peer System is ideal. This architecture would provide
an eﬃcient method of access for a large as well as geographically diverse user base.
2. Related Work
Babaglou, Marzolla, and Tamburini4 show us the beneﬁts of utilizing a Cloud-Based P2P System instead of other
system models. However, there is no reason to implement such a complicated system unless there is a deﬁnite and
tangible application. Streaming of high quality audio and video has always been a challenge due to storage and
bandwidth constraints. We can see that the use of a Cloud-Based P2P System is ideally suited for this situation.
CLive5 is one of the applications which attempts to use the advantages of Cloud-Based P2P Systems to provide a video
streaming service with high QoS. Another existing application is the Novasky6 service which has been deployed in
Tsinghua University. Novasky provides bit rates of 1-2 Mbps while managing over 1000 high quality video streams.
This gave us the idea of determining an algorithm to ﬁnd the nearest peer which is capable of streaming the desired
content, thereby decreasing latency even further.
While research has been done on various other system models and architectures7, we have devised a model that we
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believe should ideally suit the needs of the client while ensuring system manageability. Such a system model can
be utilized by both small scale and very large scale users, as the system allows the interconnection between both
types of systems. The utility of a Cloud-Based P2P System was demonstrated by Ke Xu et al. 8, with the virtues of
decentralization being clearly described. The next step in this application’s development would involve accessing
the Cloud-Based P2P System via a mobile device, such as a smartphone. This has been analyzed thoroughly in the
development of StreamSmart9.
3. System Model
The essence of the proposed system model consists of a network of interconnected cloud systems. These individ-
ually owned autonomous cloud systems are completely self suﬃcient and capable of providing cloud services to their
respective clientele without the aid of other nodes in the network. However, each cloud system joins the network to
take advantage of the shared resources of the entire system. Naturally, this is accomplished by giving each of these
cloud systems a hierarchically equal level and equal access to all other connected nodes. This, by deﬁnition, is a
description of a P2P System. Therefore, by fusing the architectures of cloud based and P2P systems, we establish a
very powerful and resource rich hybrid architecture in the form of a Cloud-Based P2P System4.
Each node provides and shares certain resources to the system as a whole. These shared resources include processing
elements, primary and/or secondary storage, and connectivity. The entire aim of forming this interconnected system is
to share these resources. To do this, there needs to be two types of communication these are node-to-node communi-
cation and user-to-node communication, (i.e., an interface between a client and an individual cloud system, by which
the user may provide input and receive output). This would be facilitated by installing a software daemon on each
node. This mandatory software daemon is split into two sections, one for the inter-node communication, and one to
provide a suitable user interface. The daemon also eﬃciently manages network churn (the sudden arrival or departure
of peers) and maintains a minimum level of cohesion among the diﬀerent nodes.
To allow the Cloud-Based P2P System to share resources in an ideal manner, the system resources can be divided
and assigned to tasks according to the hardware requirements of each individual task. A user makes a request for a
certain operation or task to be performed. The system checks whether it has enough unallocated resources to execute
the impending operation. If the available resources are suﬃcient, then a partition or slice is allocated to the task and
the operation is carried out. If enough system resources are not available, then the client node is made to wait until
resources are freed.
The system slices allocated to individual tasks are dynamic in nature and can be varied based on user input. Supposing
a user wants to decide how much of the system resources are allocated for their task, they can shrink or augment their
allocated slice, provided their changes do not aﬀect the slices of other tasks.
Since we have stipulated that each node is an autonomous cloud system, it is apparent that there cannot be any set
guarantee of Quality of Service. Results may vary due to system churn and node failure. However the Cloud-Based
P2P System ensures that there is a good level of cohesion among the diﬀerent slices. This means that even in the
event of multiple node failures, the surviving nodes can still take over the load of the failed systems. Simply put, if
we consider the Cloud-Based P2P System to be an actual cloud, even if a few droplets join or fall away, the cloud still
maintains its overall shape.
3.1. Advantages of Proposed System Model
3.1.1. Fault Tolerance
The system model described above has a high resilience to errors and system failures. Such a high level of fault
tolerance is required in order to accommodate the autonomous nature of each respective node. This means that each
node is not expected to be reliable, i.e., they may connect and disconnect from the network at will. Accordingly, once
a slice of the entire Cloud-Based P2P Network is allocated for a particular task, there has to be a set of backup systems
available to take over in case a particular node within that slice disconnects from the network. Hitherto, fault tolerance
is not only ensured, it is required to maintain the integrity of the network10.
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3.1.2. Scalability
Scalability in a cloud network is always an obstacle, since the hardware required to successfully upgrade a highly
centralized cloud is very expensive. Thus the incorporation of Peer-to-Peer methodology is an optimal solution to this
limitation. By allowing already pre-existing clouds to connect together and pool their resources, we cut the cost of
upgrading drastically, and still maintain independence from other cloud systems11.
3.1.3. Resource Allocation
In any distributed system, eﬃcient resource allocation methods are a key factor. In our Cloud-Based P2P System
model, successful resource allocation manifests itself in the form of the allocation of slices. Depending on the level
of processing power and memory required for a particular task, a node may request an appropriate slice of the entire
system’s resources. The system then determines whether the desired task can be accomplished using available re-
sources. If the available resources are suﬃcient, an adequate slice of system resources are deployed for the task, and
the operation is carried out. If not, the task is made to wait until enough resources are available11.
4. Application in Multimedia Streaming
There are multiple uses for Cloud-Based P2P Systems, such as wide area cloud storage services12, and various
gaming applications13. We have chosen to explore the possible applications of Cloud-Based P2P System in streaming
services.
P2P streaming services have been emerging as of late, but have faced a setback when confronted with the bottleneck
that arises due to bandwidth restrictions. These restrictions can greatly hamper the Quality of Service (QoS), especially
when dealing with high ﬁdelity data such as HD video or lossless audio recordings5. Using a cloud service, we can
overcome this by allowing the cloud to assist the P2P system. This means we can maintain a certain threshold level
of QoS.
In such an approach, temporary cloud resources (helpers) are supplied as required to the system. This increases the
amount of available bandwidth and thereby improves the chances of receiving the requested multimedia on time. This
constitutes the basic principle of a hybrid Cloud-Based P2P System.
5. Prototype Design
One of the main reasons for using an Cloud-Based P2P system is to provide access to local nodes (in this case, the
nearest Cloud server). So the client should be able to search for his/her desired content and stream it from the nearest
node with the highest available bandwidth so as to obtain best QoS.
Therefore, we have to develop a method of connection establishment and eﬃcient streaming to provide the fastest
possible data transfer rates for smooth streaming.We have formulated a general process to provide a viable streaming
service. It is described below.
1. Establish a connection from the client device to the nearest node, i.e., cloud server. This nearest node is referred
to as the ”Primary Node”
2. Specify the desired content to be streamed
3. The Primary Node determines the shortest path (among the various possible paths) to a node containing the
desired content. Here, shortest path is determined by two parameters, bandwidth and distance to the host node.
These parameters are judged by measuring Round-Trip Time (RTT). The Primary Node uses a process involving
Dijkstra’s Algorithm14 to compare the RTTs of diﬀerent paths and determine the ideal path
4. Content is streamed to the client device from the host node via the Primary Node.
5. Connection is terminated
The following algorithm shows the method by which the Primary Node ﬁnds the shortest path to a node containing
the requested ﬁle. It involves the use of Dijkstra’s Algorithm. However, we must keep in mind that Dijkstra’s Algo-
rithm is only used when a node is added or removed from the network. Otherwise, each node stores a list containing
the shortest path to every other node. The algorithm is described below.
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Algorithm 1 : Multimedia Streaming on a Cloud based P2P System using Dijkstra’s Algorithm
// To stream multimedia ﬁle from the nearest node on the // P2P network
Given a list of nodes N : n1, n2, ...nn in a P2P network, a list of multimedia ﬁles Vi and empty list Di, Ei corre-
sponding to node ni;
if a node is added or removed from the network then
for all n ∈ N do
Find paths between node n and its neighbouring
nodes;
end for
for all n ∈ N do
Find shortest path between node n and rest of the
nodes on the P2P network using Dijkstra’s
Algorithm and update the list Di;
end for
end if
if a node ni wants to stream a particular multimedia ﬁle v then
node ni sends a broadcast message to all other nodes
to check if the node has the multimedia ﬁle in its
cloud storage;
for all n ∈ N − ni do
if v ∈ Vn then
node n sends acknowledgement to node ni
node ni adds node n to its list Ei
end if
end for
Using lists Di and Ei, ﬁnd the node in list Ei with
the shortest path say node p;
Stream multimedia ﬁle from node p;
end if
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As shown in the algorithm, determination of an optimal path depends entirely on the use of Dijkstra’s Shortest Path
Algorithm. Therefore it is important to understand its working.
5.1. Dijkstra’s Algorithm
For a given graph, Dijkstra’s algorithm ﬁnds the path with lowest cost (i.e. least RTT) between a source node and
every other node. Using this algorithm, we can ﬁnd the lowest cost between each and every node.
5.1.1. Principle of Dijkstra’s Algorithm
Consider a network G = (V, E,w) having non-negative weights and V = (v1, v2, ....., vn). Then the minimum
G(vi,v j) ∈ E will satisfy the following function(assuming c1 is the source node):
c1 = 0 (1)
c j = min(c j, ci + wi j) (2)
where c j is the cost of node v j
5.1.2. Asymptotic Analysis
By storing the vertices of a set Q in a linked list or array, we can easily extract minimum from Q by linear searching
using Dijkstra’s algorithm. From this implementation, the running time is O(|E| + |V |2) = O(|V |2) .
In cases where the graphs have much less than O(|V |2) edges, for example, in the case of sparse graphs, we can
implement Dijsktra’s algorithm much more eﬃciently by storing the graph in the form of an adjacency list. We can
use self-balancing binary search trees, binary heaps, pairing heaps, or Fibonacci heaps as priority queues are used
to facilitate the extraction of the minimum in an eﬃcient manner. The running time of Dijkstra’s Algorithm with a
self-balancing binary search tree or a binary heap is Θ((|E|+ |V |) log |V |) in its worst case (also Ø(|E| log |V |), assuming
the graph is connected). The use of a Fibonacci heap (Fig. 2) improves this to O(|E| + |V | log |V |).
5.1.3. Graphical Analysis
Fig. 2. Best Case : Fibonacci Heaps
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6. Conclusion
In this paper we have described Cloud Systems, P2P Systems, and their diﬀerent advantages, disadvantages, and
classiﬁcations. Keeping this information in mind, we introduced the hybrid model of a Cloud-Based P2P System and
its improvements on the other two systems.
We further developed the idea of an implementation of the Cloud-Based P2P System for a multimedia streaming
application. This involved creating an algorithm for communication between the client and nodes, and also between
diﬀerent nodes, while providing the fastest streaming service with highest QoS. The proposed algorithm involved the
use of Dijkstra’s Algorithm which we described in detail using asymptotic and graphical analysis.
Further endeavours will include improvement on the existing algorithm, as well as the addition of a method to gov-
ern fault tolerance (while the system is resilient to faults, an algorithm is required to determine the redistribution of
system resources in a slice after a single node fails). Another possible improvement involves the addition of dynamic
relocation of data based on demand. This would entail the transfer of ﬁles which are in high demand by the clients
of a particular node, being transferred to that node for faster access. An algorithm would be required to determine at
what threshold value of demand such a transfer would take place. Full implementation would require testing on large
scale systems, in order to verify the application’s viability in a mass market.
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