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Resumo
Esta dissertação apresenta um estudo sobre grupos finitos admitindo um grupo de Frobenius
como grupo de automorfismos. Apresentamos as demonstrações de resultados inspirados
nos problemas 17.72 e 18.67, propostos no The Kourovka Notebook, que tratam sobre a
limitação da classe de nilpotência e do expoente de um grupo G, respectivamente. Além
disso, apresentamos resultados importantes para Teoria de anéis de Lie, por exemplo, o
Teorema de Higman-Kreknin-Krostrikin.
Palavras-Chave: Gupos de Frobenius, Anéis de Lie e Automorfismo.

Abstract
This dissertation presents a study about finite groups admitting a group of Frobenius as its
group of automorphisms with emphasis on questions about nilpotency and group exponent.
We present the solutions of results inspired by problems 17.72 and 18.67, proposed in ‘The
Kourovka Notebook’ these problems deals with limitations for nilpotency class and the
exponent of a group G, respectively. Moreover, we study important results from Lie Ring
Theory for instance the theorem of Higman-Kreknin-Krostrikin whose proof is found in this
work.
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Introdução
Sejam G um grupo e ϕ um automorfismo de G, definimos o conjunto dos pontos fixos de G
como o CG(ϕ) = {g ∈ G | gϕ = g} e dizemos que ϕ é um automorfismo regular ou ϕ é livre
de pontos fixos se CG(ϕ) = {1}. Os resultados sobre automorfismos livres de pontos fixos
são importantes na Teoria de Grupos. Um dos primeiros resultados com automorfismos livres
de pontos fixos é dado por Burnside por volta de 1902 e encontra-se em Theory of Groups
of Finite Order [2], ele demonstra que se um grupo finito G admite um automorfismo ϕ de
ordem 2 e livre de pontos fixos, então G é um grupo abeliano de ordem ímpar. Posteriormente,
Neumann [22] provou que se G é um grupo que admite um automorfismo ϕ livre de pontos
fixos de ordem 3 então G é necessariamente nilpotente.
Outro resultado que merece destaque é o apresentado por Higman [11] em 1957, ele
mostrou que um grupo nilpotente com um automorfismo livre de pontos fixos de ordem prima
p tem classe de nilpotência limitada por uma função h(p), essa função depende apenas de
p. Em 1959 Thompson [9, Teorema 10.2.1] provou que um grupo finito com automorfismo
livre de pontos fixos de ordem prima é necessariamente nilpotente. Esses resultados juntos
mostram que um grupo finito com automorfismo livre de pontos fixos de ordem p é nilpotente
e sua classe é limitada em função apenas de p. Muitos resultados mostram a influência dos
centralizadores de automorfismos, principalmente quando a ordem do grupo de automorfismo
e a ordem do grupo são coprimas como o resultado provado por Khukhro e Shumyatsky
[15]: Sejam p um primo, e um inteiro positivo e A um p-grupo abeliano elementar de ordem
p2 agindo sobre um p′-grupo finito G, assuma que o expoente do CG(a) divide e para todo
a ∈ A\{1}. Então, o expoente de G é limitado por uma função dependendo somente de e
e p. Nesse contexto é natural esperar que a estrutura do grupo G esteja relacionada com a
estrutura dos CG(a), pois se A é um grupo abeliano não-cíclico e a ordem de A é coprima
com a ordem de G então G = ⟨CG(a) | a ∈ A\{1}⟩.
Uma maneira de resolver problemas de grupos consiste em transcrever o problema para
um anel de Lie associado, essa técnica cresceu no século passado com a solução positiva
do Problema Restrito de Burnside dado por Efim Zelmanov em 1989. A investigação de
problemas de grupos com enfoque em Nilpotência e Solubilidade trouxeram descobertas
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de resultados importantes para teoria de anéis de Lie e desenvolveram novas técnicas para
resolver problemas de grupos. Entre os resultados mais conhecidos destaca-se o teorema de
Higman-Kreknin-Krostrikin [12] que afirma que se um anel de Lie A admite um automorfismo
regular ϕ de ordem prima p, então ele é nilpotente de classe que depende apenas de p.
Motivados por problemas propostos no The Kourovka Notebook [21] desejamos apresentar
a solução de alguns problemas que envolvem Nilpotência e Expoente de um grupo finito G
admitindo um grupo de Frobenius como grupo de automorfismo. Um grupo G é dito grupo
de Frobenius se G pode ser escrito como o produto semidireto dos subgrupos F e H com
os mesmos sendo núcleo e complemento, respectivamente, tais que CF(h) = 1 para todo
h ∈ H \{1} e um grupo G é chamado 2-Frobenius grupo se possui um subgrupo normal H
que é subgrupo de Frobenius com núcleo A tal que G⧸A é de Frobenius com núcleo H⧸A.
Os grupos de Frobenius e 2-Frobenius aparecem naturalmente no estudo de Grafos de
Gruenberg-Kegel (Grafos Primo): O espectro de um grupo finito G é o conjunto ω(G) das
ordens dos elementos de G. O subconjunto de números primos é chamado de espectro primo
de G e denotado por π(G). O espectro ω(G) define o Grafos de Gruenberg-Kegel Γ(G) de
G cujos vértices são os elementos de π(G) no qual dois vertices r e s são adjacentes se, e
somente se, rs ∈ω(G). O Teorema de Gruenberg-Kegel [20] diz que G é solúvel com Grafos
de Gruenberg-Kegel desconexo se e somente se G é um grupo de Frobenius ou 2-Frobenius.
Destacamos a seguir dois problemas encontrados no The Kourovka Notebook [21].
Problema 17.72: Seja FH um grupo de Frobenius com núcleo F e complemento H.
Suponha que FH age em um grupo finito G de modo que GF é um grupo de Frobenius de
núcleo G e complemento F .
1. Será que a classe de nilpotência de G é limitada em termos |H| e da classe de nilpotência
do CG(H)?
2. Será que o expoente de G é limitada em termos da |H| e do expoente do CG(H)?
Problema 18.67: Suponha que um grupo finito G admita um grupo de Frobenius auto-
morfismo de FH com núcleo F e complemento H tal que CG(F) = 1. O expoente de G é
limitado em termos da |F | e do expoente CG(H)?
Note que no Problema 17.72 o grupo GFH é um grupo 2-Frobenius. E no Problema
18.67 o grupo GFH não é 2-Frobenius, mas G admite um grupo de Frobenius como grupo
de automorfismo.
O primeiro item do Problema 17.72 tem solução positiva, demonstrado por N. Yu.
Makarenko e P. Shumyatsky no artigo Frobenius Groups As Groups of Automorphisms [19].
O item 2 encontram-se sem resposta. Outros problemas sobre grupos 2-Frobenius e sobre
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grupos finitos com grupo de Frobenius como grupo de automorfismo podem ser encontrados
no The Kourovka Notebook.
Neste trabalho apresentamos a demonstração do item 1 do Problema 17.72 e soluções
parciais do item 2 do Problema 17.72 e do Problema 18.67.
No primeiro capítulo apresentamos resultados clássicos da Teoria de Grupos e Módulos.
Alguns dos resultados apresentados são bem conhecidos e por isso omitiremos as demonstra-
ções. Apresentamos ainda, uma seção destinada a propriedades e conceitos dos p-grupos
Powerful.
O segundo capítulo é destinado ao estudo de grupos de Frobenius e 2-Frobenius. Apre-
sentando resultados básicos sobre tais grupos e finalizamos o capítulo apresentando alguns
resultados sobre grupos de Frobenius FH agindo como o grupo dos automorfismos sobre um
grupo finito G.
O terceiro capítulo é destinado ao estudo de Anéis de Lie e anéis de Lie associados com
ênfase na construção das Álgebras de Lie (ou anel de Lie) e resultados clássicos como o
Teorema de Higman, Kreknin e Krostrikin demonstrado no final da seção. Apresentamos
uma seção para falar sobre Álgebra de Jenning-Lazard popularizada por Enfim Zelmanov em
1989 para solucionar o Problema Restrito de Burnside.
No quarto capítulo apresentamos a demonstração dada por N. Yu. Makarenko e P.
Shumyatsky no artigo Frobenius Groups As Groups of Automorphisms [19] para o item 1. do
Problema 17.72 e os principais resultados do artigo.
Por fim, o quinto capítulo apresenta as demonstrações dos principais resultados dos
artigos publicados por E.I Khukhro, N. Yu. Makarenko e P Shumyatsky Frobenius groups
of automorphisms and their fixed points [14] e P. Shumyatsky [25], referentes ao item 2
do Problema 17.72 e ao Problema 18.67. Neles foram estudados os casos onde um grupo
de Frobenius com núcleo cíclico ou o grupo de Frobenius FH ∼= A4 agem como grupo de




1.1 Teoria de Grupos
Os resultados sobre teoria de grupos deste trabalho baseiam-se principalmente nos livros A
Course in the Theory of Groups [23] e Finite Groups [9].
Seja G um grupo e a um elemento de G, o CG(a) é o subconjunto dos elementos de G
que comutam com a;
CG(a) = {x ∈ G | ax = xa}. (1.1)
Para cada elemento a de um grupo G o centralizador de a em G é um subgrupo de G.
Seja H um subgrupo de G o Centralizador de H em G, é o subgrupo:
CG(H) = {x ∈ G | yx = xy,∀y ∈ H} (1.2)
De modo semelhante, definimos o conjuntos dos pontos fixos de um automorfismo φ
de G por CG(φ) = {x ∈ G | xφ = x}. O automorfismo φ é dito regular se CG(φ) = {x ∈ G |
xφ = x}= 1.
Definição 1.1.1. O subgrupo Frattini de G, denotado por Φ(G) é a interseção de todos
subgrupos maximais de G.
Seja π um conjunto não vazio de primos, chamamos de π ′ o conjunto P\π , com P sendo
o conjunto dos números primos.
Definição 1.1.2. Seja m ∈ N, m é dito um π-número se para todo p tal que p|m tivermos
p ∈ π .
Definição 1.1.3. H ≤ G é dito π-subgrupo de G se |H| é um π-número.
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Definição 1.1.4. Um subgrupo H de G é dito π-subgrupo de Hall, se H é um π-subgrupo tal
que [G : H] é um π ′-número.
Para um grupo arbitrário G, define-se o expoente de G como o menor número natural m
tal que gm = 1, para todo g ∈ G.
Seja G um grupo, o comutador de dois elementos x e y de G é dado por [x,y] = x−1y−1xy,
além disso dizemos que x e y comutam se, e somente se, [x,y] = 1.
Podemos definir o comutador de s elementos do grupo G de forma indutiva da seguinte
maneira: [x] = x, o comutador de x1, · · · ,xs é definido por [x1, ...,xs] = [[x1, ...,xs−1],xs].
Seja X um conjunto. Definimos por recorrência o peso de um comutador em X . Definimos
comutador de peso 1 como os elementos de X , se x1 e x2 são comutadores de peso s1 e
s2, respectivamente, então [x1,x2] é um comutador de peso s1 + s2 em X . E o comutador
[x1, ...,xs] = [[x1, ...,xs−1],xs], onde cada entrada é um comutador de peso 1, chamado de
comutador simples de peso s.
Indicamos por subgrupo comutador de A e B ou A com B e denotamos por [A,B], onde A
e B são subconjuntos de G, o subgrupo:
[A,B] = ⟨[a,b] | a ∈ A e b ∈ B⟩
É claro que de forma análoga podemos definir o comutador de s elementos. Dados
X1, ...,Xs subconjuntos de G, definimos [X1, ...,Xs] como o subgrupo de G gerado por todos
comutadores da forma [x1, ...,xs], onde xi ∈ X .
Teorema 1.1.5. Seja G um grupo e considere x, y e z elementos de G. Então valem as
seguintes propriedades:
1. [x,y] = x−1y−1xy
2. [y,x] = [x,y]−1
3. [xy,z] = [x,z]y[y,z] = [x,z,y][y,z]
4. [x,yz] = [x,z]y = [x,z][x,y][x,y,z]
5. [x,y−1,z]y[y,z−1,x]z[z,x−1,y]x = 1 (Identidade de Hall-Witt)
6. yx = xy[y,x]
Teorema 1.1.6. Sejam G um grupo e L,K e H subgrupos de G. Então:
1. [H,K] = [K,H];
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2. H ≤ NG(K) se, e somente se, [H,K]≤ K;
3. H ≤CG(K) se, e somente se, [H,K] = 1;





5. Se H,K e L são subgrupos normais de G, então [HK,L] = [H,L][K,L]
Um resultado bastante conhecido e útil é o lema dos três subgrupos, usaremos esse
resultado em algumas das demonstrações apresentadas nesse trabalho.
Lema 1.1.7 (Lema dos Três Subgrupos). Sejam G um grupo, H,J e K subgrupos de G e
HunlhdG tal que [K,H,J], [J,K,H]≤ N. Então [H,J,K]≤ N.
1.2 Grupos Nilpotentes e Solúveis
Duas classes de grupos bastante importante para a teoria de grupo, bem como para este
trabalho são os grupos nilpotentes ou solúveis.
Definição 1.2.1. Definimos a série central de um grupo G como:
1 = G0 ≤ G1 ≤ .....≤ Gn = G
onde cada quociente Gi⧸Gi−1 está contido no centro de
G⧸Gi−1, para 0≤ i≤ n.
Definição 1.2.2. Os membros da série central inferior de um grupo G são definidos indutiva-
mente como segue:
γ1(G) =G
γ2(G) =[γ1(G),G] = [G,G] = G′
...
γi+1(G) =[γi(G),G]
Teorema 1.2.3. Seja G um grupo então [γi(G),γ j(G)]≤ γi+ j(G) para todo i e j ∈ N, onde
γi(G) é o i-ésimo termo da série central inferior.
Se G possui uma série como na definiçâo 1.2.2 tal que γn(G) = 1 então G é Nilpotente.
Teorema 1.2.4. Seja G um grupo e N um subgrupo normal de G. Então [γk(N),G] ≤
[N,γk(G)], para todo k ≥ 1
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Teorema 1.2.5. Seja G um grupo e N um subgrupo normal de G. Então γk(G⧸N) =
γk(G)N⧸N, para todo k ≥ 1.
Teorema 1.2.6. Se G é nilpotente então:
1. Se NG então G⧸N é nilpotente.
2. Se H ≤ G, então H é nilpotente.
Teorema 1.2.7. Se G é um p-grupo finito então G é nilpotente.
Definição 1.2.8. Definimos classe de nilpotência como o menor inteiro n tal que γn(G) = 1,
denotaremos por cl(G).
Teorema 1.2.9. Seja G grupo finito. São equivalentes:
1. G é nilpotente;
2. H < NG(H), para todo H < G;
3. Todo subgrupo maximal de G é normal;
4. Todo subgrupo de Sylow de G é normal (Portanto Único);
5. G é o produto direto de seus subgrupos de Sylow (G∼= P1×P2× ...×Pt);
6. Dado um n divisor de |G|, existe algum HG tal que |H|= n;
7. Dados a e b ∈ G, com mdc(o(a),o(b)) = 1, tem-se ab = ba;
8. Para todo NG tem-se que Z(G⧸N) não é trivial.
Definição 1.2.10. Um grupo G diz-se solúvel se contém uma cadeia de subgrupos:
1 = G0 ≤ G1 ≤ ...≤ Gn = G
tal que Gi+1 ▷ Gi e Gi+1⧸Gi é abeliano para 1≤ i≤ n.
Definição 1.2.11. Podemos definir a série derivada de G indutivamente como segue:
G(0) =G;
G(1) =[G,G] = G′;
...
G(i) =[G(i−1),G(i−1)].
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Lema 1.2.12. G é solúvel se, e somente se, existe m≥ 0 tal que G(m) = 1.
Definição 1.2.13. Indicamos por dl(G) o comprimento derivado de G, ou seja, o menor m
tal que a série derivada é 1.




δn+1(x1, · · · ,x2n+1) = [δn(x1, · · · ,x2n),δn(x2n+1, · · · ,x2n+1)].
Teorema 1.2.15. Seja G um grupo solúvel então:
1. Se H ≤ G, então H é solúvel;
2. Se NG então G⧸N é solúvel.
Teorema 1.2.16. Sejam NG e se ambos N e G⧸N são solúveis. Então G é solúvel.
Teorema 1.2.17. Se G é nilpotente então G é solúvel.
Teorema 1.2.18. (Burnside-1904) Seja G um grupo finito e p e q números primos. Se
|G|= paqb então G é solúvel.
Teorema 1.2.19. (Feit-Thompson-1963) [8] Se |G| é ímpar então G é solúvel.
1.2.1 Grupos e Automorfismos
Sejam G um grupo e H um subconjunto de Aut(G). Dizemos que um subconjunto X de G é
H-invariante se tivermos Xh ⊆ X , para todo h ∈ H, onde Xh é a imagem do subconjunto X
pelo automorfismo h.
Teorema 1.2.20. [9, Teorema 10.1.4] Se ρ é um automorfismo livre de pontos fixos de G,
tal que |ρ|= 2, então G é abeliano e xρ = x−1 para todo x ∈ G.
Proposição 1.2.21. [9, Teorema 2.1.1] Seja A um subgrupo de Aut(G) e seja H um subgrupo
A-invariante de G. Então:
1. NG(H) e CG(H) são A-invariante;
2. Para cada φ ∈ A, a restrição φ |H de φ a H é um automorfismo de H e a aplicação
φ 7→ φ |H é um homomorfismo de A em Aut(H);
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3. Se N é normal em G e φ ∈ A a aplicação φ∗ : G⧸N 7→ G⧸N definida por (Hx)φ∗ =
H(xφ) para todo x ∈G é um automorfismo e a aplicação φ 7→ φ∗ é um homomorfismo
de A em Aut(G⧸N).
Teorema 1.2.22. [9, Teorema 6.2.2] Seja A um π ′-subgrupo dos automorfismos de um
π-grupo G e suponha que G ou A são solúveis. Então para cada primo p ∈ π , temos:
1. A deixa invariante algum p-Sylow de G;
2. Dois p-Sylow A-invariante de G são conjugados por um elemento do CG(A);
3. Qualquer p-subgrupo A-invariante de G está contido em um p-sylow A-invariante de
G:
4. Se H é qualquer subgrupo normal A-invariante de G então CG⧸H
(A) é a imagem do
CG(A) em G⧸H.
Lema 1.2.23. [9, Lema 10.5.1] Seja A um 4-grupo de automorfismo livre de pontos fixos
de G, seja φi uma involução de A e o conjunto Gi =CG(φi), 1≤ i≤ 3. Então as seguintes
condições são verdadeiras:
1. Gi é abeliano, 1≤ i≤ 3;
2. G = ⟨G1,G2,G3⟩ e se G tem ordem potência de um primo então G = G1G2G3;
3. Se Pi é o Sp-subgrupo de Gi então P = P1P2P3 é o único Sp-subgrupo A-invariante de
G;
4. Se Hi é um subgrupo de Gi então Hi ⊆ Z(NG(Hi));
5. Se um Sp-subgrupo de Gi é um Sp-subgrupo de G então G tem um p-complemento
normal;
6. Se H é um subgrupo A-invariante de G então A induz um grupo de automorfismos livre
de ponto fixo de G⧸H.
Teorema 1.2.24. [9, Teorema 5.3.16] Seja P um p-grupo abeliano elementar e seja Q um




Em particular, P é gerado pelos subgrupos CP(x) com x ∈ Q\{1}.
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1.3 Grupos Powerful
Essa seção tratará de uma família importante de p-grupos, grupos nos quais a ordem é uma
potência de primo, os p-grupos finitos powerful, baseado nos livros The Structure of Groups
of Prime Power Order [18] e P-Automorphisms of Finite P-Groups [13]. Um fato importante
que também veremos nesta seção é como encontrar um subgrupo powerful de posto limitado
contido em um p-grupo de posto finito. No estudo sobre p-grupos encontramos algumas
famílias como as de p-grupos regulares cujo seus subgrupos são ainda regulares, porém isso
não ocorre em p-grupos powerful, no final da seção daremos o exemplo.
Definição 1.3.1. Seja G um p-grupo finito. Dizemos que G é powerful se G′ = [G,G]≤ Gp,
se p é ímpar, ou se G′ ≤ G4, se p = 2.
Quando p é ímpar, G será powerful se, e somente se, Φ(G) = Gp, lembre que em geral
em um p-grupo finito vale Φ(G) = GpG′.
Definição 1.3.2. Um subgrupo N de um p-grupo finito G é dito powerful embedded em G,
onde denotamos por Np.e.G, se [N,G]≤ N p, se p é ímpar, ou [N,G]≤ N4, se p = 2.
Lema 1.3.3. Se NunlhdG tal que [N,G]≤ N p[N,G,G] então N p.e. G.
Demonstração. Tome o comutador [N,G] como o subgrupo de G, obtemos que [N,G,G]≤
[N p,G][N,G,G,G] de modo que [N,G]≤N p[N,G,G,G] e assim por diante. Como resultado,
[N,G] ≤ N p[N,G, · · · ,G︸ ︷︷ ︸
c-fatores
]para todo c ∈ N, como G é nilpotente [N,G, · · · ,G︸ ︷︷ ︸
c-fatores
] = 1, então
[N,G]≤ N p.
Teorema 1.3.4. Se M e N são subgrupos normais de G tal que [M,N,G,G] = 1, então
[Mp,N]≤ [M,N]p.
Demonstração. Aplicando a formula [ab,c] = [a,c]b[b,c] várias vezes, nos obtemos, para
quaisquer m ∈M e n ∈ N.
[mp,n] = [mp−1,n]m[m,n] = ([mp−2,n]m[m,n])m[m,n] · · ·
= (· · ·(([m,n]m[m,n])m[m,n])m · · ·)m[m,n].




Logo [mp,n] ∈ [M,N]p = 1, logo mp ∈ CG(N). Como [Mp,N] e o CG(N) são subgrupos
então [Mp,N] = 1
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Teorema 1.3.5. Se M,N p.e. G então:
1. [M,N] p.e. G;
2. Mp p.e. G;
3. MN p.e. G.
Demonstração.
1. Pelo 1.3.3 assumimos que [M,N,G,G] = 1. O lema dos três subgrupos garante
[M,N,G] ≤ [M,G,N][M, [N,G]], como por hipótese M e N são powerful embed-
ded obtemos [M,N,G] ≤ [Mp,N][M,N p], mas pelo 1.3.4 [Mp,N] ≤ [M,N]p, assim
[M,N,G]≤ [M,N]p.
2. Assuma que [Mp,G,G] = 1, pois [M, · · · ,M︸ ︷︷ ︸
p-fatores
,G,G] = 1, devemos mostrar [Mp,G] ≤
(Mp)p. Mas, por hipótese M p.e. G, ou seja, [M,G]≤Mp e [Mp,G]≤ [M,G]p≤ (Mp)p.
Logo, Mpp.e.G.
3. Como M,N e G são subgrupos normais de G, temos que:
[MN,G]≤ [M,G][N,G]≤MpN p ≤ (MN)p.
Corolário 1.3.6. Se G é powerful, então:
1. [G,G] é p.e. G;
2. Gp é p.e. G;
3. Φ(G) é p.e. G;
4. G(k) é p.e. G;
5. γk(G) é p.e. G.
Demonstração.
1. Como G é um p-grupo powerful então G p.e. G, logo pelo 1.3.5(1.) temos que
[[G,G],G]≤ [G,G,G]p.
2. Como Gp.e.G então pelo teorema 1.3.5(2.), Gpp.e.G.
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3. Sabemos que em um p-grupo finito G, o Φ(G) = G′Gp, logo pelos itens anteriores:
[Φ(G),G] =[G′Gp,G]≤ [G′,G][Gp,G]≤
[G′,G]p[Gp,G]p ≤ ([G′,G][Gp,G])p ≤
[G′Gp,G]p = [Φ(G),G]p
4. Faremos por indução, para k = 1 temos G(1) = [G,G] como G é powerful então
[G,G] ≤ Gp. Suponha que vale para k = n− 1, ou seja, [G(n−1),G] ≤ (G(n−1))p.
Provaremos que vale k = n, logo:
[G(k),G] =[[G(n−1),G(n−1)],G]≤ [[G(n−1),G],G(n−1)][G(n−1), [G,G(n−1)]]≤
[(G(n−1))p,G(n−1)][G(n−1),(G(n−1))p]≤
[G(n−1),G(n−1)]p[G(n−1),G(n−1)]p = (G(n))p
5. Por indução para k = 1 temos [γ1(G),G] = [G,G,G]≤ [γ1(G),G]p, pois por definição
γn = [γn−1(G),G]. Suponha que vale para k = n−1, ou seja, [γn−1(G),G]≤ (γn−1)p,
logo pelo item (2.):
[γn(G),G] = [[γn−1(G),G],G]≤ [(γn−1(G))p,G]≤ [γn−1(G),G]p = (γn(G))p
Seja G um p-grupo finito, vamos definir a seguinte sequência de Subgrupos:
P1(G) = G; Pi+1(G) = Pi(G)p[Pi(G),G], i≥ 1.
Observe que essa cadeia é decrescente de subgrupos normais em G e ainda é uma série
central, já que [Pi(G),G]≤ Pi+1(G), temos também que P2(G) =Φ(G). Para simplificar a
notação escrevemos Gi = Pi(G).
Se G é um p-grupo finito powerful algumas propriedades sobre essa série podem ser
verificadas.
Lema 1.3.7. Seja G um p-grupo powerful.
1. Gi p.e. G e Gi+1 = G
p
i =Φ(Gi) para cada i;
2. A aplicação x 7→ xp induz um homomorfismo de Gi⧸Gi+1 sobre Gi+1⧸Gi+2 para cada i.
Demonstração.
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1. Vamos provar por indução sobre i. Para i = 1 temos que G2 =Φ(G) =Φ(G1) e como
[G,G]≤ Gp, para qualquer primo p, segue que Φ(G) = Gp. Logo é valido o primeiro
passo de indução.
Suponha por hipótese de indução que Gi p.e. G e que Gi+1 = G
p
i =Φ(Gi). Mostrare-
mos que é válido para i+1. Como Gi+1 = G
p
i e Gi p.e. G segue pelo item (2.) do co-
rolário 1.3.6 que Gi+1 p.e. G. Pela definição da série temos que Gi+2 = G
p
i+1[Gi+1,G]
e como acabamos de mostrar Gi+1 p.e. G, segue Gi+2 ≤ Gpi+1. Mas já temos que
Gpi+1 ≤ Gi+2, dessa forma Φ(Gi+1) = Gpi+1.
2. Pelo item anterior temos que Gi p.e. G, lembrando que [Gi,Gi] ≤ [Gi,G] segue que
Gi é powerful. Observe que pela definição da série e pelo item anterior P2(Gi) =
P1(Gi)p[P1(Gi),G] = Gi+1, e da mesma forma P3(G) = Gi+2 Provaremos o caso i = 1
e substituindo G por G⧸G3, podemos assumir G3 = 1. Veja que [G,G]≤ G2 =Φ(G) e
sabemos [G2,G]≤ G3, assim G2 ≤ Z(G) e então [G,G]≤ G2 ≤ Z(G).
Com isso, temos que [[G,G],G] ≤ [Z(G),G] = 1, ou seja, γ3(G) = 1. Lembre que
dados x,y ∈ G temos:
(xy)n ≡ xnyn[y,x] n(n−1)2 (mod(γ3(G)))
Considere p um primo ímpar, então temos (xy)p = xpyp[y,x]
p(p−1)




. Como [y,x] ∈ G2, temos que ([y,x]p)
p(p−1)
2 ∈ Gp2 = G3 = 1, pelo item
anterior. Isso significa que (xy)p = xpyp. Agora, se p = 2, como G é powerful, então,
[G,G] ≤ G4 ≤ (G2)2 ≤ (Φ(G))2 = G22 = G3 = 1. Assim, (xy)2 = x2y2[y,x] = x2y2,
já que [y,x] ∈ [G,G] ≤ G3 = 1. Dessa forma, em qualquer caso temos (xy)p = xpyp.
Como Gp2 =G3 = 1 e G
p =G2, temos que x 7→ xp induz um homomorfismo sobrejetivo
de G⧸G2 sobre
G2⧸G3. A validade para i= 1, os demais raciocínio já que Gi é powerful,
para todo i.
Lema 1.3.8. Se G = ⟨a1, · · · ,ad⟩ é um p-grupo powerful, então Gp = ⟨ap1 , · · · ,apd⟩.
Demonstração. Considere o homomorfismo sobrejetivo θ : G⧸G2 −→ G2⧸G3 do lema an-
terior. Por hipótese G é gerado por {a1, · · · ,ad}, então G⧸G2 é gerado pelo conjunto
{a1G2, · · · ,adG2}. Pelo homomorfismo sobrejetivo G2⧸G3 será gerado por {θ(a1G2), · · · ,θ(adG2)},
sendo esse homomorfismo x 7−→ xp, teremos que G2 = ⟨ap1Gp2 , · · · ,apdGp2⟩G3 = ⟨ap1 , · · · ,apd⟩G3,
pois G3 = G
p
2 . Agora temos que G2 = G
p e G3 = Φ(G2). Como o subgrupo de Frattini é
composto pelos elementos não-geradores do grupo, temos que Gp = ⟨ap1 , · · · ,apd⟩.
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Denotemos por d(G) a quantidade mínima de geradores para o grupo G.
Definição 1.3.9. O posto de um grupo G é definido por:
rk(G) = sup{d(H)|H ≤ G}.
Uma característica interessantes dos p-grupos de posto finito G é a existência de um
subgrupo característico powerful de índice limitado em função do posto rk(G). Os próximos
resultados serão sobre analisar propriedades do grupo G no grupos das matrizes em especial
as matrizes GLr(Fp).
Definição 1.3.10. Sejam G um p-grupo finito e r um inteiro positivo. Definimos V (G,r)
como sendo a interseção dos núcleos de todos os homomorfismos de G em GLr(Fp).
A imagem de qualquer homomorfismo de um p-grupo G aplicado em GLr(Fp) é um
p-subgrupo de GLr(Fp) é conjugado a um subgrupo do grupo inferior uni-triangular Ur(Fp),
esse grupo é formado pelas matrizes Ai j que satisfazem ai j = 0, se j > 1, ai j = 1, se i = j,
e se i > j, ai j pode ser qualquer elemento de Fp, ou seja ,matrizes de tamanho r e entradas
em Fp satisfazendo as propriedades descritas. Dessa forma definiremos igualmente V (G,r)
sendo a interseção dos núcleos de todos os homomorfismos de G em Ur(Fp). Observe que
um elemento g de G pertence a V (G,r) se, e somente se, g age trivialmente em qualquer
representação linear de G sobre qualquer Fp-espaço vetorial de dimensão no máximo r. Para
r ∈N defina λ (r) por
2λ (r) ≤ r < 2λ (r)−1
Lema 1.3.11.
1. O grupo Ur(Fp) tem uma série, de comprimento λ (r), de subgrupos normais, com
quocientes abelianos elementares.
2. Se G é um p-grupo finito, então G⧸V (G,r) tem uma série com essas propriedades.
Demonstração.
1. A demonstração seguirá por indução sobre r. Para r = 1, temos que λ (1) = 1 e
Ur(Fp) = (Fp), assim o resultado é válido já que (Fp) é um p-grupo abeliano elementar.



















Considerando K =Ker(ϕ) pela definição temos que K = {X ∈Ur(Fp)|ϕ(X)= (A,C)=






Com isso, temos que K é um p-grupo abeliano elementar. Pelo primeiro teorema do
Isomorfismo Ur(Fp)⧸K ∼= Im(ϕ)≤Ul(Fp)×Ur−l(Fp).
Agora, pela hipótese de indução Ul(Fp) e Ur−l(Fp) possuem tais séries, então Im(ϕ)
também possui tal série. Pelo isomorfismo temos que Ur(Fp)⧸K possuem uma série
tal que seus quocientes são p-grupos abelianos elementares. Vimos que K é um p-
grupo abeliano elementar, dessa forma temos que Ur(Fp) possui uma série com essas
propriedades.
2. Seja G um p-grupo finito e por definição V (G,r) é a interseção dos núcleos de todos
os homomorfismos de G em Ur(Fp). Mas, sendo G finito, temos que essa intercessão é
constituída por uma quantidade de núcleos, ou seja, V (G,r)=∩ki=1Ni, sendo Ni = kerϕi
com ϕi : G→Ur(Fp). E pelo Primeiro Teorema do Isomorfismo G⧸Ni ∼= Im(ϕi(G)) =
Hi ≤Ur(Fp). Agora considere o homomorfismo
ψ : G→ G⧸N1×G⧸N2×·· ·×G⧸Nk
g→ (gN1, · · · ,gNk)
Observe que Ker(ψ) = {g ∈ G|(gN1, · · · ,gNk) = (1, · · · ,1)} = ∩ki=1Ni = V (G,r). E,
novamente pelo Primeiro Teorema do Isomorfismo temos que G⧸V (G,r) ∼= H1 ×
·· ·×Hk ≤Ur(Fp)×·· ·×Ur(Fp). Pelo item anterior temos que cada Ur(Fp) possui
uma série de comprimento λ (r) com cada quociente abeliano elementar, então, pelo
isomorfismo,G⧸V (G,r) também possui tal série.
1.3 Grupos Powerful 17
Proposição 1.3.12. Sejam G um p-grupo finito e r un inteiro positivo. Coloque V =V (G,r)
e sejam W =V se p > 2 ou W =V 2 se p = 2. Se NG, d(N)≤ r, e N ≤W , então N p.e.
W .
Demonstração. Vamos mostrar por indução sobre a ordem de N. Se |N|= 1, o resultado é
satisfeito. Suponha por hipótese de indução que o resultado seja válido para todo grupo de
ordem do que |N| e vejamos ser válido para a ordem de N. Primeiro vamos supor p > 2 e
nesse caso V =W . Suponha por absurdo que [N,V ]≰ N p, podemos assumir que N p = 1 e
|[N,V ]|= p. Como G é um p-grupo, então existe NG tal que [N,V ]≤M <N e |N : M|= p






r−1, já que |N : M| = p e d(N) ≤ r. Também pelo fato de [N,V ] ter ordem p, temos que
ele é cíclico, ou seja, possue aenas um gerador e isso acarreta que d(M)≤ r. Observe ainda
que M < N ≤V , ou seja, M <V . Com isso, pela hipótese de indução aplicada a M, M p.e.
V , ou seja, [M,V ]≤Mp = 1. Assim [M,N]≤ [M,V ] = 1 e isso significa que os elementos
de M comutam com os de N, ou seja, M ≤ Z(N) ≤ N. Mas sendo N⧸M um grupo cíclico
e M ≤ Z(N), temos que N é abeliano e assim é um Fp-espaço vetorial de dimensão no
máximo r. Agora, observamos que g ∈V (G,r) se, e somente se, g age trivialmente em toda
representação linear de G sobre qualquer Fp-espaço vetorial de dimensão no máximo r. Em
particular, age trivialmente em N. Então [N,V ] = 1, um absurdo já que |[N,V ]|= p. Portanto,
nesse caso, N p.e. V =W .
Considere p= 2 e, assim, W =V 2. Suponha por absurdo que N não é powerful embedded
em W . Da mesma forma, podemos assumir que N4 = 1 e |[N,W ]| = 2. Considerando
x,y ∈ N, como N ≤W então (xy)2 ≡ x2y2mod([N,W ]). Segue que (N2)2 = 1, pois elevamos
ao quadrado novamente e obtemos N4 e [N,W ]2, mas ambos são triviais. Ocorre que
[x2,y] = [x,y]2[[x,y],y]. Mas [[x,y],y] = 1, pois [[N,W ],N] < N e assim |[[N,W ],N]| = 1.
Então [x2,y] = [x,y]2 ∈ [N,N]2 ≤ [N,W ] = 1. Como [x2,y] ∈ [N2,N] segue que [N2,N] = 1,
ou seja, N2 ≤ Z(N).
Agora, observe que N⧸N2 é abeliano pois todo elemento possui ordem 2, ou seja,
N⧸N2 é
um Fp-espaço vetorial de dimensão no máximo r. Assim dim(N⧸N2) = dim(
N⧸Φ(N))≤ r,
pela hipótese. Isso, acarreta que [N,V ]≤ N2.
Consequentemente, para a ∈ N e v ∈ N, escrevemos [a,v] = b, para algum b ∈ N2 e assim
temos av = ab Mas, (av)2 = (ab)2 = a2b2[b,a]. Temos que b2 = 1, pois b ∈ N2 e (N2)2 = 1
e também [b,a] = 1, pois N2 ≤ Z(N) e assim [N2,N] = 1. Isso acarreta que [N2,V ] = 1.
Dessa forma, observe que [[N,V ],V ]≤ [N2,V ] = 1. Assim pela Fórmula de Compilação
de Hall temos [N,W ] = [N,V 2]≤ [N,V ]2[[N,V ],V ]≤ (N2)2[[N,V ],V ], pelo que foi mostrado
acima. Então [N,W ] = 1, o que é um absurdo, já que supomos |[N,W ]| = |[N,V 2]| = 2.
Portanto, N p.e. W =V 2.
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Teorema 1.3.13. Seja G um p-grupo finito de posto r. Então G possui um subgrupo powerful
característico de índice no máximo prλ (r), se p é ímpar ou 2r+rλ (r) se p = 2.
Demonstração. Considere V =V (G,r). Pelo Lema 1.3.11, G⧸V (G,r) possui uma série de
subgrupos normais com comprimento no máximo λ (r), nos quais os quocientes são abelianos
elementares. Agora G tem uma série V ≤ N1 ≤ ·· · ≤ Nl = G, com l ≤ λ (r) e Ni⧸Ni+1 é um
p-grupo abeliano elementar. Por hipótese G tem posto r, então cada um desses fatores tem
ordem no máximo pr, pois d(Ni)≤ d(G) = r. Com isso |G : V | ≤ prλ (r).
Para o caso p > 2, pela definição de V temos que ele é característico em G, logo V G.
Pela hipótese, G tem posto r, temos d(V )≤ r. Pela Proposição 1.3.12 temos que V p.e. V ,
logo V é powerful. Portanto, se p > 2, V é um subgrupo característico powerful de índice no
máximo prλ (r).
Para p = 2, observe que V 2 é característico em V , de fato, por definição V 2 = ⟨v2|v ∈V ⟩
e dado φ um automorfismo de V temos que φ(v2) = (φ(v))2 e este é um gerador em V 2, pois
φ(v) ∈V . Assim V 2 é característico em V e V é característico em G, logo V 2 é característico
em G e portanto V 2G. Também temos que d(V 2)≤ r e novamente pela Proposição 1.3.12
temos que V 2 p.e. V 2, ou seja, V 2 é powerful.
Assim temos que |G : V 2|= |G : V ||V 2 : V | ≤ 2rλ (r)2r. Portanto, nesse caso, o subgrupo
característico powerful de índice no máximo 2r+rλ (r) de G que existe é V 2.
Como mencionado no início dessa seção apresentaremos um exemplo de um p-grupo
powerful que possue um subgrupo que não é powerful. O D8(Diedral de ordem 8) não é
powerful, pois D′8 = ⟨r2⟩ e D48 = e, assim claramente D′8 ≰ D48. A ideia é construir um grupo
que irá conter uma cópia isomorfa do D8 como subgrupo próprio. Seja G = D8×C8, com
C8 sendo o cíclico de ordem 8 gerado por z e D8 = ⟨r,s|r4 = s2 = e,rs = r−1⟩, considere
o seguinte subgrupo normal em G, N = ⟨r2z4⟩. Agora considere o grupo quociente K =
D8×C8⧸N, temos que:
[K,K] = [(D8×C8)⧸N,(D8×C8)⧸N] = [G,G]N⧸N = ⟨r2N⟩= ⟨s4N⟩ ≤ K4.
Assim K é powerful, mas observe que H = ⟨rN,sN⟩ é uma cópia isomorfa a D8, com o
isomorfismo σ : D8 → H, dado por r → rN e s→ sN, como D8 não é powerful segue que H
não é powerful.
1.4 Módulos
Definição 1.4.1. Seja R um anel (não necessariamente comutativo e com unidade). Um
grupo abeliano (aditivo) M é dito um R-Módulo (à esquerda ou a direita) se R age linearmente
1.4 Módulos 19
em M, ou seja, se existe uma aplicação
R×M −→M
(r,m)−→ rm
Satisfazendo as seguintes propriedades, ∀m,m1 e m2 ∈M,∀r,r1,r2 e s ∈ R, temos:
1. 1Rm = m;
2. (r1+ r2)m = r1m+ r2m;
3. r(m1+m2) = rm1+ rm2;
4. (rs)m = r(sm)
As propriedades descritas acima podem ser vistas como homomorfismo de grupos e aneis.
O item 3 diz que para todo r em R, fr é um homomorfismo de grupos. De fato;
fr : M −→M
m−→ rm
Os itens 1,2 e 4 dizem que f : R−→ End(M) é um homomorfismo de aneis, ou seja:
r −→ fr :M −→M
m−→ rm
Definição 1.4.2. Seja M um R-módulo. Um R-submódulo de M é um H ⊆M tal que H é
fechado com respeito a todas operações de M, isto é:
1. (H,+) é subgrupo de M;
2. rh ∈ H, para todo r ∈ R e h ∈ H.
Para dar uma breve noção sobre R-Módulo daremos exemplos de estruturas que são
R-Módulo.
Exemplo 1.4.3. Considere (A,+) um grupo abeliano, este é sempre um Z-Módulo. De fato
basta considerar
Z×A−→ A




Observe que os itens da definição de módulo são todos satisfeitos.
Exemplo 1.4.4. Seja I um ideal à esquerda de A, então I é um A-Módulo, bastando definir a
operação:
A× I −→ I
(x, i)−→ xi
Definição 1.4.5. Seja S⊂M, o R-submódulo gerado por S é definido:
+⟨S⟩= ⟨todas as R-combinações lineares de elementos de S⟩
= {λ1Si1+ · · ·+λtSit | t ≥ 1,Si j ∈ S,λ j ∈ R}
Definição 1.4.6. Sejam M e N R-Módulos. Uma função f : M −→ N é um homomorfismo
de módulos (ou R-homomorfismo) se para todo m e n ∈M e todo r ∈ R se verifica:
1. f é um homomorfismo de grupos, ou seja, f (m1+m2) = f (m1)+ f (m2);




O estudo de Grupos de Frobenius motivou vários avanços na Teoria de Grupos finitos, tais
como a Teoria de Caracter e o clássico Teorema de Thompson sobre grupos com automorfismo
livre de pontos fixos.
O objetivo deste capítulo, além de mostrar propriedades básicas de grupos de Frobenius
e grupos 2-Frobenius é demonstrar alguns resultados sobre grupo de Frobenius agindo como
Automorfismo.
2.1 Grupos de Frobenius
Definição 2.1.1. Dado um grupo G, dizemos que um subgrupo H é disjunto de seus conju-
gados se Hx∩H = 1 ou Hx∩H = H para todo x ∈ G H é dito complemento de G.
Definição 2.1.2. Grupo de Frobenius Seja H um subgrupo não-trivial de um grupo finito
G. Dizemos que G é um grupo de Frobenius com complemento H se H é disjunto de seus
conjugados e é seu próprio normalizador em G.
Um grupo de Frobenius também pode ser visto como um grupo de permutações transitivo
sobre um conjunto finito tal que nenhum elemento não trivial fixa mais que um ponto e algum
elemento não trivial fixa um ponto. Nesse contexto H é o subgrupo que fixa um ponto e F é
o subgrupo que contém a identidade e elementos que não fixa nenhuma ponto, chamamos
F do núcleo de G. Caracterizaremos um grupo de Frobenius através da estrutura de seu
complemento, um subgrupo H. Este resultado pode ser encontrado [9, Teorema 2.7.5].
Teorema 2.1.3. Sejam F um grupo finito e H um subgrupo de Aut(F). Suponha que para
todo elemento não-trivial de h ∈H temos CF(h) = 1. Então o produto semidireto G = F⋊H
é um grupo de Frobenius com núcleo F e complemento H.
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Demonstração. Pela definição 2.1.2 mostraremos que H é seu próprio normalizador e é
disjunto de seus conjugados. Primeiro mostraremos que H é seu próprio normalizador.
Assim, dado x ∈ G temos que Hx = H f para algum f ∈ F , pois G = FH. Suponha que
H f = H para algum f ∈ F . Então [ f ,h] ∈ H para todo h ∈ H. Por outro lado, como F é
normal em G, temos [ f ,h] ∈ F . Assim, [ f ,h] = 1, pois H ∩F = 1. Mas isso significa que
f h = f , para todo H, ou seja, f ∈CF(H) = 1.
Precisamos mostrar que H ∩H f = 1 ou H ∩H f = H para todo f ∈ F . Suponha que
H ∩H f ̸= 1 e fixe h ∈ H ∩H f . Então [ f ,h] ∈ H ∩F = 1 Portanto, f ∈CH( f ) = 1 e temos
H ∩H f = H.
A estrutura do grupo de Frobenius é definida pela seguinte proposição.
Teorema 2.1.4. Seja G um grupo de Frobenius com núcleo F e complemento H, então:
1. H induz um grupo regular de automorfismo de F ;
2. |H| divide |F |−1;
3. F é nilpotente e abeliano se |H| é par;
4. Os Sp-subgrupos de H são cíclicos para p ímpar e são cíclicos ou quatérnios generali-
zados para p = 2;
5. Qualquer subgrupo de H de ordem pq, com p e q primos são cíclicos;
6. Se |H| é ímpar então H é metacíclico, enquanto se |H| é par, H possui uma involução
única que necessariamente está contida em Z(H).
Demonstração encontrada em [9]. Um grupo G é dito grupo de Frobenius, se G pode
ser escrito como o produto semidireto dos subgrupos F e H com os mesmos sendo núcleo e
complemento, respectivamente, tais que CF(h) = 1 para todo h ∈ H \{1}.
2.2 Grupos 2-Frobenius.
Essa seção é destinada a conhecer conceitos básicos sobre grupos finitos chamados de
2-Frobenius.
Definição 2.2.1. Um grupo G é chamado 2-Frobenius se possui um subgrupo normal H que
é subgrupo de Frobenius com núcleo A tal que G⧸A é de Frobenius com núcleo H⧸A.
O próximo resultado tem como objetivo caracterizar os grupos 2−Frobenius através do
produto semi-direto.
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Lema 2.2.2. Se G é um grupo 2-Frobenius, então G = ABC, com A e AB subgrupos normais
de G e AB e BC grupos de Frobenius com núcleos A e B, respectivamente. E ainda, B e C
são grupos cíclicos e a ordem de B é ímpar.
Demonstração. Como G é um 2−Frobenius então pela defição, G possui um subgrupo
normal H que é um grupo de Frobenius com núcleo A. Então (|H|, |H : A|) = 1, pelo teorema
de Schur-Zassenhaus H contém um complemento B para A e esses são conjugados. Portanto,
G = ANG(B). Como A e B são conjugados, o NA(B) = 1, temos NG(A)∩A = NA(A) = 1 e
G⧸A =
ANG(B)⧸A∼= NG(B)⧸NG(B)∩A∼= NG(B) (2.1)
Assim, NG(B) é um grupo de Frobenius com núcleo B, pois
H⧸A∼= BA⧸A∼= B⧸A∩B∼= B (2.2)
Mais uma vez (|B|, |NG(B) : B|) = 1, então novamente pelo Teorema de Schur-Zassenhaus
temos NG(B) contém um complemento C para B, ou seja, NG(B) = BC é um grupo de
Frobenius por 2.1. Como B é o núcleo e complemento de dois grupos de Frobenius diferentes
pelo item (6) da Teorema 2.1.4 temos que |B| é ímpar. Pelas afirmações (2) e (4) da Teorema
2.1.4 temos que B é cíclico como C induz um grupo regular de automorfismo por (1) da
mesma Teorema, como o grupo de automorfismo de um grupo cíclico é abeliano, pela item
(4) da Teorema 2.1.4, C é cíclico.
2.3 Grupos de Frobenius agindo como Automorfismo
Diferente da seção anterior, nessa seção G é um grupo finito qualquer, tal que Aut(G) contém
um grupo de Frobenius.
Lema 2.3.1. Suponha que um grupo finito G admita um grupo de automorfismo F nilpotente
tal que CG(F) = 1. Então G é solúvel.
Demonstração. A demonstração é feita pela classificação simples dos grupos finitos e pode
ser encontrada em [1].
Definição 2.3.2. Um subgrupo H de um grupo finito G é chamado de subgrupo Carter se é
nilpotente e autonormalizante, ou seja, NG(H) = H.
Teorema 2.3.3. Seja G um grupo finito admitindo um grupo de automorfismo F nilpotente
tal que CG(F) = 1. Se N é um subgrupo normal F-invariante de G, então CG⧸N
(F) = 1.
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Demonstração. F é um subgrupo de Carter de GF , pois F é nilpotente por hipótese. Para
o autonormalizante, sabemos pelas propriedades de normalizador F ⊆ NGF(F). Por outro
lado, seja x ∈ NGF(F), ou seja, x ∈ GF , tal que [x,F ]⊆ F . Logo
x−1 f−11 x f1 = f
f−11 x f1︸ ︷︷ ︸
∈ F
f−1 = x
A última igualdade se dá pelo fato do Aut(GF)≤ Aut(G) = F , e f−11 x f1 ∈ Aut(GF).
Mostraremos que o quociente NF⧸N é um subgrupo de Carter de GF⧸N. Para isso,
observe que, NF⧸N ∼= F⧸F ∩N, novamente pela hipótese F é nilpotente e pelo item 1. da
proposição 1.2.6 com F ∩NunlhdF segue que NF⧸N é nilpotente. Por outro lado, sabemos que
o normalizador é um subgrupo de GF⧸N contendo NF⧸N. Para a outra inclusão temos que
dado x ∈ NGF⧸N(
NF⧸N) =
{
x ∈ GF⧸N; [x,NF⧸N]⊆ NF⧸N
}
temos que dado y,a ∈ NF⧸N:
x−1y−1xy = a
x = a−1yxy−1
Assim como anteriormente teremos que xy ∈Aut(GF⧸N)≤NF⧸N, note que o Aut(GF⧸N)
e bem definido pelo item 3. da Proposição 1.2.21 , assim x ∈ NF⧸N, ou seja, NF⧸N é um
subgrupo de Carter de GF⧸N. Para finalizar basta supor que CG⧸N(F) ̸= 1 assim contrariamos
o fato de NF⧸N ser um subgrupo de Carter de GF⧸N.
Teorema 2.3.4. Suponha que um grupo finito G admite um grupo de Frobenius de automor-
fismo FH com núcleo F e complemento H. Se N é um subgrupo normal FH-invariante de
G tal que CN(F) = 1, então CG⧸N
(H) =CG(H)N⧸N.
Demonstração. Como F é o núcleo do grupo de Frobenius então F é nilpotente. Pelo lema
2.3.1 e pela hipótese CN(F) = 1 temos que N é solúvel. A demonstração seguirá por indução
em k para encontrar um elemento de CG(H) em qualquer gN ∈CG⧸N(H), logo considere
uma série maximal de subgrupos normais FH-invariantes, com fatores Ni⧸Ni+1 abelianos
elementares
G > N = N1 > N2 > · · ·> Nk > Nk+1 = 1.
Seja k = 1 então N = Nk é um p-grupo algum primo p. Seja F = Fp×Fp′ , com Fp é o
p-subgrupo de Sylow de F Uma vez que CN(F ′p) é Fp-invariante então CN(F
′
p) = 1, caso
contrário o p-grupo Fp teria pontos fixos não-triviais no p-grupo CN(F ′p). Seja B=CN(F
′
p) =
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{n ∈ N;yn = y n ∈ F ′p} e CB(Fp) = {b ∈ B;xb = x,x ∈ Fp}. Dado a ∈CCN(F ′p)(Fp) mostrare-
mos que a ∈CN(F). Por definição a é um elemento de CN(F ′p) que comuta com um elemento
y∈ Fp, mas por a∈CN(F ′p) temos que a∈N tal que a comuta com x, logo temos as seguintes
igualdades
xa = x e ya = y.
Assim, (xy)a = xy, ou seja, a ∈CN(F). Obtendo a seguinte inclusão CCN(F ′p)(Fp)⊆CN(F),
como por hipótese CN(F) = 1 então CCN(F ′p)(Fp) = 1 contrariando a suposição CCN(F ′p)(Fp)
ter pontos fixos, logo CN(F ′p) = 1. As hipóteses do teorema mantêm G com o grupo de
frobenius de automorfismo Fp′H satisfazendo a condição adicional (N,F
′
p) = 1, o resultado
[16, Teorema 1] pode ser aplicado para produzir um ponto fixo como queríamos, ou seja,
uma classe lateral gN fixada por H contém um ponto fixo de H. Para k > 1 considere o
quociente G⧸Nk e o grupo de automorfismo FH. Como Nk <N e CNk(F)⊆CN(F) = 1, assim
CNk(F) = 1, e como Nk é F-invariante pelo Teorema 2.3.3 CG⧸Nk
(F) = 1 então o resultado é
verdade para G⧸Nk, uma classe gN fixada por H contém uma classe xNk fixada por H. Pelo
caso k = 1 como Nk é abeliano elementar, xNk possui um elemento fixado por H. Portanto,
toda classe lateral gN fixada por H contém um ponto fixo de H.
Para cada grupo A e um corpo k, um kA-módulo livre de dimensão n é uma soma direta
de n cópias da álgebra de um grupo kA, cada uma das bases pode ser considerada como
um espaço vetorial sobre k de dimensão |A| com uma base {vg|g ∈ A} denominados por
elementos de A em que A atua em uma representação regular vgh = vgh.
Considere a série maximal de subgrupos normais FH-invariante de G, essas série será
usada nas demontrações dos próximos dois resultados.
G = G1 > G2 > · · ·> Gk > Gk+1 = 1 (2.3)
Lema 2.3.5. Seja S = Gi⧸Gi+1 então cada fator de 2.3 é um FpH-módulo livre para um
primo p apropriado.
Demonstração. Seja S = Gi⧸Gi+1 um p-grupo elementar F = Fp×Fp′ como na prova do
teorema 2.3.4, assim como na prova CS(Fp′) = 1. Refinando S por uma série normal não-
refinável de Fp′H, obtemos fatores que são irredutíveis FpFp′H-módulo. Com a condição
adicional que p ∤ |Fp′|. Podemos aplicar [16, Lema 2], nesse resultado é necessário que
(|N|, |F |) = 1 para obter que cada um dos quocientes é um FpH-móduo livre e, portanto, S
também é um FpH-módulo livre.
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O próximo resultado mostra uma maneira de apresentar o grupo G atráves do centra-
lizador. Um fato tecnico e de importância é o Teorema de Clifford’s, ele fala que dado
uma representação irredutível de um grupo G sobre V , podemos saber como o espaço V se
decompõe em relação a ação de um subgrupo H de G.
Teorema 2.3.6. Clifford [9, Teorema 3.4.1] Sejam V um G-módulo irredutível e H um
subgrupo normal de G. Então V é a soma direta de espaços H-invariantes Vi, 1≤ i≤ r, os
quais satisfazem as seguintes condições:
1. Vi = Xi1⊕Xi2⊕·· ·⊕Xit , com cada Xi j sendo um H-submódulo irredutível, 1≤ i≤ r,
t é independente de i, e Xi j,Xi′ j′ são H-submódulo isomorfos se e somente se i = i
′;
2. Para qualquer H-submódulo U de V , temos U = U1⊕ ·· · ⊕Ur, com Ui = U ∩Vi,
1 ≤ i ≤ r. Em particular, qualquer H-submódulo irredutível de V está contido em
algum dos Vi;
3. Para cada x ∈G , a aplicação Π(x) : Vi → xVi, 1≤ i≤ r é uma permutação do conjunto
S = V1,V2, · · · ,Vr e Π induz um representação transitiva de G sobre S por grupo de
permutações. Além disso, o subgrupo HCG(H) está contido no núcleo de Π.
Teorema 2.3.7. Suponha que um grupo finito G admite um grupo de automorfismo de
um grupo de Frobenius FH com núcleo F e complemento H tal que CG(F) = 1. Então
G = ⟨CG(H) f | f ∈ F⟩.
Demonstração. O grupo G é solúvel pelo lema 2.3.1. Considere a série normal não-refinada
FH-invariante de G, descrita em 2.3. E suficiente provar que todo fator S = Gi⧸Gi+1 desta
série é coberto ⟨CGi(H) f | f ∈ F⟩, isto é,
⟨CGi(H) f | f ∈ F⟩Gi+1⧸Gi+1 = Gi⧸Gi+1
Pelo teorema 2.3.4, isto é S = ⟨CGi(H) f | f ∈ F⟩. Então o teorema de Clifford pode ser




T h para algum FpH-submódulo T Assim, CS(H) ̸= 0, como ∑
h∈H
th ̸= 0 ∈ CS(H)
para todo 0 ̸= t ∈ T .
Como a série não é refinada, o FpFH-módulo S é irredutível. Portanto,
0 ̸= ⟨CS(H)HF⟩= ⟨CS(H)F⟩= S
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Para o próximo lema, lembremos as definições de Sistema de Sylow e Normalizador de
Sistema de um grupo G.
Definição 2.3.8. (Sistema de Sylow) Seja G um grupo finito e denote p1, · · · , pk primos
distintos divisores da |G|. Seja Qi um p′i-subgrupo de Hall de G, então {Q1, · · · ,Qk} é
chamado Sistema de Sylow de G.
Definição 2.3.9. (Normalizador de Sistema) Seja {Q1, · · · ,Qk} um sistema de Sylow de





É chamado de Normalizador de Sistema de G.
Suponha que G seja um grupo e seja K H ≤ G e L ≤ G. Então L cobre H⧸K se
HL = KL, ou equivalentemente, se H = K(H ∩L). Por outro lado, se H ∩L = K∩L, isto é,
se H ∩L≤ K, então L evita H⧸K.
Lema 2.3.10. (P.Hall) [23, Teorema 9.2.6] Se N é um Normalizador de Sistema de um grupo
finito solúvel G então N cobre os principais fatores centrais e evita os principais fatores
não-centrais de G.
Lema 2.3.11. Suponha que um grupo finito G admite um grupo de Frobenius de automor-
fismos FH com núcleo F e complemento H tal que CG(F) = 1. Então para cada primo p
dividindo |G| existe um p-subgrupo de Sylow FH-invariante de G.
Demonstração. Pelas hipóteses G e F são solúveis então GF é solúvel. Pela demonstração
do Teorema 2.3.3, F é um subgrupo de Carter de GF , ele contém um normalizador de
sistema de G. Pelo lema de P.Hall 2.3.10, um Sistema Normalizador cobre todos os fatores
centrais de qualquer série principal de GF . O fato de F ser um subgrupo de Carter de GF ,
segue que F é nilpotente e F = NGF(F), então F é um normalizador de sistema.
Além disso, F normaliza um único p-subgrupo de Sylow. De fato, se P e Pg para g ∈ G
são dois p-subgrupos de Sylow normalizados por F , isto é, f P f−1 ⊆ P e f1Pg f−11 ⊆ Pg para




−1 f g = g−1 f gPg−1 f−1g⊆ g−1Pgg = P
P também é normalizado por F . Com isso F e Fg
−1
são subgrupos de Carter do NG(P),
pois F é nilpotente por hipótese e dado x ∈ F , temos x ∈ NG(P), pois P é normalizado
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por F e é claro que Fx = F , logo x ∈ NNG(P)(F). Como dois subgrupos de Carter são
conjugados F = (Fg
−1
)n para algum n ∈ NG(F), com g−1n= 1. Tendo NG(F) =CG(F) = 1,




Este capítulo é dedicado ao estudo de Álgebras de Lie com enfoque nas propriedades de
grupos que podem ser traduzidas para a Álgebra e vice-versa. O objetivo é apresentar as
demonstrações de resultados famosos como o Teorema Higman, Kreknin e Krostrikin e ainda
apresentar a série formada pelos subgrupos Di, chamada de série de Jennings-Zassenhaus e a
aplicação desta a alguns resultados. Além disso, assim como no capítulo anterior, as noções
e resultados aqui apresentados servirão como ferramentas para os próximos capítulos.
3.1 Anéis de Lie
A seção apresentada tratará de uma das teorias usada para resolver problemas de grupos.
Definição 3.1.1. Seja R um anel comutativo com unidade, uma R-Álgebra de Lie L é um
R-módulo com uma nova operação binária definida em L, chamada de colchete de Lie .
[·, ·] :L×L−→ L
(l,m)−→ [l,m]
satisfazendo as seguintes propriedades:
1. Lei anticomutativa:
[l, l] = 0
2. Identidade de Jacobi.
Para m,n e l ∈ L, tem-se:
[[l,m],n]+ [[m,n], l]+ [[n, l],m] = 0
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3. Leis distributivas.
Para todo r,s ∈ R e para todo l,m e n ∈ L, tem-se:
(a) [rl+ sm,n] = r[l,n]+ s[m,n];
(b) [l,rm+ sn] = r[l,m]+ s[l,n].
Observação 3.1.2. Se R é um corpo então L é uma Álgebra de Lie. Quando R = Z então
Z-Álgebra de Lie é dito uma anel de Lie.




La e [La,Lb]⊆ La+b;
onde os La são subgrupos do grupo aditivo de L. Os elementos dos componentes de
graduação La são denominados homogêneos.
O [·, ·] não é associativo por causa da identidade de Jacobi, pois para todo l,m e n ∈ L
temos [[l,m],n] ̸= [l, [m,n]]. E além disso não existe 1 ∈ L, pois caso exista se y = 1 então
para todo l ∈ L, o comutador [y, l] = [l,y] = l em particular [y,y] = y ̸= 0.
Definição 3.1.3. Dados duas R-Álgebras de Lie L1 e L2, um homomorfismo de R-álgebras
de Lie é uma aplicação ρ : L1 −→ L2 tal que:
1. ρ é um homomorfismo de R-módulos;
2. ρ é compatível com [, ], ou seja, [l,n]ρ = [lρ ,nρ ]
Definição 3.1.4. Dados U e V subconjuntos de L definimos o comutador de U e V , como:
[U,V ] = +⟨[u,v]|u ∈Uev ∈V ⟩
Definição 3.1.5. Dado L um R-Álgebra de Lie, M ⊆ L é uma R-Álgebra de Lie se M é um
R-submódulo tal que [M,M]⊆M
Definição 3.1.6. Um ideal I de L é um R-módulo tal que [I,L]⊆ I.
Observação 3.1.7. Se I1 e I2 são ideais então I1+ I2 = {a+b|a ∈ I1 e b ∈ I2} é um ideal,
além disso se I1 e I2 são subálgebras então I1+ I2 também o é. Mas o mesmo não ocoorre se
ambos forem ideais. Por fim se I1 e I2 são ideais então [I1, I2] é um ideal.
Definição 3.1.8. Dado X ⊆ L, a subálgebra gerada por X é definida pela interseção de todas
as subálgebras de L que contém X .
Analogamente, definimos o ideal gerado por X , pela interseção de todos os ideias de L
que contém X .
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Apresentamos até o momento uma R-Álgebra definida com a operação [, ], o intuito
é entender que o colchete nessa seção apresentado tem as propriedades semelhantes ao
apresentado nas preliminares , podemos definir um comutador de Lie simples de tamanho n.
Definição 3.1.9. Um comutador de Lie simples w de peso 1 é um elemento l ∈ l, qualquer
comurador de Lie w de peso n≥ 1 é da forma w = [w1,w2], com w1 e w2 comutadores de
peso u1 e u2, respectivamente com u1,u2 ≤ n, tais que u1+u2 = n.
Definição 3.1.10. O multipeso de um comutador de Lie w nas indeterminadas a1, · · · ,as é
uma lista (n1, · · · ,ns) de números ni ∈N tal que n1+n2+ · · ·+ns = n, onde cada ni é o peso
de w com respeito a indeterminada ai.
Exemplo 3.1.11. Seja w = [a1, [a2, [[a3,a1],a2]]], ou seja, w é um comutador de peso n = 5,
onde (n1,n2,n3) = (2,2,1).
Lema 3.1.12. Seja L uma R-Álgebra de Lie, então:
1. Todo comutador de Lie w nas entradas a1, · · · ,ak ∈ L é uma R-combinação linear de
comutadores de Lie simples nas mesmas entradas de w e com os mesmos multipesos
de w em a1, · · · ,ak;
2. Os comutadores de Lie simples usados no item 1. também podem ser escolhidos todos
com a mesma primeira entrada a ∈ a1, · · · ,ak.
Denotamos +⟨X⟩ e id⟨X⟩, a subálgebra gerado pelo conjunto X e o ideal gerado por X ,
respectivamente.
Proposição 3.1.13. Seja X um conjunto tal que X ⊆ L, então:
1. ⟨X⟩= +⟨[x1, · · · ,xn−1,xn]|n≥ 0,xi ∈ X⟩;
2. Suponha que L = ⟨Y ⟩ então: id⟨X⟩= ⟨[x,y1, · · · ,yn] | n≥ 0,x ∈ X e yi ∈ Y ⟩.
Definição 3.1.14. Seja X = {x1,x2, · · ·}, com X ⊆ L. Se L =< X > uma R-álgebra de Lie,
definimos:
Lk = +⟨Todos os comutadores de Lie de peso k nos elementos de X⟩.
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Zi+1(L) ={x ∈ L | [x,L]⊆ Zi(L)}
com
Z0(L)⊆ Z1(L)⊆ ·· ·Zi(L)⊆ ·· ·
Definição 3.1.17. Assim como em G definimos a série central inferior para L:
γ1(L) =L
γ2(L) =[γ1(L),L] = [L,L]
...
γi+1(L) =[γs(L),L]
Observe que γn(L) = ⟨L, · · · ,L︸ ︷︷ ︸
n-fatores
⟩= +⟨[l1, l2, · · · , ln]|li ∈ L⟩, ou seja, γn(L) é um ideal para
todo n≥ 1, e assim,γn+1(L) = [γn(L),L]⊆ γn(L). Como consequência temos uma cadeia de
ideais:
γ1(L)⊇ γ2(L)⊇ ·· · ⊇ γi(L)⊇ ·· ·
Lema 3.1.18. Seja L uma R-álgebra de Lie , então para todo k ≥ 1, temos:
1. γk(L) contém todos comutadores de Lie de peso l ≥ k nos elementos de L.
2. Se L = ⟨X⟩ então γk(L) = +⟨[x1,x2, · · · ,xn]|xi ∈ X ,n≥ k⟩ para todo k ≥ 1.
3. [γn(L),γm(L)]⊆ γm+n(L), para todo m,n≥ 1.
Algumas propriedades de G se traduzem para L e algumas definições parecem semelhan-
tes. As próximas definições e resultados diz respeita a nilpotência e solubilidade de uma
R-álgebra de Lie.
Definição 3.1.19. Seja L uma R-álgebra de Lie, L é dita nilpotente se existe n tal que
γn(L) = 0. O menor n inteiro com essa propriedade é dita classe de Nilpotência de L.
Teorema 3.1.20. As seguintes afirmações são equivalentes para qualquer L R-álgebra de Lie.
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1. γc+1(L) = 0;
2. L possui uma série de ideais:
L = L1 ⊇ L2 ⊇ ·· · ⊇ Li ⊇ ·· · ⊇ Lc ⊇ Lc+1 = 0
Tal que [Li,L]⊆ Li+1
3. Para todos l1, l2, · · · , lc+1 ∈ L temos que [l1, l2, · · · , lc+1] = 0L
4. γi(L)⊆ Zk−i+1(L) para cada i = 1, · · · ,k+1
Corolário 3.1.21. Seja L= ⟨X⟩, então L é nilpotente de classe no máximo c+1 se, e somente
se, [xi1, · · · ,xic+1] = 0 para todo xi ∈ X .
Demonstração. Suponha que L é nilpotente de classe c+1, então γc+1(L) = 0l , mas pelo
lema 3.1.18 temos, 0l = γc+1(L) = +⟨[x1,x2, · · · ,xn]|xi ∈ X ,n≥ c+1⟩, assim para todo xi ∈
X temos
[xi1,xi2, · · · ,xic+1] = 0.
Agora, suponha [xi1 , · · · ,xic+1] = 0, observe que cada xi1, · · · ,xic+1 ∈ L então pela implicação
3. em 1. do teorema acima temos que γc+1(L) = 0l então por definição L é nilpotente de
classe no máximo c+1.
Alguns conceitos de grupo e anéis são semelhantes como o R-módulo quociente L⧸I =
l+ I para todo l ∈ L, onde L é uma R-álgebra de Lie e I é um ideal de L.
Definição 3.1.22. No R-módulo L⧸I vale o seguinte produto de Lie [x+ I,y+ I] = [x,y]L+ I
Assim ,(L⧸I,+, [·, ·]L⧸I) é uma R-álgebra de Lie.
Teorema 3.1.23. Seja L uma R-álgebra de Lie, então:
1. Seja I um ideal de L. Então L⧸I é nilpotente de classe no máximo c se, e somente se,
γc+1(L)⊆ I;
2. Se L é nilpotente de classe no máximo c, então qualquer subálgebra e qualquer
quociente de L são nilpotentes de classe no máximo c.
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Definição 3.1.24. Seja L uma R-álgebra de Lie, podemos definir indutivamente a série
derivada de L, usando a operação [, ] os seguintes ideais.
L(0) =L
L(1) =[L,L] = γ2(L)
...
L(i) =[L(i−1),L(i−1)]
L é ideal, pois L(1) = [L,L]⊆ L e assim para todo i, temos, L(i) ⊆ L(i−1). Assim, temos a
seguinte cadeia:
L(0) = L⊇ L(1) ⊇ ·· · ⊇ L(i) ⊇ ·· ·
Observe que L
(n−1)








Definição 3.1.25. Seja L uma R-álgebra de Lie. Dizemos que L é solúvel se existe n ≥ 0
inteiro tal que L(n) = 0
Teorema 3.1.26. Seja L uma R-álgebra de Lie. As seguintes relações são equivalentes:
1. L(d) = 0;
2. L tem uma série de ideais de comprimento d com fatores abelianos
L = L0 ⊇ L1 ⊇ ·· · ⊇ Ld = 0
Tal que [Li,Li]≤ Li+1 para todo i = 0, · · · ,d−1;
3. δd(x1,x2, · · · ,x2d) = 0.
Um anel de Lie satisfazendo essas condições é dito ser solúvel e o menor número d com
a propriedade indicada, é chamado comprimento derivado de L. Muitas vezes é dito que um
anel de Lie é solúvel de comprimento derivado d, significando que é solúvel de comprimento
derivado ≤ d.
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3.2 Anéis de Lie associadas a Grupo
As definições e resultados apresentados até esse momento servem como base para a constru-
ção de um anel de Lie. Para construir o anel de Lie associado ao grupo G, consideremos a
série central descendente como em 1.2.2. Lembremos que γi(G)⧸γi+1(G) é um Z-módulo
abeliano. Para simplificar a notação usaremos γi⧸γi+1 para denotar
γi(G)⧸γi+1(G)





Definimos + e [, ] em cada componente de L(G), ou seja, dados x1,x2 ∈ γi⧸γi+1, temos:
1. x1+ x2 = x1x2 = x1x2γi+1;
2. [x1,x2]L = [x1,x2]γi+ j+1.
Veremos que L(G) está bem definido, ou seja as operações definidas acima independem
da escolha de representantes da classe. Para isso, seja x1 = x e x2 = y, logo x = x1z1 e
y = x2z2 para z1 e z2 ∈ γi+1, assim:






Observe que (3.1) surge do fato de z1 ∈ γi+1 e x2 ∈ γi, ou seja, o comutador está em
γ2i+1 pelo Teorema 3.1.18 e do fato de γ2i+1 ⊆ γi+1. Para o [, ], sejam x = x1 ∈ γi⧸γi+1 e
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y = y1 ∈ γ j⧸γ j+1, logo x1 = xz1 e y1 = yw1 com z1 e w1 ∈ γi+1 e γ j+1 respectivamente, logo:







= [x,yw1][[x,yw1],z1][z1,yw1]γi+ j+1 (3.2)
= [x,w1][x,y][[x,y],w1]γi+ j+1 (3.3)
= [x,y]γi+ j+1 = [x,y]L
As equações (3.2) e (3.3) surgem do fato dos comutadores pertencerem a γi+ j+1 e
γ2 j+i+1.O fato de L(G) ser uma R-álgebra de Lie segue da operação [, ] satisfazer as proprie-
dades da definição 3.1.1. Para ilustrar a construção do anel de Lie associado a o grupo G e
mostrar as diferenças entre o anel de Lie e o grupo G, considere os seguintes grupos.
D8 = ⟨a,b|a4 = b2 = 1,ab = a−1⟩;
Q8 = ⟨u,v|u4 = v4 = 1,uv = u3⟩.
Sabemos que |D8|= |Q8|= 8, porém Q8 tem um elemento de ordem 2, enquanto D8 tem
5 elementos de ordem 2, ou seja, não há isomorfismo entre Q8 e D8. Exibiremos a série
central inferior para ambos os grupos.
γ1(D8) = D8,γ2(D8) = ⟨a2⟩,γ3(D8) = 1.
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Então L(D8) é um espaço vetorial sobre o corpo de dois F2 com base {a,b,c} e L(Q8) é um
espaço vetorial sobre o corpo de dois elementos F2 com base {u,v,w = [u,v]}. As álgebras
de Lie são iguais, mesmo que os grupos não sejam isomorfos.
Lema 3.2.2. Seja L(G) a Z-álgebra de Lie de um grupo G definida anteriormente, então:
1. Para todo a ∈ γ1⧸γ2 e w é um comutador de Lie de peso k, então temos que:
w(a1, · · · ,ak) = w(a1, · · · ,ak)γk+1.
2. Para todo k ≥ 1, temos:
γk⧸γk+1 = +⟨[a1, · · · ,ak]|a j ∈ γ1⧸γ2⟩.






1. Provaremos por indução em k. Para k = 1, temos:
w(a1)L = [a1] = a1γ2,
Pois a1 ∈ γ1⧸γ2 e a1 = [a1], assim, w(a1)L = w(a1)γ2(G). Suponha que é válido para
k−1, mostraremos que é válido para k. Seja w um monômio de Lie de grau k, então,
w = [b1,b2], onde b1 e b2 são comutadores de grau n1 e n2 respectivamente, tais que
n1+n2 = k. Aplicando a hipótese de indução, temos:
b1(a1, · · · ,an1) = [a1, · · · ,an1] = [a1, · · · ,an1]γn1+1(G)
b2(an1+1, · · · ,an1+n2) = [an1+1, · · · ,an2] = [an1, · · · ,an1+n2 ]γn1+n2+1(G)
E assim, temos:
w[a1, · · · ,ak] =w(a1, · · · ,an1+n2) = [b1,b2](a1, · · · ,an1+n2)
=[b1(a1 · · · ,n1),b2(an1+1 · · · ,n1+n2)]L
=[b1(a1 · · · ,an1)γn1+1(G),b2(an1+1 · · · ,an1+n2)γn1+n2+1(G)]
=[b1(a1 · · · ,an1),b2(an1+1 · · · ,an1+n2)]γn1+n2+1(G)
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2. Sabemos que γk(G) é gerado por comutadores simples de peso ≥ k. Portanto γk⧸γk+1 é





[a1γ2, · · · ,ak−1γ2,akγ2] =[a1,a2,a3, · · · ,ak]γk+1
Para todo k ≥ 1, segue γk⧸γk+1 = ⟨[a1 · · · ,ak] | ai ∈ γi(G)⧸γi+1(G)⟩.




A inclusão inversa segue do fato [γi(G),γ j(G)]≤ γi+ j para todo i e j ∈ N.
Teorema 3.2.3. Seja G um grupo nilpotente. Então valem os seguintes resultados:
1. L(G) é nilpotente e possue a mesma classe de nilpotência de G. Além disso, se G é
finito então |G|= |L(G)|;
2. Se G é solúvel de comprimento derivado d então L(G) possui comprimento derivado
≤ d;
3. Seja Φ um automorfismo do grupo G. Então Φ induz um automorfismo no anel de
Lie L(G) por sua ação sobre os grupos quocientes γi⧸γi+1. Além disso, se G é finito e
(|G|, |Φ |) = 1 então Φ atua em L(G) e |CL(G)(Φ)|= |CG(Φ)|.
Demonstração.
1. Como a ordem de G é finita então por l Lagrange e sendo G nilpotente,ou seja,
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. Para provarmos a nilpotência de L(G), temos por hipótese que G é nilpotente, ou





Devemos mostrar que a classe de nilpotência é c para tanto suponha γc(L(G)) = 0,
novamente pelo lema 3.2.2 item 3 temos que Lc = γc(G)⧸γc+1(G) = 0, mas como
γc+1(G) = 1 então γc(G) = 1, o que contradiz o fato de γc(G) ̸= 1, logo a classe de
nilpotência de L(G) é c.
2. Se G é solúvel temos δd(x1, · · · ,x2d) = 1 sobre todos os elementos de G. Essa iden-
tidade é multilinear e pelo fato de como definimos multiplicação em L(G) temos a
identidade é satisfeita para um número menor ou igual a d, com elementos homogêneos
de L(G).
3. Seja Φ um automorfismo de G e sejam ai = aγi+1 ∈ Li e b j = bγ j+1 ∈ L j, como
cada γi(G) é característico em G, segue que Φ induz um automorfismo em cada Li.
Assim, xi ∈ Li e x ∈ γi(G), se x = x1γ2(G)+ x2γ3(G)+ · · · definimos xΦ = xΦ1 γ2(G)+
xΦ2 γ3(G) + · · · . Como cada γi(G) é característico em G, segue que Φ induz um
automorfismo em L(G). Basta mostrar que Φ preserva o colchete de Lie. Assim, pela
definição de [, ], temos:
[ai,b j]Φ = [aγi+1,bγ j+1]Φ
= [a,b]Φγi+ j+1 = [aΦ ,bΦ ]γi+ j+1
= [aΦγi+1,bΦγ j+1] = [aΦi ,b
Φ
j ].
Usaremos a linearidade de [, ] para estender a ação induzida Φ sobre L(G). Sejam x e
y ∈ L(G) tal que x= x1+ · · ·+xs e y= y1+ · · ·+yr, no qual xi ∈ Li e y ∈ L j elementos
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Portanto, Φ é de fato um automorfismo do anel de Lie L(G). Uma vez que Φ atua em
trivialmente em L(G) se, e somente se, centraliza todos os fatores da série central infe-
rior de G,assim, decorre pelo Teorema 1.2.22 item 4. segue que |CG(Φ)|= |CL(G)(Φ)|
3.3 Álgebras de Zassenhaus-Jennings-Lazard
Nessa seção apresentaremos um novo Anel de Lie, na verdade álgebra de Lie associada ao
grupo G. Tal álgebra foi popularizada nos estudos para solucionar o problema restrito de
Burnside que consitiu em responder a pergunta:"será que existe apenas um número finito
de quocientes finitos não isomorfos de B(m,n)?", a notação B(m,n) é dada para o quociente
Fm⧸N, no qual Fm é o grupo livre com m geradores e N é gerado pelo conjunto x
n : x ∈ Fm .
A pergunta pode ser reformulada, ou seja, "será que dados inteiros m,n≥ 2, existe apenas um
número finito de grupos m-gerados de expoente n que são finitos?", a resposta a essa pergunta
foi respondida em 1989 no premiado trabalho de Efim Zelmanov [26], com resposta positiva.
Nesse trabalho apresentaremos algumas das propriedades da tecnica usada por Zelmanov.
Definição 3.3.1. Seja G um um grupo e p um número primo arbitrário, fixamos:





Cada Di(G) é subgrupo característico de G, assim, obtemos a seguinte série:
G = D1(G)≥ D2(G)≥ ·· · ≥ Di(G)≥ ·· ·
A série formada pelos subgrupos Di é chamada de série de Zassenhaus-Jennings-Lazard
do grupo G. Algumas propriedades dessa série permite construir uma álgebra de Lie DL(G)
sobre Fp. A demonstração de algumas propriedades que são de fundamental relevância para
a construção do anel de Lie associado, serão basedos no livro Analytic Pro-P Groups [7] e
do artigo Applications of Lie ring methods to group theory [19].
Teorema 3.3.2. Seja G um grupo e x,y ∈ G. Então existem Ci ∈ γi(⟨x,y⟩) tal que para todo






3 · · ·C
(nn)
n
A demonstração pode ser encontrada no livro Analytic Pro-P Groups [[7], Apêndice A]. A
fórmula de compilação estabelece uma expressão para C como um produto de comutadores.
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Lema 3.3.3. Sejam x e y elementos do grupo G e sejam H = ⟨x, [x,y]⟩, p um primo fixado,


















A demonstração pode ser encontrada no livro Analytic Pro-P Groups [7, Lema 11.9].





































com N ⊴ G. Seja H = ⟨x, [x,z]⟩ então:
γi(H) = ⟨[m1, · · · ,mi]h | h ∈ H,mi ∈ {x, [x,z]}⟩.
Ou seja, γ2(H)≤ γ2i+ j(G), pois γ2 = ⟨⟨[m1,m2]h | h ∈ H,mi ∈ {x, [x,z]}⟩, se
γ2 = ⟨[x, [x,z]]h | h ∈ H⟩ ≤ [γi(G),γi+ j(G)]≤ γ2i+ j(G).
Assim para todo m≥ 2 temos γm(H)≤ γmi+ j(G), basta aplicar indução em m. Em particular
quando r = 0,1, · · · ,n temos que:
γpr(H)p
n−r ≤ γpri+ j(G)pn−r ≤ N.
E [x,z]p
n ∈ γi+ j(G)pn ∈ N, por fim, [xpn,z] ∈ N então [γi(G)pn,γ j(G)]≤ N.
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. Se x ∈ γi(G) e







Demonstração. A demonstração será por indução sobre n. Para n = 2 temos que:
γ2(⟨x,N⟩) = [⟨x,N⟩,⟨x,N⟩] = [R,⟨x,N⟩].
Como ⟨x,N⟩ ≤ γi(G), segue que γ2(⟨x,N⟩) = [N,γi(G)]. Portanto para n ≥ 2, temos
γn(⟨x,N⟩) = [γn−1(⟨x,N⟩),⟨x,N⟩] ≤ [γn−1(⟨x,N⟩),γi(G)]. Usando a definição de N para


































pois ipsin− ps ≥ in.






Demonstração. Suponha x ∈ γi(G) e y ∈ γ j(G). Sejam z = [x,yph] e H = ⟨x,z⟩ pelo item 2.
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. Pelo Lema 3.3.4 z ∈ H1, assim temos
H = ⟨x, [x,yph ]⟩ ≤ ⟨x,H1⟩. Pelo lema 3.3.5, temos:
γn(H)≤ γn(⟨x,H1⟩)≤ Hn e
γ2(H)p













pm . Faça R = Dipk+ jph(G), se m+ h− r ≥ k, então pela
definição de Di, γipm+ jpr(G)p










pn ≤ Rγipm+ jpk−m(G) = R.
Pois, ipk + jps+k−m ≥ ipk + jph. Logo [xpk ,yph ] ∈ R e (xpk)R comuta com (yph)R, ou seja,
cada elemento de γ
pk
i (G)R⧸R comuta com
γ p
h





Proposição 3.3.7. Seja Di a série de Jennings-Zassenhaus do grupo G, então:
1. [Dn,Dm]≤ Dm+n;
2. Dn(G)p ≤ Dpn(G);
3. Para n≥ 1, temos Dn(G) = [Dn−1(G),G]Dm(G)p, com m é o menor número natural
tal que pm≥ n;
4. Suponha que G= R1 ≥ R2 ≥ ·· · é uma série do grupo G tal que RnunlhdG, [Rn,G]≤ Rn+1
e Rpn ≤ Rnp para todo n≥ 1. Então Dn(G)≤ Rn.
Demonstração.








no Lema 3.3.6, logo:
[Dm,Dn]≤∏[γi(G)pk ,γ j(G)ph]≤ Dipk+ jph ≤ Dm+n.
Pois, ipk ≥ m e jph ≥ n.
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2. Pelo item 1 γp(Dn)≤ γpn(G), assim Dn⧸Dpn é regular, pois a classe de nilpotência é
no máximo p−1. Mas, Dn⧸Dpn é gerado por elementos de ordem p, pois se ip
k ≥ n




= 1. E assin
Dn(G)p ≤ Dpn.
3. Como m é o menor número natural tal que pm≥ n temos pelo item 1.:
[Dn−1(G),D1]≤ Dn.
Mas, pelo item 2. e como pm≥ n segue que:
Dm(G)p ≤ Dmp(G)≤ Dn(G).
Seja k = 0 na definição 3.3.1,com i≥ n logo:
γi(G)p
k
= γi(G)≤ γn(G) = [γn−1,G]≤ [Dn−1(G),G].





k−1)p ≤ (Dipk−1(G))p ≤ Dm(G)p.
Assim, γi(G)p
k ≤ [Dn−1(G),G]Dm(G)p.
4. A demonstração segue do item 3 por indução em n.
Os itens 1. e 2. da Proposição 3.3.7 caracterizam a série de Jennings-Zassenhaus como
uma N e Np-série, respectivamente. A partir de uma Np-série de um grupo G, podemos




Li e Li = Di⧸Di+1.
A comutação em G induz a operação [, ], para elementos homogêneos xDi+1 ∈Li e yD j+1 ∈L j,
a operação é definida por:
[xDi+1,yD j+1] = [x,y]D j+i+1 ∈ Li+ j.
Suponha que a′Di+1 = aDi+1 e b′D j+1 = bD j+1, com a,a′,b e b′ ∈ G, assuma também
que g1 ∈Di+1 e g2 ∈D j+1, tais que, a′ = ag1 e b′ = bg2, mas pelo itens (3) e (4) do teorema
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1.1.5:
[a′,b′] = [ag1,b′] = [a,b′][a,b′,g1][g1,b].
Mas,
[a,b′,g1]⊆ Di+ j+1 e [g1,b]⊆ Di+ j+1.
Por outro lado:
[a,b′] = [a,bg2] = [a,g2][a,b,a,b,g2].
De maneira análoga:
[a,g2]⊆ Di+ j+1 e [a,b,g2]⊆ Di+ j+1.
Então:
[a′,b′] = [a,b′]Di+ j+1 = [a,b]Di+ j+1.
O comutador [, ] está bem definido. Basta verificar que as propriedades do [, ] são satisfeitas
como na definição 3.1.1, verificaremos os itens 1 e 2, logo sejam a ∈ Di⧸Di+1,b ∈ D j⧸D j+1
e c ∈ Dk⧸Dk+1:
1. [a′,a′] = 0
[a′,a′] = [aGi+1,aGi+1] = [a,a]G2i+1
Pois Li = Gi⧸Gi+1.
2. [a,b,c]+ [b,c,a]+ [c,a,b] = 0 Assim [a,b,c]
[a,b,c]+ [b,c,a]+ [c,a,b] =
[aDi+1,bD j+1,cDk+1]+ [bD j+1,cDk+1,aDi+1]+ [cDk+1,aDi+1,bD j+1] =





Pelo identidade de Hall-Witt , temos:
[a,b−1,c]b[b,c−1,a]c[c,a−1,b]a = 1
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Segue que:
[a,b,c]+ [b,c,a]+ [c,a,b] = 0.
Portanto LD(G) é uma anel de Lie.
Na seção anterior vimos que se A age sobre G, essa ação pode ser induzida sobre todo
quocientes invariantes, em particular D j⧸D j+1, e assim estendendo para a soma
⊕D j⧸D j+1.
Podemos ver A como um grupo agindo sobre a subálgebra Lp(G) = ⟨L1⟩ de LD(G), como
automorfismo de álgebras de Lie.
Proposição 3.3.8. Seja G um grupo gerado pelos elemento a1, · · · ,am e assuma que Lp(G)
seja nilpotente de classe no máximo c. Sejam ρ1, · · · ,ρs todos os comutadores gerados pelos
elemento a1, · · · ,am de peso ≤ c. Então para qualquer inteiro não negativo i, o grupo G pode
ser escrito como:
G = ⟨ρ1⟩ · · · ⟨ρs⟩Di+1.
Demonstração. Primeiramente observe que o subgrupo Di = ⟨Di+1, [b1, · · · ,b j]pk | jpk ≥ i⟩.
Essa igualdade pode ser demonstrada usando a identidade de Witt e pelo Lema 3.3.3. Faremos
a demonstração por indução em i, para i = 0 temos que G = D1(G) trivial. Assuma que i≥ 1
e
G = ⟨ρ1⟩ · · · ⟨ρs⟩Di.
Então qualquer x ∈ G pode ser escrito como:
x = ρα11 ρ
α2
2 · · ·ραss y. (3.4)
com y ∈ Di. Sem perda de generalidade podemos assumir que Di+1 = 1. Pela obervação
feita inicialmente podemos escrever:






β2 · · ·(σ pktt )βt . (3.5)
com cada σn ∈ [b1, · · · ,b j] com jpk ≥ i e b1 · · ·b j ∈ {a1 · · ·am}.
Denote al o elemento alD2 ∈ Lp(G) com l = 1, · · · ,m. Por hipótese Lp(G) é nilpotente
de classe c, logo [b1, · · · ,bc+1] = 0 para quaisquer b1 · · ·bc+1 ∈ {a1 · · ·am}. Isso implica que
b1 · · ·bc+1 ∈ Dc+2 para quaisquer b1 · · ·bc+1 ∈ {a1 · · ·am} e γc+1 ≤ Dc+2 Como Di é uma
Np-série, para qualquer d ≥ c+1 temos γd ≤ Dd+1.
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Agora, se σn é da forma [b1, · · · ,b j] com j ≥ c+1 então
σ p
kn




j+1 ≤ D( j+1)pkn ≤ Di+1 = 1.
Portanto, podemos assumir que cada σn é da forma [b1, · · · ,b j] com j ≤ c e nessa caso
σn pertence a lista ρ1ρ2 · · ·ρs.
Novamente, pelo fato {Di} ser uma Np-série, temos σ pknn ∈ Z(G). Comparando a maneira
que escrevemos x e y em 3.5 temos:
x ∈ ⟨ρ1⟩ · · · ⟨ρs⟩
como queríamos.
3.4 Automorfismos Livres de Pontos Fixos
O principal objetivo desta seção é apresentar resultados conhecidos na teoria de álgebras de
Lie. como por exemplo o resutado devido a Kreknin-Krostrikin
Teorema 3.4.1. (Kreknin,Krostrikin) Se um anel de Lie L é solúvel de comprimento deri-
vado s e admite um automorfismo regular ϕ de ordem prima p, então L é nilpotente e sua
classe de nilpotência é no máximo
(p−1)s−1
p−2 .
Outro resultado que merece destaque é o resultado devido a Higman, Kreknin e Krostrikin
o qual afirma
Corolário 3.4.2. (Higman, Kreknin e Kostrikin) Se um anel de Lie admite um automorfismo
regular de ordem prima p, então ele é nilpotente e sua classe de nilpotência é limitada por
algum número h(p), com esse dependendo somente de p.
Para tanto precisamos de algumas propriedades básicas de produto tensorial. Dados A
e B ambos K-espaços vetoriais sobre o corpo K, com bases formadas por {a1, · · · ,an} é
{b1, · · · ,bm}, respectivamente. O Produto Tensorial A⊗K B = A⊗K B de A e B é o espaço



























αiβ j(ai⊗ b j)
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Em que αi,β j ∈ K. Os elementos a⊗ b, satisfazem as seguintes propriedades para ai ∈ A,
b j ∈ B e k ∈ K com 1≤ i, j ≤ 2:
1. (a1+a2)⊗ b = (a1⊗ b)+(a2⊗ b);
2. a⊗ (b1+b2) = (a⊗ b1)+(a⊗ b2);
3. (ra)⊗ b = r(a⊗ b) = a⊗ rb.
Podemos definir o conceito de produto tensorial para K-módulo.
Definição 3.4.3. Sejam A e B dois K-módulos. Seu produto tensorial A⊗K B é definido
como o módulo quociente de K-módulo livre com a⊗K b geradores livres, a ∈ A e b ∈ B , do
submódulo gerado de todos os elementos de forma que:
1. k(a0⊗ b0) = ka0⊗ b0 = a0⊗ kb0;
2. a0⊗ (b1+b2) = a0⊗ b1+a0⊗ b2;
3. (a1+a2)⊗ b0 = a1⊗ b0+a2⊗ b0.
Para todo k ∈ K,ai ∈ A e bi ∈ B com i = 0,1,2. Se os elementos a1, · · · ,as geram um K-
módulo A e os elementos b1, · · · ,br geram um K-módulo B , então os sr elementos ai⊗ b j ,
i = 1, · · · ,s e j = 1, · · · ,r , geram o K- módulo A⊗K B .
Sejam φ(n) a função de Euler com soma e produto usual dos números complexos e ω








Sejam L e Z[ω] ambos Z-módulos, com L um anel de Lie, definimos o produto tensorial
L⊗ZZ[ω] denotando por L⊗Z[ω]. Para todo k ∈ Z[ω] e a⊗ b ∈ L⊗ZZ[ω], L⊗ZZ[ω] é
um Z[ω]-módulo, com o produto definido:
ka⊗ b = a⊗ kb
Podemos ainda definir o produto de Lie do anel de Lie L⊗Z[ω] como
[a1⊗ b1,a2⊗ b2] = [a1,a2]⊗ b1b2
Dado um automorfismo ϕ do anel de Lie L de ordem finita n, podemos considerar
ϕ um automorfismo em L⊗Z Z[ω] agindo trivialmente em Z[ω] de tal modo que dado
a⊗K b ∈ L⊗Z[ω] então (a⊗ b)ϕ = aϕ ⊗ b.
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Veremos um Lema que permite verificar algumas propriedades de L⊗Z[ω], estas serão
importantes para demonstração de alguns resultados.
Lema 3.4.4. Sejam L = L⊗Z[ω] o anel de Lie como definido acima e ϕ um automorfismo
de L agindo em L da forma que descrevemos. Valem as seguintes propriedades:
1. CL(ϕ) =CL(ϕ)⊗Z[ω];
2. L(i) = L(i)⊗Z[ω];
3. γi(pL) = γi(pL)⊗Z[ω].
Demonstração.






Para i = 0, · · · ,φ(n)−1 basta mostrarmos que CL(ϕ)∩L⊗Zω i =CL(ϕ)⊗Zω i. Ob-
serve que CL(ϕ)∩ L⊗ 1 = CL(ϕ)⊗ 1, o que implica CL(ϕ)∩ L⊗ Z = CL(ϕ)⊗ Z.
Para todo l ∈ L e m ∈ Z temos que ml⊗ 1 = m⊗ l resultando L⊗Z= L⊗ 1. Assim,
L⊗Zω i = L⊗Z. Dado l ∈CL(ϕ)∩L⊗Z podemos considerar l = l⊗ω i para algum
l ∈ L
ωn−1l = l⊗ 1 ∈CL(ϕ)
resultando que l ∈ CL(ϕ). Portanto, l ⊗ ω i ∈ CL(ϕ)⊗ Zω i e consequentemente
CL(ϕ)∩L⊗Zω i =CL(ϕ)⊗Zω i para todo i = 0, · · · ,φ(n)−1.
2. Bastar fazermos por indução, lembrando L(1)= [L,L] = [L⊗Z[ω],L⊗Z[ω]] = [L,L]⊗
Z[ω] = L(1)⊗Z[ω]. Uma vez que L(1)= [L,L] é gerado pelo conjunto {[x,y] | x,y∈ L};
3. A demonstração é imediata por indução e lembrando que γ2(pL) = (pL)(1) e γi(pL) =
[γi−1(pL),L].
3.4.1 Anéis de Lie Solúvel com Automorfismos Regulares
Para adentrar a teoria de automorfismos regulares apresentaremos dois resultados de álgebra
linear. O primeiro é o Teorema da Forma Normal de Jordan e o segundo sobre certas
condições garante um limite para os blocos de Jordan de uma Matriz, tais resultados podem
ser encontrados em [12] e [13].
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Teorema 3.4.5. (Teorema da Forma Normal de Jordan) Seja ϕ uma transformação linear
de um espaço vetorial V de dimensão finita sobre um corpo F . Se todos os autovalores de ϕ
pertencem a F , então V tem uma base na qual a matriz de ϕ está na forma normal de Jordan,
isto é, sua matriz pode ser escrita na forma de blocos diagonais, com cada bloco na forma Ji,
Ji =

λi 1 . . . 0
0 λi . . . 0
...
... . . .
...
0 0 . . . λi,

com os λi autovalores de ϕ (não necessariamente distintos).
Teorema 3.4.6. Sejam p um número primo e ϕ um elemento de ordem pk em um grupo de
transformações lineares de um espaço vetorial V sobre um corpo F de característica p. Então
todos os autovalores de ϕ são iguais a 1 e V tem uma F-base na qual a matriz de ϕ na forma
normal de Jordan possui todos seus blocos de tamanho no máximo pk× pk, e existe pelo
menos um bloco de tamanho exatamente pk× pk.
Para os próximos resultados, definimos o conjunto dos pontos fixos de um automorfismo
ϕ de G por CG(ϕ) = {g ∈ G;gϕ = g}. O automorfismo ϕ é dito regular se CG(ϕ) = 1.
Teorema 3.4.7. Seja p um número primo. Se ϕ é um automorfismo de ordem pk de um
p-grupo abeliano não trivial G, então CG(ϕ) ̸= 1.
Demonstração. Considere o subgrupo não trivial de G
V = ⟨g ∈ G : gp = 1⟩
que pode ser considerado como um espaço vetorial sobre o corpo Fp e cujo V restrito a ϕ
é uma transformação linear. Por hipótese ϕ é um automorfismo de ordem pk então pelo
teorema 3.4.6 ϕ possui todos seus autovalores iguais a 1. Portanto, os autovetores não triviais
de ϕ associados ao autovalor 1 são elementos não triviais que pertencem a CG(ϕ).
Definição 3.4.8. Dado um automorfismo ϕ . O subgrupo aditivo do anel de Lie L˜
iL˜ = {l ∈ L˜|lϕ = wil}
é chamada uma ϕ-componente de L˜ com relação a wi. Os elementos das ϕ-componentes
são chamados ϕ-homogêneo. Embora L˜ não seja um espaço vetorial, "quase todo L˜ se
decompõe em uma soma quase direta"de componentes.
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Lema 3.4.10. As seguintes inclusões são verdadeiras:
1. nL⊆0 L+1 L+ · · ·+n−1 L;
2. Se l0+ l1+ · · ·+ ln−1 = 0, com li ∈i L então nl j = 0 para j = 0,1, · · · ,n−1.
3. Se o grupo aditivo L não tem n-torção, isto é, para todo l ∈ L a equivalência nl = 0
implica em l = 0, então a soma de ϕ-componentes é direta.
Demonstração.






. Temos ai ∈ Li .
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w0 = w0+ ·+w0︸ ︷︷ ︸
n-vezes
= nw0 = n
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l0+ l1+ · · ·+ ln−1 = 0
l0+ l1w+ · · ·+wn−1ln−1 = 0
l0+ l1w2+ · · ·+w2(n−1)ln−1 = 0
l0+ l1W n−1+ l2w2(n−1)+ · · ·+ ln−1w(n−1)(n−1) = 0





Assim para cada i, devemos multiplicar as equações acima por uma potência de w
adequada, por exemplo, para l0 multiplicamos por wn. E assim:
nli = 0.
3. Como L não tem n-torção, se tivermos:
l0+ · · ·+ ln−1 = a0+ · · ·+an−1.
com li e ai ∈ Li , então
(l1−a1)+ · · ·+(ln−1−an−1) = 0.
Pelo item anterior n(l j−a j) = 0 para todo j = 0,1, · · · ,n−1. Portanto l j = a j.
Lema 3.4.11. Para todos i e j, temos
[ Li , Lj ]⊆ Li+ j .
Com i+ j é calculado módulo n. Em particular a soma das ϕ-componentes L0 + L1 + · · ·+
Ln−1 é um subanel do anel de Lie L.
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Demonstração. Para a ∈ Li e b ∈ Lj , temos:
[a,b]ϕ = [wia,w jb] = wi+ j[a,b].
E assim [a,b] ∈ Li+ j .
Pelo lema anterior, se ϕ é um automorfismo de ordem n de um anel de Lie L e sabendo
que a ϕ-componente L0 é subanel de pontos fixos de ϕ , concluímos que o grupo aditivo
do ideal id⟨CL(ϕ)⟩ é gerado pelo comutadores simples que possuem um subcomutador
[ xi1 i, x
i2
2, · · · , xir r], onde x
i j
j ∈ Li j e i0+ · · ·+ ir ≡ 0(modn).
Lema 3.4.12. Seja p um número primo e sejam i1, · · · , ik elementos não nulos em Fp(não
necessariamente distintos). Seja M o conjunto
M = {∑
s∈S
is : S⊆ {1, · · · ,k}}.
Por definição, a soma é zero para S =∅. Então, ou M = Zp ou |M| ≥ k+1.
Demonstração. Por indução sobre k, chamaremos M(S) o conjunto de todas as somas
envolvendo {i1, · · · , is}. Para k = 1, temos:
|M(1)|= |{0, i1}|= 2,
Com i1 ̸= 0, como M(k)⊆M(k+1), se M(k) = Fp então M(k+1) = Fp. Assim basta provar
que |M(k)| ≥ k+1. Para isso seja σ ∈M(k) e suponha que alguma soma σ + ik+1 /∈M(k).
Então:
|M(k)+1| ≥ |M(k)|+1≥ (k+1)+1.
Por outro lado, se toda soma σ + ik+1 ∈M(k), então por recorrência e tomado σ = 0 temos
ik+1,2ik+1 · · · ,(p−1)ik+1 ∈M(k). Como 0, ik+1, · · · ,(p−1)ik+1 são distintos (pois Fp não
possui subgrupos próprios não triviais e ii ̸= 0 ), temos que |M(k)|= |M(k+1)|= p, ou seja,
M(k+1) = Zp.
Proposição 3.4.13. Para todo s temos:
1. [γn(H ′),H, · · · ,H︸ ︷︷ ︸
(p-1)-fatores
]⊆ γn+1(H ′)+ id⟨0L⟩, n≥ 1;
2. γ(p−1)n+2(H)⊆ γn+1(H ′)+ id⟨0L⟩, n≥ 0;
3. γ f (p,s)+1(H)⊆ H(s)+ id⟨0L⟩,
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γn(H ′)∩ Li .
Assim basta mostrar que:
[ ci0 0, y
i1
1, · · · , y
ip−1
p−1] ∈ γn+1(H ′)+ id⟨0L⟩.
Para todo elemento ϕ-homogêneo i0c ∈ γn(H ′)∩ Li0 e yik ∈ Lik . Podemos assumir
que ir ̸= 0 para todo r = 0,1, · · · , p−1 temos [ ci0 0, yi1 1, · · · , y
ip−1
p−1] ∈ id⟨0L⟩. Note
que toda permutação de elementos i1y1, · · · ,ip−1 yp−1 não altera o comutador módulo
o subgrupo γn+1(H ′), isso ocorre pela identidade de Jacobi para [a,b,c] = [a,c,b]+
[a, [b,c]] e portanto, se a ∈ γn(H ′) e [b,c] ∈H ′ então [a, [b,c]]. O objetivo é reorganizar
os elementos i1y1, · · · ,ip−1 yp−1 de modo a obter a congruência, pelo lema 3.4.12
rearranjando os indíces obtem-se qualquer elemento de Zp, para π ∈ Sp−1 temos:
i0+ iπ(1)+ · · ·+ iπ(s) ≡ 0(mod p).
Podemos escrever o comutador [ ci0 0, y
i1
1, · · · , y
ip−1
p−1] como a soma de um comutador
com o segmento inicial 0L e consequentemente id⟨0L⟩.
2. A demonstração será feita por indução em n. Para n = 0, temos γ2(H) = [H,H] =
γ1(H ′) e para n > 0.
γ(p−1)n+2(H) = γ(p−1)(n−1)+2+p−1(H) = [γ(p−1)(n−1)+2(H),H, · · · ,H︸ ︷︷ ︸
(p-1)-fatores
].
Pela hipótese de indução e pelo item 1., temos:
[γ(p−1)(n−1)+2(H),H, · · · ,H︸ ︷︷ ︸
(p-1)-fatores
]⊆ [γn(H ′),H, · · · ,H︸ ︷︷ ︸
(p-1)-vezes
]+ id⟨0L⟩ ⊆ γn+1(H ′)+ id⟨0L⟩.
3. A demonstração será feita por indução sobre s. Para s = 1, temos:
γ f (p,1)+1(H)⊆ H(1)+ id⟨0L⟩.
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p−2 +1 e pelo item
anterior, temos:
γ f (p,s)+1(H) = γ(p−1)( f (p,s−1))+2(H)⊆ γ f (p,s−1)+2(H ′)+ id⟨0L⟩.
Usando a hipótese de indução no anel de Lie solúvel H ′, concluímos que:
γ f (p,s−1)+2(H ′)⊆ (H ′)(s−1)+ id⟨0L⟩= H(s)+ id⟨0L⟩.
Teorema 3.4.14. Se ϕ é um automorfismo regular de ordem prima p de um anel de Lie L,
então para todo número natural s≥ 1 temos:
γ f (p,s)+1(pL)⊆ id⟨CL(ϕ)⟩+L(s),
com f (p,s) =
(p−1)s−1
p−2 .
Demonstração. Observe que pL⊆H =0 L+1 L+ · · ·+p−1 L e H(s) ⊆ L(s). A demonstração
segue pelo item 3. da proposição 3.4.13.
Lema 3.4.15. Seja A um anel de Lie. Denotamos por nA o subanel gerado por todos os
elementos da forma na = a+a+ · · ·+a︸ ︷︷ ︸
n-fatores
, com a ∈ A. Então:
1. (nA)(k) = n2
k
A(k);
2. γk(nA) = nkγk(A).
Demonstração. Faremos por indução em k.
1. Para k = 1 temos (nA)(1) = [nA,nA] = n2[A,A] = n2A(1). Suponha que vale para k,
então por nossa hipótese de indução temos que (nA)(k) = n2
k
A(k). Portanto:







2. Para o primeiro passo de indução, temos pela linearidade do colchete de Lie que
γ1(nA) = nA = nγ1(A). Suponha que vale para k,logo γk(nA) = nkγk(A), assim pelo
primeiro passo de indução e pela hipótese indutiva, temos:
γk+1(nA) = [γk(nA),nA] = nnk[γk(A),A] = nk+1γk(A).
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Teorema 3.4.16. (Kreknin,Krostrikin) Se um anel de Lie L é solúvel de comprimento
derivado s e admite um automorfismo regular ϕ de ordem prima p, então L é nilpotente e sua
classe de nilpotência é no máximo
(p−1)s−1
p−2 .
Demonstração. Por hipótese L admite um automorfismo regular ϕ e é solúvel de compri-
mento derivado s, ou seja, L0 = 0 e L(s) = 0. Pelo teorema 3.4.14 γ f (p,s)+1(pL) = 0 por outro
lado pelo Lema 3.4.15, temos:
0 = γ f (p,s)+1(pL) = p f (p,s)+1γ f (p,s)+1(L).
Em particular isso implica que o grupo aditivo abeliano γ f (p,s)+1(L) é um p-grupo ϕ-
invariante. Pelo teorema 3.4.7 aplicado a γ f (p,s)+1(L), supondo que γ f (p,s)+1(L) não seja
trivial, então CL(ϕ)⊆Cγ f (p,s)+1(L)(ϕ) ̸= 1 contrariando a hipótese, logo γ f (p,s)+1(L) = 0.
3.4.2 Anéis de Lie com Automorfismos Regulares
Nessa seção considere ϕ um automorfismo de ordem n e f (n) = 2n−1− 1. O objetivo
é demonstrar que nessas condições (nL)( f ) ⊆ id⟨0L⟩ e com isso demonstrar o resultado
de Higman, Kreknin e Krostrikin. Assim como na seção anterior demonstraremos que
podemos assumir sem perda de generalidade para L = L˜. Logo:
(nL)( f )⊗1 = (nL˜)( f )∩L⊗1⊆ id⟨0L⟩⊗ZZ[ω]∩L⊗1 = id⟨0L⟩⊗1.
Lema 3.4.17. Suponha que a,b e c sejam números naturais tais que 1≤ a, b, c≤ n−1. Se
a+b≡ c(modn), então ou ambos a > c e b > c ou ambos a < c e b < c.
Demonstração. Como a < n e b < n, temos a+b < 2n. Então a+b = c ou a+b = c+n.
No primeiro caso, claramente a < c e b < c, enquanto no segundo ambos são maiores que c,
pois caso contrário se algum fosse menor que c, digamos a < c, então como b < n teríamos
a+ b < c+ n, o que contraria o raciocínio anterior. Portanto, ou ambos a > c e b > c ou
ambos a < c e b < c.
Proposição 3.4.18. Suponha que ω seja uma raiz n-ésima da unidade e que o anel de Lie H
sobre Z[ω] admita um automorfismo ϕ de ordem n, com H decomposto em soma direta de
ϕ-componentes do seguinte modo:
H =0 H⊕1 H⊕·· ·⊕n−1 H.
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Então, para todo k = 0,1, · · · ,n−1.
1. H(2
k−1)∩k H ⊆ ⟨k+1H,k+2 H, · · · ,n−1 H⟩+ id⟨0H⟩;
2. H(2
k−1) ⊆ ⟨k+1H,k+2 H, · · · ,n−1 H⟩+ id⟨0H⟩;
3. H(2
n−1−1) ⊆ id⟨0H⟩.
Demonstração. Os itens 1 e 2 são demonstrados simultaneamente por indução em k. Para
k = 1 temos
H(s)∩w H = ∑
u+v=w
[H(s−1)∩u H,H(s−1)∩v H],
Logo H ′ ∩1 H é gerado por todos os comutadores [x,y] com x ∈i H, y ∈ j H e i+ j ≡
1(modn). Se i ou j é igual 0, temos [x,y] ∈ id⟨0H⟩. Se ambos são maiores que 0, pelo Lema




H ′ ∩i H e do fato iH ⊆ ⟨2H,3 H, · · · ,n−1 H⟩+ id⟨0H⟩, para i = 0,1,2, · · · ,n− 1,
junto com o item 1, temos H ′ ∩i H ⊆ ⟨2H,3 H, · · · ,n−1 H⟩+ id⟨0H⟩ para todo i. Portanto,
H ′ ⊆ ⟨2H,3 H, · · · ,n−1 H⟩+ id⟨0H⟩.
Para k > 1 provamos 1. usando as hipoteses de indução de 1. e 2.. O subanel H(2
k−1)∩k H
é gerado por todos os comutadores [x,y], com x ∈ H(2k−1−1) ∩i H,y ∈ H(2k−1−1) ∩ j H e
i+ j ≡ k(modn). Se algum i, j é igual a zero, então [x,y] ∈ id⟨0H⟩. Se ambos são maiores
que zero, então pelo Lema 3.4.17 ou ambos são maiores que k ou ambos são menores que k.
O primeiro caso é imediato. Já o segundo caso, aplicamos 2. ao subanel H(2
k−1−1) o qual
contém x e y:
H(2
k−1−1) ⊆ ⟨k+1H,k+2 H, · · · ,n−1 H⟩+ id⟨0H⟩
Assim, o elemento y ∈ H(2k−1−1) é igual módulo id⟨0H⟩ a uma combinação linear da forma





Aplicando a identidadede de Jacobi [a, [b,c]] = [a,b,c]− [a,c,b] repetidas vezes, todo
comutador [x, [u1,u2, · · · ,uq]] pode ser expresso como combinação linear de comutadores
simples da forma
[x,uπ(1), · · · ,uπ(q)], com π ∈ Sq.
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Logo o comutador [x,y] é igual módulo id⟨0H⟩ a uma combinação linear de comutadores
simples da forma






i+ j1+ j2+ · · ·+ jq ≡ k(modn), pois i+ j ≡ k(modn).
Se tivermos jq = k, então
i+ j1+ j2+ · · ·+ jq−1 ≡ 0(modn).
Significando [x,v1,v2, · · · ,vq−1] ∈0 H. Consequentemente,
[x,v1,v2, · · · ,vq] ∈ id⟨0H⟩.
Se, no entanto, jq > k então temos
i+ j1+ j2+ · · ·+ jq−1 ≡ t ̸≡ 0(modn).
E pelo Lema 3.4.17, temos t > k. Assim,
[x,v1,v2, · · · ,vq−1,vq] ∈ ⟨tH, jq H⟩ ⊆ ⟨k+1H,k+2 H, · · · ,n−1 H⟩.
Logo, em todos os casos, os comutadores [x,v1,v2, · · · ,vq−1,vq] estão contidos em
⟨k+1H,k+2 H, · · · ,n−1 H⟩+ id⟨0H⟩.
Portanto, este subanel também contém [x,y], como desejado. Agora para o item 2. usamos
a hipótese de indução para k−1 no anel de Lie H(2k−1):
(H(2
k−1))(2
k−1−1) ⊆ ⟨H(2k−1)∩k H,H(2k−1)∩k+1 H, · · · ,H(2k−1)∩n−1 H⟩+ id⟨0H⟩.
Os subgrupos aditivos H(2
k−1) ∩k H,H(2k−1) ∩k+1 H, · · · ,H(2k−1) ∩n−1 H estão contidos no





k−1−1) ⊆ ⟨k+1H, · · · ,n−1 H⟩+ id⟨0H⟩.
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como queríamos. Para demonstrar o item 3 basta refazer o item 2. colocando k = n−1.
Teorema 3.4.19. Seja n um número natural e f (n) = 22
n−1−1. Se i1y1,i2 y2, · · · ,i f (n) y f (n)
são alguns elementos de um anel de Lie arbitrário com índices superiores arbitrários
i1, i2, · · · , i f (n) ∈ Z, então o comutador
δ2n−1−1(
i1y1,i2 y2, · · · ,i f (n) y f (n))
pode ser representado como uma combinação linear de comutadores cada qual possuindo o
mesmo conjunto de entradas i1y1,i2 y2, · · · ,i f (n) y f (n) e contendo um subcomutador com índices
superiores de soma igual a zero módulo n.
Demonstração. Seja ω uma raiz p-ésima da unidade e seja F um anel de Lie livre sobre
Z[ω] com geradores livres i1y1,i2 y2, · · · ,i f (n) y f (n). Para cada i = 1,2, · · · ,n−1, denotamos
por iF o subgrupo aditivo de F gerado por todos os comutadores nos geradores livres
i1y1,i2 y2, · · · ,i f (n) y f (n), tais que a soma dos índices superiores de suas entradas é igual a i
módulo n. Definimos um automorfismo ϕ de F de ordem n colocando lϕ = ω il para todo
l ∈i F , i = 0,1, · · · ,n−1, e por linearidade a ação se estende para a soma F =∑
i
Fi . Dessa
forma os subgrupos aditivos iF são as ϕ-componentes. Como o grupo aditivo F não possui
torção, pelo item 3 do Lema 3.4.10, temos
F =0 F⊕1 F⊕·· ·⊕n−1 F.
Pela Proposição 3.4.18, item 3. segue que
δ2n−1−1(
i1y1,i2 y2, · · · ,i f (n) y f (n)) ∈ id⟨0H⟩.
Teorema 3.4.20. Se ϕ é um automorfismo de ordem finita n de um anel de Lie L, então
(nL)( f (n)) ⊆ id⟨0L⟩.
Com 0L = {l+ lϕ + lϕ2 + · · ·+ lϕn−1 : l ∈ L} e f (n) = 2n−1−1.
Demonstração. Pelo Lema 3.4.10, nL ⊆0 L+1 L+ · · ·+n−1 L e , portanto, pelo Teorema
3.4.19 temos
(nL)( f (n)) ⊆ id⟨0L⟩.
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Corolário 3.4.21. Suponha o grupo aditivo de L, admita um automorfismo regular de ordem
finita n.
a Se o grupo aditivo de L não possui n-torção (ou seja, nl = 0 implica l = 0), então L é
solúvel de comprimento derivado no máximo 2n−1−1.
b Se n é um número primo, então L é solúvel de comprimento derivado no máximo
2n−1−1.
Demonstração.











e como L não possui n-torção, obtemos n2
2n−1−2
L2
n−1−1 = 0 Procedendo do mesmo
modo, temos L2
n−1−1 = 0.
b Se n = p é primo, suponha que L2
n−1−1 ̸= 0 isso diz que L2n−1−1 é p-grupo abeliano
não trivial. Logo, pelo Teorema 3.4.7, ϕ possui um ponto fixo não trivial. Portanto,
necessariamente L2
n−1−1 = 0.
O próximo teorema permite obter um limite superior para classe de solubilidade de L e
esse só depende da ordem de um automorfismo regular que é n.
Teorema 3.4.22. (Kreknin) Se um anel de Lie L admite um automorfismo regular de ordem
n, então L é solúvel e seu comprimento derivado não é maior que 2n−2.
Demonstração. Sejam L um anel de Lie, ϕ ∈ Aut(L) com |ϕ|= n e CL(ϕ) = 0. Defina
T = {a ∈ L : nka = 0,para algum k = k(a) ∈ N}
Claramente T é um ideal ϕ-invariante. Pelo Teorema 3.4.20,
0 = (nL) f (n) = n f (n)L(2
n−1−1),
3.4 Automorfismos Livres de Pontos Fixos 61
com f (n) = 22
n−1−1. Assim, L(2





n−1−1) ⊆ T (2n−1−1) = 0
Como todo elemento de T possui ordem finita e igual a uma potência de n, podemos decompor
o grupo periódico abeliano T em uma soma direta de seus subgrupos de Sylow.
T = Tp1 ⊕Tp2 ⊕·· ·⊕Tpr
com n = pk11 p
k2
2 · · · pkrr a decomposição de potências de primos. Note que estes subgrupos
de Sylow são subanéis ϕ-invariantes e [xi,x j] ̸= 0 com xi ∈ Tpi e x j ∈ Tp j , com i ̸= j. Então
é suficiente provar que cada subanel Tpi é solúvel de comprimento no máximo 2
n − 1.
Temos n = pks, p ∈ {p1, p2, · · · , pr} e (p,s) = 1. Podemos obter a seguinte decomposição
⟨ϕ⟩= ⟨ϕ⟩p⊕⟨ϕ⟩p′ com |⟨ϕ⟩p|= |⟨ϕs⟩|= pk e |⟨ϕ⟩p′|= |⟨ϕ p




pk) = A ̸= 0, temos CA(ϕs) ̸= 0, uma vez que |⟨ϕs⟩|= pk e A é ϕs-invariante
(veja Teorema 3.4.7). Logo,CTp(ϕ
pk)∩CTp(ϕ p
s
) =CTp(ϕ) ̸= 0, o que é uma contradição.
Portanto, CTp(ϕ
pk) = 0. Assim Tp admite um automorfismo regular ϕ p
k
de ordem coprima
com todos os elementos de seu grupo aditivo, logo pelo item a. do Corolário 3.4.21, Tp é
solúvel de comprimento derivado no máximo 2n−1−1.
Corolário 3.4.23. (Higman, Kreknin e Kostrikin) Se um anel de Lie admite um automor-
fismo regular de ordem prima p, então ele é nilpotente e sua classe de nilpotência é limitada
por algum número h(p), com esse dependendo somente de p.
Demonstração. Dado um anel de Lie L que admite um automorfismo de ordem prima
p. Pelo item b. do Corolário 3.4.21 L é solúvel de comprimento derivado no máximo
2p−1−1 e, portanto, pelo Teorema 3.4.16, temos que L é nilpotente de classe no máximo
(p−1)2p−1−1−1
p−2 .




Nilpotência de Grupos admitindo um
Grupo de Frobenius como Grupo de
Automorfismo.
Este capítulo é destinado a apresentar uma solução positiva para o item 1 do Problema
17.72 do The Kourovka Notebook [21] dada no artigo Frobenius Groups As Groups of
Automorphisms [19] por N. Yu. Makarenko e P. Shumyatsky.
Teorema 4.0.1. Seja FH um grupo de Frobenius com núcleo F e complemento H. Suponha
que FH age em um grupo finito G de modo que GF é um grupo com Frobenius de núcleo
G e complemento F . A classe de nilpotência de G é limitada em termos |H| e da classe de
nilpotência do CG(H).
Para isso estudaremos primeiro condições combinatórias em Álgebra de Lie graduadas.
4.1 Álgebras de Lie Graduadas: Uma condição combina-
tória.
Seja q um inteiro positivo arbitrário mas fixado. Escolha um primo p tal que rq ≡ 1(mod p).
Considere a1, · · · ,ak elementos não necessariamente distintos e não nulos em Z⧸pZ.
Definição 4.1.1. A sequência (a1, · · · ,ak) é dita r-dependente se e somente se existe distintos
i1, · · · , im ∈ {1,2, · · · ,k} e α1, · · · ,αm ∈ {1,2, · · · ,q−1} não necessariamente distintos, tais
que
ai1 + · · ·+aim = rα1ai1 + · · ·+ rαmaim .
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Se a sequência (a1, · · · ,ak) não é r-dependente, chamamos de r-independente.
Denote por Fk o conjunto de todas sequências r-independentes de comprimento k e por
Zk o conjuntos de todos dependentes de r. Para a sequência (d1, · · · ,dk) ∈ Fk denote por
M(d1, · · · ,dk) o conjunto de todos j ∈ Z⧸pZ tal que (d1, · · · ,dk, j) ∈ Zk+1.
Lema 4.1.2. Se (d1, · · · ,dk) ∈ Fk então |M(d1, · · · ,dk)| ≤ qk+1.
Demonstração. Suponha que (d1, · · · ,dk, j) ∈ Zk+1. Temos:
d1+d2+ · · ·+dk + j = ri1d1+ · · ·+ rikdk + ri0 j.
Para adequado 0≤ is ≤ q−1, com não todos os is iguais a 0. Note que i0 ̸= 0, pois caso
contrário a sequência seria r-independente. Vemos que
j =
ri1d1+ · · ·+ rikdk−d1−d2−·· ·−dk
1− ri0
Como para os is tem q possibilidades e a sequência (d1, · · · ,dk, j)∈ Zk+1 de comprimento
k+1, temos qk+1 possibilidades para j.
Lema 4.1.3. Seja K um corpo de característica 0 contendo uma raiz primitiva da unidade
ω . Suponha que para soma de inteiros positivos m e alguns 0 ≤ i1, · · · , im ≤ q− 1 temos
m = ω i1 + · · ·+ω im . Então i1 = · · ·= im = 0.
Demonstração. Sem perda de generalidade podemos supor K =Q[ω]. Como m = |ω i1|+
· · ·+ |ω im |, pela desigualdade triangular temos i1 = · · ·= im = 0.
Lema 4.1.4. [19, Lema 2.3] Se a sequência (a1, · · · ,ak) é r-dependente e a1 = · · ·= ak então
p≤ nq−1(2q−2)!.
Os próximos resultados apresentam uma condição suficiente para concluir que a sequência
(a1, · · · ,ak) contém uma subsequência r-independente.
Lema 4.1.5. Suponha que para algum m a sequência (a1, · · · ,an) contém no máximo qm+m
valores diferentes. Então pode-se escolher uma subsequência r-independente (a1,ai1, · · · ,aim)
de m elementos que contenha a1.
Demonstração. Se m = 1, o Lema está demonstrado, mostraremos por indução em m. Por
indução podemos escolher uma subsequência r-independente (a1,ai1, · · · ,aim−1) de m− 1
elementos. Sem perda de generalidade podemos supor i2 = 2, · · · , im−1 = m−1. Portanto,
(a1,a2, · · · ,am−1) é uma subsequência r-independente. Pelo Lema 4.1.2 existe no máximo
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qm elementos distintos M(a1,a2, · · · ,am−1). Por hipótese temos que a sequência (a1, · · · ,an)
contém no máximo qm+m valores diferentes. Assim, a sequência am,am+1, · · · ,an contém no
máximo qm+1 valores diferentes. Então podemos sempre escolher b entre am,am+1, · · · ,an
tal que a sequência a1,a2, · · · ,an−1,b é r-independente.
Seja i ∈ Z⧸pZ, denotamos um elemento homogêneo na componente graduada Li com
indíce indicando a componente a qual esse elemento pertence, xi ∈ Li. Não usaremos índices
de numeração para elementos de Li, de modo que diferentes elementos possam ser denotados
pelo mesmo símbolo quando só importa a qual componente os elementos pertencem, ou
seja, xi e xi podem ser elementos diferentes de Li, de modo que [xi,xi] pode ser um elemento
diferente de zero de L2i. Note que sob essa convenção de índice, um comutador homogêneo
pertence a componente Ls, onde s é a soma dos índices de todos os elementos envolvidos
neste comutador.
No que segue assumimos que existe um inteiro positivo c tal que o anel L satisfaz a
condição que:
[xd1, · · · ,xdc+1] = 0
sempre que (d1, · · · ,dc+1) ∈ Fc+1.
Lema 4.1.6. Para cada b ∈ Z⧸pZ existem no máximo
max{qc+1,cq−1(2q−2)!}
elementos a ∈ Z⧸pZ tal que [La,Lb, · · · ,Lb︸ ︷︷ ︸
c
] ̸= 0.
Demonstração. Suponha que [La,Lb, · · · ,Lb︸ ︷︷ ︸
c
] ̸= 0. Então a sequência (a,b, · · · ,b︸ ︷︷ ︸
c
) pertence a
Zc+1 e temos a+b+ · · ·+b = ri0a+ ri1b+ · · ·+ ricb para um adequado 0≤ i j ≤ q−1 com
pelo menos um i j ̸= 0. Se i0 ̸= 0, vemos que:
a =
ri1b+ · · ·+ ricb− cb
1− ri0
Há qc+1 possibilidades para a pelo argumento usado no Lema 4.1.2. Se i0 = 0, então para
alguns 1≤ m≤ c e algum 1≤ j1, · · · , jm ≤ q−1, temos m = r j1 + · · ·+ r jm . Neste caso, o
Lema 4.1.4 p≤ nq−1(2q−2)!.
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Lema 4.1.7. Existe um número w (c,d)-limitado tal que para todo a,b ∈ Z⧸pZ temos
[La,Lb, · · · ,Lb︸ ︷︷ ︸
w
] = 0.
Demonstração. Seja b ∈ Z⧸pZ, denotamos por N(b) o conjunto de todos a ∈ Z⧸pZ tal que
[La,Lb, · · · ,Lb︸ ︷︷ ︸
c
] ̸= 0. De acordo com o Lema 4.1.6, N = |N(b)| ≤ max{qc+1,cq−1(2q−2)!}.
Se para todo t ≥ 1 temos [La,Lb, · · · ,Lb︸ ︷︷ ︸
c+1
] ̸= 0, então todos elementos a,a+b,a+2b,a+ tb
pertence a N(b). Resultando que [La,Lb, · · · ,Lb︸ ︷︷ ︸
c+N
] = 0 para todo a ∈ Z⧸pZ ou tb= 0 para todo
t ≤ N. No último caso concluímos que p≤ N. Claramente, para todo a,b existe, um inteiro
s tal que 0≤ s≤ p−1 e a+ sb = 0. Portanto [La,Lb, · · · ,Lb︸ ︷︷ ︸
N-1
] = 0
Escolha (d1, · · · ,dc) ∈ Fc e fixe um comutador U = [ud1, · · · ,udc]
Lema 4.1.8. Todo comutador da forma
[U,xi1, · · · ,xit ] (4.1)
pode ser escrito como combinação linear de comutadores da forma
[U,m j1, · · · ,m jk ] (4.2)
com js ∈ M(d1, · · · ,dc) e h ≤ t. No caso t = h é possível se is ∈ M(d1, · · · ,dc) para todo
s = 1, · · · , t.
Demonstração. Para t = 0 é óbvio, pois o comutador (4.1) se resume [ud1 , · · · ,udc]. Seja
t = 1 e i1 ∈M(d1, · · · ,dc) então [U,xi1] = [[ud1, · · · ,udc ],xi1] é da forma requerida. Se i1 /∈
M(d1, · · · ,dc) então [U,xi1] = 0 por 4.1.
Assuma que t > 1 e use indução em t. Se todos os índices i j ∈ M(d1, · · · ,dc) então o
comutador [U,xi1, · · · ,xit ] estão na forma requerida com h = t. Suponha que em (4.1) exista
um elemento xik com índice ik /∈ M(d1, · · · ,dc). Escolhemos um elemento k tão pequeno
quanto possível e usamos k como segundo parâmetro de indução. Se k = 1, o comutador
(4.1) é zero e está provado. Suponha que k ≥ 2 e escreva
[U, · · · ,xik−1,xik , · · · ,xit ] = [U, · · · ,xik ,xik−1, · · · ,xit ]+ [U, · · · , [xik−1,xik ], · · · ,xit ]
A hipótese de indução diz que o comutador [U, · · · , [xik−1,xik ], · · · ,xit ] é uma combinação
linear de comutadores da forma (4.2) pois é menor que (4.1). Por outro lado, o comutador
4.1 Álgebras de Lie Graduadas: Uma condição combinatória. 67
[U, · · · ,xik ,xik−1, · · · ,xit ] é uma combinação linear de comutadores da forma (4.2), pois o
índice não pertence a M(d1, · · · ,dc)
Corolário 4.1.9. O ideal de L gerado por U é a subálgebra gerada por comutadores da forma
(4.2).
A partir do corolário acima, desejamos obter informações detalhadas sobre o ideal gerado
por U . Assim, sejam M = |M(d1, · · · ,dc)| e w da forma do Lema 4.1.8.
Lema 4.1.10. O id⟨U⟩ é a subálgebra gerada por todos os comutadores da forma (4.2) com
h≤ (w−1)M.
Demonstração. Se R é a subálgebra gerada por comutadores da forma (4.2) com h≤ (w−
1)M. É suficiente mostrar que todo comutador da forma (4.2) pertence a R. Então escolha
um comutador W = [U,m j1, · · · ,m jh] da forma (4.3). Se h≤ (w−1)M é claro que W ∈ R,
assuma que h > (w−1)M e use indução em h. Escreva
[U, · · · ,xik−1,xik , · · · ,xit ] = [U, · · · ,xik ,xik−1, · · · ,xit ]+ [U, · · · , [xik−1,xik ], · · · ,xit ]
Se jt−1+ jt ∈M(d1, · · · ,dc), então a segunda soma é da forma (4.2). Como este é menor
que W , este pertence a R por hipótese indutiva. Se jt−1 + jt /∈ M(d1, · · · ,dc), aplicando o
Lem 4.1.8 e concluímos que a segunda soma pode ser escrita como combinação linear de
comutadores da forma (4.2).
Portanto, neste caso [U, · · · , [xik−1,xik ], · · · ,xit ] ∈ R. Segue que o comutador W não muda
módulo R por nenhuma permutação m jk . Por nossa suposição o número h é grande o
suficiente para garantir que entre os elementos m jk há pelo menos w que não pertence a
componente Li. Como W não muda módulo R por nenhuma permutação m jk , sem perda de
generalidade podemos assumir m j1, · · · ,m jw ∈ Li. Mas agora pelo Lema 4.1.7 temos que
W = 0.
Corolário 4.1.11. O ideal id⟨[Ld1 · · · ,Ldc ]⟩ tem uma quantidade (c,q)-limitada de compo-
nentes não-triviais na graduação induzida.
Demonstração. Como em (5.2) ji ∈M(d1, · · · ,dc) para todo i = 1, · · · ,h a soma de todos
os índices em (5.2) assumi valores no máximo Mh. Pelos Lemas 4.1.2 e 4.1.7 o número h é
(c,q)-limitado. Então id⟨U⟩ tem (c,q)-limitadas componentes não triviais. Pelas provas dos
Lemas 4.1.8 e 4.1.10 temos que o conjunto das possibilidades das componentes não-triviais
no id⟨U⟩ é completamente determinada pela n-upla (d1, · · · ,dc) e não depende da escolha de
U = [ud1, · · · ,udc ]. Como o ideal id⟨[Ld1 · · · ,Ldc ]⟩ é a soma do ideais id⟨[ud1 · · · ,udc ]⟩.
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Lema 4.1.12. Suponha que um ideal homogêneo T de L tem apenas e componentes não-
triviais. Então L tem no máximo e2 componentes que não centralizam T .
Demonstração. Seja Ti1, · · · ,Tie componentes homogêneas não-triviais de T . Então para
alguns j ∈ S temos i+ j ∈ S. Então há no máximo |S|× |S| possibilidades para i.
Proposição 4.1.13. O anel L é solúvel com classe (c,q)-limitada.
Demonstração. Se c = 0 então L = 0 por 4.1 e está provado. Assuma que c ≥ 1 e use
indução em c. Seja I o ideal de L gerado por todos comutadores [Li1, · · · ,Lic ] com (i1, · · · , ic)
variando em de Fc. A hipótese de indução diz que L⧸I é solúvel com comprimento derivado
f0.
Escolha (i1, · · · , ic) ∈ Fc e seja T = id⟨[Ld1 · · · ,Ldc ]⟩, pelo Corolário 4.1.11 o número de
componentes da graduação não-triviais em T é (c,q)-limitado. Pelo Lema 4.1.12 existem
no máximo e2 componentes que não centralizam T . Como CL(T ) é um ideal homogêneo,
segue que o quociente L⧸CL(T ) tem no máximo e
2 componentes não-triviais. Pelo Teorema
de Aner Shalev [24], temos que L⧸CL(T ) é solúvel de comprimento e-limitado, digamos f1.
Portanto L( f1), corresponde ao termo da série derivada, centraliza T . Como f1 não depende
da escolha da n-upla (i1, · · · , ic) ∈ Fc, segue que [L f1, I] = 0. Lembre-se que L( f0) ≤ I.
Assim, [L f0,L f1] = 0. Deduzimos que L é solúvel de comprimento derivado limitado por
max{ f0, f1}+1.
Teorema 4.1.14. O anel L é nilpotente de classe (c,q)-limitada.
Demonstração. Pela Proposição anterior L é solúvel de comprimento (c,q)-limitado. Iremos
usar indução no comprimento derivado de L. Se L é abeliano, o resultado é verdadeiro.
Suponha que L é metabeliano. Neste caso [x,y,z] = [x,z,y] para todo x ∈ [L,L] e y,z ∈ L.
Uma vez que [L,L] é abeliano e pela identidade de Jacobi
[x,y,z] = [x, [y,z]]︸ ︷︷ ︸
∈ L′
+[x,z,y]
Para cada a ∈ Z⧸pZ denotemos por L′a := L′∩La. Seja w = w(c,q) pelo Lema 4.1.7 e
coloque n = (w−1)(qc+1+ c)+2. Escolha uma sequência de n elementos (a1, · · · ,an) em
Z⧸pZ e considere o comutador [L
′
a1 ,La2, · · · ,Lan], assuma que esse comutador é diferente de
zero e suponha que (a1, · · · ,an) contenha uma subsequência r-independente de comprimento
c+1 começando com a1. Usando que [x,y,z] = [x,z,y] podemos assumir que a1, · · · ,ac+1 é
uma subsequência r-independente. Então, por 4.1 o comutador [L′a1,La2, · · · ,Lan] é zero, uma
contradição. Segue do Lema 4.1.5 que a sequência a1, · · · ,an contém no máximo qc+1+ c
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valores diferentes. O número n é escolhido grande o suficiente para garantir que a1 ocorra
em a1, · · · ,an pelo menos w+1 vezes ou mais, para outro valores diferentes de a1, ocorra
pelo menos w vezes. Usando [x,y,z] = [x,z,y] assumimos a2 = · · ·= aw, neste caso segue
pelo Lema 4.1.7 que [L′a1,La2, · · · ,Lan] é zero. Portanto, concluímos que L é nilpotente de
classe no máximo n.
Agora, suponha que o comprimento derivado de L é pelo menos 3. Por hipótese indutiva
[L,L] é nilpotente de classe limitada. Juntos, isso dá nilpotência de L de classe limitada pelo
análogo ao anel de Lie [5] do teorema de P. Hall [10], demonstrando o Teorema.
Os próximos resultados tratam sobre o centralizador CG(H). No primeiro, o resultado
temos uma forma de ver o CG⧸N
(H) = CG(H)N⧸N com H sendo um grupo solúvel de
automorfismos de um grupo finito G. O segundo resultado envolve a igualdade CG⧸γi
(H) =
CG(H)γi⧸γi com γi termo da série central inferior e a classe de nilpotência do subgrupo
CL(G)(H) não excedendo a classe de nilpotência do centralizador CG(H).
Lema 4.1.15. [19, Lema 3.2] Sejam H um grupo solúvel de automorfismos de um grupo finito
G, e N um p-subgrupo abeliano elementar H-invariante de G contido no centro Z(G). Se N,
considerado como um módulo FpH, é um módulo FpH livre, então CG⧸N(H) =
CG(H)N⧸N.
Lema 4.1.16. [19, Lema 3.3] Seja GFH um grupo 2-Frobenius , onde G é um subgrupo
normal, GF é um grupo Frobenius com kernel G e complemento F , e FH é um grupo
Frobenius com kernel F e complemento H. Então:
1. Para cada termo da série central inferior γi = γi(G) temos que CG⧸γi
(H) =CG(H)γi⧸γi;
2. A classe de nilpotência do subgrupo de ponto fixo CL(G)(H) para o grupo de automor-
fismos H induzidos não excede a classe de nilpotência do centralizador CG(H).
Até essa parte do texto utilizamos a condição 4.1 para demonstrar resultados importantes
como a limitação da classe de nilpotência e o comprimento derivado, mostraremos que a
condição 4.1 é importante para a demonstração do resultado principal. Assim, o Teorema
4.1.14 é uma ferramenta indispensável para lidar com situações em que um grupo Frobenius
age em outro grupo ou em um anel de Lie.
Teorema 4.1.17. Seja FH um grupo de Frobenius com núcleo F de ordem prima e comple-
mento H de ordem q. Assuma que FH aja por automorfismo em um anel de Lie K de tal
forma que CK(F) = 0 e a classe de nilpotência de CK(H) é c. Então K é nilpotente de classe
(c,q)-limitada.
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Demonstração. Seja F de ordem p com CK(F) = 0 então K é nilpotente de classe p-limitada
por ??. Seja ω a raiz primitiva da unidade e K˜ = K⊕ZZ[ω] a extensão de ω a partir do
Z-módulo K. Vemos que K˜ é uma álgebra de Lie sobre Z. O grupo FH age de formal natural
em K˜ e a ação e tal que CK˜(F) = 0 e CK˜(H) é nilpotente de classe c. Seja φ um gerador de
F e para cada i = 0, · · · , p−1 definimos Li = {x ∈ K˜ | xφ = ω ix} com L =∑
i
Li. Como K
admite automorfismo livre de pontos fixos de ordem p concluimos que K não tem p-torção
por ([12], Corolário 1.7.3). Como L é a soma direta dos Li, e L é naturalmente tem uma
Z⧸pZ-graduação tal que L0 = 0. Pelo resultado [[12], Lema 4.1.1], pK˜ ≤ L.
Segue que a classe de nilpotência de L é igual a de K˜ e portanto a de K. Suponha que
a classe de nilpotência de L seja u então γu+1(pk˜) = 0 e assim, pu+1γu+1(K˜) = 0, o que
implica que γu+1(K˜) = 0, pois K˜ é livre de p-torção, K˜ é nilpotente de classe u.
Como F é cíclico de ordem prima, H é cíclico. Seja H = ⟨h⟩ logo φh−1 = φ r. Então r tem
ordem multiplicativa q módulo p. O grupo H permuta as componentes Li tal que Lhi = Lri





h = ω irxhi .
Dado uk ∈ Lk, denotamos uhik por urik. A soma de qualquer H-órbita pertence ao CL(H) e
portanto
uk +urk + · · ·+urq−1k ∈CL(H).
Seja xa1, · · · ,xac+1 elementos homogêneos em La1, · · · ,Lac+1 , respectivamente. Considere
os elementos
X1 = xa1 + xra1 + · · ·+ xrq−1a1,
...
Xc+1 = xac+1 + xrac+1 + · · ·+ xrq−1ac+1 .
Já que todos eles estão em CL(H) e CL(H) é nilpotente de classe c, segue que
[X1, · · · ,Xc+1] = 0
Depois de expandir os colchetes, o lado esquerdo envolve o termo [xa1, · · · ,xac+1]. Suponha
que o comutador [xa1, · · · ,xac+1] não é zero. Em seguida, deve haver outros termos diferentes
de zero na expressão expandida que pertencem a mesma componente La1+···+ac+1 . Então
existem i1, · · · , im ∈ {1,2, · · · ,c+1} e α1, · · · ,αm ∈ {1,2, · · · ,q−1} tal que
ai1 + · · ·+aim = rα1ai1 + · · ·+ rαmaim.
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Assim, mostramos que [xa1, · · · ,xac+1] = 0 onde a sequência a1, · · · ,ac+1 é r-independente.
Portanto, estamos nas condições de aplicar o Teorema 4.1.14 para concluir que L é nilpotente
de classe (c,q)-limitada.
Teorema 4.1.18. Seja FH um grupo de Frobenius com núcleo F e complemento H. Suponha
que FH age em um grupo finito G de modo que GF é um grupo com Frobenius de núcleo
G e complemento F . A classe de nilpotência de G é limitada em termos |H| e da classe de
nilpotência do CG(H).
Demonstração. Note que o subgrupo G é nilpotente de classe limitada em termos do divisor
primo da ordem de F . Mas queremos mostrar que a classe de nilpotência de G é limitada em
termos da |H| e da classe de nilpotência do CG(H). Como um complemento de Frobenius em
GF , o grupo F não tem subgrupos não-cíclicos de ordem p2 para qualquer p primo. Portanto,
os subgrupos de F de Sylow são quaternários cíclicos ou generalizados. Sendo o núcleo
Frobenius de FH, o grupo F é nilpotente. Segue-se que o 2-subgrupo de Sylow de F é trivial,
pois de outro modo seu centro conteria um ponto fixo não-trivial para H. Assim, F é cíclico.
Podemos supor que F tem ordem prima p, caso contrário existe um subgrupo de F de ordem
prima p H-invariante.





com n sendo a classe de nilpotência de G e os γi termos da série central inferior de G. Como
vimos no Capítulo 3 a nilpotência de G coincide com a nilpotência de L(G). A ação do grupo
FH em G induz uma ação natural do grupo FH em L(G). Como F age livres de pontos fixos
em γi⧸γi+1 [[9],Lema 10.1.3] temos que CL(G)(F) = 0. O item 2. do Lema 4.1.16 diz que
CL(G)(H) é nilpotente e não excede a classe de nilpotência de CG(H). Então pelo Teorema
4.1.17, L(G) é nilpotente de classe limitada em termos da |H| e da classe de nilpotência do




Expoente de Grupos admitindo um
Grupo de Frobenius como Grupo de
Automorfismo.
A ideia deste capítulo é apresentar as demonstrações das soluções parciais do Problema
Problema 18.67 e do item 2 do textbfProblema Problema 17.77.
Teorema 5.0.1. Suponha que um grupo finito de Frobenius FH com núcleo cíclico F e
complemento H age em um grupo finito G de tal maneira que CG(F) = 1 e CG(H) tem
expoente e. Então o expoente de G é limitado unicamente em termos de e e |FH|.
Teorema 5.0.2. Suponha que o grupo de Frobenius de ordem 12 aja de forma coprima sobre
um grupo finito G de tal maneira que CG(F) = 1 e CG(H) tem expoente e. Então o expoente
de G é limitado em termos de e.
Ou seja, apresentamos uma solução positiva os casos onde um grupo de Frobenius com
núcleo cíclico ou o grupo de Frobenius FH ∼= A4 agem como grupo de automorfismos do
Problema 18.67 quando F é cíclico e FH ∼= A4, resultados estudados nos artigos On the
exponent of a finite group with an automorphism group of order twelve [25] e Frobenius
groups of automorphisms and their fixed points [14] que utilizam de ferramentas vistas nas
seções 1.3 e 3.3 e no Capítulo 2.
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5.1 Grupos deFrobeniusMetacíclico como Automorfismos.
Um grupo E é dito metacíclico se possui em subgrupo normal cíclico K tal que E⧸K é cíclico.
A apresentação de um grupo metacíclico é dada por:
E = ⟨a,b|an = 1,bm = au,ab = as⟩
com m,n,u,s inteiros positivos que satisfazem sm ≡ 1(modn) e u(s−1)≡ 0(modn). O pri-
meiro exemplo de grupos metacíclico é o produto direto de grupo cíclicos, outra interessante
observação é que E ′ é sempre cíclico, ou seja, o grupo derivado de um grupo metacíclico é
cíclico.
O Teorema 1.2.24 pode ser usado para provar que um grupo de Frobenius com núcleo
cíclico F e complemento H deve ser necessariamente metacíclico, pois nesse caso H deve
ser abeliano e, como todo elemento do complemento age sem pontos fixos o teorema 1.2.24
implica que H deve ser cíclico.
Um elemento y ∈ Álgebra de Lie L é dito ad-nilpotente se existe um inteiro positivo n tal
que (ady)n = 0, isto é, [x,y, · · · ,y︸ ︷︷ ︸
n-fatores
], se n é o menor inteiro com essa propriedade, então y é
ad-nilpotente de índice n.
Teorema 5.1.1. Se K ém ideal de um anel de Lie solúvel então a nilpotênca de L é dada nas
seguintes hipóteses:
Se γc+1(L)⊆ [K,K] e γk+1(K) = 0, então γc(k+12 )−(k2)+1(L) = 0
O resultado acima pode ser considerado como análogo ao anel de Lie do teorema de P.
Hall [10]. Denotamos por Lp(G) a subálgebra gerada por L1 = D1⧸D2 e para um elemento
x ∈ Di⧸Di+1 denotamos por x o elemento xDi de DL(G).
Lema 5.1.2. [17](Lazard) Para todo x ∈ G temos (adx)p = adxp. Consequentemente, se x
tem ordem finita pt , então x é ad-nilpotent de índice limitado por pt .
Lema 5.1.3. [6](Dade) Se G admite um automorfismo livre de pontos fixos de ordem n ,
então a altura de Fitting de G é limitado por uma função que depende apenas de n .
Lema 5.1.4. Suponha que X é um p-grupo d-gerado tal que a Álgebra de Lie Lp(X) é
nilpotente de classe c. Então X possui um subgrupo powerful característico de índice
(p,c,d)-limitado.
Demonstração. Sejam ρ1, · · · ,ρr todos os comutadores simples de peso ≤ c nos geradores
de X . Com r um número limitado por uma função que depende de d e c. A nilpotência de
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Lp⟨X⟩ de classe c implica que para qualquer s ∈N, cada elemento g ∈ ⟨X⟩ podemos escrever
por 3.3.8 da forma g = ρk11 · · ·ρkrr λ , com λ ∈ Ds, ki ∈ Z. Com
Ds = ⟨[a1, · · · ,ai]pt |ipt ≥ s,ak ∈ G⟩
Seja X um p-grupo finito, com Ds = 1 para algum s ∈N. Portanto todo elemento g ∈ P pode




, segue-se que, para cada m ∈ N, todo
elemento g ∈ P pode ser escrito na forma:
g = ρk11 · · ·ρkrr v, 0≤ ki ≤ pm−1.
para todo i e consequentemente, |P⧸Ppm | ≤ p
rm para qualquer m ∈ N. Seja V a interseção
dos núcleos do homomorfismo de P em GLr(Fp). Seja W =V se p ̸= 2 ou W =V 2 se p = 2.
Os expoentes dos p-subgrupos de Sylow de GLr(Fp) é um número limitado por uma função
que depende de p e r. Então Pp
a ≤W para algum a limitado por p e r que também é limitado
por uma função que depende p,c e d. Desde que r seja (c,d)-limitada. Existe um número
(p,c,d)-limitado u≥ a tal que |P
pu
⧸Pp
u+1| ≤ pr, por outro lado a desigualdade |P⧸Ppm| ≤ p
rm
será violada para alguns m. Então Pp








u+1| ≤ pr. Agora, pela proposição 1.3.12, Ppu é um subgrupo Powerful. O índice de
Pp
u
é no máximo pur é (p,c,d)-limitada.
Para os próximos resultados, lembremos o conceito de Anel graduado apresentado no




La, e [La,Lb]⊆ La+b,
com La sendo o subgrupo do grupo aditivo L.
Lema 5.1.5. Seja L=
⊕
Li uma Z-graduada Álgebra de Lie sobre um corpo tal que L= ⟨L1⟩
e assuma que toda componente homogênea Li sejam geradas por elementos que são ad-
nilpotentes de índice no máximo r. Suponha que L seja solúvel de comprimento derivado k e
que L1 tenha dimensão finita d. Então L é nilpotente de classe (d,r,k)-limitada.
Demonstração. A demonstração seguirá por indução em k ≥ 2. Seja M, o último termo não
nulo da série derivada 3.1.24, por indução assumimos que L⧸M é nilpotente de classe (d,r,k)-
limitado. Em particular, concluí-se que a dimensão de L⧸M é (d,r,k)-limitada. Denote por
f a função que depende de (d,r,k), pela nilpotência de L⧸M segue pelo teorema 3.1.23 que
γ f+1(L)⊆M. Analisaremos os casos em que: M ≤ Z(L) e M ≰ Z(L). Para o primeiro temos
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que γ f+1(L)⊆M ≤ Z(L), pelas equivalências do Teorema 3.1.20 segue que L é nilpotente
de índice (d,r,k)-limitado.
Para o segundo caso, considere j o maior índice tal que L j não está contido em CL(M).
Seja K = L j +CL(M) e um ideal de L, pois:
[K,L] = [L j +CL(M),L] = [L j,L]+ [CL(M),M]⊆ L j +CL(M) = K.
Além disso, K não é abeliano:
[K,K] = [L j,L j]+2[CL(M),L j]⊆ L2 j +2[CL(M),L j].
Desde que a dimensão de L⧸M é (d,r,k)-limitada, existem alguns elementos a1, · · · ,am ∈
L j tal que K = ⟨a1, · · · ,am,CL(M)⟩ e cada um dos elementos a1, · · · ,am são ad-nilpotentes
de índice no máximo r. Mais ainda, o j é (d,r,k)-limitado, podemos usar indução reverso
em j, assim por indução L⧸[K,K] é nilpotente de classe (d,r,k)-limitada.
Defina s = m(r− 1)+ 1 e considere o ideal [M,K, · · · ,K], com K aparecendo s vezes.
Então S é gerado por comutadores [m,b1, · · · ,bs], com m ∈ M e b1, · · · ,bs elementos de
{a1, · · · ,am} não necessariamente distintos, já que s é grande o suficiente existem alguns






pois [CL(M),K] ⊆ CL(M). Assim para x,y ∈ K e m ∈ M temos [m,y,x] = [x,y,m] +
[m,x,y], como [x,y,m] ∈ K⧸CL(M), logo [m,y,x] = [m,x,y]. Assumimos sem perda de gene-
ralidade que b1 = · · ·= br, como b1 é ad-nilpotente de índice no máximo r, segue que
[m,b1, · · · ,br, · · · ,bs] = 0.
Logo S = 0, conclímos que M está contido em algum termo da série central superior de
K, sendo assim γs+1(K) = 0. Portando, juntando o fato que L⧸[K,K] é nilpotente de classe
(d,r,k)-limitada e K é nilpotente de classe s segue pela observação do início do capítulo que
γs(k+12 )−(k2)+1(L) = 0, logo L é (d,r,k)-limitada.
Teorema 5.1.6. Suponha que um grupo finito de Frobenius FH com núcleo cíclico F e
complemento H age em um grupo finito G de tal maneira que CG(F) = 1 e CG(H) tem
expoente e. Então o expoente de G é limitado unicamente em termos de e e |FH|.
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Demonstração. Pelo Lema 2.3.1 G é solúvel, lembremos que o Fitting de G é o produto de
M ≤ G tais que M é o maior subgrupo normal nilpotente de G. A série de Fitting é definida




, além disso como G é solúvel,
o menor valor h= h(G) tal que G= Fh(G) é chamado de altura de Fitting de G. Essa altura é
limitada por uma função que depende apenas |F | pelo Lema 5.1.3. Usaremos indução sobre a
altura de Fitting de G . Note que basta demonstramos para G nilpotente pois o quociente dos
termos da série de Fitting são nilpotentes. Consideremos G um p-grupo onde p é um primo
arbitrário, uma vez que G é nilpotente ele escrito como produto direto de seus subgrupos de
Sylow.
A demonstração será feita no caso em que reduzimos G para um grupo Powerful utilizando
as propriedades mencionadas na seção 1.3.
Pelo teorema 2.3.7, p divide e, logo podemos assumir que e é uma potência de p. Seja
x ∈ G e considere o subgrupo S = ⟨x j; j ∈ FH⟩, S é FH-invariante com no máximo |FH|
geradores. Portanto, podemos assumir que G = ⟨x j; j ∈ FH⟩, ou seja, podemos assumir que
G é |FH|-gerado e seu conjunto gerador é FH-invariante.
Qualquer grupo de automorfismo do grupo G atua de forma natural sobre os grupos
quocientes Li = Di⧸Di+1 formados pelos termos da série de Jennings-Zassenhaus de G.
Esta ação induz uma ação por grupos de automorfismo sobre a Álgebra de Lie L = Lp(G).
Pelo teorema 2.3.3 o subgrupo F é livre ponto fixo em todos quocientes Li da série de
Jennings-Zassenhaus e 2.3.4 temos CDi⧸Di+1




Além disso,o Teorema 2.3.7 garante que Li é gerado pelo centralizador CLi(H)
f , com f ∈ F e
o Teorema 2.3.4 garante que todo elemento CLi(H)
f é imagem de alguns elementos CG(H) f ,
cuja ordem divide e.
Pelo lema de Lazard 5.1.2, segue que o grupo aditivo de Li é gerado por elementos que
são ad-nilpotentes de índice no máximo e, usando o Teorema de Kreknin 3.4.22 vemos que L
é solúvel de comprimento |FH|-limitado, segue pelo Lema 5.1.5 que L é nilpotente de classe
(e, |FH|)-limitada. A nilpotência de Lp(G) implica pelo Lema 5.1.4, G possui um subgrupo
powerful característico. Sendo assim é suficiente limitar o expoente de tal subgrupo powerful,
ou seja, podemos assumir que G é um p-grupo powerful e pelo Lema 1.3.8, o expoente de G
divide a ordem de seus geradores. Portanto, como G é gerado por elementos do CG(H) f para
f ∈ F , então G tem expoente e.
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5.2 Grupos de Frobenius de ordem 12 como Automorfismo
O objetivo desta seção é apresentar a demonstração do seguinte resultado:
Teorema 5.2.1. Suponha que o grupo de Frobenius de ordem 12 aja de forma coprima sobre
um grupo finito G de tal maneira que CG(F) = 1 e CG(H) tem expoente e. Então o expoente
de G é limitado em termos de e.
Nessa seção trabalhamos com um grupo Frobenius FH com núcleo F de ordem 4 e o
complemento H da ordem 3, ou seja, A4 = (C2×C2)⋊C3, aja coprimamente sobre um grupo




Li e [L1,L2]≤ L3, [L2,L3]≤ L1, [L3,L1]≤ L2. (5.1)
Para todo x ∈ L, escrevemos x= x1+x2+x3, com cada xi ∈ Li. Assumimos que L admite
um automorfismo φ de ordem 3, tal que:
Lφ1 = L2, L
φ
2 = L3, L
φ
3 = L1. (5.2)
Denote Lφ a subálgebra de ponto fixo φ . É evidente que x ∈ Lφ se, e somente se, x2 = xφ1
e x3 = x
φ
2 .
Lema 5.2.2. Sejam a,b ∈ L e suponha que [a,b] = 0. Então:
[a2+a3,b2+b3] = [a1+a2,b1+b2] = [a1+a3,b1+b3] = 0.
Demonstração. Lembre-se que cada Li é abeliana. Assim podemos escrever o comutador




. Consequentemente [a2 + a3,b2 + b3] = 0 e
similarmente temos para [a1+a3,b1+b3] = [a1+a2,b1+b2] = 0.
Lema 5.2.3. Sejam a,b ∈ L e suponhamos que [a,b] = 0. Assuma que b1 = 0. Então b2 e
b3 comutam com a1. Se adicionarmos b2 = 0, então b3 comuta com cada um dos elementos
a1,a2,a3.
Demonstração. Pelo Lema 5.2.2 e pelo fato de cada Li ser abeliano, temos 0= [a1+a3,b3] =
[a1,b3] e 0 = [a1+a2,b2] = [a1,b2], ou seja, b2 e b3 comutam com a1.
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Se adicionarmos b2 = 0 então:
[a2+a3,b3] = 0⇒ [a2,b3] = 0
[a1+a3,b3] = 0⇒ [a1,b3] = 0
Logo, b3 comuta com cada um dos elementos a1,a2,a3.
Lema 5.2.4. Seja a ∈ L ad-nilpotente de índice m e suponha que os elementos a1,a2 e a3
comutam emparelhados. Então cada a1,a2 e a3 é ad-nilpotente de índice no máximo 2m−1.
Demonstração. Provaremos apenas para a1 é ad-nilpotente de índice no máximo 2m−1, os
demais casos são análogos. Para todo elemento x ∈ L escreva x = x1− x2− x3. Para todo
x,y ∈ L temos:
[x,y] = [x1− x2− x3,y1− y2− y3] =
[x1,y1]− [x1,y2]− [x1,y3]− [x2,y1]+ [x2,y2]+ [x2,y3]− [x3,y1]+ [x3,y2]+ [x3,y3] =
([x2,y3]+ [x3,y2])︸ ︷︷ ︸
∈ L1
−([x1,y3]+ [x3,y1])︸ ︷︷ ︸
∈ L2
−([x2,y2]+ [x1,y2])︸ ︷︷ ︸
∈ L2
= [x,y]
Nas igualdades acima usamos o fato que Li é abeliana. Considere a seguinte função
ϑ : L−→ L
x−→ x
Observe que ϑ é um automorfismo de L. Por hipótese a ∈ L é ad-nilpotente de índice m
então a é ad-nilpotente de índice no máximo m pelo automorfismo acima. Como 2a1 = a+a
temos que 2a1 é ad-nilpotente de índice no máximo 2m−1. Agora, o resultado segue do fato
de que 2L = L.
Lema 5.2.5. Suponha que a∈ Li e b∈ L j para todo i ̸= j e [a,b] = 0. Então I([b,Li])≤CL(a).
Demonstração. É suficiente mostrar que para qualquer conjunto c1, · · · ,ct tal que c1 ∈ L1 e
ci ∈ Lki com cada ki ∈ {1,2,3}, temos:
[b,c1, · · · ,ct ,a] = 0 (5.3)
Provaremos usando indução em t, para t = 1, temos:
[b,c1,a]. (5.4)
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Como a e c1 ∈ L1 e L1 é abeliano então c1 ∈CL(a), por hipótese b também está em CL(a)
e assim (5.4) é igual a zero. Suponha que vale para t ≥ 2 e valores menores que t é válido
a equação 5.3. Se c2 ∈ L1 denotemos [b,c1] = d e observe que d ∈ L3 e [d,a] = 0 por 5.4.
Então podemos reescrever o comutador dado na equação 5.4 por:
[b,c1, · · · ,ct ,a] = [d,c2, · · · ,ct ,a]
No último comutador temos b∈ L2∩CL(a) com d ∈ L3∩CL(a). Se c2 ∈ L3 então [b,c1,c2] =
0 pois [b,c1] e c2 ∈ L3. Assim, podemos supor que c2 ∈ L2 e portanto [b,c1,c2,a] = 0, pois
[b,c1,c2] ∈ L1. Para t ≥ 3 considere os casos:
1. c3 ∈ L1.
Como L1 é abeliano, teríamos [b,c1,c2,c3] = 0, assim 5.4 é verdadeira.
2. c3 ∈ L2
Para este item e o outro item, considere o seguinte comutador [x1, · · · ,xs] = 0 sempre
existe um inteiro positivo k e alguns i ∈ {1,2,3} tais que [x1, · · · ,xk] ∈ Li e xk+1 ∈ Li.
Como Li é abeliano, descartamos tal comutador. Para c3 ∈ L2 temos:
[b,c1,c2,c3] =[[b,c1], [c2,c3]]+ [c2, [c3, [b,c1]]] =
[b, [c1, [c2,c3]]]+ [c1, [[c2,c3],b]]+ [c3, [[c1,b],c2]]+ [[c1,b], [c2,c3]]
Faça a1 = [c1,c2,c3] ∈ L1. Quando o comutador 5.4 pode ser escrito da forma
[b,a1,c4, · · · ,ct ,a]
por hipótese é igual a zero.
3. c3 ∈ L3.
O comutador [b,c1,c2,c3] = [[b,c1],c3,c2]+[b,c1, [c2,c3]]. Se fizermos a2 = [c2,c3]∈
L1 e b1 = [b,c1] ∈CL(a) então o comutador em 5.4 pode ser reescrito como
[b1,a2,c4, ·,ct ,a]
A forma do último comutador difere do comutador 5.4 apenas por b ∈ L2∩CL(a) então
b1 ∈ L3∩CL(a). Podemos aplicar a hipótese de indução. Assim:
[b1,a2,c4, · · · ,ct ,a] = 0.
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Lema 5.2.6. Sejam y,z elementos do CL(x) para todo elemento x ∈ Lφ . Então os elementos
[y,z]1, [y,z]2, [y,z]3 pertencem ao CL(x).
Demonstração. Mostraremos que [y,z]1 ∈CL(x), as demais são análogas. Pela consideração
feitas no início desta seção x = x1+ x2+ x3. Por hipótese y,z ∈CL(x), ou seja, Cy(x) = 0 e
Cz(x) = 0 pelo Lema 5.2.2 temos y2+y3 e z2+z3 comutam com x2+x3. Na demonstração do
Lema 5.2.2 utilizamos o fato do comutador [y,z]1 = [y2+y3,z2+ z3], a igualdade vem do fato
do comutador [y,z]1 ∈ L1 e representamos em termos de comutadores de L como elementos
de L1. Assim, [y,z]1 ∈ CL(x2 + x3). Como L1 é abeliano [y,z]1 ∈ CL(x1). Logo,[y,z]1 ∈
CL(x1+ x2+ x3) =CL(x).
Se X ⊆ L, denotamos por ID(X) o menor ideal K de L φ -invariante contendo X e
satisfazendo as condições que K =
⊕
1≤i≤3
Ki, com Ki = K ∩ Li. Dado um elemento x =
x1 + x2 + x3, colocamos x(1) = x e denote por x(2) o elemento [x1,x2] + [x1,x3] + [x2,x3].
Indutivamente para i≥ 3 temos x(i) = (x(i−1))(2).
Lema 5.2.7. Seja a um elemento ad-nilpotente em L1 e seja N o ideal de L gerado por a.
Então [L,L]≤ ⟨L1,L2⟩.
Demonstração. Denote por N = ⟨L1,L2⟩. As inclusões [L1,L3]≤ L2 e [L2,L3]≤ L1 mostram
que L3 normaliza N. Como L = L1+L2+L3 temos que N é um ideal de L. O quociente L⧸N
deve ser abeliano pois L3 é abeliano.
Lema 5.2.8. Seja a ∈ L1∪L2∪L3 e suponha que a é ad-nilpotente de índice m. Então I(a)
é nilpotente de classe no máximo 2m−1.
Demonstração. Seja n o menor número tal que:
[L,a, · · · ,a︸ ︷︷ ︸
n
] = 0.
Assumimos que n≥ 1 e provamos a nilpotência de N usando indução em n. Seja
[L2,a, · · · ,a︸ ︷︷ ︸
n-1
] = 0
Então M ≤CL(a)∩L2 se n é ímpar e M ≤CL(a)∩L2 se n é par. Assuma que M ≤ L2. Seja
L = L⧸CL(N) e denote X a imagem de qualquer subconjunto X ⊆ L em L. O ideal minimal T
de L contém a subálgebra gerada por [M,L1] por comutadores da forma [b,c1, · · · ,ct ], com
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c1 ∈ L1 e ci ∈ L1∪L2∪L3 com i≥ 2. Portanto, pelo Lema 5.2.5 a centraliza T . Isso implica
que T ≤CL(N) então obtemos [M,L1] = 0. Como M ≤ L2 e L2 é abeliano, concluímos que:
M ≤CL(⟨L1,L2⟩)
Pelo Lema anterior [L,L] ≤ ⟨L1,L2⟩. Como M centraliza a subálgebra R = ⟨[L,L],a⟩ de L
segue que M ≤ Z(N). Como L = L⧸CL(N) concluímos que M ≤ Z2(N). Usamos o mesmo
argumento substituindo L2 por Li, logo:
[Li,a, · · · ,a︸ ︷︷ ︸
n-1
]≤ Z2(N)
para qualquer i = 1,2,3. Como L = ∑
1≤i≤3
Li obtemos
[L,a, · · · ,a︸ ︷︷ ︸
n-1
]≤ Z2(N)
Vamos considerar a álgebra quociente L˜ = L⧸Z2(N). Denote X˜ a imagem do subconjunto
X ⊆ L em L˜. Então
[L˜, a˜, · · · , a˜︸ ︷︷ ︸
n-1
] = 0
E assim por indução N˜ é nilpotente. Como N˜ = N⧸Z2(N) deduzimos que N é nilpotente.
Observe que a prova mostra que N é de classe de nilpotência máximo 2m−1.
Lema 5.2.9. Seja a ∈ L1∪L2∪L3 e suponha que a comuta com todos os elementos x ∈ Lφ .
Então a centraliza o ideal I(x(4)).
Demonstração. Seja a= a1+a2+a3, podemos assumir que a∈ L1 então a1 = a2 = 0 Então,
pelo Lema 5.2.3 a comuta com cada um dos elementos x1,x2 e x3. Pelo Lema 5.2.5 a
centraliza o ideal I([x1,x2]). Seja y = x(4) da definição y1,y2 e y3 ∈ I([x1,x2]), como y ∈ Lϕ
então Id(y) = Id(y1)+ Id(y2)+ Id(y3). Assim como a comuta com I([x1,x2]) e y1,y2 e
y3 ∈ I([x1,x2]) logo temos que y = x(4) comuta com a.
Lema 5.2.10. Seja L uma álgebra de Lie gerada por um conjunto finito X em relação ao qual
todo componente homogêneo é a subálgebra gerada por elementos que são ad-nilpotentes de
índice no máximo r. Suponha que L seja solúvel com o comprimento derivado k. Então L é
nilpotente de classe f (|X |,r,k)-limitada.
A demostração desse Lema é semelhante ao Lema 5.1.5.
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Para os demais resultados, suponha que a Álgebra L é gerada por um conjunto finito X ⊆
L1∪L2∪L3 para o qual existem inteiros positivos m e n tais que todo elemento homogêneo
contido em Lφ é ad-nilpotente em L de índice no máximo m e cada par de elementos
homogêneos contidos em Lφ gera uma subálgebra que é nilpotente de classe no máximo n.
Lema 5.2.11. A componente homogênea de peso w é uma subálgebra gerada por elementos
que são ad-nilpotentes de índice no máximo m.
Demonstração. Denotemos Lw a componente homogênea de peso w. Considere o Lw =
⊕1≤i≤3(Li∩Lw), assim é suficiente mostrar que todo elemento a ∈ Li∩Lw pode ser escrito





+a−aϕ −aϕ2). Por hipótese a+aϕ +aϕ2 é ad-nilpotente em L de índice
no máximo m. Como o homomorfismo que leva x = x1+ x2+ x3 em x = x1− x2− x3 é um
automorfismo de L. Logo, a−aϕ −aϕ2 é ad-nilpotente de índice no máximo m.
Um elemento y ∈ L é dito crítico, se L⧸ID(y) é nilpotente de classe (m,n)-limitada.
Teorema 5.2.12. Suponha que exista um elemento x ∈ Lφ tal que X = {x1,x2,x3}. Então L
é nilpotente de classe (m,n)-limitada.
Demonstração. Para essa demonstração se y∈ Lφ é um elemento crítico homogêneo, então é
y(i) para todo i= 1,2,3,4. De fato, suponha que y(2)= 0, isso significa que os elementos y1,y2
e y3 comutam e assim pelo Lema 5.2.4 cada um dos ideais I(y1), I(y2) e I(y3) são nilpotentes
de classe no máximo 4m−3. Como y∈ Lφ temos ID(y) = I(y1)+I(y2)+I(y3) e assim ID(y)
é nilpotente de classe no máximo 12m−9. Como consideramos que L⧸ID(y) é nilpotente de
classe limitada por uma função que depende de m e n, digamos f (m,n), concluímos que L é
solúvel de comprimento derivado f (m,n). Pelo Lema 5.2.11 as componentes homogêneas de
peso w é uma subálgebra gerada por elementos que são ad-nilpotentes de índice no máximo
m. Assim, pelo Lema 5.2.10 L é nilpotente de classe no máximo f (m,n). Isso mostra que
y(2) é crítico. Para y(3) e y(4) é análogo. A demonstração será feita por indução. Seja k o
menor número com a propriedade:
[x1− x2,x, · · · ,x︸ ︷︷ ︸
k
] = 0.
Suponha que k ≤ m. Se k = 1, então o Lema 5.2.3 mostra que x1 e x2 comutam com x3.
Portanto x3 ∈ Z(L) e assim L é abeliano, portanto segue também que x1,x2 ∈ Z(L). E assim
podemos supor que k ≥ 2 e usar indução em k. Segue em particular que [x1− x2,x, · · · ,x︸ ︷︷ ︸
i
] é
critical com i≤ k−1.
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Seja d1 = [x1− x2,x, · · · ,x︸ ︷︷ ︸
k-1




1 . Desde que [x1− x2,x, · · · ,x︸ ︷︷ ︸
k-1
] tenha a
forma l− lφ para um l ∈ L adequado e como 3L = L, segue-se que [x1− x2,x, · · · ,x︸ ︷︷ ︸
k-1
] /∈ Lφ
enquanto d ∈ Lφ . Suponha primeiramente que [x,d] = 0. Seja g = [x1− x2,x, · · · ,x︸ ︷︷ ︸
k-1
]− d.
Então [x,g] = 0, enquanto g ∈ Lφ e g1 = 0. O Lema 5.2.3 diz g2 e g3 comutam com x1.
Pelo Lema 5.2.8 g2 centraliza o ideal I([x1,x2]), argumentando de maneira similar ao Lema
5.2.9, concluímos que g2 centraliza o ideal ID(x(4)). De fato, se y = x(4) é imediato que os
elementos y1,y2 e y3 ∈ I([x1,x2]) e portanto ID(y) ≤ I([x1,x2]) como x(4) é critíco, segue
que existe um r limitado por f (m,n) tal que γr(L) ≤ ID(x(4)). Portanto g2 ∈ CL(γr(L)).
Similarmente concluimos que g3 ∈CL(γr(L)). Segue que
[x1− x2,x, · · · ,x︸ ︷︷ ︸
k-1
] ∈ Lφ +CL(γr(L)).
Por indução L⧸CL(γr(L)) é nilpotente de classe limitada f (m,n). Como L é solúvel com
comprimento derivado f (m,n). Como vimos acima, o Lema 5.2.11 e o Lema 5.2.10 permitem
concluir que L é nilpotente de classe f (m,n)-limitada. Portanto, podemos supor [x,d] ̸= 0,
usaremos o número de comutadores distintos em x e d como segundo parâmetro de indução.
Pela hipótese, este número é n-limitado. Portanto, todos os comutadores em x e d são
elementos críticos. Escolha z um comutador em x e d tal que 0 ̸= z ∈ Z(⟨d,x⟩). Ambos os
elementos x e d estão em CL(z). Portanto o Lema 5.2.6 diz que a= [x,d]1 centraliza z. Assim
pelo Lema 5.2.9 centraliza J = ID(z(4)). Em seguida, observamos que ID(a) = ID([x,d])
pois [x,d] ∈ Lφ . Como [x,d] é crítico, a é crítico. Seja K = ID(a) combinando os fatos que
[K,J] = 0 e ambos as álgebras de Lie L⧸J e L⧸K são nilpotentes de classe f (m,n)-limitada
deduzimos que L é solúvel com comprimento derivado f (m,n)-limitada. Isso implica que a
classe de nilpotência de L é f (m,n)-limitada.
O próximo resultado tem as hipóteses parecidas com o Teorema 5.1.6, porém não
precisamos que o núcleo do grupo de Frobenius seja cíclico e ainda obtemos uma melhor
limitação para o expoente do grupo G. Entretando pede-se que o grupo de Frobenius tenha
ordem 12 e atue de maneira coprima sobre o grupo G.
Teorema 5.2.13. Suponha que o grupo de Frobenius de ordem 12 aja de forma coprima
sobre um grupo finito G de tal maneira que CG(F) = 1 e CG(H) tem expoente e. Então o
expoente de G é limitado em termos de e.
Demonstração. A demonstração consiste em limitar os expoentes dos p-grupos de Sylow de
G, onde G é um p-grupo, utilizando o metódo de Álgebras de Lie de Jennings-Zassenhaus.
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Assim, sejam v1,v2 e v3 as involuções de F e φ um gerador de H tal que v
φ
1 = v2 e v
φ
2 = v3.
Denote Gi =CG(vi) para i= 1,2 e 3, como por hipótese (|G|, |FH|) = 1 pelo Teorema 1.2.22,
segue que FH normaliza um p-subgrupo de Sylow de G para cada primo dividido a ordem
de G. Suponha que G seja um p-grupo finito (p≥ 5) e e uma potênca de p, no artigo [15],
foi mostrado que o expoente de um grupo finito age por um grupo abeliano não-ciclíco A
de ordem q2 é limitado em termos de q e o expoente do CG(a), onde a ∈ A\{1},nesse caso
F tem ordem q2, com q = 2. Sob a hipótese do Teorema temos Gφ1 = G2 e G
φ
2 = G3. Basta
mostrarmos que G1 é limitado por e. Observe que v2 e v3 atuam em G1 tomando todos os
elementos em seus inversos por Teorema 1.2.20. Portanto se x ∈ G1, o subgrupo ⟨x,xφ ,xφ2⟩
é FH-invariante. Assim, podemos supor que existe um x ∈ G1, tal que G = ⟨x,xφ ,xφ2⟩.




em G⧸D2. Então L = ⟨x1,x2,x3⟩, observe que a ação do grupo FH em G pode ser traduzida
para L como uma ação de automorfismo. Abusando da notação, denote FH o grupo de
automorfismos de G e L. Como p ̸= 2,3 segue-se que CG⧸N(V ) =
CG(V )N⧸N para cada
subgrupo V de FH e todo subgrupo normal N V -invariante de G. Como L é construido de
quocientes FH-invariantes de G, muitas propriedades são traduzidas do CG(V ) para CL(V ).
Pela hipótese CG(φ) é um p-grupo de expoente e. Portanto, a solução de Zelmanov para o
problema restrito de Burnside diz que dado dois elementos de CG(φ) geram um subgrupo
de classe de nilpotência e-limitada. Em L cada dois elementos homogêneos em CL(φ) que
geram uma subálgebra de classe e-limitada. Além disso, pela consequência do Lema 5.1.2
como todo elemento CL(φ) tem ordem e então qualquer elemento do CL(φ) é ad-nilpotente
em L de índice no máximo e. Observe que xφ1 = x2 e x
φ
2 = x3.
Seja Li =CL(vi) para i = 1,2,3, lembre-se que v1,v2 e v3 são involuções, logo Li admite
um automorfismo de ponto fixo de ordem 2 e assim cada Li é abeliano. Além disso, temos
[L1,L2] ≤ L3, [L2,L3] ≤ L1 e [L3,L1] ≤ L2. Logo, pelo Teorema 5.2.12 L é nilpotente de
classe e-limitada. Assim, podemos deduzir pelo Lema 5.1.4 que G possui um subgrupo
powerful de índice limitado por e. Portanto podemos supor que G é powerful. De acordo com
Teorema 2.3.7 G é gerado pelos centralizadores CG(φ v), onde v ∈ F . Portanto G é gerado
por elementos de ordem dividindo e. Os p-subgrupos powerful têm a propriedade de que se
um p-grupo powerful é gerado por elementos de ordem dividindo pk então o expoente do




No decorrer deste trabalho vimos que se um grupo Frobenius age por automorfismos em um
grupo finito G podemos conseguir algumas propriedades importantes sobre o grupo G. As
propriedades encontradas tratam sobre nilpotência e expoente do grupo G. Alguns outros
resultados relacionados ao estudo de nilpotência, solubilidade e expoente de um grupo G
merecem ser destacados.
Um dos resultados que apresentamos neste trabalho foi a demonstração do item 1 do
Problema 17.72 o qual trata de grupos 2-Frobenius. Uma generalização desse resultado
foi obtida no artigo Frobenius groups of automorphisms and their fixed points [14], E. I.
Khukhro, N. Yu. Makarenko e P. Shumyatsky onde foi provado o seguinte resultado.
Teorema 6.0.1. Suponha que um grupo finito G admita um grupo Frobenius FH com núcleo
F e complemento H como grupo automorfismos tal que CG(F) = 1 e CG(H) é nilpotente de
classe c. Então G é nilpotente de classe limitada por c e |H|.
Outros resultados foram influenciados pelos Problemas do The Kourovka Notebook como
no artigo Supersolvable Frobenius groups with nilpotent centralizers [3] onde Jhone Caldeira
e Emerson de Melo provaram o seguinte resultado.
Teorema 6.0.2. Seja FH um grupo de Frobenius supersolúvel com núcleo F e complemento
H. Suponha que um grupo finito G admite FH como grupo de automorfismo tal que
CG(F) = 1 e CG(H) é nilpotente de classe c. Então G é nilpotente de classe (c, |FH|)-
limitada.
No contexto do Teorema acima, dizemos que um grupo G é supersolúvel se ele possui
uma série normal
1 = G0unlhdG1unlhd · · ·unlhdGn = G
em que cada fator Gi⧸Gi+1 é cíclico e cada GiunlhdG, para todo i = 0,1, · · · ,n−1.
88 Considerações Finais
Além dos resultados anteriores, citamos outros dois resultados que limitam a classe de
nilpotência de um grupo G. Os resultados são apresentados por Jhone Caldeira, Emerson
de Melo e Pavel Shumyatsky no artigo On groups and Lie algebras admitting a Frobenius
group of automorphisms [4] que mostram.
Teorema 6.0.3. Seja FH um grupo de Frobenius com núcleo não-cíclico abeliano F e
complemento H de ordem t. Suponha que FH age coprimamente em um grupo finito G de
tal maneira que CG(H) é nilpotente de classe c e [CG(u),CG(v), · · · ,CG(v)︸ ︷︷ ︸
k
] para qualquer
u,v ∈ F \{1}. Então G é nilpotente de classe (c,k, t)-limitada.
Teorema 6.0.4. Seja FH um grupo Frobenius com núcleo abeliano F de rank pelo menos
três e com complemento H de ordem q. Suponha que FH atue coprimamente em um grupo
finito G de tal maneira que CG(H) é nilpotente de classe c e CG(a) seja nilpotente de classe
no máximo d para qualquer a ∈ F \{1}. Então G é nilpotente de classe (c,d,q)-limitada.
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