I N T R O D U C T I O N
Field potential oscillations at theta frequencies (8) (9) (10) (11) (12) in the hippocampal formation have been correlated with various brain functions and behavioral states, including representation of visuospatial information (Kahana et al. 1999; O'Keefe and Nadel 1978; O'Keefe and Recce 1993; Skaggs et al. 1996) , rapid eye movement (REM) sleep (Jouvet 1969) , active exploration (Vanderwolf 1969) , and memory formation and retrieval (Buzsáki 1989; Larson and Lynch 1986; Lisman and Idiart 1995; Raghavachari et al. 2001) . The theta rhythm is most regular in frequency and largest in amplitude in the stratum lacunosum-moleculare of the hippocampal CA1 region (Buzsáki 2002, and references therein) .
There are at least two forms of theta, both dependent on the medial septum in vivo: an atropine-sensitive form (presumably requiring a cholinergic input from the septum) and an atropineresistant form, dependent on the entorhinal cortex and probably requiring N-methyl-D-aspartate (NMDA) receptors (Buzsáki et al. 1983) . Although in vivo lesions of major input regions for the hippocampus and entorhinal cortex have profound effects on hippocampal/entorhinal theta (Buzsáki et al. 1983; Lee et al. 1994 ), this does not imply that these regions are the only source of the theta rhythm. In addition to imposition of theta rhythms on the hippocampus by the septum and the entorhinal cortex, there are a variety of dynamical mechanisms intrinsic to the hippocampal formation that allow networks to create or resonate to rhythms in that frequency range, possibly with anatomically separate generators of similar rhythms (Csisvari et al. 2003; Kocsis et al. 1999) .
The entorhinal cortex (EC), CA1, and CA3 all have cells that are capable of producing oscillations in the theta-frequency regime. The EC has excitatory spiny stellate cells, which are also able to generate single-cell theta oscillations (Alonso and Llinás 1989). CA1 and CA3 have a variety of inhibitory cell types believed to be able to produce single-cell oscillations Chapman and Lacaille 1999a,b; White et al. 2000b) . Under the appropriate pharmacological circumstances, hippocampal brain slices generate synchronized activity at theta frequencies (Fellous and Sejnowski 2000; Gillies et al. 2002; Konopacki et al. 1987; Williams and Kauer 1997) .
Of particular interest for this paper is the work of concerning an atropine-resistant theta produced in an in vitro model (CA1). In their experiments they used metabotropic receptor activation combined with ␣-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors blockade, which suppresses gamma oscillations that would otherwise occur . This work demonstrated a theta rhythm generated by the internal circuitry within area CA1 alone. The profile of the theta rhythms seen bore a number of similarities to theta rhythms seen in vivo. 1) A sharp phase reversal in midstratum radiatum . 2) Pyramidal cell spike timing with reference to the field theta rhythm and a distinct pattern of spike timings for fast spiking and oriens-lacunosum moleculare (O-LM) interneurons (Bragin et al. 1995; Fox et al. 1986; Harris et al. 2000) . 3) Dendritic electrogenesis in pyramidal cells (Kamondi et al. 1998) . The study by Gillies et al. (2002) implicated O-LM cells as critical for the theta rhythm generated internally within area CA1. These cells have a strong intrinsic theta rhythm (Maccaferri and McBain 1996; Saraga et al. 2003 ) that leads to them generating theta-frequency outputs during field gamma rhythms as well as in theta experimental models of theta rhythms T. Gloveli, T. Dugladze, H. G. Rotstein, R. D. Traub, H. Monyer, U. Heinemann, M. Whittington, and N. Kopell, unpublished data) . The outputs from these cells, whose bodies are in stratum oriens, are projected as slow inhibitory postsynaptic potentials (IPSPs) onto the distal dendrites of pyramidal neurons (Whittington and Traub 2003) . O-LM cells also have axonal projections to the lacunosum moleculare layer, and some axon collatorals in the stratum oriens (Hájos and Mody 1997) ; the latter provide an anatomical substrate for synaptic connections among O-LM cells.
The purpose of this paper is to examine the biophysical mechanism of production of the coherent theta oscillations in the in vitro CA1 preparation. Thus, we are concerned with both the intrinsic properties of the interneurons and the dynamical mechanisms that create coherence. In the data of Gillies et al. (2002) cells do not fire in absolute synchrony. Rather, there is a loose pattern of spikes of different kinds of interneurons (shown in Fig. 4A , to be discussed below), which we call "ragged synchronization."
We shall show that the mechanism we propose can account for details of this loose coherence. The results of the paper depend critically on the slow, hyperpolarization-activated mixed cation current I h , known to be expressed in O-LM cells Saraga et al. 2003 ). This current is important because it changes the synchronization properties of the cells that express it (Acker et al. 2003; Crook et al. 1998 ; HG Rotstein, T Oppermann, JA White, and N Kopell, unpublished data) : whereas models of cells with only simple spiking currents synchronize well with inhibition, but not excitation, the opposite is true when model cells express certain slow currents, including I h (Acker et al. 2003; Crook et al. 1998; Rotstein et al., unpublished data) . I h is also important because it changes the response of the cell to inhibition: instead of delaying spikes, the inhibition can cause spikes to arrive faster. In the network of O-LM and fast-spiking interneurons we investigate, both effects of I h play a large role.
M E T H O D S

Experimental
Transverse hippocampal slices (450 m) were prepared from adult Wistar rats, anesthetized with inhaled isoflurane, immediately followed by an intramuscular injection of ketamine (Ն100 mg kg Ϫ1 ) and xylazine (Ն10 mg kg Ϫ1 ) and transferred to a recording chamber. Here, they were maintained at 34°C at the interface between a continuous stream (1.2 ml/min) of artificial cerebrospinal fluid (ACSF) [composition in mM: NaCl (126), KCl (3), NaH 2 PO 4 (1.25), NaHCO 3 (24), MgSO 4 (2), CaCl 2 (2), and glucose (10)], and warm, moist carbogen gas (95% O 2 -5% CO 2 ). Slices were permitted to equilibrate for 45 min before any recordings commenced. Theta oscillations in area CA1 were induced by bath application of DHPG [(S)-3,5-dihydroxyphenylglycine] 60 M and NBQX (2,3-dioxo-6-nitro-1,2,3,4-tetrehydrobenzo[f]quinoxaline-7-sulfonamide) 20 M, both from Tocris (Bristol, UK). Extracellular recordings of theta activity were taken from stratum pyramidale using glass electrodes filled with ACSF (resistance 2-5 M⍀). Intracellular recordings from somata of pyramidal neurons and FS interneurons with cell bodies in stratum pyramidale were taken with glass electrodes filled with KCH 3 SO 4 (resistance 70 -130 M⍀).
Computational
The inhibitory network studied in this paper consists of N O O-LM (O-cells) and N I fast-spiking interneurons (I-cells). Each cell is modeled using the conductance-based Hodgkin-Huxley (HH) formalism. The dynamic equations are given in the Appendix. Both the Oand I-cells are described as one compartment having standard HH currents (transient Na, delayed rectifier K, and leak). For the O-cells, the modeling also incorporates a hyperpolarization activated current I h with two components (slow and fast kinetics) and an additional current I p , which is active during the interspike interval. The parameter range is chosen so that the h-current is necessary for an isolated O-cell to spike, as occurs in the experiments described in Gillies et al. (2002) . The extra current I p is modeled as the persistent sodium current in models of entorhinal spiny stellate cells (Acker et al. 2003) . Spontaneous firing of O-neurons is known to occur at about 5-20 Hz. (Ali and Thomson 1998; Lacaille et al. 1987; Maccaferri and McBain 1996; Saraga et al. 2003) . In most of the simulations presented here we follow Saraga et al. (2003) and choose the natural frequency of the O-cells (i.e., the frequency in the absence of synaptic inputs) to be about 12 Hz. However, these results are robust to changes in these natural frequencies. The cells are synaptically connected with IPSPs from O-cells lasting longer than those originating from I-cells. The decay times of O and I IPSPs (defined as the time it takes for the synaptic conductance to decrease to about 37% of its maximum value) are 20 and 10 ms, respectively (Hájos and Mody 1997; Traub et al. 1996) . For the former there are no measurements of O-I IPSPs, and the 20-ms number we use for most of the simulations is taken from O to pyramidal cell connections; other values are investigated and discussed.
We consider all possible putative connectivity among the I-cells and O-cells. Some evidence for I-O and O-I connections are in the RESULTS section. O-O connections have not been found experimentally. As we show, the O-O connections, if present, do not help synchronization at theta frequencies for biologically plausible values of the parameters.
The network is globally connected (all-to-all connections) with heterogeneous synaptic connectivity. We create a spatial structure by ordering the cells as schematically shown in Fig. 4C . In our simulations the maximal synaptic conductances are larger the closer the cells are in the network (see Appendix). In Fig. 4C this heterogeneity is schematically represented by the thickness of the connections: the thicker the line, the stronger the connection; for O-O and I-I we show only the strongest connections. Note that for cells far enough apart, the synaptic connectivity may be close to zero. I-cells have autapses to account for some network inhibitory effects.
Large network simulations are performed using custom software implemented in Matlab and C using Matlab's application program interface (mex). This software is a flexible tool to rapidly simulate scalable networks of model neurons with easily variable network structure and connectivity. Numerical integration is performed in C using a standard adaptive step-size Runge-Kutta algorithm. Synapses are implemented using an efficient algorithm that affords tremendous improvements in simulation times for networks of single-compartment neurons (Lytton 1996) . Small network simulations are performed using a Runge-Kutta method of order four (Burden and Faires 1980) and the XPP software (Ermentrout 2002) . Figure 1 shows an example of the firing when a pair of O-cells (Fig. 1A) is coupled by inhibition. For each of two levels of coupling, antiphase patterns are formed (Fig. 1B) . Note that the period of the network decreases with the increase in coupling conductance. These results are robust for a large range of coupling strengths, natural frequencies of O-cells, and initial conditions. For initial conditions very close to synchrony, the cells do synchronize. However, that range of initial conditions is very small, and essentially disappears when the coupling conductance G OO is set to at least 0.1 (Fig. 1C) . As the number of cells in the O-network increases, the probability of finding all cells in the small basin of attraction of in-phase synchrony decreases; for cells initially in splay-phase two antiphase clusters are found (data not shown). Thus, with just O-LM cells in the network, synchrony is not robust. Although the network can robustly produce rhythms, when there is antiphase or clusters, the population frequency is higher than theta for physiological values of the parameters.
R E S U L T S
A network of O-cells does not create a coherent theta rhythm
The nonsynchronization results persist when gap junctions are added, even with a gap junctional conductance large enough that the electrical coupling current during a spike is the same order of magnitude as the maximal inhibitory coupling current (data not shown).
Input from I-cells can sometimes synchronize O-cells
It is known that common inhibition can create synchrony Gerstner et al. 1996; van Vreeswijk et al. 1994; Wang and Rinzel 1992; White et al. 1998) . Figure 2A contains evidence that O-cells receive fast inhibition, presumably from the I-cells. In a network of I-and O-cells (Fig. 2B) , the inhibition from the I-cells can indeed help to synchronize the O-cells. However, because of the hyperpolarization-activated current in the O-cells, the effect of inhibition on the O-cells is not straightforward: it depends on the frequency of the I-cell input, which interacts with the timescales of the I h current. Some effects are shown below in Fig. 2 ; a more detailed mathematical treatment of these effects is in progress. Figure 2C shows the network when a pair of O-cells starting in antiphase receives common inhibition at 8 Hz with the O-cells connected with G OO ϭ 0.01 (the results still hold with G OO ϭ 0). Note that the I-cell inhibition leads quickly to synchronization of the O-cells. This is true for input up to 13 Hz (with these parameters). The bottom trace of Fig. 2C shows the conductance of the h-current of each of the two O-cells. Note that the conductance increases quickly as the pulse of inhibition is received, and drops quickly right after the cell spikes.
The input from I-cells at higher frequencies (13-30 Hz) is fast enough to suppress some of the O-cell spikes. In this range of frequencies, the natural driving currents of the cell cannot withstand the inhibition. However, the hyperpolarization-activated current I h comes into play. Each time there is a pulse of inhibition, this current builds up, until the cell fires (Kopell and LeMasson 1994) ; the O-cells may phase-lock to different cycles of the input from I-cells. This results in a pattern with a constant phase lag between the O-cells; the phase lag can be zero, if the cells start with very close initial conditions, but for more generic initial conditions the pattern is phase-locked rather than synchronous. Figure 2D shows this for an I-cell firing at about 28 Hz and imposing a coherent but not synchronous nearly 8-Hz pattern on the O-cells. The right hand panels of this figure shows the time course of I h in two O-cells. At still higher input frequencies (տ28 Hz), the buildup of I h may take many more cycles, and if the input frequency is sufficiently high, the O-cells may be completely suppressed (data not shown).
To summarize, at input frequencies starting from not much above that in the uncoupled O-cell, the inhibitory input may create synchrony of the O-cells, but not in a way robust to changes in input frequency or initial conditions. This is important because the frequency of the I-cell may go up to 70 Hz (Buzsáki and Chrobak 1995) .
Feedback from O-to I-cells creates a more robust theta rhythm
Evidence for slow IPSPs onto I-cells is given in Fig. 3A . Although the O-cells produce such slow IPSPs it has not yet been experimentally shown that the IPSPs in Fig. 3A come from the O-cells. We hypothesize that they do.
The effects of the O 3 I feedback (Fig. 3B ) depend on the strength of the feedback and the frequency. We focus on the parameter range in which the O 3 I coupling is not strong enough to suppress the spikes of the I-cells. If the I-cell firing is already in the theta range (without feedback), the input from the I-cells already synchronizes the O-cells, as shown above (Fig. 2) . With feedback, that situation applies for some higher natural frequencies of the I-cells because the O 3 I coupling slows downs the I-cells. This is shown in Fig. 3C for natural frequency of the I-cell at 13 Hz that was slowed down to 9 Hz by the inhibitory feedback from the O-cells.
At the higher natural frequencies of the I-cell, the central effect of the feedback is to cluster the I-cell spikes into theta frequencies. This is shown in Fig. 3D . As the natural frequency of the I-cell increases, the number of I-cell spikes per theta cycle increases (data not shown). Thus the local I-cell frequency can be in the high gamma range while still showing theta-frequency modulation that makes it effective in synchronizing O-cells.
Heterogeneity in connections and I h creates a ragged theta rhythm
In Fig. 4A (data from Gillies et al. 2002) , we see overlaid traces from nine consecutive theta periods (ϳ8 Hz) aligned with the peak upward deflection in concurrently recorded stratum pyramidale field potentials. The top trace of In Fig. 4C we show a schematic large network (see METHODS for description and parameters) of I-and O-cells. Unlike the small networks described above, each O-cell is not connected with the same strength to each I-cell and vice versa, so cells receive different amounts of inhibition. A simulation of that network (Fig. 4B) reproduces all the main features of the data in Fig. 4A : I-and O-cells fire in consecutive and slightly overlapped subintervals of the theta cycle and there is a silent subinterval of the theta cycle between the firing of O-and I-cells. Most AP activity in the I-cells is observed at the beginning of the theta cycle, and then the activity of I-cells decreases while the O-cells become active. We observed (not clearly seen in Fig. 4B ) that each O-cell fires once per period whereas I-cells fire multiple APs. An important observation in Fig. 4B is that, as experimentally observed, each cell does not necessarily fire at the same phase relative to the theta cycle.
This result does not depend on the size of the network, and in fact can be reproduced in a network of two O-cells and two I-cells (Fig. 4D) latter, without this current, must wait until the slower-decaying O-cell inhibition wears off. The overlap occurs because the O-cells do not have to wait until the I-cell firing ceases. The same arguments apply to the larger network.
Direct comparison of theta field potential oscillations in the present model was not possible. However, field potentials can be thought of as representative of the average sum of all synaptic inputs and intrinsic membrane potential changes in a local population of principal cells (E) around the recording electrode. To compare the E-cell somatic membrane potential of the experimental situation to our model, we added an E-cell, modeled in the same way as an I-cell; the E-cell received inhibition from the O-and I-cells. In Fig. 4E we show that, in both model and experiment, individual theta periods began with a large IPSP. Superimposed on the late decay phase of this IPSP were additional smaller IPSPs.
D I S C U S S I O N
The goal of this paper is to illuminate the mechanistic basis for the generation of one version of a coherent theta rhythm. The first central result is that O-cells and ␥-aminobutyric acid-A (GABA A )-mediated inhibition, with or without electrical coupling, cannot account for the experimentally observed coherence and dynamics. This result depends strongly on the slow, hyperpolarization-activated mixed cation current I h , known to be expressed in O-cells Saraga et al. 2003) . The second central result is that fast-spiking perisomatic targeting (FS) interneurons, known to participate in ragged synchronization 
Mechanism of coherent theta in in vitro CA1 preparation
Individual O-LM cells (O-cells) can produce a theta rhythm, but populations of them are not coherent at that frequency range. Indeed, the slow hyperpolarization-activated cation current I h , which gives these cells their theta-rhythmic quality, is itself responsible for the lack of synchronization by mutual inhibition (see also Acker et al. 2003) : when a cell expresses I h , inhibition to that cell soon after it spikes leads to advances of the next spike, whereas later inhibition retards the next spike. The result is that, if two cells start firing close to one another, the dynamics pushes the spike times further apart (Acker et al.
2003).
Addition of FS interneurons (I-cells) to the network produces coherence in the theta-frequency range, even though the I-cells themselves are capable of firing at higher frequencies, and in fact fire at average rates well above 12 Hz even during theta synchronization. Our simulations imply that two properties of O-cells are crucial for generating a coherent theta rhythm. First, they express I h . This current allows them to generate "rebound" spikes after inhibition. The timing of the rebound spikes, in turn, leads to increased synchronization among O-cells receiving common input. Second, O-cells are believed to give rise to slow GABAergic IPSPs postsynaptically . These slow IPSPs make it easier for slowly rhythmic O-cells to impose a firing pattern on I-cells that includes significant pauses once per theta cycle. This firing pattern in I-cells is sufficient to induce the O-cells to spike synchronously by the h-current buildup mechanism described earlier.
The pattern is precise for networks in which all O-cells receive identical projections from the I-cells, but realistically "ragged" when the projections from I-cells to O-cells are not uniform. The phenomenon is independent of network size.
One detail of both the experimental dynamics and the model provides an important clue to the role of I h in the coherence mechanism: there is an overlap between the firing of the I-cells and the onset of firing of the O-cells. This overlap comes about because the I-cells not only suppress firing during some intervals, but they also prime the O-cells to generate subsequent rebound spikes. Thus, the first set of I-cell spikes can activate the O-cells and allow them to fire even while inhibition continues to arrive from the I-cells.
The model offered in this paper was able to reproduce subtle relative timing of the O-LM cells and I-cells, as well as IPSP traces in E-cells (Fig. 4) . The E-cell somatic membrane potential changes were remarkably similar in model and experiment. The only discrepancy was that, in the model, two additional small IPSPs were always seen, whereas in experiment the number of smaller IPSPs was variable, ranging from five to one. This could be explained by the relatively small size of the model network compared with the available network architecture in the in vitro slice preparation. By using small networks, we were able to explain the origin of the theta coherence by the properties of I h and the two types of inhibition in the network.
Related literature
This paper deals only with interneuronal networks that produce a theta-frequency rhythm. There is also a substantial literature, both experimental and theoretical, dealing with gamma-frequency interneuronal networks (Bragin et al. 1995; Buzsáki and Chrobak 1995; Gerstner et al. 1996; Jefferys et al. 1996; Lytton et al. 1996; Skinner et al. 1994; Tiesinga and Sejnowski 2004; Traub et al. 1996; van Vreeswijk et al. 1994; Wang and Buzsáki 1996; White et al. 1998 White et al. , 2000a . The gamma-frequency networks have different properties because of the absence of the h-current in the model cells; this current is important for the expression of a theta rhythm (Dickson et al. 2000) . The present paper extends the synchronization theory to cells that contain this ubiquitous current and to networks that contain such cells.
The model that we used for the O-cell is inspired by models of the stellate cells of the entorhinal cortex (Acker et al. 2003; Dickson et al. 2000a ). For the stellate cells, the ability to produce subthreshold and spiking theta rhythms has been traced to a persistent Na current (I Na,p ), plus I h and/or a slow outward K-current. In this paper, we did not use the extra K-current. The I p current we use has dynamics similar to I Na,p , but that is not essential; it can be replaced by other currents that are slow and inward, even a tonic excitatory current. In keeping with our aim of understanding network dynamics using the simplest biophysically realistic model, our single compartment model of O-cells is less complex than the multicompartment model used by Saraga et al. (2003) to simulate back-propagating action potentials in O-cells. We believe that the differences between these two models are not important for the major conclusions of this paper.
Modeling of stellate cells is consistent with the results for this model. It was shown (Acker et al. 2003 ) that models of such cells synchronize with excitation, but not with fast inhibition. As we show here, they do not synchronize with slow inhibition either. The novelty of the current work is in how the two kinds of inhibition work together to create a coherent rhythm.
A more complex model that includes the O-cells is in Kunec et al. (2005) . That paper investigated a model with fast-spiking interneurons, O-cells, and pyramidal cells, with external input from the medial septum, the dentate, and the entorhinal cortex. The O-cells were shown to play an important role in separating the theta rhythm into an epoch in which inputs could lead to potentiation of synapses and an epoch in which the potentiated synapses could lead to firing of unstimulated neurons.
Further modeling issues
The current model does not explicitly include NMDA currents, even though Gillies et al. (2002) reported that block of NMDA receptors affects the in vitro theta rhythm. We hypothesize that this effect of the NMDA receptor blockers is related to a feature of the NMDA receptors separate from their role in excitatory transmission: they play a role in reversing agonistinduced desensitization of mGluR5 (Alagarsamy et al. 1999b,a) . Hippocampal neurons are sensitive to mGluR-dependent drive (Wang and Buzsáki 1996) , and interactions between these and NMDA receptors have been reported (Awad et al. 2000; Luthi et al. 1994 ). In the current model, we keep the drive from mGluR receptors constant, implicitly using the NMDA effect of blocking desensitization. We do not use the kinetics of the NMDA currents; indeed, we do not use any excitatory PSPs. This is consistent with the Gillies et al. (2002) findings, in which the pyramidal cells fire exceedingly sparsely. Our model requires this sparseness because excitation from the NMDA receptors would otherwise deactivate the h-current of the O-cells necessary for the timing effects we have described.
The observation of rhythmic periods of quiescence in I-cells in experimental theta oscillations can be explained in the model entirely by input from O-cells. However, given that no direct quantification of O-cell input kinetics to I-cells is available we cannot rule out involvement of additional factors in the slice preparation or in vivo. We have used the kinetics associated with the O-cell inputs onto pyramidal cells; as shown in Fig.  4E , the model output is consistent with experimental data. We have more briefly investigated the effects of faster-decaying IPSPs from the O-cells. For O-O connections we found that IPSPs decaying at faster rates (down to 10 ms) create more robust antiphase solutions. We also considered O-O and O-I connections with much larger decay times (up to 40 ms) and found the results are robust with minor changes in other parameters.
In vitro experiments in CA3 suggest that a somewhat different mechanism produces a theta rhythm in that region . In CA1, large enough depolarization of the slice, without blockage of AMPA-mediated excitation, produced gamma rhythms, with a suppression of the theta rhythm. This can be reproduced from our current model (Rotstein et al. 2003) : when there are gamma oscillations, the I-cells fire at a gamma frequency, which, in our model, suppresses the O-cells (Netoff et al. 2004 ). In CA3, however, theta-frequency oscillations were more prominent (compared to CA1) in the absence of AMPA receptor blockade, with a nested gamma/theta rhythm as in Bragin et al. (1995) and Leung (1998) . When AMPA receptors were blocked , both gamma and theta were attenuated. Although this was not the focus of the current paper, we are also able to reproduce that result in our model by modification of the tonic drive to the Oand I-cells: the simulations modeling the CA3 data have parameters tuned so that the O-and I-cells do not fire without phasic excitation. With AMPA-mediated excitation, there is a theta rhythm nested with gamma (data not shown) (Rotstein et al. 2002) .
Our simulations were designed to explain population activity observed in vitro, but it is important to note that atropineresistant theta in slices is similar to its counterpart from in vivo recordings of neurons in urethaneanesthesized rats in CA1 (Klausberger et al. 2003) . In both cases, FS interneurons fired preferentially (often more than one spike) on the descending phase of the extracellular theta oscillations recorded in the stratum pyramidale, and O-cells fired rhythmically at the trough of the theta cycles. The similarities between the data derived from our mathematical model and experimental data suggest that the interplay between I h and synaptic interactions between heterogeneous interneuron populations may constitute an important mechanism involved in population dynamics intrinsic to the hippocampus. 
respectively, where v O,k and v I,j are the membrane potentials (mV), C O and C I are the membrane capacitances (F/cm 2 ), I app,O and I app,I are the applied bias (DC) current (A), and the ionic and synaptic currents are given by
In the expressions for the different currents I X , G X are the maximal conductances (mS/cm 2 ) and E X are the reversal potentials (mV The dynamical model of the E-cell is identical to the one for the I-cell, with the exception of the synaptic variable, which was omitted because E-cell's output is not used in this paper.
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