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Abstract— Factor graph is a representative graphical model
to handle uncertainty of random variables. Factor graph has
been used in various application domains such as named entity
recognition, social network analysis, and credibility evaluation.
In this paper, we study the problem of reducing uncertainty in
factor graph towards reaching a common truth or deterministic
information. We propose a pay-as-you-go approach that leverages
user feedback for uncertainty reduction. As the availability of
human input is often limited, we develop techiniques to identify
the most uncertain spots in factor graph for maximizing the
benefits of a given user feedback. We demonstrate the efficiency
of our techniques on real-world applications.
I. INTRODUCTION
Factor graph is a highly representative probabilistic graphi-
cal model that can express dependency relationships between
random variables. A factor graph is a bipartite graph that
expresses how a global function of many variables factors
into a product of local functions [14]. Factor graphs subsume
many other graphical models including Bayesian networks
and Markov random fields. Factor graph has been applied
in many application domains. With the rapid development
of Web-based social applications and media, researchers have
started using factor graphs for discovering and analyze social
network structures (e.g. finding influential users [44] and
finding community properties [47]). Moreover, factor graphs
are also used in the area of Web credibility evaluation due
to their ability to model the mutual reinforcing relationships
between Web information and its providers [20].
In principle, a factor graph always has a degree of un-
certainty due to the presence of latent variables. To reduce
uncertainty, information needed to provided the true values
of these variables. In this paper, we go beyond the common
practice of using factor graph to model domain applications.
Instead, we study the reduction of uncertainty in factor graph
for the purpose of finding ground truth. This is because we can
expect that in real-world settings, the ability of instantiating
deterministic information with high confidence or guarantee is
important for reaching concrete conclusions. More precisely,
we use human input as the justification of random variables to
reduce the uncertainty of a factor graph. The rationale behind
our approach is that if the justification comes from uncertain
sources (e.g. heuristic-base features or statistical evidences),
the uncertainty might not be reduced at all. An uncertain
justification might end up adding more uncertainty in the final
result. In other words, it is necessary to to use a source with
no uncertainty to reduce the uncertain information.
One of the primary problems facing the human-involved
processes is the scalability issues. This is because eliciting
inputs from humans can incur high cost and long interaction
time. Moreover, in the era of Big Data, domain applications
often contain a large number of datasets that need to be
modeled by factor graph. As such, there are far too many
variables that could benefit from user feedback. Since we
cannot possibly ask user justification for all of variables,
the pay-as-you-go principle applies: the factor graph model
incrementally integrates new information to reduce uncertainty
by asking user to justify uncertain variables. In such an
iterative process, the optimization goal then becomes how
to determine which variables for user feedback, in order to
provide the most reduction of uncertainty in factor graph.
Achieving this goal is challenging due to the complex
relationships between random variables in the factor graph.
Knowing the true value of one variable can affect the likeli-
hood state of other variables. Moreover, in some cases, the
relationships can be directed. And thus, the order of user
feedback matters: knowing the true value of one variable can
be more beneficial than the others. Therefore, the optimization
usually involves case analysis for different combinations of
variables and different sequences of user inputs. This analysis
grows exponentially with the factor graph size and the number
of variables user can handle at once.
To overcome this challenge, we propose a heuristic-based
ranking algorithm that assigns a goodness score to each
variable. We formalize the requirements for designing the
goodness score in terms of three dimensions. (1) Information
gain – quantifies the gaining amount of potential information
of knowing the true value of a variable. (2) Minimal redun-
dancy – due to the complex relationships, user assertion on
one variable can be propagated to the others. The selection of
a variable should not be redundant in relative to the others.
(3) Potential impact – Seeking user input on variables with
most uncertainty may not have the largest impact on the
factor graph. For example, an “isolated variable” (which do
not have much connection with other variables) has very high
uncertainty, but the information of knowing its true value
cannot be reused throughout the factor graph.
To summarize, this paper brings the following main contri-
butions:
• Model: It provides a generic model for incorporating user
feedback into factor graphs in Section II. On top of this
model, we develop a pay-as-you-go approach that benefits
from user feedback to reduce the uncertainty in factor
graph.
• Process: It formulates the process of reducing overall un-
certainty in factor graph under limited budget constraint
in Section III. This is motivated by the fact that user
feedback is always limited; and hence, we aim to identify
the “weakest spots” (most uncertain parts) in the factor
graph in order to maximize the benefits of user input at
any time.
• Method: It proposes, in Section IV, the design criteria
of goodness function to select the most beneficial vari-
ables in factor graph for user assertion. Our selection
maximizes the information gain, maximizes the potential
impact, and minimizes the redundancy when incorporate
user feedback into factor graph.
• Termination: It studies different halting conditions of
the uncertainty reduction process in Section V. These
conditions can help to further reduce user effort by early
terminating the process when the factor graph is “good
enough”.
• Application: It shows the applicability of the proposed
techniques in the domains of entity recognition and
credibility evaluation, in Section VI.
The remaining sections are structured as follows. Sec-
tion VII summarizes related work, before Section VIII con-
cludes the paper.
II. MODEL AND APPROACH
A. Model
A factor graph is a tuple G = 〈V, F 〉, where V is a set of
random variables and F is a set of factors. In that, V = Vu∪Vc,
where Vu contains justifiable variables (i.e. variables which
we can seek human input on) and Vc contains non-justifiable
(e.g. constants). The human input sought as part of uncertainty
reduction is modeled by a tuple U = 〈U+, U−〉, where U+
and U− are respectively a set of variables justified as true
and false.
Each variable is associated with a probability p that indi-
cates the uncertainty degree of that variable. We maintain a
set of probabilities P that contains the probability of each
variable. Our probabilistic model acts a black-box, meaning
that it contains all the information given by user feedback. As
such, the user feedback U is integrated directly in the set of
probabilities P : user inputs are assumed to be always right, so
the probabilities of justified variables are either one or zero.
Combining the introduced notions, we define a factor-graph
based probabilistic model as a tuple 〈G,P 〉 that represents a
single state assumed during the uncertainty reduction.
B. Factor Graph with User Feedback
For incorporating user feedback, each variable v is asso-
ciated with an extra factor node uv . Figure 1 illustrates an
example factor graph and Figure 2 depicts the resulting factor
graph when incorporating user feedback. In our system, a user
asserts for a given variable whether it shall be true or false.
We exploit user input by concluding that the variable must
respect the validation:
uf(v) =
{
1 If v = true
0 Otherwise (1)
Given a user input u+ (u−) on a correspondence v, we start
the message passing on the variable node of v: uv→f(Xv=1) (or
uv→f(Xv=0)) to all of its neighbors. Since one correspondence
is dependent on a limited number of other correspondences,
only a small region of the network is updated. In case of batch
mode (user gives feedback on multiple variables at the same
time), we start the message passing concurrently from all the
validated correspondences. The difference is that a factor node
needs to wait all the incoming messages from neighboring
asserted variables before sending out the outgoing messages.
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It is worth noting that this formulation is flexible for
potential extensions such as user might make some errors and
multiple users do the assertions at the same time. However,
these situations are out of scope and are considered for future
work.
C. The overall approach to uncertainty reduction
A general uncertainty reduction process is iterative, such
that in each step, the user asserts the true value for a variable.
This process comes to a halt when reaching a validation goal.
Starting with a factor-graph based probabilistic model 〈G,P 〉,
the process continuously updates the state of variables. Each
iteration of the process comprises the following steps:
(1) select k variables for which user feedback shall be sought
(2) elicit user input on the true value of each selected variable
and update the corresponding probability.
(3) recompute the overall uncertainty.
It should be emphasized that our approach allows the
selection of multiple variables (i.e. top-k) for user feedback at
the same time. This is motivated by the two observations. First,
if one variable is resolved at a time, even if quick, it requires
human time scales, and comes with some overhead during
human interaction. Second, the variable in the factor graph
are not independent (via the factors), using this relationship
information between variables might help user give better
justification of their true values. As a result, the top-k selection
can identify “white-spots”, i.e. parts of the factor graph where
there has been little input so far. User input on a variable will
be isolated if we do not consider the transitive links between
variables.
III. REDUCING UNCERTAINTY IN FACTOR GRAPH
A. Probability Computation
The probabilities of variables in factor graph can be com-
puted or updated efficiently by Belief Propagation algorithm,
which utilizes message passing to propagate the probabilities.
More precisely, for each iteration, message passing is per-
formed according to the following update rules:
variable node v to factor node f :
uv→f (v) =
∏
f ′∈n(v)\{f}
uf ′→v(v)
factor node f to variable node v:
uf→v(v) =
∑
¬{v}
f(V ) ∏
v′∈n(f)\{v}
uv′→f (v′)

where n(.) stands for the neighbors of a variable / function
node in the graph. f(.) denotes the factor function associated
with particular factor node f .
∑
¬{v} means to sum up the
factor function over all variables except v.
These computations are known to be exact for cycle-free
factor graphs; i.e. the algorithm terminates after sending two
messages – one in each direction – for every edge in the factor
graph. When the graph contains cycles, the algorithm only
results in approximate solutions with multiple iterations. After
the algorithm converges to a fixed point, the probability of each
correspondence can be obtained as the product of all messages
passing toward it:
Pr(v) =
1
Z
∏
f∈n(v)
uf→vv (2)
where Z is a normalization constant factor ensuring that the
probabilities of all possible values sum to one. The message
passing algorithm allows to compute all marginal functions
of a factor-graph in a concurrent and efficient manner. More-
over, it enables to collect new information (e.g. user input)
incrementally without recomputing the whole graph. Note
that our factor graph model acts as a black-box, meaning
that it contains all the information given by user assertions.
As such, the user input is integrated directly in the variable
probabilities: user assertions are assumed to be always right,
so the probabilities of asserted variables are either one or zero
as follows.
Large-scale computation. The belief propagation takes O(n)
time and O(n) memory [14]. In case of large-scale factor
graphs, the number of variable nodes and factor nodes could
be large than the computer’s memory to handle. To circumvent
this problem, one well-known approach is to partition the
factor-graph by regrouping nodes (clustering or stretching
transformations) [14]. However, one disadvantage of this ap-
proach is that the dependency between correspondences is
broken down.
Another approach is resorting to sampling. Arguably the
most popular of these approaches, and the one on which
we focus, is Gibbs sampling. Achieving high throughput
for Gibbs sampling is well studied for factor graphs that
fit in main memory. However, applying sampling approach
to large amounts of data faces several challenges, including
parameter configuration and data storage. In this paper, we
employ the state-of-the-art Elementary framework [33] that
allows probability computations on large-scale factor graphs
that are larger than main memory. Elementary has some
important features: the customizable data model that supports
sophisticated statistical learning and inference, an end-to-end
system.
B. A Measure of Uncertainty
As mentioned above, each variable in the factor graph is
associated with a probability that represents how like the
variable is assigned as true. Hence, we measure the overall
uncertainty of a factor graph as the Shannon entropy [39] over
its set of random variables. Formally, the entropy for a factor
graph is defined as follows:
H(G,P ) =
∑
v∈V
−P (v) logP (v) (3)
where V is the set of random variables of the factor graph G.
An overall uncertainty H(G,P ) = 0 means all probabilities
are equal to one or zero; or in other words, the true values of
all random variables are known. Hence, our goal is to reduce
the overall uncertainty to zero.
A major reason for utilizing Shannon entropy as the mea-
surement of uncertainty is its non-parametric nature. The
probability distribution of random variables is very dynamic,
depending on the domain applications. Entropy does not
require any assumptions about the distribution of variables.
Besides, entropy permits non-linear models, such as categori-
cal variables [36].
C. The Process of Uncertainty Reduction
Reducing uncertainty in a pay-as-you-go fashion means
that the probabilistic model is continuously updated by: (1)
selecting a set of variables D ⊆ V , (2) eliciting user assertion
on the variables, and (3) updating the probabilities in the
probabilistic model 〈G,P 〉. That is, by seeking user input
for variables, the state of the probabilistic model 〈G,P 〉 is
changed, leading to the probabilistic model 〈G,P ′〉, where
P ′ is recomputed from user input as describe in the previous
section. We denote this step of reducing the uncertainty with
feedback on a set of variables D ∈ V by 〈G,P 〉 D−→ 〈G,P ′〉.
The process of reducing uncertainty may come to a halt once
the reconciliation goal is reached. Such a reconciliation goal
may be given, for instance, in terms of an effort budget (i.e.,
the number of user assertions is limited) or a pre-defined
threshold for the desired overall uncertainty.
A generic procedure of uncertainty reduction is illustrated
in Algorithm 1. It takes the factor-graph based probabilistic
model 〈G,P 〉 and a reconciliation goal δ as input and returns a
reconciled probabilistic model 〈G,P ′〉. We proceed as follows:
First, a set of top-k variables is selected from the candidate
variables (i.e. justifiable variables) based on the information
of factor graph. Second, we elicit the assertion for these
variables. Third, we integrate user feedback by recomputing
the probabilities P ′ and the overall uncertainty H(V, P ′).
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Fig. 3. Uncertainty minimization
Clearly, there is a trade-off between user effort and overall
uncertainty: the greater the user input, the less overall uncer-
tainty in the factor graph. Yet, instantiations of Algorithm 1
lead to a different realization of this trade-off. That is, the
select routine that chooses the variables for which feedback
shall be sought has to be implemented and affects the degree
of uncertainty reduction that is achieved by a certain amount of
user input. As a baseline, we consider a human user working
without any support tools. This scenario corresponds to the
higher curve (random feedback) in Figure 3, in which the
select routine selects candidate variables for assertion in a
random order. A more effective implementation of the select
routine would lower this curve, leading to a higher reduction
in uncertainty for the same amount of user effort compared to
the baseline.
Algorithm 1: Generic procedure for reducing uncertainty
input : a factor-graph based probabilistic model 〈G,P 〉,
a reconciliation goal δ
output: a reconciled probabilistic model 〈G,P ′〉
// Initialization
1 P ′ ← P ;
2 while not δ do
// (1) Select a set of top-k correspondences
3 D ← select(G,P );
// (2) Elicit and update user input
4 ∀v ∈ D, compute uf(v) based on user input on v ;
// (3) Integrate the feedback
5 Recompute probabilitiesN ′ P ′ in the factor graph G by the message
passing algorithm ;
6 Recompute network uncertainty H(G,P ′);
7 return 〈G,P ′〉;
D. Problem Statement
To approach an effective implementation of the routine
for selecting variables for assertion, we address a concrete
reconciliation goal. Since reasonable thresholds for the overall
uncertainty are hard to estimate and user feedback is com-
monly the bottleneck for reconciliation, we focus on limited
budget of user effort. In that case, we would like to minimize
overall uncertainty under a fixed number of feedback steps.
Formally, our objective is defined as follows.
Problem 1 (Uncertainty Minimization): Let 〈G,P 〉 be a
factor-graph based probabilistic model, m be a budget of user
effort (i.e. the number of user interaction steps), and k be
the number of selected variables in each user step (k  m).
The uncertainty minimization problem is the identification of
variables V ′ ⊆ V with |V ′| ≤ m × k, such that 〈G,P 〉 V
′
−→
〈G,P ′〉 and H(G,P ′) is minimal.
Finding a good identification strategy to solve the un-
certainty minimization is challenging. Solving the problem
optimally requires investigating all the permutations of all
subsets (with size ≤ m × k) of candidate correspondences;
this is computationally intractable.
IV. TOP-k SELECTION
To address this problem, we focus on a greedy approach
to ordering candidate variables for user feedback. The key
concept used in our approach is the value of perfection
information [38]. The value of perfect information is a means
of quantifying the potential benefit of determining the true
value for some unknown variables. Formally, in each user
interaction step, we select a set of variables D with maximal
value of perfect information:
arg max
D⊆V,|D|≤k
Q(D) (4)
with Q : 2V → R is the utility/benefit function indicating
the value of perfect information of a variable set. Here, the
selection of the top-k variables is of particular practical rele-
vance for user feedback and active learning [19]. In general,
increasing k avoids frequently asking the user, but might also
exceeds the cognitive load of human user. An appropriate value
for k depends on the user and the application context [32].
A. Goodness function
Now the task is to well define the function Q(D) and
design an efficient algorithm to maximize Q(D). Without prior
knowledge of domain applications, we argue that in general a
good selection should satisfy the following requirements:
(R1) Potential information: Each variable in the factor graph
has a distinguished amount of potential information. This
information must be quantified in the presence of com-
plex relationships between correspondences (i.e. some
variables are connected via pre-defined factors while
some others never go along with each other). Suggesting
the variables with higher potential information would
provide more chances of minimizing the number of user
feedback steps for reducing the overall uncertainty.
(R2) Avoidance of information redundancy: Selection of cor-
related variables leads to high redundancy due to the fact
that the user assertion on one variable can be propagated
to the others. Therefore, the selection of a variable
should be done related to other variables that have been
selected and those already asserted.
(R3) Consideration of variable importance: Large groups of
correlated variables hint that the information can be
propagated widely, maximizing the information benefit
of user feedback. This implies that a variable can be
more important than another due to its connection degree
in the factor graph.
(R4) Avoidance of local optimal: poor selection of variables
can lead to local effect of user input when it is propa-
gated within a small region of factor graph. To maximize
the effects of user input on a wide scale, we need to aim
for different variables across multiple regions of factor
graph.
To combine the above requirements into a unified utility
function, we implement by the following measurements.
Information gain. The first criterion is to select one by one
the variables with highest information gain (i.e. selection of
variables at the border of probabilities closed to 0.5):
IG(D) =
∑
v∈D
IG(v) (5)
The information gain of a variable v is then computed as
the difference of the overall uncertainty resulting from the user
justification of v, defined as follows:
IG(v) = H(G,P )−H(G|v, P ) (6)
where H(G|v, P ) = pvH(G,P+) + (1 − pv)H(G,P−)
is the overall uncertainty conditioned by the assertions for a
particular variable. In that P+ are the variable probabilities of
the factor graph after v is justified as true, and P− are the
variable probabilities of the factor graph after v is justified as
false.
Redundancy penalty. Simply summation over information
gain of each variable ignores the correlation between the
variables in the factor graph. As a result, user justification
efforts on these variables can be redundant. Therefore, there
is a need to minimize the information overlap between the
selected variables. Formally, the redundancy of the selected
set can be measured by the following function:
R(D) =
∑
v,v′∈D
s(v)M(v, v′)s(v′) (7)
where the correlation function M(v, v′) = 1Z |{f ∈ F :
v, v′ ∈ f}| measures the number of factors that v and v′
connect to, and Z is a constrant normalization factor ensuring
that M(., .) ∈ [0, 1] (e.g. the largest number of factors between
any two variables). Intuitively, we avoid selecting the variables
that are correlated to each other and to those already asserted
by user in previous iterations. s(.) serves as a score factor
when counting the correlation over variables. For example,
we can use the information gain of the variable itself: s(v) =
IG(v) to reflect the correlation on the separating the possible
values of v.
Put it altogether. The utility measure should incorporate given
information scores of variables in a fine-grained level, by
weighting the importance of variables unequally. The idea
behind is that variables stemming from a large group of corre-
lated variables often have a high chance to propagate informa-
tion. Specifically, we define q(v) =
∑
v′∈V M(v, v
′)IG(v′)
as the importance of variable v due to its ability to propagate
information. Put it altogether, we formally design the utility
function as a bi-criteria combination of information gain and
redundancy:
Q(D) = w
∑
v∈D
q(v)IG(v)−
∑
v,v′∈D
IG(v)M(v, v′)IG(v′)
(8)
where w ∈ R+ is a positive weight parameter to balance the
information gain and redundancy terms.
While our notion of utility is motivated by the information
propagation and correlation of variables, it also shows several
intuitive properties that are detailed below.
Property 1 (Monotonicity): Q(D) is monotonic. That is,
∀D1, D2 ⊆ V , D1 ∩D2 = ∅, we have:
Q(D1 ∪D2) ≤ Q(D1)
Proof: [Sketch] With w ≥ 2, we have:
Q(D1∪D2)−g(D1) = w
∑
v∈D2
q(v)IG(v)−(
∑
v∈D2,v′∈D1
IG(v)M(v, v
′
)IG(v
′
)
+
∑
v∈D1,v′∈D2
IG(v)M(v, v
′
)IG(v
′
) +
∑
v,v′∈D2
IG(v)M(v, v
′
)IG(v
′
))
= w
∑
v∈D2
IG(v)
∑
v′∈V
M(v, v
′
)IG(v
′
)−(2
∑
v∈D1,v′∈D2
IG(v)M(v, v
′
)IG(v
′
)
+
∑
v,v′∈D2
IG(v)M(v, v
′
)IG(v
′
)) ≥ 2
∑
v∈D2
IG(v)
∑
v′∈V
M(v, v
′
)IG(v
′
)
− (2
∑
v∈D1,v′∈D2
IG(v)M(v, v
′
)IG(v
′
) +
∑
v,v′∈D2
IG(v)M(v, v
′
)IG(v
′
))
= 2
∑
v∈D2
(
∑
v′∈V
M(v, v
′
)IG(v
′
)−
∑
v′∈D1∪D2
M(v, v
′
)IG(v
′
))
= 2
∑
v∈D2
∑
v′ /∈D1∪D2
M(v, v
′
)IG(v
′
) ≥ 0
which completes the proof of monotonicity.
Property 2 (Submodularity): Q(D) is submodular. That is,
∀D ⊆ V , ∀v1, v2 ∈ V \D, we have:
Q(D ∪ {v1}) +Q(D ∪ {v2}) ≥ Q(D ∪ {v1, v2}) +Q(D)
Proof: [Sketch] We have:
Q(D∪{x})−Q(D) = wq(x)IG(x)−2IG(x)
∑
v∈D
M(x, v)IG(v) + IG
2
(x)
(9)
Then with w > 0, we have:
Q(D ∪ {v1}) +Q(D ∪ {v2}) ≥ Q(D ∪ {v1, v2}) +Q(D)
⇔ Q(D ∪ {v1})−Q(D) ≥ Q(D ∪ {v2} ∪ {v1})−Q(D ∪ {v2})
⇔ wq(v1)IG(v1)− 2IG(v1)
∑
v∈D
IG(v)M(v, v1) + IG
2
(v1)
≥ wq(v1)IG(v1)− 2IG(v1)
∑
v∈D∪{v2}
IG(v)M(v, v1) + IG
2
(v1)
⇔ 2IG(v1)IG(v2)M(v1, v2) ≥ 0
which completes the proof of submodularity.
B. Maximizing the Goodness
Solving the utility function Q(D) turns out to be intractable.
Theorem 1: Maximizing Q(D) in Equation 8 is NP-
complete.
Algorithm 2: Heuristic algorithm for top-k selection
input : A factor graph G = 〈V, F 〉,
The current validated variables U  V ,
a weight factor w ≥ 2, and a threshold for the number of variables k.
output: A selection of variables V ∗ ⊆ V \ U with |V ∗| = k.
1 V ∗ ← ∅ ;
// Compute ranking score for each variable
2 Let r : V → R, r(v) 7→ w · IG(v) ·∑v′∈V M(v, v′)IG(v′);
3 while |V ∗| < k do
4 vm ← arg maxv∈V \U,v/∈V ∗ r(v) ;
5 V ∗ ← V ∗ ∩ {vm} ;
// Update ranking score for the remaining variables
6 r′ ← r;
7 Let r′ : V → R, r(v) 7→ r′(v)− 2 · IG(vm) ·M(v, vm) · IG(v);
8 return V ∗
Proof: [Sketch] As mentioned above, Q(D) is a submod-
ular set function. Maximization of submodular set functions
is known to be NP-complete [23]. The proof is done.
Given the complexity of the set function maximization
problem, we now present a heuristic algorithm to approximate
its optimal solution. The main idea of our algorithm is to start
from the null set and add one element at a time, taking at
each step the element which increases the goodness of the
selection most. To achieve a provably near-optimal solution,
our algorithm exploits the two aforementioned properties of
the goodness function g, i.e., monotonicity ad submodularity.
In essence, the algorithm iteratively expands the selection of
variables by adding the variable that maximizes the goodness
value, thus it can be bounded. Solving the problem requires k
iterations.
The details of our heuristic are given in Algorithm 2. It
takes a factor graph G = 〈V, F 〉, a set of validated variables
U ⊂ V , a weight factor w, and a threshold for the number of
variables k as input and returns a selection V ∗ of k variables.
We begin by computing a ranking score for each variable v ∈
V that is based on the weight factor, the information gain,
the redundancy and the variable importance (line 2). In the
actual greedy selection step, we select k variables. In each
iteration, we add the variable with the highest ranking score
(lines 4 and 5), before the ranking score is updated for the
remaining variables (line 7). The latter avoids re-computation
of the ranking scores from scratch in each iteration.
Algorithm Analysis. The proposed algorithm shows several
desirable properties. First, the approximation error is bounded.
Guarantee 1 (Near-Optimality): Algorithm 2 is a (1- 1/e)-
approximation for the variable selection problem.
Proof: For any monotone, submodular function f with
f(∅) = 0, it is known that an iterative algorithm selecting
the element e with maximal value of f(I ∪ {e})− f(I) with
I as the set of elements selected so far has a performance
guarantee of (1 − 1/e) ≈ 0.63 [24]. This result is applicable
to algorithm 2, since our goodness function Q is monotonic
(property 1) and submodular (property 2), it holds Q(∅) = 0,
and the ranking score is defined as r(v) = Q(V ∗ ∪ {v}) −
Q(V ∗) (lines 2 and 7).
Next, we consider the complexity of our heuristic.
Guarantee 2 (Complexity): The time complexity and the
space complexity of Algorithm 2 are O(|V |2 + k|V |) and
O(|V |), respectively.
Proof: Time complexity: The quadratic term |V |2 stems
from the computation of the ranking score. The linear term
k|V | is explained by k iterations, in each of which we iterate
over all remaining variables, for selection of vmax and for
updating the ranking score. Space complexity: Storing variable
correlations requires |V ||V−1|2 space since M is symmetric and
M(v, v) = 1.
C. Learning the trade-off parameter
There is a trade-off between information gain and re-
dundancy criteria. If we only maximize the summation of
individual information gain of selected variables in eq. (6), the
actual information benefit of user feedback on these variables
(i.e. the “joint” information gain) might be sub-optimal. This
is because random variables in factor graph are correlated
(via factor functions), the propagation of user input might
be duplicated (i.e. redundancy). For example, let us have two
variables v1 and v2 connected via a factor function f(v1, v2) =
1 iff v1 = v2. It is not necessary to ask user input on v1 and
v2 at the same time since the true value of one variable can
be inferred as a consequence of user input on the other.
The regularization parameter w in eq. (8) captures this
trade-off between the information gain and redundancy of
selecting random variables. The higher value of w, the more
we favor information gain over redundancy; and vice-versa.
Without prior knowledge, it is often difficult for user to set
an appropriate value of w. We propose a guided searching
method [1] to automatically determine the best-suited value.
Informally, we would like w to be as large as possible to
maximize the potential information of each variable while
controlling a reasonable redundancy.
The searching method is technically defined as follows.
First, we define the control criterion over the selection being
that there does not exist any two variables being directly
correlated. Formally, w is valid iff ∀v ∈ D∗, @v′ ∈ D∗ such
that ∃f ∈ F and v, v′ ∈ F where D∗ is the output of top-
k selection. Second, we find the upper bound wub that still
satisfies the control criterion (e.g. starting with w = 1 and
continuously double it until the control criterion is violated).
Finally, we iterate over [1, wub] to find the largest valid value
of w. To speed up the search, we can leverage bisection
method (i.e. binary search) to bisect the interval and select
a subinterval recursively. Note that since w is real number, we
set the minimum interval as 0.1.
V. OPTIMIZING FOR EARLY TERMINATION
The previous section described our algorithm for selecting
the top validating candidates to minimize user effort. In prac-
tice, other optimization questions arise. For example, when
the current factor graph is good enough, we can terminate the
user feedback process early to further reduce cost. The major
challenge of early termination is how to measure the quality of
the current results. In Section V-A, we address how to decide
when our factor graph is “good enough”. In Section V-B, we
study different halting conditions to stop eliciting validations
from user. Given that a user can justify multiple variables in
parallel, in Section V-C, we discuss the effect of selection
size (number of selected variables in a validation round) on
the uncertainty reduction performance.
A. Quality Assessment
Assessing the quality of current results is important for
several reasons. First, it provides a guarantee on the quality
that are dynamically improved by user feedback. In other
words, by knowing the up-to-date quality, user would have
a better understanding and strong feelings of trust on the
efforts he spends for the validation. Moreover, it can provides a
guideline on how much benefit is gained given a fixed budget.
Based on this, user can decide whether to spend more budget
or accept the current satisfactory results.
Extract computation. The true quality of a factor graph
model is typically measured by the precision metric [17] on
the entire variable set. Measuring the precision requires to
compare the true value (i.e. ground truth) of each variable
with its most probable value, which can be computed by the
decision function as follows:
decide(v) =
{
1 If Pr(v) ≥ 0.5
0 Otherwise (10)
Then, the precision is the ratio of random variables that are
matched against ground truth:
A(G,P ) =
|v ∈ V | decide(v) = gold(v)|
|V | (11)
where gold(v) is the true value of v that can be obtained
via humans. However, in practice we only have access to the
ground truth of a (small) finite set of random variables. This
is because the factor graph is large while the effort budget of
seeking ground truth is limited (if we can validate all random
variables, there is no need of probabilistic model in the first
place).
Since the computation of exact precision is impractical, we
present two heuristic quality estimations. Then, we elaborate
on the pros and cons of each approach. [CANNOT: Finally, we
show how to combine both heuristics in an efficient manner.]
k-fold cross estimation. User feedback is an iterative process
in which we incrementally obtain a set of validated variables.
An efficent approach is using these validated variables them-
selves as representatives of the entire graph. To this end, we
tailor the standard k-fold cross validation technique [35] for
quality estimation of factor graph. Informally, we randomly
partition the user-validated data into “test” and “training” sets,
and measuring the ability of the factor graph model learned
on training variables to decide the test variables. Formally,
given the set of validated variables U , we divide into k equal
size partitions U = U1 ∪ . . . ∪ Uk. We repeat the following
procedure k times: (i) leave the variables of the i-th partition
Ui out as non-validated variables, (ii) recompute the variable
probabilities of factor graph model 〈G,P 〉 by the message-
passing algorithm, (iii) compare the decision function of each
variable v ∈ Ui with the true value already given before by
user to compute the “partial” precision:
AUi(G,P ) =
|v ∈ Ui | decide(v) = gold(v)|
|Ui| (12)
For an accurate estimation, we take the average of k runs
as an overall estimation of the model precision:
AU (G,P ) =
∑k
i=1AUi(G,P )
k
(13)
The advantage of k-fold cross estimation is that all the
validated variables are eventually used for both training and
testing. As such, we will get an unbiased assessment of model
quality since cross-validation estimate in an “out-of-sample”
estimate [35]. However, this method has some drawbacks.
First, using only the validatabled variables might have a “local-
optimal” effect due to the complex relationships between
variables in the entire factor graph. The selected variables
might not be well-connected with the remaining ones, making
the overall estimation has a high error rate. Second, the error
rate of overall estimation depends on the number of folds
k [35]. In practice, the choice of the number of folds depends
on the dataset characteristics and the application domain.
Sampling-based estimation. To overcome the limitations of
the k-fold cross estimation, we approach by not using the
validated variables. The idea is to ask an oracle for the
precision of the non-validate variables. Since the factor graph
is large, we cannot compute the precision exactly (i.e. the same
reason why the exact computation of precision is impractical).
Rather we implement the oracle using sampling techniques.
Technically, we take a sampling set of non-validated variables
Ω ⊂ V \ U and ask human input for the true values of these
variables. Thus, the sampling-based precision is:
AΩ(G,P ) =
|v ∈ Ω | decide(v) = gold(v)|
|Ω| (14)
To obtain an accurate estimation, it is critical to draw good
samples that well capture the random variables in the factor
graph. Because of the complex joint relationships of these
variables, uniform sampling methods like Monte Carlo are
insufficient [5] for selection. We develop a non-uniform sam-
pling that overcomes this limitation by making use of a
random-walk strategy and simulated annealing. The idea is
using the neighborhood factor of simulated annealing to guide
the random-walk to “jump” over representative variables in
the factor graph. The neighborhood factor can be measured
by the connection degree of the variable node (i.e. the number
of factors it connects to) which the random-walk is currently
at. For details, refer to our technical report [31].
The main drawback of the sampling-based estimation is that
we have to maintain a considerable cost for implementing the
oracle (i.e. asking human input for ground truth). This cost is
proportional to the sampling size, which indeed depends on
the number of random variables if we want to obtain a highly
accurate estimation.
B. When to Stop Asking
In practice, user feedback processes are often limited by a
fixed budget B for the cost of human work and interactions.
This is the baseline halting condition that was discussed
in Problem 1. As our original problem is to minimize the
effort given a pre-defined budget, we can further exploit
the effort wisely by terminating the process early when it
converges. At the beginning, the gain of incorporating user
feedback is significant as overall uncertainty of the factor
graph model is high. Once the process converges (e.g. variable
probabilities are slightly or not changed), the gain of new user
input becomes neglible. As such, the benefit of getting more
feedback might be insignificant compared to the additional
effort. Early termination helps to reduce the user effort further
while the quality is unchanged. With the purpose of helping
user decide on the termination, this section studies some
practical indicators of the process convergence. By observing
these indicators, user would gain more insights to make final
decisions.
Uncertainty Reduction Rate. The purpose of this conver-
gence indicator is to show the current effect of user feedback
on the uncertainty reduction. At the beginning, the overall
uncertainty of factor graph is high since there are still many
non-validated variables. New user input thus has a high amount
of benefit as its information can be propagated widely on
many variables. As long as more user feedback is received,
the overall uncertainty is reduced (the number of uncertain
variables is reduced). Therefore, the information propagation
is narrowed down, leading to the insignificant benefit of getting
new human input.
Formally, after each validation step, the factor graph model
〈G,P 〉 becomes 〈G,P ′〉. The reduction rate of uncertainty can
be measured by the ratio of the uncertainty difference before
and after the validation:
H(G,P )−H(G,P ′)
H(G,P )
(15)
When the process converges, the uncertainty reduction rate
reaches to zero. User can decide to terminate the process when
the rate levels off (e.g. ≤ 1%).
The number of changes. While the previous indicator is based
on the variable probabilitties, this indicator only concerns the
most probable value of each variable. This is motivated by the
fact that users might be interested in the instantiation of the
probabilistic model (i.e. returning the most probable world)
rather than the probability values themselves. The purpose
of this metric is to measure the change of the instantiation
in two consecutive feedback iterations. In some cases, the
overall uncertainty is reduced but the most probable values
are unchanged. For example, before user feedback, we have
Pr(v = 1) = 0.8 and Pr(v = 0) = 0.2; and after user
feedback, we have Pr(v = 1) = 0.9 and Pr(v = 0) = 0.1.
The uncertainty of variable v is indeed reduced but its most
probable value (i.e. 1) is unchanged. After a considerable
number of iterations, if the number of changes is zero or
insignificant, it implies that the factor graph model is likely
to be correct. In other words, the factor graph is stable if the
current decision of variables will not change by the new user
feedback we choose to forgo. This is because an incorrect
instantiation (improbable world) would be strongly changed
by user input.
Formally, given that 〈G,P 〉 V
′
−→ 〈G,P ′〉, the unstability (or
the number of changes) of the factor graph can be measured
by: ∑
v∈G
1(decide(v, P ) 6= decide(v, P ′)) (16)
Note that, this metric might be a local indicator if user
feedback only affects a small region of factor graph (which,
consequently, makes the change insignificant). However, as
our selection strategy favors picking variables across multiple
regions, this indicator should be global. User can decide an
early termination if the unstability is, for example, less than
10% after 3 consecutive iterations.
The number of good predictions. Another useful indicator
that helps user have a strong feeling of a “good” model is the
ability to instantiate the variables matched with user input.
Intuitively, if the decision of a variable is matched with user
feedback, it indicates that the factor graph model is in good
state. The more of these consecutive correct predictions, the
stronger feelings of trust on the model quality.
Formally, in a user feedback iteration, we have 〈G,P 〉 V
′
−→
〈G,P ′〉. The number of good predictions over one iteration
can be measured by:∑
v∈V ′
1(uf(v) = decide(v, P )) (17)
Here, 1(c) is the decision function which is 1 when condi-
tion c holds and is zero otherwise. User can decide to terminate
the process when, for example, there are more than 90% good
predictions after 3 consecutive iterations.
Precision Improvement Rate. The above metrics are, in
fact, “indirect” indicators of the process convergence. These
indicators might not be accurate at some points since they
are based on heuristic obserations. The direct way to measure
the convergence is using the precision of model itself, which
is computed as in the previous section. Formally, let us have
the transition 〈G,P 〉 → 〈G,P ′〉 after a validation step. The
improvement precision rate of the factor graph model can be
measured by:
A(G,P ′)−A(G,P )
A(G,P )
(18)
The benefit of using the precision improvement rate is the
independence of the domain characteristics of factor graph as
it is based on user input. However, this indicator is costly
to compute as it involves seeking more ground truth (i.e.
sampling-based approach) or computing multiple times (i.e.
k-fold cross validation approach). As such, we approach by
only showing this indicator periodically (e.g after each 3-5
iterations).
Look-ahead. In general, the above indicators are computed
only after the user feedback is truly elicited. The drawback of
these “history-based” indicators is that the effects can only be
known when user effort actually happens. This might lead to
some redundant user inputs when the selection of candidate
variables for validation are not optimal as expected. To avoid
this limitation, the purpose of this indicator is to foreseen the
expected effects of user input before-hand.
We can implement the look-ahead of each aforementioned
indicator by estimating how much information benefit can be
gained in the next iteration as follows. After a validation step,
we have the transition 〈G,P 〉 → 〈G,P ′〉. We will use the
instantation of the current factor graph model 〈G,P ′〉 as user
feedback. Specifically, given a set of selected variables V ′′ of
〈G,P ′〉 to be validated, we assume uf(v) = decide(v, P ′)
for each v ∈ V ′′. Then we recompute the new state of factor
graph 〈G,P ′′〉 by the messaging-passing algorithm. Finally,
we measure the relative difference between the “current” value
and the “look-ahead” value of a given indicator I(G,P ′):
|I(G,P ′)− I(G,P )|
I(G,P )
(19)
One advantage of look-ahead mechanism is the ability to
dynamically deal with the convergence speed of the validation
process. For example, the number of changes can reduce
quickly at the beginning but slowly later on. By looking ahead,
we can estimate at some point the change would be small
and eligible to terminate the user feedback early. The early
termination can be decided when, for example, the relative
comparison between the current computation and the look-
ahead computation of a given indicator is less than 1%.
C. Effect of Selection Sizes
At each iteration of the validation process, we must choose
a subset of the non-validated variables accoording to their
selection scores, and send it to user for justification. We call
this subset a batch (denoted as V ′ in 〈G,P 〉 V
′
−→ 〈G,P ′〉). An
interesting question is how to set this batch size, say β.
Intuitively, a smaller β increases opportunities to improve
the factor graph effectiveness in a fine-grain manner. Previ-
ously requested variables will be truly incorporated before
deciding which variables to request next. For instance, best
results are achieve when β = 1. However, larger batch sizes
reduce the overall run-time substantially by (i) allowing user
to justify multiple variables at the same time due to their
dependence relationships in factor graph, and (ii) reducing
the number of iterations. This is confirmed by our experi-
ments, which show that the impact of increasing β on the
effectiveness of factor graph model is less dramatic than its
impact on the overall run-time. Thus, to find the optimal β, a
reasonable choice is to start from a smaller batch size and
continuously increase it (say, double it) until the run-time
becomes reasonable, or the user cognitive load is reached.
VI. DEPLOYMENT ON REAL APPLICATIONS
Factor graph has been used as a graphical model for a wide
variety of applications, such as signal processing [16], sensor
networks [7, 8, 18], and video decoding [22]. In the following,
we illustrate the two highlighted applications as case studies:
A. Named Entity Recognition
The problem of named entity recognition (NER) is to label
each token in the text document with an entity type. NER is
a subtask of information extraction that has been thriving for
more than 20 years [21]. It aims at extracting and classifying
mentions of rigid designators, from text, such as proper names,
biological species, and temporal expressions. The uncertainty
of NER problem comes from the inherent ambiguity of natural
texts. Therefore, a probabilistic graphical model like factor
graph can be applied to capture this uncertainty.
1) Model: In [43], the authors have a dataset with ten-
million tokens from 1788 New York Times articles from
the year 2004. They define the relational factor graph over
the TOKEN relation as in Figure 4. Formally, given an
unannotated block of text (e.g.), we can model this text as
a factor graph G = 〈V, F 〉, where V is the set of random
variables and F is the set of factors.
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Fig. 4. Named Entity Resolution (NER)
Variables. The set of random variables V = {t1, . . . , tn}.
Each variable ti in a token in the text. A possible value of a
variable is the entity type of the associated token. There are
many different entity types, for example, “PER” (person entity
such as Bill), “ORG” (organization such as IBM), “LOC”
(location such as New York City), “MISC” (miscellaneous
entity – none of the above), and “O” (not a named entity).
Factors. In [43], the authors defined three factor templates:
(1) factors between observed strings and corresponding labels,
(2) transition factors between consecutive labels, and (3) bias
factors over labels. The underlying models to implement these
factors include traditional linear chain model for NER and
skip-chain models [43].
2) User Feedback: Figure 5 illustrates how to incorporate
user feedback in the NER factor graph. Each label variabe
li (of each token ti) is associated with an additional user
feedback factor u.
u(li) =
′ PER′ |′ ORG′ |′ LOC ′ |′ MISC ′ |′ O′ (20)
When user gives feedback (i.e. assign the true label/entity
type for a given token), the current state of the factor graph
is recomputed by the message-passing algorithm with the user
feedback factor defined in Equation 1.
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Fig. 5. User Feedback Factor Graph for NER
B. Credibility Evaluation
One of the major issues in online communities is the
widespread concern regarding the quality and credibility of
user-generated content [34]. To address this issue, the literature
often formulates the problem of assessing the credibility of
statements made by users in their online posts (e.g. blogs,
forums). The problem output will help to identify trustworthy
users and discover important facts on the Web.
To solve this problem, the authors of [20] approach by
leveraging the intuition that there is an important interaction
between statement credibility, linguistic objectivity, and user
trustworthiness. We therefore model these elements jointly
through a probabilistic graphical model, more specifically a
factor graph, where each statement, post and user is associated
with a binary random variable. Figure 6 provides an overview
of our model. For a given statement, the corresponding vari-
able should have value 1 if the statement is credible, and
0 otherwise. Likewise, the values of post and user variables
reflect the objectivity and trustworthiness of posts and users.
1) Model: The primary goal of the proposed factor graph is
to retreive the credibility label of unobserved statements given
some expert labeled statements and the observed features by
leveraging the mutual influence between the model’s variables.
The factor graph will capture the following relationships: (i)
each user is conencted to all hist posts, (ii) each statement is
connected to all posts from which it can be extracted (by state
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Fig. 6. Credibility Evaluation
of the art information extraction methods), (iii) each user is
connected to statements that appear in at least one of his posts.
Variables. Formally we have ui ∈ {0, 1} is the random
variable that represents the user trustworthiness. ui = 0 means
that the user ui must not be trusted while ui = 1 means user
ui is trusted. Second, si ∈ {0, 1} is the random variable that
represents the statement credibility. si = 0 means that the
statement is not credible and si = 1 means that the statement
is credible. Third, pi ∈ {0, 1} is the random variable that
represents the post objectivity. pi = 0 means that the post is
subjective whereas pi = 1 means that the post is objective.
Factors. Nodes associated with users and posts have ob-
servable features, which can be extracted from the online
community.
User factors/features. For users, we derive engagement
features (number of questions and answers posted), interac-
tion features (e.g. replies, giving thanks), and demographic
information (e.g. age, gender). The features are presented in
details in [20].
uf(ui) = exp(F1(ui)F2(ui) . . . Fn(ui) (21)
where Fj(ui) is the j-th feature of user ui.
Post factors. For posts, we extract linguistic features in the
form of discourse markers and affective phrases. The features
are presented in detail in [20].
pf(pi) = exp(F1(pi)F2(pi) . . . Fn(pi)) (22)
where Fj(pi) is the j-th feature of post pi.
Statement factors. While for statements there are no observ-
able features, we can use distant supervision technique on top
of external knowledge bases (e.g. in the domain of medical
there are expert databases, like the Mayo Clinic, which list
typical as well as rare side-efects of widely used drugs). This
information is contained in the factor sf() in the factor graph.
Connection factors. Each factor h() depicts the mutual
reinforcing relationship between user, post, and statement.
h(ui, pj , sk) = exp(ui · pj · sk) (23)
2) User Feedback: Figure 7 illustrates how to incorporate
user feedback into the credibility evaluation factor graph.
We connect each justifiable variable (user trustworthiness,
statement credibility, and post objectivity) with a user feedback
factor u. There are three different types of user feedback: (i)
feedback on user trustworthiness, (ii) feedback on statement
credibility, and (iii) feedback on post objectivity. In general,
the user feedback can be modeled as a generic function:
u(x) =
{
1 If user justifies that x = 1
0 If user justifies that x = 0 (24)
When a variable is asserted by user, the probabilities are
recomputed by the message-passing algorithm.
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VII. RELATED WORK
Factor graph and applications. Factor graph has been used
to for various applications in the areas of database, information
retrieval, and trust management. In [43], the authors use factor
graph to solve the named entiry recognition task by modeling
tokens as variables and linguistic features as factors. In [41],
the authors leverage factor graph to model the entity resolution
problem by capturing the mentions of entities as variables and
the semantic relationships between them as factors. In [20],
the authors evaluate the trustworthiness of online users and
the credibility of their statements on the Web by encoding the
mutual reinforcing relationship between users and statements
into factor graph. Our proposed techniques on reducing factor
graph uncertainty is generic ans thus can be tailored in these
applications.
Learning with user feedback. Exploiting human intelligence
to improve the automatic models has been studied in various
contexts such as training classifiers [42], entity extraction [2],
sentiment analysis [15], credibility evaluation [6], data inte-
gration [3, 4, 11, 25, 26, 28, 30], and crowdsourcing [9, 10,
27, 29]. For example, in the knowledge acquisision task to
build knowledge bases, human input is used for assessing the
validity of facts and for gathering additional knowledge [13].
In machine learning, user feedback is used as ground truth to
train classifiers [19] and probabilistic models including factor
graph [40, 46]. To the best of our knowledge, there is no
work on comprehensively and systematically harnessing user
feedback to assess the validity of random variables in factor
graph. Since the proposed techniques are generic, our work can
be tailored to other probabilistic formulations such as Markov
models and Bayesian models as well.
Guiding user feedback. Guiding user or expert feedback
has been studied in different contexts. In the field of data
integration, Jeffery et al. [12] proposed a decision theoretic
framework to rank candidate matches for answer validation
in order to improve the quality of a dataspace. Focusing on
matching of data schemas in a network setting, Nguyen et
al. [31] presented a reconciliation algorithm that leverages
expert input. Yakout et al. [45], in turn, proposed an active-
learning based process that requests expert input to help
training classifiers in order to detect and repair erroneous
data. Similar to these works, we rely on models from the
fields of Decision Theory and Active Learning [37]. Despite
the similarities in the applied models, there are a number of
differences between the aforementioned approaches to user
guidance and the method presented here. First, our method is
independent of application domains. The selection of feedback
candidates is purely based on the information measure and
the network structure of a generic factor graph itself. Second,
we also proposal additional guiding indicators on the current
quality of the factor graph model for further reducing user
effort.
VIII. CONCLUSIONS
This paper proposes a novel approach that enables pay-as-
you-go reconciliation in factor graph. We formulate the need
of reducing uncertainty in factor graph due to the heuristic
nature of the factor functions that constitute the probable
values of random variables in the graph. To this end, we
design an incremental process that leverages user feedback
for uncertainty reduction. The problem we tackle is to fine
a set of candidate variables with maximal information gain.
Since computing the joint information gain is intractable,
we propose heuristic criteria to estimate information gain,
including individual information, redundancy, and potential
impact. The problem turns out to be NP-hard; and thus, we
propose a bounded greedy algorithm to find the approximate
solution. We further optimize user efforts by proposing user-
guiding indicators for the convergence status of the uncertainty
reduction process. Finally, we demonstrate the applicability of
involving human input for various factor graph applications.
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