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1. Introduction
What exactly are the objects that are operated on by tensors? What are the singular values or
eigenvalues? Could they be vectors rather than scalars? [1]
Those questions are among a list of “open questions related to extending linear algebra theory”
generated by the participants at the American Institute of Mathematics “Workshop on Tensor Decom-
positions” held in 2004 [2,3]. The term tensor, as used above and in the context of this paper, refers
to a multi-dimensional array of numbers, sometimes called an n-way or n-mode array. If, for example,
A ∈ Rn1×n2×n3 thenwe sayA is a third-order tensorwhere order is thenumberofwaysormodesof the
tensor. Thus, matrices and vectors are second-order and ﬁrst-order tensors, respectively. Restricting
our attention to third-order tensors where n1 = n2 = n3, we will present answers to the three of the
four questions posed above. (We will not investigate singular values in this paper.)
E-mail address: Karen.Braman@sdsmt.edu
0024-3795/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2010.05.025
1242 K. Braman / Linear Algebra and its Applications 433 (2010) 1241–1253
Table 1
Summary of notation for third-order tensors.
A ∈ Rn1×n2×n3
Aijk The (i,j,k) element ofA
A:jk A row ofA
Ai:k A column ofA
Aij: A tube ofA
Ai:: A horizontal slice ofA
A:j: A lateral slice ofA
A::k A frontal slice ofA
This work has been inspired by, and builds upon, a recent paper from Kilmer, Martin and Perrone
where they deﬁne a new tensor–tensor multiplication and present a procedure for producing tensor
decompositions relative to that operation [4]. Their work focuses on producing a tensor SVD, but, as
they point out, the process can be modiﬁed to compute a tensor QR decomposition or even a tensor
diagonalization. Given a tensorA ∈ Rn×n×n, under certain conditions, we can compute tensors X and
L ∈ Rn×n×n such that
A ∗ X = X ∗ L (1)
where ∗ denotes the new tensor–tensor multiplication and L is f-diagonal, that is, each frontal-face
slice is a diagonal matrix. The existence of this diagonalization underscores the importance of the
questions cited above.
In Section2weestablish thenotation anddeﬁnitionsneeded throughout thepaper. Inparticular,we
reiterate the tensor–tensor multiplication deﬁned in [4] and specialize from it a deﬁnition of tensor–
matrix multiplication. In the ﬁrst of several parallels to matrix theory, we state and prove a lemma
relating tensor–tensor multiplication to tensor–matrix multiplication. From this result we see that
n × n × n tensors must act upon a space of n × n matrices. Section 3 begins with an explanation of
why the usual vector space over R cannot be the appropriate space in which to view the action of
tensor–matrix multiplication. The remainder of the section is spent constructing a space where the
vectors are n × nmatrices and the scalars are vectors of length nwith a carefully chosenmultiplication
between such objects. In Section 4we explore the action of a given n × n × n tensor upon elements of
that space, and, in particular,we establish that every linear operator on the space canbe represented by
tensormultiplication. Section 5 examines the implications of Eq. (1) inmore detail and generalizes the
notions of eigenvalue and eigenvector to third-order tensors. Finally, in Section 6 we consider further
avenues of research.
2. Notation and deﬁnitions
2.1. Notation
Throughout this paper tensors are denoted with Euler script letters (e.g., A), while capital letters
represent matrices (e.g., I denotes the identity matrix), boldface lowercase letters represent vectors,
and lowercase letters refer to scalars. We use Matlab style notation to refer to columns, rows, tubes,
and various two-dimensional slices of third-order tensor as outlined in Table 1.
Several deﬁnitions and theorems in this paper use circulant or block-circulant matrices deﬁned by
column-wise. Speciﬁcally, if
v = [v1 v2 · · · vn]T
then
circ (v) =
⎡
⎢⎢⎢⎣
v1 vn · · · v2
v2 v1 · · · v3
...
...
...
vn vn−1 · · · v1
⎤
⎥⎥⎥⎦
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As it is often necessary to refer to individual rows or columns in a circulant matrix, we deﬁne the
following notation:
Indices for the jth row:
row(j, k) ≡ ((j − k)mod n) + 1, for k = 1, 2, . . . , n
Indices for the jth column:
col(j, k) ≡ ((n − j + k)mod n) + 1, for k = 1, 2, . . . , n
2.2. Deﬁnitions
Fundamental to the results of this paper is a tensor–tensor multiplication recently introduced by
Kilmer et al. [4]. For clarity, some of their deﬁnitions and examples are reproduced here, speciﬁcally,
Items 2.1–2.4.
Deﬁnition 2.1. Let A ∈ Rp×s×r and let Ai denote A::i, that is, the ith frontal slice of A.
Deﬁne
unfold(A) =
⎡
⎢⎢⎢⎣
A1
A2
...
Ar
⎤
⎥⎥⎥⎦ ∈ Rpr×s.
Similarly, the operation needed to reconstruct a tensor from a pr × smatrix is denoted
fold
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A1
A2
...
Ar
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ = A ∈ Rp×r×s.
See Fig. 1.
Fig. 1. Example of the unfold and fold operators.
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Deﬁnition 2.2. Let A ∈ Rp×s×r and B ∈ R s×q×r . Then the product A ∗ B is the p × q × r tensor
A ∗ B ≡ fold(circ (unfold(A)) · unfold(B))
where · denotes the usual matrix–matrix multiplication. Note that unfold(A) is a column of p × s
matrices and so circ (unfold(A)) results in a block circulant matrix of size pr × sr.
In the following example, we again let Ai and Bi denote A::i and B::i, that is, the ith frontal slices of
A and B, respectively.
Example 2.3. Suppose A ∈ Rn×n×3 and B ∈ Rn×n×3. Then
A ∗ B = fold
⎛
⎝
⎡
⎣A1 A3 A2A2 A1 A3
A3 A2 A1
⎤
⎦
⎡
⎣B1B2
B3
⎤
⎦
⎞
⎠ .
Deﬁnition 2.4. The n × n × p identity tensor Innp is the tensor whose front face is the n × n identity
matrix In and whose other faces are all zeros. That is,
Innp = fold
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
In
0
...
0
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ .
Just as matrix–matrix multiplication A B can be viewed as the matrix A acting upon the columns of B,
we propose to show a tensor–tensor multiplication counterpart. Toward that end, we deﬁne a tensor–
matrix multiplication. First, note that the set of n × n matrices can be identiﬁed with the set of all
n × 1 × n tensors in an obvious way. That is, we consider a matrix B ∈ Rn×n as a tensor oriented as a
single lateral slice:
Bi1j = B(i, j) for i, j = 1, . . . , n
so
B:1: = B.
Tensor–matrix multiplication then follows as a special case of the earlier deﬁnition.
Deﬁnition 2.5. LetA ∈ Rn×n×n and let B ∈ Rn×n. Then the productA ∗ B is the n × 1 × n tensor or,
equivalently, the n × nmatrix:
A ∗ B ≡ fold (circ (unfold(A)) · unfold(B)) .
To simplify notation we will shorten circ (unfold(A)) to circ (A) and, when B is really a matrix,
unfold(B) to vec(B). Note that, by the action of the fold operator on circ (A) · vec(B), each column of
the matrix A ∗ B is a sum of matrix–vector multiplies of faces of A with columns of B. Speciﬁcally,
(A ∗ B):i =
n∑
k=1
Arow(i,k)bk,
where Arow(i,k) is the frontal slice of A located in the kth position of the ith row of circ (A) and bk is
the kth column of B.
Example 2.6. Again, supposeA ∈ R3×3×3, but let B ∈ R3×3. When B is considered as a lateral tensor,
its frontal slices are simply the columns of B. Let bi denote the ith column of B. Then
A ∗ B = fold (circ (A) unfold(B)) = fold
⎛
⎝
⎡
⎣A1 A3 A2A2 A1 A3
A3 A2 A1
⎤
⎦
⎡
⎣b1b2
b3
⎤
⎦
⎞
⎠
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Fig. 2. A:i: is an n × nmatrix whose jth column isA:ij .
and, e.g.,
(A ∗ B):2 =
3∑
k=1
Arow(2,k)bk = A2b1 + A1b2 + A3b3.
Using this deﬁnition, the following lemma illuminates the correspondence between tensor–tensor
multiplication and matrix–matrix multiplication.
Lemma 2.7. Let A and B ∈ Rn×n×n. Then
(A ∗ B):i: = A ∗ (B):i: for i = 1, . . . , n.
That is,
A ∗ [ B:1: | B:2: | · · · | B:n: ] = [ A ∗ (B):1: | A ∗ (B):2: | · · · | A ∗ (B):n: ] .
Proof. First note, for a third-order tensorA, the ith lateral slice ofA is the fold operator applied to the
vector containing the ith columns of each frontal slice. See Fig. 2. Speciﬁcally,
(A ∗ B):i: = fold
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
(A ∗ B):i1
(A ∗ B):i2
...
(A ∗ B):in
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ . (2)
From the deﬁnition of A ∗ B, each frontal slice (A ∗ B)::j is a sum of matrix products:
(A ∗ B)::j =
n∑
k=1
A::row(j,k)B::k
Then the ith column of each frontal slice is the sum of the ith columns of the matrix products and
so, by considering the matrix multiplication column-wise,
(A ∗ B):ij =
n∑
k=1
(
A::row(j,k)B::k
)
:i =
n∑
k=1
A::row(j,k)B:ik. (3)
Combining Eq. (2) with Eq. (3) produces
(A ∗ B):i: =fold
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
∑n
k=1A::row(1,k)B:ik∑n
k=1A::row(2,k)B:ik
...∑n
k=1A::row(n,k)B:ik
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
=fold
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A::1 A::n · · · A::2
A::2 A::1 · · · A::3
...
...
...
A::n A::(n−1) · · · A::1
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
B:i1
B:i2
...
B:in
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
=A ∗ (B):i: 
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Analogously, matrix–tensor multiplication is deﬁned by considering an n × n matrix as a tensor with
a single n × n horizontal slice and then using the deﬁnition of ∗ given above. The lemma also has an
analogous version, stated below. The proof, which is very similar, is omitted.
Lemma 2.8. Let A and B ∈ Rn×n×n. Then
(A)i:: ∗ B = (A ∗ B)i:: for i = 1, . . . , n.
When applied to Eq. (1), Lemma 2.7 shows that, for 1 i n,
A ∗ X:i: = X ∗ L:i:.
This highlights the need to accurately understand the action of third-order tensors upon the space of
n × nmatrices.
3. A free module
While it is clear from Lemma 2.7 that n × n × n tensors act upon n × n matrices, considering the
usual identiﬁcation ofRn×n withRn2 does not provide the correct underlying space for understanding
this action. This stems from the fact that, even though the new tensormultiplication is a linear operator
uponRn
2
, there exist linear transformations over that space which can not be represented by tensor–
matrix multiplication. In addition, since the new tensor–tensor multiplication is carefully deﬁned
to avoid the loss of information inherent in ﬂattening the tensors, it is desirable to maintain that
perspective when considering the action of tensors upon matrices.
Thus,we require a spacewhere thewhere the ‘vectors’ are the set of n × nmatrices (not vectorized)
and where the ‘scalars’ and ‘scalar-multiplication’ combine to encapsulate the behavior of tensor–
matrixmultiplication as a linear operator. Toward this end, we ﬁrst construct a commutative ringwith
unity and deﬁne a free module over it.
Deﬁnition 3.1. Let a, b ∈ Rn. Deﬁne a multiplication  onRn as follows:
a  b≡circ (a) b
≡
⎡
⎢⎢⎢⎣
a1 an · · · a2
a2 a1 · · · a3
...
...
...
an an−1 · · · a1
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
b1
b2
...
bn
⎤
⎥⎥⎥⎦ .
Theorem 3.2. (Rn,+,) is a commutative ringwith unity,where+ denotes the usual addition of vectors.
Proof. It is well known that (Rn,+) is an abelian group and it is straightforward, if tedious, to verify
that  is associative, commutative and distributes over + from both the left and right. Finally, let e
denote the ﬁrst column of the identitymatrix In. Then it is also easy to see that for any a ∈ Rn, a  e =
e  a = a. 
We will useKn to denote this ring.
Ultimately elements of Kn will play the role of ‘scalars’ in our new space, so it would be ideal for
Kn to be a ﬁeld. Unfortunately, that is not the case. The next example shows, for n = 2, Kn is not a
domain, let alone a ﬁeld.
Example 3.3. ConsiderK2 and let a = [ a a ]T ∈ K2 such that a /= 0. Let b = [1 −1]T . Then
a  b = circ (a) b = [0 0]T .
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Similar examples can be constructed for any n. However, as a commutative ringwith unity,Kn does
have enough structure to allow the construction of amodule, if not a vector space.
Deﬁnition 3.4. Let Rn×nKn denote the space of n × n matrices with real entries, together with scalars
taken fromKn and with scalar multiplication ◦ deﬁned as follows:
For a ∈ Kn, X ∈ Rn×n, a ◦ X ≡ X circ (a)
where the operation on the right-hand side is the usual matrix–matrix multiplication. When context
permits, we will omit ◦ and use juxtaposition.
Theorem 3.5. Rn×nKn is a unitary module overKn.
Proof. Let a, b ∈ Kn and X, Y ∈ Rn×n. Then it sufﬁces to show:
1. a(X + Y) = aX + bY
2. (a + b)X = aX + bX
3. a ◦ (b ◦ X) = (a  b) ◦ X and
4. There exists e ∈ Kn such that eX = X for all X ∈ Rn×n.
The proofs are as follows:
1.
a(X + Y) = (X + Y) circ (a)
= X circ (a) + Y circ (b)
= aX + bY
2.
(a + b)X = X circ (a + b)
= X(circ (a) + circ (b))
= X circ (a) + X circ (b)
= aX + bX
3. Let F = circ (b) circ (a) and letG = circ (a  b) = circ (circ (a) b). In order to show F = G, since
these are both circulant matrices, it sufﬁces to show that F(:,1) = G(:,1). By the deﬁnition of circ,
F(:,1) = circ (b) a and G(:,1) = circ (a) b.
Denote the columns of circ (b) by b1, b2, . . . , bn, and let a = [a1 a2 · · · an]T and
b = [b1 b2 · · · bn]T . Then
F(:,1) = [ b1 | b2 | · · · | bn ]
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦
= a1b1 + a2b2 + · · · + anbn
=
⎡
⎢⎢⎢⎢⎢⎣
a1b1 + a2bn + · · · + anb2
a1b2 + a2b1 + · · · + anbn
...
a1bn + a2bn−1 + · · · + anb1
⎤
⎥⎥⎥⎥⎥⎦
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=
⎡
⎢⎢⎢⎢⎢⎣
a1b1 + anb2 + · · · + a2bn
a2b1 + a1b2 + · · · + a3bn
...
anb1 + an−1b2 + · · · + a1bn
⎤
⎥⎥⎥⎥⎥⎦
= circ (a) b = G(:,1).
Thus, F = G. Speciﬁcally, that means,
circ (b) circ (a) = circ (circ (a)) b
and so, for any X ∈ Rn×n,
X circ (b) circ (a) = X circ (circ (a) b)
a ◦ [X circ (b)] = [circ (a) b] ◦ X
a ◦ (b ◦ X) = (a  b) ◦ X.
4. Let e ∈ Kn be deﬁned such that e = (1, 0, 0, . . . , 0). Then circ (e) = In and clearly,
eX = X circ (e) = X for all X ∈ Rn×n. 
Theorem 3.6. Rn×nKn has a linearly independent generating set.
Proof. The proof is by construction. Let Bi denote the n × nmatrix consisting of all zeros except for a
1 in the (i, 1) position. We will show that
B ≡ {Bi |i = 1, 2, . . . , n }
is a linearly independent generating set forRn×nKn .
1. Let X ∈ Rn×n. Then deﬁne
ai = [X(i,1) X(i,n) X(i,n−1) X(i,n−2) . . . X(i,2) ]T .
It is straightforward to verify that
a1 ◦ B1 + a2 ◦ B2 + · · · + an ◦ Bn = X
and soB is a generating set.
2. Suppose for some a1, a2, . . . , an,
a1 ◦ B1 + a2 ◦ B2 + · · · + an ◦ Bn = 0n
Then, note that, for 1 i n, by the structure of Bi, ai ◦ Bi is a matrix with zero entries in all
locations except in the ith row. In that row its entries are the same as the ith row of circ (a). This
implies ai = [ 0 0 . . . 0]T for i = 1, . . . , n and soB is linearly independent. 
Now, since Rn×nKn has a linearly independent generating set, it is a free module over Kn (see,
for example, [5, Thm IV 2.1]) and, since Kn is a commutative ring with unity, it has the invariant
dimension property ([5, Thm IV 2.12]). This means that any two bases of a free module overKn have
the same cardinality. Thus, even though Rn×nKn is not a vector space (since Kn is not a ﬁeld), it is, in
some sense, the next best thing. We still have the important notions of linear independence, basis and
subspace, though the appropriate terminology for modules is module homomorphism, generating set,
and submodule, respectively. Most basic properties of vector spaces still hold, though the following
example demonstrates one which does not.
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Example 3.7. As was shown in Example 3.3, K2 has zero divisors. This problem persists in R
n×n
Kn
. In
particular, let a = [a a]T with a /= 0 and consider X ∈ R2×2 such that
X =
[
1 −1
−1 1
]
.
Then
a ◦ X =
[
1 −1
−1 1
] [
a a
a a
]
=
[
0 0
0 0
]
even though neither a = 0 nor X = 0.
4. Linearity
Despite the fact that Rn×nKn is not quite a vector space, it is the proper context for tensor–matrix
multiplication as evidenced by the next two theorems.
Theorem 4.1. Tensor–matrix multiplication ∗, as deﬁned in Deﬁnition 2.5, is a linear operator onRn×nKn .
Proof. Let A ∈ Rn×n×n, X, Y ∈ Rn×n, andm ∈ Kn.
1. A ∗ (X + Y) = fold (circ (A) vec(X + Y))
= fold (circ (A) [vec(X) + vec(Y)])
= fold (circ (A) vec(X) + circ (A) vec(Y))
= fold (circ (A) vec(X)) + fold (circ (A) vec(Y))
= A ∗ X + A ∗ Y .
2. It remains to show A ∗ (m ◦ X) = m ◦ (A ∗ X). Since each side of this statement is an n × n
matrix, we will show equality by considering the ith columns.
First, let F = m ◦ X . Then
A ∗ (m ◦ X) = A ∗ F
and, as in Deﬁnition 2.5,
(A ∗ F):i =
n∑
j=1
Arow(i,j)fj.
Since F = m ◦ X = X circ (m),
fj = X (circ (m)):j
=
n∑
k=1
xkmcol(j,k).
Then the ith column of A ∗ (m ◦ X) is
(A ∗ (m ◦ X)):i =
n∑
j=1
Arow(i,j)
⎡
⎣ n∑
k=1
xkmcol(j,k)
⎤
⎦ (4a)
=
n∑
j=1
n∑
k=1
Arow(i,j)xkmcol(j,k) (4b)
=
n∑
k=1
⎡
⎣ n∑
j=1
mcol(j,k)Arow(i,j)
⎤
⎦ xk. (4c)
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Next, considerm ◦ (A ∗ X). Sincem ◦ (A ∗ X) = (A ∗ X) circ (m),
(m ◦ (A ∗ X)):i =
n∑
j=1
(A ∗ X):j mcol(i,j).
But
(A ∗ X):j =
n∑
k=1
Arow(j,k)xk,
and so the ith column ofm ◦ (A ∗ X) is
(m ◦ (A ∗ X)):i =
n∑
j=1
⎡
⎣ n∑
k=1
Arow(j,k)xk
⎤
⎦mcol(i,j) (5a)
=
n∑
j=1
n∑
k=1
mcol(i,j)Arow(j,k)xk (5b)
=
n∑
k=1
⎡
⎣ n∑
j=1
mcol(i,j)Arow(j,k)
⎤
⎦ xk. (5c)
Finally, it remains to be shown that the inner sums from Eqs. (4c) and (5c) are equal. This follows
from the structure of the circulant matrices involved. First, note that, for any j, k ∈ N,
col(j, k) = row(k, j) and row(j, k) = col(k, j).
So, the sums over j from Eqs. (4c) and (5c) can be written as
n∑
j=1
mrow(k,j)Arow(i,j) and
n∑
j=1
mcol(i,j)Acol(k,j),
respectively. Then, for ﬁxed i and k, the equality of those sums follows from the structure of
circ (m) and circ (A).
Theorem 4.2. Let T : Rn×nKn → Rn×nKn be a linear transformation. Then there exists a tensorA ∈ Rn×n×n
such that
T(X) = A ∗ X for any matrix X ∈ Rn×n.
Proof. Recall the linearly independent generating set forRn×nKn from Theorem 3.6:
B ≡ {Bi |i = 1, 2, . . . , n }
where Bi denotes the n × n matrix consisting of all zeros except for a 1 in the (i, 1) position. Then
construct an n × n × n tensor A lateral-slice-wise by letting
A:i: = T(Bi) for i = 1, . . . , n.
Let X ∈ Rn×n. Then, sinceB is a generating set, there existsm1,m2, . . . ,mn ∈ Kn such that
X = m1B1 + m2B2 + · · · + mnBn.
Then
A ∗ X = A ∗ (m1B1 + m2B2 + · · · + mnBn)
= m1(A ∗ B1) + m2(A ∗ B2) + · · · + mn(A ∗ Bn)
= m1A:1: + m2A:2: + · · · + mnA:n:
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= m1T(B1) + m2T(B2) + · · · + mnT(Bn)
= T(m1B1 + m2B2 + · · · + mnBn)
= T(X)
And so, ∗-multiplication by tensor A represents the linear transformation T . 
Although the space Rn×nKn is certainly more complicated than the usual vector space of n × n
matrices, Theorem 4.2 shows that every linear transformation on Rn×nKn can be represented by tensor
multiplication and, consequently, many of our familiar techniques of matrix algebra will generalize to
tensor algebra.
5. Tensor diagonalization
Themotivation for the constructionof the freemoduleRn×nKn came fromthedesire tounderstand the
action of n × n × n tensors upon n × nmatrices in light of the tensor diagonalization presented in Eq.
(1). Theorem 4.2 shows thatRn×nKn is the appropriate space in which to study this diagonalization and
the corresponding invariant subspaces. This claim is further supported by the following observation.
Theorem 5.1. Let A, X and L be n × n × n tensors such that
A ∗ X = X ∗ L
Then, for each 1 i n, there existmi ∈ Kn such that
A ∗ (X ):i: = mi ◦ (X ):i:. (6)
Speciﬁcally,
mi = [Lii1 Liin Lii(n−1) . . . Lii2]T .
Adapting our familiar matrix terminology, this theorem could be restated that each lateral slice of
X is an eigenmatrix X:i: of A with corresponding eigenvectormi. However, since the eigenvector is now
playing the part of the scalar in Eq. (6), it may be desirable to use a name less likely to be confused
with our previous understanding of eigenvectors. Towards this end we shall refer to the mi from Eq.
(6) as eigentuples.
Theproof consistsof considering the ith lateral slicesof eachsideofEq. (1), expanding the right-hand
side and then using the simpliﬁcation afforded by the f-diagonal structure of L.
Proof. For any 1 i n, consider the ith lateral slices of each side of Eq. (1). Then, by Lemma 2.7,
A ∗ (X ):i: = X ∗ (L):i:.
Expanding the right-hand side we see
X ∗ (L):i: = fold
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
X::1 X::n · · · X::2
X::2 X::1 · · · X::3
...
...
...
X::n X::(n−1) · · · X::1
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
L:i1
L:i2
...
L:in
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ .
Since (L):i: is a matrix, as in the remarks following Deﬁnition 2.5, the jth column of the result is
[X ∗ (L):i:]:j =
n∑
k=1
X::row(j,k)L:ik
Using the f-diagonal structure of L, each vector L:ik has only one non-zero entry Liik in row i.
Consequently,
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[X ∗ (L:i:)]:j =
n∑
k=1
LiikX:i row(j,k)
=
n∑
k=1
Lii row(j,k)X:ik.
Finally, we have
X ∗ (L):i: = [ X:i1 | X:i2 | · · · | X:in ]
⎡
⎢⎢⎢⎣
Lii1 Lii2 · · · Liin
Liin Lii1 · · · Lii(n−1)
...
...
...
Lii2 Lii3 · · · Lii1
⎤
⎥⎥⎥⎦ ,
and so
A ∗ (X ):i: = mi ◦ (X ):i:
wheremi = [Lii1 Liin Lii(n−1) . . . Lii2]T . 
While our goal has been to provide a framework for understanding the action of n × n × n tensors
upon n × nmatrices, it remains to consider the existence of a factorization as presented in Eq. (1). To
begin, letA ∈ Rn×n×n and recall that circ (unfold(A)) is a block circulant matrix. Then, following the
approach of Kilmer et al. [4], we note that such a matrix can be block diagonalized by means of the
Discrete Fourier Transform. That is,
(Fn ⊗ In) circ (unfold(A)) (F∗n ⊗ In) =
⎡
⎢⎢⎢⎣
D1
D2
. . .
Dn
⎤
⎥⎥⎥⎦ (7)
where Fn is the n × nDFTmatrix, In is the n × n identity, F∗n denotes the conjugate transpose of Fn and⊗ indicates the Kronecker product. The crux of the existence of Eq. (1) lies in the diagonalizability of
the Di’s. If each Di is diagonalizable, then tensors X and L can be constructed using the same process
as used in [4] to produce the tensor SVD.
6. Conclusions and further research
In an effort to further an understanding of “the objects that are operated on by tensors” [1,3] and to
provide a useful framework in which to view the action, we have constructed the free module Rn×nKn .
The advantage of this frame of reference is that all linear transformations onRn×nKn can be represented
by tensor–tensor multiplication. The deﬁnition of Rn×nKn is the ﬁrst step in extending many of our
familiar matrix linear algebra tools to a tensor linear algebra setting. For example, Theorem 4.2 allows
for an interpretation of Eq. (1) as a statement encapsulating invariant submodule information in the
form of eigenmatrices and eigentuples. Indeed, the “eigenvalues” of a tensor are vectors rather than
scalars! [1].
While providing answers to some questions, this work in fact opens manymore. One which merits
further attention is whether the ringKn is, modulo some ideal, isomorphic to a ﬁeld.We are currently
pursuing this idea, but preliminary results indicate that such an isomorphism is not possible. Also
under consideration is the relationship ofKn to the n-complex numbers described by Olariu in [6].
At ﬁrst glance the eigenmatrices and eigentuples presented here are inherently different from the
tensor eigenvalues described by Lim [7] and Qi [8], because the operation of the tensors is deﬁned
in a new way. However, it may be that, with further work, a relationship between the two different
approaches may be discovered.
Additional areas of interest include extending our understanding ofRn×nKn and investigating further
analogsofbothmatrixdecompositions. For instance, is thereanaturalway todeﬁnean innerproducton
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this space?With the newly deﬁned tensor–tensor and tensor–matrixmultiplications and the resulting
factorizations, does there exist a tensor analog to the Jordan Canonical Form? Is an LU factorization
possible and what information could it provide? Many of these are among the questions originally
generated at the “Workshop on Tensor Decompositions” [1].
Finally, it remains to be seen what new insights and challenges will arise from the interplay of
Rn×nKn and the tools and techniques of numerical linear algebra. Reliable, efﬁcient computation of these
new tensor factorizations will be of interest, as will extensions of algorithms such as Gram–Schmidt
orthogonalization, the QR algorithm and Krylov subspace methods.
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