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Abstract
Consider the operator T = − d2
dx2
+ x2 + q(x) in L2(R), where real functions q, q′ and∫ x
0 q(s) ds are bounded. In particular, q is periodic or almost periodic. The spectrum
of T is purely discrete and consists of the simple eigenvalues {µn}∞n=0, µn < µn+1. We




2n+ 1 sin θ) dθ+O(n−1/3).
1 Introduction and main results
Consider the quantum-mechanical harmonic oscillator T 0 = − d2
dx2
+ x2 on L2(R). It is well
known that the spectrum of T 0 is purely discrete and consists of the simple eigenvalues
µ0n=2n+ 1, n>0 with corresponding orthonormed eigenfunctions ψ
0
n. Define the perturbed
















In particular, this class includes periodic, almost-periodic q. If q ∈ B is real, then T is
self-adjoint, its spectrum is purely discrete, σ(T ) = {µn}∞n=0 and µn = µ0n + O(1), n → ∞.
Our goal is to determine the asymptotics of µn − µ0n as n→∞.
For decaying perturbations (e.g. q′, xq ∈ L2(R)) a complete inverse spectral theory is
obtained in [2], [3]. At the same time we did not find in the literature any results concerning
periodic and almost-periodic q. The existing methods (e.g. in [2]) cannot be used for q ∈ B.
Let us number the points of the spectrum so that |µn| 6 |µn+1| counting multiplicity.
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µ0n sin ϑ) dϑ = ‖q‖BO(n−
1
4 ). (1.2)






−∞ q(s) ds, which is the
well-known leading term of asymptotics in this case [2].
Proposition 1.2. Let q ∈ B and q(x) = ∫
R
eixt dν(t) for some Borel measure dν on R which
satisfies the condition Cq =
∫
R




























|t| 12 dν(t). (1.4)










qk√|tk| cos(s|tk|+ pi4 ). (1.5)
In Section 2 we introduce the quasiclassical change of variable. In this variable we write
the integral equation for the fundamental solutions. In Sections 3 and 4 we prove convergence
of the iteration series for the fundamental solutions in the sub-barrier (x &
√
|λ|) and over-
barrier (0 < x .
√|λ|) regions, respectively. In Section 5 using these series we derive the
asymptotics of the Wronskian. In Section 6 using this asymptotics we prove Theorem 1.1.
We prove auxiliary properties of the quasiclassical change of variables in the Appendix.
2 Preliminaries: changes of variables
Consider the differential equation
−y′′ + (x2 + q(x))y = λy, (x, λ) ∈ R× C. (2.1)
We shall show that there exist fundamental solutions ψ± which satisfy the asymptotics












2 (1 + o(1)) (2.2)
as x → ±∞ and locally uniformly in λ. If q ≡ 0 then these solutions have the form
ψ0±(x, λ) = Dλ−1
2
(±√2x), where Dr is the Weber (parabolic cylinder) functions (see [1]). We
introduce the Wronskian {f, g} = fg′ − f ′g.
2
Theorem 2.1. Let q, q1 ∈ L∞(R). Then
i) For any λ ∈ C there exist unique solutions ψ±(x, λ) of (2.1) with the asymptotics (2.2).
Moreover, for each x ∈ R the functions ψ±(x, ·), ψ′±(x, ·) and w = {ψ−, ψ+} are entire.
ii) If q is real, then the operator T = − d2
dx2
+ x2 + q(x) has only simple eigenvalues.
Proof. Consider the function ψ+, the proof for ψ− is similar. In order to prove that ψ+ is
entire function of λ it is sufficient to show that it is analytic in each disc D(µ) = {λ ∈ C :
|λ− µ| 6 1}, µ ∈ C. For λ ∈ D(µ) we have (see [1]) the uniform asymptotics








(x, λ) = −xg(x) (1 +O (x−2)) , x→ +∞, (2.3)
















(1 +O(x−1)), h′(x, λ) =
1
2g(x)
(1 +O(x−1)), x→ +∞, (2.4)
(see [1]) uniformly for λ ∈ D(µ), so that {ψ0+, h} = 1. Define the entire function M(x, y) =
h(x, λ)ψ+0 (y, λ)− ψ+0 (x, λ)h(y, λ). Then a solution of




M(x, y)q(y)ψ(y, λ) dy (2.5)
solves (2.1). We rewrite (2.5) in the form
















Let h0 = 2xg(x)h(x, λ) and








In order to study Eq.(2.6) introduce the spaces of functions
Fα = {f ∈ C([1,∞)) : ‖f‖α ≡ sup
x∈[1,∞)
|x|α|f(x)| <∞}, α ∈ R,
and Fα,β = {f ∈ Fα : f ′ ∈ Fβ} with the norm ‖f‖α,β = ‖f‖α + ‖f ′‖β, β ∈ R. By (2.3), for
λ ∈ D(µ) we have the estimate
‖p0‖0,1 6 c <∞. (2.9)























xγ−1 for x > 1 and γ ∈ R we obtain
‖u‖α+2 6 C‖q‖∞‖f‖α, ‖u′‖α+1 6 C‖q‖∞‖f‖α (2.11)
uniformly in λ ∈ D(µ). Here and below C is some absolute constant.
















where the last integral converges absolutely. Using (2.3–2.4) we obtain
|v(x)| 6 CCq(‖f‖αx−α−1 + ‖f ′‖βx−β), |v′(x)| 6 CCq(‖f‖αx−α−2 + ‖f ′‖βx−β−1) (2.12)
for x > 1, uniformly in λ ∈ D(µ), where Cq = ‖q‖∞ + ‖q1‖∞. Thus
K : Fα,β → Fα′,β′ , α′ = min{α+ 1, β}, β ′ = min{α + 1, β + 1}. (2.13)
Consider the iterations pn+1 = Kqpn, n > 0. By (2.9), we have p0 ∈ F0,1; using (2.8), (2.11),
(2.12) and (2.13), we conclude that
‖pn+1‖αn+1,βn+1 6 CCq‖pn‖αn,βn, (2.14)
where α0 = 0, β0 = 1,
α2n = α0 + n, β2n = α0 + 1 + n, α2n+1 = α0 + 1 + n, β2n+1 = α0 + n. (2.15)
Using (2.9) we obtain
|p2n(x)| 6 (CCq)2ncx−n, |p′2n(x)| 6 (CCq)2ncx−n−1,
|p2n+1(x)| 6 (CCq)2n+1cx−n−1, |p′2n+1(x)| 6 (CCq)2n+1cx−n−1.
Hence for x > x0 = (2CCq)
2 the series p(x) =
∑






absolutely and uniformly in λ ∈ D(µ); p(x) gives the solution of Eq.(2.6). Moreover,
p(x) = 1 +O(x−1), p′(x) = O(x−1), x→∞, (2.16)
uniformly for λ ∈ D(µ). Therefore ψ = gp is a solution of (2.5). By (2.7) and (2.16), ψ
satisfies (2.2). For each n > 0 and fixed x > x0 the iterations pn(x, ·), p′n(x, ·) are analytic
in D(µ). Hence p(x, ·), p′(x, ·) are analytic in D(µ) for each fixed x > x0. By (2.7), ψ+(x, λ)
and ψ′+(x, λ) are analytic in D(µ) for each fixed x > x0. Hence, the solution is also analytic
in λ for any fixed x (see this simple fact e.g. in [4]). Thus ψ+(x, λ) and ψ
′
+(x, λ) are entire
functions of λ for any x ∈ R.
Suppose that ψ+(x, λ) is not unique and denote by ψ˜+ another solution of (2.1) satisfying
(2.2). Then {ψ+, ψ˜+} = 0 and therefore these solutions are linearly dependent. Since they
have the same asymptotics (2.2), ψ˜+ = ψ+. Thus ψ+ is unique.
4
ii) Let λ be an eigenvalue, which is not simple. Then there exist solutions ψ+ and ψ of
(2.1) in L2(R). Note that ψ and ψ′ are in L∞(R). The asymptotics (2.2) yields {ψ+, ψ} = 0.
Therefore ψ+ and ψ are linearly dependent, which gives contradiction. 
Theorem 2.1 gives no information on high-energy asymptotics λ→∞. To derive those,
we introduce some notations and auxiliary functions.
Throughout the paper we use the following agreements:
• The functions log z and zα = eα log z for α ∈ R take their principal values on C \ R−.
• For λ ∈ C+ \ {0} we set λ = |λ|e2iϑ, ϑ ∈ [0, pi2 ].
Define the function 〈z〉 = (1 + |z|2) 12 , z ∈ C. For any interval I ⊂ R we introduced a sector














, t ∈ S(−pi
2
, 0), (2.17)
where ξ(t) > 0 for t > 1. The function ξ is a conformal mapping from S(−pi
2
, 0) onto









, |t| → ∞, t ∈ S[−pi
2
, 0]. (2.18)








, t ∈ S(−pi
2







Note that k(t) is a conformal mapping from S(−pi
2

























, t ∈ S[−pi
2














, k ∈ K,
(2.21)
|t′(k)| 6 C〈k〉− 14 , |t′′(k)| 6 C〈k〉− 54 , k ∈ K, (2.22)
where t(k) is the inverse function for k(t). Here and below C is an absolute constant.
Consider the change of variable x → k = k( x√
λ
); it maps R+ onto the curve γ˜λ =







y′′1(k, λ)− λ2ky1(k, λ) = v0(k)y1(k, λ) + vq(k, λ)y1(k, λ), k ∈ γ˜λ, (2.23)
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Figure 1: The domain K = k(S(−pi
2


















Using (2.21) and (2.22) we obtain
|v0(k)| 6 C(1 + |k|)−2, k ∈ K. (2.25)
For each λ ∈ C+ \ {0} we define the basic variable z = λ 23k. We have the function




2 ), λ ∈ C+ \ {0}, x > 0. (2.26)
Each mapping z(·, λ) : R+ → Γλ = z(R+, λ) is a real analytic isomorphism (see Fig. 2) and
see Lemma 7.5 about Γλ. If λ > 0, then Γλ = [−λ 23 (3pi8 )
2
3 ,∞) is a half-line. Moreover,
z0 ≡ z(0, λ) = −λ 23 (3pi/8)
2
3 , λ ∈ C+ \ {0}. (2.27)
For any λ ∈ C+ \ {0} and 0 6 x1 < x2 set zn = z(xn, λ), n = 1, 2. We define the curves
Γλ(z1, z2) = {z : z = z(x, λ), x ∈ [x1, x2]}, Γλ(z1) ≡ Γλ(z1,∞) = {z : z = z(x, λ), x > x1}.
By (2.23), the function u(z, λ) = y1(zλ
− 2
3 , λ) solves
∂2zu(z, λ)− zu(z, λ) = V (z, λ)u(z, λ), V = V0 + Vq, z ∈ Γλ, (2.28)
here and below ∂z =
∂
∂z





























Using (2.22), we obtain for λ ∈ C+ \ {0} and z ∈ S[−pi, pi3 ] the estimates
|ρ(z, λ)| 6 C〈zλ− 23 〉− 14 , |∂zρ(z, λ)| 6 |λ|− 23 〈zλ− 23 〉− 54 , |V0(z, λ)| 6 C|λ| 43 + |z|2 , (2.30)
where C does not depend on λ and z.
















, |z| → ∞, | arg z| < pi − ε, ∀ε > 0, (2.31)













3Ai(zω), Bi(z) = ie−i
pi
3Ai(zω)− ieipi3Ai(zω). (2.33)
Let Γ ⊂ C be a smooth curve. For any continuous function f on Γ we denote by ∫
Γ
f(s) ds
the usual complex line integral. We denote by
∫
Γ
f(s) |ds| the line integral of f along Γ with
respect to the arc length |ds| = √(dx)2 + (dy)2. For integration along the infinite curve
Γλ, defined above, we use the standard notation p.v.
∫
Γλ(z)




w →∞, w ∈ Γ+λ whenever it exist.
We will study the formal integral equation
u+(z, λ) = u0(z) + p.v.
∫
Γλ(z)
J0(z, s)V (s, λ)u+(s, λ) ds, z ∈ Γλ, (2.34)
u0(z) = Ai(z), J0(z, s) = Ai(s)Bi(z)−Ai(z)Bi(s), z, s ∈ C. (2.35)
We rewrite (2.34) in the form
v+(z) = a(z) + p.v.
∫
Γλ(z)
J(z, s)V (s, λ)v+(s) ds, a(z) ≡ Ai(z)e 23z
3











2−s 32 ). (2.37)
If z < 0 and λ ∈ C+, then z 32 takes its values on the lower side of the cut. This agreement
provides continuity as arg λ ↓ 0, since for λ ∈ C+ the curve Γλ lies in the lower half-plane.
By (2.31) and (2.33), the following estimates are fulfilled:
|a(z)| 6 C〈z〉− 14 , ∀z ∈ C, (2.38)
|a′(z)| 6 C〈z〉− 54 , | arg z| 6 pi − ε, ∀ε > 0. (2.39)
We write (2.36) in the form
v+ = a+ JV v+, (2.40)
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where the integral operator J is given by




The next lemma (proved in the Appendix) gives a splitting of Γλ. Here and below we fix





Lemma 2.2. For any λ ∈ C+ \ {0} there exists a unique point z∗ ≡ z∗(λ) ∈ Γλ such that
1. if 0 6 arg λ < δ, then |z∗| = min
z∈Γλ
|z|,
2. if δ 6 arg λ 6 pi, then z∗ = Γλ ∩ {z : arg z = −pi3}.
For any λ ∈ C+ \ {0} here and below we use z∗, defined by Lemma 2.2. We define the
point x∗ by z∗ = z(x∗, λ) and let t∗ = x∗√λ and set
Γ−λ = Γλ(z(0, λ), z∗), Γ
+









Figure 2: The point z∗ divides the curve Γλ = Γ−λ
⋃
Γ+λ (for λ = |λ|e2iϑ ∈ C+ \ {0}).
Lemma 2.3. Let λ ∈ C+ \ {0}. Let h(x, λ) = | exp(23z(x, λ)
3
2 )| for x > 0. Then
1. if λ > 0, then h(·, λ) is strictly increasing on [x∗,∞) and h(·, λ) ≡ 1 on [0, x∗],
8
2. if 0 < arg λ 6 pi, then h(·, λ) is strictly increasing on [0,∞).
Lemma 2.4. Let λ ∈ C+ \ {0} and |λ| > 1. Assume a) z ∈ Γλ, δ 6 arg λ 6 pi or b) z ∈ Γ+λ .




2 |〈s〉−α |ds| 6 C|e− 43z
3
2 |〈z〉−α− 12 , α ∈ R, (2.44)
∫
Γλ(z)
〈s〉−α |ds| 6 C〈z〉−α+1, α > 1, (2.45)
where C is independent of λ and z.






C(1− α)−1|λ| 23 (1−α) for 0 6 α < 1,
C log(|λ|+ 1) for α = 1,





|λ| 43 + |s|2 6
C
|λ| 23 , (2.47)
where C is independent of λ and z.
3 Analysis of the integral equation
In this section we consider the integral equation v+ = a+JV v+ for large |λ| in the following
cases: i) 0 6 arg λ 6 pi, z ∈ Γ+λ and ii) δ 6 arg λ 6 pi, z ∈ Γ−λ . Moreover, we give the
complete analysis for these cases. The case 0 6 arg λ 6 pi, z ∈ Γ−λ is treated in the next
section.
For λ ∈ C+ \ {0} and α, β > 0 define the Banach spaces of functions on Γλ:
Fλα =
{





for | arg λ| < δ, (3.1)
Fλα =
{




for δ 6 | arg λ| 6 pi, (3.2)
Fλα,β =
{
f ∈ F λα : f ′ ∈ F λβ
}
, ‖f‖α,β = ‖f‖α + ‖f ′‖β. (3.3)
Evidently Fλα ⊂ Fλα′ and Fλα,β ⊂ Fλα′,β′ for α < α′ and β < β ′. Now we formulate the main
result of this section; its proof is given in the end of the section.
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Theorem 3.1. Let q, q1 ∈ L∞(R), and λ ∈ C+. Then the equation v+ = v0 + JV v+,
v0(z) ≡ a(z), has a unique solution v+ ∈ Fλ1
4
,1
for |λ| 16 > 2c0 (‖q‖∞ + ‖q1‖∞ + 1), where
c0 > 1 is an absolute constant. Moreover, the solution satisfies
|v+(z)| 6 C〈z〉− 14 , |v′+(z)| 6 C〈z〉−1, (3.4)
|v+(z)− v0(z)| 6 εC〈z〉− 34 , |v′+(z)− v′0(z)| 6 εC〈z〉−1, (3.5)
where ε = c0|λ|− 16 (‖q‖∞ + ‖q1‖∞ + 1).






2 a(zω), ω = e
2pii
3 , −pi 6 arg z < pi
3
. (3.6)
Using (2.32),(2.33) and (3.6) we write the kernel J(z, s), given by (2.37), in terms of a(z)
and a(ωz). As a result we obtain
J(z, s) = −2ie−ipi3
(




, z, s ∈ S(−pi, pi
3
). (3.7)
Note that by Lemma 7.5.1 , in both cases i) and ii) we have Γλ(z) ⊂ S[−pi+ 23δ, 0], so (3.7)
holds on Γλ(z).
Following (3.7), we represent JVq as the sum of two operators. In the next two Lemmas
(3.2 and 3.3) we estimate these two operators in suitable functional spaces. In Lemma 3.4
we estimate JV0 (which is asymptotically small in comparison with JVq). These estimates,
combined in Lemma 3.5, give an a priori estimate for JV . In Theorem 3.1 we prove conver-
gence of the iterations series for the equation v+ = v0 + JV v+. This gives the estimates for
v+ necessary for further analysis.






uniformly in λ ∈ C \ {0}. For any fixed λ ∈ C+ \ {0} and z1, z2 ∈ Γλ such that zj =
z(xj , λ), j = 1, 2 and 0 6 x1 6 x2 we define the function
Q(z2, z1) ≡ λ− 16
∫ z2
z1
qˆ(z, λ)ρ(z, λ) dz, (3.9)
where ρ is given by (2.29). We have the identity Q(z2, z1) =
∫ x1
x2
q(x) dx. Since q1(x) =∫ x
0
q(t)dt ∈ L∞(R), we have
|Q(z2, z1)| 6 2‖q1‖∞ for any z1, z2 ∈ Γλ. (3.10)
By Lemma 7.5.2 and Lemma 7.5.3 , we have
C1|λ| 23 6 |z| 6 C2|λ| 23 for z ∈ Γ−λ , δ 6 arg λ 6 pi, (3.11)
where C1 and C2 are independent of z and λ.
Next we estimate the term of JVq, corresponding to the first term in decomposition (3.7).
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Lemma 3.2. Let q, q1 ∈ L∞(R). Assume λ ∈ C+ \ {0}, |λ| > 1 and f ∈ Fλα,β for α >
0, β > 3
4
(that is, f is defined on Γλ for δ 6 arg λ 6 pi and on Γ
+
λ for 0 6 arg λ 6 δ). Then
g(z, λ) = p.v.
∫
Γλ(z)
a(sω)Vq(s)f(s) ds ∈ Fλα,β and satisfies
|a(z)g(z, λ)| 6 C|λ|− 16‖q1‖∞
{
‖f‖α〈z〉−α− 12 + ‖f ′‖β〈z〉−β+ 12
}
, (3.12)
∣∣∣∣a′(z)g(z, λ)∣∣∣∣ 6 C|λ|− 16‖q1‖∞{‖f‖α〈z〉−α− 32 + ‖f ′‖β〈z〉−β− 12}. (3.13)
Proof. Consider the case 0 6 arg λ 6 pi, z ∈ Γ+λ . By Lemma 7.5.1 , we have Γλ(z) ⊂
S[−pi + 2
3
δ, 0], so the uniform estimates (2.38) and (2.39) hold on Γλ(z) for both a(z) and
a(zω). Writing F (z) = λ−
1
6a(zω)ρ(z, λ) ( ρ is given by (2.29)), integration by parts yields
g(z, λ) = p.v.
∫
Γλ(z)
(∂sQ(s, z))F (s)f(s)ds = −p.v.
∫
Γλ(z)
Q(s, z)(F (s)f(s))′ds, (3.14)




Q(w, z)F (w)f(w) = 0 (this holds by (2.30), (2.38)
and (3.10)). Thus using (2.30), (2.38), (2.39) and (3.10) we have











〉− 54 〈s〉−α− 14 |ds|+
∫
Γλ(z)
‖f ′‖β〈s〉−β− 14 |ds|
}
.
Due to Lemma 7.5.4 we have |z| = inf
s∈Γλ(z)
|s|. Using also (2.45) we obtain





〈s〉− 54 |ds|+ ‖f‖α〈z〉−α− 14
∫
Γλ(z)












‖f‖α〈z〉−α− 14 + ‖f ′‖β〈z〉−β+ 34
}
, (3.15)
which together with (2.38) and (2.39) proves (3.12) and (3.13), respectively.
Consider the case 0 6 arg λ 6 δ, z ∈ Γ−λ . By Lemma 7.5.1 , we have Γλ(z) ⊂ S[−pi +
2
3
δ, 0], so the uniform estimates (2.38) and (2.39) hold on Γλ(z) for both a(z) and a(zω). We








Using (3.11) and (3.15) for z = z∗ we have



















In order to estimate g− we integrate by parts




′ ds, F (z) = λ−
1
6a(zω)ρ(z, λ), (3.17)
since Q(z∗, z∗) = 0 and qˆ(s)ρ(s) = −∂sQ(z∗, s). Using (2.30), (2.38), (2.39) and (3.10) we
obtain





















By (2.46) and (3.11), we have
|g−(z, λ)| 6 C‖q1‖∞|λ|− 16
{
‖f‖α|z|−α− 14 + ‖f ′‖β|z|−β+ 34
}
. (3.18)
Combining (3.16) and (3.18) with (2.38) gives (3.12). The estimate (3.13) follows from
(3.16), (3.18) and (2.39). 
For the analysis of the part of JVq corresponding to the second term in (3.7) we also




























. Using (2.30) and (2.44) for q ∈ L∞(R) gives











2 |〈z〉− 34 , z ∈ Γ+λ . (3.20)
Using |ρ(z)| 6 C and (2.44), we obtain another estimate










2 |〈z〉− 12 , z ∈ Γ+λ . (3.21)
We estimate the part of JVq, corresponding to the second term in the decomposition (3.7).
Lemma 3.3. Let q ∈ L∞(R). Assume λ ∈ C+, |λ| > 1, and f ∈ Fλα,β for α > 0, β > 0
(that is, f is defined on Γλ for δ 6 arg λ 6 pi and on Γ
+









2 Vq(s)f(s) ds ∈ Fλα,β and satisfies
|e 43z
3
2 a(z)g(z, λ)| 6 C‖q‖∞|λ|− 16
{



















Proof. Assume 0 6 arg λ 6 pi and z ∈ Γ+λ . By Lemma 7.5.1 , we have Γλ(z) ⊂
S[−pi + 2
3
δ, 0], so the uniform estimates (2.38) and (2.39) hold on Γλ(z) for both a(z) and
a(zω). Let F (z) = λ−
1
6a(z)ρ(z), where ρ is given by (2.29).
g − PFf = I1 + I2, I1 =
∫
Γλ(z)
P (s)F ′(s)f(s)ds, I2 =
∫
Γλ(z)
P (s)F (s)f ′(s)ds.
Using (2.30), (2.38) and (3.20) we have
|P (z)F (z)f(z)| 6 C|λ|− 16‖q‖∞|e− 43z
3
2 |‖f‖α〈z〉−α−1. (3.24)
In order to estimate I1 and I2 we use (2.30), (2.38), (2.39), (2.44) and (3.21). This gives

























6 C‖q‖∞|λ|− 16 |e− 43 z
3
2 |‖f‖α〈z〉−α−2,























The above estimates for I1, I2 and (3.24) give




‖f‖α〈z〉−α−1 + ‖f ′‖β〈z〉−β− 32
}
. (3.25)
The last estimate together with (2.38) and (2.39) implies (3.22) and (3.23).


















Using (3.11) and (3.25) for z = z∗ we obtain





























Using (2.38), (2.29), (2.30), (2.44) and (3.11) results in












2 | ‖f‖α|z|α+1 . (3.27)
Now (3.22) and (3.23) follow from (3.26) and (3.27) taking into account (2.38), (2.39)




2}| is strictly increasing. 
In the following Lemma we estimate the operator JV0. We show that as λ → ∞ it is
asymptotically small in comparison with JVq.
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Lemma 3.4. Let λ ∈ C+, |λ| > 1 and f ∈ Fλα for some α > 0 (that is, f is defined on Γλ
for δ 6 arg λ 6 pi and on Γ+λ for 0 6 arg λ 6 δ). Then JV0f ∈ Fλα+ 1
2
and
|(JV0f)(z, λ)| 6 C|λ| 23
‖f‖α
〈z〉α+ 12 ,
∣∣∣∣ ∂∂z (JV0f)(z, λ)
∣∣∣∣ 6 C|λ| 23 ‖f‖α〈z〉α+ 32 . (3.28)
Proof. By Lemma 7.5.1 , we have Γλ(z) ⊂ S[−pi + 23δ, 0], so the decomposition (3.7) holds
on Γλ(z). We estimate the part of JV0, corresponding to the first term in decomposition
(3.7). Using Lemma 7.5, (2.30), (2.38), (2.45) and the inequality 〈z〉|λ| 23 6 2(|λ| 43 + |z|2).
As a result we have∣∣∣∣∫
Γλ(z,∞)
a(sω)V0(s)f(s) ds

















In order to estimate the part of JV0, corresponding to the second term in decomposition








∣∣∣∣ 6 C ∫
Γλ(z,∞)
‖f‖α



















〈z〉α+ 74 . (3.30)
The first estimate in (3.28) follows from (3.29) and (3.30) taking into account (2.38) and
(3.7).
In order to estimate ∂zg(z, λ) we note that ∂zg(z, λ) =
∫
Γλ(z)
∂zJ(z, s)V0(s)f(s) ds. There-
fore the second estimate in (3.28) follows from (3.29) and (3.30) taking into account (2.39)
and (3.7). 
Now in order to estimate the operator JV = JVq + JV0 we combine the results of the
three previous Lemmas.
Lemma 3.5. Let q, q1 ∈ L∞(R). Assume λ ∈ C+, |λ| > 1, and f ∈ Fλα,β for α > 0, β > 34
(that is, f is defined on Γλ for δ 6 arg λ 6 pi and on Γ
+
λ for 0 6 arg λ 6 δ). Then
JV f ∈ Fλα,β and











〈z〉α+ 12 , (3.31)











〈z〉α+ 32 . (3.32)
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Proof. Recall that JV = JVq + JV0. By Lemma 7.5.1 , we have Γλ(z) ⊂ S[−pi + 23δ, 0], so
the decomposition (3.7) holds on Γλ(z). Taking into account this decomposition, we deduce
that the combination of Lemmas 3.2 and 3.3 gives the estimate for JVq (the corresponding
terms in (3.31) and (3.32) contain curved brackets). Together with the estimate (3.28) for
JV0 this proves (3.31) and (3.32). 
Proof of Theorem 3.1. We present the proof for λ ∈ C+, for λ ∈ C− it is analogous. Let
vn+1 = JV vn, n > 0. Substituting vn, g = vn+1 in (3.31), (3.32) and taking into account
(3.8) for v0 we obtain
|vn+1(z)| 6 ε‖vn‖αn〈z〉αn+ 12 +
ε‖v′n‖βn














, αn+1 = min{αn + 1
2
, βn − 1
2















〈z〉−n4− 34 , (3.34)









and for ε < 1 the series v+(z) =
∑∞
n=0 vn(z) converges absolutely and is a solution of
v+ = a+JV v+. For ε <
1
2
we obtain from (3.8), (3.34) and (3.35) the estimates (3.4), (3.5).






y = v+ − v(1)+ ∈ Fλ1
4
,1
. We have y = JV y and therefore y = (JV )ny for any integer n > 1;
applying Lemma 3.5 we obtain |y(z)| 6 Cεn‖y‖ 1
4
,1. Taking the limit n → ∞ for ε < 1 we
obtain y = 0. 
4 Uniform asymptotics
In this section we consider the equation v+ = a+ Jv+ for large |λ|, | arg λ| 6 δ and z ∈ Γ−λ .
The case z ∈ Γ+λ was treated in the previous section.
For | arg λ| 6 δ denote by Fλ− the class of functions f on Γ−λ such that f, f ′ ∈ L∞(Γ−λ ).
We also set Fλ = Fλ− ⊕ Fλ1
4
,1
(for the definition of Fλα,β see (3.3)). Our main result is
Theorem 4.1. Let q ∈ B and | argλ| 6 δ. Then the equation v+ = v0 + JV v+, v0 ≡ a, has
a unique solution v+ ∈ Fλ for |λ| 16 > 2c0(‖q‖B + 1), where c0 > 1 is an absolute constant.
If, in addition, (z, λ) ∈ Γ−λ × S[−δ, δ], then the following estimates are fulfilled:




|v1(z)| 6 Cε〈z〉− 14 , |v′1(z)| 6 C〈z〉
1
4ε, v1 = JV v0, ε = c0|λ|− 16 (‖q‖B + 1), (4.2)
|v+(z)− v0(z)− v1(z)| 6 Cε2〈z〉− 14 , |v′+(z)− v′0(z)− v′1(z)| 6 ε2C〈z〉
1
4 . (4.3)
Corollary 4.2. Let q ∈ B. Then the equation u+ = Ai + J0V u+ has a unique solution
u+(z, λ) such that u+(z, λ) = Ai(z)(1 + o(1)), ∂zu+(z, λ) +
√




Γλ ∋ z → ∞ for |λ| 16 > 2c0(‖q‖B + 1), where c0 > 1 is an absolute constant. Moreover,










2 v1(z, λ) are
fulfilled uniformly in z ∈ Γ−λ :
If | arg λ| 6 δ, then
|u+(z, λ)| 6 Ce 23 |Re z
3
2 |〈z〉− 14 , |∂zu+(z, λ)| 6 C〈z〉 14 e 23 |Re z
3
2 |, (4.4)
|u1(z, λ)| 6 Cεe
2
3
|Re z 32 |





|Re z 32 |, ε = c0
‖q‖B + 1
|λ| 16 , (4.5)
|u+(z, λ)− Ai(z)− u1(z, λ)| 6 Cε2e 23 |Re z
3
2 |〈z〉− 14 , (4.6)
|∂zu+(z, λ)− Ai′(z)− ∂zu1(z, λ)| 6 Cε2〈z〉 14 e 23 |Re z
3
2 |, (4.7)
if δ 6 | arg λ| 6 pi, then
|u+(z, λ)−Ai(z)| 6 Cεe 23 |Re z
3
2 |〈z〉− 34 , |∂zu+(z, λ)−Ai′(z)| 6 Cεe 23 |Re z
3
2 |〈z〉− 14 . (4.8)





2 v+(z, λ), where v+ is given by Theorem 3.1 (for δ < | argλ| 6
pi) and Theorem 4.1 (for | arg λ| 6 δ). By (2.36), (2.37) and (3.4), u+ is a solution of (2.34)
with the required asymptotics.
In order to prove uniqueness, we suppose that there exists another solution u
(1)
+ with the











(for δ < | arg λ| 6 pi) and solves v+ = v0 + JV v+. Hence, by Theorems 3.1 and
4.1, v
(1)
+ = v+, implying u
(1)
+ = u+.
The estimates (4.4–4.7) follow from (4.1–4.3). The estimate (4.8) follows from (3.5). 
Below we consider only the case 0 6 arg λ 6 δ, the case −δ 6 arg λ 6 0 is analogous.
By Lemma 7.5.1 , Γ−λ is arbitrarily close to R− as arg λ→ 0. Thus we cannot use (2.39)







2 a(zω), z ∈ S[−pi,−pi
3




Using (2.32), (2.33) and (3.6), we obtain from (2.35) and (2.37)
J(z, s) = −2i
(








, z ∈ Γ−λ , s ∈ Γλ, (4.10)
where, by Lemma 7.3.1 , Γ−λ ⊂ S[−pi,−pi2 + 512δ] ⊂ S[−pi,−pi3 ) and Γ+λ ⊂ S[−pi2 − δ4 , 0] ⊂
S(−pi, pi].
As it follows from the decomposition (4.10), the formal operator JV can be presented
as the sum a(zω)×(integral operator)+e 43 z
3
2 a(zω)×(integral operator). Thus in order to
estimate JV we estimate these integral operators, introducing for functions on Γ−λ a decom-
position in the spirit of (4.10).
For f ∈ Fλ− and a fixed decomposition





2 a(zω)fe(z), z ∈ Γ−λ , λ ∈ S[0, δ]
⋂
{λ ∈ C : |λ| > 1}, (4.11)
we introduce the functionals





















If f ∈ Fλ− has a decomposition (4.11), then we have
|f(z)| 6 Cp0(f, λ)〈z〉− 14 , |f ′(z)|〈z〉− 14 6 C
(
p0(f, λ) + p1(f, λ)〈z〉−1
)
, z ∈ Γ−λ . (4.13)
If f ∈ Fλ− has a decomposition (4.11), then we have
|fp(z)| 6 p0(f, λ), |fe(z)| 6 |e− 43z
3
2 |p0(f, λ), (4.14)
|f ′p(z)| 6 p1(f, λ)〈z〉−
1





2 |〈z〉− 12p1(f, λ). (4.15)
Using (3.6), (4.9) and the identity (2.33) we obtain for 0 6 arg λ 6 δ
v0(z) = a(z) = e
ipi











For this decomposition using (2.38) and (2.39) we obtain
p0(v0, λ) 6 2, p1(v0, λ) = 0, 0 6 arg λ 6 δ. (4.17)








Using (4.10) for some function f on Γ−λ we obtain the following formal decomposition:





2 a(zω)ge(z), gp = JpV f, ge = JeV f, z ∈ Γ−λ , (4.18)
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In the applications below the integral along the infinite curve Γ+λ exists in the principal
value sense. In this section we will always define p0(JV f, λ) and p1(JV f, λ) using the
decomposition (4.18) and (4.19).
In order to estimate JpV and JeV we decompose the integrals in (4.19) corresponding to
the splitting Γλ(z) = Γλ(z, z∗) ∪ Γ+λ . Thus we have












A similar decomposition of Je gives























Note that the standard asymptotics (2.31) for Ai(sω) fails in the neighborhood of arg s = −pi
3
.









2 a(sω)f(s) ds. (4.24)


























Using (4.19–4.25), for z ∈ Γ−λ ⊂ S[−pi,−pi3 ) we have the decomposition





2 a(zω)((jef)(z) + he(f)). (4.26)
For zj = z(xj , λ) ∈ Γ−λ , j = 1, 2 and x1 < x2 we define










2 ρ−1(s)Vq(s) ds. (4.27)
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Lemma 4.3. Let q ∈ B. Assume 0 6 arg λ 6 δ, |λ| > 1. Assume that f ∣∣
Γ−λ
∈ Fλ− has a de-










Fλ− and for this decomposition the following estimates are fulfilled:
p0(JVqf, λ) 6 C‖q‖B|λ|− 16
(
p0(f, λ) + p1(f, λ) log(|λ|+ 1)
)
, (4.28)
p1(JVqf, λ) 6 C‖q‖∞|λ|− 13p0(f, λ). (4.29)
Proof. By Lemma 7.3.1 , Γ−λ ⊂ S[−pi,−pi3 ), so (4.10) holds. Using (4.11), (4.18), (4.20),
(4.21), (4.22), (4.23) and (4.24) we obtain


























We estimate Ipp. Define the functions Fj(s) = λ
− 1
6a(sω)a(sω)fj(s)ρ(s) for j = e, p.
Integration by parts yields
Ipp(z) = −Q(z∗, z)Fp(z) +
∫
Γλ(z,z∗)
Q(z∗, s)F ′p(s)ds, (4.31)
where Q is given by (3.9). Using (2.29), (2.30), (2.38), (2.39) and (3.10), we obtain



















Due to (2.46), (4.14) and (4.15) we have
|Ipp(z)| 6 C‖q1‖∞|λ|− 16
(
p0(f, λ) + p1(f, λ) log(|λ|+ 1)
)
, z ∈ Γ−λ . (4.32)
We estimate I ′pp(z) = −a(zω)a(zω)Vq(z)fp(z). Using (2.29), (2.30) and (2.38) we have∣∣I ′pp(z)∣∣ 6 C‖q‖∞|fp(z)||λ|− 13 〈z〉− 12 , z ∈ Γ−λ . (4.33)
The estimate of Iee is similar. Using Fe and Q we integrate by parts. Using (2.29), (2.30),
(2.38), (2.39) and (3.10), we obtain



















We have |e− 43 z
3
2 | > 1 for z ∈ Γ−λ ⊂ S[−pi,−pi3 ). Using (2.46), (4.14) and (4.15) we have







p0(f, λ) + p1(f, λ) log(|λ|+ 1)
)




We estimate I ′ee(z) = −a(zω)a(zω)Vq(z)fe(z). Using (2.29), (2.30) and (2.38) we obtain
|I ′ee(z)| 6 C‖q‖∞|fe(z)||λ|−
1




In order to estimate Ipe we use P+(s, z), given by (4.27). Integrating by parts we have




′(s) ds, F (z) = λ−
1
6a(zω)2fe(z)ρ(z).
Using (A.28), (2.38), (2.39), (2.29) and (2.30) we obtain













〈s〉 12 + |fe(s)|
(








We have |e 43 s
3
2 | 6 1 for s ∈ Γ−λ ⊂ S[−pi,−pi3 ). Using (2.46) and (4.14–4.15) we obtain
|Ipe(z)| 6 C‖q‖B|λ|− 16
(
p0(f, λ) + p1(f, λ) log(|λ|+ 1)
)
, z ∈ Γ−λ . (4.36)





2 Vq(z)fe(z). Using Lemma 2.3, (2.29), (2.30) and (2.38)
we get ∣∣I ′pe(z)∣∣ 6 C‖q‖∞|e 43z 32∗ fe(z)||λ|− 13 〈z〉− 12 , z ∈ Γ−λ . (4.37)
In order to estimate Iep we use P−(s, z), given by (4.27). Integrating by parts we have
Iep(z) = −P−(z∗, z)F (z) +
∫
Γλ(z,z∗)
P−(z∗, s)F ′(s) ds, F (z) = λ−
1
6a(zω)2fp(z)ρ(z).
Using (A.27), (2.38), (2.39), (2.29) and (2.30) we obtain





























2 | = |e− 43 z
3
2 |. Using (2.46), (4.14) and (4.15) we obtain




p0(f, λ) + p1(f, λ) log(|λ|+ 1)
)
, z ∈ Γ−λ . (4.38)
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2 Vq(z)fp(z). Using Lemma 2.3, (2.29), (2.30) and (2.38)
we obtain ∣∣I ′ep(z)∣∣ 6 C‖q‖∞|e− 43z 32 fp(z)||λ|− 13 〈z〉− 12 , z ∈ Γ−λ . (4.39)
Due to (4.30), (4.32), (4.34), (4.36) and (4.38) we have
p0(JVqf, λ) = |(jpVqf)(z)|+ |e 43z
3
2 (jeVqf)(z)| 6 C ‖q‖B|λ| 16
(
p0(f, λ) + p1(f, λ) log(|λ|+ 1)
)
,
where z ∈ Γ−λ . This proves (4.28). Due to (4.30), (4.33), (4.35), (4.37) and (4.39)we have
p1(JVqf, λ) = |∂z(jpVqf)(z)| +
∣∣∣e 43z 32 ∂z(jeVqf)(z)∣∣∣ 6 C ‖q‖∞|λ| 13 〈z〉 12 (|fp(z)|+ |e 43 z 32 fe(z)|),
where z ∈ Γ−λ . This proves (4.29). 



















2 a(zω)(JeV f)(z) the following estimates
are fulfilled:











p1(g, λ) 6 C|λ|− 13 (‖q‖∞ + 1) p0(f−, λ). (4.41)






















Firstly, we estimate g+. From (3.15) and (3.25) we have
|hp(Vqf)| 6 C‖q1‖∞|λ|− 16‖f+‖α,β, |he(Vqf)| 6 C(‖q‖∞|e− 43z
3
2
∗ |+ ‖q1‖∞)|λ|− 16‖f+‖α,β.
(4.42)





∗ )| 6 1 for z ∈ Γ−λ . Thus
p0(g+, λ) 6 C(‖q‖∞ + ‖q1‖∞)|λ|− 16‖f+‖α,β, p1(g+, λ) = 0. (4.43)








|λ| 43 + |s|2
|ds|
〈s〉 12 6 C
p0(f
−, λ)











|λ| 43 + |s|2
|ds|







|λ| 23 z ∈ Γ
−
λ . (4.45)
Using Lemma 2.3, (3.29) and (3.30) we have









∗ )| 6 1 for z ∈ Γ−λ . Thus substituting (4.44), (4.45) and
(4.46) in (4.26) we obtain
p0(g0, λ) 6 C(p0(f
−, λ) + ‖f+‖α)|λ|− 23 . (4.47)
Using (4.21), (4.24), (2.38), (2.29), (2.30) and (4.13) we obtain












p1(g0, λ) 6 Cp0(f
−, λ)|λ|− 43 . (4.48)
Finally, apply (4.28) to g−; together with (4.43) and (4.47) this gives (4.40). Applying (4.29)
to g− together with (4.43) and (4.48) gives (4.41). 
Proof of Theorem 4.1. We consider the case 0 6 arg λ 6 δ, the proof for −δ 6 arg λ 6 0





for some absolute constant c0 > 0 we have
‖v+n+1‖αn+1,βn+1 6 ε‖v+n ‖αn,βn,
where αn and βn are given by (3.33). We estimate v
−
n in terms of p0 and p1, using the
decomposition (4.16) for v−0 and (4.18), (4.19) for v
−
n , n > 1. Substituting f = vn and
g = vn+1 in (4.40), (4.41) and choosing c0 sufficiently large, we obtain
p0(v
−




n , λ) + p1(v
−









Using (3.8) and (4.17) (in particular, p1(v0, λ) = 0) we obtain for v1 and v2
p0(v
−
1 , λ) 6 εL, p1(v
−
1 , λ) 6 ε|λ|−
1







2 , λ) 6 ε
(
εL+ εL|λ|− 16 log(|λ|+ 1) + ‖v+1 ‖α1,β1
)
6 ε2(2 + |λ|− 16 log(|λ|+ 1))L,
p1(v
−
2 , λ) 6 ε
2|λ|− 16L.
22
Increasing the constant c0 and using the induction principle we obtain for each integer n > 0
p0(v
−
n , λ) 6 ε
nL, p1(v
−
n , λ) 6
1
|λ| 16 ε












n converges in F 1
4
,1-norm and gives
a solution of v+ = v0 + JV v+ on Γ
+




n , λ) and∑∞
n=0 p1(v
−
n , λ) converge; for ε 6
1
2











|λ| 16 , p0(v
−
1 , λ) 6 2εL, p1(v
−
1 , λ) 6
2εL















− v−0 − v−1 , λ
)
6 2|λ|− 16 ε2L. (4.51)













in C1-norm on Γ−λ . Thus for ε < 1 the series v+ =
∑∞
n=0 vn converges and solves the equation
v+ = v0+JV v+ on Γλ. Using (4.13) and (4.49) we obtain (4.1) and (4.2) from (4.50); similarly
we obtain (4.3) from (4.51).
We prove uniqueness. Suppose that there exists another solution v
(1)










. Consider the difference y = (v+ − v(1)+ )|Γ−
λ
∈ Fλ−.
We have y = (JV )ny for any n > 1; applying Lemma 4.4 we obtain p0(y, λ) 6 Cε
n(p0(y, λ)+
p1(y, λ)). Taking the limit n→∞ for ε < 1 gives y = 0. 
5 Asymptotics of the Wronskian
In this section we shall determine the asymptotics of w(λ) = {ψ−, ψ+} as λ → ∞. To this





2 (JV v0)(z) (given by Corollary 4.2) as λ→∞





Ai(sω)Ai(sω)Vq(s) ds, ω = e
2pii
3 . (5.1)
















Lemma 5.1. 1. Let q ∈ B and | argλ| 6 δ, |λ| → ∞. Then




































































































Proof. We present the proof only for Imλ > 0, for Imλ 6 0 it is analogous.
1. Let 0 6 arg λ 6 δ. We have










2 (JV v0)(z) = Ai(zω)(JpV v0)(z) + Ai(zω)(JeV v0)(z).
By (4.47), (JV0v0)(z) = O(λ
− 2
3 ). Since V = Vq + V0, we have as λ→∞



























































where ω = e
2pii
3 . Now we set z = z0 and write the asymptotics of u1 in terms of E+. By
Lemma 7.7, (3.6), (4.9) and (2.38), we have




















Using (2.39) we obtain for the derivative
















From Lemma 3.2, (3.6), (2.38) and (2.39) we deduce that∫
Γ+
λ
a(sω)a(s)Vq(s) ds = O(λ
− 1
6 ). Therefore using (4.6), (4.7), (5.2), (5.6), (5.7) and (5.8) we
obtain
u+(z0, λ) = Ai(z0)(1 +O(λ
− 1











∂zu+(z0, λ) = Ai
′(z0)(1 +O(λ−
1










where z0 is given by (2.27). Recall the standard uniform asymptotics of Airy functions [1]
in the sector |arg z| < pi
3
− ε, ε > 0, as z →∞:
Ai(−z) = z− 14 (sin η +O(F (z)), Ai′(−z) = −z 14 (cos η +O(F (z))), (5.11)
Bi(−z) = z− 14 (cos η +O(F (z)), Bi′(−z) = z 14 (sin η +O(F (z))), (5.12)











| Im z 32 |. Note that for 0 6 arg λ 6 δ we have −pi 6
arg z0 6 −pi+ 23δ. Thus we substitute (5.11) and (5.12) into (5.9–5.10). This gives (5.3),(5.4).
2. Let δ 6 arg λ 6 pi. By (4.8), we have




















Note that for δ 6 arg λ 6 pi we have −pi + 2
3
δ 6 arg z0 6 0. Thus we apply (2.31) and (5.2)









, λ ∈ C \ R−, φ(λ) > 0 for λ > 0. (5.14)
In the next Lemma we write ψ+, defined by (2.2), in terms of u+.
Lemma 5.2. Let q ∈ B. Let ψ+ be the solution of Eq.(2.1), satisfying (2.2); let u+ be the
solution of Eq.(2.34), given by Corollary 4.2. Then for |λ| 16 > c0 (‖q‖B + 1), where c0 > 1 is
some absolute constant, the following identity holds:
ψ+(x, λ) = φ+(x, λ), where φ+(x, λ) = φ(λ)
u+(z(x, λ)), λ)√
z′(x, λ)
, x > 0. (5.15)
Proof. The function φ+, given by (5.15), solves Eq.(2.1) by changing variables according
to (2.26). In order to prove (5.15) it is sufficient to demonstrate that φ+ has the asymptotics
(2.2). Using (2.21), (2.26), (2.31), Corollary 4.2 and (5.2), we have for x→∞


































which proves (5.15). 
In order to obtain the asymptotics of the Wronskian w(λ) = {ψ−, ψ+} we need also the
asymptotics of the fundamental solution ψ− (see Theorem 2.1). We use our results for x > 0
and consider the reflected potential q−(x) = q(−x) for x ∈ R+. We define
V −q (z) = λ
− 1






where ρ is given by (2.29). Let u−(z, λ) = u+(z, λ;V −q ), where u+ is given by Corollary 4.2
(with Vq replaced by V
−
q ). By Lemma 5.2, the fundamental solution ψ− is related to u− by
ψ−(−x, λ) = φ(λ)u−(z(x, λ), λ)√
z′(x, λ)






Ai(sω)Ai(sω)V −q (s) ds, ω = e
2pii
3 . (5.17)
By Lemma 5.1, for | arg λ| > δ the solution u−(z0, λ) has the asymptotics (5.5); for | arg λ| 6 δ
it has the asymptotics (5.3), (5.4) with E+ replaced by E−:



























































Below we use the function E = E− + E+.









































, δ 6 ± arg λ 6 pi.
(5.21)









− φ2(λ)u+(z0, λ)u−(z0, λ)
16λk2(0)
.
Substituting (5.3–5.4) and (5.18–5.19) in the last identity, we obtain (5.20); substituting
(5.5) and the same formulae for u−, we obtain (5.21). 
6 The proof of Theorem 1.1
Using (5.14) we write the following uniform asymptotics of the unperturbed Wronskian











· (1 +O (λ−1)) , |arg λ| 6 δ (6.1)
w0(λ) = φ
−2(−λ) (4 +O (λ−1)) , |arg λ| > δ. (6.2)
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Lemma 6.1. Let q ∈ B. Then there is N0 ∈ Z such that for each integer N > N0 the
operator T has exactly N simple eigenvalues in the disc {z : |z| < 2N} and for each n > N ,
exactly one simple eigenvalue in the disc {z : |z−µ0n| < n−
1
6}. There are no other eigenvalues.
Proof. Consider the contours |λ| = 2n, |λ−µ0n| = δn, n > N , n ∈ N, where δn = n−
1
6 < log 2
pi
.
Then | cos piλ
2









|Imλ| for |λ−µ0n| = δ, δ < log 2pi . By






for any integer N > N0 on these contours |w(λ)− w0(λ)| 6 12 |w0(λ)|. It follows that w(λ)
does not vanish on these contours. Hence, by Rouche’s theorem, w(λ) has as many roots,
counted with multiplicities, as w0(λ) in each of the bounded regions and in the remaining
unbounded region. Since w0(λ) has only the simple roots {µ0n}∞n=0, the Lemma is proved. 
Lemma 6.2. Let q ∈ B. Then for |λ| → ∞ the following asymptotics are fulfilled:

































, λ > 0. (6.4)
Proof. Consider the case 0 6 arg λ 6 δ; for −δ 6 arg λ 6 0 the proof is analogous.
Consider E+, given by (5.1). Recall that t∗ = x∗√λ , where x∗ is defined by z∗ = z(x∗, λ) (see









By Lemma 7.3.4 , |t∗| is bounded uniformly in λ. Thus using (2.21) we conclude that
|Γλ(z1, z∗)| 6 C. Therefore using (2.29), (2.30), (2.38), (3.6) and (4.9) gives∣∣∣∣∫
Γλ(z1,z∗)
Ai(sω)Ai(sω)Vq(s) ds
∣∣∣∣ 6 C · ‖q‖∞|λ| 13 . (6.5)




∣∣∣∣ 6 C|z| 12 (1 + |z|) 32 , z ∈ Γ−λ ⊂ S[pi,−pi3 ]. (6.6)






















Making the substitution s = k(t) · λ 23 , ds = λ 23k′(t) dt and using (2.29) we obtain



















t2 − 1 = i√1− t2, where the last root is











, d = 1− c|λ| 23 .
Using similar arguments for E−, we obtain












e2iϑ − t2 . (6.9)
In order to prove (6.3) we set c > 0. We estimate the partial derivatives of Ec(λ) with
respect to real and complex parts of λ = µ + iν = |λ|e2iϑ. This gives | ∂
∂µ
Ec(λ)| 6 C ‖q‖B|λ| 23 ,
| ∂
∂ν
Ec(λ)| 6 C ‖q‖B|λ| 23 . Therefore as λ→∞
|Ec(λ+ ε)− Ec(λ)| 6 |ε| · sup
|λ−λ′|6ε





which together with (6.9) proves (6.3).
Setting c = 0 and λ > 0 in (6.9) proves the first asymptotics in (6.4). In order to prove














q(x) dx = q1(λ
1
2 −1)−q1(λ 12 t) we integrate the expression for E1 by parts. This








. Combining these estimates
proves the second relation in (6.4). 





exists exactly one simple eigenvalue µn for n sufficiently large; now we improve this estimate.














= 0, n→∞. (6.10)
Using (6.4), we write
µn − µ0n = −
2
pi
E(µ0n) + εn, εn = O(n
− 1
6 ), n→∞. (6.11)
Substituting (6.11) into (6.10) we have
pi
2








By (6.3), E(µn) − E(µ0n) = O(n−
1
3 ). Thus in (6.11) the error term εn is O(n
− 1
3 ), which









µ0n sin θ) dθ. This proves (1.2). 
Proof of Proposition 1.2. Substituting q(x) =
∫
R
eixt dν(t) into (6.9) and using the










































































































































4 ) which implies (1.3).
Moreover, substituting dν(t) =
∑
k∈Z δ(t− tk)qkdt into (1.4) we obtain (1.5). 
7 Appendix
For fixed arg λ = 2ϑ we have t = x√
λ
∈ e−iϑR+. We rewrite t ∈ S[−pi2 , 0] and ξ in the form











Lemma 7.1. Let t ∈ S[−pi
2
, 0], R(t) = |ξ(t)|, Φ(t) = arg ξ(t). Then
1. t = re−iϑ = 1 + ηe−iϕ, where r, η > 0, ϑ ∈ [0, pi
2
], ϕ ∈ [0, pi],







3. if η 6 1, then 2
3
|t− 1| 32 6 R(t) 6 2|t− 1| 32 ,




2 ϑ 6 R(t),








5. if −pi − ϑ 6 Φ(t), then arg (e2iϑ∂rξ(t)) ∈ [−pi3 + ϑ6 , ϑ2 ].
Proof. The proof of 1 is simple. 2. Consider the integrand in formula (A.2). For s ∈ [0, η]
we have arg
√
2 + se−iϕ ∈ [−ϑ
2











3. Consider the integrand in (A.2). For s ∈ [0, η] we have 1 < Re√2 + se−iϕ and
|√2 + se−iϕ| < 3. Using R(t) =









2 , η = |t− 1|.
The relation min
arg t=−ϑ
|t− 1| = sin ϑ for ϑ ∈ [0, pi
2
] finishes the proof.
4. Fix ϑ ∈ (0, pi
2
]. By direct calculation, ξ(S[−pi
2








Using (2.18) we have arg
(
e2iϑξ(t)
) → 0 as r → ∞. Also we have ξ(0) = ipi
4
. Since
ξ(t) is continuous, this gives
⋃






Consider e2iϑξ(t), t = re−iϑ, as a function of real parameter r ∈ R. Note that by




strictly decreases in r. Since ξ(S[−pi
2





, as r increases e2iϑξ(t) hits only the negative half of the imaginary axis. Therefore,













































Next, by hypothesis, Φ ∈ [−pi − θ,−2ϑ]. Thus using 2 we obtain −ϕ ∈ [−2
3
(pi + ϑ),−ϑ].
Substituting this into (A.3) proves 5. 
Lemma 7.2. Let t = re−iϑ ∈ S[−pi
2
, 0], R(t) = |ξ(t)|, Φ(t) = arg ξ(t). Then
1. arg ∂rξ(t) ∈ [−pi2 − ϑ,−2ϑ),
30
2. if ϑ ∈ (0, pi
2









if ϑ = 0 and r ∈ [0, 1), then Im (e2iϑ∂rξ(t)) < 0 and Re ξ(t) = 0,
if ϑ = 0 and r ∈ (1,∞), then Im ξ(t) = 0 and Re (e2iϑ∂rξ(t)) > 0,
3. if Φ(t) ∈ (−pi − 2ϑ,−pi
2
− ϑ), then ∂rΦ(t) > 0,
4. if Φ(t) ∈ (−3pi
2
− 2ϑ,−pi − ϑ), then ∂rR(t) < 0,
5. if Φ(t) ∈ (−pi
2
− 2ϑ,−ϑ), then ∂rR(t) > 0.
Proof. 1. By direct calculation, ∂rξ(t) = e
−iϑξ′(t) = e−iϑ
√
t2 − 1. We have (t2 − 1) ∈
S[−pi,−2ϑ), so that arg
√
|t|2e−2iϑ − 1 ∈ [−pi
2
,−ϑ).
2. For ϑ ∈ (0, pi
2
] the result follows from 1. For ϑ = 0, the result follows from (2.17) by
direct calculation.
3. We have ∂rΦ(t) =
|ξ′(t)|
|ξ(t)| sin {arg ∂rξ(t)− Φ(t)}. By 1, ∂rΦ(t) is strictly positive for
Φ(t) ∈ (−pi − 2ϑ,−pi
2
− ϑ).
4. and 5. We have ∂rR(t)
2 = 2|ξ′(t)||ξ(t)| cos{arg ∂rξ(t)− Φ(t)}. By 1, ∂rR(t) is positive
for Φ(t) ∈ (−pi
2
− 2ϑ,−ϑ) and negative for Φ(t) ∈ (−3pi
2
− 2ϑ,−pi − ϑ). 





2 = λξ(t), t =
x√
λ
= re−iϑ ∈ S[−pi
2
, 0]. (A.4)
Lemma 7.3. For each λ = |λ|e2iϑ ∈ S[0, δ) \ {0} there exist a unique z∗ ∈ Γλ such that
|z∗| = minz∈Γλ |z|. Moreover, the following relations are valid (x∗ defined by z∗ = z(x∗, λ)):
1. if arg λ = 0, then z∗ = 0 and x∗ =
√
λ,
if arg λ ∈ (0, δ), then z∗ ∈ S[−pi2 − ϑ2 ,−pi2 + 56ϑ],
2. |z(·, λ)| is strictly decreasing on [0, x∗) and strictly increasing on (x∗,∞),
3. if t = x√
λ










4. if t∗ = x∗√λ , then |t∗| 6 1sin(pi3 ) .
Proof. Let us prove uniqueness of z∗. By (A.4), it is sufficient to show that for each
λ there exists a unique solution t∗ of ∂r|ξ(t)| = 0 for t = re−iϑ, r ∈ R+. For arg λ = 0
direct calculation gives z∗ = 0 and x∗ =
√
λ. Next we show the existence of t∗ in the case
λ = |λ|e2iϑ ∈ S(0, δ) \ {0}.





. Let us use the representation
(A.1): t = re−iϑ = 1 + ηe−iϕ. For any t ∈ S[−pi
2

















arg ∂r|ξ(t)|2 ∈ [−ϕ+ ϑ2 ,−ϕ+ 3ϑ2 ] and we have












































∣∣∣∂ξ(t)∂r ∣∣∣2 + Re{ξ(t) · ∂2ξ(t)∂r2 } > 0. This is true if
|∂rξ(t)|2 > |ξ(t)|





t2 − 1, ∂2ξ(t)
∂r2
= e−3iϑ r√
t2−1 . Therefore (A.8) is equivalent to
|(t2 − 1) 32/t| > |ξ(t)|. (A.9)
Due to (A.7), |t| 6 1. Therefore we have for t = 1 + ηe−iϕ
|t2 − 1| 32
|t| >




2 |2 + ηe−iϕ| 32 , |2 + ηe−iϕ| > 2 cos 3ϑ
2
. (A.10)




















Since ϑ ∈ [0, δ) ⊂ [0, pi
3
], (A.7) gives η 6 1. Thus we apply Lemma 7.1.3 , which gives
2η
3
2 > |ξ(t)|. Substituting the last estimate in (A.11) yields (A.9) and (A.8). Therefore
there exist a unique solution t∗ of ∂r|ξ(t)| = 0. Thus z∗ = z(x∗, λ) for x∗ = t∗
√
λ.
1. and 2. Using (A.7) and Lemma 7.1.2 we obtain









By (A.4), this proves 1. Uniqueness of t∗ and the relation (A.4) prove 2.

























4. Geometric considerations show that in terms of (A.1) r = sinϕ
sin(ϕ−ϑ) . By (A.7) and
Lemma 7.1.2 , for t∗ = 1+η∗e−iφ∗ we have 2pi3 − ϑ3 > ϕ∗−ϑ > pi3 , so that r∗ = sinϕ∗sin(ϕ∗−ϑ) 6 1sin pi3 .

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Lemma 7.4. For each λ = |λ|e2iϑ ∈ S[δ, pi] \ {0} there exist a unique z∗ ∈ Γλ such that
arg z∗ = −pi3 . Moreover, the following relations are valid (here x∗ defined by z∗ = z(x∗, λ)):
1. if x ∈ [0, x∗), then arg z(x, λ) < −pi3 ,
if x ∈ (x∗,∞), then arg z(x, λ) > pi3 ,
2. |z(·, λ)| is strictly increasing on (x∗,∞),
3. if t∗ = x∗√λ , then |t∗| 6 1sin pi3 uniformly in λ.
Proof. By Lemma 7.1.4 and (A.4), Γλ intersects the ray {z : arg z = −pi3} at least




+ ε] for small ε > 0 corresponds to
S[−pi
2




− 2ϑ − 3ε
2
] in ξ-plane. By Lemma 7.2.3 , in this sector ∂rΦ(t) > 0.
Therefore, by (A.4), ∂
∂x




+ ε]. Hence z∗ is unique and 1
holds.
2. By (A.4), for x ∈ (x∗,∞) and t = x√λ the hypothesis of Lemma 7.2.5 is fulfilled.
Therefore ∂
∂r
R(t) > 0 and |z(x, λ)| is strictly increasing in x.
3. By (A.4), we have arg ξ(t∗) = −pi2 − 2ϑ. By Lemma 7.1.2 , for t∗ = 1 + η∗e−iϕ∗ we
have ϕ∗ − ϑ ∈ [2pi3 − ϑ3 , 2pi3 ]. Therefore using the relation r = sinϕsin(ϕ−ϑ) in terms of (A.1), we
obtain |t∗| 6 1sin pi
3
. 
In the next Lemma we analyze the curves Γ±λ , defined in (2.43).
Lemma 7.5. Let λ = |λ|e2iϑ ∈ C+ \ {0}. Then
1. if ϑ = 0, then Γλ = [−λ 23 (3pi8 )
2
3 ,∞),
if 0 < ϑ 6 pi
2
, then Γλ ⊂ S[−pi + 43ϑ, 0), Γ−λ ⊂ S[−pi + 43ϑ,−pi3 ], Γ+λ ⊂ S[−pi2 − ϑ2 , 0),
2. infz∈Γλ |z| > |λ|
2
3 sinϑ,
3. Γ−λ ⊂ {z : |z| 6 C|λ|
2
3}, the length of Γ−λ satisfies |Γ−λ | 6 C|λ|
2
3 ,
4. the function |z(·, λ)| is strictly increasing on [x∗,∞).
Proof 1. Direct calculation yields the result for ϑ = 0. For 0 < ϑ 6 pi
2
the assertion on






3 . The assertion on Γ±λ for 0 6 arg λ 6 δ
follows from 1 of the present Lemma and Lemma 7.3.1 . For δ 6 arg λ 6 pi it follows from
Lemma 7.4.1 .







3. By Lemma 7.3.4 and Lemma 7.4.3 , |t∗| 6 1sin pi
3
uniformly in λ ∈ C+ \{0}. Using the
definition (2.19) we conclude that k(t) and k′(t) for t ∈ [0, t∗] are also uniformly bounded.









4. We deduce from (A.4) that ∂
∂x
|z(x,λ)| > 0 if ∂r|ξ(t)| > 0 for t = re−iϑ = x√λ . Thus
for δ 6 arg λ 6 pi the result follows from Lemma 7.4.2 . For 0 6 arg λ 6 δ it follows from
Lemma 7.3.2 . 
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Proof of Lemma 2.2. Case 1 (or 2) follows from Lemma 7.3 (or Lemma 7.4). 
Proof of Lemma 2.3. Fix λ = |λ|e2iϑ. By (A.4), we have h(x) = eReλξ(t) for t = x√
λ
= re−iϑ.
By Lemma 7.2.2 , if either 0 < arg λ 6 pi, r > 0 or arg λ = 0, r > 1, then ∂r Re (λξ(t)) > 0.
It remains to consider the case ϑ = 0 and x ∈ [0, x∗); by Lemma 7.2.2 , Re ξ(t) = 0 and
therefore h = 1. 






|λ| . Ψ maps Γλ(z1, z2) onto γλ(u1, u2), uj = Ψ(zj), j = 1, 2. Similarly, we set








f(v)|dv|. By (A.4), we have the parametrization γλ(u) ={
v ∈ C : v = v(r) for r ∈ [ru,∞], where v(r) = e2iϑξ(re−iϑ), u = Ψ(z(ru
√|λ|, λ))}.
Consider the image of the part of Γλ, defined by the hypothesis a) and b) of Lemma 2.4,
under the mapping Ψ. Assumption a) transforms into a’) δ 6 arg λ 6 pi and u ∈ γλ.
Similarly, b) becomes b’) 0 6 arg λ 6 δ, u ∈ γ+λ . Then by Lemma 7.2.2 , Re v(r) is strictly





|f(κ + i Im v(κ))|
∣∣∣∣ dvdκ



























= tan arg ∂re
2iϑξ(t).
Consider the two cases a’) and b’).
a’) Let δ 6 arg λ 6 pi and u ∈ γλ. For each point v(r) ∈ γλ consider t = re−iϑ such






∣∣∣d Im v(κ)dκ ∣∣∣ 6 1sin( δ
2
)





b’) Let 0 6 arg λ 6 δ and u ∈ γ+λ = Ψ(Γ+λ ). For each point v(r) ∈ γ+λ consider t = re−iϑ
such that v(r) = e2iϑξ(t). Since 0 6 ϑ 6 pi
7
, (A.12) (equivalent to Lemma 7.3.1 ) implies





















∣∣ is uniformly bounded in both cases a’) and b’), implying (A.13).
Proof of Lemma 2.4. Firstly we prove (2.44) for the case δ 6 arg λ 6 pi. By Lemma 7.5.2
, we have dist(Γλ, {0}) >const uniformly in λ. Thus we replace 〈·〉 by | · |. The change of
variables v = Ψ(s) in (2.44) results in the equivalent relation∫
γλ(u)
e−2|λ|Re v










|λ| ∈ γλ. (A.14)
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By (A.13), we have the auxiliary estimate∫
γλ(u)
e−2|λ|Re v |dv| 6 C e
−2|λ|Reu
|λ| , u ∈ γλ. (A.15)
We show that (A.14) follows from (A.15). If u ∈ γ+λ , then Lemma 7.5.4 yields |u| =
min
v∈γλ(u)




|v| 23 (α+ 12 ) |dv| 6 C
∫
γλ(u)
e−2|λ|Re v |dv|, u ∈ γ−λ . (A.16)
By Lemma 7.5.3 , γ−λ (u) is uniformly bounded. Therefore, |u| is bounded on γ−λ , so (A.16)
and (A.15) imply (A.14).




2 | |ds| 6 C|e− 43z
3











, |z| > 1. (A.17)
By the change of variable u = Ψ(z) the first estimate in (A.17) follows from (A.15). For the
proof of the second estimate in (A.17) we observe that by Lemma 7.5.4 , for z ∈ Γ+λ we have
|z| = min
v∈Γλ(z)
|v|. Hence, (A.17) follows from (A.15). This proves (2.44).
























where ε = (3
2
|λ|)− 23 6 C.
Assume z ∈ Γ+λ , 0 < arg λ 6 pi. Set a = Re u and b = Im u. By Lemma 7.3.1 ,
Lemma 7.3.3 , Lemma 7.1.5 and definition of z∗, b 6 0. By Lemma 7.2.2 , Im v is strictly
decreasing on γ+λ , so that |b| = min
v∈γλ(u)
| Im v|. Thus using (A.13) we obtain




|κ| 13 (ε+ |b| 23 + |κ| 23 )α .














(ε+ |b| 23 + a 23 )α−1 6
C











which together with (A.18) proves (2.45). Secondly, let a < 0. Again, by x = κ
2







3 (ε+ |b| 23 + κ 23 )α 6
C
(ε+ |b| 23 )α−1 .
Due to Lemma 7.3.1 and Lemma 7.4.1 , for u = a+ ib ∈ γ+λ and a < 0 we have |a| 6 C|b|






|λ| 23 (α−1) 6
C
|λ| 23 (α−1)(ε+ |u| 23 )α−1 =
C
〈z〉α , (A.19)
which together with (A.18) proves (2.45).





















By Lemma 7.5.2 , we have |z| > sin δ
2





2 for u ∈ γλ. By
Lemma 7.5.3 , the length of the curve |γ−λ | < C. Therefore I− 6 C. By (A.19) for u = u∗,
we have I+ 6 C so that I 6 C. Next, by Lemma 7.5.3 , γ
−
λ is uniformly bounded, implying
C 6 (ε+ |u| 23 )−1α and
I
|λ| 23 (α−1) 6
C
|λ| 23 (α−1)(ε+ |u| 23 )α−1 =
C
〈z〉α , (A.20)
which together with (A.18) proves (2.45). 



















|v| 13 (ε+ |v| 23 )α , (A.21)
where ε = (3
2
|λ|)− 23 6 C. By Lemma 7.2.2 , Im v is strictly decreasing on γ−λ . Thus we
parameterize the last integral by χ = Im v, so that v(χ) = Re v(χ) + iχ. By Lemma 7.5.3 ,








3{ε+ χ 23}α , (A.22)
where






























By Lemma 7.3.3 , Lemma 7.4.1 , (2.42) and Lemma 7.1.5 , e2iϑ∂rξ(t) is in a sector isolated
from the real axis uniformly in λ. Therefore
∣∣∣dRe v(χ)dχ ∣∣∣ 6 C and ∣∣∣ dvdχ ∣∣∣ 6 C. Substituting this











3 (1 + x
2
3 )α
, ε = (
3
2
|λ|)− 23 6 C, (A.23)
Recall that |λ| > R > 0. Then the proof of (2.46) follows from (A.21) and (A.23).
Now we prove (2.47). By the change of variable u = Ψ(z), we have∫
Γλ
|ds|
|λ| 43 + |s|2 =
I− + I+







|v|) 13 (1 + (3
2
|v|) 43 ) , (A.24)











In order to estimate I− we use the parametrization of γ
−
λ by χ = Im v. Repeating the
arguments used above for the proof of (2.46), we conclude that











Now (A.25) and (A.26) give I 6 C, which by (A.24) proves (2.47). 
Let P± be defined by (4.27).
Lemma 7.6. Let λ = |λ|e2iϑ ∈ S[0, δ] and q, q′ ∈ L∞(R). Then for some absolute constant
C the following estimates are fulfilled:




‖q′‖∞ + ‖q‖∞|λ|− 16
)
, z ∈ Γ−λ , (A.27)





‖q′‖∞ + ‖q‖∞|λ|− 16
)
. (A.28)
Proof. Let x1 6 x2 6 x∗, t1,2 =
x1,2√
λ
and z1,2 = z(x1,2, λ) ∈ Γ−λ . Let ξ1,2 = ξ(t1,2). Then,
Lemma 7.3.2 yields |ξ1 − ξ2| 6 2|ξ1|. Lemma 2.3 gives |e2λ(ξ1−ξ2) − 1| 6 2|λ||ξ1 − ξ2| and
|e2λ(ξ1−ξ2) − 1| 6 C. Therefore
|(e2λ(ξ1−ξ2) − 1)/λξ1| 6 C(1 + |λ||ξ1|)−1. (A.29)
37















) − 1)z− 32 | 6 C〈z1〉
3
2 . (A.30)





2 − e± 43z
3








Integrating by parts, we have
P−(z∗, z) = R−(z, z∗)f(z) +
∫
Γλ(z,z∗)





Therefore using (2.29), (2.30), (A.30) and | d
ds
qˆ(s)| 6 C‖q′‖∞|λ|− 16 we obtain






















which together with (2.45–2.46) gives (A.27). Similarly we have





Again using (2.29), (2.30), (A.30) and | d
ds
qˆ(s)| 6 C‖q′‖∞|λ|− 16 we have























which together with (2.45), (2.46) gives (A.28). 
Lemma 7.7. Let q ∈ B. Define F (z) = a2(ze± 2pii3 )Vq(z). Then uniformly in z ∈ Γ−λ and







2−s 32 )F (s) ds









∣∣∣∣ 6 C ‖q‖B|λ| 13 . (A.34)








2−s 32 )F (s) ds
∣∣∣∣ 6 C · ‖q‖∞|λ| 13 . (A.35)





2 − e− 43z
3
2

































Therefore, using Lemma 2.3, | d
ds
qˆ(s)| 6 C|λ|− 16‖q′‖∞, (2.29), (2.30), (2.38), (2.39) and
(A.30), we obtain from (A.36)
















By Lemma 2.5, for sufficiently large |λ| this implies |I| 6 C|λ|− 13‖q‖B
(
1 + |λ|− 16 log(|λ|+ 1)
)
.
Together with (A.35) this proves the first estimate in (A.34). In order to prove the second
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