Let µ be the Jacobi measure supported on the interval [−1, 1] and introduce the discrete Sobolev-type inner product
Introduction
Let µ be a finite positive Borel measure on the interval [−1, 1] such that supp µ is an infinite set and let a k , for k = 1, . . . , K, be real numbers such that |a k | > 1. For f and g in L 2 (µ) such that there exist the derivatives in a k , we can introduce the Sobolev-type inner product < f, g >=
where M k,i > 0 for i = 0, . . . , N k and k = 1, . . . , K. Let ( B k (x)) ∞ k=0 be the sequence of orthonormal polynomials with respect to this inner product, < B n (x), B k (x) >= δ n,k k, n = 0, 1, . . .
For every function f such that < f, B k > exists for k = 0, 1, . . . , we introduce the formal associated Fourier-Sobolev series
In this paper we continue the work achieved in [3] and the main purpose is the proof of the relations ∞ k=0 < f, B k > B k (x) = f (x), x ∈ (−1, 1),
under standard sufficient conditions for f when the Jacobi measure, dµ(x) = (1 − x) α (1 + x) β dx, α > −1, β > −1, is considered. The precise terms of this result are given in Section 4.
In order to obtain it, previously, we need some estimates for the polynomials B k (x) in n (a k ). The estimates are studied in Section 3 not only for the Jacobi measure but for every measure µ which belongs to the Szegö class. We start with a representation of B k (x) in terms of the polynomials (q n (x)) ∞ n=0 orthonormal with respect to the measure w N (x)dµ(x) where w N (x) is a polynomial with zeros at the points a k of multiplicity N k + 1 and N = K k=1 (N k + 1) is the degree of w N (x). In Section 2 we prove that
A n,i q n−i (x). Furthermore, the sequences (A n,i ) ∞ n=0 , i = 0, . . . , N, are convergent when the measure µ is such that µ > 0 a.e.. One consequence of this result is the strong and ratio asymptotics for the polynomials B k (x). The relative asymptotics are well known from papers by G.
López, F. Marcellán and W. Van Assche ( [2] , [5] ) where they solved this problem using a different representation of the polynomials B k (x).
The fact that the points a k are outside the interval [−1, 1] plays an important role in the whole paper because, in such a case,
is a continuous function in the interval.
The Sobolev space behaves as a vector space with a finite number of real components and the other on L 2 (µ). Notice that some estimates of the polynomials B k , when a mass point at a = 1 is considered, have been obtained in [1] . 
Auxiliary results
Let N = K k=1 (N k + 1) and let w N (x) be the polynomial
In order to have positivity for w N (x) and make the notation more comfortable, without loss of generality, in the following Lemma we will assume all the points a k to belong to (−∞, −1); otherwise, we only have to change the corresponding factor (
in the definition of w N (x).
Let us consider the polynomials
and denote them w k,1 (x) for k = 0, . . . , N − 1. It is clear that they constitute a basis of the vector space P N −1 of the polynomials of degree less than N. Let w N −k,2 (x) such that
Let (q n (x)) ∞ n=0 be the sequence of orthonormal polynomials with respect to the measure w N (x)dµ(x) and let
where T k (x) = cos kθ, x = cos θ, are the Tchebichef polynomials of the first kind, the N-th polynomial orthogonal with respect to
We will also denote κ(π) the leading coefficient of any polynomial π(x). Lemma 2.1 For n ≥ N, there exist constants A n,i such that
If the measure µ is such that µ (x) > 0 a.e. in [−1, 1] then lim n→∞ A n,i = A i , where
Proof.
Since B n (x) = n j=0 A n,j q n−j (x) and
we have the first assertion taking also into account that A n,N =< B n , q n−N w N > = 0.
On the other hand, from the orthonormality of B n (x) we get 1] |w N (x)| and, as a consequence, |A n,i | are bounded. Moreover,
Also from the orthonormality of B n (x) the sequences (
Let Λ be a family of non negative integers such that (A n,i ) n∈Λ is convergent for each i = 0, 1, . . . , N and let A i = lim n∈Λ A n,i . As it is well known, (see [6] and [7] ), the condition µ > 0 a.e. gives ratio asymptotics and
for any continuous function f (x). As a consequence, taking into account that
is a continuous function on [−1, 1],
If we prove that, for k = 0, . . . , N − 1, lim n→∞ 
, the Lemma holds. So, let us prove the previous assertion.
Let consider the basis of P
If we write B n (x) in terms of this basis, we have
where w 0,2 (x) = 1. There exists a constant C, independent of n, such that |α n,i | ≤ C for i = 0, 1 . . . , N − 1, because α n,0 = B n (a K ) which is bounded as we know, and if we suppose proved that α n,0 , α n,1 , . . . , α n,i are bounded, since
we have one of the following two possibilities:
than the multiplicity of ξ as a zero of w N (x),
When ν is equal to such a multiplicity, denoting ξ * the consecutive zero in the construction of the w i,2 (x),
.
In both cases α n,i+1 is bounded because ( B (ν)
∞ n=0 also are bounded sequences. Now we get,
from the orthogonality of q n (x) and because, for
, where π(x) is a polynomial of degree less than or equal to k. Taking limits,
are bounded sequences and
Fourier coefficients of the continuous function
which tend to zero. Hence,
Lemma is proved #
The computation of the coefficients b k , k = 1, . . . , N is straightforward. Let us consider the function
From the orthogonality of Π N (x), we have
Then
Since
with the square root taken in such a way that |ϕ
vanishes at a k with multiplicity N k + 1 for k = 1, . . . , K. As a consequence, taking into account that the function
and from the relations between A k and b k given in Lemma 2.1,
Notice that if some points a k belong to (1, ∞) in such a way that κ(w N ) = −1, in (2) we
for the general case.
As a straightforward consequence, one obtains the strong (resp. ratio) asymptotics for the polynomials B n (x) provided that µ belongs to Szegö (resp. Nevai) class. As it was aforementioned, these results were also obtained by G. López, F. Marcellán and W. Van Assche in ( [2] , [5] ).
uniformly on compact sets of C\[−1, 1], where S(x) is the Szegö function of
. (see [9] , Th. 12.1.2 as well as the definition in page 276)
Item ii) is a consequence of the fact that
is equal to zero for k = 0, 1, . . . , n − N − 1 as well as from the asymptotic formula i).
If we write the polynomials w N (x) B n (x) in terms of B j (x) for j = 0, . . . , n + N, taking into account that
which is zero for j = 0, . . . , n − N − 1, we have w N (x) B n (x) = N j=−N α n,j B n+j (x) and they satisfy a 2N + 1 recurrence relation. Since α n,−j = α n−j,j , the recurrence relation can be written
Besides, for 0 ≤ j ≤ N,
and, if µ (x) > 0 a.e., Lemma 2.1 gives
Corollary 2.2 There are constants α n,k such that
Moreover, if µ (x) > 0 a.e., there exist real numbers α k such that lim n→∞ α n,k = α k for k = 0, . . . , N.
In case of only one point a k and N k = 1, explicit values of α k are given in [3] and, in the general case, the values α k can be seen in ( [2] , [5] ). For our purpose in this paper, we only need to know that the sequences (α n,k ) ∞ n=0 are convergent. From Lemma 2.1, it is possible to obtain the weak asymptotic formula
for any continuous function f (x). This formula was proved in ( [2] , [5] ).
In order to study the behaviour of the Fourier-Sobolev series, we need one more result.
Let us consider the space
with the product given by (1), and let Φ be the family of polynomials xw N (x) , . . .} Lemma 2.2 S is a Hilbert space and the family of polynomials Φ is maximal in S.
, is a Cauchy sequence in L 2 (µ) and the same happens for the sequences (f
As a consequence, f = 0 in S and the Lemma is proved.
Estimates for Sobolev polynomials
In order to obtain estimates for B n (x) when x ∈ [−1, 1], the measure µ is considered to be in the Nevai class.
be the sequence of orthonormal polynomials with respect to µ. Let a ∈ R\[−1, 1] and let
be the sequence of orthonormal polynomials with respect to |x − a|dµ(x). There exists a real constant C such that
for every x and for all n.
Proof.
For the polynomials t n (x) we have t n (x) = n j=0 λ n,j p j (x), where
Hence,
and, as a consequence,
are bounded because these polynomials have ratio asymptotics.
Thus,
Then |x − a||t n (x)| ≤ C(|p n+1 (x)| + |p n (x)|) for every x and for some constant C # By iteration of this Lemma, for the polynomials (q n (x)) ∞ n=0 , orthonormal with respect to w N (x)dµ(x), we get Corollary 3.1 If µ (x) > 0 a.e. and p n (x) are orthonormal with respect to µ, there exists a real constant C such that
For the Sobolev orthonormal polynomials ( B n (x)) ∞ n=0 , this inequality and Lemma 2.1 give Corollary 3.2 If µ (x) > 0 a.e. and p n (x) are orthonormal with respect to µ, there exists a real constant C such that
for every x and for all n. It is clear that the constans C in the previous Corollaries may be different despite the fact that we use the same symbol.
The last Corollary will be very useful for the study of Fourier-Sobolev series when µ is the Jacobi measure because in this case the function h(x) is very well known.
In order to study the Fourier series, we also need estimates of B (j) n (a k ), j = 0, . . . , N k and k = 1, . . . , K. This problem will be considered now. The condition µ (x) > 0 a.e.
is not sufficient for our purposes in what follows. So, from now on, we will consider the measure µ in the Szegö class, i.e.
Lemma 3.2 Let µ be a measure in the Szegö class and let q n (x) be the orthonormal polynomials with repect to w N (x)dµ(x). There is a constant C such that
. . , K and n large enough.
We proceed by induction. By orthogonality,
for any polynomial π n−1 (x) of degree less than n. Then,
Let suppose
By induction,
but, since µ belongs to the Szegö class,
≤ C * * n ν , and
for some constant C i+1 and n large enough# Corollary 3.4 If µ belongs to the Szegö class, there is a constant C such that
We use induction again. Since
Hence, Lemma 2.1 and Lemma 3.
But, from Lemma 2.1 and Lemma 3.2,
). This completes the proof.
Fourier series
In Lemma 2.2 we proved that, with the inner product (1),
is a Hilbert space and the polynomials constitute a maximal family. Then, S n (f ) → f in S for any function f ∈ S, where
is the n-th partial sum of the Fourier-Sobolev series of f. Let write ||f || 2 = ||f ||
as well as convergence for the derivatives at the points a k . So, for any function f in S, we have
For i = 0, . . . , N k and k = 1, . . . , K, let us consider the functions f k,i such that
k,i (a t ) = 1 when t = k, j = i, and 0 otherwise. Since
Let µ be the Jacobi measure, dµ(
(x) the corresponding orthonormal polynomials. They will be said to be the orthonormal Jacobi-Sobolev polynomials. As it is well known, (see [8] , Theorem 3.14 in page 101)
Let B n (x) = B (α,β) n (x) the orthonormal polynomials with respect to the inner product (1) when µ is the Jacobi measure. Corollary 3.3 yields the uniform bound
From inequality (4) and Corollary 3.4, the series
n in compact sets of (−1, 1) for some constant C. Then, the series is a continuous function in (−1, 1). But we have convergence to 0 in L 2 (µ) for the series. Hence, it has a subsequence which converges pointwise to 0 a.e.
n (a k ) B n (x) = 0 for all x ∈ (−1, 1). We summarize the above as follows ii)
for i = 0, . . . , N k and k = 1, . . . , K.
From now on, we study the pointwise convergence of S n (f ) to f on the interval 
is a continuous function in [−1, 1] and we can obtain an expression for the Dirichlet kernel in terms of w N +1 (x). Taking into account that the derivatives of w N +1 (x) are equal to zero at the points a k ,
and, as a consequence, we have the following recurrence relations for the polynomials
Moreover, the coefficients α n,k are bounded because 
Furthermore, if the measure belongs to the Szegö class, the coefficients are bounded.
Proof.
As usually, from (5) we have
) and taking into account that F k n (x, y) = 0 for negative integer values of n, we get 
Because of f ∈ L 2 (µ) provided that
, ii) is proved. So, we only need to prove i). Let us denote D n (x, t) = n j=0 B j (x) B j (t). We have f (x 0 ) − f (t) x 0 − t x 0 − t w N +1 (x 0 ) − w N +1 (t) B n−i (t) w N (t) w N (t) dµ(t) = 0.
As a consequence, lim n→∞ (f (x 0 ) − S n (x 0 ; f )) = 0 and the proof is complete#
x ∈ F and for a fixed δ such that |x−t|<δ dµ(t) |x−t| 1−η < , and the compactness of F # As usual, denote function g(x) (taking into account that ||f || 2 µ ≤ ||f || 2 for any f ∈ S). But f (x) belongs to S by continuity, so convergence in S of n k=0 c k B k (x) to f (x) gives g(x) = f (x) a.e.#
