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Abstract
A reﬂexive graph is a simple undirected graph where a loop has been added at each vertex. If G and H are reﬂexive graphs and
U ⊆ V (H), then a vertex map f : U → V (G) is called nonexpansive if for every two vertices x, y ∈ U , the distance between
f (x) and f (y) in G is at most that between x and y in H . A reﬂexive graph G is said to have the extension property (EP) if for
every reﬂexive graph H , every U ⊆ V (H) and every nonexpansive vertex map f : U → V (G), there is a graph homomorphism
f : H → G that agrees with f on U . Characterizations of EP-graphs are well known in the mathematics and computer science
literature. In this article we determine when exactly, for a given “sink”-vertex s ∈ V (G), we can obtain such an extension f ;s
that maps each vertex of H closest to the vertex s among all such existing homomorphisms f . A reﬂexive graph G satisfying
this is then said to have the sink extension property (SEP). We then characterize the reﬂexive graphs with the unique sink extension
property (USEP), where each such sink extensions f ;s is unique.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of determining whether or not vertex maps can be extended to graph homomorphisms is quite natural
and has been discussed extensively in both the mathematics and computer science literature. The problems addressed
and solved in this article were inspired by some partial results from [4–6]. Although not written in the language of
graphs and their homomorphisms, the main results of [4,5] and the parts of [6] that are relevant to this article, turn out to
be special cases of celebrated results from [13,8]. These results can also be found in the recent excellent books [12,14].
To the best of the author’s knowledge, the problems solved in this article, to characterize SEP-graphs and USEP-graphs
(see Deﬁnitions 3.1 and 3.2 in Section 3 below), have not been discussed elsewhere. We will in this article for the most
part use the notation and names from [12] for the sake of consistency.
The study of extending vertex maps to graph homomorphisms is inseparable from that of retracts of graphs
(see deﬁnition in the next Section 2). We will now brieﬂy discuss some highlights of this ongoing study of graph
retracts:
It is generally believed that graph retracts were ﬁrst studied in a comprehensive way in the 1970s ﬁrst by Hell [10,11],
then a little later by Rival and Nowakowski [18,19]. Some highlights of later contributions in this discussion includes
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that of [13], a paper from which the discussion in [12] on retracts is partly based on, [15] where retracts from a metric
point of view is discussed, [1] on retracts in bipartite graphs and [16], where the “holes” are discussed. There, a hole
is precisely what Helly graphs do not have (see deﬁnition of the Helly property in the next Section 2). When exactly
cycles are retracts of planar graphs is determined in [27,26] the Helly property is used on posets. A game theoretic
approach involving cops and robbers is taken in [20]. Further studies of absolute retracts from a chromatic point of
view is presented in [24]. Retracts of posets is studied in [7,8]. Further studies of retracts are given by Erwin Pesch in
[21–23]. The more computational aspect of determining when a given graph is a retract is given in [3,9]. In [25] the
retract is studied from the more classical graph-contraction point of view.
The rest of this article is organized as follows: in Section 2we introduce our notation, basic deﬁnitions and recapitulate
some known relevant results. Sections 3 and 4 contain the main results of this article, namely Corollary 3.14 and
Theorem 4.6. More speciﬁcally, in Section 3 we show that we can extend a vertex map to a homomorphism that further
maps everything as close to a given sink-vertex as possible. Finally, in Section 4 we determine for which graphs the
homomorphism discussed in Section 3 is unique.
2. Deﬁnitions, notation and recap of related results
Here in this section, we present our notation, terminology, and basic deﬁnitions. We also state and recapitulate some
known results closely related to what we consider and use in the following sections. There are numerous nice published
directly related results, but since the notation is nonstandard it can be difﬁcult to parse through and clearly see what
implies what. Hence, it seems worthwhile to brieﬂy discuss these results here in this section in terms of the notation
that we will be using. Most of the following terminology deﬁnitions and results can be found in [12] and also some in
[14]. In addition, we refer to [12, 2.13 Remarks] and [14, 5.6 Notes] for more detailed discussion on the history and
origin of the results presented here in this section. We start with the notation and basic deﬁnitions:
The natural numbers {1, 2, . . .} will be denoted by N and for k ∈ N the set {1, . . . , k} will be denoted by [k]. For a
set S, the set of all k-element subsets of S will be denoted by
(
S
k
)
. A simple graph G is an ordered pair (V (G),E(G))
where V (G) is a ﬁnite set of vertices and E(G) ⊆
(
V (G)
2
)
is the set of edges of G. A reﬂexive graph is a simple
graph G where we have added a loop at each vertex. Hence, the edge set E(G) of a reﬂexive graph can be viewed as
a subset of the disjoint union
(
V (G)
1
)
∪
(
V (G)
2
)
that contains
(
V (G)
1
)
. In this article, a graph is always either simple
or reﬂexive. The distance between vertices x and y in G, denoted by dG(x, y), is the minimum number of edges in a
path between x and y in G. A homomorphism  : H → G is a tuple  = (V ,E) where V : V (H) → V (G) and
E : E(H) → E(G) aremaps that satisfy the compatibility conditionE({x, y})={V (x),V (y)}. Note that the edge
mapE is completely determined by vertexmapV .When there is no danger of ambiguitywewill write(x) instead of
V (x) for a vertex x and similarly for an edge. Note also that for any x, y ∈ V (H)we have dG((x),(y))dH (x, y).
Let H and G be graphs and U ⊆ V (H).A vertex map f : U → V (G) is nonexpansive (NE) if for all x, y ∈ U we have
dG(f (x), f (y))dH (x, y). Note that if H and G are reﬂexive graphs then,  : H → G is a homomorphism if, and
only if, V : V (H) → V (G) is an NE-map. For simple graphs H and G however, a vertex map  : V (H) → V (G)
is an NE-map if, and only if, we have the following.
For all x, y ∈ V (H) : {x, y} ∈ E(H) ⇒ {(x), (y)} ∈ E(G) or (x) = (y). (1)
Maps satisfying (1) have been called weak homomorphisms of simple graphs in the literature (see [14]). Note that if we
add a loop at each vertex of the graph G, thereby obtaining the reﬂexive graph G′, a weak homomorphism  : H → G
is equivalent to a homomorphism ′ : H → G′.
Deﬁnition 2.1. A reﬂexive graph G has the extension property (EP) if for every reﬂexive graph H , every U ⊆ V (H)
and every NE-map f : U → V (G) there is a homomorphism f : H → G that agrees with f on U .
It should be clear how the EP can be modiﬁed for simple graphs. In [14, p. 152] it is shown that a simple graph
with the Helly property (see deﬁnition here below) has the EP. Further, a complete characterization of such simple
Helly-graphs is also given there. For a graph G, a quotient graph of G, denoted by G/, is a graph with  as vertex
set, where  is a set partition of V (G), and where {S, S′} is an edge in G/ iff there is an edge {x, y} ∈ E(G) with
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x ∈ S and y ∈ S′. For each quotient G/ we have a natural surjective homomorphism p : G → G/. A graph
G is a retract of H if G is a subgraph of H and there is a homomorphism r : H → G the restriction of which to
G ⊆ H is the identity homomorphism of G. Note that if r : H → G is a retraction then, for every x, y ∈ G we have
dG(x, y) = dG(r(x), r(y))dH (x, y), but since trivially dH (x, y)dG(x, y) for any subgraph G of H , we have here
that
dG(x, y) = dH (x, y) for any x, y ∈ V (G). (2)
A subgraphG ofH satisfying (2) is called isometric.A graphG is an absolute retract ifG is a retract of every graphH in
which it is an isometric subgraph of. For a graphG and a nonnegative integer , a setNG [x]={z ∈ V (G) : dG(x, z)}
is called a closed ball or a closed neighborhood of G. A graph G is said to have the Helly property if every collection
of closed balls in G, the intersection of each pair of which is nonempty, has a nonempty intersection. The following
nice characterization stems from [13] and is given in [12].
Theorem 2.2. A reﬂexive graph is an absolute retract if, and only if, it has the Helly property.
In view of the above Deﬁnition 2.1 we have in fact the following:
Observation 2.3. For a reﬂexive graph G the following are equivalent:
1. G has the EP.
2. G is an absolute retract.
3. G has the Helly property.
Although the equivalence in Observation 2.3 is known and can be obtained by a combination of theorems and such
from [14,12], we conclude this section however by a simple, algebraic and self contained proof of the missing part of
Theorem 2.2, that a reﬂexive graph has the EP if, and only if, it is an absolute retract:
Proof (Observation 2.3). First assume that G is an isometric subgraph of H and that G has the EP. In this case the
identity map V (G) → V (G) is an NE-map which, by the EP of G, can be extended to a homomorphism r : H → G,
showing that G is a retract of H .
Conversely, for reﬂexive graphs H and G, a vertex set U ⊆ V (H) and a vertex map f : U → V (G), let (H +G)/f
denote the quotient of the disjoint union of H and G where we have for each x ∈ U identiﬁed f (x) with x. More
speciﬁcally, in the partition of the disjoint union of V (G) and V (H) that the map f induces, each x ∈ V (H)\U and
each y ∈ V (G)\f (U) is a singleton set in the partition, whereas for each y ∈ f (U) the set Sy = {y} ∪ f−1(y) makes
up a nonsingleton set of the partition. 
Lemma 2.4. If f : U → V (G) is an NE-map, then (H + G)/f contains G as an isometric subgraph.
Proof. It is clear that (H + G)/f contains G as a subgraph. Let x, y ∈ V (G) be given and P = (x0, x1, . . . , xk) be a
shortest x, y-path in (H +G)/f that has the fewest possible edges from E(H)\E(G). If P contains no edge in E(H)
then k = dG(x, y) and we are done. Otherwise, there is a sub-path P ′ = (xi, . . . , xj ) of P with i < j and xi, xj ∈ U
containing an edge from E(H)\E(G) that lies entirely in the image of H in (H + G)/f . Since f is an NE-map there
is however another path P ′′ starting at xi and ending at xj with length at most that of P ′ and that lies in the image of
G in (H + G)/f . Replacing P ′ by P ′′ in P we obtain a x, y-path in (H + G)/f of length at most k, but with fewer
edges from E(H)\E(G). This contradicts our choice of P and completes the argument. 
Assume now that G is an absolute retract. Let H be a reﬂexive graph, U ⊆ V (H) and f : U → V (G) a NE-map.
By Lemma 2.4 there is retraction r : (H + G)/f → G. In this case f : H → G deﬁned by
H
p→(H + G)/f r→G,
(where p denotes the natural projection), agrees with f on U . This completes our proof. 
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Although a priori, a different and seemingly a more restrictive deﬁnition, graphs with the EP turn out to be precisely
the absolute retracts. In the next sections, we will continue in this manner by studying two sub-classes of reﬂexive
graphs satisfying the EP and describing them completely.
3. On graphs satisfying the SEP or the USEP
In this section, we discuss two stronger conditions than the EP.We study whether or not we can impose the additional
condition on our extending homomorphism that it maps all the vertices closest to a given sink-vertex among all existing
extensions of our given NE-map, and whether or not such an extension homomorphism is unique.
For reﬂexive graphs G and H and s ∈ V (G) there is always a homomorphism s : H → G such that for every
homomorphism  : H → G and every vertex x ∈ V (H) we have dG(s(x), s)dG((x), s), namely by letting
s(x) = s for each x ∈ V (H). However, if we require that both  and s extend a given NE-map f : U → V (G) for
some U ⊆ V (H), then such a trivial choice for our s is clearly not an option.
Deﬁnition 3.1. Let G be a reﬂexive graph with the EP and s ∈ V (G). For H a reﬂexive graph, U ⊆ V (H) and
f : U → V (G) an NE-map, an extending homomorphism f ;s : H → G of f is called a s-sink extension (s-SE)
if dG(f ;s(x), s)dG(f (x), s) for all x ∈ V (H) and for all homomorphisms f extending f . If every f can be
extended to an s-SE, then G has the s-sink extension property (s-SEP). If G has the s-SEP for every s ∈ V (G) then G
has the sink extension property (SEP).
Note that if G has the SEP and s ∈ V (G), H , U ⊆ V (H) and NE-map f : U → V (G) are given, then for each
x ∈ V (H) the nonnegative integerm(x)=minf {dG(f (x), s)} is unique, namely dG(f ;s(x), s)wheref ;s : H → G
is an s-SE of f . However, the homomorphism f ;s itself is not necessarily unique.
Deﬁnition 3.2. Let G be a reﬂexive graph. We say that G has the unique sink extension property (USEP) if G has the
SEP and for every s ∈ V (G), every reﬂexive graph H , every U ⊆ V (H) and every NE-map f : U → V (G), the s-SE
f ;s : H → G is unique.
Recall that a block of a graph is a connected maximal subgraph with no cut-vertices. Call a connected reﬂexive
graph G a block-tree, if each block on two or more vertices of G is a clique. The following claims are easy to prove by
induction on the number of blocks.
Claim 3.3. Between any two vertices in a block-tree there is a unique shortest path.
If G is a block-tree and s ∈ V (G), let Ts be the subgraph of G formed by the union of all the shortest paths between
s and x for each x ∈ V (G).
Claim 3.4. For a block-tree G and s ∈ V (G) we have the following:
1. Ts is a spanning subtree of G.
2. Viewing Ts as a rooted tree at s, then the vertices of each block in G form a rooted sub-star in Ts with all its
vertices, except the star-root, on the level just below the star-root.
3. For any vertices x, y ∈ V (G) we have dTs (x, y)dG(x, y) + 1.
We can now prove the following.
Theorem 3.5. Every reﬂexive block-tree has the USEP.
Proof. Let G be a reﬂexive block-tree and s ∈ V (G). View Ts as rooted spanning tree at s of G. Let H be a reﬂexive
graph, U ⊆ V (H) and f : U → V (G) an NE-map. For each x ∈ V (H) and u ∈ U let
Nu(x) = {v ∈ V (G) : dG(f (u), v)dH (u, x)}.
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There is a unique vertex zu(x) ∈ Nu(x) that is closest to s among all vertices of Nu(x), namely the vertex on the unique
path from f (u) to s in Ts at distance min{dH (u, x), dG(f (u), s)} from f (u) in G. We now argue that the vertices
{zu(x) : u ∈ U} lie on an ancestral path in Ts w.r.t. the root s: assume that there are u′, u′′ ∈ U where neither of zu′(x)
or zu′′(x) is an ancestor of the other in Ts . This means in particular that neither zu′(x) nor zu′′(x) equals s and that
dTs (zu′(x), zu′′(x))2. Hence, by deﬁnition of zu′(x) and zu′′(x) we then have
dTs (f (u
′), f (u′′)) = dTs (f (u′), zu′(x)) + dTs (zu′(x), zu′′(x)) + dTs (zu′′(x), f (u′′))
dH (u′, x) + 2 + dH (u′′, x)
dH (u′, u′′) + 2.
By Claim 3.4 we then have dG(f (u′), f (u′′))> dH (u′, u′′) which contradicts that f is an NE-map. Therefore the
vertices of {zu(x) : u ∈ U} all lie on an ancestral path in Ts rooted at s.
Deﬁne f ;s(x) to be the unique vertex z∗(x) ∈ {zu(x) : u ∈ U} that is the descendant of all of them (note, here a
vertex is considered a descendant of itself!) Since for each u ∈ U we haveNu(u)={f (u)}, we clearly have z∗(u)=f (u)
and hence f ;s agrees with f on U .
If now x′ is adjacent to x in H , then |dH (u, x) − dH (u, x′)| ∈ {0, 1} for each u ∈ U and therefore each of zu(x′) is
adjacent to or equal to zu(x) in G. This in return implies that z∗(x) is also adjacent to or is equal to z∗(x′) in G, and
hence dG(z∗(x), z∗(x′))1, showing that f,s : H → G is a homomorphism. By the mere deﬁnition of f ;s , it is
clear that f ;s is an s-SE. Finally, by the uniqueness of z∗(x) we see that f ;s is uniquely determined. Since s ∈ V (G)
was arbitrary we have completed the proof. 
Note. Similar arguments as used in the above proof can be used to show directly that every block-tree has the Helly
property: assuming this property, since f : U → V (G) is an NE-map we have Nu(x)∩Nu′(x) 	= ∅ for every u, u′ ∈ U
and hence by the Helly property of {Nu(x) : u ∈ U} we have
N(x) =
⋂
u∈U
Nu(x) 	= ∅.
By induction on |U | we can see that N(x) is a block-subtree of G, and hence contains a unique vertex closest to s
among all vertices of N(x). This vertex turns out to be precisely the vertex z∗(x) deﬁned in the above proof.
Remark. In the case of a reﬂexive tree T , the deﬁnition of our s-SE f ;s in the proof of Theorem 3.5, has a physical
interpretation as follows: let T be rooted at s and direct each edge from a child to its parent, so that all vertices of T
except s have out-degree one whereas s has out-degree zero. Call this digraph Ts and assume further that each edge is
straight and has a unit length. Now, imagine there is a gravitational force ﬁeld on Ts that pulls along its directed edges.
Assume likewise that the edges in H also have unit length and that we identify each x ∈ U with its image f (x) in Ts
and form the quotient (H + Ts)/f (where the edges of T are directed and the ones from H are not). Keeping Ts rigid
and letting the vertices of H hang along the gravitational ﬁeld of Ts , then each vertex x ∈ H will place precisely at the
unique vertex as close to the root s as H allows. This is exactly the vertex z∗(x) deﬁned in the proof of Theorem 3.5
in the case of reﬂexive tree T .
Since a reﬂexive path is in particular a reﬂexive block-tree, we have byTheorem 3.5 the following trivial but important
corollary.
Corollary 3.6. Every reﬂexive path has the USEP, and hence the SEP.
For reﬂexive graphs G1 and G2 their Cartesian product or just product, denoted by G1 × G2, is the reﬂexive graph
with vertex set V (G1) × V (G2) (the usual Cartesian product) and where
{(x1, x2), (y1, y2)} ∈ E(G1 × G2) ⇔ {x1, y1} ∈ E(G1) and {x2, y2} ∈ E(G2).
It is easy to see that the product of reﬂexive graphs is an associative operation and hence it makes sense to talk about
the product of k reﬂexive graphs G˜=G1 ×· · ·×Gk as the reﬂexive graph with vertices V (G˜)=V (G1)×· · ·×V (Gk)
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and where for two vertices x˜ = (x1, . . . , xk) and y˜ = (y1, . . . , yk) we have {x˜, y˜} ∈ E(G˜) ⇔ {xi, yi} ∈ E(Gi) for
each i ∈ [k]. Note that for x˜, y˜ ∈ V (G˜) we have
dG˜(x˜, y˜) = max1 ik{dGi (xi, yi)}. (3)
Also, for each i ∈ [k] the natural projection i : G˜ → Gi is given by i (x˜) = xi . It is clear that each i is a
homomorphism of reﬂexive graphs. If k ∈ N and i : H → Gi is a homomorphism for each i ∈ [k], then ˜ : H → G˜
given by ˜= (1, . . . ,k) is the map x → (1(x), . . . ,k(x)) for each x ∈ H . By (3) we note the following:
Observation 3.7. Let k ∈ N.
1. If i : H → Gi is a homomorphism for each i ∈ [k] then ˜ : H → G˜ given by ˜ = (1, . . . ,k) is also a
homomorphism.
2. Conversely, if ˜ : H → G˜ is a homomorphism, then ˜ has the form ˜= (1, . . . ,k) where each homomorphism
i : H → Gi is a uniquely determined by i = i ◦ ˜.
A celebrated complete description of absolute retracts is given by the following theorem, the statement of which can
be found in [14, Theorem 5.7] and [12, Corollory 2.56] but stems from [8].
Theorem 3.8. A reﬂexive graph is an absolute retract if, and only if, it is a retract of product of reﬂexive paths.
Assume now G1, . . . ,Gk are reﬂexive graphs with the SEP and G˜ = G1 × · · · × Gk . Let s˜ = (s1, . . . , sk) ∈ V (G˜)
a vertex, H a reﬂexive graph, U ⊆ V (H) and f˜ : U → V (G˜) an NE-map. If i : G˜ → Gi is the projection onto the
ith coordinate then each fi = i ◦ f˜ : U → V (Gi) is also an NE-map for each i, which can be extended to an si-SE
fi ;si : H → Gi . Then ˜f˜ ;s˜ = (f1;s1 , . . . ,fk;sk ) : H → G˜, yields a uniquely determined homomorphism. Suppose
now that ˜
f˜
: H → G˜ is a homomorphism that also extends f˜ . In this case fi : H → Gi extends the NE-map
fi : U → Gi for each i ∈ [k]. In this case we have dGi (fi ;si (x), si)dGi (fi (x), si) for each i ∈ [k], and hence
dG˜(˜f˜ ;s˜ (x), s˜) = max1 ik{dGi (fi ;si (x), si)} max1 ik{dGi (fi (x), si)} = dG˜(˜f˜ (x), s˜).
This shows that ˜
f˜ ;s˜ is a s˜-SE. Since s˜ ∈ V (G˜) was arbitrary, we have the following.
Observation 3.9. A product of reﬂexive graphs with the SEP has the SEP.
Note. We cannot replace “SEP” with “USEP” in Observation 3.9 as the following example will demonstrate.
Example. Let H be the reﬂexive path on three vertices a, b, c in this order. Likewise let P1 and P2 be the reﬂexive
paths on the vertices {0, 1} and on {0, 1, 2} in this order, respectively. If U = {a, c} and f˜ : U → V (P1 × P2) is given
by f˜ (a) = (0, 0) and f˜ (c) = (1, 2), then f˜ is clearly an NE-map. Assume our sink s˜ = (0, 0). Here there are precisely
two legitimate extensions ˜
f˜ ;1 and ˜f˜ ;2 where ˜f˜ ;1(b) = (0, 1) and ˜f˜ ;2(b) = (1, 1). These homomorphisms satisfy
dP1×P2(˜f˜ ;1(x), s˜) = dP1×P2(˜f˜ ;2(x), s˜)
for all x ∈ {a, b, c} and hence are both s˜-SEs. Hence, a product of two USEPs is not necessarily a USEP. We have,
however, the following.
Proposition 3.10. For reﬂexive graphs we have:
1. A retract of a reﬂexive graph with the SEP has the SEP.
2. A retract of a reﬂexive graph with the USEP has the USEP.
Proof. Let G be a retract of G′ where G′ has the SEP and s ∈ V (G) a given vertex. Let r : G′ → G be the retraction.
Let H be a reﬂexive graph, U ⊆ V (H) and f : U → V (G) an NE-map. Since V (G) ⊆ V (G′) we can view f as a
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map from U into V (G′). By the SEP of G′ there is an s-SE ′f ;s : H → G′. Let f ;s = r ◦ ′f ;s : H → G. Clearly
f ;s is a homomorphism that extends f . Assume that f : H → G is another extension of f . Since r is a retraction
and hence an NE-map, we have
dG(f ;s(x), s) = dG((r ◦ ′f ;s)(x), r(s))dG′(′f ;s(x), s). (4)
Since G is an isometric subgraph of G′ and by viewing f as a homomorphism into G′ we have, since ′f ;s is an s-SE,
that
dG′(
′
f ;s(x), s)dG′(f (x), s) = dG(f (x), s). (5)
By (4) and (5) we have that dG(f ;s(x), s)dG(f (x), s). Since s ∈ V (G) was arbitrary, we have that G has the
SEP. Hence, we have proved the ﬁrst part.
Assume further that G′ has the USEP. We want to show that f ;s : H → G is the unique s-SE of G. Let i : G ↪→ G′
be the inclusion map.
Claim 3.11. The homomorphism i ◦ f ;s : H → G′ is an s-SE of G′.
Proof. (Claim 3.11) Since G is an isometric subgraph of G′ we have
dG′((i ◦ f ;s)(x), s) = dG(f ;s(x), s). (6)
Assume f : H → G′ extends f : U → V (G) ⊆ V (G′). Since the retraction r is a homomorphism it is nonexpansive
and hence
dG((r ◦ f )(x), s)dG′(f (x), s). (7)
Clearly r ◦ f extends the vertex map f . Since f ;s is an s-SE of G, then we have by (6) and (7) that dG′((i ◦
f ;s)(x), s) = dG(f ;s(x), s)dG((r ◦ f )(x), s)dG′(f (x), s). This completes the proof of Claim 3.11. 
By the USEP property ofG′ and Claim 3.11 the sink-extension i◦f ;s is unique and hence so isf ;s . This completes
the proof of the second part. 
Note that in a product G˜ = G1 × · · · × Gk each Gi can be viewed as a retract of G˜. Hence, by Proposition 3.10, we
can state the reverse of Observation 3.9.
Corollary 3.12. A product G˜ = G1 × · · · × Gk of reﬂexive graphs has the SEP if, and only if, each Gi has the SEP.
Let G be a reﬂexive graph satisfying the EP. By Observation 2.3 and Theorem 3.8, G must be a retract of product
of reﬂexive paths. By Corollary 3.6, Observation 3.9 and Proposition 3.10, G must have the SEP. Hence, we have the
following.
Theorem 3.13. A reﬂexive graph has the SEP if, and only if, it has the EP.
We summarize in the following extension of Observation 2.3.
Corollary 3.14. For a reﬂexive graph G the following are equivalent:
1. G has the SEP.
2. G has the EP.
3. G is an absolute retract.
4. G has the Helly property.
Algorithmic concerns: To decide whether a given reﬂexive graph on n vertices and m nonloop edges has the Helly
property can be done in polynomial time. In fact, Bandelt and Pesch [2] gave two recognition algorithms for Helly
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graphs, one of time complexity O(n4) and the other of time complexity O(mn2). Hence, by Corollary 3.14, reﬂexive
graphs satisfying the SEP can also be recognized by these very polynomial time algorithms.
Although not entirely within the focus of this paper, we will conclude this section by brieﬂy considering the relevant
special case when G is a reﬂexive path G = P :
If P has n vertices, then we can represent the vertices of P by the integers {1, . . . , n} = [n] and connect a and b iff
|a − b|1. In this way we obtain a total order on V (P )= [n]. Hence, if X is a set, then we have a natural partial order
 ′ on the collection of all vertex maps f : X → P , namely by putting f1 ′f2 iff f1(x)f2(x) holds in V (P ) = [n]
for all x ∈ X. In [5, Theorem 2] it is shown that if H is a reﬂexive graph, U ⊆ V (H) and f : U → P an NE-map,
then there are homomorphisms −,+ : H → P extending f such that for any homomorphism  that also extends
f we have − ′ ′+. By using the SEP of reﬂexive paths and their products, this becomes clear and transparent,
and can further be generalized as we will now brieﬂy do:
Recall that for k ∈ N we have a natural partial order  on Nk given by
a˜b˜ ⇔ aibi for all i ∈ [k].
Since each reﬂexive path onn vertices can be represented by the vertices [n] ⊆ N, we can embed any product of reﬂexive
pathsP1×· · ·×Pk into the inﬁnite reﬂexive gridNk in which two vertices a˜ and b˜ are adjacent iff maxi∈[k]{|ai−bi |}1.
With this notation we have the following.
Proposition 3.15. Let H be a (ﬁnite) connected reﬂexive graph, U ⊆ V (H) and f : U → Nk a NE-map. Then there
are homomorphisms f ;min,f ;max : H → Nk extending f , such that for any homomorphism f extending f we
have f ;minff ;max.
Proof (Sketch). Since H is ﬁnite and connected, then there is an m ∈ N such that f : U → [m]k ⊆ Nk and such that
any homomorphism f extending f has f (x)m˜ = (m, . . . , m) ∈ Nk . By Theorem 3.9 we have that [m]k has the
SEP, so the desired bounding homomorphisms can obtained by letting f ;min be the 1˜-SE f ;1˜ and f ;max the m˜-SE
f ;m˜, where 1˜ = (1, . . . , 1) ∈ Nk . 
When k = 1, Proposition 3.15 is now precisely [5, Theorem 2]. In fact, for k = 1 we can further say the following.
The proof is clear by the deﬁnition of an s-SE given in the proof of Theorem 3.5.
Proposition 3.16. Let H be a (ﬁnite) connected reﬂexive graph, U ⊆ V (H) and f : U → N a NE-map. In this case
all the i-SEs {f ;i : i ∈ N} are totally ordered and form a chain
f ;1 ′f ;2 ′ · · ·  ′f ;i ′ · · · .
Moreover, this listing eventually becomes stationary, that is, for each H there is an N ∈ N that depends on H , U and
f , such that f ;i = f ;N for all iN .
4. On graphs satisfying the USEP
As we saw in the example preceding Proposition 3.10, the product P1 × P2 of two reﬂexive paths on two and three
vertices, respectively, did not satisfy the USEP. By the same token as in that example, we can argue that any reﬂexive
graph that contains the reﬂexive 4-cycle C4 with at most one chord as an induced subgraph does not have the USEP.
Therefore, if G1 and G2 are two connected reﬂexive graphs on two or more vertices and G2 is not complete, then
G1 × G2 does not have the USEP. Since the class of connected reﬂexive graphs has the unique factorization property
w.r.t the product ×, then we have in particular the following observation. (Note that by a prime graph we mean a
connected reﬂexive graph that cannot be written as a product of two graphs, each on two or more vertices and neither
complete. For more detailed information see [14, p. 159] or the original paper [17].)
Observation 4.1. A connected reﬂexive graph satisfying the USEP is either a prime graph or a complete reﬂexive
graph.
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The only fact we used to deduce Observation 4.1 was that if there are two vertices with at least two shortest paths
between them, then the graph cannot satisfy the USEP. This we state more formally.
Lemma 4.2. If G is a connected reﬂexive graph that satisﬁes the USEP, then the shortest path between any pair of
vertices in G is unique.
Proof (Sketch). Assume there are two vertices x, y ∈ V (G) with two different shortest paths P and P ′ between them
of length k=dG(x, y). LetH be the simple reﬂexive path on u0, u1, . . . , uk ,U ={u0, uk} ⊆ V (H) and f : U → V (G)
be given by f (u0)= x and f (uk)= y. In this case mapping H onto either P or P ′ will in both cases yield an s-SE for
s ∈ {x, y}. Hence, there are at least two s-SE’s in G. 
The converse of Lemma 4.2 does not hold since the shortest path between any pair of distinct vertices in an odd
cycle Cm is unique, and it is easy to see that Cm does not have the EP for any m4.
For a more complete description of graphs satisfying the USEP we need the following intuitively obvious theorem.
Theorem 4.3. If G is a reﬂexive Helly graph in which the shortest path between any pair of vertices is unique, then
each cycle of G induces a clique in G.
Proof. Let G be a reﬂexive Helly graph in which shortest paths are unique. Let Cm be a cycle of length m ∈ N. We
will show by induction on m that Cm must induce a clique:
For m = {1, 2, 3} then Cm is a reﬂexive clique, so we may assume m4. If m = 4 and Cm = C4 does not induce a
clique, then there are two opposite vertices of C4 that are not connected with a cord in G. In this case there are at least
two shortest 2-paths between them, a contradiction. Hence we can assume m5. We start by showing that Cm must
have a cord. If
x1 = u0, 1 = (m − 3)/2,
x2 = u(m−1)/2, 2 = 1,
x3 = u(m+1)/2, 3 = 1,
then the closed balls NG1 [x1], NG2 [x2] and NG3 [x3] have pairwise a nonempty intersection, so by the Helly property of
G they have a nonempty intersection. Let v be a vertex in their intersection. Since either v 	= x2 or v 	= x3, we can for
symmetric reasons assume that v 	= x2. Also, we may assume that v /∈ {u0, u1, . . . , u(m−3)/2} since otherwise {x3, v}
is a cord of Cm. Hence, we can assume that v /∈ {u0, u1, . . . , u(m−1)/2}.
Claim 4.4. Let p2, qp and P = (u0, u1, . . . , up) and Q = (u0, v1, . . . , vq) be paths in G satisfying up = vq ,
up−1 	= vq−1 and dG(u0, vq−1)=q −1. In this case the circuit PQ−1 contains a cycle involving at least three vertices
from P .
Proof. We may assume that q2 since otherwise P induces a cycle and we are done. Otherwise, the claim is clearly
true for p = 2 since in that casePQ−1 is itself a cycle. For p3 we proceed by induction as follows:
If u1 ∈ {v1, . . . , vq−1}, then u1 /∈ {v2, . . . , vq−1} since otherwise we have dG(u0, vq−1)< q − 1. Hence u1 = v1
must hold and the claim follows by induction on P ′ = (u1, . . . , up) and Q′ = {v1, . . . , vq}.
Otherwise there is a least index  ∈ {2, . . . , p} such that u ∈ {v2, . . . , vq}, say u = v. (Note that .) If
P = (u0, u1, . . . , u) and Q = (u0, v1, . . . , v) then PQ−1 is a cycle involving u0, u1 and u2. This completes the
proof of the claim. 
Continuing with our proof of Theorem 4.3, let P = (u0, u1, . . . , u(m−1)/2) be a path from u0 to u(m−1)/2 =x2 and
let Q= (u0, v1, . . . , vq) be a path from u0 to vq = x2 where vq−1 = v and dG(u0, vq−1)= q − 1. By Claim 4.4, PQ−1
contains a cycle involving three of the vertices from P . This cycle has at most 2(m−1)/2m−1 vertices and hence
by induction hypothesis this cycle must induce a clique in G. Further, this cycle involves at least three vertices of Cm
which must therefore have a chord, say {u0, uk} where k ∈ {2, . . . , m − 2} and where Cm = (u0, . . . , um−1, u0). By
induction hypothesis the cycles C′ = (u0, . . . , uk, u0) and C′′ = (u0, uk, . . . , um−1, u0) each induces a clique in G.
Therefore, if i ∈ {1, . . . , k − 1} and j ∈ {k + 1, . . . , m − 1} then the four-cycle C′′′ = (u0, ui, uk, uj , u0)also induces
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a clique in G, so ui and uj are connected in G. This shows that Cm induces a clique in G and completes the induction
and the proof.
A graph in which every cycle induces a clique has all its blocks as cliques. By Theorem 4.3 we therefore have the
following:
Corollary 4.5. A reﬂexive Helly graph in which the shortest path between any pair of vertices is unique must be a
block-tree.
ByTheorem 3.5, Lemma 4.2 and Corollaries 3.14 and 4.5 we therefore have the following complete characterization.
Theorem 4.6. A connected reﬂexive graph G has the USEP if, and only if, G is a block-tree.
Algorithmic concerns: Recognition of block-trees is easy: a pair of distinct vertices are in the same block iff they are
adjacent. Hence, by Theorem 4.6, graphs with the USEP can be recognized in O(n2)-time.
Acknowledgments
The authors would like to thank Pavol Hell for helpful comments regarding the names of various types of graph
homomorphism. Also, sincere thanks to Jim Lawrence for his helpful suggestions to improve the introduction of this
article.
References
[1] H. Bandelt, A. Dählmann, H. Schütte, Absolute retracts of bipartite graphs, Discrete Appl. Math. 16 (3) (1987) 191–215.
[2] H. Bandelt, E. Pesch, Dismantling absolute retracts of reﬂexive graphs, European J. Combin. 10 (3) (1989) 211–220.
[3] J. Büki, C. Szabó, Complexity of homomorphisms to direct products of graphs, Inform. Process. Lett. 81 (4) (2002) 175–178.
[4] L. Chen, The necessary and sufﬁcient condition and the efﬁcient algorithms for gradually varied ﬁll, Chinese Sci. Bull. 35 (10) (1990)
870–873.
[5] L. Chen, Random gradually varied surface ﬁtting, Chinese Sci. Bull. 37 (16) (1992) 1325–1329.
[6] L. Chen, Discrete surfaces and manifolds, Scientiﬁc and Practical Computing, Rockville, Maryland, 2004 〈http://www.spclab.com〉.
[7] D. Duffus, W. Poguntke, I. Rival, Retracts and the ﬁxed point problem for ﬁnite partially ordered sets, Canad. Math. Bull. 23 (2) (1980)
231–236.
[8] D. Duffus, I. Rival, A structure theory for ordered sets, Discrete Math. 35 (1981) 53–118.
[9] T. Feder, P. Hell, List homomorphisms to reﬂexive graphs, J. Combin. Theory Ser. B 72 (2) (1998) 236–250.
[10] P. Hell, Rétractions de graphes, Ph.D. Thesis, Université de Montréal, 1972.
[11] P. Hell, Absolute retracts in graphs, Graphs and combinatorics, in: Proceedings of the Capital Conference, George Washington University,
Washington, DC, 1973, Lecture Notes in Mathematics, vol. 406, Springer, Berlin, 1974, pp. 291–301.
[12] P. Hell, J. Nešetrˇil, Graphs and homomorphisms, Oxford Lecture Series in Mathematics and its Applications, vol. 28, Oxford University Press,
Oxford, 2004.
[13] P. Hell, I. Rival, Absolute retracts and varieties of reﬂexive graphs, Canad. J. Math. 39 (3) (1987) 544–567.
[14] W. Imrich, S. Klavžar, Product graphs, structure and recognition, Wiley-Interscience Series in Discrete Mathematics and Optimization,
Wiley-Interscience, NewYork, 2000.
[15] E.M. Jawhari, M. Pouzet, D. Misane, Retracts: graphs and ordered sets from the metric point of view, Combinatorics and Ordered Sets, Arcata
California, 1985, Contemporary Mathematics, vol. 57, American Mathematical Society, Providence, RI, 1986, pp. 175–226.
[16] E.M. Jawhari, M. Pouzet, I. Rival, A classiﬁcation of reﬂexive graphs: the use of “holes”, Canad. J. Math. 38 (6) (1986) 1299–1328.
[17] R. McKenzie, Cardinal multiplication of structures with a reﬂexive relation, Fund. Math. 70 (1) (1971) 59–101.
[18] R. Nowakowski, I. Rival, On a class of isometric subgraphs of a graph, Combinatorica 2 (1) (1982) 79–90.
[19] R. Nowakowski, I. Rival, The smallest graph variety containing all paths, Discrete Math. 43 (2–3) (1983) 223–234.
[20] R. Nowakowski, P. Winkler, Vertex-to-vertex pursuit in a graph, Discrete Math. 43 (2–3) (1983) 235–239.
[21] E. Pesch, Products of absolute retracts, Discrete Math. 69 (2) (1988) 179–188.
[22] E. Pesch, Retracts of graphs, Mathematical Systems in Economics, vol. 110, Athenäum Verlag GmbH, Frankfurt am Main, 1988.
[23] E. Pesch, Minimal extensions of graphs to absolute retracts, J. Graph Theory 11 (4) (1987) 585–598.
[24] E. Pesch, W. Poguntke, A characterization of absolute retracts of n-chromatic graphs, Discrete Math. 57 (1–2) (1985) 99–104.
[25] N. Polat, Retract-collapsible graphs and invariant subgraph properties, J. Graph Theory 19 (1) (1995) 25–44.
[26] A. Quilliot, An application of the Helly property to the partially ordered sets, J. Combin. Theory Ser. A 35 (2) (1983) 185–198.
[27] A. Quilliot, A retraction problem in graph theory, Discrete Math. 54 (1) (1985) 61–71.
