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Abstract 
When the first terms of a sequence are given, a method which gives an approximation of the following ones is called 
a prediction method. Such methods have already been studied by Allan, Gilewicz, Kiwi, Levin, Prevost, Sidi, Trias, 
Weissmann, etc. 
In this paper, we focus on the E-prediction which has been defined and studied by Brezinski and Redivo Zaglia. 
We obtain a new algorithm generating the E-prediction by using the classical and progressive rules of the E-algorithm. 
The definition of a prediction method being quite weak, we also talk about consistency in order to appraise the spec- 
ifications of the E-prediction. At last, some results of consistency are given for a particular case of the E-predic- 
tion: the Richardson-prediction. 
Keywords: E-prediction; E-algorithm 
0. Introduction 
Let us begin by some definitions. 
We consider the following application: 
p : (si)O<i<N E KN+’ -+ (Si,N)i>O E K” such that S&N = Si, Vi E (0, 1,. . . ,N}, 
where E-6 is a commutative field (generally, K = R or C). 
1. (si)O<i<N is the known finite sequence to be reproduced. 
2. (Si)i>o is a given sequence from which we know the first terms &,SI,. . . ,SN. (Si)i>, is called 
the sequence to predict. 
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3. (SN)+o is the predicted sequence from initial terms S,,, Si,. . . ,SN. 
4. P is called a prediction transformation 
5. An algorithm which generates the sequence (Si,N)i>o from So, Si,. . . ,S, is called a prediction 
algorithm. 
The prediction methods can be applied in several domains, for instance, in econometry, in statistics, 
in the resolution of parabolic problems (see [8]), or in the study of band structure in semi-conductors 
(see [1,13]). 
Extrapolation methods are used to estimate the value of the limit of a sequence (Si)i>o (or its 
anti-limit) from a finite number of terms of this sequence (i.e., So,&, . . . ,S,). In this paper, we use 
extrapolation methods to predict the values of the unknown following terms (i.e., SN+1,SN+2,. , .). 
Such an idea has been exploited in [3] (see [4] for an overview). The E-prediction is based 
on the E-transformation which has been obtained independently in [6] and in [2]. Particular cases 
are Richardson prediction starting from the Richardson extrapolation process, G-prediction from the 
G-transformation, prediction by summation processes, etc. 
We propose here a new algorithm based on the classical and progressive rules of the E-algorithm. 
Due to the weakness of the definition of a prediction method, we will define the consistency 
in column and in diagonal. In [3; 4, Theorem 6.351 a theorem of consistency in column for the 
E-prediction is given. In this paper, for the Richardson prediction (a particular case of the E- 
prediction), we give some results of consistency in column and in diagonal. 
We also consider numerical examples where we discuss the stability of the algorithm and we 
observe the consistency in diagonal. 
1. Algebraic definition of the E-prediction 
We recall the definition of the E-prediction proposed in [3; 4, pp.392-3951. 
Let (Si)O&i<N E K IV+’ be a finite sequence, (g) be a family of N sequences: gi(i) E K, ‘dj E 
{LL.., N}, ‘di E N and (bo,bl, . . . , bN) be the solution of the following linear system: 
&I= bo + hg,(O) + *. . + bvgdO), 
Sl =bo+b,gl(l)+...+bNSN(1), 
SN = b0 + b%(N) + ” ’ + h’gh’(~), 
which admits a solution if and only if 
) 1 Sl(O) . . . &do) 1 
1 s,(l) ... cJN(l) 
#O. (1) 
&v(N) / 
The E-predicted sequence ((sjSi,N)iao, obtained from the finite sequence (Si)a<i<N, defined by 
(qjSi,N = bo + hg,(i) + . . . + b/&V(i), Vi E N, 
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satisfies 
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and so is a predicted sequence. 
We use the notation ((gjSi,N) because each term of this predicted sequence depends on the family 
(g) and on the value of N. 
Obviously, this predicted sequence exists if and only if the condition (1) holds. 
Using Cramer’s formulae, in [3,4], the following is proved. 
Theorem 1. Let (Si)o<i<N E K PJ+’ be a finite sequence and (g) be a family of sequences satisfying 
the condition ( 1); then 
(g$N+i,N = - 
0 1 gl(N+i) ... gN(N+i) 
so 1 Sl(O) ‘.. do) 
SN 1 gl(N) “’ gN 
1 1 91(O) *.. clN(O) 
1 gl(l> ‘-’ gN(l) 
1 h(N) “’ gN(N) 
Remark. In [3,4], the authors compute the terms of the predicted sequence given by the ratio of 
two determinants recursively using the classical rule of the E-algorithm. 
2. Algorithmic definition of the E-prediction 
In this section we will present a new algorithm generating the E-prediction using not only the 
classical rule of the E-algorithm but also the progressive one. 
Let (si)O&i<N E KN+l, andgj(i)EK, KEN, VjE{1,2 ,..., N}. 
We consider the so-called E-array: 
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whose components are given by the classical rule of the E-algorithm, i.e., 
Ef)=Si, ‘diE {O,l)...) N}, 
Ef’ =E;‘, _ $;i’ - $‘I qfi,,k, VkE{1,2,... ,N}, tli~{O,l,..., N-k} 
gk-l,k - gk-l,k 
and the g$ are computed in the q-array of the auxiliary sequences as in the E-algorithm: 
ql;,:=gj(i), ViEbd, VjE{1,2 ,..., N}, 
(ifl) (1) 
(9 (i) gk-1,j - gk-Lj (9 
gk,j = gk-l,j - (i+l) 
gk-l,k - dll,k 
gk-l,k, 
b’iE N, VkE{1,2,.. .,N- l}, VjE{k+ l,k+2 ,..., N}, 
where the gj(i) are (N + 1) auxiliary sequences of K”. 
When the sequence (Si)iao converges, the value Eg’ is an estimation of its limit. 
Now we want to extend the E-array and compute, starting from the known values EhN’, 
E(N--1) EC’) E(o) . Thus, we suppose the equality of all the terms belonging to the column N 
and wk’aiplG,Le irogressive rule of the E-algorithm: 
Ef=Ef’, ‘ViE 31, 
VkE{1,2,... ,N}, ‘di>N-k+l, 
where the g$ are again computed in the q-array, and we obtain the complement of the E-array: 
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We define the E-predicted sequence ( cg) I,N I30 obtained from the finite sequence (Si)O<i<N by @). 
S(E) _ EC’) 
(9) i,N - 0 Y ViE f+J, 
which is a predicted sequence by construction. 
We use the notation ((g~S;~)i~o because each term of this sequence depends on the g-array and 
on the value of N (E indicates that the E-algorithm is used). 
The E-predicted sequence exists when there is no division by zero in the algorithm, that is if and 
only if 
g(i_‘l) # g(il 
k 1,k k ,,k, VkE{1,2 ,..., N}, ViE{O,l,..., N-k}, 
g(“l) _+ g(il 
k 1,k k l,k, ‘dk~{LL. .,N-1}, Vi>N-k+l, 
gtl,,k#O, /fkE{1,2 ,..., N}, W>N-kkl. 
(2) 
3. Equivalence between the algebraic and the algorithmic E-prediction 
We establish in this section that if both algebraic and algorithmic E-predicted sequences exist, 
then they are identical. 
Writing down the expression of Et’ as a ratio of two determinants (see [4, p.56]), it can be proved 
that when the condition (2) is satisfied for the g-array, then the condition (1) is also satisfied. 
From this remark, the following theorem immediately holds, because if the g-array satisfies the 
condition (2) then both algorithmic E-predicted sequence and algebraic E-predicted sequence exist. 
Theorem 2. Let (Si)O<i<N E KN+’ and the g-array satisfy condition (2); then 
(g)Si,N =cg) A$?, Vi E IV. 
Thus, when the algorithmic E-predicted sequence exists, it coincides with the algebraic E-predicted 
sequence. 
Remark. In the algorithmic E-prediction, we equalize the rightmost column. Using the progressive 
rule of the E-algorithm, this gives a very simple method to compute the following terms of the first 
column. The computed terms of this first column are defined as the predicted sequence. 
In this E-prediction, it is possible to equalize the rightmost column to a given sequence (unnec- 
essarily constant), but the connection with the algebraic E-prediction is lost and the expression of 
the predicted sequence as a ratio of two determinants does not hold. For example, if we know the 
limit (or the anti-limit) of the predicted sequence, we may choose to equal the rightmost column to 
an arbitrary constructed sequence converging to the same limit (or anti-limit). 
4. Consistency in column and in diagonal for the E-prediction 
In this section, we will prove some results about the consistency. 
By definition, we have consistency when given a sequence to predict that converges to a limit S, 
then the predicted sequence converges to the same limit. 
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Let (Sb0 be a sequence to predict and PCs, be the E-prediction transformation computed with 
the family (g). 
We can have consistency in column and consistency in diagonal. 
In order to explain the difference between these two properties, let us consider the following 
diagram: 
s N+l 
r ‘m 
_ s m+N 
sequence to predict 
where we define the application tj by t_j((Si)j<i<j+N)= (QOgiGN such that Sj+, = z’, Vi E 
(0, 1,. * * ,N), and by tj(((g(~))&v)igo) = ((g)Si,N,j)iaj such that (g)Sj+i,N,j =(&)) K,,N, Vi E N, in SUP- 
posing that if (g) is the family of the sequences gl(i),g2(i), . . . ,g&i), Vi E N, then (g(j)) is the 
family of the sequences g?‘(i) = g,(j + i), gy)(i) = g2(j + i), . . . , g;)(i) = gN(j + i), Vi E N. 
We say that we have consistency in column for the E-prediction when 
Jl~(g)Sm+N+i,N,m - Sm+N+i = 0 for i and N fixed (3) 
and consistency in diagonal when 
lim (g)Sm+N+i,N,m - LL+N+~ = 0 for i and m fixed. 
N-CC (4) 
The vocabulary used comes from that of extrapolation methods. It seems to be natural to link no- 
tions of acceleration of covergence in column and consistency in column and notions of acceleration 
of convergence in diagonal and consistency in diagonal. 
In short, consistency in column is consistency from a fixed number of terms extracted farther and 
farther, whereas consistency in diagonal is consistency from an increasing number of terms. 
The problems appearing in the proofs, when we use the expressions of the predicted terms as 
ratios of two determinants, are to study the convergence of determinantal expressions 
1. of fixed growth for the consistency in column. 
2. of increasing growth for the consistency in diagonal. 
4.1. Consistency in column for the E-prediction 
The definition of consistency in column is given by the property (3) 
lim (g)Sm+N+i,N,m - Sm+N+i = 0 for i and N fixed. m-CC 
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We begin this section by a lemma giving an equivalent definition of consistency in column for the 
E-prediction. 
Lemma 3. If 
SN+i+m 1 g1(N+i+m) . . . g,(N+i+m) 
S”, 1 g1(m) -** gNtm) 
lim ’ ’ NW 
1 g1(N+m) . . . gN(N+m) 1 
11 
= 0, Vial, m-CC g1(m) .a- gN(m) 1 
1 gl(m+ 1) . . . gN(m+l) 
1 gl(N+m) . . . gN(N+m) 
then the E-prediction computed with the family (g) is consistent in column. 
Proof. It directly comes from Theorem 1. 
First, let us recall the only theorem concerning the consistency of the E-prediction which has been 
proved in [3]. 
Theorem 4. Let (Si)i>o be a sequence to predict converging to S, such that 
?f 
1. limj,, gi+i(j)/gi(j)=O, ViE N, by imposing go(j)= 1, VjE N (in that case, the set {(gi(j))j,N, 
i E N} is said to be a set of asymptotic sequences), 
2. limj,, gL+l)/gi(j)=b, # 1, Vial, h w ere bi # bj for i # j, then the E-prediction computed 
with the family (g) is consistent in column. 
We will give here a preliminary theorem which generalizes the expression of a Vandermonde 
determinant. 
Theorem 5. V(xI,x2,. . . ,x,+~) E Cflf2, ‘v’j > n + 1, 
x’f . . . x1 1 
4 x2” . . . x2 1 
. . 
. .= 
. ( I-I 
J 
5ltl X,“,I x,+1 1 
1 $i<k<n+2 
(Xi -Q) ( a,+o;+,,,z*=i_n-IX;‘X;‘. . .G) . 
. . . 
j 
%+2 x,n+2 . . . x,+1 1 
Proof. This demonstration is given by induction on n. 
use Sylvester’s identity and the expression of Vandermonde determinant to beduce 
x< x’t . . . x1 1 
4 x2” . . . x2 1 
. . . . 
xj+1 XKI . . . . ; 
= n Cximxk) ( )i C Xf’X2a’ . . . x,“;;’ XII+1 l<i<k<n+l al+a2+~~~+cr,+l=j-n-l 1 
4+2 x:+2 . . . &I+1 1 
<l-I *~mBn+lXm)(n*Qp<4~n+*(Xp -xq)> 
’ (n*a,~-,+IXm)(n2gp<qQn+l(Xp --$>> 
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1. For n=O, 
~~~:~=~xl-xz~(~,+~_~~x~). 
2. We suppose that the property is valid for 0, 1, . . . ,n - 1 and we will prove it for IZ. We first 
- n (xi-xk) 
( )C 
C x2a’xy . . .x:+7 
2<i<k<n+2 az+a3+.~~+a.+*=j-n-l 1 
m2an~n+2Xmm 
x cI2enGI+1GM-I 
I$p<qSn+lc?P - 4) 
2qxq<n+*(%J -x,)> 
(nlgi<k<n+2(Xi -xk)) 
=U-I I<k<n+dXk - xn+2)) 
i 
c xyx,a2 . . .x,“;;’ 
I( 
x1 n 
~l+U~+~~~+U,+l=j--n--l 26k<n+l 
(xk - x,+2 )) 
_<~l,i<k,,+2<xi - xk)) 
(b<k<n+2(x1 - xkk)) 
i 
o,+nl+...+a,+i~l--o_,x;‘x~ ‘** 
c x.%) xn+2 (,,,?[.+,‘“I -xk)) 
= (nlgicrk<n+2(xi -xk)) 
(Xl - x,+2) 
x Xl 
H 
c xf’x,al . . .x2;; ar~+az+~~~+a.+l=j-n-1 ) ( - &+2 c x+3a’ . . . x2;; CQ W+~‘.+Ct.+2=j-i?-1 11 
= (nl<i<k$n+2(Xi - xk)) 
(Xl - x,+2) 
(XT” - x,“;;> 
c x?xF . . .xn”;;l 
ccl+Prs+..,+a.+,=j--n-l--a 
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= (lYIl<i<k<n+Z(Xi -xk)) 
(Xl - &+z) 
X c (XI - xn+2)x;‘x;y; c x7x3”’ . . .x2$ 
O$a<j-n-l,al+a,+~=cc a2+or~+..,+a,+l=j-n-l-a )I 
189 
The theorem of consistency in column we give now, concerns the Richardson prediction (i.e. the 
E-prediction computed with the family (g) given by gi(j) =xj, Vi > 1, ‘dj E N). 
Theorem 6. Let (Si)i>o be a sequence to predict converging to S, such that Si = S + alxi + a2xf + 
. . . ,‘v’i E N. If the famiZy (g) is given by gi( j) =x$ Vi 2 1, Vj E N, where (xi)igo is a sequence of 
positive terms strictly decreasing to zero, then the E-prediction computed with the family (g) is 
consistent in column. 
Proof. From S, = S + alx, + a2x,’ + 1. . , V’n E N, we deduce 
SN+i+m 1 XN+i+m . . . XN N+i+m 
s, 1 x, . . . x,N 
S N-l-m 1 XNfm . . . X;+m 
1 x, . . . XN 
1 x,+1 . . . xi;, 
1 XN+m ... Xs+m 
g+l x,N . . . xm 1 
4Cl N XN+m **- XN+m 1 
=(-l)N+laN+lN: P 1 i+ 
T 
m XN N+i+m * ‘. XN+i+m 
x,” . . . x, 
XN m+l *** xm+l 
N 
‘NM ... XN+m 
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+( - ly+‘uN+* 
XN+2 
M x,” . . . & 
N+2 
‘N+m 
N 
xN+m .** XN+m 
&+‘i:m XN +i+m *‘. XNfifm 
1 x,” . . . x, 1 ( 
x:+1 *a* &+I 1 
. . . . . . 
N 
xN+m ’ ‘. XN+m 1 
However, from Theorem 4, Yp E N, 
xP+’ 
m x,” . . . &I 1 
Pf ’ 
XN-MI 
N 
xN+m *** XN+m 1 
O< lim 
1 X{‘,l+m Xc++i+m . . . XN+i+m 1 . Cao+a,+...+ccN+,=p-~ $?X~+I . . *x%Nx?$!v’+i 
m-+ca Xi XE . . . Xm 1 =~~~~~~+~,+...+ola+,=p-~_l X$X2+1 . . ex~+Nx~!~+i 
&m 
N 
XN+m ... XN+m ; 
P+l 
XN+i+m 
N 
‘N+i+m ” ’ XN+i+m 1 
Now, two cases are possible: 
1. If limk_oo x~+~/x~ = 0, then 
c cc0 al UN w+t 
lim ao+al+.~.+u~+~=p-N xmxm+l * * *xm+Nxm+N+i 
X~-N 
m-CC c yoxE’ 
%V W+1 = lim m =O. 
ao+cq+..~+u~+~=p-N-1 m m+l ~e*xm+Nxm+N+i 
m-,oo X~--N-’ 
2. If lim k+oo~k+l/xk # 0, then 34~0 such that xk dkkk+l, and then 
c XaoXa’ UN WI+1 
0 < lim a~+oc~+~~~+a~+~=p-N m m+l * *. Xm+NXm+N+i 
m-+w c xaox@’ 
UN W+i 
c~+a~+.~~+u,v+~=p-N-l m m+l . . exm+Nxrn+N+i 
d lim (p + l)!(p -N - l)!(N + l>!X,p-N 
m-cc (p)!(p - N)!(N + l)! x;$$ 
< lim 
(p + l)Xy 
m*w( p - N)x;;g 
_j@N+i)(p--N- 1 lx, = 0. 
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It is here used that 
#{(wh.~~ ,aq)~Nq such that al +a2+...+aq=p}= (P+4- l)! 
(PY(4 - l)! . 
Then, we can deduce that Yp E N, 
XP+l 
m x,” . . . &?I 1 
P+l 
XNiltl 
N 
XN+m *** xN+m 1 
lim 
XN+i+m 1 
x; x,N . . . x, 1 
=o. Ill-m 
G+m 
N 
‘N+m ‘. . XNim 1 
$+i+m X;+i+m * ** XN+i+m 1 
(This last limit could also be obtained by using the result [7, theorem 21) Consequently, 
SN+i+m 1 XN+i+m .’ * XN N+i+m 
s, 1 x, * * * x,” 
lim 
s N+m 1 XN+,,, ” ’ 
m-cc 1 x, . . . x,” 
1 x,+1 ... XN m+l 
1 xN+m *** Xi+m 
XN+l XN . . . 
m m Xl?l 1 
N+l 
XNim 
N 
xN+m ” ’ XN+m 1 
= (-l)N+laN+l ,hh& I XiIi+m X~+i+m . . . XN+i+m 1 I 
x,” . . . x, 1 
XN m+l ... Xm+l 1 
. . 
N 
XN+m “. XNfm 1 
191 
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= (-l)N+laN+l l n Cxk -xN+i+m) 
m<k$N+m 
= 0. 
4.2. Consistency in diagonal for the E-prediction 
The property (4) establishes the defintion of the consistency in diagonal: 
,llW (gjSm+N+i,N,m - Sm+N+i = 0 for i and m fixed. 
However, an equivalent definition of consistency in diagonal for the E-prediction is given in the 
following lemma. 
Lemma 7. If 
s m+N+i 
&I 
1 gl(m+N+i) .” gN(m+N+i) 
1 s1(m> **’ gNcm) 
1 gl(m+l) “’ gN(m+l) 
1 g1(m+N) ... gN(m + N) 
1 s1(m) *.. gNcm> 
=0 Vial. 
1 gl(m+N) .-. gN(m+N) 
then the E-prediction computed with the family (g) is consistent for the mth diagonal. 
Proof. It directly comes from Theorem 1. 0 
The theorem of consistency in diagonal we prove here concerns 
Theorem 8. Let (Sj)i20 be a sequence to predict converging to S, 
Si=S+alXi+azX,‘+..., Vie N. 
the Richardson predicition. 
such that 
If we assume limi,, (ail”’ = r > 0, and if the family (g) is given by gi(j) =xi, Vi2 1, Vj E N, 
where (xi&, is a sequence of positive terms strictly decreasing to zero, then the E-prediction 
computed with the family (g) is consistent for the mth diagonal (for a good choice of m). 
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Proof. From S, = S + aIxn + u2xi + . . . ,Vn E N, we deduce 
SN+i+m 1 XN+i+m . . . Xi+i+m 
s, 1 x, . . . x,” 
o6 SNfm 1 XN+m “. X;+,,, 
1 x, ... m XN 
1 x,+1 * . . XN m+l 
1 XNfm “. Xi+,,, 
XN+l 
m XN in 
N+l 
XNi, 
N 
‘N+m 
. . . &II II 
. . . 
XN+m 1 
+Wl 1 = (_l)N+luN+l IX%:+m XN N+i+m * ‘. XNfi 
x,” *. . x, 1 
XN m+l ... Xm+l 1 
. . 
N 
XN+m ” ’ XN+m 1 
XN+2 XN . . . 
m m XIII 1 
N+2 
XN+m 
N 
‘N+m ‘. ’ XN+m 1 
+(- 1 )N+laN+2 
XN+2 
N+i+m XN N+i+m . ” XN+i+m l’+ . . . 
XN m . . * x, 1 
XN m+l ... xm+l 1 
N 
xN+m *’ ’ XN+m 1 
193 
N+m 
= (~1)~~’ n (Xk - XN+m+i) * 
k=m 
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c ai c x:x;+, . . * x;+Nx~$I+i 
j>N+l CQ+~I+~~~+C(N+I =j-N-l 
N+m 
n(xk -XN+m+i) 
k=m 
c 
iaN+ 
Now, if we choose m such that x, <r, then xjBN+, aj(( j)!/( j - N - 1 )! )x~-~-’ converges because 
lim++, (Uill’i = Y. Moreover, (l/(N -i- l)!) n~~~(Xk - XN+m+i) converges to zero when N tends to 
infinity. So, we can deduce that 
SN+i+m 1 XN+i+m ’ ’ ’ X$+i+m 
s, 1 x, *.’ x,” 
=o 
1 x,+1 . . . XN m+l 
. . . . . . 
1 xN_tm ” ’ N 'N+m 
for m such that x, < r. 
This whole theorem could also be proved by using the property [ 11, Lemma l(i)]. 
5. Numerical examples 
In this last section, we give four numerical examples concerning the E-prediction. As far as we 
know, the E-transformation can be better used when we know a set of asymptotic sequences on 
which the initial sequence admits an asymptotic expansion. So, we may suppose that for having 
the best (i.e., making the best choice for the family (9)) E-prediction we must use a known set of 
asymptotic sequences on which the asymptotic expansion of the predicted sequence is known (this 
is known for the four examples we consider here). 
We recall that the sequence ((gjSi,N)iao is the E-predicted sequence compu_ted with the family (g) 
from the finite SXplCIlCe (si),<i<N. The E-predicted sequence is written ((gjSi,N)i>O when computed 
with a precision of 25 digits and ( c9) I,N rr~ when computed with a precision of 15 digits. These ,!?. ). 
sequences are computed with the software MATHEMATICA. 
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Our numerical results are given in two arrays (k is the munber of the numerical example): 
&ons,(i,W = - 1 0810 IcqjSi,N - sil, Vi2N + 1 
(if the diagonals of this array converges to infinity, the E-prediction is consistent in diagonal for 
this example) and 
&tabk(i,N) = IcgjSi,N - (g)si,N(, Vi2N + 1, 
(if the numerical values of this array are not too important, we may assume that the algorithm of 
the E-prediction is stable for this example). For the second array, we use the usual notation xEy 
(where x is a real number and y is an integer one) for x x 1OJ. 
5.1. First example 
We consider here that the finite sequence to predict (S.) _ ‘_ I Ocl.+ is given by Si = z;=, l/(j + l)‘, 
ViE{O,l,... , N}. It is well known that when N tends to infinity, & tends to ((2) = in2. 
We give the results of the E-prediction computed with the family (g) (given by gj(i) = (l/(i+ 1)‘) 
corresponding to a set of asymptotic sequences on which the sequence to predict (Si)i>o (given by 
Si = Xi=0 l/(j + 1)2, Vi E N) admits an asymptotic expansion. 
So, the sequence to predict and the set of asymptotic sequences satisfy the conditions of the 
Theorems 6 and 8. 
We obtain 
N=2 N=3 N=4 N=5 N=6 N=l N=8 N=9 N=lO 
i= 3 2.8 
i= 4 2.4 
i= 5 2.3 
i= 6 2.2 
i= 7 2.1 
i= 8 2.1 
i= 9 2.0 
i=lO 2.0 
i=ll 2.0 
Econsl : i= 12 1.9 
i=13 1.9 
i=14 1.9 
i=15 1.9 
i=20 1.8 
i=25 1.8 
i=30 1.8 
i=35 1.8 
i=40 1.8 
i=45 1.8 
i=50 1.8 
4.3 
3.9 
3.7 
3.5 
3.4 
3.4 
3.3 
3.3 
3.2 
3.2 
3.2 
3.1 
3.1 
3.0 
3.0 
3.0 
3.0 
2.9 
2.9 
6.7 
6.2 
5.9 
5.7 
5.5 
5.4 
5.3 
5.2 
5.2 
5.1 
5.1 
5.0 
4.8 
4.8 
4.1 
4.7 
4.7 
4.7 
7.0 
6.5 
6.2 
6.0 
5.8 
5.7 
5.6 
5.6 
5.5 
5.4 
5.3 
5.2 
5.1 
5.0 
5.0 
5.0 
5.0 
8.5 
8.0 
7.7 
7.4 
7.3 
7.1 
7.0 
6.9 
6.8 
6.6 
6.5 
6.4 
6.3 
6.3 
6.2 
6.2 
10.0 
9.4 11.0 
9.1 10.4 12.9 
8.8 10.0 12.2 13.8 
8.6 9.7 11.8 13.1 
8.4 9.5 11.5 12.7 
8.3 9.3 11.3 12.3 
8.2 9.2 11.1 12.1 
7.8 8.7 10.5 11.3 
7.6 8.5 10.2 10.9 
7.5 8.3 10.0 10.6 
1.4 8.2 9.9 10.4 
7.3 8.1 9.8 10.3 
7.3 8.0 9.7 10.2 
7.3 8.0 9.6 10.1 
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and 
Estab, : 
N=2 N=3 N=4 N=5 N=6 N=l N=8 N=9 N=lO 
i=3 0 
i=4 0 0 
i=5 0 0 2 x lo-l6 
i=6 0 0 2 x lo-‘6 2 x lo-l6 
i=7 0 0 2 x lo-‘6 4 x lo-l6 4 x lo-l6 
i= 8 2~10~‘~ 0 2x lo-l6 8x lo-l6 8 x lo-l6 0 
i=9 0 0 2 x lo-‘6 1 x lo-‘5 1 x 1o-‘5 4 x lo-l6 2 x lo-l6 
i=lO 2X lo-l6 2 x lo-l6 2 x lo-l6 1 x lo-l5 1 x lo-l5 1 x lo-l5 6 x lo-l6 0 
i=ll 2X lo-l6 2 x lo-16 4 x lO-‘6 1 x lo-l5 2 x lo-” 1 x lo-l5 1 x lo-l5 6 x lo-l6 0 
i=l2 4X lo-l6 4X lo-l6 4X lo-l6 1 X lo-l5 3 X lo-” 2 X lo-l5 2 X lo-l5 1 x 1O-‘5 0 
i=13 2X1O-‘6 2 x lo-‘6 6x lo-l6 2x lo-l5 4x lo-l5 3 x lo-” 3 X 1o-'5 3 X IO-l5 4X lo-l6 
i=14 4X1O-‘6 0 6 x IO-l6 2 x lo-l5 5 x lo-l5 4 x lo-l5 5 x lo-l5 5 x lo-l5 8 x lo-l6 
i= 15 4 x lo-‘6 2 x 10-16 6 x lo-l6 2 x 10-‘5 5 x lo-‘5 5 x lo-” 7 x 10-15 7 x lo-‘5 1 x lo-l5 
i=20 4X lo-l6 0 8 x lo-l6 3 x IO-l5 9 x lo-l5 1 x lo-l4 1 x 10-14 2 x lo-l4 1 x lo-l4 
i=25 6x lo-l6 0 6 x lo-l6 4 x lo-l5 1 x 10-14 1 x 10-14 2 x 10-14 4 x lo-l4 3 x lo-l4 
i=30 4X lOpI6 0 6 x lo-l6 4 x 10-15 1 x 10-14 2 x 10-14 4 x 10-14 7 x lo-l4 5 x lo-l4 
i=35 4X lOpi6 0 8 x lo-l6 5 x IO-l5 1 x lo-l4 2 x 10-14 5 x lo-‘4 9 x lo-l4 7 x lo-l4 
i=40 4 X lo-l6 0 4 x 10-16 5 x lo-‘5 1 x 10-14 2 x 10-14 5 x lo-l4 1 x lo-l3 1 x lo-l3 
i=45 4 X lo-l6 2 x lo-‘6 6x lo-l6 6x lo-” 1 x lo-l4 3 x lo-l4 6x lo-l4 1 x lo-l3 1 X 1o-'3 
i=50 6x lo-l6 0 8 x lo-l6 6 x lo-l5 1 x lo-l4 3 x lo-l4 7 x lo-l4 1 X lo-l3 1 X 1o-'3 
5.2. Second example 
We consider here that the finite sequence to predict (S) l ogzg,v is given by 5’i = ~~=O(-l)j/(j+ l), 
Vi E {O,l,..., N}. 
It is well known that when N tends to infinity, S, tends to ln(2). 
We give the results of the E-prediction computed with the family (g) (given by gi(i) = (-l)i/ 
(i + 1 )j) corresponding to a set of asymptotic sequences on which the sequence to predict (Si)iaO 
(given by Si = x&0( - l)‘/(j + l), Vi E N) admits an asymptotic expansion. 
We obtain 
Econs;! : 
N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=lO 
i=3 2.5 
i=4 3.0 4.6 
i=5 2.4 co 4.8 
i=6 3.0 4.8 4.7 5.9 
i=7 2.5 5.0 4.5 5.7 7.7 
i=8 3.1 5.4 4.5 5.5 7.6 8.2 
i=9 2.5 4.7 4.4 5.4 7.4 7.8 9.2 
Continued. 
Econs2 : 
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N=2 N=3 N=4 N=S N=6 N=7 N=8 N=9 N=lO 
i= 10 3.3 
i=ll 2.5 
i=12 3.5 
i=13 2.5 
i=14 3.7 
i=15 2.6 
i=20 3.8 
i=25 2.6 
i=30 3.3 
i=35 2.7 
i=40 3.2 
i=45 
i=50 
5.6 4.4 
4.6 4.3 
5.2 4.4 
4.6 4.3 
5.1 4.4 
4.5 4.3 
5.0 4.4 
4.5 4.4 
5.1 4.5 
4.6 4.5 
5.3 
5.3 
5.2 
5.2 
5.2 
5.2 
5.2 
5.2 
5.2 
7.3 7.6 8.8 10.9 
7.2 7.4 8.5 10.5 11.6 
7.3 7.3 8.3 10.2 11.1 
7.2 7.2 8.2 10.0 10.7 
7.3 7.1 8.1 9.8 10.5 
7.2 7.0 8.0 9.7 10.3 
7.4 6.8 7.7 
7.6 6.8 
and 
Estabz : 
N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=lO 
i=3 1 x lo-l6 
i=4 1 x lo-l6 0 
i=5 
i=6 ; ; ;;I;: 
; ; ;;I;; 1 x lo-l6 
1 x lo-l6 3 x lo-l6 
i=7 2 x lo-l6 8 x lo-l6 1 x lo-l6 4 x lo-l6 5 x lo-l6 
i=8 0 1 x 1o-‘5 2 x lo-l6 3 x lo-l6 1 x lo-l5 1 x lo-l5 
i=9 1 x lo-l6 1 x lo-l5 3 x lo-l6 9 x lo-l6 2 x lo-” 3 x lo-l5 6 x lo-l6 
i=lO 1 x lo-‘6 2 x lo-l5 6 x lo-l6 2 x lo-” 4 x lo-” 8 x lo-l5 2 x IO-” 5 x lo-l6 
i=ll 0 2 x 1o-‘5 1 x lo-” 3 x lo-l5 6 x lo-” 1 x lo-‘4 5 x lo-‘5 3 x lo-l5 2 x lo-l5 
i=12 3 X lo-l6 2 x lo-‘5 1 x 10-15 4 x lo-‘5 7 x lo-l5 1 x lo-l4 8 x lo-l5 1 x lo-l4 8 x lo-” 
i=13 1 x lo-l6 2 x lo-l5 2 x lo-l5 4 x lo-l5 6 x lo-l5 2 x lo-l4 1 x lo-l4 2 x lo-l4 2 x lo-l4 
i=14 4 x lo-‘6 2 x 10-15 4 x lo-‘5 4 x lo-‘5 4 x lo-l5 2 x lo-l4 1 x lo-l4 3 x 10-14 4 x lo-l4 
i=l5 3 x lOwI6 2 x lo-l5 5 x lo-” 4 x 1O-‘5 3 X lo-l5 2 X lo-l4 6 X lo-l4 5 X lo-l4 6 X lo-l4 
i=20 1 x lo-l6 3 x lo-l5 6 x lo-l5 1 x lo-l4 6 x lo-l4 6 x lo-l4 1 x 10-l’ 
i=25 8 x 1O-‘6 8 x lo-l5 1 x lo-l4 1 X lo-l4 3 X lo-l3 3 X lo-‘* 
i=30 3 x lo-l6 1 x lo-l4 6 x lo-l4 4 x lO_” 
i=35 6 x lo-l6 1 x lo-l4 6 x lo-O9 
i=40 1 x lo-l3 
i=45 
i=50 
5.3. Third example 
It is also chosen in [ 1 l] in order to illustrate acceleration results (in column and in diagonal) of 
the E-algorithm. 
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We consider here that the finite sequence to predict (Si),<i<, is given by 
1 
j=. (j + 2)[ln(j + 2)]100/99' " ' to, ly-*yN)' 
(For information, So z 0.72, S, M 1.02, & M 1.20, & z 1.33, SA c 1.42, S’s M 1.49, Se ti 1.55, 
s, = 1.60, S, % 1.64, S9 z 1.68, Slo M 1.71 and the limit S can be estimate by S M 99.79.) 
We give the results of the E-prediction computed with the family (g) (given by gl(i)= i.” f(t) dt, 
g*(i)=f(i) and gj(i)=-f’2’-5’(i), Vja3 with f(t)= l/(t + 2)[ln(t + 2)]100’99) corresponding to a 
set of asymptotic sequences on which the sequence to predict 
(Si)i>O given by Si=k 
1 
j=. (j + 2)[ln( j + 2)]100/99 ’ ” E ’ 
admits an asymptotic 
We obtain 
Econsx: 
expansion. 
N=2 N=3 N=4 N=S N=6 N=l N=8 N=9 N=lO 
i=3 2.8 
i=4 2.5 
i=S 2.3 
i=6 2.1 
i=7 2.0 
i=8 2.0 
i=9 1.9 
i=lO 1.9 
i=ll 1.8 
i=12 1.8 
i=l3 1.8 
i=14 1.7 
i=15 1.7 
i=20 1.6 
i=25 1.6 
i=30 1.5 
i=35 1.5 
i=40 1.5 
i=45 1.4 
i=50 1.4 
4.4 
4.0 
3.7 
3.6 
3.4 
3.4 
3.3 
3.2 
3.2 
3.1 
3.1 
3.1 
2.9 
2.9 
2.8 
2.8 
2.1 
2.1 
2.7 
5.9 
5.5 
5.2 
5.0 
4.9 
4.7 
4.7 
4.6 
4.5 
4.5 
4.4 
4.3 
4.1 
4.1 
4.0 
4.0 
3.9 
3.9 
7.4 
7.0 
6.6 
6.4 
6.3 
6.1 
6.0 
6.0 
5.9 
5.8 
5.6 
5.5 
5.4 
5.3 
5.3 
5.2 
5.2 
9.0 
8.5 
8.1 
7.9 
7.7 
7.6 
7.5 
7.4 
7.3 
7.0 
6.8 
6.7 
6.6 
6.6 
6.5 
6.5 
10.6 
10.0 
9.6 
9.4 
9.2 
9.0 
8.9 
8.8 
8.4 
8.2 
8.1 
8.0 
7.9 
7.8 
7.8 
12.2 
11.5 
11.1 
10.9 
10.6 
10.5 
10.3 
9.8 
9.6 
9.4 
9.3 
9.2 
9.2 
9.1 
13.7 
13.1 
12.7 
12.4 
12.1 
11.9 
11.4 
11.0 
10.8 
10.7 
10.6 
10.5 
10.4 
15.3 
14.6 
14.2 
13.8 
13.6 
12.9 
12.5 
12.3 
12.1 
D. Vekemansl Journal of Computational and Applied Mathematics 85 (1997) 181-202 199 
and 
Estab3 : 
N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=lO 
i=3 5 x lo-‘5 
i=4 4 x lo-‘5 1 x 10-14 
i=5 2 x lo-l6 1 x lo-l4 
i=6 3 x lo-‘5 2 x lo-l4 2 x lo-l4 
i=7 5 x 1o-‘5 3 x lo-l4 7 x lo-l4 6 x lo-l4 2 x lo-l4 
i=8 6 x lo-l5 2 x lo-l4 1 x lo-” 9 x lo-l4 8 x lo-l4 8 x lo-l6 
i=9 4 x 1o-‘5 3 x lo-l4 1 x lo-l3 1 x lo-l3 1 x lo-l3 3 x lo-l4 3 x lo-l4 
i=lO 6 x lOpI6 4 x lo-l4 1 x lo-l3 2 x lo-l3 2 x lo--l3 8 x lo-l4 9 x lo-l4 5 x lo-l4 
i=ll 6 x lo-l5 5 x lo-l4 1 x lo-l3 2 x lo-l3 2 x lo-l3 1 x lo-l3 1 X lo-l3 1 X lo-l3 3 X lo-l4 
i=l2 7 x lo-” 6 x lo-l4 2 x lo-l3 3 x lo-l3 3 x lo-l3 2 X lo-l3 2 X lo-l3 4 X lo-l3 1 X 10pL3 
i=l3 7 x lo-” 4 X lo-l4 2 X lo-l3 3 X lo-l3 4 X lo-l3 3 X lo-l3 3 X lo-l3 7 X lo-l3 3 X lo-l3 
i=l4 1 x lo-” 6 x lo-l4 2 x lo-l3 4 x lo-l3 5 x lOpi3 4 X lo-l3 4 X 1O-‘3 1 X lo-‘* 7 X lo-l3 
i=15 1 x lo-l4 7 x 10-14 2 x lo-l3 5 x lo-l3 6 x lo-l3 5 x lo-l3 6 x lo-” 1 x lo-‘* 1 x lo-” 
i=20 1 x lo-l5 7 X lo-l4 3 X lo-l3 7 X lo-l3 1 x lo-‘* 1 x lo-l2 1 x lo-‘* 5 x lo-‘* 6 x lo-l2 
i=25 1 x lo-l4 1 X lo-l3 4 X lo-l3 1 X lo-‘* 1 X lo-” 1 X lo-‘* 2 X lo-‘* 1 X lo-” 1 X lo-” 
i=30 4 X lOpI6 9 X lo-l4 5 X lo-l3 1 x lo-‘* 2 x lo-‘2 2 x lo-‘* 2 x lo-‘* 1 x lo-” 2 x lo-” 
iz35 9 x lo-” 1 X lo-l3 5 X lo-l3 1 X lo-‘* 2 X lo-‘* 2 X lo-‘* 3 X lo-‘* 2 X lo-” 3 X lo-” 
i=40 8 x lO-‘5 1 x lo-l3 6 x lo-l3 1 x lo-l2 2 x lo-‘* 3 X lo-‘* 3 X lo-‘* 2 X lO_” 
i=45 4 X lo-l6 1 x lo-‘3 6 x lo-l3 1 x lo-‘* 3 x lo-‘* 3 x lo-‘* 4 x lo-l2 2 x 10-l’ 
i=50 1 x lo-l4 1 x lo-l3 6 x lo-l3 1 x lo-‘2 3 x lo-‘* 4 x 10-Q 4 x lo-l2 3 x lo-” 
5.4. Fourth example 
This example can also be found in [ 1 l] where an approximation of its limit is given. 
We consider here that the finite sequence to predict (S~)O+QV is given by Si = 
Fj8” t,‘(j + 2)m, b’i E (0, 1,. . .,N}. (For information, So = 0.50, 4 M 0.73, SP M 0.88, & m 
* 9 4 z 1.05, S, M 1.11, S, M 1.16, S, z 1.19, Ss M 1.23, S, M 1.26, S10 z 1.28 and the limit S 
can be estimate by S M 1.86.) 
We give the results of the E-prediction computed with the family (g) (given by gl(i)=h” f(t) dt, 
g2(i)=f(i) and gj(i)= - fQ_‘j(i), ‘dja3 with f(t)=l/(t + 2)m) corresponding to a set of 
asymptotic sequences on which sequence to predict 
Csi)ibO given by Si=k ’ 
i=O (j+2)-’ Vi” 
admits an asymptotic expansion. 
We obtain 
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Econs4 : 
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i=3 3.1 
i=4 2.7 
i=5 2.5 
i=6 2.4 
i=7 2.3 
i=8 2.2 
i=9 2.1 
i=lO 2.1 
i=ll 2.1 
i=12 2.0 
i=13 2.0 
i=14 2.0 
i=15 1.9 
i=20 1.9 
i=25 1.8 
i=30 1.8 
i=35 1.7 
i=40 1.7 
i=45 1.7 
i=50 1.7 
N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=lO 
and 
4.7 
4.3 
4.0 
3.9 
3.7 
3.7 
3.6 
3.5 
3.5 
3.4 
3.4 
3.3 
3.2 
3.2 
3.1 
3.1 
3.0 
3.0 
3.0 
6.3 
5.8 
5.5 
5.3 
5.2 
5.1 
5.0 
4.9 
4.8 
4.7 
4.7 
4.6 
4.5 
4.4 
4.4 
4.3 
4.3 
4.3 
7.8 
7.3 
7.0 
6.8 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 
5.9 
5.8 
5.7 
5.6 
5.6 
5.6 
5.5 
9.4 
8.8 
8.5 
8.2 
8.0 
7.9 
7.8 
7.7 
7.6 
7.3 
7.2 
7.0 
7.0 
6.9 
6.9 
6.8 
10.9 
10.3 
10.0 
9.7 
9.5 
9.3 
9.2 
9.1 
8.7 
8.5 
8.4 
8.3 
8.2 
8.2 
8.1 
12.5 
11.9 
11.5 
11.2 
11.0 
10.8 
10.7 
10.2 
9.9 
9.8 
9.7 
9.6 
9.5 
9.5 
14.1 
13.4 
13.0 
12.7 
12.5 
12.3 
11.7 
11.4 
11.2 
11.0 
10.9 
10.9 
10.8 
15.6 
15.0 
14.5 
14.2 
14.0 
13.2 
12.8 
12.6 
12.4 
12.3 
N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=lO 
i=3 2 x lo-l6 
i=4 2 x lo-l6 6 x lo-l6 
i=5 2 x lo-l6 8 x lo-I6 6 x lo-l6 
i=6 2 x lo-l6 1 x lo-l5 1 x 10-15 4 x lo-l6 
i=7 4 x lo-‘6 1 x lo-l5 2 x lo-‘5 1 x lo-‘5 2 x lo-l6 
i=8 4 x lo-‘6 1 x lo-l5 3 x 10-15 2 x lo-l5 0 6 x lo-l6 
i=9 2 x IO-‘6 1 x 10-15 5 x 10-15 4 x 10-15 4 x 10-16 1 x lo-l5 4 x lo-l4 
i=lO 4 X lo-l6 2 X lo-l5 5 X lo-l5 5 x lo-l5 6 x lo-l6 2 x lo-l5 1 x lo-‘5 2 x lo-l6 
i=ll 4 x lo-‘6 2 x lo-‘5 7 x lo-‘5 7 x lo-l5 1 x lo-l5 4 x lo-‘5 4 x lo-‘5 1 x lo-l5 0 
i=l2 2 x lo-‘6 2 x lo-l5 8 x lo-l5 8 X lo-l5 2 X lOpI5 6 X lo-l5 7 X lo-l5 4 X lo-l5 2 X lo-l6 
i=l3 2 X 1O-‘6 2 X lo-l5 9 X lo-l5 1 x lOPI4 3 x lo-l5 9 x lo-l5 1 x lo-l4 7 x lo-l5 8 x lo-l5 
i=14 4 X lo-l6 2 x lo-l5 1 x lo-l4 1 x 1op’4 3 x lo-l5 1 x 10-14 1 x lo-l4 1 x lo-l4 2 x lo-l5 
i=1.5 6 x lOpI6 3 x lOpI5 I x lo-l4 1 x 1o-‘4 4 x IO_‘5 1 x lo-l4 2 x lo-‘4 1 x lo-l4 4 x lo-‘5 
i=20 4 X lOpI6 3 X lOpI5 1 x 10-14 2 x 10-14 g x 10-15 2 x lop’4 5 x lop’4 5 x lo-l4 2 x lo-l4 
i=25 6 x lo-l6 3 x lo-l5 1 x lo-l4 2 x 10-14 1 x 10-14 3 x 10-14 9 x lo-l4 1 x lo-” 5 x lOPI4 
i=30 6 x lo-l6 4 x lo-l5 1 x 10-14 3 x 1or14 1 x lop’4 4 x lo-l4 1 x lo-‘3 1 x lo-l3 9 x lo-l4 
j=35 6 x lo-l6 4 x lo-l5 2 x lo-l4 3 x lo-l4 2 x lo-l4 5 X lo-l4 1 x 10-13 2 x lo-l3 1 x lo-l3 
i=40 6 x lo-l6 4 x lo-l5 2 x lOpI4 4 x lo-l4 2 x lo-l4 6 x lo-l4 1 x lo-l3 2 x lo-l3 1 x lo-l3 
i=45 8 x lo-l6 4 x lOpI5 2 X lOpI4 4 X lo-l4 2 X lo-l4 7 X lo-I4 2 X lo-I3 3 X lo-l3 
i=50 6 x lo-l6 4 x 1O-‘5 2 x IO-l4 4 x IO-l4 2 x lo-l4 7 X lo-l4 2 X lo-l3 3 X lo-l3 
5.5. 
1. 
2. 
3. 
4. 
5. 
6. 
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The arrays Econsj(i, n), ‘rfj E { 1,2,3,4} indicate the number of exact digits between the predicted 
sequence and the sequence to predict. 
It is unnecessary to estimate the array 
E’consj(i,N)= -log,, I(g)Si,N - Sil S, , VjE{1,2,3,4}, 
I 
because for each example, E’consj(i,N) is not so far from Econsj(i, N). 
The E-prediction gives very good results but uses the knowledge of a set of asymptotic se- 
quences on which the sequence to predict has an asymptotic expansion. 
The array Estabj(i,N), Vj E { 1,2}, gives information on stability of the E-prediction because 
it evaluates the error due to the accuracy of the machine. 
Consistency: On the arrays Econsj(i,n), lfj E { 1,2,3,4}, it is impossible to see whether the 
E-prediction is consistent in column (in order to observe consistency in column, one should 
consider the sequence So,&, . . . ,&, then the sequence &,&, . . . ,SN+,, then . . ., and we only 
consider here the first one). However, we can note on them that the E-prediction seems to 
be consistent for the 0th diagonal. We may ensure that for the first example because, by 
Theorems 6 and 8, the E-prediction is consistent in column and in diagonal (for this example, 
the E-prediction becomes the Richardson prediction). We will generalize Theorems 6 and 8 (in 
a paper to appear) with regard to the paper of Mortreux and Prevost [9] in order to guarantee 
the consistency in column and in diagonal for the second example. 
Stability: The E-prediction seems to be less stable for the second example than for the other 
ones (in accordance with the arrays Estabj(i,n), Vj E { 1,2}). The reason probably consists in the 
behaviors of the sequences: the second considered sequence oscillates around its limit whereas 
the other ones are monotonic. The three other examples may approximatively be ordered from 
more stable to less stable as Examples 1, 4 and 3. Moreover, they may be ordered from quickly 
convergent to slowly convergent in the same order. One could probably link the stability of 
the algorithm and the speed of convergence. 
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