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Abstract
In this paper the LASSO and LARS estimators to ﬁt auto-regressive time series models as well as OLS are compared.
LASSO and LARS are two widely used methods to tackle the variable selection problem. To this end we used 4,004
diﬀerent time series taken from the M1 and M3 time series competition. As expected, the experiments corroborates that
LARS and LASSO derive models that outperform OLS models in terms of the mean square error. It is well known that
LARS and LASSO behave similarly; however, the results obtained highlight their diﬀerences in terms of forecasting
accuracy.
c© 2011 Published by Elsevier Ltd.
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1. Introduction
The variable selection problem arises in many practical situations when, out of a set of variables involved
in a problem, a subset of variables which best represents the problem need to be chosen . Methods which
face this problem are known as variable selection methods This paper performs a comparison among ordi-
nary least squares (OLS), least absolute shrinkage and selection operator (LASSO) [1] and the least angle
regression (LARS) [2]. These methods were applied to the prediction of 4,004 diﬀerent time series taken
from the M1 and M3 time series competition (see [3, 4]) using a linear model. A 5-order auto-regressive
model was implemented to initialize each of the time series forecasting models. The principal idea is to
create accurate predictive models with interpretable or parsimonious representations. LASSO, proposed by
Tibshirani [1], is a popular technique of variable selection. It is an OLS- based method which uses 1-norm
penalty on the regression coeﬃcients and it tends to produce simpler models. LARS, proposed by Efron,
Hastie, Johnstone and Tibshirani[2], is a method that can be viewed as a vector-based version of lasso to
accelerate the computations. LARS proceeds in the equiangular direction and the most correlated variable
with the current residual. In each stage a variable is added to the active set, so this process could continue
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until all variables have been added. A characteristic of LARS is its computational eﬃciency, the algorithm
requires the same order of computations as OLS. Both LARS and LASSO produce simpler models and
therefore more easily interpretable. The selection of the best subset of variables becomes a fundamental
task to avoid over-ﬁtting, but it is diﬃcult to ﬁnd the best subset especially when there exist many variables.
To face this problem the tuning parameters of LASSO and LARS for 4,004 diﬀerent time series have been
chosen. The tuning parameter for LASSO is a constant t which constraints the 1-norm for the coeﬃcients
whereas for LARS is k, the number of vectors which will appear in the resulting model. A 5-fold cross-
validation process have been used. This is a popular method for error forecasting as well as to compare
diﬀerent models in machine learning.
This paper is organized as follows. In section 2, the related work to LASSO and LARS are revised. In
section 3, the regression models are introduced. The formulation of OLS, LASSO and LARS for time series
are described in section 4. The results are presented in section 5. Finally, section 6 closes this paper with
some ﬁnal conclusions.
2. Related work
Currently, variable selection methods have been applied on several ﬁelds, e.g. pattern classiﬁcation [5]
and imaging study [6]. To select the best variables subset is not an easy task, and when the number of
variables is large, the task becomes computationally infeasible, because the total number of the variable
subsets grows exponentially. Methods such as backward selection and forward selection are used for subset
selection. However, these kind of greedy algorithms are known to have poor performance. OLS is a method
to estimate all the regression coeﬃcients to ﬁt data. However, the interest is in obtaining a subset of coeﬃ-
cients which best represents the problem, OLS fails in this approach. Therefore, a review of the alternatives
which are based on OLS is undertaken. The ﬁrst model is ridge regression [7]. Ridge is the oldest method of
penalty and is not considered a variable selection method. This method consists of a constant nonnegative
that controls the compensation between the ﬁt model and the data, subject to the 2-norm. The quadratic
2-norm induces a contraction towards zero, but never becomes zero. LASSO is a new technique for variable
selection. It uses the 1-norm in the model ﬁtting criterion. If it applies a soft-threshold, LASSO will shrink
the norm and select the variables simultaneously. LASSO contains the sum of absolute values subject to a
positive upper bound t. The solution to this problem involves reducing exactly to zero some coeﬃcients.
Other related works are LASSO- Bayesian [8] and ELASTIC NET [9] two new methodologies that are used
principally in economy. However, the strategies most known for selecting the best subset of variables are
stepwise methods, where the methods select the best model sequentially including or excluding one vari-
able at each step. The main method is LARS, which combined with supervised learning techniques is very
powerful in terms of performance and accuracy. The Annals of Statistics has dedicated 92 pages about this
topic [2]. The paper was followed by a debate about advantages and disadvantages of LARS [10].
3. Regression methods
This section describes the regression models used in this work: the linear model as well as two variable
selection methods are presented. Speciﬁcally, LASSO and LARS will be discussed.
3.1. The linear model
The linear regression model is commonly used for analysis of the relationships between a response and
explanatory variables. The input of the model has n instances of a process described by p variables. We
deﬁne the matrix X ∈ Rn×p representing the p variables for n samples, and y ∈ Rn representing the values
of the response. The following equation shows this formulation.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x11 . . . x1p
... . . .
...
xn1 . . . xnp
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
β1
...
βp
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y1
...
yn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
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Equation 1 can be paraphrased as: ﬁnd the best set of regression coeﬃcients β j and obtain yˆi, the
estimated response values. Sections 3.2 and 3.3 show how to obtain the coeﬃcients β j with LASSO and
LARS which are based on OLS expressed as
β = (X′X)−1X′y (2)
However, the matrix X′X may be singular leading to the use of iterative algorithms [11, 12]. OLS
has two main drawbacks: Firstly, it violates the principle of parsimoniousness, and secondly, it derives
over-ﬁtted models. These reasons justify the use of variable selection methods.
3.2. LASSO
LASSO [1] is a constrained version of OLS. It minimizes the residue, subject to a constraint deﬁned
by the coeﬃcients 1-norm bounded by a constant t i.e.
∑p
j=1 |β j| ≤ t. LASSO is deﬁned by the following
equation.
minimize
β j
n∑
i=1
(yi −
p∑
j=1
Xi jβ j)2
subject to
p∑
j=1
|β j| ≤ t
(3)
where t is a non-negative tuning parameter. An implementation, called LASSO-pure, using an optimization
solver in python-scipy [13] was used to solve this model. This is not a real variable selection model as they
tend to ﬁnd nonzero values for all the β j’s. If equation 3 is solved with a soft-threshold, LASSO does shrink-
age and automatic variable selection simultaneously. LASSO will set some variables to zero depending on
the threshold. If LASSO is started with t = 0 and then t is increased , some of the coeﬃcients returned
by LASSO will be nonzero, one at a time. On the other hand, LASSO-pure will return all the coeﬃcients
with a nonzero value. The tuning parameter t can be determined by the cross-validation. Equivalently 3 is
seen as a minimization problem where the objective function is penalized with a weighted 1-norm of the
coeﬃcients β j [14].
f (β j) =
n∑
i=1
(yi −
p∑
j=1
Xi jβ j)2 + λ
p∑
j=1
|β j| (4)
where λ is a nonnegative tuning parameter. The solution of 3 and 4 is a one-to-one correspondence between
λ and the upper bound t. It coincides with the soft thresholding in [15] and it is known as “basis pursuit”.
3.3. Least Angle Regression
Least angle regression [2] is a new model selection algorithm and can be viewed as a vector-based
version of stagewise that accelerates the computations. Only p steps are required for the full set of solutions
equal to OLS, where p is the number of covariates. LARS works as follows. It starts by setting all the
coeﬃcients β to zero and ﬁnds the covariate most correlated with the response. Then, it takes the largest
possible step in the direction of this covariate until another covariate has as much correlation with the current
residual. At this point, LARS proceeds in the equiangular direction between the two predictors until a third
variable has as much correlation with the residual as this one. The process continues until the k-th covariate
is incorporated into the model, i.e., βk. If k = p then the OLS model will be obtained The idea is to select
k in order to obtain a simpler and more general model. In this contribution, a cross-validation technique to
determine the number of covariates included in the model was used.
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4. Variable selection for time series
A time series is a sequence of measurements taken in equally space time intervals, for instance, one
can measure the wind speed daily or hourly, and the sequence of these measurements is a time series, more
speciﬁcally, these are two examples of univariate time series.
One of the most traditional techniques used to forecast the next values of a time series is an auto-
regressive (AR) model (see [16]). This model have the following form:
yt =
p∑
i
βiyt−i (5)
where, yt is measurement of the series at a time t, and {β1, β2, ..., βp} are the auto-regression coeﬃcients that
need to be identiﬁed. In order to identify these coeﬃcients one can solve the system of equations shown
in Equation (1) where the ﬁrst column corresponds to the ﬁrst n − p measurements of the time series, the
second goes from the second measurement to n − p + 1 measurement, and so on. The response vector is the
time series starting from measurement p + 1 until n, where n is the length of the time series.
After the time series has been converted to the system shown in Equation (1) one can use OLS to identify
the coeﬃcients βi; however, this process is likely to produce an AR model that presents overﬁtting [17].
In order to tackle this problem, one can use techniques such as LARS or LASSO that can select a subset
of covariates among all the possible ones. One only needs to decide the number of covariates to include in
the ﬁnal model. In order to free the user from this delicate task, a cross-validation technique in the training
set was performed. Speciﬁcally, a 5-fold cross-validation (CV) is used (see [18]) that works as follows. Let
X and y be split into ﬁve matrices and vectors of equal size. Four of them are joined together and are used
to produce a model (i.e., these are used to identiﬁed βi using LARS or LASSO), while the remaining pair is
used to assess its generalization. That is, the remaining X and the identiﬁed coeﬃcients are used to estimate
the response, namely Yˆ . This process is repeated 5 times, each time leaving out a diﬀerent ﬁfth of X and y.
At the end of this process, we have ﬁve Yˆ that together can be compared against y to assess the generality of
the model. This cross-validation procedure is perform for each possible value of the conﬁguration parameter
of LARS and LASSO. That is, the parameter that sets the number of variables included in the model. This
process is performed with the aim of identifying the value of the parameter that corresponds to the best
generalization.
5. Results
In this section we present the results obtained of forecasting the 4,004 diﬀerent time series. The algo-
rithms presented are LARS, LASSO pure, LASSO soft-threshold, and OLS. We used 5-fold cross validation
and the initialising of auto-regressive equations with order 5 (i.e., p = 5). The 4,004 diﬀerent series time
have a training set and validation set provided by M1 and M3 time series competition. We normalize these
time series in order to have a mean 0 and 1 standard deviation.
Figure 1 shows the number of coeﬃcients diﬀerent from zero that were selected using the cross-validation
for each of the technique tested. It can be seen that LASSO pure has more nonzero coeﬃcients than the other
models whereas the other algorithms have a similar number of coeﬃcients diﬀerent to zero. OLS is not de-
picted in the ﬁgure because OLS always sets all the coeﬃcients diﬀerent to zero for every time series tested.
The number of coeﬃcients selected by each model is related to the quality of the forecast. Table 1 shows
a comparison of the 4 models. The table presents the number of times each model obtained the lowest MSE
in the validation set for 4004 diﬀerent time series. The results show that LARS is the best model for these
data.
On the other hand, Figure 2 complements the information presented in the table. Here, we compare the
accuracy of the models, on the 4004 time-series and in the training and validation sets, using as baseline the
performance of OLS. That is, in each ﬁgure the red line correspond to the error of OLS and the points are
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Fig. 1. Number of non-zero coeﬃcients for each time-series in training set.
Table 1. Comparison of models for 4004 time-series forecasting in terms of the smallest error MSE.
Model Validation
LARS 1726
LASSO pure 1020
LASSO threshold 737
OLS 521
the errors of the other models. In order to facilitate the reading, the time series are sorted according to the
error obtained by OLS. 1
The ﬁrst column of elements in Figure 2 shows the errors in the training set and these are follow, row-
wise, by the ﬁgures of the errors in the validation set. As can be seen from the ﬁgure OLS is the best model
in the training set, as can be corroborated given that almost all the points are above the line, this indicates that
the other models have a higher error. This may be an indication that OLS presents over-ﬁtting. Moreover,
we know that oveﬁtting is present when the model is complex and in this case OLS uses all the covariates
to produce the model. Excessively complex.
Comparing LASSO, LASSO with soft-threshold, and LARS, against OLS on the training set, we can
see, from the ﬁgure, that LASSO is the most similar to OLS, then LARS, and the most diﬀerent is LASSO
with threshold. On the other hand, looking at the validation set, we can see that LASSO with soft-threshold
is the one that presents the most number of points above he OLS line, the second one is LASSO (this can be
corroborated with Table 1), and the best is LARS.
Figure 2 allows us to compare qualitative the performance of the diﬀerent techniques, for example, if
two techniques are very similar then their ﬁgures would be also identical. Using this intuition we can see that
LASSO performs most similar to LARS than to LASSO with soft-threshold. This behaviour is unexpected
given that both LASSO uses an optimization technique and LARS uses linear algebra.
The behaviour of LASSO compared against OLS on the training set caught our attention. As can be seen
from the Figure 2 the majority of the points are on the OLS line, this indicates that both algorithms have a
similar performance on the training set. Based on this one would expect that both algorithms perform similar
in the validation set; however, as seen in the Figure 2, LASSO makes better predictions in the validation
than OLS in almost all the time series tested, in fact LASSO is the second best algorithm.
1This is the reason that makes the OLS error looks as a line.
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(a) Lars training (b) Lars validation
(c) Lasso-threshold training (d) Lasso-threshold validation
(e) Lasso-pure training (f) Lasso-pure validation
Fig. 2. The error MSE obtained from the models in 4004 diﬀerent time series forecasting using LARS, LASSO and OLS in the training
and validation set. Where OLS is taken how reference and the line red is the error MSE.
6. Conclusions
In this paper, we have experimentally compared OLS, LASSO, LASSO with soft-threshold, and LARS
on the problem of time series forecasting. We used 4004 time series taken from M1 and M3 competition.
Our results show that LARS performs the most accurate predictions in the validation set. This is the result
of selecting only the most important variables and the use of a cross-validation to identify the number of
covariates to include. To our surprise the second best algorithm is LASSO; however, being strict LASSO
is not a variable selection algorithm, it only sets a constraint in the sum of the coeﬃcients.The third is a
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version of LASSO with a soft-threshold.
As future work, we will compare these technique against traditional forecasting models such as: the
Exponential smoothing state space model (ETS) (see [19]), the Auto-Regressive Integrate Moving Average
model (ARIMA) (see [20]), and the Exponential smoothing state space model with Box-Cox transformation,
ARMA errors, Trend and Seasonal components (BATS) (see [21]), all of them are found in the forecast
package of R [22].
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