The estimation of carrier frequency offset (CFO) is a challenging issue in uplink orthogonal frequency division multiple access (OFDMA) systems. Many estimation methods have been proposed in the past. However most existing methods are derived under specified carrier assignment schemes (CAS). In this paper, we propose a new blind algorithm exploiting the virtual carriers or un-used subchannels for the estimation of multiple CFOs. Our method can be applied to general CAS. Only one OFDM block is needed to obtain the CFO estimates. In order to reduce the complexity, we derive a closed form formula when the CFO is small and also develop a two-step algorithm for larger CFO range. The proposed algorithms reduce the computational complexity significantly. Numerical simulations are provided to show the effectiveness of the proposed methods.
I. INTRODUCTION
Recently, orthogonal frequency-division multiple access (OFDMA) was proposed for many broadband wireless multiple-access systems [1] , [2], [3] . As a multiple-access version of OFDM, the subcarriers of OFDMA systems are divided into groups and these groups which are also called subchannels are assigned to individual users. However, the OFDMA systems inherit the weakness of being sensitive to carrier frequency offset (CFO) induced by the mismatch between transceiver oscillators or Doppler effect. CFOs lead to the intercarrier interference (ICI) and multiuser interference (MUI) which destroy the subcarrier orthogonality and thus seriously degrade the system performance. These problems are explicitly described in [3] . In order to recover the signals from individual users, we must mitigate the effect of MUI and ICI by estimating and compensating CFO [4] . In uplink OFDMA systems, different users share the same OFDMA block and each user has their own CFO. Besides, the signal received at the base station (BS) is a superposition of all active users in both time and frequency domains. Therefore, The associate editor coordinating the review of this manuscript and approving it for publication was Yunlong Cai . the estimation of multiple CFOs in uplink OFDMA systems is a challenging task.
In the past, many CFO estimation methods have been proposed for OFDM systems [5] - [10] . Though these methods have good performances in OFDM systems, they cannot be applied to uplink OFDMA systems due to the presence of MUI. Therefore, various CFO estimation methods have been proposed for uplink OFDMA systems [11] - [28] . In [11] and [12] , the authors proposed a multiple CFO estimation method under the subband-based CAS. However, it is known that subband-based OFDMA systems are vulnerable to frequency-selective channels. In addition, a filtering operation is needed at the receiver to capture the signal of each individual user. In [13] - [18] , several CFO estimation methods exploiting the special periodic feature in interleaved OFDMA systems are proposed. In [13] , the CFO estimates are obtained by solving a polynomial function. Since the series expansion truncation error is involved, at most half of the subchannels can be used for data transmission. A MUSIC-based blind estimation was proposed in [15] . Based on the same observation in [15] , a blind CFO estimation based on signal parameters via rotational invariance technique (ESPRIT) was proposed in [16] . The ESPRIT method has a lower computational VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ complexity than the MUSIC method. However, both MUSIC and ESPRIT estimators can only work under the interleaved CAS. CFO estimations based on sparse recovery are introduced in [17] and [18] . A pilot-aided tile-structure frequency synchronization method was proposed in [20] and [21] . Both estimators require at least 2 OFDM blocks to estimate multiple CFOs. Moreover, for the reduction of MUI power, centralized pilot tile structure and carefully designed pilot patterns are required in [20] and [21] , respectively. All the above methods [11] - [21] are derived for a particular structure of CAS. In many practical applications, a more flexible and dynamic CAS is required in uplink OFDMA systems. Various CFO estimation methods for uplink OFDMA systems with general CAS have been proposed [22] - [27] . In [22] , the authors estimate the CFOs by utilizing the maximum likelihood (ML) function. To avoid high dimensional search, an alternatingprojection frequency estimator (APFE) with the iterative one dimensional search is proposed. Moreover, the complexity of APFE can further be reduced by utilizing the approximation APFE (AAPFE). Based on the APFE in [22] , a new approach called divide-and-update frequency estimator is introduced in [23] which has nearly the same performance but lower complexity. Another simplified ML method with fast algorithm is also suggested in [24] . But, pilots or training sequences are required in [22] - [24] , which reduce the bandwidth efficiency for data transmission. Recently, the authors in [25] proposed a blind CFO estimation that can be applied to general CAS while the constant modulus constellation are required. Blind CFO estimators [26] , [27] using multiantenna are proposed in uplink OFDMA systems. However, these methods suffer from the limitations that every user must have the same direction of arrival (DOA) and a large number of antennas are needed. Frequency synchronization in OFDMA systems is usually partitioned into an acquisition stage followed by a tracking stage. In the acquisition stage, an initial estimate of the CFO is obtained at the beginning of the transmission. Most of the ICI and MUI are eliminated in the acquisition stage, and many methods are available [11] - [27] for the CFO estimation in this stage. However, due to the estimation errors and/or Doppler shifts, residual carrier frequency offsets (RCFOs) may still be present after the acquisition stage. Therefore, tracking and correcting the RCFO is also an important topic. The authors in [28] proposed an CFO tracking estimator based on the tile-structure of the IEEE 802.16e standard. This method needs at least 3 OFDM blocks and the channel and CFO must remain invariant in this period. However, it is not easy to extend this method to other systems with different CAS. To avoid these limitations, we will propose a CFO tracking method using only one OFDM block for general CAS.
In many OFDMA-based communication systems, some subcarriers are not used for data transmission. These are known as null or virtual carriers (VC). In addition, the OFDMA uplink systems may not be fully loaded, i.e. some subchannels are not assigned to any user. These un-used subchannels can also be viewed as VCs. A VC-based CFO estimation method for single-user OFDM systems has been proposed in [6] and its identifiability issue has been investigated in [7] . However, for multiuser uplink OFDMA systems, the received signal is a superposition of all active users with different CFOs. Due to the presence of MUI, the method proposed in [6] and [7] cannot be applied to the multiuser case. In this paper, we propose a blind CFO estimator based on the VCs in uplink OFDMA systems. The proposed estimator needs only one receive antenna and only one OFDMA block, and it can be applied to general CAS. In order to avoid high dimensional search, an iterative one-dimensional search algorithm is adopted in this estimator. For the case of CFO tracking, we derive a closed form formula without search algorithm and thus the computational complexity is reduced significantly. Based on the success of the method in tracking stage, we further propose a two-step CFO estimator which lowers the complexity. As we will see in the simulation, the performance of the two-step method is very close to the search algorithm. Moreover, our results show that the proposed estimator outperforms many existing methods.
Notation: Boldfaced lower-case letters denote column vectors and boldfaced upper-case letters denote matrices. The symbols (·) † , E(·) and (·) represent the conjugate-transpose, expectation and real-part-taking, respectively; ∅ denotes the empty set; diag{x} denotes a diagonal matrix with diagonal entries of x; ||x|| F denotes the Frobenius norm of x; I denotes an identity matrix; [A] i,j denotes the (i, j)th element of A. If A is invertible, A −1 denotes the inverse.
II. SYSTEM MODEL AND CFO COMPENSATION
Consider an OFDMA uplink system consisting of N subcarriers. These N subcarriers are divided into Q subchannels, each having P = N /Q subcarriers. The length of the cyclic prefix (CP) is L, which is assumed to be no less than the maximum channel order among all users. Suppose there are K active users transmitting simultaneously to the BS. In this paper, we assume that the system is not fully loaded and thus K < Q. Denote q = {ψ q 0 , ψ q 1 , . . . , ψ q P−1 } as the set containing the subcarrier indices allocated to the qth subchannel. To avoid
We define an N × P subcarrier allocation matrix of qth subchannel as
We also define a set containing the indices of all VCs as
Notice that there are (Q − K ) un-used subchannels and each subchannel has P subcarriers. So vc has (Q − K )P elements and let vc = {ψ vc 0 , ψ vc 1 , . . . , ψ vc
Let
, · · · , d k (P − 1)] T be the P × 1 vector containing the data sequence of the kth user. The kth user is then assigned to the kth subchannel, k , for some k ∈ {1, 2, . . . , Q}. After subcarrier mapping, the frequency domain vector s k of kth user is
(2)
Suppose that the signal from the ith user experiences multipath channel h i (n) and let θ i be the normalized CFO of the ith user. Then, the received signal at the receiver after discarding CP can be written as
where 
Then (4) can also be expressed as [4] 
where
and
Notice that there are only K users and i for i ≥ K +1 are the mapping matrices corresponding to the un-used subchannels. The subcarriers on these un-used subchannels can be viewed as null/virtual carriers. Therefore, for i ≥ K + 1 the products 
III. PROPOSED MULTIPLE CFOs ESTIMATOR
In this section, we propose a new CFO estimator for uplink OFDMA systems. Using the VC set vc in (1), we define an P(Q − K ) × N matrix † vc which extracts these VCs. The matrix † vc is given as
By multiplyingŝ in (8) with † vc , we can extract the VCs as z = † vcŝ .
When CFO is perfectly compensated as in (8), the vector z contains only the noise term and its energy ||z|| 2 F should be small. Based on this observation, we propose a new CFO estimation method by minimizing the term ||z|| 2 F . The proposed estimator is as follows. Let i be a variable for estimating θ i . Then, define = [ 1 , 2 , . . . , K ] T be a group of parameters for multiple CFOs estimation. Compute
where ( ) is defined as
Next, calculate
Then the cost function can be formed as
Finally, the multiple CFOs estimateθ = [θ 1 ,θ 2 , . . . ,θ K ] T can be obtained bŷ
The CFO range [−ρ, ρ] depends on the CAS. For interleaved CAS, ρ = 0.5. For subband-based CAS, ρ = P/2. A direct implementation of (15) can be done by an exhaustive search over a K -dimensional space. The K -dimensional search algorithm has a very high complexity. Below, we will introduce several algorithms to reduce the complexity. A discussion on the identifiability issue: To analysis the identifiablity, we consider the noise free condition. Denote the multiple CFOs estimateθ = [θ 1 ,θ 2 , . . . ,θ K ] T , the cost function in (14) can be rewritten as
Clearly, whenθ = θ the cost function becomes
and whenθ = θ the cost function becomes
We can observe that if −1 (θ ) (θ ) is not diagonal, then † vc −1 (θ ) (θ )s is a nonzero vector, and J (θ |θ = θ) will be larger than zero. In this case, the CFO estimate is uniquely identifiable. However, because (θ ) has the complicated form in (6), it is not easy to prove that −1 (θ ) (θ ) is not diagonal whenθ = θ . Therefore, the identifiability issue is still an open problem. In our simulation, we find that the cost function in (15) always gives an unique estimate. 
A. AN ITERATIVE ONE-DIMENSIONAL SEARCH ALGORITHM
A direct implementation of (15) can be done by an exhaustive search over a K -dimensional space which demands high complexity. To avoid K -dimensional search, the iterative onedimensional search method proposed in [14] , [25] can be adopted here to reduce the complexity. The algorithm is as follows: 1) Initialization: Setˆ (0) = [0, 0, . . . , 0] T . 2) For i = 1, 2, . . . , N it times, do the following.
For k = 1, 2 . . . , K , do the following.
(ii) Find the solution ofŵ = arg min
The details of the above algorithm are listed in Table 1. In the above algorithm, the joint estimation of multiple CFOs is solved by iteratively optimizing one CFO of each user. This iterative one-dimensional search algorithm is suboptimal. However, as we will see in the simulation, the performance degradation is negligible when the number of iterations is N it ≥ 3.
B. CFO ESTIMATION IN TRACKING STAGE
In practice, the estimation of CFO is often performed under two different scenarios: acquisition stage and tracking stage.
During the tracking stage, CFOs are usually small. In this case, we will show below that by using a proper approximation, a closed form formula can be derived for the CFO estimate. Therefore, no search algorithm is needed and the complexity can be reduced significantly.
Suppose that the multiple CFOs are small in the tracking stage, the nth diagonal element of E(θ i ) can be approximated as e j 2πθ i N n
The above equation can be rewritten as
with = W W † . Using the above approximation, from (12) and (13) we have
Note that for small CFO θ i , we can apply the approximation for matrix inversion to get
Let θ = [θ 1 , . . . , θ K ] T , then (26) can be rewritten as
where V is a N × K matrix whose ith column vector v i is given by
Then, the cost function can be written as
The least-squares (LS) estimate is given bŷ
(30) In summary, the algorithm for CFO estimation in tracking stage is as follows: (i) Calculate V and compute † vc V.
(ii) Obtain the CFO in (30). Notice that the approximation in (23) will result in performance degradation. Later in the simulation, we will show the effect of CFO range on the MSE performance of the closed form formula.
C. TWO-STEP METHOD FOR CFO ESTIMATION IN ACQUISITION STAGE
One can combine the two algorithms in the previous two subsections to derive a two-step algorithm for CFO estimation in the acquisition stage. The idea is to use the iterative one-dimensional search algorithm to obtain a coarse CFO estimate and then apply the closed form formula in CFO tracking stage to refine the estimate.
Suppose we obtain a coarse CFO estimateθ c k . Let θ k = θ c k +θ f k where θ f k is a parameter for CFO refinement. Ignoring the noise, the received signal in (4) can be expressed as
Using e jθ f i n ≈ 1 + jθ f i n, we can approximate the above equation as
The received vectorr can be rewritten asr
Then, following a similar procedure, we can obtain the LS estimate of the fine CFOθ N as shown in [4] . By applying the one-dimensional search in the coarse estimation, the complexity would be reduced significantly. A detailed analysis of complexity is given below. The details of the two step algorithm are listed in Table 2 . In the simulation, we can see the performance of the two-step estimator is very close to the iterative one-dimensional search algorithm.
D. COMPLEXITY ANALYSIS
In this subsection, we assess the complexity of the proposed methods. A direct implementation of (15) can be done by an exhaustive search over a K -dimensional space. Suppose that there are N v possible CFO values for each k . The dominant computational complexity of J ( ) comes from the calculation of s( ), which requires the computation of −1 ( ). The complexity of the inversion of a N × N matrix is approximately O(N 3 ). Therefore, the overall complexity of the direct implementation is approximately O(N K v N 3 ), which is extremely high.
To avoid high dimensional search, we propose an iterative one-dimensional searches in Sec. III-A. The K -dimensional search is thus reduced to KN it one-dimensional searches. Therefore, the iterative algorithm has a complexity of O(KN it N v N 3 ), which is often much smaller than O(N K v N 3 ), because the numbers K and N it are usually much smaller than N v .
In Sec. III-B, the computational complexity of the closed form formula mainly comes from the matrix multiplication O((Q − K )KP 2 ), O(K 3 ) and O(NlogN ). Because the number of K is in general smaller than P, the overall complexity of the closed form in III-B is O((Q − K )KP 2 + NlogN ) which is independent of N v . It means the computational saving of the closed form formula is even more substantial than the search method with larger N v .
The complexity of the two-step method in Sec. III-C consists of two parts: the coarse estimate and the CFO refinement. In coarse estimate, we approximate the matrix by a banded matrix B with bandwidth τ . The complexity of
). The other dominant complexity comes from the derivation of B (ˆ N τ 2 ) ). In CFO refinement, the dominant complexity comes from the inversion of ( † ) and (θ c ). Notice that ( † ) is K × K and (θ c ) is N × N . As N is usually much larger than K , the dominant complexity comes from the inversion of (θ c ). Thus, the complexity of the refinement is approximatelyt O(N 3 ). Combining complexities of coarse estimate and CFO refinement, the complexity of two step method is thus O(KN it N c v (PNlogN + N τ 2 ) + N 3 ). We summarize the complexities of the above algorithms in Table 3 .
IV. SIMULATION RESULTS
In this section, Monte-Carlo simulations are carried out to show the performance of the proposed estimators. We consider an OFDMA system with N = 1024 and CP length L = 32. We divide the subcarriers into Q = 8 disjoint subchannels and thus each subchannel contains 128 subcarriers. Only one OFDMA block is employed for CFO estimation. The modulated symbols are QPSK. The CFOs are generated as independent random variables uniformly distributed in [−ρ, ρ]. The channel order of each user has the same length and is assumed to be L ch = 24. The channel taps are independent and identically distributed (i.i.d) complex Gaussian random variables with normalized variance L ch i=0 E{|h k (i)| 2 } = 1, for all k. The SNR per user is assumed to be equal. The 
MSE of CFO estimation is defined as
whereθ (i) k is the estimated CFO of the kth user at the ith Monte Carlo trial and M c = 1000 denotes the total number of Monte-Carlo trials. Fig. 1 plots the MSE for CFO estimation of the proposed method implemented by K -dimensional search, iterative onedimensional search and two-step method. Two different CASs are considered: interleaved and random (the subcarriers of each user are randomly selected). The number of the iteration is N it = 3, ρ = 0.5. The search range is set as θ i ∈ [−0.5, 0.5]. The search point for the multidimensional and one-dimensional search is N v = 100 whereas the search point for the coarse estimation in the two-step method is N c v = 10. For simplicity, the bandwidth of the banded matrix are selected as τ = 20. We can observe that the curves for the iterative one-dimensional search are indistinguishable from those of K -dimensional search. In addition, the performance of the two-step methods is very close to the search algorithm. In other words, accurate CFO estimates can be obtained using the two-step algorithm at a relatively low complexity.
In Fig. 2 and Fig. 3 , we investigate the effect of CFO value on the MSEs of one-dimensional search, closed form, and two-step algorithms. We set SNR = 12 and K = 5 under interleaved and random CAS, respectively. Note that the curves of the two-step and the one-dimensional search algorithms are almost the same over the whole range of CFO. Also notice that the performance of the closed form formula is very close to the search method when the CFO range is small. It can be seen that for ρ ≤ 0.1, the MSE increases only slightly when we use the closed form formula to obtain the CFO estimate. In tracking stage, the residual CFO is usually small and the closed-form formula can be adopted without much performance loss.
Next, we compare our method with six existing CFO estimators: AAPFE estimator [22] , CM estimator [25] , SR- CFO estimator [18] , MUSIC estimator [15] , ESPRIT estimator [16] and TS-M-BCS estimator [17] . Notice that AAPFE is a pilot-based method whereas all the other methods are blind estimation methods. Also notice that only AAPFE, CM and the proposed method can be applied to general CAS and the others only work for interleaved CAS. In these comparisons (Figs. 5, 6, 7) , the proposed estimator is implemented by the two-step method. The truncating order of the Neumann series in AAPFE estimator is set to M = 1 and the grid interval of methods using the search algorithm is set to 0.01. Fig. 4 shows the performances of AAPFE, CM and our proposed method for general CAS. Due to the fact that pilots are used in AAPFE, AAPFE has the best performance. On the other hand, our proposed method outperforms the CM estimator. In Fig. 5 , all algorithms are implemented under the interleaved CAS. We can clearly see that the proposed method outperforms all other blind estimators.
In Fig. 6 , we plot the MSE versus the number of active users. It can be seen from the figure that the performances of most estimators degrade when the number of active users increases. The proposed method has the best performance for K ≤ 6. For K = 7 CM has the best performance but its complexity is much higher than the proposed method as we will show below. A comparison of the dominant complexity for all above methods is given in Table 4 . Because the convergence of TS-M-BCS is not always the same for each simulation, its complexity is not listed in Table 4 . We adopt the same parameter settings as in the simulation in Fig. 5 . Note that K = 800 is the sampling grid for SR-CFO in [18] and N c = 2 is the cycle for AAPFE in [22] . We can observe that both MUSIC and ESPRIT have much lower complexity but they can only be applied to interleaved CAS. Our method outperforms SR-CFO and CM with a lower complexity. Though the AAPFE has the best performance, training sequences are needed and it has a higher complexity than the proposed method.
Finally, Fig. 7 illustrates the results of the bit-error-rate (BER) for various methods under the interleaved CAS. The channels are assumed to be known at the receiver and zeroforcing one-tap equalizers are used in all cases. The ''Perfect'' curve in the figure represents the case that the normalized CFO is known perfectly at the receiver. From Fig. 7 , we can observe that the proposed method outperforms most existing methods and it is very close to the perfect case where all CFOs are known perfectly at the receiver.
V. CONCLUSION
In this paper, a novel estimation of CFO in uplink OFDMA systems is proposed. This estimator can obtain the estimate of multiple CFOs under any kinds of CAS using only one OFDMA block. In addition, we derive a closed form formula for CFOs without using any search algorithm at the tracking stage, which greatly reduces the computational complexity. Based on the closed form formula, we further develop a twostep algorithm at the acquisition stage. Simulation results show that the proposed estimator performs well and outperforms most existing estimators.
