Abstract. In this paper, we study operator-theoretic properties of the compressed shift operators S z1 and S z2 on complements of submodules of the Hardy space over the bidisk 
1. Introduction 1.1. Motivation. The Hardy space on the disk H 2 (D) has played a prominent role in developing both function and operator theory over the past century. Of particular importance are its shift-invariant subspaces, which (as proved by Beurling in [10] ) are always of the form θH 2 (D) for an inner function θ. Indeed, the model theory of Sz.-Nagy-Foias [29] shows that every completely non unitary contraction is unitarily equivalent to the compression of multiplication by z on some K θ ≡ H 2 (D) ⊖ θH 2 (D), as long as θ can be operator-valued.
We are interested in generalizations of one variable Hardy space theory to the Hardy space over the bidisk H 2 (D 2 ). Substantial progress in this direction has been made by W. Rudin, R.G. Douglas, M. Gadadhar, R. Yang and many others [18, 16, 17, 22, 27, 31, 32] , who often frame the important problems in terms of Hilbert submodules. In our situation, a Hilbert submodule M in H 2 (D 2 ) is a subspace that is invariant under multiplication by the two
, we are particularly interested in the compressed shift operators:
where P θ denotes the projection onto K θ and θ is inner. The case of general analytic contractions θ is quite involved even when we consider functions of only one complex variable. See for example [15, 25] , which concerns Clark theory in the general situation, and the references therein. The literature already contains a variety of results concerning commutators of S z 1 , S z 2 and their adjoints, as these operators are crucially related to both θ and the structure of K θ . For example, [18, 21, 22, 31, 32] contain interesting results concerning the behaviors of the commutators [S z 1 , S 1.2. Main Idea. Our method of approach is the following: we disentangle the separate behaviors of S z 1 and S z 2 using canonical decompositions of K θ into z 1 and z 2 invariant subspaces.
The existence of such decompositions follows immediately from the existence of Agler decompositions. Specifically, in 1990 [2] , J. Agler showed that every analytic contraction θ on the bidisk can be decomposed using two positive kernels K 1 , K 2 : D 2 × D 2 → C as follows:
In [1] , Agler used these kernels to generalize the classic Pick Interpolation Theorem to two variable and in the interim, this kernel formula has been used frequently to both generalize one variable results and address strictly multivariate questions on the polydisk as in [3, 4, 5, 6, 7, 9, 23] .
In this paper, we study the connection between Agler kernels of θ and the operators S z 1 , S z 2 on K θ . Indeed, the question driving the majority of this paper is:
What do the Agler decompositions of θ imply about the operators S z 1 and S z 2 on K θ ?
Notice that the formula defining Agler decompositions can be rewritten as follows:
which is equivalent to a decomposition of , respectively, where H(K) denotes the reproducing kernel Hilbert space with reproducing kernel K. We call these spaces Agler subspaces of θ and the pair (K 1 , K 2 ) Agler kernels of θ. Although these kernels (Hilbert spaces) are rarely unique, each θ does possess two canonical decompositions [12] .
Namely, define S ) are reducing for S z 2 . For details, see Proposition 2.2. Further, interestingly, the essential normality of S z 1 and S z 2 has a simple characterization in terms of the structure of φ and ψ, see Proposition 2.3. We are also able to study the spectrum of S z 1 and S z 2 . The results in this section provide motivation for the sections to come, where we obtain analogues of both the essential normality result and the reducing subspaces result for more general inner functions.
First, in Section 3, we obtain the following generalization of Proposition 2.3. The most surprising outcome is that our generalized arguments now characterize finite rank, rather than compactness, of the commutator. Specifically, we use Agler decompositions of θ to establish:
has rank n if and only if θ is a rational inner function of degree (1, n) or (0, n).
Observe that this result complements the Guo and Wang result from [20] discussed earlier. In fact, Theorem 1.1 together with Guo-Wang's result implies that if S z 1 and S z 2 are simultaneously essentially normal, then the two commutators are actually at most rank one! Second, in Section 4 we study when Agler subspaces are reducing for either of the compressed shifts. First, we determine conditions for the Agler subspaces
to be reducing for the compressed shift operators in terms of the kernels K 1 and K 2 , see Theorem 4.1. A subtle relationship (see Theorem 4.2) between properties of the kernels and the properties of θ allows us to conclude that, if θ is rational inner, then the products in Section 2 are the only inner functions with Agler subspaces as reducing subspaces:
Then θ has a pair of Agler kernels
such that the associated Agler spaces
are reducing subspaces for S z 1 if and only if θ is a product of one variable inner functions.
At the end of both Sections 3 and 4, we include related open questions. The authors are currently investigating the situation where θ is matrix-valued. Results in this setting will appear in a later publication.
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A First Example
In this section, we consider θ(z) = φ(z 1 )ψ(z 2 ), for one variable inner functions φ and ψ, and the compressed shift operators S z 1 and S z 2 on K θ . Even in this simple situation, there is much to be said.
2.1.
Agler decompositions of θ. Before examining S z 1 and S z 2 , we obtain nice formulas for the shift-invariant subspaces S . First, observe that by adding and subtracting ψ(z 2 )ψ(w 2 ) in the numerator, one obtains:
and
In particular, the spaces S . Then we can write S z 1 as a block operator:
Now, we simply study each of these operators separately. First since M is invariant under multiplication by z 1 , we have
, we can conclude
. It is easy to show that the second piece of the sum is orthogonal to N , so
Since linear combinations of elements of the form (f (z 1 ) ⊗ ψ(z 2 )g(z 2 )) are dense in N , we have
. The formula for S z 2 holds by analogy and the third statement follows immediately from the expressions for S z 1 and S z 2 .
2.3. Characterizing essential normality. In this particular situation, it is not hard to study the essential normality of S z 1 and similarly, of S z 2 . The result is the following: are reducing for S z 1 , the commutator [S *
are compact. Thus, we can study those restricted operators separately.
. Using the formulas from Proposition 2.2, we have:
are reducing for S z 1 , we can conclude:
Now, we show this operator is compact iff ψ is a finite Blaschke product. First, if ψ is not a finite Blaschke product, then K 2 ψ is infinite dimensional and one can choose an infinite orthonormal basis {f n } of K 2 ψ . Then the sequence {f n ⊗ 1} is bounded in S max 1 but the sequence
does not have a convergent subsequence. Similarly, if ψ is a finite Blaschke product, then K 2 ψ is finite dimensional. This implies S *
is finite rank and hence, compact.
. Using the formulas from Proposition 2.2, we have
where the last formula uses the fact that K 1 φ is invariant under Tz 1 . Again, since S min 2 is reducing for S z 1 , we can write:
φ, which, by uniqueness, implies that
≡ 0, and so is clearly compact. Now assume C is nonzero. Specifically, assume there is some function g, such that Cg = h for some nonzero function h. Choose a sequence of orthonormal vectors {f n } in ψH
does not have a convergent subsequence, so the operator is not compact. To finish the characterization, fix f ∈ K 1 φ . Then 
By definition, we also know:
Setting these two equations equal and solving for φ gives:
Since φ is an inner function, this implies φ is a single Blaschke factor. Thus, [S *
is compact iff C ≡ 0, which is true iff φ is a single Blaschke factor.
Combining the conditions for
to be compact, we get that
is compact iff ψ is a finite Blaschke product and φ is a single Blaschke factor.
The following considerations yield an easy corollary to the previous proof. Specifically, the proof showed that if S z 1 is essentially normal, then
where ψ is a finite Blaschke product and so, K 2 ψ is a finite dimensional vector space. This immediately gives:
, for φ and ψ one variable and inner. Then the essential normality of S z 1 on K θ implies that rank [S *
2.4.
Operator-theoretic and spectral properties. In this subsection, we make the common assumption that φ and ψ are contractions, i.e., |φ(0)| < 1 and |ψ(0)| < 1. If both functions are pure, namely |φ(0)| = |ψ(0)| = 1, then θ is a rotation and K θ is trivial. If only one of the functions is not pure, then the problem still simplifies, just not as drastically. This situation is addressed in the remark following the proof of Proposition 2.5.
In the situation, using the representation formulas of the compressed shift operators S z 1 and S z 2 given in Proposition 2.2, we obtain the following operator-theoretic and spectral properties: Proposition 2.5. Assume θ(z) = φ(z 1 )ψ(z 2 ) and that φ and ψ are one variable inner contractions. Then:
(a) The first component of S z 1 is an isometry and the second component is cnu (i.e., a completely non-unitary contraction). is invariant under multiplication by z 1 and not surjective. In the second component, the first factor P K 1 φ T z 1 is exactly the compression of the shift operator on the model space K 1 φ . So model theory [29] informs us that we have a cnu contraction. The second factor is the identity on ψH is the shift operator T z 1 . So, the spectrum of this part equals D 2 and is purely absolutely continuous. For the second component, recall that the spectrum of the model operator
φ equals that of the inner function φ. More precisely (see e.g. [19] ), the point spectrum of P K 1 φ T z 1 equals σ(φ) ∩ D and the essential spectrum is equal to σ(φ) ∩ ∂D. And, since ψH
. To see this, let f be an eigenfunction of P K 1 φ T z 1 and {g n } be a basis of ψH 2 2 (D). Then {f ⊗ g n } is an infinite linearly independent sequence of eigenfunctions for
is essential and equals that of φ. (c) In the proof of Proposition 2.3 we computed
. Since M 0 is point evaluation at 0, it is the rank one operator with the constant function as eigenvector and corresponding eigenvalue 1.
has eigenvalue 1 with multiplicity equal to the dimension of K 2 ψ . On S min 2 the first factor is a rank three operator. Due to the second factor, each eigenvalue occurs with infinite multiplicity. Remark 2.6. Now, we briefly consider the situation where θ(z) = φ(z 1 )ψ(z 2 ) where |φ(z 1 )| = 1 and |ψ(z 2 )| < 1. As |φ(z 1 )| = 1, it follows that K 1 φ = {0}. This means that the second components of both S z 1 and S z 2 are trivial. However, the first component of S z 1 is still an isometry and the first component of S z 2 is still cnu. Similarly, it is easy to see that in this case, We now consider the more general situation of an arbitrary inner function θ on the bidisk and the behavior of the compressed shifts S z j , j = 1, 2, on the model space K θ . Our goal in this section is a generalization of Proposition 2.3, previously called Theorem 1.1.
We will first outline several auxiliary results that clarify the structure of S z 1 and connect the structure of rational inner functions to properties of their Agler decompositions. We then prove Theorem 1.1 in two steps and conclude with several open questions.
3.1. Auxiliary results. We require the following lemma, which is likely well-known and is contained for example, in [11] .
Here, one should notice that the integration in the inner product is occurring with respect to the variable w.
The proof is a simple calculation, which we include for the reader's convenience.
Proof. First, observe that when we apply the backward shift Tz 1 to the reproducing kernel of K θ , we get:
Now, we can calculate the adjoint of S * z 1
. Let f ∈ K θ and w ∈ D 2 . Then
which is the desired formula.
The proof of Theorem 1.1 uses connections between rational inner functions, Agler kernels, and the structure of S z 1 . So, we need several results concerning properties of rational inner functions and their associated Agler kernels.
First, given a polynomial p with deg p = (m, n), define its reflectionp to be the polynomial
). Then, a result due to Rudin [27] 
, and p andp share no common factors. Given that, we can state the following result, which is encoded in Theorems 1.7 and 1.8 in [12] as well as in a slightly different form in Proposition 2.5 in [30] .
Theorem 3.2. Let θ =p p be a rational inner function of degree (m, n). Then
, where deg r ≤ (m − 1, n).
The converse of this theorem is also true and follows from the representation of θ as a transfer function of a coisometry defined using its Agler kernels. Although likely well-known, a reading of the construction in Remark 5.2 in [12] paired with the definition of a transfer function realization of θ will immediately reveal the following: In Section 2, when θ was a product of one variable inner functions, many arguments relied on the fact that S max j and S min j were closely related to one variable model spaces. We require the following generalization of those relationships for arbitrary inner functions, which appears as Theorem 1.6 in [12] . ) and H(K min 1
).
The above theorem uses the fact that, for almost every t in T there is an inner function, traditionally denoted θ(·, t), which has boundary values θ(t 1 , t) for almost every t 1 in T.
3.2.
The proof of Theorem 1.1. We begin with the (⇐)-statement, which is encoded in the following auxiliary theorem: Theorem 3.5. Let θ be a rational inner function with deg θ ≤ (1, n) . Then the commutator [S * z 1
, S z 1 ] on K θ has rank at most n. In particular, it is essentially normal.
Proof. Let θ be a rational inner function of degree at most (1, n). By Theorem 3.2, this means that there are functions f 1 , . . . , f n with deg f ≤ (1, n − 1) and g with deg g ≤ (0, n) such that
We can choose these functions so that they are orthogonal and either normalized or trivial. This also gives:
Then, for each w in D 2 , we can write the reproducing kernel of K θ as
For ease of notation, set
to be the reproducing kernels for S . We first obtain formulas for
is invariant under multiplication by z 1 ,
and similarly,
, we can rewrite equation (1) as
The last equation follows from setting w 1 = 0 and observing that
Since (4) is conjugate-analytic in w, we can divide both sides byw 1 to obtain
Fixing w and projecting onto K θ gives
Recalling the definition of K 2 w and applying S * z 1 gives:
is a function of only z 2 . This means we can calculate:
Then, using (5) we have
Now, by Lemma 9.1 in [12] , since θ =p/p, we can choose p to have finitely many zeros on T 2 . Then by Proposition 4.9.1 in [27] , if p(0, z 2 ) has a zero at (0, τ 2 ) for some τ 2 (which means θ has a singular point there), then θ has a singular point at (τ 1 , τ 2 ) for every τ 1 in T. This cannot happen, as the singular points of θ occur only at the finite number of zeros of p. Thus, p(0, z 2 ) has no zeros on D and so
is in H ∞ (D). Now, we can calculate:
. So, we can immediately calculate
we can simplify the main equation to
Combining this with the result for K 1 w gives:
This means that the set of linear combinations of functions of the form
has at most dimension n. Thus, the set of linear combinations of the functions
has at most dimension n. Since linear combinations of the reproducing kernel functions are dense in K θ , this implies that the rank of [S Theorem 3.6. Let θ be an inner function on D 2 . Then, if [S * z 1 , S z 1 ] has rank n on K θ , then θ is a rational inner function of degree less than or equal to (1, n).
Then Theorem 3.3 will imply that θ is a rational inner function of degree at most (1, n).
For the remainder of the proof, we establish these dimension bounds. First observe that if f ∈ S max 1 , then
Proceeding towards a contradiction, assume dim H(K max 1 ) > n. Then, we can find a function
and so
. But, by orthogonality
and since f is orthogonal to itself, f ≡ 0, which gives the contradiction.
is an orthonormal set in S min 2 . Since S * z 1 , S z 1 has rank n, one can find a polynomial p of degree at most n such that
where the last line used Lemma 3.1. Now, observe that since f ⊥ z 2 S min 2
, we can compute
where q is a polynomial q(z 2 ) with deg q at most n. Similarly we can compute:
. Substituting those computations back into our previous equation gives:
Then θ is rational of degree one in z 1 since solving the above equation for Tz 1 θ and substituting that into the following equation for θ gives:
Since p, f (0, ·), θ(0, ·), q, and h are in H 2 2 (D), they all have non-tangential boundary limits at a.e. t ∈ T. Furthermore, it is easy to show that the function
is bounded and analytic for almost every t. Indeed a simple computation shows that a zero in the denominator implies that the function must be constant in z 1 . Now, for almost every t in T, recall that θ(z 1 , t) denotes the unique H 2 (D) function whose boundary values are θ(t 1 , t) for a.e. t 1 ∈ T. Observe that Φ(z 1 , t) and θ(z 1 , t) have the same boundary values a.e. Namely:
Therefore, for a.e. t ∈ T, these one variable functions must agree:
It follows that θ(z 1 , t) has degree 1 in z 1 . This means H 2 (T) ⊖ θ(·, t)H 2 (T) is at most a one dimensional space, and so, Theorem 3.4 implies that H(K min 2
) is at most one dimensional. As mentioned already, the result follows immediately from the proven dimension bounds.
To obtain Theorem 1.1, we basically combine Theorems 3.5 and 3.6 using several basic arguments:
Proof of Theorem 1.1. First, assume θ is rational inner of degree (1, n). Then by Theorem 3.5, [S * z 1 , S z 1 ] has rank at most n. Proceeding to a contradiction, assume that the rank equals some N strictly less than n. Then by Theorem 3.6, θ is rational inner of degree at most (1, N) , which is a contradiction. Thus, the rank of the commutator must be n. Similarly, if θ is rational inner of degree (0, n), the same argument shows that rank[S * z 1
, S z 1 ] = n. Conversely, assume that the commutator has rank n on K θ , for some inner function θ. Then by Theorem 3.6, θ is rational inner of degree at most (1, n). Proceeding towards a contradiction, assume that the degree of θ is at most (1, N) , where N is strictly less that n. Then by Theorem 3.5, the rank of the commutator is strictly less than n, which is a contradiction. Thus, the degree of θ must be either (0, n) or (1, n). [20] , which says that the joint essential normality of S z 1 and S z 2 does imply finite rank.
(b) It also seems difficult to extend Proposition 2.5 from the product case to the general case. Concerning part (c), even the spectrum of the commutator on S max 1 is interesting. In view of equation (6), one can embed this question into a larger framework by interpreting the map f → f (0, z 2 ) as a projection. It was suggested to us in private communications with R.G. Douglas that one should then ask the very general, rather attractive question:
For which θ, ϑ is the projection P θ P ϑ finite rank? Alternatively, it may be possible to generalize Proposition 2.5 to rational inner functions θ, as they are typically more tractable. When θ is a product of one variable inner functions, namely θ(z) = φ(z 1 )ψ(z 2 ), then the compressed shifts S z 1 and S z 2 have simple reducing subspaces. Namely, in Subsection 2.2, we proved that S This motivates the following question. Let θ be an arbitrary inner function and let (K 1 , K 2 ) be Agler kernels of θ. Then:
reducing subspaces for S z 1 ?
One should note that this question only considers when Agler subspaces are reducing subspaces. Indeed, a characterization of the inner functions θ for which S z 1 and/or S z 2 have reducing subspaces on the model space K θ seems difficult with the techniques at hand. 4.1. Reducing Subspaces and Agler Kernels. It is actually easy to characterize when Agler kernels (K 1 , K 2 ) are associated to reducing subspaces. The result is as follows:
be Agler kernels of θ. Then the Agler subspaces
are reducing subspaces for S z 1 if and only if they are subspaces of K θ and K 1 (z, w) is a function of only z 2 andw 2 . The analogous statement holds for S z 2 .
Proof. 
. However, first we need several preliminary computations.
Preliminary Computation 1:
We first show that there is a w 2 ∈ D such that lim rր1 θ(rτ 1 , w 2 ) exists and is nonzero for almost every τ 1 in T. Fix an arbitrary w 2 ∈ D and consider what happens when lim rր1 θ(rτ 1 , w 2 ) = 0 for some τ 1 where (7) holds. Then,
Rewriting (1) and setting z 1 = w 1 and z 2 = w 2 gives
and together we obtain
for every z 1 , which implies θ( · , w 2 ) is identically zero. Therefore, if for every w 2 , there is some τ 1 satisfying (7) such that lim rր1 θ(rτ 1 , w 2 ) = 0, then θ ≡ 0, which is a contradiction. Thus, there is some w 2 such that lim rր1 θ(rτ 1 , w 2 ) = 0 for any τ 1 satisfying (7). However, since, θ(·, w 2 ) is bounded and holomorphic, it is in H Preliminary Computation 2: Now, recall that, for almost every τ 1 in T, θ has boundary values at (τ 1 , τ 2 ) for almost every τ 2 . Then, there is a well-defined inner function, which we call θ τ 1 (z 2 ), that satisfies the following boundary conditions lim rր1 θ τ 1 (rτ 2 ) = θ(τ 1 , τ 2 ) for almost every τ 2 ∈ T. Fix such a τ 1 and further, assume θ satisfies limit conditions (7) and (8) with τ 1 . We will show that Φ τ 1 (z 2 ) ≡ lim rր1 θ(rτ 1 , z 2 ) = θ τ 1 (z 2 ).
Consider the w 2 found earlier. Now we can use (7), (8) , and then (1) with z 1 = rτ 1 and w 1 = rτ 1 to write: w 2 ) ) . (⇒) Assume θ is rational inner and possesses reducing subspaces of S z 1 with kernels (K 1 , K 2 ). Then by Theorem 4.1, K 1 (z, w) is a function of only z 2 andw 2 . Now, we use the structure of rational inner functions to show that K 2 satisfies the limit condition (7) . Indeed, by Lemma 9.1 in [12] , we can write θ =p/p, where p has only finitely many zeros on T 2 . By Theorem 2.8 in [24] , we can write
where the q i are polynomials and N only depends on deg θ. Fix any f i as above and τ 1 in T. Then by Proposition 4.9.1 in [27] , if f i (z) has a singular point at (τ 1 , z 2 ) for any z 2 in D, then f i (z) has a singular point at (τ 1 , τ 2 ) for every τ 2 in T. However, this cannot happen, as the singular points of f i must occur at the zeros of p and p has only finitely many zeros on T 2 . Thus, every (τ 1 , z 2 ) must be a regular point of f i , namely, f i must extend analytically to a neighborhood of (τ 1 , z 2 ). Specifically, this means that for each fixed z 2 in D,
exists. Thus, 
