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2009年 9月 24日,「セカイカメラ」という iPhone用アプリケーションが公開され,4日

















　そこに登場したのが「Parallel Tracking and Mapping for Small AR Workspaces(PTAM)」




















2.1.1 Scale-Invariant Feature Transform(SIFT)
SIFT[7]の処理は,特徴点 (キーポイント)検出 (Detection)と特徴量記述 (Descriptor)






Detection では (1) で Gaussian で平滑化 (ぼかす) した画像を利用して極値点を検出
し,(2)ではエッジ上の点など特徴点として向かない点を削除する.Descriptionでは,特徴
点周囲の輝度勾配から最も変化が大きいオリエンテーションを算出する (3). 算出された











2.1.2 Speeded up robust features(SURF)
SIFT を改良し, 大きく高速化を図ったのがこの SURF だ. 図 2.2 でも紹介した様
に,SIFTでは 4× 4× 8の 128次元であったのに対して,SURFは同様に周辺領域を 4×
4で分割し,各領域内を 8方向ではなく 4方向へと減らした 64次元の特徴量をもつ.これ





表 2.1 SIFTと SURFの比較
SIFT SURF
特徴量の次元数 4× 4× 8 = 128 4× 4× 4 = 64


















この様に, 本研究では SURF の検出・記述アルゴリズムそのものを改善するのではな




3.2 SURF-based Line Marker（SLM）
この論文では「SURF-based Line Marker」という名前の通り,SURFをベースとした
直線のマーカーを作成し,これを実際に利用したシステムを作成してゆく.







この (a)～(d) は図 3.2 の様にして実現されている.(b) で確率的ハフ変換によって直線
を検出し,(c)でその直線を長軸とした楕円を描いたマスク画像を作成する.このマスク画
像によって指定された領域での (d)の SURFの検出と記述を行っている.
　そして (c)で描いた 1つの楕円に含まれる SURF特徴量の集合をマーカーとして用い













































































サイズ [MB] 15.5 0.991
比較 93.5％ OFF
4.4 速度評価
まず特徴点の検出 (Detection) と認識システム全体 (Detection＆ Recognition)におけ




All area SLM All area SLM
All Time 42.75 19.84 62.47 38.51
Av. Time 0.737 0.342 1.077 0.664
53.6％ OFF 38.3％ OFF
表 4.2ではその特徴点の検出と認識システム全体の所要時間を表している.全領域を扱













































All area 50.88％ - -
SLM 32.77％ - -
SLM + v=1/5 55.84％ 48.40％ 12.06％
SLM + v=1/4 63.35％ 58.38％ 19.54％
SLM + v=1/3 70.88％ 65.72％ 25.86％

































　以下の図 5.2～5.4 のグラフでは縦軸が直線の傾き [radian], 横軸は同一画像内の直線
の本数 [本] を表している. 青色は「対象物であり SLM として適切な直線」の傾き, 緑色
は「対象物ではあるが SLM に不適切な直線」の傾き,赤は「対象物以外の直線」の傾き
を-π/2～π/2 の範囲で示している.なお,これら 3 つの色の傾きは,それぞれ図 5.1 におけ
る (a) − 1・(b) − 1, (a) − 2・(b) − 2, (a) − 3に相当する.
これら 3つの図に共通していえる点は,青色の「対象物であり SLMとして適切な直線」








図 5.2 直線の傾きの分布 1[radian]
図 5.3 直線の傾きの分布 2[radian]







• 2次フィルタ:中央値±α (α=0.02, 0.05, 0.1)以外の直線を除去
の二重構造をとっている.




















の画像 1 枚当たりの平均所要時間を用いて表した. なお, 得票数の閾値は速度に対して影
響を与えないのでここでは省略する.
　全領域を用いるでは 1.077[s],フィルタリングなしの SLMでは 0.64[s]だったのに対し,
フィルタリングを行った場合は 0.521～0.563[s]と全体的に短縮されていることが確認出
来る. 単体で用いた場合と比較すると最大で 21.4 ％, 全領域を用いた場合の半分以下の
51.6％短縮を達成した.
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表 5.1 画像 1枚当たりの所要時間 [s]
所要時間 比較:全領域 比較:SLM
All area 1.077 - -
SLM 0.664 38.3％ OFF -
SLM:α=0.02 0.521 51.6％ OFF 21.4％ OFF
SLM:α=0.05 0.547 49.2％ OFF 17.6％ OFF




全領域を用いた場合の正答率は 50.88 ％と, 図 5.7 のグラフの最下部にあたる数値で





































最終回答を 20 回得られるまでの所要時間を測定し, これをもとに算出した最終回答の
平均所要時間は表 6.1の様になった.
表 6.1 動画入力における認識の平均所要時間 [s]
(v, α) (1/2, 0.05) (1/2, 0.1) (1/3, 0.05) (1/4, 0.05) (1/4, 0.1) (1/5, 0.02)
m = 2 1.021545 1.397 0.755245 0.62051 0.55701 0.437539
m = 3 1.275075 1.47472 0.83896 0.83174 0.918565 0.63741
m = 4 2.0996 2.23919 1.406905 1.082545 1.0169 0.939715
m = 5 2.583505 2.60213 1.467355 1.4411 1.48879 1.181305
動画での認識は最も遅いのが (v, α, m)=(1/2, 0.1, 5)の時で 2.60213[s]だった.これ

















有効回答取得率 = (1 − ( r
100
)n) × 100（r :回答拒絶率 n : 回答回数） (6.1)
いくつかの (v,α)の組み合わせの回答拒絶率を用いた計算結果を,以下の図 6.3に示す.
図 6.3 閾値毎の有効回答取得率
閾値 vが 1/5・1/4・1/3の場合,それぞれの有効回答取得率が 90％を超えるのが 3回・
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4回・5回と大きな差が開いていないことが伺える.それに対して閾値が 1/2の場合は,90
％を超えるのに 9 回の回答が必要となり,1/3 の場合の倍に近い回答回数を求められてい
る. この時点で閾値を 1/2 とするのは不適切に考えられるが,一方でその有効回答の正答












(m − 1)!(k − m)!
(1−p)k−mpm（n :回答回数, p : 正答率）
(6.2)
この 6.2式を用いて実際に閾値毎に mの値を変更して計算し,正解終了確率が 90％を
超えた時の回答回数 nを以下の表 6.2に示す.
表 6.2 二重投票制が正解終了するまでの平均所要回数 [回]
(v, α) (1/2, 0.05) (1/2, 0.1) (1/3, 0.05) (1/4, 0.05) (1/4, 0.1) (1/5, 0.02)
m = 2 4 4 5 5 5 6
m = 3 6 6 6 7 7 8
m = 4 7 7 8 9 9 10




表 6.3 最終回とを得るのに必要な回答数 [回]
(v, α) (1/2, 0.05) (1/2, 0.1) (1/3, 0.05) (1/4, 0.05) (1/4, 0.1) (1/5, 0.02)
m = 2 36 36 25 20 20 18
m = 3 54 54 30 28 28 24
m = 4 63 63 40 36 36 30
m = 5 72 81 45 44 44 36
実測値との比較















1枚当たりの所要時間は 0.52[s]で,精度は 84.0％に達し,全領域を用いた場合に比べて 2
倍以上の速さを実現すると同時に精度は 33.12％もの向上を果たした.また動画入力によ
る実験では 0.44～2.60[s]と実用面で充分な時間での認識を達成し,精度は静止画における
精度を上回る結果となった.以上の成果より,この SURF-based Line Markerは携帯端末
上での動作を視野に入れる上で有効な手法でだといえるだろう.
7.2 Future Work
今回は観光支援を目的とすると為, データベースに予め適切な SLM を選別して登録し
ておいた. しかし, それ以外の用途でユーザが自由にデータを登録可能にするには, データ
ベースとして相応しいかどうかを評価する仕組みが必要であり,AR という情報空間の利
用を本格化するに当たり不可欠でもある部分だ. 今後こういった部分の解決が行われるこ
とで, より AR によるサービスの普及が促進されるはずだ.
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