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Abstract
The capacity of a learning machine is measured by its Vapnik-Chervonenkis di-
mension, and learning machines with a low VC dimension generalize better. It
is well known that the VC dimension of SVMs can be very large or unbounded,
even though they generally yield state-of-the-art learning performance. In this
paper, we show how to learn a hyperplane regressor by minimizing an exact,
or Θ bound on its VC dimension. The proposed approach, termed as the Min-
imal Complexity Machine (MCM) Regressor, involves solving a simple linear
programming problem. Experimental results show, that on a number of bench-
mark datasets, the proposed approach yields regressors with error rates much
less than those obtained with conventional SVM regresssors, while often using
fewer support vectors. On some benchmark datasets, the number of support
vectors is less than one tenth the number used by SVMs, indicating that the
MCM does indeed learn simpler representations.
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1. Introduction
Support vector machines are amongst the most widely used machine learn-
ing techniques today. However, in his widely read tutorial, Burges [2] states
that SVMs can have a very large Vapnik-Chervonenkis dimension, and that “at
present there exists no theory which shows that good generalization performance
is guaranteed for SVMs”. The Vapnik-Chervonenkis (VC) dimension measures
the capacity of a learning machine, and computational learning theory [7–10]
shows that a small VC dimension leads to good generalization. In recent work
[5, 6], we have shown how to learn a classifier, termed as the Minimal Com-
plexity Machine (MCM) classifier, that has a small VC dimension. The MCM
classifier learns extremely sparse representations, often using less than one-tenth
the number of support vectors used by SVMs, while yielding better test set ac-
curacies.
This paper shows how to learn a hyperplane regressor, termed as the Minimal
Complexity Machine (MCM) Regressor, by minimizing an exact (Θ) bound on
the VC dimension. An exact bound implies that the proposed objective bounds
the VC dimension from both above and below, and that the two are “close”. The
MCM regressor requires the solution of a simple linear programming problem.
Experimental results provided in the sequel show that the Minimal Complexity
Machine outperforms conventional SVMs in terms of mean squared error on
the test set, while often using far fewer support vectors. That the approach
minimizes the machine capacity may be guaged from the fact that on many
datasets, the MCM yields lower mean squared error (MSE) on test sets, while
using less than 1
10
-th the number of support vectors obtained by SVMs.
The rest of the paper is organized as follows. Section 2 briefly describes the
MCM classifier, for the sake of completeness. Section 3 shows how to extend
the approach to regression. Section 4 discusses the extension of the Minimal
Complexity Regression Machine to the kernel case. Section 5 is devoted to
a discussion of results obtained on selected benchmark datasets. Section 6
2
contains concluding remarks.
2. The Linear Minimal Complexity Machine Classifier
The motivation for the MCM originates from some sterling work on gener-
alization [7–10]. Consider a binary classification dataset with n-dimensional
samples xi, i = 1, 2, ...,M , where each sample is associated with a label
yi ∈ {+1,−1}. Vapnik [10] showed that the VC dimension γ for fat mar-
gin hyperplane classifiers with margin d ≥ dmin satisfies
γ ≤ 1 +Min(
R2
d2min
, n) (1)
where R denotes the radius of the smallest sphere enclosing all the training
samples. Burges, in [2], stated that “the above arguments strongly suggest that
algorithms that minimize R
2
d2
can be expected to give better generalization perfor-
mance. Further evidence for this is found in the following theorem of (Vapnik,
1998), which we quote without proof”.
Following this line of argument leads us to the formulations for a hyperplane
classifier with minimum VC dimension; we term the same as the MCM classifier.
We now summarize the MCM classifier formulation for the sake of completeness.
Details may be found in [5, 6].
Consider the case of a linearly separable dataset. By definition, there exists
a hyperplane that can classify these points with zero error. Let the separating
hyperplane be given by
uTx+ v = 0. (2)
Let us denote
h =
Maxi=1,2,...,M yi(u
Txi + v)
Mini=1,2,...,M yi(uTxi + v)
. (3)
In [5, 6], we show that there exist constants α, β > 0, α, β ∈ ℜ such that
αh2 ≤ γ ≤ βh2, (4)
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or, in other words, h2 constitutes a tight or exact (θ) bound on the VC dimen-
sion γ. An exact bound implies that h2 and γ are close to each other.
Figure ?? illustrates this notion. The VC dimension is possibly related to
the free parameters of a learning machine in a very complicated manner. It is
known that the number of degrees of freedom in a learning machine is related
to the VC dimension, but the connection is tenuous and usually abstruse. The
use of a continuous and differentiable exact bound on the VC dimension allows
us to find a learning machine with small VC dimension; this may be achieved
by minimizing h over the space of variables defining the separating hyperplane.
Space of learning machine variables
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Figure 1: Illustration of the notion of an exact bound on the VC dimension.
Even though the VC dimension γ may have a complicated dependence on the
variables defining the learning machine, multiples of h2 bound γ from both
above and below. The exact bound h2 is thus always “close” to the VC di-
mension, and minimizing h2 with respect to the variables defining the learning
machine allows us to find one that has a small VC dmension.
The MCM classifier solves an optimization problem, that tries to minimize
the machine capacity, while classifying all training points of the linearly sepa-
rable dataset correctly. This problem is given by
Minimize
u,v
h =
Maxi=1,2,...,M yi(u
Txi + v)
Mini=1,2,...,M yi(uTxi + v)
, (5)
that attempts to minimize h instead of h2, the square function (·)2 being a
4
monotonically increasing one.
In [5, 6], we further show that the optimization problem (5) may be reduced
to the problem
Min
w,b,h
h (6)
h ≥ yi · [w
Txi + b], i = 1, 2, ...,M (7)
yi · [w
Txi + b] ≥ 1, i = 1, 2, ...,M, (8)
where w ∈ ℜn, and b, h ∈ ℜ. We refer to the problem (6) - (8) as the hard
margin Linear Minimum Complexity Machine (Linear MCM).
Once w and b have been determined by solving (6)-(8), the class of a test
sample x may be determined from the sign of the discriminant function
f(x) = wTx+ b (9)
3. The Linear Minimal Complexity Machine for Regression
In order to extend the MCM to regression, we refer to the work of Bi
and Bennet [1] that shows a link between the classification and regression
tasks. Consider a regression problem with data points xi, i = 1, 2, ...,M ,
and where the value of an unknown function at the point xi is denoted by
yi ∈ ℜ. As before, we assume that the dimension of the input samples is n,
i.e. xi = (xi
1
, xi
2
, ..., xin)
T . We address the task of ǫ-regression, where ǫ is a
tolerance parameter. It is required for the regressor to lie between the bounds
(yi−ǫ) and (yi+ǫ) at the point x
i. It is easy to see that the task of building a
regressor on this data has a one-to-one correspondence with a binary classifica-
tion task in which class (-1) points lie at the (n+ 1)-dimensional co-ordinates
(x1; y1 − ǫ), (x
2; y2 − ǫ), ..., (x
M ; yM − ǫ), and class (+1) points lie at
the co-ordinates (x1; y1 + ǫ), (x
2; y2 + ǫ), ..., (x
M ; yM + ǫ).
We first assume that these set of points are linearly separable, and we learn
the classifier that separates the above training points. Let the separating hy-
perplane be given by wTx + ηy + b = 0. Then, the regressor is given by
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y = −
1
η
(wTx+ b) (10)
Following (6) - (8), the hard margin linear MCM classifier for the above
(n+ 1)-dimensional samples is obtained by solving the optimization problem
Min
w,b,h
h (11)
h ≥ 1 · [(wTxi + b) + η(yi + ǫ)], i = 1, 2, ...,M (12)
1 · [(wTxi + b) + η(yi + ǫ)] ≥ 1, i = 1, 2, ...,M (13)
h ≥ −1 · [(wTxi + b) + η(yi − ǫ)], i = 1, 2, ...,M (14)
−1 · [(wTxi + b) + η(yi − ǫ)] ≥ 1, i = 1, 2, ...,M (15)
Observe that the first two constraints, given by (12) and (13), correspond to
class (+1) samples; the multiplier (+1) in (12) and (13) corresponds to samples
with yi = 1 in (7) and (8). Similarly, constraints (14) and (15) correspond to
class (-1) samples; the multiplier (-1) in (14) and (15) corresponds to samples
with yi = −1 in (7) and (8). After solving (11)-(15), we obtain w and b. The
regressor is given by (10).
· Note that the notion of the VC dimension has not been explored in the
case of regression. The work of Bi and Bennett allows us to do just that by
using the notion of an exact bound on the VC dimension of a classifier.
In practice, the regressor will not lie strictly between the samples {xi; yi +
ǫ, i = 1, 2, ...,M} and {xi; yi − ǫ, i = 1, 2, ...,M}, and the optimization
problem needs to be modified to allow for a trade-off between the empirical error
and the VC dimension bound. We elaborate on the soft margin MCM regressor
in section 3.1.
6
3.1. The soft margin linear MCM regressor
The soft margin MCM regressor is obtained by solving the following opti-
mization problem.
Min
w,b,h,q
h + C ·
M∑
i=1
(q+i + q
−
i ) (16)
h ≥ 1 · [(wTxi + b) + η(yi + ǫ)], i = 1, 2, ...,M (17)
[(wTxi + b) + η(yi + ǫ)] + q
+
i ≥ 1, i = 1, 2, ...,M (18)
h ≥ −1 · [(wTxi + b) + η(yi − ǫ)], i = 1, 2, ...,M (19)
−1 · [(wTxi + b) + η(yi − ǫ)] + q
−
i ≥ 1, i = 1, 2, ...,M (20)
q
+
i , q
−
i ≥ 0, i = 1, 2, ...,M (21)
Here, C determines the trade-off between the VC dimension bound and the
empirical error.
In order to regress more complex functions, we extend the MCM regressor
in the next section to the kernel case.
4. The Kernel MCM Regressor
We consider a map φ(x) that maps the input samples from ℜn to ℜd, where
d > n. Corresponding to (10), the hyperplane in the image space is given by
y = −
1
η
(wTφ(x) + b) (22)
Following (16) - (20), the corresponding optimization problem for the kernel
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MCM may be shown to be
Min
w,b,h,q
h + C ·
M∑
i=1
(q+i + q
−
i ) (23)
h ≥ 1 · [(wTφ(xi) + b) + η(yi + ǫ)], i = 1, 2, ...,M (24)
[(wTφ(xi) + b) + η(yi + ǫ)] + q
+
i ≥ 1, i = 1, 2, ...,M (25)
h ≥ −1 · [(wTφ(xi) + b) + η(yi − ǫ)], i = 1, 2, ...,M (26)
−1 · [(wTφ(xi) + b) + η(yi − ǫ)] + q
−
i ≥ 1, i = 1, 2, ...,M (27)
q
+
i , q
−
i ≥ 0, i = 1, 2, ...,M (28)
The image vectors φ(xi), i = 1, 2, ...,M form an overcomplete basis in the
empirical feature space, in which w also lies. Hence, we can write
w =
M∑
j=1
λjφ(x
j). (29)
Therefore,
wTφ(xi) + b =
M∑
j=1
λjφ(x
j)Tφ(xi) + b =
M∑
j=1
λjK(x
i, xj) + b, (30)
where K(p, q) denotes the Kernel function with input vectors p and q, and
is defined as
K(p, q) = φ(p)Tφ(q). (31)
Substituting from (30) into (23) - (27), we obtain the following optimization
problem.
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Min
w,b,h,q
h + C ·
M∑
i=1
(q+i + q
−
i ) (32)
h ≥ 1 · [(
M∑
j=1
λjK(x
i, xj) + b) + η(yi + ǫ)], i = 1, 2, ...,M (33)
[(
M∑
j=1
λjK(x
i, xj) + b) + η(yi + ǫ)] + q
+
i ≥ 1, i = 1, 2, ...,M (34)
h ≥ −1 · [(
M∑
j=1
λjK(x
i, xj) + b) + η(yi − ǫ)], i = 1, 2, ...,M (35)
−1 · [(
M∑
j=1
λjK(x
i, xj) + b) + η(yi − ǫ)] + q
−
i ≥ 1, i = 1, 2, ...,M (36)
q
+
i , q
−
i ≥ 0, i = 1, 2, ...,M (37)
Once the variables λj, j = 1, 2, ...,M and bˆ have been determined by
solving (32)-(37), the value of the regressor at x is given by
y = −
1
η
(
M∑
j=1
λjK(x, x
j) + b) (38)
5. Experimental results
The MCM regression formulations were coded in MATLAB. A MCM tool
is under development and would shortly be available from the homepage of the
first author. Table 1 summarizes five fold cross validation results of the linear
MCM regressor on a number of datasets taken from the UCI machine learning
repository. The table indicates the mean squared errors for the linear MCM
and classical SVM regressor.
Accuracies are indicated as mean ± standard deviation, computed over the
five folds in a cross validation setting. The table compares the linear MCM with
LIBSVM using a linear kernel. The values of C were determined for the MCM
by performing a grid search.
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Table 1: Linear MCM regression results
Mean Squared Error
Dataset (Dimensions) MCM SVM
Autompg (398×8) 0.35 ± 0.02 0.36 ± 0.03
Yacht (308×7) 104.8 ± 7.5 161.8 ± 68.4
Price (159×16) 33.6 ± 12.5 (in million dollars) 32.8 ± 23.2 (in million dollars)
Machine (209×7) 6.5368 ± 3.6512 (thousand units) 19.948 ± 15.521 (thousand units)
Baseball (337×17) 0.80 ± 0.12 (in million dollars) 1.62 ± 0.61 (in million dollars)
Housing (506×13) 23.09 ± 4.26 25.92 ± 9.61
Energy Efficiency (768×8) 8.74 ± 1.35 9.08 ± 1.45
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Table 2: Kernel MCM regression results
Mean Squared Error Number of Support Vectors
Dataset MCM SVM MCM SVM
Autompg 0.31 ± 0.02 0.32 ± 0.04 26.8 ± 7.9 184.2 ± 4.3
Yacht 0.97 ± 0.42 158.86 ± 62.9 129.8 ± 24.3 224.8 ± 0.8
Price 12.77 ± 9.0 (mill. $) 39.48 ± 26.9 (mill. $) 68.6 ± 15.4 126.4 ± 0.9
Machine 7.588 ± 3.909 (th. units) 26.351 ± 21.330 (th. units) 52.4 ± 27.3 166.4 ± 1.5
Baseball 0.78 ± 0.14 (mill. $) 1.78 ± 0.67 (mill. $) 24.4 ± 6.8 269.2 ± 1.1
Housing 25.8 ± 4.64 29.72 ± 5.96 76.4 ± 14.45 386.8 ± 4.82
Energy Efficiency 4.1 ± 0.2 7.64 ± 1.31 44 ± 3.39 557 ± 5.05
Table 2 summarizes five fold cross validation results of the kernel MCM re-
gressor on a number of datasets. The width of the Gaussian kernel was chosen
by using a grid search. The table shows the mean squared error and the num-
ber of support vectors for both the kernel MCM and the classical SVM with a
Gaussian kernel. The results indicate that the kernel MCM yields better gener-
alization than the SVM. In the case of kernel regression, the MCM uses fewer
support vectors - note that in the case of some of the datasets, the MCM uses
less than one-tenth the number of support vectors required by a SVM. The large
difference with the SVM results indicates that despite good performance, SVMs
may still be far from the optimal solution.
Vapnik [3] showed that
E(Perror) ≤
E(#support vectors)
#training samples
, (39)
where E(Perror) denotes the expected test set error, #training samples de-
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notes the number of training samples, and the expected number of support
vectors obtained on training sets of the same size is denoted by E(# support
vectors ). Thus, the results support the claim of minimizing the VC dimension
of the learning machine.
We also observe that the variance of the number of support vectors is large in
Table 2. This is in keeping with the recent work of [11] which shows that sparse
algorithms tend to vary a lot with changes in the training data.
6. Conclusion
In this paper, we propose a way to build a hyperplane regressor, termed as
the Minimal Complexity Machine (MCM) regressor, that attempts to minimize
an exact bound on the VC dimension. The regressor can be found by solving
a linear programming problem. Experimental results show that the regressor
outperforms the classical SVM regressor in terms of test set error on many
selected benchmark datasets. The number of support vectors is less in the case
of the MCM, often by a substantial factor, in comparison to the classical SVM.
It has not escaped our attention that the proposed approach can be extended
to least squares regression, as well as to other tasks; in fact, a large number
of variants of SVMs can be re-examined with the objective of minimizing the
VC dimension. The MCM can also be incorporated into frameworks such as
DTMKL [4] to tackle cross-domain learning problems.
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