ABSTRACT A framework for joint scheduling and admission control in broadband switching systems is developed according to a principle of separation between these two levels of control. It is shown how an admission control strategy can be tailored to a particular mix of tra c by making use of high-level information from the scheduler. This principle is presented in the context of Asynchronous TimeSharing (ATS), in which explicit guarantees of cell-level and call-level quality of service (QOS) are given to several tra c classes. The separation principle allows the formulation of an optimal admission control policy, which will maximize the expected system utility while maintaining all QOS guarantees. Several heuristic admission control policies are considered, and compared against the optimal policy as a benchmark. The admissible load region is introduced as a means of quantifying the capacity of a switch under the QOS constraints at the cell and call levels. Numerical calculations for a single MAGNET II switching node carrying two classes of real-time tra c are used to illustrate the e ects of di erent scheduling and admission control policies on both the expected utility and the admissible load region.
are, of course, related. If too much tra c is allowed to enter the network by an overly lax admission control policy, then no scheduler will be able to provide the requested QOS for all classes. A functioning admission control policy is thus a prerequisite for any guarantee of cell-level QOS. However, our stated goal is not merely to guarantee QOS, but to do so e ciently, i.e., without rejecting calls unnecessarily. How should the admission controller determine how strict a policy to adopt? Must it monitor such cell-level phenomena as cell loss rates, burstiness, and the like?
This paper deals with the relationship between the controls on these two levels, and develops a modular framework in which an admission controller can e ciently protect the network from cell-level overloads without direct access to any such low-level measurements. The key principle is that of separation between the two levels; the scheduler abstracts highlevel statistics from the stream of cell-level events, and presents the admission controller with the concise information it needs. This framework is shown to allow the evaluation and comparison of the overall performance of a system under di erent suites of scheduling and admission control algorithms.
The paper is organized as follows. Section 2 provides a brief review of relevant work from the literature. In Section 3, the basic concepts of the ATS framework are presented, along with an overview of our architecture for joint scheduling and admission control. In Section 4, the admission control problem is formulated as a constrained maximization of utility, and is shown to be solved by a linear program. Section 5 describes several heuristic admission control policies whose performance is evaluated, along with a summary of the scheduling policies used. In Section 6, numerical results are presented comparing the various control policies, and the e ects of various factors are evaluated quantitatively and qualitatively. In Section 7, several outstanding issues are discussed.
Review of Past Work
A review of real-time scheduling algorithms relevant to our work appears in 5]. We will therefore concentrate here only on reviewing past work on admission control.
There has been much research into admission control policies for circuit-switched networks with calls of multiple bit rates. Di erent admission control strategies may allow di erent treatment of call requests which may not be admitted into service. Calls may be blocked or queued, or some combination of the two may be employed. Kraimeche 6] examines all three of these possibilities in detail, and investigates many heuristic policies, with an emphasis on the tradeo between fairness and e ciency. In this paper, the focus on admission control is on pure loss strategies, in which no queueing is employed and all calls are either admitted or immediately blocked. For this case, Kraimeche and Schwartz 7] suggest a class of restricted access policies in which incoming calls are divided into groups with like bit rates, and the total available bandwidth is partitioned among the groups. This class of policies is shown to provide a middle ground between the policies of complete sharing and complete partitioning.
Gopal and Stern 8] consider a similar pure loss system for two classes of tra c with di erent bandwidth requirements. They formulate the optimal control problem as an unconstrained maximization of expected throughput, and solve it by the dynamic programming method of policy iteration. Ross and Tsang 9] show that more e cient solutions to this problem can be obtained by value iteration. They also apply a methodology of Tijms 10] to reformulate the dynamic programming problem as a linear program; this allows the optimal control policy to be formulated as a maximization of expected throughput under a call blocking constraint which may be considered to enforce fairness. Oda and Watanabe 11] present an alternative linear programming solution, using a methodology similar to that used by Bovopoulos and Lazar 12, 13] in a somewhat di erent setting. We will show how these admission control techniques, designed for circuit-switched networks, can be successfully applied in a packet-switched environment with cell-level quality of service constraints.
In related work on packet-switched networks, Ferrari and Verma 14] propose a joint scheduling and admission control algorithm for a system with two classes of tra c. They use a version of Earliest Due Date scheduling, along with a priority mechanism. However, the admission control algorithm is perhaps overly pessimistic; to ensure QOS for a \deter-ministic" class of tra c, which can tolerate no packet loss, the algorithm reserves enough bandwidth for each admitted call to allow it to transmit continuously at its maximum bandwidth, thus foregoing the advantages of statistical multiplexing.
Ferrandiz and Lazar 15] have addressed the admission control problem for sessions of real-time tra c in a packet-switched environment. Analytical methods were used to nd the optimal admission control policy under constraints on end-to-end cell delay, average cell loss rate, and average gap length (number of consecutively lost cells). The real-time cell arrival statistics were modeled by a Markov-Modulated Poisson Process, and the scheduling was assumed to be rst-come rst-served (FCFS). The optimal policy was found to take the form of a switching surface in the state space. For the more realistic case considered here, with more complex source models and scheduling algorithms, this analytical approach becomes intractable. As yet, there is no direct analytical solution for the optimal admission control policy based on cell and call-level QOS requirements.
Scheduling and Admission Control in the ATS Framework
At the heart of the distinction between ATS and ATM is a clear de nition of tra c classes based on QOS considerations; fundamental to any performance analysis is the set of modeling assumptions on which the analysis is based. This section describes these and other key elements of the ATS approach.
In 5], we considered scheduling algorithms for use in networks carrying three classes of tra c. The scheduling task is wholly de ned at the cell level: observations consist of quantities such as cell arrivals and queue sizes, while quality of service is measured by cell delays and cell losses. Simulation experiments with call-oriented tra c were used in 5] to de ne the schedulable region, which is the subset of the space of the number of calls for which the cell-level QOS constraints are met. In the current work, a modular approach is pursued, involving cooperation between the processors responsible for scheduling and admission control. Knowledge of the schedulable region, and no other cell-level information, is used at the admission control level to choose a call admission policy. We then develop the concept of the admissible load region, which delineates the loading conditions under which QOS can be guaranteed on both the levels of calls and cells.
The de nition of three classes of user tra c by distinct QOS constraints is described in Section 3.1. Section 3.2 introduces the tra c models used in this paper on both the cell and call levels. In Section 3.3, the scheduling task is described, and the concept of the schedulable region is brie y discussed. In Section 3.4, it is shown how this concept can provide a bridge between the cell-level QOS requirements of Section 3.1 and the admission control problem at the call level. In Section 3.5, the admissible load region is introduced as a quantitative characterization of system performance under a given scheduler and admission controller.
Cell and Call Level QOS Constraints
The multiclass system model considered in this paper supports four classes of tra c. Three of the tra c classes, Class I, II and III, transport user tra c and are de ned by a set of performance constraints on the cell as well on the call level. The fourth class, Class C, transports tra c of the network management system, and is not subject to speci c QOS constraints. In what follows we will rst de ne the cell level constraints.
Class I tra c is characterized by 0 % contention cell loss and an end-to-end time delay distribution with a narrow support. The maximum end-to-end time delay between the source and destination stations is denoted by S I . Class II tra c is characterized by % contention cell loss and an upper bound, , on the average number of consecutively lost cells. It is also characterized by an end-to-end time delay distribution with a larger support than Class I.
The maximum end-to-end time delay is S II . Here, and are arbitrarily small numbers and S I S II . For Class I and II tra c, there is no retransmission policy for lost cells.
Class III tra c is characterized by 0 % end-to-end cell loss that is achieved with an endto-end retransmission policy for error correction. If requested, it is also characterized by a minimum average user throughput ? and a maximum average user time delay T.
The QOS descriptions for each tra c class presented above deal explicitly with the quality of cell-level service guaranteed to all calls admitted to the network. However, this quality of service may be trivially guaranteed by any scheduling mechanism if a conservative admission control policy is used to limit utilization to su ciently low levels. Guarantees of cell-level QOS to admitted calls is not su cient if it comes at the cost of unreasonably high rates of call blocking. There is thus a need to simultaneously guarantee a certain quality of service at the call level as well. In this paper, bounds I , II and III on the probability of call blocking for each class de ne the QOS on the call level.
Assumptions about Tra c Statistics
The joint scheduling and admission control problem required us to make assumptions about both the cell level statistics as well as the call level statistics.
In the design of controls for the ATS architecture, we sought robust scheduling algorithms, which would perform well under a wide range of cell arrival statistics corresponding to diverse real-world tra c sources. To this end, a conscious decision was made to eschew the traditional assumption of Poisson cell arrivals in favor of more complex models (see Section 5.1). At the call level, however, Poisson call arrivals and exponentially distributed holding times are assumed.
Therefore, each type of service (voice, video, facsimile, etc.) supported by the network will have its own call arrival rate and average holding time, and each call of a given service type will be characterized by the same single source model or cell inter-arrival time distribution, which may be arbitrary. In practice, many di erent service types are likely to be mapped onto a tra c class; in the sequel, however, each tra c class will be assumed for simplicity to consist of calls of a single type of service, with the system state given by a vector x of the integer number of calls of each class.
The Scheduler and the Schedulable Region
The task of the scheduler is to resolve contention between cells of di erent classes at a switching point, such as to satisfy the cell-level QOS requirements for all classes. The scheduler may make use of information from cell-level sensors regarding cell arrivals and departures as well as bu er occupancies (queue lengths). The high speeds at which future integrated networks will operate and the resultant high volume of cell-level information impose real-time constraints on scheduling decisions which mandate the use of simple algorithms with relatively simple information structures. Several di erent scheduling algorithms with di erent information structures have been compared in 5], and will be summarized in Section 5.2. If too many calls are admitted to the system, no scheduling algorithm will be able to satisfy the cell-level QOS requirements for all classes. For each scheduling algorithm, experiments involving di erent numbers of calls of each tra c class are used to determine the boundaries of the state space delineating the set of calls that the system can accept.
This schedulable region, denoted by S, has been de ned as follows 5]. Let S = fx 2 N n j scheduler guarantees the cell-level QOS for all classes g, (3.1) where N is the set of natural numbers, and the state x, which was informally introduced in Section 3.2, will be precisely de ned in Section 4.1. The maximum number N i of Class i calls allowed into the system is de ned from the limits of the schedulable region, by
The region S represents the limits on the admission control policy imposed by QOS considerations at the scheduling level. In general, this region will depend on the statistical characteristics and cell-level QOS constraints of each class of tra c, as well as on the details of the scheduling policy in use. Of necessity, the admission control must take these considerations into account; the approach presented here is to leave as much of these details as possible to be dealt with at the scheduling level, and to pass the minimal necessary amount of information to the admission controller via the delineation of the schedulable region S.
The mechanism by which this is accomplished is described in the following section.
Joint Scheduling and Admission Control
To achieve e cient use of network resources while guaranteeing QOS, a Tra c Control Architecture known as WIENER has been developed 16, 17] . Within this architecture, various network management agents operate asynchronously and independently of one another, but can communicate with each other via a common knowledge database to achieve the common goal of optimizing system performance. Although the WIENER framework encompasses routing, ow control and bu er management as well, we will focus exclusively on scheduling and admission control. The tasks of these two modules, and their interrelationship, are described in this section, and depicted in Figure 1 . The scheduler, as described above, controls of the admission controller, the optimal admission control problem is presented and solved in Section 4. The numerical solutions to this problem can then be used to benchmark the various heuristic control policies presented in Section 5.3. It is worth noting that a similar scheme 18] has been suggested in relation to call routing, which is not addressed here. The scheduler at each contention point in the network registers its schedulable region in a distributed database. The routing control module can then base call routing decisions on the contents of this database, once again insulated from the celllevel performance observations which might have been necessary to monitor the quality of service.
The Admissible Load Region
For network service providers concerned with proper dimensioning to meet projected demands, the important question to be asked of a given system is: under what loading conditions can all QOS constraints be satis ed? The answer to this question may be represented for our multiclass system as a region in the space of call arrival rates of each class. As this region, which we will call the admissible load region, is highly dependent on the schedulable region for the switch, as well as the call holding times for the various classes, it provides a very useful characterization of the joint performance of the scheduling and admission control algorithms. It can thus play a role not only in evaluating the merits of one admission control algorithm relative to another under a given scheduler, but also in comparing scheduling algorithms in terms of their impact on nal system performance under load.
For a given schedulable region S, call holding times ( where the call arrival rates i and holding times i are formally de ned in the following section.
The Multiclass Admission Control Problem
In this section, the separation principle presented above is shown to allow a concise mathematical formulation of the optimal admission control policy. This policy will maximize network revenue while guaranteeing both cell-level and call-level QOS. While the call-level QOS constraints appear explicitly in the formulation, the cell-level QOS is guaranteed solely by way of the the schedulable region.
Consider a single network node with n classes of tra c. Each tra c class i 2 f1:::ng consists of a stream of statistically identical calls with Poisson arrivals at rate i and i.i.d. exponentially distributed holding times with mean 1= i . Each tra c class is distinguished by a unique set of performance constraints and per-call tra c characteristics (bandwidth requirements, burstiness, etc.).
The admission control will consist of deciding whether arriving calls should be admitted to the network, or whether they should be blocked. (The possibility of queueing incoming calls for later admission is not considered here.) In what follows, a Markov chain model is de ned for the system from the point of view of the admission controller, a criterion is de ned for the optimality of this control, and the optimal control is formulated as a linear program. c i is proportional to the per-call maximum bandwidth required for Class i. This utility assignment corresponds to the maximization of throughput in the circuit-switched case, where each call reserves enough bandwidth for its maximum transmission rate. c i is proportional to the per-call average bandwidth required for Class i. This utility assignment, re ecting the average throughput, is more appropriate in a packet-switched environment, but does not take into account the burstiness of Class i calls. c i is inversely proportional to N i , the maximum number of Class i calls that may be accepted. This utility assignment most accurately re ects the cost to the network of carrying a call of each class in the ATS framework. Note that actual utility assignments, or tari s, will be market-driven, and are thus likely to be more complex, to re ect the e ects of many other criteria as well.
The Markov Chain
The utility generated by the network in state x is Cx; and the total expected utility J(u) under control u is given by
The optimal control policy, if it exists, achieves the maximum utility, i.e., max u2U J(u):
As mentioned in Section 3.1, there may be a need to guarantee a certain quality of service at the call level, such as a limit on the probability of call blocking. The call blocking probability p i (u) for Class i tra c under a control u is given by
We therefore add an additional constraint to the formulation of our optimal policy to bound The limits i can be di erent, providing di erent call-level QOS to the di erent tra c classes, or they can be the same, thus imposing a fairness constraint on the scheduling policy 7].
The Optimal Control Policy
The optimal control problem presented in Sections 4.1 and 4.2 is a nonlinear optimization problem, since the equilibrium probabilities u (x) obtained as a solution to the balance equations (4.2) contain products of the controls u i . The methods of dynamic programming (either policy iteration or value iteration) could be applied to nd optimal controls for a discounted utility function. However, this approach runs into problems when the utility function is cast as a long-term average, as here formulated. In addition, it does not allow the introduction of the call blocking constraint (4.7). We therefore follow the methodology developed by Bovopoulos and Lazar 12, 13] (also used by Oda and Watanabe 11]), to reformulate the optimization problem as a linear program.
To linearize the problem, we will rewrite the equations of Section 4.1 with a new set of variables representing network ows, in addition to the equilibrium probabilities. That is, let The second set of constraints ensure that the controls satisfy u i (x) 2 0; 1]. In fact, the properties of the linear program 12, 13] ensure that the solution will satisfy u i (x) 2 f0;1g for all (except possibly one) of the control variables u i (x); i 2 f1;:::;ng;x 2 S. The fourth set of constraints are derived from the call blocking constraints (4.7) along with Equations (4.6) and (4.8) .
For the special case of the optimal admission control policy, the admissible load region is determined by A = f( Note that as the utility weighting vector C appears only in the objective function, and not in any of the constraints; it has no e ect on determining the admissible load region A, though it will certainly in uence the achieved utility.
Complexity Considerations
How di cult a problem is this to solve? Is it feasible to consider the optimal admission control for actual implementation in broadband networks? Let N = card(S), the number of states in the schedulable region. Then the linear program formulated above for n tra c classes has (n + 1)N variables and (n + 1)N constraints (or (n + 1)N + n if call blocking is included). Even for the examples reported in Section 6 for n = 2, the linear program became quite large, and solutions were accomplished only with di culty. If we further consider that N itself is exponential in n, we nd that it is unrealistic to expect to solve this problem in near-real-time in response to evolving conditions in a broadband switching system. Nevertheless, the fact that we can concisely express the optimal solution, and solve it numerically for some simple cases, can be very useful in several ways. Valuable insights can be gleaned from observations of the form of the optimal policy under various loading conditions and schedulable regions, and can inspire the design of good heuristic control policies. Similarly, the performance results achieved by the optimal control can be used as a benchmark against which all other control policies may be evaluated.
Experiments with Two Classes of Real-Time Tra c on a MAG-NET II Switching Node
In this section we describe the experimental procedure used to evaluate the performance of the proposed scheme for joint scheduling and admission control. We will assume that the Ring Switch Fabric of the MAGNET II 2] switching node is congestion free. Contention at the switching nodes takes place, therefore, only at the output links. Simulations and numerical studies were performed for a single MAGNET II switching link, with a capacity of 100 Mbit/s, loaded with real-time tra c of two classes and operated under various control policies at both the scheduling and admission control levels. The tra c sources, the scheduling policies, and the admission control policies considered are described in this section. In all cases, discussion is restricted to Class I and Class II, which are the only classes used here, although the control mechanisms are actually de ned for the multiclass tra c model described in Section 3.1. (Note that in this section, to re ect the speci c nature of the tra c classes considered, we revert to the use of Roman numerals to index the two classes.)
Tra c Loading
For the purposes of this paper we consider two of the tra c classes de ned in section 3.1 to carry information of a very speci c type. Class I is assumed to consist of x I constant bit rate (CBR) video calls, and Class II of x II variable bit rate (VBR) calls. In the determination of the schedulable region (Section 5.2) the number of calls is considered constant throughout each experiment; in the investigations of various admission control policies (Section 5.3), the number of calls varies according to the Markov model described in Section 4. A single CBR video call is assumed to generate cells at a constant rate of 1 MBit/s, as in the proposed MPEG standard 19]. A single VBR video call is modeled as a periodic random process characterized by a xed frame size of duration F = 62:5 ms, with cells being generated at a constant rate for a randomly varying portion of each frame. Two di erent experiments were performed, assuming di erent levels of burstiness for the VBR video sources. In Experiment 1, the active period of each frame is uniformly distributed between 10 and 40 ms, during which time the source emits cells at a constant rate of 10 Mbit/s. For Experiment 2, each VBR source generates cells at the higher rate of 100 MBits/s, but has a correspondingly shorter active period, uniformly distributed between 1 and 4 ms. The average data transmission rate for a single VBR video source is thus approximately 4 Mbit/s in either case. This model of VBR video is based on our previous observation of the qualitative behavior of real-time video sequences on MAGNET II 20].
Scheduling Policies
In Static Priority Scheduling (SPS), a frequently suggested mechanism for scheduling realtime packet tra c, Class II cells will be transmitted only when there are no Class I cells awaiting transmission. This scheduling mechanism o ers the best possible service to Class I, but can cause long delays for Class II tra c.
In Asynchronous Time Sharing (ATS), communication resources are time-shared between the classes according to a cycle scheme 1]. The MAGNET II Real-time Scheduling (MARS) algorithm 5] is a mechanism for adaptively setting the parameters which govern this cycle scheme, based on observations of cell arrivals and departures. The algorithm allocates to Class I the minimum amount of resources it needs to satisfy its QOS requirements. Thus, Class I cells may be delayed slightly (within their deadlines) in order to improve performance for Class II.
The schedulable regions for these two scheduling algorithms were determined by simulation experiments as in 5] for the two classes of tra c described above. The QOS constraints described in Section 3.1 were imposed for Classes I and II, using the QOS vector S I ; S II ; "; ] = 1 ms, 1 ms, 0.001, 5.0]. We let Class I tra c vary from x I = 0 CBR video calls to x I = 100 calls. For each simulation run, we xed x I and determined the maximum number of VBR video calls x II for which the cell-level QOS constraints could be satis ed.
The schedulable regions for these two algorithms are plotted against the regions corresponding to circuit switching (CKT) in Figure 2 , using the VBR source models of Experiments 1 and 2. Note that MARS can accommodate a signi cantly higher number of CBR sources when the system is highly loaded with VBR tra c. Also note the great advantage of both packet-switched schedulers (SPS and MARS) over circuit switching, especially when using the relatively smooth tra c sources of Experiment 1.
Admission Control Policies
In this section, several heuristic admission control policies are presented for comparison. Each of these policies in turn will be evaluated using the two-class system and the MARS scheduling algorithm, and the results compared to those achieved by the optimal policy. This situation may also be referred to as the uncontrolled case, from the point of view of the admission controller. When the CS policy is used, the schedulable region S speci ed by the scheduler completely determines whether an incoming call will be admitted or blocked.
The Hold-Back-One Control Policy
While the CS policy given above may seem intuitive at rst, there may be situations in which it is not the best policy. Speci cally, if calls of one class need signi cantly less bandwidth than others, it may be desirable to reject a call of this type which could have been accommodated, to reduce the likelihood of future rejection of a larger call.
As an example of a control policy exhibiting this type of behavior, consider the following heuristic policy for the two-class situation in which calls of Class II need considerably more bandwidth than calls of Class I: u I (x) = 1 fx+e I 2Sg^: (1 fx+e II 2Sg^1fx+e II +e I = 2Sg ): u II (x) = 1 fx+e II 2Sg ; (5.2) This algorithm tries to avoid the situation in which Class II calls and Class I calls could be accepted, but accepting an arriving Class I call would cause subsequent Class II calls to be rejected. A slot is thus held open for the anticipated future arrival of a Class II call (see Figure 4) . A similar heuristic was considered by Kraimeche 6] for the multi-rate circuit-switched problem. If, for x T so derived, we have x T 2 S, then this policy will be a CP policy, and it will guarantee call-level QOS for all classes. (In this case, x T may be increased to the boundary of S by any algorithm desired and in any direction without violating this guarantee. This amounts to a choice among a set of CP policies which all guarantee QOS, but may provide di erent payo s for the speci c values of and in e ect.) When x T = 2 S, the policy de ned by Equation (5.3) is no longer equivalent to the CP policy, since the boundary of S may now cause some calls of each class to be blocked even before hitting the threshold x i T . The blocking rates for each class will thus exceed those given by the one-dimensional approximation of Equation (5.4). Nevertheless, it is often the case that this increase in blocking is small enough such that each class still meets its blocking probability constraint.
The intuitive appeal of this heuristic is that it tends to bring the actual blocking probabilities for all classes fairly close to their speci ed limits. In cases where the CS policy results in QOS violations for one class while other classes remain lightly loaded, this thresholding policy tends to increase blocking for the lightly loaded classes and to decrease it for the class experiencing excessive loading. Compared to the HBO policy, note that HBO is a xed policy de ned for our two-dimensional case based on an a priori notion of a favored tra c class. It is not entirely clear how it should be extended to handle more than two tra c classes. The MDT policy, however, is well-de ned for any number of classes. In addition, its decisions on which classes to favor and which to block are based not made a priori as part of the policy description, but are dynamically derived based on the current loading conditions and blocking constraints for each class.
Numerical Results
The performance of the various joint scheduling and admission control policies was evaluated both qualitatively and quantitatively for the two-class model system described in Section 5. Experiments were conducted using the six di erent scheduling regions pictured in Figure  2 , using MARS, SPS and circuit switching with two di erent sets of VBR source model parameters.
Two distinct types of gain can be identi ed: an increase in the admissible load region, allowing the system to operate at higher o ered loads; and an increase in utility at a given o ered load. While these two types of gain are not mutually exclusive, we have found the former type of gain to be the dominating e ect when call blocking constraints are imposed. When these constraints are relaxed, the latter type of gain become prominent.
In the majority of this section, we focus on the admissible load region and its dependence on the admission control policy, the scheduling policy, the tra c statistics, and the QOS constraints. In Section 6.1, the size and shape of the admissible load region is quanti ed for di erent admission control policies. In Section 6.2, the optimal admission controls are applied using di erent schedulable regions, to obtain the admissible load regions achieved by MARS, SPS and circuit-switching, and to highlight the e ect of di erent tra c source models. In Section 6.3, the admissible load regions are compared for di erent values of the call-level QOS parameters i .
In Section 6.4, we turn our attention to the utility function. The call blocking constraints are relaxed to allow a qualitative and quantitative comparison of the optimal admission control policy with the heuristic control policies, over a broad range of intensities. Note that while all of the results on the admissible load region are independent of the utility weights assigned to calls of di erent classes, as observed in Section 4.3, the utility functions obtained by the di erent control schemes show a very strong dependence on these weights. Tra c intensity was parametrized using the Erlang model commonly used for circuit switching. Thus, given that a maximum of N i calls of Class i can be accommodated by the circuit switching approach, the Class i tra c intensity (in Erlangs per server) is given by Throughout this section, the admissible load regions were calculated as follows. The values of I and II were xed at 1.0, while I and II were proportionately raised to increase the total tra c intensity while keeping the ratio I = constant. For the optimal control policy, the linear program was solved for each parameter set, and the intensity was increased in this way until the linear program found no feasible solution. For each heuristic control policy, the global balance equations (4.2) were solved for each parameter set, and the Class I and II call blocking probabilities p I and p II were computed by Equation (4.6). The intensity was then increased until a violation of call-level QOS occurred. This procedure was repeated for 15 values of I = to identify each admissible load region.
E ect of the Admission Control Policy on the Admissible Load Region
In the rst set of calculations, we investigate the extent to which the optimal control policy allows the system to be operated under a higher call intensity than would be permissible under the various heuristic admission control policies. Figure 3 shows the admissible load regions achieved by the CS, HBO, MDT and optimal admission control policies, using MARS scheduling, the VBR source model of Experiment 1, and call blocking constraints I = II = 0:1: The CS policy is seen to underperform the optimal control by more than 15 % when Class I tra c dominates. The HBO policy does almost as well as the optimal policy in this case, but performs very poorly when Class II tra c dominates. The MDT policy does not lead to such extreme drops in performance no matter which tra c class dominates, but rather performs moderately well across the entire range of values. A qualitative explanation of these results follows.
In a situation where one class of tra c is experiencing call blocking probabilities near its allowed limit while the other class has relatively low call blocking rates, o ered loads can be increased by decreasing the blocking rates for the class near the limit. This can be achieved by blocking more calls of the other classes.
With the speci c tra c sources used here, the Class I blocking probability was an order of magnitude smaller than that of Class II under the CS policy, since the larger calls of Class II were much more often blocked. The HBO policy, (which here was applied to always leave room for a Class II call) was found to always increase the blocking probability for Class I, while decreasing the blocking probability for Class II. This generally had the e ect of making the call blocking probabilities for the two classes approximately equal, allowing the load to be raised to a higher value before either of the blocking constraints were violated. As discussed in Section 5.3, the MDT policy is designed to achieve exactly this e ect. However, it produces somewhat erratic results, as re ected in the uneven shape of its admissible load region in Figure 3 . This inconsistency represents the e ect of choosing an integer threshold to bound the real-valued blocking probability; this bound may be looser or tighter depending on the precise loading conditions, leading to variations in how successful the policy is at meeting its goals.
Note that the limiting values as Class II intensity goes to zero do not converge, as might be expected, to a single point corresponding to the single-class case. This is due to the fact that even as Class II intensity approaches zero, the blocking probability constraint for Class II is still imposed, thus limiting the Class I intensity that may be allowed.
that is, there are states (x I ; x II ) (the shaded states and those marked \ " in the gure) such that u II (x I ; x II ) = 0, but u II (x I ; x II + 1) = 1.
E ect of the Schedulable Region on the Admissible Load Region
Since the admissible load region re ects the satisfaction of both the call-level and the cell-level QOS constraints, a change in the schedulable region will of necessity a ect the admissible load region. The dependence of the schedulable region on the scheduling algorithm, the cell-level QOS constraints, and the tra c statistics was explored in detail in 5] .
In this section, we show the e ect of these dependencies on the admissible load region. The optimal admission control policy is always used for admission control, but with di erent schedulable regions corresponding to di erent policies and/or tra c statistics at the scheduling level. It is thus possible to quantify, e:g:; the e ect on performance at the call level due to the use of the MARS algorithm at the scheduling level. Figure 5 shows the admissible load regions achieved by the MARS and SPS scheduling algorithms, compared with that for circuit switching, using the optimal admission control policy, the VBR source model of Experiment 1, and call blocking constraints I = II = 0:1: Figure 6 shows the dependence of the admissible load region on the parameters of the VBR video source model. These plots show the usefulness of the admissible load region as a tool for evaluating cell-level phenomena, which at rst may appear inappropriate. The comparison of di erent scheduling algorithms by the size of their schedulable regions, as in Figure 2 , is not su cient to quantify the gain of one scheduling algorithm over another. The e ective advantage a orded by a larger schedulable region will depend on how likely the system is to operate in that region. This in turn will depend on the call arrival and departure statistics, as well as the admission control policy in e ect. 6.3 E ects of Call-Level QOS on the Admissible Load Region
The third major factor in determining the admissible load region is the call-level QOS specication, i:e:; the call blocking constraints. Figure 7 shows the admissible load regions obtained using three di erent values for the call blocking parameters . 
Utility Gain
In addition to exploring the boundaries of the admissible load region, it is also instructive to evaluate the gain in utility achieved by imposing various controls. In the cases we have examined, utility increases are mainly due to extending the admissible load region to yield higher utility. The utility gain o ered for the experiment of Figure 3 is pictured in Figure 8 .
The utility weighting vector C = (c I ; c II ) was assigned values based on the per-call average bandwidth for each class. Figure 9 shows the utility function for the CS policy with no call blocking constraints, using MARS scheduling, the smooth VBR video sources of Experiment 1, and a utility weighting vector C = (1; 12): This weighting re ects an assumption that the Class II calls were 3 times as valuable (per unit bandwidth) as the Class I calls. Figure 10 shows the utility gain of the optimal policy over the CS policy in this case. When the utility was considered proportional to the average bandwidth, similar e ects were observed; however, the magnitude of the gain was smaller.
In general, it was found that under low to moderate loading conditions, the CS policy was nearly optimal. At higher o ered loads, however, the CS policy su ers from an instability e ect previously observed by Kraimeche and Schwartz 7] . As the o ered loads are increased, there is a sudden increase in the blocking for Class II calls, leading to a drop in utility. The HBO policy (not shown) ameliorates this problem somewhat, but can su er from the same problem as loads continue to increase. The optimal control, by avoiding this instability, is able to achieve signi cant gains in utility. At high loads, the optimal control can be seen to achieve a utility gain greater than 60 %. This gain is particularly evident when Class II calls were considered to be more valuable, as re ected in the utility weighting vector C.
By rejecting more of the less pro table calls (even when they could have been admitted) in anticipation of arrivals of the more expensive calls, the latter need to be blocked less often.
The optimal control, therefore, is very strongly dependent on the utility vector C which de nes the relative worth of calls of di erent classes.
The MDT policy was not considered in this section, as its formulation was based on the call blocking probability constraint, which was relaxed here. That policy, as formulated, is therefore not applicable. However, the corresponding policy in the case of no blocking constraint would be to choose some x T on the boundary of the schedulable region, which would then de ne a CP policy as discussed. The choice of which of the possible CP policies to implement, like the choice of the optimal control, will be in uenced by the utility vector C. Any reasonable choice of a CP policy, however, will avoid the instability su ered by the CS policy under heavy loading conditions 7].
Conclusion
The problem of joint scheduling and admission control for broadband switching is di cult to analyze because the cell level arrival (and departure) statistics are not Markovian. We have been able to gain an insight into this class of problems by limiting the analysis to a basic multiplexing unit and by invoking a separation principle between the two levels of controls. Under this principle, the cell level information available at the scheduler is presented as a stability (schedulable) region to the admission controller. Within the stability region cell level QOS requirements are satis ed. The schedulable region appears then as a constraint on the admission control problem that is assumed to have Markovian statistics. The separation principle de ned and used in this paper is closely related to separation theorems derived in a more formal setting in 21] and 22].
The examples in this paper have been limited to the case of a single node, with only two types of calls. By restricting our study to a smaller problem which may be fully solved, we have been able to gain an understanding into the behavior of the optimal admission control policy, and when various heuristics can approximate its performance. How can this be extended to the problem of admission control in a large integrated network supporting many types of services? The separation principle enables us to extend the conceptual analysis to multiple switching nodes that do not necessarily use the same scheduling mechanism. In e ect, any scheduler can be used provided that the schedulable region is made available to the admission controller.
Adding services and network nodes corresponds to exponential growth in the size of the linear program we have formulated. Clearly, due to the computational constraints described above, we cannot hope to solve for the optimal policy for networks of realistic size, and heuristic policies must be chosen. However, even the much simpler problem of calculating the blocking probabilities for the CS and MDT policies, which admit product-form solutions for the equilibrium probabilities, quickly becomes impractical to solve. It thus will be di cult even to evaluate the performance of various heuristic policies in large networks. 8 . Acknowledgement
