ABSTRACT. We prove Cwikel-Lieb-Rosenbljum and Lieb-Thirring type bounds on the discrete spectrum of a two-body pair operator and calculate spectral asymptotics for the eigenvalue moments and the local spectral density in the pseudo-relativistic limit.
1. INTRODUCTION 1.1. Statement of the problem. In this paper we consider the behaviour of two particles with the masses m + and m − in the absence of external £elds. The non-relativistic Hamiltonian of such a system is given by
where x + , x − ∈ R d denote the spatial coordinates and −V stands for the interaction between the particles. Due to translational invariance, this operator is unitary equivalent to the direct integral ⊕ R d h(P )dP , where
The parameter M = m + + m − is the total mass of the system and P ∈ R d is the total momentum. The spectrum of (1) is the union of the spectra of the pair operators h(P ) for all P ∈ R d . Notice that h(P ) depends on P only by a shift of
, and the spectra of all h(P ) coincide modulo the respective shift. In other words, the fundamental properties of the pair operator do not depend on the choice of the inertial system of coordinates.
On the other hand, if we consider the pseudo-relativistic Hamiltonian [H, LSV] −∆ + + m 2 + + −∆ − + m 2 − − V (x + − x − ), Date: 17.11.2001 the corresponding decomposition into a direct integral ⊕ R d h rel (P )dP gives rise to the pair operators (2) h rel (P ) = |µ + P − i∇ y | 2 + µ 2 + M 2 + |µ − P + i∇ y | 2 + µ 2 − M 2 − V (y), where µ ± = m ± M −1 . Obviously these operators show a much more involved dependence on the total momentum P ∈ R d . This implies a nontrivial behaviour of the spectra of h rel (P ) in P . For example, if −V is a smooth, compactly supported attractive well, the essential spectrum of h rel (P ) coincides with the interval [(p 2 + M 2 ) 1/2 , ∞) and the discrete spectrum is £nite. However, the distribution of the negative eigenvalues of (3) q rel (P ) = h rel (P ) − p 2 + M 2 , p = |P |, depends on P . Even if the attractive force −V is too weak to induce negative bound states for small p, eigenvalues will appear as p grows and their total number tends to in£nity as p → ∞. Our paper is devoted to the study of this phenomenom.
More precisely, we shall study the following quantities. First, for given P we chose the system of coordinates such that P = (p, 0, . . . , 0) and we stretch the spatial variables by the factor p −1 . Obviously p −1 q rel (P ) is unitary equivalent to the operator (4) Q(i∇, y) = H p (i∇) − V p (y),
where V p (y) = V (yp −1 ) and
with ξ ∈ R d , ξ = (η, ζ) for ξ 1 = η ∈ R and (ξ 2 , . . . , ξ d ) = ζ ∈ R d−1 , µ ± > 0, p > 0. Throughout this paper we focus on the case of higher dimensions d ≥ 3. We will discuss the behaviour of the total number of negative eigenvalues (including multiplicities) 1 N p (V ) = tr χ (−∞,0) (Q p (i∇, y)) and the sum of the absolute values of the negative eigenvalues 2 S p (V ) = tr (Q p (i∇, y)) − 1 By χ (0,∞) we denote the characteristic function of the negative semiaxes. 2 For real x we put 2x − = |x| − x. 
However, within these classes of potentials the quantities Ξ p and Σ p show various asymptotical orders in p as p → ∞. Indeed, we have
as p → ∞. 4 On the other hand, consider the model potentials
LetΞ p (V ) andΣ p (V ) be the analogs of (5) and (6), if we replace
, respectively. For these classes of potentials the asymptotics (7) and (8) can be carried over to the case M = 0 as well. For potentials (9), corresponding to the cases (10) or (11), the quantitiesΞ p (V θ ) andΣ p (V θ ) are in£nite for all p > 0.
1.3.
Estimates on the counting function. In section 3 we start the spectral analysis of the operators (4) and develop Cwikel-Lieb-Rosenbljum type bounds on the counting function N p (V ). The strong inhomogeneity of the symbol prevents us from using ready standard versions of Cwikel inequality [C, BKS] . Instead we apply a modi£cation [W1, W2] , where the estimate follows the phase space distribution as close as possible even for complicated symbols. In particular, we show that for p ≥ M > 0
, whenever the respective r.h.s. is £nite. The leading terms in the bounds (14) and (15) reduplicate the correct asymptotic order in p in (7) and (10).
The appearance of some mass dependence in (13) is natural, since one expects that the massless operatorQ p has generically in£nite negative spectrum for d = 3 and all p > 0. Indeed, the massless kinetic energyH(ξ) vanishes on the interval between e + and e − , the £rst coordinate of the momentum will not contribute in this region and we experience practically a d − 1 dimensional kinetic behaviour. Hence, to establish (13) for d = 3 we have to deal with problems resembling spectral estimates for two-dimensional Schrödinger operators. In the massless case virtual bound states will prevent any estimates on N p (V ). The inclusion of a £nite mass supresses this effect to some extend, but leads with our method of proof to the additional factor (1 + ln pM −1 ) in (13) compared to (7). If the potential V has a repulsive tail at in£nity, the bound (13) can be complemented by the estimate
5 Here · θ,w stands for the "weak" norm of the Lorentz space L θ w .
4
This is carried out in Theorem 7 in Appendix II. Moreover, combining the techniques of Appendix II and inequality (13) it is possible to show that
. Nevertheless it remains an open problem, up to what extend the logarithmic increase in p can be removed from (13) in general.
1.4. Estimates on the eigenvalue moments. In section 4 we integrate the estimates (13)-(15) according to the Lieb-Aizenman trick [AL] to obtain Lieb-Thirring type bounds on the sums of the negative eigenvalues and £nd that for p ≥ M > 0
The bounds (16) and (17) are immediate consequences of (13) and (14), respectively. The estimate (16) carries again an additional logarithmic factor. Since eigenvalue moments behave usually more regular than counting functions, the question on the essence of this term stands even more pressing in this situation. The derivation of (18) from (15) is somehow more involved, because bounds with Lorentz norms cannot be handled in the same way as in [AL] .
1.5. Spectral asymptotics and coherent states. In section 5 we state in Theorems 5 and 6 the main asymptotic results of this paper. In a £rst step we obtain the formula
This result, which is obtained by means of coherent states, corresponds essentially to the case of the phase space asymptotics (8) and relates to the bounds (16), (17). In section 5 we provide the necessary background information on Berezin-Lieb inequalities. In sections 6 and 7 we implement these methods for the speci£c symbol at hand. The proof of Theorem 5 is £nally given in section 8. We point out that our methods do not avail for spectral asymptotics in the case (11).
While the coherent state method works well for traces of convex functions of the operator, such as S p (V ), the application to counting functions is more subtle. Essentially one has to differentiate the asymptotic formula (19) , what requires special attention. In section 9 we avail to the extend, that we can give asymptotics of the local spectral density. Assume that
and that U and V possess uniformly bounded second derivatives. Put U (y; p) = U (p −1 y). Then
The function U has to decay at in£nity and one cannot put U = 1 and deduce an asymptotic for N p (V ) itself. However, it is clear that
This sharp lower bound complements the estimates from above (13) and (14). We follow an approach similar to [ELSS] . Our methods do not provide sharp asymptotics in the setting of (10).
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NOTATION
Let L p (R d ) be the space of p-integrable functions with respect to the Lebesgue measure ν = dx on R d equipped with the standard norm · L p (R d ) . We shall omit the spaces from our notation where possible.
If f is a real-valued function on R d and measurable with respect to the Lebesgue measure ν, then put
is £nite. Beside the quasi-norm · q,w we shall also use the asymptotical functionals
The function χ M will denote the characteristic function of the set M . If M = (−∞, t) ⊂ R we write in shorthand χ t = χ (−∞,t) . Let ω d stand for the volume of the unit ball in R d . Finally, by c or c j.k we denote various constants where we do not keep track of their exact values. In particular, the same notion c in different equations does not imply that these constants coincide.
UNIFORM ESTIMATES ON THE NUMBER OF NEGATIVE EIGENVALUES: CWIKEL'S INEQUALITY REVISED
3.1. Statement of the result. In this section we discuss a priori bounds on the counting function of the discrete spectrum of the operator
Our goal is to £nd estimates, which reproduce the behaviour of the phase space
Qp<0 dξdy in general, and the asymptotics of Ξ p for p → ∞ in particular, as closely as possible. In particular, we shall obtain the following two statements.
Then there exists a £nite constant c = c(d), which is independent on p, M and V , such that
, the bound (23) contains an additional logarithmic factor. This underlines, that formula (23) has in fact a two-dimensional character, see [W2] .
Remark 2. We point out, that in the case M = 0 in the dimension d = 3 one expects in£nite many negative eigenvalues for any non-trivial attractive potential V ≥ 0. In contrast to that in higher dimensions the bound (24) holds true in the massless case as well.
. Then there exist £nite constants c 1 (θ) and c 2 (θ) independent on p, M and V , such that
Remark 3. The corresponding asymptotics shows that for large p the r.h.s. of (25) is of the same order in p as
The remaining part of this section is devoted to the proof of Theorem 1 and Theorem 2.
3.2. A modi£cation of Cwikel's inequality. Let Q A,B be an operator of the type
and let {s n (E a,b )} n≥1 be the non-increasing sequence of the singular values (approximation numbers) of E a,b . According to the Birman-Schwinger principle [B, S] the total multiplicity of the negative spectrum of Q A,B equals to the number of singular values s n (E a,b ) exceeding one, that is
Hence, spectral estimates on the operators Q A,B can be found in terms of estimates on the sequence {s n (E a,b )} n≥1 . In particular, if a and b satisfy
, since then the factor a r L r is proportional to the volume of the portion of the classical phase space given by
For functions b(ξ) which are not "optimal" members of the weak class L r w (R d ), the right hand side of (26) does not capture the respective phase space volumina. We are therefore in need for a suitable generalisation of (26), which is applicable to a suf£ciently wide class of symbols b and which re¤ects the phase space character of the estimate even for non-homogeneous symbols. Corresponding results can be found in [W1, W2] . For the problem at hand we shall use the following statement from [W2] .
Consider the function q(
stands for the subspace of bounded 8 functions q satisfying q(x, ξ) → 0 as |x| + |ξ| → ∞. Let q * be the nonincreasing rearrangement of q, see (22) and put (27) q
, which is £nite for anyt > 0. If ν = dxdξ is the Lebesgue measure on R 2d and the distribution function ν q is de£ned according to (21), then using integration by parts the quantity (27) can also be rewritten as follows (28) q
The following proposition holds true:
For this class of potentials (31) and (35) imply
Then (39), (27) and (30) imply
The analogous bound for the case d = 3 requires some more attention. For this we insert each of the three summand (32)-(34) in (31) into the integral in (28) and obtain 1 t
as well as
By (38) the last bound implies
If we insert (39)- (43) into (28) and (30) we arrive at
The relations (40) and (44) imply Theorem 1.
Furthermore, by (32) and (33) we have
Passing from integration in space to integration of rearrangements (46) turns into
Together with (45) this gives 
, t > 0.
From (30) we conclude Theorem 2.
UNIFORM ESTIMATES ON THE EIGENVALUE MOMENTS: LIEB-THIRRING INEQUALITIES REVISED.
4.1. Statement of the results. Alongside with estimates on the number of negative eigenvalues we shall make use of estimates on the moments of eigenvalues. Given a bound on the counting function N p (V ), estimates on eigenvalue sums can be deduced from the identity
We shall obtain the following estimates.
Remark 5. The respective asymptotics in section 4 show that the r.h.s. of (49) captures the correct asymptotical order of the phase space average Σ p (V ) as p → ∞, while (48) carries an additional logarithmic factor similar to (23).
Theorem 4. Assume that
Then there exist £nite constants c 1 (θ) and c 2 (θ) independent on p, M and V , such that
Remark 6. The asymptotics in section 4 show that the r.h.s. of the second estimate has the same asymptotical order in p as
Standard variational arguments and the Aizenman-Lieb integration [AL] of the bound (23) give
which implies (48). In higher dimensions a similar integration of (24) implies (49).
The inequality (25) contains a term with a weak L θ w -norm. In contrast to the usual L p -norms, these weak norms in the bound for the counting function cannot be carried over a respective weak norm in the Lieb-Thirring inequality via the Aizenman-Lieb trick. In fact, for the proof of our results below it shows to be necessary to re£ne (25) for potentials V = (W − pu) + .
Using the same notation as in the previous section in analogy to (45) we £rst £nd that
On the other hand, in analogy to (46) passing to the integration of rearrangements we £nd
Notice that for d+1 2
where the minimum is taken for the £rst elements of the respective sets if 0 < a ≤ũ, and for the second elements if 0 <ũ ≤ a. From (52) and (53), 13 (54) we conclude that
for s 2 M 2 p −2 ≥ u. These two bounds in conjunction with (51) give
The inverse q * p of ν qp satis£es then the bound
for all t > 0, while for the dimension d = 3 we obtain
as t > 0. In view of (30) we conclude, that it holds either in higher dimesions
14 where C is some £xed £nite positive constant and y = f (x) is the inverse function to x = √ y/(1 + ln + Cy) on R + .
Inserting (55) into (47) we obtain immediately (50) for d ≥ 4. To settle the case d = 3 we £rst note that f (x) ≤ cx
for all t > 0. Hence, the bound (56) can be developed as follows (57)
For θ > 2, the following identity holds true
for any a > 0. If we integrate (57) in u for 2 < θ < 5 2 and take (58) into account, we arrive at (50).
ASYMPTOTICS OF THE EIGENVALUE MOMENTS AND THE COUNTING FUNCTION

Statement of the main results.
We turn now to the calculation of the asymptotical behaviour of Σ p (V ) and N p (V ) for certain cases. In particular, we shall obtain the following two formulae:
and that V has uniformly bounded, continuous second derivatives if
holds true as p → ∞. 
and that U and V possess uniformly bounded second derivatives. Put U (y; p) =
We mention the following obvious consequence of Theorem 6:
The remaining part of this paper is devoted to the proof of Theorem 5 and Theorem 6. Our approach is based on the methods of coherent states. Therefore we £rst give a short survey of the necessary general material from this subject.
Coherent States and Berezin-Lieb Inequalities: Preliminaries.
Fix some spherically symmetric, smooth, non-negative function f with compact support in
For given γ = {y, ξ} with y, ξ ∈ R d we de£ne the coherent states
For any £xed γ and it holds Π γ L 2 (R d ) = 1. Let J be a non-negative, locally integrable function on R d with not more than polynomial growth at in£nity. We de£ne the operator J(i∇) = Φ * JΦ in the usual way with Φ being the unitary Fourier transformation. Putf = Φf . In view of our choice of coherent states it is associated with the symbol function
The operator of multiplication by a locally integrable real-valued function W on R 3 corresponds to the symbol
with respect to the variable x and u v denotes the convolution
If now W = W 1 + W 2 , where W 1 is uniformly bounded and W 2 is form compact with respect to J(i∇), the operator sum J(i∇) + W (x) can be de£ned in the form sense. Let ψ be some non-negative convex function 16 on R, such that ψ(J(i∇) + W (x)) is trace class. Then the Lieb-Berezin inequality states that ( [Be] , see also [LS] )
Moreover, if the average of ψ(J(ξ) + W (y)) in R 2d with respect to dγ is £nite, then ψ(j (i∇) + w (x)) is trace class and
Let us £nally assume that in addition to this J or W are twice continuously differentiable with the following uniform bounds on the matrix norms of the respective Hessians
and ϑ(W ) = max
We also recall that χ −t is the characteristic function of the interval (−∞, −t).
Under the above conditions we have Lemma 1. The two-sided bound
holds true, where
Proof. Indeed, by Taylors formula we have
whereξ is some point on the line segment connecting ξ and ξ . Inserting this into the integral expression for (62), because of f
Sincef is spherically symmetric, the £rst integral on the r.h.s. vanishes and
In a similarly way we get
Now (63), (67) and (68) for the optimal choice of give the £rst inequality of Lemma 1. On the other hand (67) and (68) imply
with g κ (x) = min {κ, −x} for x < 0 and g κ (x) = 0 for x ≥ 0. Since
the bound (64) implies the second statement of the Lemma.
6. MOMENTS OF NEGATIVE EIGENVALUES. AN ESTIMATE FROM BELOW.
6.1. Summary. We turn here to the study of the asymptotics of eigenvalue moments
Because of the divergence of the second derivatives of H p (ξ) near the points e ± = (±µ ± , 0, . . . , 0) ∈ R d as p → ∞, a straightforward application of the bound (65) in Lemma 1 will not lead to the desired results. Therefore we have to implement a suitable smoothing procedure of the symbol £rst. In this section we consider the bound from below.
Basic properties of the symbol H p (ξ). Consider the functions
Here m ± and p are positive parameters. We have
. This is a convex non-negative function, which is rotational symmetric with respect to the η-axes. It achieves a unique, non-degenerate minimum at the point ξ = 0 where H p (0) = 0.
The gradient and the Hessian of T ± calculate as follows
Hence,
6.3. Smoothing of the symbol. Let g be a smooth, spherically symmetric non-negative function on R d supported within the unit ball, such that g(x)dx = 1. If σ > 0 we put g σ (x) = σ −d g(σ −1 x), for σ = 0 we set g 0 (x) = δ(· − x) and de£ne
It holds Lemma 2. The functions H p (ξ) and H p,σ (ξ) satisfy the pointwise estimate
Proof. Note that H p is convex and the spherically symmetric weight g σ has the total mass 1. If we represent in (70) the term H p (ξ −y) in a Taylor series at the point ξ of order one with a positive quadratic form as remainder term, the inequality (71) follows immediately.
where 0 < r < min{µ + , µ − }/2, B ± r = {ξ : τ ± (ξ) < r} and
. Lemma 3. One can £nd an appropriate £nite constant c, which is independent on p, M, r > 0, ξ ∈ R d and k, l = 1, . . . d, such that (69) and (77) the £rst part of the integral on the r.h.s. of (76) can be estimated by c 6.3 (1 + r −1 ), while the second term in (76) does not exceed
Note that T ± (ν) ≥ |τ ± − σ r t| and because g is bounded and of compact support we have
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For 0 ≤ τ ± ≤ r/2 the function σ r can be estimated by σ r ≥ e −4/3 r. Hence,
and we conclude (74).
6.4. The estimate from below. We are now in the position to obtain the main result of this section. Put
By Lemma 2 we £nd that
Next we apply the £rst part of Lemma 1 with J = H p,σr and W = V p to this bound. By (74) we have ϑ (H p,σr 
where κ ≤ c 6.8 ϑ(V )r −1 p −3 . From (78) and (79) we £nally conclude Lemma 4. The inequality
holds true for some κ ≤ c ϑ(V )r −1 p −3 , where the constant c in the estimate for κ can be chosen to be independent on V , p, M and r, 0 < r < min{µ + , µ − }.
MOMENTS OF NEGATIVE EIGENVALUES: AN ESTIMATE FROM ABOVE
7.1. Summary. We shall now accompany Lemma 4 by a corresponding estimates from above. As in the previous section we smooth the symbol before applying (66) from Lemma 1. But in the absence of a replacement of Lemma 2 we have to modify the symbol additionally.
7.2. Modi£cation of the symbol. We put δ ∈ (0, 1/2), ξ = (η, ζ) with ξ 1 = η ∈ R and (ξ 2 , . . . , ξ d ) = ζ ∈ R d−1 , and set
In analogy to (72) let the function σ(ξ) = σ r,δ (ξ) be given by (82) σ
where 0 < r < min{µ − , µ + }, B
± r,δ = {ξ : |ξ − e ±,δ | < r}, e ±,δ = (1 − δ)
−1 e ± and
Similar to the proof of Lemma 3 one can show that the derivatives of G p,δ,σ (ξ) satisfy the bounds
The constant c in (83), (84) can be chosen to be independent on p, M , r, ξ, k, l, and δ ∈ (0, 1/2) as well.
Lemma 5. There exists a £nite positive constant
holds true for all r ≤ min{µ − , µ + , Cδ}, 0 < δ < 1/2 and all p ≥ M > 0.
r,δ , the bound (85) for that case is an obvious consequence of the local monotonicity of H p (η, ζ) in η for £xed p, M and ζ.
On the other hand, by (69) it holds |∂H p /∂η| ≤ 2 and |∂G p,δ /∂η| ≤ 2.
For any ξ ∈ B ± r,δ and t ∈ R d , |t| ≤ 1 it holds
The later inequality follows from the fact that x + e −(1−x 2 ) −1 ≤ 1 for all 0 ≤ x < 1. Thus, the argument ξ = ξ − tσ r,δ (ξ) of G p,δ in (81) satis£es ξ ∈ B ± r,δ on the support of g, and we conclude (85) from (86) and the normalisation of g.
It remains to estimate r(δ) from below. Note that M p −1 ≤ 1 and 0 < δ < 1/2. Then
This completes the proof.
7.3. The estimate from above. We put now
From (85) it follows that for σ = σ r,δ
For the eigenvalue sum on the right hand side we can apply (66) in Lemma 1 and we conclude Lemma 6. Assume that 0 < r ≤ min{µ − , µ + , C(µ + , µ − )δ} and 0 < δ < 1/2. Then the inequality
holds true for some κ ≤ c ϑ(V )r −1 p −3 , where the constant c in the estimate for κ can be chosen to be independent on V , p, M , r and δ.
THE PROOF OF THEOREM 5
We are now in the position to complete the proof of formula (59). In the beginning we shall assume that V has uniformly bounded second derivatives and that
and d ≥ 3. 23 8.1. The estimate from above. First note that G p,δ is convex and consequently
Simultaneously we have
for all t ≥ 0. Hence, relations (87), (23) and (24) imply that
and consequently
for large p, we claim 
Below we shall study properties of the phase space averages
Set (93) Λ p (y; V ) = (2π)
dξ.
Lemma 7.
Assume that τ = M p −1 ≤ 1. Then for any y ∈ R d it holds (94)
where W = W (y) = (V p (y)) + and υ = √ 1 + τ 2 .
Proof. Fix some point y ∈ R d . Since H p (ξ) ≥ 0 we have Q p (ξ, y) ≥ 0 if V p (y) ≤ 0, what settles the statement in that case. Assume now V p (y) ≥ 0. Putμ = (µ − − µ + )/2 andη = η +μ. Then Q p (ξ, y) < 0 is equivalent to 
It is not dif£cult to see that l which for £xedμ is uniform for all p and M satisfying τ ≤ 1. Hence, 
Potentials
We £nd that the integrand on the r.h.s. of 
. For potentials V where V + is "strictly between" L d−1 
