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Abstract
Let u be a single layered radially symmetric unstable solution of the Allen–Cahn equation −2u =
u(u−a(|x|))(1−u) over the unit ball with Neumann boundary conditions. We estimate the small eigenval-
ues of the linearized eigenvalue problem at u when  is small. As a consequence, we prove that the Morse
index of u is asymptotically given by [μ∗ + o(1)]−(N−1)/2 with μ∗ a certain positive constant expressed
in terms of parameters determined by the Allen–Cahn equation. Our estimates on the small eigenvalues
have many other applications. For example, they may be used in the search of other non-radially symmetric
solutions, which will be considered in forthcoming papers.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the Allen–Cahn equation
−2u = u(u− a(|x|))(1 − u) in Ω, ∂νu = 0 on ∂Ω, (1.1)
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the unit outer normal at x ∈ ∂Ω ,  > 0 is a small constant and a(r) is a C1 function satisfying
0 < a(r) < 1 for r ∈ [0,1]. Therefore a(|x|) is Lipschitz continuous in B1 and C1 in B1 \ {0}.
Problem (1.1) arises from several applied fields and has been extensively investigated in the
last two decades. In the one-dimensional case, it is known that when  > 0 is small, there are so-
lutions with sharp layers near those values of r such that a(r) = 1/2, and with sharp spikes near
certain local extremum points of a(r); these solutions are generally unstable, and their Morse
indices can be calculated according to the number of layers and spikes they have (see [1,22] for
further details). The stable solutions for the one-dimensional case were earlier investigated in de-
tail in [3]. Further related results for the one-dimensional case can be found in [2,10,14,15] and
the references therein. Much less is known for the higher-dimensional case. In [5], stable solu-
tions of (1.1) over a general higher-dimensional domain but under Dirichlet boundary conditions
were studied; as in the one-dimensional case considered in [3], it was shown that these solu-
tions can only have sharp transitions near where a(x) = 1/2. More general boundary conditions,
including boundary blow-up problems, were considered in [7–9].
This research is based on results obtained in [4], where unstable solutions of (1.1) over the
unit ball were studied, and it was shown that (1.1) has unstable radially symmetric solutions
u(r) with one or several sharp layers near a point r0 ∈ (0,1) where a(r0) = 1/2 and a′(r0) = 0.
This result is similar to those in the one-dimensional case. However, there exist fundamentally
different properties of u(r) between the one-dimensional and high-dimensional cases; its Morse
index is one of these properties.
For simplicity, we consider the case that u is a single layered unstable solution. In the one-
dimensional case, it is known that such a solution has bounded Morse index. In higher dimension,
it is expected that the Morse index of u goes to infinity as  → 0. In this paper, we will give
some accurate estimates of the small eigenvalues of the linearized eigenvalue problem of (1.1)
at u , and obtain a rather sharp asymptotic formula for the Morse index of u , which we denote
by m :
lim
→0m
(N−1)/2 = μ∗,
where μ∗ is a positive constant which can be calculated (see Theorem 3.9 for more details).
Our estimates for the small eigenvalues associated to u have many other applications. For
example, they will be crucial in the construction of solutions to (1.1) of the form u + v
(see [6]), with v non-radially symmetric and close to zero in the unit ball except near one
point. Such a solution has a sharp layer as well as a spike, and has not been obtained before
in high dimensions. Our results also seem to be useful in the bifurcation analysis along the lines
of symmetry-breaking (see Remark 3.11 for more details).
Let us now describe u more accurately. For convenience of notation, we often write
f (r,u) = u(u− a(r))(1 − u); f1/2(u) = u(u− 1/2)(1 − u).
Clearly
f ′1/2(0) = f ′1/2(1) = −1/2,
1∫
f1/2(u) du = 0.0
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−u′′ = f1/2(u), u′ > 0 in R1, u(0) = 1/2, u(−∞) = 0, u(∞) = 1 (1.2)
has a unique solution u = φ(t), and it satisfies φ(t)+ φ(−t) = 1 and
⎧⎪⎨
⎪⎩
lim
t→∞ e
t/
√
2[1 − φ(t)]= c0, lim
t→−∞ e
−t/√2φ(t) = c0,
lim
t→±∞ e
|t |/√2φ′(t) = c0/
√
2, lim
t→±∞ e
|t |/√2φ′′(t) = ∓c0/2,
(1.3)
where c0 is a positive constant.
Moreover, since (f ′1/2(φ(t)) + 1/2) → 0 exponentially as |t | → ∞, by standard theory on
Schrödinger operators (see [13]) the eigenvalue problem
−ψ ′′ = f ′1/2
(
φ(t)
)
ψ + λψ in R1,ψ ∈ H 1(R1),
has a smallest eigenvalue λ1, it corresponds to a positive eigenfunction, which is unique up to a
multiplicative constant, and any other eigenvalue λ < 1/2 (if exists) is isolated and corresponds to
eigenfunctions which change sign. It follows that 0 is the smallest eigenvalue with corresponding
eigenfunctions ψ(t) = αφ′(t), α ∈ R1. The other eigenvalues (and real part of the spectrum) are
positive and bounded away from 0.
Problem (1.1) has many radially symmetric solutions. The following result was proved by
Dancer and Yan in [4].
Theorem A. Suppose that r0 ∈ (0,1) satisfies a(r0) = 1/2 and a′(r0) = 0. Then for any integer
k > 0, there exists 0 > 0 such that for  ∈ (0, 0), (1.1) has a solution of the form
(i) u = ψ,1 +∑ki=2 w,i +ω if a′(r0) < 0,
(ii) u =∑k−1i=1 w,i +ψ,k +ω if a′(r0) > 0,
where ω is a “higher order term” satisfying
1∫
0
[
2ω′(r)2 +ω(r)2
]
rN−1 dr = o(),
w,i = ψ,i +ψ,i −1 has two sharp layers near ri = r,i and ri = r,i , where for some constants
τ,M > 0 independent of ,
r0 −M ln(1/) r,1 < r,1 < · · · < r,k < r,k  r0 +M ln(1/),
r,i − r,i−1  τ ln(1/), r,i − r,i  τ ln(1/),
ψ,i(r) = Ψ,ri (r), ψ,i(r) = 1 −Ψ,ri (r),
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Ψ,r∗(r) =
⎧⎨
⎩
0 for r ∈ [0, r∗ − (R + 1) ln(1/)],
φ( r−r∗

) for r ∈ [r∗ −R ln(1/), r∗ +R ln(1/)],
1 for r ∈ [r∗ + (R + 1) ln(1/),1],
with R > 0 a large constant such that
∣∣Ψ (j),r∗(r)∣∣= O(2) for j = 0,1,2, r ∈ [0, r∗ −R ln(1/)],∣∣[Ψ,r∗(r)− 1](j)∣∣= O(2) for j = 0,1,2, r ∈ [r∗ +R ln(1/),1].
Remark 1.1. The solutions in Theorem A are different from the minimizer (and hence stable)
solutions of (1.1) obtained in [5]. By Theorems 1.3 and 1.4 of [5], it is easy to obtain the following
result: If a(r0) = 1/2 and a′(r0) < 0, then (1.1) has a solution of the form
u = ψ,1 +ω;
if a(r0) = 1/2 and a′(r0) > 0, then (1.1) has a solution of the form
u = ψ,1 +ω.
Estimation of small eigenvalues is an important topic in the stability analysis of patterned
solutions in reaction diffusion systems, see, e.g. [16] and the references therein. When the spa-
tial domain is a ball, sharp estimates of the small eigenvalues are usually achievable, see, for
instance, [18], where a system of elliptic equations is considered and the estimates are based
on formal expansions of the eigenvalues and eigenfunctions in powers of . Our method here
is significantly different. In a future paper, we will study the small eigenvalues of the linearized
problem of (1.1) at a solution u which has clustering layers near some r0 ∈ (0,1) as described
in Theorem A above.
The rest of this paper is arranged as follows. In Section 2, we give a good asymptotic approxi-
mation for the first eigenvalue of the linearized problem of (1.1) at u = ψ,1 +ω (corresponding
to case (ii) with k = 1 in Theorem A). In Section 3, we make use of polar coordinates and spheri-
cal harmonics to estimate the other small eigenvalues, and hence obtain an asymptotic expression
for the Morse index of u as  → 0.
2. Estimates of the first eigenvalue for a single layered solution
In this section, we provide some sharp estimates for the first eigenvalue of the linearized
eigenvalue problem of (1.1) at a single layered unstable solution obtained from Theorem A. For
definiteness, we assume that
r0 ∈ (0,1), a(r0) = 1/2, a′(r0) > 0.
Then by Theorem A(ii), for all small  > 0, (1.1) has a solution of the form
u(r) = ψ,1(r)+ω(r),
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ψ,1(r) =
⎧⎨
⎩
0 for r ∈ [0, r1 − (R + 1) ln(1/)],
φ( r−r1

) for r ∈ [r1 −R ln(1/), r1 +R ln(1/)],
1 for r ∈ [r1 + (R + 1) ln(1/),1],
(2.1)
with r1 = r1 ∈ [r0 − M ln(1/), r0 + M ln(1/)] for some constants R,M > 0 independent
of . Moreover, for j = 0,1,2,
{∣∣ψ(j),1 (r)∣∣= O(2) for r ∈ [0, r1 −R ln(1/)],∣∣[ψ,1(r)− 1](j)∣∣= O(2) for r ∈ [r1 +R ln(1/),1]. (2.2)
Furthermore, by standard elliptic estimates (as remarked in [4, Remark 4.2]),
‖ω‖∞ = o(1). (2.3)
(The argument in Remark 4.2 of [4] has to be modified slightly though, since their rescaling of u
does not quite yield (4.22) there.)
Lemma 2.1. ‖ω′‖∞ = o(−1), and hence, for all small  > 0, u(r) = 1/2 has a unique solution
r = r , and r = r1 + o().
Proof. For any given function v(r), r ∈ [0,1], let us define
vˆ(r) = v(r), r ∈ [0,1/].
Then clearly
⎧⎨
⎩−uˆ
′′
 −
N − 1
r
uˆ′ = f
(
r, uˆ(r)
)
, r ∈ (0,1/),
uˆ′(0) = uˆ′(1/) = 0.
(2.4)
(Recall that f (r,u) = u(u − a(r))(1 − u).)
By (2.1)–(2.3) and the fact that
|r1 − r0| = O
(
 ln(1/)
)
, f (r0, u) = f1/2(u), −φ′′ = f1/2(φ),
we easily see that
−ψˆ ′′,1 −
N − 1
r
ψˆ ′,1 = f (r0, ψˆ,1)−
N − 1
r
ψˆ ′,1 +O
(
2
)
= f (r1, ψˆ,1)− N − 1
r
ψˆ ′,1 +O
(
 ln(1/)
)
uniformly for r ∈ (0,1/]. Therefore, from ωˆ = uˆ − ψˆ,1 we deduce
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N − 1
r
ωˆ′ = f (r, uˆ)− f (r1, ψˆ,1)+
N − 1
r
ψˆ ′,1 +O
(
 ln(1/)
)
= f (r, ψˆ,1)− f (r1, ψˆ,1)+ N − 1
r
ψˆ ′,1 + o(1).
By (2.1) we find that −N−1
r
ψˆ ′,1 = 0 if |r − r1 | (R + 1) ln(1/). If |r − r1 | (R + 1) ln(1/),
then |−N−1
r
ψˆ ′,1| = O(1/r) = O(). Hence we have∣∣∣∣N − 1r ψˆ ′,1
∣∣∣∣= O()
uniformly for all r .
If |r − r1/|R ln(1/), then by (2.1) and (2.2), |ψˆ,1(r)| = O(2) or |ψˆ,1(r)−1| = O(2),
and hence
∣∣f (r1, ψˆ,1)∣∣, ∣∣f (r, ψˆ,1)∣∣= O(∣∣ψˆ,1(r)∣∣∣∣ψˆ,1(r)− 1∣∣)= O(2).
If |r − r1/|R ln(1/), then ψˆ,1(r) = φ(r − r1/) and |r − r1|R ln(1/) → 0 as  → 0.
Hence
f (r, ψˆ,1)− f (r1, ψˆ,1)+ N − 1
r
ψˆ ′,1
= f (r,φ(r − r1/))− f (r1, φ(r − r1/))+O() = o(1)
uniformly for |r − r1/|R ln(1/). Thus we always have∣∣f (r, ψˆ,1)− f (r1, ψˆ,1)∣∣= o(1)
uniformly for r ∈ [0,1/] as  → 0.
Now from
−ωˆ′′ −
N − 1
r
ωˆ′ = o(1), ωˆ′(−r1/) = ωˆ′
(
(1 − r1)/
)= 0,
or equivalently
−ωˆ = o(1) in B1/, ∂νωˆ = 0 on ∂B1/,
and (2.3), we deduce by applying standard elliptic estimates (on bounded sets contained in B1/ )
that ωˆ(r), ωˆ′(r) → 0 uniformly for r ∈ [0,1/] as  → 0. Therefore ω′(r) → 0 as  → 0
uniformly for r ∈ [0,1].
By (2.1)–(2.3), we find that
uˆ(r) = o(1) uniformly for r ∈
[
0, (r1/)−R ln(1/)
]
,
uˆ(r) = 1 + o(1) uniformly for r ∈
[
(r1/)+R ln(1/),1/
]
,
uˆ(r) = φ(r − r1/)+ ωˆ(r) for r ∈
[
(r1/)−R ln(1/), (r1/)+R ln(1/)
]
.
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ωˆ(r), ωˆ
′
(r) = o(1) uniformly in [0,1/], and φ(0) = 1/2, φ′(r) > 0, it follows from the im-
plicit function theorem that rˆ is unique and rˆ = o(1). Denote r = r1 + rˆ . Then u(r) = 1/2
and r = r1 + o(). Moreover, r = r is the unique solution of u(r) = 1/2 for all small
 > 0. 
Let λ1 be the first eigenvalue of the linearized eigenvalue problem of (1.1) at u , which is well
known to correspond to a positive radially symmetric eigenfunction. Therefore,
−2ψ ′′ − 2 N − 1
r
ψ ′ = fu(r, u)ψ + λ1ψ in (0,1), ψ ′(0) = ψ ′(1) = 0 (2.5)
for some ψ > 0, ‖ψ‖∞ = 1. We first have the following rough estimate.
Lemma 2.2. There exist constants C > 0 and C > −C such that lim→0 C = 0 and −C 
λ1  C for all small  > 0.
Proof. By the variational characterization of the first eigenvalue,
λ1 = inf
v∈H 1(B1)\{0}
∫
B1
[
2|∇v|2 − fu
(|x|, u)v2]dx/
∫
B1
v2 dx. (2.6)
A simple comparison argument shows that 0 < u < 1. Since
fu
(|x|, u)C := max
r,t∈[0,1]
fu(r, t),
we deduce from (2.6) that λ1 −C.
Next we use ψ ′,1(|x|) as a test function to obtain an upper bound for λ1. Define
C :=
∫
B1
[
2|∇v0|2 − fu
(|x|, u)v20]dx/
∫
B1
v20 dx, where v0(x) = ψ ′,1
(|x|).
Clearly λ1  C . It remains to show that C → 0 as  → 0.
We have
∫
B1
ψ ′,1
(|x|)2 dx =
1∫
0
ψ ′,1(r)2rN−1 dr
= O(4)+
r1+R ln(1/)∫
r1−R ln(1/)
−2φ′
(
(r − r1)/
)2
rN−1 dr
= O(4)+
R ln(1/)∫
−1φ′(s)2(r1 + s)N−1 ds
−R ln(1/)
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[ ∞∫
−∞
φ′(s)2 ds + o(1)
]
= −1[rN−10 + o(1)]
∞∫
−∞
φ′(s)2 ds,
∫
B1
2
∣∣∇ψ ′,1(|x|)∣∣2 dx =
1∫
0
2ψ ′′,1(r)2rN−1 dr
= O(6)+
r1+R ln(1/)∫
r1−R ln(1/)
−2φ′′
(
(r − r1)/
)2
rN−1 dr
= O(6)+
R ln(1/)∫
−R ln(1/)
−1φ′′(s)2(r1 + s)N−1 ds
= O(6)+ −1[rN−10 + o(1)]
[ ∞∫
−∞
φ′′(s)2 ds + o(1)
]
= −1[rN−10 + o(1)]
∞∫
−∞
φ′′(s)2 ds,
∫
B1
fu
(|x|, u(|x|))ψ ′,1(|x|)2 dx
=
1∫
0
fu
(
r, u(r)
)
ψ ′,1(r)2rN−1 dr
= O(4)+
r1+R ln(1/)∫
r1−R ln(1/)
[
fu
(
r0,ψ,1(r)
)+ o(1)]−2φ′((r − r1)/)2rN−1 dr
= O(4)+
R ln(1/)∫
−R ln(1/)
[
fu
(
r0, φ(s)
)+ o(1)]−1φ′(s)2(r1 + s)N−1 ds
= O(4)+ −1[rN−10 + o(1)]
[ ∞∫
−∞
fu
(
r0, φ(s)
)
φ′(s)2 ds + o(1)
]
= −1[rN−10 + o(1)]
∞∫
φ′′(s)2 ds,
−∞
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and (1.2).
The above estimates clearly imply C = o(1). 
Since the first eigenvalue λ1 is simple, there is a unique function ψ satisfying (2.5) and ψ > 0,‖ψ‖∞ = 1. Let us denote it by ψ .
Let n be a sequence of constants decreasing to 0 and denote ψn = ψn . Then there exists
r˜n ∈ [0,1] such that ψn(r˜n) = 1 = ‖ψn‖∞.
Lemma 2.3. limn→∞ r˜n = r0.
Proof. Choose xn ∈ B1 = B1(0) such that |xn| = r˜n. Then from
−2ψn = fu
(|x|, un)ψn + λn1 ψn
we deduce
fu
(
r˜n, un(r˜n)
)+ λn1  0 (2.7)
if r˜n ∈ [0,1). If r˜n = 1, then making use of the boundary condition ψ ′n(1) = 0 we deduce
ψ ′′n (1) 0 and hence (2.7) holds for this case as well. We claim that (2.7) implies∣∣r˜n − rn1 ∣∣Mn for some M > 0 and all n. (2.8)
Otherwise, by passing to a subsequence, we may assume that
|r˜n − rn1 |
n
→ ∞. (2.9)
By (2.3), un(r˜n) = ψn,1(r˜n)+ o(1). Thus in view of (2.1), (2.9) implies
un(r˜n)
[
1 − un(r˜n)
]→ 0.
From the formula for fu(r˜n, un(r˜n)) we easily see that it is close to −a(r˜n) when un(r˜n) is close
to 0, and it is close to a(r˜n)− 1 when un(r˜n) is close to 1. Therefore
lim
n→∞fu
(
r˜n, un(r˜n)
)
 σ0 < 0,
where
σ0 = max
{
− min
r∈[0,1]a(r), maxr∈[0,1]
a(r)− 1
}
.
Making use of Lemma 2.2, we now deduce
lim
n→∞
[
fu
(
r˜n, un(r˜n)
)+ λn1 ] σ0 < 0,
which contradicts (2.7). This proves (2.8). Since rn1 = r0 + O(n ln −1n ), we infer from (2.8)
that |r˜n − r0| = O(n ln −1n ) = o(1). 
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lim
n→∞λ
n
1 = 0, limn→∞
(
r˜n − rn1
)
/n = 0.
Proof. By the definition of ψ˜n, we have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−ψ˜ ′′n − n
N − 1
r˜n + nr ψ˜
′
n = fu
(
r˜n + nr, un(r˜n + nr)
)
ψ˜n + λn1 ψ˜n
in
(
− r˜n
n
,
1 − r˜n
n
)
,
ψ˜ ′n
(
− r˜n
n
)
= ψ˜ ′n
(
1 − r˜n
n
)
= 0.
(2.10)
Due to Lemma 2.2, we may assume that λn1 → λ˜1 as n → ∞. By passing to a subsequence,
we have three possibilities:
(i) lim
n→∞
r˜n − rn1
n
= ∞,
(ii) lim
n→∞
r˜n − rn1
n
= −∞,
(iii) lim
n→∞
r˜n − rn1
n
= c ∈ R1.
In case (i), un(r˜n + nr) → 1 uniformly for r in bounded sets of R1, and therefore, applying
standard interior elliptic estimates (see [11]) to (2.10) and the Sobolev imbedding theorems, we
can find a subsequence of {ψ˜n} such that ψ˜n → ψ˜ in C1loc(R1). From (2.10) we find that ψ˜
satisfies
−ψ˜ ′′ = −(1/2)ψ˜ + λ˜1ψ˜ in R1, ψ˜(0) = 1, 0 ψ˜  1.
Since λ˜1  0 and ψ˜(0) = 1, ψ˜ ′(0) = 0, we can solve for ψ˜(r) to obtain a unique unbounded
solution, which contradicts the fact that 0 ψ˜(r) 1.
Similarly, case (ii) leads to a contradiction. Therefore only case (iii) is possible. In such a
case, firstly we can use (2.1) and (2.3) to see that u˜n(r) := un(r˜n + nr) → φ(r + c) uniformly
in r . Moreover, as above, by passing to a subsequence, ψ˜n → ψ˜ in C1loc(R1). It then follows from
(2.10) that
−ψ˜ ′′ = fu
(
r0, φ(r + c)
)
ψ˜ + λ˜1ψ˜ in R1, ψ˜(0) = 1, 0 ψ˜  1. (2.11)
Since a(r0) = 1/2, fu(r0, φ(r + c)) = f ′1/2(φ(r + c)), and hence (2.11) can be rewritten as
−ψ˜ ′′ = f ′1/2
(
φ(r + c))ψ˜ + λ˜1ψ˜ in R1, ψ˜(0) = 1, 0 ψ˜  1. (2.12)
Since λ˜1 ∈ [−C,0] and f ′1/2(φ(r + c)) → −1/2 as |r| → ∞, and 0 ψ˜(r) 1, an elementary
analysis of (2.12) shows that ψ˜(r) → 0 exponentially as |r| → ∞. (This also follows from a
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for some α > 0, since the only possible solution ψ ∈ H 1(R1) of the problem
−ψ ′′ = f ′1/2
(
φ(r + c))ψ + λψ in R1, ψ(0) = 1, 0ψ  1,
is λ = 0 and ψ(r) = αφ′(r + c) for some α > 0.
We show next that c = 0. From the properties of φ(r) we see that maxR1 ψ˜(r) = ψ˜(−c) =
αφ′(0) and ψ˜(r) < ψ˜(−c) for r = c. But we already have ψ˜(0) = 1 = maxR1 ψ˜(r). Therefore
we necessarily have c = 0, that is, (r˜n − rn1 )/n → 0 as n → ∞. Since now ψ˜ is uniquely deter-
mined, namely, ψ˜(r) = φ′(r)/φ′(0), we must have ψ˜n → ψ˜ in C1loc(R1) for the entire original
sequence. Similarly (r˜n − rn1 )/n → 0 for the entire original sequence. 
In order to prove our main result of this section, and also for later applications, we introduce
another lemma.
Lemma 2.5. Suppose that vn satisfies
v′′n + δn(t)v′n = αn(t)vn + fn(t),
∣∣vn(t)∣∣M0 in [0, Tn], (2.13)
where
lim
n→∞Tn = ∞,
∣∣δn(t)∣∣M1, ∣∣fn(t)∣∣M2e−β0t , αn(t) α0 in [0, Tn], (2.14)
and α0, β0, M0, M1, M2 are positive constants independent of n, δn(t), αn(t) and fn(t) are
continuous functions on [0, Tn]. Then for any given ξ ∈ (0,1) we can find 0 ∈ (0, β0] and C0 > 0
such that ∣∣vn(t)∣∣, ∣∣v′n(t)∣∣, ∣∣v′′n(t)∣∣ C0e−0t for all t ∈ [0, ξTn] and all large n. (2.15)
Proof. We first prove (2.15) for |vn(t)|. Fix σ ∈ (0, β0] small so that σ(σ + M1) < α0/2. We
now define
wn(t) = Ane−σ t +Bneσ t
with
An = e
σTn − 1
eσTn − e−σTn , Bn =
1 − e−σTn
eσTn − e−σTn .
Then clearly An,Bn ∈ (0,1) and
wn(0) = An +Bn = 1, wn(Tn) = Ane−σTn +BneσTn = 1.
Moreover,
−σwn(t)w′n(t) = −σAne−σ t + σBneσ t  σwn(t),
w′′n(t) = σ 2wn(t).
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w′′n(t)+ δn(t)w′n(t) σ 2wn(t)+M1
∣∣w′n(t)∣∣

(
σ 2 +M1σ
)
wn(t)
 (α0/2)wn(t)
 αn(t)wn(t)− (α0/2)wn(t) ∀t ∈ (0, Tn), ∀n 1. (2.16)
Clearly
wn(t)Ane−σ t  (1/2)e−σ t
for all large n. Since σ  β0, we have
2M2wn(t)M2e−σ t 
∣∣fn(t)∣∣
for all large n (say n n0) and all t ∈ [0, Tn].
We claim that, with M = max{M0,4M2/α0},
vn(t)Mwn(t) ∀t ∈ [0, Tn], ∀n n0. (2.17)
Otherwise, maxt∈[0,Tn][vn(t)−Mwn(t)] > 0 for some n n0, and hence there exists tn ∈ [0, Tn]
such that
vn(tn)−Mwn(tn) = max
t∈[0,Tn]
[
vn(t)−Mwn(t)
]
> 0.
We must have tn ∈ (0, Tn) because Mwn(t) = M  |vn(t)| for t ∈ {0, Tn}. Denote zn(t) =
vn(t)−Mwn(t); we have z′′n(tn) 0, z′n(tn) = 0, and from (2.16) we deduce
z′′n(t)+ δn(t)z′n(t) αn(t)zn(t)+ (α0/2)Mwn(t)+ fn(t)
 αn(t)zn(t)+ 2M2wn(t)+ fn(t)
 αn(t)zn(t).
Hence
0 z′′n(tn)+ δn(t)z′n(tn) αn(tn)zn(tn) > 0.
This contradiction proves (2.17).
Now for t ∈ [0, ξTn], we have t − Tn −(ξ−1 − 1)t , and since Tn → ∞, for all large n, say
n n1  n0, and all t ∈ [0, ξTn],
Bne
σ t  1
eσTn − e−σTn e
σ t  (1/2)e−σTneσ t  (1/2)e−σ(ξ−1−1)t .
Therefore,
wn(t) = Ane−σ t +Bneσ t  e−σ t + (1/2)e−σ(ξ−1−1)t  (3/2)e−0t
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vn(t)Mwn(t) (3/2)Me−0t ∀t ∈ [0, ξTn], ∀n n1. (2.18)
Since −vn(t) satisfies (2.13) with fn replaced by −fn, the above argument shows that (2.18)
also holds for −vn(t), and hence it holds for |vn(t)|, that is,∣∣vn(t)∣∣ C0e−0t for all t ∈ [0, ξTn] and all n n1. (2.19)
To prove (2.15) for |v′n(t)|, we use (2.19) and elliptic estimates. More precisely, for given
ξ ∈ (0,1), choose ξ1 ∈ (ξ,1) and we can find C1 > 0, 1 ∈ (0, β0] such that (2.19) holds with
(ξ, 0,C0) replaced by (ξ1, 1,C1) and all large n, say n n2. Now for each s ∈ [3, ξTn] and all
large n, say n n3  n2, in Is := [s − 2, s + 2] ⊂ [1, ξ1Tn],∣∣v′′n(t)+ δn(t)v′n(t)∣∣= ∣∣αn(t)vn(t)∣∣+ ∣∣fn(t)∣∣ C2e−1s ,
where C2 = (α0C1 + M2)e2. Hence by standard interior elliptic estimates, we can find C3 > 0
independent of n and s such that
‖vn‖C1([s−1,s+1])  C3e−1s
for all n n3. In particular,∣∣v′n(t)∣∣ C3e−1s  C3e−1(t−1) = C4e−1t ∀t ∈ [s − 1, s + 1].
Therefore we can find some C5 > 0 such that∣∣v′n(t)∣∣ C5e−1t for all t ∈ [0, ξTn] and all large n. (2.20)
The estimates for |v′′n(t)| in (2.15) follows directly from (2.19), (2.20) and (2.13). 
Theorem 2.6. λ1 = μ0 + o(), where
μ0 = − a
′(r0)
6
∫∞
−∞ φ′(r)2 dr
. (2.21)
Proof. It suffices to show that λn1 /n → μ0 for any decreasing sequence n which converges
to 0. Let {n} be such a sequence and let r˜n, ψn(r) and ψ˜n(r) be defined as in Lemmas 2.3
and 2.4 above. Then ψ˜n satisfies (2.10) as before. In what follows, it is convenient for us to write
f (r,u) = f1/2(u)+
[
1
2
− a(r)
](
u− u2), fu(r, u) = f ′1/2(u)+
[
1
2
− a(r)
]
(1 − 2u).
Let us also denote u˜n(r) = un(r˜n + nr). Then from (2.10) we obtain⎧⎪⎪⎨
⎪⎪⎩
−ψ˜ ′′n − n
N − 1
r˜n + nr ψ˜
′
n = fu
(
r˜n + nr, u˜n(r)
)
ψ˜n + λn1 ψ˜n in
(
− r˜n
n
,
1 − r˜n
n
)
,
ψ˜ ′n
(
− r˜n
)
= ψ˜ ′n
(
1 − r˜n)= 0, ψ˜n(0) = 1, 0 < ψ˜n(r) 1.
(2.22)
n n
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⎧⎪⎪⎨
⎪⎪⎩
−u˜′′n − n
N − 1
r˜n + nr u˜
′
n = f1/2(u˜n)+
[
1
2
− a(r˜n + nr)
](
u˜n − u˜2n
)
,
u˜′n
(
− r˜n
n
)
= u˜′n
(
1 − r˜n
n
)
= 0.
(2.23)
Differentiating (2.23) with respect to r we obtain, for vn(r) := u˜′n(r),⎧⎪⎪⎨
⎪⎪⎩
−v′′n − n
N − 1
r˜n + nr v
′
n + 2n
N − 1
(r˜n + nr)2 vn
= f ′1/2(u˜n)vn − na′(r˜n + nr)
(
u˜n − u˜2n
)+ [1
2
− a(r˜n + nr)
]
(1 − 2u˜n)vn.
(2.24)
We show next that for all large T0, T > 0 the following estimates hold:
∣∣u˜(i)n (r)∣∣= O(e−2r/T ) uniformly for r ∈ [−2T ln(1/n),−T0], i = 0,1,2, (2.25)∣∣[1 − u˜n(r)](i)∣∣= O(e−2r/T ) uniformly for r ∈ [T0,2T ln(1/n)], i = 0,1,2, (2.26)∣∣v(i)n (r)∣∣= O(e−2r/T ) uniformly for |r| ∈ [T0,2T ln(1/n)], i = 0,1,2, (2.27)∣∣ψ˜(i)n (r)∣∣= O(e−2r/T ) uniformly for |r| ∈ [T0,2T ln(1/n)], i = 0,1,2. (2.28)
To show (2.25), we define Vn(r) = u˜n(−r −T0) for r ∈ [0, Tn] with Tn = r˜n2n −T0 and T0 > 0
to be specified later. Then
V ′′n + δn(r)V ′n = αn(r)Vn, 0 Vn  1 in [0, Tn],
where for r ∈ [0, Tn],
δn(r) := n N − 1
r˜n − n(r + T0) → 0 uniformly in r as n → ∞,
and since u˜n(r) is close to 0 for large negative r ,
αn(r) := −
[
u˜n(−r − T0)− a
(
r˜n − n(r + T0)
)][
1 − u˜n(−r − T0)
]
 (1/2)min[0,1] a > 0
if T0 is chosen large enough. Therefore we can apply Lemma 2.5 to find C0, 0 > 0 such that∣∣V (i)n (r)∣∣ C0e−0r ∀r ∈ [0, (1/2)Tn], i = 0,1,2.
It follows that
∣∣u˜(i)n (s)∣∣ C0e−0(−s−T0) = C1e−0|s| ∀s ∈ [−(1/2)Tn − T0,−T0], i = 0,1,2.
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and hence ∣∣u˜(i)n (r)∣∣C1e−0|r| for r ∈ [−2T ln(1/n),−T0], i = 0,1,2.
This proves (2.25).
To prove (2.26), we consider Vn(r) := 1 − u˜n(r + T0). Then by (2.23) we obtain
V ′′n + δn(r)V ′n = αn(r)Vn
with
δn(r) = n N − 1
r˜n + n(r + T0) ,
αn(r) = u˜n(r + T0)
[
u˜n(r + T0)− a
(
r˜n + n(r + T0)
)]
.
Then (2.26) follows from a similar argument to that used to prove (2.25) above.
Since vn = u˜′n, (2.27) follows directly from (2.25) and (2.26) when i = 0,1. For v′′n , we can
use (2.24) and the estimates for un, vn and v′n.
Finally we can prove (2.28) by making use of (2.22) and Lemma 2.5 much as above.
Let us now denote Rn = T ln(1/n) and note that, by (2.3) and Lemma 2.1,
u˜n(r) → φ(r), vn(r) = u˜′n(r) → φ′(r) uniformly for r ∈ [−Rn,Rn] as n → ∞,
which imply, by (2.24),
v′′n(r) = u˜′′n(r) → f1/2
(
φ(r)
)
uniformly for r ∈ [−Rn,Rn].
Moreover, by Lemma 2.4,
ψ˜n → φ′/φ′(0) in C1loc
(
R1
)
.
We now use integration by parts and (2.24)–(2.28) to obtain
Rn∫
−Rn
[
−ψ˜ ′′n − n
N − 1
r˜n + nr ψ˜
′
n
]
vn dr
=
Rn∫
−Rn
−v′′nψ˜n dr +
Rn∫
−Rn
(
n
N − 1
r˜n + nr vn
)′
ψ˜n dr +O
(
2n
)
=
Rn∫ [
−v′′n + n
N − 1
r˜n + nr v
′
n − 2n
N − 1
(r˜n + nr)2 vn
]
ψ˜n dr +O
(
2n
)−Rn
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Rn∫
−Rn
[
2n
N − 1
r˜n + nr v
′
n − 22n
N − 1
(r˜n + nr)2 vn + f
′
1/2(u˜n)vn − na′(r˜n + nr)
(
u˜n − u˜2n
)
+
[
1
2
− a(r˜n + nr)
]
(1 − 2u˜n)vn
]
ψ˜n dr +O
(
2n
)
. (2.29)
On the other hand, by (2.22) we have
Rn∫
−Rn
[
−ψ˜ ′′n − n
N − 1
r˜n + nr ψ˜
′
n
]
vn dr
=
Rn∫
−Rn
f ′1/2(u˜n)ψ˜nvn dr +
Rn∫
−Rn
[
1
2
− a(r˜n + nr)
]
(1 − 2u˜n)vnψ˜n dr
+ λn1
Rn∫
−Rn
vnψ˜n dr. (2.30)
Combining (2.29) and (2.30) we deduce
Rn∫
−Rn
[
2n
N − 1
r˜n + nr v
′
n − 22n
N − 1
(r˜n + nr)2 vn − na
′(r˜n + nr)
(
u˜n − u˜2n
)]
ψ˜n dr
= λn1
Rn∫
−Rn
ψ˜nvn dr +O
(
2n
)
. (2.31)
We further have
Rn∫
−Rn
2n
N − 1
r˜n + nr v
′
nψ˜n dr = 2n
(
N − 1
r0
+ o(1)
) Rn∫
−Rn
v′nψ˜n dr
= 2n
(
N − 1
r0
+ o(1)
)[ Rn∫
−Rn
f1/2
(
φ(r)
)φ′(r)
φ′(0)
dr + o(1)
]
= 2n
(
N − 1
r0
+ o(1)
)[
φ′(0)−1
1∫
0
f1/2(φ)dφ + o(1)
]
= o(n), since
1∫
f1/2(φ)dφ = 0, (2.32)0
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22n
N − 1
(r˜n + nr)2 vnψ˜n dr = 2
2
n
(
N − 1
r20
+ o(1)
)[ Rn∫
−Rn
φ′(r)2φ′(0)−1 dr + o(1)
]
= O(2n), (2.33)
Rn∫
−Rn
−na′(r˜n + nr)
(
u˜n − u˜2n
)
ψ˜n dr
= −n
[
a′(r0)+ o(1)
] Rn∫
−Rn
(
u˜n − u˜2n
)
ψ˜n dr
= −n
[
a′(r0)+ o(1)
][ Rn∫
−Rn
(
φ − φ2)φ′φ′(0)−1 dr + o(1)
]
dr
= −n
[
a′(r0)+ o(1)
]
φ′(0)−1
[ 1∫
0
(
φ − φ2)dφ + o(1)
]
= −n
[
a′(r0)+ o(1)
]
φ′(0)−1
[
1
6
+ o(1)
]
= −1
6
a′(r0)φ′(0)−1n + o(n), (2.34)
and
Rn∫
−Rn
ψ˜nvn dr =
Rn∫
−Rn
φ′(r)2φ′(0)−1 dr + o(1)
=
∞∫
−∞
φ′(r)2φ′(0)−1 dr + o(1). (2.35)
Substituting (2.32)–(2.35) into (2.31), we obtain
−1
6
a′(r0)φ′(0)−1n + o(n) = λn1
[
φ′(0)−1
∞∫
−∞
φ′(r)2 dr + o(1)
]
.
Thus,
λ
n
1 = −
1
6
a′(r0)n
[ ∞∫
−∞
φ′(r)2 dr
]−1
+ o(n). 
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we can similarly prove that
λ1 = |μ0| + o(), (2.36)
with μ0 determined by (2.21).
3. Morse index of a single layered unstable solution
Let u be as in Section 2. We now consider the eigenvalue problem
−2Φ = fu
(|x|, u)Φ + λΦ in B1, ∂νΦ|∂B1 = 0. (3.1)
Here Φ is not assumed to be radially symmetric. It is well known that (3.1) has a sequence
of different eigenvalues λ1 < λ

2 < · · · , with λ1 the principal eigenvalue whose corresponding
eigenfunction ψ can be chosen positive, and λk → ∞ as k → ∞. Moreover, ψ is radially
symmetric and therefore solves (2.5). Any other eigenvalue λk corresponds to a finite number
of linearly independent sign-changing eigenfunctions which span a finite-dimensional space Hk .
Note that we have H1 = span{ψ}. Denote mk = dim(Hk ), and suppose λj < 0, λj+1  0; then
m :=
j∑
i=1
mk
is called the Morse index of u . The Morse index gives the dimension of the unstable manifold
of u as a steady-state solution of the parabolic problem corresponding to (1.1). Therefore it is a
measure of the stability of u .
In order to estimate the Morse index, and more importantly, in order to construct solutions of
(1.1) which are perturbations of u with sharp spikes, we need to obtain good estimates to all the
λk which are close to 0 for small  > 0. To this end we make use of polar coordinates
x = (r, ξ), r = |x|, ξ ∈ SN−1,
and the Laplace–Beltrami operator SN−1 on the unit sphere SN−1. We have
 = ∂rr + N − 1
r
∂r + 1
r2
SN−1 .
It is well known (see, e.g., [21]) that the eigenvalues of −SN−1 are σk = k(k + N − 2),
k = 0,1,2, . . . , and the corresponding eigenfunctions of σk span the space of homogeneous and
harmonic polynomials of degree k, which we denote byHk . Moreover, the following orthogonal
decomposition holds
L2
(
SN−1
)=⊕Hk.
k0
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value λ. Clearly Φ is C2 in B1. Given Ψk ∈Hk define
Ak(r) =
∫
SN−1
Φ(r, ξ)Ψk(ξ) dσ (ξ).
Then Ak ∈ C2((0,1])∩C([0,1]), A′k(1) = 0 and
−2A′′k − 2
N − 1
r
A′k + 2
σk
r2
Ak = fu(r, u)Ak + λAk ∀k  0. (3.2)
Since Φ ≡ 0, the above orthogonal decomposition of L2(SN−1) implies that there exist some
k  0 and Ψk ∈Hk such that the corresponding Ak ≡ 0. This suggests that we should examine
closely the eigenvalues of the problem
−2A′′ − 2 N − 1
r
A′ + 2 σ
r2
A = fu(r, u)A+ λA, 0 < r < 1, (3.3)
with A ∈ C2((0,1])∩C([0,1]) satisfying A′(1) = 0, and σ > 0. We will show later that if (λ,A)
solves (3.3) with σ = σk , and if Ψk ∈Hk , then (λ,Φ) with Φ = A(r)Ψk(ξ) solves (3.1). Hence
λ is an eigenvalue of (3.1) if and only if it is an eigenvalue of (3.3) with σ = σk for some k  0.
We would like to point out that A′k(0) = 0 does not always hold (which was mistakenly as-
sumed in some references). To make this point clear, and also for completeness, we provide
some detailed descriptions of the behavior of any possible solution A(r) of (3.3) near the singu-
lar point r = 0 of the equation. (We suspect that the conclusions in Lemmas 3.1–3.3 below are
known though we have failed to locate a proper reference.)
Lemma 3.1. If , σ > 0 are fixed and A ∈ C2((0,1]) ∩ C([0,1]) is a nontrivial solution to (3.3)
for some λ ∈ R1, then A(0) = 0.
Proof. If σ = σk for some k  1, then A(0) = 0 is well known (see the proof of Theorem 20
in [19]). For a general σ > 0, using an indirect argument, we assume that A(0) = 0. Without loss
of generality we may assume that A(0) > 0. Now we choose δ ∈ (0,1) small enough such that
A(r) (1/2)A(0), 2σ − r2[fu(r, u(r))+ λ] (1/2)2σ ∀r ∈ [0, δ].
It then follows from (3.3) that
2
(
rN−1A′
)′ = rN−3(2σ − r2[fu(r, u)+ λ])A(r) 2crN−3 > 0
for all r ∈ (0, δ] and c = (1/4)σA(0) > 0. Therefore(
rN−1A′
)′  crN−3 ∀r ∈ (0, δ]. (3.4)
It follows that A(r) cannot have a local maximum in (0, δ), for if it has a local maximum at
r∗ ∈ (0, δ), then by (3.4),
crN−3∗  rN−1∗ A′′(r∗)+ (N − 1)rN−2∗ A′(r∗) 0.
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in (0, δ1].
Consider now the case A′(r) 0 in (0, δ). From (3.4) we deduce, for 0 < s < r < δ,
rN−1A′(r) rN−1A′(r)− sN−1A′(s) c
r∫
s
tN−3 dt.
When N = 2 this already gives a contradiction if we let s → 0. If N  3 then letting s → 0 we
deduce
rN−1A′(r) c
N − 2 r
N−2.
Hence A′(r) c1r−1 and
A(r)−A(s) c1 ln(r/s) → ∞ as s → 0.
Thus the first case leads to a contradiction.
Consider next the second case that A′(r) 0 in (0, δ1]. Integrating (3.4) over [r, δ1] we deduce
−rN−1A′(r) δN−11 A′(δ1)− rN−1A′(r)
{
c ln(δ1/r) if N = 2,
c
δN−21 −rN−2
N−2 if N  3.
Hence for r ∈ (0, δ1/2) we have
−rN−1A′(r) c2 > 0.
It follows that
A(s)−A(r) c2
r∫
s
t1−Ndt → ∞ as s → 0,
again a contradiction. This finishes the proof. 
Lemma 3.2. Under the conditions of Lemma 3.1, let
γ = 1
2
(
2 −N +
√
(N − 2)2 + 4σ );
then there exists a constant ζ = 0 such that
A(r)r−γ → ζ, A′(r)r1−γ → σζ
γ +N − 2 as r → 0.
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conclude that A(r)r−γ → ζ as r → 0, for some constant ζ ; we must have ζ = 0 because by the
proof of Theorem 2.1 in [12], ζ = 0 implies that A ≡ 0, contradicting our assumption that A is
nontrivial.
Let σ− and σ+ be arbitrary constants satisfying 0 < σ− < σ < σ+. Let δ > 0 be sufficiently
small so that
2σ−  2σ − r2[fu(r, u(r))+ λ] 2σ+ ∀r ∈ [0, δ]. (3.5)
Without loss of generality, we assume that ζ > 0; hence A(r) > 0 for small r > 0, and by (3.3)
and (3.5) we deduce
−A′′ − N − 1
r
A′ + σ
−
r2
A 0 ∀r ∈ (0, δ), (3.6)
−A′′ − N − 1
r
A′ + σ
+
r2
A 0 ∀r ∈ (0, δ). (3.7)
From (3.6) and (3.7), we have
0 < rN−3σ−A(r)
[
rN−1A′(r)
]′  rN−3σ+A(r) ∀r ∈ (0, δ]. (3.8)
Hence rN−1A′(r) is an increasing function of r and
c0 := lim
r→0 r
N−1A′(r) ∈ [0, δN−1A′(δ)].
We must have c0 = 0, for if c0 > 0 then for all small r > 0, say r ∈ (0, r∗), rN−1A′(r)  c0/2
and hence
A(r) = lim
s→0
[
A(r)−A(s)] lim
s→0(c0/2)
r∫
s
t1−N dt = ∞,
a contradiction.
Let ζ− and ζ+ be arbitrary constants such that 0 < ζ− < ζ < ζ+. We can now integrate the
last inequality in (3.8) from 0 to r , and use A(r) ζ+rγ (for small r > 0) to obtain
rN−1A′(r) σ+
r∫
0
tN−3A(t) dt M+rγ+N−2,
where M+ = σ+ζ+
γ+N−2 . Hence
A′(r)M+rγ−1 for all small r > 0.
Similarly we can use the first inequality in (3.8) to deduce
A′(r)M−rγ−1 for all small r > 0,
108 Y. Du, K. Nakashima / J. Differential Equations 238 (2007) 87–117where M− = σ−ζ−
γ+N−2 . By the arbitrariness of σ
−
, σ+ and ζ−, ζ+, we deduce
A′(r)r1−γ → σζ
γ +N − 2 as r → 0.
The proof is complete. 
Lemma 3.3. Suppose that (λ,A) solves (3.3) with σ = σk , k  1, where A ∈ C2((0,1]) ∩
C([0,1]), A′(1) = 0. Then for any Ψk ∈ Hk , (λ,Φ) with Φ = A(r)Ψk(ξ) solves (3.1) in the
classical sense.
Proof. Clearly Φ satisfies (3.1) in the classical sense over B1 \ {0}. It remains to show that 0 is
a removable singularity of Φ . From classical results on removable singularity for linear elliptic
equations (see [17]) it follows from Φ ∈ C(B1) that 0 is a removable singularity of Φ in the
distributional sense, that is Φ is a solution of (3.1) over B1 in the sense of distribution. Since
σk  σ1 = N − 1, we find that γ defined in Lemma 3.2 satisfies γ  1. By Lemma 3.2, there
exists M > 0 such that
∣∣A(r)∣∣Mrγ , ∣∣A′(r)∣∣Mrγ−1 for all small r > 0.
Since
∇Φ = A′(r)Ψk(ξ)ξ + 1
r
A(r)∇SN−1Ψk(ξ),
the above estimates for A(r) near r = 0 imply that Φ ∈ W 1,p(B1) for any p > 1. Therefore Φ
is a weak solution of (3.1). It then follows from standard regularity theory for elliptic equations
that Φ is a classical solution of (3.1) in B1. 
We next consider the existence problem for (3.3). For later applications, we consider a more
general problem
⎧⎨
⎩−
2A′′ − 2 N − 1
r
A′ + α σ
r2
A = fu(r, u)A+ λA, 0 < r < 1,
A′(1) = 0, A ∈ C2((0,1])∩C([0,1]), (3.9)
where σ > 0 and α ∈ [1,2].
Lemma 3.4. Given σ ∗ > 0, there exists 0 > 0 such that for each  ∈ (0, 0] and σ ∈ [0, σ ∗],
α ∈ [1,2], (3.9) has a solution pair (λ,A) with A(r) > 0 in (0,1]. Moreover, if (λ∗,A∗) is
another solution pair of (3.9) with A∗(r) > 0 in (0,1], then λ∗ = λ and A∗ = αA for some
α > 0.
Proof. For ξ ∈ (0,1) and , σ > 0 let us consider the auxiliary problem over (ξ,1),
−2A′′ − 2 N − 1A′ + α σ2 A = fu(r, u)A+ λA, A(ξ) = 0, A′(1) = 0. (3.10)r r
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variational characterization one easily sees that λ,ξ1 varies continuously with ξ and is strictly
increasing in ξ . Fix ξ0 ∈ (0, r0). Then for any ξ ∈ (0, ξ0], the proof of Lemma 2.2 can be applied
to (3.10) to conclude that there exist C > 0 and C satisfying lim→0 C = 0, both independent
of ξ ∈ (0, ξ0] and σ ∈ [0, σ ∗] and α ∈ [1,2], such that λ,ξ1 ∈ [−C,C] for all ξ ∈ (0, ξ0]. As in
the proof of Lemma 2.3, we can find some 0 > 0 small so that for r ∈ [0, ξ0] and  ∈ (0, 0],
fu
(
r, u(r)
)+C  σ0 < 0
for some negative constant σ0. Hence
fu
(
r, u(r)
)+ λ,ξ1  σ0 < 0 ∀r ∈ [0, ξ0], ∀ξ ∈ (0, ξ0], ∀ ∈ (0, 0]. (3.11)
Fix  ∈ (0, 0] and let Aξ be the corresponding eigenfunction of λ,ξ1 with the properties
Aξ(r) > 0 in (ξ,1) and ‖Aξ‖∞ = 1. We claim that when ξ < ξ0, Aξ(r) is strictly increasing
for r in [ξ, ξ0]. Otherwise, due to A′ξ (ξ) > 0 (by the Hopf boundary lemma) Aξ(r) must have a
local maximum at some r∗ ∈ (ξ, ξ0). It follows that A′′ξ (r∗) 0 and A′ξ (r∗) = 0. But then (3.10)
evaluated at r = r∗ leads to a contradiction to (3.11). Using this property of Aξ(r) and (3.9) and
standard elliptic estimates, we can find a sequence ξn → 0 such that Aξn → A0 in C1loc((0,1]),
and A0 satisfies ‖A0‖∞ = 1, A0(r) 0 in (0,1] and
−2A′′0 − 2
N − 1
r
A′0 + α
σ
r2
A0 = fu(r, u)A0 + λ,01 A0 in (0,1], A′0(1) = 0,
where λ,01 = limξ→0 λ,ξ1 ∈ [−C,C]. Moreover, A0(r) is nondecreasing in (0, ξ0]. Therefore
we must have A0 ∈ C([0,1]). Standard elliptic regularity theory shows that A0 ∈ C2((0,1]). We
can now apply Lemmas 3.1 and 3.2 to describe the behavior of A0(r) for r near 0.
It remains to show the uniqueness. Suppose that (λ∗,A∗) and (λ,A) are two pairs of solutions
of (3.9) as described in the statement of the lemma. Suppose that λ = λ∗. By Lemma 3.2, the
behavior of A∗(r) and A(r) for r near 0 allows us to use integration by parts to obtain
1∫
0
(
rN−1A′
)′
A∗ dr =
1∫
0
(
rN−1A′∗
)′
Adr.
Therefore we can multiply the equation for A by A∗ and integrate over [0,1] to deduce
(λ− λ∗)
1∫
0
A(r)A∗(r)rN−1 dr = 0.
But this is impossible since A(r),A∗(r) > 0 in (0,1]. This contradiction proves that λ = λ∗.
Then by uniqueness of initial value problems for ordinary differential equations we find that
A∗(r) ≡ αA(r) with α = A∗(1)/A(1). 
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by Lemma 3.4. Then for any σ ∈ [0, σ ∗], α ∈ [1,2] and  ∈ (0, 0], (3.9) has a unique solution
pair (λ,A) = (λ,σ,α1 ,A,σ,α) with A(r) > 0 in (0,1] and ‖A‖∞ = 1.
Let {n} ⊂ (0, 0] be a decreasing sequence converging to 0, and denote
λ(n) = λn,σ,α1 , An = An,σ,α.
Then we can find rˆn ∈ (0,1] such that An(rˆn) = 1. An examination of the proof of Lemma 2.3
shows that the arguments used there carry over to (3.9) and we have
Lemma 3.5. limn→∞ rˆn = r0 uniformly for σ ∈ [0, σ ∗] and α ∈ [1,2].
We now define Aˆn(r) = An(rˆn + nr). Then it is easy to check that the proof of Lemma 2.4
can be easily modified to show the following result.
Lemma 3.6. Aˆn → φ′/φ′(0) in C1loc(R1) uniformly for σ ∈ [0, σ ∗] and α ∈ [1,2]. Moreover,
lim
n→∞λ
(n) = 0, lim
n→∞
(
rˆn − rn1
)
/n = 0,
uniformly for σ ∈ [0, σ ∗] and α ∈ [1,2].
Finally an examination of the proof of Theorem 2.6 shows that the arguments there can be
applied to (3.9). Thus we have
Theorem 3.7. As  → 0, we have
λ
,σ,α
1 = μ0 + o() if α ∈ (1,2],
λ
,σ,α
1 =
(
μ0 + σr−20
)
 + o() if α = 1.
Lemma 3.8. Suppose that σ ∈ [0, σ ∗], α ∈ [1,2],  ∈ (0, 0], and let (λ,A) be a solution
pair to (3.9) with λ = λ,σ,α1 and ‖A‖∞ = 1. Then there exist ∗0 ∈ (0, 0] and λ0 > 0, both
independent of (σ,α), such that λ  λ0 if  ∈ (0, ∗0 ].
Proof. As in the proof of Lemma 3.4, from λ = λ,σ,α1 we easily deduce that
1∫
0
A,σ,α(r)A(r) dr = 0. (3.12)
Hence A(r) must change sign. Let r ∈ (0,1) be the largest zero of A(r). Then multiply (3.9)
with (λ,A) = (λ,A) by rN−1A,σ,α , integrate over (r,1) and use integration by parts, we
deduce
λ > λ
,σ,α
.1
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αn ∈ [1,2] such that limn→∞λn  0. Since λn,σn,αn1 → 0 as n → ∞, we necessarily have
λn → 0.
Let r∗n ∈ (0,1] satisfy |An(r∗n)| = 1. Replacing An by −An when necessary, we can assume
that An(r∗n) = 1. We can now argue as in the proof of Lemma 2.3 to show that r∗n → r0 as
n → ∞. Define
A˜n(r) = An
(
r∗n + nr
)
.
Then
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−A˜′′n − n
N − 1
r∗n + nr
A˜′n + αnn
σn
(r∗n + nr)2
A˜n
= fu
(
r∗n + nr, un
(
r∗n + nr
))
A˜n + λnA˜n in
(
− r
∗
n
n
,
1 − r∗n
n
)
,
A˜n(0) = 1, A˜′n(0) = 0,
∣∣A˜n(r)∣∣ 1.
(3.13)
As in the proof of Lemma 2.4, by passing to a subsequence, we have three possibilities:
(i) lim
n→∞
r∗n − rn1
n
= ∞,
(ii) lim
n→∞
r∗n − rn1
n
= −∞,
(iii) lim
n→∞
r∗n − rn1
n
= c ∈ R1.
In case (i), un(r∗n + nr) → 1 uniformly for r in bounded sets of R1, and we can use stan-
dard elliptic estimates to (3.13) and Sobolev imbedding theorems to conclude that, subject to a
subsequence, A˜n → A˜ in C1loc(R1) and A˜ satisfies
−A˜′′ = −(1/2)A˜ in R1, A˜(0) = 1, A˜′(0) = 0, (3.14)
and −1 A˜(r) 1. However, the unique solution of (3.14) is
A˜(r) = 1
2
(
er/
√
2 + e−r/
√
2 ),
which is unbounded in R1. This contradiction shows that case (i) cannot occur. Similarly, case
(ii) cannot occur.
Therefore we necessarily have case (iii). In such a case, un(r∗n + nr) → φ(r + c) uniformly
in r ∈ R1. As before, we can use elliptic estimates and Sobolev imbedding theorems to conclude
that, subject to a subsequence, A˜n → A˜ in C1loc(R1), and A˜ satisfies
−A˜′′ = fu
(
r0, φ(r + c)
)
A˜ in R1, A˜(0) = 1, A˜′(0) = 0, ∣∣A˜(r)∣∣ 1. (3.15)
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fu
(
r0, φ(r + c)
)= f ′(φ(r + c))→ −1/2 as |r| → ∞,
we can apply Lemma 2.5 to (3.15) to deduce that |A˜(r)| → 0 exponentially as |r| → ∞. There-
fore we can conclude from (3.15) that A˜(r) = γφ′(r + c) for some γ = 0. From A˜(0) = 1 and
A˜′(0) = 0 we further deduce that c = 0 and γ = φ′(0)−1. Therefore A˜(r) = φ′(r)/φ′(0).
Next we use (3.12) to deduce a contradiction. Denote
A∗n(r) = An,σn,αn
(
r∗n + nr
)
.
Then (3.12) gives
(1−r∗n )/n∫
−r∗n/n
(
r∗n + nr
)N−1
A∗n(r)A˜n(r) dr = 0.
Since we are in case (iii), r∗n − rn1 = o(n), and we easily see from Lemma 3.6 that A∗n →
φ′/φ′(0) in C1loc(R1). We will show next that there exist C,δ > 0 such that for all large n,
∣∣A˜n(r)∣∣ Ce−δ|r| ∀r ∈
[
− r
∗
n
n
,
1 − r∗n
n
]
. (3.16)
If (3.16) is proved, then for any fixed R > 0,
0 =
(1−r∗n )/n∫
−r∗n/n
(
r∗n + nr
)N−1
A∗n(r)A˜n(r) dr

R∫
−R
(
r∗n + nr
)N−1
A∗n(r)A˜n(r) dr −
( −R∫
−r∗n/n
+
(1−r∗n )/n∫
R
)
Ce−δ|r| dr
→
R∫
−R
rN−10
[
φ′(r)
φ′(0)
]2
dr − 2C e
−δR
δ
.
Therefore,
0
R∫
−R
rN−10
[
φ′(r)
φ′(0)
]2
dr − 2C e
−δR
δ
∀R > 0.
Clearly this is impossible if R is large enough.
It remains to prove (3.16). Since r∗n − rn1 = o(n), we have
un
(
r∗n + nr
)→ φ(r) uniformly in r ∈ R1 as n → ∞.
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fu
(
r∗n + nr, un
(
r∗n + nr
))→ fu(r0, φ(r))= f ′(φ(r))
uniformly for r in bounded sets of R1 as n → ∞, and for fixed T0 > 0, there exists α0 > 0 such
that for all large n, say n n0, and |r| T0,
αn(r) := −fu
(
r∗n + nr, un
(
r∗n + nr
))− λn  α0. (3.17)
Clearly, for fixed T > 0, as n → ∞,
δn(r) := n N − 1
r∗n + nr
→ 0 uniformly for |r| 2T ln −1n .
Hence, by enlarging n0 if necessary, we can assume that∣∣δn(r)∣∣ 1 ∀|r| 2T ln −1n , ∀n n0.
Now for r ∈ [−2T ln −1n ,−T0] ∪ [T0,2T ln −1n ], we have
A˜′′n + δn(r)A˜′n =
[
αnn
σn
(r∗n + nr)2
+ αn(r)
]
A˜n and
∣∣A˜n(r)∣∣ 1.
Therefore we can apply Lemma 2.5 to deduce that∣∣A˜n(r)∣∣ C0e−δ0|r| for |r| ∈ [T0, T ln −1n ] (3.18)
and some C0, δ0 > 0. In particular,
∣∣An(r∗n − T n ln −1n )∣∣C0e−δ0T ln −1n .
To estimate A˜n(r) for r ∈ [−r∗n/n,−T ln −1n ], we let
A¯n(r) = An(nr), Rn = r∗n/n − T ln −1n .
Then A¯n(|x|) satisfies
−A¯n + αnn
σn
|nx|2 A¯n + αn
(
n|x|
)
A¯n = 0 for 0 < |x|Rn,
with αn(n|x|) α0 > 0 for n n0.
Let vn be the unique solution of
−vn + α0vn = 0 for |x| < Rn, vn =
∣∣A¯n(Rn)∣∣ for |x| = Rn.
Then vn is radially symmetric and it is well known that
0 < vn(r) C1vn(Rn)e−δ1(Rn−r)
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−vn + αnn
σn
|nx|2 vn + αn
(
n|x|
)
vn  0 in BRn \ {0}.
Since A¯n(0) = 0, we can apply the comparison principle over BRn \ {0} to conclude that∣∣A¯n(r)∣∣ vn(r) ∀r ∈ (0,Rn], ∀n n0.
Therefore, for n n0 and r ∈ (0,Rn],∣∣A¯n(r)∣∣C1∣∣A¯n(Rn)∣∣e−δ1(Rn−r)  C1C0e−δ0T ln −1n −δ1(Rn−r).
Denote C2 = C1C0 and we obtain
∣∣An(r)∣∣=
∣∣∣∣A¯n
(
r
n
)∣∣∣∣C2e−δ1 r∗n−rn ∀r ∈ (0,Rn], ∀n n0.
It follows that ∣∣A˜n(r)∣∣C2e−δ1|r| ∀r ∈ [−r∗n/n,−T ln −1n ], ∀n n0.
Together with (3.18), we have proved∣∣A˜n(r)∣∣C2e−δ1|r| ∀r ∈ [−r∗n/n,−T0], ∀n n0.
Denote
Tn = T ln −1n , T ∗n =
(
1 − r∗n
)
/n.
Then from (3.18) we have∣∣A˜n(r)∣∣ C0e−δ0r ∀r ∈ [T0, Tn], ∀n n0.
We now estimate |A˜n(r)| for r ∈ [Tn,T ∗n ]. From the equation for A˜n (see (3.13)) we can write
A˜′′n + δn(r)A˜′n = α˜n(r)A˜n,
∣∣A˜n(r)∣∣ 1, A˜′n(T ∗n )= 0,
where
δn(r) = n N − 1
r∗n + nr
→ 0 uniformly for r ∈ [Tn,T ∗n ] as n → ∞,
and by (3.17),
α˜n(r) αn(r) α0 > 0 for r ∈
[
Tn,T
∗
n
]
and n n0.
Therefore we may assume that∣∣δn(r)∣∣ 1, α˜n(r) α0 ∀r ∈ [Tn,T ∗n ], ∀n n0.
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wn(r) = Ane−βr +Bneβr
with
An = |A˜(Tn)|
e−βTn + e−β(2T ∗n −Tn) , Bn = e
−2βT ∗n An.
It is easily checked that, for all large n,
w′′n + δn(r)w′n  α˜n(r)wn in
[
Tn,T
∗
n
]
, wn(Tn) =
∣∣A˜n(Tn)∣∣, w′n(T ∗n )= 0.
It then follows from the comparison principle that∣∣A˜n(r)∣∣wn(r) ∀r ∈ [Tn,T ∗n ].
Clearly
An 
∣∣A˜n(Tn)∣∣eβTn  C0e−0Tn+βTn  C0, Bn  C0e−2βT ∗n .
Therefore
wn(r) C0e−βr +C0e−2βT ∗n +βr  2C0e−βr
for all large n and all r ∈ [Tn,T ∗n ]. Thus, for all large n,∣∣A˜n(r)∣∣ 2C0e−βr in [Tn,T ∗n ].
The estimates for |A˜n(r)| over [−T0, T0] is trivial since |A˜n(r)| 1. 
From Lemma 3.3, Theorem 3.7 and Lemma 3.8, we find that the eigenvalues of (3.1) which
are close to zero when  > 0 is small are λ,σk,21 , k = 0,1,2, . . . . Moreover, from Theorem 3.7,
for any given small δ > 0, if σk  r20 (|μ0| − δ)−1, then
λ
,σk,2
1  λ
,r20 (|μ0|−δ)−1,2
1 = λ
,r20 (|μ0|−δ),1
1 = −δ + o() < 0 (3.19)
for all small  > 0, and if σk  r20 (|μ0| + δ)−1, then
λ
,σk,2
1  λ
,r20 (|μ0|−δ)−1,2
1 = λ
,r20 (|μ0|+δ),1
1 = δ + o() > 0 (3.20)
for all small  > 0. Here we have used the following property of λ,σ,α1 :
σ  σ ′ implies λ,σ,α1  λ
,σ ′,α
1 ,
which follows from the proof of Lemma 3.4 and the corresponding property of the first eigenvalue
of (3.10).
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N(λ) :=
∑
kλ
dim
(Hk).
Then by the well-known asymptotic estimate for eigenvalues (see Theorem 3.1 in [21]),
lim
λ→∞
N(λ)
λ(N−1)/2
= |S
N−1|
(N+12 )(4π)(N−1)/2
. (3.21)
We are now ready to give an asymptotic estimate for the Morse index m of u as  → 0.
Theorem 3.9.
lim
→0
m
−(N−1)/2
=
(
r20 |μ0|
4π
)(N−1)/2 |SN−1|
(N+12 )
.
Proof. From (3.19) and (3.20) we see that
m = N(r20 |μ0|−1 + o(−1)).
The conclusion then follows from (3.21). 
Remark 3.10. Our results remain the same if B1 is replaced by a general ball BR :=
{x ∈ RN : |x| < R} or by an annulus AR0,R := {x ∈ RN : R0 < |x| < R}. In the case of BR ,
we simply change 0 < r < 1 to 0 < r < R everywhere. Note that this does not affect our proofs,
and more importantly, this does not change our asymptotic formulas for the eigenvalues (the
parameters in our formulas are independent of the value of R). In the case of AR0,R , the situation
is simpler. For example, Lemmas 3.1–3.4 become trivial, since the singularity at r = 0 disap-
pears in the equation. On the other hand, all our arguments carry over easily; we simply replace
0 < r < 1 by R0 < r < R and A′(R0) = 0.
Remark 3.11. Lemma 3.8 and our discussion before Theorem 3.9 imply that for small  > 0,
whenever 0 is an eigenvalue of (3.1), the corresponding eigenfunction is of the form Ak(r)Ψk(ξ)
for some k  1, where Ak is positive in (0,1] and solves (3.3) with σ = σk and λ = 0, and
Ψk ∈Hk . Moreover, Theorem 3.9 guarantees that as  decreases to 0, more and more eigenval-
ues of (3.1) get across 0. These suggest the possibility of a great number of symmetry-breaking
bifurcations from the radially symmetric solution u (provided that certain transversality condi-
tions are satisfied). We refer to [12,19,20] and the references therein for more background on the
topic of symmetry-breaking.
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