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Abstract
The aim of this work is to discuss and explorer some generalized aspects of generation of
photon mass respecting gauge symmetry. So with this intention we introduce the generalized
Stueckelberg and Higgs gauge theories and present the classical and quantum conceptual aspects.
We construct the quantum theory by writing the transition amplitude in the Fadeev-Senjanovic
formalism and put it in a covariant form by the Fadeev-Popov method. Posteriorly we analyze the
independence of physics by gauge choices via BRST symmetry. As we will see, the Stueckelberg
structure has influence in the quantization process of the Higgs theory in the Gerardus ’t Hooft
shape, in which we see an intimate relationship between the Stueckelberg compensating field and
the Goldstone boson. The degrees of freedom are explored not only in the quantization process,
due to the constraints in gauge theories, but also in the Goldstone theorem, wherein we understand
how the generalized gauge field eat the Goldstone boson and acquire mass.
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1
1 Introdutory Aspects
In the present days, we know how to formulate and interpret the laws of nature that describes the
interaction between matter and radiation in terms of a gauge theory [1–3], in which there are particles
that mediates the interaction. However, the idea has its origin in nuclear physics with the Yukawa
theory [4] wherein the screened Coulomb potential arises from the exchange of a massive scalar field.
Since the field mediator is massive the corresponding force has a certain range, which is inversely
proportional to the mass of the mediator particle. This mass was later considered as a prediction
for the existence of pions. It is worth remembering that the case of massive vector field was largely
studied by Proca [5] and nowadays we have a compilation of experimental efforts to search mass for
photons [6].
So as consequence the question of mass in the context of gauge symmetry was explored and
developed, largely by Stueckelberg with its gauge symmetry mass generation mechanics [7, 8]. It
is quite natural to think that this ideas influenced the later spontaneous symmetry-breaking mass
generation mechanics (Higgs) [9–12] in which the gauge field eat the Nambu-Goldstone bosons and
acquire mass [13] and led us to formulate the electroweak theory (Weinberg-Salam) correctly with
massive vector bosons and photons mediating the interaction [14]. Therefore the evolution of the
physical concepts led us to a way of generating mass for gauge fields respecting some important
general properties such as unitarity and renormalization [15]. Other contexts that the concept of
generation of mass can be explored is in the Nambu-Jona-Lasinio model [16, 17] with the dynamical
broken of chiral symmetry [18] and in gauge Thirring model where the gauge symmetry does not
prohibit the photon to acquiring mass dynamically [19]. We also know that in plasma physics there
is a shielding phenomenon (Debye) where the interaction mediated by the gauge field becomes short-
range with the gauge field ends up acquiring a mass [20] and we have too the possibility of exploring
the concept of restoration of symmetry (Jackiw-Dolan) above a critical temperature [21].
On the other hand Bopp-Podolsky-Schwed proposed a higher order Lagrangian with gauge sym-
metry which by dimensional reasons introduces a free parameter that can be identified as the Podol-
skys mass [22]. This generalized electrodynamics gives the correct finite expressions for self-force
of charged particles, as shown by Frenkel-Zayats [23], interesting effects produced by the presence
of sources [24] and in general we have the property of better ultraviolet behavior in a sense closely
related to the Pauli-Villars-Rayski regularization scheme [25, 26]. Despite we have a characteris-
tic length associated with the size of the charged particles [27] the possible source of this mass is
mysterious but it it is worth noticing that Podolsky electrodynamics breaks the dual symmetry [28]
~E → ~B
~B→−~E (1.1)
that led Dirac to consider the existence of magnetic monopoles and lead us to speculate the existence
of some transition from the point of view of a mechanism which breaks the dual symmetry and
generate mass, derive from our ignorance associated with the structure behind the self-interaction of
the particles and their sizes. From the point of view of degrees of freedom we have five [29], Maxwell
2
plus Proca, and in the free case (without interactions) generalized electrodynamics is equivalent to
the Lee-Wick theory wherein the gauge field is complex [30, 31]. This five degrees of freedom has
influence too in the zero point energy [32, 33]. Just to finish the generalized electrodynamics respect
some important general properties such causality from the point of view of causal perturbation theory
[34], stability from the concept of Lagrangian anchor [35], depending from the point of view unitarity
due BRST proprieties [36–38] and finally renormalizability [39].
Stueckelberg theory is still a modern and inspiring subject. In what follows, we will do an attempt
to understand the mass generation mechanism in generalized electrodynamics context, following the
previous work of the authors [40]. This work is organized as follows. In Sec. 2, we discuss the clas-
sical and quantum aspects, construct the transition amplitude by the Fadeev-Senjanovic procedure
and write it in the Fadeev-Popov covariant form. In Sec. 2.1 we analyse the BRST symmetry and
the invariance of the physics by gauge choices. In Sec. 3 we use the previous Stueckelberg struc-
ture to quantize the generalized Higgs gauge theory. Finally Sec. 4 contains our conclusions and
perspectives. In appendix A we generalize the Goldstone Theorem.
2 Generalized Stueckelberg gauge theory
Now we will introduce the classical and quantum aspects of the generalized Stueckelberg gauge
theory. We will discuss the classical equations of motion, construct the phase space by Dirac method-
ology and write the transition amplitude in a covariant form [41]. We start the discussion with the
following Lagrangian density
L =−1
4
FµνFµν +
1
2
a2f ree∂θF
θ
µ ∂λF
λ µ +
1
2
M2SµS
∗µ
Sµ = Aµ +
1
ms
∂µB+ i
∂λF
λ µ
m2p
, (2.1)
in which Fµν = ∂µAν −∂νAµ is the field strength tensor and B the Stueckelberg compensating field.
As we can see, we have the gauge symmetry
Aµ → Aµ +∂µα,
B→ B−msα. (2.2)
The previous Lagrangian is written explicitly as follows
L =−1
4
FµνFµν +
1
2
a2∂µF
µβ ∂ νFνβ +
1
2
M2(Aµ +
1
ms
∂µB)
2, (2.3)
3
wherein a2
.
= a2f ree+ (
M
m2p
)2 = 1
m
is the changed Podolsky parameter. Less then surface therms the
previous Lagrangian is written as
L = −1
4
Fµν(1+a2)Fµν +
M2
2
(Aµ +
1
ms
∂µB)
2
→ 1
2
Aµ(1+a2)(ηµν−∂µ ∂ν)Aν + 1
2
M2AµA
µ +
M2
ms
Aµ∂µB+
M2
2m2s
∂µB∂
µB. (2.4)
So, by the principle of least action δS = δ (
∫
d4xL ) = 0, we have the following equations of
motion
(1+a2)(ηµν−∂µ ∂ν)Aν +M2(Aµ +
∂µB
ms
)
∂µA
µ +
B
ms
= 0, (2.5)
with explicit gauge symmetry, in view of eq. (2.2).
Now it is time to construct the phase space in the Hamilton formalism, in which the constraint
and degrees of freedom in the Dirac methodology will play a crucial role. Therefore to write the
Hamiltonian we will use the Noether theorem [42]. For the case of space-time translations
xλ → xλ +δxλ
d4x′ = Jd4x, J = det(
∂x′µ
∂xν
) = 1+∂µ δx
µd4x, (2.6)
the fields of the Lagrangian L (Aν ,∂µAν ,∂µ∂θAν ;B,∂µB) defined in eq. (2.1) transform as follows,
Aµ → Aµ +δAµ ; δAµ = (∂λAµ)δxλ ,
B→ B+δB; δB= (∂λB)δxλ , (2.7)
and so the transformation in the action is given by
δS =
∫
δd4xL +
∫
d4xδL
=
∫
d4x∂µT
µ
λ δx
λ (2.8)
wherein the energy-momentum tensor is the following
T
µ
λ =
∂L
∂ (∂µAν)
(∂λAν)−∂θ [
∂L
∂ (∂µ∂θAν)
](∂λAν)+
∂L
∂ (∂µ ∂θAν)
(∂θ ∂λAν)+
∂L
∂ (∂µB)
(∂λB)−ηµλ L .
(2.9)
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In this case the canonical Hamiltonian Hc =
∫
d3~xT 00 is written explicitly as
Hc =
∫
d3~x{piν(∂0Aν)+Φν(∂0Γν)+θ(∂0B)−L }, Γν = ∂0Aν , (2.10)
with the following Ostrogradsky canonical moments
Πν = Fν0+
1
m2
[η iν ∂i∂αF
α0−∂0∂αFαν ],
Φν =
1
m2
[∂αF
αν −ην0∂αFα0],
pi =
M2
ms
[A0+
1
ms
∂0B]. (2.11)
Therefore we know the phase space variables H = H (Aµ ,Γµ ,B;Πν ,Φµ ,pi) and with the canonical
moments we can visualize the primary constraints
ϕ1 = Φ0 ≈ 0,
ϕ2 = Π0−∂kΦk ≈ 0. (2.12)
Going on, with the dynamical relations
∂0A
k = ∂ kA0−Πk+ 1
m2
[∂ k∂αF
α
0 −∂0∂αFαk],
∂0Γ
k = ∂ kΓ0−∂lF lk+m2Φk,
∂0B=
m2s
M2
pi−msA0 (2.13)
we write the canonical Hamiltonian density eq . (2.10) in it explicit form
Hc = Π0Γ
0+ΠkΓ
k+Φk
(
∂ kΓ0−∂lF lk+ Φ
k
2a2
)
+
1
4
Fk jF
k j+
1
4
(Γ j−∂ jA0)2+
− 1
2m2
(∂ jΓ j−∂ j∂ jA0)2+ 1
2
m2s
M2
pi2−msA0pi + 1
2
M2[Ak+
1
ms
∂kB]
2. (2.14)
Thus when we apply the Hamilton equations to study the evolution of a physical quantity in phase
space, we define the Poisson brackets {,}P operation and write the fundamental Poisson brackets of
the phase space variables
{Aµ(x),Πν(y)}P = δ µν δ 3(~x−~y),
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{Γµ(x),Φν(y)}P = δ µν δ 3(~x−~y),
{B(x),pi(y)}P = δ 3(~x−~y). (2.15)
The Poisson brackets of others combinations of variables are null.
Now following the Dirac methodology we define the primary Hamiltonian Hp = Hc+Ciϕ
i and
by the consistence condition we have that
∂0ϕ1 =
∫
d3~y{ϕ1,Hp}P
= −Π0+∂ kΦk =−ϕ2 ≈ 0 (2.16)
∂0ϕ2 =
∫
d3~y{ϕ2,Hp}P
= −mspi +∂ kΠk =−ϕ3 ≈ 0 (Gauss Law) (2.17)
So we have the full set of constraints (ϕ1,ϕ2,ϕ3) and the extended Hamiltonian
HE = Hc+Ciϕ
i, i= 1,2,3 (2.18)
Therefore we have the Hamilton equations
A˙µ = {Aµ ,HE}P = δµ0Γ0+δµkΓk+δµ0C2−δ kµ ∂kC3, (2.19)
Π˙µ = {Πµ ,HE}P = δ kµ∇2Φk−δ lµ ∂l∂ kΦk+
1
2
[−∂ kδ jµ +δ kµ∂ j]Fk j+
1
2
δµ0∂
j(Γ j−∂ jA0)+
+
1
m2
δµ0∇
2(∂ jΓ j−∇2A0)+msδµ0pi +M2[Ak− 1
ms
∂kB]δkµ , (2.20)
Φ˙µ = {Φµ ,HE}P =−δµ0Π0−δ kµ Γk+δµ0∂kΦk−
1
2
δ
j
µ(Γ j−∂ jA0)−
1
m2
δµi∂
i(∂ jΓ j−∇2A0), (2.21)
Γ˙µ = {Γµ ,HE}P = δµk(∂ kΓ0−∂lF lk+m2φ k)+δµ0C1+δ µk ∂kC2, (2.22)
B˙= {B,HE}P = m
2
s
M2
pi −msA0+msC3, (2.23)
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p˙i = {pi ,HE}P = M
2
ms
∂k(A
k+
1
ms
∂ kB). (2.24)
As we can see there are some arbitrariness in the Hamilton equations due to the Lagrange mul-
tiplier dependence. Thus we say that the first-class constraint are the generators of the gauge trans-
formations. In order to break this arbitrariness we must impose conditions in such a way that the
equations of motion are the same as the Lagrange ones, eqs. (2.5) (dynamically consistent). In this
case we chose in view of eqs. (2.19) and (2.22)
Σ2 = A0 ≈ 0⇒ Σ1 = Γ0 ≈ 0⇒C1 = 0=C2. (2.25)
On the other hand
(1+a2)(ηµν−∂µ ∂ν)Aν +M2(Aµ +
∂µB
ms
)≈ 0
∂µA
µ +
B
ms
≈ ∂0C3, (2.26)
∂0[(1+a
2
)∂kA
k+
M2
ms
B]≈ 0⇒ Σ3 = (1+a2)∂kAk+ M
2
ms
B≈ 0 (hold for all time). (2.27)
So now we can enumerate the constraints Ω = (ϕ1,ϕ2,ϕ3,Σ1,Σ2,Σ3)
ϕ1 = Φ0, ϕ2 = Π0−∂kΦk, ϕ3 = mspi +∂ kΠk,
Σ1 = Γ0, Σ2 = A0, Σ3 = (1+

m2
)∂kA
k+
M2
ms
B (2.28)
and construct the Dirac’s matrix Vi j = {Ωi,Ω j}P
[V ]6x6 =


ϕ1 ϕ2 ϕ3 Σ1 Σ2 Σ3
ϕ1 0 0 0 −1 0 0
ϕ2 0 0 0 0 −1 0
ϕ3 0 0 0 0 0 −(1− ∇m2 )∇2−M2
Σ1 1 0 0 0 0 0
Σ2 0 1 0 0 0 0
Σ3 0 0 (1− ∇m2 )∇2+M2 0 0 0


δ 3(~x−~y) (2.29)
Before proceeding let us take a quick count of the degrees of freedom. As we can see we have
18 variables (Aµ ,Γµ ,B;Πν ,Φµ ,pi) and 6 constraints to describe the phase space. So we have 12
variables describing the phase space and 6 degrees of freedom in the configuration space, that is
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the same as Podolsky+Scalar or explicitly Maxwell+Proca+Scalar (2+3+1). This result is interesting
and show how the gauge symmetry shield the longitudinal degree of freedom. Just to compare,
in the Stueckelberg gauge theory we have 10 variables (Aµ ,B;Πν ,pi) and 4 constraints from the
canonical structure [43]. So we have 6 variables describing the phase space and 3 degrees of freedom,
Maxwell+scalar (2+1).
With the full set of constraints, the next step is to obtain the transition amplitude, which in the
Hamiltonian form is written in the following way
Z =
∫
Dµ exp[i
∫
d3~x{piν(∂0Aν)+Φν(∂0Γν)+θ(∂0B)−Hc}], (2.30)
with
Hc = Π0Γ
0+ΠkΓ
k+Φk
(
∂ kΓ0−∂lF lk+ Φ
k
2a2
)
+
1
4
Fk jF
k j+
1
4
(Γ j−∂ jA0)2+
− 1
2m2
(∂ jΓ j−∂ j∂ jA0)2+ 1
2
m2s
M2
pi2−msA0pi + 1
2
M2[Ak+
1
ms
∂kB]
2 (2.31)
and the explicit integration measure
Dµ = DAµDΠ
µDΦνDΓ
νDBDpiδ (Ωi)
√
det[V6x6]. (2.32)
After integrating over some variables we are left with the following transition amplitude
Z =
∫
DAµDBδ [(1+

m2
)∂kA
k+
M2
ms
B]det{[(1− ∇
m2
)∇2+M2]δ 3(~x−~y)}exp(i
∫
d3xL ), (2.33)
wherein
L =−1
4
Fµν(1+

m2
)Fµν +
M2
2
(Aµ +
1
ms
∂µB)
2. (2.34)
Although the above expression is correct its form is not explicitly covariant. However, we know
that the Faddeev-Popov ansatz1
det{[(1+ 
m2
)−gM2]δ 4(x− y)}
∫
∏
x
dα(x)δ [(1+

m2
)∂µ A
α µ +g
M2
ms
Bα ] = 1, (2.35)
allows us to transform the amplitude of vacuum-vacuum transition into a covariant form
Z = N˜
∫
DAµDBexp{i
∫
d4x[−1
4
Fµν(1+

m2
)Fµν +
M2
2
(Aµ +
1
ms
∂µB)
2+
− 1
2ξ
[(1+

m2
)∂µA
µ +g
M2
ms
B]2]}
1Note that this identity is independent of the mass M, in other words, it does not depend on g.
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N˜ = Ndet{[(1+ 
m2
)−gM2]δ 4(x− y)} (2.36)
where we can write det{[(1+ 
m2
)−gM2]δ 4(x− y)} in terms of ghost fields
det{[(1+ 
m2
)−gM2]δ 4(x− y)}=
∫
Dc¯Dcexp{−i
∫
d4xc¯[(1+

m2
)−gM2]c}. (2.37)
2.1 BRST symmetry and ficticious parameters
As we know, following the Fadeev line of reasoning, the transition amplitude does not depend on
gauge choice and consequently the physical observables do not depend too. So in the same way, let
us take a look on the ficticious parameter g. Well, imposing that the transition amplitude eq. (2.36)
does not depend on g we conclude that [37, 38]
δZ
δg
= 〈
∫
d4x{− 1
ξ
[(1+

m2
)∂µA
µ +g
M2
ms
B]
M2
ms
B−M2c¯c}〉= 0, (2.38)
The BRST symmetry of the action in the present case is given by the following fields transforma-
tions
Aµ → Aµ +δAµ
c→ c+δc
c¯→ c¯+δ c¯
B→ B+δB (2.39)
and the variations are given by
δAµ = λ∂µc
δc= 0
δ c¯=− 1
ξ
λ [(1+

m2
)∂µA
µ +g
M2
ms
B]
δB=−λmsc (2.40)
where λ is a grassmannian parameter.
So before the previously BRST fields transforms, the functional generator transforms as follows
Z′ = Z+δBRSTZ
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δZ =
∫
δBRST (DAµDc¯DcDB)exp[iSe f f ]+
∫
DAµDc¯DcDBδBRSTSe f f exp[iSe f f ]. (2.41)
on what
Se f f = S+
∫
d4x[JµA
µ + ζ¯c+ c¯ζ + JB]
S=
∫
d4x{−1
4
Fµν(1+

m2
)Fµν +
M2
2
(Aµ +
1
ms
∂µB)
2+
− 1
2ξ
[(1+

m2
)∂µA
µ +g
M2
ms
B]2− c¯[(1+ 
m2
)−gM2]c} (2.42)
Again, working with the measure of integration
DAµDc¯DcDB→ JDAµDc¯DcDB (2.43)
J = det


1 λ∂µ δ (x− y) 0 0
− 1
ξ
λ [(1+ 
m2
)∂µδ (x− y) 1 0 − 1ξ λgM
2
ms
0 0 1 0
0 0 −λms 1

 , (2.44)
we noticed that the Jacobian is equal to 1. On the other hand,
δBRSTSe f f =
∫
d4x[JµδA
µ + ζ¯ δc+δ c¯ζ + JδB]
= λ
∫
d4x{Jµ∂ µc− 1
ξ
[(1+

m2
)∂µA
µ +g
M2
ms
B]ζ + Jmsc}. (2.45)
In this case, imposing the symmetry on the functional Z we found the equation
{Jµ∂ µc− 1
ξ
[(1+

m2
)∂µA
µ +g
M2
ms
B]ζ + Jmsc}Z = 0, (2.46)
Applying the operator δ
2
δJδζ in the above equation and taking the sources equal to zero
〈{− 1
ξ
[(1+

m2
)∂µA
µ +g
M2
ms
B]B−m2s c¯c}〉= 0 (2.47)
we generate a relation between the photon, ghost and the Stueckelberg’s scalar which is the same as
eq. (2.38). In general we chose g= ξ when we deal with t’Hooft gauges [44, 45].
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3 Generalized Higgs gauge theory
The generalized Higgs model can be defined by the Lagrangian density2
L =−1
4
FµνFµν +
1
2
a2f ree∂µF
µβ ∂νFνβ +(∇µ)φ(∇
µφ)∗−V (|φ |),
∇µ=˙∂µ − ie[Aµ + iZµ ] (do not broken gauge invariance)
Zµ =
∂λF
λ
µ
m2p
⇒ ∂µZµ = 0
V (|φ |) =−µ2|φ |2+λ |φ |4. (3.1)
As we can see we, have the following local gauge symmetry
Aµ → Aµ +∂µα,
φ → exp(iα)φ
φ∗→ exp(−iα)φ∗. (3.2)
Let us take a especial look in the coupling term of eq. (3.1) (extension of minimal coupling with
gauge symmetry)
(∇µ)φ(∇
µφ)∗ = [∂µ + eZµ − ieAµ ]φ [∂ µ + eZµ + ieAµ ]φ∗ = (∂µφ)(∂ µφ∗)+
+e[Zµ φ(∂
µφ∗)+(∂µφ)Zµφ∗]+
e2|φ |2
m4p
ZµZµ + ie[(∂µφ)φ
∗−φ(∂µφ∗)]Aµ+
+ie2|φ |2AµAµ (3.3)
so less then surface terms
∂ µ(Zµ φφ
∗) = (∂µφ)Zµφ∗+Zµ φ(∂ µφ∗), (3.4)
2Just as an observation
[∇µ ,∇ν ] =−ieFµν + eGµν ,
in which
Gµν = ∂ µZν − ∂ νZµ .
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(∇µ)φ(∇
µφ)∗ = (∂µφ)(∂ µφ∗)+
e2|φ |2
m4p
ZµZµ + ie[(∂µφ)φ
∗−φ(∂µ φ∗)]Aµ + e2|φ |2AµAµ . (3.5)
Therefore after the steps above we get the Lagrangian
L =−1
4
FµνFµν +
1
2
a2∂µF
µβ ∂νFνβ + e
2|φ |2AµAµ + ie[(∂µφ)φ∗−φ(∂µ φ∗)]Aµ+
+(∂µ φ)(∂
µφ∗)+µ2|φ |2−λ |φ |4 (3.6)
where we define the infrared (IR) mass M
2
2
= e2|φ |2 and the ultraviolet mass (UV) in term of the
Podolsky parameter a2
.
= a2f ree+(
M
m2p
)2 = 1
m
. Interesting the (IR) and the (UV) regime are tied by
the interaction. In the free case (e=0) we have (5+2) degrees of freedom (Podolsky+complex scalar;
Maxwell+Proca+complex scalar) but when we turn on the interaction apparently we it seems to have
have (3+3+2) degrees of freedom (Proca+Proca+complex scalar), this will be clear in the Goldstone
theorem, which we study in appendix A. Note that the previous free scalar matter sector is invariant
by global gauge transformations
φ → φ + iαφ
φ∗ → φ − iαφ∗, (3.7)
δS =
∫
d4x∂µ [− ∂L
∂ (∂µ φ)
iαφ +
∂L
∂ (∂µ φ∗)
iαφ∗]
= α
∫
d4x∂ µJµ = 0, (3.8)
where Jµ = iφ
∗←→∂ µφ .
Parametrizing the complex field φ as two real fields θ and η
φ = exp(
iθ
v
)[
v+χ√
2
]
v=
µ√
λ
, (3.9)
we write eq. (3.6) as
L =−1
4
FµνFµν +
1
2
a2∂θF
θ
µ ∂λF
λ µ +
1
2
∂µ χ∂
µ χ − 1
2
mhχ
2+
12
+
1
2
M2AµA
µ +
1
2
∂µθ∂
µ θ +MAµ ∂µθ + ... ,
M2 = e2v2, a2 = a2f ree+(
M
m2p
)2 =
1
m
, m2h = 2µ
2. (3.10)
As we can see, we have in the previous equation a Stueckelberg structure
M2
2
(Aµ +
1
M
∂µ θ)
2 (3.11)
in which the Goldstone boson θ play a role of a Stueckelberg compensating field. Therefore we can
use the analysis of Sec. 2 and quantize the generalized Higgs gauge theory
Z =
∫
DAµDθDχδ [(1+

m2
)∂kA
k+Mθ ]det{[(1− ∇
m2
)∇2+M2]δ 3(~x−~y)}exp(i
∫
d3xL ). (3.12)
Although the above expression is correct its form is not explicitly covariant, we know that the
Faddeev-Popov ansatz in the Stueckelberg structure
det{[(1+ 
m2
)+gM2]δ 4(x− y)}
∫
∏
x
dα(x)δ [(1+

m2
)∂µ A
α µ −gMθ α ] = 1,
θ → θ −Mα (3.13)
allows us to transform the amplitude of vacuum-vacuum transition into a covariant form
Z = N˜
∫
DAµDθDχ exp{i
∫
d4x[−1
4
Fµν(1+

m2
)Fµν +
M2
2
(Aµ +
1
M
∂µ θ)
2+
− 1
2ξ
[(1+

m2
)∂µA
µ −gMθ ]2+ 1
2
(∂µ χ)(∂
µ χ)− 1
2
m2hχ
2]+ ...}
N˜ = Ndet{[(1+ 
m2
)−gM2]δ 4(x− y)} (3.14)
where we can write again det{[(1+ 
m2
)+gM2]δ 4(x− y)} in terms of ghost fields
det{[(1+ 
m2
)+gM2]δ 4(x− y)}=
∫
Dc¯Dcexp{−i
∫
d4xc¯[(1+

m2
)+gM2]c}. (3.15)
As we can see, the Fadeev-Popov trick in the Stueckelberg form help to write the transition am-
plitude in the t’Hooft shape [44,45]. The demonstration that the transition amplitude and reciprocally
the physics does not depend on g is the same as Sec. 2.1.
4 Conclusions and final remarks
This paper is devote to analyse some mechanisms of mass generation in the context of general-
ized Stueckelberg-Higgs gauge theory with the intent to understand the mysterious source of mass
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in Podolsky electrodynamics and the break of the dual symmetry [28]. As we can see the goal is
to understand a little bit of the ultraviolet and the infra-red regime of the photon respecting gauge
symmetry. The inspiration of this study lies in understanding the relationship between masses, size of
the particles and range of the interactions. In the present day we can see in the literature aplications
of the Stueckelberg particle in Cosmology, as an Ultralight Dark Matter Candidate used to explain the
anomalous rotation curves of galaxies [46].
Firstly we work with the generalized Stueckelberg electrodynamics studying the classical equation
of motion, constructing the dynamics in the phase space, dealing with the constraints with the Dirac
methodology, implementing the gauge fixing condition, construct the transition amplitude with the
Fadeev-Senjanovic procedure and write it into a covariant form with the Fadeev-Popov method. The
interesting here is to see the link between the constraints and the physical degrees of freedom in
the quantization process [29]. As we can see we have 18 variables (Aµ ,Γµ ,B;Πν ,Φµ ,pi) and 6
constraints Ω = (ϕ1,ϕ2,ϕ3,Σ1,Σ2,Σ3). So we have 12 variables describing the phase space and 6
degrees of freedom, Maxwell+Proca+Scalar (2+3+1). The present model can be seen as a toy model
to study the quantization process in the functional integration approach.
Secondly when we write the transition amplitude in a covariant form we can see the emergence
of a t’Hooft parameter g, eq. (2.36). To proof that this parameter does not contribute to the physics
we demonstrate that the transition amplitude does not depend on it applying the BRST symmetry,
following the same line of reasoning of [37,38]. So the generalized Stueckelberg gauge theory is one
more example that show the link between the dummy parameters and BRST symmetry.
Thirdly as a complement of the discussion, following the historical influence of the Stueckelberg
field to the Higgs mechanism and generation of mass [8], we construct the generalized Higgs model.
As can been seen in eq. (3.6) the Podolsky parameter depend now of the charge, where we define
the infrared (IR) mass M
2
2
= e2|φ |2 and the ultraviolet mass (UV) in term of the Podolsky parameter
a2 = M
2
m4p
= 1
m2
. So the Podolsky parameter is a consequence of the interation and not a free parameter.
The interesting thing here is that in the language of spontaneous symmetry breaking the generalized
photon eat the Goldstone boson and acquire an IR and UV masses (see appendix A), therefore this
regimes are tied by the interaction. As consequence, we have the tools to study the influence of the
radiative corrections in the generalized Stueckelberg-Higgs theory, exploring the proprieties of the
effective action in this general context [10–12, 47].
Finally the next steps of this material would be introduce the coupling with fermions and to inves-
tigate how to implement the Podolsky photon in the context of electroweak theory SU(2)×U(1). We
think that the relation between the neutral boson Z0 and the photon Aµ are generalized in the sense
of Podolsky with the Stueckelberg and Higgs masses, so we will have a better UV and IR controlling
of divergences. Other context that the Stueckelberg field could be applied is in SU(3)×U(1) model
for electroweak interactions [48] where the appearance of more phenomenological vertices would be
interesting. These matters will be further work out and require elaborations.
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A The generalized Goldstone Theorem
Now let us see how the generalized photon eat the Goldstone boson and acquires mass. So apply-
ing the gauge transformation
φ → φ ′ = exp( iθ
v
)[
χ + v√
2
]
Aµ → A′µ = Aµ +
1
ev
∂µθ (A.1)
in eq. (3.1), in which we parametrize the extremal points of the Higgs sector in terms of the polar
coordinates
(
dV
dχ
)
∣∣
χ=0
= 0⇒ v= 0; v= µ√
λ
(A.2)
we can see that
(∇′µφ
′) = [∂µ +Z′µ − ieA′µ ]φ ′ =
exp( iθ
v
)√
2
{∂µ + iθ
v
+ eZ′µ − ie[Aµ +
1
ev
∂µθ ]}φ
=
exp( iθ
v
)√
2
[∂µ + eZµ − ieAµ ]φ , (A.3)
therefore the Goldstone boson θ desapear of the Lagrangian, the gauge field acquires a mass and we
do not have more the charge conservation
L =−1
4
FµνFµν +
1
2
a2f ree∂µF
µβ ∂νFνβ + e
2 (χ
2+2χv+ v2)
2
AµA
µ+
+
e2(χ2+2χv+ v2)
m4p
∂θF
θ
µ ∂λF
λ µ +
1
2
∂µ χ∂
µ χ +
1
2
µ2(χ2+2χv+ v2)+
−1
4
λ (χ2+2χv+ v2)2, (A.4)
1
2
µ2(χ2+2χv+ v2)− 1
4
λ (χ2+2χv+ v2)2 =
1
4
λ [2(χ2+2χv+ v2)v2−χ4−4χ3v−6χ2v2+
15
−2χ2v3− v4 = 1
4
λ [−4χ2v2+ v4−χ4−4χ3v] = 1
4
λv4−µ2χ2−µ
√
λ χ3− 1
4
λ χ4. (A.5)
Finally we can separate the free and interact Lagrangians
L = L f ree+Linteraction, (A.6)
L f ree =−1
4
FµνFµν +
1
2
a2∂µF
µβ ∂νFνβ +
1
2
M2AµA
µ +
1
2
(∂µ χ)(∂
µ χ)− 1
2
m2hχ
2,
M2 = e2v2, a2 = a2f ree+(
M
m2p
)2 =
1
m
, m2h = 2µ
2 (A.7)
and also
Linteraction =
1
2
[e2χ2+2eMχ ]AµA
µ +
1
2
[
e2
m4p
χ2+
2eM
m4p
χ ]∂θF
θ
µ ∂λF
λ µ −αχ3− λ
4
χ4,
α =
mh
2
√
λ . (A.8)
Finally it is important to observe that the dance of degrees of freedom is all right in the Goldstone
theorem. In the free case (e = 0) we have 7 degrees of freedom (Maxwell+Proca+complex scalar).
Therefore when the symmetry is spontaneously broken we have (Proca+Proca+real scalar) which
accounts again 7 degrees of freedom (3+3+1). So the generalized photon eat the Goldstone boson
θ and not only acquires an infrared mass but the ultraviolet Podolsky parameter is changed by the
broken of the symmetry and also by the interactions with the Higgs field.
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