Irreducible graphs—Part 2  by Milgram, Martin
JOURNAL OF COMBINATORIAL THEORY (]3) 14, 7-45 (1973) 
Irreducible Graphs--Part 2* 
MARTIN M1LGRAM 
11213 Monticello Avenue, Silver Spring, Maryland 20902 
Communicated by W. T. Tutte 
Received March 23, 1972 
This paper gives the complete list of six cubic graphs which are irreducibly 
non-representable on the projective plane. 
INTROD UCTION 
This paper continues a previous paper Milgram [12]. Results are 
numbered, and terms and notations are used to conform with that paper. 
The references are also repeated. 
8. Six CUBIC GRAPHS 
We will now go into detail concerning some specific cubic graphs. 
First we will list all cubic graphs with extra 0 irreducibly non-representable 
on the projective plane and then we will present wo additional cubic 
graphs without extra 0 which are irreducibly non-representable on the 
projective plane. 
8.1. Non-representability on the Projective Plane 
LEMMA 8.1.1. There is only one disconnected cubic graph irreducibly 
non-representable on the projective plane. 
Proof. Each component must be irreducibly non-planar by Lemma 3.1. 
When an edge is removed from any component, hat component must 
have a planar representation a d can be represented in one of the 2-cells 
* The results in this paper were first presented in a talk at Rockefeller University in 
February, 1967. 
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bounded by the other copy of K3,3 on the projective plane. We will call 
this graph/1 9 
We recall from Lemma 3.2 that there are no 1-connected graphs 
irreducibly non-representable on the projective plane. 
LEMMA 8.1.2. There is at most one 2-connected cubic graph irreducibly 
non-representable on the projective plane. 
Proof. I f  there were a 2-connected cubic graph irreducibly non- 
representable on the projective plane, then we can find two edges e 1 and 
e2 in such a graph which disconnect he graph. Let the graph be 
G = G~ + Gz + el -k e2 where G1 and G2 are disconnected components 
of G. If  either M1 = G1 + el ~- e~ or M2 = G~ @ el -5 e2 were outside 
graphs, then G would itself be representable on the projective plane. For, 
if both were outside, G would be planar. On the other hand, if M1 were 
outside and M~ were not, then by Lemma 5.1 Mz would not have a 0 
and, since it has only two nodes of degree one, M1 would be a single 
edge, which is contrary to assumption. But if both 341 and M~ are non- 
outside, they each have the minimal outside graph with two free edges as 
subgraphs; hence G has the graph 12 as a subgraph. The graph Iz is with 
extra 0 and Lemma 5.2 shows it to be non-representable on the projective 
plane. 
LEMMA 8.1.3. There is at most one 3-connected cubic graph irreducibly 
non-representable on the projective plane. 
Proof. Consider such a graph G. We can find three edges el ,  e2, and 
ez which disconnect he graph into components G1 and G2. Let M~ 
G1 q- el -~ e2 + ez and let M2 = G2 -+- el + e~ + e 3 . Then both M, and 
M~ are non-outside. For, if both were outside, G would be planar. I f  
M~ were outside and M2 were not, then 341 would have no 0. Since Ma 
has three free edges, but no three circuit by Lemma 3.3, it would have to 
consist of three concurrent edges only, contrary to hypothesis. Thus M~ 
and M2 are both nonoutside. Then each has a subgraph omeomorphic 
to the minimal non-outside graph with three free edges, or G has a sub- 
graph of the form Iz. By Lemma 5.2, Iz is not representable on the 
projective plane. This graph is, of course, with extra 0. 
LEMMA 8.1.4. There is no cubic graph irreducibly non-representable on
the projective plane with a 0 dis joint from a Ks,3 9 
Proof. Assume the contrary and let G be such a graph. Then G -- G~c 
contains a non-outside subgraph or it would be representable by the 
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construction i the proof of Lemma 5.1. If G -- Gx contains the minimal 
non-outside graph with two free edges, H2, then G ~ 112 -k Gx because 
H2 -k GK is already non-representable. But this contains I~ as a proper 
subgraph, which is contrary to the hypothesis that G is irreducible. 
Similarly, if G ~ H~ -5 GK (recall that //3 is the minimal non-outside 
graph with three free edges), then G would have I~ as a proper subgraph. 
LEMMA 8.1.5. All connected cubic graphs with extra 0 irreducibly non- 
representable on the projective plane are formed by selecting Mj - H~, 
j = 1,2, i ~ 1,2, and joining the free edges o fM 1 to parts of Me and vice 
versa. 
Proof. Select Ma as disjoint from GTh 9 M1 has one of the H's as a 
subgraph by Lemma 5.1. M1 cannot be disjoint from a GK by Lemma 8.1.4. 
But, if we add free edges to the nodes of degree two of G -- M 1 , we have 
an H. 
This last result (Lemma 8.1.5) enables us to obtain the last possible 
cubic graph with extra 0 which is irreducibly non-representable on the 
projective plane. This graph is /4. The reader can try all possibilities 
suggested by Lemma 8.1.5. In addition to the graphs/1 to 14 which com- 
prise all candidates for graphs with extra 0, we wish to examine two 
graphs without extra 0. To show that these additional two graphs are 
non-representable on the projective plane we will need some computational 
aids. We recall that there is only one representation of K3.z on the 
projective plane (Lemma 7.1). 
A Hamilton circuit of a graph G is a circuit which contains all the 
nodes of G and each edge of the circuit appears once only. 
LEMMA 8.1.6. For every Hamilton circuit, C, of  Kz,~ , there is a repre- 
sentation of  K~.3 on the projective plane such that C bounds a 2-cell. 
Proof. Each Hamilton circuit in K3. z corresponds to a permutation of 
the nodes of K3, ~ . In K3,z, this permutation is an automorphism. Thus, 
the single representation of Kz,3 on the projective plane, to which all 
others are isomorphic, gives the result. 
LZMMA 8.1.7. I f  the nine edges of K3,3, numbered 1 to 9, are arranged 
in the 3 • 3 matrix: 
1 2 3 
4 5 6 
7 8 9 
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where the rows and columns give adjacencies, then the rows and columns 
of the magic square: 
294 
75  3 
618  
gives the six sets of three mutually non-adjacent edges. 
LE~IMA 8.1.8. There are six Hamilton circuits of K~,~. 
Proof. Each set of three mutually non-adjacent edges, s, has/s a -- s 
as a Hamilton circuit. Using Lemma 8.1.7 there are six of these. 
LEMMA 8.1.8. The six Hamilton circuits of Ka.3 : 
f 
e 
b 
C 
FIGURE 8.1.8.1 
are given by columns of vertices: 
a 1 1 1 1 1 1 
b 2 2 2 2 4 4  
c 3 5 3 5 3 5 
d 4 4 6 6 22  
e 5 3 5 3 5 3 
f 6 6 4 4 6 6 
A simplest imbedding of a graph, G, in a surface, S, is a 2-cell imbedding 
of G in a surface S of the smallest Euler characteristic (see [7, page 305]). 
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LEMMA 8.1.9. Let G' be a cubic graph which has a simplest imbedding 
in S. Assume that there are three nodes of degree two, n~ , n2, n3 for which 
there is only one path p in G' going through n I , n2, and n3 in that order 
such that p is part of the boundary of a 2-cell imbedding of G' in S. Then, 
for a node n4 of degree two of G' and not on p, the graph 
G = G' -+- (nl, ns) + (ns, n3) + (n~, no) -k (ns, nn) -? (n6, n4) 
is not representable on S. 
Proof We have added two nodes n5 and n6 and five edges to G'. I f  
G were representable, n~, n2, n3, and n 4 must appear on a circuit C 
which is represented in a 2-cell in the imbedding restricted to G', since 
the representation restricted to G' must be a 2-cell imbedding. But the 
graph formed by C and the nodes n5 and n 6 (Figure 8.1.9.1) and their 
n 1 
n4 n -, n 2 
FIGURE 8.1.9.1 
attached edges is a K3.3, which cannot be represented in a 2-cell with 
boundary. 
LEMMA 8.1.10. Let e2 be an edge of K3.3 and V1 and V3 be its adjacent 
nodes. Let el be an edge of K~. 3 adjacent o e2 at V 1 and e3 be an edge of 
1s ~ adjacent o e2 at V3 . Let K' be the graph formed from K3.3 by adding 
nodes nl , n2, and n3 of degree two to the edges el,  e2, and e3 of K~.3, 
respectively. Then in any representation of K' on the projective plane such 
that nl , n2, n3 touch the same region R there is only one path p in K' that 
starts at nl ,  goes through n~, and ends in n3 such that p is part of the 
boundary of R. 
12 Mm~V, AS~ 
Proof. K3.3 is a divider of the projective plane. Thus, for el ,  ez, and 
e3 to touch one region, R, the other edges at V1 and Va cannot touch R. 
Thus, the only possible path from nl to n2 to n3 is along e~ to ea 9 
LEMMA 8. I. 1 1. The two cubic graphs without extra 0 listed below (I5 
and 16) are non-representable on the projective plane. 
Pro@ Each is of the form in Figure 8.1.11.1, which by Lemmas 8.1.9 
and 8.1.10 ensures that they are non-representable. It is our object to 
n 1 
y x 
n2 n 6 n5 
x y 
n 3 
FIGURE 8.1.11.1 
show that every cubic graph without extra 0 irreducibly non-representable 
on the projective plane must contain the configuration above. 
We have established the fact that the six graphs are not representable 
on the projective plane. 
8.2. Irreducibility of the Six Graphs 
We intend to show that I 1 through/6 are irreducible and that they are 
not isomorphic in pairs. We have already shown/1 to be irreducible. We 
will actually give a representation  the projective plane for each graph 
with one edge removed. In order to do this task without an electronic 
computer, we use some simple computational ids. 
An automorphism of a graph G is a permutation g of the nodes such 
that, for any two nodes rn and n, m is adjacent o n if and only if g(m) 
is adjacent o g(n). 
Automorphisms may be extended to edges of a graph since the edges 
define adjacencies of nodes. 
A transitivity class of edges of a graph G is a set of edges such that, for 
any two edges x and y in that set, there is an automorphism g of G such 
that x = g(y). 
In what follows, we will demonstrate the irreducibility of these six 
graphs. In doing so, we will also demonstrate that all graphs are not 
isomorphic in pairs. Our basic technique will be to compute transitivity 
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classes of edges. Irreducibility will be demonstrated by removing a rep- 
resentative dge of a transitivity class and showing that the resulting 
graph is representable on the projective plane. 
Our plan for the computation of transitivity classes is straightforward. 
We will give a table of permutations of the nodes for each graph. These 
permutations will be automorphisms. For example, the first automorphism 
given for/5 is illustrated in Figure 8.2. I. These automorphisms will enable 
us to compute transitivity classes. 
12 
1 
10 
3 
4 
9 
11112 ~ 
FIGURE 8.2.1 
2 
1 
A reduced graph G' of an irreducible graph G is any graph G' = G -- e 
where e is an edge of G. It is clear that: 
LEMMA 8.2.1. Let G' be a reduced graph of G. I f  G' is homeomorphic 
to no reduced graph of H, then H and G are not homeomorphic. 
The proof of irreducibility of each graph then is a simple matter of 
finding a representation for each subgraph formed by deleting one edge 
of a transitivity class. The proof that the six graphs are not isomorphic 
in pairs is simplified by the examination of these reduced subgraphs. 
Remark. It is not necessarily true that the automorphisms that we 
give actually generate the group of automorphisms (e.g., the group of 
automorphisms of 16 is certainly larger than the cyclic group of order 8 
that is generated by the single automorphism given). All that is necessary 
for our purpose is that the subgroup generated by the automorphisms 
given do indeed have the transitivity classes which are presented. The 
proof that the transitivity classes given are distinct is by examination of 
the reduced graphs. If two reduced graphs G' = G -- e' and G" = G -- e" 
of G are distinct hen e' and e" must be in two distinct ransitivity classes. 
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THE GRAPH /2 
1 
7 
Transitivity Classes 
(4, 5) (3, 4) (1, 2) 
(10, 11) (11, 12) (2, 3) 
(1, 4) (1, 12) 
(9, 10) (7, 8) 
(5, 6) (3, 12) 
(7, 10) (6, 7) 
(2, 11) (8, 9) 
(5, 8) (6, 9) 
Automorphisms 
12 3 4 5678 9101112 
21121110987 6 5 4 3 
23121110769 8 5 4 1 
87  6 5 4321121110 9 
12 9 
t2-  (4,5) 
8 7 
]I 
9 10 x~l~ l  5 
2 
I (3,4)  2 
12 
9 101123 ~ 
x ' 8 7 6 Y 
~2- (1,2) 
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THE GRAPH I3 
6 
Transitivity Classes 
(3, 4) 0,  2) 
(1, 6) (2, 3) 
(8, 9) d, 10) 
(5,6) 
(4,5) 
(6, 7) 
(4,7) 
(1, 10) 
0,10) 
(2,9) 
O, 8) 
(7, 8) 
(9, io) 
Automorphisms 
1 23456 78910 
3 21654 78910 
1109876 543  2 
6 543211098 7 
1 6 
9 8 
13 - (3,4) 
4 6 
10 9 7 
1 3 - (1 ,2 )  
582b/~4/I-2 
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THE GRAPH 14 
Transitivity Classes 
(10, 11) (1, 2) (3, 4) 
(4, 5) (6, 7) (9, 10) 
(3, 12) (1, 5) 
(8, 9) (7, 11) 
(6, 9) (4, 8) 
(1, 12) (2, 10) 
(7, 8) (5, 6) 
(2,3) (11, 12) 
Automorphisms 
12 3 4 5 6789101112 
76  9101112321 5 4 8 
32  1 5 4 8769101112 
21121110 9876 5 4 3 
11 12 1 5 6 
3 
x Y 
9 8 7 
i 4 - (3 ,4 - )  
y x 
x y 
8 4- 5 6 
14 - (2 ,1 )  
12 3 4 
x 11 Y 
5 6 7 
14_ - (10 ,11)  
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THE GRAPH /5 
1 
11 
,o  
~ 3 4 
5 
1 2 3 
3 2 1 
1 12 11 10 9 8 7 
Transitivity Classes 
(1, 7) (3, 8) 
(3, 4) (1, 12) 
(1o, 11) ( ] ,  2) 
(9, lo) (2, 3) 
(4, 5) (11, 12) 
(6, 7) (8, 9) 
(7, 8) (5, 6) 
(4, 12) (6, 11) 
(2, 10) (5, 9) 
Automorphisms 
4567 8 9 I01112 
7654121110 9 8 
6 5 4 3 2 
9 
Y 
x 
8 
4- 
Y 
12: 
10 11 
1 
~12 
4 5 
t (1 ,7 )  
5 
[ 
x 
9 10  
7 8 9 
1 
y 
6' 5 
l (3 ,8 )  
5 
1 g MILGRAM 
THE GRAPH 16 
1 
7 
Transitivity Classes 
(6, 7) (7, 8) (4, 8) 
(2, 3) ( I ,  2) (8, 9) 
(5, 6) (9, 10) 
(3 ,4 )  ( I0 ,  I I )  
(2,9) (11,12) 
(6, 1o) (12, I) 
(3, 11) (1, 5) 
(7, 12) (4, 5) 
A utomorphisms 
12345678 9101112 
56784329101112 1 
11 3 
i x z  
x 2 9 10 Y 
16 - (6 ,7 )  
2 5 4 
y ~ 
3 11 10 9 
t 6 - (7 ,8 )  
6 !o 11 
x 2 1 5 Y 
(4,8) 
6 
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9. OUTLINE OF THE PROOF 
An exceptional graph is a cubic graph without extra 0, irreducibly non- 
representable on the projective plane which is neither I5 nor 16. The main 
result of this paper is that there are no exceptional graphs. The difference 
between the proof of this theorem and our previous finiteness proof is 
analogous to the difference between our finiteness argument in Theo- 
rem 4.3 and Kuratowski's original proof. We will start with Ka.3, which 
must be a subgraph of any exceptional graph and proceed to construct 
larger subgraphs. At each stage, large numbers of subgraphs will be 
rejected either because they contain an extra 0 or because they contain a 
subgraph which is isomorphic to 15 or 16. Our constructions will proceed 
in two stages. The first is clearly motivated by the reduced representations 
of I~ and I 6 , namely, we will show that the graph 15 -- (3, 8) which is 
isomorphic to 16 -- (4, 8) must be a subgraph of any cubic graph without 
extra 0 irreducibly non-representable on the projective plane. The next 
stage is unesthetic. We must proceed to larger graphs in order to show 
that they cannot be subgraphs of exceptional graphs. In no instance will 
a computation be left to the reader! The reader is requested to repeat he 
steps given and it is expected that he will require much blank paper. 
That we have chosen this method of proof necessarily means that it is 
very difficult to motivate the constructions. However, the diligent reader 
will be able to develop some insight. 
At each stage in our proof we will consider some subgraph G' which 
must appear in our graph. We will then consider all graphs formed from 
G' by selecting two points and adding an edge between those points 
(which now become nodes of degree three). Each one of these graphs 
will be tested to see whether or not it can be a subgraph. The number of 
such possibilities is reduced considerably by the following lemma: 
LEMMA 9.1. Let G be a cubic graph without extra 0 irreducibly non- 
representable on the projective plane. Let G' be any cubic nonplanar proper 
subgraph of G. Then there is a subgraph G" of G which is homeomorphic to 
G' such that there is a path in G -- G" between two non-adjacent sides of 
G". (Note that G" may be G' itself.) 
Proof. By Lemma 8.1.1, the only disconnected cubic graph irreducibly 
non-representable on the projective plane is with extra 0. Thus G is 
connected, and some side s of G' has a point n' which is a node of degree 
three in G, but not of degree three in G'. In the case in which there is a 
path in G -- G' from s to a side non-adjacent to s, we need go no further. 
Assume then that there is a path p in G -- G' from n' to a point n" on a 
20 
S- 
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rl ~ rl v, 
, 9 s T 
F IGURE 9.1 
side s' which is adjacent to s at the node n (see Figure 9.1). From 
Lemma 3.2, we know that there is such a path or else G would be 
l-connected. From Lemma 3.3, we conclude that t = p + (n', n) + (n, n") 
cannot be a 3-circuit in G. Consider the case in which there is a node m 
of G on (n', n). Then, the graph G" = G' -- (n', n) + p is homeomorphic 
to G' and (n', n) is a path in G -- G" between two sides of  G" which are 
adjacent at n". Thus, we need only consider the case in which p has a 
node m of G. Then there is a path q in G -- G' - -p  from m to G' +p.  
But the removal of  n and the three concurrent sides of  G' leaves a Th 
since G' is non-planar. Thus, q cannot be a path from m to either p or 
to one of the three sides of G' which are concurrent at n. For, if it were, 
there would be a 0 disjoint from a Th, which is contrary to hypothesis. 
The only remaining possibility is that q is a path from m to a side s" 
which is adjacent o s but not to s'. In this last case, p'  = (n", m) + q 
is a path in G -- G' between s' and s" which are non-adjacent sides of 
G' and the lemma is proved. 
Remark. The proof  above would hold for any surface S if G is cubic, 
irreducibly non-representable on S and there are no three edges whose 
removal disconnect G (compare Lemma 8.1.3). 
The preceding lemma reduces considerably the amount of necessary 
computation. 
10.  SUBGRAPHS OF GRAPHS WITHOUT EXTRA 0 
The graph K~ consists of  2n nodes, 1, 2, 3 , . ,  2n which form a Hamil- 
tonian circuit (in that order) and the node i is connected to n + i. We 
are here using a notation usually reserved for the complete n-graph so 
that we might have/s = K3,3. 
The next lemma will produce the first graph larger than Ka,a which 
must be a subgraph of graphs without extra 0. 
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LEMMA 10.1. Let G be a cubic graphwithout extra 0 irreducibly non- 
representable on the projective plane. Then G contains a proper subgraph 
which is homeomorphic to K4 (See figure 10.1). 
1 
2 
7 3 
= K 4 
6 
5 
FIGURE 10.1 
Proof. G must contain a proper subgraph homeomorphic to K3,3. 
Thus the conditions of Lemma 9.1 are satisfied. But, for any pair of non- 
adjacent edges of K~,~, there is an automorphism that will take that pair 
into any other pair of non-adjacent edges (see Lemma 8.1.7). Thus, adding 
an edge between any pair of points, one each on two non-adjacent edges 
of K3.3, results in/<4 9 From Lemma 9.1, we conclude that G must have 
a subgraph omeomorphic to/<4. 
LEMMA 10.2. There is a Kn such that no cubic graph irreducibly non- 
representable on the projective plane has a subgraph homeomorphic to K,, . 
Proof. We will consider this a corollary to Theorem 7.14 and take, 
for example, K433 9 
The edges of K 4 will divide into two classes, the rim which consists of 
edges in the Hamiltonian circuit and the diagonals which consist of all 
other edges. There is an automorphism (a rotation of Figure 10.1) which 
will transform any edge of the rim into any other edge of the rim, or 
alternately any diagonal into any other diagonal. Thus, when we are 
considering connections between pairs of edges of /<4, we need only 
consider one edge of the rim (and connections to all other edges) and one 
edge of the diagonal (and connections to all other edges). 
LEMMA 10.3. Let G be a cubic graph without extra 0 irreducibly non- 
representable on the projective plane. Then G must contain a proper sub- 
graph homeomorphic to P (Figure 10.3.1), Q (Figure 10.3.2), or R 
(Figure 10.3.3). 
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1 
5 2 
= p 
4 3 
FIGURE 10.3.1 
9 3 
= O 
8 4 
Transitivity C,(asses 
(3, 4) (2,5) (6, 7) (6,10) (1, 2) (2,3) 
(8, 9) (1,10) (1, 7) (9, 10) (3, 9) 
(5, 6) (4, 8) 
(7, 8) (4, 5) 
Automorphisms 
123456 78910 
1093487 652 1 
6543211098 7 
FIGURE 10.3.2 
1 
6 
3 
= R 
4 
FIGURE 10.3.3 
Automo~h~ms 
12345678 910 
14327658 910 
3214587610 9 
8765432110 9 
Transitivity Classes 
(9, 10) (4, 5) (3, 9) (1,2) 
(2, 7) (8, 9) (2, 3) 
(1, 10) (3, 4) 
(6, 10) (1, 4) 
(5, 6) 
(5, 8) 
(7, 8) 
(6, 7) 
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Proof From Lemma 10.1, we will consider all connections between 
pairs of points of/s From the remarks above, we will assume that one 
point is either on (l, 8), an edge of the rim, or on (1,5), an edge of the 
diagonal (see Figure 10.1). From Lemma 9.1, we consider only connec- 
tions to non-adjacent edges. I f  we first consider all possible connections 
to (1, 8), then we need consider only connections from a diagonal to (1, 5), 
since connections to an edge of the rim will already have been considered. 
The entries in Table 10.3.1 give all the possibilities. In reading the table, 
TABLE 10.3.1 
0, 8) (1, 5) 
(2, 3) Q1 
(3, 4) Q~ 
(3, 7) R e 
(4, 5) K~ 
(4, 8) Q3 
let the point y be on the edge in the row heading and let the point x be on 
the edge in the columna r entry. In keeping with our promise to leave no 
computation to the reader, Table 10.3.2 gives the renaming conventions so 
that the reader need only check the figures. For example, the entry for the 
connection between the point x which is on (1, 8) and the point y which 
is on (2, 3) is "QI" (in Table 10.3.1). This means that the resulting raph 
is homeomorphic to Q and the homeomorphisrn is given by the corre- 
sponding renaming convention in Table 10.3.2. 
TABLE 10.3.2 
Renaming Conventions 
1 2 3 4 5 6 7 8 9 1 0  
Q1 8 x 1 2 y 3 7 6 5 4 
Q~ y 3 2 6 7 8 4 5 1 x 
Q3 6 5 x y 4 3 7 8 1 2 
P 1 2 3 y x 5 6 7 8 4 
R 2 6 5 1 x y 7 8 4 3 
The first entry in that table informs us that the mapping indicated by 
8~1,  x--+2, 1--+3, etc. is a homeomorphism to Q as defined by 
Figure 10.3.2. This homeomorphism is exhibited in Figure 10.3.4. The 
reader is requested to draw similar figures for each renaming. In 
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8 1 
5 1 k 2'3 
7 3 6 2 ,4 
Y 
5 3 6 
- . -  > 
FIGURE 10.3.4 
Figure 10.3.4, the ~ indicates renaming to conform with the definition of 
Q in Figure 10.3.2. The one entry in Table 10.3.1 which must be con- 
sidered further is that which produces a Ks. If we further consider all 
connections within a/(5,  any which does not produce a/(6 may be related 
back to one of our previous connections within K~ (by removing a 
diagonal). But the same argument holds for connections between edges 
of a subgraph omeomorphic to a K~, such that the connections do not 
produce a Kn+l, namely, if a connection between a point of Kn to another 
point of Kn does not produce a K , , ,  then by removing diagonals we 
have one of our previous cases of connections within K4 9 But Lemma 10.2 
precludes the possibility of building larger and larger Kn 9 
Figure 10.3.5-shows that each K~ is representable on the projective 
plane. Thus, if Kn appears as a subgraph of an irreducible graph, it is a 
n ~c imes  
x i 
Y 
FIGURE 10.3.5 
proper subgraph and the conditions of Lemma 9.1 hold. Thus, the other 
possibilities for connections in K4 are all those that need be considered. 
In order to show that P, Q, and R are proper subgraphs, we need only 
give representations on the projective plane for these graphs. But the 
three reduced graphs of 16 are precisely P, Q, and R. This can be seen in 
Table 10.3.3, which gives the renaming of the three graphs. The renaming 
of the nodes gives the explicit homeomorphism. 
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TABLE 10.3.3 
Rerlaming Conventions 
1 2 3 4 5 6 7 8 9 10 
Is -- (6, 7) ~- P 11 3 4 8 12 1 2 9 10 5 
18- - (7 ,8 )  = Q 2 1 12 6 5 4 9 10 11 3 
16- - (4 ,8 )= R 7 6 10 9 2 1 5 3 11 12 
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Remark. There are six parts to the proof above. These parts will be 
repeated in succeeding proofs: 
(1) A subgraph is found which must appear as a proper subgraph. 
(2) Automorphisms are found so that only one edge of each transi- 
tivity class is considered for the first of the pair of edges to be connected. 
(3) Only non-adjacent pairs of edges are considered (Lemma 9.1). 
(4) Renaming conventions are given to enable the reader to verify 
the homeomorphism to the new subgraphs. 
(5) Those exceptional cases are listed. 
(6) Finally, those new graphs are given a representation on the 
projective plane in order to show that they must be proper subgraphs of 
irreducible graphs. 
It should be noted that Lemma 10.3 is motivated by the reduced re- 
presentations of 15 and 16. 
The graph P is the Petersen graph. Its automorphisms can be seen at a 
glance if it is given the following representation: 
Consider the ten unordered sets of two distinct integers {a, b} where 
a and b are selected as 1, 2, 3, 4, or 5. These ten sets will represent the 
nodes of the Petersen graph. Two such nodes, A and B will be adjacent 
if and only if, as sets, A ~ B =- ;~ (see Figure 10.4). 
The representation above shows that there is only one transitivity class 
of edges. Thus, we will select one edge and consider only connections to 
that one edge. With respect o that one edge, all other edges may be 
divided into two classes. Any edge is either at distance one or at distance 
two from the selected edge. Two edges in a graph are at distance n if the 
shortest path between them has n edges. Thus, with respect o a given 
edge of P there are four edges at distance zero, eight edges at distance 
one, and two at distance two. These distances are given in Table 10.4. 
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{3.4) , {4.5} 
FIGURE 10.4 
The table also shows how to permute  edges with in each class. For  
example,  the edge {4, 2}- -{1 ,  3} may be permuted  with the edge 
{4, 5} - -  {2, 3} by the fo l lowing permutat ion  of  the integers in the repre-  
sentat ion of the end nodes:  
5 1 4 2 .  
We note that  the permutat ion  in this example leaves the edge 
{3, 5} - -  {1, 2} fixed a l though it does permute  the end nodes. Thus, the 
representat ion of  P given in F igure  10.4 and entries in Table  10.4 prov ide 
a demonst ra t ion  of: 
LEMMA 10.4. Let e be an edge of P, and let f and g be edges at distance 
n from e. Then there is an automorphism of P which leaves e fixed but 
permutes f and g. (The end nodes of  e might be permuted, however.) 
TABLE 10.4 
Distance f rom {3, 5} --  {1, 2} 
Distance = 2 0 1 
{2, 5} -- {3, 1} {3, 5} -- {1, 4} 
{2, 3} -- {1, 5} {3, 5} -- {4, 2} 
{1, 2} -- {3, 4} 
{1, 2) -- {4, 5} 
{4, 2} -- {1, 3} 
{4, 2} -- {1, 5} 
{1, 4) -- {2, 5) 
{l, 4} -- {2, 3} 
{3, 4} -- {1, 5} 
{3, 4} -- {2, 5} 
{4, 5} -- {1, 3} 
{4, 5} -- {2, 3} 
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LEMMA 10.5. Let G be a cubic graph without extra 0 irreducibly non- 
representable on the projective plane. I f  G contains a subgraph omeomorphic 
to P, then it also contains a subgraph omeomorphic to R. 
Proof. We will now use the representation of Figure 10.3.l for the 
Petersen graph. Since there is only one transitivity class, we will consider 
only connections from the edge (1, 2). Since P must be a proper subgraph 
of G, the conditions of Lemma 9.1 are satisfied and we need only consider 
connections to edges at distance one or two from (1, 2). From Lemma 10.4, 
we need only consider connections from (1, 2) to any one selected edge, 
say, (9, 10) at distance one, and to any one selected edge, say, (6, 10) at 
distance two. Now, the connection between a point x on (1, 2) and a 
point y on (6, 10) yields I G with the renaming: 
1 2 3 4 5 6 7 8 9 10 11 12 
7 8 4 5 6 y x 1 9 10 3 2 
I f  y is on (9, 10), then the connection yields an R when the edge (4, 5) is 
removed; renamed as: 
1 2 3 4 5 6 7 8 9 10 
7 8 3 2 x 1 9 y l0 6 
Remark. The lemma above could have been stated with "Q" for "R" 
but we are here only interested in R. 
THEOREM 10.6. Let G be a cubic graph without extra 0 irreducibly non- 
representable on the projective plane. Then G has a proper subgraph 
homeomorphic to R. 
Proof. By Lemmas 10.3 and 10.5, we need only consider the case in 
which G contains a Q. From Theorem 7.4, we conclude that at least one 
of the edges (2, 3), (3, 4), (4, 5), (5, 2), (3, 9), (4, 8), (8, 9) of Q must have 
an extra point which is a node of G. Otherwise, those edges would form 
an outside graph with a 0 connected to the rest of G by the four edges 
(1, 2), (5, 6), (9, 10), and (6, 7). But, by the automorphisms shown, we 
need only consider connections from only three of those seven edges 
(one of which must have an extra point). These three edges are the column 
headings in Table 10.3.2.1. The entries in that table give all possibilities 
for connections to non-adjacent edges (which are the row headings). The 
point "x"  is on the edge indicated by the column heading and the point 
"y"  is on the edge indicated by the row heading. The columns have been 
filled in from left to right so that in any column there are no connections 
indicated to edges that are in the same transitivity class as an edge in a 
column heading to the left. That type of connection will have already 
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TABLE 10.3.2.l 
(3, 4) (2, 3) (2, 5) 
(4, 8) a t 
(8, 9) a 1 a 1 
(6, 7) 161 R(2,5~ 
(7, 8) a 1 a 1 
(6, 10) 151 R~a,4 ~
(1, 7) /5 ~ R 3 13,4) 
(5, 6) a a 
(9, 10) a I a 1 
(1, 10) 16 2 R(6,,~ 
(4, 5) a 
(2, 5) a 
R I 
(3,4) 
R(~.8) 
R0_,lo) 
been considered. Thus Table 10.3.2.1 has no entry for a connect ion  between 
(2, 5) and (4, 8) since the edge (4, 8) is in the same transit ivity class as 
(2, 3) and  all connect ions to (2, 3) had been entered previously. This will 
e l iminate many cases. The subscripts how which edges are to be removed 
in the homeomorph ism to R and the superscripts (for the R's) indicate 
what  renaming  is necessary for Table 10.3.2.2 that are the renaming 
convent ions  howing the homeomorph isms to I6,  I~, or R. The entries 
with a's indicate that there is a 0 dis joint f rom a Th. F igure 10.3.2.1 exhibits 
two 4-circuits that are dis jo int  f rom a Th  in Q (refer to F igure 10.3.2). 
Thus when a connect ion  (e.g., (3, 4) to (5, 6)) together with a 4-circuit 
form a 0, it must  be a 0 dis jo int  f rom a Th. The tables give all possibil it ies 
with the explicit homeomorph isms and the theorem is proved. 
TABLE 10.3.2.2 
Renaming Conventions 
1 2 3 4 5 6 7 8 9 10 11 12 
R(6,7) y 1 2 x 3 9 8 4 5 10 
R(4,s) 10 6 7 1 2 3 5 x y 9 
R(LlO) 3 9 8 4 5 x y 6 7 2 
R(2,5) 1 7 y x 3 9 8 4 6 10 
R 1 ~3,4~ y 6 5 x 2 1 10 9 8 7 
R~3,4 ~ x 9 10 y 6 5 8 7 1 2 
R~a,41 x 2 1 y 7 8 5 6 10 9 
/51 x 3 9 8 7 6 y 10 1 2 
15 2 x 3 2 5 6 7 y 1 10 9 
131 2 l 10 6 5 4 x y 7 8 
16 2 5 6 7 1 2 3 x y 10 9 
5 4 
8 4 
9 3 
8 4 
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a I 9348 
31 4 
Subgcaphs Disjoint from a Th 
F~GURE 10.3.2.1 
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11. THE EXCEPTIONAL GRAPH 
To complete  the proo f  of  the main result  of  this paper,  we will assume 
the existence of  an except ional  graph and, by going to larger subgraphs,  
adduce a contradict ion.  
LEMMA 1 1.1. Let G be an exceptional graph. Then G must contain as a 
proper subgraph one of the fivefollowing cubic graphs: U (Figure 11.1.1), 
V (Figure 11.1.2), W (Figure 11.1.3), X (Figure 11. ! .4), or Y (Figure 11.1.5). 
(4, 5) 
1 0 ~ _  4 
9 5 
7 
Automorphisms 
1 2 3 4 5 6 7 8 9 10 11 12 
1 2 6 5 4 3 II i0 9 8 7 12 
1 9 8 5 4 10 11 3 2 6 7 12 
Transitivity Classes 
(1, 12) (1, 2) (7, 12) (3, 4) (3, 11) 
(1,9) (11, 12) (4, 10) (10, l l )  
(5, 6) (6, 7) 
(5, 8) (7, 8) 
FIGURE 11.1.1 
(2, 3) 
(2, 6) 
(9, 1 O) 
(8, 9) 
1 4 
7 
Automorphisms 
1 2 3 4 5 6 7 8 9 10 11 12 
4 3 2 1 9 8 7 6 5 12 11 10 
Transitivity Classes 
(2, 3) (7, 11) (2,8) (1,2) (4, 5) (5, 6) (6, 7) (9, 10) (10,11) (1,12) 
(3, 6) (3, 4) (1,9) (8,9) (7, 8) (5, 12) (11, 12) (10,4) 
FIGURE 11.1.2 
10 ~ 4  
9 5 
7 
Automorphisms 
1 2 3 4 5 6 7 8 9 10 1l 12 
4 3 9 10 11 12 1 2 8 7 6 5 
1 2 8 7 12 11 4 3 9 10 6 5 
Transitivity Classes 
(5, 6) (1, 2) (2, 3) (4, 5) 
(11,12) (3,4) (3,9) (10,11) 
(9, 10) (8, 9) (6, 7) 
(7, 8) (2, 8) (1, 12) 
(1, 5) 
(7, 12) 
(10, 6) 
(4, 11) 
FIGURE 11.1.3 
1 
191 ' = X 10 4 
7 
Automorphisms 
1 2 3 4 5 6 7 8 9 10 11 12 
6 5 4 3 2 1 12 11 10 9 8 7 
8 4 5 2 3 11 12 1 9 10 6 7 
Transitivity Classes 
(7, 12) (9, 10) (2, 3) (3, 4) (1, 2) (6, 7) (8, 9) 
(4, 5) (2, 5) (5, 6) (1~ 12) (10, 11) 
(4, 8) (11, 12) (1, 9) 
(3, 11) (7, 8) (6, 10) 
FIGURE 11.1.4 
1 
I o ~  4 
9 5 
7 
Automorphisms 
1 2 3 4 5 6 7 8 9 lO 11 12 
12 1 8 7 10 9 4 5 6 3 2 11 
5 6 7 8 9 10 11 ]2 1 2 3 4 
12 11 10 9 8 7 6 5 4 3 2 1 
FIGURE 11.1.5 
Transitivity Classes 
(1, 8) (1, 2) 
(4, 9) (12, 1) 
(5, 12) (5, 6) 
(2, 3) (1l, 12) 
(7, 6) (2, 11) 
(11, 10) (3, 4) 
(7, 8) 
(9, 1o) 
(8, 9) 
(4, 5) 
(7, 10) 
(3, 6) 
582b/x4/r-3 
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Proof. We know from Theorem 10.6 that R must be proper subgraph 
of G. Thus, the conditions of Lemma 9.1 hold and Table 11.1.1 is con- 
structed giving all possibilities for connections within R. 
TABLE 11.1.1 
(1, 2) (3, 9) (2, 7) 
(1, 2) 
(2, 3) 
(3, 4) a 
(1, 4) 
(5, 6) Is 
(5, 8) ~ 
(7, 8) Xl 
(6, 7) W 
(3, 9) a 
(8, 9) X~ 
(1, 10) 
(6, lO) zl 
(4, 5) a 
(2, 7) 
O, 10) V~ 
Y 
a 
a 
a 
u 
Recall again that the columns in that table are filled in from left to 
right so that there are no entries for connections to an edge in a transi- 
tivity class that has been considered previously (refer to Figure 10.3.3). 
The entry indicated by the letter a signifies that the connection together 
with the 4-circuit, 1234, froms a 0 disjoint from a Th. Note that half- 
edges at the nodes of the 4-circuit are included in the configuration making 
up the 0. Thus, a connection from a point x on (2, 7) to a point y on (4, 5) 
makes the following 0 disjoint from a Th: the 4-circuit, 1234, the connec- 
tion (x, y), the half-edge (x, 2) of (2, 7), and the half-edge (y, 4) of (4, 5). 
The Th (which is disjoint from the 0) is formed by the nodes 6, 7, 8, 9, 10 
and the edges between them. First, the reader should see that the 
4-circuit is indeed disjoint from a Th. Then each entry, a for a connection 
between (b, c) and (d, e) is verified if and only if at least one of b, c is a 
node of the 4-circuit and at least one of d, e is a node of the 4-circuit. The 
subscripts in Table 11.1.I indicate which explicit homeomorphism is 
used for the renaming conventions in Table 11.1.2. 
The proof is completed by giving representations of the graphs on the 
projective plane. For, if a graph is a subgraph of a non-representable 
graph and the subgraph is itself representable, then the subgraph must 
be a proper subgraph. The representations are given in Figure 11.1.6. 
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TABLE 11.1.2 
Renaming Conventions 
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1 2 3 4 5 6 7 8 9 1 0 1 1 1 2  
Y 1 0 y 6 7 8 5 4 1 2 3  x9  
U y 9 3 4 5 8 7 6 1 0 1  2x  
~ 1 0 y 6 5 8 7 2 x 1 4 3 9  
y i 0 6 7 8 5 4 1 x 2 3 9  
W l x 2 3 4 5 6 y  7 8 9 1 0  
3 2 x y 7 6 5 8 9 1 0 1 4  
~ 1 0 6 5 8 7 2 x y 9 3  41  
4 1 x 2 7 8 5 y 6 1 0 9 3  
3 4 1 x 2 7 8 y  5 6 1 0 9  
• 
8~_ 
y 
4- 
5 
6 
11 
3 
2 
y 
9 8 ~ 
y x 
1 2 3 4 
12 1 5 
y - X 
6 10 11 
= U 
= V 
= W 
1 8 9 
x 
7", 0 
y .,.--, 2 11~ y 
3: 6 
z x 
4 5 12 
y 
1 
2 5 
12 I Y 
3 4 
~X 
10 9 
= y 
= x 
FIGURE 11.1,6 
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B 
: (a )  or  (a)  
FIGURE 11.1.7 
In what follows, we will be concerned with two important subgraphs, 
each of which is a five node configuration. We will refer to these as the a 
(Figure 11.1.7) or b (Figure 11.1.8) configuration. Let G be a cubic graph 
irreducibly non-representable on the projective plane and let G' be a 
non-planar proper subgraph of G. Then if G' has an a or b configuration 
which is disjoint from a Th in G', then a connection between on-adjacent 
sides of G' (in accordance with Lemma 9.1) together with either the a 
or b configuration cannot form a 0. 
B 
~ I t ~y : (b )or  (15) 
FIGURE 11.1.8 
ALGORITHM , 11.1.1. Let ~, ~, 7, 3, E of G' form an a or b configuration 
(see Figures 11.1.7 and 11.1.8) which is disjoint from a Th in G'. Then a 
connection between two non-adjacent sides, (c, d) and (e,f), of G' form 
a 0 (which is disjoint from the Th in G') if at least one of c, d and at least 
one of e, f is of the five nodes ~, fl, y, 3, E. 
We will henceforth indicate an a or b configuration by those letters and 
a superscript. This superscripted letter will be the row heading of a table 
naming ~, /3, y, 3, and E. When the superscripted letter appears as an 
entry in a table which gives the result of a connection between edges, it 
indicates that the connection and the configuration referred to form a 0 
disjoint from a Th. 
The reader must verify that the nodes named for ~, fl, ~, 3, and a do 
form the configuration disjoint from a Th. In several (but not all) cases 
the configurations indicated by different superscripts are images of each 
other by some automorphism. After  the configurations are verified, 
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Algorithm 1 I. 1.1 must be used to verify that each entry for connections 
between edges is correct. No mental effort is required on the part of the 
reader ! 
Now, the configurations above may be used in a complementary way; 
the configuration may be disjoint from a 0 in G' and the configuration 
together with the connection between non-adjacent sides of G' form a 
Th disjoint from the 0 in G'. When the configurations are used in this 
complementary manner, we will refer to them as ~ and b configurations 
even though they are identical to the a and b configurations in 
Figures 11.1.7 and 11.1.8. 
ALGORITHM 11.1.2. Let % /3, 7", 3, E of G' form an d configuration 
disjoint from a 0 in G'. Then a connection between two non-adjacent 
sides (c, d) and (e, f )  of G' form Th disjoint f rom a 0 in G' if: 
(i) c, d, e, andf  are four nodes of ~,/3, 7', 3, e which include 3 and E 
(see Figure 11.1.7); 
(ii) c, d, e, and f comprise three of c~, fi, 7', 3, ~ but not (E, 3, ~,) 
or (e, 3, c0; 
(iii) one of c, d say g and one of e, f say h is of c~,/3, 7", 3, E but not 
and ~ or E and 7' nor is (g, h) an edge of the ~ configuration (see 
Figure 11.1.7). 
ALGORITHM 1 1.1.3. 
joint from a 0 in G'. 
(c, d) and (e, f )  of G' 
(i) c ,d,e,  and 
Figure 11.1.8); 
Let a,/3, y, 3, e of G' form a b configuration dis- 
Then a connection between two non-adjacent sides 
forms a Th disjoint from a 0 in G' if: 
f comprise exactly three of ~,/3, 7', 6, E (see 
(ii) one o fc ,  dsayg  and one o fe ,  f,  say h is in ~,fl, 7',3, E but 
(g, h) is not an edge of the ~ configurations ( ee Figure 11.1.8). 
The reader will go through the verification steps for the d and 5 con- 
figurations in exactly the same way as for the a and b configurations. 
Remark. The a and ~ (or b and ~) configurations are identical. Their 
uses, however, are complementary: one forms a 0 disjoint from a Th and 
the other forms a Th disjoint from a 0. Note also that the verification 
algorithm for the a and b (but not for ~ and b) configuration is identical. 
We will treat each of our five proper subgraphs (one Of which must 
appear) separately. We will develop a table for each giving all possible 
connections between edges. Renaming conventions will be given which 
exhibit explicit homomorphisms either to graphs considered previously 
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or to a new subgraph. When an edge is used as a subscript for a graph, 
as before, it indicates that the edge must be removed to obtain the indi- 
cated graph. Superscripts for graphs indicate which homeomorphism is 
to be used for the renaming conventions which give the explicit homeo-  
morphism. 
LEMMA l |.2. Let G be an exceptional graph which has a proper sub- 
graph homeomorphic to U. Then G has a proper subgraph homeomorphic 
to E (Figure 11.2). 
14 
: E 
9 3 
FIGURE 11.2 
TABLE 11.2 
(2, 3) (6, 7) (3, 4) (7, 12) (1,2) (1, 12) 
(2, 3) 
(2, 6) 
(9, 10) a 
(8, 9) a 
(3, 11) b 
(10, 11) a E 
(6, 7) b 
(7, 8) /; 
(3, 4) b 
(4, 10) b b 
(5, 6) b 
(5, 8) b b 
(7, 12) /; 
(11, 12) a b 
(1, 2) b 
(1, 9) d b 
(1, 12) a l;1 
(4, 5) b b 
b 
b 
a 
a 
b 
d 
a 
/;1 
/; 
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Proof. Table 11.2 gives all relevant entries. Table 11.2.1 exhibits the 
configurations necessary for the entries. Table 11.2.2 gives the explicit 
homeomorphism. The last step is to give E a representation the projec- 
tive plane. This is done in Figure 11.2.2 and the lemma is proved. 
LEMMA 1 1.3. Let G be an exceptional graph which has a proper sub- 
graph homeomorphic to V. Then G has a proper subgraph homeomorphic 
to E. 
TABLE 11.2.1 
Subgraphs disjoint from a Th a 10 4 3 11 12 
b 2 3 4 5 6 
4 3 11 10 9 
b 1 2 6 7 12 
b 1 1 9 8 7 12 
Subgraphs disjoint from a 0 
TABLE 11.2.2 
Renaming Conventions 
1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4  
E 2 1 1 2 7 8 9 1 0 4 5  6 x y 11 3 
14- 
8 
9 
4 3 ~  
11 10 1 2 
FIGURE 11.2.2 
12 
13 
= E 
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Proof .  Table  11.3 gives a l l  re levant  entries. Tab le  11.3.1 gives the  a 
and b conf igurat ions.  The  renaming  convent ions  giv ing the expl ic i t  
homeomorph ism are, in  Table  11.3.2. We note that  one poss ib le  connec-  
t ion in V wil l  y ield a subgraph hOmeomorph ic  to U. In  that  case, we 
apply Lemma 11.2 and the lemma is proved.  
TABLE 11.3 
(1, 2) (4, 5) (5, 6) (6, 7)(9, t0) (10, 11) (1, 12) (2, 8) (7, 11) 
(1, 2) 
(3, 4) a 
(4, 5) a 
(1,9) E 
(5, 6) a 
(8, 9) a ~ Ie~,s) Ira,9) 
(6, 7) a a 
(7, 8) a 1 b b 
(9, 10) a 1 a ~ a s 
(5, 12) a 
(10, 11) b a s b 
(11, 12) b b b 
(1, 12) b b 
(10, 4) a a 
(2, 8) a a 
(3, 6) a a 
(7, 11) b z b b 
(2, 3) a a 
a ~ 
a a 2 
b 
b b ~ 
b a t 
a 
a b ~ 
a s 
b 1 
a a ~ 
b 
U(2,s)  
b 1 a ~ 
a 2 a t 
b 
a z a 1 
a 
b 1 
b 2 
TABLE 11.3.1 
Subgraphs disjoint from a Th 
a 6 5 4 3 2 
a 1 8 9 1 2 3 
a ~ 5 6 3 4 10 
b 5 6 7 11 12 
b 1 9 '8 7 11 10 
b ~ 2 3 6 7 8 
Subgraphs disjoint f roma 0 5 1 9 10 11 12 
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TABLE 11.3.2 
Renaming Conventions 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 
E 1 2 8 7 6 3 4 x 5 12 11 10 9 y 
U(~.8) x 12 11 7 6 5 4 3 1 9 10 y 
16(2,s ) 3 6 5 x 4 10 9 y 7 11 12 1 
16(1,9) 11 7 8 y 10 4 5 x 6 3  2 12 
LEMMA 11.4. No exceptional graph has a prope r subgraph omeo- 
morphic to W. 
Proof. Table 11.4 gives all relevant entries for connections between 
edges of W when we assume, contrary to hypothesis, that W is a sub- 
TABLE 11.4 
(4, 5) (2, 3) (1, 2) (5, 6) 
(4, 5) 
(10, 11) b 1 
(6, 7) b 
(1, 12) b 
(1, 5) 
(7, 12) b 
(10, 6) b 1 
(4, 11) 
(2, 3) b 
(3, 9) b 
(8, 9) b 1 b 2 
(2, 8) b 
(1, 2) b 
(3, 4) b 
(9, 10) b x b 1 b 
(7, 8) t5 b 2 b 2 
(5, 6) b b 
(11, 12) b a b ~ b 2 
TABLE 11.4.1 
b 1 2 3  4 5 
Subgraphs disjoint from a Th b 1 4 3 9 10 11 
b ~ 1 2 8 7 12 
Subgraphs disjoint from a 0 /51  12 7 6 5 
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graph. Table 11.4.1 gives the b and  ~ conf igurat ions.  We note that  in 
every case there is a 0 dis jo int  f rom a Th  and  the lemma is proved. 
LEMMA 11.5. Let G be an exceptional graph which has a proper 
subgraph homeomorphic to X. Then G has a subgraph homeomorphic 
to E. 
Proof. Table  11.5 gives all relevant entries for connect ions between 
edges of  X. Table  11.5.1 exhibits the a, b, and  b conf igurat ions.  The 
renaming  convent ions  given in Table  11.5.2 exhibit  the explicit homeo-  
morph isms and  the lemma is proved. 
TABLE 11.5 
(8, 9) (6, 7) (1, 2) (3, 4) (2, 3) (9, 10) 
(8, 9) 
(10, 11) 
(1, 9) 
(6, 10) 
(6, 7) 
(1, 12) 
(11, 12) 
(7, 8) 
(1, 2) 
(5, 6) 
(4, 8) 
(3, 11) 
(3, 4) 
(2, 5) 
(2, 3) 
(4, 5) 
(9, 10) 
(7, 12) 
b 1 
b 1 
b 2 b ~ 
b 2 b ~ 
b 2 
b 1 
b 1 
b a 
b ~ b ~ 
b 1 b 1 
16(1,9) a 
b 1 b I a a 
b ~ b ~ E I~(4,5) 
b 1 b b b b 
TABLE 11.5.1 
Subgraphs disjoint from a Th 
Subgraphs disjoint from a 0 
a 2 3 4 5 6 
b 1 2 3 11 12 
b 1 6 7 8 4 5 
b ~ 1 12 7 8 9 
b 1 12 11 10 9 
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TABLE 11.5.2 
Renaming Conventions 
1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4  
E 1 23  x 4567 8 9 y 101112 
~(4.5) 1 12 7 8 9 y x 3 11 10 6 2 
~(~,~ 5 6 7 8 4 3 y x 10 11 12 2 
THEOREM 11.6. Every exceptional graph has a proper subgraph homeo- 
morphic to E. 
Proof. From Lemmas 11.1, 11.2, 11.3, 11.4, and 11.5 we need only 
consider the case in which Y is a proper  subgraph. Table 11.6 gives all 
entries for connect ions between edges of  Y. Table 11.6.1 gives the a 
conf igurat ions.  We conclude that Y cannot  be a proper  subgraph and the 
theorem is proved. 
Remark.  There are several methods that could have been used to 
reduce the number  of  cases to be considered. The most  obvious is the 
deve lopment  of  results s imilar to that o f  Lemma 10.4. That  is, we could 
TABLE 11.6 
(1, 2) (1, 8) 
(1, 2) 
(12, 1) 
(5, 6) a 
(11, 12) a 1 
(2, 11) 
(3, 4) a 
(7, 8) a n 
(9, 10) a n 
(8, 9) a n 
(4, 5) a 
(7, 10) a n 
(3, 6) a 
(i, 8) 
(4, 9) a 
(5, 12) a 
(2, 3) 
(7,6) a 2 
(10, 11) a n 
a 2 
a I 
a ~ 
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TABLE 11.6.1 
a 6 5 4 3 2 
Subgraphs disjoint from a Th a 1 2 1 12 11 10 
a ~ 9 10 7 8 1 
consider automorphisms that leave an edge fixed. This will be done when 
we consider the graph E, but we felt that the preceding five graphs should 
be treated in a uniform manner. 
12. THE CHARACTERIZATION OF IRREDUCIBLE GRAPHS 
We note that a rotation of Figure 11.2 is an: automorphism of E and 
thus that there are three transitivity classes, of edges in E, namely, those 
edges in the 7-circuit, 3 4 5 9 8 14 13, those edges in the 7-circuit disjoint 
from the aforementioned 7-circuit, and finally the other seven edges. 
Now, a mirror image is also an automorphism of E. Thus, a rotation will 
move any edge to a selected member of its transitivity class and an addi- 
tional mirror automorphism will halve the number of'connections con, 
sidered. For example, there is an automorphism that will keep (13, 14) 
fixed (although the end nodes are permuted) and permute (3, 4) and 
(8, 9). Of course, this is exactly analogous to Lemma 10.4 and it makes 
the computation shorter. 
Remark. Note that, in every place in this paper in which we have 
made statements about transitivity classes, at no time was it necessary to 
prove that there was no automorphism which moved an edge of one 
transitivity class into an edge of another transitivity class. The reader 
should not accept as proved what is not necessary to this paper. We are 
interested here only in the fact that two edges are in the same transitivity 
class; we never need the fact that two edges are not in the same class. The 
fact there is no automorphism between the transitivity classes that we 
have listed is a corollary of the results which consider all possible con- 
nections between edges. 
LEMMA 12.1. No cubic graph irreducibly non-representable on the 
projective plane has a proper subgraph omeomorphic toE. 
Proof. Assume, contrary to hypothesis, that E is a proper subgraph. 
It is certainly not a subgraph of those graphs with extra 0 or 15 or 16 
since these graphs have at most 12 nodes. Thus the conditions of 
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Lemma 9,1 hold and we will consider all connections between on-adjacent 
edges of E. The connection between x on (13, 14) and y on (5, 6) produces 
an 13 renamed as: 
1 2 3 4 5 6 7 8 9 10 
4 3 1 14 8 5 y 7 12 11 
when (2, 6), (9, 10), and (13, x) are removed. From the remarks above, 
we only need consider those entries in Table 12.1. Table 12.1.1 gives the b 
configuration. In every case a 0 is produced disjoint from a Th which 
provides the contradiction to prove the theorem. 
We have just shown that 11 to 16 are the only irreducible graphs, for 
Theorem 11.6 shows that any other graph must have E as a subgraph 
and Lemma 12.1 shows that no irreducible graph can have such a sub- 
graph. 
LEMMA 12.2. The six graphs 11 to 16 are the only cubic graphs which 
are irreducibly non-representable on the projective plane. 
Remark. Four of these graphs were ,known to Kagno [3]: 11 in his 
type I (page 58), lz is his Gv-z (page 63), 13 is his Gi . . . .  1 (page 62), and 
16 is his G~i~-21. Neither he nor anyone else was able to prove finiteness, 
let alone provide a list. 
Kagno's remark that his graphs of type II were reducible (page 61) 
TABLE 12.1. 
(14,13) (14, 1) (1, 2) 
(3, 4) b 
(4, 5) b 
(2; 3) b b: 
(4, 11) b b 
(1, 2) b 1 
(2, 6) b ~ b 1 
(10, 11) b 
(12, 13) b 1 
(7, 12) b 2 b ~ 
(6, 7) b ~ b ~ 
TABLE  12.1.1 
Subgraphs disjoint f rom a Th b 3 4 1l 12 13 
h 1 13 3 2 1 14 
b ~ 14 13 12 7 8 
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led us to consider cubic graphs only, and thus provided motivation for 
the development of the concept of graphs without extra 0. In the 35 years 
between the appearence of Kagno's paper and this paper, there have been 
announcements (too numerous to include here) of partial or complete 
solutions to Kagno's problem of listing the irreducible graphs for the 
next simplest surfaces after the plane, but we have never been able to 
find either a list or a proof. 
THEOREM 12.3 (Characterization Theorem). The cubic graphs which 
are irreducibly non-representable on the projective plane are: 
(i) The four graphs (I1 through I4) which have two disjoint non-outside 
subgraphs. 
(ii) One graph 16 which consists of two six-circuits and connections 
between them in the following order: 
1 2 3 4 5 6 
1 5 3 624  
(iii) One graph 15 which consists of a 7-circuit whose nodes are identi- 
fied with the free nodes of a tree in the following order: 
1 2 3 4 5 6 7 
1 3 5 1 4 2 5 
Proof Lemma 12.2 shows that/1 to 16 are the only cubic graphs which 
are irreducibly non-representable on the projective plane. The graphs/1 
to 14 are, of course, with extra 0 (see Lemma 8.1.5). Figure 12.3.1 shows 
that I 6 consists of two six-circuits. Figure 12.3.2 shows that/5 consists 
of a 7-circuit and a tree. 
1 5 
6 ' 5 ~ 6~ 3 ~ 
. . . .  ~ 3 ~ 5 '  
FIGURE 12.3.1 
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t 
'2' 
3' 
3' 
4' 22' 1~ ~ 
5 ~ 
) 
FIGURE 12.3.2 
1 
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