This article describes a method -called here "the method of Stretching Along the Paths" (SAP) -to prove the existence of chaotic sets in discrete-time dynamical systems. The method of SAP, although mathematically rigorous, is based on some elementary geometrical considerations and is relatively easy to apply to models arising in applications. The paper provides a description of the basic mathematical ideas behind the method, as well as three applications to economic models. Incidentally, the paper also discusses some questions concerning the definition of chaos and some problems arising from economic models in which the dynamics are defined only implicitly.
Introduction and Motivation
In the investigation of a dynamical system defined by a map f on a metric space, it is often difficult or impossible to find a direct proof of the presence of chaotic dynamics, according to one or the other of the several, more or less equivalent, existing definitions. A canonical strategy to get around this difficulty is to establish a relation of equivalence, typically conjugacy or semi-conjugacy, between f and the shift map σ on the space of sequences of m ≥ 2 symbols, which is known to be chaotic (i.e, it displays transitivity, positive entropy, sensitivity, etc.). In this indirect manner, one can conclude that f possesses all the properties of σ that are preserved by the conjugacy/semi-conjugacy relation.
A crucial role in this strategy is played by the study of a topological property of maps called "crossing" which, broadly speaking, refers to the way in which iterates of the maps intersect their domains. In particular, the special kind of crossing known as "horseshoe" has turned out to be a fundamental tool of analysis to verify the existence of chaotic dynamics in a well-defined manner. The name and the idea of horseshoe derive from the celebrated article of Smale [37] that provided a mathematically rigorous and geometrically suggestive proof of the existence of chaos of a special planar map. Specifically Smale proved the topological conjugacy between the map and the full shift on two symbols, thus establishing the existence of infinitely many periodic points and chaotic dynamics 1 
.
When dealing with concrete dynamical systems, the problem with Smale's original set-up is the highly artificial character of the function employed and the rather strict conditions (diffeomorphism, hyperbolicity) required to prove conjugacy with the shift map. In the simplified approach adopted by Conley and Moser in [28, Ch.3] , the case of a homeomorphism φ defined on a square Q is discussed. However, in spite of the greater generality of those authors' results, the geometrical conditions imposed on φ and φ −1 with respect to the horizontal and vertical strips of Q are rather strong and seldom fulfilled in dynamical systems arising in applications.
More general and less stringent definitions of horseshoe have been suggested so as to reproduce some geometrical features typical of the Smale horseshoe while discarding the hyperbolicity conditions associated with it, which are difficult or impossible to prove in practical cases.
This led to the study of the so-called "topological horseshoes" [13, 20, 46] . The core of such field of research is to provide an adequate notion of crossing property for higher dimensional dynamical systems so that a map F satisfying certain geometrical conditions is proved to be semi-conjugate to a full shift on m ≥ 2 symbols. This is enough to conclude that F is chaotic in the sense that it has positive topological entropy (see [10, Lemma 1.2, p.971] ). On the other hand, the known fact that h top (f n ) = nh top (f ) for n ≥ 1, where h top (f ) denotes the entropy of a map f, guarantees that if a power of a map has a horseshoe, then such map has positive entropy 2 . Accordingly, to show the existence of chaos (positive entropy) of a map F it is sufficient to look at any of its iterates.
A classical example of horseshoe-type crossing property in the one-dimensional case relies on the definition of "covering". We recall that, according to [9] , given a continuous map f : R → R and two intervals I, J ⊆ R, we say that I f -covers J if there exists a sub-interval I 0 ⊆ I such that f (I 0 ) = J. We also say that I f -covers J m times if there exist m sub-intervals I 0 , . . . , I m−1 ⊆ I, with pairwise disjoint interiors such that f (I k ) = J, for k = 0, . . . , m − 1. Special significance from the point of view of complex dynamics is assigned to the case in which I f -covers I m times. Different authors have investigated possible variants of the above definitions, dealing with the situation in which there exist m ≥ 2 intervals I 0 , . . . , I m−1 such that I i f -covers I j , for each i, j ∈ {0, . . . , m − 1}, and some disjointness condition is imposed on them. For instance, the case m = 2 with I 0 , I 1 open disjoint intervals was considered by 1 Notice that in the literature a certain confusion exists between "horseshoe" as a topological property of a map and the specific geometry of the "horseshoe map" used by Smale.
2 For a proof of this result, see, for instance, [12, Proposition 2.5.5, p.39] Glendinning in [17, Definition 11.2, p.296] as a definition of "horseshoe" for f and by Block and Coppel in [7, 8] as a definition of "turbulence" for f by assuming that I 0 and I 1 are compact intervals with disjoint interiors ("strict turbulence" when I 0 , I 1 are compact and disjoint). In such a framework one can establish one or the other of the typical features associated to the concept of chaos, such as existence of periodic points of each period, positive topological entropy, semi-conjugacy to the Bernoulli shift for f or some of its iterates, ergodicity with respect to some invariant measure, sensitivity to initial conditions, transitivity. Besides the works already quoted, see [2, 10, 22, 35] . An elementary introduction to those ideas is provided by the analysis of the logistic map F : [0, 1] → R, F (x) = µ x(1 − x), with µ a positive real parameter. It is easy to see that for µ ≥ 4 the interval [0, 1] F -covers [0, 1] twice, whereas for µ < 4 the existence of multiple coverings can be established for the second iterate of F , as we shall see in Sec. 3
3
. The concepts of covering and horseshoe can also be used to revisit some classical results in the theory of one-dimensional unimodal maps, such as Li-Yorke celebrated theorem [24] . For instance, [17, Theorem 11.13 , p.300] shows that, whenever a unimodal map f has a point of period three, its second iterate f 2 has a horseshoe. However, the full power of the approach described above is most evident when it is applied to higher-dimensional maps.
The most natural way to extend the notion of f -covering to the abstract setting of a continuous self-map f of a metric space X is perhaps to assume the existence of m compact sets K 0 , . . . , K m−1 ⊆ X (for some m ≥ 2) such that
(1.1)
Moreover, in order to avoid trivial conclusions, one usually requires some disjointness conditions on the sets K i 's, such as
Blokh and Teoh [10] describe this situation by saying that (f, K 0 , . . . , K m−1 ) form a m-horseshoe (or a weak m-horseshoe, respectively). Under these conditions, it is possible to show the existence of chaotic behavior for the discrete dynamical system generated by f (see [22, 35] ). In particular, in [10] it is proved that if a power of f admits a weak m-horseshoe, then the topological entropy of f is positive and there exists a set B and a power g of f such that B is g-invariant and g| B is semi-conjugate to the Bernoulli shift on Σ In spite of the generality of the setting in which such results can be obtained and their effectiveness for the one-dimensional situation, when one tries to apply the theory to specific higher dimensional mathematical models arising in applications, it may be expedient to follow Burns and Weiss' suggestion [13] and replace the covering relation (1.1) with a weaker condition of the form
which does not require the map f to be surjective on the K i 's. Our meaning of the term " goes across " (called also "Markov property" [18, p.291]), used here in a rather loose form, will be rigorously defined in a moment. Different characterizations of the concept of "crossing" have been suggested by various authors in order to establish the presence of complex dynamics for continuous maps in higher dimensional spaces (see for instance [19, 20, 27, 39, 44, 45, 46] and the references therein). In this respect, the approach discussed by Kennedy, Koçak and Yorke in [19] and Kennedy and Yorke in [20] is perhaps the most general with regards both to the spaces considered and the restrictions on the maps involved. However, the great generality of those authors' framework comes with a price, in the sense that the periodic itineraries of symbols are not necessarily realized by periodic points.
Other authors (for example, [27, 39, 44, 45, 46] ) have developed theories of topological horseshoes more focused on the search of fixed and periodic points for maps defined on subsets of the N −dimensional Euclidean space, sometimes having in mind applications to differential systems with periodic coefficients (see [41, 43] ). The tools employed in these and related works range from the Conley index [27] to the Lefschetz fixed point theory [39] and the topological degree [46] .
In this paper we present a method -called "Stretching Along the Paths" (SAP) -to prove the existence of periodic points and chaotic dynamics in discrete-time dynamical systems. Our approach may be seen as an intermediate point of view between the theory of topological horseshoes developed by Kennedy and Yorke [20] and the above-mentioned works based on some more or less sophisticated fixed point index theories. Indeed, when compared to [20] , the method of SAP, thanks to its specialized framework, allows one to obtain sharper results concerning the existence of periodic points. On the other hand, our approach is at the same time mathematically rigorous and based on some elementary geometrical considerations. Thus, it avoids the use of more advanced topological theories and it is relatively easy to apply to specific models arising in applications.
A basic tool of analysis of the SAP method is provided by certain sets R (called generalized rectangles) which are homeomorphic to the unit square [0, 1]
To such rectangles we associate an orientation (leading to the concept of oriented rectangles), by selecting two disjoint arcs R − and R − r on the boundary of R. Repeating the scheme presented above for the covering relations, we also need to introduce m ≥ 2 pairwise disjoint compact sets K 0 , . . . , K m−1 ⊆ R. In our approach the expression "goes across" in (1.2) has to be understood in relation to a stretching effect of a map f on the paths. More precisely, we assume that each path γ in our rectangle R, joining the two sides of R − , intercepts every K i and then is expanded to a path f • γ which crosses all the K j 's. In view of the applications discussed in this paper, we will restrict our attention to the case where just two such compact sets are involved, that is, when m = 2. The formal definition and all the details can be found in Sec. 2.
The rest of the paper is organized as follows: in Sec. 2 we introduce the method of SAP with its main features and implications from a dynamical point of view, explaining in particular what we mean by "chaos" and what results we are set out to prove. In order to make the reader familiar with the concepts previously introduced, in Sec. 3 we present an application of our approach to a simple one-dimensional case arising in economic theory and belonging to the class of models known as "overlapping generations" (henceforth OLG ). In Sec. 4, we discuss a two-dimensional OLG model in which the dynamics of the state variables are determined only in an implicit form. Making use of the SAP method we prove the existence of chaotic dynamics backwardin-time. In Sec. 5, we provide an interpretation of the results of Sec. 4 and, making use of certain concepts of the inverse limit theory, we also prove the existence of chaotic dynamics forward-in-time. In Sec. 6, by means of the SAP method we prove the existence of chaotic dynamics for a model of a duopoly game where the players have heterogeneous expectations. In order to make the argument of the paper somewhat easier for non-mathematical readers to follow, the long proofs are relegated to a separate technical Appendix at the end of the paper. The most noticeable exception to this rule concerns Theorem 4.1 in view of its special significance.
The Method of SAP
In the present section, we provide an essential introduction to our approach for the detection of chaotic dynamics based on the concept of stretching along the paths. We first need some basic definitions.
A path in a metric space X is a continuous map γ : [t 0 , t 1 ] → X. We also set γ := γ([t 0 , t 1 ]). Without loss of generality, we usually take the unit interval [0, 1] as the domain of γ. A sub-path ω of γ is the restriction of γ to a compact subinterval of its domain. An arc is the homeomorphic image of the compact interval [0, 1] . By a generalized rectangle we mean a set R ⊆ X which is homeomorphic to the unit square [0, 1]
. Given a generalized rectangle R and the associated homeomorphism h :
) is the usual boundary of the unit square, is named the contour of R. We also call oriented rectangle the pair
where R ⊆ X is a generalized rectangle and Although in the applications discussed in the present paper, the space X is simply the real line or the Euclidean plane and the generalized rectangles are compact intervals or compact regions bounded by graphs of some functions, our definitions are general enough to be applied to different situations. It is important to notice that, given an oriented rectangle in a metric space X, we can always find a homeomorphism g :
(see [30] ). In view of this remark, some properties related to R can be transferred to the unit square [0, 1] We are now ready to give the phrase stretching along the paths a precise mathematical definition. if the following conditions hold:
• ψ is continuous on K ;
• for every path γ :
and, moreover, ψ(γ(t )) and ψ(γ(t )) belong to different components of B − .
In the special case in which K = A, we simply write
The term "generalized rectangle" for R as well as the selection on the contour ϑR of the set R − are somehow inspired by the constructions of rectangular domains around hyperbolic sets arising in the theory of Markov partitions [18, p.291] , as well as by the Conley-Ważewski theory [14, 40] . Roughly speaking, in such frameworks, the set labeled as [·] − is made by those points which are moved by the flow outward with respect to R.
One can find other similarities between our approch and the works quoted above, though at a different level of generality.
One important feature of the SAP property is that, when (2.2) is satisfied with A = B, it is possible to find a fixed point for the map ψ in K. Thus, we get information not only on the existence of such a point in the domain of ψ, but we can also localize it in the compact set K. Clearly, if the stretching condition is satisfied with respect to different and disjoint K's, we obtain a multiplicity of fixed points. Furthermore, in view of Lemma A.1 in the Appendix, the SAP property is preserved under composition of maps. Hence, periodic points for ψ can be found by applying a fixed point theorem to iterates of ψ.
Formally, we can state the following result:
Proof. See the Appendix.
We notice that our SAP property is more restrictive than the analogous one considered by Kennedy and Yorke in [20] , concerning connections and preconnections. Indeed, in [20, horseshoe hypotheses Ω], the authors deal with a locally connected and compact subset Q of the separable metric space X, on which they select two disjoint and compact sets end 0 , end 1 ⊆ Q, so that any component of Q intersects both of them. On Q a continuous map f : Q → X is defined in such a way that every compact connected set Γ ⊆ Q that joins end 0 and end 1 (i.e. a connection according to [20] 
we obtain the situation discussed by Kennedy and Yorke with m as a crossing number. Therefore, broadly speaking, our stretching condition may be looked at as a special case of [20] , except for the crucial fact that, in view of Theorem 2.1, the SAP property ensures the existence of fixed and periodic points for the map ψ in each of the K i 's, which in general is not the case for Kennedy and Yorke's approach. For instance, in [20, Example 10] the authors discuss the case of a map that satisfies the horseshoe hypotheses Ω but does not have periodic points.
In view of the applications to be discussed in this paper, from now on we confine ourselves to the case m = 2. More general cases involving values of m > 2 could be treated in an analogous manner.
Before proceeding further, we want to state precisely what we mean when we claim to prove the existence of chaos or chaotic dynamics. For this purpose, we need the following definition: Definition 2.2 Let X be a metric space, ψ : X ⊇ D ψ → X be a map and let D ⊆ D ψ . We say that ψ induces chaotic dynamics on two symbols on the set D if there exist two nonempty disjoint compact sets
and, whenever (s i ) i∈Z is a k−periodic sequence (that is, s i+k = s i , ∀i ∈ Z) for some k ≥ 1, there exists a k−periodic sequence (w i ) i∈Z ∈ D Z satisfying (2.3). To put the emphasis on the sets K j 's, we may also say that ψ induces chaotic dynamics on two symbols on the set D relatively to K 0 and K 1 .
Our definition derives from the characterization of chaos used by Kirchgraber and Stoffer in [21] under the name of chaos in the coin-tossing sense. The fact that the iterates of a map mimic the sequences of coin tossing has long since been regarded as a key feature of complex dynamics of deterministic systems (see, for instance, Smale's remarks in [38] ). This characterization of chaos is similar to that discussed by various authors (e.g., [39, 46] ) who investigated dynamical systems using some topological tools related to fixed point theory and has also been used in the literature on "topological horseshoes", for example [19, 20] . A specific advantage of the version adopted here and the way it is used through the SAP method is the possibility of realizing periodic sequences of two symbols by means of periodic itineraries generated by periodic points of ψ.
When the conditions of Definition 2.2 are satisfied, many interesting properties for the map ψ can be proved. Formally, we have the following set of results: Theorem 2.2 Let ψ be a map inducing chaotic dynamics on two symbols on a set D and which is continuous on 
then there exists a nonempty compact set
on which the following are fulfilled:
( 
commutes, where σ : Σ Proof. See the Appendix.
Finally, the link between the SAP property and chaotic dynamics in the sense of Theorem 2.2 can be found in the following theorem, which is the main theoretical result applied in the present article. The "SAP method" (applied in the following sections) consists in proving the presence of chaotic dynamics in the sense of Theorem 2.2 by verifying the SAP property (according to Definition 2.1) with respect to some disjoint compact sets K 0 and K 1 , which in turn establishes the existence of the conditions of Theorem 2.3.
Remark 2.1
As the reader will see in a moment, the applications discussed in this paper concern one-and two-dimensional, discrete-time dynamical systems. Two of the present authors, Pireddu and Zanolin (cf. [33] ) have also proposed versions of the SAP method for higher dimensional systems, where the relevant domains are subsets of R 
Application I
In order to fix ideas, we start our discussion considering a one-dimensional application of the method described in Sec. 2 to a basic pure exchange overlapping generations (OLG) model. In this simple case, we do not expect to establish any new result but the exercise will be useful to introduce the reader to the method of SAP in a simple and intuitive manner.
Since the model is exceedingly well-known and its use in this paper is only instrumental, we limit its presentation to what is barely necessary to the understanding of our main argument.
Consider an economy with a constant population living two periods of unit time length, and, at each moment in time, being divided into two equally numerous classes of persons, labeled respectively "young" and "old ". Because individuals in each class are assumed to be otherwise identical, we shall describe the situation in terms of "the young (old) representative agent". There is no production but constant, nonnegative endowments of the unique, perishable consumption good are distributed at the beginning of each period to young and old.
For each generation, the young representative agent maximizes a concave utility function over a two-period life, subject to a budget constraint. We assume that the market for the consumption good is always in equilibrium (demand = supply) and that agents' expectations are always fulfilled (perfect foresight).
Let the notation be as follows:
c t ≥ 0 : young agent's consumption at time t g t ≥ 0 : old agent's consumption at time t w 0 ≥ 0 : young agent's endowment w 1 ≥ 0 : old agent's endowment ρ t > 0 : interest factor at time t = exchange rate between present and future consumption U (c t , g t+1 ) = u 1 (c t ) + u 2 (g t+1 ) : utility functions (the same for all agents).
A mathematical formulation of this problem can be written as
and the market-clearing condition is
From the first order conditions (F.O.C.) of problem (P1) and condition (3.1), we deduce that the optimal choice for the young agent's current saving (dis-saving), (w 0 − c t ), equal to the old agent's current dis-saving (saving), (g t − w 1 ), must satisfy the equation
where
Whether or not from (3.2) we can derive a difference equation moving forward in time depends on whether the function U is invertible. To visualize the situation, let us adopt a quasilinear-quadratic pair of utility functions following Benhabib and Day in their early study of chaotic dynamics in economics [5] , namely
If, for simplicity's sake, we put a = b = µ and, re-scaling endowments, w 0 = 0, we obtain the following difference equation
i.e. the much-studied "logistic map". Starting from an arbitrary initial condition c 0 , Eq. (3.3) determines sequences of young agents' consumption forward in time. Using the equilibrium condition (3.1), it will determine old agents' consumption as well. According to Gale's terminology [15] , this is the "classical case", where the young agents dis-save and borrow and the old ones save and lend
5
. Alternatively, using the pair of functions
we obtain the difference equation
The case of the logistic map has already been mentioned in the Introduction while discussing one-dimensional coverings and we deal with it only briefly here. If we consider the second iterate of the function F in Eq. (3.3), by a simple geometric argument it can be established that the conditions of Theorem 2.3 are verified for sufficiently large values of the parameter µ ≤ 4.
6
An example is illustrated in Fig. 2 which depicts the second iterate of F with µ = 3.88. First of all, consider that in the one-dimensional case the "generalized rectangle" R reduces to an interval Fig. 2 such interval is the one drawn with a thicker line on the y-axis) which can be "oriented" by simply assigning "left and right side" to its extreme points. Using the terminology and notation of Theorem 2. An entirely analogous line of reasoning can be followed for the map F of Eq. (3.4). This is illustrated in Fig. 3 where we show the first iterate of F with µ = 20 and, 
Application II
In this section, the method of SAP is applied to a different version of the OLG model with production, such as that discussed in [25] and [34] .
Economically, there are two basic differences between this model and the one discussed in Sec. 3, namely: 1. There are no endowments. Instead, in each period t, a certain amount of the single homogeneous output x (call it "harvest corn") is produced by means of inputs of current labor l, and capital ("seed corn") k saved and invested in the previous period. The stock of capital depreciates entirely during one period of time. 2. Only young people work, earning a unit wage w, and save; only old people consume. The supply of labor at each time t is determined as a solution of a problem of intertemporal constrained maximization of the young agent's utility function, whose arguments are labor (at time t) and consumption (at time t + 1)
To simplify the analysis, we assume a linear, fixed coefficient technology, i.e. formally, we adopt the production function
where the constants a and b denote the output/labor and the output/capital coefficients, respectively, and
In order to ensure that the economy is "viable" we shall assume that b > 1, i.e. the fixed requirement of "seed corn" per unit of "harvest corn" is less than one. Moreover, in order to economize in the use of parameters, and without loss of generality, we shall choose the unit of measure of labor so that a = 1. With these assumptions, the young agent's problem can be formalized as follows:
where u and −v are the two separable components of the utility function with
From the F.O.C. of problem (P2), we get 
(4.5)
Although for this case there is a rigorous proof of the existence of periodic solution (see [34] ), the most exciting dynamics are found when U(c) is not invertible. We therefore concentrate on it and, in particular, we postulate the "constant absolute risk aversion (CARA)" utility function
where µ is a parameter > 0, whence
We also adopt the labor (dis)utility function
with β > 1. The reader will easily verify that now the function U(c) has a "onehump" form and does not admit a global inverse U −1 (c). Therefore, in this case we cannot define forward dynamics as we did with Eq. (4.5). Since V(l) is invertible, however, we could write the system of equations:
Given the initial conditions for l and c, system (4.6) determines the dynamics of the variables (c, l) "in the past".
In what follows, we apply the SAP method to prove that, for certain parameter configurations, the dynamical system (4.6) exhibits chaos. We will then employ certain results of the inverse limit theory to show that chaotic dynamics backward in time imply chaotic dynamics forward in time. In order to make reference to the discussion of Sec. 2 easier, with the possibility of dealing also with a more general case, we will re-write system (4.6), defining the continuous planar map 8) where b > 1 is a constant and g(x) is a continuous real-valued function assuming nonnegative values for x ∈ [0, +∞) and vanishing in 0. Furthermore, we suppose that g has a positive maximum value M which is achieved at a uniquex ∈ (0, +∞). Notice that the required properties for g are satisfied by any unimodal map with g(0) = 0, and therefore they do not necessarily restrict the choice of the utility functions to the g 0 in system (4.6). In Theorem 4.1 below, we prove that the SAP property for the map F is satisfied by choosing as a generalized rectangle a member of the family of trapezoidal regions described analytically by
with M = g(x) the maximum of the map g as discussed above and K a suitable parameter. The SAP property will be checked under the technical hypothesis that there exists K >x such that
Notice that, in order for (4.10) to hold for some value of K >x, we must have The trapezoid (4.9) can be oriented by setting 11) and, according to our notation, their union will be denoted by R − . In the case of system (4.6), with the choice (4.7), the map g has the form Our main result for system (4.6) is stated in Theorem 4.1 below. As we have mentioned in the introductory section, we exceptionally include the detailed proof of this theorem in the main text of the paper so that the reader can have the flavor of the problems involved and the strategies employed to overcome them. 13) and oriented as in (4.11), there exist two disjoint compact subsets K 0 = K 0 (R) and 
The first three requirements together imply an expansion along the x-axis which is accompanied by a folding, while the last one implies a contraction along the y-axis. In order to simplify the exposition, we will replace (C3) with the stronger condition
i.e. we ask that the inequality in (C3) holds for anyt ∈ (0, 1) such that γ 1 (t) =x. Notice that, since K >x, the vertical segment {x} × [x, M ] is contained in R. Let us now define
Then, we claim that the conditions (C1), (C2), (C3 ) and (C4) imply the stretching along the paths properties in (4.14). First of all, consider that the sets K 0 and
Furthermore, (C1), (C2) and (C3 ) ensure that for every path γ :
and, moreover, F (γ(t 0 )) and F (γ(t 0 )) belong to different components of R − , as well as F (γ(t 1 )) and F (γ(t 1 )). Finally, from (C4) it follows that
Recalling the definition of "stretching along the paths", we can conclude that, under the postulated conditions, (4.14) is verified, while the last part of the statement is a straightforward consequence of Theorem 2.3. 
For the validity of (C2) we need to establish that
and therefore (C2) holds if
as in (4.13).
To prove (C3 ) we must show that
is the maximum value for the map g and noticing that
Finally, as regards (C4), we have to consider two inequalities. First, since both b and
holds. Second, the inequality
always holds by the choice of M. Summing up, the assumptions which sufficient to prove our conditions are
which are both satisfied for any positive K such that
as postulated in (4.13). Thus, the proof is complete. Figures 5, 6 and 7 provide a visual representation of the the SAP property for system (4.6). As we have already observed while introducing Theorem 4.1, for the particular choice of g = g 0 adopted in (4.12), the hypothesis (4.13) is always satisfied when µ is sufficiently large. Inequalities (4.13) used in Theorem 4.1 define geometrical conditions depending on the choice of the generalized rectangle R (the trapezoid (4.9)).
The question naturally arises how a different choice of R would affect the corresponding conditions on the system parameters. A systematic investigation of this question would lead us afar. Hence, we will limit ourselves to the analysis of an interesting alternative choice for the generalized rectangle R, specifically related to the crucial function g = g 0 in (4.12). The new R, depicted in Fig. 8 , is a subset of the region below the graph of the map x → bg(x), whose exact definition is the following An illustration of this choice of R for the parameters µ = 14.5, b = 2, β = 1/0.95, ν = 0.6 and d ≈ 3.662313254 is provided by Fig. 8. Moreover, Fig. 9 shows that the image under F of an arbitrary path γ intersects twice R and suggests a strong similarity between this case and the one discussed in Theorem 4.1.
In order to avoid tedious repetitions, however, we will not provide here a full proof that the SAP property and all its implications indeed obtain for the alternative choice of the generalized rectangle R. 
Backward Dynamics and Inverse Limit Theory
In the previous section, we have discussed a two-dimensional dynamical system arising from an economic model of the OLG class and proved that the dynamics of the controlling map F are chaotic in the sense that there exists an invariant, compact subset of the state space, Λ, such that: (i) the topological entropy h top (F | Λ ) > 0; (ii) F | Λ is topologically transitive; (iii) F | Λ has sensitivity to initial conditions.
The economic interpretation of this result, however, is complicated by the fact that the iterations of F move backward in time and economic agents care about the future not the past. Moreover, in the case under investigation, F is non-invertible and therefore the study of the forward in time dynamics implicitly defined by system (4.6) is not trivial. Inverse Limit Theory (ILT) provides the ideal mathematical tool to solve this problem.
The next step is to provide a proper characterization of the space of all forward admissible sequences. For this purpose, we need some general notions from ILT In this paper, we are only concerned with the simple case in which there is a single factor space X and a single bonding map f and the inverse limit space is simply denoted as lim
where d is a metric on X. We can now define the map:
.).
Notice that σ is invertible, with inverse σ A moment's reflection will suggest the following conclusions:
• An element of Λ is a unique infinite sequencex = (x 1 , x 2 , . . .) with x i ∈ Λ and Λ =lim ←−
{Λ, F | Λ } is precisely the set of all the forward-in-time sequences implicitly generated by F , starting from initial points in Λ;
• The map σ acting on lim ←− {Λ, F | Λ } is a (one-sided) shift map that moves a sequence one step to the left and drops the first term. Since F is backwardmoving, σ is forward-moving in time in the sense that it moves a sequence one step to the future, discarding its "oldest" element. Thus, the asymptotic behavior of iterations σ n of σ, in the limit for n → ∞, can be taken as a representation of the long-run dynamics of the system. The next step in our discussion is to exploit the knowledge of the (backward) dynamics of F discussed in Sec. 4 to obtain interesting information on the (forward) dynamics of σ. For this purpose, we shall recall a number of basic results available in the mathematical literature. They are usually expressed in terms of the inverse σ 
Lemma 5.2 Let A ⊆ X be a compact and invariant set for f. The map f is topologically transitive on A if and only if the shift map σ is topologically transitive on
A =lim ←− {A, f | A }.
{X, f } be the corresponding shift map. If h top (·) denotes the topological entropy, then: (i) if f is a homeomorphism, then
Proof. Assertion (i) is proved in [11] , while (ii) in [4] . . When applied to the system (F, Λ) discussed in Sec. 4, the results above yield the main proposition of this section, as follows. Remark 5.1 In this paper, we only discuss the question of existence of chaotic sets, not the more difficult one of their attractiveness. Here, we would only like to add the following brief observation. In Sec. 4 we have proved the existence of backward moving chaos for values of parameters of the map F for which the numerical simulations "explode" and the chaotic set Λ is therefore not observable on the computer screen. This fact suggests that Λ is a repeller for the map F . Therefore, the corresponding inverse limit set Λ =lim ←− {Λ, F | Λ } is a natural candidate for an attractor of the forward moving map σ. The cautious formulation of this statement is motivated by the fact that, in general, F may have many (even infinitely many) repellers, while only one, or some of the corresponding subsets of the inverse limit space are attractors for σ, in one or the other of the various existing definitions. This question is discussed at great length in [26] , where general results are found for the case in which the bonding maps are unimodal maps of the interval.
Lemma 5.4 Let f be a continuous, surjective map on a compact, metric space X. Then f has sensitive dependence on initial conditions on X if and only if σ

Application III
In this section, we apply the SAP method to a different economic model belonging to the class of "duopoly games". By "oligopoly", economists denote a market form characterized by the presence of a small number of firms. "Duopoly" is a special case of oligopoly where the firms are two. The term "game" refers to the fact that the players -in our case the firms -make their decisions, or "moves", reacting to each other actual or expected moves, following a more or less sophisticated strategy. In the present case, we are dealing with a dynamic game where moves are repeated in time, at discrete, uniform intervals.
The model discussed here is drawn from Agiza and Elsadany's paper [1] and can be described concisely as follows.
The economy consists of two firms producing an identical commodity at a unit cost which is a function of output, not necessarily equal for the two firms. The commodity is sold in a single market at a price which depends on total output through a given "inverse demand function", known to both firms. The goal of each firm is the maximization of profits, i.e., the difference between revenue and cost. The problem of the firm is to decide at each time t how much to produce at time (t + 1) on the basis of the limited information available and, in particular, the expectations about its competitor's future decision.
Different hypotheses about demand and cost functions and firms' expectations lead to different formulations of the problem. For the model discussed here the following notation and assumptions are postulated:
1. Notation x t : output of Firm 1 at time t ; y t : output of Firm 2 at time t ; p: unit price of the single commodity .
Inverse demand function
, where a and b are positive constants .
Technology
The unit cost of production for firm i is equal to c i , i = 1, 2, where c 1 , c 2 are positive constants, not necessarily equal.
Expectations
In the presence of incomplete information concerning its competitor's future decisions (and therefore about future prices), each firm is assumed to use a different strategy, namely: Firm 1: bounded rationality. At each time t, Firm 1 changes its output by an amount proportional to the marginal profit (= derivative of profit calculated at the known values of output and price at time t). Firm 2: adaptive expectations. At each time t, Firm 2 changes its output by an amount proportional to the difference between the previous output y t and the "naïve expectations value" (calculated by maximizing profits on the assumption that both firms will keep output unchanged).
The result of these assumptions is a system of two difference equations in the variables x and y, as follows:
where α is a positive parameter denoting the speed of Firm 1's adjustment to changes in profit; ν ∈ [0, 1] is Firm 2's rate of adaptation; a, b, c 1 , c 2 are positive constants. Agiza and Elsadany's paper [1] discusses the equilibrium solutions of system (DG) and their stability and provides numerical evidence of the existence of chaotic dynamics. In this section we will integrate those authors' analysis, rigorously proving that for certain parameter configurations system (DG) exhibits chaotic behavior in the precise sense discussed in Sec. 2
9
. In order to apply the SAP method to the analysis of system (DG), it is expedient to represent it in the form of a continuous planar map We prove that the SAP property for the map F is satisfied by choosing a generalized rectangle in the family of rectangular trapezia of the first quadrant described analytically by
with a, b, c 1 and α the same as in (DG) and P, Q satisfying the following conditions
A geometric representation of these conditions is provided by Fig. 10 where unexplained notation is as in the proof of Theorem 6.1.
In Our result on system (DG) can be stated as follows: 
then, for any generalized rectangle R = R(P, Q) belonging to the family described by (6.2), with 6) and oriented as in (6.4) , there exist two disjoint compact subsets K 0 = K 0 (R) and
Hence, the map F induces chaotic dynamics on two symbols in R relatively to K 0 and K 1 and has all the properties listed in Theorem 2.2. The structure of the proof of Theorem 6.1 is similar to that of Theorem 4.1 and, in order not to overburden the main text, we relegate it to the Appendix.
Conclusion
In applications of dynamical system theory to problems arising in different areas of research, there is plenty of numerical evidence of complex dynamics, but, if we except the simpler one-dimensional case, few rigorous proofs of the existence of chaos in one or the other of its main characterizations can be found. As we indicated in the introductory section, the main aim of this paper is to define a topological tool capable of providing such proofs for multidimensional models arising in a variety of situations.
The method discussed in the previous sections belongs to a vast area of investigation that can be be seen as a generalization, in a topological direction, of the earlier analytical results of Stephen Smale based on the concept of horseshoe.
The main concept of the theoretical part of the paper -stretching along the paths property -arises from the observation of the geometry of the intersections of a suitably defined subset of the domain of the controlling map f, the generalized rectangle, and its images under the iterations of f .
A proper definition of that set is the greatest difficulty encountered in the application of the SAP method. This is a problem analogous to that faced by a dynamicist attempting to prove the stability of a dynamical system by means of Lyapunov's second method and looking for an appropriate Lyapunov function. There is no readymade strategy, although the structure of the equations of the system may provide useful clues, as shown in Application II above. However, success is mostly a matter of insight, experience and luck.
When a suitable generalized rectangle is at long last found and the SAP property thereby established by means of appropriate geometrical arguments, Theorems 2.2 and 2.3 can be invoked to conclude that the deterministic system under investigation has a relation (technically, a semiconjugacy) with the Bernoulli shift on two (or more) symbols and is therefore characterized by a stochastic behavior similar to that generated by repeated tossing of a coin, according to the precise Definition 2.2. In this case, Theorem 2.2 guarantees the existence of invariant sets on which the dynamics of the system possess all the canonical features of chaos (density of periodic orbits, topological transitivity, sensitive dependence on initial conditions, positive topological entropy, etc.).
We successfully applied the SAP method to three models suggested by economic theory. We hope that the ideas discussed in this paper and the strategy followed in the proofs of the main results will be fruitfully employed by practioners of dynamical system theory in other areas of natural and social sciences.
Appendix: Topological Tools and Proofs
In this Appendix we provide the proof of the theoretical results of Sec. 2 (Theorems 2.1, 2.2 and 2.3), with the addition of few other related properties. We also present a detailed proof of Theorem 6.1 from Sec. 6. The treatment of the present section is as self-contained as possible. The only results which are employed without a proof either rely on well-known properties or are based on classical results from the theory of dynamical systems which are quoted for the reader's convenience.
A first fundamental fact about the SAP method is that it is suitable for the search and the localization of fixed points, as asserted in Theorem 2.1 which is proved below.
Proof of Theorem 2.1
By definition of oriented rectangle, it is possible to find a homeomorphism g of the plane onto itself, such that g(Q) = R and satisfying (2.1), where Q := [0, 1] 2 . Through the inverse of g, we can confine ourselves to the search of a fixed point on the compact set H := g −1 (K) for the continuous planar map φ :
where the unit square Q is oriented in the usual left-right manner. Note that if w is a fixed point for φ in H, then z := g(w) is a fixed point for ψ in K. The search of a fixed point for φ = (φ 1 , φ 2 ) in Q is performed by solving the system of equations
The first equation in (A.2) suggests the introduction of the compact set
and the key step in the proof consists in checking the next assertion.
Claim: W contains a continuum (i.e. a compact connected set) C which joins the lower side
Indeed, once the existence of such a set C is proved, the thesis easily follows. First of all, notice that, by the definition of W, it follows that φ 2 (z)
changes its sign (in a weak sense) along the connected set C, the Bolzano theorem ensures the existence of at least a point w = (w 1 , w 2 ) ∈ C ⊆ H such that w 2 − φ 2 (w) = 0 and thus w is a solution of the second equation in (A.2). On the other hand, w ∈ C ⊆ W and therefore it is a solution of the first equation in (A.2), too. As a consequence, w is a solution of (A.2) and therefore a fixed point of φ in H.
Thus, to complete the proof, we have only to verify the above stated claim. For this purpose, we rely on the following known property from plane topology [36] that we call Crossing Lemma as in [32] . It asserts that a compact subset of the unit square Q which cuts any path in Q connecting two opposite sides of the boundary of Q must contain a continuum joining the other two sides. In more technical words, we have the following.
Crossing Lemma. Let K ⊆ [0, 1] 2 be a compact set which satisfies the cutting property: 
). In both situations there existst ∈ [0, 1] such that γ 1 (t) − φ 1 (γ(t)) = 0 by Bolzano theorem. Moreover, γ(t) ∈ H and φ(γ(t)) ∈ Q. Since 0 ≤ φ 2 (γ(t)) ≤ 1, it holds that γ(t) ∈ W and thus property (CP ) is checked. As already observed, from this fact the claim follows and the proof is complete.
Remark A.1. Notice that the result just proved is different from the classical Brouwer fixed point theorem mainly in the following sense. It is a well-known fact that the fixed point property for continuous maps is preserved by homeomorphisms. Therefore, any continuous self-map of a set homeomorphic to the closed unit ball of R N has at least a fixed point. In particular, a continuous map ψ satisfying
with R a generalized rectangle of a metric space X, has a fixed point in R. The situation depicted in Theorem 2.1 is quite different. First of all, the stretching assumption (K, ψ) : R −→ R does not imply ψ(R) ⊆ R and hence neither (A.4). Secondly, ψ needs to be continuous only on K and not necessarily on the whole set R. Finally, as already pointed out, our result also localizes the presence of a fixed point in the subset K. From the point of view of the applications, this means that we are able to obtain a multiplicity of fixed points provided that the stretching condition is satisfied with respect to different compact subsets of R. A development of this perspective is contained in Theorem A.1 below where we also consider the iterations of a given map, in order to find periodic points. For the sake of simplicity and having in mind the applications to the economic models considered here, we discuss only the case of two disjoint compact subsets of R for which the stretching hypothesis is satisfied. This situation can be easily extended to the framework of m ≥ 2 compact pairwise disjoint subsets [33] .
Proof of Theorem 2.2
Let us start checking that the set I ∞ in (2.4) is compact and nonempty. By the continuity of the map ψ on K, it follows that I ∞ is closed and, being contained in the compact set K, it is compact, too. The fact that I ∞ is nonempty follows from Definition 2.2, by observing that z ∈ I ∞ ⇔ ψ n (z) ∈ K , ∀n ≥ 0. This remark also implies that ψ(I ∞ ) ⊆ I ∞ : indeed, it is straightforward to see that if z ∈ I ∞ , then also ψ(z) ∈ I ∞ . Calling P the subset of I ∞ made of the periodic points of ψ| I∞ , that is,
we claim that ψ(P) = P. Indeed, if z ∈ P, then there exists l ∈ N \ {0} such that ψ l (z) = z. Hence, on the one hand,
) and thus ψ(z) ∈ P, too. This shows that ψ(P) ⊆ P. Note that, repeating the same argument, it is possible to prove that if z ∈ P, then ψ h (z) ∈ P, for any h ≥ 1. On the other hand, if ψ l (z) = z, for some l ∈ N \ {0}, then two possibilities can occur for l, that is, l = 1 or l ≥ 2. In the former case we get ψ(z) = z and so z ∈ ψ(P), while in the latter we obtain z = ψ l (z) = ψ(ψ l−1 (z)). Hence, since ψ l−1 (z) ∈ P whenever z ∈ P, we find again z ∈ ψ(P). In any case we have proved that, if z ∈ P, then z ∈ ψ(P), i.e. P ⊆ ψ(P). The claim is thus checked. At this point we observe that, since P is contained in the compact set I ∞ , also
and moreover I is compact, as it is closed in a compact set. From ψ(P) = P, it follows that
But again, by the compactness of ψ(I), it holds that
Let us show that also the reverse inclusion is fulfilled for I, that is, ψ(I) ⊆ I. Indeed, since ψ is continuous, we have
Hence, the invariance of I is verified, in agreement with conclusion (i). Let us consider now the diagram
and define the map π : I ∞ → Σ + 2 by associating to any w ∈ I ∞ the sequence (s n ) n∈N ∈ Σ + 2 such that s n = j if ψ n (w) ∈ K j , for j = 0, 1. More formally, we note that, for any w ∈ I ∞ , there exists a unique forward itinerary (w i ) i∈N such that w 0 = w and ψ(w i ) = w i+1 ∈ K, for every i ∈ N. Hence the function g 1 : I ∞ → I N ∞ , which maps any w ∈ I ∞ into the one-sided sequence of points from the set I ∞ s w := (w i ) i∈N , where
with the usual convention ψ 0 = Id I∞ and ψ 1 = ψ, is well-defined. Since the sets K 0 and K 1 are disjoint, for every term w i of s w there exists a unique index
is also well-defined. Thus, by Definition 2.2, the map
is a surjection that makes the diagram (2.5) commute and the pre-image through π of any k-periodic sequence in Σ + 2 contains at least one k-periodic point of I ∞ . To check that π is continuous, we are going to prove the continuity in a genericz ∈ I ∞ , by showing that for any ε > 0, there exists δ > 0 such that ∀z ∈ I ∞ with d(z,z) < δ, thend(π(z), π(z)) < ε, withd as in the statement of the theorem. Let us fix ε > 0 and let n ∈ N such that 0 < 1/2 n < ε. We notice that it is sufficient to prove that (π(z)) i = (π(z)) i , for any i = 0, . . . , n. Indeed, if this is the case, by the definition ofd, it follows thatd(π(z), π(z)) ≤ 1/2 n < ε. Sincez ∈ I ∞ , there exists a sequence (s 0 , . . . , s n ) ∈ {0, 1} n+1 such that
Recalling that K 0 and K 1 are compact and disjoint, it holds that
Hence, for any z ∈ I ∞ with d(z,z) < η/2, it follows that z ∈ K s 0 , too. By the continuity of ψ inz, there exists
Analogously, by the continuity of ψ 2 inz, there exists δ 2 > 0 such that ∀z ∈ I ∞ with d(z,z) < δ 2 , then d(ψ 2 (z), ψ 2 (z)) < η/2 and thus ψ 2 (z) ∈ K s 2 , for any such z. Proceeding in this way until the n-th iterate of ψ and setting
we find that, for any z ∈ I ∞ with d(z,z) < δ, it holds that
exactly as forz. But this means that (π(z)) i = (π(z)) i , for any i = 0, . . . , n, and hencê 
On the other hand π(I) is a compact set containing π(P) = P contains at least one k-periodic point of I, as P ⊆ I. Conclusions (ii) and (iii) are thus proved. Assertion (iv), about the positive topological entropy, comes from property (ii) about the semiconjugacy to the Bernoulli shift. For a proof see [42] . Finally, conclusion (v), about the existence of a compact set Λ ⊆ I which is invariant for ψ and such that ψ| Λ is semi-conjugate to the Bernoulli shift on two symbols, topologically transitive and has sensitive dependence on initial conditions, follows by applying a result by Auslander and Yorke [3] . In fact, we enter the setting of [3, Theorem 3] with the positions (X, τ ) = (I, ψ| I ) and (Y, ϕ) = (Σ + 2 , σ). More precisely, we point out that we have replaced the properties of existence of a dense orbit and the pointwise instability (for the maps τ and ϕ) in the statement of [3, Theorem 3] with the transitivity and sensitivity (for ψ| I and σ), respectively. Indeed, since both I and Σ + 2 are compact and invariant, by [3, Lemma 3] the topological transitivity for ψ| I and σ is equivalent to the existence of a dense orbit. Moreover, by the transitivity of ψ| I and σ, according to [6] the pointwise instability coincides for such maps with the (generally) stronger property of sensitivity. As a final remark, we stress the fact that the set Λ is claimed to be only positively invariant in the statement of [3, Theorem 3] . However, after a look at its proof, since by construction Λ is the ω-limit set of a certain point of I, it turns out to be invariant by the compactness of I (cf. [42, Theorem 5.5] ).
Proof of Theorem 2.3
The proof follows from some intermediate results which may have some independent interest. As a first step, we prove a simple but crucial fact which shows that the SAP property is preserved by the composition of maps. This is the content of the following lemma. 
Then it follows that
Proof. 
and, moreover, φ(γ(t )) and φ(γ(t )) belong to different components of B − . Let's call ω the restriction of γ to the sub-interval [t , t ] and define ν :
Note that ν(t ) and ν(t ) belong to the different sides of B − and so, by the stretching hypothesis 
and ψ(φ(γ(s ))) and ψ(φ(γ(s ))) belong to the different sides of C − . By the arbitrariness of the path γ, the stretching property
is thus proved. Clearly, the continuity of the composite mapping ψ • φ on the compact set H ∩ φ −1 (K) follows from the continuity of φ on H and of ψ on K, respectively. • The map ψ has at least a fixed point in K i , i = 0, 1;
• Given an integer j ≥ 2 and a j + 1-uple (s 0 , . . . , s j ), with each s i ∈ {0, 1}, i = 0, . . . , j and s 0 = s j , then there exists a point w ∈ K s 0 such that
Proof. The first conclusion is an immediate consequence of Theorem 2.1. As regards the second assertion, it also follows from Theorem 2.1 applied this time to the composite mapping φ := ψ j . Indeed let us consider the compact set H := {x ∈ K s 0 : 
Then the following conclusions hold:
• There is a sequence of points (w j ) j∈Z such that w j ∈ K j and ψ(w j ) = w j+1 , for all j ∈ Z ;
• For any l < m couple of integers such that K l = K m , there exists a finite sequence of points
Proof. We are going to prove the conclusions of the theorem in the reverse order. So, let's start with the verification of the second assertion. By Lemma A.1, it holds that
where [t 1 , t 1 ]) ) ⊆ R, with ψ(ω 1 (t 1 )) and ψ(ω 1 (t 1 )) belonging to different components of R − . Setting
and proceeding by induction, we obtain a decreasing sequence of nonempty compact sets
such that ψ j+1 (Γ j ) ⊆ R and ψ j+1 (Γ j ) joins the two components of R − , for j ≥ 0. Moreover, for every i ≥ 1, it holds that
By the Cantor Lemma we have that +∞ j=0 Γ j = ∅ and for any w ∈ +∞ j=0 Γ j it holds that ψ n (w) ∈ K n , ∀n ∈ N. Thus the set S is nonempty. The thesis follows by a standard diagonal argument which allows to extend the result to bi-infinite sequences once it has been proved for one-sided sequences (see, for instance, [ Conclusion of the proof of Theorem 2.3. It is sufficient to apply Theorem A.2 with K j = K 0 or K j = K 1 according to the given sequence of two symbols (s j ) j∈Z ∈ {0, 1} Z we have to realize, that is with K j = K s j (cf. Definition 2.2).
Proof of Theorem 6.1
We show that, choosing P and Q as in (6.6), conditions (6.5) are sufficient to guarantee that the image under the map F of any path γ = (γ 1 , γ 2 ) : [0, 1] → R, joining in R the sides R − and R − r defined in (6.4), satisfies the following conditions:
Broadly speaking, conditions (C1)-(C3) describe an expansion with folding along the xcoordinate. In fact, the image F • γ of any path γ joining R − and R − r crosses a first time the trapezoid R , for t = 0 to t = t * , and then crosses R back again, for t = t * to t = 1. Condition (C4) implies a contraction along the y-coordinate.
In order to simplify the exposition, we replace (C3) with the stronger condition 
is contained in R. A graphical illustration of this fact is provided by Fig. 12 . Defining
and
we claim that (C1), (C2), (C3 ) and (C4) together imply (6.7). Notice that K 0 and K 1 are disjoint because the segment S in (A.6) is mapped by F outside R, thanks to condition (C3 ). Furthermore, by (C1), (C2) and (C3 ), for every path γ :
and, moreover, F (γ(t 0 )) and F (γ(t 0 )) belong to different components of R − , as well as F (γ(t 1 )) and F (γ(t 1 )). Finally from (C4) it follows that F (γ(t)) ∈ R, ∀ t ∈ [t 0 , t 0 ] ∪ [t 1 , t 1 ]. Our (conditional) claim is thus proved. Once that the stretching condition (6.7) is achieved, the conclusion of the theorem will then follow in view of Theorem 2.3. The next step is to verify that a choice of the parameters as in (6.5) implies conditions (C1), (C2), (C3 ) and (C4). In so doing, we will prove that the inequalities in (C1) and (C2) are indeed equalities. First of all, we want to check that the set R(P, Q) defined in (6.2) and (6.3) is contained in the region {(x, y) ∈ R 2 + : F (x, y) ∈ R 2 + } 10 . For this purpose, let us first consider 
The restrictions on the variables x and y define a triangular region T in the first quadrant, lying between the coordinate axes and the straight line x = a−c 1 +1/α 2b − y 2 , or equivalently
a straight line that we will denote by r (see Fig. 10 ). In view of the above discussion, the point (0, y r ) doesn't belong to T. Notice that the trapezoid R in (6.2) lies is this region for any 0 ≤ P < Q < y r 11 and thus F 1 (x, y) is non-negative on R. 11 The case P = Q has to be excluded, because otherwise the generalized rectangle R would reduce to a segment and it couldn't be homeomorphic to the unit square of R 2 . For the same reason we will also impose strict inequalities for the y−coordinates in (A. We will now prove that the conditions above are sufficient for the validity of (C4) .
Before that, however, we return for a moment to the problem of the non-negativity of F 2 in R. For this purpose, let us denote by A the subset of T above the line w and by B its complement in T (see Fig. 10 ). Since which follows from (A.10) and therefore it doesn't add any new restriction on the parameters.
Having settled the question of the sign of F 2 on R, we return to (C4) and notice that it is equivalent to max We now focus on the remaining problem, that is the validity of (C3 ), and we start by checking that the choice P = y m := a + c 1 − 2c 2 − 1/α 3b and Q = y w := a − c 2 2b is in some sense optimal among those allowed in (A.11). To do this, we will for the moment leave P, Q ∈ [0, y r ) unspecified, as in ( Evidently, the smaller x M , the more likely is for (C3 ) to hold. Since 0 ≤ P ≤ y m , the optimal choice for P will be P = y m , as claimed. As concerns Q, let us consider it as a parameterȳ varying in [y w , y r ). An easy calculation shows that the maximum of the function Evaluating the function F 1 in (x,ȳ), we find
To fulfill condition (C3 ), we must have which corresponds to the first condition in (6.5). Note that (A.14) implies the first inequality in (A.13). Thus we conclude that (A.14) and the second condition in (A.13) (which are precisely (6.5)) imply the validity of (C1), (C2), (C3 ) and (C4). The proof is complete.
