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例えば変数への加算（例: x += 1;）は非ハードウェアレベルのアニメーションでは不可分に見えるので,同期処
理をしていないプログラムで同じ変数に複数のスレッドから加算を行ってもバグは発生しないように見えてし
まう (図 1.1左側). しかし加算の操作はメモリからレジスタへ変数を読み込む,読み込んだ値に加算を行う,加
非ハードウェアレベルのアニメーション ハードウェアレベルのアニメーション
ステップ スレッド 1 スレッド 2 スレッド 1 スレッド 2
1 x += 1 (x: 0 ⇒ 1) x = 0の読み込み
(レジスタの値: 0)
2 x += 1 (x: 1 ⇒ 2) レジスタの値 += 1





(x: 0 ⇒ 1)
レジスタの値 += 1




結果 xの値は 2 xの値は 1
図 1.1: 非ハードウェアレベルとハードウェアレベルのアニメーションの比較



















械命令の実行順序 (特にメモリアクセス命令)を並び替えるかという規則などのことを指す [3]. ハードウェア
は逐次実行で矛盾のない範囲で機械命令の実行順序を実行時に動的に並び替えることで実行速度を上げること
ができる. 並列処理や並行処理では矛盾が発生するが,メモリバリア命令によって並び替えを制限することでそ


























2.1 並列処理プログラミングにおける Scratchの可能性についての考察 [9]
喜家村はプログラミング初級者向けのビジュアルプログラミング言語によるプログラミング教育ツールであ













図 2.1: Scratchによる並列プログラミングの記述例 ([9]図 2より引用): 猫とオウムはそれぞれ独
立に動作する. これは並列に動作するプログラムと言える.
*1 https://scratch.mit.edu/
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列処理ではバグの発生する可能性があるプログラムが固定されたスレッドスケジューリングによって常に正し
く動いてしまうことが懸念される.
2.2 Visualizing Potential Deadlocks in Multithreaded Programs[5]





2.3 ThreadMentor: A Pedagogical Tool for Multithreaded
Programming[6]
マルチスレッドの可視化については,他にも研究が行われている. Steve Carrらが作成した ThreadMentorは
マルチスレッドのプログラムの実行を可視化できる教育および学習用ツールである (図 2.3). ロックの状態など
も可視化され, デッドロックが起きた場合にはそれを検知できる. 可視化はリアルタイムでの解析と生成した
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図 2.2: VisualDeadlockによる可視化 ([5] Fig. 4より引用)
画面右側の図の色のついた部分が各ロックとその順序を表している.
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図 2.3: Thread Mentorの History Graph Window(ThreadMentorのホームページ *1から引用): バー
は各スレッドの状態を表す. バーの右側はスレッドの名称を示している. バーの色は緑ならば実
行中,青ならば joinで待機中,赤ならばブロックされていることを表す. タグ (Tagsで示されてい
る四角形) は JN なら join, SS ならシグナル, SW ならウェイトを表し, SE ならばシグナルを受
けて待機状態から解放されたことを表している. タグをクリックすると Source Windowが開き,
ソースコードを確認できる.
2.5 Reducing State Explosion for Software Model Checking with
Relaxed Memory Consistency Models[7]
安部らはメモリ一貫性モデルを論理式で記述し,そのメモリモデルに従って並列プログラムの振る舞いを検



















 TSO(Total Store Order)
– load命令がその前の store命令より先に実行することを許すモデル (図 3.1 1)
 PSO(Partial Store Order)
– load命令と store命令がその前の store命令より先に実行することを許すモデル (図 3.1 1 2)
 STO(Store Order)
– load命令がその前の load命令や store命令より先に実行することを許すモデル (図 3.1 1 3)
– 順序制限の強さは PSOと相互互換
 RMO(Relaxed Memory Order)
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1 x = 1; x = 1;
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最適化前 最適化後
1 x = 1; x = 1;
2 while ( x == 1 ) fg while ( true ) fg
図 3.3: 定数伝播によるバグ: 他のスレッドによる xへの代入によりループを抜けることを想定し
ている場合でも, xの定数伝播により単なる無限ループになってしまう.
最適化前 最適化後
1 while( x != 1 ) f if( x != 1 ) f
2 y += 1; while( true ) f
3 g y += 1;
4 g
5 g
図 3.4: 不変式のループの外への移動の例: 機械命令レベルの話だが,仮に C言語のプログラムで表している.
3.2.1.2 ループの外への移動
ループの外への移動という最適化手法およびそれによって発生するバグについて説明する. 例えば図 3.4の





















3 読み込んだ xと yの加算 aの読み込み
4 加算結果の xへの書き戻し 読み込んだ xと yの加算
5 aの読み込み bの読み込み
6 bの読み込み 加算結果の xへの書き戻し
図 3.5: 命令スケジューリングの例 (機械命令レベル): 5, 6行目が 2, 5行目に移動している.
3.3 アウト・オブ・オーダー実行
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図 3.6: Tomasuloのアルゴリズム
load命令の読み込みは機能ユニットによる実行時にオペランドの読み込みとして行われるため,この仕組み
によって load命令はそれより前の load命令や store命令より先に実行できる. store命令の結果はリタイアの
時点で反映されるため,順序はイン・オーダーになる. したがって OoO実行だけでは store命令はそれより前の
load命令や store命令より先に書き込みを行えない.
3.3.2 リネーミング [15]
OoO実行について,同じレジスタに対する操作を考える. この時,読み込みの後の書き込み (Write After Read,
WAR)と書き込みの後の書き込み (Write After Write, WAW)は順序関係を守らなければ,正しい結果が得られ












やキャッシュがアクセスを許可してからメモリやキャッシュにアクセスし, 値を取得する. 取得した値は load
命令に返され, load命令の実行が完了する.
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リネーミング前 リネーミング後
1 レジスタ Aから読み込み レジスタ Aから読み込み
2 レジスタ Aへ書き込み レジスタ A’へ書き込み
3～ 以下,レジスタ Aからの読み込みなど 以下,レジスタ A’からの読み込みなど
図 3.7: WARのリネーミング: リネーミング後はステップ 1とステップ 2の間に依存関係がなく,
順序を交換できる.
リネーミング前 リネーミング後
1 レジスタ Aへ書き込み レジスタ Aへ書き込み
2 レジスタ Aへ書き込み レジスタ A’へ書き込み
3～ 以下,レジスタ Aからの読み込みなど 以下,レジスタ A’からの読み込みなど
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図 3.9: ストア・バッファの仕組み
むことができるが,他のコアは別のコアのストア・バッファを参照できない. この仕組みによって store命令の










スコードをページ上部のビジュアルプログラミング言語部分 (図 4.1 1)で入力する. コンパイルは自動的に行
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図 4.1: 全体のインタフェース: 1ビジュアルプログラミング言語による入力部分, 2コンパイル
結果の表示部分, 3プログラムアニメーションの表示部分
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store命令のアクセス要求がされた時点でそれ以前の load命令はリタイアしていなければならないので,この仕













言語によって行う (図 4.1 1).
 コンパイルした結果を命令列として表示する (図 4.1 2).
 コンパイル結果およびプログラムアニメーション部分 (図 4.1 3)の命令列は枠線で囲った長方形 (以下,
ボックス)で表現する.
 命令列は Tomasulo のアルゴリズムに従った動的パイプラインでアニメーションさせる. アニメーショ
ンは GUIによる手動の操作によって行う.
5.2 開発環境
htmlと JavaScriptを用いることで, 他のソフトウェアなどをインストールせずに使えるように設計した. ま
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図 5.1: ビジュアルプログラミング言語による入力部分
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表 5.1: ブロック一覧
分類 ブロックの種類 備考


































if文がある場合, if文の前から行われている定数伝播は if文の中にも伝播し, if文の中での定数伝播は原則と
して外部には波及しない. ただし, if文の分岐の結果がいずれも同じ定数になるのであれば, if文の後ろにその
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図 5.3: 最適化オプション
図 5.4: 定数伝播による命令列の変化: 左は最適化前,右は最適化後
定数を伝播させる.




ループの前に 1回のみ行うようにした (図 5.5).
5.4.3 命令スケジューリング
書き込んだ値が直後の命令で参照されている場合のみ,その後にある定数の store命令の内,移動しても逐次
処理では問題のないものを挿むようにした (図 5.6). 図 5.6の場合, yに 1を代入する命令が移動しても逐次処
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図 5.5: ループの外への移動による命令列の変化 (ソースコードは while( x == 1 ) f y = 1; g):
左は最適化前,右は最適化後. ラベル L0の位置が 1行目から 4行目に移動する.
図 5.6: 命令スケジューリングによる命令列の変化: 左は最適化前,右は最適化後. 移動しても逐次
処理としては結果の変わらない y = 1を 5行目から 2行目に移動している.
ユーザは SC, TSO, STOの中からアーキテクチャのメモリモデルを一つ選択できる. しかしマルチスレッド
の順序制限の名称だけではわかりにくいため,代表的なプロセッサ名で補足している.
また, OoO実行を用いるか否かを設定することができる. 単純な競合状態など OoO実行と関係ないバグの学




実行履歴は薄いグレーの領域 (図 5.8 1)に表示される. 右側のタイムスライダー (図 5.8 2)を操作することで
実行時間を制御し,命令列 (図 5.8 3)のクリックによって命令の実行を行う. 出力結果はレジスタやメモリに反
映される (図 5.8 4 5). 実行時間が進むと実行履歴の領域が延長される. タイムスライダーの操作によって実行
時間を巻き戻した時,実行履歴の領域の短縮と実行された命令の回収がされ,出力結果も巻き戻る.
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図 5.7: プログラムアニメーションの実行オプション
図 5.8: 非 OoO実行時のアニメーション部分: 1実行履歴の表示領域, 2タイムスライダー, 3命
令列, 4レジスタ, 5メモリ
実行オプションで OoO実行を有効にしている場合,リザベーション・ステーションやリオーダ・バッファが




OoO実行を無効にしている場合,命令列 (図 5.8 3)のいずれかのボックスをクリックすると一番上の命令が




1. 元の命令列のボックスのいずれかをクリックする. 元の命令列の先頭のボックスが実行履歴に残り (図
5.10 1),リザベーション・ステーションとリオーダ・バッファにコピーが生成される (図 5.10 2 3). この
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図 5.9: OoO実行時のアニメーション部分: 1リザベーション・ステーション, 2リオーダ・バッファ




(図 5.11 1),結果がリオーダ・バッファの同じボックスに書き込まれる (図 5.11 2). 同時に,リザベーショ
ン・ステーションの適切なオペランドに実行結果が供給される (図 5.11 3). この適切なオペランドへの
供給により実効的にリネーミングしている. この操作は Tomasulo のアルゴリズムにおける機能ユニッ
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図 5.11: OoO 実行のアニメーション (機械命令の実行): 1実行履歴への配置, 2リオーダ・バッ
ファへの書き込み, 3オペランドへの供給
図 5.12: OoO実行のアニメーション (リタイア): 1実行履歴への配置, 2レジスタやメモリへの結果の反映
トでの命令の実行に当たる.
3. リオーダ・バッファのボックスのいずれかをクリックする. リオーダ・バッファの先頭のボックスが実







第 5章 実装 34
図 5.13: OoO実行のアニメーション (ユーザの選択の自由): 1先にフェッチ・デコード済みの命
令を実行した場合, 2先に次の命令のフェッチ・デコードをした場合
5.5.4 投機的実行
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同じコアに属するスレッドは並行処理になる (図 5.15). 別々のコアに属するスレッドは並列処理になる (図
5.16). 4.3節で示した通り,並列処理ならば同時実行ができるが,並行処理では同時に実行できない.
























まずリード・モディファイ・ライト操作について, x+ = 1を行う二つのスレッドによって発生する競合状態
を確かめた. ただし,初期値は x = 0とする. これは 1.2節で示した競合状態の例と同一のものである. ビジュア
ルプログラミング部分には図 6.1のように入力した. コンパイラによる最適化と OoO実行はバグの原因ではな





バグである. 例を図 6.4に示す. ただし,初期値は x = y = 0とする. この例では xが 0であれば yを 1に, yが
0 であれば x を 1 にするようにしている. プログラマの意図としてはどちらか片方だけが 1 になることを期
待している. しかし実際には条件式をチェックしてから代入を行うまでの間にもう片方のスレッドが条件式を
図 6.1: リード・モディファイ・ライト操作の例: ソースコード
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図 6.2: リード・モディファイ・ライト操作の例: コンパイル結果
図 6.3: リード・モディファイ・ライト操作の例: 実行結果
スレッド A スレッド B
1 if ( x == 0 ) f if ( y == 0 ) f
2 y = 1; x = 1;
3 g g
図 6.4: チェック・ゼン・アクト操作の例
チェックしてしまう可能性があるため,両方とも 1になる可能性がある. この例を本ツールで確かめる. 先と同
様にコンパイラによる最適化と OoO実行はバグの原因ではないので,最適化はすべて無効にし, OoO実行を無
効にした. ビジュアルプログラミング部分への入力を図 6.5,コンパイル結果を図 6.6,チェック・ゼン・アクト
操作による競合状態が確認できる実行結果を図 6.7に示す. よって,本ツールでチェック・ゼン・アクト操作を
確かめることができた.
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図 6.5: チェック・ゼン・アクト操作の例: ソースコード
図 6.6: チェック・ゼン・アクト操作の例: コンパイル結果
図 6.7: チェック・ゼン・アクト操作の例: 実行結果
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スレッド A スレッド B
1 x = 1; y = 1;
2 if( y == 1 ) f if( x == 1 ) f
3 y = 2; x = 2;
4 g g
図 6.8: load命令が先行する store命令より先に実行されることで想定されない挙動が起こるプログラムの例




load命令が先行する store命令よりも先に実行することで想定外の挙動をする場合を考える. 例えば図 6.8の
ようなプログラムである. このプログラムではコンパイラによる最適化や OoO実行を考慮しない場合,いずれ
かのスレッドの if文の条件式がチェックされた時,そのスレッドの代入は完了している. したがって,少なくと




した. OoO実行は有効にした. ハードウェアのメモリモデルは TSOを選択する. ビジュアルプログラミング部
分への入力を図 6.9, コンパイル結果を図 6.10, どちらの if 文も実行されない挙動が確認できる実行結果を図
6.11に示す. よって,本ツールで load命令が先行する store命令より先に実行されることで想定外の挙動をする
場合を確かめることができた.
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図 6.10: load命令が先行する store命令より先に実行される例: コンパイル結果
図 6.11: load命令が先行する store命令より先に実行される例: 実行結果: 各スレッドの 2行目の
load命令が 1行目の store命令より先に実行されている
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スレッド A スレッド B
1 x = 1; z = y;




グラムである. ただし,初期値は x = y = z = 0とする. この例について,コンパイラによる最適化や OoO実行を
考えない場合,スレッド Aは xへの代入の後で yへの代入を行っており,スレッド Bは yの値を読み込んで z
へ代入してから xの値を zに加算しているので,スレッド Bが読み込んだ yの値がスレッド Aが書き込んだ値
であれば,スレッド Bが読み込んだ xの値はスレッド Aが書き込んだ値である. したがって, zの値は初期値の
合計である 0か, xだけが代入後の値である場合の 1か,両方とも代入後の値である 3のいずれかになるように
見える. しかし,先行する store命令より先に load命令を実行でき,かつ load命令同士の順序が守られない STO
などのメモリモデルでは, yの読み込みと xの読み込みの順序が逆になり, zが 2になる場合がある.
この例を本ツールで確かめた. コンパイラによる最適化はこの例では考慮しないので,最適化はすべて無効に
した. OoO実行は有効にした. ハードウェアのメモリモデルは STOを選択する. ビジュアルプログラミング部
分への入力を図 6.13,コンパイル結果を図 6.14, zが 2になる挙動を確認できる実行結果を図 6.15に示す. よっ
て,本ツールで load命令同士が順序を守らないことで想定外の挙動をする場合を確かめることができた.
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図 6.13: load命令同士の順序が逆に実行される例: ソースコード
図 6.14: load命令同士の順序が逆に実行される例: コンパイル結果
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図 6.15: load命令同士の順序が逆に実行される例: 実行結果
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スレッド A スレッド B
1 x = 1; if( y == 1 ) f
2 メモリバリア x += 2;
3 y = 1; g
図 6.16: 投機的実行によりバグが起こるプログラムの例
6.1.2.3 投機的実行
投機的実行によりバグが発生する場合を考える. 例えば図 6.16のようなプログラムでバグが起きる. ただし,
初期値は x = y = 0とする. スレッド Bは yが 1であれば xに 2を加算し,スレッド Aは xに 1を代入した後
yに 1を代入するので,投機的実行を考えない場合, xは 1か 3にしかならない. しかし, OoO実行と投機的実行
を考慮した場合, load命令同士の実行順序に制限を設けないメモリモデルであれば, 投機的実行により if文の
中にある xの読み込みを先に実行して xへ書き込む値を 2としてからスレッド Aを実行し,そのあとでスレッ
ド Bの条件式をチェックすることができる. この時, if文の中では xの初期値が読み込まれているにもかかわ
らず,条件式では代入後の yを参照しているため if文の中身が実行され, xの最終結果が 2になる.
この例を本ツールで確かめた. コンパイラによる最適化はこの例では考慮しないので,最適化はすべて無効に
した. OoO実行は有効にした. ハードウェアのメモリモデルは STOを選択する. ビジュアルプログラミング部
分への入力を図 6.17,コンパイル結果を図 6.18, xが 2になるバグを確認できる実行結果を図 6.19に示す. よっ
て,本ツールで投機的実行でバグが発生する場合を確かめることができた.
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図 6.17: 投機的実行でバグが発生する例: ソースコード
図 6.18: 投機的実行でバグが発生する例: コンパイル結果
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図 6.19: 投機的実行でバグが発生する例: 実行結果
第 6章 評価 48
スレッド A スレッド B
1 x += a; z = y;
2 y = 2; メモリバリア
3 z += x;
図 6.20: store命令が同士の順序が入れ替わることで想定外の挙動が発生するプログラムの例





考える. 例えば図 6.20 のようなプログラムを考える. ただし初期値は x = y = z = 0; a = 1 とする. これは図
6.12のスレッド Bにメモリバリアを加え,スレッド Aの xへの代入を加算にしたものである. したがって load
命令同士の並び替えは起こらない. しかし命令スケジューリングや動的な実行順序の並び替えによって yへの
書き込みが xへの書き込みより先に実行されてしまう可能性があり,最終結果が z = 2になる場合がある.
この例を本ツールで確かめた. まず図 6.20のプログラムに初期値を代入するための処理とスレッドを加えた
図 6.21 のようなプログラムを入力する. 最適化は命令スケジューリングのみにして, OoO 実行は無効にする.
最適化前のコンパイル結果は図 6.22,最適化後は図 6.23のようになる. 最適化前後で y = 1の位置が変化して
いるのがわかる. 実行結果は図 6.24のようになり, z = 2になる実行パスがあることが確認できた.
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図 6.22: store命令が同士の順序が入れ替わることで想定外の挙動が発生する例: コンパイル結果
(最適化前):
スレッド Aの 5行目, x = r0は 6行目の y = 2より先に実行される.
図 6.23: store命令が同士の順序が入れ替わることで想定外の挙動が発生する例: コンパイル結果
(最適化後):
スレッド Aの 6行目, x = r0は 4行目の y = 2より後に実行される.
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図 6.24: store命令が同士の順序が入れ替わることで想定外の挙動が発生する例: 実行結果
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スレッド A スレッド B
1 z = a; b = y;
2 a = x; x = 1;
2 y = 1;
図 6.25: store命令が先行する load命令より先に実行されることで想定外の挙動が発生するプログラムの例
図 6.26: store命令が先行する load命令より先に実行されることで想定外の挙動が発生する例: ソースコード
6.1.3.2 store命令と先行する load命令の順序の入れ替え
コンパイラによる並び替えによって store命令が先行する load命令より先に実行され,想定外の挙動が発生す
る場合を考える. 例えば図 6.25のようなプログラムで想定外の挙動が発生する. 初期値は a = b = x = y = z = 0
とする. コンパイラによる最適化や OoO実行を考慮しない場合,スレッド Aは xの読み込み, yへの書き込みの
順,スレッド Bは yの読み込み, xへの書き込みの順で動作する. したがって aと bの内の片方が 1になった時,
もう片方は 0になっているように見える. しかし命令スケジューリングや動的な実行順序の並び替えによって
store命令が load命令より先に実行される可能性があるため,実際には aと bの両方が 1になる可能性がある.
この例を本ツールで確かめた. ビジュアルプログラミング部分への入力を図 6.26,最適化前のコンパイル結果
を図 6.27,最適化後のコンパイル結果を図 6.28に示す. スレッド Aの y = 1が load xより先になっていること
がわかる. aと bの両方が 1になる挙動を確認できる実行結果を図 6.29に示す. よって,本ツールで投機的実行
でバグが発生する場合を確かめることができた.
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図 6.27: store命令が先行する load命令より先に実行されることで想定外の挙動が発生する例: コ
ンパイル結果 (最適化前):
スレッド Aの 3行目, r0 = xは 5行目の y = 1より先に実行される.
図 6.28: store命令が先行する load命令より先に実行されることで想定外の挙動が発生する例: コ
ンパイル結果 (最適化後):
スレッド Aの 4行目, r0 = xは 2行目の y = 1より後に実行される.
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図 6.29: store命令が先行する load命令より先に実行されることで想定外の挙動が発生する例: 実行結果
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スレッド A スレッド B
1 x = 1; while( x != 1 ) f
2 y += 1;
3 g
図 6.30: ループの条件式がループの外へ出ることでバグが起こるプログラムの例
図 6.31: 条件式のループの外への移動でバグが発生する例: ソースコード
6.1.3.3 ループの外への移動
条件式がループの外へ移動されることで発生するバグを考える. 3.2節で示した例を考える (図 6.30). ただし,




効にした. ビジュアルプログラミング部分への入力を図 6.31, 最適化前のコンパイル結果を図 6.32, 最適化後
のコンパイル結果を図 6.33に示す. 最適化によってラベルの位置が変わり,条件式のチェックが最初の 1回し
か行われないようになっていることがわかる. 実際に無限ループが起きていることを確認できる実行結果を図
6.34に示す. よって,本ツールで条件式のループの外への移動でバグが発生する場合を確かめることができた.
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図 6.32: 条件式のループの外への移動でバグが発生する例: コンパイル結果 (最適化前):
スレッド Bのラベル L0は条件式の直前である 1行目に来ている.
図 6.33: 条件式のループの外への移動でバグが発生する例: コンパイル結果 (最適化後):
スレッド Bのラベル L0は条件式の直後である 4行目に来ている.
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図 6.34: 条件式のループの外への移動でバグが発生する例: 実行結果
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リード・モディファイ・ライト操作によるバグと同様である. なお, OoO実行はオプションで無効にした. 再現
後,アンケートを取った. アンケート内容はバグの再現ができたかどうかおよび動作が快適だったかどうかであ
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スレッド A スレッド B
1 x = 1 if ( x < y ) f
2 y = 2 z =  1;
3 g else f
4 z = 1;
5 g
6 join A //スレッド Aの終了を待機する
7 x -= y;
8 z *= x;
図 6.35: 実験 2に使用したソースコード
(a) 1が 7, 2が 3の時、zが-4になることがある
(b) 1が 3, 2が 7の時、zが-4になることがある
この時, (a)(b)についてどちらがあり得るか,両方あり得るか,両方あり得ないかの 4択を回答してもらい,理由
を記述してもらった. その後,シミュレータを使って改めて同じ問題に回答してもらった. 実験を円滑に進める





したがって, (b)はスレッド Aが動く前,およびスレッド Aが xのみを書き込んでいる状態でスレッド Bの
条件式がチェックされると起こり得ることを被験者は予測できる. ソースコードの見た目と一致した挙動であ
るため,このことはツールを使用しなくともソースコードから理解しやすい.
しかし,この設問ではスレッド Bの if文の中の条件式において xの読み込みと yの読み込みが不可分でない
ことに気が付き,かつ xの読み込みと yの読み込みの間にスレッド Aが xと yへの書き込みを完了する場合を





本ツール使用前では 6人全員が (b)のみあり得る (不正解)と回答した. 本ツール使用後は 3人が (b)のみあ
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図 6.36: 実験 2のサンプル: ソースコード
わかった.
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図 6.37: 実験 2のサンプル: コンパイル結果
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