Enforcing the master problem formulation
If constraint (16) is not included in formulation (15), the pricing problem may yield unfeasible assortment patterns. However, as noted in §4.1, this constraint increases the pricing complexity, and is therefore unpractical.
To limit the amount of unfeasible columns generated, one can observe that, due to (9), knapsack constraints of the form
are valid inequalities for the restricted master problem (RMP).
This addition introduces in the pricing problem a penalty proportional to the current optimal dual variable ω * i associated with (28) and the number of resource types in the assortment pattern: the objective of (15) and is said minimal if C − {S} is not a cover for any S ∈ C. A cover inequality has the form i∈I S∈C
For any solutionx of the current RMP, separating the most violated cover inequality means solving:
where the ξ iS choose the patterns S ⊆J forming the (minimal) cover C. Clearly z min ≥ 1 if and only ifx violates no cover inequalities.
Here,J ⊆ J is the (usually very small) set of resource types that appear in the assortment patterns associated with fractional variables ofx, andp = p − | {S : x iS = 1}|. In fact
x iS = 1 makes the corresponding cost coefficient in (30) equal to 0, hence one can fix ξ j = 1 for all resource types in the assortment pattern S. On the other hand,x iS = 0 implies that if the optimal ξ iS of (30) is 1, no violated cover inequality exists.
A minimal cover C has associated a dual variable π C which does not affect the pricing problem of §4.1. Including any new variable added by pricing to the RMP into any of the current cover inequalities would in fact destroy its minimality. (It is easy to see that all the cover inequalities are valid at any node of the enumeration tree.)
In the additional tests described in §6, cover inequalities were separated by program (30) using a general MIP solver. At most 100 cover cuts (29) were added at each node of the enumeration tree after the column generation process is completed; a maximum of 5000 cover cuts were allowed on the whole.
Additional tests on code configuration
Four further configurations were tested, each one differing from B by a single, distinct detail: with cuts, at the expense of a slight increase of CPU time (+0.9%).
Cover cuts (29) show a similar behavior. For A-instances, very few cuts of this type are added (0.03 on average, maximum 6). Separation time is negligible, but so is the reduction of the number of columns generated and of visited nodes. For R-instances the number of cover cuts generated rises (6.1 on average, maximum 304). Separation makes the computation time increase by 2.63%, without however reducing columns and nodes. Instead, a positive effect can again be observed for small values of p: for p = 2, 283.87 cover cuts were separated on average (with a peak of 2077), with a slight CPU time improvement (−0.75%) due to −3.86% columns generated and −6.46% nodes explored.
Bound (22) is almost useless for A-instances, but is effective for R-instances. In this case it is responsible of reducing the total computation time by 2.79% on average (for p = 2, a mean reduction of 3.33% has been observed).
Finally, an increase of CPU time (+8.05% on average), mainly due to more columns generated (+2.35% on average), has been observed for A-instances when the dummy variable is added at root. The effect of this choice is however negligible for R-instances. 
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