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Abstract
Brundan, Kleshchev and Wang endow the Specht modules Sλ over the cyclotomic Khovanov–
Lauda–Rouquier algebra H Λn with a homogeneous Z-graded basis. In this paper, we begin the
study of graded Specht modules labelled by hook bipartitions ((n−m), (1m)) in level 2 ofH Λn , which
are precisely the Hecke algebras of type B, with quantum characteristic at least three. We give an
explicit description of the action of the Khovanov–Lauda–Rouquier algebra generators ψ1, . . . , ψn−1
on the basis elements of S((n−m),(1m)). Introducing certain Specht module homomorphisms, we
construct irreducible submodules of these Specht modules, and thereby completely determine the
composition series of Specht modules labelled by hook bipartitions.
1 Introduction
The main problem in the representation theory of the symmetric group Sn is to completely under-
stand the modular irreducible FSn-modules. James’ combinatorial construction [12] of the ordinary
irreducible Sn-representations as Specht modules Sλ, labelled by partitions λ of n, is well known. The
modular irreducible representations Dµ arise as heads of Specht modules labelled by e-regular parti-
tions µ of n. In general, the decomposition numbers for FSn, which are the multiplicities [Sλ : Dµ] of
irreducible modules Dµ arising as composition factors of Specht modules Sλ, for all partitions λ of n
and for all e-regular partitions µ of n, are unknown.
In odd characteristic p, Peel [17] studied the decomposition numbers for the hook representations
of the symmetric group; a hook representation is a Specht module S(n−m,1m) labelled by a hook
partition (n −m, 1m), for 0 6 m < n. When p does not divide n, Peel determined that every hook
representation is, in fact, an irreducible representation of FSn. Otherwise, when p divides n, Peel
introduced a Specht module homomorphism Θm : S(n−m,1m) → S(n−m−1,1m+1) over Sn and showed
that S(n−m,1m) has the composition series
0 ⊂ ker Θm ⊂ S(n−m,1m),
for 0 < m < n − 1. The irreducible trivial and sign representations are well known to be S(n) and
S(1n), respectively, and thus, we know that the rows of the decomposition matrix of FSn labelled by
hook representations have the following form:

S(n) 1
S(n−1,1) 1 1 0
S(n−2,12) 1 1 0
...
. . .
. . .
S(2,1n−2) 0 1 1
S(1n) 1
.
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2 Louise Sutton
Let e be the smallest positive integer such that q is a primitive eth root of unity, for a non-trivial
invertible element q ∈ F×, where we set e = ∞ if no such integer exists. We will refer to e as
the quantum characteristic. The symmetric group algebras can be generalised to the larger family
of algebras, the Iwahori–Hecke algebras HF,q(Sn) of type A, which are dependent on q as well as
the ground field F. These algebras are q-deformations of the symmetric group algebras, and thus, we
recover the symmetric group algebra when q = 1. Dipper and James [10] showed that a correspondence
exists between the representation theory of Iwahori–Hecke algebras of type A at an eth root of unity
and the modular representation theory of the symmetric group, and thus we can study the former
representations to shed light on the latter ones.
Using the representation of the quantum affine algebra Uv(ŝln), for every pair of partitions λ
and e-regular µ, Lascoux, Leclerc and Thibon [16] introduced the polynomials dλ,µ(v) with integer
coefficients. They conjectured that these polynomials are v-analogues of decomposition numbers
for Hecke algebras of type A at a complex eth root of unity, called v-decomposition numbers. This
conjecture was subsequently proved by Ariki [2]. Thus dλ,µ(1) are the usual decomposition numbers
for Hecke algebras of type A. These polynomials appear as coefficients of the canonical basis elements
of Uv(ŝln). Working solely with the canonical bases of the quantum affine algebra, Chuang, Miyachi
and Tan [8] introduce a v-analogue to Peel’s work on hook representations. These v-decomposition
numbers d(n−m,1m),µ = [S(n−m,1m) : Dµ]v, where µ is e-regular, are monic monomials when non-zero.
In fact, Ariki [2] proved Lascoux, Leclerc and Thibon’s conjecture for a larger family of algebras,
the Ariki–Koike algebras or equivalently the cyclotomic Hecke algebras, introduced by Ariki and
Koike [3] and further developed by Broue´ and Malle [4] and Ariki [1]. Each cyclotomic Hecke algebra
is associated to a complex reflection group (Z/lZ) o Sn of type G(l,m, n) in the Shephard–Todd
classification [19]. We recover the Iwahori–Hecke algebras of type A when l = 1, in particular the
symmetric group algebras when e = char(F), and we recover the Iwahori–Hecke algebras of type B
when l = 2.
Khovanov and Lauda [14], and independently Rouquier [18], introduced an even larger family of
algebras, the Khovanov–Lauda–Rouquier algebras Hn, which are naturally Z-graded. Astonishingly,
Brundan and Kleshchev [5] showed that each cyclotomic quotient H Λn of the Khovanov–Lauda–
Rouquier algebra is isomorphic to a cyclotomic Hecke algebra of type A. This remarkable set of
papers motivated the study of graded representation theory of Khovanov–Lauda–Rouquier algebras,
and, in particular, of the symmetric group algebras.
In [7], Brundan, Kleshchev and Wang non-trivially Z-grade Specht modules over H Λn , which
yields a recursive combinatorial formula for their graded dimensions. Thus we can study graded
Specht modules and their corresponding graded decomposition numbers dλ,µ = [Sλ : Dµ]v, which
encode grading shifts of their composition factors. Brundan and Kleshchev in [6] show that these
graded decomposition numbers are the same as the v-decomposition numbers as mentioned above,
and provide a generalised graded analogue of Lascoux, Leclerc and Thibon’s conjecture.
These gradings provide a deeper structure to the representation theory of the symmetric group, and
more generally, to the representation theory of the Khovanov–Lauda–Rouquier algebras. By studying
a set of graded Specht modules that have particularly nice presentations, namely Specht modules
labelled by hook bipartitions ((n−m), (1m)), we aim to provide insight into the challenging problem
of determining graded decomposition numbers. We draw on inspiration from [8] and [17] to study
the structure of Specht modules labelled by hook bipartitions for H Λn with quantum characteristic at
least three.
This paper is structured as follows. In Section 2, we set up basic notation and introduce the
Khovanov–Lauda–Rouquier algebrasHn and their cyclotomic quotientsH Λn . We recall combinatorial
theory in Section 3 that is integral in our approach of the representation theory of H Λn . Section 4
introduces our main objects of study, graded SpechtH Λn -modules. We study Specht modules labelled
by hook bipartitions S((n−m),(1m)) in Section 5: we give an explicit description of the action of theH Λn -
generators ψ1, . . . , ψn−1 on the basis elements of S((n−m),(1m)), and introduce crucial Specht module
homomorphisms. We advance in Section 6 by showing that certain H Λn -modules arising from these
homomorphisms are irreducible, and in fact, appear as composition factors of S((n−m),(1m)). We end
by providing the composition series for S((n−m),(1m)) with e ∈ {3, 4, . . . }, which split into four cases
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depending on whether κ2 ≡ κ1 − 1 (mod e) or not and depending on whether n ≡ κ2 − κ1 + 1 (mod e)
or not.
In further work, we completely determine the ungraded decomposition matrices forH Λn comprising
rows corresponding to hook bipartitions, together with their graded analogues.
2 Hecke algebras
We introduce the Khovanov–Lauda–Rouquier algebras in this section. Let F be an arbitrary field
throughout.
2.1 The symmetric group
Let Sn be the symmetric on n letters. We denote the simple transposition (i, i+ 1) of Sn by si for all
i ∈ {1, . . . , n − 1}. Then Sn is generated by the standard Coxeter generators s1, . . . , sn−1, together
with the identity element 1Sn . For 1 6 i 6 j 6 n− 1, we define
s
j
↓
i
:= sjsj−1 . . . si, s
j
↑
i
:= sisi+1 . . . sj .
We say that a reduced expression for a permutation pi ∈ Sn is a minimal length word pi = sr1 . . . srm
for 1 6 ri < n and 1 6 i 6 m. Let 6 be the Bruhat order on Sn, defined as follows. For pi1, pi2 ∈ Sn,
we write pi1 6 pi2 if there is a reduced expression for pi1 which is a subexpression of a reduced expression
for pi2.
We define a shift homomorphism of symmetric groups shift : Sn−1 → Sn by shift(si) = si+1 for
every i.
2.2 Lie-theoretic notation
Let e be the quantum characteristic as introduced above. Define I := Z/eZ. If e is finite, then we
identify I with the set {0, 1, . . . , e − 1}, whereas, if e is infinite, then we identify I with the set of
integers.
We let Γ be the quiver with vertex set I and directed edges i→ i+ 1 for each i ∈ I. If no directed
edge exists between two vertices i and j such that i 6= j, we write i 6− j. If e is infinite, then Γ is the
integral linear quiver (of type A∞), otherwise Γ is the cyclic quiver on e vertices (of type A
(1)
e−1). The
associated Cartan matrix CΓ = (ci,j)i,j∈I is defined by
ci,j :=

2 if i = j,
0 if j 6− i,
−1 if i→ j or i← j,
−2 if i j.
The notation i j indicates that i = j − 1 = j + 1, which only occurs when e = 2.
The generalised Cartan matrix CΓ corresponds to a Kac–Moody algebra g(CΓ), as given in [13].
It follows that we have the simple roots {αi | i ∈ I}, the fundamental dominant weights {Λi | i ∈ I},
and the invariant symmetric bilinear form ( , ) such that (αi, αj) = ci,j and (Λi, αj) = δij , for all
i, j ∈ I. Let Q+ :=
⊕
i∈I Z>0αi be the positive part of the root lattice. A root α ∈ Q+ is a linear
combination
∑
i∈I aiαi of its simple roots where ai ∈ Z>0, and the height of α is the sum
∑
i∈I ai,
denoted by ht(α).
We now fix a level l ∈ N. The symmetric group Sl acts on the left by place permutation on the
set I l of all l-tuples. An e-multicharge of l is an ordered l-tuple κ = (κ1, . . . , κl) ∈ I l. We define its
associated dominant weight of level l to be Λ := Λκ1 + · · ·+ Λκl .
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2.3 Khovanov–Lauda–Rouquier algebras
The Khovanov–Lauda–Rouquier algebras were discovered by Khovanov and Lauda [14], and indepen-
dently, Rouquier [18]. Brundan and Kleshchev transformed their work to give the following presenta-
tion.
Definition 2.1. [5] Let α ∈ Q+ such that ht(α) = n, and define the set
Iα = {i ∈ In | αi1 + · · ·+ αin = α}.
Then the algebra Hα is defined to be the unital associative F-algebra generated by the elements
{e(i) | i ∈ Iα} ∪ {y1, . . . , yn} ∪ {ψ1, . . . , ψn−1}
subject only to the following relations:
e(i)e(j) = δi,je(i);
∑
i∈Iαe(i) = 1;
yre(i) = e(i)yr; ψre(i) = e(sri)ψr; (2.1)
yrys = ysyr;
ψrys = ysψr if s 6= r, r + 1; (2.2)
ψrψs = ψsψr if |r − s| > 1; (2.3)
ψryr+1e(i) = (yrψr + δir,ir+1)e(i); (2.4)
yr+1ψre(i) = (ψryr + δir,ir+1)e(i); (2.5)
ψ2re(i) =

0 if ir = ir+1,
e(i) if ir+1 6= ir, ir ± 1,
(yr+1 − yr)e(i) if ir → ir+1,
(yr − yr+1)e(i) if ir ← ir+1,
(yr+1 − yr)(yr − yr+1)e(i) if ir  ir+1;
(2.6)
ψrψr+1ψre(i) =

(ψr+1ψrψr+1 + 1)e(i) if ir+2 = ir → ir+1,
(ψr+1ψrψr+1 − 1)e(i) if ir+2 = ir ← ir+1,
(ψr+1ψrψr+1 − 2yr+1 + yr + yr+2)e(i) if ir+2 = ir  ir+1,
ψr+1ψrψr+1e(i) otherwise,
(2.7)
for all admissible i, j, r, s.
Theorem 2.2. [5, Corollary 1] The algebra Hα is uniquely Z-graded.
We now define the affine Khovanov–Lauda–Rouquier algebra Hn to be the direct sum⊕
α∈Q+
ht(α)=n
Hα,
so that Hn is also non-trivially Z-graded.
We now introduce a shift homomorphism of algebras corresponding to the shift homomorphism
of symmetric groups as defined above, which is a special case of the homomorphisms as defined
by Fayers–Speyer in [11]. Let α, β ∈ Q+ be such that ht(α) = n and ht(β) = n − 1. For i ∈
Iβ, we set Ji := {j ∈ Iα | js+1 = is for 1 6 s 6 n− 1} and e(i)+1 =
∑
j∈Ji e(j). We now define the
homomorphism shift :Hβ →Hα by
e(i) 7→ e(i)+1, ψre(i) 7→ ψr+ke(i)+1, yre(i) 7→ yr+ke(i)+1.
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2.4 Cyclotomic Khovanov–Lauda–Rouquier algebras
For a positive root α ∈ Q+, the cyclotomic algebras H Λα are defined to be the quotients of Hα,
subject to the cyclotomic relations
y
(Λ,αi1 )
1 e(i) = 0,
for all i ∈ Iα. These cyclotomic relations are homogeneous, so that H Λα inherits a non-trivial Z-
grading. We define the cyclotomic Khovanov–Lauda–Rouquier algebra H Λn to be the direct sum⊕
α∈Q+
ht(α)=n
H Λα .
We introduce Brundan and Kleshchev’s remarkable Graded Isomorphism Theorem, connecting
the representation theory of the cyclotomic Hecke algebras with the cyclotomic Khovanov–Lauda–
Rouquier algebras.
Theorem 2.3. [5, Main Theorem] If e =∞ or char(F) - e, then H Λn is isomorphic to a cyclotomic
Hecke algebra (of type A).
In particular, H Λn
∼= FSn when e = char(F) and l = 1. Thus the cyclotomic Hecke algebras (of
type A), and hence the symmetric group algebras, are non-trivially Z-graded.
3 Combinatorics
We introduce many well known combinatorial objects in this section, which we will use later to
construct Specht modules for the cyclotomic Khovanov–Lauda–Rouquier algebras.
3.1 Young diagrams and partitions
A composition of n is a sequence λ = (λ1, λ2, λ3, . . . ) of non-negative integers such that
∑∞
i=1 λi = n.
For i > 1, we refer to the integers λi as the parts of λ. A partition of n is a composition λ for which
λi > λi+1 for all i > 1. We denote the empty partition (0, 0, . . . ) by ∅ and define (10) := ∅.
We fix a positive integer l and an e-multicharge κ = (κ1, . . . , κl). We write |λ(i)| = λ(i)1 +λ(i)2 + · · · ,
and define an l-multicomposition of n to be an ordered l-tuple λ = (λ(1), . . . , λ(l)) of compositions
such that
∑l
i=1 |λ(i)| = n. We refer to λ(i) as the ith component of λ. When each component of an
l-multicomposition λ is a partition, we say that λ is an l-multipartition. We abuse notation and also
write ∅ for the empty multipartition (∅, . . . ,∅). We denote the set of all l-multipartitions of n by
P ln.
Given l-multicompositions λ and µ of n, we say that λ dominates µ, if
m−1∑
i=1
|λ(i)|+
k∑
j=1
λ
(m)
j >
m−1∑
i=1
|µ(i)|+
k∑
j=1
µ
(m)
j ,
for all 1 6 m 6 l and k > 1. We write λD µ to mean that λ dominates µ.
The Young diagram of the l-multicomposition λ = (λ(1), . . . , λ(l)) is defined by
[λ] :=
{
(i, j,m) ∈ N× N× {1, . . . , l} | 1 6 j 6 λ(m)i
}
.
Each element (i, j,m) ∈ [λ] is called a node of λ, and in particular, an (i, j)-node of λ(m). We
draw the Young diagram of an l-multipartition as a column vector of Young diagrams [λ(1)], . . . , [λ(l)]
where [λ(i)] lies above [λ(i+1)] for all i > 1. For example, ((5, 3), (22, 1)) has the Young diagram
.
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The e-residue of a node A = (i, j,m) lying in the space N× N× {1, . . . , l} is defined by
resA := κm + j − i (mod e).
3.2 Tableaux
Let λ = (λ(1), . . . , λ(l)) ∈ P ln. A λ-tableau T = (T(1), . . . , T(l)) is a bijection T : [λ] → {1, . . . , n}.
Usually, we depict a λ-tableau T by inserting entries 1, . . . , n into the Young diagram [λ]; we say that
the entry lying in node (i, j,m) ∈ [λ] is the (i, j,m)-entry of T, denoted T(i, j,m). We refer to the
λ(i)-tableau T(i) as the ith component of T for all i ∈ {1, . . . , l}. We say that T is row-standard if the
entries in each row increase from left to right along the rows of each component of T. Similarly, we
say that T is column-standard if the entries in each column increase from top to bottom down the
columns of each component of T; we denote the set of all column-standard λ-tableaux by ColStd(λ).
If T is both row-standard and column-standard, then T is called standard ; we denote the set of all
standard λ-tableaux by Std(λ).
The column-initial tableau Tλ is the λ-tableau whose entries 1, . . . , n appear in order down con-
secutive columns, working from left to right in components l, l − 1, . . . , 1, in turn. For example,
T((5,3),(22,1)) = 6 8 10 12 13
7 9 11
1 4
2 5
3
.
Given a λ-tableau T, the symmetric group Sn acts naturally on the left of T. We define the
permutation wT ∈ Sn from
wTTλ = T.
For example, if
S = 4 8 10 11 12
7 9 13
1 5
2 6
3
,
then wST((5,3),(22,1)) = S where wS = (4 5 6)(11 13 12).
Let T be a λ-tableau. We write r = T(i, j,m) to denote that the integer entry r lies in node
(i, j,m) ∈ [λ], and set resT(r) = res(i, j,m). The residue sequence of T is defined to be
iT = (resT(1), . . . , resT(n)).
We set iλ = iTλ . For example, when e = 3 and κ = (0, 1), the 3-residues of the nodes in the Young
diagram of ((5, 3), (22, 1)) are given by
0 1 2 0 1
2 0 1
1 2
0 1
2
,
so that i((5,3),(22,1)) = (1, 0, 2, 2, 1, 0, 2, 1, 0, 2, 1, 0, 1) and iS = (1, 0, 2, 0, 2, 1, 2, 1, 0, 2, 0, 1, 1). We now
define the idempotent generator of H Λn with respect to T to be eT := e(iT).
Let λ ∈ P ln and T be a λ-tableau. Suppose that T(i1, j1,m) = r and T(i2, j2,m) = s (so that r
and s both lie in the mth component of T) such that 1 6 r 6= s 6 n. We write r →T s if i1 = i2 and
j1 < j2 and we write r ↓T s if i1 < i2 and j1 = j2.
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Lemma 3.1. [5, Lemma 3.3] Let λ ∈ P ln and T ∈ Std(λ). Then srT is also standard if and only if
neither r →T r + 1 nor r ↓T r + 1.
We let λ ∈P ln and now define a dominance order on λ-tableaux with respect to the Bruhat order
on Sn. Let S and T be λ-tableaux with corresponding reduced expressions wS and wT, respectively.
Then we say that T dominates S, written S E T, if and only if wS 6 wT.
4 Graded Specht modules
In this section we introduce the main objects of our study, graded Specht modules, following the theory
of Brundan, Kleshchev and Wang in [7]. We will work with the dual Specht module throughout,
however, we will refer to it as the Specht module itself for brevity, consistent with James’ classical
construction of Specht modules over FSn.
Recall that the presentation of Specht modules for FSn, as constructed by James, includes Garnir
relations [12, §7], which are far from straightforward to write down. We will see that Specht modules
asH Λn -modules must also satisfy Garnir relations that are arguably even more complicated than those
for the symmetric group. We now present the combinatorics needed to define these Garnir relations;
see [15, §7] for further details.
4.1 Garnir tableaux and Garnir relations
For λ ∈P ln, we call a node A = (i, j,m) ∈ [λ] such that (i, j + 1,m) ∈ [λ] a (column) Garnir node of
λ. The (column) A-Garnir belt BA is defined to be the set of nodes
BA = {(k, j,m) ∈ [λ] | k > i} ∪ {(k, j + 1,m) ∈ [λ] | 1 6 k 6 i} .
For example, B(3,1,1) in ((4
2, 2, 12), (2)) is shaded in the following Young diagram
.
Let r = Tλ(i, j,m) and s = Tλ(i, j + 1,m). We place the entries r, r+ 1, . . . , s in BA in order from
top right to bottom left. The resulting λ-tableau is called the (column) A-Garnir tableau, denoted
GA. The (column) (3, 1, 1)-Garnir ((4
2, 2, 12), (2))-tableau is
G(3,1,1) = 3 5 11 13
4 6 12 14
8 7
9
10
1 2
= s
9
↑
7
s
8
↑
6
s
7
↑
5
T((42,2,12),(2)).
A (column) A-brick is a set of e consecutive nodes
{(a, b,m), (a+ 1, b,m), . . . , (a+ e− 1, b,m)} ⊆ BA
such that res(a, b,m) = resA. Suppose that there are k bricks lying in the Garnir belt BA. If k > 0,
then we label the bricks B1A, B
2
A, . . . , B
k
A in BA from top to bottom, firstly down column j + 1 and
then down column j. For e = 3, the (3, 1, 1)-Garnir belt in our running example has two bricks,
labelled in the following Young diagram
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B1(3,1,1)
B2(3,1,1)
Let nA be the smallest number in the Garnir tableau GA in BA that also lies in a brick. We define
brick permutations of Sn by
wrA :=
nA+re−1∏
a=nA+e(r−1)
(a, a+ e) ∈ Sn
for each r ∈ {1, . . . , k − 1}. Informally, the brick permutation wrA swaps the rth and (r + 1)th bricks
in BA. Let the (column) brick permutation group be
Sk ∼= SA =
〈
w1A, w
2
A, . . . , w
k−1
A
〉
⊆ Sn.
We let TA be the λ-tableau obtained by placing the bricks B
1
A, B
2
A, . . . , B
k
A successively down
column j and then down column j + 1 in [λ]. The set of A-Garnir λ-tableaux is defined to be
GarA = {T ∈ ColStd(λ) | T = wTA for a brick permutation w ∈ SA} .
By the construction of GarA, we know that iT = iGA for all T ∈ GarA. We thus set iA := iGA to be
the residue sequence of every tableau lying in GarA.
In our running example, notice that T(3,1,1) = T((42,2,12),(2)). We now observe that there is only
one brick permutation w1(3,1,1) = s
7
↓
5
s
8
↓
6
s
9
↓
7
, so that S(3,1,1) is generated by w
1
(3,1,1). We have
w1(3,1,1)T((42,2,12),(2)) = G(3,1,1), and hence
Gar(3,1,1) =
{
G(3,1,1), T((42,2,12),(2))
}
.
From this set of tableaux, we obtain the Garnir elements gA for each Garnir node A ∈ [λ]. In
general, the Garnir elements are very complicated to compute; we refer the reader to [15, §7.5] for
further details. From our example, we find that the Garnir element of (3, 1, 1) is
g(3,1,1) = ψ7ψ6ψ5ψ8ψ7ψ6ψ9ψ8ψ7e(i(3,1,1))− 2e(i(3,1,1)).
For this paper, we specifically require the Garnir elements of Garnir nodes lying in the bipartitions
((n−m), (1m)) and ((n−m, 1m),∅), which are particularly easy to find.
4.1.1 Garnir elements of ((n−m), (1m))
Let λ = ((n−m), (1m)) and Ai = (1, i, 1) for i ∈ N. Then the complete set of Garnir nodes of λ is
{Ai | 1 6 i 6 n−m− 1} .
The Ai-Garnir belt BAi consists only of the two consecutive nodes (1, i, 1) and (1, i+ 1, 1) in the first
component of λ, as shown in the following shaded Young diagram
Ai .
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Thus, the Ai-Garnir λ-tableau is
GAi = m+ 1 m+i−1 m+i+1 m+i m+i+2 n
1
2
m
.
Notice that TAi = GAi . We write GAi = sm+iTλ. For e > 3, GAi has no Ai-bricks and hence
GarAi = {GAi} .
We set ψGAi = ψm+i. It follows that the Garnir element of Ai is defined to be
gAi = e(iAi)ψGAi = e(iAi)ψm+i = ψm+ie(iλ) (by eq. (2.1)).
4.1.2 Garnir elements of ((n−m, 1m),∅)
Let λ = ((n−m, 1m),∅) and Ai = (1, i+1, 1) for all i ∈ {0, . . . , n−m−2}. From the Garnir elements
of Garnir nodes in ((n−m), (1m)) given above, it follows that λ has Garnir elements
gAi = ψm+i+1e(iλ), ∀i ∈ {1, . . . , n−m− 2}.
We first find the Garnir element of nodeA0 = (1, 1, 1). The (1, 1, 1)-Garnir belt is BA0 = {(j, 1, 1) | 1 6 j 6 m+ 1}∪
{(1, 2, 1)}, depicted by the shaded area in the following Young diagram of λ
A0
∅
.
The A0-Garnir tableau is
GA0 = 2 1 m+3 m+4 n
3
m+2
∅
,
where GA0 = s1s2 . . . sm+1T((n−m,1m),∅). Notice that TA0 = GA0 . There are bm+1e c bricks B1A0 ,
B2A0 , . . . , B
b(m+1)/ec
A0
lying in the first column of GA0 , so that
SA0 =
〈
w1A0 , w
2
A0 , . . . , w
b(m+1−e)/ec
A0
〉 ∼= Sb(m+1)/ec.
It is clear that wrA0GA0 is not a column-standard λ-tableau for each r ∈ {1, . . . , b(m+ 1− e)/ec}.
Hence,
GarA0 = {GA0} .
We set ψGA0 = ψ1ψ2 . . . ψm+1. It follows that the Garnir element of A0 is
gA0 = e(iA0)ψGA0 = e(iA0)ψ1ψ2 . . . ψm+1 = ψ1ψ2 . . . ψm+1e(iλ) (by eq. (2.1)).
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4.2 Homogeneous presentation of Specht modules
Kleshchev, Mathas and Ram provide the following presentation of Specht modules.
Definition 4.1. [15, Definition 7.11] Let α ∈ Q+ such that ht(α) = n and let λ ∈P ln. The (column)
Specht module Sλ is the Hα-module generated by zλ subject only to the defining relations:
 e(iλ)zλ = zλ;
 yrzλ = 0 for all r ∈ {1, . . . , n};
 ψrzλ = 0 for all i ∈ {1, . . . , n− 1} such that r and r + 1 lie in the same column of Tλ;
 gAzλ = 0 for all Garnir nodes A in [λ].
4.3 A standard homogeneous basis of Specht modules
We let every w ∈ Sn have a fixed reduced expression w = sr1sr2 . . . srk throughout, and refer to it as
the preferred reduced expression of w. We define the associated element of H Λn
ψw := ψr1ψr2 . . . ψrk ,
which in general depends on the choice of a preferred reduced expression of w. For λ ∈ P ln and a
λ-tableau T, recall that wT ∈ Sn is defined from T = wTTλ. We now define the vector
vT := ψwTzλ ∈ Sλ.
In particular, we have vTλ = zλ.
Lemma 4.2. Let λ ∈ P ln, T be a λ-tableau and suppose that vT = ψwTzλ ∈ Sλ for some reduced
expression wT ∈ Sn. Then e(i)vT = δi,wTiλvT.
Proof. By employing eq. (2.1), we have that e(i)vT = e(i)ψwTzλ = ψwTe(w
−1
T i)zλ. If i = wTiλ, then
ψwTe(w
−1
T i)zλ = wTe(iλ)zλ = wTzλ = vT, by the first defining relation in Definition 4.1. However, we
have that w−1T i 6= iλ if i 6= wTiλ, and hence ψwTe(w−1T i)zλ = 0 by Definition 4.1.
Whilst the elements vT of Sλ also depend on the choice of a preferred reduced expression, in
general, the following result does not.
Theorem 4.3. [7, Corollary 4.6] For λ ∈P ln, the set of vectors {vT | T ∈ Std(λ)} is a homogeneous
F-basis of Sλ. Moreover, vS for any λ-tableau S can be written as a linear combination of F-basis
elements vT such that S D T.
We call this basis the standard homogeneous basis of Sλ and remark that Specht modules are
naturally Z-graded H Λn -modules.
5 Specht modules labelled by hook bipartitions
In this section, we begin our study of a particular family of Specht modules in level two of H Λn ,
namely those labelled by hook bipartitions, with quantum characteristic at least three. We thus fix
e ∈ {3, 4, . . . } and l = 2 from now on. We first give the presentations of Specht modules labelled
by hooks and Specht modules labelled by hook bipartitions. We then describe the standard basis
elements of the latter Specht modules and show how H Λn acts on these elements. Moreover, we find
non-trivial homomorphisms between Specht modules labelled by certain bipartitions, in particular
hook bipartitions, which fit into exact sequences.
We define a hook bipartition of n to be a bipartition of the form ((n − m), (1m)) for all m ∈
{0, . . . , n}. We will refer to the first component of a hook bipartition as its arm and to its second
component as its leg.
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5.1 Specht module presentations for hooks and hook bipartitions
It follows from Definition 4.1 that we can explicitly write down the Specht module presentations of
S((n−m),(1m)) and S((n−m,1m),∅) (and hence, also for S(∅,(n−m,1m))) since we determined the Garnir
relations for these Specht modules in Subsections 4.1.1 and 4.1.2, respectively.
Definition 5.1. 1. The Specht module S((n−m),(1m)) has a presentation given by
〈z((n−m),(1m)) ∣∣∣∣∣∣ e(i((n−m),(1m)))z((n−m),(1m)) = z((n−m),(1m)),yrz((n−m),(1m)) = 0 ∀ r ∈ {1, . . . , n},ψrz((n−m),(1m)) = 0 ∀ r ∈ {1, . . . ,m− 1} ∪ {m+ 1, . . . , n− 1} 〉.
2. The Specht module S((n−m,1m),∅) has a presentation given by
〈z((n−m,1m),∅) ∣∣∣∣∣∣∣∣ e(i((n−m,1m),∅))z((n−m,1m),∅) = z((n−m,1m),∅),yrz((n−m,1m),∅) = 0 ∀ r ∈ {1, . . . , n},ψrz((n−m,1m),∅) = 0 ∀ r ∈ {1, . . . ,m} ∪ {m+ 2, . . . , n− 1},ψ1 . . . ψm+1z((n−m,1m),∅) = 0 〉.
5.2 Homogeneous basis elements of S((n−m),(1m))
Given a standard ((n−m), (1m))-tableau T, we write aj := T(j, 1, 2) for all j ∈ {1, . . . ,m}. Then T is
completely determined by a1, . . . , am. We write
T = wTT((n−m),(1m)) ∈ Std((n−m), (1m)),
where
wT = s
a1−1↓
1
s
a2−1↓
2
. . . s
am−1↓
m
∈ Sn
is a reduced expression. If ai = i for all i ∈ {1, . . . ,m}, then T = T((n−m),(1m)). For 1 6 i 6 j < n, we
define
Ψ
j
↓
i
:= ψjψj−1 . . . ψi; Ψ
j
↑
i
:= ψiψi+1 . . . ψj .
We can now write
vT = ψwTz((n−m),(1m)) ∈ S((n−m),(1m)),
where
ψwT = Ψ
a1−1↓
1
Ψ
a2−1↓
2
. . .Ψ
am−1↓
m
∈H Λn .
The vectors vT ∈ S((n−m),(1m)), as T runs over all standard ((n−m), (1m))-tableaux, form a basis for
S((n−m),(1m)). For brevity, we write v(a1, . . . , am) := vT. Hence, if ai = i for all i ∈ {1, . . . ,m}, then
v(1, . . . ,m) = vT = z((n−m),(1m)).
5.3 The action of H Λn on S((n−m),(1m))
We now study the explicit action of the cyclotomic Khovanov–Lauda–Rouquier algebra on basis
elements of Specht modules labelled by hook bipartitions. Similarly, Speyer [20, §5] studied the
action of the Iwahori–Hecke algebra of type A on Specht modules labelled by hook partitions in
quantum characteristic two, and used this action to determine the decomposability of these Specht
modules. The computations given in this section and Subsection 6.1, which rely on the presentation
of H Λn , are much like those presented by Speyer.
We determine when the basis elements vT of S((n−m),(1m)) are killed by the generators ψ1, . . . , ψn−1
of H Λn .
Lemma 5.2. Suppose that 1 6 a1 < · · · < am 6 n and 1 6 i < n.
1. Let i 6≡ 2 + κ2 − κ1 (mod e). Then ψiv(a1, . . . , am) = 0 if i, i+ 1 ∈ {a1, . . . , am}.
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2. Let i 6≡ κ2 − κ1 (mod e). Then ψiv(a1, . . . , am) = 0 if i, i+ 1 6∈ {a1, . . . , am}.
Proof. We proceed by induction on the sum a1 + · · ·+ am.
1. Let r be such that ar = i and ar+1 = i+ 1. If i = r, then all of the terms Ψ
a1−1↓
1
, . . . ,Ψ
ar+1−1
↓
r+1
are
trivial. Thus, by employing eq. (2.3) and the first part of Definition 5.1, we have
ψiv(a1, . . . , am) = ψiΨ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
ψiz((n−m),(1m)) = 0.
Now assume that i > r + 1, and using eq. (2.3), we observe that
ψiv(a1, . . . , am)
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψiψi−1ψiΨ
i−2
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψiψi−1ψiψwTz((n−m),(1m)),
where wT = s
i−2
↓
r
s
i−1
↓
r+1
s
ar+2−1
↓
r+2
. . . s
am−1↓
m
such that T = wTT((n−m),(1m)). We observe that T(r, 1, 2) =
i−1, T(r+ 1, 1, 2) = i and T(1, i− r, 1) = i+ 1, and moreover, resT(r, 1, 2) ≡ κ2 + 1− r (mod e),
resT(r+ 1, 1, 2) ≡ κ2− r (mod e) and resT(1, i− r, 1) 6≡ κ2− r+ 1 (mod e). Recall that eT is the
idempotent with respect to T. By applying eq. (2.1) and eq. (2.7), we thus have
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψiψi−1ψiΨ
i−2
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψiψi−1ψiΨ
i−2
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
e(i((n−m),(1m)))z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψiψi−1ψieTΨ
i−2
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψi−1ψiψi−1Ψ
i−2
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψi−1ψiψi−1v(1, . . . , r − 1, i− 1, i, ar+2, . . . , am),
where ψi−1v(1, . . . , r−1, i−1, i, ar+2, . . . , am) equals zero by induction if i−1 6≡ 2 + κ2 − κ1 (mod e).
Now suppose that i ≡ κ2 − κ1 + 3 (mod e). We note that the terms Ψ
i−2
↓
r
and Ψ
i−1
↓
r+1
are trivial if
i = r + 1. Thus, by applying eq. (2.3) and Definition 5.1, we have
ψi−1v(1, . . . , r − 1, i− 1, i, ar+2, . . . , am) = ψi−1Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
ψi−1z((n−m),(1m)) = 0.
We now suppose that i > r + 2. Then, by using eq. (2.7), ψiv(a1, . . . , am) becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψi−1ψiψi−1ψi−2ψi−1Ψ
i−3
↓
r
Ψ
i−2
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψi−1ψi(ψi−2ψi−1ψi−2 + 1)Ψ
i−3
↓
r
Ψ
i−2
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .
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. . .Ψ
am−1↓
m
z((n−m),(1m)).
By splitting this sum into its two terms, the first term becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψi−1ψiψi−2ψi−1ψi−2v(1, . . . , r − 1, i− 2, i− 1, ar+2, . . . , am),
where ψi−2v(1, . . . , r−1, i−2, i−1, ar+2, . . . , am) is zero by induction since i−2 6≡ 2 + κ2 − κ1 (mod e).
The second term is
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψi−1ψiΨ
i−3
↓
r
Ψ
i−2
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m)),
which becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
ψiz((n−m),(1m)) = 0
by Definition 5.1 if r+1 = m. We now assume that r+1 < m, so that the second term becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
i+2
ψiψi+1ψiΨ
i−1
↓
r+2
Ψ
ar+3−1
↓
r+3
. . . . . .Ψ
am−1↓
m
z((n−m),(1m)),
by using eq. (2.3). If e 6= 3, then by using eq. (2.7) this term becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
i+2
ψi+1ψiψi+1Ψ
i−1
↓
r+2
Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
z((n−m),(1m)),
whereas if e = 3, then by using eq. (2.7) the term becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
i+2
(ψi+1ψiψi+1 − 1)Ψ
i−1
↓
r+2
Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
z((n−m),(1m)).
We first assume that e is arbitrary and see that the first term in its sum (and only term if e 6= 3)
is
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
i+2
ψi+1ψiψi+1Ψ
i−1
↓
r+2
Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
z((n−m),(1m)),
and moreover, if m = r + 2, this equals
Ψ
a1−1↓
1
. . .Ψ
am−3−1
↓
m−3
Ψ
i−3
↓
m−2
Ψ
i−2
↓
m−1
Ψ
am−1↓
i+2
ψi+1ψiψi+1Ψ
i−1
↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
am−3−1
↓
m−3
Ψ
i−3
↓
m−2
Ψ
i−2
↓
m−1
Ψ
am−1↓
i+2
ψi+1ψiΨ
i−1
↓
m
ψi+1z((n−m),(1m)) = 0,
by eq. (2.3) and Definition 5.1. Now supposing that m > r + 2, this term is
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
i+2
ψi+1ψiψi+1v(1, . . . , r + 1, i, ar+3, . . . , am),
where ψi+1v(1, . . . , r + 1, i, ar+3, . . . , am) equals zero by the inductive hypothesis of part (2) of
the lemma if e 6= 4, in which case i+ 1 6≡ κ2 − κ1 (mod e). We now assume that e = 4. Then,
by using eq. (2.3) and eq. (2.7), this term becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
Ψ
ar+3−1
↓
i+3
ψi+1ψi+2ψi+1Ψ
i
↓
r+3
Ψ
ar+4−1
↓
r+4
. . .
. . .Ψ
am−1↓
m
z((n−m),(1m))
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= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
Ψ
ar+3−1
↓
i+3
(ψi+2ψi+1ψi+2 − 1)Ψ
i
↓
r+3
Ψ
ar+4−1
↓
r+4
. . .
. . .Ψ
am−1↓
m
z((n−m),(1m)).
If m = r + 3, then by applying eq. (2.3) and Definition 5.1, the first term of this expression
equals
Ψ
a1−1↓
1
. . .Ψ
am−4−1
↓
m−4
Ψ
i−3
↓
m−3
Ψ
i−1
↓
m−2
Ψ
am−1−1
↓
m−1
Ψ
am−1↓
i+3
ψi+2ψi+1ψi+2Ψ
i
↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
am−4−1
↓
m−4
Ψ
i−3
↓
m−3
Ψ
i−1
↓
m−2
Ψ
am−1−1
↓
m−1
Ψ
am−1↓
i+3
ψi+2ψi+1Ψ
i
↓
m
ψi+2z((n−m),(1m)) = 0,
and the second term becomes
−Ψ
a1−1↓
1
. . .Ψ
am−4−1
↓
m−4
Ψ
i−3
↓
m−3
Ψ
i−1
↓
m−2
Ψ
am−1−1
↓
m−1
Ψ
am−1↓
i+3
Ψ
i
↓
m
z((n−m),(1m))
= −Ψ
a1−1↓
1
. . .Ψ
am−4−1
↓
m−4
Ψ
i−3
↓
m−3
Ψ
i−1
↓
m−2
Ψ
am−1−1
↓
m−1
Ψ
am−1↓
i+4
Ψ
i
↓
m
ψi+3z((n−m),(1m)) = 0.
Now supposing that m > r + 3, then the first term is
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
Ψ
ar+3−1
↓
i+3
ψi+2ψi+1
· ψi+2v(1, . . . , r + 2, i+ 1, ar+4, . . . , am),
where ψi+2v(1, . . . , r+ 2, i+ 1, ar+4, . . . , am) equals zero by the inductive hypothesis of part (2)
of the lemma, since i+ 2 6≡ κ2 − κ1 (mod 4). We now look at the second term and first suppose
that ar+3 = i+ 3. Then we have
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
ψi+1(ψiψi−1ψi)Ψ
i−2
↓
r+2
Ψ
i−1
↓
r+3
Ψ
ar+4−1
↓
r+4
. . .Ψ
am−1↓
m
z((n−m),(1m))
= −Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
ψi+1(ψi−1ψiψi−1)Ψ
i−2
↓
r+2
Ψ
i−1
↓
r+3
Ψ
ar+4−1
↓
r+4
. . .Ψ
am−1↓
m
z((n−m),(1m))
= −Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
ψi+1ψi−1ψi(ψi−1ψi−2ψi−1)Ψ
i−3
↓
r+2
Ψ
i−2
↓
r+3
Ψ
ar+4−1
↓
r+4
. . .
. . .Ψ
am−1↓
m
z((n−m),(1m))
= −Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
ψi+1ψi−1ψi(ψi−2ψi−1ψi−2 + 1)Ψ
i−3
↓
r+2
Ψ
i−2
↓
r+3
Ψ
ar+4−1
↓
r+4
. . .
. . .Ψ
am−1↓
m
z((n−m),(1m)),
by eq. (2.3) and eq. (2.7). By splitting this sum into its two terms, the first term becomes
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
ψi+1ψi−1ψiψi−2ψi−1
· ψi−2v(1, . . . , r + 1, i− 2, i− 1, ar+4, . . . , am),
where ψi−2v(1, . . . , r + 1, i − 2, i − 1, ar+4, . . . , am) equals zero by the inductive hypothesis of
part (1) of the lemma. The second term becomes
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
ψi+1ψi−1Ψ
i−3
↓
r+2
ψiv(1, . . . , r + 2, i− 1, ar+4, . . . , am),
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where ψiv(1, . . . , r + 2, i − 1, ar+4, . . . , am) equals zero by the inductive hypothesis of part (2)
of the lemma. Instead suppose that ar+3 > i+ 3. Then, by eq. (2.3) and eq. (2.7), the second
term becomes
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
Ψ
ar+3−1
↓
i+4
Ψ
i
↓
r+3
Ψ
ar+4−1
↓
i+5
ψi+3ψi+4ψi+3
·Ψ
i+2
↓
r+4
Ψ
ar+5−1
↓
r+5
. . .Ψ
am−1↓
m
z((n−m),(1m))
= −Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
Ψ
ar+3−1
↓
i+4
Ψ
i
↓
r+3
Ψ
ar+4−1
↓
i+5
ψi+4ψi+3ψi+4
·Ψ
i+2
↓
r+4
Ψ
ar+5−1
↓
r+5
. . .Ψ
am−1↓
m
z((n−m),(1m))
= −Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
Ψ
ar+3−1
↓
i+4
Ψ
i
↓
r+3
Ψ
ar+4−1
↓
i+5
ψi+4ψi+3
· ψi+4v(1, . . . , r + 3, i+ 3, ar+5, . . . , am),
where ψi+4v(1, . . . , r+ 3, i+ 3, ar+5, . . . , am) equals zero by the inductive hypothesis of part (2)
of the lemma.
We now assume that e = 3. Then, by using eq. (2.3), the second term from above becomes
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
i−3
↓
r
Ψ
ar+2−1
↓
i+2
ψi−1Ψ
i−2
↓
r+1
Ψ
i−1
↓
r+2
Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
z((n−m),(1m)).
If i = r + 2, then the terms Ψ
i−3
↓
r
, Ψ
i−2
↓
r+1
and Ψ
i−1
↓
r+2
are trivial, so we thus have
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar+2−1
↓
i+2
ψi−1Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
z((n−m),(1m))
= −Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar+2−1
↓
i+2
Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
ψi−1z((n−m),(1m)) = 0,
by eq. (2.3) and Definition 5.1. We now assume that i > r + 3 and rewrite this expression to be
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar+2−1
↓
i+2
Ψ
i−3
↓
r
ψi−1ψi−2ψi−1Ψ
i−3
↓
r+1
Ψ
i−2
↓
r+2
Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
z((n−m),(1m))
= −Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar+2−1
↓
i+2
Ψ
i−3
↓
r
(ψi−2ψi−1ψi−2 − 1)Ψ
i−3
↓
r+1
Ψ
i−2
↓
r+2
Ψ
ar+3−1
↓
r+3
. . .
. . .Ψ
am−1↓
m
z((n−m),(1m)),
by using eq. (2.3) and eq. (2.7); we again consider its two summands. The first term is
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar+2−1
↓
i+2
Ψ
i−3
↓
r
ψi−2ψi−1ψi−2v(1, . . . , r, i− 2, i− 1, ar+3, . . . , am),
where ψi−2v(1, . . . , r, i−2, i−1, ar+3, . . . , am) equals zero by induction since i−2 6≡ 2 + κ2 − κ1 (mod 3).
The second term becomes
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar+2−1
↓
i+2
ψi−3Ψ
i−4
↓
r
Ψ
i−3
↓
r+1
Ψ
i−2
↓
r+2
Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
z((n−m),(1m)).
If i = r + 3, then Ψ
i−4
↓
r
Ψ
i−3
↓
r+1
Ψ
i−2
↓
r+2
is trivial, so the expression becomes
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar+2−1
↓
i+2
Ψ
ar+3−1
↓
r+3
. . .Ψ
am−1↓
m
ψi−3z((n−m),(1m)) = 0,
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by eq. (2.3) and Definition 5.1. Now supposing that i > r + 4, the expression becomes
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar+2−1
↓
i+2
ψi−3v(1, . . . , r − 1, i− 3, i− 2, i− 1, ar+3, . . . , am),
where ψi−3v(1, . . . , r − 1, i− 3, i− 2, i− 1, ar+3, . . . , am) equals zero by induction since i− 3 6≡
2 + κ2 − κ1 (mod e). Thus, we have proved the first statement, as required, by assuming the
inductive hypothesis for both parts of the lemma.
2. We prove the second statement similarly to the first, by using the inductive hypotheses of
both statements, together with the relations in the Khovanov–Lauda–Rouquier algebra and the
Specht module presentations given in Definition 2.1 and in the first part of Definition 5.1.
Remark 5.3. We note that these are not the only cases when ψi kills the basis vector v(a1, . . . , am),
for 1 6 i < n. For example, let e = 3, κ = (0, 0), i = 3, and S((3),(13)). Then ψ3v(1, 2, 4) = 0,
where 3 6∈ {a1, a2, a3}. In Subsection 6.1, we will expand on the previous lemma and give an explicit
description of the complete action of the generators ψ1, . . . , ψn−1 ∈ H Λn on the basis elements vT ∈
S((n−m),(1m)).
Lemma 5.4. If i 6≡ 1 + κ2 − κ1 (mod e) with i 6 m, then yiΨ
m
↑
i
z((n−m),(1m)) = 0.
Proof. We proceed by downwards induction on i. If i = m, then ymψmz((n−m),(1m)) = ψmym+1z((n−m),(1m)) =
0 by eq. (2.4) and the first part of Definition 5.1. We now suppose that i < m. Then
yiΨ
m
↑
i
z((n−m),(1m)) = ψiyi+1Ψ
m
↑
i+1
z((n−m),(1m))
by eq. (2.1) and eq. (2.4), where yi+1Ψ
m
↑
i+1
z((n−m),(1m)) equals zero by induction if i 6≡ κ2 − κ1 (mod e).
Assuming that i ≡ κ2 − κ1 (mod e), this term becomes
ψi(ψi+1yi+2 − 1)Ψ
m
↑
i+2
z((n−m),(1m)) = ψiψi+1yi+2Ψ
m
↑
i+2
z((n−m),(1m)) − ψiΨ
m
↑
i+2
z((n−m),(1m)),
by eq. (2.4). The first term equals zero since yi+2Ψ
m
↑
i+2
z((n−m),(1m)) equals zero by induction, whilst
the second term becomes −Ψ
m
↑
i+2
ψiz((n−m),(1m)) = 0 by eq. (2.3) and Definition 5.1.
We now show when the generators y1, . . . , yn ∈H Λn act trivially on basis elements vT ∈ S((n−m),(1m)).
Lemma 5.5. 1. Let i ≡ 1 + κ2 − κ1 (mod e). Then yiv(a1, . . . , am) = 0 if and only if either
i ∈ {a1, . . . , am} or i+ 1 6∈ {a1, . . . , am}.
2. Let i ≡ 2 + κ2 − κ1 (mod e). Then yiv(a1, . . . , am) = 0 if and only if either i− 1 ∈ {a1, . . . , am}
or i 6∈ {a1, . . . , am}.
3. Let i− κ2 + κ1 6≡ 1, 2 (mod e). Then yiv(a1, . . . , am) = 0.
Proof. We first proceed by simultaneous induction on the sum a1+· · ·+am to show that yiv(a1, . . . , am)
equals zero in the following six cases:
 i ≡ 1 + κ2 − κ1 (mod e) and i ∈ {a1, . . . , am};
 i ≡ 1 + κ2 − κ1 (mod e) and i+ 1 6∈ {a1, . . . , am};
 i ≡ 2 + κ2 − κ1 (mod e) and i− 1 ∈ {a1, . . . , am};
 i ≡ 2 + κ2 − κ1 (mod e) and i 6∈ {a1, . . . , am};
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 i− κ2 + κ1 6≡ 1, 2 (mod e) and i ∈ {a1, . . . , am};
 i− κ2 + κ1 6≡ 1, 2 (mod e) and i 6∈ {a1, . . . , am}.
We label these cases A, A′, B, B′, C and C ′, respectively, from top to bottom. We only provide full
details of the statements A and A′ since the other statements are similarly proved using Theorem 6.1
and the first part of Definition 5.1.
1. (a) Suppose that i ∈ {a1, . . . , am} and let ar = i. If i = r then Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
is trivial, so that
yiv(a1, . . . , am) = yiΨ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
yiz((n−m),(1m)) = 0,
by eq. (2.2) and Definition 5.1. We now suppose that i > r + 1. Then, by using eq. (2.2)
and eq. (2.5), we have
yiv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
yiψi−1Ψ
i−2
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψi−1yi−1Ψ
i−2
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψi−1yi−1v(1, . . . , r − 1, i− 1, ar+1, . . . , am),
where yi−1v(1, . . . , r − 1, i− 1, ar+1, . . . , am) equals zero by the inductive hypothesis of C.
(b) Suppose that i + 1 6∈ {a1, . . . , am}, so let ar 6 i and ar+1 > i+ 2. If i = r then
yiv(a1, . . . , am) is trivial by part (a). So let i > r + 1.
i. Suppose that ar = i. Then yiv(a1, . . . , am) = 0 by part (a).
ii. Suppose that ar 6 i− 1. Then, by applying eq. (2.2) and eq. (2.4), we have
yiv(a1, . . . , am)
= Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
Ψ
ar+1−1
↓
i+1
yiψiΨ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
Ψ
ar+1−1
↓
i+1
(ψiyi+1 − 1)Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
Ψ
ar+1−1
↓
i+1
ψiyi+1v(1, . . . , r, i, ar+2, . . . , am)
−Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
Ψ
ar+1−1
↓
i+2
ψi+1v(1, . . . , r, i, ar+2, . . . , am),
where yi+1v(1, . . . , r, i, ar+2, . . . , am) equals zero by the inductive hypothesis of B and
ψi+1v(1, . . . , r, i, ar+2, . . . , am) equals zero by part two of Lemma 5.2 since ar+2 > i+ 3
and i+ 1 6≡ κ2 − κ1 (mod e).
2. (a) Suppose that i − 1 ∈ {a1, . . . , am} and let ar = i − 1. If ar+1 = i, we show that
yiv(a1, . . . , am) = 0 by using that inductive hypothesis of A and the first part of Lemma 5.2.
We now suppose that ar+1 > i and provide details of the base case as follows. If i = r+ 1,
then the term Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
is trivial. Thus, by eq. (2.2), we have
yiv(a1, . . . , am) = yiΨ
ai−1↓
i
Ψ
ai+1−1
↓
i+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
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= Ψ
ai−1↓
i+1
Ψ
ai+1−1
↓
i+2
. . .Ψ
am−1↓
m+1
yiΨ
m
↑
i
z((n−m),(1m)),
where yiΨ
m
↑
i
z((n−m),(1m)) = 0 by Lemma 5.4. We then let i > r + 1 and show that
yiv(a1, . . . , am) = 0 by using the inductive hypothesis of C
′.
(b) Suppose that i 6∈ {a1, . . . , am}. We show that statement B′ holds by the inductive hypoth-
esis of C ′.
3. (a) Suppose that i ∈ {a1, . . . , am} and show that statement C holds by the inductive hypotheses
of A and C, together with the second part of Lemma 5.2.
(b) Suppose that ar−1 6 i− 1 and ar > i+ 1. We let i = r for the base case and remark
that yrv(a1, . . . , am) equals zero, similarly to part 2(a), by applying Lemma 5.4. We now
suppose that i > r, and prove this case using the inductive hypotheses of B, C and C ′,
together with the second part of Lemma 5.2.
We now suppose that i ≡ κ2 − κ1 + 1 (mod e), i 6∈ {a1, . . . , am} and i + 1 ∈ {a1, . . . , am}. Let
ar 6 i− 1 and ar+1 = i+ 1. By using eq. (2.2) and eq. (2.4), we have
yiv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
yiψiΨ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
(ψiyi+1 − 1)Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
ψiyi+1v(1, . . . , r, i, ar+2, . . . , am)
−Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
Ψ
i−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m)),
where yi+1v(1, . . . , r, i, ar+2, . . . , am) equals zero by B
′, whilst the second term is clearly non-zero.
Finally, suppose that i ≡ κ2 − κ1 + 2 (mod e), i− 1 6∈ {a1, . . . , am} and i ∈ {a1, . . . , am}. We let
ar 6 i− 2 and ar+1 = i. Then, by eq. (2.2) and eq. (2.5), we have
yiv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
yiψi−1Ψ
i−2
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
(ψi−1yi−1 + 1)Ψ
i−2
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
ψi−1yi−1v(1, . . . , r, i− 1, ar+2, . . . , am)
+ Ψ
a1−1↓
1
. . .Ψ
ar−1↓
r
Ψ
i−2
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m)),
where yi−1v(1, . . . , r, i − 1, ar+2, . . . , am) equals zero by A, whilst the second term is clearly non-
zero.
5.4 Specht module homomorphisms
We now consider Specht module H Λn -homomorphisms H : Sλ → Sµ such that λ, and similarly µ,
is either a hook bipartition or a bipartition with only one non-empty component that is a hook
partition. Suppose that T ∈ Std(λ). Then it is apparent from Lemma 4.2 that the homomorphism H
maps vT ∈H Λn to either 0 or a linear combination of standard basis elements vS for some S ∈ Std(µ)
when H is a non-trivial H Λn -homomorphism, in which case iT = iS.
For a standard ((n − m, 1m),∅)-tableau S, we write bj := S(j, 1, 1) for all j ∈ {2, . . . ,m + 1}.
Then S is completely determined by b2, . . . , bm+1. Analogously to the homogeneous elements of
((n−m), (1m)), we write
vS = Ψ
b2−1↓
2
Ψ
b3−1↓
3
. . .Ψ
bm+1−1
↓
m+1
z((n−m,1m),∅) ∈ S((n−m,1m),∅).
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Thus vS is completely determined by b2, . . . , bm+1, and we write v(b2, . . . , bm+1) := vS. Similarly, for
T ∈ Std(∅, (n −m, 1m)), we define v(c2, . . . , cm+1) to be vT ∈ S(∅,(n−m,1m)). We note that it will be
obvious throughout for which Specht module v(−, . . . ,−) belongs to.
Proposition 5.6. 1. If n ≡ κ2 − κ1 + 1 (mod e) and 0 6 m 6 n− 1, then there exists the follow-
ing non-zero homomorphism of Specht modules
γm : S((n−m),(1m)) −→ S((n−m−1),(1m+1)), γm
(
z((n−m),(1m))
)
= v(1, . . . ,m, n).
2. If κ2 ≡ κ1 − 1 (mod e), then there exist the following two non-zero homomorphisms of Specht
modules.
(a) For 1 6 m 6 n− 1, we have
χm : S((n−m,1m),∅) −→ S((n−m),(1m)), χm
(
z((n−m,1m),∅)
)
= v(2, 3, . . . ,m+ 1).
(b) For 1 6 m 6 n, we have
τm : S((n−m),(1m)) −→ S(∅,(n−m+1,1m−1)), τm
(
z((n−m),(1m))
)
= z(∅,(n−m+1,1m−1)).
3. If κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e), then there exist the following three non-zero
homomorphisms of Specht modules.
(a) For 0 6 m 6 n− 2, we have
αm : S((n−m,1m),∅) −→ S((n−m−1,1m+1),∅), αm
(
z((n−m,1m),∅)
)
= v(2, . . . ,m+ 1, n).
(b) For 0 6 m 6 n− 2, we have
βm : S(∅,(n−m,1m)) −→ S(∅,(n−m−1,1m+1)), βm
(
z(∅,(n−m,1m))
)
= v(2, . . . ,m+ 1, n).
(c) For 1 6 m 6 n− 1, we have
φm : S((n−m+1,1m−1),∅) −→ S((n−m),(1m)), φm
(
z((n−m+1,1m−1),∅)
)
= v(2, . . . ,m, n).
Proof. Residues are taken modulo e throughout.
1. Firstly, let m < n− 1. We know from Lemma 3.1 that the ((n−m− 1), (1m+1))-tableau
T = s
n−1
↓
m+1
T((n−m−1),(1m+1)) = m+1 n−1
1
m
n
is standard, and hence v(1, . . . ,m, n) = Ψ
n−1
↓
m+1
z((n−m−1),(1m+1)) 6= 0.
Recall the presentation of S((n−m),(1m)) as given in the first part of Definition 5.1. We show
that Ψ
n−1
↓
m+1
z((n−m−1),(1m+1)) satisfies the defining relations that z((n−m),(1m)) satisfies. We first
observe that T((n−m),(1m)) and s
n−1
↓
m+1
T((n−m−1),(1m+1)) share the same e-residue sequence, that is,
i((n−m),(1m)) = iT = s
n−1
↓
m+1
i((n−m−1),(1m+1)). By part 1 of Definition 5.1 and eq. (2.1), we thus
have
e(i((n−m),(1m)))Ψ
n−1
↓
m+1
z((n−m−1),(1m+1)) = eTΨ
n−1
↓
m+1
z((n−m−1),(1m+1))
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= Ψ
n−1
↓
m+1
e(i((n−m−1),(1m+1)))z((n−m−1),(1m+1))
= Ψ
n−1
↓
m+1
z((n−m−1),(1m+1)).
Applying eq. (2.2) and eq. (2.3), it is clear that Ψ
n−1
↓
m+1
z((n−m−1),(1m+1)) is killed by y1, . . . , ym
and ψ1, . . . , ψm−1.
(i) Let i ∈ {m+ 1, . . . , n− 1}. Then, by eq. (2.2), we have
yiΨ
n−1
↓
m+1
z((n−m−1),(1m+1)) = Ψ
n−1
↓
i+1
yiΨ
i
↓
m+1
z((n−m−1),(1m+1)),
which clearly equals zero by part 3 of Lemma 5.5 if i−κ2+κ1 6≡ 1, 2 (mod e). First suppose
that i ≡ 1 + κ2 − κ1 (mod e). It follows that i 6 n− e 6 n− 3 since i ≡ n (mod e) and
i < n. We thus have
Ψ
n−1
↓
i+1
yiψiΨ
i−1
↓
m+1
z((n−m−1),(1m+1)) = Ψ
n−1
↓
i+1
(ψiyi+1 − 1)Ψ
i−1
↓
m+1
z((n−m−1),(1m+1)) = 0,
by eq. (2.4) and Definition 5.1. Now suppose that i ≡ 2 + κ2 − κ1 (mod e). Then
Ψ
n−1
↓
i+1
yiψiΨ
i−1
↓
m+1
z((n−m−1),(1m+1)) = Ψ
n−1
↓
i+1
Ψ
i
↓
m+1
yi+1z((n−m−1),(1m+1)) = 0,
by eq. (2.4) and Definition 5.1. Finally, ynΨ
n−1
↓
m+1
z((n−m−1),(1m+1)) = ynv(1, . . . ,m, n), which
is zero by part 1 of Lemma 5.5 since n ≡ 1 + κ2 − κ1 (mod e).
(ii) For i ∈ {m+ 1, . . . , n− 2}, we have
ψiΨ
n−1
↓
m+1
z((n−m−1),(1m+1))
= Ψ
n−1
↓
i+2
ψiψi+1ψiΨ
i−1
↓
m+1
z((n−m−1),(1m+1))
=

Ψ
n−1
↓
i+2
ψi+1ψiψi+1Ψ
i−1
↓
m+1
z((n−m−1),(1m+1)) if i 6≡ κ2 − κ1 (mod e);
Ψ
n−1
↓
i+2
(ψi+1ψiψi+1 − 1)Ψ
i−1
↓
m+1
z((n−m−1),(1m+1)) if i ≡ κ2 − κ1 (mod e)
= 0,
by applying eq. (2.3) and eq. (2.7).
We now let i = n− 1 and observe that
ψn−1Ψ
n−1
↓
m+1
z((n−m−1),(1m+1)) = ψ2n−1Ψ
n−2
↓
m+1
z((n−m−1),(1m+1))
= (yn−1 − yn)Ψ
n−2
↓
m+1
z((n−m−1),(1m+1)),
by eq. (2.6). The second term of this expression is clearly zero, and the first term is zero
by part 3 of Lemma 5.5 since n ≡ κ2 − κ1 + 1 (mod e).
Finally, let m = n− 1. Clearly, z(∅,(1n)) is non-zero. We see that T((1),(1n−1)) and T(∅,(1n)) share
the e-residue sequence i((1),(1n−1)) since res(1, 1, 1) = κ1 = κ2 + 1 − n = res(2, n, 1). We thus
have e(i((1),(1n−1)))z(∅,(1n)) = z(∅,(1n)). We note that the remaining relations are trivial.
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2. For the first part, we show that ψ1 . . . ψmz((n−m),(1m)) satisfies the defining relations that z((n−m,1m),∅)
satisfies in the second part of Definition 5.1 by using the Khovanov–Lauda–Rouquier algebra
and Specht module presentations, and for the second part it suffices to check that T((n−m),(1m))
and T(∅,(n−m+1,1m−1)) share the same e-residue sequence.
3. For the first part, we show that Ψ
n−1
↓
m+2
z((n−m−1,1m+1),∅) satisfies the defining relations that
z((n−m,1m),∅) satisfies in the second part of Definition 5.1 by using the Khovanov–Lauda–
Rouquier algebra and Specht module presentations, which the second part follows from since
T(∅,(n−m,1m)) and s
n−1
↓
m+2
T(∅,(n−m−1,1m+1)) share the same e-residue sequence. For the third part,
we show that ψ1 . . . ψm−1Ψ
n−1
↓
m
z((n−m),(1m)) satisfies the defining relations that z((n−m+1,1m−1),∅)
satisfies, which can be deduced from Definition 5.1.
We can compose the above homomorphisms of Specht modules as follows.
Lemma 5.7. If κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e), then
1. βm−1 ◦ τm = τm+1 ◦ γm, and
2. γm ◦ χm = χm+1 ◦ αm = φm+1.
Proof. To check the above equalities, we show that the generator z((n−m),(1m)) satisfies them. We
apply Proposition 5.6 throughout.
1. We have
βm−1 ◦ τm
(
z((n−m),(1m))
)
= βm−1
(
z(∅,(n−m+1,1m−1))
)
= Ψ
n−1
↓
m+1
z(∅,(n−m,1m))
= τm+1
(
Ψ
n−1
↓
m+1
z((n−m−1),(1m+1))
)
= τm+1 ◦ γm
(
z((n−m),(1m))
)
.
2. We first observe that φm+1
(
z((n−m,1m),∅)
)
= Ψ
m
↑
1
Ψ
n−1
↓
m+1
z((n−m−1),(1m+1)). By applying eq. (2.3),
we see that
γm ◦ χm
(
z((n−m,1m),∅)
)
= γm
(
Ψ
m
↑
1
z((n−m),(1m))
)
= Ψ
m
↑
1
Ψ
n−1
↓
m+1
z((n−m−1),(1m+1))
= χm+1
(
Ψ
n−1
↓
m+2
z((n−m−1,1m+1))
)
= χm+1 ◦ αm
(
z((n−m,1m),∅)
)
.
We now determine when the aforementioned Specht module homomorphisms act non-trivially.
Lemma 5.8. Let S ∈ Std((n−m), (1m)), T ∈ Std((n−m, 1m),∅) and U ∈ Std(∅, (n−m, 1m)), where
S, T and U are determined by {a1, . . . , am}, {b2, . . . , bm+1} and {c2, . . . , cm+1}, respectively.
1. Let n ≡ κ2 − κ1 + 1 (mod e). Then γm(vS) 6= 0 if and only if am < n, in which case γm(vS) =
v(a1, . . . , am, n) ∈ S((n−m−1),(1m+1)).
2. Let κ2 ≡ κ1 − 1 (mod e).
(a) Then 0 6= χm(vT) = v(b2, . . . , bm+1) ∈ S((n−m),(1m)).
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(b) Then τm(vT) 6= 0 if and only if a1 = 1, in which case τm(vT) = v(1, a2, . . . , am) ∈
S(∅,(n−m+1,1m−1)).
3. Let κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e).
(a) Then αm(vT) 6= 0 if and only if bm+1 < n, in which case αm(vT) = v(b2, . . . , bm+1, n) ∈
S((n−m−1,1m+1),∅).
(b) Then βm(vU) 6= 0 if and only if cm+1 < n, in which case βm(vU) = v(c2, . . . , cm+1, n) ∈
S(∅,(n−m−1,1m+1)).
(c) Then φm+1(vT) 6= 0 if and only if bm+1 < n, in which case φm+1(vT) = v(b2, . . . , bm+1, n) ∈
S((n−m−1),(1m+1)).
Proof. We provide details only for the third part since the other parts are proved similarly. We write
ψwT = Ψ
b2−1↓
2
. . .Ψ
bm+1−1
↓
m+1
and apply the third part of Proposition 5.6 throughout.
(a) Let bm+1 < n. Then, for m < n− 1,
αm
(
ψwTz((n−m,1m),∅)
)
= ψwTΨ
n−1
↓
m+2
z((n−m−1,1m+1),∅) = v(b2, . . . , bm+1, n) 6= 0.
Instead, suppose that bm+1 = n. Then
αm
(
ψwTz((n−m,1m),∅)
)
= Ψ
b2−1↓
2
. . .Ψ
bm−1↓
m
Ψ
n−1
↓
m+1
Ψ
n−1
↓
m+2
z((n−m−1,1m+1),∅),
= Ψ
b2−1↓
2
. . .Ψ
bm−1↓
m
ψn−1v(b2, . . . , bm, n− 1, n),
which equals zero since ψn−1v(b2, . . . , bm, n− 1, n) is zero by part one of Lemma 5.2.
(b) Similar to the previous part.
(c) By applying parts 1 and 2(a) of this result together with the second part of Lemma 5.7, we have
φm+1
(
ψwTz((n−m,1m),∅)
)
= γm ◦ χm
(
ψwTz((n−m,1m),∅)
)
= γm
(
Ψ
b2−1↓
1
Ψ
b3−1↓
2
. . .Ψ
bm+1−1
↓
m
z((n−m),(1m))
)
=
{
v(b2, . . . , bm+1, n) 6= 0 if bm+1 < n;
0 if bm+1 = n.
We thus have basis elements v(a1, . . . , am) ∈ S((n−m),(1m)) and v(b2, . . . , bm+1) ∈ S((n−m,1m),∅),
where v(a1, . . . , am) corresponds to the standard ((n−m), (1m))-tableau with a1, . . . , am lying in its
leg, and v(b2, . . . , bm+1) corresponds to the standard ((n−m, 1m),∅)-tableau with b2, . . . , bm+1 lying
in its leg.
We can informally think of the action of γm on v(a1, . . . , am) by its corresponding action on
the standard ((n −m), (1m))-tableau determined by a1, . . . , am, which moves the node (1, n −m, 1)
containing entry n to the addable node at the end of its leg as follows
n
a1
am
γm7−−→
a1
am
n
.
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Homomorphisms αm and βm act similarly on standard ((n−m, 1m),∅)- and (∅, (n−m, 1m))-tableaux,
respectively.
We now observe the action of χm on v(b2, . . . , bm+1) by its corresponding action on the standard
((n − m, 1m),∅)-tableau determined by b2, . . . , bm+1, which essentially splits its first row and its
remaining rows into two separate components as follows
1
b2
bm+1
∅
χm7−−→ 1
b2
bm+1
.
5.5 Exact sequences of Specht modules
We obtain exact sequences of Specht modules in this section, similar in nature to the exact sequence
of H Λn -homomorphisms given in [9, Corollary 5.17]. Following part 1 of Lemma 5.8, we introduce a
useful bijection between sets of basis elements of Specht modules, which is a restriction of the Specht
module homomorphisms γm given above.
Lemma 5.9. Let n ≡ κ2 − κ1 + 1 (mod e). Define
M := {vT | T ∈ Std ((n−m), (1m)) , T(1, n−m, 1) = n}
and
N := {vT | T ∈ Std
(
(n−m− 1), (1m+1)) , T(m+ 1, 1, 2) = n}.
Then γm restricts to a bijection from M to N .
We now determine standard basis elements of the kernels and the images of the Specht modules
homomorphisms given in Proposition 5.6. It follows from Theorem 4.3 that their bases are a subset
of the bases of Specht modules labelled by hook bipartitions, whose basis elements are labelled by
standard ((n−m), (1m))-tableaux.
Lemma 5.10. 1. If n ≡ κ2 − κ1 + 1 (mod e), then
(a) im(γm) = span
{
vT | T ∈ Std
(
(n−m− 1), (1m+1)) , T(m+ 1, 1, 2) = n};
(b) ker(γm) = span {vT | T ∈ Std ((n−m), (1m)) , T(m, 1, 2) = n}.
2. If κ2 ≡ κ1 − 1 (mod e), then
(a) i. im(χm) = span {vT | T ∈ Std ((n−m), (1m)) , T(1, 1, 1) = 1};
ii. ker(χm) = 0;
(b) i. im(τm) = S(∅,(n−m+1,1m−1));
ii. ker(τm) = span{vT | T ∈ Std((n−m), (1m)), T(1, 1, 1) = 1}.
3. If κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e), then
(a) im(αm) = span
{
vT | T ∈ Std((n−m− 1, 1m+1),∅), T(m+ 2, 1, 1) = n
}
;
(b) im(βm) = span
{
vT | T ∈ Std(∅, (n−m− 1, 1m+1), T(m+ 2, 1, 2) = n
}
;
(c) i. If m < n− 1, then
im(φm) = span {vT | T ∈ Std ((n−m), (1m)) , T(1, 1, 1) = 1, T(m, 1, 2) = n} .
ii. If m = n− 1, then
im(φm) = span{vT | T ∈ Std
(
(1), (1n−1)
)
, T(1, 1, 1) = 1}.
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Proof. The images of the Specht module homomorphisms γm, χm, αm, βm and φm are immediate
from Lemma 5.8. We subsequently determine the spanning sets of the respective kernels.
An immediate consequence is the following result, which aids us in finding the composition factors
of Specht modules labelled by hook bipartitions.
Lemma 5.11. 1. If n ≡ κ2 − κ1 + 1 (mod e), then we have the following exact sequence
0 −→ S((n),∅) γ0−−→ S((n−1),(1)) γ1−−→ S((n−2),(12)) γ2−−→ · · ·
γn−1−−−→ S(∅,(1n)) −→ 0.
2. If κ2 ≡ κ1 − 1 (mod e), then the following sequence is exact
0 −→ S((n−m,1m),∅) χm−−→ S((n−m),(1m)) τm−−→ S(∅,(n−m+1,1m−1)) −→ 0.
3. If κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e), then the following sequences are exact:
(a) 0 −→ S((n),∅) α0−−→ S((n−1,1),∅) α1−−→ S((n−2,12),∅) α2−−→ · · ·
αn−2−−−→ S((1n),∅) −→ 0;
(b) 0 −→ S(∅,(n)) β0−−→ S(∅,(n−1,1)) β1−−→ S(∅,(n−2,12)) β2−−→ · · ·
βn−2−−−→ S(∅,(1n)) −→ 0.
We thus obtain a commutative diagram of exact sequences of Specht module homomorphisms by
applying Lemma 5.7.
Lemma 5.12. If κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e), then the following diagram consists entirely
of exact sequences where every square and every triangle commutes:
0 0
0 S((n),∅) S((n),∅) 0
0 S((n−1,1),∅) S((n−1),(1)) S(∅,(n)) 0
0 S((n−2,12),∅) S((n−2),(12)) S(∅,(n−1,1)) 0
...
...
...
0 S((2,1n−2),∅) S((2),(1n−2)) S(∅,(3,1n−3)) 0
0 S((1n),∅) S((1),(1n−1)) S(∅,(2,1n−2)) 0
0 S(∅,(1n)) S(∅,(1n)) 0
0 0
χ0
α0
φ1
γ0
χ1
α1
φ2
τ1
γ1 β0
χ2
α2 φ3
τ2
γ2 β1
αn−1 γn−1 βn−2
χn−2
αn−2
φn−1
τn−2
γn−2 βn−3
χn−1 τn−1
γn−1 βn−2
τn
6 Composition series of S((n−m),(1m))
We now completely determine the composition factors of S((n−m),(1m)) for H Λn , up to isomorphism,
with quantum characteristic at least three. In order to do so, we first provide a complete, explicit
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action of the H Λn -generators ψ1, . . . , ψn−1 on the standard basis vectors of S((n−m),(1m)). We then use
this H Λn -action to systematically show that we can map a standard basis vector vT ∈ S((n−m),(1m)),
corresponding to an element ψwT ∈H Λn for a reduced expression of wT ∈ Sn, to another basis vector
vS ∈ S((n−m),(1m)) such that T . S. This enables us to show that the quotients of the kernels and the
images of the Specht module homomorphisms given in Proposition 5.6 are, in fact, irreducible H Λn -
modules, and hence arise as composition factors of S((n−m),(1m)). We remark that the composition
series of S((n−m),(1m)) split into four distinct cases, depending on whether κ2 ≡ κ1 − 1 (mod e) or not
and on whether n ≡ κ2 − κ1 + 1 (mod e) or not.
6.1 Further action of H Λn on S((n−m),(1m))
In order to determine the irreducibility of H Λn -submodules of Specht modules labelled by hook bi-
partitions, we now establish results towards this end.
Each basis vector vT of S((n−m),(1m)) equals ψwTzλ for a ψwT ∈ H Λn and a reduced expression
for wT ∈ Sn. We wish to determine the non-trivial mappings between these basis vectors by the
generators ψ1, . . . , ψn−1 ∈ H Λn . Appealing to Lemma 5.2 and Lemma 5.5, we explicitly describe the
action of these generators on the basis vectors of S((n−m),(1m)), which act non-trivially only in a small
number of cases.
Theorem 6.1. Let 1 6 l 6 n− 1, T ∈ Std ((n−m), (1m)), and for 1 6 r 6 m, set ar := T(r, 1, 2).
Then ψlv(a1, . . . , am) = 0 except in the following cases.
(i) Suppose that ar = l for some 1 6 r 6 m, and that either r = m or ar+1 > l + 2. Then
ψlv(a1, . . . , am) = v(a1, . . . , ar−1, l + 1, ar+1, . . . , am). (6.1)
(ii) Suppose that l ≡ κ2 − κ1 (mod e) and l < n− 1.
 Suppose ar = l + 1 and ar+1 = l + 2 for some 1 6 r 6 n− 1, and that either r = 1 or
ar−1 6 l − 1. Then
ψlv(a1, . . . , am) = v(a1, . . . , ar−1, l, l + 1, ar+2, . . . , am). (6.2)
 Suppose ar = l + 2 for some 1 6 r 6 m, and that either r = 1 or ar−1 6 l − 1. Then
ψlv(a1, . . . , am) = −v(a1, . . . , ar−1, l, ar+1, . . . , am). (6.3)
(iii) Suppose that l ≡ 2 + κ2 − κ1 (mod e).
 Suppose ar = l and ar+1 = l + 1 for some 1 6 r 6 m− 1, and that either r = 1 or
ar−1 6 l − 2. Then
ψlv(a1, . . . , am) = v(a1, . . . , ar−1, l − 1, l, ar+2, . . . , am). (6.4)
 Suppose ar = l + 1 for some 1 6 r 6 m, and that either r = 1 or ar−1 6 l − 2. Then
ψlv(a1, . . . , am) = −v(a1, . . . , ar−1, l − 1, ar+1, . . . , am). (6.5)
(iv) Suppose that l + κ1 − κ2 6≡ 0, 1, 2 (mod e), ar = l + 1 for some 1 6 r 6 m, and either r = 1 or
ar−1 6 l − 1. Then
ψlv(a1, . . . , am) = v(a1, . . . , ar−1, l, ar+1, . . . , am). (6.6)
Proof. We consider ψlv(a1, . . . , am) for all ar > l.
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1. We let ar = l and suppose ar+1 > l + 2. Then, by using eq. (2.3), we have
ψlv(a1, . . . , am) =Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
l
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
=v(a1, . . . , ar−1, l + 1, ar+1, . . . , am),
which satisfies eq. (6.1).
2. Suppose ar−1 + 1 6 l 6 ar − 3. Then, by using eq. (2.3), we have
ψlv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar−1↓
l+2
ψlΨ
l+1
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar−1↓
l+2
ψlv(1, . . . , r − 1, l + 2, ar+1, . . . , am).
By part two of Lemma 5.2, ψlv(1, . . . , r−1, l+2, ar+1, . . . , am) equals zero if l 6≡ κ2 − κ1 (mod e).
Suppose instead l ≡ κ2 − κ1 (mod e). Then, by using eq. (2.3) and eq. (2.7), ψlv(a1, . . . , am)
becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar−1↓
l+2
ψlψl+1ψlΨ
l−1
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar−1↓
l+2
(ψl+1ψlψl+1 − 1)Ψ
l−1
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar−1↓
r
Ψ
ar+1−1
↓
l+3
ψl+1v(1, . . . , r, l + 3, ar+2, . . . , am)
−Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
ar−1↓
l+3
Ψ
l−1
↓
r
Ψ
ar+1−1
↓
l+4
ψl+2v(1, . . . , r, l + 4, ar+2, . . . , am).
By part two of Lemma 5.2, both ψl+1v(1, . . . , r, l + 3, ar+2, . . . , am) and ψl+2v(1, . . . , r, l +
4, ar+2, . . . , am) equal zero.
3. Let ar = l + 2 and suppose that ar−1 6 l − 1.
(i) Suppose l 6≡ κ2 − κ1 (mod e). By repeatedly applying Lemma 5.2 whilst employing
the Khovanov–Lauda–Rouquier algebra and Specht module presentations, we find that
ψlv(a1, . . . , am) = 0.
(ii) Suppose l ≡ κ2 − κ1 (mod e). Then, by using eq. (2.3) and eq. (2.7), we have
ψlv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
(ψlψl+1ψl)Ψ
l−1
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
(ψl+1ψlψl+1 − 1)Ψ
l−1
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψl+1ψlψl+1v(1, . . . , r − 1, l, ar+1, . . . , am)
− v(a1, . . . , ar−1, l, ar+1, . . . , am),
where ψl+1v(1, . . . , r− 1, l, ar+1, . . . , am) equals zero by part two of Lemma 5.2, whilst the
second term is clearly non-zero, and thus satisfies eq. (6.3).
4. (a) Let ar = l + 1 and suppose that ar−1 6 l − 1.
(i) Suppose l ≡ κ2 − κ1 (mod e). If l < n − 1 and ar+1 > l + 3 or l = n − 1, then by
applying Lemma 5.2 and Lemma 5.5 whilst employing the Khovanov–Lauda–Rouquier
algebra and Specht module presentations, we find that ψlv(a1, . . . , am) = 0.
If we now let ar+1 = l + 2, then by applying Lemma 5.5 and eq. (2.3), we have that
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ψlv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
l−1
↓
r
Ψ
l
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= v(a1, . . . , ar−1, l, l + 1, ar+2, . . . , am),
which satisfies eq. (6.2).
(ii) Suppose l ≡ 1 + κ2 − κ1 (mod e). Then, by using eq. (2.6), we have
ψlv(a1, . . . , am) = Ψ
a1−1↓
1
. . . ψ2l Ψ
l−1
↓
r
. . .Ψ
am−1↓
m
z((n−m),(1m)) = 0.
(iii) Suppose l ≡ 2 + κ2 − κ1 (mod e). Then by applying Lemma 5.5, we have
ψlv(a1, . . . , am) = −Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
l−2
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= −v(a1, . . . , ar−1, l − 1, ar+1, . . . , am),
which is clearly non-zero and satisfies eq. (6.5) if ar−1 6 l − 2. However, if r > 1 and
ar−1 = l − 1, then the term becomes zero by applying Lemma 5.2.
(iv) Suppose l+κ1−κ2 6≡ 0, 1, 2 (mod e). Then, by using eq. (2.3) and eq. (2.6), we have
ψlv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψ2l Ψ
l−1
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
l−1
↓
r
Ψ
ar+1−1
↓
r+1
. . .Ψ
am−1↓
m
z((n−m),(1m))
= v(a1, . . . , ar−1, l, ar+1, . . . , am),
which satisfies eq. (6.6).
(b) Suppose ar = ar−1 + 1. Firstly, suppose l 6≡ 2 + κ2 − κ1 (mod e). Then, by using eq. (2.3),
we have
ψlv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψlv(1, . . . , r − 1, l, l + 1, ar+2, . . . , am),
where ψlv(1, . . . , r − 1, l, l + 1, ar+2, . . . , am) equals zero by part one of Lemma 5.2.
Now suppose that l ≡ 2 + κ2 − κ1 (mod e). Then by applying Lemma 5.2, we have that
ψlv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
l−2
↓
r
Ψ
l−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= v(a1, . . . , ar−1, l − 1, l, ar+2, . . . , am),
which is clearly non-zero and hence satisfying eq. (6.4) if r = 1 or r > 1 and ar−1 6 l − 2.
However, if r > 1 and ar−1 = l− 1, then this term becomes zero by applying Lemma 5.2.
5. Suppose ar = l and ar+1 > l + 3. Then ψlv(a1, . . . , am) clearly satisfies eq. (6.1).
Now suppose ar+1 = l + 2. Then, by using eq. (2.3), we have
ψlv(a1, . . . , am) = Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
ψlv(1, . . . , r − 1, l, l + 1, ar+2, . . . , am).
By part one of Lemma 5.2, ψlv(1, . . . , r−1, l, l+1, ar+2, . . . , am) equals zero if l 6≡ 2 + κ2 − κ1 (mod e).
Suppose instead that l ≡ 2 + κ2 − κ1 (mod e). Then by applying Lemma 5.2, ψlv(a1, . . . , am)
becomes
Ψ
a1−1↓
1
. . .Ψ
ar−1−1
↓
r−1
Ψ
l−2
↓
r
Ψ
l−1
↓
r+1
Ψ
ar+2−1
↓
r+2
. . .Ψ
am−1↓
m
z((n−m),(1m))
= v(a1, . . . , ar−1, l − 1, l, ar+2, . . . , am),
which is clearly non-zero if ar−1 6 l − 2, and thus satisfies eq. (6.4). However, this term becomes
zero by applying Lemma 5.2 if ar−1 = l − 1.
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Corollary 6.2. For all l ∈ {1, . . . , n− 1}, the matrix of the action of ψl on S((n−m),(1m)) with respect
to our chosen standard basis has at most one non-zero entry in each row and in each column.
Ultimately, when S((n−m),(1m)) is irreducible, we will show that we can map an arbitrary element
of S((n−m),(1m)) under the action ofH Λn to the standard generator z((n−m),(1m)). If S((n−m),(1m)) is not
irreducible, then our following results aid us to map an arbitrary element of a composition factor M
to a single basis vector vT, where T is the least dominant ((n−m), (1m))-tableau labelling any basis
vector of M .
We now define the set of all products of the Khovanov–Lauda–Rouquier algebra generators ψ1, . . . , ψn−1,
up to scalar, to be
Ψ := {αψr1ψr2 . . . ψrk | 1 6 ri < n, 1 6 i 6 k ∈ N, α ∈ R} .
We note that for an arbitrary element αψr1 . . . ψrk ∈ Ψ, we do not assume that the associated
expression sr1 . . . srk ∈ Sn is reduced. For S, T ∈ Std((n−m), (1m)), we explicitly map each standard
basis vector vT of S((n−m),(1m)) to another standard basis vector vS by an element x ∈ Ψ, where S is
less dominant than T, that is, S / T.
Proposition 6.3. Suppose that ai > i for some i ∈ {1, . . . ,m}. Then there exists an element x ∈Ψ
such that xv(1, . . . , i−1, ai, ai+1, . . . , am) = v(1, . . . , i−1, i, ai+1, . . . , am), where x is given as follows.
1. Let i ≡ 1 + κ2 − κ1 (mod e).
(a) If ai ≡ 1 + κ2 − κ1 (mod e), then
x =

−ψaiΨ
ai−1↑
i+1
if ai+1 = ai + 1,
Ψ
ai↑
i+1
if ai+1 > ai + 2 or (i = m and am < n).
(b) If ai ≡ 2 + κ2 − κ1 (mod e) and
i. ai = i+ 1, then x =
{
−ψ2i+1 if ai+1 = i+ 2;
ψ2i+1 if ai+1 > i+ 2 or (i = m and am < n),
ii. ai > i+ 1, then x = Ψ
ai−2↑
i+1
.
(c) If ai + κ1 − κ2 6≡ 1, 2 (mod e), then x = Ψ
ai−1↑
i+1
.
2. Let i ≡ 2 + κ2 − κ1 (mod e) and suppose that i 6= 1 when κ2 ≡ κ1 − 1 (mod e).
(a) If ai ≡ 1 + κ2 − κ1 (mod e), then
x =

ψaiΨ
i
↓
i−1
Ψ
ai−1↑
i+1
if ai+1 = ai + 1,
−Ψ
i
↓
i−1
Ψ
ai↑
i+1
if ai+1 > ai + 2 or (i = m and am < n).
(b) If ai ≡ 2 + κ2 − κ1 (mod e), then x = −Ψ
i
↓
i−1
Ψ
ai−2↑
i+1
;
(c) If ai + κ1 − κ2 6≡ 1, 2 (mod e), then x = −Ψ
i
↓
i−1
Ψ
ai−1↑
i+1
.
3. Let i+ κ1 − κ2 6≡ 1, 2 (mod e).
(a) If ai ≡ 1 + κ2 − κ1 (mod e), then
x =

−ψaiΨ
ai−1↑
i
if ai+1 = ai + 1,
Ψ
ai↑
i
if ai+1 > ai + 2 or (i = m and am < n).
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(b) If ai ≡ 2 + κ2 − κ1 (mod e), then x = Ψ
ai−2↑
i
;
(c) If ai + κ1 − κ2 6≡ 1, 2 (mod e), then x = Ψ
ai−1↑
i
.
Proof. We provide the details only for part of 1(a); the other parts are similarly proved by induction.
We suppose that i ≡ κ2 − κ1 + 1 (mod e), ai ≡ 1 + κ2 − κ1 (mod e) and ai+1 > ai + 2. Then
ai = i+ ke for some k > 0. We proceed by induction on k. Let l be the residue of κ2 − κ1 modulo e
and set i = 1 + l and ai = 1 + l + e for the base case, so that
Ψ
1+κ2−κ1+e↑
2+κ2−κ1
v(1, . . . , i− 1, 1 + κ2 − κ1 + e, ai+1, . . . , am)
=Ψ
κ2−κ1+e↑
2+κ2−κ1
v(1, . . . , i− 1, 2 + κ2 − κ1 + e, ai+1, . . . , am) (eq. (6.1))
=−Ψ
κ2−κ1+e−1↑
2+κ2−κ1
v(1, . . . , i− 1, κ2 − κ1 + e, ai+1, . . . , am) (eq. (6.3))
=− ψ2+κ2−κ1v(1, . . . , i− 1, 3 + κ2 − κ1, ai+1, . . . , am) (eq. (6.6))
=v(1, . . . , i− 1, 1 + κ2 − κ1, ai+1, . . . , am), (eq. (6.5))
as required. Now assume that Ψ
i+ke
↑
i+1
v(1, . . . , i−1, i+ke, ai+1, . . . , am) = v(1, . . . , i−1, i, ai+1, . . . , am)
for some k > 0. Observe
Ψ
i+(k+1)e
↑
i+1
v(1, . . . , i− 1, i+ (k + 1)e, ai+1, . . . , am)
=Ψ
i+(k+1)e−1
↑
i+1
v(1, . . . , i− 1, i+ (k + 1)e+ 1, ai+1, . . . , am) (eq. (6.1))
=−Ψ
i+(k+1)e−2
↑
i+1
v(1, . . . , i− 1, i+ (k + 1)e− 1, ai+1, . . . , am) (eq. (6.3))
=−Ψ
i+ke+1
↑
i+1
v(1, . . . , i− 1, i+ ke+ 2, ai+1, . . . , am) (eq. (6.6))
=Ψ
i+ke
↑
i+1
v(1, . . . , i− 1, i+ ke, ai+1, . . . , am) (eq. (6.5))
=v(1, . . . , i− 1, i, ai+1, . . . , am),
by the inductive hypothesis as required.
If κ2 ≡ κ1 − 1 (mod e), then there exists no x ∈Ψ for which xv(2, a2, . . . , am) = v(1, a2, . . . , am).
Instead, we map each basis vector v(a1, . . . , am) of S((n−m),(1m)) such that a1 > 2 to vT = ψ1ψ2 . . . ψmz((n−m),(1m)),
where 2, 3, . . . ,m+ 1 lie in the leg of T.
Lemma 6.4. Let κ2 ≡ κ1 − 1 (mod e) and suppose that a1 > 2. Then there exists an element x ∈Ψ
such that xv(a1, a2, . . . , am) = v(2, a2, . . . , am) as given in the following cases.
1. If a1 ≡ 0 (mod e), then x =

−ψa1Ψ
a1−1↑
2
if a2 = a1 + 1;
Ψ
a1↑
2
if a2 > a1 + 1 or m = 1 and a1 < n.
2. If a1 ≡ 1 (mod e), then x = Ψ
a1−2↑
2
.
3. If a1 6≡ 0, 1 (mod e), then x = Ψ
a1−1↑
2
.
The next result will be a useful addition for determining irreducibility of H Λn -modules in the
following section.
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Corollary 6.5. 1. Let κ2 6≡ κ1 − 1 (mod e) and suppose that ai > i for some i ∈ {1, . . . ,m}. Then
there exists an element x ∈Ψ such that xv(1, . . . , i− 1, ai, . . . , am) = v(1, . . . , i, ai+1, . . . , am).
2. Let κ2 ≡ κ1 − 1 (mod e).
(a) Suppose that ai > i+ 1 for some i ∈ {1, . . . ,m− 1}. Then there exists an element x ∈ Ψ
such that xv(2, . . . , i, ai, . . . , am−1, n) = v(2, . . . , i+ 1, ai+1, . . . , am−1, n).
(b) Suppose that ai > i for some i ∈ {2, . . . ,m}. Then there exists an element x ∈ Ψ such
that xv(1, . . . , i− 1, ai, . . . , am) = v(1, . . . , i, ai+1, . . . , am).
6.2 Linear combinations of basis vectors of S((n−m),(1m))
To ascertain irreducibility of a non-zero submodule M ∈ S((n−m),(1m)), we need to show that this
submodule is generated by any element in the basis of M . However, it is non-trivial that an arbi-
trary, non-zero submodule of S((n−m),(1m)) even contains a single basis element. To this end, we first
introduce a result necessary for understanding the action of H Λn on non-zero linear combinations of
standard basis elements of S((n−m),(1m)).
Proposition 6.6. Let S, T ∈ Std((n − m), (1m)) be distinct. Then there exists an x ∈ H Λn , which
either lies in Ψ or is of the form x = e(i) for some i ∈ In, such that exactly one of xvS and xvT is
zero.
Proof. Set ar := T(r, 1, 2) and br := S(r, 1, 2) for 1 6 r 6 m and first suppose that am = bm.
If ar > br then observe that T(r, 1, 2) = S(1, ar − r, 1) = ar where res(r, 1, 2) = κ2 + 1− r,
res(1, ar − r, 1) = κ1 + ar − r − 1. Hence, eS 6= eT if ar 6≡ 2 + κ2 − κ1 (mod e). We thus have
eT(v(a1, . . . , am)+v(b1, . . . , bm)) = v(a1, . . . , am) and eS(v(a1, . . . , am)+v(b1, . . . , bm)) = v(b1, . . . , bm),
by eq. (2.1) and the first part of Definition 5.1.
If m = 1 then a1 = i > b1. We have eT 6= eS if i 6≡ 2 + κ2 − κ1 (mod e). So suppose i ≡
2 + κ2 − κ1 (mod e). Then ψiv(a1) = v(i+ 1) 6= 0 by eq. (6.1), whereas ψiv(b1) = ψiΨ
b1−1↓
1
zλ = Ψ
b1−1↓
1
ψiz((n−m),(1m)) = 0, by eq. (2.3) and Definition 5.1.
Now suppose m > 1 and let r be maximal such that ar 6= br without loss of generality. Set
ar = i > br and ar+1 = br+1 = j.
1. Suppose j > i+ 3. Then ψiv(b1, . . . , bm) = 0 by Theorem 6.1, whereas, by eq. (6.1), ψiv(a1, . . . , am) =
v(a1, . . . , ar−1, i+ 1, j, ar+2) 6= 0.
2. Suppose j = i+ 2.
(a) Suppose j 6≡ 2 + κ2 − κ1 (mod e). Then ψiv(b1, . . . , bm) = 0 by Theorem 6.1, whereas
ψiv(a1, . . . , am) = v(a1, . . . , ar−1, i+ 1, i+ 2, ar+2, . . . , am) 6= 0, by eq. (6.1).
(b) Suppose j ≡ 2 + κ2 − κ1 (mod e). Then eS 6= eT since i 6≡ 2 + κ2 − κ2 (mod e).
3. Suppose that j = i+ 1.
(a) Suppose j 6≡ 3 + κ2 − κ1 (mod e). Then eS 6= eT since i 6≡ 2 + κ2 − κ1 (mod e).
(b) Suppose j ≡ 3 + κ2 − κ1 (mod e). Firstly, let r 6= 1.
i. Suppose ar−1 = i − 1. We know from Theorem 6.1 that ψi−1v(a1, . . . , am) = 0 and
ψiv(a1, . . . , am) = 0. However, if br = i−1 then ψi−1v(b1, . . . , bm) = v(b1, . . . , br−1, i, i+
1, br+2, . . . , bm) 6= 0, by eq. (6.1); if br 6 i− 2 then ψiv(b1, . . . , bm) = −v(b1, . . . , br, i−
1, br+2, . . . , bm) 6= 0, by eq. (6.5).
ii. Suppose ar−1 6 i− 2.
A. Suppose br = i−1. Then we know from eq. (6.4) that ψiv(a1, . . . , am) = v(a1, . . . , ar−1, i−
1, i, ar+2, . . . , am) 6= 0, whereas ψiv(b1, . . . , bm) = 0 by Theorem 6.1.
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B. Suppose br 6 i− 2. Then we know from eq. (6.1) and eq. (6.4) that
ψ2i v(a1, . . . , am) =ψiv(a1, . . . , ar, i− 1, i, ar+2, . . . , am)
=v(a1, . . . , ar, i− 1, i+ 1, ar+2, . . . , am) 6= 0,
whereas we know from Theorem 6.1, and in particular eq. (6.5), that ψ2i v(b1, . . . , bm) =
−ψiv(b1, . . . , br, i− 1, br+2, . . . , bm) = 0.
Now let r = 1. If b1 = i− 1, then ψiv(a1, . . . , am) = v(i− 1, i, a3, . . . , am) 6= 0, by eq. (6.4),
whereas ψiv(b1, . . . , bm) = 0 by Theorem 6.1. If b1 6 i− 2 then it follows from Theorem 6.1,
in particular eq. (6.4), that ψi−1ψiv(a1, . . . , am) = ψi−1v(i− 1, i, a3, . . . , am) = 0, whereas
we know from eq. (6.1) and eq. (6.5) that
ψi−1ψiv(b1, . . . , bm) =− ψi−1v(b1, i− 1, a3, . . . , am) = −v(b1, i, a3, . . . , am) 6= 0.
Now suppose that am 6= bm. It is sufficient to consider the following three cases:
 am−1 = bm−1 = i, am = j > bm,
 am−1 = i > bm−1, am = j > bm,
 am−1 = i < bm−1, am = j > bm.
Observe that T(m, 1, 2) = S(1, j −m, 1) = j where res(m, 1, 2) = κ1 + 1−m and res(1, j −m, 1) =
κ1 + j −m− 1. Thus, if j 6≡ 2 + κ2 − κ1 (mod e) then eT 6= eS. We now suppose that j ≡
2 + κ2 − κ1 (mod e). If j < n then
ψj(v(a1, . . . , am) + v(b1, . . . , bm)) = ψjv(a1, . . . , am) = v(a1, . . . , am−1, j + 1) 6= 0,
by eq. (6.1). Now suppose j = n and let bm 6 n− 2. We have T(1, n −m, 1) = S(1, n −m − 1, 1)
where res(1, n −m, 1) = κ2 + 1−m 6= κ2 −m = res(1, n −m − 1, 1), and thus eT 6= eS. Whereas, if
bm = n− 1, then it follows from eq. (6.1) that
ψn−1(v(a1, . . . , am) + v(b1, . . . , bm)) = ψn−1v(b1, . . . , bm) = (b1, . . . , bm−1, n) 6= 0.
Lemma 6.7. Any non-zero submodule of S((n−m),(1m)) contains a standard basis vector vT for some
T ∈ Std((n−m), (1m)).
Proof. Let 0 6= M ⊆ S((n−m),(1m)) and consider an arbitrary non-zero element v of M . Then
v =
r∑
i=1
civTi , ci ∈ F\{0},
where vTi 6= vTj for all 1 6 i 6= j 6 r. We can instead replace v with e(i)v such that e(i)v = v for
some i ∈ In, and thus assume that iTi = iTj for all i, j ∈ {1, . . . , r}.
We choose v with r > 1 minimal. If r = 1, we are done, so we now suppose that r > 1. It thus
follows from Proposition 6.6 that we can find an x ∈Ψ such that exactly one of xvT1 and xvT2 is zero.
Without loss of generality, we let xvT1 = 0. Then we have
M 3 xv =
r∑
i=2
±civTi ,
where, for all i ∈ {2, . . . , r}, x(civTi) equals zero or ±civSi for some standard ((n−m), (1m))-tableau
Si. Moreover, by Corollary 6.2, we know that i = j whenever Si = Sj , for all i, j ∈ {2, . . . , r}. We
have thus contradicted the minimality of r, and hence there must exist an x ∈ Ψ such that xv = vT
for some vT ∈ S((n−m),(1m)).
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6.3 Case I: S((n−m),(1m)) with κ2 6≡ κ1 − 1 (mod e) and n 6≡ κ2 − κ1 + 1 (mod e)
For this case, we claim that Specht modules labelled by hook bipartitions are irreducible, and thus
are generated by any standard basis element of S((n−m),(1m)).
Theorem 6.8. Suppose that κ2 6≡ κ1 − 1 (mod e) and n 6≡ κ2 − κ1 + 1 (mod e). Then S((n−m),(1m))
is an irreducible H Λn -module for all m ∈ {0, . . . , n}.
Proof. Since we know from Lemma 6.7 that any non-sero submodule of S((n−m),(1m)) contains a stan-
dard basis element vT for some T ∈ Std((n − m), (1m)), it suffices to show that any standard basis
element v(a1, . . . , am) generates S((n−m),(1m)). We know that v(1, . . . ,m) = z((n−m),(1m)) generates
S((n−m),(1m)), so we now let i be minimal such that ai > i, for some i ∈ {1, . . . ,m}, and proceed by
downwards induction on i. By Corollary 6.5, there exists an element x ∈ Ψ such that xv(1, . . . , i −
1, ai, . . . , am) = v(1, . . . , i, ai+1, . . . , am). By induction, we know that v(1, . . . , i, ai+1, . . . , am) gener-
ates S((n−m),(1m)), and thus v(a1, . . . , am) also generates S((n−m),(1m)).
Example 6.9. Set e = 3 and κ = (0, 0). We know from Theorem 6.8 that S((2),(13)) is an irreducible
H Λ5 -module, so for each S, T ∈ Std((2), (13)) there exists an element x ∈ Ψ for which xvT = vS.
Recall that a standard ((2), (13))-tableau is completely determined by the three entries in its leg. We
represent the basis elements of S((2),(13)) by the legs of the corresponding ((2), (1
3))-tableaux, together
with the only non-trivial relations between these elements. Observe that we can find a directed path
from any standard ((2), (13))-tableau to any other standard ((2), (13))-tableau, as expected.
2
3
5
1
3
5
2
3
4
1
3
4
1
2
5
1
2
4
1
2
3
2
4
5
3
4
5
1
4
5
ψ1
ψ3 ψ2
ψ4
ψ1
−ψ3
ψ4
−ψ2
ψ3
−ψ2
−ψ3
ψ4
ψ3 ψ3
ψ1
ψ2
ψ2
6.4 Case II: S((n−m),(1m)) with κ2 6≡ κ1 − 1 (mod e) and n ≡ κ2 − κ1 + 1 (mod e)
We claim that the images of the homomorphisms γm, which are generated by v(1, . . . ,m, n) ∈
S((n−m−1),(1m+1)), appear as composition factors of Specht modules labelled by hook bipartitions.
We first determine the irreducibility of these H Λn -modules.
Theorem 6.10. Suppose that κ2 6≡ κ1 − 1 (mod e) and n ≡ κ2 − κ1 + 1 (mod e). Then im(γm) is
an irreducible H Λn -module for all m ∈ {0, . . . , n− 1}.
Proof. It follows from Lemma 5.10 part 1(a) that an arbitrary element of im(γm) is of the form
v(a1, . . . , am, n). Similarly to the proof of Theorem 6.8, we use Lemma 6.7 and part one of Corollary 6.5
to show that v(a1, . . . , am, n) generates im(γm).
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An immediate consequence of this theorem, together with part one of Lemma 5.11, is the following
result.
Corollary 6.11. Suppose that κ2 6≡ κ1 − 1 (mod e) and n ≡ κ2 − κ1 + 1 (mod e). Then S((n−m),(1m))
has the composition series
0 ⊂ im(γm−1) ⊂ S((n−m),(1m))
for all m ∈ {1, . . . , n− 1}, where S((n−m),(1m))/ im(γm−1) ∼= im(γm).
Example 6.12. Let e = 3 and κ = (0, 1). By Corollary 6.11, S((2),(13)) has the composition series
0 ⊂ im(γ2) ⊂ S((2),(13)), where S((2),(13))/ im(γ2) ∼= im(γ3). We know from Lemma 5.10 that the basis
elements of im(γ2) =
〈
z((2),(13))
〉
correspond to the ((2), (13))-tableaux
4 5
1
2
3
, 3 5
1
2
4
, 2 5
1
3
4
, 1 5
2
3
4
,
and the basis elements of im(γ3) =
〈
ψ4ψ3z((2),(13))
〉
correspond to the ((2), (13))-tableaux
3 4
1
2
5
, 2 4
1
3
5
, 2 3
1
4
5
, 1 4
2
3
5
, 1 3
2
4
5
, 1 2
3
4
5
.
Observe that for any vR, vS ∈ im(γ2) and vT, vU ∈ im(γ3) we can find a directed path from R to S
and from T to U, respectively, as follows, where the basis elements of S((2),(13)) are represented by the
legs of the corresponding ((2), (13))-tableaux.
1
3
4
1
2
4
1
2
3
2
3
4
1
2
5
1
3
5
2
3
5
1
4
5
3
4
5
2
4
5
ψ2
ψ3
−ψ3
−ψ1
ψ1
ψ4
ψ4
ψ4
ψ2
ψ2
ψ3
−ψ3ψ3
ψ3
6.5 Case III: S((n−m),(1m)) with κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e)
We need only understand the homomorphism χm, whose image is generated by v(2, . . . ,m + 1) ∈
S((n−m),(1m)), in order to determine the composition factors of S((n−m),(1m)) in this case. Let us first
confirm their irreducibility.
Proposition 6.13. Suppose that κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e). Then im(χm) and
S((n−m),(1m))/ im(χm) are irreducible H Λn -modules for all m ∈ {1, . . . , n− 1}.
Proof. We know that χm is injective and τm is surjective by the exact sequence given in part two of
Lemma 5.11, so that im(χm) ∼= S((n−m,1m),∅) and im(τm) ∼= S(∅,(1n−m+1,1m−1 )). By appealing to the
v-analogue of Peel’s Theorem [8, Theorem 1(1)], S(n−m,1m) and S(n−m+1,1m−1) are both irreducible,
and hence, so are S((n−m,1m),∅) and S(∅,(1n−m+1,1m−1 )). Thus, im(χm) and S((n−m),(1m))/ im(χm) are
irreducible, as required.
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Hence, for 1 6 m 6 n− 1, it is immediately obvious that 0 ⊂ im(χm) ⊂ S((n−m),(1m)) is a
composition series for S((n−m),(1m)) when κ2 ≡ κ1 − 1 (mod e) and n 6≡ 0 (mod e).
Example 6.14. Let e = 3 and κ = (0, 2). It follows from Proposition 6.13 that S((3),(12)) has the
composition series
0 ⊂ im(χ2) ⊂ S((3),(12)).
By Lemma 5.10, the basis elements of im(χ2) correspond to the ((3), (1
2))-tableaux
3 4 5
1
2
, 2 4 5
1
3
, 2 3 5
1
4
, 2 3 4
1
5
,
and the basis elements of S((3),(12))/ im(χ2) correspond to the ((3), (1
2))-tableaux
1 4 5
2
3
, 1 3 5
2
4
, 1 3 4
2
5
, 1 2 5
3
4
, 1 2 4
3
5
, 1 2 3
4
5
.
Observe that for any vR, vS ∈ im(χ2) and vT, vU ∈ S((3),(12))/ im(χ3) we can find a directed path from
R to S and from T to U, respectively, as follows, where the basis elements of S((3),(12)) are represented
by the legs of the corresponding ((3), (12))-tableaux.
1
2
1
3
1
4
1
5
2
3
2
4
2
5
3
4
3
5
4
5
ψ3
ψ2
ψ2
ψ4
ψ4
ψ3
ψ4
ψ4 ψ4
−ψ4
ψ3
ψ2
ψ2
−ψ2 ψ2
ψ1
ψ1
ψ1
6.6 Case IV: S((n−m),(1m)) with κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e)
The structure of S((n−m),(1m)) is more complicated in this case than the other three cases; each Specht
module has either three or four composition factors (except for the irreducible Specht modules S((n),∅)
and S(∅,(1n))). We determine the irreducibility of the H
Λ
n -modules im(φm) and ker(γm)/ im(φm),
which are generated by v(2, . . . ,m, n) ∈ S((n−m),(1m)) and v(1, . . . ,m − 1, n) ∈ S((n−m),(1m)), respec-
tively.
Proposition 6.15. Suppose that κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e). Then
1. im(φm) is an irreducible H Λn -module for all m ∈ {1, . . . , n− 1}, and
2. ker(γm)/ im(φm) is an irreducible H Λn -module for all m ∈ {2, . . . , n− 1}.
Proof. 1. It follows from Lemma 5.10 part 3(c) that an arbitrary element of im(φm) is of the form
v(a1, . . . , am−1, n) with a1 > 1. Similarly to the proof of Theorem 6.8, we use Lemma 6.7 and
part 2(a) of Corollary 6.5 to show that v(a1, . . . , am, n) generates im(φm).
2. Suppose that 0 6= v ∈ ker(γm)\ im(φm). Then v ≡ α1vT1 + · · ·+ αrvTr (mod im(φm)) for some
r > 1, α1, . . . , αr ∈ F\{0} and vT1 , . . . , vTr ∈ ker(γm)\ im(φm). We proceed by induction on r to
show that v + im(φm) generates ker(γm)/ im(φm).
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Let r = 1. We know from Lemma 5.10 that an arbitrary element of ker(γm) is of the form
v(a1, . . . , am−1, n). We thus write v ≡ αv(a1, . . . , am−1, n) (mod im(φm)) for some α ∈ F\{0}
and observe from Lemma 5.10 part 3(c) that v 6∈ im(φm) whenever a1 = 1. We know that if
ai = i for all i ∈ {1, . . . ,m − 1}, then v(1, . . . ,m, n) generates ker(γm). Now let i be minimal
such that ai > i, for some i ∈ {2, . . . ,m − 1}, and proceed by downwards induction on i. By
part 2(b) of Corollary 6.5, there exists x ∈Ψ such that
xv(1, . . . , i− 1, ai, . . . , am−1, n) ≡ v(1, . . . , i, ai+1, . . . , am−1, n) (mod im(φm)).
By induction, v(1, . . . , i, ai+1, . . . , am−1, n) + im(φm) generates ker(γm)/ im(φm), and thus, so
does v + im(φm).
We now let r = 2, so that v ≡ α1vT1 + α2vT2 (mod im(φm)). We now define the vector space
homomorphism
η : S((n−m),(1m−1)) −→ S((n−m),(1m)),
v(a1, . . . , am−1) 7−→ v(1, a1 + 1, a2 + 1, . . . , am−1 + 1).
We claim that η satisfies η(xv(a1, . . . , am−1)) = shift(x)η(v(a1, . . . , am−1)) for x = e(i) or x ∈
Ψ, when S((n−m),(1m−1)) is defined over H Λn−1 with e-multicharge κ = (κ1, κ1 − 2). For i =
(i1, . . . , in−1) ∈ In−1, observe that
shift(e(i)) = e(i)+1 =
∑
j1∈I
e(j1, i1, . . . , in−1),
where e(j1, i1, . . . , in−1)v(1, a1 + 1, a2 + 1, . . . , am−1 + 1) 6= 0 if and only if j1 ≡ κ1 − 1 (mod e).
Hence
η(e(i)v(a1, a2, . . . , am−1)) = η(v(a1, a2, . . . , am−1))
= v(1, a1 + 1, a2 + 1, . . . , am−1 + 1)
= e(κ1 − 1, i1, . . . , in−1)v(1, a1 + 1, a2 + 1, . . . , am−1 + 1)
=
∑
j1∈I
e(j1, i1, . . . , in−1)v(1, a1 + 1, a2 + 1, . . . , am−1 + 1)
= shift(e(i))η(v(a1, a2, . . . , am−1)).
Now observe that iT((n−m),(1m)) = (κ1 − 1, iT((n−m),(1m−1))). For all x = αψr1ψr2 . . . ψrk ∈ Ψ, it
thus follows that
η(xv(a1, a2, . . . , am−1)) = η
(
αψr1ψr2 . . . ψrkΨ
a1−1↓
1
Ψ
a2−1↓
2
. . .Ψ
am−1−1
↓
m−1
z((n−m),(1m−1))
)
= η
(
αΨ
b1−1↓
1
Ψ
b2−1↓
2
. . .Ψ
bm−1−1
↓
m−1
z((n−m),(1m−1))
)
(for some bi)
= αΨ
b1↓
2
Ψ
b2↓
3
. . .Ψ
bm−1
↓
m
z((n−m),(1m))
= αψr1+1ψr2+1 . . . ψrk+1Ψ
a1↓
2
Ψ
a2↓
3
. . .Ψ
am−1
↓
m
z((n−m),(1m))
= shift(αψr1ψr2 . . . ψrk)v(1, a1 + 1, a2 + 1, . . . , am−1 + 1)
= shift(x)η(v(a1, a2, . . . , am−1)),
which proves the claim.
Now, we know that η(vS1) = vT1 and η(vS2) = vT2 for some vS1 , vS2 ∈ S((n−m),(1m−1)). We know
from Proposition 6.6 that there exists x ∈ H Λn−1 either lying in Ψ or equal to e(i) for some
i = (i1, . . . , in−1) ∈ In−1 such that exactly one of xvS1 and xvS2 is zero. We know from above that
η(xvS1) = shift(x)vT1 and η(xvS2) = shift(x)vT2 , and moreover, by the injectivity of η, exactly
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one of these is non-zero. Without loss of generality, we assume that shift(x)vT1 6= 0 and observe
that shift(x)v ≡ α1 shift(x)vT1 (mod im(φm)). We know from Theorem 6.1 that shift(x) either
lies in Ψ and is of the form αψr1ψr2 . . . ψrk for some α ∈ F\{0}, 1 < ri < n and 1 6 i 6 k, or it
is equal to an idempotent e(κ1 − 1, i) for some i ∈ In−1, so that shift(x)vT1 = v(1, b1, . . . , bm−1)
for some 1 < b1 < · · · < bm−1 6 n. Hence shift(x)vT1 ∈ ker(γm)\ im(φm). We now observe that
shift(x)v ≡ α1v(1, b1, . . . , bm−1) (mod im(φm)), and recall from above that v(1, b1, . . . , bm−1) +
im(φm) generates ker(γm)/ im(φm), so that v + im(φm) generates ker(γm)/ im(φm) too.
We now let r > 2 and suppose that there exists x ∈ H Λn , which either lies in Ψ or is
equal to e(i) for some i ∈ In, such that x(α1vT1 + · · · + αr−1vTr−1) ≡ αvT (mod im(φm))
for some α ∈ F\{0} and for some vT ∈ ker(γm)\ im(φm). It follows by induction that xv ≡
αvT + x(αrvTr) (mod im(φm)). If we first suppose that x(αrvTr) ≡ 0 (mod im(φm)), then
αvT + im(φm) generates ker(γm)/ im(φm) and so must v + im(φm). Instead suppose that
x(αrvTr) ≡ βvS (mod im(φm)) for some β ∈ F\{0} and vS ∈ ker(γm)\ im(φm), so that
xv ≡ αvT + βvS (mod im(φm)). We know from above with r = 2 that there exists x′ ∈ H Λn
such that x′(xv) ≡ γvR (mod im(φm)) for some γ ∈ F\{0} and vR ∈ ker(γm)\ im(φm). Thus
v + im(φm) generates ker(γm)/ im(φm) for all r > 2.
Theorem 6.16. Suppose that κ2 ≡ κ1 − 1 (mod e) and n ≡ 0 (mod e).
1. Then S((n−1),(1)) has the composition series
0 ⊂ im(φ1) ⊂ im(χ1) ⊂ S((n−1),(1)),
which has composition factors S((n),∅), im(φ2) and ker(γ2)/ im(φ2) from bottom to top.
2. Then, for all m ∈ {2, . . . , n− 2}, S((n−m),(1m)) has the composition series
0 ⊂ im(φm) ⊂ im(χm) ⊂ ker(γm) + im(χm) ⊂ S((n−m),(1m))
which has composition factors im(φm), im(φm+1), ker(γm)/ im(φm) and ker(γm+1)/ im(φm+1)
from bottom to top.
3. Then S((1),(1n−1)) has the composition series
0 ⊂ im(φn−1) ⊂ im(γn−2) ⊂ S((1),(1n−1)),
which has composition factors im(φn−1), im(γn−2)/ im(φn−1) and S(∅,(1n)) from bottom to top.
Proof. We use Proposition 6.15 throughout.
1. From Lemma 5.12 we know that S((n−1),(1)) has the filtration im(φ1) ⊂ im(χ1) ⊂ S((n−1),(1)).
Also, we know from Proposition 5.6 that γ1 ◦ φ1 = 0, so that by Lemma 5.12 the middle factor
in the filtration of S((n−1),(1)) is
im(χ1)/ im(φ1) ∼= im(γ1 ◦ χ1)/ im(γ1 ◦ φ1) = im(γ1 ◦ χ1) = im(φ2).
By Lemma 5.10, we have ker(τ1) = span{vT | T ∈ Std((n − 1), (1)), T(1, 1, 1) = 1}. Now, by
using Lemma 5.9, the top factor in the filtration of S((n−1),(1)) is given by
S((n−1),(1))/ im(χ1) =
{
v(1) ∈ S((n−1),(1))
} ∼= {γ1 (v(1)) | v(1) ∈ S((n−1),(1))}
=
{
v(1, n) ∈ S((n−2),(12))
}
= ker(γ2)/ im(φ2).
2. Let 2 6 m 6 n− 2. By Lemma 5.12, we know that S((n−m),(1m)) has the filtration im(φm) ⊂
im(χm) ⊂ ker(γm) + im(χm) ⊂ S((n−m),(1m)). We know from Proposition 5.6 that γm ◦ φm = 0.
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Thus, together with Lemma 5.12, the second from bottom factor in the filtration of S((n−m,1m))
is
im(χm)/ im(φm) ∼= im(γm ◦ χm)/ im(γm ◦ φm) = im(γm ◦ χm) = im(φm+1).
Using Lemma 5.12, the second from top factor in the filtration of S((n−m,1m)) is
(ker(γm) + im(χm)/ im(χm)) = ker(γm)/ (ker(γm) ∩ im(χm))
= ker(γm)/ (im(γm−1) ∩ im(χm))
= ker(γm)/ im(φm).
Finally, using Lemma 5.12, the top factor in the filtration of S((n−m,1m)) is
S((n−m,1m))/ (ker(γm) + im(χm)) ∼= (im(γm) + im(χm+1)) / im(χm+1)
= (ker(γm+1) + im(χm+1)) / im(χm+1)
= ker(γm+1)/ (ker(γm+1) ∩ im(χm+1))
= ker(γm+1)/ im(φm+1).
3. It is clear from Lemma 5.12 that im(φn−1) ⊂ im(γn−2) ⊂ S((1),(1n−1)) is a filtration of S((1),(1n−1)).
Also by Lemma 5.12, the top factor of S((1)(1n−1) is
S((1),(1n−1)/ im(γn−2) = (ker(γn−1) + im(γn−1)) / im(γn−2)
= (ker(γn−1) + im(γn−1)) / ker(γn−1)
= im(γn−1)/ ker(γn−1) ∩ im(γn−1)
= im(γn−1)
∼= S(∅,(1n)).
Example 6.17. Let e = 3 and κ = (0, 2). Then S((3),(13)) has the composition series
0 ⊂ im(φ3) ⊂ im(χ3) ⊂ ker(γ3) + im(χ3) ⊂ S((3),(13)),
where
 im(χ3)/ im(φ3) ∼= im(φ4),
 (ker(γ3) + im(χ3)) / im(χ3) ∼= ker(γ3)/ im(φ3),
 S((3),(13))/ (ker(γ3) + im(χ3)) ∼= ker(γ4)/ im(φ4).
By Lemma 5.10, the basis elements of im(φ3) =
〈
ψ1ψ2ψ5ψ4ψ3z((3),(13))
〉
correspond to the ((3), (13))-
tableaux
1 4 5
2
3
6
, 1 3 5
2
4
6
, 1 2 5
3
4
6
, 1 3 4
2
5
6
, 1 2 4
3
5
6
, 1 2 3
4
5
6
.
We have im(χ3) =
〈
ψ1ψ2ψ3z((3),(13))
〉
, so that the basis elements of im(φ4) correspond to
1 5 6
2
3
4
, 1 4 6
2
3
5
, 1 3 6
2
4
5
, 1 2 6
3
4
5
.
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We have ker(γ3) + im(χ3) =
〈
ψ5ψ4ψ3z((3),(13))
〉
, so that the basis elements of ker(γ3)/ im(φ3) corre-
spond to
3 4 5
1
2
6
, 2 4 5
1
3
6
, 2 3 5
1
4
6
, 2 3 4
1
5
6
.
We have S((3),(13)) =
〈
z((3),(13))
〉
, so that the basis elements of ker(γ4)/ im(φ4) correspond to
4 5 6
1
2
3
, 3 5 6
1
2
4
, 3 4 6
1
2
5
, 2 5 6
1
3
4
, 2 4 6
1
3
5
, 2 3 6
1
4
5
.
Observe that for any vR, vS ∈ im(χ3), vT, vU ∈ im(φ4), vW, vX ∈ ker(γ3)/ im(γ3) and vY, vZ ∈
ker(γ4)/ im(γ4) we can find a directed path from R to S, from T to U, from W to X and from Y to
Z, respectively, as follows, where the basis elements of S((3),(13)) are represented by the legs of the
corresponding ((3), (13))-tableaux.
4
5
6
3
5
6
2
4
6
2
3
6
1
3
5
1
4
5
1
2
4
1
2
3
2
3
5
2
4
5
2
3
4
3
4
5
3
4
6
1
3
4
2
5
6
1
2
5
1
3
6
1
2
6
1
5
6
1
4
6
−ψ4
ψ3 ψ3
ψ4 ψ2
−ψ2
ψ4 ψ4ψ2ψ2
ψ2 −ψ2
ψ3ψ3
ψ4
−ψ4
ψ2
ψ4ψ4ψ2
ψ3
−ψ4
ψ4−ψ2
ψ2
ψ2ψ4
ψ4 ψ2
ψ3
ψ1ψ5
ψ5ψ1
ψ1
ψ1
ψ1
ψ1
ψ5
ψ5
ψ5
ψ5
We have thus established the composition series, up to isomorphism, of Specht modules labelled by
hook bipartitions with quantum characteristic e ∈ {3, 4, . . . }. To completely determine the rows of the
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decomposition matrix for H Λn labelled by hook bipartitions, we need to deduce the non-isomorphic
composition factors. In subsequent work, we compute the irreducible labels of these factors in order
to obtain the corresponding decomposition numbers, together with their graded analogues.
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