Phone log-likelihood ratio (PLLR) features have been shown to be effective in language identification systems. However, PLLR feature distributions are bounded and this may contradict assumptions of Gaussianity and consequently lead to reduced language recognition rates. In this paper, we propose a feature normalisation technique for the PLLR feature space and demonstrate that it can outperform conventional normalisation and decorrelation techniques such as mean-variance normalisation, feature warping, discrete cosine transform and principal component analysis. Experimental results on the NIST LRE 2007 and the NIST LRE 2015 databases show that the proposed method outperforms other normalisation methods by at least 9.3% in terms of %Cavg. Finally, unlike PCA which needs to be estimated from all the training data, the proposed technique can be applied on each utterance independently.
Introduction
Phonotactic features have been a mainstay of automatic Language Identification (LID) systems [1, 2] , particularly in combination with acoustic features [3] [4] [5] . However, these two approaches have significant differences in the feature extraction processes. Phone-based systems typically employ language models and phone decoders that capture phonotactic information pertaining to sequences or lattices of phonetic tokens such as phonemes. On the other hand, acoustic features such as Mel-Frequency Cepstral Coefficient (MFCC) and Perceptual Linear Prediction (PLP) take a frame based approach resulting in a feature vector corresponding to each frame.
An alternative to the classical phonotactic features are the Phone Log-Likelihood Ratio (PLLR) [6] features which provide a frame level representation of phonetic information. PLLRs are computed from phone posterior probabilities and have shown to be effective in both Language Recognition and Speaker Recognition systems [6, 7] .
In this paper, we propose a normalisation technique to mitigate the effects of boundedness and subsequent non Guassian nature of PLLRs as well as to decorrelate the different feature dimensions. The proposed method is compared to standard normalisation and decorrelation techniques such as feature warping, mean-variance normalisation, DCT and PCA and shown to be better suited for language identification systems.
PLLR feature space
In [7] , it was shown that frame level features that directly represent phone posteriors or phone log-posteriors will fail to perform well due to the highly non-Gaussian nature of these features. In contrast, the distributions of PLLR features are nearly Gaussian along each dimension. PLLR features can be computed from phone posteriors generated by a suitable phone decoder [6] as,
where, ‫ܴܮܮ‬ ‫)ݐ(‬ denotes the log-likelihood ratio of the ݅ ௧ phoneme and ‫‬ ‫)ݐ(‬ denotes the posterior probability of the ݅ ௧ phoneme corresponding to frame ‫.ݐ‬ The ܰ dimensional vectors corresponding to each frame comprising of the log-likelihood ratios for all ܰ phonemes are then referred to as PLLR feature vectors (or PLLRs). As previously mentioned, the transformation from phone posteriors to PLLRs incorporates an element of Gaussianisation which in turn makes PLLRs more suitable as features for a LID system compared to phone posteriors. However, phone posteriors are highly non-Gaussian [7] and the Gaussianisation implicit in computing PLLRs is not perfect. Since phone posteriors must sum to unity, they are linearly dependent and are constrained to a ܰ − 1 dimensional subspace. Subsequently, these constrains result in PLLRs being bounded as can be seen from Figure 1 which shows a clear boundary (red dashed line) when visualising 3 dimensions of PLLRs (corresponding to the phonemes a:, E, and O [8] ). This boundedness of PLLRs suggests that assumptions of Gaussianity about PLLR features that are commonly made in LID systems may not be valid and explicit normalisation of PLLRs may be beneficial.
Feature normalisation techniques, which are used to reduce the mismatch between training and test datasets in most LID systems, may also incorporate an additional element of Gaussianisation. However, as described in [6] , well-known normalisation techniques, such as feature normalisation [9] and feature warping [10] degrade the performance of PLLR features. In particular, feature warping forces the shape of the distribution to be Gaussian. However, since the original PLLR distributions are bounded, this tends to create a distribution that is not smooth (Figure 2b ) which in turn may increase the boundedness of the feature space as shown in Figure 2a and proposed a technique that projects features onto a hyperplane in order to overcome the bounding effect [8] . Our preliminary experiments suggest that the distributions of the projected features [10] are approximately Gaussian. Diez et. al. have also suggested the use of PCA to decorrelate feature dimensions which may also reduce the bounding effect on original PLLR feature space [8] . The high level of correlation between the feature dimensions of PLLRs can also make the joint distribution harder to characterise and benefits can be expected from decorrelating them.
Proposed PLLR Normalisation
We propose a transformation that forces all dimensions of PLLR features to be decorrelated. Further, the proposed transform scales all dimensions to have unit variance. This transformation is applied to utterances as:
where, ܺ is an ܰ × ‫ܭ‬ matrix of ܰ dimensional mean centered PLLR features extracted from an utterance, ‫ܭ‬ is number of frames in that utterance and ܻ denotes the transformed PLLR feature vectors. The transformation parameters ܸ and ‫ܦ‬ are obtained by Eigen decomposition of the feature covariance matrix ‫ܥ‬ as given by:
where ܸ is the matrix of eigenvectors, ‫ܦ‬ is the diagonal matrix of eigenvalues and ‫ܥ‬ is given by:
It should be noted that if ‫ܦ‬ = ‫ܫ‬ the transformation leaves the data untouched and in general the scaling by D -1/2 can be thought of as compressing and stretching data along the directions given by eigenvectors to normalise the variance along these directions. The proposed transform can be considered to comprise of 3 stages, namely, a rotation of the data to the eigenspace, a scaling based on eigenvalues and a rotation back to the original feature space. In Figure 3 , these three stages are visualised for the first 2 dimensions of the PLLR feature space corresponding to the phones 'a:' and 'E'. Comparing Figure 3a and 3d, it is clear that the sharp boundary in the feature space is smoothed out by the transformation. Table 1 compares the differences between the proposed transformation and a number of other standard normalisation techniques. It should be noted that unlike PCA, the proposed normalisation matrix is estimated from each utterance independently and there is no requirement to aggregate all training data. The proposed transform normalises the data along the eigenvectors but maps the features back to the original space, while PCA maps the features to a different space in order to decorrelate them. It is expected that PLLRs transformed as per the proposed method will more closely follow a Gaussian distribution compared with the untransformed PLLRs and consequently be more suitable for modelling by diagonal covariance Gaussian mixture models (GMMs) that are used in i-vector based systems. Figure 4 shows the block diagram of the LID system that was used to evaluate the proposed normalisation technique. The overall system follows the well-established total variability factor analysis (i-vector) paradigm [11] . Following framebased PLLR feature extraction and feature normalisation, ivectors representing each utterance were estimated based on a Gaussian mixture model (GMM) of the distribution of features adapted from a universal background model (UBM). Length normalisation and linear discriminant analysis (LDA) were then carried out on the i-vectors to further reduce dimensionality and compensate for inter-session variability. Finally, Gaussian PLDA parameters [12] were estimated for target languages and used to compute the scores. In order to compare the proposed normalisation technique to other commonly employed methods of normalisation, the performances of different variations of this system, with each one employing a different normalisation technique were estimated and compared (section 5).
Experimental setup

Language Identification System
PLLR feature Extraction
In the front-end, phone posteriors were estimated using the Temporal Patterns Neural Network (TRAPs/NN) phone decoder for Hungarian language, developed by the Brno University of Technology (BUT) [13] . After summing the probabilities of all states in each phonetic unit, 58 phonetic and 3 non-phonetic units were retained. Further, the nonphonetic units were summed and treated as one single model unit to determine the voicing activity.
To determine non speech frames, a PLLR based VAD was used as in [6] . Finally, PLLRs are calculated as per equation (1) and feature vectors where the highest PLLR value corresponded to this integrated non-phonetic unit were removed since these frames correspond to non-speech segments.
I-Vector Gaussian PLDA
Language independent 1024-mixture GMMs with diagonal covariance was used as UBM and trained on half of the training data from all target languages. The i-vector dimensionality was chosen as 400 based on previous experiments conducted on NIST 2007 LRE data [12] . The total variability matrices were estimated as in [14] using data from the target languages only.
Test data and Evaluation Measures
NIST 2007 LRE
The primary experiments comparing the proposed normalisation technique to other established approaches were conducted on the NIST 2007 LRE [15] which defined a spoken language recognition task for conversational speech across telephone channels, involving 14 target languages. All the training and testing were limited to these 14 target languages. For development purposes, 10 conversations from each language were randomly chosen. The results obtained were computed on 30 second test segments for the closed-set condition, as is standard for NIST 2007 LRE.
NIST 2015 LRE
Following the initial comparison on NIST 2007 LRE data, the performance of the proposed normalisation method is also validated on the NIST 2015 LRE data set as per the evaluation plan [16] involving 20 target languages. The data set contains both conversational telephone speech data and broadcast narrowband speech data. The results obtained were computed on all test segments limited to segments with approximately between 3s, and 30s speech duration. Ten conversations from each language were chosen at random to constitute the development set.
The system performance on both the NIST 2007 and NIST 2015 LRE datasets were compared in terms of average cost performance C avg and log-likelihood ratio cost function C llr as defined in the NIST 2007 and NIST 2015 evaluation plans respectively.
Results
Comparison of Normalisation Techniques
As previously mentioned, the proposed normalisation method was compared to standard normalisation techniques in the context of the language identification system described in section 3 and the results are given in Table 2 . The results show that DCT provides a small improvement of (10.1%) and PCA provides an improvement of (22.2%). The proposed transformation outperformed both of these classical decorrelation methods by at least 9.3% in terms of %Cavg for NIST 2007 LRE. Furthermore, the proposed approach also outperforms the combination of PCA and feature warping Finally, transformed PLLRs were concatenated with Shifted Delta Coefficients (SDC) with a 59-1-5-1 configuration and this led to a further increase in performance. The overall relative improvement attained by the combination of the proposed normalisation and SDC is 51.3% in terms of %Cavg compared to un-normalised PLLR features and 40.2% improvement compared to un-normalised PLLR + SDC features.
Performance on NIST 2015 LRE dataset
The proposed technique was also validated on the NIST 2015 LRE data set and the results are presented in Table 3 . Unlike NIST 2007 LRE, the 20 languages in NIST 2015 were grouped into 6 language clusters with a focus on distinguishing languages within each cluster. The results presented in Table 3 describe system performance according to each cluster and finally the overall performance.
The results show that the proposed method outperformed the un-normalised PLLRs by 7.1%. Further, enhancing the transformed PLLRs by concatenating SDCs led to a relative improvement of 9.8% in terms of %Cavg.
Conclusions
In this paper, a normalisation method for PLLR features used in language identification has been proposed, with the explicit aim of reducing the effect of boundedness and nonGaussianity of the PLLR feature space on the language identification. Experimental results included in the paper suggest that the proposed method outperforms standard approaches to normalisation and decorrelation. In addition, the proposed transform can be estimated and applied on each utterance individually unlike PCA (the standard method that comes closest in terms of performance) which must be estimated on all the training data. Finally, experimental results also show that the use of shifted delta coefficients (which are commonly employed in language identification systems to incorporate longer term temporal information) along with the transformed PLLRs obtained via the proposed method leads to further improvement in performance. A limitation of this approach is that like the other transformations, it is still a linear transformation, which means that the boundedness is not fully removed. 
