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We unravel the many-body dynamics of a harmonically trapped impurity colliding with a bosonic
medium confined in a double-well upon quenching the initially displaced harmonic trap to the
center of the double-well. We reveal that the emerging correlation dynamics crucially depends
on the impurity-medium interaction strength allowing for a classification into different dynamical
response regimes. For strong attractive impurity-medium couplings the impurity is bound to the
bosonic bath, while for intermediate attractions it undergoes an effective tunneling. In the case
of weak attractive or repulsive couplings the impurity penetrates the bosonic bath and performs a
dissipative oscillatory motion. Further increasing the impurity-bath repulsion results in the pinning
of the impurity between the density peaks of the bosonic medium, a phenomenon that is associated
with a strong impurity-medium entanglement. For strong repulsions the impurity is totally reflected
by the bosonic medium. To unravel the underlying microscopic excitation processes accompanying
the dynamics we employ an effective potential picture. We extend our results to the case of two
bosonic impurities and demonstrate the existence of a qualitatively similar impurity dynamics.
I. INTRODUCTION
Due to their extraordinary controllability ultracold
atoms have been used to study various properties of
many-body quantum systems. Indeed, they can be
confined in arbitrary trapping geometries and dimen-
sions [1–4], the underlying interatomic interactions are
tunable via Feshbach resonances [5–9] while mixtures
of quantum gases namely Bose-Bose [10, 11], Bose-
Fermi [12, 13] and Fermi-Fermi ones [14–17] can be
realized. Recently, major attention has been placed
on strongly particle imbalanced mixtures where for
instance a single impurity is immersed in a many-
body environment. Here, the concept of a polaron
[18], which has been exhaustively studied in solid state
physics, can be recovered where the impurity plays
the role of an effective particle dressed by the excita-
tions of its surrounding. In this context, the existence
and characteristics of Fermi [19–23] and Bose polarons
[24–28] have been unveiled, mainly focusing on their
stationary properties [29–32] and more recently on the
dynamics [33–35] of these quasi-particles. Another im-
portant aspect of such impurity settings concerns their
transport properties through the environment. Here,
especially the involved confining potentials have a ma-
jor impact on the dynamical behavior of the impurity.
For instance it has been shown that the impurity-
medium interaction quench dynamics in a harmonic
trap leads to oscillatory [36], dipole-like and dissipa-
tive impurity [37] motion depending on the impurity-
bath coupling strength or to temporal orthogonality
catastrophe events for strong repulsion [28]. Also the
tunneling dynamics of impurities confined in a double-
well and coupled to a lattice trapped medium have
been studied in the context of an effective potential
[38, 39]. Additionally, dephasing and clustering pro-
cesses [40, 41] as well as the tunneling dynamics [42]
were observed for impurities confined in lattice poten-
tials. Furthermore, the collisional mean-field dynam-
ics of impurities with a harmonically confined Bose-
Einstein condensate (BEC) has been investigated [43]
unveiling the complete reflection of the impurities at
the BEC, their trapping within the bath as well as
generation of dark and bright solitons.
However, the collisional dynamics of impurities with
a BEC background is possible to exhibit scatter-
ing processes caused exclusively by the presence of
impurity-medium correlations. In this sense besides
the mean-field collision channels most importantly
new ones can be triggered including, for instance, de-
phasing dynamics of the impurities associated with en-
hanced energy redistribution processes [37, 44] or the
formation of impurity-medium bound states. Specifi-
cally we will investigate here the dynamical response
of impurities colliding with a bosonic environment
confined in a double-well. Of immediate interest will
be the collisional properties of the impurity and the
BEC background for different impurity-bath coupling
strengths including the induced scattering and trans-
mission processes of the impurity. Since the double-
well, being the minimal lattice model, allows for a
rich dynamical behavior we shall address the ques-
tions whether a pinning of the impurity within the
bath or an impurity-medium bound state formation
for attractive interactions are feasible and whether the
relevant scattering events are accompanied by phase
separation at repulsive couplings. Moreover, the back-
action of the impurity on the bosonic background
where the former is expected to trigger a tunneling of
the medium [45] is certainly of interest. Due to the col-
lision of the impurities with their environment strong
impurity-medium correlations are expected to emerge
giving rise to beyond-mean-field collisional channels.
To trace the non-equilibrium quantum dynamics, we
employ the Multi-Layer Multi-Configuration Time-
Dependent Hartree method for atomic mixtures (ML-
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2MCTDHX) [46–48] which is capable of capturing all
relevant inter- and intraspecies correlations.
To address these aspects we consider a harmoni-
cally trapped impurity which is coupled via a con-
tact interaction potential to a bosonic environment
confined in a double-well. The dynamics is induced
by quenching the initially displaced harmonic confine-
ment of the impurity to the center of the double-well.
By steering the impurity-medium interaction strength
from attractive to strongly repulsive values we are able
to identify five dynamical response regimes in the case
of a single impurity [49]. These regimes range from a
bound state formation between the impurity and its
environment for strong attractive impurity-bath in-
teraction strengths to its dissipative oscillatory mo-
tion [37, 50] within the bosonic background at weak
attractive and repulsive couplings and finally its to-
tal reflection from the medium for strong repulsive
interactions. For intermediate attractive or repulsive
interaction strengths the impurity effectively tunnels
between the sites of the double-well potential or it is
pinned between the later, respectively [38]. In all of
the above-mentioned cases we reveal the build up of a
significant impurity-medium entanglement [28] which
is mostly pronounced in the dissipative oscillation and
the pinning regimes. To unravel the microscopic pro-
cesses participating in the dynamics we construct an
effective potential [35, 37, 42, 51]. This picture enables
us to understand the dynamical behavior of the impu-
rity in all response regimes and, in particular, uncover
hidden excitations in the pinning regime. Extending
our results to the two-impurity case we identify five
qualitatively similar response regimes as compared to
the single-impurity scenario. Moreover, we explicate
the involvement of single- and two-particle excitation
processes of the impurities within the effective poten-
tial [52].
This work is structured as follows. In section II we
introduce the system under investigation and spec-
ify the used quench protocol. The employed varia-
tional method to trace the many-body dynamics is
outlined in section III. Section IV provides a detailed
classification and analysis of the dynamical response
regimes in dependence of the impurity-medium inter-
action strength. We extend our results to two impuri-
ties in section V and conclude this work in section VI
providing a summary and an outlook of possible fu-
ture research directions. In the appendices we further
elaborate on the features of the identified dynamical
response regimes discussing energy redistribution pro-
cesses (appendix A), the impurity-medium two-body
correlation dynamics at strong attractions (appendix
B), the effective mass of the impurity (appendix C)
and the exposure of hidden excitations revealed for re-
pulsive impurity-medium couplings (appendix D). Ap-
pendix E demonstrates the collisional dynamics when
considering a bosonic bath in a triple-well.
II. SETUP AND QUENCH PROTOCOL
Our setup consists of two different species of bosons
B and I, also referred to as the medium and impurity
species, respectively. For the two species we consider
NB and NI particles of mass mB and mI , respec-
tively. We operate in the ultracold regime and thus
s-wave scattering is the dominant process allowing us
to model the interaction between the atoms with a
contact interaction potential [53]. Therefore, we em-
ploy for the impurity-bath interaction a contact inter-
action potential of strength gBI , while particles of the
same species interact with a contact interaction po-
tential among each other with strengths gBB for the
environment and gII for the impurity species. Each
species is confined in a different one-dimensional op-
tical potential Vσ at zero temperature. This can be
easily achieved experimentally [11, 54–56] especially
for the mass-imbalanced case under consideration of,
i.e. 87Rb atoms for the bath and 133Cs atoms for the
impurity species. The resulting Hamiltonian of the
system reads Hˆ = HˆB + HˆI + Hˆint where
Hˆσ =
Nσ∑
i=1
(
− h¯
2
2mσ
∂2
(∂xσi )
2
+ Vσ(x
σ
i )
+ gσσ
∑
i<j
δ(xσi − xσj )
)
(1)
is the Hamiltonian of species σ ∈ {B, I}. The
bosonic medium and impurity species are coupled
via Hˆint = gBI
∑NB
i=1
∑NI
j=1 δ(x
B
i − xIj ). The impu-
rities are confined in a harmonic oscillator potential
VI(x
I
i ) = mIω
2
I (x
I
i + x
I
0)
2/2, where ωI is the trapping
frequency with xI0 being the spatial displacement of
the trap. The environment is trapped in a double-
well VB(xBi ) = mBω2B(x
B
i )
2/2+ hB√
2piwB
exp
(
− (xBi )22(wB)2
)
which is constructed by superimposing a harmonic os-
cillator potential of frequency ωB and a Gaussian of
width wB and height hB [57]. We consider for the
bosonic medium NB = 20 87Rb atoms with mass
mB = 1, and for the impurity species NI = 1, 2 133Cs
atoms with mass mI = 133/87 [58].
Experimentally, a one-dimensional potential can be
realized by employing a strong harmonic confinement
along the transverse direction in order to freeze out
the relevant degrees of freedom [53, 59]. Subsequently,
we provide the energy of the Hamiltonian Hˆ in terms
of E˜ = h¯ω˜, where ω˜ is the frequency of the per-
pendicular confinement. The length and time scales
are then expressed in units of x˜ =
√
h¯/(mBω˜) and
ω˜−1 = h¯E˜−1, respectively. Regarding the frequency
of the harmonic oscillator potential of the impurities
we use ωI/ω˜ = 0.2. For the harmonic contribution
to the double-well potential we employ a frequency
of ωB/ω˜ = 0.15 and for the Gaussian a width of
wB/x˜ = 0.8 and a height of hB/E˜x˜ = 2.0 leading
to a central barrier of the double-well below which six
energetically lowest eigenstates of the corresponding
one-body Hamiltonian are located.
We prepare the system in its ground state with
3FIG. 1. Sketch of the setup under consideration at t = 0
(left panel). The harmonic trap of the impurity (red circle)
is initially displaced by xI0 with respect to the center of the
double-well potential of the bosonic medium (blue shaded
area). The dynamics is induced by quenching the potential
of the impurity to xI0 = 0 (right panel).
the harmonic trap of the impurities displaced by xI0.
The spatial overlap between the species in the non-
interacting case is of about 3.5% and it increases (de-
creases) for attractive (repulsive) interactions. After
a gBI -dependent ground state is found the dynam-
ics is induced by quenching, at t = 0, the trap cen-
ter of the impurity’s harmonic potential to the center
of the bosonic environment, i.e. setting xI0 = 0 (see
Figure 1 for t > 0). Thereby, a collision of the ini-
tially displaced impurities with the bosonic medium
is triggered, a process that strongly depends on the
impurity-medium coupling strength gBI as we shall
demonstrate below.
III. MANY-BODY WAVE FUNCTION
ANSATZ
To calculate the quantum dynamical behavior of
the binary system we employ the ab initio Multi-
layer Multi-Configuration Time-Dependent Hartree
method for atomic mixtures (ML-MCTDHX) [46–48].
Within this approach we express the many-body wave
function |ΨMB(t)〉 of the binary mixture using the
Schmidt decomposition [60, 61]
|ΨMB(t)〉 =
M∑
i=1
√
λi(t)|ΨBi 〉 ⊗ |ΨIi 〉. (2)
For our purposes we expand each species in M = 6
species functions |Ψσi 〉 with σ ∈ {B, I}. Moreover,
the species functions are weighted with the time-
dependent Schmidt-coefficients λi which contain in-
formation about the entanglement between the two
species. For instance, in the case of only one non-
vanishing Schmidt-coefficient the species are consid-
ered to be not entangled since the system can be
described by a single product state (species mean-
field ansatz) [61, 62]. Next, each species function is
expanded in a set of time-dependent number states
|~nσi (t)〉
|Ψσi 〉 =
∑
~n|Nσ
Cσi,~n(t)|~nσi (t)〉, (3)
with time-dependent coefficients Cσi,~n. Each number
state |~nσi (t)〉 determines the configurational occupa-
tion of Nσ particles on dσ single-particle functions
(SPFs) where, at the same time, the number of occu-
pied SPFs must add up to the total particle number
Nσ (indicated by ~n|Nσ). In this work we employed
dB = dI = 6 SPFs. Eventually, the single-particle
functions are represented in a time-independent dis-
crete variable representation (DVR) [63]. The propa-
gation in time is performed by employing the Dirac-
Frenkel variational principle [64, 65] leading to a set
of equations of motion for the system (see for more
details [48, 66]).
The advantage of this method is its underlying
multi-layering architecture of the total wave function
combined with its time-dependent basis set [Eqs. (2)
and (3)]. Especially, with the latter a co-moving ba-
sis set is utilized leading to a significant reduction
of required basis functions compared e.g. to an ex-
act diagonalization approach. On the other hand, the
multi-layering structure provides access to all relevant
inter- and intraspecies correlations of the system in an
efficient manner.
IV. DYNAMICAL RESPONSE REGIMES OF
A SINGLE IMPURITY
In the following we analyze the collisional dynamics
of a single impurity (NI = 1) trapped in a harmonic
oscillator and interacting with a bosonic medium con-
fined in a double-well. Initially, the system is prepared
in its ground state with the impurity’s harmonic trap
being spatially shifted by xI0/x˜ = 8 with respect to
the center of the double-well. The dynamics is in-
duced by quenching the harmonic oscillator of the im-
purity to xI0/x˜ = 0. Varying the impurity-medium
interaction strength gBI from the strongly attractive
to the strongly repulsive regime we discuss the emer-
gent dynamical response of the impurity and its back-
action to the environment. The intraspecies interac-
tion strength between the medium particles is fixed to
gBB/E˜x˜ = 0.5.
To reveal the overall dynamical response of the
system we initially inspect the one-body density
ρ
(1)
σ (x, t) = 〈ΨMB(t)|Ψˆ†σ(x)Ψˆσ(x)|ΨMB(t)〉 of species
σ, where Ψˆσ(x) is the bosonic field operator of the
corresponding species. The spectral decomposition of
the one-body density [67, 68] reads
ρ(1)σ (x, t) =
∑
j
nσj (t)Φ
∗
σ,j(x, t)Φσ,j(x, t), (4)
where nσj denote the natural populations and Φσ,j the
natural orbitals of species σ.
Figure 2 presents the time-evolution of ρ(1)σ (x, t) for
different impurity-medium interaction strengths gBI
ranging from strongly attractive to strongly repulsive
values. In Figures 2(a1) and (a2) we monitor the one-
body density of the impurity ρ(1)I (x, t) and the bosonic
environment ρ(1)B (x, t) in the course of the evolution
for gBI/E˜x˜ = −0.9 namely for strong attractive cou-
plings. As a result of the quench the impurity starts
4FIG. 2. Temporal evolution of the one-body density of
(a1)-(f1) the impurity and (a2)-(f2) the bosonic medium.
We induce the dynamics by quenching the initial displace-
ment xI0/x˜ = 8 of the harmonic trap to xI0 = 0. Different
dynamical response regimes are realized by steering the
impurity-medium interaction strength gBI (see legends).
The system consists of a NI = 1 impurity and NB = 20
bath particles with gBB/E˜x˜ = 0.5.
to oscillate with a small amplitude which decays dur-
ing the time-evolution. Thereby, the spatial maximum
of ρ(1)I (x, t) remains in the vicinity of the left site of
the double-well potential. Also ρ(1)B (x, t) exhibits a
maximum at the same location [cf. Figure 2(a2)], a
phenomenon that is attributed to the strong impurity-
bath attraction [69]. Due to this behavior, i.e. the en-
hanced spatial localization tendency of the impurity
and the medium, and the fact that the impurity domi-
nantly occupies a state with negative eigenenergy [see
for details Figure 5(a1)] we refer to this dynamical
response regime as the steady bound state regime.
For intermediate attractive impurity-medium inter-
actions, gBI/E˜x˜ = −0.7, corresponding to the one-
body densities shown in Figures 2(b1) and (b2) the
impurity does not localize exclusively on one site of
the double-well anymore as in the above discussed
case. Rather, we observe a decay of ρ(1)I (x, t) on the
left site and a simultaneous increase at the right site of
the double-well. This response of the impurity is rem-
iniscent of the tunneling dynamics of a single particle
confined in a double-well [70]. Later on, we will show
that the effective potential encountered by the impu-
rity resembles a double-well since it accounts for the
effects of the attractive impurity-medium coupling [cf.
Figure 5(b1)]. In this sense we label this response re-
gion as the (effective) tunneling regime. Note that the
back-action of the impurity on the bosonic medium
leads to a shift of the maximum of ρ(1)B (x, t) following
the impurity’s tunneling behavior.
The next response regime, which we will refer to as
the dissipative oscillation regime, emerges at weakly
attractive or repulsive impurity-medium interaction
strengths, e.g. for gBI/E˜x˜ = −0.2, 0.3. Here, the
impurity-medium coupling is sufficiently small such
that the impurity is able to completely penetrate its
environment. Consequently, the impurity initiates a
tunneling of ρ(1)B (x, t) from one site of the double-well
to the other which decays in the course of time. The
resulting impurity dynamics turns out to be a decay-
ing oscillatory motion with an initial amplitude as
large as the spatial extent of ρ(1)B (x, t), cf. Figures
2(c1), (c2) and (d1), (d2). We attribute this decay
process to a continuous energy transfer from the im-
purity to the medium [see Appendix A for details]. A
more detailed analysis of this dissipative behavior es-
timating also the effective mass of the emergent quasi-
particle can be found in Appendix C.
In the case of intermediate repulsive impurity-bath
couplings, e.g. gBI/E˜x˜ = 1.0, we observe a spatial
localization tendency of the impurity at the trap cen-
ter accompanied by vanishing oscillations [cf. Figure
2(e1)]. Therefore, we refer to this response regime
as the pinning regime. During the impurity’s local-
ization process, an intra-well dynamics is induced on
the bosonic background. Here, the central barrier
of the double-well is effectively enlarged due to the
material barrier created by the impurity and lead-
ing to an oscillatory motion of the bath cloud in
each site of the double-well. Further increasing gBI
to strong impurity-medium interaction strengths, e.g.
gBI/E˜x˜ = 2.0, the underlying repulsion between the
impurity and the bath particles in the left site of
the double-well becomes sufficiently large such that
the impurity is totally reflected [see Figure 2(f1)].
Thereby, the bosonic environment experiences a popu-
lation imbalance in the double-well potential [cf. Fig-
ure 2(f2)] and we shall address this behavior as the
total reflection regime.
In conclusion, we have captured five different dy-
namical response regimes of the impurity depending
on the impurity-medium interaction strength. Re-
markably, by tuning the impurity-bath coupling gBI
it is possible to control the location of the impurity.
It is also important to note that in all of the above-
described response regimes, besides the total reflec-
tion one, the impurity is trapped within the bosonic
medium and thus can be dressed by the excitations of
the latter giving rise to a Bose polaron [28, 71, 72].
However, in the total reflection regime the impurity
phase separates from its environment after the first
collision and, therefore, the polaron, even it is formed
for very short evolution times, decays. Similar man-
ifestations of a decaying polaron formation at strong
repulsive impurity-medium couplings in the course of
the evolution have been already reported in the lit-
erature being referred to as temporal orthogonality
catastrophe events [28, 72, 73].
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FIG. 3. (a) Time-evolution of the mean position of the im-
purity for different impurity-medium interaction strengths
gBI (see legend). Each value of gBI corresponds to one of
the five dynamical response regimes of the impurity. The
inset of (a) shows the long-time evolution of the mean posi-
tion obtained for gBI/R˜x˜ = −0.2. (b) Temporal evolution
of the mean position as a function of the impurity-medium
interaction strength gBI . (c) Long-time evolution of the
von-Neumann entropy SVN(t) obtained for the same gBI
as used in (a).
In order to further classify the above-discussed re-
sponse regimes we invoke the mean position of the im-
purity 〈xˆI(t)〉, see Figure 3(a), for different impurity-
medium interactions corresponding to the aforemen-
tioned dynamical regimes. Evidently, 〈xˆI(t)〉 exhibits
individual characteristics in each regime allowing for
their clear distinction. For instance, in the case of
weak impurity-bath couplings, e.g. gBI/E˜x˜ = −0.2,
an oscillatory behavior of 〈xˆI(t)〉 takes place as ex-
pected from ρ(1)I (x, t) [cf. Figure 2(c1)]. Turning to
the total reflection regime, e.g. for gBI/E˜x˜ = 2.0,
〈xˆI(t)〉 captures the irregular behavior of the impu-
rity on the left edge of the double-well, thus indicat-
ing its total reflection from the bosonic environment.
The long-time evolution of 〈xˆI(t)〉 for gBI/E˜x˜ = −0.2
is illustrated in the inset of Figure 3(a). As can be
seen, the decreasing amplitude of 〈xˆI(t)〉 becomes ev-
ident which is caused by the continuous energy trans-
fer from the impurity to the bosonic medium, see also
Appendix A.
To provide the complete response phase diagram
of the impurity we show the behavior of 〈xˆI(t)〉 in de-
pendence of the impurity-medium interaction strength
gBI , thus capturing the dynamical crossover between
the aforementioned regimes, see Figure 3(b). For con-
venience the five identified response regimes are la-
beled from I to V. Regime I corresponds to the steady
bound state formation, see the small amplitude oscil-
lations of ρ(1)I (x, t) in the vicinity of the left site of the
double-well. In regime II we find the expected behav-
ior of 〈xˆI(t)〉 represented by its low frequency oscilla-
tions around the trap center as shown in Figure 3(a).
For weak impurity-medium interaction strengths, cor-
responding to regime III, the dissipative oscillatory
motion of 〈xˆI(t)〉 occurs characterized by a relatively
large amplitude of the underlying oscillations. In-
creasing gBI to intermediate repulsive values we reach
the pinning regime (cf. regime III) where the mean
position saturates towards xI = 0. For larger gBI
the impurity is not able to penetrate the bath any-
more and it is totally reflected at the edge of the lat-
ter. This regime corresponds to the total reflection
one and it is denoted by V in Figure 3(b). Finally,
we comment on the response regimes in which the
mean position obtains values close to zero, viz. the
pinning and the tunneling regime. Even though the
impurity’s mean position within these regimes is well
distinguishable [see Figure 3(a)] in a corresponding ex-
periment a clear distinction might be challenging. To
ensure a clear distinction between these regimes one
can use the experimentally accessible position vari-
ance s = 〈xˆ〉2 − 〈xˆ2〉 [74, 75]. Since in the tunneling
regime the impurity is distributed over the double-well
the respective variance is larger than the one in the
pinning regime where the impurity is localized at the
trap center (not shown here).
In order to expose the robustness of the impurity
dynamics with respect to parametric variations we
present in Figure 4 〈xˆI(t)〉 for a wide range of system
parameters. As we emphasized previously, it is pos-
sible to distinguish between the dynamical response
regimes by inspecting the behavior of 〈xˆI(t)〉. There-
fore, we choose the impurity-bath coupling strength
gBI such that we obtain a behavior of 〈xˆI(t)〉 which
can be in turn associated with a specific dynamical
response regime. Figures 4(a) and (b) show 〈xˆI(t)〉
obtained for xI0/x˜ = 5 and xI0/x˜ = 10, respectively.
Here, each mean position exhibits the same behavior
as the corresponding one depicted in Figure 3(a) for
xI0/x˜ = 8. As expected within the dissipative oscilla-
tion regime, an amplification of the oscillation ampli-
tude occurs as the initial displacement increases.
Varying the intraspecies coupling strength gBB be-
tween the bath particles we are again able to real-
ize the respective dynamical response regimes but for
shifted gBI [see Figures 4(c) and (d)]. For smaller in-
traspecies interaction strengths, e.g. gBB/E˜x˜ = 0.2,
6FIG. 4. Time-evolution of the impurity’s mean position for varying system parameters (see legends). (a) corresponds
to an initial displacement xI0/x˜ = 5 of the impurity’s harmonic trap and (b) refers to xI0/x˜ = 10. In both cases
gBB/E˜x˜ = 0.5. In panels (c) and (d) the intraspecies interaction strengths are set to gBB/E˜x˜ = 0.2 and gBB/E˜x˜ = 1.0,
respectively, for fixed xI0/x˜ = 8. The impurity-medium couplings gBI are chosen such that the mean positions exhibit a
behavior which can be attributed to the distinct dynamical response regimes.
the dynamical regimes are shifted towards smaller ab-
solute values of gBI [cf. Figure 4(c)] and vice versa in
case of a larger gBB , e.g. gBB/E˜x˜ = 1.0 [cf. Figure
4(d)]. We attribute this effect to the broadened spa-
tial extension of the bosonic medium for larger gBB ,
whereas smaller values of gBB lead to a less wider
cloud of the bath in the double-well. Therefore, it
is easier for the impurity to overcome the bosonic
medium at the left site of the double-well in the case of
a larger gBB , i.e. for a broadened background, than in
the case of a smaller gBB , e.g. compare the mean posi-
tions of gBI/E˜x˜ = 2.0 in Figures 4(c) and (d). Hence,
we conclude that the impurity dynamics is robust with
respect to the variation of the initial displacement xI0
and the intraspecies interaction strength gBB of the
bath.
Subsequently, we aim to quantify the associated
impurity-medium entanglement by monitoring the
von-Neumann entropy [76], which reads
SV N (t) = −
M∑
i=1
λi(t) lnλi(t). (5)
This expression possesses an upper bound for maxi-
mal entanglement between the species, viz. λi = 1/M
leading to SV Nmax = lnM = 1.79 in our case (M = 6),
and vanishes when no entanglement is present, e.g.
λi = 1 with λi>1 = 0. In Figure 3(c) we pro-
vide the long-time evolution of the von-Neumann en-
tropy for different values of gBI corresponding to the
five dynamical response regimes of the impurity. We
find in all regimes a finite impurity-medium entangle-
ment [28, 37] which tends to saturate for larger times
(t/ω˜−1 > 1500) besides the tunneling regime where
SV N (t) performs an oscillatory motion. Among the
investigated regimes the steady bound state and the
total reflection regime appearing at large attractive
and repulsive gBI couplings experience the smallest
amount of entanglement. Indeed, SV N (t) is maxi-
mized within the pinning (gBI/E˜x˜ = 1.0) and the
dissipative oscillation regime (gBI/E˜x˜ = −0.2). Ad-
ditionally, in the latter response regime the entan-
glement increases with time and reaches a plateau
at around t/ω˜−1 = 300. During this time-interval
the impurity penetrates the bosonic medium twenty
times, thereby, enhancing the entanglement at each
penetration. In the pinning regime, the system be-
comes maximally entangled after the impurity pene-
trates its environment a single time and, subsequently,
becomes pinned between the effective barriers raised
by the bosonic medium.
To obtain a better understanding of the underlying
microscopic mechanisms appearing in the respective
response regimes we analyze, in the following, the im-
purity dynamics with respect to an effective potential
[35, 37, 38], which reads
V effI (x
I) =
1
T
∫ T
0
[
NBgBIρ
(1)
B (x
I , t) + VI(x
I)
]
dt.
(6)
Here, we choose xI0 = 0 for the harmonic confine-
ment VI(xI). This effective potential is based on
the assumption of a product state ansatz |ΨMB(t)〉 =
|ΨB(t)〉 ⊗ |ΨI(t)〉 where the degrees of freedom of the
bosonic medium are integrated out. Thus, the effec-
tive potential is the superposition of the harmonic con-
finement VI(xI) after the quench and the one-body
density of the environment weighted with the parti-
cle number NB and the impurity-medium interaction
strength gBI [38]. Since the bosonic medium remains
to a certain extend well localized at the sites of the
double-well in the course of the evolution the averag-
ing of the effective potential over the total propagation
time T/ω˜−1 = 200 is justified. Note that even though
we considered a product state ansatz for the construc-
tion of V effI (x
I), beyond mean-field effects are included
in the one-body density ρ(1)B (x, t) which is calculated
with a many-body ansatz (see section III).
The time-averaged effective potentials
(gray solid lines) for four representative dy-
namical response regimes corresponding to
gBI/E˜x˜ = −0.9,−0.7, 1.0, 2.0 are demonstrated
in Figures 5(a1)-(d1). For the steady bound state
regime, at gBI/E˜x˜ = −0.9 the effective potential
V effI (x
I) takes the form of an asymmetric double-well
7FIG. 5. (a1)-(d1) Time-averaged effective potential of the impurity V effI (xI) (gray solid lines) together with the first
six energetically lowest eigenfunctions (see legend) shifted by the respective eigenenergies obtained from the associated
single-particle Hamiltonian Hˆ(1) (see text). (a2)-(d2) Time-dependent probabilities for the impurity to occupy one of
the eigenfunctions shown in (a1)-(d1), respectively. Each column corresponds to a particular dynamical response regime
(with a specific value of gBI) which is sorted from left to right by gBI/E˜x˜ = −0.9,−0.7, 1.0, 2.0. ∑i P 1i (t) > 0.94 is
fulfilled for times later than the threshold time depicted by the gray dashed lines.
[cf. Figure 5(a1)] with a deeper left site since ρ(1)B (x, t)
is attracted to the impurity and, therefore, it is shifted
to the left site of the double-well. For intermediate
attractions, e.g. gBI/E˜x˜ = −0.7, V effI (xI) has the
shape of a nearly symmetric double-well potential
[see Figure 5(b1)]. In this case the symmetry can be
ascribed to the fact that the averaging in Eq. (6)
is performed over the period T/ω˜−1 = 200 during
which the maximum of ρ(1)B (x, t) shifts from one site
of the double well to the other leading on average to
the observed nearly symmetric double-well. This in
turn explains the tunneling behavior of the impurity
depicted in Figure 2(b1).
This picture changes drastically for repulsive
impurity-medium interactions. Here, the bosonic
medium imprints a potential barrier with two max-
ima located at the two sites of its actual double-
well. Therefore, in this case, e.g. for gBI/E˜x˜ = 1.0,
the effective potential V effI (x
I) obtains the shape of
a deformed harmonic oscillator having an additional
prominent dip at the trap center [Figure 5(c1)]. As
gBI increases to gBI/E˜x˜ = 2.0 the aforementioned
two density maxima of ρ(1)B (x, t) become visible giving
rise to two potential barriers. Due to the superpo-
sition of the latter with the initially considered har-
monic confinement VI(xI) the effective potential of the
impurity V effI (x
I) deforms to an asymmetric triple-
well [see Figure 5(d1)].
As a next step, we construct for each V effI (x
I) the
single-particle Hamiltonian Hˆ(1) = h¯22mI ∂
2
∂x2 + Vˆ
eff
I and
calculate its first six energetically lowest-lying eigen-
functions ψeffi . The corresponding absolute squares of
the eigenfunctions shifted by their eigenenergies are
shown in Figures 5(a1)-(d1). In the following, the-
ses sets of eigenfunctions ψeffi are taken as basis sets
in order to analyze the underlying microscopic mech-
anisms in the course of the impurity dynamics. The
time-dependent probability for the impurity to occupy
the state ψeffi reads
P 1i (t) =
∑
j
|〈ΨMB(t)|ϕBj 〉 ⊗ |ψeffi 〉|2, (7)
where {φBj } is an arbitrary basis set covering the
whole subspace of the bosonic medium. By summing
over all basis states of the bath we single out the
probability to find the impurity in ψeffi . Note, that
|ΨMB(t)〉 is the full many-body wave function defined
via ML-MCTDX [Eq. (2)], while ψeffi serves as a basis
set to unravel the underlying participating dynamical
processes. The occupation probabilities for the re-
spective basis sets [Figures 5(a1)-(d1)] are presented
in Figures 5(a2)-(d2). In order to justify the quality
of the basis we sum up all non-vanishing occupation
probabilities P 1i (t) and determine the time at which
the sum exceeds and subsequently remains above 0.94
(dashed gray lines).
For gBI/E˜x˜ = −0.9 the impurity predominantly
populates the energetically lowest eigenstate on the
left site of the tilted effective double-well V effI (x
I),
while the probability to occupy energetically higher-
lying states is strongly suppressed as time evolves [see
Figure 5(a2)]. Based on this behavior of P 1i (t), i.e.
the spatial localization of the impurity, and the fact
that the eigenenergies are negative we associate the
bound state formation with the energetically lowest
eigenstate of the effective potential V effI (x
I) [37]. A
further analysis of this steady bound state is pro-
8vided in Appendix B in terms of the involved two-
body density. For intermediate attractive impurity-
medium couplings corresponding to the tunneling
regime V effI (x
I) has, in contrast to the steady bound
state regime, the shape of a nearly symmetric double-
well. Accordingly, the impurity dynamics is mainly
determined by the superposition of the two energeti-
cally lowest eigenstates of V effI (x
I) [see Figure 5(b2)].
In the case of intermediate repulsive interactions a
pinning of the impurity between the density maxima
of the bosonic bath is realized [cf. Figure 5(c2) with
gBI/E˜x˜ = 1.0]. Here, the occupation probabilities
start to saturate after t/ω˜−1 = 50 which in turn leads
to the energetically lowest eigenstate of V effI (x
I) being
predominantly populated. However, we observe that
the probability to find the impurity in an energetically
higher-lying eigenstate is approximately 40 %. In this
sense, the broadening of ρ(1)I (x, t) around the trap cen-
ter [see Figure 2(e1)] can be interpreted as impurity
excitations with respect to the effective potential. We
refer to those excitations as hidden excitations since
they can only be identified by such a microscopic anal-
ysis. It is worth noticing that the spatial structure of
the first three species functions of the impurity |ΨIi 〉
are in a good agreement with the three energetically
lowest eigenfunctions of V effI (x
I) (see Appendix D).
For strong repulsive couplings, e.g. gBI/E˜x˜ = 2.0,
the effective potential exhibits the shape of a triple-
well where the two potential barriers stem from the
bosonic medium being localized at the sites of the
double-well potential. Since these potential barriers
are comparatively large, the impurity is totally re-
flected by the left barrier and predominantly occupies
the eigenstates located in the left site of the triple-well
[see Figure 5(d2)].
In summary, the analysis of the effective poten-
tial enables us to unravel the underlying microscopic
mechanisms of the impurity dynamics. In particular,
it allows for a deep understanding of the steady bound
state formation and proves to be crucial in order to
identify the hidden excitations in the pinning regime.
Note that for an analogous analysis of the dissipative
oscillation regime a much larger set of eigenfunctions
has to be taken into account to achieve a comparable
quality of the employed single-particle basis (similar
to a coherent state in a harmonic oscillator). In Ap-
pendix C we provide a discussion of the impurity dy-
namics in the dissipative oscillation regime where we
compare the motion of its mean position to a damped
harmonic oscillator.
V. DYNAMICAL RESPONSE REGIMES OF
TWO IMPURITIES
To generalize our findings, in the following, we con-
sider two non-interacting impurities (gII = 0) coupled
to the bosonic environment. Therefore, all interac-
tions between the impurities are induced by their cou-
pling to the bosonic medium [27, 35, 77]. The quench
protocol is the same as described in section II.
In order to characterize the dynamics of the two
FIG. 6. (a) Temporal evolution of the two impuri-
ties’ mean position for various impurity-medium coupling
strengths gBI . (b) Time-averaged effective potential cal-
culated for the two-impurity case for gBI/E˜x˜ = −0.9 [see
Eq. (6)]. The associated eigenfunctions ψeffi of the effective
potential are shifted with respect to their eigenenergies Ei.
(c) Time-evolution of the conditional probability P 2ij(t) to
find one impurity in ψeffi while at the same time the other
impurity occupies the eigenstate ψeffj .
bosonic impurities we monitor the time-evolution of
their mean position, i.e. their center of mass posi-
tion, for different impurity-bath coupling strengths
gBI [Figure 6(a)]. Analogously to the one-impurity
case we identify five dynamical response regimes de-
pending on gBI and appearing for similar interac-
tion strengths as for NI = 1, see also Figure 3(b).
However, we find in the response regime II [Figure
6(a)] that the mean position is almost constant with
〈xI〉 = 0, whereas in the single-impurity case 〈xˆI(t)〉
oscillates with a small amplitude around zero. By
inspecting the impurity’s one-body density ρ(1)I (x, t)
for the corresponding regime II (not shown here) it is
observed that ρ(1)I (x, t) is almost equally distributed
9over the effective double-well potential (mediated by
the bosonic bath) yielding a mean position close to
zero. Moreover, the discrepancy between the tunnel-
ing and the pinning regime regarding the impurities’
mean position can be revoked by inspecting the vari-
ance s analogously to the single-impurity case [see also
Figure 3(b)]. Additionally, we observe a broadening of
the transition from the pinning to the total reflection
regime for increasing gBI with respect to the single-
impurity case where we identified a sharper transition
[see Figure 6(a)]. As a case example we shall focus on
the steady bound state regime and unravel the micro-
scopic processes in the case of two impurities.
To provide a qualitative understanding of the dy-
namics in the steady bound state response regime we
will describe the impurity dynamics within an effec-
tive potential picture, similarly to the previously dis-
cussed single-impurity case. For this purpose, we cal-
culate the effective potential V effI (x
I) [see Eq. (6)]
for gBI/E˜x˜ = −0.9 which we present in Figure 6(b)1.
Additionally, we compute the effective single-particle
eigenstates ψeffi shifted by their eigenenergies Ei [see
Figure 6(b)]. A comparison with the effective poten-
tial in Figure 5(a1) reveals that the left site of V effI (x
I)
in the two-impurity case is much deeper. Therefore,
the two energetically lowest eigenfunctions ψeff1 and
ψeff2 in the two-impurity scenario are located at the
left site of V effI (x
I).
Next, we unravel the interplay between the impu-
rities by studying the conditional probabilities to oc-
cupy specific eigenstates of their effective potential.
In particular, we define P 2ij(t) as the probability for
one impurity to occupy the effective eigenstate ψeffi
while at the same time the other impurity populates
the eigenstate ψeffj .
In Figure 6(c) we demonstrate P 2ij(t) with respect
to the five energetically lowest-lying eigenstates of the
effective potential for gBI/E˜x˜ = −0.9 [cf. Figure
6(b)]2. Interestingly, we can infer that the two impu-
rities predominantly occupy simultaneously the same
energetically lowest eigenstate, which is in accordance
with the observations made in the single-impurity case
[Figure 5(a2)]. However, also single-particle excita-
tions in the second eigenstate ψeff2 [P 212(t)] as well as
two particle excitations contribute to the many-body
wave function of the impurities [38, 42]. For instance,
we find a small but non-vanishing probability for ob-
serving two impurities in the second eigenstate P 222(t).
Notice that an analogous analysis for the other re-
sponse regimes, apart from the dissipative oscillation
one, leads to similar observations where one or two im-
purities occupy simultaneously the same or different
excited eigenstates of V effI (x
I) (not shown here).
In summary, we have deduced that the dynami-
cal response regimes of two non-interacting impurities
1 Note, that Eq. (6) can be also employed in the case of two
impurities.
2 The sum of the presented probabilities exceeds 0.94 at
t/ω˜−1 ≈ 100 (dashed gray line).
are similar to the single-impurity case with a small
modification regarding the tunneling regime. Further-
more, we can gain insights into the time-dependent
microscopic configuration of the two impurities by in-
vestigating the associated conditional probability to
find the impurities in two particular eigenstates of
their effective potential. Particularly, we exemplified
that for the steady bound state regime the impurities
predominantly occupy simultaneously the lowest-lying
eigenstate of V effI (x
I). However, we also observed the
occurrence of single- and two-particle excitations in
higher-lying eigenstates.
VI. SUMMARY AND OUTLOOK
We have investigated the dynamical behavior of
bosonic impurities colliding with a BEC trapped in
a double-well. The impurities are initially confined
in a harmonic oscillator which is spatially displaced
with respect to the double-well of the bosonic medium.
Upon quenching the harmonic potential to the trap
center of the double-well the quantum dynamics is in-
duced such that the impurities collide with the bosonic
environment. The correlated non-equilibrium dy-
namics is tracked with the variational ML-MCTDHX
method which enables us to access the full many-body
wave function of the system, thereby, including all rel-
evant inter- and intraspecies correlations.
By varying the impurity-medium interaction
strength gBI from strongly attractive to repulsive val-
ues we are able to control the collisional dynamics of
the impurity and identify five distinct dynamical re-
sponse regimes by inspecting the associated one-body
density evolution. These response regimes correspond
to the steady bound state regime, the tunneling regime,
the dissipative oscillation motion, the pinning regime
and the total reflection regime. We demonstrate that
they can be easily identified by monitoring the mean
position of the impurity. Moreover, by calculating a
cross-over phase diagram of the impurity’s mean po-
sition with respect to the impurity-medium coupling
strength we obtain an overview of the emergent dy-
namical response regimes as a function of gBI and
identify smooth transitions between two consecutive
ones. Additionally, we explicate the robustness of the
response regimes for different parametric system vari-
ations, i.e. the intraspecies interaction strength of the
bath and the initial displacement of the impurity’s
harmonic trap.
To provide a better understanding of the involved
microscopic mechanisms we employ a time-averaged
effective potential picture. By projecting the total
many-body wave function onto the eigenstates asso-
ciated with this effective potential allows us to gain
insights into the underlying excitation processes for
different interactions. In particular, we find that the
impurity is bound to the bosonic medium for strong
attractive impurity-bath interaction strengths corre-
sponding to the steady bound state regime and un-
veil hidden excitations in the pinning regime occur-
ring for intermediate repulsive gBI . We extend our
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FIG. 7. Time-evolution of the relative energy Eσrel(t) =
Eσtot(t)−Eσtot(0) of species σ ∈ {B, I} for different gBI (see
legend). In each dynamical response regime the impurity
transfers energy to the bosonic medium.
study to the two-impurity case where we showcase the
emergence of similar dynamical response regimes as in
the single-impurity scenario. Furthermore, we unravel
the underlying microscopic mechanisms of the impuri-
ties’ dynamics analogously to the single-impurity case.
Here, for the steady bound state regime the participa-
tion of single- as well as two-particle excitations into
energetically higher-lying states of the effective poten-
tial is demonstrated.
The results of this work are beneficial for fu-
ture ultracold atom experiments of impurity-medium
scattering for investigating the corresponding colli-
sional channels caused exclusively by presence of the
impurity-bath entanglement. Furthermore, this setup
can be extended by implementing an additional spin-
degree-of-freedom for two non-interacting or weakly-
interacting impurities. In this case it would be inter-
esting to identify the individual spin configurations
and related spin-mixing processes in dependence of
the impurity-medium coupling and whether the im-
purities evolve as a ‘Cooper-pair’. Certainly the gen-
eralization of our results to higher dimensions is an
intriguing perspective.
Appendix A: Impurity-medium energy transfer
processes
Due to the initial quench of the harmonic oscilla-
tor potential the impurities collide with their bosonic
background and, thereby, a transfer of energy to
the latter is triggered [28, 49, 72]. The total en-
ergy of the system can be written as Etot = EBtot +
EItot + Eint where Eσtot = 〈ΨMB|Hˆσ|ΨMB〉 represents
the total energy of species σ ∈ {B, I} and Eint =
〈ΨMB|Hˆint|ΨMB〉 the interaction energy between the
species.
In order to capture the quench-induced impurity-
medium energy transfer we present in Figure 7 the
relative energy of species σ defined as Eσrel(t) =
Eσtot(t)− Eσtot(0). In each dynamical response regime
we observe an energy transfer from the impurity to
FIG. 8. (a) Time-evolution of the diagonal elements of
the two-body density ρ(2),diagB,I (x, t) for gBI/E˜x˜ = −0.9
corresponding to the steady bound state regime. (b)-(c)
Snapshot of the one-body density matrix ρ(1)σ (xσ) with
σ ∈ {B, I} and the two-body density ρ(2)B,I(xI , xB), respec-
tively, at t/ω˜−1 = 150.
its environment. The smallest energy transfer occurs
for attractive impurity-medium interaction strengths
where, due to the attraction to the bath, the impurity
resides closer to the trap center leading to a smaller
initial total energy EItot(0) than in the case of repul-
sive gBI [compare with the mean position in Figure
3(a)].
For weak impurity-bath coupling strengths of either
sign, i.e. gBI/E˜x˜ = −0.2, 0.3, the impurity contin-
uously transmits energy to its environment until the
relative energy of both species eventually saturates for
longer times [49, 72]. This loss of impurity energy es-
sentially causes its dissipative oscillatory behavior [cf.
Figure 3(a)]. The largest energy transfer takes place
in the pinning regime. Here, the impurity overcomes
the bosonic medium in the left site of the double-well
only once and, thereby, transfers a large amount of
energy to the bosonic medium such that the impurity
becomes pinned within the latter.
Appendix B: Two-body correlation in the steady
bound state regime
To elucidate the interplay between the bosonic
medium and the impurity in the steady bound
state regime in more detail we perform an analy-
sis of the impurity-medium reduced two-body density
ρ
(2)
B,I(x
I , xB ; t), defined as
ρ
(2)
B,I(x
I , xB ; t)
=
∫
dxB2 · · · dxBNB
∣∣ΨMB(xI , xB , xB2 , . . . , xBNB ; t)∣∣2 .
(B1)
This quantity provides information about the proba-
bility of finding the impurity at position xI and one
particle of the bosonic background located at xB .
A snapshot of the one-body density ρ(1)σ (xσ) with
σ ∈ {B, I} and the two-body density ρ(2)B,I(xI , xB),
respectively, at t/ω˜−1 = 150 and for gBI/E˜x˜ = −0.9
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is depicted in Figures 8(b) and (c). Here, we find the
impurity to be localized at the left maximum of the
bosonic medium corresponding to the left site of the
double-well which agrees with the observations made
for the single-impurity case in Figures 5(a1) and (a2).
Furthermore, the two-body density indicates that the
probability to find one particle of the bath at the left
site of the double-well, i.e. close to the impurity, is en-
hanced compared to the respective probability for the
right site. In particular, the diagonal of ρ(2)B,I(x
I , xB)
[dashed white line in Figure 8(c)] represents the prob-
ability to capture the impurity and one particle of
the environment at the same position which we will
refer to as ρ(2),diagB,I (x, t). Figure 8(a) shows the time-
evolution of ρ(2),diagB,I (x, t) which strongly resembles the
one-body density of the impurity for t/ω˜−1 > 100 [cf.
Figure 2(a1)] and designates a high probability for the
impurity and one particle of the bosonic medium to
be at the same location [35, 37].
Appendix C: The dissipative oscillation response
regime: effective mass and damping of the Bose
polaron
Let us also analyze the dissipative oscillation regime
in the case of a single-impurity in more detail. As
observed in Figure 3(a), the mean position of the im-
purity for weak impurity-medium couplings exhibits a
damped oscillatory behavior. Therefore, in the follow-
ing we compare the analytical solution of a damped
harmonic oscillator with the mean position 〈xˆI(t)〉
and mean momentum 〈pˆI(t)〉 obtained within the ML-
MCTDHX method (see section III). The equation of
motion of a particle subjected to a damped harmonic
oscillator [78] reads
x¨+
γeff
meff
x˙+ (ωeff)2x = 0, (C1)
where γeff denotes the effective damping constant, ωeff
the effective trapping frequency and meff refers to the
effective mass of the impurity. Here, we interpret the
impurity as a quasi-particle, namely a Bose polaron,
which is dressed by the excitations of its surrounding
and moves in an effective harmonic oscillator. The
mean position for a particle obeying Eq. (C1) reads
〈xˆeff(t)〉 = exp
(
− γ
eff
2meff
t
)
×
[
x0 cos(ω0t)− x0γ
eff
2ω0(meff)2
sin(ω0t)
]
, (C2)
with ω0 =
√
(ωeff)2 −
(
γeff
2meff
)2
. Additionally, we as-
sume that the particle is initially at rest, i.e. p0 = 0,
and shifted by xeff0 = 〈xˆI(0)〉. The corresponding
mean momentum of Eq. (C1) is accordingly written
FIG. 9. (a) Time-averaged effective potential V effI (xI)
[see Eq. (6)] for gBI/E˜x˜ = −0.2 and gBI/E˜x˜ = 0.2 to-
gether with the harmonic oscillator potential of the im-
purity (dashed gray line). The Eqs. (C2) and (C3) are
fitted to the many-body results of the impurity’s mean
position and mean momentum with respect to the effec-
tive mass meff, the damping constant γeff and the effective
frequency ωeff, shown in panels (b)-(d), respectively.
as
〈pˆeff(t)〉 = − exp
(
− γ
eff
2meff
t
)
×
(
meffω0x0 +
x0(γ
eff)2
4ω0(meff)2
)
sin(ω0t). (C3)
Subsequently, we fit the analytical results of Eqs.
(C2) and (C3) to the mean position and mean mo-
mentum calculated from the ML-MCTDHX approach
for the free parameters γeff, ωeff and meff [37, 51].
In Figures 9(b)-(d) we present the fitted parame-
ters for impurity-medium interactions ranging exem-
plary from gBI/E˜x˜ = −0.2 to 0.2. We find that the
effective mass [28, 51] of the impurity decreases for
larger absolute values of gBI , whereas at the same
time the damping constant increases. The increase of
γeff for increasing attractive and repulsive couplings
can be explained by the corresponding growing influ-
ence of the bosonic environment. Furthermore, we
find an approximately linear decrease of the effective
frequency ωeff. In order to intuitively explain this be-
havior we show in Figure 9(a) the time-averaged effec-
tive potential for the two considered extrema of gBI
(i.e. gBI/E˜x˜ = −0.2 and gBI/E˜x˜ = 0.2). As can be
seen, the effective potential is deeper in the case of
attractive gBI compared to the one obtained for re-
pulsive gBI leading to a higher effective frequency ωeff
in the attractive case than in the repulsive one.
Appendix D: Analyzing the hidden excitations of
the pinning regime
The pinning regime appears at intermediate repul-
sive impurity-medium interaction strengths where the
impurity becomes pinned within the bosonic environ-
ment residing in the double-well. We attribute the
origin of this pinning mechanism to the comparatively
large energy transfer of the impurity when it pene-
trates the bosonic medium for the first time (see Fig-
ure 7). Furthermore, we have verified that the im-
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FIG. 10. (a1)-(c1) Overlap Pi;j(t) =|〈ΨIj (t)|ψeffi 〉|2 of the
j-th highest occupied species function |ΨIj 〉 of the impu-
rity and the i-th eigenfunction of the effective potential [cf.
Figure 5(c1)]. Insets (a2)-(c2) show the time-evolution of
the respective densities of the species functions. In all pan-
els we set gBI/E˜x˜ = 1.0 which corresponds to the pinning
regime.
purity does not solely occupy the energetically lowest
eigenstate of the effective potential, but also popu-
lates energetically higher-lying states [Figures 5(c1)
and (c2)]. In the main text we referred to these states
as hidden excitations since they are not apparent by
merely inspecting the evolution of the one-body den-
sity ρ(1)I (x, t) [see Figure 2(e1)].
In the following we aim at investigating these hid-
den excitations in more detail. To this end, we mon-
itor the time-evolution of the density associated with
the individual species functions |ΨIj 〉 for gBI/E˜x˜ = 1.0
[Figures 10(a2)-(c2)]. As it can be readily seen, the
densities of the species functions remain constant once
the impurity is pinned. Moreover, a careful inspec-
tion of the densities of the first three species functions
reveals an ascending number of nodes which is tan-
tamount to the existence of energetically higher-lying
excitations of |ΨIj 〉.
In order to unravel the structure of the aforemen-
tioned species functions we project them on the basis
set consisting of the eigenfunctions ψeffi of the effec-
tive potential [cf. Figure 5(c1)] and take the abso-
lute square of the respective overlap, i.e. Pi;j(t) =
|〈ΨIj (t)|ψeffi 〉|2, where j = 1, 2, 3. Indeed, we find that
the three dominantly occupied species functions cor-
FIG. 11. Dynamical response regimes of the impurity as
captured by its mean position for the case that the bosonic
medium is confined in a triple-well. (a) Time-evolution of
the impurity’s mean position for specific values of gBI (see
legend) corresponding to six identified dynamical response
regimes. The triple-well potential of the environment (gray
line) is also presented. (b) Dynamical cross-over phase
diagram of the impurity’s mean position with respect to
gBI .
respond to the three energetically lowest eigenfunc-
tions of the effective potential, see Figures 10(a1)-(c1).
In particular, |ΨI1(xI , t)|2 matches with the energeti-
cally lowest eigenstate ψeff1 , whereas |ΨI2(xI , t)|2 and
|ΨI3(xI , t)|2 correspond to the second and third eigen-
state, i.e. ψeff2 and ψeff3 .
Appendix E: Dynamical response for a triple-well
trapped environment
To extend our basic conclusions regarding the impu-
rity’s response, described in section II, we replace the
double-well of the bosonic medium with a triple-well.
However, the harmonic trap of the impurity as well as
the employed quench protocol to induce the dynamics
remain unchanged. The triple-well of the bosonic en-
vironment reads VB(xB) = mBω2B(x
B)2/2+g−(xB)+
g+(x
B), where a superimposed harmonic trap with
frequency ωB/ω˜ = 0.15 and two Gaussians g±(xB) =
hB√
2piwB
exp
(
− (xB∓∆)22(wB)2
)
shifted by ∆ from the trap
center are used. Also, the Gaussians have a width
of wB/x˜ = 0.8 and a height of hB/E˜x˜ = 1.8 while the
displacement is ∆/x˜ = 2.5. The system consists of
NB = 20 bosons for the bosonic medium and a single-
impurity NI = 1. Additionally, we employ M = 6
species and dB = dI = 6 single-particle functions for
the calculations to be presented below.
Figure 11(a) shows the time-evolution of the impu-
rity’s mean position corresponding to the six identified
dynamical response regimes which are labeled as I-VI
in the respective crossover diagram in terms of gBI
illustrated in Figure 11(b). As in the double-well case
[see Figure 3(a)], we find that for strong attractive
impurity-medium interactions (regime I) a localiza-
tion of the impurity in the vicinity of the most left site
of the triple-well occurs. This behavior is attributed to
the initial large overlap of the impurity with the bath
13
on the left site3. By decreasing gBI to intermediate at-
tractive couplings, i.e. gBI/E˜x˜ = −0.5 corresponding
to the regime II, we observe that the impurity local-
izes at the central site of the triple-well. Entering the
weak attractive and repulsive impurity-medium cou-
pling strengths we identify a dissipative oscillation of
the impurity similar to the case in which the bosonic
bath is trapped to a double-well [Figure 3(b)]. For
stronger repulsive gBI the aforementioned oscillatory
character vanishes (regime IV) and the one-body den-
sity of the impurity ρ(1)I (x, t) (not shown) exhibits two
humps located at the two maxima of the triple-well.
Here, 〈xˆI(t)〉 tends to zero, e.g. for gBI/E˜x˜ = 0.7.
Note that even though the regimes II and IV show
a similar behavior in terms of 〈xˆI(t)〉 we can distin-
guish them by evaluating the variance (s) which is in
the attractive case smaller than in the repulsive one
(not shown here). A further increase of the impurity-
bath repulsion to gBI/E˜x˜ = 1.2 leads to a localization
of the impurity at the position between the left and
central site of the triple-well [cf. regime V in Figure
11(b)]. For strong repulsive impurity-medium inter-
action strengths we reach the regime VI which corre-
sponds to the total reflection of the impurity as in the
double-well case [38].
In summary, similarly to the double-well scenario
we observe for a triple-well continuous transitions
between the emergent dynamical response regimes
of the impurity with respect to gBI . Interestingly,
we find that the behavior of the impurity can be
steered and controlled via the impurity-medium cou-
pling strength, where the emerging response regimes
have a character similar to the double-well case.
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