Viscous interfaces as source for material creep: A continuum micromechanics approach  by Shahidi, M. et al.
lable at ScienceDirect
European Journal of Mechanics A/Solids 45 (2014) 41e58Contents lists avaiEuropean Journal of Mechanics A/Solids
journal homepage: www.elsevier .com/locate/ejmsolViscous interfaces as source for material creep: A continuum
micromechanics approach
M. Shahidi, B. Pichler, Ch. Hellmich*
Institute for Mechanics of Materials and Structures, Vienna University of Technology (TU Wien), Karlsplatz 13/202, A-1040 Vienna, Austriaa r t i c l e i n f o
Article history:
Received 2 November 2012
Accepted 2 November 2013
Available online 15 November 2013
Keywords:
Multiscale creep model
Liquid crystals
Viscous interfaces* Corresponding author. Tel.: þ43 15880120220; fa
E-mail address: christian.hellmich@tuwien.ac.at (C
0997-7538  2013 The Authors. Published by Elsevie
http://dx.doi.org/10.1016/j.euromechsol.2013.11.001a b s t r a c t
It is generally agreed upon that ﬂuids may play a major role in the creep behavior of materials comprising
heterogeneous microstructures and ﬂuid-ﬁlled porosities at small length scales. In more detail, nano-
conﬁned ﬂuid-ﬁlled interfaces are typically considered to act as a lubricants, once electrically charged solid
surfaces start to glide along ﬂuid sheets,with theﬂuid being typically in a liquid crystal state, which refers to
an “adsorbed”, “ice-like”, or “glassy” structure of ﬂuid molecules. Here, we aim at translating this interface
behavior into apparent creep laws at the continuum scale of materials consisting of one non-creeping solid
matrix with embedded ﬂuid-ﬁlled interfaces. To this end, we consider a linear relationship between
(i) average interface dislocations and (ii) corresponding interface tractions, with an interface viscosity as the
proportionality constant. Homogenization schemes for eigenstressed heterogeneous materials are used to
upscale this interface behavior to the much larger observation scale of a matrix-inclusion composite
comprising an isotropic and linear elastic solid matrix, as well as interacting parallel interfaces of circular
shape, which are embedded in the aforementioned matrix. This results in exponentially decaying macro-
scopic viscoelastic phenomena, with both creep and relaxation times increasing with increasing interface
size and viscosity, as well as with decreasing elastic stiffness of the solid matrix; while only the relaxation
time decreases with increasing interface density. Accordingly, non-asymptotic creep of hydrated (quasi-)
crystalline materials at higher load intensities may be readily explained through non-stationarity, i.e.
spreading, of liquid crystal interfaces throughout solid elastic matrices.
 2013 The Authors. Published by Elsevier Masson SAS. Open access under CC BY-NC-ND license.1. Introduction
It is generally agreed upon that water may play a major role in
the creep behavior of materials comprising heterogeneous micro-
structures with water being embedded into those; as is encoun-
tered, among others, in the realm of geophysics (Morrow et al.,
2000; Stipp et al., 2006; Tullis and Yund, 1991), in cementitious
materials like concrete (Bazant et al., 1997; Alizadeh et al., 2010;
Kalinichev et al., 2007; Vlahinic et al., 2012; Youssef et al., 2011),
in alcohol-based surfactant-water system (Németh et al., 1998;
Cordobés et al., 1997), or in hard biomedical materials like bone
or bone cements (Vlahinic et al., 2012; Eberhardsteiner et al., 2012;
Arnold and Venditti, 2001). Hence, creep increases with increasing
water content, as described for bone in Sasaki et al. (1993). Waterx: þ43 158801920220.
h. Hellmich).
r Masson SAS. Open access under CC Blayers in a somewhat ice-like structured (or “glassy” (Lombardo
et al., 2009)) state qualify as “liquid crystals". The latter term re-
fers to matter which is right in between the long-range positional
and orientational order found in solids and the long-range disorder
found in liquids. The creep phenomena in liquid crystal systems
have been extensively studied also beyond the presence of water,
e.g. for polymers (Berghausen et al., 1997; Brostow et al., 1999;
Colby et al., 2001) or ferroelectrics (Jezewski et al., 2008). More
speciﬁcally, the intimate bounding of water molecules to electri-
cally charged solid surfaces as well as the “lubricant effect” of the
ﬂuid once the solid surfaces start to glide along thewater sheets are
thought of as the origins of the creep process, as is supported by
various experimental and computational chemistry studies
(Alizadeh et al., 2010; Kalinichev et al., 2007; Vlahinic et al., 2012;
Manzano et al., 2012). What is somehow lacking in this respect, is
the explicit mathematical consideration of how the lubrication ef-
fect of water on 2D interfaces results in creep properties of a bulk of
material hosting such surfaces. As a contribution to this somehow
open problem, the present paper describes a micromechanical
frameworkwhich allows for translation of creep laws for interfaces,
into the resulting creep laws at the continuum scale of materialsY-NC-ND license.
Nomenclature
a radius of an oblate spheroid
A
i
fourth-order strain concentration tensor of oblate
inclusion phase
A
s
fourth-order strain concentration tensor of solid
A N
i
fourth-order strain concentration tensor of oblate
inclusion phase in Eshelby-type matrix-inclusion
problem
A lim
i
limit of A
i
for ﬂat interfaces
A lim
i
third-order strain concentration tensor describing the
inﬂuence of macroscopic strain on the average
displacement jump of ﬂat interfaces
A S;lim
i
third-order strain concentration tensor describing the
inﬂuence of macroscopic stress on the average
displacement jump of ﬂat interfaces
Alimi;jkm jkm e th component of A
lim
i
; j, k, m ˛ {x, y, z}
AS;limi;jkm jkm e th component of A
S;lim
i
; j, k, m ˛ {x, y, z}
B lim
i
third-order inﬂuence tensor describing the inﬂuence
of interfacial eigentractions of ﬂat interfaces on the
macroscopic stress
B S;lim
i
third-order inﬂuence tensor describing the inﬂuence
of interfacial eigentractions on the macroscopic strain
Blimi;jkm jkm e th component of B
lim
i
; j, k, m ˛ {x, y, z}
BS;limi;jkm jkm eth component of B
S;lim
i
; j, k, m ˛ {x, y, z}
c half opening of an oblate spheroid
C
i
fourth-order stiffness tensor of oblate inclusion phase
C
s
fourth-order stiffness tensor of solid
C
hom
fourth-order homogenized stiffness tensor
C lim
hom
limit case of C
hom
for ﬂat interfaces
ðC lim
hom
Þ1 inverse of C lim
hom
, i.e. homogenized compliance tensor
for ﬂat interfaces
d interface density parameter
dr differential of r
du differential of u
dU differential volume
D
ii
fourth-order inﬂuence tensor describing the inﬂuence
of eigenstresses in oblate inclusion phase on its total
strains
D lim
ii
fourth-order limit of D
ii
for ﬂat interfaces
Dlimii second-order inﬂuence tensor describing the inﬂuence
of interfacial eigentraction on the average
displacement jump
DS;limii second-order inﬂuence tensor describing the inﬂuence
of interfacial eigentraction on the average
displacement jump
D
si
fourth-order inﬂuence tensor describing the inﬂuence
of eigenstresses in oblate inclusion phase on the total
solid phase strains
Dlimii;jkmn jkmn e th component of D
lim
ii
; j; k;m;n˛fx; y; zg
Dlimii;jk jk e th component of D
lim
ii ; j; k˛fx; y; zg
DS;limii;jk jk e th component of D
S;lim
ii ; j; k˛fx; y; zg
ex; ey; ez unit base vectors of Cartesian coordinate system
E macroscopic strain tensor
E
N
remote strain tensor of Eshelby-type matrix-inclusion
problem
EI E in ﬁrst load case
EII E in second load case
Es Young’s modulus of the solid phase
Ejk jk e th component of E; j; k˛fa; x; y; zg
E0az initial macroscopic shear strains in a creep experiment
DENaz asymptotically reached increment of creeping shear
strains
fi volume fraction of inclusion phase
fs volume fraction of solid phase
i index for inclusion and interface phases
I symmetric fourth-order identity tensor
I
dev
deviatoric part of I
I
vol
volumetric part of I
1 second-order identity tensor
j index j ˛ {x, y, z}
J fourth-order creep tensor
Jijkl ijkl e th components of J
k index k ˛ {x, y, z}
ks bulk modulus of solid phase
[ characteristic size of RVE
m index m ˛ {x, y, z}
n index n ˛ {x, y, z}
N number of interfaces inside the RVE, making up the
interface phase
P fourth-order Hill tensor, accounting for inclusion shape
P
i
fourth-order Hill tensor of oblate inclusion phase
r radial coordinate of a cylindrical coordinate system
RVE Representative Volume Element
R fourth-order relaxation tensor
Rijkl ijkl e th components of R
s index for solid phase
S
i
fourth-order Eshelby tensor of oblate inclusion phase
Si,jkmn jkmn e th component of S
i
; j, k, m, n ˛ {x, y, z}
T
i
fourth-order morphology tensor for ﬂat inclusions;
abbreviation for limu/0 u A
N
i
Ti,jkmn jkmn e th component of T
i
; j, k, m, n ˛ {x, y, z}
TEi viscous eigentraction vector of interface phase
TEi;j j-th component of T
E
i ; j ˛ {a, z}
u integration variable
x, y, z Cartesian coordinates
x position vector
xþ position vector labeling geometrical points at upper
boundary of the spheroidal oblate inclusion
x position vector labeling geometrical points at lower
boundary of the spheroidal oblate inclusion
z(r) half opening of an oblate spheroid, measured relative
to the midplane of the oblate spheroid, at a distance r
from the center on the long axis (z(0) ¼ c)
a index a ˛ {x, y}
d Kronecker delta
3 microscopic strain tensor
3i average strains of the oblate inclusion phase
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3s average strains of solid phase
3i;I 3i in ﬁrst load case
3s;I 3s in ﬁrst load case
h viscosity constant of ﬂat interfaces
ms shear modulus of solid phase
ns Poisson’s ratio of solid phase
x displacement vector
Dxi displacement increment across spheroidal inclusion
ExFi average displacement jump of ﬂat interfaces
ExzFi normal component of ExFi
ExaFi shear component of ExFiin a-direction; a ¼ x, y
E _x Fi rate of ExFi
E _xaFi rate of ExaFi
ExcreepF
N
i asymptotic displacement jump in a creep test
ExrelaxF
N
i asymptotic displacement jump in a relaxation test
s microscopic stress tensor
si average stresses of oblate inclusion phase
s
s average stresses of solid phase
sEi eigenstress tensor of oblate inclusion phase, related to
viscous effects
sE
i;I
sE
i in ﬁrst load case
sEi;II s
E
i in second load case
s
s;II
s
s in second load case
S macroscopic stress tensor
S I S in ﬁrst load case
S II S in second load case
sEi;jk jk e th component of s
E
i ; j, k ˛ {a, x, y, z}
ss,jk jk e th component of ss; j, k ˛ {a, x, y, z}
Sjk jk e th component of S ; j, k ˛ {a, x, y, z}
S0az initial macroscopic shear stress in a relaxation
experiment
DSNaz asymptotically reached increment of relaxing shear
stress
screep characteristic creep time
srelax characteristic relaxation time
vU boundary of RVE
vUþi upper boundary of the inclusion
vUi lower boundary of the inclusion
U volume of the RVE
Ui volume of the oblate inclusion phase
Us volume of the solid phase
u aspect ratio
v partial derivative
, ﬁrst-order tensor contraction
: second-order tensor contraction
_ partial derivative with respect to time (“rate”), of
quantity “ ”
 t transpose of fourth-order tensor “ ”
 1 inverse of fourth-order tensor “ ”
˛ belongs to
P nabla operator
Pt transpose of nabla operator
5 dyadic product
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between.
2. General strategy for interface modeling
When aiming at concise, yet efﬁcient modeling of interface
behavior, we need to consider their peculiar, two-dimensional na-
ture, because of which no “ﬂuid bulk stiffness” can be deﬁned on
them. Namely, bulk stiffnesses are (by deﬁnition) related to volume
changes, while the 2D interfaces do not exhibit any volume.
Accordingly, neither stress nor strain tensors are deﬁned on the
interfaces. Instead, traction forces act on the interface planes; and
the interfaces also exhibit dislocations, i.e. the in-plane displace-
ments show jumps when crossing the interface perpendicular to its
plane.
When ﬁctitiously cutting out each and every interface from
the surrounding solid matrix, then the (in-plane) tractions acting
on the interface surfaces are related, via the viscosity of the
inﬁnitesimally thin liquid crystal membrane, to the rates of the
in-plane displacement jumps or dislocations. We reserve the
corresponding mathematical formulation for Section 5.1, and ﬁrst
focus on the remaining material system consisting of the solid
matrix with inﬁnitesimally thin slits (the latter being the rem-
nants of the ﬁctitiously removed liquid crystal interfaces). The
action of the interfaces is replaced by free tractions (or eigen-
tractions) acting on the slit walls. The relations between these
eigentractions and the corresponding dislocations or displace-
ment jumps across the slits now depend on the elastic properties
of the solid matrix surrounding the slits (deﬁned through so-
called concentration tensors, given in Section 4), but also onthe macroscopic strains prescribed to the overall material sys-
tem, i.e. the representative material volume of a piece of matter
with interfaces (or slits) in between. The latter dependency is
quantiﬁed in terms of so-called concentration tensors, given also
in Section 4. However, this quantiﬁcation is not straightforward,
but requires an additional, auxiliary mathematical step which is
inspired by a strategy proposed by Pensée et al. (2002) for the
case of sharp cracks: Namely, in order to ﬁnd compact analytical
expressions for the aforementioned concentration and inﬂuence
tensors (having their conceptual roots in the so-called trans-
formation ﬁeld analysis (Dvorak and Benveniste, 1992; Dvorak,
1992)), we consider the slits as limit cases of oblate spheroids,
for which analytical solutions are available, i.e. we ﬁrst introduce
an auxiliary material system consisting of an elastic matrix with
oblate spheroidal zero-stiffness inclusions subjected to eigens-
tresses. This is developed in Section 3, based on the general
concentrationeinﬂuence relation concept of Pichler and
Hellmich (2010). When ﬁnally setting the eigentractions at the
slit walls identical to the tractions acting on the viscous interface,
while enforcing equilibrium of all forces in the material system,
we arrive at relations between macroscopic strains and macro-
scopic stresses, i.e. at the creep or relaxation characteristics of
the overall material, as well as at the corresponding traction and
dislocation evolutions at the interface level. Illustrative examples
are given in Sections 5.2 and 5.3. All mathematical developments
contained in the present paper are restricted to parallel in-
terfaces, a case which is e.g. encountered in hydrated calcium
silicate as it occurs in cementitious materials, see Fig. 1(a), or in
the hydrated mineral crystal clusters found in the extraﬁbrillar
spaces of bone tissues, see Fig. 1(b).
Fig. 1. Nanostructure of hydrated materials containing parallel, ﬂuid-ﬁlled interfaces made up of layered ﬂuids (also called liquid crystals): (a) Calcium-silicate-hydrate, after
(Pellenq et al., 2009; Manzano et al., 2012); (b) extraﬁbrillar minerals in bone, after (Prostak and Lees, 1996; McNally et al., 2012; McNally et al., 2013); copyright permissions
granted by Elsevier, ACS Publications, National Academy of Sciences, and Public Library of Science (PLOS), respectively.
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stressed oblate inclusion phase in solid elastic matrix
3.1. General fundamentals of micromechanical representation
In order to ﬁnally arrive at compact analytical expressions for
the targeted material system consisting of an elastic matrix with
embedded viscous interfaces, we ﬁrst introduce an auxiliary ma-
terial system in the framework of continuummicromechanics (Hill,
1963; Hashin, 1983; Zaoui, 2002): In this context, a material is
considered as the matter ﬁlling a representative volume element
(RVE) with volume U, which fulﬁlls the standard separation-of-
scales requirement (Huet, 1990; Drugan and Willis, 1996): The
material volume needs to be much smaller than the structure built
up by this material, and much larger than the inhomogeneities
found within this material. Working in the framework of contin-
uum micromechanics (Hill, 1963; Hashin, 1983), we do not resolve
each and every detail within the material volume, but introduce
mechanically relevant sub-domains called material phases, namely
one solid phase and one “auxiliary inclusion phase” [see Fig. 2 (b)],
which will ﬁnally give access, in Section 5, to the physical nature of
all the ﬂuid (or liquid crystal) layers depicted in Fig. 2(a). TheFig. 2. Real (a) and auxiliary (b) material system: 2D ﬂat, parallel, spherical interfaces (a); and
3D representative volume elements.inclusion phase (labeled by index i) is characterized by eigen-
microstresses sEi
s
i ¼ sEi (1)
These inclusion eigenstresses are “free” from elastic effects, and
they will be converted into interface eigentractions in Section 4,
before the latter tractions will be related to liquid crystal viscosity
in Section 5. Furthermore, since the bulk stiffness of a 2D viscous
interface is, by deﬁnition, zero, the inclusion phase is assigned a
vanishing bulk stiffness as well,
C
i
¼ 0 (2)
On the other hand, the solid phase of Fig. 2(b) is characterized by
an elastic stiffness tensor C
s
and no eigenstress
s
s ¼ C s : 3s (3)
with ss and 3s as the average microstresses and the average
microstrains in the solid phase. In the following, we restrict our-
selves to an isotropic solid stiffnessparallel, oblate inclusions (b), embedded in a linear elastic solid matrix; 2D sketches of
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s
¼ 3ksI
vol
þ 2msI
dev
(4)
where I
vol
¼ 13 151 and I
dev
¼ I  I
vol
, respectively, denote the
volumetric and the deviatoric part of the symmetric fourth-order
identity tensor I , with components Iijkl ¼ 1/2(dik djl þ dil dkj), and
with dij denoting the Kronecker delta being equal to 1 if i ¼ j and
0 otherwise. In addition, 1 is the second-order identity tensor with
components being equal to the Kronecker delta. In (4), ks and ms
denote the bulk modulus and the shear modulus of the solid phase,
respectively. They are related to Young’s modulus Es and Poisson’s
ratio ns via the isotropic elasticity relations
ks ¼ Es3ð12 nsÞ ms ¼
Es
2ð1þnsÞ
Es ¼ 9 ksms3 ksþms ns ¼
3 ks2ms
6 ksþ2ms
(5)
Uniform strain boundary conditions are considered, i. e. the RVE
of Fig. 2 is subjected to macroscopic strains E (Hashin, 1983) being
applied in terms of displacement vectors x at the boundary of the
RVE, vU,
x

xÞ ¼ E$x on vU (6)
with x as the position vector labeling geometrical points at this
boundary. The prescribed macroscopic strains E are independent of
x. Furthermore, we consider the resulting microscopic strains 3ðxÞ
inside the RVE to be kinematically compatible,
3ðxÞ ¼ 1
2
"
Vx ðxÞ þ tVx ðxÞ
#
(7)
which entails the validity of the strain averaging rule (Hashin,1983)
in the form
E ¼ 1
U
Z
U
3ðxÞdU 0 E ¼ fs 3s þ fi 3i (8)
with 3i as the average strains in the inclusion phase and fi as its
volume fraction, while 3s and fs denote the average strain and the
volume fraction of the solid material compartment. Linear elasticity
law (3) and the linear strain-displacement relation (7), together
with eigenstresses (1) and macroscopic strains (6), imply the
following linear inﬂuence-concentration relations (Pichler and
Hellmich, 2010; Dvorak and Benveniste, 1992)
3i ¼ A i : E þ D ii : s
E
i (9)
3s ¼ A s : E þ D si : s
E
i (10)
with A
i
and A
s
as the strain concentration tensors of inclusion and
solid phase, respectively, as well as with D
ii
and D
si
as the inﬂu-
ence tensors quantifying the effects of eigen-microstresses sEi on
the microstrains of the inclusion phase and of the solid phase,
respectively. For deﬁning themacroscopic stress S , we consider the
principle of virtual work, stating that work done by the RVE-related
macrostressS on themacrostrain E, is equal to thework done by all
microstresses within the RVE, on all microstrains:S : E ¼ 1
U
Z
U
sðxÞ : 3ðxÞdU (11)
When considering the strain average rule (8) and an equili-
brated microscopic stress ﬁeld ðdivsðxÞ ¼ 0Þ, the integral in (11)
can be transformed into (Dormieux et al., 2005)
1
U
Z
U
sðxÞ : 3ðxÞdU ¼ 1
U
Z
U
sðxÞdU : 1
U
Z
U
3ðxÞdU (12)
which is standardly referred to as Hill’s lemma. From combination
of (11) and (12) with (8) it follows that the macrostress is the
average of the microstresses over the RVE,
S ¼ 1
U
Z
U
sðxÞdU 0 S ¼ fsss þ fisEi (13)
Eq. (13) is standardly referred to as the stress average rule. As to
arrive at an elegant alternative expression for the macroscopic
stress, we follow Dormieux et al. (2005) in splitting the loading of
the RVE into two separate parts, namely (i) the macroscopic strains
E and (ii) the inclusion eigenstresses sEi , labeling corresponding
physical quantities with “I” and “II”, respectively. Accordingly,
EI ¼ E, EII ¼ 0, sEi;I ¼ 0, and sEi;II ¼ sEi . Insertion of Eqs. (1), (3) and
(10), into Eq. (13), and specifying the result for load case I, yields
S I ¼ C hom : E (14)
with the so-called homogenized stiffness tensor
C
hom
¼ fsC
s
: A
s
(15)
As for calculation of the macrostress in load case II, we let
microscopic stresses ss;II and s
E
i;II dowork onmicroscopic strains 3s;I
and 3i;I , which, upon twofold application of Hill’s lemma (11) and
(12), yields (Dormieux et al., 2005)
S II ¼ fisEi : A i (16)
which is referred to as Levin’s theorem (Levin, 1967). Adding (14)
and (16) yields the sought alternative expression for the macro-
scopic stresses,
S ¼ C
hom
: E þ fisEi : A i (17)
3.2. Determination of inﬂuence and concentration tensors from
matrix-(spheroidal) inclusion problems
For the sake of simplicity, we restrict ourselves to one inclusion
phase in form of separated (aligned) inclusions which are adjacent
only to an isotropic solid matrix phase [see Fig. 2(b)], i.e. the in-
clusions do not intersect each other. For this matrix-inclusion
morphology the so-called Mori-Tanaka scheme (Mori and
Tanaka, 1973; Benveniste, 1987) is appropriate. Accordingly, we
estimate the inclusion phase strains 3i by means of an auxiliary
matrix-inclusion problem (see Fig. 3), namely we set them equal
to the uniform strains occurring in an eigenstressed ellipsoidal
inclusion (with eigenstresses sEi ), embedded in an inﬁnite matrix
of stiffness C
s
subjected to ﬁctitious strains E
N
at its inﬁnitely
remote boundary, the latter strains being chosen in a way which
allows for fulﬁllment of the strain average rule (8). In detail, the
Fig. 3. Eshelby-type matrix-inclusion problem including an eigenstressed inclusion
with vanishing elastic stiffness, 2D sketch of a 3D problem.
Fig. 4. Lateral view on an oblate spheroid with radius a, half-opening c, and aspect
ratio u ¼ c/a.
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Eshelby, 1957)
3i ¼ A
N
i
:
"
E
N
 P
i
: sEi
#
(18)
with
A N
i
¼
"
I  P
i
: C
s
#1
(19)
In (18) and (19), the Hill tensor P
i
is determined from the
Eshelby tensor S
i
, through
P
i
¼ S
i
: C 1
s
(20)
and the Eshelby tensor components for oblate spheroidal inclusions
with radius a and half-opening c (see Fig. 4), can be found in
(Eshelby, 1957). Given our interest in ﬂat spheroids, characterized
by very small aspect ratio u ¼ c/a << 1, we develop these com-
ponents into Taylor series around u ¼ 0, which we then truncate
after the termwhich is linear in u. This leads to the following non-
vanishing components, provided that the normal to the mid-plane
of the ﬂat spheroid is pointing in the z-direction:
Si;xxxx ¼ Si;yyyy ¼ 138 ys32ð1ysÞp u;
Si;xxyy ¼ Si;yyxx ¼ 8 ys132ð1ysÞp u;
Si;xxzz ¼ Si;yyzz ¼ 2 ys18ð1ysÞp u;
Si;zzxx ¼ Si;zzyy ¼ ysð1ysÞ

1 4 ysþ18 ys p u

;
Si;xyxy ¼ Si;yxxy ¼ Si;yxyx ¼ Si;xyyx ¼ 78 ys32ð1ysÞp u;
Si;yzyz ¼ Si;zyyz ¼ Si;yzzy ¼ Si;zyzy ¼ Si;xzxz ¼ Si;xzzx ¼
¼ Si;zxxz ¼ Si;zxzx ¼ 12

1þ ðys2Þð1ysÞ p4u

;
Si;zzzz ¼ 1 12 ys1ys p4 u
(21)
In Eq. (21), ys denotes Poisson’s ratio of the isotropic matrix with
stiffness C
s
(see Fig. 3). When formally choosing an inclusion with
stiffness C
s
in an inﬁnite matrix of the same stiffness subjected to
E
N
at the inﬁnity remote boundary, it follows that3s ¼ EN (22)
Use of (18) and (22) in the strain average rule (8) yields a relation
between the strains E subjected at the boundary of the RVE and the
(ﬁctitious) strains E
N
acting at the inﬁnitely remote boundary of
the auxiliary matrix of the problem shown in Fig. 3,
E
N
¼
"
fsI þ fiA N
i
#1
:
 
E þ fiA N
i
: P
i
: sEi
!
(23)
Backsubstitution of (23) into (18) and (22) yields
3i ¼ A
N
i
:
"
fsI þ fiA N
i
#1
:
 
Eþ fiA N
i
: P
i
: sEi
!
 A N
i
: P
i
: sEi
(24)
3s ¼
"
fsI þ fiA N
i
#1
:
 
E þ fiA N
i
: P
i
: sEi
!
(25)
Comparing (24) and (25) to (9) and (10) allows for identiﬁcation
of the concentrations tensors of the inclusion and solid phases, A
iand A
s
, as
A
i
¼ A N
i
:
"
fsI þ fiA N
i
#1
(26)
A
s
¼
"
fsI þ fiA N
i
#1
(27)
and of the inﬂuence tensors for inclusioneinclusion and inclusione
solid interactions, D
ii
and D
si
, as
D
ii
¼
 
fiA
i
 I
!
: A N
i
: P
i
¼ fsA
s
: A N
i
: P
i
(28)
D
si
¼ A
s
: fiA
N
i
: P
i
(29)
where we made use of the volume average rule for strain concen-
tration tensors (Dormieux et al., 2005), which results from insertion
of Eqs. (9) and (10) into Eq. (8), while considering sEi ¼ 0,
I ¼ fiA
i
þ fsA
s
(30)
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with eigentractions
4.1. Conversion of strains into dislocations
Next, we discuss the transition from oblate spheroidal in-
clusions, as introduced in Section 3.2, to ﬂat, i.e. 2D, circular in-
terfaces, extending the idea of Pensée et al. (2002) to (zero-
stiffness) inclusions with eigenstresses. Given an inclusion radius a
and an initial half-opening c (see Fig. 4), this transition is related to
the limit of the aspect ratio u¼ c/a going to zero. As a consequence,
the displacement ﬁeld across the resulting 2D interface becomes
discontinuous, and this discontinuity can be quantiﬁed as follows:
We start from the displacement ﬁeld in an spheroidal interface
inclusion (see Fig. 4), which, given the linear strain-displacement
relations (7), can be derived from the uniform strains 3i prevailing
in this inclusion, through
xðxÞ ¼ 3i$x cx˛Ui (31)
where Ui refers to the volume of the inclusion. In order to label the
boundary of such an inclusion, we choose cylindrical coordinates
for quantifying corresponding location vectors x (see Fig. 4),
x ¼ xex þ yey þ zez ¼ rcosfex þ rsinfey þ zez (32)
so that all points of the upper boundary of the inclusion, denoted as
xþ, fulﬁll
cxþ˛vUþi : z ¼ u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  r2
p
(33)
while those at the lower boundary of the inclusion, denoted as x,
fulﬁll
cx˛vUi : z ¼ u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  r2
p
(34)
Relations (32), (33), and (34) allow us to quantify the displace-
ment increment Dxi between the upper and the lower inclusion
boundary, as
Dxi ¼ 3i$

xþ  x

¼ 2u 3i$ez
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  r2
p
¼ DxiðrÞ (35)
where ez is the unit vector in z-direction (see Fig. 4). Obviously, the
displacement increment isnotuniformacross the inclusionboundary,
but depends on the radial coordinate r, i.e. on the distance from the
inclusion center. In order to replace this function by a constant value
characterizing the displacement state in the inclusion, we introduce
the average displacement increment of the interface phase as
Dxi ¼
1
a2p
Za
0
2u 3i$ez
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  r2
p
2prdr (36)
In order to solve the integral in (36), we use the following
substitution:
a2  r2 ¼ u2 (37)
In order to identify the link between the differentials dr and du,
we derive the left-hand-side of (37) with respect to r, and the right-
hand-side of (37) with respect to u delivering:
2rdr ¼ 2udu 0 rdr ¼ udu (38)
Finally, integration bounds r ¼ 0 and r ¼ a, see (36), are related,
by (37), to u ¼ a and u ¼ 0, respectively. Specifying the integral in(36) for (37) and (38), while considering the aforementioned
integration bounds, yields:
Za
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  r2
p
rdr ¼
Z0
a
ﬃﬃﬃﬃﬃ
u2
p
ðuduÞ ¼
Z0
a
u2du ¼ u
3
3

0
a
¼ a
3
3
(39)
Specifying (36) for (39) yields the average displacement incre-
ment as:
Dxi ¼
4 a
3
u 3i$ez (40)
Insertion of concentration-inﬂuence relation (9) into displace-
ment increment expression (40) yields
Dxi ¼
4a
3
u
 
A
i
: E þ D
ii
: sEi
!
$ez (41)
We now consider the transition from spheroidal inclusions to
ﬂat, “sharp” interfaces, through the limit case u/0, so that
displacement increment Dxi becomes a displacement jump
(“dislocation”) across the inﬁnitely thin interface,
ExFi ¼ 4 a3 limu/0u
 
A
i
: E þ D
ii
: sEi
!
$ez
¼ 4 a
3
 
lim
u/0
uA
i
: E þ lim
u/0
uD
ii
: sEi
!
$ez
¼ 4 a
3

A lim
i
: E þ D lim
ii
: sEi

$ez (42)
4.2. Concentration and inﬂuence tensors, as functions of interface
density
Eq. (42) highlights the need for calculating the limits
limu/0uA
i
and limu/0uD
ii
. The former limit involves the strain
concentration tensor A
i
, and it follows under consideration of (19),
(20), and (26), as well as of the limit rule for products (of tensor
components) as
lim
u/0
uA
i
¼ A lim
i
¼ T
i
:
"
I þ 4pd
3
T
i
#1
(43)
where we followed Dormieux and Kondo (2004) in introducing the
notation
T
i
¼ lim
u/0
uA N
i
¼ lim
u/0
u
"
I  S
i
ðuÞ
#1
(44)
Given ﬂat interfaces with normal vectors pointing in the z-di-
rection, the non-vanishing components of T
i
follow from speciﬁ-
cation of (44) for (21) as
Ti;xzxz ¼ Ti;zxxz ¼ Ti;xzzx ¼ Ti;zxzx
Ti;yzyz ¼ Ti;zyyz ¼ Ti;yzzy ¼ Ti;zyzy

¼ 2ð1 nsÞ
pð2 nsÞ (45)
Ti;zzxx
Ti;zzyy

¼ 4nsð1 nsÞ
pð1 2nsÞ (46)
Ti;zzzz ¼
4ð1 nsÞ2
pð1 2nsÞ (47)
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the interface phase was considered as
fi ¼
N
U
4p
3
a2c ¼ 4p
3
du; fs ¼ 1 fi (48)
In (48), (4p/3)a2c stands for the volume of one spheroidal
interface, N denotes the number of single interfaces inside the
volume U of the RVE, and d denotes the interface density param-
eter, deﬁned in analogy to the crack density parameter (Bristow,
1960; Budiansky and O’Connell, 1976), as
d ¼ N a
3
U
(49)
Thanks to the tensor deﬁnition (44), to volume fraction ex-
pressions (48), and to the result limu/0uA
N
i
: P
i
¼ C 1
s
: T t
i
(see
Appendix A for the related proof), the inﬂuence tensor limit,
limu/0uD
ii
follows from (27) as
lim
u/0
uD
ii
¼ D lim
ii
¼ A
s
: C 1
s
: T t
i
(50)
The non-vanishing components of this inﬂuence tensor D lim
iiread as
Dlimii;xzxz ¼ Dlimii;zxxz ¼ Dlimii;zxzx ¼ Dlimii;xzzx ¼ Dlimii;yzyz ¼ Dlimii;yzzy ¼
¼ Dlimii;zyzy ¼ Dlimii;zyyz ¼ 
6

1 n2s

Esp½3ð2 nsÞ þ 16dð1 nsÞ
(51)
and
Dlimii;zzzz ¼ 
12

1 n2s
ð1 2nsÞ
Esp
h
3ð1 2nsÞ þ 16dð1 nsÞ2
i (52)
It follows from the format of the inﬂuence tensor components
(51) and (52) that the displacement jump expression (42) involves
only three components of the eigenstress tensor, namely
sEi;zx ¼ sEi;xz, sEi;zy ¼ sEi;yz, and sEi;zz. These components build up an
eigentraction vector TEi according to
TEi ¼ sEi $ez (53)
This provides themotivation to replaceD lim
ii
in (42) by a second-
order inﬂuence tensor Dlimii in the format
4a
3

D lim
ii
: sEi

$ez ¼ Dlimii $T
E
i (54)
The non-vanishing components of Dlimii read as
Dlimii;xx ¼ Dlimii;yy ¼ 
16

1 n2s

a
Esp½3ð2 nsÞ þ 16dð1 nsÞ ; (55)
Dlimii;zz ¼ 
16

1 n2s
ð1 2nsÞa
Esp
h
3ð1 2nsÞ þ 16dð1 nsÞ2
i (56)
By analogy to (53) and (54), we replace A lim
i
in (42) by a third-
order concentration tensor A lim
i
, describing the inﬂuence of mac-
rostrain E on the average displacement jumps ExFi, as4a
3
 
A lim
i
: E
!
$ez ¼ A limi : E (57)
Thereby, the non-vanishing components of A lim
i
read as
Alimi;xxz ¼ Alimi;xzx ¼ Alimi;yyz ¼ Alimi;yzy ¼
8ð1 nsÞa
p½3ð2 nsÞ þ 16dð1 nsÞ
(58)
Alimi;zxx ¼ Alimi;zyy ¼
16 nsð1 nsÞa
p
h
3ð1 2 nsÞ þ 16 dð1 nsÞ2
i (59)
Alimi;zzz ¼
1 ns
ns
Alimi;zxx (60)
Concentration and inﬂuence tensors A lim
i
and Dlimii allow for
rewriting the concentrationeinﬂuence relation (42) in the format
ExFi ¼ A limi : E þ D
lim
ii $T
E
i (61)
4.3. Homogenized stiffness and Biot tensors
When it comes to themacroscopic elasticity law (17), we need to
evaluate the limit u/0 for the homogenized stiffness C
hom
. It
follows from (15), (19), (20), (27), and (48), when considering (44),
that
lim
u/0
C
hom
¼ C lim
hom
¼ C
s
:
	
I þ 4pd
3
T
i

1
(62)
In analogy to the new tensor deﬁnitions (54) and (57), we deﬁne
a third-order tensor B lim
i
(in analogy to the “Biot tensor” in poroe-
lasticity (Dormieux et al., 2005, 2006)) describing the effect of the
eigentraction vector TEi on the macrostress S . Under consideration
of the limit u/0, and of sEi : A i
¼ ðsEi : A iÞ
t ¼ A t
i
: sE;ti ¼ A t
i
: sEi
it follows that
lim
u/0
	
4pd
3
uA t
i
: sEi


¼ B lim
i
$TEi (63)
Thereby, the non-vanishing components of B lim
i
read as
Blimi;zxx ¼ Blimi;xzx ¼ Blimi;zyy ¼ Blimi;yzy ¼
16dð1 nsÞ
3ð2 nsÞ þ 16dð1 nsÞ (64)
Blimi;xxz ¼ Blimi;yyz ¼ 
16dnsð1 nsÞ
3ð1 2nsÞ þ 16dð1 nsÞ2
(65)
Blimi;zzz ¼
16dð1 nsÞ2
3ð1 2nsÞ þ 16dð1 nsÞ2
(66)
Stiffness tensor (62) and “Biot tensor” (63)e(66) allow for re-
formulation of the macroscopic state Equation (17) in the
following format
S ¼ C lim
hom
: E þ B lim
i
$TEi (67)
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Wenowconsider that amaterial with eigenstressed interfaces is
subjected to a given macroscopic stress state S , such that the
macrostrain E is a dependent quantity. This is the motivation for
solving state Equation (67) for E
E ¼

C lim
hom
1
: S 

C lim
hom
1
: B lim
i
$TEi
¼

C lim
hom
1
: S  B S;lim
i
$TEi (68)
where we introduced a third-order inﬂuence tensor B S;lim
i
describing the inﬂuence of eigentraction vector TEi on the macro-
strains E,
B S;lim
i
¼

C lim
hom
1
: B lim
i
(69)
The non-vanishing components of B S;lim
i
read as
BS;limi;zxx ¼ B
S;lim
i;xzx ¼ B
S;lim
i;zyy ¼ B
S;lim
i;yzy ¼
16d

1 n2s

3Esð2 nsÞ (70)
BS;limi;zzz ¼
16d

1 n2s

3Es
(71)
Subsequently, we use the expression (68) to replace E, in the
concentration-inﬂuence relation (61), by S , which results in the
relation
xFi ¼ A limi :

C lim
hom
1
: S þ

Dlimii  A
lim
i
: B S;lim
i

$TEi
¼ A S;lim
i
: S þ DS;limii $T
E
i (72)
where we introduced the third-order inﬂuence tensor A S;lim
i
describing the inﬂuence of macrostress S on the average
displacement jumps ExFi
A S;lim
i
¼ A lim
i
:

C lim
hom
1
(73)
The non-vanishing components of A S;lim
i
read as
AS;limi;xxz ¼ A
S;lim
i;xzx ¼ A
S;lim
i;yyz ¼ A
S;lim
i;yzy ¼
16að1n2s Þ
3pEsð2nsÞ ;
AS;limi;zzz ¼
16að1n2s Þ
3pEs
(74)
Furthermore, we introduced, in (72), the second-order inﬂuence
tensor DS;limii describing the inﬂuence of T
E
i on the average
displacement jump ExFi
DS;limii ¼ D
lim
ii  A
lim
i
: B S;lim
i
(75)
The non-vanishing components of DS;limii read as
DS;limii;xx ¼ D
S;lim
ii;yy ¼ 
16a

1 n2s

3pEsð2 nsÞ; D
S;lim
ii;zz ¼ 
16a

1 n2s

3pEs
(76)
Eqs. (68) and (72), together with (69)e(71) and (73)e(76), are
well-suited to study macroscopic creep of microheterogeneous
materials comprising interfaces with eigentractions.5. Upscaling from viscous interfaces to creeping materials
5.1. Interface behavior
So far, the forces and deformations of the interface phase,
quantiﬁed through traction force TEi and displacement jump ExFi,
have been introduced independently from each other. Now is the
time to deﬁne the constitutive behavior of the interface phase:
 In normal direction ez, we consider that molecular ordering-
related joining forces prevent the interfaces from opening (or
closing):
ExzFi ¼ 0 (77)Eq. (77) is referred to as a “glueing condition”.
 The tangential components of the traction force drive, in a linear
viscous behavior, the tangential displacement jump rates,
hE _xaFi ¼ Ti;a a ¼ x; y (78)where h denotes a viscosity constant with physical dimension
[Stress Time/Length], and where a dot stands for the partial
derivative with respect to time t
_ ¼ v
vt
(79)Specifying the concentration-inﬂuence relations (61) and (72),
respectively, for interface properties (77) and (78), results in partial
differential equations for the time-evolution of the in-plane
displacement jumps. This will be detailed in the sequel, where
we consider matrix-inclusion composites containing parallel ﬂuid-
ﬁlled interfaces, and where we investigate how anisotropic local
interface properties (77) and (78) inﬂuence the macroscopic ma-
terial behavior.
5.2. Macroscopic viscoelasticity I: relaxation
The RVE of Fig. 2(a) with isotropic elastic matrix and viscous
interfaces according to (77) and (78) is considered to be subjected
(at time t ¼ 0) to a general three-dimensional strain state which is
kept constant (time-independent) thereafter (t > 0):
E ¼
X
j¼ x;y;z
X
k¼ x;y;z
Ejkej5ek; (80)
with symmetries Ejk ¼ Ekj and where ex; ey, and ez stand for the
Cartesian unit base vectors according to Fig. 2. Speciﬁcation of
concentration-inﬂuence relation (61) for (58)e(60) and (55)e(56)
delivers the following components of the average displacement
jumps
ExaFi ¼
16ð1nsÞa
p½3ð2nsÞþ16dð1nsÞ
	
Eazð1þnsÞEs Ti;a


; a¼ x;y
(81)
ExzFi ¼
16ð1 nsÞa
p
h
3ð1 2nsÞ þ 16dð1 nsÞ2
i 	nsExx þ Eyy
þ ð1 nsÞEzz  ð1þ nsÞð1 2nsÞEs Ti;z


(82)
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depend on corresponding shear components of both the macro-
strain tensor and the interface traction vector. Eq. (82) shows that
the average out-of-plane displacement jump is a function of all
three macroscopic normal strain components as well as of the
normal components of the interface traction vectors. Specifying
(82) for the out-of-plane glueing condition (77), as well as (81) for
in-plane viscous interface behavior (78), and rearranging terms in
the resulting expressions yields
E _xaFiþ
Esp½3ð2nsÞþ16dð1nsÞ
16ah

1n2s
 ExaFi ¼ Eshð1þnsÞEaz; a¼ x;y
(83)
ExzFi ¼ 00Ti;z ¼
Es
ð1þ nsÞð1 2nsÞ

ns

Exx þ Eyy
þ ð1 nsÞEzz
(84)
Eq. (83) represents two viscosity-related, ordinary, ﬁrst-order,
inhomogeneous differential equations with constant coefﬁcients,
for the time-evolution of the average in-plane displacement jumps.
Eq. (84) shows a glueing condition-related link between the mac-
roloading (in terms of Exx, Eyy, and Ezz) and the normal components
of the interface interface traction vector, Ti;z. Considering the initial
condition (ExFi ¼ 0 for t ¼ 0), the solution for the average in-plane
displacement jumps follows from (83) as:
ExaFiðtÞ ¼ ExrelaxFNi 
	
1 exp

 t
srelax


; a ¼ x; y (85)
with the asymptotically reached displacement jump or dislocation
reading as
ExrelaxF
N
i ¼
16ð1 nsÞaEaz
p½3ð2 nsÞ þ 16dð1 nsÞ (86)
and with the characteristic relaxation time srelax reading as
srelax ¼
a h
Es
16

1 n2s

p½3ð2 nsÞ þ 16 dð1 nsÞ (87)
According to (85), together with (86) and (87), the micro-
mechanical model of Fig. 2(a) with linearly viscous interfaces en-
tails an increase of in-plane displacement jumps with increasing
time, up to an asymptotic value which increases with increasing
interface radius a, with increasing macroscopic shear strain Eaz,
with decreasing interface density d, and with decreasing Poisson’s
ratio of the solid matrix, ns, see Fig. 5 for dimensionless evaluations.
It follows from the characteristic time (87), together with the
exponent in (85), that the asymptotic displacement jump is reached
the faster, the larger both the interface density d and the Young’s
modulus of the solid matrix, Es, as well as the smaller both the
interface radius a and the viscosity constant h. The inﬂuence of
Poisson’s ratio ns depends on the value of the interfaces density
parameter, i.e. for interface densities larger than 9/16 ¼ 0.5625, the
asymptotic displacement jump is reached the faster, the smaller
Poisson’s ratio of the solidmatrix. For smaller interface densities, the
asymptotic displacement jump is reached the slower, the closer
Poisson’s ratio is to the value ½2ð3þ 8 dÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3ð9þ 32 dÞ
p
=ð3þ 16 dÞ.
The time-evolutions (relaxation) of the interface shear traction
components follow from insertion of the temporal derivative of
(85), together with (86) and (87), into (78), asTi;aðtÞ ¼
Es
ð1þ nsÞ Eazexp

 t
srelax

; a ¼ x; y (88)
with the relaxation time still following (87). It follows from (88)
that Ti,a decreases exponentially with increasing time, starting
from the initial value EsEaz/(1 þ ns) at t ¼ 0, down to zero, which is
the asymptotic value reached after inﬁnite time, see Fig. 6.
In order to study the macroscopic stress relaxation, we evaluate
(67) for (62), (4), (5), and (45)e(47) as well as for (64)e(66),
yielding
Sxx ¼
Es
ð1 nsÞð3þ 16dÞExx þ ns½3þ 16dð1 nsÞEyy þ 3nsEzz
ð1þ nsÞ
h
3ð1 2nsÞ þ 16dð1 nsÞ2
i
þ 16dnsð1 nsÞTi;z
3ð1 2nsÞ þ 16dð1 nsÞ2
(89)
Syy ¼
Es

nsð3þ 16dð1 nsÞÞExx þ ð1 nsÞð3þ 16dÞEyy þ 3nsEzz

ð1þ nsÞ
h
3ð1 2nsÞ þ 16dð1 nsÞ2
i
þ 16dnsð1 nsÞTi;z
3ð1 2nsÞ þ 16dð1 nsÞ2
(90)
Szz ¼
3Es

ns

Exx þ Eyy
þ ð1 nsÞEzz
ð1þ nsÞ
h
3ð1 2nsÞ þ 16dð1 nsÞ2
i
þ 16dð1 nsÞ
2Ti;z
3ð1 2nsÞ þ 16dð1 nsÞ2
(91)
Sxy ¼ EsExy1þ n (92)
Saz¼ Es3ð2nsÞEazð1þnsÞ½3ð2nsÞþ16dð1nsÞþ
16dð1nsÞTi;a
3ð2nsÞþ16dð1nsÞ;a¼x;y
(93)
It follows from Eqs. 89e93 that all macrostress components
except Sxy are inﬂuenced by the interfaces. Speciﬁcation of (89)e
(91) for the glueing condition-related value of Ti,z according to
(84), as well as of (93) for the time-evolutions of Ti,x(t) and Ti,y(t)
according to (88) yields
Sxx ¼
Es
ð1 nsÞExx þ nsEyy þ Ezz
ð1þ nsÞð1 2nsÞ (94)
Syy ¼
Es
ð1 nsÞEyy þ nsðExx þ EzzÞ
ð1þ nsÞð1 2nsÞ (95)
Szz ¼
Es
ð1 nsÞEzz þ nsExx þ Eyy
ð1þ nsÞð1 2nsÞ (96)
Sxy ¼ EsExy1þ ns (97)
as well as
SazðtÞ ¼ S0az  DSNaz 
	
1 exp

 t
srelax


; a ¼ x; y (98)
Fig. 5. Evolution of dimensionless microscopic average displacement jumps with dimensionless time: results of sensitivity analysis regarding Poisson’s ratio of the matrix, ns, and
the interface density parameter d.
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macrostress S0az and the asymptotically relaxed stress increment
DSNaz read as
S0az ¼
Es Eaz
1þ ns DS
N
az ¼ S0az
16dð1 nsÞ
3ð2 nsÞ þ 16dð1 nsÞ (99)
Eqs. (84) and (96) entail that Ti;z ¼ Szz, i.e. that the micro-
scopic ﬁeld of the normal stress component in z-direction is, at
any time t, uniform, including ss;zzðxÞ ¼ Szz, cx˛Us. As a
consequence, all the macroscopic normal stress components are
independent of the interfaces, see (94)e(96). In addition, Eqs.
(88) and (98) show that under sudden load increase at t ¼ 0, theinterface tractions result (only at that time instant) in an
entirely uniform microscopic stress ﬁeld ssðx; t ¼ 0Þ ¼ S ,
cx˛Us, and Tiðt ¼ 0Þ ¼ S $ez, such that the material behaves
macroscopically as if no interfaces would exist. With progress
of time, the average displacement jumps (85) increase with
decelerating speed, such that interface shear traction compo-
nents (88) progressively decrease, resulting in a monotonous
decrease (relaxation) of the shear macrostress components
(98), until an asymptotic value is reached, see Fig. 7. The in-
tensity of stress relaxation increases with increasing interface
density d and with decreasing Poisson’s ratio of the solid. The
relaxation behavior of the material system of Fig. 2(a) can be
Fig. 6. Evolution of dimensionless interface shear tractionwith dimensionless time: results of sensitivity analysis regarding Poisson’s ratio of the matrix, ns, and the interface density
parameter d.
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order relaxation tensor R , with only four time-dependent
components, namely
Razaz ¼ Razza ¼ Rzaaz ¼ Rzaza
S0 DSN
	 
t

¼ az
2Eaz
 az
2Eaz
 1 exp 
srelax
;a ¼ x; y (100)
with S0az and DS
N
az still following from (99). All other relaxation
tensor components are identical to the components of the solid
stiffness tensor, Rijkl ¼ Cs,ijkl. Also, for inﬁnite viscosity, h/N in Eq.
(100), the time dependency in the relaxation function is lost; then,
the material system behaves just identical to the elastic solid
matrix.5.3. Macroscopic viscoelasticity II: creep
The RVE of Fig. 2(a) is considered to be subjected (at time t ¼ 0)
to a general three dimensional stress state which is kept constant
(time-independent) thereafter (t > 0):
S ¼
X
j¼ x;y;z
X
k¼ x;y;z
Sjkej5ek; (101)
with symmetries Sjk ¼ Skj. Speciﬁcation of concentration-
inﬂuence relation (72) for (74) and (76) delivers the following
components of the average displacement jumps
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16

1 n2s

a
3pEsð2 nsÞ

Saz  Ti;a

; a ¼ x; y (102)
ExzFi ¼
16

1 n2s

a
3pEs

Szz  Ti;z

(103)
Eqs. (102) and (103) imply that the average in-plane displace-
ment jumps depend on corresponding shear components both of
the macrostress and of the interface traction vector. The average
out-of-plane displacement jump is a function of the macroscopic
normal stress component aligned with the normal to the interface
as well as of the normal component of the interface tractionFig. 7. Evolution of dimensionless macroscopic shear stress with dimensionless time: resu
density parameter d.vectors. Specifying (103) for the out-of-plane glueing condition
(77), as well as (102) for in-plane viscous interface behavior (78),
and rearranging terms in the resulting expression yields
E _xaFi þ
3Espð2 nsÞ
16ah

1 n2s
 ExaFi ¼ 1hSaz; a ¼ x; y (104)
ExzFi ¼ 0 0 Ti;z ¼ Szz (105)
Eqs. (104) and (105) contain two viscosity-related ordinary,
ﬁrst-order, inhomogeneous differential equations with constant
coefﬁcients for the time-evolution of the average in-planelts of sensitivity analysis regarding Poisson’s ratio of the matrix, ns, and the interface
Fig. 8. Evolution of dimensionless microscopic average displacement jump with
dimensionless time: results of sensitivity analysis regarding Poisson’s ratio of the
matrix, ns.
Fig. 9. Evolution of dimensionless interface shear traction with dimensionless time:
results of sensitivity analysis regarding Poisson’s ratio of the matrix, ns.
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the macroloading Szz and the normal component of the interface
traction vector Ti,z. Considering the initial condition (ExFi ¼ 0 for
t¼0), the solution for the average in-plane displacement jumps
follows from (104) as:
ExaFiðtÞ ¼ ExcreepFNi 
	
1 exp

 t
screep


;a ¼ x; y (106)
with the asymptotically reached displacement jump or dislocation
reading as
ExcreepF
N
i ¼
16

1 n2s

aSaz
3pEsð2 nsÞ (107)
and with the characteristic relaxation time screep reading as
screep ¼ ahEs
16

1 n2s

3pð2 nsÞ (108)
Eq. (106), together with (107) and (108), implies an increase of
in-plane displacement jumps with increasing time, up to an
asymptotic value which increases with increasing shear macro-
stress Saz, with increasing interface radius a, and with decreasing
Young’s modulus of the solid (see Fig. 8). As for the inﬂuence of
Poisson’s ratio of the solid, the model implies that the asymptotic
displacement jump value is the larger, the closer ns to the value
2
ﬃﬃﬃ
3
p
¼ 0:268. The characteristic relaxation time (108) together
with the exponent in (106) implies that the asymptotic value is
reached the faster, the larger Young’s modulus of the solid, Es, the
smaller the interface radius a and the viscosity constant h, as well as
the larger the distance of Poisson’s ratio of the solid, ns, from the
numerical value 2
ﬃﬃﬃ
3
p
¼ 0:268. The model suggests that the
interface density has no inﬂuence on the speed of creep.
The time-evolutions (relaxation) of the interface shear traction
components follow from insertion of the temporal derivative of
(106) into (78), as
Ti;aðtÞ ¼ Saz
	
exp

 t
screep


;a ¼ x; y (109)
with the characteristic creep time still following (108). Eq. (109)
together with (108), implies that Ti,a decreases with increasing
time, starting from Saz at t ¼ 0, down to zero which is the
asymptotic value reached after inﬁnite time (see Fig. 9).
Speciﬁcation of the macroscopic elasticity law (68) for (62), (4),
(5), and (45)e(47) as well as for (70)e(71), yields
Exx ¼
Sxx  ns

Syy þ Szz

Es
(110)
Eyy ¼ Syy  nsðSxx þ SzzÞEs (111)
Ezz ¼ 
3ns

Sxx þ Syy
þ 16d1 n2s þ 3Szz
3Es
 16d

1 n2s

Ti;z
3Es
(112)
Exy ¼ ð1þ nsÞSxyEs (113)
Eaz ¼ ð1þnsÞ½3ð2nsÞþ16dð1nsÞSaz3Esð2nsÞ 
16d

1n2s

Ti;a
3Esð2nÞ ;a¼ x;y
(114)Eqs. (110)e(114) imply that the macrostrain components Exz, Eyz,
and Ezz are inﬂuenced by the interfaces, while the components Exx,
Eyy, and Exy depend exclusively on the properties of the solid.
Speciﬁcation of Eq. (112) for the glueing condition-related value of
Ti;z ¼Szz, see (105), as well as of (114) for the time-evolution of
Ti,x(t) and Ti,y(t) according to (109), yields the model-predicted so-
lution of the macrostrain components as
Exx ¼
Sxx  ns

Syy þ Szz

Es
; Eyy ¼ Syy  nsðSxx þ SzzÞEs (115)
Ezz ¼
Szz  ns

Sxx þ Syy

Es
; Exy ¼ ð1þ nsÞSxyEs (116)
and
EazðtÞ ¼ E0az þ DENaz 
	
1 exp

 t
screep


; a ¼ x; y (117)
with the instantaneous strain response E0az and the asymptotically
reached creeping strain increment DENaz reading as
E0az ¼
ð1þ nsÞSaz
Es
DENaz ¼ E0az
16dð1 nsÞ
3ð2 nsÞ (118)
By analogy to the relaxation problem, only the shear macro-
strain components Exz and Eyz exhibit time-dependent behavior,
compare (115)e(118) with (94)e(99). The other macrostrain
Fig. 10. Evolution of dimensionless macroscopic shear strain with dimensionless time: results of sensitivity analysis regarding Poisson’s ratio of the matrix, ns, and the interface
density parameter d.
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on the macroscopic loading and on the elastic properties of the
solid. In addition, Eqs. (109), (117) and (118) imply that under
sudden load increase at t ¼ 0, the interface tractions result in an
entirely uniform microscopic stress ﬁeld ssðx; t ¼ 0Þ ¼ S , cx˛Us
and Tiðx; t ¼ 0Þ ¼ S $ez, cx˛Ui, such that the material behaves as
if no interfaces exist. With progress of time, the average displace-
ment jumps (106) increase with decelerating speed such that
interface shear traction components (109) progressively decrease,
resulting in amonotonous increase (creep) of the shearmacrostrain
components (117) until an asymptotic value is reached (see Fig. 10).
The asymptotically reached creep strains increase with increasing
interface density d. In addition, as long as interface density issmaller than 9/16 ¼ 0.5625, asymptotic creep strains increase with
increasing Poisson’s ratio. For larger interface densities, the ﬁnal
creep strains are the larger, the closer Poisson’s ratio to the nu-
merical value 2ð3þ 16 d 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3 dð3þ 16 dÞ
p
Þ=ð3þ 16 dÞ. The creep
behavior of the material system of Fig. 2(a) can be also quantiﬁed in
a general format, by means of the fourth-order creep tensor J , with
only four time-dependent components, namely
Jazaz ¼ Jazza ¼ Jzaaz ¼ Jzaza
¼ E
0
az
2Saz
þ DE
N
az
2Saz

	
1 exp

 t
screep


;a ¼ x; y (119)
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solid compliance tensor, Jijkl ¼ C1s;ijkl. Also, for inﬁnite viscosity,
h/N in Eq. (119), the time dependency in the creep function is
lost; then, the material system behaves just identical to the elastic
solid matrix.
6. Discussion and conclusions
Our study combined the concept of inﬂuence and concentration
tensors with viscous laws of thin layers made of liquid crystals, as to
upscale the time-dependent layer behavior to the scale of a mate-
rial system consisting of an elastic bulk matrix with embedded
viscous layers. The question may arise why for this task, the use of
the well-known correspondence principle (Laws and McLaughlin,
1978) could have been an alternative, potentially more straight-
forward approach. In this context it is appropriate to remember
that the key idea of the correspondence principle is to transform a
viscoelastic problem into a sequence of linear elastic problems
related to some “pseudo-time”. That requires all components of the
considered system to exhibit the features necessary for the deﬁ-
nition of an elasticity tensor. One such key feature is the exhibition
of a volume. However, our interface phases do not exhibit any
volume; and this hinders a straightforward application of the cor-
respondence principle to our material system. In addition, our
alternative based on the concept of eigenstresses and inﬂuence-
concentration tensors, turns out to be very efﬁcient, in the sense
that the solution of a (large) sequence of homogenization steps is
not necessary.
This efﬁcient method revealed that the linear viscous behavior
of parallel (glassy, ice-like, or layered water-ﬁlled) interfaces
embedded in an isotropically elastic solid matrix manifests itself, at
the bulk material scale, as exponential strain and stress evolutions
in a classical creep or relaxation test. Such stress and strain evo-
lutions are restricted to shear deformations affecting solely the
planes parallel to the interfaces, while all other deformation or
stress modes exhibit the purely elastic behavior of the solid matrix
phase. Creep and relaxation speeds increase with increasing
Young’s modulus of the solid phase, with decreasing interface
viscosity and interface radius, and with increasing distances of the
solid phase’s Poisson’s ratio from creep and relaxation-speciﬁc
optimum values. In addition, relaxation speed increases with
increasing interface density, while the latter does not inﬂuence the
creep speed. However, the larger the interface density, the larger is
the asymptotically reached macroscopic stress relaxation and the
macroscopic creep strains, respectively. At this stage, it may be
appropriate to remember that our model included only one type of
interfaces, with only one characteristic size. The question arises
whether the aforementioned features of elastic matrices with
parallel viscous interfaces would change if interfaces of different
sizes would occur. The mathematical relations related to the cor-
responding extension of our model are presented in Appendix B,
and they show that the creep response of the system appears as the
“sum” of the responses of systems with only one interface size. This
is reminiscent of the well-known “Maxwell-chain” models as they
are widely used in engineering practice. At the same time, also the
behavior of material systems with various interface sizes is of
asymptotic nature e i.e. the creep strain rates tend to zero with
creep duration going to inﬁnity. Such asymptotic creep behavior is
indeed observed in systems subjected at a moderate load level, as it
has been shown e.g. for bone samples at different hydration states
(Iyo et al., 2004). However, at higher load levels, often non-
asymptotic creep behavior is observed, be it at very small time
and length scales like in nanoindentation tests on concrete
(Vandamme and Ulm, 2013) or at very large time and length scales
like reported in the context of “excessive creep” of long-spanconcrete bridges having deformed over several decades (Bazant
et al., 2011). In view of our theoretical developments presented
here, loss of asymptotic creep behavior could be readily explained
by the interface size, which appears in the numerator of the for-
mula for the characteristic creep times of Eq. (108), to increase over
time. This would result in the characteristic creep time increasing
itself while the creep process goes on, so that the latter may never
come to an end. Such an “interface spreading” is perfectly consis-
tent with higher load levels inducing higher microstress concen-
trations in the interface edges, which would then act as liquid
crystal-glued “cracks”. This opens an interesting perspective of
further developments combining the present approach with frac-
ture mechanics, which in the end, promise to support, through a
multi-disciplinary approach linking material physics with contin-
uum mechanics, the quest for deciphering the scale-transitions
from highly nanoconﬁned ﬂuid layers to creeping micro-
heterogeneous hydrated solids, such as concrete or bone.Acknowledgments
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gratefully acknowledged.Appendix A. Proof of limu/0uA
N
i
: P
i
[C L1
s
: T t
i
To start with, we consider A N
i
according to (19), and we invert
the tensor product A N
i
: P
i 
A N
i
: P
i
!1
¼ P 1
i
:
"
I  P
i
: C
s
#
¼
"
I  C
s
: P
i
#
: P 1
i
(A.1)
such that re-inversion yields under consideration of (20)
A N
i
: P
i
¼ C 1
s
: S t :
"
I  S t
#1
(A.2)
Multiplication of (A.2) by u, expansion by þI  I ¼
ðI  S tÞ : ðI  S tÞ1  I , and taking the limit u/0, yields under
consideration of (44) and of limu/0uI ¼ 0
lim
u/0
uA N
i
: P
i
¼ lim
u/0
uC 1
s
:
(
S t :
 
I  S t
!1
 I
)
¼ C 1
s
: T t
i
ðA:3ÞAppendix B. Consideration of two parallel interface phases
exhibiting different sizes
We here consider two parallel interface phases (also called
“interface families”), which are characterized by two different
interface radii, denoted by a1 and a2, respectively, and by two
different interface density parameters, d1 and d2. These two fam-
ilies exhibit different average displacement jumps ExF1 and ExF2,
and different average traction forces T1 and T2. Corresponding
extension of the auxiliary material system of Section 3 to two in-
clusion phases (with eigenstresses sE1 and s
E
2, respectively) yields
the following inﬂuence-concentration relations [as extension of Eq.
(9)],
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E
1 þ D 12 : s
E
2 (B.1)
32 ¼ A 2 : E þ D 21 : s
E
1 þ D 22 : s
E
2 (B.2)
with A
1
and A
2
, as the concentration tensors of inclusion phases 1
and 2, respectively; with inﬂuence tensor D
12
(D
21
) quantifying
the effect of eigenstresses sE2 (s
E
1) on inclusion phase strains 31 ( 32);
and with inﬂuence tensor D
22
quantifying the effect of eigens-
tresses sE2 on phase strains 32. Application of Levin’s theorem to our
extended material system delivers the macroscopic stress state
equation in the form,
S ¼ C
hom
: E þ f1sE1 : A 1 þ f2s
E
2 : A 2
(B.3)
with f1 and f2 as the volume fractions of inclusion phases 1 and 2. In
order to arrive at analytical expressions for the aforementioned
inﬂuence and concentration relations, the two inclusion phases are
assigned two matrix-inclusion problems as the one depicted in
Fig. 3, subjected to the same strains at the inﬁnite boundary.
Combination of respective relations analogous to Eqs. (18)e(22)
yields the strains at the inﬁnite boundary of the auxiliary
matrices, originally given by Eq. (23), now in the format:
E
N
¼ fsI þ f1AN
1
þ f2AN
2
1
:
 
Eþ f1AN
1
:P
1
:sE1þ f2A
N
2
:P
2
:sE2
!
(B.4)
Backsubstitution of (B.4) into the matrix-inclusion problems
related to the now two inclusion phases yields the phase strains in
inclusion phase 1 and 2, respectively, as
31 ¼A
N
1
:

fsI þ f1A N
1
þ f2A N
2
1
: 
E þ f1A N
1
: P
1
: sE1 þ f2A
N
2
: P
2
: sE2
!
 A N
1
: P
1
: sE1
(B.5)
32 ¼A
N
2
:

fsI þ f1A N
1
þ f2A N
2
1
: 
E þ f1A N
1
: P
1
: sE1 þ f2A
N
2
: P
2
: sE2
!
 A N
2
: P
2
: sE2
(B.6)
Comparison of (B.1) and (B.2) with (B.5) and (B.6) allows for
identiﬁcation of the following concentration and inﬂuence tensors,
A
1
¼AN
1
:

fsI þ f1AN
1
þ f2AN
2
1
; A
2
¼AN
2
:

fsI þ f1AN
1
þ f2AN
2
1
D
11
¼ ðf1A
1
 I Þ :AN
1
:P
1
; D
12
¼A
1
: f2A
N
2
:P
2
D
21
¼A
2
: f1A
N
1
:P
1
; D
22
¼ðf2A
2
 I Þ :AN
2
:P
2
(B.7)
We restrict the present discussion to creep boundary conditions,
i.e. to evolving strains due to prescribed stresses: Therefore, we use
the state Equation (B.3) in order to express the macroscopic strains
as functions of the macroscopic stresses and the phase eigens-
tresses, and insert the corresponding result into (B.5) and (B.6).
When taking, thereafter, as described for one inclusion phase in
Section 4, the limit that the aspect ratio of both inclusion phasestends to zero, then phase strains (B.5) and (B.6) are transformed to
displacement jumps, and we arrive at expressedly simple exten-
sions of the concentration-inﬂuence relation Eq. (72), reading as
ExF1 ¼ A S;lim1 : S þ D
S;lim
11 $T
E
1 þ DS;lim12 $T
E
2
ExF2 ¼ A S;lim2 : S þ D
S;lim
21 $T
E
1 þ DS;lim22 $T
E
2 (B.8)
whereby the non-zero components of the concentration and in-
ﬂuence tensors read as
AS;lim1;xxz ¼ AS;lim1;xzx ¼ AS;lim1;yyz ¼ AS;lim1;yzy ¼
16a1ð1n2s Þ
3pEsð2nsÞ ;
AS;lim1;zzz ¼
16a1ð1n2s Þ
3pEs
DS;lim11;xx ¼ DS;lim11;yy ¼ 
16a1ð1n2s Þ
3pEsð2nsÞ ; D
S;lim
11;zz ¼ 
16a1ð1n2s Þ
3pEs
(B.9)
as well as
AS;lim2;xxz ¼ AS;lim2;xzx ¼ AS;lim2;yyz ¼ AS;lim2;yzy ¼
16a2ð1n2s Þ
3pEsð2nsÞ ;
AS;lim2;zzz ¼
16a2ð1n2s Þ
3pEs
DS;lim22;xx ¼ DS;lim22;yy ¼ 
16a2ð1n2s Þ
3pEsð2nsÞ ; D
S;lim
22;zz ¼ 
16a2ð1n2s Þ
3pEs
(B.10)
Remarkably, there are no direct cross effects between the trac-
tion forces in the ﬁrst interface family and the dislocations in the
second family, and vice versa ðDS;lim12 ¼ D
S;lim
21 ¼ 0Þ. Specifying
(B.8) for the extended glueing condition ExzF1 ¼ ExzF2 ¼ 0 yields,
by analogy to (105),
T1;z ¼ T2;z ¼ Szz (B.11)
Combining (B.8) with in-plane viscous behavior of the interface
families according to (78), i.e. with hE _xaF1 ¼ T1;a and
hE _xaF2 ¼ T2;a, with a ¼ x, y, delivers by analogy to (106)e(108) the
following displacement jump evolutions
ExaF1ðtÞ ¼ 16ð1n
2
s Þa1Saz
3pEsð2nsÞ 
h
1 exp

 3pð2nsÞ
16ð1n2s Þ
Est
a1 h
i
;a ¼ x; y
ExaF2ðtÞ ¼ 16ð1n
2
s Þa2Saz
3pEsð2nsÞ 
h
1 exp

 3pð2nsÞ
16ð1n2s Þ
Est
a2h
i
;a ¼ x; y
(B.12)
Notably, the characteristic creep times of the two interface
families are different, since they explicitly depend on the size of the
interfaces, see a1 and a2 appearing in the exponential expressions
of (B.12). The time evolution of interface tractions T1,a and T2,a
follow from specifying the viscosity relations hE _xaF1 ¼ T1;a and
hE _xaF2 ¼ T2;a for (B.12) as
T1;aðtÞ ¼ Sazexp

 3pð2nsÞ
16ð1n2s Þ
Est
a1h

;a ¼ x; y
T2;aðtÞ ¼ Sazexp

 3pð2nsÞ
16ð1n2s Þ
Est
a2h

;a ¼ x; y
(B.13)
These interface tractions also appear in the macroscopic state
equation providing access to the macroscopic creep strains:
E ¼

C lim
hom
1
: S  B S;lim
1
$T1  B S;lim2 $T2 (B.14)
Speciﬁcation of (B.14) for (B.13) delivers, strain components Exx,
Eyy, Ezz, and Exy according to (110)e(113), as well as
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1þ 16d1ð1 nsÞ
3ð2 nsÞ

	
1 exp

 3pð2 nsÞ
16

1 n2s
 Est
a1h


þ 16d2ð1 nsÞ
3ð2 nsÞ

	
1 exp

 3pð2 nsÞ
16

1 n2s
 Est
a2h


;a ¼ x; y
(B.15)
Eq. (B.15) underlines that consideration of different interface
sizes yields creep spectra (Christensen, 1982), because the charac-
teristic time of each interface size depends on its size. Only the
spontaneous shear strain observed right after sudden macroscopic
load increases, and the asymptotically reached ﬁnal creep strain do
not depend on the interface sizes:
Eazðt ¼ 0Þ ¼ ð1þnsÞEs Saz; a ¼ x; y
Eazðt ¼ NÞ ¼ ð1þnsÞEs Saz
3ð2nsÞþ16ðd1þd2Þð1nsÞ
3ð2nsÞ ; a ¼ x; y
(B.16)
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