ABSTRACT In the development of service robots, building dialoguing services for robots to provide natural human-robot interactions and enhancing user experiences is now advocated. In this type of service, a robot can play the role of a knowledgeable consultant and deliver domain-specific knowledge to end users. Following our previous studies in constructing action-oriented robot services, in this paper, we adopt a service-oriented framework to develop a context-aware dialoguing service for a cloud robot. Our work has several unique features: it trains a deep neural model to generate answers in response to the users' questions, utilizes an external knowledge resource to further enrich knowledge for searching for answers, constructs a reasoning procedure to exploit the answers of similar questions, and most importantly, and develops an integrated approach that embeds both contextual information and dialoguing content in the same model. To evaluate the proposed approach, we conducted a series of experiments and implemented several strategies for performance comparison. The results confirmed the usefulness and effectiveness of the integrated context and content approach.
I. INTRODUCTION
With the recent advancement of AI technology, researchers and engineers are building service robots that can interact with people and achieve the given tasks in their domestic or working environments. Regarding the development and deployment of practical service robots, the two key issues are that robots can execute tasks correctly and can offer natural human-robot interactions. The first concern involves the construction of a system-level architecture facilitating the collaboration of cloud computing with robots, and the second concern is about the design and creation of the service functions for robots. Presently, the services are mostly laboring services, in which robots take actions in the physical environment to assist people. However, robots are now expected to play more important roles in providing knowledge (or information) services, and communicating with users through a natural way of spoken language. It thus becomes increasingly critical to equip social competences to robots, especially in human-robot dialogues with which the robot can respond appropriately to users. Therefore, following our previous studies in developing action-oriented
The associate editor coordinating the review of this manuscript and approving it for publication was Li He. robot services, this work presents a trainable framework for modeling context-aware human-robot dialogues to further provide domain-specific knowledge services.
To effectively and efficiently deploy different kinds of services, a cloud-based service-oriented architecture has been advocated and is becoming popular (e.g., [1] , [2] ). On the one hand, a cloud computing architecture can provide various resources on the Internet to share with others, such as the robot services, knowledge repositories, and computational processors. The robots are no longer limited by onboard computation, memory and programming, leading to more intelligent and efficient robotic networks. On the other hand, a service-oriented architecture regards services as self-described reusable building blocks, and can exploit the corresponding advantages to provide rapidly prototyping robotics services. Based on this type of architecture, many service robots have been developed, and various services have been created, for example [3] - [5] . We also adopt such architecture to develop our robot services.
As mentioned, a service robot needs social ability to interact with humans to provide knowledge-based services. The most common way of achieving natural languagebased human-robot interactions is to develop a dialogue system as a vocal interactive interface between them.
Although non-goal-oriented dialogue systems (i.e., chatbots) have recently become popular, they aimed to perform opendomain conversations that are different from our design purpose. In this work, we concentrate on dialoguing systems with goal-directed interactions to provide domain-specific knowledge services. Essentially, the dialogue system includes a knowledge base with domain questions and the corresponding answers, and the dialogue service is performed in a question-answering manner.
In a question-answering system, the major focus is on how to generate an appropriate response from a corpus for a given human utterance. In general, two types of methods are adopted: generative and retrieval (selection)-based methods. At the current stage of dialogue development, selectionbased methods can provide more fluent responses and thus are widely used in practice. Recently, the deep learning models have been successfully employed to construct mappings between questions and answers of natural language sentences (e.g., [6] - [8] ). These neural systems mainly used a sequence-to-sequence (seq2seq) model as the backbone, to perform mappings from entire sequences of words or characters to other sequences [9] , [10] . Notably, in addition to the dialoguing content, context plays an important role in determining the relevance of the answering sentence to a user's question. Context factors include any information used to characterize the dialoguing situations that can influence the robot's responses ( [11] , [12] ), for example, the users' emotions or the environmental circumstances. By integrating contextual information into the application, a service system can enable its application services to automatically adapt to changes in the operational environment, leading to the enhancement of user experiences.
In this work, we indicate the importance of integrating both content and contextual information together with computational methods to generate more appropriate robot responses. We developed a context-aware human-robot dialogue system for our cloud robot to provide domain-specific knowledge services (i.e., finance and insurance domains). To create this service, deep learning neural models are adopted to train the answer selection mechanisms. In contrast to other relevant studies, our system includes an external knowledge resource to further enrich knowledge for searching for answers. Additionally, a reasoning procedure is constructed to address unfamiliar questions (not existing in the knowledge base). In this procedure, semantically similar questions from the internal (built-in) knowledge repository are searched and their answers are retrieved for further evaluation. Most importantly, our work presents an alternative approach that embeds contextual information at the encoder stage of the procedure of sequence-to-sequence based response generation. To evaluate the presented approach, a series of experiments are conducted. We first evaluate the effectiveness of the vision-based service in capturing contextual information. Then, we examine the performance of training a dialoguing model of question-answering and examine the effect of using a supplementary mechanism to enhance the answer searching ability of the model. Finally, a series of experiments are performed to verify the context-aware model for the humanrobot dialoguing service, and different methods are implemented for comparison. The results confirm the usefulness and effectiveness of the presented approach.
II. BACKGROUND AND RELATED WORK
As indicated, regarding to the development and deployment of context-aware human-robot dialogue services, the most important concerns are the system architecture of resource sharing and the training of the dialoguing model. This section briefly introduces the recent studies related to these two issues.
The first important issue in developing service robotics systems is choosing supportive software architecture. Several system architectures have been proposed to create various service applications. Among others, the most representative work is RoboEarth [1] , driven by an open-source cloud robotics platform [2] . With this platform, the robots can distribute the highly loaded computational tasks to the cloud and access the knowledge repository to download required resources, such as maps, object models and action recipes. Some works have implemented software architectures integrating cloud services with robotics hardware. For example, DAvinCi is a software framework that exploits several advantages of cloud computing for service robots, including scalability and parallelism [13] . In addition, Rosbridge was developed as a middleware layer that offers robotics technology with a standard applications development framework [14] . It offers socket-based access to robot interfaces and algorithms provided by ROS (Robot Operating System) using Web technologies [4] , and it also uses an open source library to facilitate the communication between the browser and Rosbridge.
There are also other platforms developed for cloud robotic systems. For example, Koubaa [15] proposed the RoboWeb system that adopts a service-oriented architecture with a web service middleware to organize robotic computing resources as services for end-users. Du et al. [16] employed a similar architecture to allocate and manage their functional modules in the Robot Cloud to make the services more flexible, extensible and reusable. Additionally, Pereira and Bastos proposed the ROSRemote framework, which enables users to work with ROS remotely to create several applications [17] . More extensive surveys are found in [18] - [20] .
Our work implements a different cloud-based system supporting user-created services. It has a web-enabled serviceoriented architecture in which a robot controller is created and regarded as a service. In this way, robot services developed by different parties can be allocated on the cloud, and they can thus be shared and reused conveniently. To ensure its expandability and shareability, we constructed a service configuration mechanism ( [21] ) and deployed the system on the ROS computing nodes in practice.
In addition to the cloud service framework, the other important issue is the design of robot services. The most natural way for interacting with a service robot is using human language. For dialogue systems, most of the traditional approaches for natural language processing are based on hand-crafted rules or templates, for example [22] and [23] . Recently, due to the rapid development of deep learning and data analytics techniques, data-driven approaches are advocated to automatically generate utterances as machine responses ( [24] , [25] ). Many deep learning-based methods were developed to alleviate the problems by learning feature representations in a high-dimensional distributed fashion and have achieved significant improvement in these aspects. As we employ this type of approach to develop a dialoguing service, in the following, we briefly discuss the relevant works.
In general, in deep learning-based approaches, responses are generated based on sequence-to-sequence neural network models, with an objective function of the maximumlikelihood estimation. Presently, the seq2seq model has been widely applied to conversation generation [6] , and most existing works have mainly focused on improving the content quality of the generated responses by enhanced decoding strategies or network models. For example, Shang et al. adopted the RNN-based encoder-decoder framework to an open-domain dialogue response generation task [25] , and Serban et al. used a hierarchical long short-term memory (LSTM) network for a conversation application [26] . Additionally, Wen et al. proposed a task-oriented model to generate the correct answers in response to the needs of the given dialogue [27] .
In addition to the above works that focused on developing more advanced techniques to improve dialogue models, there is other research that proposes considering contextual information along with the content of the dialogues (e.g. [11] , [12] , [28] ). Some recent works aimed to incorporate contextual information included in the textual content to the neural networks to generate more meaningful machine responses. For example, Sordoni et al. addressed the issue of generating context-sensitive responses by representing the current message with the whole dialogue history [11] . Serban et al. used hierarchical models, in which the authors first captured the meaning of individual utterances and then integrated them as discourses [29] . The hierarchical encoderdecoder captured contextual cues through a high-level context RNN that updated its hidden layers for every turn in a conversation and was learned on top of the encoder-decoder RNNs. Xing et al. extended the hierarchical structure to include an attention mechanism to capture the important parts of wordlevel attention and utterance-level attention [30] .
More recently, studies have started to include a specific type of contextual information, emotion, to the humanmachine dialogues. Currently, this is still a challenging task for several reasons. The first is that high-quality emotionlabeled data are difficult to obtain in a large-scale corpus because emotions are subjective and difficult to annotate. In addition, it is difficult to consider emotions in a natural and coherent way because balancing grammaticality and the expressions of emotions is needed, as argued in [12] . To investigate the effect of emotion, researchers attempted to augment the emotional information to the neural dialoguing models. Zhou et al. presented a model called emotional chatting machine (ECM) [31] . To obtain large-scale emotionlabeled data for ECM, the authors trained a neural classifier on a manually annotated corpus to annotate large-scale conversation data. They assumed the emotion category of human utterance was known, and the category was taken as additional input along with the text content to train a model of responses. Zhang et al. adopted a seq2seq learning framework to capture the textual information post-sequence and generate responses for each type of emotion [32] . Their model included two major components. One was a response generator responsible for producing multiple emotional responses, and the other was an output selector used to choose the most appropriate response by predefined policies. Additionally, Sun et al. adopted a LSTM neural network for conversation modeling [33] . They added an emotional category label to the encoder, regarded emotional information as an additional source, and included this source to the conversational model.
In contrast to the relevant studies, we developed a contextaware human-robot dialogue service to enable the robot to work as a consultant to provide domain-specific knowledge (information) service. Our service also includes supplementary mechanisms for knowledge enrichment. Specifically, the major focus is on the integrated approach that embeds image-based contextual information (including human facial expressions and environmental situations) to work with the deep learning model at the encoder stage. The details are described in the following sections.
III. DEVELOPING CONTEXT-AWARE HUMAN-ROBOT DIALOGUING SERVICES A. THE ROS-BASED SERVICE FRAMEWORK
The human-robot dialogue service is developed on our previous cloud-based, service-oriented framework that provides various interactive services and sharable networked resources. The overall computing platform includes two parts: the on-board processors mounted on the robot side (for basic functions requiring fast responses, such as those related to perception and actuation), and the computing nodes located in the cloud to perform highly loaded computing services (such as deep learning). The service repository is also located in the cloud and allows different robot service developers to submit their reusable services for sharing. To realize the proposed design in practice, we configured the framework with ROS to deliver different types of services.
The system architecture of our cloud robotic system and its ROS configuration are illustrated in Fig. 1 . It includes one general-purpose mechanism for delivering and configuring services. As shown, the robot sends a service request to the master node, which is responsible for organizing the entire ROS network. The master node then passes the request to the task manager node, in which the task planner performs task planning and decomposition and evokes the services accordingly. By following the predefined task ontology, the system can retrieve available services in the service repository or alternatively activate a composition procedure to configure composite services from primitives if suitable services are not found.
To provide different services on the cloud, we define different types of computing nodes in the framework. The services work on the computing nodes, and each node can be executed at different virtual machines in the cloud. For example, for services involving image collection, a sensing node can be defined to capture the images and send (called ''published'' in ROS) data to the topic (the data transmission way, defined in ROS) that is registered to the master node, and then other nodes (for dealing with the images) can obtain (''subscribe'') data from the topic. In this way, the robot functions with different computing techniques can be deployed in distributed virtual machine nodes. Through the ROS frame protocol, where the management of data interchange is between nodes, the framework can easily combine different services to launch new functions. In the following sections, we focus on the newly developed interactive service, the context-aware human-machine dialogue, which is integrated into our current system of cloud robots. With this service, the robot can play the role of a knowledge or information consultant for the end users.
B. OPERATIONS AND FLOW OF THE DIALOGUING SERVICE
The context-aware dialoguing service is developed to provide knowledge or opinions of specific domains in response to the users' questions, depending on the local circumstances. It is, in fact, to establish context-aware mappings between human utterances and robot responses. aspect of this service, including the major components and the operating flow among them. The technology of automatic speech recognition and text-to-speech synthesis are at present relatively mature, and the devices performing speech functions have become standard equipment for current robots. Many useful toolkits can be adopted to perform the functions needed, and they are thus not particularly specified here.
As presented, this service includes an important training module that uses a deep learning method with an internal knowledge base (here, the dataset) to infer dialogue models. The internal knowledge base contains the domain-specific knowledge that is used to train the model in the form of question-answer pairs (regarded as indexed knowledge). Two models are trained. The first model is the major questionanswering mechanism (i.e., A-model in the figure) that maps a human utterance (i.e., a question sentence) to a robot response (i.e., an answer sentence). As shown in Fig. 2 , content (text sentences) and context (images) are paired to form a 3-tupe data record <question, answer, image>, and they are trained together (the details are described in Section III.D). In contrast, the second model (i.e., the S-model) is a supplementary mechanism that is activated when the first model cannot retrieve a suitable response. Based on the predefined threshold of sentence similarity, several check points are included (i.e., the gray circles in Fig. 2 ) to evaluate the correctness of an answer sentence, and the evaluation result is used to determine the activation of the S-model.
Before turning to the S-model to find a response, the system inquires an external knowledge base (by transferring the sentence to a logical form specified by the knowledge base). The reason for adopting an external knowledge base is that the neural model is trained with a certain internal knowledge in a data-driven manner. Therefore, the quality and quantity of the datasets have critical impacts on the trained models; that is, they limit the ability of the models regarding the responses to human utterances (questions). To enrich conversation comprehension for a robot consultant, we attach an external knowledge base (here, DBpedia) to the system to handle the cases when the trained model cannot provide a satisfactory response. If the external knowledge resource is still not able to find a solution, the system starts another strategy. It attempts to use the S-model to match a semantically similar question sentence from the internal knowledge repository, and then retrieves the mapped answers for further evaluation. The S-model is trained to find another question sentence as an alternative to the original question by the user. This alternative sentence is sent back to the trained A-model to retrieve the corresponding answer. Notably, this procedure involves training a neural model (by the same learning method) for question-question mapping, rather than for question-answering mapping as in the A-model training. The context-aware dialogue framework is deployed on the ROS nodes described in Section III.A. Fig. 3 depicts the pseudo-code for achieving the conversation service. It briefly describes how functions are invoked and how they operate on the computing nodes. When this service is activated, it subscribes the relevant topic (''Face ROI topic'' or ''Environment Data topic'') to acquire the contextual information (through the images captured by the robot's vision system) needed for the corresponding task. The information is fetched and transferred to the predefined image and text data formats for data preprocessing (details are described in the following subsections). Then, the result is sent to the model (trained by the GPU server) to generate a robot response (answering sentence). This topic based data flow (i.e., publishing and subscribing topics) is a unique feature of the ROS system. By working with ROS, the developed services can be reused and shared for different robots.
C. SENTENCE PROCESSING AND EMBEDDING
As mentioned above, our system includes a domain-specific dialoguing service to interact with human users using natural language. Because retrieval-based conversation systems have the advantage of informative and fluent responses, we choose to use this type of method. Here, we regard the operation of a dialoguing system as the question-answering manner and focus on the selection of an appropriate response from a corpus given a human utterance. In this way, the conversation is considered as the instance-based dialogue modeling, in which instances are pairs of question-answer natural language sentences obtained from a semantically indexed knowledge base. A deep learning neural model is adopted to train the answer selection mechanism.
When using a deep learning network to train a dialoguing model, a dataset consisting of pairs of question-answer sentences is required. To be used for model training, the natural language sentences need to be preprocessed. In this work, the text sentences are tokenized by the Stanford Tokenizer and vectorized. The language processing module presented in Fig. 2 is responsible for this processing procedure. Here, we adopt the word embedding method GloVe (Global Vectors for Word Representation, [34] ) to map words into vectors. GloVe is a log-bilinear model with a weighted least-squares objective. This objective is to learn word vectors such that their dot product equals the logarithm of the words' probability of co-occurrence, based on the observation that word-word co-occurrence probabilities have the potential for encoding some form of meaning. To enhance the performance, we use the ''genism'' package to establish the weights for the entire corpus, and use them as the pretrained model of the embedding layer. The pretraining word vectors cover most of the vocabularies we derived previously from the text processing procedure, and the vocabularies have been converted into vectors. In this way, we can obtain the converted vector representations for our training data by a look-up table method, and the vectors can then be used as the input of the training algorithm to derive an application model.
An embedding is a relatively low-dimensional space for the translation of high-dimensional vectors. This means capturing some of the semantics of the input by placing semantically similar inputs close together in the embedding space. Through this mapping method, the words in a sentence are VOLUME 7, 2019 encoded into numerical identifiers to form a vector representation by using the word embedding algorithm that not only considers the mapping between the words and the identifiers but also the semantic similarity among the words. More specifically, because a similar context is usually related to similar meaning, words with similar distributions should have similar vector representations. In this way, the human and the robot can communicate with each other using spoken language.
D. CONTEXT-AWARE DEEP LEARNING MODEL AND METHOD
The context-aware model aims to consider the contextual factor together with the dialoguing content to generate suitable sentences (advise) in response to the users' inquiries or consultations. Without losing generality, in this section, we take the user's emotions as the contextual information to explain our approach. The presented model can be applied to other types of context, such as environmental situations.
1) MODEL
To incorporate various emotions with knowledge content to generate suitable responses, the robot should be able to capture the emotion representation for learning. In this work, the representation is directly modeled by a high-level abstraction of emotional expression. Ideally, by embedding such a representation to the neural model to capture the human's internal features together with external vocabularies, the appropriate responses can be generated. As the dialoguing service here is designed for the situation in which the user is consulting a robot, in this work, we use the facial images to characterize the users' emotions and integrate both contextual and vocal information to generate the robot's responses. Fig. 4 illustrates our context-aware deep learning network. As illustrated, it includes two major parts responsible for handing the contextual information (the upper part framed by dotted lines) and utterances (the lower parts). The upper part is a convolutional neural network (CNN) for learning the contextual information in dialoguing, and the lower part is a LSTM-CNN network for learning to pair conversational sentences. The outputs from the two types of networks are merged to fuse their effects. If the contextual information is not available, the upper part can be disabled and the model simply works for sentence training.
For the utterance (text) part solely, to perform dialoguing, a LSTM network with a CNN network (illustrated in the lower part of Fig. 4 ) is developed to train the answer selection mechanism to generate the most appropriate sentences (as outputs) in response to the users' input sentences. As shown, the part included in the dotted frame for utterance is for coupling a question and its corresponding correct answer, and the duplicated block of the utterance part is for a question and its incorrect answer (simplified and indicated as ''same as above''). The training details are described in Section III.D.2. In this model, the LSTM contains memory blocks in the recurrent hidden layer that can store the temporal state of the network. With this characteristic, this model can better capture information over longer time steps to meet our goal.
In contrast, for the context part, we use images of facial expressions to represent the emotional context (i.e., the emotions recognized from the dialoguing partner). In this work, different facial emotions (anger, happiness, sadness, surprise, fear, disgust, neutral) are used to represent the relevant contexts in dialogues. As indicated in Fig. 4 , these images (shown as ''Context data'') are used as the inputs of the CNN network (the upper part), and the contextual features of the images are directly extracted through the CNN network. Then, the ''Reshape'' function is used to align the dimension of the output data from the original data dimension (i.e., image height × image width × the number of CNN filters) to the text feature dimension (i.e., embedding dimension × LSTM unit number × the number of CNN filters). Finally, the context feature vector and the text feature vector (from one dimension of convolution to four different kernel sizes) are combined at the merge blocks.
2) TRAINING METHOD
To train the above deep learning model, a training dataset needs to be organized. In the knowledge base (i.e., the dataset), for each question Q and a certain context C, there is a corresponding positive answer A+ with the highest probability to be the correct answer among all answers in the dataset (i.e., the confirmed correct answer). The question sentence Q is the input question encoded into an internal vector form by the word embedding procedure (i.e., the embedding blocks in Fig. 4) . To enhance the performance, we establish the word2vec weights for the entire corpus, and use them as the pretrained model of the embedding layer. After the embedding layer, an output vector E is obtained, and the output then flows to the LSTM and CNN layers. Finally, they are merged with the features extracted from the context network.
The output vector E is calculated through the LSTM function to derive a hidden vector L as follows:
In the above equations, E can be represented as {e 1 , e 2 , . . . , e n }, E ∈ R n×d in which n is the maximal sentence length and d is the dimension of embedding. Each e is the vector embedded for word x, and W e is the weight matrix, W ∈ R v×d (where v is the number of words in the dictionary). W L is the LSTM weight matrix. For the context part, the images are connected to the convolutional layer to extract a feature vector Z as below:
In (3), I is the input image data and I ∈ R w×h×c , in which the dimensions w, h and c are image width, height and the number of channels, respectively. F is the filters, represented as [F 1 , . . . , F r ], in which r is the number of filters in the convolution, and each filter is a two-dimensional (i.e., m × n) kernel. The above tensor Z ∈ R w×h×r , where each value of Z is calculated by (4) described below, a channel each time and finally all channels are merged. In (4), i and j indicate the position of each entry in the image matrix, F s represents a selected filter from F, and the symbol * denotes the convolutional operator.
Although the LSTM layer described above can extract the features of word sequences in sentences, in our network we further connect the tensor L (output of LSTM, described in (2)) to a convolutional layer to extract more complicated features for performance enhancement. The convolution result S is obtained as follows:
In the above equations, F represents filters and is represented as [F 1 , . . . , F k ], in which k is the kernel size of a filter and k ∈ K = {1, 2, 3, 5}, and t is the current time step. Filter F is convoluted with tensor L to produce a final output S t . The convoluted results for all time steps are collected to constitute S; that is, S = {s 1 , s 2 , . . . , s n } and n is the sequence size of L.
Finally, the question/answer sentences are merged with the representation tensors of the context network described above. Because the dimensions of content (text) and context (image) tensors are different, we reshape the context tensor Z to be consistent with the first dimension of tensor S and then merge them. The ''maxpooling'' function is performed to downsize the dimension, and the ''tanh'' function is used to transfer and output the decoding result for the fused content and context. The above steps are achieved by the following equations:
S Z = Merge (S, Z ) (8)
In (10), W v is the weight matrix, and b is the bias vector. Both question and answer sentences are processed by the same procedure, and the results are vector representations (i.e., V ).
During the model training procedure, the content question Q, the correct answer A+, and the incorrect answer A-(sampled from the answer space) are encoded and fused with the context into vector representations V Q , V A+ and V A− , respectively, by the above set of equations (i.e., (1)- (10)). Then, the similarities between the question and the two answers (good and bad) are calculated separately. Here, the similarity of two vectors is defined as:
In the above equation, the parameter γ is 1.0 and c is 1. V A is a positive or negative answer (i.e., V A+ or V A− ). Then, the distance between the two similarities is compared (meaning the difference between an answer and the ground truth) to a predefined margin m. If the distance is less than the margin m, the network parameters are updates; otherwise, another negative example is sampled until the distance is less VOLUME 7, 2019 than m (a maximum number of steps often used to reduce the running time). The above operations are to ensure that the similarity distance (to be minimized) can reach a certain level. The function is defined as follows:
As described previously, during the human-robot dialoguing period (i.e., the inferring phase), this dialogue service calculates the similarity between a question sentence (asked by the user) and each answer sentence (in the knowledge base) and then selects the answer with the highest similarity score to be the response.
In the above modeling, the deep learning model ''Adam'' is used as an optimizer. Adam dynamically adjusts the learning rate of each parameter for each parameter's gradient firstorder moment estimation and second-order moment estimation according to the loss function defined above. In this method, the learning step of each iteration parameter has a certain range, the large learning step is not caused by the large gradient, and the parameter value is relatively stable.
IV. EVALUATIONS AND RESULTS
To evaluate the presented framework, model, and training method, several sets of experimental trials were conducted. First, we constructed a cloud-based computational platform to support the robot services. Then, we adopted a popular dataset to train the dialoguing model of question-answering (i.e., content solely) and examined the corresponding performance. A supplementary mechanism was also developed to enhance the answer searching ability of the model. Finally, a series of experiments were performed to verify the contextaware model and method for the human-robot dialoguing service.
A. DEPLOYMENT OF THE ROS CLOUD FRAMEWORK
To develop a cloud-based system for the service robot, we configured an ROS framework on top of Linux OS to connect the service nodes. The ROS master was a PC running roscore and served as the resource center for all the other ROS nodes connected to the network. The computing nodes were the machines of our cloud platform: the cloud parallel computing virtual machine had 8 CPU and 8 GB memory, and the GPU acceleration virtual machine had 8 CPU, 32 GB memory and a NVIDIA Tesla K80 GPU. In addition, the robot used was a Turtlebot with a webcam, microphone and speaker.
As described in Section III.D, this work attempted to integrate image-based context and sentence-based content to train dialoguing models. Although simply capturing specific target images (e.g., faces or scenes) has satisfied the visual need for this application, we created a complete vision-based service for face detection and recognition. The results of recognized faces were not used in this work; instead, it was left for personalized dialoguing in a future study. A set of experiments was conducted to evaluate the performance of the full vision service, in which an online face dataset was used [35] . This dataset included 90 image sets of different people, and each set included facial images taken from different viewpoints to describe a specific person. The averaged results are illustrated in Fig. 5 . As expected, the trained classifiers perform the best in the recognition of front-face images. The faces can be successfully recognized with reasonably good accuracy if the view angle was within 10 degrees as marked. As mentioned, our goal was to develop a contextaware dialogue service. For simplicity, in the following experiments, we chose to directly adopt a public image dataset with categorized emotions (rather than to manually annotate this dataset and then use it in the experiments) and focused on how to train a context-aware dialoguing model.
B. PERFORMANCE METRICS
In the experiments for human-robot dialogue, we employed three criteria that are often used in machine dialogues to evaluate the utility of the different models in answer prediction. The first metric is the loss previously defined in equation (1) . The second metric is the top-1 precision (that is, the conventional accuracy), which means that the model's predictive result (here, the answer) must be exactly the expected result. For a set of n test cases, it is defined as:
top-1 precision = (number of correct matches)/n (13) In addition to the above metrics, we conducted a statistic measure MRR (mean reciprocal rank) to evaluate the model performance. MRR is a criterion for evaluating any process that produces a list of possible responses to a sample of queries. In this measure, the reciprocal rank of a query response is the multiplicative inverse of the rank of the first correct answer. The mean reciprocal rank is the average of the reciprocal ranks of results for a sample of queries and is defined as:
where rank i refers to the rank position of the first relevant document for the i-th query.
C. PERFORMANCE EVALUATION OF TRAINING A DIALOGUE MODEL
To evaluate the performance of model training in retrieving answers, we arranged the experiments in three phases. This section describes the first experimental phase, and the second and the third phases are described in Sections IV.D and IV.E, respectively. In this experimental phase, the context part illustrated in Fig. 4 was disabled and only the network for utterance training was used. A large dataset without contextual information was adopted [7] . It was collected from the Insurance Library website that includes 12,889 questions and 21,325 answers (within which 2,000 questions and 3,308 answers were used for testing), after a preprocessing procedure was performed. The preprocessing procedure removed unsuitable data that could not form the proper input question-answer pairs, cleaned the irrelevant terms (such as html tags), and transferred the text context into internal identifiers (to form the vectors).
As described in Section III.D.2, in the model learning phase, for each question sentence, positive and negative answers were needed to constitute a training instance. However, in a real-world application, although the correct answer A+ for a question Q could be determined easily (by the confirmation of the person asking the question), the incorrect answers were often not explicitly specified (not available). Therefore, all other answers (except A+) in the dataset were considered candidates for incorrect answers to Q. To find the most suitable incorrect answer A− for each question in the dataset, we used the model training procedure described in Section III.D.2 to perform the preprocessing of incorrect answer selection. For practical reasons, in this procedure we randomly chose ten (instead of all) answers for each question to perform training (for ten iterations) to reduce computational time.
In the experiments, the dataset was partitioned into two parts for training (70%) and testing (30%). In the training process, the random shuffling strategy was used to combine correct and incorrect answers for each question to form the training data. Fig. 6 (a) illustrates the results of the two performance metrics (accuracy and MRR). The result shows that the LSTM model can achieve a performance with a correct prediction rate of 0.60 and an MRR of 0.70. In addition to the LSTM model, a traditional embedding model was implemented for comparison. As presented in Fig. 6 (b) , the accuracy of the embedding model is 0.12, and the MRR is 0.21. These results indicate that the LSTM model is more efficient in that it obtained a better result within fewer iterations.
D. EVALUATION OF THE SUPPLEMENTARY STRATEGY
In this experimental phase, we verified the mechanism of training a question-question model to retrieve the answers of similar questions (for the situation in which a suitable answer for a specific question could not be found by the regular model obtained in the above section), and evaluated the corresponding performance. To perform this evaluation, a very large dataset was required that included questions and their similar questions. We thus chose to use the dataset reported in [36] , in which a total of 149,650 questions were used, and each question has other semantically similar questions that can be used as contrasts (after preprocessing the data to remove questions without similar questions). As in the experiments described in Section IV.C, the dataset was partitioned into two parts: 70% for training and 30% for testing. As the goal here was to examine the effect of using similar questions for answer retrieval, we thus adopted the embedding model that is computationally more efficient. Two test sets were used: the first set (i.e., dev) included questions that were vocally similar but semantically different, and the second set (i.e., test) included questions that were randomly sampled. Fig. 7 demonstrates the training procedure for searching for appropriate similar questions. The model obtained an accuracy of 0.966 for the first test set and an accuracy of 0.998 for the second test set. After the training, the first model was used in the test procedure (based on the 30% reserved data), in which the entire dataset was used to find the suitable answer for a question. The test result had an accuracy of 0.602. This means that for every question, on average, after having three interactions with the robot, the user can obtain a satisfactory answer if the suitable question-answer pair was included in the robot's knowledge base. The above results confirm that this supplementary mechanism can support the original model and enhance its answer-searching ability. 
E. PERFORMANCE EVALUATION OF TRAINING THE CONTEXT-AWARE DIALOGUE MODEL
After showing that the vocal model can be successfully learned by the presented approach, we continued to evaluate the performance of the integrated framework that fused content and contextual information. Due to the lack of large and suitable datasets that contain question-answering pairs with specific context (the emotions or the environment of the user while speaking the utterances) for model training, without losing generality, we therefore adopted a compromise to organize a dataset by attaching images containing facial expressions as the alternative to the text sentences.
For a question sentence, there could be multiple responding sentences with different emotions that are suitable for the specific response. Due to the highly subjective nature of emotions, it is thus not suitable to define correct or incorrect answers for a given question to construct a model. Therefore, in this experimental phase, we focused on examining the effectiveness of the emotion information and evaluating the integrated framework of content and context.
As mentioned in Section III.B, for each question sentence, positive (correct) and negative (incorrect) answers were required to constitute a training instance, and we reformed the dataset to reduce the computational time. To include the contextual information, we selected seven categories of images with facial expressions from the popular Kaggle dataset ( [37] ) to represent the emotional (context) changes in dialogues. One image was attached to each question-answer sentence pair in the reformed dataset. For each category, 4,178 images were sampled, among which 3,133 were for training and 1,045 were for testing. Images in the seven categories were sampled randomly and attached to the question-answer pairs of the dialoguing dataset. Images for the positive answers were fixed to the same category, whereas images for the negative answers were randomly selected from the seven categories. Then, the ''ContextConvolutionalLSTM'' model illustrated in Fig. 4 was used for training. Under such circumstances, a successful prediction for a question meant that both the content part (answer sentence) and the context part (image) were correct. To verify whether the attached contextual information and the original content information (text sentence) can be effectively and successfully fused to achieve the prediction, several sets of experimental trials were performed. Fig. 8 is a typical example showing how the training loss was reduced during the learning process by our context-aware framework, in which the x-axis indicates the iteration and the y-axis is the loss level. As shown, the training loss can be gradually reduced down to a level of nearly zero, while the test (validation) loss went down and then rose when overfitting occurred. In addition, Fig. 9 presents the results of two typical examples (emotions) as representatives, in which the metrics of top-1 accuracy and MRR were used for performance evaluation. In this figure, the red and black curves illustrate the learning processes of the ''ConvolutionalLSTM'' and ''ContextConvolutionalLSTM'' models, respectively. The model with contextual information outperformed the model without it. After training, the inferred models were tested, and the results show that the top-1 precision of the original model (without contextual information) can be largely improved (for example, in the left side figure of Fig. 9 (a) , from 0.59 to 0.68). Similarly, the MRR evaluations demonstrated that the performance can be improved (from 0.69 to 0.78 in the right panel of Fig. 9 (a) ). This means that with the features extracted from the contextual information, the corresponding model can capture specific characteristics beneficial to the mapping between the questions and their correct answers. It can also be observed that the best results of the ''ContextConvolutionalLSTM'' model appeared in the early stage of the training process (i.e., before 50 epochs), and the performance slightly decreased due to overfitting. The overall We also conducted two sets of experiments for further performance comparison and investigation. The first situation purposely attached an incorrect category of image to a question-positive answer pair in the training dataset. This was intended to show how the model training relied on the contextual information. In contrast, the second situation was that for the correct answer, only the contextual information (the content information was excluded) was taken into account in training. This was to show how the model training relied on the conversational content. The results of the two additional situations described above are also included in Fig. 9 , in which the yellow and green curves represent the first and the second situations, respectively. As shown in the results, without the appropriate coupling of context and content, the context model could not achieve its best performance, as was also the case of solely using content shown above (i.e., the red curve in the figure). In both situations (the yellow and the green curves), the performance was even worse than the original convolutional model. In particular, the results obtained from the second situation indicate that context is useful but not a substitute for content in dialogue modeling.
In addition to the emotional contexts described above, to investigate the effect of coupling a more general visionbased context with utterances, we selected ten categories of images from the popular CIFAR-100 dataset ( [38] ) to represent environmental contexts in dialoguing. For each category, 600 images were sampled, among which 500 were used for training and 100 were used for testing. In a similar way to the above set of experiments, here one image was randomly sampled and attached to each pair of question-answer sentences in the reformed dataset. Again, the ''ContextConvolutionalLSTM'' model was used for training, and the results were similar to those obtained in the experiments with emotion context. Fig. 10 shows a typical example in which the training loss was reduced during the learning process by our context-aware framework. Additionally, two typical examples (emotions) are presented in Fig. 11 with the performance evaluation metrics of top-1 precision and MRR. In the figure, the results obtained by the four methods (curves with different colors), as used in the above set of experiments, are shown for comparison. The model with contextual information was obviously better than the other models in these experimental trials. Again, these results confirm that the context-aware models can capture specific characteristics beneficial to the mapping between questions and correct answers, and they thus deliver a better performance. Table 2 lists the overall results of model training by the ''ContextConvolutionalLSTM'' with different categories of environmental contexts. 
V. CONCLUSION
In this work, we emphasize the importance of developing context-aware dialoguing services for a robot to achieve natural human-robot communication. Different from the current action-based robot services, in this type of service, the robot can play the role of knowledge (information) consultant and provide domain-specific knowledge to end users. To deploy this service, we adopted a cloud-based framework with a webenabled service-oriented architecture and developed the dialoguing service on it. This cloud-based framework has several advantages, including interoperability, open standards, reliability, reusability and ease of use. Therefore, time-consuming computational tasks can be allocated to cloud computing nodes, and the created services can be easily shared in the resource repository. In this work, we employed a deep learning method to train a neural model to generate answers in response to the users' questions. Additionally, our service includes an external knowledge resource for knowledge enrichment and a reasoning procedure to exploit the answers of similar questions. Most importantly, we presented an alternative approach that embedded both content and contextual information together to work with the neural model at the encoding stage, and the model was trained to couple context and content appropriately. In human-robot dialoguing, the content can be collected by a speech-to-text system, and the contextual information can be derived from images captured through the robot's vision system. To evaluate the presented approach, we conducted a series of experiments, and the results were analyzed. The results show that the context-aware model characterized both content and contextual information at the same time and performed the best among different methods.
The experiments for context-aware dialogue modeling were conducted under various restrictions and required that a compromise solution be used to collect the data for verifying the approach developed in this study; nevertheless, the results and analyses show the promise and potential of our approach. As indicated, the restrictions are mainly due to the lack of large annotated datasets that contain context and content information simultaneously. To overcome this challenge, we are now attempting to develop a knowledge transfer method that involves more advanced procedures of question generation and domain adaptation. This approach aims to automatically enrich datasets by identifying questions and retrieving answers from texts, and the acquired knowledge can be shared by different service domains. In addition to the automated knowledge enrichment, we are investigating more effective context-aware dialoguing models and training methods to further enhance the performance of service robots. We also plan to consider personal profiles and preferences to develop customized dialogue services. 
