Mathematical Models of Cell Migration and Proliferation in Scratch Assays by Ponce Bobadilla, Ana Victoria
INAUGURAL-DISSERTATION







M. Sc. Ana Victoria Ponce Bobadilla
aus Mexiko-Stadt, Mexiko
Tag der mündlichen Prüfung:

Mathematical Models of
Cell Migration and Proliferation
in Scratch Assays
ANA VICTORIA PONCE BOBADILLA
Betreuer: Dr. Thomas Carraro
Prof. Dr. Tomás Alarcón

To my mom.
As Abraham Lincoln once said:
“All that I am
or hope to be,
I owe to my mother.”
iii

“Why use mathematics to study something as intrinsically complicated and ill understood
as development, angiogenesis, wound healing, interacting population dynamics, regulatory
networks, marital interaction and so on? We suggest that mathematics, rather theoretical
modelling, must be used if we ever hope to genuinely and realistically convert an under-
standing of the underlying mechanisms into a predictive science.”




Scratch assays are standard in-vitro experimental procedures for studying cell
migration. In these experiments, a scratch is made on a cell monolayer. By imaging
the recolonisation process of the scratched region, we are able to quantify cell mi-
gration rates. This experimental technique is commonly used in the pharmaceutical
industry to identify new compounds that target cell migration, and to evaluate the
efficacy of potential drugs that inhibit cancer invasion.
Given the key role this method plays in assessing the potential of new com-
pounds for clinical use, it is important to develop robust quantification frameworks
that accurately describe the movement of the front of migrating cells. We develop a
migration quantification method that fits experimental data more closely than exis-
ting methods, provides a more accurate statistical classification of the migration rate
between different assays and is able to cope with experimental data of lower qua-
lity than the classic quantification methods can handle. The robustness of our new
method is validated using both in-vitro and in-silico data.
Developing robust quantification methods allows the validation of mathemati-
cal models that can be used to test hypotheses about the physical and biological
mechanisms that govern cell migration. Typically scratch assays are modelled by
continuum reaction-diffusion equations depicting cell migration by diffusion and
carrying capacity-limited proliferation by a logistic source term. An age-structured
population model is presented that aims to explain the two phases of proliferation
in scratch assays previously observed experimentally: where an initial phase is ob-
served where proliferation is not logistic, followed by a second phase where prolife-
ration appears to be logistic. The cell population is modelled by a McKendrick-von
Foerster partial differential equation. The conditions under which the model cap-
tures this two-phase behaviour are presented.
Finally, an important aspect of modelling biological systems is the development
of efficient algorithms. The scratch assay is a classical example of a system in which
there is low cell number in some regions of the spatial domain and high cell number
in others. When the cell number is sufficiently high, mean-field models, like partial
differential equations, can capture the relevant dynamics. However, when the cell
number is low, such models are not appropriate and stochastic representations must
be employed. Hybrid algorithms allow multiple modelling frameworks for the same
species in different parts of the spatial domain. Typically hybrid algorithms consider
heuristic methods based on the cell density for determining which compartments
will be updated deterministically or stochastically. We introduce a hybrid algorithm
that couples the mesoscopic description of a reaction-diffusion system with its mean-
field analogue. We consider a natural indicator of when the mean-field approxima-
tion is valid: the system variance. We estimate the system variance using the in-
trinsic noise approximation and use this estimate to determine the regions in which
the system is updated stochastically or deterministically over time. We apply the
hybrid algorithm to the stochastic Fisher-Kolmogorov-Petrovsky-Piscounov model,
a typical model of scratch assays. We analyse systematically how good is the appro-





Scratch Assays sind übliche experimentelle in-vitro Prozeduren, um Zellmigration
zu erforschen. In diesen Experimenten wird ein Kratzer in eine einschichtige Zellebene
gemacht. Durch Bildverarbeitung des Rekolonisierungsprozesses sind wir in der
Lage, Zellmigrationsraten zu quantifizieren. Diese experimentelle Technik wird in
der pharmazeutischen Industrie üblicherweise angewandt, um neue Komponenten
zu identifizieren, welche auf Zellmigration zielen und um die Effektivität von poten-
ziellen Medikamenten, welche Krebsinvasion verhindern können, zu evaluieren.
In Anbetracht der Schlüsselrolle, welche diese Methode beim Feststellen des Po-
tentials neuer Komponenten in der klinischen Anwendung spielt, ist es wichtig, ein
robustes Quantifizierungs-Framework zu entwickeln, welches die Bewegung der
vordersten Zellfront der migrierenden Zellen akkurat beschreibt. Wir entwickeln
eine Quantifizierungsmethode für Migration, welche experimentelle Daten besser
als bislang existierende Methoden beschreibt, eine genauere statistische
Klassifizierung der Migrationsrate von verschiedenen Assays liefert und es möglich
macht, experimentelle Daten von niedrigerer Qualität zu verarbeiten, wozu klassi-
sche Methoden nicht in der Lage sind. Die Robustheit unserer neuen Methode wird
durch das Anwenden auf sowohl in-vitro als auch in-silico Daten validiert.
Das Entwickeln robuster Quantifizierungsmethoden erlaubt es, mathematische
Modelle zu validieren, welche benutzt werden können, um Hypothesen bezüglich
der physikalischen und biologischen Mechanismen, welche Zellmigration steuern,
zu testen. Normalerweise werden Scratch Assays durch kontinuierliche Reaktions-
Diffusionsgleichungen modelliert, welche Zellmigration durch Diffusion und
tragfähigkeitslimitierte Proliferation durch einen logistischen Quellenterm beschreiben.
Ein altersstruktiertes Populationsmodell wird präsentiert, das darauf zielt, die zwei
Phasen der Proliferation in Scratch Assays, welche bislang experimentell beobachtet
wurden, zu erklären: Zunächst wird eine Initialphase beobachtet, in welcher Proli-
feration nicht logistisch ist, gefolgt von einer zweiten Phase, in welcher Proliferation
logistisch zu sein scheint. Die Zellpopulation wird durch eine McKendrick-von
Foerster partielle Differentialgleichung modelliert. Die Bedingungen, unter welchen
das Modell dieses zweiphasige Verhalten wiedergibt, werden präsentiert.
Zu guter Letzt ist das Entwickeln von effizienten Algorithmen ein wichtiger As-
pekt in der Modellierung biologischer Systeme. Der Scratch assay ist ein klassis-
ches Beispiel eines Systems, in welchem in manchen Regionen des räumlichen Ge-
bietes eine geringe Zellzahl und in anderen Regionen eine hohe Zellzahl vorliegt.
Wenn die Zellzahl genügend groß ist, können Mittelfeld-Modelle, wie partielle Dif-
ferentialgleichungen, die relevanten Dynamiken erfassen. Ist die Zellzahl allerdings
niedrig, sind solche Modelle nicht mehr angebracht und stochastische Repräsenta-
tionen müssen genutzt werden. Hybride Algorithmen erlauben das Modellieren
multipler Frameworks der gleichen Spezies in unterschiedlichen Teilen des räum-
lichen Gebietes. Typischerweise berücksichtigen hybride Algorithmen heuristische
Methoden basierend auf der Zelldichte, um festzustellen, welche Kompartimente
deterministisch oder stochastisch aktualisiert werden sollen. Wir führen einen hy-
briden Algorithmus ein, welcher die mesoskopische Beschreibung von
Reaktions-Diffusions-Systemen an sein Mittelfeld-Analogon koppelt. Wir betrach-
ten einen natürlichen Indikator für die Gültigkeit der Mittelfeldnäherung: Die Sys-
temvarianz. Wir schätzen die Systemvarianz durch das Nutzen von intrinsischer
ix
Störapproximation und nutzen diese Schätzung, um die Regionen zu
bestimmen, in welchen das System stochastisch oder deterministisch über die Zeit
aktualisiert wird. Wir wenden den hybriden Algorithmus auf das stochastische
Fisher-Kolmogorov-Petrovsky-Piscounov-Modell an, ein typisches Modell für Scratch
Assays. Wir analysieren systematisch, wie gut die Approximation an den stochastis-
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Biological processes are intrinsically complex, as they involve multiple time and spa-
tial scales, feedbacks and nonlinear interactions. The molecular mechanisms, at the
nano-scale, and the cell behaviour, at micro-scale, can affect the tissue dynamics, at
the centimeter-scale, and vice versa [52]. Studying a biological system through its
structure and dynamics provides an insight into the mechanisms that control the
system behaviour and help us understand the processes that trigger malfunctions
[131]. From this system knowledge we can determine potential targets for disease
treatments. Mathematical modelling, analysis, and computational simulations have
great potential to help us understand multiscale interactions and to provide a quan-
titative description of the mechanisms of the biological process [52].
Mathematical models of biological systems are putative descriptions of the sys-
tem and the underlying mechanisms [108]. These models focus on certain aspects of
the object of study while other aspects are neglected or abstracted. Model analysis
and computational simulations help us discover links between the system structure
and its behaviour. They also allow us to explore the system in conditions that are
experimentally unfeasible. By comparing the model dynamics to experimental data,
one can analyse if the mathematical model is suitable and highlight gaps in our bio-
logical knowledge of the system [108].
Cell migration and proliferation play a key role in developing and maintaining
the organisation of multicellular organisms while their malfunction can lead to patho-
logical processes such as cancer invasion, chronic inflammatory diseases and vascu-
lar diseases [49, 77, 115, 146, 156]. To understand the biochemical and physical cues
of these processes, in-vitro assays are used to quantify such attributes under con-
trolled situations [3, 90, 135, 162]. A common in-vitro assay for examining collective
cell migration is the scratch assay [142, 162].
In this thesis we introduce three mathematical models of cell migration and pro-
liferation in scratch assays. Before introducing these models we first give a brief
introduction to the biological and mathematical concepts needed to understand the
material presented in the thesis. In Section 1.1 we describe briefly the main aspects of
the biological objects of study. In Section 1.2 we introduce the mathematical models
that have been previously developed. In Section 1.3 we introduce the main results





In this section we introduce the biological and biomedical concepts necessary to un-
derstand the mathematical models presented in this thesis. First we give a brief in-
troduction to cell proliferation and migration (Subsection 1.1.1). Then, we introduce
the research techniques used to investigate the cell dynamics in-vitro (Subsection
1.1.2).
1.1.1 Cell proliferation and migration
We give a brief description of two main cell processes: cell proliferation and migra-
tion. For a more detailed description of cell components and processes we refer to
[7, 51, 101].
Eukaryotic cell proliferation is regulated through a series of phases that lead to
cell division called the cell cycle. The cell cycle consists of four phases: the first gap
G1, synthesis S phase, second gap G2 and mitosis M phase (see Figure 1.1). The G1,
S and G2 are called the interphase and in this period the cell doubles its mass and
prepares for cell division [7]. A cell spends most of its lifetime in the interphase. In
the S phase the DNA is replicated [228] and in the M phase two processes happen:
mitosis, the nucleus divides and cytokinesis, the cytoplasm divides. G1 and G2 are the
so-called gap phases. During these phases, cells prepare for the S and the M phases,
respectively. This means that cells produce the necessary mRNAs and proteins for
the subsequent phases and monitor its internal and external environment to ensure
that the conditions are suitable for the next phase. If the tissue has reached its final
size or if there are insufficient levels of nutrients, then the cell cycle stops and the
cell enters a resting state called G0. Cells in G0 can re-enter the cycle if conditions
change [101]. In Figure 1.1 we show a schematic of the cell cycle phases.
Figure 1.1: Schematic of the cell cycle phases. See text for details.
Progression through the cell cycle is regulated by environmental cues and in-
tracellular checkpoints involving various proteins, in particular cyclins and cyclin
dependent kinases [144, 228]. At these checkpoints, the cell checks, among other
things: that DNA replication occurred, there are sufficent nutrients, and that the
DNA is not damaged. There are three main checkpoints in the cell cycle [7]:
1. At the transition from G1 to S, the cell confirms that the cell environment is




2. At the transition from the G2 to M the cell checks that the DNA is undamaged
and fully replicated.
3. During mitosis when the cell ensures that the duplicated chromosomes are
attached to the mitotic spindle.
The duration of the cell cycle differs, depending on the cell type and the develop-
mental state, from as short as 30 minutes to as long as 20 hours [7].
Cell migration comprises the movement of individual cells, cell sheets, or cell
clusters from one location to another [90]. Two main types of migration can be dis-
tinguished: single cell migration and collective cell migration. Single cell movement
has been observed for immune cells, germ cells and cancer metastasis, while co-
llective cell migration is present in development, wound healing, and also in some
forms of cancer metastasis [209].
There are two main modes of single cell migration: amoeboid and mesenchy-
mal [76, 145]. Amoeboid migration is characterised by weak (or none) adhesion to
the substrate, low (or none) degradation of the extracellular matrix (ECM) and a
rounded cell morphology [105]. Hematopoietic stem cells, lymphocytes, leukocytes,
dendritic and cancer cells exhibit this type of motility. Mesenchymal migration is
characterised by adhesion to the surrounding ECM, ECM degradation and an elon-
gated cell morphology [205]. Mesenchymal migration is a cyclic process in which
four stages can be identified: (1) The cell polarises as a response to environmental
cues or to internal biochemical changes [151, 227]. During this polarisation, the cell
develops a leading and trailing edge [227]. (2) Protrusions extend from the leading
edge of the cell. The extension is generally promoted by actin polymerisation. (3)
The protrusions adhere to the substrate. (4) The trailing edge of the cell detaches
from the substrate and retracts towards the cell body.
During collective cell migration multiple cells perform a coordinated movement
regulated by cell-cell adhesion, collective cell polarisation, coordination of cytoskele-
tal activity and chemical and mechanical cues [77]. This type of migration uses simi-
lar mechanisms as in single cell migration (e.g. actin- and myosin-mediated protru-
sions, cell–extracellular matrix interactions [97]) however, since cells form a cohesive
group, these mechanisms operate in a collective fashion. Collective migration can be:
two-dimensional across a tissue surface, which is called sheet migration, or through
three dimensional tissue scaffolds [77]. 2D cell sheets form a monolayer of cells that
moves along tissues to form a single-layered or multilayered epithelium, e.g. the
gut intestinal epithelium or the epidermal keratinocytes in wound healing [77]. 3D
collective migration can vary widely: for example, vascular sprouting in angiogene-
sis, invasion of cancer masses to other tissues and bud sprouting during duct and
gland formation. A more detailed description of this process can be found in [77, 97].
1.1.2 In-vitro research techniques
Proliferation assays focus on measuring the cell number or the proportion of cells
that are dividing [182]. The simplest proliferation assay consists of growing a cell
monolayer to low density on a two-dimensional substrate and measuring the cell
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number change with time [31, 35, 182]. See Figure 1.2 (a) for a schematic representa-
tion of the typical time progression in proliferation assay.
There are multiple cell migration assays available [13, 162]. Two-dimensional mi-
gration assays can be classified depending on how they set a cell-free area in which
cells can migrate. In cell-removing assays, cells are first grown to confluence in an
assay plate and then cells, from a specific region, are removed. In exclusions me-
thods, cells are excluded from a specific area with a barrier, which is latter removed
and cells are able to migrate [13]. Cell-removing assays differ mainly on the way cells
are removed: scratch assays (mechanical), electric cell impedance sensing (electrical)
and laminar flow (chemical). The biggest disadvantage of cell-removing assays is the
damage on the cells and the underlying matrix caused by the removal [13]. An al-
ternative to cell-removing methods are cell excluding methods. Some advantages of
these methods are that the matrix in the cell-free area is not damaged and the assay
can incorporate matrix complexity such as protein patterns [13]. A disadvantage of
cell excluding assays is that the barrier can leave residues on the matrix which can
alter the cell behaviour [13].
The most common in-vitro cell migration assay is the scratch or wound healing
assay due to the low cost and simplicity of its experimental design [142, 162]. A
scratch assay involves: growing a cell monolayer to confluence in a multiwell assay
plate; creating a rectangular “wound”, a cell-free zone in the monolayer, through a
mechanical procedure, into which cells can migrate; and monitoring the recolonisa-
tion of the scratched region to quantify the cell migration [142] (see Figure 1.2 (b)).
Proliferation assay Scratch assay
(a) 0 h 12 h 24 h (b) 0 h 12 h 24 h
Figure 1.2: Schematic representation of how the (a) proliferation and (b) scratch assays
evolve in time. Cells are represented by pink circles while the underlying assay plate is
depicted in blue.
Typically cell migration assays consider either: cell-free areas (also called voids)
shaped as rectangles and circles that are surrounded by a confluent (or near to con-
fluence) assay; or nest assays which are dense cell populations in the shape of a
rectangle or circle surrounded by cell-free area [13]. The evolution of these assays
are recorded and processed to analyse the migration rates.
1.2 Mathematical models of scratch assays
Multiple mathematical models have been developed to describe in-vitro cell dyna-
mics [27, 57, 83, 119, 162, 174, 185, 223, 224]. We first give a brief overview of the
different modelling approaches available. We review the mathematical models of
cell proliferation and migration, and finally of scratch assays.
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1.2. Mathematical models of scratch assays
Most mathematical models of biological systems fall into two categories: deter-
ministic and stochastic [52, 204]. Deterministic models describe the evolution of the
system through continuous concentrations whose evolution is given by differential
equations. The key characteristic of determinisitic models is that the evolution of
the process is completely determined by the parameter values, the initial condition,
boundary conditions and in some cases it depends also on the previous states (e.g.
delay differential equations). These models are typically formulated as ordinary,
partial and delay differential equations. Deterministic models are accurate when
the system consists of a large number of molecules so random fluctuations in the
system can be ignored. They also have the advantage of being amenable to ma-
thematical analysis. Furthermore, there exist fast numerical solvers to implement
continuum models. In addition, mechanical factors (e.g. stresses and strains within
the tissue) control several cellular and molecular processes and are best described
by continuum techniques [208]. Also, it is difficult with this approach to describe
processes where individual cell effects are important or dominant (e.g. epithelial-
mesenchymal transition [46] and tumor angiogenetic sprout branching [114]).
Stochastic models are considered when the role of intrinsic and extrinsic noise
in the system needs to be studied. When the number of molecules is low, it is
more appropiate to model the evolution of the number of molecules and this is the
approach of discrete stochastic models. A class of stochastic models are continuous-
time Markov chain models [102]. The molecular population numbers are assumed
to be random variables and the system state is modelled as a Markov process [229].
When the number of events in a given time interval is large, then the system can
be modelled through Langevin equations: a type of stochastic differential equa-
tions [86]. If spatial effects are important, three frameworks are typically used: the
Doi model, the Smoluchowski diffusion limited reaction model, and the reaction-
diffusion master equation (RDME) [111]. We describe in more detail Markov chain
models in Chapter 2, Section 2.4. Models that focus on a much smaller scale are
Brownian, and molecular dynamics. Typically these approaches are considered for
simulating very short time periods, nanoseconds to milliseconds.
Another important class of modelling approaches are agent-based models (ABMs).
Agent-based models (also called individual-based models) are discrete-event and
discrete-time modelling approaches [8, 158]. Individual components and agents of
the system are given rules to interact with each other. ABMs can incorporate detailed
descriptions of each agent dynamics and can easily incorporate experimentally ins-
pired rules based on biomedical data or biomedical observations [158]. The biggest
drawback of this technique is the large computational demand and the lack of ma-
thematical techniques to determine the emergent behaviour [52]. There are different
types of agent-based models, and we refer the reader to reviews on this topic [158,
167].
Hybrid models are more recent modelling frameworks. Hybrid modelling is
characterised by the coupling of different modelling formalisms (deterministic and
stochastic or different stochastic models) [196, 199]. A popular class of hybrid mo-
dels are multiscale models in which different modelling frameworks are used to re-
present the dynamics at different spatial scales of the same biological system. The
output of one modelling framework is used as the input of another and the coupling
is typically bidirectional [199]. Another class of hybrid models are spatially coupled
hybrid models in which multiple modelling frameworks are used in different regions
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of space for representing the same physical quantity. The different frameworks are
commonly coupled together through an interface or overlap region [196]. In Chap-
ter 2, Section 2.4.5 we describe in more detail spatially coupled hybrid models.
The choice of framework is typically determined by the aspects of the biological
system we are interested in capturing [204]. Each modelling framework has its ad-
vantages and disadvantages and none can be said to be better than the rest but just
more suitable for a certain problem. The biological question and the available expe-
rimental data are some of the factors that determine which modelling framework is
most appropriate [82].
We describe now the different modelling approaches for describing cell prolife-
ration. The simplest ones focus on the cell number changes as a result of cell proli-
feration. Typically these models describe the rate of change in the cell number by an
ordinary differential equation (ODE). These models are also referred to as continuous
growth models for which a conservation equation is assumed for the cell population.
The simplest growth law is exponential growth, however in most cases it is unrealis-
tic to assume exponential growth due to the constraints of nutrients and space in a
given system. There are other growth laws that include more biological detail like
Gompertz, logistic and Malthus laws [84]. Denoting N(t) as cell population size at










where r is referred to as the growth rate and K is the carrying capacity. The carrying
capacity represents the maximum population size that the system can support. It
captures the limited space and resources in an environment. We refer the reader to
[54, 84] for reviews that describe the different growth laws.
Another approach for modelling cell proliferation is integrating the molecular
network that regulates cell cycle progression. Key works using this approach are by
John J. Tyson and Béla Novák who performed extensive reasearch on the molecular
networks that regulate the cell cycle of frog egg extracts, frog embryos and fission
yeast cells [44, 45, 164, 213]. Logical dynamical modelling has also been consider to
show the robustness and stability of the yeast cell cycle [32, 99, 140].
Researchers have also considered physiologically structured populations to cap-
ture cell proliferation [65, 78]. Typically mathematical models assume that all cells
in a cell population are the same, however cells have individual physiological cha-
racteristics, like the time since division and size, that affect their proliferation. These
types of models can describe the role of heterogeneity in these physiological traits
and their effects on the population dynamics. We refer the reader to [157, 176] for
more detail about size-structured models but we shall focus on age-structured mo-
dels. We refer to a cell’s age as the cell’s temporal position within the cell cycle.
The McKendrick-Von Foerster equation is a linear first-order partial differential
equation (PDE) typically used in population models to incorporate the age-structure
of the population. It was first introduced by Heinz Von Foerster [74]. This type of
PDE is derived using a conservation law accounting for the changes in the density
of the population caused by aging, fertility and mortality. The mathematical proper-
ties of the McKendrick-Von Foerster equation have been extensively investigated
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over the past 60 years [11, 12, 47, 95, 160, 210, 211, 226] and extensions of the model
have been developed to include, for example, nonlinear interactions, sex-structure,
juvenile-adult dynamics, epidemic outbreaks, etc [133]. In Chapter 2, Section 2.1 we
describe some of the mathematical properties of this equation.
By considering an age-structured model we can investigate how heterogeneity
in the cell population age distribution affects the total cell population dynamics. In
[117] it was shown that heterogeneity in cell age distribution may still generate logis-
tic growth at the population scale. Other age-structured models have described how
the cell age distribution affects the efficacy of anti-cancer drugs, particularly phase-
specific drugs [26] and how growth factors regulate the duration of some phases in
the cell cycle [27].
Similarly, most stochastic models of cell proliferation can also be classified in
three types depending on what they focus on. Stochastic models that focus on cell
number are mostly expressed as a continuous-time Markov birth-death process [19,
206]. Depending on the functional form of their transition rates, they can recreate
the different growth laws macroscopically [206]. Other stochastic models of cell pro-
liferation focus on progression through the cell cycle and the underlying subcellular
regulatory networks [21, 124, 200]. These types of models allow the study of intrinsic
noise in the signaling network (e.g. [21, 203]). Similarly as in the deterministic case
there are also physiological structured models: age-structured birth-death processes
and stochastic size dependent population models, we refer the reader to [19, 53, 91,
202] for more information about these approaches.
Regarding mathematical modelling of cell migration, both deterministic and sto-
chastic models have been considered to model cell migration [17, 23, 48, 61, 82, 107,
169, 171]. Continuum models consider a macroscopic (tissue-level) phenomenolog-
ical description of cell migration. Assuming that cells move randomly in space, one
can show that the macroscopic description consists of a diffusion process [48, 64,
161]. Different extensions of the diffusion equation have been developed to capture
different characteristics of cell migration: directed cell migration in response to che-
mical gradients (chemotaxis) [107, 125, 171], interaction with the ECM (haptotaxis,
contact guidance) [43, 171] and interactions with other cells (cell-cell adhesion or
contact guidance) [171, 212].
Stochastic models can be classified into lattice-based and off-lattice approaches
[23, 48]. The most common ones are lattice-based random walk models in which cell
motility events are represented by jumps to the nearest lattice neighbours and the la-
ttice spacing is typically identified as the cell diameter [177, 194]. This framework is
very popular since it is easy to implement, several motility aspects can be included,
and there exist limit procedures to determine the corresponding mean-field appro-
ximation [172, 173]. Crowding effects can be added by allowing only one cell to
occupy a lattice site and aborting a motility event if the lattice site is occupied [62,
109]. Chemotaxis can be modelled through a biased random walk assigning unequal
probabilities to the jump rates to the nearest-neighbours [48]. We refer the reader to
[104, 168] for more information about off-lattice approaches.
Another class of models of cell migration are mechanochemical models in which
the tissue is represented as an active continuous media: viscoelastic solid or fluid
[17]. These models typically incorporate contractility, cell polarisation, other forces
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driving collective cell motion [139, 231], and the interplay between mechanical stresses
and the regulatory biochemistry [60]. Discrete stochastic models with mechanical
effects are reviewed in [218].
We finally focus on the modelling of scratch assays and specifically on the mo-
dels that include cell migration and proliferation. The most widely used determinis-
tic model for scratch assays is the Fisher-Kolmogorov-Petrovsky-Piscounov (FKPP)
equation [119, 150, 174, 185, 189, 191]. In this model cell migration is modelled as
Fickian diffusion and cell proliferation is modelled by a logistic source term. This
model has been widely used: to study the relationship between the diffusion coe-
fficient, proliferation rate and the speed of an invading cell front [150], to quantify
the effects of growth factors in cell migration and cell proliferation [119], to analyse
the effect of experimental design in scratch assays [116, 174] to name only a small
number of applications. Different extensions have been considered: non-constant
coefficients [56, 98], non-linear diffusion to model contact inhibition [39] and the di-
ffusivity factor dependent on external chemical factor [58], to name but a few.
An alternative approach has been to describe scratch assays by stochastic models
[40, 48, 121, 169, 194]. Since experimental data from scratch assays involve indivi-
dual cells, predictions of discrete models can be directly compared with data. The
most common stochastic models are lattice-based random walk models [120, 121,
174, 194]. Different aspects of scratch assays have been analysed with these models:
how the initial geometry of the wound affects the wound closure rates [116], how
the leading edge evolution can help determine the migration and proliferation rates
[120], and how contact inhibition affects migration [38]. We refer the reader to [10,
154, 201] for more information about other stochastic models of scratch assays.
1.3 Main results and contributions of the thesis
In this thesis we develop and analyse three mathematical models that focus on di-
fferent aspects of scratch assays.
We first introduce a new migraton quantification method for scratch assays that
can handle low-quality experimental data (irregular cell-free areas and crooked leading
edges). We consider an agent-based model to produce in-silico data so we can per-
form a robust analysis and validation of the quantification method considering di-
fferent proliferation and migration rates and different degrees of irregularity in the
data. By analysing our quantification method through in-silico data, we are able
to show that our method provides better statistical classification of migration rates
than standard quantification methods. We additionally validate our quantification
method using in-vitro data.
We then introduce an age-structured population model that accounts for the two
phases of proliferation in scratch assays. In a recent work [118], Jin et al. observed
experimentally that during the early stage of the scratch assay, there is a disturbance
phase where proliferation is not logistic, and this is followed by a growth phase where
proliferation appears to be logistic. The authors did not identify the precise mecha-
nism that causes the disturbance phase but showed that ignoring it can lead to inco-
rrect parameter estimates. Our aim is to show that a nonlinear age-structured popu-
lation model can capture this dynamics. The model consists of an age-structured cell
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cycle model of a cell population, coupled with an ordinary differential equation des-
cribing the resource concentration dynamics in the substrate. The model assumes
a resource-dependent cell cycle threshold age, above which cells are able to prolife-
rate. By analysing our model and performing numerical simulations, we are able to
show that the interplay between the resource concentration in the substrate and the
cell subpopulations dynamics can explain the biphasic dynamics.
Finally we introduce a hybrid algorithm that couples a standard stochastic model
for scratch assays, the stochastic description of the Fisher-Kolmogorov-Petrovsky-
Piscounov (FKPP) model, with its mean-field analogue. Typically hybrid algorithms
consider heuristic methods based on the cell density for determining which com-
partments will be updated deterministically or stochastically. We consider instead
a natural indicator of when the mean-field approximation is valid: the size of fluc-
tuations. We introduce a new hybrid algorithm that estimates the system variance a
priori and uses this estimate to determine which compartments are updated deter-
ministically or stochastically. We apply this new hybrid algorithm to the stochastic
FKPP model, analyse how well it approximates the stochastic model and compare
its performance to a heuristic hybrid algorithm presented in [149].
Some of the work presented in this thesis has been published in international
peer reviewed journals:
• Ponce Bobadilla, A. V., Arévalo, J., Sarró, E., Byrne, H. M., Maini, P. K., Ca-
rraro, T., Balocco, S. & Alarcón, T. (2019). In-vitro cell migration quantification
method for scratch assays. Journal of the Royal Society Interface, 16(151).
• Ponce Bobadilla, A. V., Carraro, T., Byrne, H. M., Maini, P. K., & Alarcón,
T. (2019). Age Structure Can Account for Delayed Logistic Proliferation of
Scratch Assays. Bulletin of Mathematical Biology, 1-19.
1.4 Thesis structure
The thesis is organised as follows.
In Chapter 2, we introduce the mathematical methods that are used in the rest of
the thesis. We first describe standard results from age-structured models and delay
differential equations. We then introduce the basic terminology and notations for fi-
nite element discretisation of partial differential equations. We describe the method
of manufactured solutions. We end the chapter by introducing the basic principles
of stochastic mathematical modelling of chemical reaction networks.
Chapter 3 focuses on introducing the new migration quantification method for
scratch assays. We introduce the in-vitro and in-silico data that we consider to
validate the quantification method. We introduce a new migration quantification
method for scratch assays and describe the two quantification methods to which we
compare it: the percentage wound area method, and the closure rate method. We then
analyse our method and compare it against the other quantification methods using
in-silico data. We then apply the three methods to in-vitro data.
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Chapter 4 focuses on introducing an age-structured model that accounts for the
two phases of proliferation in scratch assays. We first introduce the nonlinear age-
structured model. We describe the dynamics of the full model in terms of the mature
and immature subpopulation dynamics. We then derive conditions under which the
per capita growth rate will exhibit biphasic behaviour and logistic-type proliferation.
We investigate numerically these conditions and determine the parameter regimes
in which the resource concentration regulates the biphasic dynamics.
Chapter 5 focuses on introducing a hybrid algorithm based on an apriori va-
riance estimation. We first introduce the stochastic FKPP model and derive its mean-
field and the coarse-grained factorial cumulant equations. We then analyse numeri-
cally the discretisation schemes to solve both equations. We describe a new hybrid
algorithm that consider the system variance to determine which compartments will
be updated determinstically or stochastically. We analyse the performance of the hy-
brid algorithm applied to the stochastic FKPP model and compare its performance
to the one presented in [149].
Finally, in Chapter 6, we discuss the contributions made in this thesis, we give an
overview of the future research directions and open questions that have arisen from




In this chapter we introduce the theoretical background that is needed to understand
the material presented in the rest of the thesis.
2.1 Age-structured models
We present some general results that we use in Chapter 4, where we will consider the
dynamics of a cell population described by a McKendrick-Von Foerster type equa-
tion. Here, we introduce the mathematical properties of this type of equation that
are relevant to the material presented in this thesis.
The McKendrick-Von Foerster equation considers the cell density n(a, t) as a
function of age a and time t. Let us consider the time interval [0, T] with T > 0.
Assuming cells have an age- and time-specific fertility and death rate, the cell den-











γ(a, t)n(a, t)da, (2.1b)
n(a, 0) = v0(a), (2.1c)
where β(a, t) is the age- and time-specific death rate and γ(a, t) is the age- and time-
specific fertility rate of the population. Both β(a, t) and γ(a, t) are assumed to be
non- negative functions. The initial cell density (at time t = 0) is the non-negative
function v0(a).
The standard method for finding a solution to Eq. (2.1) is to note the existence of
special curves in the (a, t)-plane, called characteristics, along which Eq. (2.1) reduces
to an ordinary differential equation (ODE) [127]. This method is known as the method
of characteristics and we introduce it in the next subsection.
2.1.1 Method of characteristics





− ∫ t0 β(a− t + s, s)ds) for a ≥ t,
n(0, t− a) exp (− ∫ a0 β(s, t− a + s)ds) for a < t. (2.2)
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Proof. Let X(t) be a parametrisation of a curve in the (a, t)-plane and let us consider












If we consider a curve such that:
dX
dt
= 1, X(t0) = x0, (2.4)
then Eq. (2.1a) along X(t) is reduced to:
d
dt
U = −β(X(t), t)U. (2.5)
X(t) is called the characteristic curve of Eq. (2.1a). Solving Eq. (2.4) for X(t), we
obtain an explicit formula for the characteristic curve:
X(t) = t− t0 + x0. (2.6)
We notice that the characteristics are lines with slope 1 and that the PDE (2.1a)
along these lines reduces to the ODE (2.5). Therefore it is sufficient to know the
value of the solution at one point of each characteristic curve to solve the ODE on
each curve and therefore solve the problem in the whole domain. To determine the
solution of the ODE along the characteristic curves, we consider the intercept, ζ, of
the characteristic curve with respect to the a-axis, ζ = −t0 + x0. There are two cases:
ζ ≥ 0 or ζ < 0. These two cases are shown in Figure 2.1. Since we are interested
in points where the solution is already defined, we notice that due to the boundary
conditions, the solution is defined at the points of each axis. We plot the solution
value for the points on each axis for points on the a-axis, i.e. n(a, t) = v0(a) for
(a, t) = (a, 0) and for points on the t-axis, i.e. n(a, t) = n(0, t) for (a, t) = (0, t).
Figure 2.1: Plot of the characteristics of Eq. (2.1) in the plane (a, t). We denoted the value of
n(a, t) for the points on the a-axis by v0(a) and those on the t-axis by n(0, t).
For ζ ≥ 0, we consider as an initial position for the characteristic, the intercept is
with the a-axis. U(t) = n(X(t), t) then satisfies
d
dt











for t ≥ 0. (2.8)
As U(t0) = n(x0, t0) and X(t) = t− t0 + x0, we have:





[β(s− t0 + x0, s)]ds
)
x0 ≥ t0. (2.9)
Let a = x0 and t = t0, then we have that for a ≥ t,





[β(s− t + a, s)]ds
)
. (2.10)
If ζ < 0, then we consider as the initial condition the intercept with the t-axis,
U(−x0 + t0) = n(X(−x0 + t0),−x0 + t0) = n(0,−x0 + t0). (2.11)
Solving the ODE (2.5) with the initial condition (2.11), we obtain







for t ≥ −x0 + t0. (2.12)
Hence, using a similar argument to before, we have





[β(s− t0 + x0, s)]ds
)
for t0 > x0.
(2.13)
Setting a = x0 and t = t0, then for t > a,





[β(s− t + a, s)]ds
)









In order to study the long-time dynamics of an age-structured model, it is necessary
to introduce a special class of solutions of age-structured models: stable age distribu-
tions [226]. These solutions have the form:
n(a, t) = A(a)T(t) (2.14)
where A(a) and T(t) are functions that depend only on a, t, respectively.
This class of solutions is called “stable” because while the total size of the popu-





for a constant η ∈ R.
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The following theorem gives the general form of this class of solutions.
Theorem 2. Assuming the fertility and the death rate, β and γ, are independent of time and
that the solution of Eq. (2.1) is a stable age-distribution (Eq. (2.14)) then n(a, t) is given by:








where λ ∈ R.








which is called the Lotka characteristic equation.
Proof. By considering the solution of the PDE to be of the form (2.14) we find that











For this expression to hold, both sides have to be equal to the same constant λ ∈ R.
Solving for T(t) we obtain:
T(t) = T(0) exp(λt). (2.19)
Solving for A(a) we obtain








Hence, from Eq. (2.14),








Since the solution (2.21) also satisfies the boundary condition given by Eq. (2.1b)
















and, given that n(0, 0) 6= 0, the Lotka characteristic equation is satisfied.
Theorem 2 describes an important feature of stable-age distributions. Since the
solution in time is an exponential function, then the population density either grows,
decreases exponentially or stays constant depending on the value of λ.
The next theorem states the importance of stable-age distributions for general
age-structured models, specifically regarding the long-time dynamics of n(a, t).
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Theorem 3 (Long time behaviour for age-structured models). If there exists λ ∈ R








then the solution of the age-structured model (Eq. (2.1)) approaches a stable age-distribution:







as t→ ∞ (2.23)
Proof. The proof can be seen in [106].
Remark 1. It is important to notice that Theorem 3 is valid for a general class of age-
structured models, while Theorem 2 is valid for age-structured model whose solution is sep-
arable.
2.2 Delay differential equations
In this section we introduce standard results for delay differential equations (DDEs)
and we focus, in particularly, on results regarding the presence of oscillatory be-
haviour. We only introduce those concepts that are necessary to understand the
material presented in Chapter 4.
A delay differential equation is a type of differential equation in which the deriva-
tive of the unknown function at a certain time, dxdt (t), does not only depend on the
instantaneous value of the function, x(t), but also on the function at previous times,




(t) = f (t, x(t), x(t− τ)), with τ > 0 and t ≥ t0 (2.24)
where τ is referred as a discrete delay.
The mathematical theory of DDEs has been extensively developed. Standard re-
ferences of the topic are [70, 197]. We focus on linear delay differential equations and
a standard stability result.




= Ax(t) + Bx(t− r) (2.25)
where A, B and r are scalars.
Assuming a solution of the form eλt, we obtain the characteristic equation for this
equation:
h(λ, r) = λ− A− Be−λt. (2.26)
We assume λ ∈ C and the values of λ for which h(λ, r) = 0 are referred to as the
characteristic roots of the DDE (2.25). The values of the real parts of the characteris-
tic roots determine the stability of the solution.
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The stability analysis of Eq. (2.25) is a standard result of DDE theory (eg. Theo-
rem 4.7 p.53 in [197]), which we state here:
Theorem 4 (Stability of linear delay differential equations). Let us consider a linear
delay differential equation as given by Eq (2.25). Assume that A + B 6= 0 (otherwise λ = 0
is a root). The following results hold for Eq. (2.25):
• If A + B > 0, then x = 0 is unstable.
• If A + B < 0 and B ≥ A, then x = 0 is asymptotically stable.
• If A + B < 0 and B < A, then there exists r∗ > 0 such that x = 0 is asymptotically
stable for 0 < r < r∗ and unstable for r > r∗.
2.3 Discretisation of partial differential equations
In this section we introduce the basic terminology and notation that is used for finite
element discretisation of partial differential equations (PDEs). We only introduce
those concepts that are necessary to understand the material presented in Chapter 4
and 5 and refer the reader to standard reference books on finite elment methods for
more in depth descriptions [33, 94].
Let Ω ⊂ Rd, for d = 1, 2, be an open bounded domain with boundary ∂Ω.
Throughout the thesis we consider second order PDEs of variables, which are de-
fined in a space and time domain, i.e. functions u(x, t) : Ω× [0, T]→ R with T > 0.
The classical formulation of a PDE problem consists of the PDE together with its ini-
tial and boundary conditions. A standard method to approximate the solution of the
classical formulation of a PDE is to restate the problem in an integral form, called the
weak formulation. We now introduce the functional spaces that are used to define the
weak formulation.
We consider the following functional space
L2(Ω) :=
{
f : Ω→ R : f is measurable and | f |2 is Lebesgue integrable in Ω}
(2.27)
where the associated inner product and norm are denoted by, respectively,
( f , g)Ω =
∫
Ω
f gdx, ‖ f ‖L2(Ω) :=
√
( f , f )Ω. (2.28)
We sometimes omit the domain index if it is clear from the context.
Another functional space we consider is the space of locally integrable functions.
The set of all such functions is denoted by L1loc(Ω):
L1loc(Ω) := { f : Ω→ R : f is measurable and f |K is Lebesgue integrable in K
∀ K ∈ Ω, K compact} . (2.29)
A locally integrable function is weakly differentiable with respect to xi if there








giϕdx ∀ϕ ∈ C∞c (Ω), (2.30)
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The function gi is called the weak i-th partial derivative of f .
We mainly consider the Sobolev space H1(Ω) which consists of locally integrable
functions in Ω whose weak derivative belongs to L2(Ω).
The weak formulation of a PDE is constructed by multiplying the PDE by func-
tions from an appropriate functional space, which we refer to as the "test space", and
integrating the resulting expression over the domain. The function in the appro-
priate functional space, which we refer to as the "solution space", that fulfils this
new integral expression is known as the weak solution.
The finite element method involves approximating the weak solution u by a
solution uh of the weak formulation in a finite-dimensional subspace of the solu-
tion space Vh. If we assume that Vh is an n-dimensional vector space of functions
for which {φi}ni=1 are the basis functions then, for uh ∈ Vh, there exist coefficients
U1, . . . , Un such that uh = ∑ni=1 Uiφi. By considering the basis functions of Vh, the
weak formulation in Vh is reduced to solving an algebraic finite-dimensional system
with respect to the basis functions.
The basis functions of the space Vh are typically constructed with respect to a
mesh of the domain Ω. A mesh of Ω can be obtained by partitioning the domain Ω
into a series of elements Kj with 1 ≤ j ≤ N such that Ω = ⋃Nj=1 Kj. We denote this
partition by Th. We assume Kj = TKj(E) ∈ Th in which E = [0, 1]d is the reference
element, and TKj(E) is an invertible affine map. We assume the mesh is regular and,
hence, must satisfy the following conditions:
(i) Ω = ∪K∈Th K
(ii) K ∩ K′ = ∅ for all elements K, K′ ∈ Th with K 6= K′
Given an element K of a mesh Th, its diameter is defined as
hK := sup {|x− y|, x, y ∈ K} . (2.31)




We consider as the solution space, the finite dimensional space Vh ⊂ H1(Ω)
where Vh denotes the finite element space such that in each element of the mesh,
K ∈ Th, the function reduces to a polynomial of partial degree at most k ≥ 1:
Vh :=
{
vh ∈ C0(Ω) : vh|K ∈ Qk(K) ∀K ∈ Th
}
, (2.33)
where Qk(K) denotes this set of polynomials:






In this thesis we consider the solution space Qk with k = 1. The standard basis
functions for this space are known as the nodal functions: functions that take the
value 1 at a specific node and are zero at all other nodes of the mesh.
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We use the method of manufactured solutions (MMS) to verify that our nume-
rical schemes solve the PDE accurately and that mesh and time step refinement re-
duces the numerical error at the expected rate [15, 181, 184].
Implementation of the MMS involves the following steps [15]:
1. Consider a PDE with boundary and initial conditions.
2. Fix a domain to solve the PDE and an initial mesh and time step.
3. Consider the domain in which the PDE is defined and consider a function in
this domain.
4. Determine a source term, additional boundary terms and appropriate initial
conditions of the PDE in step 1 so that the function defined in step 3 is the
analytical solution.
5. Perform mesh and time convergence studies and quantify the observed order
of convergence robs.
6. Compare the observed (robs) and the theoretical (rtheor) convergence rates of the
discretisation scheme. If robs ≈ rtheor then the discretisation method is verified
to be consistent.
If the discretisation method is appropriate, then the discretisation error will de-
pend on h where h is defined in Eq. (2.32). For consistent discretisation methods, the
discretisation error can be described as follows
eh = ‖u− uh‖L2(Ω) = chrtheor + γ(hw, k). (2.35)
where rtheor > 0 is referred to as the theoretical order of the method and γ(hw, k)
contains either higher order terms of h or terms that can be neglected [184].
To calculate the observed convergence rate, we rely on the assumption that as
h decreases to zero, eh ≈ chrtheor. We then make successive mesh refinements and
quantify the observed convergence rate. Let us consider a mesh and its refinement:
the original mesh has grid size h and its refinement has grid size h/2. According to
Eq. (2.35) and assuming γ can be neglected, the discretisation errors corresponding
to these two grids have the form:
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2.4 Deterministic and stochastic modelling of chemical reac-
tion networks
In this section we introduce the basic principles of stochastic mathematical mode-
lling and explain briefly how to simulate chemical reactions. We focus on the con-
cepts that are needed to understand the material presented in Chapter 5 and refer to
the following references for details [9, 68, 80, 108, 132, 204, 216, 229].
Mathematical models typically abstract and simplify the complexity of the bio-
logical system. Instead of modelling all the mechanisms involved in the biological
system explicitly, one may assume that the biological system consists of a series of
discrete events [187]. These events are represented as chemical reactions and we use
the standard abstract notation to represent them. The substances that participate
in the reaction can represent proteins, DNA, RNA, chemical molecules, animals or
cells. For example, the process in which a cell undergoes mitosis (i.e. cell duplica-
tion) can be represented by the following reaction:
A k→ A + A.
Before continuing we introduce the standard nomenclature for chemical reaction
networks, following [187].
A chemical reaction system consists of N chemical species, X1,. . .,XN that interact
via R chemical reactions. We denote the j-th reaction as:
r1,jX1 + r2,jX2 + . . . + rN,jXN
k j→ p1,jX1 + . . . + pN,jXN for j = 1, . . . , R, (2.40)
where ri,j and pi,j are non-negative integers denoting the number of reactant and
product molecules, respectively. The quantity k j in Eq. (2.40) is called the rate cons-
tant of the j-th reaction. The j-th reaction is of “order m” if it involves m reactant
molecules, i.e. ∑Ni=1 rij = m. If m = 2, then the reaction is called “bimolecular” and
if m = 0 or 1 for all the reactions, then the system is called “linear”. A chemical
reaction system is generally assumed to be closed with volume V.
The stoichiometric matrix S is an (N× R) integer-valued matrix, S ∈ MN×R(Z),
whose Sij entry is given by:
Sij = pij − rij, for i = 1, . . . , N, j = 1, . . . , R. (2.41)
The entry Sij corresponds to the net molecule change of species Xi when the j-th
reaction occurs.
Example 1. Consider the following reaction system which involves two reactions (R1, R2)
and three species (A, B, C):
R1 : A + B→ 2C, R2 : B + C → 2B
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The corresponding stoichiometric matrix S ∈ M3×2(Z) is:−1 0−1 1
2 −1
 .
2.4.1 Deterministic rate equations and chemical master equation
Typically two assumptions are made for chemical reaction networks [108]:
1. The system is well-mixed which means that the reactants are uniformly dis-
tributed spatially in the system and that diffusion of the chemical species is so
fast that it can be neglected.
2. Each species is abundant and can be described by a concentration that varies
continuously in time.
Under these assumptions the classical model of a chemical reaction system is a
set of reaction rate equations that follow the law of mass action. This theory was de-
veloped by the chemists Cato Maximilian Guldberg and Peter Waage between 1864
and 1879 [222]. The law of mass action states that “the rate of a chemical reaction is
proportional to the product of the concentration of the reactants”.
Let φi denote the concentration of molecules of species Xi and let us consider the
concentration vector φ = (φ1, . . . , φN)T. Following the law of mass action, the rate
function of reaction (2.40), f j(φ), is given by:







The rate at which the concentration φi changes due to the j-th reaction is given
by Sij f j(φ). Summing contributions from all reactions, yields a system of coupled







Sij f j(φ), for i = 1, . . . , N. (2.43)
This set of ordinary differential equations (ODEs) is called the system of determi-
nistic rate equations of the reaction network [132]. The rate equations give a macros-
copic, deterministic description of the dynamics of the chemical reaction network.
The law of mass action and the associated rate equations assume continuous, well-
mixed, concentrations and ignore the discreteness of molecule numbers. It has been
observed experimentally that the relative fluctuations of the system scales like the
inverse square root of the mean concentration and hence becomes small for systems
with large number of molecules [20]. Therefore the rate equations are expected to
give an accurate description when the system is well-mixed and has a large number
of molecules. This description is also commonly called a mean-field description and
the ODEs are called the mean-field equations.
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where S is the stoichiometric matrix and f(φ) = ( f1(φ), . . . , fR(φ))T.
When the number of molecules is low, fluctuations become important. A chemi-
cal system is dilute if the combined volume of all the molecules is much smaller
than the total volume. If the chemical system is dilute and well-mixed, then a
suitable way to model it is via a continuous-time Markov jump process [88]. The
state of the system is described via a probability distribution P(n, t|n0, t0) in which
n = (n1, . . . , nN) and ni is the number of molecules of species Xi. It is customary
to abbreviate P(n, t) := P(n, t|n0, t0) and implicitly assume that we are conditioning
on an initial state.
In this framework, reactions occur in a stochastic way. The probability for the
j-th reaction to happen in an infinitesimal time step dt is assumed to be given by
vr(n)dt where vr(n) is the propensity function of the j-th reaction. The propensity
function is proportional to the number of combinations of reactant molecules in n
and also considers that the probability for two molecules to collide is proportional
to 1/V where we recall that V is the system volume [216]. The propensity function
for reaction (2.40) is given by





(ni − rij)!Vrij . (2.45)
In Table 2.1 we state the propensity functions for the most common reactions,
which are reactions up to order two. Propensity functions of this form are called
propensity of mass-action kinetics type. There are other propensity functions that con-
sider time scale separation and other kinetics [216].
Reaction order Reaction Propensity function
0th ∅ k→ kV
1st A k→ knA
2nd A + B k→ kV nAnB
2nd A + A k→ kV nA(nA − 1)
Table 2.1: Summary of simple reactions up to second order with their respective propensity
functions.







[vr(n− Sr, V)P(n− Sr, t)− vr(n, V)P(n, t)] . (2.46)
The CME can be rewritten in terms of the stoichiometric matrix S and the so-called
step operator, E. For an integer k and a function f : RN → R and 1 ≤ i ≤ N, is
defined as follows:
Eki f (n) = E
k
i f (n1, . . . , nN) = f (n1, . . . , ni + k, . . . , nN). (2.47)
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vj (n, V) P(n, t). (2.48)
The connection between the CME framework and the deterministic rate equa-
tions is given by the evolution equation of the mean concentration. Let us denote












ni p(n, t) :=∑
n
ni p(n, t), (2.49)
is the mean number of molecules of the Xi specie.
The evolution of the mean concentration 〈n/V〉 = (〈n1/V〉, . . . , 〈nN/V〉)matches
the one given by the deterministic rate equations if the system involves only zeroth
or first order reactions [110]. If the system involves second or higher reactions then
the evolution of the mean concentration is coupled to higher moments whose evo-
lution may also depend on higher order moments, potentially leading to an infinite
system of coupled equations. Two approximation methods allow describing the mo-
ments of order M as functions of lower order moments: the linear noise approxima-
tion and moment closure approximations. We describe the linear noise approxima-
tion in Section 2.4.4 and we refer the reader to [93, 186, 214] for more information
about moment closure approximations.
2.4.2 Reaction-diffusion master equation
When the well-mixed assumption breaks down, spatial effects become important.
Stochastic reaction-diffusion models are used to describe systems in which fluctua-
tions and space play important roles. Three frameworks are typically used: the
Doi model, the Smoluchowski diffusion limited reaction model, and the reaction-
diffusion master equation (RDME) [111]. The RDME can be interpreted as an exten-
sion of the non-spatial chemical master equation (CME) model and is relevant when
the well-mixed assumption breaks down in the whole system. In the RDME frame-
work, space is partitioned into a distinct compartments and molecules are assumed
to be well-mixed within each compartment. Diffusion of the molecules is modelled
as a stochastic jump process between the compartments and the reactions are mode-
lled locally.
Mathematically, the RDME can be described by a forward Kolmogorov equation
for a continuous-time jump Markov process. Let us consider for example a chemical
system consisting of N chemical species in a spatial domain V which is divided into




2 + . . . + rn,jX
m
n
k j→ p1,jXm1 + . . . + pn,jXmn j = 1, . . . , R, (2.50)
where the local variable Xmi refers to species Xi in the m-th compartment. The stoi-
chiometric coefficients rij and pij are assumed to be compartment independent. The
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diffusive interchange of chemicals between neighbouring compartments is mode-








′ ∈ Ne(m), (2.51)
where di is the diffusion rate of species Xi which is assumed to be independent of
the compartment index i.e. the diffusion coefficient is space independent, Ne(m) is
the set of compartments neighbouring the m-th compartment. We denote the proba-
bility of the system being in state {nm}Mm=1 at time t as P ({nm} , t).
The dynamics of the system is described by the RDME:


































nmi × P ({nm} , t)
(2.52)




i,m is the operator which re-
places nmi with n
m
i + x. The local propensity function is defined as follows: if the state
of the m-th compartment is nm, then vj(nm, VM )dt is the probability that one reaction
of index j occurs somewhere inside that compartment during the infinitesimal time
interval [t, t + dt).
For systems where only zeroth and first order reaction are involved, as the la-
ttice spacing approaches zero, the time evolution of the mean concentration from
the RDME converges the corresponding deterministic reaction-diffusion equation
[111]. However for systems involving chemical reactions of second or higher order,
in two or more dimensions, the RDME has been shown to inaccurate when mode-
lling bimolecular reactions as the mesh spacing approaches zero [110–112]. Other
frameworks, like the convergent RDME (CRDME) [111], have been developed that
converge to a continuum model as the mesh spacing approaches zero.
An assumption of the RDME framework is that within each voxel, molecules are
assumed well-mixed. A critical question is how to choose a suitable voxel (compart-
ment) size for the RDME dynamics to be valid. Several criterion have been deve-
loped [25, 69, 113, 123] and most focus on ensuring that the diffusion time scale is
smaller than the smallest reaction time scale. This means that the voxel size needs to
be small enough that all species in a voxel can jump to other voxels on the time scale
of the fastest reaction in the voxel, since only then can a compartment be considered
well-mixed [123].
We describe the criterion for the voxel size introduced by [25]. Let us consider the
voxel volume V to be a d-dimensional parallelepiped such that its volume is given
by V = hd where h is the compartment size. Let us denote the time scale of reaction
r as τr. As expected, the reaction time scale depends on the reaction order. In Table
2.2 we include the time scales τr for the zeroth, first and second order reactions. We
assume that the jump rates di are given by di =
Di
h2 for all i = 1, . . . , N. In this case
the characteristic time scale of diffusion is given by τD = h2/miniDi where the mi-
nimum is taken over all the species. In Table 2.2 for each reaction order considered,
we include the constraint on the value h that ensures that τD < τr. The compartment
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size should be chosen such that τD < minr τr where the minimum is taken over all
the reactions.




h2+d < mini Dik0(c∗)−1
1st 1k1 h
2 < mini Dik1
2nd mini Dik2c∗ h
2−d < mini Dik1
Table 2.2: Reaction timescales and necessary conditions on the compartment size h to ensure
that τD < τr for different reaction orders. The reaction rate for the j-th reaction is denoted
by k j. For the 0-th reaction order, we consider c∗ to be a reference concentration.
When the system contains reactions of order two or higher, there is also a lower
bound for the compartment size. We notice that when the dimension is larger than
two, the condition on the compartment size presented in Table 2.2 for bimolecular
reactions becomes a lower bound for the compartment size. Other authors have
proposed other lower bounds as well and we refer the reader to [69, 110] for more
information.
2.4.3 Stochastic simulations
There are generally no analytic solutions known to the CME. However, it is possible
to directly simulate the underlying process. The standard stochastic simulation al-
gorithm (SSA) is a popular Monte Carlo method that allows the simulation of exact
sample paths of the stochastic process described by the CME [85]. It was first pro-
posed by Gillespie in the context of chemical kinetics, and several variants have been
proposed in the literature, see [87, 170].
Algorithm 2.1 Gillespie Algorithm
1: Generate a random number ζ1 uniformly distributed in (0, 1) and compute the










2: Generate a random number ζ2 uniformly distributed in (0, 1) and compute













Then, the j-th reaction takes place, so perform an update of the number of the
reactants and products of the j−th reaction.
3: Continue with step 1 for time t = t + τ.
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2.4.4 System size expansion and intrinsic noise approximation
The system size expansion is a singular expansion of the CME originally developed
by Van Kampen [217]. The system size ansatz, or Van Kampen ansatz, consists of
expressing the number of molecules ni of species Xi as
ni
Ω
= φi +Ω−1/2ei, i = 1, . . . , N, (2.55)
where Ω is the system size, φi satisfies a deterministic equation and ei is a random
variable that represents the fluctuations of the system. In most cases, Ω is pro-
portional to the total volume V or the total number of molecules, hence the name
system-size expansion. The Van Kampen approximation at the lowest order results
in the mean-field equations [216].
When the system size expansion is carried out only at first order, it is referred
as the linear noise approximation. In this case ei solves a multivariate linear Fokker-


















where A,B ∈ MN×N(R).
The extension of the linear noise approximation for the RDME framework is re-
ferred to as the intrinsic noise approximation and was developed by Van Kampen in
1976 [215]. The aim of this procedure is to approximate the system dynamics by the
first and second moment dynamics. To perform this approximation, the jump and
the reaction processes are consider separately and evolution equations are derived
for the first and the second moments of the stochastic process. Finally, the combined
effect of the reactions and diffusion is obtained by adding the effects of the diffusion
and the reactions on the moments.
Instead of determining the time evolution of the second moments directly, Van
Kampen derived the evolution equation of the factorial cumulant and showed that,
for several reaction systems, the factorial cumulants follow simpler evolution equa-
tions than the second moments [215]. In such cases the time evolution equation of
the covariance can be obtained from the factorial cumulant evolution. The factorial
cumulant for a reaction-diffusion system with local reactions (2.50) and the jump
rates (2.51) for the number of molecules at the m-th and m′-th voxel is denoted by
[nm, nm
′
] ∈ MN×N(R) where:
[nm, nm
′
] := 〈nm(nm′)T〉 − 〈nm〉〈(nm′)T〉 − δmm′diag[〈nm〉]. (2.57)
For a system with one species, this equation simplifies to [nm, nm
′
] = 〈nmnm′〉 −
〈nm〉〈nm′〉 − δmm′〈nm〉.
The methodology introduced by Van Kampen was formulated for general che-
mical systems in [188]. We now outline this procedure for reaction-diffusion systems
with local reactions (2.50) and jump rates (2.51).
1. First one considers only the effects of the local reactions on the RDME (2.52).
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2. In each voxel, the linear noise approximation is considered xm = Ωφm +
Ω1/2em by taking into account a system size Ω.
3. The linear Fokker-Plank equation that the new random variable em follows is
derived for each m-th voxel with 1 ≤ m ≤ M.
4. The time evolution of the mean, the second moments and the factorial cumu-
lant of the fluctuation term are derived.
5. The time evolution equation of the factorial cumulant of the number of molecules
for each pair of voxels (Eq. (2.57)) is derived.
6. The factorial cumulant evolution equation is divided by the square of the voxel
volume, V2, and the limit of the equation as V → 0 is considered.
7. The effects of the diffusion on the RDME (2.52) are now considered. The time
evolution equation of the factorial cumulant due to the diffusion is derived.
2.4.5 Hybrid algorithms
In this section we have introduced deterministic and stochastic approaches for mo-
delling reaction-diffusion systems. If the number of molecules is large, then using
a stochastic framework such as the RDME would be inefficient, and a mean-field
approximation would be a more suitable model. However, in some situations, the
number of molecules is large in certain regions of the domain and close to zero in
other parts of the domain. In such cases, a stochastic model may be inefficient in one
region, and a PDE model inaccurate in another. To overcome this problem, hybrid
algorithms have been developed that couple different modelling frameworks for the
same species in a common domain. When the number of molecules is low, the sto-
chastic framework is considered and when the number of molecules is large a PDE
formalism is taken into account.
In this subsection we focus on hybrid algorithms that couple a RDME framework
with its mean-field description given by a reaction-diffusion equation to which we
refer as its mean-field PDE. Other hybrid algorithms have been proposed that cou-
ple RDME frameworks to molecular-based models, mean-field PDEs to molecular-
based models and molecular models to more detailed molecular dynamics simula-
tions. We further introduce some hybrid algorithms that couple the RDME frame-
work to its mean-field PDE. We refer the reader to a review of hybrid algorithms for
a description of alternative approaches [196].
Most hybrid algorthims that couple a RDME framework with its mean-field PDE
split the domain into distinct regions in which the different modelling frameworks
are used. We refer to these regions as deterministic or stochastic depending on how
the number of molecules is updated. The regions may overlap to allow switching
between the frameworks. Let us consider the algorithm developed by Spill et al. in
[149]. The authors determine whether a voxel belongs to the stochastic or the mean-
field domain by comparing the number of particles in that voxel with a threshold
value. Voxels with a fewer number of particles than this threshold are modelled
with the RDME framework; voxels with a higher number of particles are updated
with a finite difference approximation to the mean-field PDE. The system update at
each step consists of, first a stochastic update and then a deterministic update. The
authors consider only one voxel between the two modelling domains. During the
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system update, the reactions and the flux from the stochastic domain to this voxel
are updated stochastically during the stochastic update. The voxels contents are
then transformed to concentration units and used to define a Dirichlet condition for
the deterministic update. The authors showed that their algorithm can accomodate
multi-species and multiple distinct stochastic and deterministic domains [149].
Another approach is to consider a large overlapping region (more than two vo-
xels) between the deterministic and stochastic domains. For example, Harrison and
Yates [100] proposed a hybrid algorithm in which a time-driven algorithm was used
to simulate the stochastic domain and used the same time step for the deterministic
update. Their algorithm couples the two frameworks via the overlapping region and
relies on specification of a Dirichlet-type condition at the interface between the over-
lapping region and the deterministic domain and a flux-matching boundary condi-
tion at the other interface. The mesh used for the deterministic domain is much finer
than that used for the stochastic domain (i.e. the voxels). The authors applied their
algorithm to different reaction systems and showed that the resulting simulations
approximate the stochastic model well.
Several alternative hybrid algorthims do not split the domain into regions where
different modelling frameworks are implemented; we refer the reader to [196] for






The scratch assay is a standard technique in biomedical research that provides an
initial assessment of the migration rates of cell lines (See Section 1.1.2 for more in-
formation about scratch assays). Given the key role this method plays in assessing
the potential of new compounds for clinical use, it is important to develop robust
methods that accurately measure and compare migration rates of different scratch
assays. In this chapter we introduce a new migration quantification method for
scratch assays. Parts of this chapter are based on the peer reviewed publication:
[178].
3.1 Introduction
Multiple methods are used to assess collective cell migration in scratch assays [207].
The most common approaches focus on wound width or area change [90, 153]. They
use a range of metrics to quantify migration, including the percentage difference in
the wound width at different time points [180, 225], wound width at specific time
points [37], and the slope of a linear approximation to the change in wound area
[122] (see below). Other more computationally intensive methods rely on cell tra-
cking or determining a velocity field across the full monolayer [152, 159]. A weak-
ness of the previously mentioned methods is that they do not perform well when
the two borders of the scratch are not perfectly straight, a feature which is common
in experimental data [14, 122]. The lack of a reproducible wounding procedure re-
sults in non-uniform cell-free areas with irregular leading edges, as can be seen in
Figure 3.1. Furthermore, migration rate measurements have been shown to be sen-
sitive to the initial degree of confluence [174] and the initial geometry of the wound
[116]. Current quantification methods require high quality experimental data which
are difficult to obtain; therefore, frequently the experimental data are discarded and
repeat experiments performed.
Another issue with many existing quantification methods is that they use time-
specific measurements to determine differences in migration rates of cell samples.
Typically, the wound area or width of each sample is measured at a series of time
points. Then, statistical tests are performed on these measurements with the pur-
pose of detecting significant differences [90]. The times at which data are collected
are not standardised and vary across studies [24, 89, 225]. Differences in the time
points at which data is collected may be due to differences in the proliferation rates
of the cell types under consideration. However, there is no standard procedure for
choosing the comparison time even though the choice can affect the comparison and
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may render the results from the analysis unreliable.













Figure 3.1: Time-lapse images from representative scratch assays from six experimental cell
groups (S1-S6) are plotted at times t = 0, 4, 8 and 12 hr. In each image, the leading edges were
detected by applying the segmentation algorithm presented in Section 3.3. The resulting
interfaces/cell fronts are plotted in blue.
In this chapter, we introduce a new quantification method that can deal with
non-smooth leading edges. Irregular leading edges are accounted for by approxi-
mating the front by a piecewise constant function, which is constant over windows
with a fixed size, w∗. We assume that within each window, the contour moves with
constant speed in the perpendicular direction until the left and right leading edges
meet. Cell migration in the scratch assay is characterised by a series of linear appro-
ximations to the interface’s position over time in these windows.
The remainder of the chapter is organised as follows. In Section 3.1.1 we intro-
duce two common quantification methods for scratch assays: the percentage wound
area method and the closure rate method [122]. In Section 3.2 we describe the scratch
assay data that we use to validate our quantification method. We consider data from
in-vitro experiments performed in the Vall d’Hebron Research Institute and simula-
tions from an agent-based model. In Section 3.3 we describe the image-processing
algorithm that we use to identify the leading edge in the scratch assay. In Section 3.4
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we introduce a new migration quantification method for scratch assays: the mono-
layer edge velocimetry (MEV) method. In Section 3.5 we perform a sensitivity analy-
sis to determine how the methods are affected by the cell migration and proliferation
rates. In Section 3.6 we assess our quantification method by applying it to in-silico
data. After showing that the method correctly classifies cells with different migra-
tion and proliferation parameters, we then compare it against the other methods.
In Section 3.7 we present results obtained by applying the three methods to an ex-
perimental data set. Finally in Section 3.8, we discuss our results and present our
conclusions.
3.1.1 Migration quantification methods for scratch assays
We first introduce two established quantification methods for scratch assays. Then,
we introduce a new method that quantifies the x-component of the velocity of the
leading edge of the cell monolayer.
The area method
One of the most widely used quantification methods, which we refer to as the area
method, assesses migration indirectly [90]. During an experiment, the wound area





where A(t) is the wound area at time t and A(0) its initial area. The migration rate
is then indirectly evaluated as the percentage wound area at a specific time point.
The closure rate method
In [122] cell migration is quantified by assuming that the wound area reduces li-
nearly over time. We refer to this method as the closure rate method. The change in
wound area A(t) is first approximated by a linear function:
A(t) ≈ m× t + b (3.1)
where m and b are scalars. The wound area is assumed to be the length of the field-
of-view (l) times the width of the gap (W(t)). Since l is constant during the course
of the experiment, Eq. (3.1) becomes:
dA
dt
= l × dW
dt
≈ m. (3.2)







Combining Eqs. (3.2) and (3.3), we have
Cr =
|m|
2× l . (3.4)
31
Chapter 3. Migration quantification method for scratch assays
3.2 Scratch assay data
In this section we introduce the scratch assay data that we consider to analyse the
different quantification methods. We consider data from in-vitro experiments per-
formed in the Vall d’Hebron Research Institute and in-silico data: simulations from
an agent-based model. We describe in more detail each dataset.
3.2.1 In-vitro data
In-vitro experiments were performed by members of the Renal Physiopathology
Group at Vall d’Hebron Research Institute lead by Prof. Anna Meseguer. Six site-
specific mutations in a latent transcription factor that regulates downstream genes
involved in essential biological processes, including migration, were generated. The
corresponding mutants S1, S2, S3, S4, S5 and S6 were then transduced into a hu-
man renal carcinoma cell line, 769-P (ATCC CRL-1933), through lentiviral particles.
The 769-P mutants were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM)
(#42430, Gibco) supplemented with 10% of fetal bovine serum (FBS) (#10270, Gibco),
1% of sodium pyruvate solution 100 mM (#03-042-1B, Biological Industries) and 1%
of antibiotic-antimycotic solution 100X (#15240, Gibco). Cells were maintained at
37◦C in 5% CO2.
For the wound healing assay, the 769-P mutants (S1-S6) were seeded at 0.025×
106 cells per well in a 2 well silicone insert with a defined cell-free gap (Ibidi #81176,
Germany), incubated and allowed to grow for 48 hr. Once the cells reached 100%
confluence in both wells, the culture insert was removed and the area that remained
clear of cells was quantified over a period of 24 hr using the Live Cell-R Station
(Olympus). Digital images were obtained every 30 minutes.
The data set consisted of 24 wound healing assays: four replicates for each of the
six groups (S1-S6). Each assay consisted of 48 images. The imaged region size was
500× 500 [µm]2.
3.2.2 In-silico data: agent-based model simulations
We employ an agent-based model that has been previously used to simulate in-vitro
cell cultures [120, 155, 194]. The simulation domain is a two-dimensional square
lattice, with the same dimensions as the experimental images: [0, D]× [0, D] where
D = 500 µm. The lattice spacing, ∆, which is interpreted as the average cell diame-
ter, is set to 10 µm unless otherwise specified.
In this model on each time step, a cell can either proliferate, move or do nothing.
We consider an end time of T = 24 hr and an update time of τ = 0.1 hr. We in-
clude crowding effects by assuming that each lattice site is occupied by at most one
cell. A cell with centre at (x, y) is said to be at (x, y). Reflective boundary conditions
are imposed. At each update time, agents move and/or proliferate with migration
and proliferation probabilities pm and pp, respectively. Since typical estimates of the
cell doubling time are approximately 15-30 h [150, 195], whereas the time required
for a cell to move a distance equal to its diameter is of the order of 10 min [128],
we consider migration and proliferation probabilities in the ranges pm ∈ [0, 1] and
pp ∈ [0, 0.01], respectively. In Figure 3.2 we plot the evolution of a typical realisation
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of the agent-based model for which the migration and proliferation parameters are
given by pm = 0.3 and pp = 0.01.
Figure 3.2: Evolution of an agent-based simulation. We considered an idealised initial con-
dition and fixed the migration and proliferation parameters so that pm = 0.3 and pp = 0.01,
respectively. The recolonisation of the wounded region is shown at times t = 0, 4, 8 and 16
hr. For ease of visualisation, the two cell monolayers (right and left) are plotted with diffe-
rent colours (red and turquoise), while the area devoid of cells is coloured blue. The leading
edges detected by the segmentation algorithm (see details below) are plotted in yellow.
Algorithm and parameter values for agent-based model
Algorithm 3.1 Agent-based model algorithm
1: Initialisation. Consider an idealised initial condition unless otherwise specified:
all lattice points (x, y), for which x < D/4 or x > 3D/4, are occupied by an
agent.
2: while t < T do
3: Update the system from t + τ: Let N(t) denote the number of agents at time t.
To update the agent-based model at time t to the next simulation time t + τ,
we proceed as follows:
4: First, N(t) agents are chosen sequentially at random and given the oppor-
tunity to move. An agent at (x, y) attempts to move with probability pm to
(x± ∆, y) or (x, y± ∆), with any possible target site being chosen with equal
probability.
5: Further N(t) agents are then selected sequentially at random and given the
opportunity to proliferate. An agent at (x, y) attempts to proliferate with pro-
bability pp and places its daughter agent at (x± ∆, y) or (x, y± ∆), target sites
being chosen with equal probability. Agents can move and/or proliferate only
if the target site is vacant.
6: end while
A list of the parameters that are used in the agent-based model is presented in
Table 3.1.
3.3 Image analysis
The spatial coordinates of the leading edges of the cell monolayers are extracted
from the experimental images by applying a segmentation algorithm based on the
Growcut method [219]. The method is already employed in several computer vision
applications. It performs a binary image segmentation.
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Parameter Description Value Units
pm Motility probability 0.3 N/A
pp Proliferation probability 0.1 N/A
T End time 24 hr
τ Time step 0.01 hr
D Domain length 500 µm
∆ Lattice spacing 10 µm
Table 3.1: List of the parameters used in the agent-based model, together with their default
values.
The Growcut algorithm requires the initial specification of a subset of pixels from
each type of region: cell monolayer and unoccupied space; these pixels are referred
to as seeds. The seeds should be located far from the leading edges, where all the
pixels of such an area belong to one of the two classes. The algorithm evolves as fo-
llows: at each iteration, the pixels surrounding the initial seeds are assigned to one
class or the other, adjusting the size of each region. The classification depends on the
similarity of the pixel intensity with respect to the pixel intensity of the seeds.
In our implementation, the seeds are chosen as follows: for the cell region, the
Canny and Roberts edge contour methods [41, 192] are used to select the pixels with
the highest variability, corresponding to the cell contours. For the background re-
gion, the seeds are set in areas of low variability ( i.e. where the pixel intensity has a
standard deviation less than 500).
After applying the detection algorithm to each image, we have a record of the po-
sitions of the left and the right interfaces at all times for which images were taken. At
each vertical position, the interface is considered to be the closest pixel to the wound.
3.4 Proposed quantification method: monolayer edge velocime-
try (MEV)
We propose a new method for quantifying front migration in a scratch assay using
a set of representative velocities. We denote by t0, . . . , tN , the times at which data
are collected. Let X × Y represent the square domain of the processed image, X =
Y = {1, . . . , D} where D is the number of pixels. For each j ∈ Y = {1, . . . , D}, we
denote the interface position in the horizontal direction, at the j−th vertical position
and at time point tn, as ij(tn) where 1 ≤ ij ≤ D. See Figure 3.3 (a) for a schematic
representation.
To determine the velocities of the leading edge, we assume that the front position
changes linearly over time within a window of size w. The linear approximation is
determined in two steps:
1. First, the front position is approximated for the window size, w. Y is divided
into M = D/w segments denoted Ys, 1 ≤ s ≤ M, each of length w. The front
position iˆs in each segment Ys is approximated by its mean position,
iˆs(tn) = 〈ij(tn)〉ij∈Ys . (3.5)
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This procedure is illustrated in Figure 3.3 (b).
2. The dynamics of the front position in each window are approximated by linear
regression, so that
iˆs(tn) ≈ mstn + bs. (3.6)
In Figure 3.3 (c) the dotted lines indicate how the front position changes over time at
selected y-coordinates; the dashed lines represent the corresponding linear approxi-










the front position over time
iˆs(tn) ≈ mstn + bs
Figure 3.3: Linear approximation of the front position over time with respect to a window
size w for one of the scratch assays from the experimental cell groups. (a) To introduce the
notation, the positions of the left front at times t = 0, 5 and 10 hr are plotted in blue. The
solid line corresponds to t = 0 hr; the dashed line to 5 hr and the dotted line to 10 hr. The
front positions at the 100, 200, 300 and 400 y-coordinates for these times are plotted: yellow,
orange, purple and green, respectively. (b) The left front at t = 5 hr is approximated by a
window size w. Y is partitioned into M segments denoted Ys, 1 ≤ s ≤ M, each with length
w. A magenta horizontal line delimits each segment. The front position is plotted in blue
and the approximated front position, taken as an average over each Ys, is plotted in red. (c)
The time evolution of the interfaces at the 100, 200, 300 and 400 y-coordinates and the linear
approximation with respect to the window size w = 16 are plotted using dotted and dashed
lines, respectively. The window size w = 16 is the window size that maximises the objective
function (3.7).
By performing this approximation for the left and right interfaces, we obtain a
set of velocities {|ms|}2Ms=1 we refer to as the windowed velocities for window size w.
An important step in our method is to determine the window size at which to
perform the linear approximation (3.6). We observe that as the window size de-
creases, the discrepancy between the linear approximation and the front evolution
decreases (see Figure 3.17 a)). This observation prompts us to consider the small-
est window size, however, for window sizes smaller than the average cell size, the
left and right windowed velocity distributions are significantly different. This is a
finite size sampling effect, since the scale on which the velocities are quantified is
much smaller than the cell size scale. Therefore the individual velocity of each cell
at the front is counted multiple times and its value is over represented, producing
a bias in the overall windowed velocity distribution. To deal with the finite size
sampling effect, we choose a window size for which the left and right windowed
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velocity distributions are similar. We note that if two different cell types are seeded
on either side then the assumption of left and right similarity can no longer be made.
However, in the standard experimental setup of the scratch assay, the left and right
interfaces are from the same cell type.
We use two criterion to select the optimal window size, w∗: (i) fitness of the
approximation, and (ii) similarity of the left and right windowed velocity distribu-
tions. In more detail, we introduce an objective function, F(w), that has three terms
and enables us to find the optimal window size based on the stated criterion:
F(w) = Fitresid(w) + FitRsquared(w) + FitKSdistance(w). (3.7)
• Fitresid(w) measures the discrepancy between the interface position over time
and the linear approximation (Eq. (3.6)).
• FitRsquared(w) considers the coefficient of determination, R2, which describes
how well the dynamic changes in the variance of the interface position can be
explained by the linear approximation [103].
• FitKSdistance(w) is the Kolmogorov-Smirnov distance [103]; it calculates the dis-
tance between the left and right front windowed velocity distributions.
The three terms that appear in Eq. (3.7) are scaled such that the window size that
maximises the objective function takes into account the trade-off between giving the
best fit and having the left and right velocity distributions closest to each other.
The procedure used to determine the optimal window size can be interpreted as
optimizing the number of velocities needed to characterise cell migration. Detailed
information about how to modify the objective function when multiple assays are
considered can be found in Section 3.4.1.
The procedure used to determine the set of representative velocities is summari-
sed in Algorithm 3.2.
Algorithm 3.2 Monolayer edge velocimetry





where F(w) is given by Eq. (3.7).
2: Perform a linear approximation with respect to the window size w∗; indicating
how the positions of the left and right interfaces change over time,
iˆs(tn) ≈ mstn + bs
where iˆs(tn) = 〈ij(tn)〉ij∈Ys , Y =
M⋃
s=1
Ys in which |Ys| = w∗ and M = D/w∗.
Ensure: {|ms|}2Ms=1 is the representative set of velocities that quantify cell migration
in the scratch assay.
We refer to the “Monolayer edge velocimetry method” as the MEV method for
the rest of the chapter.
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3.4.1 Objective function used to determine optimal window size
In this section we describe the objective function used to calculate the optimal win-
dow size in detail. For a given window size w, divide Y, which has size D, into
M = D/w segments of length w, denoted by Ys for 1 ≤ s ≤ M . Ys is the set of pixels





+ 1 segments where b·c denotes the floor function. The first ⌊Yw⌋ segments
have length w and the last one has length D − w× ⌊Dw ⌋. After applying the linear
approximation with a window of size w, we obtain the following approximation to
the position of the interface at time tn for each j ∈ Ys,
ij(tn) ≈ mstn + bs, (3.9)
where ms and bs are determined by Eq. (3.6) and are fixed over time.
The following fitness functions are used to determine how well Eq. (3.9) appro-
ximates the position of the interface:














where el,j,n = ij(tn) − (mstn + bs) is the residual of the linear approximation
(3.9) at time tn for j ∈ Ys. The first subscript denotes the interface (left or right).
N∗ denotes the time step at which the two interfaces first meet.













where Rl2j is the coefficient of determination R
2 of the linear approximation
for j ∈ Ys, i.e. let ij(tn) = 1N∗ ∑N
∗
n=1 ij(tn), SStol = ∑
N∗
n=1(ij(tn) − ij)2 and
SSres = ∑N
∗
n=1(mstn + bs − ij(tn))2, then Rl2j := 1− SSresSStol . The subscript denotes
the interface (left or right).
3. Fitness between left and right velocities
We consider a distance metric derived from the Kolmogorov-Smirnov test sta-
tistic [30]. Given two data sets {as}ns=1 and {br}mr=1 and their empirical cumu-





Normalising the statistic by the effective number of data points, we obtain the
KS distance that was introduced in [71]:




where {as}ns=1, {br}mr=1 are two set of data points. We consider the KS distance
between the left and right windowed velocity distributions
KSdistance(w) = Dist ({ml} , {mr}) , (3.14)
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where mr and ml are the slopes of the linear approximations determined by
Eq. (3.6) for the left and right interface, respectively. We consider this term to
assure the KS distance between the left and right windowed velocity distribu-
tions is as small as possible.
The objective function used to determine the optimal window size combines the









































The terms (3.16)-(3.18) are normalised to lie between 0 and 1 and the largest value is
the one maximising each criterion so that 0 ≤ F(w) ≤ 1. The width of the window
with the largest F(w) value is considered the optimal value with respect to the three
fitness functions, weighted equally through the global function.
If additional scratches are considered to calculate the optimal window, we take
a weighted sum of objective functions for each of the scratches considered. In such








where Fs is the individual objective function for scratch assay s and S is the number
of scratch assays considered.
3.4.2 Similarity between left and right velocities
In this subsection we discuss why similarity between the left and right velocities is
necessary for optimal window size calculation.
If the term FitKSdistance is neglected when calculating the objective function (Eq.
(3.15)), then the optimal window size will be a window of size 1µm since the front
position is not averaged over a window and the actual interface position is conside-
red for the linear fit, reducing the overall fitness error. We now outline the problems
of considering a window of size significantly smaller than the cell diameter.
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For windows of size significantly smaller than the cell diameter, velocity values
are correlated (See Figure 3.4 (a) and (b)) and not amenable to standard statistical
analysis. In order to apply standard statistical tests, the velocities must have the
same statistics as an independent and identically distributed (iid) sequence. One
way to test for iid sequences is to consider the sample autocorrelation function [190]
which, for an iid sequence with n elements and finite variance, gives iid values that
approximately follow a normal distribution N (0, 1/n) [34]. Let x1, . . . , xn be obser-
vations and h an integer such that |h| < n, then the sample autocorrelation function















(xt − x) ,
where x is the sample mean.
A general observation from the in-silico and in-vitro data is that the autocorrela-
tion function values from velocities corresponding to windows of size significantly
smaller than the cell diameter differ greatly from an iid sequence. On the other hand,
when considering windows whose sizes are similar to the size of a cell diameter, the
autocorrelation function resembles one for an iid sequence. To illustrate this, we
simulate our agent-based model with the parameters in Table 3.1. We plot the au-
tocorrelation function of the left velocities for windows of sizes 1, 2, 10 and 12µm in
Figure 3.4. The horizontal red lines in each plot delimit the 95% confidence inter-
val from a normal distribution N (0, 1/n) where n is the number of velocities. We
observe that for windows of size smaller than the cell diameter (1 and 2µm), the au-
tocorrelation values exceed the upper limit of the confidence interval and decrease
slightly as the lag increases (see Figure 3.4 (a) and (b)). On the other hand, for win-
dows of sizes similar to that of the cell diameter, most of the autocorrelation values
of the velocities are within the 95% confidence interval and, as such, can be conside-
red to belong to an iid sequence (See Figure 3.4 (c) and (d)).
Another problem with windows of size significantly smaller than the cell dia-
meter is that the velocity values of individual cells at the leading edge are over-
represented and affect the overall distribution. This effect can be analysed by loo-
king at the similarity between the left and right velocities of the in-vitro and in-silico
data. Since the cells on each side come from a common monolayer, they are subject
to the same biological conditions. As such, we expect the velocities from the left and
right sides to exhibit the same statistics. A general observation from the in-silico and
in-vitro data is that for windows of size significantly smaller than the cell diameter,
the velocity distributions of each side differ while for windows whose sizes are si-
milar to that of the cell diameter, the distributions more closely resemble each other.
To illustrate this, we simulate the agent-based model with the parameters in Table
3.1. Violin plots of the velocity distributions for the left and right velocities corre-
sponding to windows of size 1, 2, 10 and 12µm are presented in Figure 3.5 (b). For
windows that are smaller than the cell diameter, the velocity distribution of the left
and right interfaces differ but for windows whose sizes are similar to that of the cell
diameter, the distributions are more similar. The similarity between the left and the
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right velocity distributions can be quantified using the Kolmogorov-Smirnov (KS)
distance, Eq. (3.14). In Figure 3.5 (a) we plot the mean KS distance between the left
and right velocities for 500 simulations of the agent based model using the parame-
ter values listed in Table 3.1, and we observe that the mean KS distance decreases as
the window size increases.
We account for the statistical problems associated with windows which are sig-
nificantly smaller than the cell diameter, by including the KS distance in the objective
function. We evaluated this objective function for agent-based model simulations
with different motility and proliferation rates. In this case, the optimal window size
is the cell diameter and this window gave the best fit and the best similarity between
the left and right velocities (see Section 3.5). Deviations from this result indicates la-
teral movement of the cells.
(a) (b)
(c) (d)
Figure 3.4: Plot of sample autocorrelation functions of left velocities corresponding to di-
fferent window sizes for an agent-based simulation with the parameters in Table 3.1. We
consider windows of size: (a) 1, (b) 2, (c) 10 and (d) 12µm. For each integer k between 0 and
20 we plot the sample autocorrelation with time lag k with a horizontal line. The velocities
show high correlation between neighbours for windows of size significantly smaller than
the cell diameter, while for windows whose sizes are similar to that of the cell diameter, the
autocorrelation values are within the expected confidence interval of an iid sequence that
follow a normal distribution N (0, 1/n) where n is the number of velocities.
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(a) (b)
Figure 3.5: (a) Mean KS distance for the left and right velocity distributions while varying the
window size. (b) Violin plots of the left and right velocities in blue and green, respectively,
for different windows of size: 1, 2, 10 and 12 µm.
3.5 Sensitivity analysis of the quantification methods
We start analysing the MEV method performance against the area and the closure
rate methods by investigating how each quantification method is affected by the cell
migration and proliferation rates. Our aims are to assess how the proliferation rate
changes the migration measurements and how does the variability of the migration
measurements changes as the cell migration and proliferation rates change.
We use the agent-based model and vary the migration and proliferation proba-
bilities for fixed initial conditions. We decompose the parameter space of migration
and proliferation probabilities [0, 1] × [0, 0.01] into a regular 11× 11 grid with 121
parameter pairs (pm, pp). For each parameter combination, 500 simulations were
performed and the migration rates analysed using the three quantification methods.
We investigate first how the windowed velocities are affected by the rates of cell
migration and proliferation. To calculate the optimal window we consider in the ob-
jective function all simulations under the same parameter combination. In Figure 3.6
(a) we present a contour plot of the mean windowed velocity which shows how, as
the relevant probabilities increase, the mean velocity increases. A similar trend is
observed for the standard deviation (see Figure 3.6 (b)).
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Figure 3.6: Sensitivity analysis of the window velocities with respect to the agent-based
model parameters. We analyse the variability of the windowed velocities with respect to the
proliferation and migration probabilities (pm, pp) ∈ [0, 1] × [0, 0.1]. In (a) and (b), we plot
the mean and the standard deviation of windowed velocities of 500 simulations under each
of these 121 parameter pairs.
We analyse the variability of the closure rate and the area methods with respect
to the proliferation and migration rates as well. In Figure 3.7 (a) and (b) we plot
the mean and standard deviation of the closure rates for the 500 simulations, respec-
tively. The standard deviation of the closure rate is significantly smaller than the one
for the windowed velocity and the area method. Similarly as in the velocity distri-
bution case, as the migration and proliferation probabilities increase, the closure rate
measurement increases.
We measure the percentage wound area at 6 hours. For most parameter values
considered the standard deviation is smaller than 4. Unlike the MEV and the closure
rate methods, the standard deviation of the percentage wound area is highest when
the motility probability is highest and the proliferation probability lowest. The stan-
dard deviation is the lowest, almost zero, when both the proliferation and motility
probabilities are at their highest or lowest values. For the area method, as the proba-
bilities increase, the mean percentage area decreases. In Figure 3.7 we observe a si-
milar behaviour when we compare the percentage wound areas at other time points.
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Figure 3.7: Sensitivity analysis of the closure rate measurements and the percentage wound
area with respect to the agent-based model parameters. We analyse the variability of the area
and the closure rate with respect to the proliferation and migration probabilities (pm, pp) ∈
[0, 1]× [0, 0.1]. In (a) and (b) we plot, respectively, the mean and the standard deviation of
the percentage wound area of 500 simulations under each of these 121 parameter pairs. In
(c) and (d) we plot the mean and the standard deviation of the closure rate measurements.
To clarify the difference between the measurement distributions, in Figure 3.8 we
construct the violin plots of the measurements as the motility parameter varies and
for a fixed proliferation probability (pp = 0.1). While for the closure rate method
and the windowed velocity, the measurements increase as the motility parameter
increases, the percentage wound areas decrease as we increase the motility parame-
ter.
(a) (b) (c)
Figure 3.8: Violinplots for measurements associated with the three quantification methods
while the motility probability and the proliferation probability is held fixed at pp = 0.01. We
consider the violinplot of the distribution of (a) window velocities (b) closure rates and (c)
areas of 500 simulations for each parameter pair considered.
Finally we analyse the variability of the fitness function with respect to the pa-
rameters of the agent-based model. In Figure 3.9 we plot the fitness function as the
motility parameter varies and the proliferation probability is held fixed at pp = 0.01.
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For all motility parameters considered ,the differences between the fitness functions
are not significant and the maximum is attained at w = 10. We observe that the
optimal window is the preset cell diameter of the agent-based model. This analysis
shows that the optimal window size of the objective function in Eq. (3.15) is the cell
diameter size for the cell migration and proliferation rates considered. This observa-
tion is true for all parameter pairs except when pm = pp = 0 which is when the cells
do not present any dynamics, which is biologically unrealistic.
Figure 3.9: Sensitivity analysis of the fitness function when varying the agent-based model
parameters. We consider different motility parameters and fixed the proliferation probabi-
lity at pp = 0.01.
These results showed us that the MEV and the closure rate method produce si-
milar mean closure rates and velocity values. We observed also that the distribution
of windowed velocities of simulations under the same parameter pair have a larger
variance than the closure rates values. The percentage wound areas for simulations
under the same parameter pair in general also have a smaller variance than the win-
dowed velocities. The variance of the measurements will affect how well the the
measurements characterise the simulations that belong to the same parameter pair.
We study the performance of the quantification methods to characterise simulations
that belong to the same parameter pair in the next section.
3.6 Validation of the quantification method through in-silico
data
3.6.1 Classification performance test
In order to assess the performance of the three quantification methods in a controlled
way, we use the agent-based model to generate in-silico scratch assays data. In par-
ticular, we compare the ability of the different methods to distinguish between cell
populations with different proliferation and migration parameters. We consider the
following classification test:
1. We fix a focal parameter combination Pˆ = (pmˆ, p pˆ) ∈ [0, 1]× [0, 0.01] and run
n simulations of the agent-based model using these parameter values.
2. We decompose the parameter space of migration and proliferation probabili-
ties [0, 1]× [0, 0.01] into a regular 11× 11 grid with 121 parameter pairs (pm, pp).
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For each parameter combination, we run n simulations of the agent-based
model.
3. We calculate the cell migration rate in all simulations using the three quan-
tification methods. The migration measurements are windowed velocities,
closure rates or areas at specific time points, depending on the quantification
method.
4. For each quantification method, we determine whether the migration mea-
surements of each sampled parameter combination (pm, pp) are statistically
significantly different from those for the focal parameter pair Pˆ. We perform
two tests: the two-sample Kolmogorov-Smirnov test and the unpaired two-
sample t-test, to which we refer as the K-S test and t-test, respectively. We fix a
p-value < 0.05 to define statistical significance.
We consider a K-S test and a t-test to test for differences at the distribution level and
in the mean. We test our data for normality and in case the migration measurements
are not normally distributed, we consider a Wilcoxon rank-sum test. We account for
stochasticity of the agent-based model by repeating this test for 20 times and analyse
the mean and variance of the classification results.
When applying the classification test for the MEV method, we consider a global
optimal window size for determining the windowed velocities of the simulations.
In this way, we obtain the same number of windowed velocities for each simulation.
To determine this global optimal window, we consider a weighted sum of the indi-
vidual objective functions of each simulation (see Eq. (3.19)). When applying the
classification test to the area method, we must specify the time point at which the
wound areas are measured and compared. We fix the comparison time to be half the
time it takes the leading edges to touch each other in the first simulation, which is a
common choice in an experimental setting.
3.6.2 Performance analysis
We assume that the focal parameter combination, Pˆ = ( pˆm, pˆp), takes values in
{0.1, 0.5, 0.9} × {0.01, 0.05, 0.09} in order to test the classification for small, medium
and high values of cell migration and proliferation in our parameter space. We con-
sider n = 4 simulations as the sample size for our test, so as to coincide with experi-
mental settings in which four samples are typically used. We repeat the classification
test 20 times to produce results that account for the stochasticity of the system.
In Figure 3.10, we plot the results of the mean behaviour of the classification
tests when considering the K-S test and the three focal parameter combinations:
Pˆ = (0.1, 0.01), (0.5, 0.01) and (0.9, 0.01). On each plot, the focal parameter com-
bination is indicated by a red circle. At each position (pm, pp), we plot a circle whose
colour corresponds to the percentage of times the migration measurements of that
parameter pair are statistically significantly different to those for the focal parame-
ters Pˆ with respect to the colourbar at the left of the plots. For parameter pairs diffe-
rent from the focal parameter, (pm, pp) 6= Pˆ, the percentage of times the migration
measurements of that parameter pair are statistically significantly different to those
for the focal parameters Pˆ is smaller than 100%, is an indication of the presence of
false negative results. For the focal parameter, (pm, pp) = Pˆ, if this percentage is
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higher than 0% then it indicates the presence of false positive results. We note that
for Pˆ = (0.1, 0.01), the method does not produce false negative results: the K-S test
indicates that the windowed velocities from simulations of parameter pairs different
from the focal parameters, (pm, pp) 6= Pˆ, are statistically significantly different to the
windowed velocities from simulations of the focal parameter pair 100% of the time
(Figure 3.10 (a)). For Pˆ = (0.5, 0.01), there are four parameter pairs for which the
velocities were 80%, 85%, 85% and 95% times statistically significantly different to
those for the focal parameter (Figure 3.10 (b)). For Pˆ = (0.9, 0.01), the number of
parameter pairs for which the percentage is not 100% increases (Figure 3.10 (c)). We
observe that as the migration rate increases, the classification performance worsens.
The intra-sample difference is accounted for when considering the classification tests
for the parameter pair (pm, pp) = Pˆ. We observe that the method gives false positive
results fewer than 34% of the time. This percentage decreases as the proliferation
probability increases (see Appendix A.1).












Figure 3.10: Plots of the mean behaviour of the classification tests for the monolayer edge ve-
locimetry method. The classification tests are performed by considering a K-S test, a sample
set of n=4 simulations and the focal parameters (a) Pˆ = (0.1, 0.01), (b) Pˆ = (0.5, 0.01), and (c)
Pˆ = (0.9, 0.01). In each plot at each parameter pair (pm, pp), the colour of the circle denotes
the percentage of times the migration measurements of that parameter pair are statistically
significantly different to those for the focal parameter Pˆ. We indicate the focal parameter
pair with a red circle. The plots illustrate how the classification performance of the method
varies as the migration parameter varies. The method performs better when the migration
parameter is small.
By applying the classification test to simulations generated using the same pa-
rameter values as the focal parameter set, we can establish the degree of similarity
between velocity distributions from simulations generated using the same set of pa-
rameter values. Another more common way to assess this is to consider a set of
simulations under the same parameter combination and analyse if there are statis-
tical significant differences between the velocity distributions. For each parameter
pair in our sampled parameter space, we consider a set of 4 simulations and apply
a Kruskal-Wallis test between the velocity distributions of each simulation. We con-
sider a Kruskal-Wallis test since the velocities do not follow a normal distribution. To
account for the stochasticity of the agent-based model, we repeat this test 100 times.
In Figure 3.11 we plot the percentage of times the Kruskal-Wallis test detected a sta-
tistically significant difference between the velocity distributions. We observe that
as the proliferation and the motility probabilities decrease, the percentage of times
that the Kruskal-Wallis test detected no statistically significant differences, increases.
In general the percentages are between 30 and 40 percent which indicates a high va-
riability between the velocity distributions under the same parameter combination.
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Figure 3.11: Contour plot of the percentage of times the Kruskal-Wallis test detected no
differences between the velocity distributions from simulations under the same parameter
combination.
3.6.3 Statistical comparison performance of MEV to standard migration
quantification methods
We compare the classification performance of the MEV method with the closure rate
and the area methods [90, 153]. As before, the focal parameter combination, Pˆ, takes
values in {0.1, 0.5, 0.9} × {0.01, 0.05, 0.09}. We consider n = 4 simulations as the
sample size and repeat the classification test 20 times.
In Figure 3.12, we plot the mean behaviour of the classification tests for the three
quantification methods by applying the K-S test and the focal parameter combina-
tions Pˆ = (0.1, 0.01), (0.5, 0.01) and (0.9, 0.01). We observe that for a focal parameter
pair, the MEV method yields fewer incorrect classifications. We also observe that
as the proliferation rate increases, the percentage number of incorrect classifications
increases for the three methods.
The results of the classification tests for all other focal parameter combinations
in {0.1, 0.5, 0.9} × {0.01, 0.05, 0.09} are presented in the Appendix A.1. Overall we
observe that our method outperforms the closure rate and the area method. For all
focal parameter combinations tested, the MEV method yields a greater percentage
of correct classifications. The performance of the area method is the worst while the
performance of the closure rate method is intermediate between our method and
the area method. The performance of all three methods declines as the values of the
migration and proliferation rates of the focal parameters Pˆ increase. The optimal
window sizes for each classification test are of similar size as the cell diameter.
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Figure 3.12: Series of plots showing how the performance of the three quantification me-
thods changes as the migration rate of the focal parameters varies. In each plot, the colour
of the circle at each parameter pair (pm, pp) indicates the percentage of times the migra-
tion measurements associated with the parameter pair are statistically significantly different
from those associated with the focal parameters Pˆ. The focal parameters Pˆ are indicated by
a red circle. The results reveal that the monolayer edge velocimetry method yields a better
statistical classification than the other methods. We note also the performance of all three
methods declines as the migration rate of the focal parameters Pˆ increases.
3.6.4 Performance analysis considering non-smooth leading edges
We have analysed the classification performance of the MEV method through agent-
based model simulations. These simulations were initialised using ideal (i.e. smooth)
initial conditions such as that depicted in Figure 3.2. We now analyse the per-
formance of the quantification method for initial conditions with irregular leading
edges. We obtain realistic initial conditions for the agent-based simulations, from
the initial images of the in-vitro scratch assays. We use only 20 initial images from
the 24 scratch assays since four assays have large holes within the monolayer. The
20 initial images of the in-vitro scratch assays can be seen in Figure 3.13.
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Figure 3.13: Initial images of the in-vitro assays that are used as the initial condition of the
agent-based simulations.
We perform 500 simulations of the agent-based model randomly selecting as an
initial condition one of the 20 initial images of the in-vitro scratch assays. We apply
the three quantification methods to the simulations and perform the same classi-
fication performance test that was introduced in Section 3.6.1. As in the previous
section, we assume the focal parameter combination, Pˆ = ( pˆm, pˆp), takes values in
{0.1, 0.5, 0.9} × {0.01, 0.05, 0.09}, we consider n = 4 simulations as the sample size
and repeat the classification test 20 times.
We include the results of all the classification tests for all the possible focal pa-
rameter combination values in Appendix A.1. To compare the performance of the
quantification methods for smooth and irregular leading edges, in Figure 3.14 we
present the results of the classification method for the focal parameter Pˆ = (0.5, 0.05)
when considersing smooth leading edges (left) and non-smooth leading edges (right).
The performance of all quantification methods decreases when analysing the non-
smooth leading edges. The area method performs worst; it is unable to detect signif-
icant differences for most of the parameter pairs in the parameter space. The MEV
method is superior to the other methods for smooth and non-smooth leading edges,
and this trend persists for all other focal parameter pairs considered (see Appendix
A.1).
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Figure 3.14: Plots of the mean behaviour of the classification tests of the three quantification
methods when considering smooth (left) and non-smooth leading edges (right). The classi-
fication tests are performed by considering a K-S test, a sample set of n=4 simulations and
the focal parameter Pˆ = (0.5, 0.05). In each plot, at each parameter pair (pm, pp), the colour
of the circle denotes the percentage of times the migration measurements of that parameter
pair are statistically significantly different to those for the focal parameter Pˆ. We indicate the
focal parameter pair with a red circle. The results reveal that the monolayer edge velocime-
try method yields a better statistical classification than the other methods when analysing
ideal and non smooth leading edges. We note also that the performance of all three methods
declines when the data are non-smooth.
3.7 Application of the quantification methods to in-vitro data
We quantify the migration velocity of scratch assays for the different cell types using
the MEV method. We determine the global optimal window by calculating the objec-
tive function for the 24 scratch assays. We vary the window size w from 1 to 500µm
with a step size of 1µm and use Eq. (3.7) to calculate the objective function F(w). The
objective function and the three fitness functions that contribute to its calculation are
shown in Figure 3.15. The maximum value is attained for a window size of 16µm.
For a fixed window size (w = 16µm), we use a linear approximation to describe the
position over time of the fronts and determine the 64 representative windowed ve-
locities for each scratch assay and visualise their boxplots in Figure 3.16.
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Figure 3.15: Plot of the objective function for the in-vitro data. The optimal window size,
w∗ = 16 µm is indicated with a dashed line in red.
Figure 3.16: Boxplots of the windowed velocities with respect to the optimal window size
16 µm for each experimental scratch assay.
We present the plots of the three fitness functions that contribute to the objective
calculation, applied to the in-vitro data in Figure 3.15 .
(a) (b) (c)
Figure 3.17: Plot of the fitness functions that constitute the objective function: (a) Fitresid, (b)
FitRsquared and (c) FitKSdistance . The functions have been rescaled so their values are between 0
and 1.
3.7.1 Statistical classification by the MEV method
After grouping the velocities of scratch assays from the same cell type, the migration
rate of each cell group is represented by 256 velocities. The boxplots associated with
the velocity distributions for the six groups are shown in Figure 3.18. To determine
how different the migration rate of cell group S1 is from the others, we perform a
51
Chapter 3. Migration quantification method for scratch assays
K-S test to test the null hypothesis that the velocities from group S! and one of S2, S3,
. . ., S6 come from the same distribution. The null hypothesis was rejected for groups
S2, S3 and S4 with statistical significance level of pvalue ≤ 0.0001. The null hypothe-
sis was rejected for group S6 with statistical significance level of pvalue ≤ 0.05. For
group S5, the null hypothesis was not rejected. We performed a t-test between S1
and each of the other groups to determine whether the mean difference is statisti-
cally significant. The mean difference between the velocities for cell groups S1 and
S2, S3 and S4 is statistically significant at the 0.0001 level. There was statistical sig-
nificance in the mean difference with respect to S6 at the 0.05 significance level. The








Figure 3.18: Statistical analysis of the experimental data using the MEV method. The mi-
gration measurements are grouped into the six different groups (S1-S6). Above the data, in
black, we have reported the statistical significance results from performing a K-S test with
respect to the S1 group. Below the data, we have done the same for the t-tests. Considering
the windowed velocities, with respect to the K-S test and t-test, the null hypothesis was re-
jected when testing group S1 against group S2, S3 and S4 at the 0.001 significance level. The
statistical significance level is encoded in the symbols: *:= pvalue ≤ 0.05, **:= pvalue ≤ 0.01,
***:= pvalue ≤ 0.001 and ****:= pvalue ≤ 0.0001.
We present the results of performing the unpaired two-sample t-test (t-test), the
Wilcoxon rank-sum test and the two-sample Kolmogorov-Smirnov test (K-S test)
between the migration measurements of the S1 group against the other groups’ mea-
surements. We fix a p-value < 0.05 to define statistical significance. We indicate in
each row the statistical test performed and in each column we indicate if the hypo-
thesis was rejected (h = 1) or not (h = 0), and the corresponding p-value for each
hypothesis test. The exact value of the pvalue for each test is reported in Table 3.2.




































Table 3.2: Hypothesis test results comparing S1 and the other groups’ windowed velocities.
In each row the statistical test performed is indicated.
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Each scratch is represented by a group of 64 representative windowed veloci-
ties and there are four scratches per cell line. We analyse if there are statistically
significant differences between the velocity distributions of scratches from the same
cell line. Since the velocity distributions are not distributed normally, we assess sta-
tistically differences between the velocities from different scratches using the non-
parametric Kruskal–Wallis test. For each cell line in Table 3.3 we include the p-value
when assessing statistically significant differences. We notice that for all the groups
the p-value is smaller than 0.05 so there are statistical significant differences between
the distributions. This result is expected since for the in-vitro data we observed that
even if the simulations are from the same parameter combination, the null hypo-
thesis is rejected for the Kruskal–Wallis test, i.e. there are statistically significant
differences between the distributions (see Section 3.6.2 ).
S1 S2 S3 S4 S5 S6
p-value 7.389e-22 5.418e-05 7.407e-08 8.848e-19 2.945e-34 3.822e-08
Table 3.3: Results of the Kruskal-Wallis tests when analysing if the velocity distributions of
scratches from the same cell line have statistical significant differences. The table shows the
p-value of the Kruskal-Wallis test for each cell line. If the p-value is smaller than 0.05, the test
concludes that there is a statistically significant difference between the velocity distributions.
For each cell line, we consider the largest subset for which there is no statistically
significant difference between the velocity distributions. In Table 3.4 we show the
p-values of applying the Kruskal-Wallis test to these subsets.
S1 S2 S3 S4 S5 S6
p-value 1.041e-01 1.893e-01 9.127e-01 6.269e-01 5.356e-01 8.938e-01
Table 3.4: Kruskal-Wallis results for analysing the within-group and between-group varia-
tion of each cell line of the in-vitro data.
We group the velocities of each cell line such that the intra-group and inter-
sample variance are not statistically significant and perform a t-test, Wilcoxon rank
sum test and Kolmogorov Smirnov test between the windowed velocities of cell
group S1 against the windowed velocities of each of the other groups. We include
the results of the statistical tests in Table 3.5.




































Table 3.5: Statistical analysis of the experimental data using the MEV method. We compare
the windowed velocities of the cell group S1 against the windowed velocities of each of the
other five groups. In each row the statistical test performed is indicated.
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Table 3.5 reveals statistically significant differences between the windowed ve-
locities of the cell group S1 and the windowed velocities of all the other groups. The
MEV method detects more differences than before.
3.7.2 Comparison of the statistical classification from other standard mi-
gration quantification methods
We now compare the statistical results of our quantification method against those
for the area and closure rate methods. In Figure 3.19 we plot the closure rates of
each group and report the results from performing the K-S test and t-test between
S1 and the other groups. We consider this comparison since it was the one our ex-
perimental collaborators were interested. S3 was the only group for which the null
hypothesis of the K-S test and the t-test was rejected at the 0.05 significance level.
When we performed the statistical tests for the percentage area measurements, no
significant difference was found. In Table 3.6 and 3.8 we include the results of the
K-S and t-tests for the percentage wound area measurements.
*
*
Figure 3.19: Statistical analysis of the experimental data using the closure rate method. The
closure rates are grouped into the six different groups (S1-S6). Above the data, in black, we
have reported the statistical significance results from performing a K-S test with respect to
the S1 group. Below the data, we have done the same for the t-tests. The null hypothesis
was rejected at the significance level of 0.05 between S1 and S3. The statistical significance
level is decoded in the symbols: *:= pvalue ≤ 0.05, **:= pvalue ≤ 0.01, ***:= pvalue ≤ 0.001 and
****:= pvalue ≤ 0.0001.
We present the results of performing the unpaired two-sample t-test (t-test), the
Wilcoxon rank-sum test and the two-sample Kolmogorov-Smirnov test (K-S test)
between the migration measurements of the S1 group against the other groups’ mea-
surements. We fix a p-value < 0.05 to define statistical significance. We indicate in
each row the statistical test performed and in each column we indicate if the hypo-
thesis was rejected (h = 1) or not (h = 0), and the corresponding p-value for each
hypothesis test.
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Table 3.6: Hypothesis test results comparing S1 and the other groups’ closure rates. In each
row the statistical test performed is indicated.
The evolution of the percentage wound area of each scratch assay during the
course of the experiment is shown in Figure 3.20.
Figure 3.20: Evolution of the percentage wound area during the course of the experiment of
each scratch assay. Experiments of the same cell group are plotted with the same colour.
We calculated the time of comparison for the different groups, and the results are
presented in Table 3.20.
S2 S3 S4 S5 S6
Time of comparison (hr) 21 15 13 13 15
Table 3.7: Comparison times for the wound percentage areas of the different groups. The
time of comparison was set to be half the time it takes for the first scratch being compared in
which the leading edges touch.
The wound percentage area at the comparison times are shown in Figure 3.21.
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(a) t = 21 hr (b) t = 15 hr (c) t = 13 hr
Figure 3.21: Percentage wound area between S1 and the other groups at the time of compa-
rison.
The results of the statistical tests applied to the percentage wound area at the
times of comparison are shown in Table 3.8.




































Table 3.8: Hypothesis test results comparing S1 and the other groups’ percentage wound
areas. In each row the statistical test performed is indicated.
3.8 Discussion
In this chapter we have introduced a new migration quantification method for scratch
assays that characterises the horizontal component of the front velocity of cell mono-
layers. The method involves three steps: (1) determination of an optimal window
w∗ with which to approximate the cell front by a function which is piecewise cons-
tant in segments of length w∗; (2) approximation of the interface with respect to the
window size w∗ at each time point; and (3) linear approximation of the position over
time of the interface in each of these windows. In this way we characterise cell mi-
gration in the scratch assay by the slopes of a series of linear approximations to the
interface position over time in these windows. The optimal window is chosen to be
the one that best fits a constant velocity profile and for which the left and right front
velocities can be considered to be samples from the same distribution.
We used an agent-based model that mimics the scratch assay, to tested the ability
of our quantification method to distinguish between cell lines with known cell mi-
gration and proliferation rates. As the migration and proliferation rates increased,
the mean and variance of the windowed velocities increased. This behaviour was
expected since increases in cell migration and proliferation rates increase the inter-
face velocity and the variance of the system increases as the migration and prolife-
ration rates increase. We observed that the optimal window size matched the cell
size given for the agent-based model. By comparing our quantification method with
two existing methods, we observed that our method outperforms both yielding a
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greater percentage of correct classifications than the other methods across a range of
parameter values. Our method also made significantly fewer statistical errors than
the other two tested methods. Despite being widely used, the performance of the
area method was the worst, while the performance of the closure rate method was
intermediate between our method and the area method. The poor performance of
the area method is due to the presence of irregular cell-free areas and to the indi-
rect quantification of migration by a single time-point measurement as we observed
when analysing the non-smooth leading edges. The poor performance of the closure
rate method is also related to irregularities in the data since it effectively quantifies
migration from the slope of the linear approximation to the mean position of the in-
terface over time.
After showing that our quantification method performs well on in-silico data, we
then used it to analyse our experimental data set. We calculated an optimal window
size of 16 µm, which is of the same order as the mean cell diameter size, and then
determined the corresponding windowed horizontal velocities. By performing two
sample Kolmogorov-Smirnov (K-S) and unpaired two-sample t-tests, we identified
a statistically significant difference between the S1 group and groups S2-S4. The K-S
test also indicated statistically significant differences with respect to group S6. We
used these two tests since we wanted to detect differences at the distribution level
(through the K-S test) and at the mean level (through the t-test). The closure rate
method only detected statistically significant differences between S1 and S3. The
closure rate data are of poor quality: more samples or new samples with smoother
leading edges are needed to analyse the migration rate with this method. The area
method was unable to detect any statistically significant differences in the dataset.
Even when we tried different time points, there was no significant difference. We ob-
served that the S1 cell group also exhibited the highest levels of expression of target
genes associated with malignancy and poor prognosis, when analysed by qRT-PCR
techniques (data not shown) in agreement with the detected significant differences
in migration.
This study has some limitations which could be addressed in future work. For
the in-vitro experiments, the scratch was created by the removal of silicone inserts. It
has been observed that the removal of silicone inserts can damage the culture surface
coating and affect the cell migration rate [143]. We assume this effect is present in all
cell samples so the comparative migration analysis performed by the quantification
methods is not affected. Using our quantification method, we would be able to es-
tablish how the different procedures for creating the scratch affect migration rates.
The statistical performance of our quantification method can be further validated on
publicly available wound healing experiment data sets such as those in [230], which
provide sets of assays and replicates under different experimental conditions. We
observed that there is a high variability between velocity distributions under the
same parameter, this behaviour can give rise to false positive classifications as we
observed in the in-silico data. This weakness can be addressed by characterising the
dynamics of the scratch assays with additional information such as the evolution
of the pair-correlation function over the scratch domain [5]. In spite of that the cla-
ssification performance of our quantification method is superior to the area and the
closure rate method. In this study, the agent-based model accounted solely for pro-
liferation and migration events. Additional interactions could be included to give a
more realistic description of the scratch assay and the impact of how these factors
affect the quantification method could be assessed. The quantification algorithm
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assumes a linear approximation of the horizontal cell monolayer displacement. Our
method could be adjusted to account for an initial phase during which the cells react
to the presence of the wound, so the cell monolayer front position over time can be
fitted to a Richards function, a non-symmetrical sigmoid function, as in [207]. Cu-
rrently the method does not address image boundary effects that could potentially
affect the quantification. The method could be improved to allow it to deal with the
image boundary in a more precise way. One of the drawbacks of our quantification
method is the uncertainty in the optimal window size since it depends on the sam-
ples. However, in our study we found that the optimal window size is of the order
of the mean cell diameter and the statistical power and measurements of the quan-
tification method are the same for window sizes of the same order. If the mean cell
diameter is known, then the optimisation procedure can be omitted and the linear
approximation can be performed using the mean cell diameter as the window size.
The framework can also be extended to consider a time-dependent velocity field
across the full monolayer, such as Cell Image Velocimetry (CIV) [159]. The challenge
in this case would be to determine to which measurements we should apply statis-
tical tests to detect significant differences in migration rates.
In summary, we have introduced a new method for migration quantification of
typical scratch assay data, which can be of low quality. Many of the challenges we
have overcome with our method could be avoided through improved experimental
design. However, the latter would require: repeating the experiment or using more
sophisticated experimental tools to create the same degree of confluence and uni-
form “wounds”. These are costly solutions. We note that our quantification method
can be applied to the existing data. Furthermore, through the classification test based
on in-silico data, we show that even when the quality of the scratches is ideal, our




Age-structured model that captures
delayed logistic proliferation
behaviour in scratch assays
Mathematical models can help in the detection of the underlying mechanisms res-
ponsible for experimental observations. Analysing a mathematical model of a bi-
ological phenomenon can help us in the understanding of the main mechanisms
underlying the observed phenomenon and highlight gaps in our understanding.
In this chapter we introduce an age-structured model that accounts for the di-
fferent proliferation phases that have been previously observed experimentally in
scratch assays [118]. Parts of this chapter are based on the peer reviewed publica-
tion: [179].
4.1 Motivation
As we mentioned in Sec.1.2 several mathematical models have been developed to
describe scratch and proliferation assays and to test hypotheses concerning the me-
chanisms that govern cell migration and proliferation. Given the importance of cell
migration and proliferation in biology, it is imperative to evaluate how well mathe-
matical models describe these processes and analyse if they are capable of replicating
experimental observations. If they are not, then it is necessary to investigate which
of the mechanisms that were neglected need to be included, or if some biologically
relevant mechanisms have yet not been discovered.
In [118] the ability of the logistic growth model to describe cell proliferation in
scratch assays was studied. A series of scratch and proliferation assays using PC-3
prostate cancer cells were performed and the changes in cell density in two subre-
gions located far from the scratch were quantified (see Section 1.1.2 for a description
of scratch and proliferation assays). These two subregions were chosen so that the
changes in cell density were not due to cell migration which occurs at the border of
the scratch. To assess the suitability of the logistic growth model, the authors ana-
lysed the model fit to experimental data regarding the per capita growth rate of the
experimental data, σ(N) = dNdt
1
N , as a function of the cell density, N. Calibrating
solutions of the logistic model to the experimental data showed a good fit for both
assays, however, analysing the per capita growth rate revealed different behaviours
between the proliferation and the scratch assays. The authors observed that for pro-
liferation assays, the per capita growth rate could be well described by a linearly
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decreasing function of the cell density (see Figure 4.1 (c)), a result consistent with
the logistic model. However, for the scratch assay data, during the first 18 hr of
the experiment, the per capita growth rate was found to increase with cell density,
whereas for 8 ≤ t ≤ 48 hr, the per capita growth rate was found to decrease appro-
ximately linearly with the cell density (see Figure 4.1 (d)).
Proliferation assay Scratch assay
(a) (b)
(c) (d)
Figure 4.1: Experimental data from the proliferation and scratch assays performed in [118].
The authors consider three replicates for three initial degrees of confluence. In (a) and (b)
the mean and the standard deviation of the cell population are plotted for each initial degree
of confluence (denoted by the different colours). In (c) and (d) the mean and the standard
deviation of the per capita growth rate σ(N) = dNdt
1
N is plotted with respect to the mean cell
population N. For plots (c) and (d) we consider only the assays with the highest degree of
confluence, the plots for the other degrees of confluence can be found in Appendix B.2. We
calculate the per capita growth rate in the same way as in [118]. A biphasic trend can be
observed in (d) (for the scratch assay) but not in (c) (for the proliferation assay).
Guided by their experimental observations, the authors in [118] proposed that
cell proliferation in scratch assays involves two phases: an initial disturbance phase
during which proliferation is not logistic and a growth phase during which prolifera-
tion is approximately logistic, see Figure 4.2 for a schematic representation of their
hypothesis. Since this behaviour was not observed in the proliferation assays, the
authors concluded that it was caused by the scratching procedure. They hypothe-
sised that scratching might create chemical or mechanical disturbances but did not
test their hypothesis.
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Figure 4.2: Schematic illustration of the proliferation phases present in proliferation and
scratch assays postulated by [118]. The proliferation assays only exhibits the growth phase
while the scratch assay exhibits first a disturbance phase and then the growth phase.
In this chapter, we show that a nonlinear age-structured model can account for
the disturbance and growth phases observed in scratch assays. We refer to age of a
cell as the time elapsed since cell division.
By considering an age-structured model we can investigate how heterogeneity in
the cell population age distribution affects the total cell population dynamics. Pre-
vious work has shown that heterogeneity in cell age distribution may still generate
logistic growth at the population scale [117]. Other age-structured models have de-
scribed how the cell age distribution can affect the overall cell population dynamics
in scratch assays: the speed with which the cells invade the vacant region [81, 220],
the efficacy of anti-cancer drugs, particularly phase-specific drugs [26] and the influ-
ence of growth factors [27]. Agent-based models have also been considered to study
the effect of heterogeneity in cell age distribution on the overall dynamics in in-vitro
assays [223, 224].
We consider an age-structured model that was first introduced in [53]. The model
considers the interplay between a single cell population and the resource concen-
tration available in the substrate. The model assumes a resource-dependent G1/S
transition age, above which, cells are able to proliferate. This critical age naturally
divides the cell population into “immature” and “mature” cells. By studying the
dynamics of the full system in terms of these subpopulations, we are able to find
conditions under which the cell population evolution is of logistic-type and the per
capita growth rate follows a biphasic behaviour. We verify our predictions via nume-
rical simulations and show that the resource concentration regulates the disturbance
phase.
4.2 Age-structured model with resource-regulated prolifera-
tion
To take into account the cell cycle heterogeneity of a cell population, we consider a
model of the McKendrick-von Foerster type [126, 137]. The model considered in this
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work was first used to describe the mean-field dynamics of a stochastic multiscale
model of a cell population with oxygen-regulated proliferation [53]. Here the model
describes the dynamics of an in-vitro cell population assumed homogeneously dis-
tributed in space, like cell cultures in proliferation assays or cells in far away regions
from the wound in scratch assays, as in [118]. We are interested in the population dy-
namics with respect to the resources available in the medium. We denote by n(a, t),
the number of cells of age a at time t. We consider a ∈ [0,∞]. We denote by T > 0 the
duration of the experimental observation. The model focuses on the cell population
proliferation dependence on the growth factors, oxygen and nutrients available in
the medium. We refer to these components as a single, generic resource and denote
it by c(t).
We assume cells mature with constant speed 1, die with rate µ and proliferate
at a rate b(a, c(t)) which we consider to be age and resource-dependent [166, 198].
Combining the above assumptions, it is straightforward to show that the evolution






= −(µ+ b(a, c(t)))u(a, t). (4.1)
We suppose further that when a cell divides it produces two daughter cells of
age a = 0. By considering all possible division events, we deduce that
u(0, t) = 2
∫ ∞
0
b(a, c(t))u(a, t)da. (4.2)
We consider a coarse-grained description of the cell cycle by lumping S, G2 and
M into one phase, so we consider a two phase model G1 and S-G2-M (see Section
1.1.1 for a description of the cell cycle). We focus on the cells’ G1/S transition and
neglect the G0 phase. We assume cells proliferate at a constant rate, τ−1p , provided
they successfully enter the S-G2-M phase. Entry to the S-G2-M phase is regulated by
the G1/S checkpoint which has been shown to depend on the presence of resources
needed for cell growth [75]. Therefore, we assume that the proliferation rate is given
by
b(a, c(t)) := τ−1p H(a− aG1/S(c(t))) (4.3)
where H is the Heaviside function and aG1/S(c(t)) denotes the G1/S transition age,
the age at which a cell passes from the G1 to the S phase. In Figure 4.3 we plot the
proliferation rate b(a, c(t)) at time t ∈ [0, T] .
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Figure 4.3: Contour plot of the proliferation rate b(a, c(t)) (Eq. (4.3)) at time t ∈ [0, T]. In
the blank region, the proliferation rate is 0 while in the shaded region the proliferation rate
is τ−1p .
The G1/S transition age, aG1/S(c) is given as a function of c to capture the depen-
dence of the checkpoint on the available resource concentration. The authors in [53]
describe this dependence by a simple scaling which was derived from analysing an








for c > ccr,
∞ for c ≤ ccr,
where a− and β are positive constants. The positive quantity ccr is the critical re-
source concentration that allows cell proliferation. For high resource values, the
transition age becomes smaller, so the cell requires less time to proliferate. On the
other hand, for resource values slightly higher than ccr, the transition age becomes
bigger and cells take longer to transition to the G1/S phase and to proliferate. For
c ≤ ccr, cells are assumed to enter the hypoxic-induced quiescent state.
If we assume that the resource, c(t), is supplied at a constant rate S and con-
sumed by all cells at a constant rate k, then
dc
dt
= S− kNc, (4.4)
where N(t) =
∫ ∞
0 u(a, t)da denotes the total number of cells at time t.
The full model consists of Eqs. (4.1) - (4.4) and the initial conditions
u(a, 0) = v0(a) for a > 0 and c(0) = c0 where c0 > 0. (4.5)
To fully understand how the age-structured population dynamics is affected by
the G1/S transition age we begin by considering an age-structured model with a
fixed G1/S transition age.
4.3 Simplified model
Let us assume a fixed G1/S transition age, aG1/S(c) := aG1/S, and focus on the dy-
namics of the age-structured model. In this case, the model given by Eqs. (4.1) - (4.4)
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∂a = −(µ+ b(a))u(a, t),
u(0, t) = 2
∫ ∞
0 b(a)u(a, t)da,





τ−1p if a ≥ aG1/S,
0 if a < aG1/S.
in which τp, µ and aG1/S are positive constants.
We analyse the long-time dynamics of this model using the general theory intro-
duced in Sec. 2.1.
4.3.1 Transient and long-time dynamics
Mature and immature subpopulations dynamics
The G1/S transition age, aG1/S, divides the cell population naturally into two
subpopulations: the cell subpopulation whose age is above the G1/S threshold and
can proliferate, and the cell subpopulation whose age is below the G1/S threshold.
As mentioned above, we refer to the cells whose age is above the G1/S threshold
as mature cells, and as immature cells otherwise. Let us denote by X(t) and Y(t),








The full population is given by
N(t) = X(t) +Y(t). (4.8)
Theorem 5. Let X, Y be defined as (4.7). Then X and Y satisfy the following coupled system
of ODEs: {
dX
dt = −µX + 2τ−1p Y− u(aG1/S, t),
dY





v0(aG1/S − t) exp(−µt) for t ≤ aG1/S,
2τ−1p Y(t− aG1/S) exp(−µaG1/S) for aG1/S < t.
Proof. We integrate Eq. (4.6) over [0, aG1/S] and [aG1/S,∞] to obtain the evolution
equations for X and Y, respectively. The expression of u(aG1/S, t) can be determined
using the method of characteristics presented in Sec. 2.1.1. According to Theorem
1, considering β(a, t) = µ + b(a) and γ(a) = 2b(a), the solution of the simplified





− ∫ t0 (µ+ b(a− t + s))ds) for a ≥ t,
u(0, t− a) exp (− ∫ a0 (µ+ b(s))ds) for a < t. (4.10)
Considering a = aG1/S and t ≤ aG1/S in Eq. (4.10) we obtain:
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(µ+ b(aG1/S − t + s))ds
)







= v0(aG1/S − t) exp(−µt). (4.11)
For aG1/S < t







= 2τ−1p Y(t− aG1/S) exp(−µaG1/S). (4.12)
The expression for u(aG1/S, t) in this case is derived using the definition of Y(t) (Eq.
(4.7)) and the boundary condition (Eq. (4.6)).
Analysing these two possible values for u(aG1/S, t) we can obtain a deeper in-
sight into the dynamics of X(t) and Y(t). For t ≤ aG1/S, the system (4.9) reduces
to: {
dX
dt = −µX + 2τ−1p Y− v0(aG1/S − t) exp(−µt),
dY
dt = −[µ+ τ−1p ]Y + v0(aG1/S − t) exp(−µt),
(4.13)
which is a non-homogeneous linear system of ODEs and an explicit solution can be
derived using standard techniques [175].
For t > aG1/S, the system (4.9) reduces to:{
dX
dt = −µX + 2τ−1p Y− 2τ−1p exp(−µaG1/S)Y(t− aG1/S),
dY
dt = −[µ+ τ−1p ]Y + 2τ−1p exp(−µaG1/S)Y(t− aG1/S),
(4.14)
in which the equation of Y(t) is independent of X(t) and it is a linear delay differen-
tial equation with a constant delay aG1/S . By solving the DDE for Y(t), the equation
of X(t) simplifies to a linear ODE and we can solve it with standard techniques [175].
Taking into account this observation, we now describe how to obtain the explicit
solutions of X(t) and Y(t) for t ≤ aG1/S and t > aG1/S.
Corollary 5.1. For t ≤ aG1/S, the explicit formulae for the mature and immature subpopu-
lations X(t) and Y(t) of the simplified age-structured model (Eq. (4.6)) are given by:





















where m(s) = v0(aG1/S − s) exp(−µs).
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Proof. The system (4.13) is equivalent to
dx
dt










and m(s) := v0(aG1/S − s) exp(−µs).




= Aφ, φ(0) = I. (4.17)
where φ is a nonsingular 2× 2-matrix and I is the identity 2× 2-matrix.
Using standard techniques of ODEs [175] the solution of (4.16) is then given by:




where the fundamental solution , φ(t), is given by:
φ(t) =
(






Combining (4.18) with the fundamental solution (4.19), we derive the desired ex-
pressions of X(t) and Y(t).
To derive an explicit solution for X(t) and Y(t) when t > aG1/S, we can solve the
equation for Y(t) using the technique for solving delay differential equations with
constant delay known as the “method of steps” [197]. This method consists of sol-
ving the DDE sequentially in the time intervals [naG1/S, (n + 1)aG1/S] for n ≥ 1. By
doing this, the DDE reduces to a nonautonomous differential equation in each time
interval. We consider the case n = 1 to illustrate the method. In the time interval




= −(µ+ τ−1p )Y + 2τ−1p exp(−µaG1/S)Y(t− aG1/S) (4.20)
with
Y(t− aG1/S) = Yˆ(t) for t ≤ aG1/S, (4.21)
where Yˆ(t) is the value of Y(t) given by Eq. (4.15). Eq. (4.20) is then reduced to a
nonautonomous differential equation which can be solved by standard techniques.
Long-time dynamics
As we discussed in Section 2.1.2, it is enough to determine the Euler-Lotka cha-
racteristic equation and the stable-age distribution of an age-structured model to de-
termine its long time dynamics. The following corollary summarises the long-time
dynamics of Eq. (4.6).
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Corollary 5.2 (Long-time dynamics of the simplified model). For the simplified age-





and the stable age-distribution has the following explicit form:
u(a, t) =
{
κ exp [λ(t− a)− µa] a < aG1/S,
κ exp
[
λ(t− a)− µa− τ−1p (a− aG1/S)
]
a ≥ aG1/S. (4.23)
where κ is a positive constant.
Proof. First we notice that in the simplified model γ(a, t) = 2b(a) and β(a, t) =
µ+ b(a). We now consider Theorem 3, which describes the long-time dynamics of
the age-structured model. The Euler-Lotka characteristic equation is given by using
the values of γ(a) and β(a) in Eq. (2.22). The stable age-distribution is derived
similarly by using the functional forms of γ and β in Eq. (2.23).
For λ = 0 to satisfy the Euler-Lotka characteristic equation (Eq. (4.22)), the G1/S










This equation is obtained by solving Eq. (4.22) for aG1/S while assuming that λ = 0.
This critical value of aG1/S will be referred to as the critical G1/S transition age.
Remark 2. For aG1/S to be positive, the argument of the logarithm needs to be less that 1
and this is possible for
µ < τ−1p . (4.25)
Remark 3. If aG1/S < a∗G1/S then λ > 0 and therefore u(a, t) → ∞ as t → ∞. Similarly,
if aG1/S > a∗G1/S then λ < 0 and therefore u(a, t)→ 0 as t→ ∞.
From the previous corollary and the last remarks, we observe that the G1/S tran-
sition age determines the long time dynamics.
4.3.2 Analysis of oscillatory behaviour
We now investigate the presence of oscillatory dynamics for the long-time dynamics
of X and Y given by Eq. (4.9). We consider the case in which λ = 0 satisfies the Euler-
Lotka characteristic equation, i.e. when dNdt → 0 as t→ ∞where N(t) = X(t)+Y(t).
Since we are interested in the behaviour of the system (4.9) when t 1, we focus
our analysis on the DDE given by Eq. (4.20). From the long-time analysis we obtain
that when λ = 0, the G1/S transition age, aG1/S, is given by (4.24) and substituting
this in Eq. (4.20) results in:
dY
dt
= −[µ+ τ−1p ]Y + [µ+ τ−1p ]Y(t− aG1/S). (4.26)
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= −MY + MY(t− r) (4.27)
where M and r are positive constants.
equation 4.27 is a linear delay differential equation and the standard theorem
of stability for this type of equation is Theorem 4 in Section 2.2. However, we no-
tice that we can not apply this Theorem since λ = 0 is a root of the characteristic
equation. However we are able to arrive at the following results for Eq. (4.27).
Lemma 6. The characteristic roots of the DDE (4.27) are λ = 0 or λ non-zero with Re(λ) <
0.
Proof. Let us consider the characteristic equation for the DDE (4.27):
h(λ, r) = λ+ M−M exp(−λr) (4.28)
A root of the DDE (4.27), λ, is such that h(λ, r) = 0. We notice that λ = 0 is a root of
this function. For a non-zero root of the characteristic equation,
λ = −M + M exp(−λr). (4.29)
Multiplying by r and denoting z = λr ∈ C, we have
z = −Mr + Mr exp(−z). (4.30)
If we write z = x + iy, Eq. (4.30) simplifies to an equation for x and y:
x = −Mr + Mre−xcos(y), (4.31)
y = −Mre−xsin(y). (4.32)
We focus on the real part of z:
x = −Mr + Mre−xcos(y) = Mr (e−xcos(y)− 1) . (4.33)
We prove that x < 0 by contradiction. Let us assume x > 0, then
0 < exp(−x) < 1. (4.34)
Since cos(y) ≤ 1 for an arbitrary value of y by multiplying Eq. (4.34) by exp(−x) we
have
exp(−x) cos(y) ≤ exp(−x) < 1. (4.35)
From Eq. (4.35) we can conclude that
exp(−x) cos(y)− 1 < 0. (4.36)
Considering Eq. (4.36) in Eq. (4.33) and that Mr > 0, we conclude that x < 0. But
this is a contraction, since we assume x > 0. Therefore we have x < 0.
From the previous theorem we can conclude that the solution can be asymptoti-
cally stable or have undamped oscillations that do not increase with time.
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4.4 Full model behaviour analysis
We now analyse the behaviour of the full model (Eqs.(4.1) - (4.4)) taking into consi-
deration what we have learned from the simplified model.
4.4.1 Long-time dynamics
The long-time behaviour of the full model can be described by Theorem 7 [53].
Theorem 7 (Long-time dynamics of the full model). Assuming the average waiting time
to division after the G1/S transition, τp, is smaller than the average cell life span, µ−1, i.e.
τp < µ−1 and that the resource concentration converges to a a positive steady-state value
c∞ > 0 then as t → ∞ the cell population and the resource concentration of the full model




, c∞ = a−1G1/S (a
∗) . (4.37)
where








Proof. Assuming dcdt = 0 in Eq. (4.4) and that the steady value c∞ ∈ R 6= 0 we obtain
(4.37). To analyse the long-time dynamics of the age-structured model, we consider












which we derive by following Theorem (3). Since N∞ is a constant real value then
λ = 0 satisfies the Euler-Lotka equation and the critical G1/S transition age that is
obtained by setting λ = 0 in Eq. (4.39). The value of c∞ is determined by using the
inverse function of the G1/S transition age function.
We notice that as t→ ∞ the dynamics of the full model reduces to the simplified
model with a fixed G1/S transition age given by Eq. (4.38). Therefore the results we
obtain for the simplified model extend to the full model in the long-time limit.
4.4.2 Mature and immature subpopulation dynamics
In Sec. 4.3.1 we defined the mature and immature subpopulations, and investigated
their dynamics in the simplified model. We now analyse the full system with respect
to these subpopulation dynamics.
Let us denote by X(t) and Y(t), respectively, the subpopulations of mature and








where aG1/S(t) := aG1/S(c(t)).
With these definitions, we obtain the following result:
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Theorem 8. Let X and Y be defined as in (4.40) and let n(a, t) and c(t) satisfy the model













































Furthermore, if c(t) ≥ ccr ∀t ∈ [0, T], then the number of cells with G1/S transition age
aG1/S(t) at time t, n(aG1/S(t), t), is formally given by





[µ+ b(s− t + aG1/S(t), c(s))]ds
)
(4.42)
for t ≤ aG1/S(t) and





[µ+ b(s, c(s + t− aG1/S(t)))]ds
)
(4.43)
for t > aG1/S(t).
Proof. Integrating Eq. (4.1) over the domains [0, aG1/S(t)] and [aG1/S(t),∞], we ob-
tain the dynamics of X and Y, respectively. The evolution of c(t) is given by solving
Eq. (4.4) while assuming N(t) is a known function. Finally, the formula for the cell
concentration with G1/S transition age aG1/S(t) at time t, n(aG1/S(t), t), is obtained
by solving the age-structured model by the method of characteristics. The characte-
ristic curves of Eq. (4.1) are the lines a = t + µ where µ is a constant. By solving Eq.
(4.1) along the characteristic curves and taking into account the boundary condition





− ∫ t0 [µ+ b(s− t + a, c(s))]ds) for t ≤ a,
n(0, t− a) exp (− ∫ a0 [µ+ b(s, c(s + t− a))]ds) for a < t. (4.44)
By considering a = aG1/S(t) and n(0, t− aG1/S(t)) in terms of the mature subpopula-
tion Y in Eq. (4.44), we derive the expressions (4.42) and (4.43) for n(aG1/S(t), t).
Theorem 8 reduces the analysis of the full model to the analysis of the system
(4.41). Given Eqs. (4.42) and (4.43), we notice that for t ≤ aG1/S(t), (4.41) consists
of a non-homogeneous coupled linear system of ordinary differential equations that
depends on the initial age-distribution and for t > aG1/S(t), the dynamics of Y is
described by a state-dependent delay differential equation,
dY
dt
= −(µ+ τ−1p )Y + 2τ−1p a(t)Y(t− aG1/S(t)) (4.45)






− ∫ aG1/S(t)0 [µ+ b(s, c(s + t− a))]ds).
Unlike the simplified model, we are not able to determine explicit solutions for
X(t) and Y(t). However we are able to describe the overall proliferation and the
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per capita growth rate in terms of the dynamics of these two subpopulations. Let us
denote by σ(N(t)) := 1N(t)
dN(t)
dt , the per capita growth rate. The following theorem
gives the evolution of the per capita growth rate and the total population evolution
in terms of the mature and immature cell subpopulations.
Theorem 9. The evolution of N(t) and σ(N(t)) for t ∈ [0, T] is given by:
dN
dt











Proof. By integrating Eq. (4.1) in the age domain [0,∞] we obtain Eq. (4.46). To




































from which we obtain Eq. (4.47).
4.4.3 Conditions for delayed logistic proliferation
In this section we identify conditions under which the per capita growth rate of the
age-structured model exhibits biphasic dynamics and logistic-type growth. First, we
interpret the experimental behaviour in mathematical terms:
I) The cell population undergoes logistic-type behaviour, i.e,
• The population increases in size monotonically,
dN
dt
> 0 ∀t ∈ [0, T].
where T is the final observation time.
• The population saturates
N(t)→ N∞. as t→ T,
where N∞ > 0.
II) The per capita growth rate exhibits biphasic behaviour, i.e. there exists t1 > 0




> 0 for t ∈ [0, t1],
≤ 0 for t ∈ [t1, T].
Theorem 10. The necessary and sufficient conditions for the age-structured model defined
by Eqs. (4.1) - (4.5), to exhibit the behaviour I-II are as follows
µ < τ−1p , (4.48)
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(τ−1p − µ)Y(t) > µX(t) ∀t ∈ [0, T], (4.49)












< 0 for t ∈ [t1, T]. (4.50)
Proof. The condition (4.48) needs to be satisfied so that the age-structured model has
a stable steady-state solution as described in [53]. Given Eq. (4.46), it follows that





dt and given that
dN
dt > 0, the sign of
d
dt (σ(N(t))) is the same
as that of dσ(N)dN .
Theorem 10 gives necessary and sufficient conditions for the model to exhibit the
behaviour described in I-II. We note that the conditions for the biphasic behaviour,
given by Eq. (4.50), can be interpreted biologically as an initial increase in the frac-
tion of mature cells followed by a stabilisation phase in which the mature cell frac-
tion decreases to its steady-state value. Since the fraction of mature cells is regulated
by the transition age, aG1/S, and this critical age is regulated by the resource concen-
tration, we deduce that changes in the resource dynamics may influence the biphasic
behaviour.
4.5 Numerical study
In this section we introduce the discretisation scheme that we use to simulate the
simplified and full models. We check the accuracy of the discretisation scheme and
calculate the observed convergence rate using the method of manufactured solu-
tions that is introduced in Section 2.3.
Multiple numerical methods have been developed for discretising age-structured
population models [1, 72, 129, 130]. The focus has been on finite difference methods
[1] and few authors have consider finite elements [33]. Here we present a discretisa-
tion scheme based on finite elements and analyse its rate of convergence.
4.5.1 Discretisation scheme
We focus first on the discretisation of the age-structured population evolution equa-
tion. We consider a generalised model that can describe either the cell evolution
of the simplified model or the cell evolution of the full model by specifying the
G1/S transition age function. Therefore by presenting a discretisation scheme for
this model we will be presenting a discretisation scheme for the evolution equation
of the age-structured population of the simplified and full model. Let us consider







= −(µ+ b(a, t))u(a, t), (4.51a)
with boundary conditions
u(0, t) = 2
∫ ∞
0








τ−1p if a ≥ aG1/S(t),
0 if a < aG1/S(t),
for a function aG1/S(t). We describe the particular form that this function has later
in the chapter.
If aG1/S(t) is a constant function, i.e. aG1/S(t) := aˆ, then Eq. (4.51) reduces to the
simplified model. In the case when aG1/S(t) := aG1/S(c(t)) then Eq. (4.51) reduces
to the evolution of the cell population of the full model. Therefore presenting a dis-
cretisation scheme for this model will define a discretisation scheme for the PDE of
the simplified and full models.
equation (4.51) is a hyperbolic partial differential equation, with a nonlocal boun-
dary condition. We discretise it following the Rothe method: first in time and then
in age [94]. For the time discretisation, we consider the backward Euler method and,
for the age domain discretisation, we consider finite elements. Before proceeding,
we introduce some notation and assumptions in order to present the scheme.
To discretise the age domain [0,∞], we notice that the cell age is naturally bounded
given that biological cells do not have infinite age, therefore we assume that the ini-
tial condition is bounded. Under certain assumptions on the parameters that u(a, t)
is bounded for all t ∈ [0, T] [141]. Hence there exists amax > 0 such that u(a, t) = 0
for a ∈ (amax,∞) so we restrict our attention to [0, amax], which we denote by Ω.
We consider the following discretisation of the time and the age domain. Let
us partition the interval [0, T] into M subintervals of length ht = TM and denote by
tn = nht for n = 0, 1, . . . , M. We consider a mesh Th of Ω, namely, Ω = ⋃Nj=1 Kj and
refer to Kj as an element of Th. We assume the mesh is regular (see Sec.2.3 for more





We consider a non-uniform mesh for the age domain. We consider a specific point
in the domain aˆ so the elements, Ki = [ai0, a
i
1], are divided into two groups: the ele-
ments located in the subdomain [0, aˆ] whose length is given by ai1− ai0 = aˆ/2m for an
integer m; and the elements located in the subdomain [aˆ, amax] whose length is given
by ai1 − ai0 = (amax − aˆ) /2m for the same integer m. By considering a non-uniform
mesh, we can have a more efficient implementation. In Figure 4.4 we show the age-
time mesh we consider the the finite element discretisation of Eq. (4.51).
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Figure 4.4: Schematic of the age and time mesh for the discretisation of Eq. (4.51). The time
domain [0, T] is partitioned uniformly with a step of size ht. For discretising the age domain,
Ω = [0, amax], we consider a mesh Th = {Ki}
NTh





can observe that the elements located in the left of the value aˆ are smaller than the elements
located in the right of aˆ.
We denote the solution of Eq. (4.51) in the age domain at tn as un(a) := u(a, tn).
Similarly we denote the proliferation function in the age domain at tn as bn(a) :=
b(a, tn).












The definition of the functional space H1(Ω) is included in Sec. 2.3.
To approximate the solution in V0 we consider the finite dimensional space Vh
which we introduced in Sec.2.3.
Variational formulation
We now present our discretisation scheme. Discretising the time derivative in Eq.
(4.51) through the backward Euler method, we obtain the following update rule for
un(a) with n ≥ 1:
un(a)− un−1(a)
ht
= [−∇un(a)− (µ+ bn(a))un(a)] . (4.54)
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where we use the gradient notation for the derivate in the age domain: ∇un(a) =
∂un(a)
∂a .
Discretising the boundary condition (4.51b) with the backward Euler method we





Discretisation of hyperbolic equations can produce unwanted oscillations if not
done appropriately [29]. We stablise the age discretisation by considering the stream-
line upwind/Petrov Galerkin formulation [136]. Accordingly we consider the test
functions in Wh which is defined by:
Wh
def
= {wh(a) : wh(a) = vh(a) + δ∇vh(a); vh(a) ∈ Vh} (4.56)
where δ > 0 denotes a stabilisation parameter and∇ denotes the gradient in the age
domain which coincides with the partial derivative on age. ∇ := ∂∂a .
The semi-discrete variational problem at each tn with n ≥ 1 involves determining





+ T(un(a), wh(a)) = F(un(a), wh(a)) ∀wh(a) ∈Wh
(4.57)
where
T(un(a), wh(a)) = (∇un(a),∇wh(a)) , (4.58)
F(un, wh) = − ((µ+ bn(a))un, wh) , (4.59)
and the function un(a) also satisfies the boundary condition (4.55).




j=1, the weak problem (4.57) reduces
to a linear system. We define first the linear system for all nodes not located at a = 0
and then describe how we discretise the nonlocal boundary condition at a = 0.
Linear system of equations for the basis functions n = 1, . . . , Nh − 1.
We first approximate the solution of Eq. (4.57) by its Ritz projection in the space Vh.
un(a) ≈ unh(a). (4.60)







where Unj are real constants for 0 ≤ j ≤ Nh − 1.
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The variational formulation (4.57) reduces to:(
un(a)− un−1(a)
ht
, ϕi + δ∇ϕi(a)
)
+ T(un(a), ϕi(a) + δ∇ϕi(a))
= F(un(a), ϕi(a) + δ∇ϕi(a)) (4.62)
for all i = 0, . . . , Nh − 1.
The matrix formulation of the linear system (4.62) is obtained substituting un
with unh :
MnUn = Yn (4.63)
where Mn is an Nh × Nh matrix whose entries are given by:
Mni,j =
(








ϕi(a) + δ∇ϕi(a), (µ+ bn(a)) ϕj(a)
)
.
Yn is a Nh-dimensional vector whose entries given by:
Yni =
(
ϕi(a) + δ∇ϕi(a), un−1(a)
)
and Un is the Nh-dimensional solution vector.
Discretisation of the boundary condition
The boundary condition at each tn, n ≥ 1, Eq. (4.55) constraints in the solution value
at a = 0. Since we are dealing with Lagrange finite elements, without lost of genera-
lity, we can assume that the basis nodal function that corresponds to the point a = 0
is ϕ0 so the value of the solution at time tn and age a = 0 (the boundary value at 0)
is given by Un0 .
We discretise the boundary condition (4.55) by approximating the integral in the
age domain with a Gaussian-Legendre quadrature rule [134] and considering the
approximation of the solution at time n, un(a), by its linear representation with res-











where xq and wq are the corresponding quadrature points and the quadrature weights
of the Gaussian quadrature and Unj are the corresponding linear coefficients of the
linear representation in terms of the nodal basis function (See Eq. (4.61)).

























Discretisation of the resource concentration
The full age-structured model given by Eqs. (4.1) - (4.4) is discretised via a time-
splitting scheme. Since we have already introduced the discretisation of the age-
structured model, it remains to introduce the discretisation of the evolution equation
for the resource concentration, Eq. (4.4).
We denote the solution of the resource concentration evolution Eq. (4.4) at time
tn as cn := c(tn). By discretising in time Eq. (4.4) via a backward Euler method, we
obtain that for n ≥ 1:
cn − cn−1
ht















We present below the update algorithms 4.1 and 4.2 used to implement the discreti-
sation of the autonomous age-structured models (Eqs. (4.6) and (4.51)) and the cou-
pled model for the age-structured population and the resource concentration (Eqs.
(4.1) - (4.4)), respectively.
When we consider an age-structured population independent of the resource
concentration (as for the simplified model) the update algorithm is the following:
Algorithm 4.1 Solution update for an autonomous age-structured model
1: Initialise the solution with the initial conditions v0(a) and set the initial time
index n = 0 and final time index n = M.
2: for n = 1 to n = M− 1 do
3: Update rule Un−1 → Un: Solve the augmented linear system that consists of
the linear system (4.63) and the constrained system (4.65) to obtain Un.
4: end for
For the coupled system, the update algorithm is the following:
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Algorithm 4.2 Solution update for the coupled age-structured model and the re-
source concentration
1: Initialise the solutions for the age-structured distribution U0 and the resource
concentration c0 with the initial conditions v0(a) and c0, respectively. Set the
initial time index n = 0 and final time index n = M.
2: for n = 1 to n = M− 1 do
3: Update rule Un−1 → Un: Solve the augmented linear system that consists of
the linear system (4.63) and the constrained system (4.65) to obtain Un..
4: Update rule cn−1 → cn: Calculate cn using the formula (4.67).
5: end for
The finite element discretisation was implemented in C++ using the software
DEAL.II [18]. We consider the stabilisation parameter to be δ = 0.1hK for K ∈ Th
since good numerical results have been observed when using this parameter value
[36, 136].
4.5.2 Convergence analysis
In this section we analyse the convergence properties of our discretisation schemes.
We aim to show that the schemes are second order in age and first order in time.
Since an explicit solution of the age-structured model is not generally known, we
consider the method of manufactured solutions to analyze the convergence of the
discretisation scheme. The method of manufactured solutions (MMS) involves con-
sidering an exact solution of the governing equation with modified forcing terms
and studying the convergence rate through numerical experiments [22]. We ex-
plained the implementation steps of the MMS in Section 2.3.
Autonomous age-structured model





∂a + (µ+ b(a))u(a, t)
]
+ G(a, t),
u(0, t) = 2
∫ ∞
0 b(a)u(a, t)da− 2
∫ ∞
0 b(a)F(a, t)da + F(0, t),
u(a, 0) = F(a, 0),
(4.68)





τ−1p if a ≥ aG1/S(t),
0 if a < aG1/S(t),
in which
aG1/S(t) = a0 + a1t. (4.69)
with a0, a1 ∈ R.
This system has an explicit solution given by




exp(−µa) if a < aG1/S(t)










where α is a real scalar.
By construction we have considered the explicit solution F(a, t) to have the same
shape as the stable age-distribution (see Eq. (4.23)). We consider aG1/S(t) to be a
linear function so we can analyse: a constant G1/S transition age, as in the simpli-
fied model, and a moving G1/S transition age, as in the full model. By varying the
values of a0 and a1 we can study the effects of the G1/S transition age position and
velocity on the performance of the discretisation scheme.
We analyse the performance of the discretisation scheme by solving Eq. (4.68)
using our discretisation scheme and calculating the error between the numerical so-
lution and the exact solution, F(a, t), at each time step. Let ha, ht denote the age and
time mesh size, respectively. For a given simulation we consider the following error
measure in the age domain and time:
e(ha, ht) = ‖uh(a, t)− F(a, t)‖L2([0,amax ]×(0,T)) . (4.71)
We compute this error by approximating the time integral by a trapezoidal rule and
the integration in the age domain [0, amax] by a Gaussian-Legendre quadrature.
It has been shown that for time-dependent transport equations that are solved
using backward Euler method and Lagrange finite elements under certain assump-
tions [36] the error measure satisfy the following inequality:
0 ≤ e(ha, h, t) ≤ C(h2a + ht). (4.72)
for a real scalar C > 0.
We estimate the rate of convergence of the age (time) discretisation by refining
the age (time) mesh and calculating the error measure e(ht, ha) at each refinement
cycle. To estimate the age convergence rate, after fixing an end time T we consider
a time step, ht, small enough so that e(ht, ha) is mainly the error in age and the time
error can be neglected. We then consider an initial mesh and refine it sequentially:
given ha the size of the initial mesh, for each n-th refinement cycle we calculate a









The estimated convergence rate of the age discretisation is ra as ha → 0. It is possible
to show that the age discretisation convergence rate is second order by showing that
ra ≈ 2 (see Section 2.3).
We estimate the time convergence rate in a similar way. After fixing an end
time T, we consider a refined mesh for the age domain so e(ht, ha) is mainly the
time error and the error of the age discretisation can be neglected. We consider an
initial time step ht and refine sequentially: for each subsequent refinement cycle
we consider a time step ht/2n. We consider the following quantity between each
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The estimated convergence rate of the time discretisation is rt as ht → 0. It is possible
to show that the time convergence rate is first order by showing that rt ≈ 1.
Remark 4. When estimating the observed convergence rate of the time (age) discretisation,
the number of refinement cycles needs to be limited since otherwise we can reach a time (age)
mesh size so small that we can not neglect the age (time) error.
In the numerical tests that we use to estimate the age and time convergence rates,
we consider the proliferation rate, the death rate and the maximum age parameter
values as in Table 4.5. A critical point in the discretisation of Eq. (4.68) is the location
of the G1/S transition age with respect to the age mesh. By construction, the solution
of this PDE has a derivative discontinuity at aG1/S (see Eq. (4.70)), since we are
using linear finite elements, the functions of the solution space are linear between
the nodes so the functions from this space are unable to properly approximate the
derivative discontinuity at aG1/S. The approximation deteriorates the further the
aG1/S is from the mesh nodes. In order to analyse how the position of the G1/S
transition age and velocity affects the convergence rate of the discretisation scheme,
we consider the following cases and specify the situation that each case captures:
Case 1: a0 = 7.5, a1 = 0: constant aG1/S transition age located at a mesh point.
Case 2: a0 = aG1/S, a1 = 0: constant aG1/S transition age which is not located at a
mesh point.
Case 3: a0 = 7.5, a1 = 0.1: moving aG1/S transition age with slope 0.1.
Case 4: a0 = 7.5, a1 = 1: moving aG1/S transition age with slope 1.
The first two cases consider a constant aG1/S; case 1 considers it at a mesh point
while case 2 the is in the middle of two mesh points. Case 3 and 4 assume a moving
aG1/S which is initially at a mesh point and has a small and high velocity, respec-
tively. By considering a mesh like this, the point aG1/S will be at a mesh point for
point 1,3,4 and for case 2 it will be between mesh nodes. However since the age re-
finement is much finer in the domain [0, 15], the distance from aG1/S will be small so
we expect the discretisation method will still have the theoretical convergence order.
We consider α = 2 for the convergence analysis simulations. All other parameter
values are as per Table 4.4.
Age discretisation convergence analysis
We consider an end time T = 0.01 and a time step of 0.001. The age mesh is
set such that at the n-th refinement level two subdomains are discretised differently:
the subdomain [0, 15] is discretised with an step size of ha = 15/2n, and the domain
[15, amax] is discretised with a step size of ha = (amax − 15)/2n.
In Table 4.1, we summarise the results when estimating the age discretisation
convergence order for the case in which a0 = 7.5 and a1 = 0. Each row represents
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a different refinement cycle where we include the time mesh size, ht, the age mesh
size, ha, the error measure, e(ha, ht), and the estimated convergence rate of the age
discretisation, ra(ha, ht). Since the estimated convergence rates is calculated between
the errors from subsequent refined meshes, we include the observed convergence
rates from the second refinement onwards. We observe that as the age mesh size de-
creases the error measure decreases. Furthermore, we can observe that ra ≈ 2 which
is the theoretical convergence rate.
ht ha e(ha, ht) ra(ha, ht)
1.000e-03 2.500e+01 2.223e-02 -
1.000e-03 1.250e+01 6.318e-03 1.81
1.000e-03 6.250e+00 1.649e-03 1.94
1.000e-03 3.125e+00 4.187e-04 1.98
1.000e-03 1.562e+00 1.062e-04 1.98
1.000e-03 7.812e-01 2.870e-05 1.89
Table 4.1: Estimates of the age convergence rates for discretisation scheme defined by Algo-
rithm 4.1 when solving the system (4.51) for case 1: a0 = 7.5 and a1 = 0.
In Figure 4.5 we use Eq. (4.71) to plot the error measure when performing the
convergence analysis for the other three cases. The summary tables are found in
Appendix B.1. For all cases ra ≈ 2 and we can observe that the second case has the
highest L2 errors in all the age refinement cycles considered during the convergence
analysis. This happens because the G1/S transition age is not initiated at a point in
the mesh unlike in the other cases. Considering cases 3 and 4 we can investigate the
effect of the velocity on the order of convergence. Both cases show a higher error
than in case 1 and we can conclude that the slope of the moving G1/S transition age
affects the convergence order of the discretisation scheme. While this effect is less
pronounced in Figure 4.5, it can be observed by analysing the complete summary
tables (see B.1). We notice that case 4 (the moving G1/S age with slope 1) has higher
error measures so we can conclude that the performance of the discretisation scheme
deteriorates as the velocity increases.
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Figure 4.5: Plots of the error measures (Eq. (4.71)) while performing the convergence analy-
sis of age discretisation when solving the modified system (4.51). The numerical solution is
compared against the explicit solution given by Eq. (4.70). The error measures are plotted
against ha on a loglog scale.
Convergence analysis of the time discretisation
We consider an end time T = 2.5 and age mesh refined as follows: two sub-
domains are discretised differently: the subdomain [0, 7.5] is discretised with a step
size of ha = 7.5/212 ≈ 3.66× 10−3, and the domain [15, amax] is discretised with a
step size of ha = (amax − 15)/212. We consider an initial time step of 2.5 and in the
n-th refinement cycle we consider a time step of ht = 2.5/2n.
In Table 4.2 we summarise the results of the convergence analysis of case 1. Each
row represents a different refinement cycle. For each refinement cycle we include
the time mesh size, ht, the age mesh size, ha, the error measure, e(ha, ht), and the
estimated convergence rate of the time discretisation, rt(ha, ht). We observe that as
ht decreases then the error measure decreases. Furthermore we observe that rt ≈ 1
which is the expected convergence rate.
ht ha e(ha, ht) ra(ha, ht)
2.500e+00 2.441e-02 8.997e+01 -
1.250e+00 2.441e-02 3.764e+01 1.26
6.250e-01 2.441e-02 1.711e+01 1.14
3.125e-01 2.441e-02 8.200e+00 1.06
1.562e-01 2.441e-02 4.025e+00 1.03
Table 4.2: Time convergence rate estimates of the discretisation scheme defined by Algo-
rithm 4.1 when solving the system (4.51) for case 1: a0 = 7.5 and a1 = 0.
In Figure 4.6 we plot the error measure (Eq. (4.71)) when performing the conver-
gence analysis for the other three cases. The full summary of the convergence tests
for the three cases are found in Appendix B.1. For all cases rt ≈ 1. We observe a
similar behaviour as in the age convergence test: case 2 has the highest errors, case 3
and case 4 have higher errors than case 1, and case 4 has a higher error than case 3.
We can then draw the same conclusions as in the age refinement case: the location of
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the G1/S transition age mesh with respect to the mesh affects the time convergence
rate. We can also conclude that the performance of the time discretisation deterio-
rates as the velocity increases.
Figure 4.6: Plots of the error measures (Eq. (4.71)) when performing the convergence ana-
lysis of the time discretisation when solving the modified system (4.51). The numerical so-
lution is compared against the explicit solution given by Eq. (4.70). The error measure is
plotted against ht on a loglog scale.
The two previous convergence analyses revealed that considering an age mesh
that is more refined in the region where the G1/S transition age is located, is suffi-
cient for the estimated convergence rates to match the theoretical rates for similar
PDEs. We also notice that the velocity of the G1/S transition age can affect the dis-
cretisation performance so we should take this into account when considering in the
full system.
Coupled age-structured model with resource concentration dynamics
We now consider the method of manufactured solutions to estimate the convergence
rates of the discretisation method for the coupled age-structured model with re-
source concentration dynamics. As described in Section 2.3 we modify Eqs. (4.1)
- (4.4), by adding the source terms, G(a, t) and H(t), additional boundary conditions
and appropriate initial conditions, so that F(a, t) and cˆ(t) are the explicit solutions of
Eq. (4.75). The modified full system that we consider is the following: we consider





∂a + (µ+ b(a, c))u(a, t)
]
+ G(a, t),
u(0, t) = 2
∫ ∞
0 b(a)u(a, t)da− 2
∫ ∞
0 b(a)F(a, t)da + F(0, t),
dc
dt = S− kNc + H(t),





τ−1p if a ≥ aG1/S(c) and c ≥ ccr,
0 if a < aG1/S(c) and c ≥ ccr,
0 if c < ccr,
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H(t) = −[S− kNˆcˆ] + S− kcˆ.
We have modified the right hand side of the full coupled system (Eqs. (4.1) - (4.4))




exp(−µa) if a < aG1/S(t)
exp(−µa− τ−1p (a− aG1/S(t))) if a ≥ aG1/S(t)















in which Nˆ(t) =
∫ ∞
0 F(a, t)dt.
F(a, t) has the same shape as in the modified simplified model and we have cho-
sen cˆ(t) to be the solution of the ODE (4.4) taking N(t) = 1 in the ODE, in this way
both functions have a similar shape as the expected solution of the full coupled sys-
tem (Eqs. (4.1) - (4.4)).
In a similar fashion as in the previous system, we estimate the age and time con-
vergence rates. We consider the parameter values as per Table 4.5 (see Section 4.6.1
below). As in the previous system, we consider an age mesh with two subdomains
[0, aG1/S] and [aG1/S, amax]. We consider the following error measures for the age-
structured population and the resource concentration solution:
eu(ha, ht) = ‖uh(a, t)− F(a, t)‖L2([0,amax ]×(0,T)) (4.78)
and
ec(ha, ht) = |ch − cˆ|L2([0,T]) , (4.79)
where we denote as ch the numerical solution of the resource concentration.
We denote the estimates of the age and time discretisation convergence rates as
rxa (ha, t) and rxt (ha, t), respectively, where the superscript can be c or u, denoting the
error of the age-structured population solution or the error of the resource concen-
tration.
For the age discretisation convergence analysis we consider an end time T = 0.01
and a time step of 0.001. The age mesh is set such that at the n-th refinement cycle two
subdomains are discretised differently: the subdomain [0, aG1/S] is discretised with
a step size of ha = aG1/S/2n, and the domain [aG1/S, amax] is discretised with a step
size of ha = (amax − aG1/S)/2n. We use a mesh like this so the mesh is more refined
where the solution is non-zero so then the mesh is refined only where is needed. In
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Table 4.3 we summarise the results of the age discretisation convergence analysis.
Each row consists of a different refinement cycle, and includes the time and age step
sizes, the error of the age-structured population and the resource concentration solu-
tion, and the estimated convergence rate for the age discretisation when discretising
the cell population or the resource concentration. We can observe that that rua ≈ 2,
which is the expected convergence rate. We observe also that by decreasing the age
mesh size, the error measure of the resource concentration, rca(ha, ht) also decreases.
This is expected since the system is coupled and a better estimates of u(a, t) gives a
better approximation of cˆ(t).
ht ha eu(ha, ht) rua (ha, ht) ec(ha, ht) rca(ha, ht)
1.000e-04 2.500e+01 2.540e-02 - 1.465e-08 -
1.000e-04 1.250e+01 1.027e-02 1.31 6.346e-09 1.21
1.000e-04 6.250e+00 3.172e-03 1.70 2.485e-09 1.35
1.000e-04 3.125e+00 8.516e-04 1.90 9.913e-10 1.33
1.000e-04 1.562e+00 2.171e-04 1.97 6.241e-10 0.67
1.000e-04 7.812e-01 5.502e-05 1.98 5.041e-10 0.31
Table 4.3: Estimates of the age convergence rates for discretisation scheme defined by Algo-
rithm 4.2 when solving the system (4.75).
For the convergence analysis of the time discretisation we consider an end time
of 0.15 and an age mesh discretised as follows: the subdomain [0, aG1/S] is discretised
with a step size of ha = aG1/S/212, and the domain [aG1/S, amax] is discretised with a
step size of ha = (amax − aG1/S)/212. We consider an initial time step of 0.15 and at
the n-th refinement cycle we consider a time step of ht = 0.15/2n. In Table 4.4 we
summarise the results of the convergence analysis. We observe that in all the refine-
ment cycles considered, the error measure of the resource concentration, ec(ha, ht) is
below 10−6 while the time error of the age-structured population solution exceeds
this value. Therefore the estimated time convergence rate is determined by the con-
vergence rate from the age-structured population, eu(ha, ht), since the error of the
resource concentration is sufficiently small that it can be neglected.
ht ha eu(ha, ht) rua (ha, ht) ec(ha, ht) rca(ha, ht)
1.562e-02 9.766e-02 4.380e-04 - 2.877e-08 -
7.812e-03 9.766e-02 1.900e-04 1.20 2.919e-07 -3.34
3.906e-03 9.766e-02 8.992e-05 1.08 3.781e-07 -0.37
1.953e-03 9.766e-02 4.294e-05 1.07 4.346e-07 -0.20
9.766e-04 9.766e-02 2.008e-05 1.10 4.675e-07 -0.11
4.883e-04 9.766e-02 8.921e-06 1.17 4.852e-07 -0.05
2.441e-04 9.766e-02 4.279e-06 1.06 4.943e-07 -0.03
Table 4.4: Time convergence estimates of the discretisation scheme defined by Algorithm 4.2
when solving the system (4.75).
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4.6 Numerical simulations
4.6.1 Model parametrisation
We consider as a case study, PC-3 prostate cancer cells. In order to parametrise our
model, we use as a guideline the parameters that were estimated in [117] from the
experimental time-course data of scratch assays. The authors estimated a prolifera-
tion rate of λˆ = 0.053± 0.005 [hr]−1. We assume their estimate corresponds in our
model to τ−1p , i.e.
τ−1p = 0.053 [hr]−1. (4.80)
Estimates of doubling times of PC-3 prostate cancer cells are in the range of 25-33 hr
[16, 55]. In our model, the doubling time, which we denote as DT, is given by
DT := aG1/S(t) + τp,
therefore,
25 ≤ DT ≤ 33. (4.81)
When the cell population reaches the steady-state age distribution, DT is given by:








Using (4.82), estimates for the proliferation rate τ−1p (Eq. (4.80)) and the range of
values for the doubling time (Eq. (4.81)), we obtain a range of values for the death
term, µ ∈ [0.0233− 0.0333]. We assume that µ = 0.0283 [hr]−1 (the midpoint value).
In [117] the carrying capacity was also estimated with K¯ = 2.3 × 10−3 ± 2 ×
10−4 [cells]/[µm]2. Since the size of the subregion where they estimated K¯ is 1430×
200 [µm]2, the carrying capacity in cell number is
N∞ = 657.8± 57.2 [cells]. (4.83)
We therefore assume that
N∞ = 657.8 [cells]. (4.84)
In [50] the oxygen consumption rate of PC-3 prostate cancer cells was estimated
to be approximately 2[nM]
[min][106cells] = 1.2× 10−4 [nM][hr] [cell] . Using this value for the con-
sumption rate, k, and the estimate of the carrying capacity (Eq. (4.84)) in the formula
for the steady-state value of the total population in our model (Eq. (4.37)), we deter-
mine the value of the resource flux, S¯ = 26.63× 10−4 [nM]
[hr] .
Regarding the parameters that describe the resource dependence of the G1/S
transition age, we take the parameter values that were derived from an intracellular
model for an oxygen-regulated proliferation rate in [53], namely, the dimensionless
parameter values β = 0.2 and ccr = 0.23. For determining the parameter value of a−,
we notice that the admissible range of values for aG1/S(t) is 6 ≤ aG1/S(t) ≤ 14 given
the range values of DT (Eq. (4.81)) and the estimate of τp (Eq. (4.80)). We consider
a− = 8.25 [hr], so aG1/S(t) is in this range for all our simulations.
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κ exp(−µa) if a < a∗
κ exp(−µa− τ−1p (a− a∗)) if a ≥ a∗
where a∗ is the steady-state value of the transition age (Eq. (4.38)) and κ is estimated
so that the initial number of cells corresponds to the average number of cells conside-
red as initial condition in [117] for the most confluent initial condition, N(0) = 223.
We set c0 = c∞ as the steady-state value of the resource concentration given by Eq.
(4.37). The default parameters are listed in Table 4.5.
Table 4.5: Summary of model parameters
Parameter Description Value Units Reference
τ−1p Proliferation rate 0.053 [hr]−1 [118]
µ Death rate 0.028 [hr]−1 Estimated
k Consumption
rate
1.2× 10−4 [hr]−1 [50]





β Scaling constant 0.2 dimensionless [53]





κ Scaling constant 12.488 dimensionless Estimated
amax Maximum age 100 [hr] Estimated
4.6.2 Simplified model
The discretisation method was described and analysed in Section 4.5. Here we
present the numerical results of the simplified model and compare with our ana-
lytical results.
We use Table 4.5 to fix the parameter values of τ−1p and µ and set aG1/S = 5 hr.
The simulations are run for 0 ≤ t ≤ 800[hr] while for the age domain [0, amax] we fix
amax = 100.
We consider as an initial condition for the simplified model an exponential func-
tion of the following form:
v0(a) = m exp(−na). (4.85)
The value of n is fixed so that the compatibility condition between the nonlocal boun-






Chapter 4. Age-structured model that captures
delayed logistic proliferation behaviour in scratch assays
Substituting the initial condition (4.85) and the proliferation rate function in Eq.

















n =2τ−1p exp(−naG1/S) (4.87)
Using the parameter values of τp and amax as per Table 4.5 in Eq. (4.87), we de-
termine the value of n = 0.06. The value of m is fixed so the initial number of cells is
223, therefore m = 13.32. This initial number of cells matches our initial number of
cells in the full model.
Considering the parameter values as per Table 4.5 and the initial condition (4.85),
in Figure 4.7, we show the plots of interest when running a simulation of the sim-
plified age-structured model. Figure 4.7 (a) shows the evolution over time of the
number of cells in X, Y and N while Figure 4.7 (b) shows the evolution of the age-
distribution over time). We can observe that as time progresses, the age-structured
converges to the stable age-distribution given by Eq. (4.23). We now corroborate the
analytical results that were presented in Sec. 4.3 with numerical simulations.
From Corollary 5.2 we know that the long time dynamics of the age-structured
model is determined by the value of aG1/S with respect to the critical G1/S transition
age a∗G1/S. Considering µ and τ
−1
p we use Eq. 4.24 to estimate the critical age for the
G1/S transition to be





= 9.60 [hr] (4.88)
As expected from Remark 3, since aG1/S < a∗G1/S in Figure 4.7 (a) we see that the
cell population grows exponentially. 4.7 (b) confirms Corollary 5.2 showing that as
t→ ∞, the age-distribution converges to a stable-age distribution function.
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Figure 4.7: Series of plots showing the dynamics of the simplified age-structured model (Eq.
(4.6)). In (a) the evolution of the number of cells of X, Y and N is plotted over time. X, Y
and N are given in Eqs. (4.7) and (4.8). We can observe that after an initial transient phase,
the number of cells of each subpopulation, X and Y, grows exponentially. In (b) the age-
distribution, u(a, t), is plotted for distinct time points. As time increases the age-distribution
settles to the stable age-distribution while still the cell number increases. Parameter values
are as per Table 4.5.
To further corroborate the conclusions of Corollary 5.2 that the long time dyna-
mics depends only on the value of the G1/S transition age, we vary aG1/S between
2.61 and 16.61 hr. The results presented in Figure 4.8 show how the total number of
cells changes over time for different values of aG1/S. As expected for aG1/S < a∗G1/S
the cell population grows exponentially, where for aG1/S > a∗G1/S it decays exponen-
tially and when aG1/S = a∗G1/S, the population remains at a constant level.
Figure 4.8: Series of simulations from the simplified model (Eq. (4.6)) showing how the total
number of cells evolves over time for different values of aG1/S. Other parameter values are
as per Table 4.5.
We now validate through a numerical simulation the relationship between the
dynamics of subpopulations X and Y given by the age-structured model (Eq. (4.6))
and the ordinary differential equation (4.13) and the delay differential equation (4.14).
We compare the numerical solutions of the age-structured model with the explicit so-
lutions of the ordinary differential equation and the numerical solutions of the delay
differential equation for [aG1/S, 2aG1/S], the latter obtained from the method of steps.
The results presented in Figure 4.9 that there is an excellent agreement between the
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two methods of solutions.
Figure 4.9: Comparison of the evolution of the mature and immature subpopulation dy-
namics given by the simplified model (4.6) and the ODE (4.13) and the DDE (4.14). The
subpopulations evolution is obtained from the simplified model by integrating the numeri-
cal solution n(a, t) over [0, aG1/S] and [aG1/S,∞] to obtain the evolution equations for X and
Y, respectively. Parameter values are as per Table 4.5.
We analyse the presence of damped oscillations in the solution of the simplified
model (4.6). We fix aG1/S = a∗G1/S so the total number of cells converges to a steady-
state value N∗ as t → ∞. In Theorem 5 we show that the long-time dynamics of
the subpopulations of the simplified model can be described by the DDE (4.14). We
analyse how does the oscillatory dynamics depends on the delay. We show in Eq.
(4.27) that when aG1/S = a∗G1/S, the delay is given by a
∗
G1/S. We vary the proliferation
rate τ−1p from 0.08 to 0.12 and since a∗G1/S depends on the proliferation rate, a
∗
G1/S is
varied from is the delay in Eq. 4.27, we are increasing the size of the delay as well.
In Figure 4.10 we plot the evolution of the total number of cells, N, over time for
different values τ−1p . We can observe that the larger the delay size, the oscillations
have a smaller amplitude.
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Figure 4.10: Evolution of the total cell number of the simplified model (Eq. (4.6)) while
varying the proliferation rate τ−1p . We find different behaviours depending on the value of
aG1/S with respect to the critical G1/S transition age, a∗G1/S.
4.6.3 Full model
Reference dynamics
In Figure 4.11 (a) and (b) we plot the time evolution of the total cell population N(t)
and of the resource concentration c(t), respectively of the full age-structured model
(Eqs. (4.1) and (4.4)) with the parameter values as per Table 4.5. Since the model sa-
tisfies the conditions of Theorem 10, the total cell population follows a logistic-type
behaviour: it grows exponentially and then saturates, as expected. The resource
concentration increases initially towards a maximum value and then decreases un-
til it reaches its steady-state value. In Figure 4.11 (c) we plot the evolution of the
transition age aG1/S and observe its dependence on the resource concentration: it
decreases to a minimum value and then increases towards the steady-state value
given by Eq. (4.38). In Figure 4.11 (d) we plot the per capita growth rate σ(N) as a
function of the total cell population N; as expected, we observe biphasic behaviour,
with an initial increase in σ with respect to cell density followed by a linear decrease.
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Figure 4.11: Evolution of the age-structured model with resource-regulated proliferation,
Eqs. (4.1) and (4.4). In (a) we plot the total cell population evolution over time and observe
that it follows a logistic-type growth. In (b) we plot the resource evolution and observe that
it rapidly increases initially and then monotonically decreases to the steady-state value. In
(c) we plot the evolution of the transition age aG1/S(t) over time and the inverse dependence
of the resource concentration on the transition age can be observed. In (d) we plot the per
capita growth rate against the total cell population evolution for which two proliferation
phases can be observed (a rapid increase, then slower decrease). Parameter values as per
Table 4.5.
Sensitivity analysis
Here we perform a sensitivity analysis, focusing on those parameters that modulate
the resource dynamics in order to understand their role in the biphasic behaviour of
the per capita growth rate.
We first focus on two parameters which we expect that they can be experimen-
tally manipulated: the resource flux, S, and the initial concentration of resource, c0.
We consider S in the domain [25.63× 10−4 − 28.63× 10−4] so that the steady-state
value of the cell population number, N∞, is within the confidence interval given by
Eq. (4.83). Consistent with our analysis (see Eq. (4.37)), N∞ increases as S increases
(Figure 4.12). We observe also that the maximum value of c(t) increases and the mi-
nimum value of aG1/S(t) decreases as S increases (see Figure 4.12 (c) and (d)). We




Figure 4.12: Series of plots showing the dynamics of the coupled age-structured model with
resource-regulated proliferation given by Eqs. (4.1) and (4.4), as we vary the resource flux, S.
Increasing the value of S: (a) increases the steady-state value of the total cell population, N∞,
(b) increases the maximum resource concentration and the time it takes to reach the steady-
state value, and (c) reduces the minimum value of the transition age aG1/S. (d) The plots of
the per capita growth rate against the total cell population exhibit biphasic dynamics for the
selected values of S. Parameter values as per Table 4.5.
We now vary the initial resource concentration c0. We restrict our analysis to
values of c0 with c0 > c∞, since when c0 < c∞ the population decreases which
is incompatible with the experimental observations. In Figure 4.13 we show that
as c0 increases from 0.034 to 0.114, the duration of the disturbance phase is shorte-
ned. The model predicts that by increasing c0, the total cell population evolution
does not change significantly, however the resource evolution changes from bipha-
sic to monotonic, i.e. the duration of the disturbance phase decreases and eventually
disappears as c0 increases (see Figure 4.13 (b)). Increasing the value of the initial
resource concentration shortens the duration of the initial phase and it is only pos-
sible to observe the latter phase in which the resource concentration declines to the
steady-state value. This effect can also be observed in Figure 4.13 (c) where the ini-
tial decrease of the transition age aG1/S is shortened as c0 increases. We observe that
increasing c0 decreases the duration of the disturbance phase where the dependence
of the per capita growth rate with respect to the total cell population is not linear
(see Figure 4.13 (d)). We notice that during the disturbance phase, the per capita
growth rate does not increase monotonically with respect to the total cell population
as we saw previously for the reference dynamics and when varying the resource
flux, S. For the simulations with c0 > c∞ = 0.034, the per capita growth rate de-
creases initially, then increases and finally decreases linearly with respect to the total
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cell population.
Figure 4.13: Series of plots showing the dynamics of the coupled age-structured model with
resource-regulated proliferation, given by Eqs. (4.1) and (4.4), as we vary the initial resource
concentration value, c0. Increasing c0: (a) does not affect the total cell population, (b) in-
creases the maximum resource concentration but reduces the time it takes to reach it, and
(c) makes the initial decrease of the transition age aG1/S disappear. (d) Increasing the initial
resource concentration, c0, affects the plots of the per capita growth rate against the total cell
population by shortening the duration of the disturbance phase where there is no monotonic
decreasing dependence. Parameter values as per Table 4.5.
We now perform a sensitivity analysis on other model parameters to show that
our model predictions are robust. We consider as reference the initial age distri-
bution and the default parameter values given in Section 4.6.1. Under these con-
ditions, the total cell population undergoes logistic behaviour and the per capita
growth rate exhibits two proliferation phases, as can be seen in Figure 4.11. We
investigate whether small variations in the parameter values affect the predicted be-
haviour. When we vary a specific parameter, all other parameters are held fixed at
the default values reported in Table 4.5.
To fix the range in which we vary a parameter, we calculate the minimum and
maximum value of that parameter so that 550 ≤ N∞ ≤ 750 while all the other para-
meter values are fixed at their reference values. In this way we ensure that the carry-
ing capacity is consistent with the estimates for PC-3 prostate cancer cells, between
600 and 700 cells (see Eq. (4.83)) [118].
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For each simulation, we extract the following quantities (see Figure 4.14):
• amin := min
0≤t≤T
aG1/S(t)
• cmax := max
0≤t≤T
c(t)
• σmax := max
0≤t≤T
σ(N(t))
• tamin such that aG1/S(tamin) = amin
• tcmax such that c(tcmax) = cmax









Figure 4.14: Results from a typical simulation indicating how the quantities of interest are
defined. The quantities of interest are: the maximum value of the resource concentration,
cmax, the minimum value of the transition age, amin, the maximum value of the per capita
growth rate, σmax, and the times, tcmax, tamin and tσmax at which these extrema are attained.
For all choices of the model parameters considered, the qualitative behaviour of
the dependent variables was the same as the one presented in Figure B.6 in Appen-
dix B.1. In Table B.7 we include the mean and standard deviation of the quantities
of interest when performing the sensitivity analysis for each of the model parame-
ters. For each parameter, we include the range of values where the parameter was
varied, and the mean and the standard deviation of each quantity of interest. We
notice that tamin = tcmax and this is expected given the definition of aG1/S (Eq. (4.2))
so we only include tcmax. We observe that on average there is less than ten percent
variation in the quantities of interest in all the parameter sensitivity analyses, so we
can conclude that the parameter uncertainty has little effect on the overall dynamics.
Sensitivity analysis of the initial age-distribution
In this section we investigate how varying the initial age-distribution affects the
model predictions. We consider the initial age-distributions to have the general
form:
v0(a) = m exp(−na), (4.89)
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where m and n are positive real numbers.






Since the initial value of the total cell concentration is given by N(0) = mn , we set m
so N(0) has the same value as the one used for the reference dynamics (N(0) = 223;
see Section 4.3). Thus we fix
m = 223n. (4.91)
Guided by Table 4.5 and Eq. (4.90) we require n < 0.06642. Hence, we choose
n ∈ [0.053, 0.065] and calculate m via Eq. (4.91). For each pair (m, n) we consider
the corresponding initial age-distribution and perform a numerical simulation. In
Figure 4.15 we plot the evolution of different simulations for different values of
(m, n). We observe that the total cell population, the resource concentration and
the transition age evolution do not change when (m, n) vary. Only the dependence
of the per capita growth rate on the total cell population exhibits small changes as
we vary (m, n) (see Figure 4.15 (d)). In all cases, we observe that for all initial age-
distributions considered, the total cell population follows a logistic behaviour and




Figure 4.15: Series of plots showing the dynamics of the coupled age-structured model with
resource-regulated proliferation, Eqs. (4.1) and (4.4), as we vary the initial age-distribution.
The initial age-distributions have the general form given by Eq. (4.89). The value of m is
given by Eq. (4.91). Varying the initial age-distribution does not affect the: (a) total cell
population, (b) resource concentration, (c) transition age evolution. (d) The plots of the per
capita growth rate against the total cell population exhibit the two phases of proliferation
and the initial dynamics changes slightly as we vary the initial age-distributions. Model
parameters are as per Table 4.5.
Disturbance and growth phase analysis
We have observed that varying the initial resource concentration controls the dura-
tion of the disturbance phase. We now analyse other aspects of the model behaviour
when the dynamics are biphasic and when only the growth phase is visible.
The differences between the dynamics for the default parameter values and those
for which c0 = 0.114 nM are more visible when we analyse the evolution of the
subpopulation fraction. In Figure 4.16 we observe that for the reference dynamics
(where the dynamics are biphasic), the mature subpopulation increases initially and
then relaxes to its stationary value, while when c0 = 0.114 nM the mature population
only increases. The immature fraction exhibits the opposite behaviour. In practice,
we could validate our model by comparing it to experimental data plotted in this
way. This type of data can now be recorded using the FUCCI technology [183] and
recently mathematical models of in-vitro assays have used such data for parameter
estimation [193, 220, 221].
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Figure 4.16: Series of plots showing how the dynamics of the subpopulations X and Y
change over time. In (a) and (b) we plot the immature subpopulation dynamics while in (c)
and (d) we plot the mature subpopulation dynamics for the full age-structured model (Eqs.
(4.1) and (4.4)) for the default parameter values and when c0 = 0.114 [nM] respectively.
Model analysis when the resource concentration is below the critical value
If c(t) < ccr then, from the definition of the G1/S transition age, it follows that
aG1/S(t) = ∞ and therefore the number of cells with age aG1/S(t) at time t is zero,
n(aG1/S(t), t) = 0. In this case, the mature compartment is empty (Y(t) = 0). As
a result, cell proliferation does not occur so the cell population decreases. Further-
more, since Y = 0, from Eq. (4.47) we determine that the time derivative of the per
capita growth rate is zero so the per capita growth rate is constant when c(t) < ccr.
Thereafter depending on the parameter values, three cases can arise:
I) The resource concentration increases until it reaches its critical value, ccr, and
then the cell population follows the dynamics given by Eq. (4.41) where n(aG1/S(t), t)
is determined by Eqs. (4.42) and (4.43).
II) The resource concentration increases but never reaches ccr so the cell popula-
tion becomes extinct.
III) The cell population oscillates between the two regimes described above since
the resource concentration oscillates around ccr.
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Figure 4.17: Series of plots showing the dynamics of the coupled age-structured model with
resource-regulated proliferation as we vary the initial resource concentration value, c0, be-
low the critical value. We show the dynamics of (a) the total cell population, (b) the resource
concentration, (c) the transition age and (d) the per capita growth rate against the total cell
population.
To validate our claims, we perform numerical simulations in which we vary the
initial resource concentration below the critical value ccr, holding all other parame-
ters fixed at the values stated in Table 4.5. For the simulations when aG1/S(t) = ∞
we consider aG1/S(t) = 100, 000 hr. The results are presented in Figure 4.17 and they
reveal that case (I) occurs for all values of c0 considered. Since the cell population
decreases, the model can not capture logistic-type behaviour. We also observe that
for all values of c0 considered, the per capita growth rate is constant while the cell
population number decreases (see Figure 4.17 (d)).
4.7 Discussion
In this chapter we have presented an age-structured model for a cell population with
a resource-dependent proliferation rate. Our model captures, for the first time, the
biphasic behaviour in the per capita growth observed experimentally in [118]. We
considered a simplified version of the model that helped us in understanding how
the age-structured model is affected by the G1/S transition age, the age at which a
cell can proliferate. For this simplified model we were able to derive explicit formu-
lae for the evolution of the two subpopulations: cells which can proliferate and those
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which can not (mature and immature cells). We analysed the the long-time dyna-
mics and determined the stability of the solutions. We then analysed the full model
in terms of mature and immature cells. We derived necessary and sufficient condi-
tions under which the model exhibits a logistic type behaviour and two phases of
proliferation: an initial phase, which in [118] was named disturbance phase, in which
proliferation does not follow a logistic growth, and a growth phase, where prolifera-
tion is approximately logistic. The biphasic behaviour was found to be the result
of an initial increase in the fraction of mature cells followed by a decline to their
steady-state concentration. Afterwards we presented our numerical scheme to dis-
cretise the simplified and the full model and showed they reached numerically the
expected convergence rates. We then parametrised the model using PC-3 prostate
cancer cells as a case study. Finally, through numerical simulations, we corrobo-
rated the results for the simplified and the full model. For the simplified model we
showed the different long-time dynamics behaviour and the presence of damped
oscillations as we vary the proliferation rate. For the full model, we showed that
varying the resource initial value results in a change in the dependence of the per
capita growth rate on the total cell population. The model predicts that the duration
of the disturbance phase decreases as the initial resource concentration increases.
Analysis of the simplified model yielded insight into the dynamics of the full
model. While the simplified model has been thoroughly investigated by other authors
[28, 96], in this chapter we did not perform the typical analysis but rather investi-
gated the role of the mature and immature dynamics in the per capita growth rate
and the total cell population evolution. When analysing the mature and immature
subpopulation dynamics, while for the simplified model we are able to give explicit
formulas for their evolution, for the full model we are unable to do so. The rea-
son for this is that a fixed G1/S transition age results in the dynamics of the mature
population being described by a delay differential equation with a constant delay,
while considering the G1/S transition age depending on the resource dynamics, the
mature subpopulation dynamics is describe by a state-dependent delay differential
equation. Although the transient dynamics of the full and simplified models differ,
the long-time dynamics of the full model can be showed to converge to the long-
time dynamics of a simplified model with the transition G1/S age as the critical
G1/S transition age. Therefore we can expect that the oscillatory analysis of the
long-time dynamics that we obtained for the simplified model, are also valid for the
full model. Therefore we expect that in the full model as the proliferation rate in-
creases, the initial amplitude of oscillations increases but as time goes to infinity, the
oscillations dampen.
The non-linear model has some limitations. There is a critical constraint in the
biologically realistic parameter regime. The parameters need to be chosen such that
daG1/s(t)
dt < 1 for all t ∈ [0, T]. Otherwise, cells could go from the S-G2-M phase
back to the G1 phase without proliferating (See Eq. (4.41)). In all our simulations
the derivative of the transition age is always less than one (see Figure 4.18 ). To
avoid restricting the parameter regime, age-structured models with multiple com-
partments for the cell-cycle phases [27, 42] can be considered.
The numerical study of the discretisation schemes helped us understand how the
evolution of the transition G1/S age affected the convergence rate of the discretisa-
tion methods. We observed that as the velocity of the transition G1/S increased the
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Figure 4.18: Plots of the transition age derivative daG1/s(t)dt for all the simulations of the full
model.
convergence estimates worsen. However as we observed in Figure 4.18, the deriva-
tive of the G1/S transition age is always smaller than 0.1 and we observed in Sec.
4.5.2 that in the case when the velocity of the transition age is 0.1, the discretisation
scheme achieves the theoretical convergence rate values.
In view of the full model, the experimental observations in [118] can be explained
as follows: the scratch procedure decreases the cell number in the plate and by re-
plenishing the medium to the same quantity, as customary, the resource concentra-
tion is increased, therefore triggering the biphasic dynamics in the per capita growth
rate. The predictions of the model could be experimentally tested by modifying the
resource concentration in the substrate, examining the plots of per capita growth
rate against the total cell population, as was performed in [118], and measuring the
resource concentration, as in [27], at the same times as the cell population density is
captured. The full model predicts that by increasing the initial resource concentra-
tion, the disturbance phase would shorten. Varying the resource concentration has
been shown to affect the overall dynamics of the scratch assay in other situations
[27].
There are different ways that we can extend this work. The full model was
parametrised using estimates calculated in [118]. Their estimates were calculated
with respect to the logistic equation and since we are considering a different model,
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the values are expected to differ. The full model could be parametrised using more
appropiate methods as has been done for similar models [27, 79]. We acknowledge
that the full model is just one of many possible explanations for the biphasic be-
haviour observed experimentally in [118]. Mechanical and chemical disturbances
have been known to affect cell proliferation in other experimental settings [165].
Models that integrate explicitly biochemical pathways, such as those in [66, 163], can
be adapted to investigate whether the biphasic behaviour is a product of signalling
events. An inference-based modelling approach could be performed to test multiple




A hybrid algorithm for coupling
mesoscopic and macroscopic
descriptions of the stochastic FKPP
model
5.1 Introduction
One of the characteristic features of scratch assays is the inhomogeneous cell distri-
bution: large number of cells accumulate far away from the scratch, whereas small
number of cells are observed near the edge of the scratch. If the number of cells is
large, then modelling each individual cell in a stochastic or agent-based framework
is inefficient and a coarse-grained description is preferred, such as partial differential
equation models. However certain dynamics, such as extinction, can not be captured
in a deterministic description [52].
As mentioned in Section 2.4.5, hybrid algorithms couple different modelling frame-
works in different parts of the domain and they are used to tackle problems that
have some regions in which a specific framework is more appropiate than another.
A challenge of hybrid algorithms is to ensure mathematical and biophysical consis-
tency between the modelling frameworks defined in different regions of the domain
[148].
In this chapter we introduce a hybrid algorithm that couples the stochastic des-
cription of the Fisher-Kolmogorov-Petrovsky-Piscounov (FKPP) model with its mean-
field analogue. The stochastic dynamics are described via a reaction-diffusion mas-
ter equation (RDME) (see Section 2.4.2 for a brief introduction to RDMEs). The
mean-field analogue is discretised using finite elements. We estimate the variance of
the stochastic system to define the switching point between the two model formula-
tions.
This chapter is organised as follows: in Section 5.2 we introduce the stochastic
FKPP model which has been used as a prototype to introduce our hybrid algorithm.
We also determine the mean-field equation and the coarse-grained factorial cumu-
lant equation of the stochastic model. In Section 5.3 we introduce the discretisation
schemes that are used to solve the coarse-grained equations and then determine their
convergence properties. In Section 5.4 we introduce the reference dynamics of the
stochastic model. We describe various aspects of the model dynamics, specifically
the position of the interface and the velocity of the travelling wave solution. We
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also investigate how the coarse-grained equations approximate the first and second
moments of the stochastic process. We then consider how changes in the carrying
capacity and the compartment size affect the dynamics. In Section 5.5 we propose a
new hybrid algorithm which we call the “A priori Variance method” (AV method)
which estimates the variance at each compartment and uses this estimate to decide
which compartments are updated deterministically or stochastically. In Section 5.6
we apply the AV method to the stochastic FKPP model. We perform a statistical ana-
lysis to quantify how well the hybrid model approximates the stochastic model. In
Section 5.7 we compare our hybrid model with the hybrid model proposed by Spill
et al. in [149]. Finally in Section 5.8 we discuss our results.
5.2 Stochastic FKPP Model
5.2.1 Model
We consider the stochastic FKPP model as a prototypic model to test our hybrid al-
gorithm. The stochastic FKPP model is commonly used to simulate the cell front
evolution in scratch assays [40, 121, 194]. Besides describing in-vitro cell dynamics,
the stochastic FKPP model has been used to model a variety of problems including
propagation of genes in a population [73], epidemic outbreaks [92] and there are
many other examples. Following most of the current literature in the field, we choose
this model to test our hybrid algorithm since it has travelling wave solutions that are
such that in one part of the domain the number of molecules is close to the system
size and in another the number of molecules is close to zero. Simulating the sto-
chastic model becomes computationally prohibitive as the system size increases so
a hybrid algorithm provides a more efficient method to simulate the dynamics.
The stochastic FKPP model consists of a reaction-diffusion process of a single
species, U, on a one-dimensional spatial domain. We assume that the single species
U represents a cell population. We consider the domain [0, L] and the time period
[0, T]. The domain is divided into N compartments of size h = L/N. The number
of cells in the i-th compartment [(i − 1)h, ih], is denoted by ni, for i = 1, . . . , N.
Cell migration is modelled as a stochastic jump process that consists of two sets of
reactions:
Ui
d→ Ui+1 for i = 1, . . . , N − 1. (5.1)
Ui
d→ Ui−1 for i = 2, . . . , N. (5.2)
where the jump rate constant is denoted by d. We consider d = Dh2 where D is the
diffusion constant of the respective mean-field model and h is the compartment size.
We impose reflective boundaries on both sides of the domain (x = 0, L).





R2 : Ui +Ui
λ
2K→ ∅, (5.4)
where λ is the proliferation rate and K is the carrying capacity.
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The stochastic FKPP model consists of the reaction-diffusion process modelled
by the reactions (5.1) - (5.4).
Using the formulae given in Section 2.4.4 we determine the stoichiometric matrix,
the rate function, the deterministic rate equations and the propensity functions for
the reaction system:
• The stoichiometric matrix is the matrix S ∈ M1×2(Z) such that:
S = (1 2). (5.5)
• The rate function is:




• The mean-field rate equations are:
dϕi
dt
= S · f (ϕ)T = λϕi − λK ϕ
2
i . (5.7)
• The propensities are:
v1(ni) = λni, v2(ni) =
λ
2hK
ni(ni − 1). (5.8)
By considering the jump and reaction processes we determine the evolution of
the RDME. Let p(n, t) denote the joint probability of n = [n1, . . . , nN ] where ni de-
note the population number in the i-th compartment for i = 1, . . . , N at time t. The

























[E2j − 1]nj(nj − 1)p(n, t). (5.9)
We rewrite the RDME to distinguish the diffusion and the local reactions effect:
∂p(n, t)
∂t
= R[p(n, t)] +D[p(n, t)], (5.10)













j − 1]nj p(n, t), (5.11)











[E2j − 1]nj(nj − 1)p(n, t). (5.12)
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5.2.2 System size expansion and intrinsic noise approximation
In this subsection we perform a moment closure and an intrinsic noise approxima-
tion to determine the mean-field and coarse-grained factorial cumulant based on the
theory developed by Van Kampen [215] (see Section 2.4.4).
Mean-field equation
To derive the mean-field equation of the stochastic FKPP model, we first determine
the evolution of the mean number of cells within each compartment. Let us denote












ni p(n, t) =:∑
n
ni p(n, t), (5.13)
gives the mean number of cells in the i-th compartment, i = 1, . . . , N.
To determine the evolution of 〈ni〉 we multiply Eq. (5.9) by ni and sum over all
possible values of the state vector n. We deduce that for i ∈ {1, . . . , N}, the evolution













where we have exploited Eqs. (5.10)-(5.12).






Expanding the sum on the right-hand side of (5.15) and considering all the possible
values of the state vector n, we deduce that 〈ni〉 satisfies the following system:
∂〈ni〉
∂t
= d (〈ni+1〉+ 〈ni−1〉 − 2〈ni〉) , i = 2, . . . , N − 1, (5.16)
∂〈n1〉
∂t
= d (〈n2〉 − 〈n1〉) , ∂〈nN〉
∂t
= d (〈nN−1〉 − 〈nN〉) . (5.17)
Dividing Eq. (5.16) by h and approximating the concentration u(x, t) at xi, the centre
of the i-th compartment, as u(xi, t) ≈ 〈ni(t)〉/h we obtain
∂u(xi, t)
∂t
≈ d (u(xi + h, t)− 2u(xi, t) + u(xi − h, t)) . (5.18)






u(xi, t) +O(h4). (5.19)
Finally, in the limit as h → 0, given that d = D/h2, the evolution of u(x, t) is then
given by a diffusion equation.
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A similar argument applied to Eq. (5.17) enables us deduce that the concentra-
tion u(x, t) satisfies Neumann boundary conditions.
We now focus on the reaction term in Eq. (5.14). By expanding the sum over all








λ[E−1i − 1]ni p(n, t) +
λ
2Kh
[E2i − 1]ni(ni − 1)p(n, t)
)
= λ〈ni〉 − λhK
[〈n2i 〉 − 〈ni〉] . (5.20)
We notice that the left-hand side of Eq. (5.20) depends on the second moments of ni.
Under the moment closure approximation 〈n2i 〉 − 〈ni〉 ≈ 〈ni〉2 we have:
∑
n
niR(n, t) = λ〈ni〉 − λhK 〈ni〉
2 (5.21)
The moment close approximation consists of approximating the stochastic process
by a Poisson distribution.
Dividing Eq. (5.20) by h and approximating u(x, t) at xi the centre of the i-th
compartment, as u(xi, t) ≈ 〈ni(t)〉/h, we have
∂u(xi, t)
∂t
= λu(xi, t)− λK u(xi, t)
2. (5.22)
Combining Eqs. (5.19) and (5.22) in the limit as h → 0, we conclude that the
mean-field equation for the cell concentration, u(x, t), is:
∂u




x ∈ (0, L), t ∈ (0, T),
∂u
∂x = 0 t ∈ (0, T),
u(x, 0) = v(x) x ∈ [0, L],
(5.23)
where v(x) is the initial cell distribution.
Intrinsic noise approximation
We now perform the intrinsic noise approximation of the stochastic FKPP equation,
by following the methodology described in Section 2.4.4.
As in the derivation of the mean-field equation, we analyse the diffusion and
reaction terms of the master equation separately. We focus first on the reaction term
and consider the system size expansion in each compartment. The master equation
for the reaction in the i-th compartment is given by:
∂p(ni, t)
∂t
= R[p(ni, t)] = λ[E−1i − 1]ni p(ni, t) +
λ
2Kh
[E2i − 1]ni(ni − 1)p(ni, t).
(5.24)
Given Eq. (5.24), we consider the system size expansion or Van Kampen ansatz:
we assume that the cell number, ni, can be defined in terms of the system size Ω, a
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deterministic quantity φi and a new random variable ei in the following way:
ni = Ωφi +Ω1/2ei. (5.25)
where Ω = Kh.
We summarise the results of the system size expansion in the following theorem.
Theorem 11. By considering the system size expansion (5.25) when Ω >> 1 and denoting
the probability distribution of ei by Πi, we deduce the following results:












Ai(t) := λ− 2λφi(t) and Bi(t) := 2λφi(t)2 + λφi(t). (5.27)
• The evolution equation for φi is given by:
∂φi
∂t
= −λφ2i + λφi. (5.28)
• When Ω >> 1 we have that: ni
Ω
≈ φi. (5.29)
Proof. The proof of this Theorem can be found in Appendix C.1.
We now follow the procedure in [188] to extend the linear noise approximation
to RDME. For i, j ∈ {1, . . . , N}, the factorial cumulant of ni and nj is given by
[ni, nj] = cov(ni, nj)− δij〈ni〉. (5.30)
where cov(ni, nj) = 〈ninj〉 − 〈ni〉〈nj〉.
In order to determine the evolution of the factorial cumulant, we will need to use
the following result.
Lemma 12. Given a system size expansion (5.25) and a noise term ei that satisfies the
Fokker-Plank equation defined by Eq. (5.26), the covariance has the following dynamics:
d
dt
cov(ei, ej) = [Ai(t) + Aj(t)]cov(ei, ej) + δi,jBi(t) (5.31)
where Ai(t) and Bi(t) are given by (5.27).
Proof. The proof of this lemma can be found in [188].
We determine the evolution of the factorial cumulant by exploiting Lemma 12.
Theorem 13. Given the system size expansion, Eq. (5.25), and a noise term ei that satisfies






1− φi − φj
]
[ni, nj] + δij
(
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Proof. By substituting Eq. (5.25) in Eq. (5.30) we conclude that the factorial cumulant
scales with the system size as:
[ni, nj] = Ωcov(ei, ej)− δi,j〈ni〉 (5.33)
The evolution of 〈ni〉 is determined by the fact that ni ≈ Ωφi and the corresponding






= −Ωλφ2i +Ωλφi. (5.34)
Using Eqs. (5.31) and (5.34) and the fact that we express the factorial cumulant as per
Eq. (5.33), we obtain the desired evolution equation for the factorial cumulant.
To verify formula (5.32), we consider a well-mixed situation for which the cell
number is large so the system size expansion is valid. In this case we compare the
dynamics of the factorial cumulant given by the simulations with the evolution pre-
dicted by Eq. (5.32). The results are reported in Appendix C.2.
The next step in the derivation is to rescale the evolution equation for the facto-
rial cumulant (5.34), i.e. to divide the evolution equation by h2 and derive the evo-
lution in concentration terms. If we divide the expression for the factorial cumulant
(5.30) by h2 and take the limit h→ 0, then the initial condition of the coarse-grained















= δ(xi − xj)u(xi, 0) (5.35)
where we have used the fact that the covariance of the system is zero at t = 0 and
that 〈n
i(t)〉
h → u(xi, t) as h → 0 where xi is the center of the i-th compartment. Since
we want to consider a smoother initial condition, we consider instead ui = n
i
h and




h ]. We now determine the evo-
lution of the coarse-grained factorial cumulant w(xi, xj, t) = limh→0[ui, uj].
Remark 5. We note that calculating the limit of the RDME as h tends to zero is only valid
for dimension one. When the dimension is larger than one, the RDME has been shown
to not model properly bimolecular reactions [110–112] which are present in our system.
To consider our methodology in higher dimensions we need to use other frameworks, like
the convergent RDME (CRDME) [111], that converge to a continuum model as the mesh
spacing approaches zero.
Theorem 14. For the stochastic KPP model with RDME given by Eq. (5.9), its coarse-
grained factorial cumulant, limh→0[ui, uj], converges to the function w(x, y, t) : (0, L) ×
(0, L)× (0, T)→ R that satisfies the following system:
∂w
∂t





















with Neumann boundary conditions
∂w(x, y, t)
∂ν
= 0 for (x, y, t) in ∂[0, L]2 × [0, T], (5.37)
109
Chapter 5. A hybrid algorithm for coupling mesoscopic and
macroscopic descriptions of the stochastic FKPP model
and initial condition
w(x, y, 0) = −1x=yu(x, 0) for (x, y) in [0, L]2, (5.38)
where u : R× [0, T]→ R satisfies the system (5.23).
Proof. By rewriting the terms that define [ui, uj] and [ni, nj] we determine how the






































On the other hand using a procedure similar to that used to analyse the effect of
the diffusion term in the mean-field equation, it can be shown [215, 216] that the
coarse-grained factorial cumulant, w(xi, xj, t) = limh→0[ui, uj](t), due to the diffu-
sion satisfies the equation:
∂w
∂t
(x, y, t) = D∆x,yw(x, y, t) (5.41)
with Neumann boundary conditions. Using Eqs. (5.40) and (5.41) and upscaling
the coarse-grained factorial cumulant for the initial conditions we derive the desired
evolution equation for the coarse-grained factorial cumulant.
The estimated variance from the coarse-grained factorial cumulant is given by:
var(x, t) = w(x, x) + u(x, t) (5.42)
5.3 Numerical study of the discretisation of the coarse-grained
equations
In order to implement our hybrid model, we must discretise the mean-field equation
(Eq. (5.23)) and the coarse-grained factorial cumulant (Eq. (5.36)). In this section




We focus first on the discretisation of the PDE that describes the evolution of the
mean-field concentration, u(x, t), (Eq. (5.23)). We discretise this PDE via the Rothe
method [94], discretising in time using the implicit Euler scheme and in space with
linear finite elements.
We consider a discretisation of the time and the space domain. Let us consider a
partition of the interval [0, T] into M subintervals of length ht = TM where tn = nht
for n = 0, 1, . . . , M. We denote the space domain D := (0, L). We consider a mesh Th
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of D, namely, D =
⋃N
j=1 Kj where we refer to Kj as an element of Th. We assume the
mesh is regular (see Sec. 2.3 for more details on regular meshes). We define hx as the




We denote the solution of Eq. (5.23) at tn by un(x) := u(x, tn). Applying the












We now discretise Eq. (5.43) by finite elements. We assume that the solution of
Eq. (5.43) belongs to H1(D). To approximate the solution in H1(D) we consider the
finite-dimensional space Vh, (see Sec. 2.3 for a description of the functional spaces
H1(D) and Vh). We then formulate the variational problem in Vh. The weak formu-





+ Tu(un(x), vh(x)) = Fu(un(x), vh(x)) ∀vh(x) ∈ Vh,
(5.44)
where
Tu(un(x), vh(x)) = D(∇un(x),∇vh(x))
and







To derive the weak formulation we have exploited the fact that un(x) satisfies the
relevant Neumann boundary conditions at each time step (see Eq. (5.23) ).
The weak formulation (5.44) is nonlinear so that we can use the Newton method
to solve it. We first reformulate the problem so we apply the Newton method. The
weak formulation (5.44) is equivalent to finding a function un(x) ∈ Vh at each tn
(n ≥ 1) such that
G(un(x)) = 0 (5.45)
where






)− (un−1, vh(x)) ∀vh(x) ∈ Vh. (5.46)
We consider one of the simplest versions of the Newton method to solve Eq.
(5.45) (see [63] for an overview of the different Newton method implementations).
We consider the following fixed point iteration:
vm+1(x) = vm(x) + δvm(x) (5.47)
where δvm(x) solves the linear problem
G′(vm(x))(δvm(x)) = −G(vm(x)) (5.48)
where G′(u(x))(δu(x)) is the Gateaux derivative of G in the direction δu(x), vm(x)
is the m-th Newton’s iteration and v0(x) is the initial estimate of un(x).
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The Gateaux derivative of the nonlinear functional G (Eq. (5.46)) in the direction
δu(x) is:




(u(x)δu(x), vh(x)) ∀vh(x) ∈ Vh. (5.49)
If the initial Newton iteration is sufficiently close to the function, un(x), the New-
ton iterates can be shown to converge to the function un(x) [63]. To apply the New-
ton method we set a tolerance error, TOL, and a maximum number of Newton ite-
rates, Nmax.
At each iteration of the Newton method, we approximate the solution of Eq.
(5.48), δvm, by its Ritz projection in the space Vh:
δvm(x) ≈ δvmh (x). (5.50)







where Vmj are real constants for 0 ≤ j ≤ Nh − 1.
The variational formulation needs to be satisfied for all vh(x) ∈ Vh. A nece-
ssary and sufficient condition for this to happen is that the basis functions satisfies
the variational formulation. For each basis function, ϕi(x), the relevant variational
problem is:
G′i(v
m)(δvmh ) = −Gi(vm) ∀i = 0, . . . , Nh − 1
where Gi(u) := G(ϕi)(u). By considering the variational formulation for all the
basis functions, the variational problem reduces to solving a linear system for the
coefficients Vmj for 0 ≤ j ≤ Nh − 1. In matrix notation the linear system that needs
to be solved is:
AmδVm = bm,
where An is an Nh × Nh matrix whose entries are given by:
Ami,j := (1− λht)(ϕi, ϕj) +
2λht
K
(vmϕi, ϕj) + Dht(∇ϕi,∇ϕj),
bm is a Nh-dimensional vector with entries given by:






)− (un−1, ϕi). (5.51)
and δVn is the Nh-dimensional vector solution.
The solution update that uses the discretisation outlined above is described in
Algorithm 5.1.
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Algorithm 5.1 Solution update for the mean-field equation
1: Initialise the finite element solution using the initial condition u0. Set n = 0.
2: for n = 1 to n = M− 1 do
3: Update rule for un−1 → un : Consider as the initial iterate of the Newton
method: v0 = un−1. Let b0 denote the n-dimensional residual vector, defined
by Eq. (5.51).
4: while ‖bm‖2 > TOL and m < Nmax. do
5: Compute the Newton update δvm(x) by solving the linear system (5.3.1).
6: Consider the Newton iteration vm+1(x) = vm(x) + δvm(x) and update m→
m + 1.
7: end while
8: Update the solution at the n-th time point with the final Newton iteration:
un(x) = vm+1(x).
9: end for
Coarse-grained factorial cumulant equation
We now discretise the evolution equation of the coarse-grained factorial cumulant
(Eq. (5.36)). We first determine how to deal with the indicator and the delta terms.
Following [67, 138], we consider the following regularised versions of δ(x), the delta
function, and 1x=x∗(x), the indicator function:




1− | xe |
)
, if |x| ≤ e,
0, otherwise.
(5.52)
1x=x∗(x) ≈ 1ex∗(x) =
{
x, if |x− x∗| ≤ e,
0, otherwise.
(5.53)
where e > 0.
When discretising Eq. (5.36), we use the same time mesh as that used for the
mean-field equation. We discretise Eq. (5.36) via the Rothe method, first discretising
in time with an implicit Euler scheme and in space with linear finite elements.
We denote the solution of Eq. (5.36) at tn as wn(x, y) := w(x, y, tn). By applying
the implicit Euler scheme to Eq. (5.36) while considering the regularised delta and
the indicator functions we obtain:
wn(x, y)− wn−1(x, y)
ht























To discretise Eq. (5.54) by finite elements, we first assume that its solution is de-
fined in H1(D × D). To approximate the solution in H1(D × D) we consider the
finite-dimensional space Vh corresponding to the domain D × D (see Sec. 2.3 for a
description of the functional spaces H1(D× D) and Vh). The variational problem at
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each tn (n ≥ 1) consists of determining wn(x, y) ∈ Vh that satisfies:(




+ Tw(wn(x, y), vh(x, y)) = Fw(wn(x, y), vh(x, y)),
(5.55)
∀vh(x, y) ∈ Vh,
where
Tw(un(x, y), wh(x, y)) = D (∇wn(x, y),∇vh(x, y)) , (5.56)
and
































By considering the nodal basis functions of the finite element space Vh, the weak
formulation (5.55) reduces to a linear system.
The linear system of equations for the basis functions n = 0, . . . , Nh.
We first approximate the solution of Eq. (5.55) by its Ritz projection in the space
Vh:
wn(x, y) ≈ wnh(x, y) (5.57)






Wnj ϕj(x, y). (5.58)
where Wnj are real constants for 0 ≤ j ≤ Nh − 1.
The variational formulation (5.55) must be satisfied for all vh(x, y) ∈ Vh. A nece-
ssary and sufficient condition for this to happen is that the formulation is satisfied
by the basis functions. The variational formulation (5.55) for a basis function is:(




+ Tw(wn(x, y), ϕi(x, y)) = Fw(wn(x, y), ϕi(x, y))
(5.59)
for all i = 0, . . . , Nh.
By considering the variational problem (5.59) for all basis functions we reduce
the problem at each tn (n ≥ 1) solving a finite-dimensional linear system for the
coefficients Wnj , 0 ≤ j ≤ Nh − 1. The matrix formulation of the linear system is the
following:
MnWn = Yn (5.60)
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where Mn is an Nh × Nh matrix whose entries are given by:
Mni,j = (1− 2λht)
(

















Yn is a Nh-dimensional vector with entries given by:
Yni = (ϕi(x, y), w
n(x, y)) + λht
(



















and Wn is the Nh-dimensional vector solution.
We note that in order to solve the equation for the coarse-grained factorial cumu-
lant, we must first determine the values of the mean-field equation.
The solution update of the coarse-grained factorial cumulant evolution equation
that use the discretisation scheme outlined above is described in Algorithm 5.2.
Algorithm 5.2 Solution update for the coarse-grained factorial cumulant
1: Determine a time mesh to solve the mean-field equation (Eq. (5.23)) and the
coarse-grained factorial cumulant equation (Eq. (5.36)).
2: Initialise the finite element solution using the initial condition −1ex−y=0u0. Set
n = 0.
3: Solve the mean-field equation using algorithm 5.1 and determine wn for all 1 ≤
n ≤ M.
4: for n = 1 to n = M− 1 do
5: Update rule wn−1 → wn : Solve the linear system (5.60) to obtain wn.
6: end for
Locally refined mesh
Since we are only interested in solution values on the diagonal of the domain,
we refine locally the spatial mesh in a region close to the diagonal, so it has smaller
elements close to the diagonal and coarser elements far away from it. We refine
the mesh in this way to obtain an accurate solution on the diagonal and still have
an efficient implementation. The procedure that we use to refine the spatial mesh
to solve the coarse-grained factorial cumulant is described in Algorithm 5.3 and in
Figure 5.1 we illustrate its implementation effect.
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Algorithm 5.3 Mesh refinement algorithm
1: Set an initial mesh with nodes on the diagonal and refine all cells χ1 times.
2: Set distance χ2 and consider
Φ = {K ∈ Th such that ‖cK − lD‖2 < χ2}
where lD denotes the points of the diagonal and cK denotes the center of the
element K.
3: Set χ3 : the number of times to refine elements in Φ.
4: for n = 1 to χ3 do
5: Refine the elements in Φ.
6: end for
7: Refine all elements in the mesh χ4 times.
(a) (b)
(c) (d)
Figure 5.1: Series of plots depicting the effect of the steps of the local refinement algorithm
5.3. a) Initial mesh. b) Mesh after refining χ1 = 1 times. c) Mesh after considering refining
χ3=2 times all the elements that are at a distance χ2=25 from the diagonal. d) Final mesh
after χ4 = 1 refinements.
In practice we consider a more refined mesh than the final mesh in Figure 5.1.
The default parameter values for the local refinement are described in Table 5.1.
Parameter Description Value
χ1 Initial refinement level 2
χ2








Refinements performed after local refine-
ment
4
Table 5.1: Default parameters value for the local mesh refinement of the domain (0, L) ×
(0, L) when solving Eq. (5.36).
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5.3.2 Convergence analysis
We now analyse the convergence of the discretisation schemes (5.1) and (5.2) that we
use to solve the evolution equations of the mean-field and coarse-grained factorial
cumulant (Eqs. (5.23) and (5.36)). As for the convergence analysis of the discretisa-
tion schemes of the age-structured models, we consider the method of manufactured
solutions (see Section 2.3 for a description of the method) to determine the observed
convergence rates.
Mean-field equation
We first analyse the discretisation scheme for the mean-field equation. For arbi-
trary initial and boundary conditions, no explicit solutions are known [2]. Howe-
ver, for certain initial and boundary conditions, explicit solutions exist [2]. We con-
sider a known explicit solution of the FKPP equation (see [2]) and modify it for our




= ∆u + u(1− u), (5.61)
for (x, t) ∈ R× (0, T) with boundary conditions:
lim
x→−∞ u(x) = 0 and limx→∞ u(x) = 1. (5.62)
The authors showed that Eq. (5.61), with boundary conditions (5.62), has the









where c = 5√
6
.
To use this particular solution in the method of manufactured solutions to test
our discretisation scheme. We note that our PDE (5.23) can be non-dimensionalised
to Eq. (5.61) via the following change of variables:








Then uˆ(xˆ, tˆ) satisfies the following system:
∂uˆ
∂tˆ
= ∆xˆxˆuˆ + uˆ(1− uˆ). (5.65)
Let us assume that uˆ(xˆ, tˆ) is given by (5.63). After dimensionalising again the equa-
tion, we deduce that a solution of Eq. (5.23) is given by:
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For the travelling wave to be within the domain (0, L), we shift the solution (5.66) in
the variable t. The explicit solution that we consider for the method of manufactured
solutions is then:











It is straightforward to show that z(x, t) satisfies the following PDE:
∂u








∂x t ∈ (0, T)
u(x, 0) = z(x, 0) x ∈ [0, L].
(5.68)
We analyse the performance of the discretisation scheme (5.1) by solving Eq.
(5.68) using our discretisation scheme and calculating the error between the nume-
rical solution and the exact solution, z(x, t), at each time step. Let hx, ht denote the
space and time spacing, respectively. For a given simulation we consider the follo-
wing error measure in space and time:
ez(hx, ht) = ‖uh(x, t)− z(x, t)‖L2(D×(0,T)) . (5.69)
We compute the error measure (5.69) by approximating the time integral by a trape-
zoidal rule and the integration in the space domainΩ is approximated by a Gaussian-
Legendre quadrature.
We use the parameter values stated in Table 5.2 when performing the conver-
gence analysis. We consider uˆ(x, t) since a solution of the PDE with K = 1 can be





K Carrying capacity 1
L Domain length 100
Table 5.2: Summary of the parameter values for the convergence analysis of the discretisa-
tion schemes (5.1) and (5.2) that we use to solve the evolution equations of the mean-field
and coarse-grained factorial cumulant (Eqs. (5.23) and (5.36)).
It has been shown that for a modifed FKPP equation solved using the backward
Euler method and linear Lagrange finite elements under certain regularity assump-
tions [59] the error measure satisfies the following inequality:
0 ≤ ez(hx, h, t) ≤ Cz(h2x + ht). (5.70)
for a positive real scalar Cz.
Space discretisation convergence analysis
We estimate the rate of convergence of the space discretisation by refining the
spatial mesh and calculating the error measure ez(hx, ht) at each refinement cycle.
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To estimate the space convergence rate, by fixing an end time T and considering
a time step, ht, small enough so that ez(hx, ht) is dominated by the spatial error so
that the time error can be neglected. We then consider an initial mesh and refine it
sequentially: given hx the spacing of the initial mesh, for each n-th refinement cycle









The observed convergence rate of the space discretisation is rzx as hx → 0. We will
show numerically that the space discretisation convergence rate is of second order
by showing that rzx ≈ 2.
In Table 5.3 we summarise the results when analysing the error measure and
performing space refinement. We consider an end time of T = 0.01 and a time step
of 0.001. We consider the spatial mesh to have a mesh size of 200/27 ≈ 1.56 and
then refine it while calculating the observed convergence rate. In Table 5.3 each row
represents a different refinement cycle where we include the time mesh size ht, the
spatial mesh size hx, the error measure ez(hx, ht) and the observed space convergence
rate rzx(hx, ht). The observed convergence rate matches the expected one.
ht hx ez(hx, ht) rzx(hx, ht)
1.000e-03 1.562e+00 1.258e-03 -
1.000e-03 7.812e-01 3.167e-04 1.99
1.000e-03 3.906e-01 7.937e-05 2.00
1.000e-03 1.953e-01 1.990e-05 2.00
1.000e-03 9.766e-02 5.025e-06 1.99
1.000e-03 4.883e-02 1.305e-06 1.94
1.000e-03 2.441e-02 3.769e-07 1.79
Table 5.3: Estimated spatial convergence rates of the discretisation scheme in Algorithm 5.1
when solving Eq. (5.68).
Given the results in Table 5.3, we fix the spatial mesh size hx = 200/213 ≈ 0.02441
when solving Eq. (5.68).
Time discretisation convergence analysis
For the time convergence analysis we consider an end time of T = 1. On the first
refinement cycle we fix the initial time step ht = 0.5 and on the n-th refinement cycle
we consider a time step of ht/2n. In Table 5.4 we summarise the results of the time
refinement convergence analysis. Each row represents a different time refinement
cycle where we include the time mesh size ht, the spatial mesh size hx, the error
measure ez(hx, ht) and the observed space convergence rate rzx(hx, ht). The observed
convergence rate matches that predicted by (5.70).
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ht hx ez(hx, ht) rzx(hx, ht)
5.000e-01 2.441e-02 4.910e-02 -
2.500e-01 2.441e-02 1.350e-02 1.86
1.250e-01 2.441e-02 4.846e-03 1.48
6.250e-02 2.441e-02 2.026e-03 1.26
3.125e-02 2.441e-02 9.235e-04 1.13
1.562e-02 2.441e-02 4.412e-04 1.07
7.812e-03 2.441e-02 2.164e-04 1.03
Table 5.4: Estimated time convergence rates of the discretisation scheme 5.1 when solving
Eq. (5.68).
Coarse-grained factorial cumulant
To analyse the discretisation of the evolution equation of the factorial cumulant (Eq.
(5.36)), we consider the following function:








where κ0 and κ1 are real scalars.
Following the method of manufactured solutions, we modify the PDE (5.36) so
that G(x, y, t) is an explicit solution of the modified system.
The modified system is the following:
∂w
∂t


































F(x, y, t) =
∂G(x, y, t)
∂t







G(x, y, t), (5.74)
and u(x, t) satisfies the problem given by equation (5.68) for which z(x, t) is the ex-
plicit solution.






∀x ∈ Ω2 × [0, T]. (5.75)
and the initial condition,
w(x, y, 0) = G(x, y, 0) ∀(x, y) ∈ Ω2. (5.76)
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In order to solve Eq. (5.73) we need to first solve the equation for the mean-
field concentration, u(x, t), Eq. (5.68). To analyse the convergence properties of the
Algorithm 5.2 when solving Eq. (5.73), we consider the values of the explicit solution
for Eq. (5.68), z(x, t), in the coefficients that correspond to u(x, t) in Eq. (5.73). For
a given simulation and refinement level we consider the following error measure in
space and time:
eG(hx, ht) = ‖wh(x, t)− G(x, t)‖L2(Ω×(0,T)) . (5.77)
Space discretisation convergence analysis
For the convergence analysis we consider the parameter values in Table 5.2 and
use the parameter values in Table 5.1 to create a locally refined mesh. The only para-
meter values that remain to be fixed are κ0 = −0.005 and κ1 = 0.4. When performing
the space refinement analysis, we vary χ4.
In Table 5.5 we summarise the results of the space refinement analysis. We con-
sider an end time T = 0.01 and a time step of 0.001. Each row represents a diffe-
rent space refinement cycle where we include the time mesh size, ht, the number
of elements, the error measure, e(hx, ht), and the observed space convergence rate,
rwx (hx, ht). We do not consider the spatial mesh size since the mesh is locally refined
and the elements’ size changes through the mesh. We observe that as the refinement
levels increase, the space convergence rate converges to the theoretical one.
ht Number of elements eG(hx, ht) rGx (hx, ht)
1.000e-03 696 3.811e-02 -
1.000e-03 4097 9.919e-03 1.94
1.000e-03 11136 2.512e-03 1.98
1.000e-03 44544 6.355e-04 1.98
1.000e-03 178176 1.761e-04 1.85
1.000e-03 712704 8.483e-05 1.05
Table 5.5: Estimated space convergence rates of the discretisation scheme defined by Algo-
rithm 5.2 when solving Eq. (5.73).
Time discretisation convergence analysis
In Table 5.6 we summarise the results of the time refinement analysis and calcu-
late the observed time convergence rate. The parameters that we use to refine the
spatial mesh are listed in Table 5.1. For the time refinement analysis we fix an end
time T = 0.8 and initial time step ht = 0.4. Each row describes the results of a refine-
ment of the time mesh. We observe that although the observed time convergence
rate is close to 1 for the first refinement levels, as the refinement levels increase,
the observed convergence rates decrease. This is expected when the space error is
not negligible. However, from Table 5.5, we know that this threshold has not been
reached so the discretisation scheme has a lower convergence error than the optimal
theoretical one.
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ht Number of elements eG(hx, ht) rGt (hx, ht)
4.000e-01 44544 1.556e+00 -
2.000e-01 44544 3.620e-01 2.10
1.000e-01 44544 1.464e-01 1.31
5.000e-02 44544 7.251e-02 1.01
2.500e-02 44544 3.904e-02 0.89
1.250e-02 44544 2.868e-02 0.44
Table 5.6: Estimated time convergence rates of the discretisation scheme defined by Algo-
rithm 5.2 when solving Eq. (5.73).
5.4 Analysis of the stochastic and mean-field behaviour
In this section we analyse how well the coarse-grained equations of the mean-field
(Eq. (5.23)) and the estimated variance derived from the coarse-grained factorial
cumulant (Eq. (5.36)) approximate the first and second moments of the stochastic
model. We refer to the mean-field equation and the estimated variance derived from
the coarse-grained factorial cumulant as the deterministic model/equations for the
mean and the variance of the reaction-diffusion system.
We first describe the reference dynamics of the stochastic model which we use as
a benchmark and for which we introduce the quantities that we will analyse when
comparing the hybrid and stochastic models.
5.4.1 Reference dynamics
We consider typical dimensionless parameter values that have been used to describe
a hybrid algorithm for this stochastic model [149]. The reference values for the pa-
rameters in the stochastic model are given in Table 5.7. We fix λ = 1 and D = 1 equal
to 1 since it has been observed that for these parameter values, the model exhibits
travelling wave solutions for arbitrary values of K [149]. We consider a wave-like ini-
tial condition since we are not interested in wave formation in the stochastic model
but in the travelling wave behaviour. We consider the following initial condition for
the mean-field equation (Eq. (5.23)):
v(x) = −K
2
tanh(x− L/4) + K
2
. (5.78)
The initial condition for the stochastic model is given by:
V(x) = round(hv(x)) (5.79)
where round(y) rounds y to the nearest integer.
To analyse the dynamics of the deterministic and stochastic models, we compare
the cell density, u(x, t), for the deterministic model and the number of molecules
in each compartment divided by the compartment size, U(x, t)/h, for the stochastic
model.
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Parameter Description Value
λ Proliferation rate 1
K Carrying capacity 400
h Compartment size of the space domain 0.8
T End time of simulation 50
ht
Time step for the finite element discreti-
sation
0.05
L Domain length 200
Table 5.7: Summary of parameters for the stochastic FKPP model
Using the parameter values in Table 5.7 and the initial condition for the stochastic
model (5.79), we perform 500 simulations of the stochastic model using the Gillespie
algorithm (Algorithm 2.1). In Figure 5.2 we plot the mean and standard deviation
of the cell density of the stochastic model and the cell density of the deterministic
model at six time points. As expected, at time t = 0, the mean cell density from the
stochastic simulations coincides with the initial condition of the mean-field equation
and the standard deviation is zero. We observe that both models have travelling
wave solutions with positive velocity. As expected, the mean-field travelling wave
moves faster than the stochastic travelling wave solution. For the stochastic model
when t > 0, the standard deviation is of size 20 for the compartments in which the
cell density is close to the carrying capacity, while it is zero for the compartments
with no molecules.
Figure 5.2: Series of plots showing the typical behaviour of the mean and standard devia-
tion of the cell density of the stochastic FKPP system (Eq. (5.9)) and the cell density evolution
given by the mean-field equation (Eq. (5.23)) at different time points. We consider the para-
meter values as per Table 5.7 and the initial conditions (5.78) and (5.79) for the deterministic
and the stochastic models, respectively.
For a given simulation of the stochastic model (Eq. (5.9)) and the solution of the
mean-field equation (Eq. (5.23)), we refer to the smallest spatial position for which
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the cell density is below the threshold value:
0.1K (5.80)
as the deterministic and stochastic interface position, respectively. In both cases, the
interface divides the domain into two subdomains: one where the cell density is
close to the carrying capacity, and the other where the number of molecules is much
smaller than K. In Figure 5.3 (a) we observe the evolution of the mean and standard
deviation of the stochastic interface position and the deterministic interface position
over time.
To quantify the speed at which the deterministic and stochastic travelling waves
move, we consider a linear approximation to the interface position evolution. We
refer to the slope of this linear approximation as the velocity of the travelling wave. In
Figure 5.3 (b) we plot a histogram of the velocities of 500 stochastic simulations. The
stochastic velocities have a mean value of 1.85 and a standard deviation of 0.06. We
plot a vertical red line at the value of the deterministic travelling wave velocity. Most
of the stochastic velocities are smaller, which confirms that the stochastic travelling
waves are generally slower than the deterministic travelling wave.
Figure 5.3: (a) Evolution of the deterministic interface position and the mean and standard
deviation of the stochastic interface position over time. (b) Histogram of the velocities of the
stochastic simulations. A red vertical line is plotted at the deterministic velocity value. The
velocity of a (deterministic or stochastic) simulation is the slope of the linear approxima-
tion to the interface position evolution. We consider the parameter values as per Table 5.7
and the initial conditions (5.78) and (5.79) for the deterministic and the stochastic models,
respectively.
We analyse how well the variance derived from the coarse-grained factorial cu-
mulant (Eq. (5.36)) approximates the variance from the stochastic system. We deter-
mine the variance from the coarse-grained factorial cumulant using formula (5.42)
and we refer to it as the estimated variance. In Figure 5.4 we plot the variance of the
stochastic model and the estimated variance at different time points. We consider a
log scale for the plots so we can observe all values that the two solutions reach at the
different time points considered. However, it is also informative to observe the plot
with a smaller y-axis limit upper value so we include the plot using a normal scale
for the y-axis in Appendix C.3. In general for t > 0, the variance of the compart-
ments in which the cell density is close to the carrying capacity is around 600. We
have chosen the time points to distinguish four dynamics:
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• At t = 0 stochastic and estimated variances are zero, then both variances start
increasing, the stochastic variance is lower than the estimated variance but
both have a similar travelling wave shape (see Figure 5.4 (a)-(c)).
• At short time, the variances match perfectly and have a travelling wave shape
(see Figure 5.4 (d)-(e)).
• At intermediate time, the stochastic and estimated variance have a plateau
value for the first compartments and then an abrupt short increase before the
variance becomes zero (see Figure 5.4 (f)-(g)).
• For longer time, the stochastic and deterministic variance match for the first
part of the domain and then the estimated variance grows abruptly until it
reaches a very high value and then slowly decreases. Over time the maximum
value of the variance increases. By contrast, after settling at a value of around
σ2 = 600 for most of the domain, the stochastic variance increases slightly close
to the interface and then decreases to zero (see Figure 5.4 (f)-(g)). For the com-
partments which are close to the solution interface, the estimated variance is
higher than the corresponding stochastic variance and the differences increase
over time.
Figure 5.4: Plots of the variance of the stochastic model (Eq. (5.9)) and the estimated variance
determined from the coarse-grained factorial cumulant (Eq. (5.36)) at different time points.
We consider the parameter values as per Table 5.7 and the initial conditions (5.78) and (5.79)
for the deterministic and the stochastic models, respectively.
5.4.2 Sensitivity analysis
In this section we analyse how the behaviour of the deterministic and stochastic mo-
dels are affected by the compartment size h and the carrying capacity K of the mean-
field system. We consider compartment sizes h = 0.5, 0.625 and 0.8 and carrying
125
Chapter 5. A hybrid algorithm for coupling mesoscopic and
macroscopic descriptions of the stochastic FKPP model
capacities K = 50, 100, 200, 600 and 1000. For each compartment size and carrying
capacity we run 500 simulations of the stochastic model (Eq. (5.9)), calculate the so-
lution of the mean-field equation (Eq. (5.23)) and calculate the estimated variance
from the coarse-grained factorial cumulant (Eq. (5.36)). The rest of the parameter
values are fixed at their default values (see Table 5.7) and initial conditions (5.78)
and (5.79) are imposed for the deterministic and stochastic models, respectively.
We first vary the carrying capacity and analyse the mean velocity of the stochastic
travelling wave solutions. In Figure 5.5 for each value of the carrying capacity, we
plot the mean velocity of 500 simulations of the stochastic model. We also indicate
the velocity of the deterministic travelling wave with a horizontal red line.
Figure 5.5: Sensitivity analysis of the mean velocity of stochastic simulations while varying
the carrying capacity. For each carrying capacity considered we plot the mean velocity of
500 stochastic simulations. The velocity of a simulation is the slope of the linear fit of the
interface position evolution. The interface position is defined as the smallest compartment
in which the cell density is smaller than 0.1K. We consider the parameter values as per Table
5.7 and the initial conditions (5.78) and (5.79) for the deterministic and the stochastic models,
respectively.
To analyse how the estimated and the stochastic variances are affected by the
compartment size h, we fixed the carrying capacity K = 400 and varied the com-
partment size. For the compartment sizes h = 0.5, 0.625 and 0.8 we plot the esti-
mated and stochastic variances over the square of the carrying capacity at different
time points in Figure 5.6. We observe that the normalised stochastic variance and
estimated variance reach higher values when the compartment size is smaller. Ad-
ditionally, for h = 0.625 and 0.5, we observe that the normalised estimated variance
reaches a plateau plateau which is not smooth close to x = 0. On the other hand, for
h = 0.8, there is a smooth plateau at the compartments whose variance is bigger than
zero. We therefore consider h = 0.8 for the rest of the simulations in the Chapter.
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Figure 5.6: Evolution of the normalised estimated variance (red line) and stochastic variance
(blue line) for fixed carrying capacity K = 400 of the macroscopic system and considering
the compartment sizes h = 0.8, 0.625 and 0.5. The estimated variance is calculated from
the coarse-grained factorial cumulant (Eq. (5.36). The variances are normalised by dividing
by the carrying capacity squared. Parameter values are as per Table 5.7. For all plots the
stochastic normalised variance and the estimated variance is plotted with a blue line coulour
and red line coulour respectively.
5.5 Proposed hybrid algorithm
In this section we introduce a new hybrid algorithm that extends the algorithm pre-
sented in [149]. The main difference between these algorithms is the criterion for
the hybrid model to switch from a deterministic to a stochastic framework. We re-
fer to the compartment where the switch between frameworks happen the model
interface. By contrast in [149] the model interface is defined to be where the cell den-
sity passes through a threshold value. If the cell density of a compartment is below
the threshold value then the dynamics are modelled stochastically; if the cell den-
sity is above that threshold then they are modelled deterministically. Our algorithm
defines the model interface by first estimating the variance of the system and then
defining a threshold value for the variance. Below we describe our proposed hybrid
algorithm in detail.
5.5.1 Model interface based on an a priori variance estimator
Our method is predicated on prescribing the model interface based on an estimate
of the variance of the stochastic process using the intrinsic noise approximation (Eq.
(5.42)). We then use the Van Kampen ansatz to detect the parts of the domain where
the deterministic model is appropriate and consequently to identify the location of
the model interface.
As described in Section 2.4.4, the Van Kampen ansatz involves approximating
the number of molecules in each compartment, ni, by a deterministic and a stochastic
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variable ϕi and ei, respectively; so that
ni = Ωϕi +Ω1/2ei (5.81)














Assuming Ω >> 1, we have that var(ni/h)K2 =
var(e)
Ω << 1. Motivated by the Van
Kampen ansatz and its effects on the variance of ni/h, we define the model interface




where 0 < ψ < 1.
The normalised variance var(ni/h)/K2 is estimated by solving the PDE for the
factorial cumulant (Eq. (5.42)) and then using Eq. (5.36). The value of ψ is set by
inspecting the PDE solution and determining the critical value for the normalised
variance.
The model interface position is determined a priori by solving the PDEs of the
mean-field model and the coarse-grained factorial cumulant evolution. We then de-
termine a set of times t0 < t1 < t2 < . . . < tX such that t0 is the first time point at
which the inequality (5.83) is satisfied, i. e. when the model interface and the two
domains first appear. The times ti (i > 1) indicate when the model interface changes
position.
We use the stochastic FKPP model to illustrate this procedure. We fix the pa-
rameter values as per Table 5.7 and use the initial conditions (5.78) and (5.79) for
the deterministic and the stochastic models, respectively. We analyse the evolution
of the estimated normalised variance, w(xi, xi, t)/K2, and the stochastic variance,
var(ni/h)/K2. In Figure 5.7 we plot the stochastic and the estimated variance over
the carrying capacity squared. We observe that the normalised variances are typi-
cally less than 0.005 for most of the time points. We observe that for t = 10 (Figure
5.7 (f)) the estimated and stochastic normalised variances increase close to the so-
lution interface. Over time, the normalised variance increases close to the interface
and reaches higher values and decreases with a slower rate. This behaviour is more
pronounced for the estimated normalised variance which, while increasing close to
the interface, remains bounded by 0.005 at all simulated time points.
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Figure 5.7: a) Plots of the estimated variance from the coarse-grained factorial cumulant (Eq.
(5.36)) and the stochastic variance divided by the carrying capacity squared for different time
points. The y-axis is on a log scale. Parameter values are as per Table 5.7.
In view of these numerical results, we consider the critical value for the model
interface estimator to be ψ = 0.0041 since this value is an upper bound of the nor-
malised variances for most of the compartments with cell density close to the car-
rying capacity over time. We then identify the first compartment for which this
threshold is reached. Figure 5.7 shows that the normalised estimated variance reaches
the threshold at t∗ = 5.15. In Figure 5.8 we plot the evolution of the model interface.
Figure 5.8: Time evolution of the model interface. The model interface is the smallest com-
partment position in which the normalised variance is above the threshold 0.0041. The
model interface is the compartment in which, for the hybrid model, the description is
switched from stochastic to deterministic. The model interface is initiated at t∗ = 5.15 since
this is the earliest time point for which the threshold is reached.
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5.5.2 Hybrid algorithm
We now present our hybrid algorithm using the stochastic FKPP model as a proto-
typical model. We consider this model since it exhibits travelling wave solutions and
therefore we expect to have a single model interface. We denote the compartment
where the model interface is located as I. Given the initial conditions (see Eq. (5.79))
the domain is divided in the following way:
• mean-field subdomain: compartments j = 1, . . . , I,
• Stochastic subdomain: compartments j = I, . . . , N.
The mean-field and stochastic subdomains denote regions in which the cell density
is updated with the mean-field equation or the stochastic algorithm, respectively.
Compartment j = I is used in both the mean-field and stochastic formulation.
The hybrid algorithm is described in Algorithm 5.4. Since its main feature is that
it is based on estimating the variance, we call it the “a priori variance method” or AV
method.
Algorithm 5.4 A priori variance method
1: Solve the mean-field evolution Eq. (5.23) and the coarse-grained factorial cumu-
lant evolution equation (Eq. (5.36)) for the time domain [0, T] to determine the
times t0 < t1 < t2 < . . . < tX at which the model interface changes position.
2: Set t = 0 and initialise the stochastic model in the whole space domain [0, L].
3: While t < t0, update the model using the Gillespie algorithm (Algorithm 2.1).
4: At t = t0, initialise the two domains and the compartment interface. Set the total
propensity (α0) to be the sum of the propensities for the reactions and the jumps
within the stochastic domain and the jumps from j = I and j = I + 1.
5: while t < T do
6: Generate τ, the time to the next stochastic reaction using Eq. (2.53).
7: Determine which stochastic event happens using condition (2.54).
8: Update the concentration at the compartment interface (if changed by the sto-
chastic process). Let u+I denote the concentration after the stochastic term.
9: Update the concentration in the interface compartment from the deterministic
flux between compartments j = I and j = I − 1.







10: Update the concentration values in the deterministic domain using the mean-
field equation and τ as the time step.
11: Update t = t + τ.
12: If t reaches ti, then update the interface and the total propensity.
13: end while
5.5.3 Implementation aspects
In Algorithm 5.4 we use finite elements to discretise and update the mean-field equa-
tion. In this section we describe the finite element discretisation and the procedure
used to obtain the jump rates for the stochastic update.
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As described in Algorithm 5.4, the deterministic update is performed using an
explicit Euler scheme to discretise the time derivative and finite elements to discre-
tise in space.
We denote the space domain DI := (0, xI) where xI is the location of the model
interface. We consider the spatial mesh given by the centers of the compartments of
the stochastic model. The spatial mesh consists of {x0, . . . , xI} where xi = h/2 + ih
for i = 0, . . . , I − 1. We describe the deterministic update from time t = tˆ to time
t = tˆ + τ where τ is determined by Eq. (2.53) according to the hybrid algorithm 5.4
and tˆ is a time in [0, T]. We denote time tˆ as tn and tˆ + τ as tn+1.













We now discretise Eq. (5.85) using finite elements. We assume the solution of Eq.
(5.85) belongs to H1(DI). To approximate the solution in H1(DI) we consider the
finite-dimensional space Vh (see Sec. 2.3 for a description of the functional spaces
H1(DI) and Vh). We then formulate the variational problem in the space Vh. The





+ Te(un(x), vh(x)) = Fe(un(x), vh(x)) ∀vh(x) ∈ Vh,
(5.86)
where
Te(un−1(x), vh(x)) = D(∇un−1(x),∇vh(x)),
and







Unlike the variational problem for the mean-field equation (Eq. (5.44)), Eq. (5.86)
is a linear variation problem for un(x) so we reduce it to a finite-dimensional linear
system.
We approximate the solution un(x) by its Ritz projection in the space Vh:
un(x) ≈ unh(x).







where Unj are real constants for 0 ≤ j ≤ I − 1.
For the variational problem (5.86) to be satisfied for all vh(x) ∈ Vh, it is necessary
and sufficient that it is satisfied for the basis functions. By considering the variational
formulation (5.86) for the basis functions, we reduce the problem to a linear system
for the coefficients Unj , 0 ≤ j ≤ I − 1. The matrix formulation of the linear system
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that needs to be solved is the following:
MUn = Cn,
where M is the (I × I) mass matrix whose entries are given by:
Mi,j := (ϕi(x), ϕj(x)),
Cn is a I-dimensional vector with entries given by:
Cni :=(ϕi(x), u
n−1(x))− Dτ(∇ϕi(x),∇un−1(x))







and Un is the I-dimensional solution vector.
5.6 Approximation analysis of the hybrid algorithm
In this section we investigate how the hybrid method approximates the stochastic
process. We refer to the simulations of the hybrid algorithm 5.4 as simulations of the
hybrid model corresponding to the stochastic FKfcPP model. As for the stochastic
model, we refer to the hybrid interface, variance and standard deviation of the hy-
brid simulations.
Following the hybrid algorithm 5.4, we first solve the PDE of the coarse-grained
factorial cumulant evolution to obtain an estimate for the stochastic variance evolu-
tion. We then obtain the evolution of the model interface (see Figure 5.8). Compart-
ments with a mean-field description form the deterministic domain, and compart-
ments whose cell density is modelled with the stochastic update form the stochastic
domain. We perform 500 simulations of the hybrid model using the model interface
using the parameter values stated in Table 5.7. In Figure 5.9 we plot the mean cell
density of the stochastic and the hybrid model at different time points. The mean
evolution of both models matches perfectly.
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Figure 5.9: Series of plots showing the mean evolution of 500 simulations of the stochastic
FKPP model (Eq. (5.9)) and the hybrid model (Algorithm 5.4) at different time points. Para-
meter values are as per Table 5.7. The evolution of the mean cell density appears to match
very well.
Regarding the variance, we also observe remarkable agreement between the hy-
brid approximation and the actual stochastic model. In Figure 5.10 we plot the evo-
lution of the variance at different time points. We note that for small times the hybrid
variance matches perfectly the values of the stochastic variance since at early times
the hybrid algorithm is identical to the stochastic algorithm (see Figure 5.10 (b)-(e)).
Once the model interface has been initiated at t∗ = 5.15, the hybrid variance of the
compartments from the deterministic domain becomes zero and the hybrid variance
of the compartments from the stochastic domain approximates well the stochastic
variance (see Figure 5.10 (f)-(i)).
133
Chapter 5. A hybrid algorithm for coupling mesoscopic and
macroscopic descriptions of the stochastic FKPP model
Figure 5.10: Hybrid and stochastic variance from 500 simulations at different time points.
Parameter values as per Table 5.7.
We also consider the interface positions predicted by the stochastic and hybrid
models. In Figure 5.11 we plot the evolution of the interface position of the deter-
ministic model and the mean interface position of the stochastic and hybrid models.
We recall that the interface position of a deterministic and stochastic simulation is
the smallest spatial position for which the cell density is below the threshold value
(5.80). We note that the interface positions of the stochastic and hybrid models are
in good agreement while the deterministic interface moves more slowly.
Figure 5.11: Plots contrasting the different behaviours of the stochastic and the hybrid
model. We plot the evolution of the mean interface position of the stochastic and hybrid
models and the deterministic interface evolution.
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To further assess the accuracy of the AV method, we compare the statistics of
the stochastic and the hybrid models when the model exhibits travelling wave be-
haviour, we expect the model to have an initial transient behaviour given by the
initial conditions and then to exhibit travelling wave behaviour. We consider the
model to start exhibiting travelling wave behaviour when the evolution of the de-
terministic interface position is best described by a linear evolution. We therefore
analyse the coefficient of determination of the linear fit to the deterministic interface
position evolution while varying the initial time point for making the fit. In Figure
5.12 we plot the coefficient of determination for each initial time point that we con-
sider. We observe that the differences in R2 are in the fourth decimal place and all
coefficients of determination are very close to 1. Henceforth we fix the initial time
for performing the linear fit as t = 25 since it seems that at this time point, the coe-
fficient of determination reaches a plateau value.
Figure 5.12: Coefficient of determination when performing the linear fit of deterministic
interface position evolution. For each initial time point t, 0 ≤ t ≤ 45 we consider the linear fit
of the deterministic interface position evolution and calculated the corresponding coefficient
of determination. The coeffient of determination seems to be close to 1 for all values of t
chosen.
To assess how the hybrid model approximates the stochastic model we perform
statistical tests between the distributions of the velocities and the interface positions
of the two models. We focus first on comparing the distribution of velocities. We
consider as an initial point t = 25 and consider a linear fit to the interface evolu-
tion of the stochastic and the hybrid simulations. We calculate the set of velocities
for each model and perform KS and t-tests between the velocity distributions. We
set the significance threshold at α = 0.05. In Figure 5.13 (a) we plot the normalised
histograms of the two velocity distributions. Both have a similar shape and the
mean velocity values are 1.855 (for the stochastic model) and 1.867 (for the hybrid
model). In Figure 5.13 (b) we plot the p-value of applying the KS and t-tests to detect
significant differences. We have also plotted a horizontal black line to indicate the
significance threshold 0.05. If the p-value is below the significance threshold, then
the null hypothesis is rejected; otherwise, it is not. The KS-test does not detect a sig-
nificant difference between the distributions while the t-test does. This means that
the distributions are similar in shape but their mean values are statistically different.
It is not unexpected that the t-test detected a significant difference even though the
means are very close: since the number of simulations is 500, the allowed standard
135
Chapter 5. A hybrid algorithm for coupling mesoscopic and
macroscopic descriptions of the stochastic FKPP model
error is very small.
Figure 5.13: Plots comparing the velocity distributions of the stochastic and hybrid models.
In (a) we plot the normalised velocity distributions for both models. Both distributions are
similar in shape and mean values. In (b) we plot the p-value from performing a KS- and
t-tests on the velocity between the velocity distributions of the stochastic and the hybrid
model. The horizontal black line indicates the significance threshold α = 0.05. The KS-test
does not detect a significant difference between the distributions while the t-test detects a
significant difference. The model velocities in each case are determined by performing a
linear fit to the simulations’ interface evolution considering as an inital time point t = 25.
We now apply the same statistical analysis to the interface position distributions
of the hybrid and stochastic models. For times 25 < t < 50, we perform statistical
tests between the hybrid and stochastic interface positions at each time point and
then count the number of times the statistical tests detected significant differences.
In Figure 5.14 (a) we plot the percentage of times when there is no significant diffe-
rence between the interface position distributions of the two models. We observe
that close to 100 percent of times there is no difference with the KS-test whereas
when the t-test is used, 51 percent of times there is a statistically significant diffe-
rence. In Figure 5.14 (b) we plot the distribution of the interface positions at time
t = 40 to illustrate the good agreement between the two models.
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Figure 5.14: Plots summarising the statistical analysis of the inteface position distributions
of the hybrid and the stochastic simulations. In (a) we plot the percentage of time points at
which the statistical test did not find a statistically significant difference between the stochas-
tic and the hybrid interface positions. To exemplify what the interface position distributions
look like, in (b) we plot the interface position distributions of the stochastic and the hybrid
model.
5.7 Comparison of hybrid algorithms
We now compare the performance of our hybrid algorithm with the hybrid algo-
rithm presented by Spill et al. in [149]. Their algorithm defines the model interface
as the first compartment in which the cell density is below a threshold value (see
Section 2.4.5 for a more detailed description of their model). We implement their
algorithm using three thresholds 0.5K, 0.8K and, 0.9K and compare the hybrid sim-
ulations to ours. We refer to their algorithm as the Spill method.
We perform 500 simulations using the stochastic and hybrid algorithms. We then
perform statistical tests on the interface position and the velocity distributions of the
stochastic model and each hybrid model. We refer to our hybrid algorithm as the
AV method and denote by Spill 0.5K, Spill 0.8K and Spill 0.9K, the three different
implementations of the Spill method, where we specify the threshold for the model
interface.
In Figure 5.15 (a) we plot the mean interface evolution of the stochastic and hy-
brid models. By inspection, all models appear to match perfectly. If we zoom in on
the evolution during the time subdomain [4.52, 4.66] we observe that the interface
position evolution of all the models differ by less than 0.2. In Figure 5.15 (b) we plot
the velocity distributions of each model. To determine the velocity of each model
simulation, we consider the linear fit to the interface evolution starting at t = 25.
The boxplot corresponding to the stochastic model has a larger number of outliers,
but overall the distributions seem to be in good agreement.
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Figure 5.15: Series of plots comparing the dynamics of the stochastic and hybrid models. In
(a) we plot the mean interface position of the stochastic and the hybrid models.The evolu-
tion of the mean interface position of all models is very similar. In (b) we plot the velocity
distributions of each model considered. The stochastic model is labelled as “Sto”, the Apri-
ori Variance method as “AV” and the implementations of the Spill method are denoted as
“νK” where ν is the threshold used to define the model interface for each implemtation. The
statistics of the models are derived from running 500 simulations with the parameter values
as per Table 5.7.
We first compare the velocity distributions of each hybrid model against that of
the stochastic model by performing statistical tests. In Figure 5.16 (a) and (b) we
plot the p-values for KS- and t-tests comparing the velocity distributions of each hy-
brid model against the velocity distribution of the stochastic model. In both plots
we denote with a black horizontal dashed line the significance level α = 0.05. If
the p-value is below this significance level then we reject the null hypothesis of the
statistical tests. The null hypothesis of the KS-test is rejected for all hybrid models
and we observe that the largest p-value is for the Spill 0.9K followed by the Spill
0.8K method, then the AV method and finally the Spill 0.5 method. The t-test only
detected significant differences for the AV method. As expected, as the threshold
increases in the Spill method, its approximation of the stochastic process becomes of
better quality. The improvement in the approximation of the Spill method due to its
threshold can be seen by the p-value from the statistical tests which increases as the
threshold increases (see Figure 5.15).
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Figure 5.16: Statistical results of comparing the velocity distributions of the stochastic model
and the hybrid models. The black horizontal dashed line indicates the significance level
α = 0.05. In (a) and (b) we plot the p-values of performing a KS and a t-test, respectively,
between the velocity distribution of the stochastic model and each of the hybrid models
considered.
We now compare the interface position distributions of the different models.
Since we want to perform this analysis when we have travelling wave dynamics,
we consider time points 25 < t < 50. At each time point we perform a KS-test and
a t-test between the interface position distribution of the stochastic model and each
hybrid model. We then calculate the percentage of time points where we find no sta-
tistical significant difference. In Figure 5.17 (a) and (b) we plot the percentage of time
points where the KS and t-test detected no statistical significant difference between
the stochastic model and each hybrid model considered. We observe that for the
KS-test all the hybrid models have a percentage higher than 98 percent. When con-
sidering the t-test, the AV method has the lowest percentage of time points with no
statistical significant difference, with 51 percent, while the different implementations
of the Spill Method have 100 percent.
Figure 5.17: Statistical results of performing a KS- and a t-test between the interface position
distribution of the stochastic model and that of each hybrid model considered. In (a) and (b)
we plot the percentage of time points where no statistical significant differences was found
between the stochastic and the hybrid interface positions when applying a KS- and a t-test,
respectively.
We observe that the model interface location affects how well the hybrid model
approximates the stochastic model. In Figure 5.18 we plot the model interface for
all the hybrid models considered. As expected for the Spill method, the smaller
the threshold for the model interface, the larger the stochastic domain. The model
interface from the AV method starts with a smaller stochastic domain than the Spill
0.5K method but after t = 18 it has the largest stochastic domain.
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Figure 5.18: Model interface evolution of the different hybrid models considered.
To complete our analysis we compare the computational time of running the




tanh(x− 150) + K
2
. (5.88)
The initial condition for the stochastic model is given by:
V(x) = round(hv(x)). (5.89)
We consider K = 1000, an end time of T = 10 and fix all other parameters at their
default values (see Table 5.7).
We consider the initial condition (5.88) since the initial position of the interface
position is at x = 150 and therefore several compartments have a cell density close
to K = 1000. In Table 5.8 we compare the computational time needed to perform
10 simulations of the stochastic and hybrid models. Since for the AV method we
need to derive the mean-field and the factorial cumulant evolution equations we also
include the time taken to solve these equations. The simulations were performed
on a Fujitsu ESPRIMO P920 8-core server with 3.40GHz and 15.5 GB RAM. If we
consider only the running time of the stochastic and hybrid models, the advantage
in performance of the hybrid methods is clear. However, for the AV method the
mean-field and the coarse-grained factorial cumulant require additional time to run
and significant amount of time is needed to determine the factorial cumulant. For
the Spill hybrid model, as the threshold decreases, the running time decreases. Since
the stochastic domain is larger for the AV model than the Spill implementations, it
makes sense that the simulations take longer.
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Model/Equation Running time (s)
Mean-field 57
Coarse-grained factorial cumulant 2206
Stochastic 102
Spill 0.5 K 13
Spill 0.8 K 28
Spill 0.9 K 42
AV 52
Table 5.8: Comparison of the running times of the different models. We include the running
time of the mean-field and the coarse-grained factorial cumulant evolution equation since
they are needed for the AV method. The running time of the stochastic and the hybrid
models correspond to 10 simulations. We consider K = 1000, end time T = 10 and the rest
of the parameter values as per Table 5.7. The initial conditions of the mean-field and the
stochastic models are given by (5.88) and (5.89), respectively.
5.8 Discussion
Hybrid algorithms typically consider heuristic methods based on the cell density
for determining which compartments will be updated deterministically or stochas-
tically [100, 149, 196]. In this chapter we considered instead a natural indicator of
when the mean-field approximation is valid: the size of fluctuations. We introduced
a new hybrid algorithm that considers the variance of the cell density in each com-
partment to determine if it is updated deterministically or stochastically. The sys-
tem’s variance is estimated a priori the stochastic simulations using Van Kampen’s
intrinsic noise approximation. We termed this algorithm the "A priori Variance" (AV)
method. The aim of this chapter was to examine how well the AV method appro-
ximated a prototypical stochastic process and compare its performance to standard
heuristic hybrid algorithms.
We applied the AV method to the stochastic Fisher-Kolmogorov-Petrovsky-Piscounov
(FKPP) model. We considered this model since it exhibits travelling wave solutions,
so at each time point, the model has a region where the cell density is small and
the stochastic effects are important, and a region where the cell density is close to
the carrying capacity and a mean-field approximation is valid. We first determined
the mean-field and coarse-grained factorial cumulant equations for the stochastic
FKPP model. We described the discretisation schemes and, through the method of
manufactured solutions, we calculated the estimated convergence rates. We then in-
troduced the typical dynamics of the stochastic model and the main features of the
solution interface position and the velocity distributions. We then applied the AV
method to the stochastic FKPP model. We analysed the approximation of the hybrid
algorithm to the stochastic process by performing statistical tests and observed that
the distributions differed in the mean but not in shape. Finally, we compared the AV
method against the hybrid algorithm introduced by Spill et al. in [149], to which we
referred to as the Spill method. We performed statistical tests between the velocities
and the interface position of the hybrid simulations and showed that in most of the
cases the Spill method was better than ours.
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macroscopic descriptions of the stochastic FKPP model
The numerical analysis of the discretisation schemes needs to be further investi-
gated. First, the convergence properties of the discretisation scheme of the coarse-
grained factorial cumulant equation need to be further analysed. In this work we
estimated the convergence rates of the discretisation scheme using the method of
manufactured of solutions. We observed that the estimated time convergence rate
was not the optimal one for a discretisation scheme consisting of a backward Eu-
ler scheme and linear Lagrange finite elements when solving a regularised system.
Since we did not perform an error analysis study, we can not conclude if the ob-
served convergence rate should be the same as the optimal one. An error analysis
of the discretisation scheme should be performed to determine the optimal conver-
gence rates. Another aspect that should be analyse is that the coarse-grained fac-
torial cumulant solution blows up at large times (see Figure 5.4). An analysis of
the equations needs to be performed to determine if this is a model behaviour or
a numerical artificat. There are many directions that could be undertaken to im-
prove the discretisation schemes. The current setup considers a spatial locally re-
fined mesh and the parameters that define the refinement were chosen to be the best
from a small subset of parameters that were tested. The space-time mesh could be
refined using a more systematic refinement process based on a posteriori error esti-
mator approach [6]. We could also analyse the effect of the regularised parameter e
or consider a different discretisation for the delta and the indicator function.
The comparison of our hybrid algorithm with other hybrid algorithms can be
extended. We compared the statistical properties of our model against the one deve-
loped by Spill et al. in [149]. To our knowledge this is the first time a statistical sys-
tematic comparison has been performed between different hybrid algorithms that
couple mesoscopic and macroscopic descriptions of a stochastic reaction-diffusion
system. An extension of this work could be a comparison of other hybrid algorithms
by analysing them in the same systematic way. In this work, by considering diffe-
rent thresholds for the Spill method, we observed that the sooner the model interface
appeared, the better the statistical results were (see Figure 5.15 and 5.16). Surpris-
ingly, despite our hybrid algorithm having a larger stochastic domain for the later
time points, its statistical performance was inferior to that of the different implemen-
tations of the Spill method. A possible way to extend the work in this chapter would
be to determine if the following factors decreased the statistical performance of our
AV method: the roughness of the model interface evolution, the switch between sto-
chastic to the hybrid formulation during the simulation or the initial phase in which
the model interface of the AV method is above the model interface for the different
implementations of the Spill method.
An extension of this work would be to extend the hybrid algorithm to a more
general class of stochastic reaction-diffusion systems. The presented algorithm con-
siders a single specie, a single model interface in an one-dimensional domain. It
appears difficult to generalise the hybrid algorithm to higher spatial dimensions
since considering an n-dimensional space would involve solving a 2n-dimensional
PDE for the factorial cumulant. However, other methods can be used to estimate the
variance that do not rely on solving a PDE for the factorial cumulant evolution. In
recent work [147], Lötstedt developed a fast algorithm to approximate the mean and
covariances of a RDME model where only a system of ODEs needs to be solved to





Mathematical models of biological systems have a great potential to provide insights
on the underlying mechanisms of the system. By performing model analysis and
simulations of the mathematical model we can systematically analyse the system
under perturbations and develop testable predictions. In this work we have intro-
duced different mathematical and statistical models that were able to shed light on
different aspects of scratch assays. We discuss the significance and the limitations of
the frameworks presented and the future directions of this work.
In Chapter 3 we presented a quantification method that characterises the migra-
tion in scratch assays by a set of representative velocities. We tested its performance
and compared it to other standard quantification methods by considering in-vitro
and in-silico data. The in-silico data consisted of simulations from an agent-based
model that simulated the in-vitro process. Through this work we showed the bene-
fits of assessing the quantification method with in-silico data: the agent-based model
allowed us to test our quantification method and compare it to standard methods
under controlled experimental conditions. We analysed how the quantification me-
thods are affected by smooth and irregular leading edges and different proliferation
and migration rates of scratch assays. This methodology can be extended to test how
the quantification methods are affected by other biological processes (e.g. cell-cell
adhesion and cell mechanics). Ideally new quantification methods should be com-
pared considering benchmarked in-vitro datasets [230]. Assessment of the method
can be complemented by considering in-silico data and testing how the quantifica-
tion method is affected by different cell processes as we did in this work.
The most relevant limitations of the work in Chapter 3 are the high variability of
the velocity distributions under the same parameters, the decrease in performance as
the proliferation rate increases and the difficulty of extending the method for other
geometries. As we mentioned in Chapter 3, Section 3.8 the high variability between
the velocity distributions under the same parameters can give rise to false positive
classifications as observed in the in-silico data. This weakness can be addressed by
characterising the scratch assay dynamics with additional information such as the
evolution of the pair-correlation function over the scratch domain [5]. This notion
can also help to improve the method to deal properly with high proliferation rates.
While the generalisation to other nonlinear wound models is not clear, (e.g. circular
model wounds), the proposed method showed that determining the velocity field
along the cell front is sufficient to characterise the migration.
In Chapter 4 we analysed an age-structured model with resource-regulated proli-
feration and showed that the model can account for the biphasic behaviour in the per
capita growth rate previously observed experimentally in scratch assays [118]. We
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described the cell population dynamics in terms of the cell subpopulations which are
mature enough to proliferate and those who are not. This allowed us to derive ne-
cessary and sufficient conditions under which the model exhibits a logistic type be-
haviour and two proliferation phases: an initial phase termed "disturbance phase",
in which proliferation does not follow a logistic growth, and a "growth phase", where
proliferation is approximately logistic. The biphasic behaviour in our model was
found to be the result of an initial increase in the fraction of mature cells followed by
a decline to their steady-state concentration. The model predicted that by increasing
the initial resource concentration, the disturbance phase would shorten. By perform-
ing a parameter sensitivity analysis, we showed that our model predictions are ro-
bust against parameter perturbations. This was the first model to account for the per
capita growth rate biphasic behaviour observed experimentally in [118]. There are
four natural extensions of this work: to perform experiments that can validate the
model predictions, to improve the model parametrisation, to include spatial effects
and to consider alternative explanations for the biphasic dynamics and perform an
inference-based modelling approach to test multiple hypotheses and assist with the
design of experiments that discriminate between feasible alternatives.
In Chapter 5 we introduced a new hybrid algorithm for coupling the stochastic
description of the Fisher-Kolmogorov-Petrovsky-Piscounov (FKPP) model with its
mean-field analogue. Typically hybrid algorithms consider heuristic methods based
on the cell density for determining which compartments will be updated determi-
nistically or stochastically. In this chapter we instead considered a natural indicator
of when the mean-field approximation is valid: the size of the fluctuations in the cell
density. We estimated the system variance of the stochastic FKPP model using the in-
trinsic noise approximation. We defined a threshold on the fluctuation size based on
the Van Kampen ansatz to determine the regions where the mean-field is valid and
where it is not. We used this threshold to determine the deterministic and stochastic
regions, and therefore the model interface: the compartment in which the stochastic
and deterministic regions meet. We applied our hybrid algorithm to the stochastic
FKPP and analysed how well the hybrid model approximates the stochastic model.
Commonly hybrid algorithms are assessed visually and considered to perform well
if the plots of the mean evolution and velocity resemble those of the stochastic model
[100, 149]. We instead assessed the approximation of the hybrid algorithm by per-
forming statistical tests between the distributions of the interface position and the
velocities of the hybrid and the stochastic simulations. Using this approach we then
compared systematically the performance of our hybrid model against the hybrid
model introduced by Spill et al. in [149]. We showed that the Spill method was
superior than our hybrid algorithm. Currently there are no standard comparison
methods to assess hybrid algorithms. In this work we have considered the hybrid
model to perform well if there are no statistically significant differences between
the position interface and the velocity distributions of the hybrid and the stochastic
model.
There are different directions to continue the work in Chapter 5. Higher order
moment approximations can be used to derive a-priori indicators where the mean-
field is appropriate. Defining benchmark problems and a systematic comparison
methodology between hybrid models can help understand the strengths and weak-




In Chapter 4 and Chapter 5 we analysed the convergence rates of the discreti-
sation schemes for solving the PDEs in each chapter using the method of manu-
factured solutions (MMS). While this method allowed us to gauge numerically the
performance of the discretisation schemes, a detailed error estimation study of the
PDEs is a natural next step of the study.
6.1 Outlook
With the new technological advancements that allow us to make high precision
imaging and the new experimental techniques that allow us to make perturbations
to biological systems under controlled situations, there is a need for robust quantifi-
cation methods of experimental data, development of hybrid algorithms and analy-
sis of mathematical models to make testable predictions, all topics touched upon in
this thesis. By using different mathematical, statistical and computational tools we
were able to research different aspects of scratch assays and their modelling approa-
ches. We believe that considering different frameworks (statistical, mathematical
and computational methods) and a close collaboration with experimentalists and
clinicians will lead to the discovery of new insights on the underlying mechanisms





A.1 Classification performance plots when analysing non- smooth
leading edges
We present the results of the classification tests for the three quantification methods
when considering non-smooth leading edges (see Section 3.6.4).
In each plot, the colour of the circle at each parameter pair (pm, pp) indicates the
percentage of times the migration measurements associated with the parameter pair
are statistically significantly different from those associated with the focal parame-
ters Pˆ. The focal parameters Pˆ are indicated by a red circle. The results reveal that
the monolayer edge velocimetry method yields a better statistical classification than
the other methods. We note also the performance of all three methods declines as the
motility rate of the focal parameters Pˆ increases. For the area method when the pro-
liferation probability is 0.01, the performance is worse than the other two methods
but still comparable. When the proliferation probabilities are higher (pˆp = 0.05 and
0.09) the method can not detect statistically signifficant differences between most of
the parameter pairs and the focal parameter.
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Figure A.1: Series of plots showing how the performance of the three quantification methods
(when analysing data with non-smooth leading edges) changes as the motility rate of the
focal parameters varies with fixed proliferation probability pˆp = 0.01.
























Figure A.2: Series of plots showing how the performance of the three quantification methods
(when analysing data with non-smooth leading edges) changes as the motility rate of the
focal parameters varies with fixed proliferation probability pˆp = 0.05.
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Figure A.3: Series of plots showing how the performance of the three quantification methods
(when analysing data with non-smooth leading edges) changes as the motility rate of the





B.1 Additional convergence rate estimation summaries
In this section we include the convergence tables from the convergence analysis of
the discretisation schemes of the autonomous age-structured modelv(Eq. (4.68)) that
is performed in Section 4.5.2.
Age convergence analysis
ht ha e(ha, ht) ra(ha, ht)
1.000e-03 2.500e+01 2.503e-02 -
1.000e-03 1.250e+01 7.234e-03 1.79
1.000e-03 6.250e+00 2.121e-03 1.77
1.000e-03 3.125e+00 4.892e-04 2.12
1.000e-03 1.562e+00 1.197e-04 2.03
1.000e-03 7.812e-01 3.402e-05 1.81
Table B.1: Age convergence rate estimates of the discretisation scheme defined by Algorithm
(4.1) when solving the system (4.51) for case 2: a0 ≈ aG1/S and a1 = 0.
ht ha e(ha, ht) ra(ha, ht)
1.000e-03 2.500e+01 2.223e-02 -
1.000e-03 1.250e+01 6.318e-03 1.81
1.000e-03 6.250e+00 1.649e-03 1.94
1.000e-03 3.125e+00 4.187e-04 1.98
1.000e-03 1.562e+00 1.061e-04 1.98
1.000e-03 7.812e-01 2.841e-05 1.90
Table B.2: Age convergence rate estimates of the discretisation scheme defined by Algorithm
(4.1) when solving the system (4.51) for case 3: a0 = 7.5 and a1 = 1.
151
Appendix B. Age-structured model
ht ha e(ha, ht) ra(ha, ht)
1.000e-03 2.500e+01 2.223e-02 -
1.000e-03 1.250e+01 6.321e-03 1.81
1.000e-03 6.250e+00 1.652e-03 1.94
1.000e-03 3.125e+00 4.215e-04 1.97
1.000e-03 1.562e+00 1.089e-04 1.95
1.000e-03 7.812e-01 3.163e-05 1.78
Table B.3: Age convergence rate estimates of the discretisation scheme defined by Algorithm
(4.1) when solving the system (4.51) for case 4: a0 = 7.5 and a1 = 2.
Time convergence analysis
ht ha e(ha, ht) ra(ha, ht)
2.500e+00 2.441e-02 9.244e+01 -
1.250e+00 2.441e-02 3.883e+01 1.25
6.250e-01 2.441e-02 1.769e+01 1.13
3.125e-01 2.441e-02 8.488e+00 1.06
1.562e-01 2.441e-02 4.169e+00 1.03
Table B.4: Time convergence rate estimates of the discretisation scheme defined by Algo-
rithm (4.1) when solving the system (4.51) for case 2: a0 ≈ aG1/S and a1 = 0.
ht ha e(ha, ht) ra(ha, ht)
2.500e+00 2.441e-02 8.935e+01 -
1.250e+00 2.441e-02 3.731e+01 1.26
6.250e-01 2.441e-02 1.694e+01 1.14
3.125e-01 2.441e-02 8.115e+00 1.06
1.562e-01 2.441e-02 3.982e+00 1.03
Table B.5: Time convergence rate estimates of the discretisation scheme defined by Algo-
rithm (4.1) when solving the system (4.51) for case 3: a0 = 7.5 and a1 = 1.
ht ha e(ha, ht) ra(ha, ht)
2.500e+00 2.441e-02 8.266e+01 -
1.250e+00 2.441e-02 3.335e+01 1.31
6.250e-01 2.441e-02 1.501e+01 1.15
3.125e-01 2.441e-02 7.177e+00 1.06
1.562e-01 2.441e-02 3.521e+00 1.03
Table B.6: Time convergence rate estimates of the discretisation scheme defined by Algo-
rithm (4.1) when solving the system (4.51) for case 3: a0 = 7.5 and a1 = 2.
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B.2 Per capita growth rate plots
Figure B.1: Evolution of the mean and the standard deviation of the per capita growth rate
σ(N) = dNdt
1
N against the mean cell population, N, for the proliferation and scratch assays
performed in [118]. The authors consider three replicates for three initial degrees of con-
fluence. We plot the different degrees of confluence corresponding to the proliferation and
scratch assays in different rows. We calculate the per capita growth rate in the same way
as in [118]. A biphasic trend can be observed in the plots for the scratch assays while a
decreasing linear trend can be observed for the proliferation assays.
B.3 Sensitivity analysis of the full model
We include the plots of the sensitivity analysis of the full age-structured model (Eqs.
(4.1) and (4.4)).
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Figure B.2: Sensitivity analysis with respect to τp, the inverse of the proliferation rate. The
values of τp are specified in the legend. All other parameters are fixed at their default values
stated in Table 4.5.
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Figure B.3: Sensitivity analysis with respect to the death rate µ. The values of µ are specified
in the legend. All other parameters are fixed at their default values stated in Table 4.5.
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Figure B.4: Sensitivity analysis with respect to the resource consumption rate k. The values
of k are specified in the legend. All other parameters are fixed at their default values stated
in Table 4.5.
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Figure B.5: Sensitivity analysis with respect to the scaling constant a− used to calculate the
G1/S transition age (Eq. (4.2)). The values of a− are specified in the legend. All other
parameters are fixed at their default values stated in Table 4.5.
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Figure B.6: Sensitivity analysis to the scaling constant a− to the scaling constant a− used
for calculating the G1/S transition age. age (Eq. (4.2)). The values of β are specified in the








Table B.7: Results of the parameter sensitivity analysis. In each row, for each model para-
meter, we specify the range of values in which the parameter was varied and the mean and
standard deviation of the quantities of interest.
Parameter Range of values amin cmax σmax tcmax tσmax
τp [17.5200,20.2200] 6.8874± 0.0811 0.0798± 0.0034 4.0510× 10−3 ± 1.0061× 10−3 68.6200± 8.1282 67.0400± 7.8812
µ [0.0269,0.0291] 6.8882± 0.1071 0.0799± 0.0044 4.0227× 10−3 ± 6.7155× 10−4 68.4200± 7.2355 66.1800± 5.7846
k [0.0001,0.0001] 6.8878± 0.1322 0.0800± 0.0055 4.0242× 10−3 ± 2.2681× 10−4 68.0200± 3.4332 65.8000± 3.3816
a− [7.4829,9.0171] 6.8847± 0.4419 0.0797± 0.0027 4.0438× 10−3 ± 7.6138× 10−4 68.2600± 6.1930 65.6200± 5.4961
ccr [0.0202,0.0258] 6.8855± 0.1584 0.0797± 0.0012 4.0287× 10−3 ± 2.7157× 10−4 67.9200± 2.4035 65.8000± 3.4322





C.1 System size expansion derivation
In this section we include the proofs from Theorem 11:
Proof. We disregard the subscript i during the derivation and consider it again after
we derive the linear noise approximation. We assume the Van Kampen ansatz [215],
namely, when Ω >> 1 the cell number, n is given by:
n = Ωφ+Ω1/2e, (C.1)
where Ω is the system size, φ is a deterministic function and e is a new random vari-
able.
We consider as the system size the carrying capacity multiplied by the compart-
ment size,Ω = Kh. Using the value forΩ and disregarding the subscript, the master
equation (5.24) can be written as follows:
∂p(n, t)
∂t
= λ[E−1 − 1]np(n, t) + λ
2Ω
[E2 − 1]n(n− 1)p(n, t). (C.2)
By considering Eq. C.1, the fluctuations of the variable n are now encapsulated
in the variable e. We denote the probability distribution of the random variable e as
Π. We follow now the standard procedure to obtain the Fokker-Plank equation that
describes the fluctuations of e (see Section 5.2.2 ).
We consider the effect of the change of variables (C.1) on the master equation
(C.2). We analyse first the effect of the change of variables on the derivatives. If we



















The time derivative in (C.2) is taken with constant x = n, therefore dndt = 0. This,







Appendix C. Hybrid algorithm
We can then describe the derivative in time of the probability distribution in terms



















Now we see the effect of the change of variables in the operators. Using (C.3) and
employing a Taylor expansion we obtain:
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E2 − 1] f (n) is equivalent to the functional [E2Ω−1/2 − 1] [ f (e)]
after the change of variables. Similarly we can see that the functional
[






Writing (C.2) in terms of e after the change of variables and considering Eqs.












































































































































































Using Eqs. (C.8) and (C.9) and keeping only the term of Ω with order n ≥ 0, we




= −λφ2 + λφ. (C.10)






















Typically one uses the following notation:
A(t) := λ− 2λφ B(t) := 2λφ2 + λφ. (C.12)











Using the subscript i in Eqs. (C.10), (C.12) and (C.13) proves the first two equations
of Theorem 11. To prove the last equation we divide (C.1) by Ω
n
Ω
= φ+Ω−1/2e ≈ e. (C.14)
where the last equality is true since Ω >> 1. This proves Eq. (5.29).
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C.2 Verification of the stochastic FKPP model factorial cumu-
lant derivation
We verify the equation for the uncoarse-grained factorial cumulant evolution of the
stochastic FKPP equation, Eq. (5.32). We consider only one compartment and then
















We note that φr satisfies
dφr
dt
= λφµ − λ
h
(φµ)2. (C.16)





where W = ϕr(0)/(1− ϕr(0)/h).
Table C.1: Summary of parameters for uncoarse-grained simulations
Parameter Description Value
K Carrying capacity 5000
T End time 20
h Compartment size 1
λ Proliferation rate 1
n0 Initial number of molecules 2000
Considering the parameters in Table C.1, we perform 5000 simulations of the sto-
chastic process and compute the mean, standard deviation and factorial cumulant
from the stochastic process. We then solve the ODE for the factorial cumulant, and
determine the evolution of the standard deviation and the factorial cumulant using
the intrinsic noise approximation. In Figure C.1 we plot the results of this compari-
son. We plot the mean, standard deviation and factorial cumulant according to the
stochastic simulations and the intrinsic noise approximation. We observe there is a
good match between the three quantities.
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Figure C.1: Series of plots depicting the evolution of the uncoarse-grained stochastic FKPP
equation in one compartment. We plot the evolution of a) the mean b) the standard devia-
tion, and c) the factorial cumulant according to the stochastic simulations and the formula
of the intrinsic noise approximation.
C.3 Additional plots from the reference dynamics analysis
In this section we include additional plots that showcase the dynamics of the refe-
rence dynamics of the stochastic FKPP model.
Figure C.2: Plots of the standard deviation of the stochastic model (equation (5.9)) and the
estimated standard deviation determined from the coarse-grained factorial cumulant (equa-
tion (5.36)) at different time points. The closer the compartments are to the solution interface,
the higher the standard deviation values. The estimated variance approximates well the sto-
chastic variance in compartments far away from the interface but in the compartments close
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