Inspired by human's learning characteristic that knowledge is gradually learned little by little, a Spatial-Polarimetric Reinforcement Learning (SPRL) approach is proposed for Polarimetric Synthetic Aperture Radar (PolSAR) data classification, from a new perspective of reinforcement learning. In our method, each pixel has its own ''state'' and ''action'', and can modify its ''action'' based on interactions with the ''environment''. A spatial-polarimetric ''reward'' function, is designed from a local neighborhood region to explore both the spatial and polarimetric information for more accurate classification. Thus a self-evolution and model-free classifier can be obtained, which has simple principle and robustness to speckle noises existed in the data. By an interaction with the environment, SPRL can obtain high classification accuracy when only very few labeled pixels are available. Several real PolSAR datasets are used to investigate the effectiveness of the proposed method, and the results show that SPRL is superior to its counterparts.
I. INTRODUCTION
Recently Polarimetric Synthetic Aperture Radar (PolSAR) data classification has received increasing research interests. It aims to assign labels for image pixels to indicate their categories [1] . The available PolSAR data classification methods can be mainly classified as unsupervised [2] , [3] and supervised [4] , [5] ones. Unsupervised approaches work for extracting discriminative features of pixels to cluster them into some predefined categories. The H /α decomposition [6] , complex Wishart features [7] , model-based polarization decomposition [8] , are often adopted in these methods. Supervised approaches form their predictions via a learned mapping from a set of labeled pixels. Various kinds of mapping models, such as support vector machines [9] , neural networks [10] and deep learning models [11] - [13] are usually employed. In order to reduce the labeling cost of the The associate editor coordinating the review of this manuscript and approving it for publication was Canbing Li. supervised methods, some semi-supervised methods are also developed [14] , [15] , which explore both labeled and unlabeled samples, to achieve accurate classification with very few labeled data. Most of them utilize unlabeled samples to formulate a Laplacian regularizer, which is of high computation and storage complexity.
Although many approaches have proved their efficiency in PolSAR data classification, most of them belong to traditional unsupervised paradigm and supervised paradigm where the classification is one-off. In other words, pixels are clustered or classified in a forward way, where the labels of pixels are independently predicted and never to be changed afterwards. However, this process is conflict with the biological decision making. In the human's learning, learning is a long-term process and knowledge is gradually learned little by little. Just like the human's decision making, machine classification should also have different status and evolution capability or improve little by little, to achieve a credible and efficient learning of data. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ A recent trend in machine learning is to integrate naturalistic learning in biological species into learning, such as continuous learning, self-learning and reasoning [16] . Human intelligence indicates a learning agent interacts with a dynamic environment and updates its action policies to maximize long-term rewards. Inspired by it, Reinforcement Learning (RL) has been developed as another paradigm in machine learning [17] . Reinforcement learning can mimic the biological development that at any given moment, a biology receives an array of internal and external stimuli that forms its state, with a behavior dictating the reaction to each of them. Biology is the agent following a temporary behavior, i.e., action; stimuli constitutes the plant or system; the reaction is represented by a numerical feedback called the reward [18] . Reinforcement learning refers to an actor or agent that interacts with its environment and modifies its actions, based on stimuli received in response to its action [19] . It emphasizes the modification of actions based on interactions with the environment, which has potential applications in data classification [20] , [21] .
In this paper, we introduce the reinforcement learning into PolSAR data classification, to construct a dynamic and continuous learning classifier based on Spatial-Polarimetric Reinforcement Learning (SPRL). In our work, instead of forming a learned mapping that indicates the correct output for a given input, the labeled pixels are assumed to provide only an indication as to whether an action is correct or not, according to a local neighborhood region in the PolSAR images. Moreover, it is well known that PolSAR data are not only polarimetric reflectivities, but also images with certain kinds of spatial organization. Therefore, making full use of both the polarization and spatial information can help to improve the classification accuracy. In the proposed SPRL method, a spatial-polarimetric reward function is designed. Thus, the classifier will label pixels according to their current states, and evolves them from a spatial and polarimetric reward function, which is derived from the local neighbor environment. By the interaction with environment, our proposed SPRL method can correctly predict labels of pixels with low computational complexity.
Compared with the available PolSAR data classification methods, SPRL has the following characteristics: 1) A selfevolution and model-free classifier is proposed under the new paradigm of reinforcement learning, to classify the PolSAR data with very few labeled samples. 2) A spatial -polarimetric reward function is designed from a local neighborhood region. The function can reduce the influence of speckle noises existed in the data on the classification, so resulting in accurate prediction. Several experiments are taken on some real PolSAR datasets, and the results show that SPRL can achieve accurate and rapid classification with a small number of labeled samples. The Overall Accuracy (OA), Average Accuracy (AA) and Kappa Coefficients (KC) of the classification results by SPRL are compared with that of its counterparts, and the results show its superiority.
II. SPATIAL-POLARIMETRIC REINFORCEMENT LEARNING A. PolSAR DATA CLASSIFICATION VIA REINFORCEMENT LEARNING
In the PolSAR image, each pixel can be expressed by a scattering matrix S:
where the subscript represents the transmitted and received polarization mode. For the reciprocity [22] , here S hv = S vh . Based on the Pauli basis, the polarimetric scattering vector with three unique elements can be expressed as
Then, we can obtain the polarimetric coherency matrix T:
where n is the number of looks, u i is the i-th look polarimetric scattering vector and H represents the complex conjugate transpose. Then T can be written as a 3 × 3 complex matrix:
where T ij = T H ji , i = j, and it is considered to contain complete polarimetric information of one pixel [23] .
Given a dataset S = L ∪ U, where L = [T 1 , T 2 , . . . , T l ] is the labeled set and U = [T l+1 , T l+2 , . . . , T l+u ] is the unlabeled set. The PolSAR data classification aims to classify each pixel in the image into some category that belongs to {1, 2, . . . C}, where C is the number of classes, and l, u are the number of labeled and unlabeled samples respectively. In our method, we explore S to construct a spatial-polarimetric reinforcement classifier, to realize a semi-supervised classification. The flowchart of our proposed SPRL method is shown in Fig.1 . SPRL can be defined by a tuplet (S, A, P, R), where S,A,P,R are the state set, action set, action probability set and reward set respectively. Then we model the environment as a Markov Decision Process (MDP) consisting of a set of discrete states S = {s 1 , s 2 , s 3 . . . ., s u } and actions A = {a 1 , a 2 , a 3 . . . ., a C } that may be executed from each state (C represents the number of actions, u represents the number of unlabeled samples). In our method, the unlabeled pixels of the image is predicted one by one. We denote the ''State'' s i as the classification status with a specific set of unlabeled samples. The ''Action'' refers to assigning labels for one unlabeled sample, so the number of actions is equal to that of categories. The ''Probability'' is corresponding to the appear probability of each action in the action space, with P = {p 1 , p 2 , . . . , p C } and i p i = 1. The ''Reward'' includes a variety of rewards that take an action from spatial and polarimetric information in some state. The reward function is denoted as R = {r 1 , r 2 , . . . , r C }. Different with the classifier working in a closed set, SPRL can achieve a self-evolution classification via an interaction with the environment. In the evolution of the classifier, executing action a from state s causes a transition to state s according to a transition function describing P(s |s, a ), and triggers a reward r according to a reward function, r = R(s, a, s ). Subsequently we can obtain a state-action sequence s 0 → a 0 → r 1 → s 1 → a 1 → r 2 → s 2 → a 2 . . . . by an interaction with the environment via a reasonable reward function.
B. SPATIAL AND POLARIMETRIC REWARD
In the reinforcement learning, the cumulative return reward is very crucial. Polarimetric SAR data have both spatial consistency and rich polarimetric information. Considering the spatial consistency of polarimetric SAR data in a local region, we explore both the spatial and polarimetric information of data. A q × q squared neighborhood region of unlabeled sample is used to define a reward function. In order to predict the label of a pixel that locates at the i th row and j th column in the image, we consider its polarimetric coherency matrix T i,j and its spatial neighbors
In our method, we define a spatial reward function R K generated by actions in the action space (labeling the sample as any category) as:
where g l represents the number of occurrences of the label l in the spatial neighborhood l ∈ {1, 2, . . . ., C} at the current state. In our work we initialize each k l as zero. If there is no labeled samples, the number of occurrences is set as zero. Thus, k l is an occurrence indicator that represents the reward generated by the label l on the spatial neighborhood. This reward function indicates the return of labeling the pixel as different classes, which is determined by the distribution of labels in the neighborhood. On the other hand, we define the similarity function between the pixel and its neighbors as:
Denote the similarity indicator as v l (l = 1, 2, . . . ., C) and initialize each v l as zero. The similarity function is then calculated on a neighborhood region, with
Then another polarimetric reward function R H is calculated by various actions in the action space as to polarimetric coherency information:
where
Combining the spatial reward with the polarimetric reward together, we can construct an immediate reward function:
which indicates a reward of executing action a from state s.
The agent typically has no prior knowledge of the transition and reward functions, and must learn value estimates iteratively as it explores the environment. In order to make the agent's objective to maximize reward, a state value function in state s under a policy π is defined as,
where γ ∈ [0, 1] is a discount factor controlling the agent's degree of preference for immediate rewards over future ones. P a ss is the state transition probability from s to s by executing action a. v t s is the state value under state s .
Given a small number of labeled pixels and a large number of unlabeled pixels, each unlabeled pixel has C possible actions. As soon as the unlabeled pixel is assigned a specific label, it is defined as the state of the pixel. Executing an action from a state will cause a transition to another state according to a transition function and trigger a reward via a synthetic reward function. In this process, the states of unlabeled samples will update iteratively, which realizes an self-evolution labeling of pixels. At each iteration, we select one action from the action set to assign a label for the current pixel, by maximizing the state value function. The algorithm can be executed iteratively to label all the pixels in the image. That is, when the labels of all the pixels in the image remain unchanged, this iterative process will converge. A detailed description of the spatial-polarimetric reinforcement learning is shown in Table 1 . 
III. EXPERIMENTAL RESULTS
In this section, we test the performance of SPRL on four PolSAR datasets: Flevoland, San Francisco Bay Subimage, Flevoland1 (in the Netherlands) and Xi'an (in China) datasets. Some related methods are used for a comparison, including: 1) some baseline classifiers-K Nearest Neighbor (KNN) [24] , Support Vector Machine (SVM) [9] and Wishart [7] ), 2) some related and state-of-the-art methods-Semisupervised Spatial-spectral SVM (SS-SVM) [25] , Deep Reinforcement Learning (DRL) [26] , and 3) some popular method -Convolutional Neural Network (CNN) [13] . For KNN, we determine the optimal number of nearest neighbors k by employing five-fold cross-validation in the range of [1, 30] . In SVM and SS-SVM, the Radial Basis Function (RBF) and the one-against-one strategy are used for classification. The width of RBF is determined by five-fold crossvalidation in the range of 1 × 10 −5 , 1 × 10 1 . The spatial regularizer in SS-SVM is experimentally determined in the set of {0.1 1 10 100}via cross-validation. In DRL and WSDN, the optimal parameters suggested in the literature are adopted. In SPRL we set the same probability in the state transition, that is, P a ss = 1/C. In the test, different neighborhood size 3 × 3, 5 × 5, 7 × 7, 9 × 9 are used, and we find that SPRL can present the best result when the size takes the smallest value. So in our method we set q = 3. The value of the discount factor also varies from 0 to 10, with an interval of 0.1. The optimal parameter is also determined via crossvalidation. The optimal parameter γ = 1 is adopted. In the test, we randomly select 0.1% samples from the image, and the rest are taken as the unlabeled samples. In SS-SVM, 20% unlabeled samples are also randomly selected for the semisupervised classification. The Overall Accuracy (OA), Average Accuracy (AA) and Kappa Coefficient (KC), are used for evaluating the classification results of different methods. Thirty independent experiments are taken and the average accuracies of networks are calculated. All the experiments are realized on a 64GB RAM HP Z840 workstation with dual E5-2630v CPUs and a NVIDIA GeForce GTX TITAN X GPU.
A. RESULTS OF THE FLEVOLAND DATASET
The Flevoland dataset has the size of 750 × 1024, which is an L-band four-look fully polarimetric SAR data. This image has a resolution of 12×6 m acquired by NASA/JPL AIRSAR (National Aeronautics and Space Administration/Jet Propulsion Laboratory Airborne Synthetic Aperture Radar), and contains fifteen categories, as shown in the color bar at the lower right corner of Fig.2 .
The Pauli RGB pseudo-colored image of this dataset is shown in Fig.2(a) , and its ground truth is shown in Fig.2(b) . The classification results of KNN [24] , SVM [9] , Wishart [7] , SS-SVM [25] , CNN [13] , DRL [26] and SPRL for one experiment, are shown in Fig.2 (c)-(i) respectively. From the results in Fig.2(c) and Fig.2(d) we can see that the traditional supervised methods (including KNN and SVM) give low classification accuracy for almost all the classes for the very limited number of labeled samples. Wishart classifier can present better results than KNN and SVM, for considering the distribution of polarimetric feature and employing the Bayesian classifier, as shown in Fig.2(e) . Because the inter-class differences of this dataset are very small, and the extremely few labeled samples, SS-SVM also suffers from many speckle-like misclassification, as shown in Fig.2(g) . Because there are not sufficient labeled samples for training, CNN also produce a lot of errors in Fig.2(g) . DRL can generate amounts of valid data by interacting with the agent using the -greedy strategy, so the classification accuracy is improved remarkably, as shown in Fig.2(h) . Compared with these methods, our proposed SPRL can achieve the highest OA, by introducing a spatial-polarimetric reward and continuous trial and error.
To further investigate the efficiency of our proposed method, thirty independent experiments are taken under the same condition, and the average classification results of each class, along with the OA, AA and KC, are shown in Table 2 . From the classification results shown in the table we can see that SVM and SS-SVM present relatively worse results than the other methods, because there are not enough training samples to determine a correct boundary. The classification accuracy of DRL is the highest among the comparative methods, for incrementally select the most valid samples via reinforcement learning. However, DRL gives very low accuracy as to the Wheat2 and Building classes, perhaps because there are less samples in these classes compared with other categories. Compared with them, SPRL presents better numerical results as to OA, AA and KC for each class than the other methods. 
B. EXPERIMENTAL RESULTS OF THE SAN FRANCISO BAY DATASET
This San Francisco Bay image is an L-band four-look fully polarimetric SAR data with four categories. The size of this image is 1300 × 1300. The Pauli RGB pseudo-colored image of this dataset is shown in Fig.3(a) , and its ground truth is shown in Fig.3(b) . The classification results of KNN [24] , SVM [9] , Wishart [7] , SS-SVM [25] , CNN [13] , DRL [26] and SPRL are shown in Fig.3 (c)-(i) respectively. There are five typical categories in this dataset: Ocean, Vegetation1, Vegetation2, Intensive Urban(I-Urban), Non-Intensive Urban (NI-Urban). Among them, the LD urban class has high resemblance to the HD urban class, which increases the difficulty of classification. For the number of land covers decreases, the total classification accuracy of all the methods are better than that of the Flevoland dataset.
As can be seen from Fig.3 , the seven methods can classify ocean correctly, but have low classification accuracies as to intensive urban areas and non-intensive urban, especially the Wishart classifier. KNN and SVM have different degrees of misclassification. SS-SVM is superior to SVM for incorporating unlabeled samples in the classifier. DRL and SPRL can achieve high OA for this dataset. The classification accuracy of SPRL is 99.65%, which is higher than the other six methods. The average classification results of different methods are shown in Table 3 , which also proves the superiority of our proposed method to its counterparts.
C. EXPERIMENTAL RESULTS OF THE FLEVOLAND1 DATASET
The Flevoland1 dataset from RADARSAT-2 has the resolution of 10 × 5 m, which was obtained at fine quadmode with 30
• incident angles of the airborne sensor in 2008. The size of this subregion is 1200 × 950, which has four types of terrains: Urban, Water, Forest and Cropland areas, as shown in the color bar at the lower right corner of Fig.4 . The results of KNN [24] , SVM [9] , Wishart [7] , SS-SVM [25] , CNN [13] , DRL [26] and SPRL are shown in Fig.4 (c)-(i) respectively. From the results we can see that the seven methods present relatively better results for Water. For the urban class, KNN, SVM, SS-SVM and Wishart produce some confusion with the forest. Compared with other methods, CNN achieves more accurate classification for the urban class. Also, we can observe from Fig.4(h) and Fig.4 (i) that reinforcement learning can improve the classification accuracy. Even with only 0.1% samples, DRL can achieve high OA (92.90 % ), AA(91.02%) and KC(0.9026). For constructing a spatial-polarimetric reward function, our proposed SPRL method has an improvement over DRL (OA is 97.24%, AA is 96.16% and KC is 0.9606).
The average classification results of different methods are shown in Table 4 . From it we can also observe an improvement of 10% over the comparative methods, as to the overall accuracy.
D. EXPERIMENTAL RESULTS OF THE XI'AN (IN CHINA) DATASET
A full polarimetric image of city Xi'an obtained by the Canadian RADARSAT-2 system, with the size 512 × 512 and resolution 10 × 5 m, is used. Three categories are labeled in this Xi'an image: Urban, Vegetation and River, as shown in the color bar at the lower right corner of Fig.5 . The results of KNN [24] , SVM [9] , Wishart [7] , SS-SVM [25] , CNN [13] , DRL [26] and SPRL are shown in Fig.5 (c)-(i) respectively. In this dataset, the intra-class difference is very large for the coarse labeling of three kinds of land covers.
From Fig.5 we can observe that SVM and CNN produce many misclassification on the river and vegetation classes. Our proposed SPRL makes some misclassification of the river class, for the cumulated errors in the self-evolution.
The average classification accuracy for each class are listed in Table 5 . From it we can see that our method have the best classification results in OA, AA and Kappa.
E. RESULTS WITH DIFFERENT NUMBER OF LABELED SAMPLES
In this test, we use different number of labeled sample to evaluate the performance of SPRL on the above four datasets: Flevoland, XI'AN, San Francisco Bay and Flevoland1. The ratio of labeled samples takes 0.01%, 0.05%, 0.1%,0.5% and 1%. In this test we take some methods with comparative result with that of SPRL for a comparison, including CNN and DRL. The variations of OA with the ratio is calculated and shown in Fig.6 , where the result of SPRL, CNN and DRL are denoted as solid line, dotted line and dashed line respectively. From it we can see that OA increases with the increase of the proportion of labeled samples. However, the growth rate of the guidelines becomes slow with the increase of the ratio. For the Flevoland1, San Francisco Bay, Flevoland2 and Xi'an datasets, the OA can reach high OAs, even when 0.1% samples are labeled. By a comparison of the three methods, we can observe that our proposed SPRL present better results at different labeling ratios. 
IV. CONCLUSION
In this paper, a self-evolution and model-free classifier is proposed under the new paradigm of reinforcement learning, to classify the PolSAR data with very few labeled samples. Compared with the available methods, SPRL has the characteristics of continuous learning and model-free. By utilizing the spatial-polarimetric reward function, SPRL can simultaneously make full use of both the spatial and polarimetric information to achieve accurate classification. Several experiments are performed on some real PolSAR datasets that contain various kinds of land covers, and the results show that it can achieve state-of-the-art classification results with very small number of training samples. However, for the squared shape of local neighborhood region defined in the reward function, the proposed method prone to perform better for images with regular boundaries. In future we will work for constructing an adaptive local region in exploring the spatialpolarimetric information.
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