In this paper we study the dependence of the Hölder estimates on the geometry of a domain with holes for the Neumann problem. For this, we study the Hölder regularity of the solutions of the Dirichlet and Neumann problems in the disk (and in the exterior of the disk), from which we get a relation between harmonic extensions and harmonic functions with prescribed Neumann condition on the boundary of the disk (for both interior and exterior problems).
Introduction

Regularity constants
We are interested in obtaining estimates for the Neumann problem, namely Here, ν(x) is the unit outward normal, and g ∈ C 1,α ( n k=0 ∂B(z k , r k )) for some α ∈ (0, 1). The datum must be compatible with the equation:
(1.2)
We find that the estimates do not blow up provided that the radii of the holes, their distance to the outer boundary and the distance between them do not become too small compared to the domain size. To obtain quantitative estimates, we assume throughout that As can be seen, here we give a deeper treatment to the regularity constants than the one that is done in [CAH] . For instance, in the proof of Lemma 5.2, the estimates of the form [·] 0,α ≤ C(d, r max ) · L 1 , show the dependence of C(d, r max ) on d and R in a more explicit and detailed way (compare with the proof of [CAH, Lemma 5.4 
]).
The motivation for studying the above problem follows by a cavitation problem analyzed in [CAH] , where the major difficulty relies in constructing a family of explicit admissible deformation maps producing round cavities of a certain size. For that, near each cavity point, one can define explicitly a radially symmetric deformation map creating cavities of the desired size. Now, for gluing the above we can use the flow of Dacorogna and Moser [DM90] , which yields the following free boundary equation
in E(t), v t (x) = g t (x)ν(x) on ∂E(t) , (1.6)
where E(t) = B(z 0 (t), r 0 (t)) \ n k=1 B(z k (t), r k (t)) ⊂ R 2 . Reducing the problem (after using a Leray type descomposition) to the study of the regularity of the solution to the Neumann problem in E(t). Evidently, if we want to estimate v t ∞ and Dv t ∞ through the evolution, we have to take care of the uniform control in time of each seminorm, so we need to know the dependence on the domain of each regularity constant. One could think that the circular shape is too restrictive for modelling cavitation phenomena, but it seems that the minimizers prefer to keep their round shaped cavities (until a critical load) as suggested in [BM84] and [HS13] . That makes the problem with circular holes, which is already challenging, also interesting at least in that application. From the more pure side, working with holes that are circular allows for fine and more explicit calculations using singular integrals, leading to a better understanding of the dependence on the geometry.
Relation between the Dirichlet and Neumann problems
The other result is the relation between harmonic extensions and harmonic functions with prescribed Neumann data. First, let us introduce the two fundamental kernels :
Now, let us recall that on the disk, the solution of the Dirichlet problem, namely:
is given by:
and the solution of the Neumann problem (with zero average):
is equal to:
In particular, the solution of the problem:
(1.11)
Where g ′ denotes the tangential derivative of g, is given by:
Remark 1.2. The solutions to the exterior problem are very similar.
The analysis in both [CAH] and Theorem 1.1 is made possible by the following more fundamental connection between the Dirichlet and Neumann problems, a result that is of independent interest and we highlight as our second main theorem. Theorem 1.3. Let u and w be the unique solutions to (1.9) and (1.10) respectively, then:
Corollary 1.4. If u and ω are the solutions to (1.9) and (1.11), then
If u = g on ∂B(0, 1) then the tangential derivative of u is g ′ , that is, it coincides with the normal derivative of ω. This somehow suggests that on ∂B(0, 1) the result that Du and Dω are the same up to a rotation by π 2 is to be expected. However, it is surprising that the connection carries through to the interior of the domain.
Remark 1.5. The analogous formulas for the exterior problem also hold. Remark 1.6. One could think about the previous corollary as an analogous for the Cauchy-Riemann equations. More precisely, if f (x + iy) = u(x, y) + iv(x, y), is analytic in the disk, then the CauchyRiemann equations are equivalent to Du = e 3 2 iπ Dv. So, if u and ω are the solutions to (1.9) and (1.11), then f = u − iω is analytic in the disk. Moreover:
which is the Schwarz integral formula for g (i.e. an holomorphic function whose real part on the boundary is equal to g). The point is, that we can see from the relation formula that the imaginary part is related to the solution of the Neumann problem. Actually, the last holds for every smooth domain: To see this, it suffices to note that if f is holomorphic in a smooth domain, then from the Cauchy-Riemann equations we get:
where ∂ ν and ∂ τ are the normal and tangential derivatives.
From the relation formulas, we deduce that we can study the regularity of the above convolutions to obtain the regularity of the harmonic functions.
Notation and Preliminaries
Function spaces and Green's function
We fix a value of α ∈ (0, 1) and work with the norms f ∞ := sup |f (x)| and
The function g will belong to
The inversion of x ∈ R 2 with respect to
The expression u ,β stands for
Relation Formula
Proof of the Theorem 1.3. Set x = re iφ ∈ B(0, 1) and y = e iτ = (cos(τ ), sin(τ )). Let us prove the first formula. For that, let us start by computing the x derivative of the Poisson kernel:
Now, for x ∈ B(0, 1), we have (due to the dominated convergence theorem):
In addition, the x derivatives of P r (τ − φ) are given by (note that we use τ = (τ − φ) + φ and |x − y| 2 = 1 + r 2 − 2r cos(τ − φ)):
Furthermore:
Moreover:
From the above, it is easy to conclude the validity of the first formula. For proving the second formula, first note that the derivative of w (times −π) is given by:
Now, the tangential component is equal to :
On the other hand, the normal component is equal to :
From which the result follows by using that the integral of g is equal to zero because w is harmonic.
4 Hölder regularity of the convolutions
where
Proof. Note that:
On the other hand:
where we have used that sin(τ ) is odd. Moreover:
To estimate the rest of the integral, it suffices to note that:
Finally:
per , r > 1, ω as in (4.1), and x 1 , x 2 ∈ R 2 such that |x 1 | = |x 2 | = r. Then:
Proof. Let 1 < r ≤ 2 and
The derivative of K r is given by:
(1 + r 2 − 2r cos(τ )) −1 .
Since:
we have:
Now using the fundamental theorem of calculus:
per , ω as in (4.1), and x 1 , x 2 ∈ R 2 such that 1 < |x 2 | ≤ |x 1 | ≤ 2. Then:
Case r 1 − 1 ≥ ρ: by Lemmas 4.1 and 4.2 :
Case r 1 − 1 < ρ: set r := 1+ρ. Note that since r 2 < r 1 < 2, then r = 1+|x 1 −x 2 | < 1+r 1 +r 2 ≤ 5 .1), and x 1 , x 2 ∈ R 2 such that 1 < |x 2 | ≤ |x 1 | ≤ 2. Then:
Proof. It is easy to see that:
Lemma 4.3. Let x = re iφ and y = e iτ . Let u be given by:
Proof. This is immediate from the well-known formula (see [Gam01] ):
per , r > 1, |φ 1 − φ 2 | ≤ π and u as in (4.2). Then:
Proof. First note that (thanks to (4.3)):
then:
Lemma 4.5. Let g ∈ C 0,α per , u as in (4.2), 1 < r 2 < r 1 ≤ 2. Then:
.
We want to prove ∂u ∂r ≤ C(r − 1) α−1 , for r ∈ (1, 2). For that, it suffices to estimate the following integrals:
Now let us estimate the second integral for |τ | ≤ r − 1:
Then for r − 1 ≤ |τ | ≤ π:
Finally, let us estimate the last integral for |τ | ≤ r − 1:
At last for r − 1 ≤ |τ | ≤ π:
In conclusion, we have:
and the result follows from the above.
per , u as in (4.2) 1 < r 1 ≤ r 2 ≤ 2, and |φ 1 − φ 2 | ≤ π. Then:
Proof. Note that from the previous propositions we get:
because if θ is the angle between r 1 e iφ 1 and r 2 e iφ 2 , we have: per and u as in (4.2), then (for 1 < |x| < 2): 
Proposition 4.5. Let g ∈ C 1,α (∂B 1 ) and u(x) = ∂B 1 g(y) log |y − x|dS(y), then (for 1 < |x| < 2)
:
Proof. : It follows by Theorem 1.3, Proposition 4.1, Proposition 4.2, Lemma 4.3 and Proposition 4.3.
Hölder regularity for the harmonic function in a holed domain
Throughout this section we study the Hölder regularity of the classical 2D singular integrals in a generic annulus:
For calculations that have to be made away from ∂Ω, we work in
The role of the generic length d is that of giving a uniform lower bound for the width of an annular neighbourhood of the excised hole that is still contained in the domain.
In Proposition 5.5 negative powers of the radii of the holes are obtained. It is for this reason that in the final result (see (1.3)) not only the distances between the holes but also their radii are assumed to be greater than the generic length d. In some intermediate results, knowing that the radius is greater than d simplifies the estimates (e.g. in Lemma 5.3 we obtain Du
. This is why the hypothesis R ≥ Cd is added througout the whole section.
Estimates in the interior of the domain
The following regularity estimates for harmonic functions can be found in [Eva10, Thm. 2.2.7]
A careful inspection of the proof of [CAH, Prop. 5 .1] yields the following dependence on R and d in the Hlder interior estimates for harmonic functions.
Proposition 5.1. : Let v be harmonic in Ω and R ≥ Cd, then we have the folllowing estimates :
Lemma 5.2. Let R ≥ Cd, v be harmonic in Ω and ζ a cut-off function with support within |x| < R + 2 3
d and equal to 1 for |x| ≤ R +
Proof. It is clear that we can choose ζ to be such that:
. Then, using Proposition 5.2 and the estimates for ζ we get:
Now note that:
Hence:
. Finally, we get:
Estimates near circular boundaries
Proposition 5.2. Let v be harmonic in Ω and ζ be a cut-off function with support within |x| < R+
Proof. Let us proceed as in [Eva10] :
letting ε → 0 (and using the fact that u vanishes outside B R+ 2 3 d ), we get:
with the normal pointing outside B R . Now (as can be seen in [DiB09] ), if a function φ x (y) satisfies:
with k being a constant, then:
where we have used (5.3). Finally, replacing in the expression for u(x), we obtain:
It is easy to see that φ x (y) = 1 2π
4πR 2 satisfies (5.3) using the identity |x 1 ||x 2 − x *
Proof. Let us estimate the first derivative:
Now let us estimate the Hölder seminorm of the derivatives: let
with ρ ∈ (0, 2(R + d)), then:
therefore:
, ∞)). Finally, if |x − y| = ρ:
where we have used that ρ ≤ CR.
To prove the third estimate, first note that the second derivatives of u are given by:
Since f ∈ C 0,α c (and using the fact that ∂B(0,1) Φ ,βγ (z)dS(z) = 0, and A Φ ,βγ (z)dz = 0 if A is any annulus centered at the origin), the absolute value of the singular integral is bounded by:
that proves the second result (obviously we have 
f (x), n = 2, and
If we let σ → 0, we obtain:
Let M = 3R + 3d and M 1 = sup |x|=1 |∇∆(x)|. The derivatives of ω ρ are given by:
Note that:
Let x, z ∈ B(0, R + d) and ρ = |x − z|,then:
Thus (applying the mean value theorem):
Proof. Using the identity |x 1 ||x * 1 − x 2 | = |x 2 ||x 1 − x * 2 |, let us first note that:
log |y − x * | = log |y * − x| + log |y| − log |x|, (5.4) this implies that:
The other estimates are proved analogously (for the Hölder continuity we can use the same argument as in [CAH, Prop. 5 .1]).
Proof. It follows from Proposition 5.3 and Lemma 5.3.
Proposition 5.5. Let g ∈ C 1,α (∂B R ) and u = ∂B R g log |y − x|dS, then (for R < |x| < R + d,
Proof. It follows by a rescaling argument.
Proposition 5.6. Let u = ∂B R gG N (x, y)dS(y), then:
Proof. Thanks to (5.4) we have:
G N (x, y) = − 1 π log |y − x| + 1 2π log |x| R − |y| 2 4πR 2 .
The estimates for u then follow from Proposition 5.5 and estimates for log |x| (for the Hölder continuity, we can proceed as in [CAH, Prop. 5 .1]).
A trace theorem and the L 1 norm
The proofs of the following two results can be found on [CAH, Lemma 5.2, Prop. 5.5].
Lemma 5.4. Let φ ∈ H 1 (B ρ 2 \ B ρ 1 ) for some 0 < ρ 1 < ρ 2 . Then (for i = 1, 2): ), then:
[u] 0,α(E ′ ) ≤ Cd −3 r 1−α 0
[u] 1,α(E ′ ) ≤ Cd Proof. It follows from local regularity for harmonic functions and Proposition 5.1 (using triangle inequality at most 2n + 1 times): join x and z with a straight line, then the segment intersects at most the n holes. In that case, join the points using segments of the above straight line and segments of circles of the form ∂B(z k , r k + d 3
) (for straight lines use local estimates for harmonic functions and for circles use Proposition 5.1).
