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Abstract—Among the various key networks in the human body,
the nervous system occupies central importance. The debilitating
effects of spinal cord injuries (SCI) impact a significant number
of people throughout the world, and to date, there is no satisfac-
tory method to treat them. In this paper, we review the major
treatment techniques for SCI that include promising solutions
based on information and communication technology (ICT)
and identify the key characteristics of such systems. We then
introduce two novel ICT-based treatment approaches for SCI.
The first proposal is based on neural interface systems (NIS) with
enhanced feedback, where the external machines are interfaced
with the brain and the spinal cord such that the brain signals are
directly routed to the limbs for movement. The second proposal
relates to the design of self-organizing artificial neurons (ANs)
that can be used to replace the injured or dead biological neurons.
Apart from SCI treatment, the proposed methods may also be
utilized as enabling technologies for neural interface applications
by acting as bio-cyber interfaces between the nervous system and
machines. Furthermore, under the framework of Internet of Bio-
Nano Things (IoBNT), experience gained from SCI treatment
techniques can be transferred to nano communication research
to develop intra-body applications, including remote monitoring
of the body and automatized targeted drug delivery.
Index Terms—Spinal cord injuries, spinal treatments, neural
interface systems, artificial neurons.
I. INTRODUCTION
The nervous system is one of the most important networks
of the body that forms the basis of human intellect and stores
our experiences as memories. It is composed of networks
of neurons connected through synapses to receive, transmit,
and process information in the body. The manipulation of
information by the nervous system is still not entirely under-
stood. Thus, an information and communication technology
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TABLE I: Types of SCI and Corresponding Percentages.
SCI Types Percentage
Incomplete Tetraplegia 45%
Incomplete Paraplegia 21.3%
Complete Paraplegia 20%
Complete Tetraplegia 13.3%
Recovery 0.4%
(ICT) framework is required to evaluate the relationships of
information exchange between various entities of the nervous
system, and then to address the associated problems [1].
Communication between the brain and limbs is maintained
by the spinal cord, which is comprised of ascending and
descending spinal pathways [2]. Each spinal pathway consti-
tutes of neurons having long axons, projecting between the
brain and spinal cord. In patients with spinal cord injuries
(SCI), advanced amyotrophic lateral sclerosis (ALS), or brain-
stem strokes, the brain is functional; however, its signals
are not transmitted to the muscles due to interruption in the
transmission pathways.
The social and economic burden of SCI is globally exten-
sive. According to the findings [3], 0.93 million new cases
of SCI occurred in 2016, while prevalent cases were 27.04
million. SCI results in partial loss of motor and/or sensory
functions in the incomplete injury. In the case of complete
SCI, the patient suffers from the total loss of motor and sensory
abilities. Statistics for the United States provided in Table I
reveal that recovery after injury is very unlikely, and in most
cases SCI causes neurological deficits in all limbs and torso,
i.e., tetraplegia [4]. In the less severe form of SCI, paraplegia,
the arms are not affected.
Two main approaches exist for re-establishing the brain-
body connection of the patients suffering from SCI, which we
group as, biological methods and ICT-based treatment tech-
niques. The latter is the main interest of this paper since it has
advantageous aspects in terms of functional outcome, human
trials, and safety. The ICT-based treatment techniques of SCI
can be achieved by (i) the use of neural interface systems
(NIS), and (ii) deployment of artificial neurons (ANs). NIS
were first developed for animals [5]–[10] and then utilized for
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human patients to extract control signals from nervous system
and operate assistive devices, including computer cursors [11]–
[15] and robotic prostheses [16]–[19]. More importantly, they
were also used to apply electrical stimulations to the nervous
system or muscles for restoring motor capabilities [20]–[25],
which can induce partial neurological recovery [26], [27]. The
deployment of ANs, on the other hand, targets to replace
injured or dead biological neurons. This is a relatively recent
direction, and there is still no major work that can qualify
itself as a fully-functional AN.
In this paper, we first discuss the mechanisms of SCI to give
some insight on these injuries. We then present the existing
treatment techniques including biological, NIS, and AN-based
approaches. Specifically, for the NIS and the AN, where the
ICT techniques may benefit from the existing designs, we also
identify the key characteristics of a successful treatment tech-
nique. Based on the preceding findings and discussions, we
then present two potential solutions that may be able to treat
SCI with their respective methodologies. The first approach is
based on NIS, where we identify key areas for improvement
in the existing setups. We point out important areas, such
as feedback, that are yet unexplored. The second proposal
is for the development of ANs based on nanomachines that
act as a bridge to deliver neural signals across the injury site.
The proposed AN will incorporate plasticity along with self-
organization, and will thus be able to adapt in the injury area
to make new nervous connections. Additionally, the machines
are proposed to include energy harvesting (EH) so that they
are truly independent in nature. Apart from SCI treatment,
the proposed schemes can be used as bio-cyber interfaces
in a variety of applications and also motivate for Internet
of Bio-Nano Things (IoBNT) and intra-body nanonetworks
applications.
The rest of this paper is organized as follows. In Sec-
tion II, we present an overview of nervous communication, the
mechanisms for SCI, and some key treatment approaches. The
existing ICT-based treatment techniques for SCI are detailed
in Section III. Section IV introduces our proposed methods,
whereas Section V provides some future directions in SCI
treatment as well as other potential applications for the SCI
treatment techniques. Finally, Section VI concludes the paper.
II. SPINAL CORD INJURY TREATMENT TECHNIQUES
In this section, we present an overview of nervous system
communication, how it is disrupted by SCI during various
phases of the injuries, the existing biological treatment tech-
niques for SCI, and the key differences between the biological
and ICT-based treatment techniques.
A. Neuro-spike Communication
Communication in the ultra large-scale nervous network,
known as neuro-spike communication, takes place through
electrical or chemical synapses with the latter occurring more
frequently [28]. Information encoded in electrical impulses
is transmitted to the post-synaptic neuron using three steps.
(i) Axonal transmission: the electrical impulses pass through
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Fig. 1: SCI and the formation of glial scars.
the axon of the pre-synaptic neuron until they reach the pre-
synaptic terminals. (ii) Synaptic propagation: arrival of an
electrical impulse to the pre-synaptic terminal initiates the
release of neurotransmitter into the synaptic cleft, i.e., the gap
between input and output neuron. The neurotransmitters then
diffuse though the synaptic cleft to reach the post-synaptic
neuron and bind to the receptors located on its membrane.
This changes the post-synaptic membrane potential. (iii) Spike
generation: if the total change in the post-synaptic membrane
potential is greater than the spiking threshold, the post-synaptic
neuron fires an electrical impulse.
Several studies exist in the literature on modeling and an-
alyzing the performance of neuro-spike communication [28]–
[36] and the nervous nanonetwork [37], [38] considering
the functionality of healthy neurons. Any disruption in the
functionality of neurons, which can result from diseases or
injuries, adversely affects the performance of this nanoscale
communication network.
B. Injury Mechanisms
Neurons inflicted by spinal trauma experience the effects
of an injury in three consecutive phases, namely, primary,
secondary, and chronic injuries described below.
• Primary injury: This refers to the condition within minutes
after the injury happens. The injury immediately disrupts
axonal pathways and damages cell membranes depending on
the physical trauma [39]. The ischaemia, i.e., toxic chemical
release from damaged membranes, initiates the secondary
injury [39]. Many active neural connections, and thus neuro-
spike communications, are affected by this extracellular
toxicity.
• Secondary injury: Following hours to weeks after the injury,
SCI develops a condition called secondary injury [40]. In
this phase, deteriorated toxic environment in the spinal cord
causes death of neurons as well as glial cells. [41]. Glial
cells produce myelin sheath, which acts as an insulator and
improves the rate of information transmission along the
axon. The loss of these special cells significantly affects
axonal propagation due to loss of myelin sheath, namely de-
myelination [42]. Moreover, axonal regeneration is blocked
by glial scar formation, which is a tissue barrier formed in
the injury site, as depicted in Fig. 1. In severe cases, axonal
transmission is blocked due to demyelination and disruption
of the brain-spinal cord communication [42].
• Chronic injury: This phase covers the days to years follow-
ing the injury [40]. In this phase, injured axons experience a
special kind of degeneration, called Wallerian degeneration,
that disconnects the distal parts of the axons from their cell
bodies while the glial scar continues to grow [43]. Since the
injury area is stable in the chronic phase, most treatment
techniques are performed in this particular phase.
The overall result of SCI mechanisms is the disruption of
axonal pathways located within the spinal cord, which results
in either the loss of sensory information transmission to the
brain or motor control signals to the muscles or both at the
same time [39]. Hence, re-establishing the brain-spinal cord
communication is necessary to maintain the sensory and motor
functions of the nervous nanonetwork. As discussed earlier,
current treatment approaches fall in two main categories,
namely the biological and the ICT-based treatment techniques.
In the following, we discuss the major techniques that belong
to these categories and the key differences between them.
C. Biological Treatment Techniques
Following the initial disruption of SCI, damage continues
to spread in the spinal cord in the secondary and the chronic
phases. Biological treatment approaches aims to protect sur-
viving neurons from the toxic post-injury environment, and
to recover synaptic connections and healthy functionality by
promoting regeneration. On the contrary, ICT-based treatment
techniques directly address the neural communication problem
by either bypassing the injury site via external communication
interfaces or by replacing the injured neurons by artificially
designed neurons.
Next, we outline the existing fundamental biological treat-
ment approaches and the challenges faced regarding their
implementation. Furthermore, we discuss how these challenges
can be addressed by ICT-based treatment techniques.
Research efforts regarding biological treatments mainly
focus on the following directions:
1) Neuroprotection: Delivering drugs onto the injury site
is a possible method of neuroprotection. Recent research in
this area concentrates on drug delivery mediated by nanoma-
terials (e.g., nanowires, nanoparticles, and carbon nanofibers),
which have several advantages over conventional drug delivery
methods, such as providing targeted delivery and reaching
injury site by crossing the blood-spinal cord barrier [44]. The
challenges in this direction include the following:
• Application: Devastating effects of secondary injury mech-
anisms spread fast with the cascade of biological complex
events. Preventing this spread means intervening many bio-
logical processes in the spinal cord with presumably number
of different neuroprotective agents. Thus, identifying the
effective drugs and their administrations in a limited time
period poses challenges. Moreover, there are many issues
regarding drug carrier design [44].
• Validation: Several drugs are tested on animals and in
vitro environments for different injury scenarios. Identifying
effective drugs and methods among many alternatives and
verifying the efficacy by human trials still pose a challenge.
• Functional outcome: Although several neuroprotective drugs
are reported to be resulting in some functional recovery [45],
functional outcome is limited because complete recovery
also necessitates the reformation of spinal cord circuitry.
2) Neural Regeneration: Delivery of neuro-regenerative
drugs, cell-based therapy and tissue engineering aim to pro-
mote neural regeneration. In drug delivery, growth factors,
such as neurotrophins, help in improvement of nerve regener-
ation, synaptic transmission, and plasticity [46]. Cell therapy
efforts mostly focus on cell transplantation and grafting.
Transplantation of stem cells is widely investigated as a cell-
based therapy [47]–[49] since stem cells have differentiation
capabilities that allow them to change into neurons and glia.
In addition, a variety of cells are used in studies, such
as Schwann cells, that are in-charge of producing myelin
sheaths in peripheral nervous system and capable of improving
remyelination as well as axonal regrowth [50], [51]. Tissue
engineering aims to promote regeneration of injured nerves by
means of materials that can mimic natural scaffolding, such
as hydrogels, nanofiber scaffolds, and hybrid applications.
Hydrogels are biocompatible networks of polymers that can
improve the environment for neural regrowth [43], [52], [53].
Nanofiber scaffolds not only provide supportive scaffolding for
damaged cells but also deliver drugs and support transplanted
cells [54]–[56]. Various combinations of hydrogels, nanofibers,
and drugs are also studied for recovery of SCI as shown by
[57]–[59]. Fundamental challenges in this direction include the
following:
• Functional outcome: Although the above-mentioned studies
report some improvement regarding neural regeneration,
and recent research show several initial results regarding
functional neural network formation [60]–[63], directing
regenerating neurons to form functional circuitry is still
challenging [64].
• Human Trials: Safety and efficiency of medicine treatment
and cell therapy on humans are still controversial [64],
[65]. Regarding tissue engineering, functionally integrating
biocompatible materials to the tissues and the feasibility of
human trials pose potential challenges [66].
D. Biological versus ICT-based Treatments
Since the ICT-based treatment approaches do not have
protective or supportive aims, they directly focus on com-
munication problems between the brain and the spinal cord.
Several initial studies have provided promising results for these
techniques with regard to safety and the functional outcome.
In this respect, some advantages over biological treatment
approaches are stated below:
• Functional outcome: As processing, stimulation, and com-
munication capabilities of the external interfaces advance
with the developments in ICT, restoration in the movements
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Fig. 2: Basic structure of an NIS.
of a subject with SCI can be observed as proved by a recent
study [24].
• Human trials: In addition to animal experiments, in studies,
such as [25], promising improvements in terms of motor
impairment in human patients were observed.
• Safety: Although the long term safety of invasive recording
devices in NIS is still not proven, there are less invasive
alternatives with low risk neural interfaces, such elec-
troencephalography (EEG)- [67] and electrocorticography
(ECoG)-based systems.
III. EXISTING ICT-BASED TREATMENT TECHNIQUES
In this section, we present prevalent ICT-based treatment
techniques reported in the literature as well as future directions
that may be possible in the NIS and AN frameworks. Two
techniques contrast with each other on the scale of their
approaches with NIS focusing on macro-scale solutions and
AN employing a micro/nano-scale approach.
A. Neural Interface Systems
While the aforementioned biological techniques aim to im-
prove signal transmission problem through the injured spinal
cord, NIS utilize nervous signals captured directly from the
brain or from the spinal cord before the injured part to restore
the motor function. Fig. 2 depicts the major components of a
typical NIS, details of each are elaborated below.
1) Nervous recordings: As mentioned, neural signals can
be either recorded from the brain [11], [19], [24], [27], [68]–
[70] or the spinal cord [9]. While the former is more common
in literature, the latter can potentially provide signals with
more information from just a small anatomical region. The
key factors in selecting a recording technique in an NIS
include efficacy, safety (particularly with regards to surgery),
reliability, and longevity. Furthermore, ease of NIS training,
support, cost, and availability are also important factors. In the
following, we review signal recording techniques from both
of the signal sources, and discuss their advantages as well as
limitations.
a) Recording from the brain: Brain signals can be
recorded via non-invasive techniques, such as EEG, magne-
toencephalography (MEG) or functional magnetic-resonance
imaging (fMRI). These techniques have low spatio-temporal
resolution, low signal-to-noise ratio (SNR), and poor sensitiv-
ity to high-frequency changes. Hence, they are insignificant for
investigating the short-lived spatio-temporal dynamics of many
brain processes [71]. However, the feasibility of these tech-
niques in detecting motor intent to some extent is demonstrated
in literature, such as [19], [27], where robotic exoskeletons
are operated with use of control signals extracted by EEG and
electro-oculography recordings.
In contrast, recordings with exceptionally high SNR, lower
sensitivity to artifacts than EEG, and high spatio-temporal
resolution can be achieved by invasive recording techniques
such as ECoG and intracortically electrode placements [71].
In ECoG, electrodes are implanted subdurally on the surface
of the brain; hence, they are able to record the activity
of groups of neurons and provide movement-related field
potentials. These recordings are robust over long periods [72],
and higher spatio-temporal resolutions can be achieved by
utilizing the micro-ECoG grids [73]. Furthermore, the ECoG
signal is used for offline decoding of seven degrees of freedom
for arm movements in monkeys and online decoding for
individual finger movements in human subjects [74], [75]. This
demonstrates that it can provide enough independent control
signals for simple loco-motor task.
However, the implantation of electrodes in the cortex is
required to directly record neuronal action or local field po-
tentials from the brain and to increase the spatial resolution of
the recordings. This implantation yields to significant clinical
risks as a result of infection or the formation of scar tissues.
Hence, the electrodes need to be placed on a very small cross
sectional area to minimize the damage to the tissue. Moreover,
this recording technique requires sophisticated signal pro-
cessing and computationally intensive algorithms to interpret
the neural activity and reliably separate signals of different
neurons [76]. Although point-and-click control is shown to be
successfully achieved 1000 days after implantation of a 100-
electrode array in an individual with tetraplegia [15], the long-
term stability of the implanted electrodes need to be studied
in more depth. In particular, intracortical recordings face
short-term recording failures due to implant micro-motion,
mechanical mismatch of the device and tissue, foreign-body
response, and formation of glial scar tissue that interfere with
signal transmission [77].
TABLE II: A list of methods used in a pattern recognition system.
Process Method Ref.
AutoRegressive component [79]
Wavelet transform [80]
Common spatial pattern [81], [82]
Feature extraction
Matched filtering [83]
Principal component analysis [82], [84]
Dimension reduction
Independent component analysis [82], [84]
Genetic algorithm [84]
Feature selection
Sequential selection [78]
Linear discriminant analysis [82], [84]
Support vector machine [82], [84]
Bayesian statistical classifier [81], [85]
K-nearest neighbor classifier [82], [85]
Classification
Artificial neural network [86]
b) Recording from spinal tracts: Although recording
electrical signals from the brain is largely studied in the
literature, many technical challenges still exist in the use of
microelectrodes to reach a stable recording of individual cell
activities. The most important one is the formation of a layer of
activated astrocytes around the recording electrode that makes
long-term recording of single spikes very difficult. Hence,
recording motor control signals through cross-sectional area
of corticospinal tract is investigated in [9], [10]. The main
drawbacks of using this recording source for NIS can be listed
as the following:
• Designing a mechanically stable array of electrodes is
challenging.
• The range of signal capture by an electrode array is limited,
and thus the number of neural sources are far more than the
array recording electrode contacts.
• The control signal cannot be received in corticospinal tract
for patients with tetraplegia or ALS.
2) Signal Processing: Real-time processing of the recorded
neural data needs to be done for deriving the intended task
by the patient. This process is seen as a pattern recognition
system that contains three main parts: (i) feature extraction; (ii)
dimension reduction and feature selection; (iii) classification
or regression. First, the data is processed to derive a set of
features. Feature sets extract the discriminating information
that represent a dataset. Since the brain signals are the com-
bination of several simultaneous sources and noise, extraction
of an appropriate feature set is a challenging task. The data
can contain undesirable components, i.e., artifacts, which need
to be removed to improve the performance of NIS. Moreover,
not all of the recorded signals through multiple channels are
relevant for understanding the phenomena of interest. Hence,
dimension reduction and feature selection methods are utilized
to remove irrelevant and redundant information. In Table II, a
list of methods available for each step of a pattern recognition
system is provided [78].
Apart from the aforementioned methods, a deep neural
network (DNN), which can be trained by a training set of
recordings, can also be utilized to extract the task intended
by a patient. The advantage of using a DNN is that it
extracts the features by itself, which is a complex task as
the recorded neural data are high-dimensional and not well-
known. Furthermore, the DNN predicts the non-linear systems
more accurately [87].
After extracting the intended task from neural recordings,
control signals must be derived to restore or replace natural
function of a paralyzed or lost limb. In case of spinal cord
stimulations for restoring the functionality of the injured spinal
cord, these control signals are the parameters needed as the
input of the spinal cord stimulator. In [24], the extensor and
flexor hotspots corresponding to different brain signals are
identified in intact monkeys, then the monkeys are paralyzed.
Since such training data is not available in paralyzed patients,
experiments on healthy subjects are needed to detect whether
these hotspots are almost the same in different subjects. Even
if these hotspots are placed in different locations for each
subject, the epidural stimulation method of [26] together with
a machine learning (ML) algorithm can be used to gather the
recorded data from healthy subjects and choose stimulation
parameters [26].
3) Restoration of Function: The extracted control signals
from the previous steps are then utilized to restore or replace
natural function of a paralyzed or lost limb. Such NIS include
brain-computer/machine/spine interfaces [7], [8], [12]–[25],
[27], [78], or spinal cord-computer interfaces [9], [10] that
are described below:
a) Operating assistive neuroprosthesis: Real-time con-
trol of robotic prosthesis and exoskeleton finds its applications
in practical rehabilitation by replacing the lost motor function
to support of daily actions. Studies on using intra-cortical
recordings of the brain to control robotic prosthesis [16]–[18]
demonstrate that paralyzed patients may recreate multidimen-
sional control of complex devices even years after the injury.
This is utilized in [19] to control a hand exoskeleton that
helps patients in restoration of independent daily life activities.
Moreover, with sufficient trainings and use of EEG-controlled
robotic actuators, it is shown that patients achieve the ability
to perform voluntary motor control in key muscles below
the spinal cord injury level [27]. However, using assistive
neuroprosthesis is not the focus of this study since it does
not provide a solution for bypassing the injured part of the
spinal cord to restore the control over muscles.
b) Direct stimulation of muscles: Direct stimulation of
muscles by signals extracted from intra-cortical recordings
was first studied on monkeys with a transiently paralyzed arm
[20]–[22], and then applied to a paralyzed human [25]. In
both studies, the exact control signals for each of the mus-
cles required in an activation are extracted and then applied
to stimulate the muscles. Results suggest that intra-cortical
recordings can be linked to muscle activation in real-time,
enabling the control of muscles using the activity of neurons
in the motor cortex. This process essentially bypasses the
spinal cord and restores the voluntary control of the paralyzed
muscles. However, electrical stimulation of muscles may cause
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(a) Yellow light activates the opsin called halorodopsin turning
the neuron off.
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(b) Blue light activates the opsin called channelrhodopsin turning
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Fig. 3: Optogenetic, neuronal inhibition and excitation using light responsive proteins, called opsin [90].
fatigue, and long term stimulation by electrodes can damage
muscles.
c) Spinal cord stimulation: Epidural spinal cord stimula-
tion and intraspinal microstimulation are two existing methods
in the literature for inserting motor control signals back to the
motor circuitries. In the first one, the stimulating electrodes are
placed in the epidural space of the spinal cord [26], while the
electrodes are implanted within the ventral gray matter [88],
[89] in the second method.
The sensory feedback from the body, which is processed by
neurons in the spinal cord, is crucial in controlling the motor
commands [91]. Hence, the idea of stimulating the spinal
cord just enough to make it sensitive and responsive to the
sensory input is studied in [26]. An array of 16 electrodes is
implanted in epidural space of the spinal cord of an individual
with a clinically complete motor injury. These electrodes are
placed over the identified extensor and flexor hotspots, and a
pulse generator is used to control the stimulation parameters.
Different set of stimulating parameters are then sent to the
pulse generator to observe the response of the patients body
to the stimulation. The epidural stimulation in [26] resulted
in locomotor-like patterns and full weight-bearing standing
with assistance provided only for balance. Instead of selection
of stimulating parameters by a physician, which is done in
[26], the recorded signals from brain or spinal cord can be
processed by a processing unit to set these parameters. Using
brain signals to control the epidural stimulation is studied
in [24], [92], where locomotor movements, namely walking
and climbing, are achieved in paralyzed monkey and rat,
respectively.
In [23], intra-spinal micro-stimulation is used to control
hand movement in monkeys whose hands were temporarily
paralyzed. This stimulation method provides more natural
recruitment order of motor units and reduces the number
of required electrodes and controllers compared to epidural
stimulation. However, higher risk of tissue damage exists due
to implantation of electrode into the spinal tissue. Implanted
electrodes retain a scar tissue, and long-term stability and
safety of the implanted electrodes are some of the major
challenges [93].
By using current electrical stimulation techniques in either
epidural stimulation or intra-spinal micro-stimulation, cell-
specific activation of spinal cord’s motor circuitry is challeng-
ing due to interference from non-target neuron populations.
In this respect, optogenetics can be a key to control the
limbs by activating or suppressing the specific population of
neurons in the spinal cord as shown in Fig. 3 [94], [95].
Open issues include finding encoding methods for motor
commands recorded from the brain in order to deliver mean-
ingful signals to the spinal cord and developing proper light
delivery techniques for spinal cord [96]. The former requires
identifying contributions of different neuron populations on the
motor control. Regarding the latter, current research focuses on
the RF-powered wireless systems [97], [98] since employing
optical fibers in the spinal cord is not possible. This is contrary
to the case of the brain since penetrating an optical fiber in the
spinal cord requires the severing of white matter tracts, which
carry high information density and have minimal redundancy;
thus, local damage can have global consequences [96].Another
approach could be designing an ultrasound-powered optoge-
netic stimulator system, such as those shown in [99], [100],
which can reach deeper layers in the spinal cord, to employ
them in the spinal cord.
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Fig. 4: General architecture of an AN.
B. Artificial Neurons
Another potential direction for the treatment of SCI could
be the use of artificially-created neurons to replace the injured
biological neurons. If perfectly implemented, such an approach
can potentially reverse the loss of any function occurred due
to SCI; however, the associated challenges are not negligible
by any means either. The general architecture of an artificial
neuron (AN) is shown in Fig. 4, where a presynaptic neuron
connects to a processing unit by means of a transducer.
The AN performs processing actions similar to its biological
counterparts, and thus completes the nervous pathways.
Some key characteristics required by a functioning AN that
may replace biological neurons are outlined below:
• Plasticity: The AN should be able to change synaptic
weights in a plastic manner since plasticity forms the basis
of memory and cognitive functions of the nervous system.
• Implementation scale: The scale of implementation decides
the level on which the system behaves similar to a biolog-
ical neuron. From the perspective of a single neuron, the
scale can either be synaptic or neuronal. On the synaptic
scale, individual synapses can be identified and interfaced
to synapses from other neurons, whereas on the neuronal
scale, the neuron as a whole may be interfaced. Both
systems require a different set of interfacing techniques but
the complexity and control available in AN systems will
increase against a decrease in the scale.
• Biocompatibility: Same as NIS, the AN needs to provide
lifelong stability, which requires biocompatibility and cyto-
compatibility of the device, i.e., the device must integrate
properly within the body and neural tissues, and provide the
prolonged maintenance of the desired performance [101].
• Physical dimensions: The size of ANs need to be defined
based on the biological neurons that they will be integrated
with. Thus, their dimensions must be on the scale of 20nm
when aimed to be used in synaptic clefts while they need
to have larger dimensions when used together with spinal
neurons.
• Energy requirements: Energy self-reliance is another major
issue for any implanted system. Use of batteries may not
be a viable solution for long-term operation. The energy
required by an AN can be harvested from the body heat
or blood pressure by creating gradients within the body
[102]; however, other novel methods can be proposed. For
instance, ANs may be designed such that they can harvest
energy directly from the energy sources of the body, such
as glucose, and their efficiency should also be considered.
• Amplification: Processing of biological inputs may require
the use of amplifications since the transmission needs to be
carried over some distance and the typical energy of signals
is on the order of µJ. Such amplifiers must have low noise,
low power, and high precision characteristics.
• Implanting process: This process is almost as critical as
the development of ANs. Considering the scale of neurons,
operation by a human surgeon is not a viable option.
The implant technologies may require the use of robotic
surgeries that are capable of operating at nm scales. In
such cases, the system should be intelligent since the sheer
number of decisions will be too large for a human to process.
The system would need to automatically identify different
sections of biological neuron by means of imaging, and
proceed with the surgery by connecting the appropriate AN
sections accordingly. Thus, apart from the robotic arms and
surgery tools, the implantation requires significant ML and
artificial intelligence (AI) systems.
The implantation problems elaborated above can be miti-
gated by using systems that deploy themselves by means of
self-organization.
The characteristics/requirements of ANs pose significant
challenges; however, once developed, the benefits of such
systems are also unlimited. Apart from the treatment of SCI,
they may be utilized to develop computing systems similar to
the human brain. Additionally, they may be used as bio-cyber
interfaces for applications targeting the nervous system.
To date, there is no work that may be considered as a
replacement for a biological neuron. Thus, we discuss some
major studies that are approaching to the problem in a similar
manner. Two major directions reported, namely neuromorphic
and biomimetic neurons, are explained below:
1) Neuromorphic neurons: Neuromorphic neurons are
based on electronic circuits, which particularly perform neu-
romorphic computation, where very-large-scale integration
(VLSI) of individual neurons or synapses are utilized in a
similar manner to the human brain [103].
The biggest advantage of neuromorphic systems is that they
include plasticity as the basis of their models; however, im-
plementation of ANs by neuromorphic methods faces several
bottlenecks, such as huge size, high-power requirements, and
interfacing issues. Even for some of the newer devices that
use low-power and have small sizes, interfacing issues remain
since neuromorphic systems are not designed with neural
interfaces [104].
2) Biomimetic neurons: Biomimetic circuits mimic bio-
chemical processes using synthetic materials [105]. Since most
communication between biological entities occurs by means
of molecule exchange and biochemical reactions of these
molecules, biomimetic circuits are ideal candidates for direct
interfacing with biological systems. They are employed to re-
alize applications, such as artificial muscles, smart membranes,
biological transducers, and brain-machine interfaces [105].
The basic function of a neuron is realized by means
of enzyme-based amperometric biosensors and organic ion
pumps in a biomimetic fashion by [106]. Although this work is
bio-compatible and the detection of bio-molecules is achieved
on the scales similar to those of biological neurons, many
of the characteristics expected from an AN are not met. For
instance, there is no plasticity in the system, macro-scale
dimensions are used [106], and the system is tested in vitro
without any interface to the biological neurons.
Similar studies that include plasticity and direct interface
with biological neurons may be the first step towards the
development of organic biomimetic ANs. Size reduction and in
vivo testing may follow afterwards. Another direction could be
the use of plasticity designs from neuromorphic systems based
on biomimetic implementations. This may be the approach that
is most successful and has the least time-to-market.
IV. PROPOSED APPROACHES OF THE ICT-BASED
TREATMENT OF SCI
In this section, we introduce two potential approaches for
the treatment of SCI by considering the current literature and
the desired characteristics of NIS and ANs.
A. Neural Interface Systems with Enhanced Feedback
The main technical challenges in using an NIS to enable
the ICT-based treatment of SCI are over-viewed below:
• Providing somatosensory feedback: It is shown that visual
monitoring of a limb’s motion can partially correct the short-
comings in movement of patients with large-fiber sensory
neuropathy. These subjects face slow and uncoordinated
movement as a result of the somatosensory feedback for nor-
mal motor control [107]. Hence, patient’s vision provides a
feedback to the NIS. However, the effect of visual feedback
on movements is not as fast as proprioceptive system, which
then causes instability in movement [108]. Thus, utilizing
proprioceptive feedback or a feedback from spatio-temporal
characteristics of limb’s in an NIS can assist patients to
perform more natural movements and also feel stimulated
limbs or neuroprosthesis [92], [109]. As an example, stim-
ulating peripheral afferent nerves in the limb’s stump with
intrafascicular electrodes [110], [111] or cuff-like electrodes
[112] is studied in the literature for providing the natural
sensation of missing limbs in amputee subjects. However,
these methods are not applicable in paralyzed patients, who
have also lost the sensory pathway. In such cases, the tactile
and proprioceptive feedback must be provided by artificially
stimulating the sensory cortex.
• Appropriate neural recording technique, spinal cord, and
brain stimulation: Lifelong stable neural signal recordings
and stimulation are required for which the important fac-
tors are reliable chronic recordings, biocompatibility and
cytocompatibility of the device, the ability of the device to
integrate properly within neural tissues, and the prolonged
maintenance of desired electrical properties. Furthermore,
both recording and stimulating devices must have high
spatio-temporal resolution to handle the required degree of
freedom for restoring function after the SCI. Graphene is
a bio-compatible 2D material, and its sensitivity to dif-
ferent ions can be modified by various etching methods
and functionalization [113]. Hence, it can be used for
sensing fluctuations in specific ion concentrations. Graphene
is electrically conductive, and it can be patterned into
nanoscale, electrically disconnected, conductive patches via
hydrogenation, etching or fluorination [114], [115]. This
makes it suitable for implementing high resolution neural
interfaces which can both generate and differentiate the
highly localized fluctuations in ion concentrations.
• Fully implantable system: To offer more comfort for patients
and reduce the risk of inflammation, the NIS must be fully
implantable. Moreover, the system must provide the required
bandwidth for transmitting data between its different com-
ponents while considering the power consumption.
To address the above-mentioned challenges, we propose a
comprehensive framework for realizing an NIS with enhanced
feedback, EF-NIS, that utilizes the neural signals recorded
from the brain and stimulates the spinal cord for restoring
motor functions in the paralyzed patients as shown in Fig. 5.
Components of the proposed EF-NIS are explained below:
1) Recording device and the communication interface: The
graphene-based high resolution neural interface (GNI) will
be placed over the primary motor cortex to record the brain
activities of the patient. This recording device is implanted
together with a processing unit and a transmitter, which reports
the recorded signals in a wireless manner.
The bandwidth demand of the wireless transmission channel
between the brain implant and the external processing unit is
correlated with the number of recording channels employed.
For better estimation of brain commands, we need densely
distributed recording sites that require high data rates (on
the order of Mbps) [116]. On the other hand, the transmitter
should dissipate low energy because even 1◦C of temperature
increase can damage neural tissues [117]. Considering these
limitations, ultra-wide band (UWB: 3.1-10.6 GHz) systems,
which can provide high data rate within allowable power
dissipation range with the minimal chip area [118], is the
most suitable solution [119]. Therefore, the communication
interface between the brain implant-processing unit of the EF-
NIS consists of a simple UWB transmitter at the brain implant
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Fig. 5: EF-NIS, a neural interface systems with enhanced feedback.
and a more complex UWB receiver at the processing unit
[120]. Furthermore, compression techniques with efficient im-
plementation, similar to one in [121], can be utilized to reduce
data rate without considerably increasing the complexity.
2) Processing unit and the spinal stimulator interface: The
processing unit performs two tasks: (i) decoding the intent of
the subject from neural signals; (ii) generating control signals
for spinal cord stimulation. This unit will be placed in a
rechargeable and mobile device. Hence, it needs a wireless
transmitter to transfer the stimulation parameters to the site
of spinal cord stimulation. The transmission between the
processing unit and the spinal cord neural stimulator can
be performed at lower data rates compared to the brain
implant-to-processing unit link since the dimensionality of the
transmitted signal reduces. Additionally, the receiver at the
neural stimulator must operate with low energy [124]. Area-
and power-efficient UWB transmission is suitable for this link
[125], [126]. Moreover, it is also advantageous in terms of
interference [127].
The received control signals at the spinal cord stimulator
are then used for setting the stimulation parameters. The
GNI is able to both recognize and generate fluctuations in
concentration of specific molecules in a local area. Hence, it
will also be used for high resolution stimulating of nerve cells
located in the spinal cord.
3) Muscle to brain communication interface (Feedback): In
literature, there is a variety of wearable sensors for monitoring
the body activity. Among those, especially flexible tattoo-
based and skin-like sensors are profitable due to their soft and
ultra-thin designs that provide comfort for users. Furthermore,
they are generally made of bicompatible materials, such as
(a) Graphen electronic tattoo sensors [122].
(b) A transparent graphene-based piezoelectric motion sensor [123].
(c) Flexible motion sensor using gold thin films [123].
Fig. 6: Examples of flexible tattoo-based and skin-like sensors.
graphene [122], [123], [128], [129] and gold [130], as shown
in Fig. 6, which makes them suitable for long-term use.
These sensors are also capable of recording multiple sensory
modalities, such as muscle activity and touch [122]. For the
communication interface, wired, wireless or hybrid approaches
can be followed. For high density of sensors, which is the
case of multiple modalities being recorded, we can use wired
sensor arrays, whose recordings are gathered at the sink node,
which has a direct wireless communication interface with
the processing unit or with the brain implant. Otherwise,
communication modules of the sensors can be integrated to
Near Field Communication (NFC) and Radio Frequency Iden-
tification (RFID) technologies, which are enabled by flexible
thin antennas, such as graphene-based antenna shown in [131].
An alternative to wearable sensors is ultrasound-based im-
plantable neural dust, which is validated in rat peripheral
nerves and is shown to be capable of recording neural activity
in the peripheral nervous system [132]. This system uses
backscattering and other advantageous aspects of ultrasound,
such as low attenuation through the tissues and low energy
consumption compared to RF technologies currently employed
in implantable devices [133]. In addition, further miniaturiza-
tion is needed in this system similar to the aforementioned
flexible sensor-based systems.
The collected sensory information is then transmitted to the
processing unit to generate the parameters for somatosensory
cortex stimulation. For this aim, the responsible regions of
somatosensory cortex for sensory feedback from each leg
should be identified. This task can be achieved by collecting
tactile and muscle activities in healthy subjects, and recording
the corresponding activities in somatosensory region during
walking. Then, a DNN is trained to estimate the activity of
the somatosensory cortex according to the collected sensory
information. Since we consider the SCI injuries, in which
the sensory pathway is also damaged, EF-NIS utilizes this
information to generate stimulation parameters that activate
similar somatosensory regions in patients.
In the next step, the processing unit transmits the stimulation
parameters to the controller unit that is surgically placed
over the pia mater, i.e., the delicate innermost layer of the
meninges that is the membranes surrounding the brain and
the spinal cord. The transmission is again performed through
the UWB communication interface. The controller sends the
control signals to the graphene-based high-resolution neural
interface, located over the somatosensory region, to stimulate
the brain through manipulating ionic concentration levels.
B. Self-Organizing Artificial Neurons
Although the preceding neural interface is relatively easy
to implement and may return a high degree of motion to
the patients, the movements will not be precise. In similar,
although the nervous system’s information processing capacity
increases by the use of an NIS, its communication rate is not as
high as before the injury. Before an SCI, being normally wired,
the nervous system can be assumed to operate at optimum
connectivity with maximum communication rate. However,
after the SCI, while using an NIS, neural information can
only be communicated at limited neural regions, a setup far
from the optimum connectivity, which results in diminished
communication rate. This materializes itself, for instance, as
limited stimulation of some estimated areas of the spinal cord
for the motor movement. Apart from limitations in establishing
connectivity, operating through interfaces located far away,
e.g., the cerebral cortex, from the spinal injury site, where the
lost connectivity to be reestablished resides, additionally suf-
fers from the delocalization of neural signals as they propagate.
Thus, establishing a simple lost connection at the injury site
may correspond to collecting readings from the multiple sites
of cortex together with some signal post-processing. However,
the delocalization process, coupled with a lack of complete
neural signals, results in unrecoverable information loss, and
the lost connection will not be recovered in full effect. On the
other hand, delocalization of neural signals is not an issue if
one opts to work at the injury site.
A solution to this problem could be the retrieval of connec-
tions lost at the injury site via the self-organizing ANs. The
connectivity, and consequently communication rates, could be
(at least theoretically) brought back to the pre-injury levels by
employing artificial nervous connections across the injury site,
where the signals are already localized in specific positions.
An architecture, where ANs with neuromorphic properties are
suspended in a hydrogel, could be employed for such purpose.
The hydrogel-suspended network of ANs can form bridges
across the injury site and make new nervous connections
with biological and artificial neurons via self-organization. A
representative diagram is shown in Fig. 7. Below, we discuss
the major properties of the proposed self-organizing AN:
1) Plasticity: In order for an AN to adapt to its envi-
ronment, plasticity should be introduced in the system and
realized by utilizing neuromorphic designs. The firing rate of
each AN depends on the signals it receives from synapses
with other neurons that may be both biological or artificial.
Each synapse of the AN is associated to a variable Weight
that models plasticity of the synapse and retains the weight
of a particular synapse [134]. The Weight may function to
strengthen or weaken depending on the synaptic connection
type (excitatory or inhibitory). The overall effect of plasticity
is the introduction of memory in the system, which is a key
characteristic of the nervous system.
2) Self-organization: Since functional ANs are required to
interface with biological neurons, their dimensions are dictated
by the task. If ANs are communicating on axonal and somatic
levels, their sizes will be micro-scale whereas if ANs aim to
communicate on synaptic scales, their sizes should be nano-
scale. As discussed earlier, the implantation of AN systems
propose a major challenge since surgery on the micro/nano-
scale itself is an open problem. This can be bypassed by
considering systems that use self-organization to create the AN
bridge across the nervous injury. Such a system is shown in
Fig. 7, where AN bridges form across the injury site over time.
Self-organization is a hot research area, where local in-
teractions between individual entities give rise to the overall
(a) Before self-organization. (b) After self-organization.
Fig. 7: Diagram of the self-organizing ANs suspended in a hydrogel.
structure of the system. The simplest approach towards this
goal is the use of electric or magnetic fields. Since the action
potentials of the nervous system are themselves electrical sig-
nals, self-organization can be based on its use as the attractor
field. Graphene nanosolenoids discussed in [135] may provide
the basis for an implementation in this regard, both in terms of
the required size and low energy requirements and magnetic
properties. The nanosolenoids, however, are not sufficient by
themselves for self-organization, because the nervous signals
are not continuous in nature and the AN bridge may fall
apart if a signal is absent for some time. To ensure long-
term endurance of the structures, we either need mechanical
structures, such as hinges [136], or the use of magnetic fields
external to the body [137].
3) Energy Harvesting: For the system to be completely
independent, ANs need to collect energy from their vicinity.
This energy can be scavenged within the body [102] or through
external sources using wireless power transfer (WPT).
Energy harvesting (EH) within the body can either be based
on biochemical or biomechanical processes [138]. Chemical
reactions within the body, such as glucose uptake and food
digestion, can be considered as the sources for biochemical EH
mechanisms. On the other hand, biomechanical EH can either
be based on voluntary body functions, such as movement, or
involuntary functions, such as blood flow, breathing, and heart
beat. The key advantage of EH within body is the fact that
the designed system can be independent of external influences,
allowing subjects to move more freely.
WPT can be realized by providing power to the system
externally by means or either inductive or magnetic coupling,
or by means of electromagnetic radiation. Apart from reducing
the challenges of designing EH mechanisms in an already
complex scenario of SCI treatment, if an external source is
selected, the same may be used for the self-organization of the
AN devices, and as a readout interface of the AN network.
Finally, it should be noted that EH is a very active area
of research. New efforts are focused on reducing the power
requirements of networks by using energy-efficient protocols,
conservation schemes, and novel topologies. Future work can
further elaborate on the directions overviewed here.
V. FURTHER APPLICATIONS OF THE ICT-BASED
TREATMENT OF SCI
By revisiting the current treatment techniques of SCI from
an ICT perspective, we can provide rigorous optimization
frameworks for the improvement of these techniques. How-
ever, apart from SCI treatment, such ICT-based techniques can
have applications in a number of other scenarios. Thus, in this
section, we discuss some key applications that are realizable
as byproducts of ICT-based SCI treatment techniques.
A. The Internet of Bio-Nano Things
The Internet of Bio-Nano Things (IoBNT) is an emerging
subfield of IoT, which focuses on developing artificial biolog-
ical/bioinspired nano-scale devices capable of communicating
with each other and their surroundings to establish predefined
tasks at the nano-scale, with envisioned applications ranging
from intra-body sensing and actuation networks to environ-
mental control of chemical and biological agents and pollution
[139]. In the case of intra-body applications, experience gained
from techniques developed for SCI treatments, in particular,
molecular NIS, can provide the means for establishing com-
munication with nano-networks deployed into the body. Such
applications include remote monitoring of the body for various
vectors and automatized targeted drug delivery upon detection
of anomalies in observed data.
B. Neurophysiology/Physiology
Large amounts of data can be retrieved from the nervous
system by using the interfaces of the proposed SCI treatments.
These data can be processed to obtain a mapping between
the architecture of the underlying network and its function,
and contribute vastly to our understanding of biological neural
networks. On the other hand, NIS-like systems equipped with
molecular sensors capable of sensing specific biomolecules
can be used to interface other biological systems, such as
cardiovascular and lymphatic systems. Data collected from
such an endeavor will significantly contribute to our under-
standing of human physiology. For instance, we can study
nervous-related diseases, such as Alzheimer’s disease, multiple
sclerosis, and Parkinson’s disease, in unprecedented detail
using electrical/molecular NIS as interfaces to the central
nervous system. This may lead to novel disease diagnosis and
treatment techniques as well as the identification of key factors
that cause such conditions.
C. Neuromorphic Computing
A firm understanding of the relation between the architec-
ture and function of a neural network would allow us to design
our own artificial neural networks (ANNs, as a subtopic of
ML and AI) with specialized functions, and employ these
architectures for neuromorphic computation. Neuromorphic
architectures process data in a highly parallel manner as
opposed to the serial structure used by von Neumann archi-
tectures employed by contemporary computers. This allows
ANNs to process data at comparatively very low frequencies,
and therefore to be highly energy efficient.
One application of functional ANNs lies in their integration
into neural interfaces for on-body preprocessing of collected
data, which is necessary as the volume of raw data collected
by high spatio-temporal resolution interfaces will be so large
that transmission of this data without any preprocessing is
doomed to have heating problems, which is not desired for an
on-body device. Thus, we will have a positive feedback loop:
Understanding gained from neural interfaces will advance our
capability of neuromorphic computing, which, in return, will
pave the way for more advanced interfaces.
D. Augmented Humans (Cyborgs)
The use of external machinery to enhance capabilities of a
human body is not new. In fact, prosthetics are widely used
to help people with missing limbs to regain some function-
alities lost due to suffered injury. With advancements in SCI
treatment technology, it is expected that such prostheses will
be upgraded from being mere mechanical tools to interactive
electronic devices capable of communicating with human
nervous system as the so-called neural prostheses. Interest-
ing applications in such directions may include extrasensory
feedbacks to achieve new sensations, mechanical body suits
that allow superhuman strength, direct integration of gaming
in the human body, among others.
VI. CONCLUSION
SCI are serious health conditions that adversely affect the
life of a plethora of patients around the world. Existing biolog-
ical methods not only aim to re-establish axonal connection
by promoting nerve regeneration but also minimize harmful
toxicities of the injury mechanisms. However, to date, no
existing treatment technique has shown significant success.
Among the ICT-based systems, NIS simply bypass the injury
site by decoding the brain signals and providing them to
the recipient muscles. On the other hand, employment of
ANs aims to compensate the functional loss by replacing the
injured neurons with engineered neurons. Considering these,
we propose two novel approaches, namely EF-NIS (NIS with
enhanced feedback) and self-organizing ANs, and identify key
areas that may be most important in this regard. For NIS, apart
from the need of high resolution recording and stimulation
setups, we identify that the feedback from impaired limbs back
to the brain is also very essential. For ANs, we propose the use
of self-organization to tackle the transplant issues in a smarter
way and also EH to make the devices fully independent. The
development of these treatments will have a great impact on
a number of application areas, such as IoBNT.
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