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Abstract
Circulant matrices over finite fields and over commutative finite chain rings
have been of interest due to their nice algebraic structures and wide applica-
tions. In many cases, such matrices over rings have a closed connection with
diagonal matrices over their extension rings. In this paper, the determinants
of diagonal and circulant matrices over commutative finite chain rings R with
residue field Fq are studied. The number of n× n diagonal matrices over R of
determinant a is determined for all elements a in R and for all positive inte-
gers n. Subsequently, the enumeration of nonsingular n× n circulant matrices
over R of determinant a is given for all units a in R and all positive integers n
such that gcd(n, q) = 1. In some cases, the number of singular n× n circulant
matrices over R with a fixed determinant is determined through the link be-
tween the rings of circulant matrices and diagonal matrices. As applications,
a brief discussion on the determinant of diagonal and circulant matrices over
commutative finite principal ideal rings is given. Finally, some open problems
and conjectures are posted
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1
1 Introduction
Circulant matrices have been introduced in [2] and extensively been studied due to
their nice algebraic structures, wide applications, various links with other objects.
The book “Circulant Matrices” [5] has summarized algebraic structures, properties
and applications of such matrices. Later, circulant matrices have been shown to have
applications in many disciplines, e.g., signal processing, image processing, networked
systems, communications, and coding theory. Especially, (nonsingular) circulant ma-
trices over finite fields and over commutative finite chain rings are applied in con-
structions of various families of linear codes (see [1], [5], [7], [9], [10], [11], [14], [17],
[18], [19] , and references therein). Circulant matrices have shown to have a closed
connection with diagonal matrices (see, for example, [5] and [14]). Therefore, some
properties of circulant matrices can be determined in terms of diagonal matrices.
Determinants of matrices are known for their useful properties and applications
in linear algebra, matrix theory, and other braces of Mathematics and Engineering.
Since the singularity of matrices is useful in applications, determinants and related
properties of matrices have been extensively studied. The number of n× n singular
(resp., nonsingular) matrices over a finite field has been given in [15]. The number of
n × n matrices over commutative finite chain rings (CFCRs) of a fixed determinant
has been completely determined in [4]. Diagonal and circulant matrices are two
interesting subfamilies of the ones in [4]. Therefore, it is of natural interest to study
the determinants of such matrices over CFCRs.
The paper is organized as follows. Some definitions and useful properties of CFCRs
R and matrices are recalled in Section 2. In Section 3, the number dn(R, a) of n× n
diagonal matrices over R of determinant a is established for all elements a ∈ R and for
all positive integers n. In Section 4, the number cn(R, a) of n× n circulant matrices
over R is studied. In the case where a is a unit in R, cn(R, a) is determined for
all positive integers n such that gcd(n, q) = 1. For a non-unit a ∈ R, the number
cn(R, a) is given for all positive integers n such that n|(q − 1). Summary, remarks,
conjectures, and open problems are given in Section 5.
2 Preliminaries
Definitions, notations, and some useful properties of commutative finite chain rings
and matrices are recalled.
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2.1 Commutative Finite Chain Rings
A ring R with identity 1 6= 0 is called a commutative finite chain ring (CFCR) if it is
finite, commutative, and its ideals are linearly ordered by inclusion. The properties
of CFCRs required in this paper are recalled in the discussion below. The reader is
referred to [8], [12], and [13] for more details on CFCRs.
A CFCR is known to be a principal ideal ring and its maximal ideal is unique.
Let R be a CFCR whose maximal ideal is generated by γ. The ideals in R can be
written in the forms of
R ) γR ) γ2R ) · · · ) γe−1R ) γeR = {0},
for some positive integer e. The nilpotency index of a CFCR R is defined to be the
smallest positive integer e such that γe = 0. The quotient ring R/γR forms a finite
field referred as the residue field of R. The cardinality and the characteristic of R
are powers of the characteristic of R/γR. For a CFCR R, let U(R) denote the set
of units in R and let Z(R) denote the set of zero-divisors in R. The properties of a
CFCR in the next lemma are well known.
Lemma 2.1 ([12] and [13]). Let R be a CFCR of nilpotency index e and let γ be a
generator of the maximal ideal of R. Let V ⊆ R be a set of representatives for the
equivalence classes of R under congruence modulo γ. Assume that the residue field
R/〈γ〉 ∼= Fq for some prime power q. Then the following statements hold.
1) For each r ∈ R, there exist unique a0, a1, . . . ae−1 ∈ V such that
r = a0 + a1γ + · · ·+ ae−1γ
e−1.
2) |V | = q.
3) |γjR| = qe−j for all 0 ≤ j ≤ e.
4) U(R) = {a+ γb | a ∈ V \ {0} and b ∈ R}.
5) |U(R)| = (q − 1)qe−1.
6) For each 0 ≤ i ≤ e, R/γiR is a CFCR of nilpotency index i and residue field Fq.
From Lemma 2.1, it can be deduced that Z(R) = γR \ {0}, |Z(R)| = qe−1 − 1,
and R = {0} ∪ Z(R) ∪ U(R) is a disjoint union.
3
2.2 Diagonal and Circulant Matrices
Given a positive integer n and a commutative ring R, an n × n matrix A over R is
called a diagonal matrix if aij = 0 for all i 6= j. Denote by diag(a11, a22, . . . , ann) the
diagonal matrix A. It is well known that
det(diag(a1, a2, . . . , an)) =
n∏
i=1
ai.
Let Dn(R) = {diag(a1, a2, . . . , an) | ai ∈ R} denote the set of n×n diagonal matrices
over R. For each n ∈ N and a ∈ R, let Dn(R, a) = {A ∈ Dn(R) | det(A) = a} and
dn(R, a) = |Dn(R, a)|.
An n× n matrix A over R is called a circulant matrix if A is of the form
A =


a1 a2 a3 . . . an
an a1 a2 . . . an−1
an−1 an a1 . . . an−2
...
...
...
. . .
...
a2 a3 a4 . . . a1


,
for some a1, a2, . . . , an in R, and denoted its by cir(a1, a2, . . . , an). If there exists an
extension ring of R containing a primitive nth root of unity, say ω, the eigenvalues
and determinant of a circulant matrix A = cir(a1, a2, . . . , an) over R can be given as
follows. From [5] and [14], the eigenvalues of A are of the form
wj =
n∑
i=1
aiω
(i−1)j (2.1)
for all 0 ≤ j ≤ n− 1. It follows that
det(A) =
n∏
j=0
ωj =
n−1∏
j=0
(
n∑
i=1
aiω
(i−1)j
)
.
Let Cn(R) = {cir(a1, a2, . . . , an) | ai ∈ R} denote the set of n× n circulant matrices
over the ring R. Let Cn(R, a) = {A ∈ Cn(R) | det(A) = a} be the set of n × n
circulant matrices over R whose determinant is a and let cn(R, a) = |Cn(R, a)|.
In this paper, we focus on the numbers cn(R, a) and dn(R, a) in the case where R
is CFCRs and a ∈ R which are established in Section 3 and Section 4, respectively.
3 Determinants of Diagonal Matrices over CFCRs
Determinants of diagonal matrices over a CFCR R are focused on and the number
dn(R, a) is completely determined for all positive integers n and for all a ∈ R.
4
For a CFCR R of nilpotency index e and residue field Fq, let γ be a generator its
maximal ideal. For each a ∈ R, it is easily seen that a = γsb for some 0 ≤ s ≤ e and
unit b ∈ U(R) by Lemma 2.1. Precisely, a is a unit if s = 0, a = γsb is a zero-divisor
if 1 ≤ s ≤ e− 1, and a = 0 if s = e.
For each n ∈ N and a ∈ R, the number dn(R, a) are determined in this section.
The over view results are summarized in Figure 1 and the details are given right after.
a ∈ R
a = γsb, 0 ≤ s ≤ e
and b ∈ U(R)
a = γsb, 0 ≤ s < e a = 0
dn(R, a) = dn(R, γs)
a = 1 a = γs dn(R, 0)
dn(R, 1) dn(R, γs)
dn(R, a)
Lemma 2.1
0 ≤ s < e s = e
Theorem 3.1
e = 0 1 ≤ s < e
Theorem 3.6
Corollary 3.4 Theorem 3.9
Figure 1: The number dn(R, a) over a CFCR R
First, we begin with a reduced formula for the number dn(R, a).
Theorem 3.1. Let R be a CFCR of nilpotency index e and let n be a positive integer.
If the maximal ideal of R is generated by γ and 0 ≤ s ≤ e, then the following
statements hold.
1) dn(R, a) > 0 for all elements a ∈ R.
2) dn(R, γ
s) = dn(R, bγ
s) for all units b in U(R).
Proof. Since det(diag(a, 1, 1, . . . , 1)) = a for all elements a ∈ R, it follows that
diag(a, 1, 1, . . . , 1) ∈ Dn(R, a) which implies that dn(R, a) > 0 for all a ∈ R. This
proves 1).
To prove 2), let b be a unit in U(R) and let 0 ≤ s ≤ e be an integer. If s = e,
then γs = 0 = γsb. Clearly, dn(R, γ
s) = dn(R, 0) = dn(R, bγ
s).
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For each 0 ≤ s < e, let α : Dn(R, γ
s)→ Dn(R, bγ
s) be a map defined by
α(A) = diag(b, 1, 1, . . . , 1)A
for all A ∈ Dn(R, γ
s). Since diag(b, 1, 1, . . . , 1) is nonsingular and det(A) = γs if
and only if det(diag(b, 1, 1, . . . , 1)A) = b det(A) = bγs for all A ∈ Dn(R, γ
s), α is a
well-defined bijective map. Therefore,
dn(R, γ
s) = |Dn(R, γ
s)| = |Dn(R, bγ
s)| = dn(R, bγ
s).
The second statement is proved.
By setting s = 0, the next corollary follows.
Corollary 3.2. Let R be a CFCR and let n be a positive integer. Then dn(R, a) =
dn(R, 1) for all units a ∈ U(R).
3.1 Determinants of Nonsingular Diagonal Matrices over CFCRs
Nonsingular n × n diagonal matrices over CFCRs R are focused on and the number
dn(R, a) is determined for all positive integers n and for all units a ∈ U(R).
Let NSDn(R) = {A ∈ Dn(R) | det(A) ∈ U(R)} denote the set of nonsingular
n× n diagonal matrices over CFCRs R. Clearly,
NSDn(R) =
⋃
a∈U(R)
Dn(R, a),
where the union is disjoint.
First, we determined the number |NSDn(R)| of nonsingular n × n diagonal ma-
trices over CFCRs R.
Lemma 3.3. Let R be a CFCR of nilpotency index e and residue field Fq and let n
be a positive integer. Then
|NSDn(R)| = (q − 1)
nq(e−1)n.
Proof. Since det(diag(a1, a2, . . . , an)) ∈ U(R) if and only if ai ∈ U(R) for all 1 ≤ i ≤
n, we have |NSDn(R)| = |U(R)|
n = (q − 1)nq(e−1)n by Lemma 2.1.
By Corollary 3.2, dn(R, a) = dn(R, 1) for a unit a ∈ R, and hence, dn(R, 1) =
|NSDn(R)|/|U(R)|. By Lemma 2.1 and Lemma 3.3, the result follows.
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Corollary 3.4. Let R be a CFCR of nilpotency index e and residue field Fq and let
n be a positive integer. Then
dn(R, a) = dn(R, 1) = (q − 1)
(n−1)q(e−1)(n−1)
for all a ∈ U(R).
By setting e = 1 in Lemma Lemma 3.3 and Corollary 3.4, it follows that
|NSDn(Fq)| = (q − 1)
n and dn(Fq, 1) = (q − 1)
n−1. (3.1)
3.2 Determinants of Singular Diagonal Matrices over CFCRs
Determinants of singular n×n diagonal matrices over CFCRs R are studied. Precisely,
dn(R, 0) and dn(R, a) are determined for all zero-divisors a ∈ Z(R).
3.2.1 Singular Diagonal Matrices over CFCRs with Zero Determinant
The recursive relation in the following lemma is key in determining dn(R, 0) in The-
orem 3.6.
Lemma 3.5. Let R be a CFCR of nilpotency index e and residue field Fq and let γ
be a generator of the maximal ideal of R. Then
dn(R, 0) = (q − 1)q
e−1dn−1(R, 0) + q
n−1dn(R/γ
e−1R, 0 + γe−1R)
for all integers n ≥ 2.
Proof. Let
D′n(R, 0) = {diag(a1, a2, . . . , an) ∈ Dn(R, 0) | a1 ∈ U(R)}
and
D′′n(R, 0) = {diag(a1, a2, . . . , an) ∈ Dn(R, 0) | a1 /∈ U(R)}.
Let ν : ρ(D′n(R, 0))→ Dn−1(R, 0) be the map defined by
diag(a1, a2, . . . , an) ∈ Dn(R, 0) 7→ diag(a2, . . . , an) ∈ Dn(R, 0).
It is not difficult to see that ν is a (q − 1)qe−1-to-one surjective map. For each A ∈
D′n(R, 0), it can be seen that det(A) = 0 if and only if det(ρ(A)) = 0. Consequently,
|D′n(R, 0)| = (q − 1)q
e−1dn−1(R, 0).
7
For each diag(a1, a2, . . . , an) ∈ D
′′
n(R, 0), we have a1 ∈ γR which implies that a1 =
γb1 for some b1 ∈
e−2∑
j=0
γjV , where V is given in Lemma 2.1. Let ψ : D′′n(R, 0)→ Dn(R)
be an injective map defined by
diag(a1, a2, . . . , an) 7→ diag(b1, a2, . . . , an).
Let β : Dn(R)→ Dn(R/γ
e−1R) be a surjective ring homomorphism given by
β(B) = B,
where [bij ] := [bij + γ
e−1R] for all [bij ] ∈ Dn(R). For each A ∈ D
′′
n(R, 0), det(A) =
γ det(ψ(A)) which implies that det(A) = 0 if and only if det(ψ(A)) ∈ γe−1R. Con-
sequently, we have det(β(ψ(A))) = det(ψ(A)) + γe−1R = 0 + γe−1R. Hence, β ◦ ψ
is surjective such that β(ψ(D′′n(R, 0))) = Dn(R/γ
e−1R, 0 + γe−1R). For each D ∈
Dn(R/γ
e−1R, 0 + γe−1R), there are exactly qn−1 matrices in ψ(D′′n(R, 0)) whose im-
ages under β are D. Since ψ is an injective map, we have
|D′′n(R, 0)| = q
n−1dn(R/γ
e−1R, 0 + γe−1R).
Since Dn(R, 0) = D
′
n(R, 0)∪D
′′
n(R, 0) is a disjoint union, the desired result follows.
Using the above relation, the number dn(R, 0) can be given in the next theorem.
Theorem 3.6. Let R be a CFCR of nilpotency index e and residue field Fq and let
n be a positive integer. Then
dn(R, 0) = q
ne − (q − 1)nq(e−1)n
e−1∑
i=0
(
n + i− 1
n− 1
)
q−i. (3.2)
Proof. We prove (4.1) by induction on the nilpotency index e and the size n. For the
case e = 1, we have R = Fq and (4.1) holds by (3.1), i.e.,
dn(R, 0) = dn(Fq, 0) = q
n − |NSDn(Fq)| = q
n − (1− q)n .
If n = 1, then cn(R, 0) = 1 which coincides with (4.1).
Assume that (4.1) holds true for all integers k ∈ {1, 2, . . . , n − 1} and integers
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f ∈ {1, 2, . . . , e− 1}. Then
dk(R, 0) =(q − 1)q
f−1dk−1(R, 0) + q
k−1dk(R/γ
f−1R, 0 + γf−1R)
by Lemma 3.5,
=(q − 1)qf−1
(
q(k−1)f − (q − 1)k−1q(f−1)(k−1)
f−1∑
i=0
(
k + i− 2
k − 2
)
q−i
)
+ qk−1
(
qk(f−1) − (q − 1)kq(f−2)k
f−2∑
i=0
(
k + i− 1
k − 1
)
q−i
)
by the induction hypothesis,
=(q − 1)qkf−1 − (q − 1)kq(f−1)k
f−1∑
i=0
(
k + i− 2
k − 2
)
q−i
+ qkf−1 − (q − 1)kq(f−1)k−1
f−2∑
i=0
(
k + i− 1
k − 1
)
q−i
=(q − 1)qkf−1 − (q − 1)kq(f−1)k
f−1∑
i=0
(
k + i− 2
k − 2
)
q−i
+ qkf−1 − (q − 1)kq(f−1)k
f−1∑
i=0
(
k + i− 2
k − 1
)
q−i
=qkf − (q − 1)kq(f−1)k
f−1∑
i=0
((
k + i− 2
k − 2
)
+
(
k + i− 2
k − 1
))
q−i−1
=qkf − (q − 1)kq(f−1)k
f−1∑
i=0
(
k + i− 1
k − 1
)
q−i.
The result follows immediately.
3.2.2 Singular Diagonal Matrices over CFCRs with Non-Zero Determi-
nant
Here, we focus on singular diagonal matrices whose determinant is non-zero. Precisely,
the number dn(R, a) is determined for all zero-divisors a ∈ Z(R). Note that for each
zero-divisor a ∈ Z(R), it can be written as a = γsb for some 1 ≤ s < e and b ∈ U(R).
By Theorem 3.1, it is enough to determine only dn(R, γ
s) for all integers 1 ≤ s < e.
The following results are key tools in determining dn(R, γ
s) in Theorem 3.9.
Lemma 3.7. Let R be a CFCR of nilpotency index e ≥ 3 and residue field Fq and
let γ be a generator of the maximal ideal of R. Then
dn(R, γ
s) = q(n−1)dn(R/γ
e−1R, γs + γe−1R)
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for all 1 ≤ s < e− 1 and for all integers n ≥ 2.
Proof. Let n ≥ 2 and 1 ≤ s < e − 1 be integers and let β : Dn(R) → Dn(R/γ
e−1R)
be a ring homomorphism defined in the proof of Lemma 3.5 by
β(A) = A,
where [aij ] := [aij + γ
e−1R] for all [aij ] ∈ Dn(R). For each A ∈ Dn(R), we have
det(β(A)) = γs + γe−1R if and only if det(A) = γs + γe−1b for some b ∈ V , where V
is given in Lemma 2.1. Since 1 ≤ e− s− 1 < e− 1, the element 1 + γe−s−1b is a unit
in U(R). Consequently,
|{A ∈ Dn(R) | det(A) = γ
s + γe−1b for some b ∈ V }|
= |{A ∈ Dn(R) | det(A) = γ
s(1 + γe−s−1b) for some b ∈ V }|
= |{A ∈ Dn(R) | det(A) = γ
s}|
= dn(R, γ
s).
Equivalently,
|{A ∈ Dn(R) | det(β(A)) = γ
s + γe−1R}| = |V |cn(R, γ
s) = qdn(R, γ
s). (3.3)
It is not difficult to see that ker(β) = Dn(γ
e−1R) and | ker(β)| = qn. Hence,
|{A ∈ Dn(R) | det(β(A)) = γ
s + γe−1R}|
= qn|{B ∈ Dn(R/γ
e−1R) | det(B) = γs + γe−1R}|
= qndn(R/γ
e−1R, γs + γe−1R). (3.4)
From (3.3) and (3.4), it can be concluded that
qdn(R, γ
s) = qndn(R/γ
e−1R, γs + γe−1R).
As desired, we have
dn(R, γ
s) = q(n−1)dn(R/γ
e−1R, γs + γe−1R).
The proof is completed.
Applying Lemma 3.7 recursively, the next corollary follows.
Corollary 3.8. Let R be a CFCR of nilpotency index e + f and residue field Fq,
where 2 ≤ e and 1 ≤ f are integers. Let γ be a generator of the maximal ideal of R.
Then
dn(R, γ
s) = qf(n−1)dn(R/γ
eR, γs + γeR)
for all 1 ≤ s < e and for all positive integers n.
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The number dn(R, γ
s) is determined in the next theorem.
Theorem 3.9. Let R be a CFCR of nilpotency index e and residue field Fq and let
γ be a generator of the maximal ideal of R. Then
cn(R, γ
s) = q(e−1)(n−1)(q − 1)n−1
(
n+ s− 1
n− 1
)
for all integers 1 ≤ s < e and for all positive integers n.
Proof. Let 1 ≤ s < e be an integer and let n be a positive integer. Let µ :
Dn(R/γ
s+1R)→ Dn(R/γ
sR) be a ring homomorphism defined by
µ(A) = A,
where [aij + γs+1R] := [aij + γ
sR] for all [aij + γ
s+1R] ∈ Dn(R/γ
s+1R). For each A ∈
Dn(R/γ
s+1R), we then have det(µ(A)) = 0+γsR if and only if det(A) = γsb+γs+1R
for some b ∈ V , where V is given in Lemma 2.1. Since | ker(µ)| = qn, it follows that
qndn(R/γ
sR, 0 + γsR)
= | ker(µ)|dn(R/γ
sR, 0 + γsR)
=
∑
b∈V
dn(R/γ
s+1R, γsb+ γs+1R)
= dn(R/γ
s+1R, 0 + γs+1R) +
∑
b∈V \{0}
dn(R/γ
s+1R, γsb+ γs+1R)
= dn(R/γ
s+1R, 0 + γs+1R) + (q − 1)dn(R/γ
s+1R, γs + γs+1R)
by Theorem 3.1. Consequently,
dn(R/γ
s+1R, γs + γs+1R)
=
1
q − 1
(
qndn(R/γ
sR, 0 + γsR)− dn(R/γ
s+1R, 0 + γs+1R)
)
. (3.5)
By Corollary 3.8, it can be deduced that
dn(R, γ
s) = dn(R/γ
e+1+(s−e−1)R, γs + γe+1+(s−e−1)R)
= q(e−s−1)(n−1)dn(R/γ
s+1R, γs + γs+1R). (3.6)
From (3.5) and (3.6), we have
dn(R, γ
s) =
q(e−s−1)(n−1)
q − 1
(
qndn(R/γ
sR, 0 + γsR)− dn(R/γ
s+1R, 0 + γs+1R)
)
.
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Using Theorem 3.6, it follows that
dn(R, γ
s) =
q(e−s−1)(n−1)
q − 1
(
qn
(
qns − (q − 1)nq(s−1)n
s−1∑
i=0
(
n + i− 1
n− 1
)
q−i
)
−
(
qn(s+1) − (q − 1)nqsn
s∑
i=0
(
n+ i− 1
n− 1
)
q−i
))
=
q(e−s−1)(n−1)
q − 1
(
qn(s+1) − (q − 1)nqsn
s−1∑
i=0
(
n + i− 1
n− 1
)
q−i
− qn(s+1) + (q − 1)nqsn
s∑
i=0
(
n + i− 1
n− 1
)
q−i
)
=
q(e−s−1)(n−1)
q − 1
(
(q − 1)nqsn
(
s∑
i=0
(
n + i− 1
n− 1
)
q−i
−
s−1∑
i=0
(
n+ i− 1
n− 1
)
q−i
))
=
q(e−s−1)(n−1)
q − 1
(q − 1)nqsn
(
n + s− 1
n− 1
)
q−s
=q(e−1)(n−1)(q − 1)n−1
(
n+ s− 1
n− 1
)
as desired.
4 Circulant Matrices over CFCRs
Determinant of circulant matrices over a CFCR are focused on an the number cn(R, a)
of n× n circulant matrices of determinant a is studied.
We recalled that R denotes a CFCR of nilpotency index e, residue field Fq, the
maximal ideal generated γ. By Lemma 2.1, an element a ∈ R can be written in the
form a = γsb for some 0 ≤ s ≤ e and unit b ∈ U(R). Precisely, a is a unit if s = 0,
a = γsb is a zero-divisor if 1 ≤ s ≤ e− 1, and a = 0 if s = e.
The over view results of the study of cn(R, a) are summarized in Figure 2. The
solid blocks are hold true for all integers n such that gcd(n, q) = 1 and the dashed
blocks hold true for every positive integer n such that n|(q−1). The details and their
proofs are given right after.
A key relation in the study of cn(R, a) is given in Theorem 4.2. First, we prove a
useful lemma.
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a ∈ R
a = γsb, 0 ≤ s ≤ e
and b ∈ U(R)
a = γsb, s = 0 a = 0
cn(R, a) = cn(R, γs)
a = 1 a = γs cn(R, 0)
cn(R, 1) cn(R, γs)
Lemma 2.1
0 ≤ s < e s = e
Theorem 4.2
e = 0 1 ≤ s < e
Theorem 4.8
Theorem 4.6 Theorem 4.9
Figure 2: Steps in computing cn(R, a) over a CFCR R
Lemma 4.1. Let R be a CFCR and let n be a positive integer. If gcd(n, q) = 1, then
{det(A) | A ∈ Cn(R)} = R.
Proof. Assume that gcd(n, q) = 1. Let Y = {cir(a, b, b, . . . , b) | a, b ∈ R}. Using
elementary row operations, it is not difficult to see that
det(cirn(a, b, b, . . . , b)) = (a− b)
n−1(a+ (n− 1)b).
Let c ∈ R. Since gcd(n, q) = 1, n is invertible in R. Choose a = (c− (1− n))n−1 and
b = (c − 1)n−1 be elements in R. Then a − b = (c − (1 − n))n−1 − (c − 1)n−1 = 1,
a− (n− 1)b = (c− (1− n))n−1 + (n− 1)(c− 1)n−1 = c, and hence,
det(cirn(a, b, b, . . . , b)) = (a− b)
n−1(a+ (n− 1)b) = 1n−1c = c.
Since Y ⊆ Cn(R), R ⊆ {det(A) | A ∈ Y } ⊆ {det(A) | A ∈ Cn(R)} ⊆ R. As desired,
we have {det(A) | A ∈ Cn(R)} = R.
Theorem 4.2. Let R be a CFCR of nilpotency index e and residue field Fq. Let γ be
a generator of the maximal ideal of R and let n be a positive integer. If gcd(n, q) = 1,
then
cn(R, bγ
s) = cn(R, γ
s) > 0
for all units b in U(R) and for all integers 0 ≤ s ≤ e.
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Proof. Let 0 ≤ s ≤ e be an integer and let b be a unit in U(R). In the case where s = e,
we have γs = 0 = γsb. Hence, cn(R, γ
s) = cn(R, 0) = cn(R, bγ
s). By Lemma 4.1, we
have cn(R, γ
s) > 0.
By Lemma 4.1, there exists a matrix B ∈ Cn(R) such that det(B) = b. For each
0 ≤ s < e, let α : Cn(R, γ
s)→ Cn(R, bγ
s) be a map defined by
α(A) = BA
for all A ∈ Cn(R, γ
s). Since B is nonsingular and det(A) = γs if and only if det(BA) =
det(B) det(A) = bγs for all A ∈ Cn(R, γ
s), α is well-defined and bijective. Therefore,
we have
cn(R, γ
s) = |Cn(R, γ
s)| = |Cn(R, bγ
s)| = cn(R, bγ
s)
as desired.
By setting s = 0, the following corollary can be obtained immediately.
Corollary 4.3. Let R be a CFCR with residue field Fq and let n be a positive integer
such that gcd(n, q) = 1. Then cn(R, a) = cn(R, 1) for all a ∈ U(R).
4.1 Determinants of Nonsingular Circulant Matrices over CFCRs
Nonsingular n×n circulant matrices over a CFCR are studied and the number cn(R, a)
is determined for all a ∈ U(R) and for all positive integers n such that gcd(n, q) = 1.
By Corollary 4.3, it is enough to derived only the number cn(R, 1).
Let NSCn(R) = {A ∈ Cn(R) | det(A) ∈ U(R)} denote the set of nonsingular
n × n circulant matrices over a CFCR R. The number |NSCn(Fq)| which is key to
determine cn(R, 1) is given in [16, Proposition 1] and [6] via the ring isomorphism
T : Cn(R)→ R[X ]/〈X
n − 1〉 defined by
cir(a1, a2, . . . , an) 7→ a1 + a2X + a3X
2 + · · ·+ anX
n−1 + 〈Xn − 1〉.
Lemma 4.4 ([16, Proposition 1] and [6]). Let q be a prime power and let n be a
positive integer such that gcd(n, q) = 1. Then
|NSCn(Fq)| =
∏
d|n
(
qordd(q) − 1
) φ(d)
ordd(q) = qn
∏
d|n
(
1− q−ordd(q)
) φ(d)
ordd(q) .
In general, we have
|NSCnpk(Fq)| = q
npk
∏
d|n
(
1− q−ordd(q)
) φ(d)
ordd(q)
where k ≥ 0 is a positive integer and p is the characteristic of Fq.
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The cardinality of NSCn(R) is given in the following lemma.
Lemma 4.5. Let R be a CFCR of nilpotency index e and residue field Fq and let n
be a positive integer such that gcd(n, q) = 1. Then
|NSCn(R)| = q
en
∏
d|n
(
1− q−ordd(q)
) φ(d)
ordd(q) .
Proof. For e = 1, we have R = Fq and
|NSCn(R)| = |NSCn(Fq)| = q
n
∏
d|n
(
1− q−ordd(q)
) φ(d)
ordd(q)
by Lemma 4.4.
Assume that e ≥ 2. Let γ be a generator of the maximal ideal of R and let
β : Cn(R)→ Cn(R/γ
e−1R) be a ring homomorphism defined by
β(A) = A,
where [aij] := [aij + γ
e−1R] for all [aij ] ∈ Cn(R). Then A ∈ ker(β) if and only if
the entries of A are in γe−1R. Or equivalently, A ∈ Cn(γ
e−1R). By Lemma 2.1,
|γe−1R| = q which implies that | ker(β)| = |γe−1R|n = qn. By the 1st Isomorphism
Theorem, it follows that
|Cn(R)| = | ker(β)||Cn(R/γ
e−1R)| = qn|Cn(R/γ
e−1R)|.
For each B ∈ Cn(R/γ
e−1R), we have β−1(B) = {A + ker(β)}, where A ∈ Cn(R) is
such that β(A) = B. Note that A ∈ Cn(R) is invertible if and only if β(A) is a unit
in Mn(R/γ
e−1R). For each B ∈ NSCn(R/γ
e−1R), we therefore have
β−1(B) ⊆ NSCn(R) and |β
−1(B)| = | ker(β)|.
It follows that
|NSCn(R)| = | ker(β)||NSCn(R/γ
e−1R)| = qn|NSCn(R/γ
e−1R)|.
Continue this process, it can be concluded that
|NSCn(R)| = q
n|NSCn(R/γ
e−1R)|
= qnqn|NSCn(R/γ
e−2R)|
...
= q(e−1)n|NSCn(R/γR)|
= q(e−1)n|NSCn(Fq)|.
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Since |NSCn(Fq)| = q
n
∏
d|n
(
1− q−ordd(q)
) φ(d)
ordd(q) by Lemma 4.4, it follows that
|NSCn(R)| = q
(e−1)n|NSCn(Fq)| = q
en
∏
d|n
(
1− q−ordd(q)
) φ(d)
ordd(q)
as desired.
The number cn(R, 1) is given in the next theorem for all positive integers such
that gcd(n, q) = 1.
Theorem 4.6. Let R be a CFCR of nilpotency index e and residue field Fq and let
n be a positive integer such that gcd(n, q) = 1. Then
cn(R, 1) = q
e(n−1)
∏
d|n,d6=1
(
1− q−ordd(q)
) φ(d)
ordd(q) .
Proof. Clearly, NSCn(R) is the disjoint union of Cn(R, a) for all a ∈ U(R), i.e.,
NSCn(R) =
⋃
a∈U(R)
Cn(R, a)
and Cn(R, a) ∩ Cn(R, b) = ∅ for all a 6= b in U(R).
From Corollary 4.3, we have cn(R, 1) = cn(R, a) = |Cn(R, a)| for all units a ∈
U(R). It follows that
|NSCn(R)| =
∑
a∈U(R)
|Cn(R, a)| = |U(R)|cn(R, 1).
By Lemma 2.1 and Lemma 4.5, we therefore have
cn(R, 1) =
|NSCn(R)|
|U(R)|
=
qen
∏
d|n
(
1− q−ordd(q)
) φ(d)
ordd(q)
(q − 1)qe−1
= qe(n−1)
∏
d|n,d6=1
(
1− q−ordd(q)
) φ(d)
ordd(q)
as desired.
From Corollary 4.3 and Theorem 4.6, the next corollary can be deduced directly.
Corollary 4.7. Let R be a CFCR of nilpotency index e and residue field Fq and let
n be a positive integer. Then
cn(R, a) = cn(R, 1) = q
e(n−1)
∏
d|n,d6=1
(
1− q−ordd(q)
) φ(d)
ordd(q)
for all units a in R.
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4.2 Determinants of Singular Circulant Matrices over CFCRs
We focus on singular n × n circulant matrices over a CFCR R with residue field Fq
and determine the number cn(R, a) of such matrices for all a ∈ γR in the special case
where n is a positive divisor of q − 1.
Assume that n is a divisor of q−1 = |V \{0}|. Then R contains an nth root of unity
in V . Based on (2.1) and [3, Corollary 1], for each A ∈ Cn(R), A is diagonalizable
and its eigenvalues lie in R. Then, for each A ∈ Cn(R), there exists an invertible
matrix P and a diagonal matrix D = diag(w1, w2, . . . , wn) such that D = PAP
−1,
where w1, w2, . . . , wn ∈ R are the eigenvalues of A. Let θ : Cn(R) → Dn(R) be the
map defined by
A 7→ PAP−1 = D
for all A ∈ Cn(R). Then θ is a determinant preserving ring isomorphism which implies
that cn(R, a) = dn(R, a) for all a ∈ R.
Based on the number dn(R, 0) given in Theorem 3.6, the value of cn(R, 0) is given
as follows.
Theorem 4.8. Let R be a CFCR of nilpotency index e and residue field Fq and let
n be a positive divisor of q − 1. Then
dn(R, 0) = q
ne − (q − 1)nq(e−1)n
e−1∑
i=0
(
n + i− 1
n− 1
)
q−i. (4.1)
From the number dn(R, γ
s) in Theorem 3.9, cn(R, γ
sb) = cn(R, γ
s) is follows for
all units b ∈ U(R) and all integers 1 ≤ s < e.
Theorem 4.9. Let R be a CFCR of nilpotency index e and residue field Fq and let
γ be a generator of the maximal ideal of R. Then
cn(R, γ
s) = q(e−1)(n−1)(q − 1)n−1
(
n+ s− 1
n− 1
)
for all integers 1 ≤ s < e and for all positive divisors n of q − 1.
5 Conclusion and Remarks
Summary, conjectures, open problems are given in this section together with a brief
discussion on the determinants of diagonal and circulant matrices over commutative
finite principal ideal rings (CFPIRs).
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5.1 Conclusion
Determinants of n × n matrices over CFCRs R with residue field Fq have been es-
tablished in [4]. Here, determinants of n× n diagonal and circulant matrices over R
which are subrings of the matrices in [4] have been studied. The number of n × n
diagonal matrices over R of a fixed determinant a have been completely determined
for all positive integers n and for all elements a ∈ R. For nonsingular circulant matri-
ces, the number of n× n circulant matrices over R whose determinant is a unit in R
have been completely determined for all units in R and for all positive integers n such
that gcd(n, q) = 1. For singular circulant matrices, the number of n × n circulant
matrices over R whose determinant is a non-unit have been completely determined
for all non-units in R and positive divisors n of q−1. The other cases remain as open
problems.
5.2 Determinants of Diagonal and Circulant Matrices over
CFPIRs
A ring R with identity 1 6= 0 is called a commutative finite principal ideal ring
(CFPIR) if R is finite, commutative, and every ideal in R is principal. It is well
known (see[8]) that every CFPIR is a direct product of CFCRs. Hence, a CFPIR R
can be written in the form of R = R1 × R2 × · · · × Rm for some positive integer m,
where Ri is a CFCR for all 1 ≤ i ≤ m.
For each 1 ≤ i ≤ m, let φi : R → Ri be a surjective ring homomorphism defined
by
φi((r1, r2, . . . , rm)) = ri.
Let Mn(R) be the ring of n × n matrices over R. In [4, Theorem 4.1], it has been
shown that the map Φ :Mn(R)→ Mn(R1)×Mn(R2)× · · · ×Mn(Rm) defined by
[aij ] 7→ ([φ1(aij)], [φ2(aij)], . . . , [φm(aij)])
is a ring isomorphism. Since Dn(R) and Cn(R) are subrings ofMn(R), the restriction
maps Φ|Dn(R) : Dn(R) → Dn(R1)×Dn(R2)× · · · ×Dn(Rm) and Φ|Cn(R) : Cn(R) →
Cn(R1)×Cn(R2)× · · ·×Cn(Rm) are ring isomorphisms. Consequently, the following
theorem can be obtained using the arguments similar to those in the proof of [4,
Theorem 4.1].
Theorem 5.1. Let R = R1 × R2 × · · · × Rm be a CFPIR where R1, R2, . . . , Rm be
CFCRs and let n be a positive integer. Let r ∈ R and let φi’s be defined as above.
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Then
dn(R, r) = dn(R1, φ1(r))dn(R2, φ2(r)) . . . dm(Rm, φm(r))
and
cn(R, r) = cn(R1, φ1(r))cn(R2, φ2(r)) . . . cm(Rm, φm(r)).
5.3 Conjectures and Open Problems
Based on our observation, we conjecture that the condition gcd(n, q) = 1 in Theo-
rem 4.2 can be omitted. However, the original proof of Theorem 4.2 does not work.
Conjecture 1. Let R be a CFCR of nilpotency index e and let n be a positive
integer. If the maximal ideal of R is generated by γ, then
cn(R, γ
s) = cn(R, bγ
s)
for all units b in U(R) and 0 ≤ s ≤ e. This number can be zero.
In Lemma 4.1, {det(A) | A ∈ Cn(R)} = R for all positive integers n such that
gcd(n, q) = 1. Once gcd(n, q) 6= 1, {det(A) | A ∈ Cn(R)} does not need to equal R,
e.g., there are no 2 × 2 matrices over Z4 whose determinant is a zero-divisor 2. We
have the following conjecture.
Conjecture 2. Let R be a CFCR of nilpotency index e and let n be a positive
integer. Then U(R) ⊆ {det(A) | A ∈ Cn(R)}. Precisely, cn(R, a) > 0 for all units
a ∈ U(R).
In general, it is interesting to solve the following open problems.
Problem 1. For a CFCR R with residue field Fq, determine cn(R, a) for all a ∈ U(R)
and for all positive integers n such gcd(n, q) 6= 1.
Problem 2. For a CFCR R with residue field Fq, determine cn(R, a) for all non-units
a ∈ γR and for all positve integers n which are not a divisor of q − 1.
Problem 3. For a commutative finite ring R and a ∈ R, determine dn(R, a) and
cn(R, a) for all positive integers n.
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