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Recently several different concepts of asynchronous cellular automata have been 
proposed where in these “two-dimensional calculi” the problem of overlapping arises. 
We will indicate in this Note how one may construct a computation and construction 
universal, concurrent, asynchronous, cellular automaton where no overlapping can possibly 
occur. In this cellular automaton a master-slave condition for the states is permitted: a cell 
in an active state may operate on a few neighboring cells. 
1. INTRODUCTION 
The concept of cellular automaton, introduced by von Neumann [l l] and Ulam 
through biological motivations, has become famous and well-researched especially due 
to the works of Burks [2] and Codd [3]. L a er results, Smith [20] and Banks [I], clarified t 
the possible simplicity of universal cellular automata and the “game of life” of Conway 
(see Gardner [6, 71) aroused high interest in this field. The most important closely 
related concepts to cellular automata, the L-systems of Lindenmayer (for a general 
concept see, e.g., Rozenberg and Salomaa [19]), h ave become accepted by both biologists 
and automata-theorists as a main formal tool. 
Besides those “classical” concepts of cellular automata some modifications have recently 
been proposed, motivated again by biological considerations, with the common charac- 
teristic that no global synchronization of the tesselation space, which forces all cells to act 
synchronously, is required. 
One interesting, and quite elaborated, asynchronous cellular automaton is given by 
the “cell-space approach” of Kitagawa [9], operating mainly with a “logical-majority 
rule,” but also introducing several other “cellular games.” A quite similar approach can 
be found in the-more general-cellular games of Eigen [4], illuminating several prin- 
ciples of evolution. 
A computation and construction universal, asynchronous cellular automaton has been 
introduced by Priese [14, 171, that, in addition, obeys the law of microscopic reversibility 
in reaction kinetics. With this technique some very simple undecidable Thue-system 
could be found as shown by Priese [16]. 
One-dimensional asynchronous cellular automata and their Garden-of-Eden configura- 
tions have been investigated by Yanase, Inagaki and Fukumura [21], general asynchronous 
cellular automata by Nakamura [IO]. 
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In this paper we will outline how to develope concurrent, asynchronous two-dimensional 
calculi with the computation complexity of safe Petri-nets and self-reproducing Turing- 
machines. The first chapters give an introduction to our concepts of two-dimensional 
semi-Thue-systems and APA-nets. The final chapters prove the existence of such 
calculi and explain why these calculi may be regarded as some special form of a cellular 
automaton system. 
2. TWO-DIMENSIONAL THUE-SYSTEMS 
The famous fundamental concept of Thue-systems of mathematical logic seems to be 
appropriate for accepting a common formal framework of these cellular concepts. We 
will briefly indicate how to generalize Thue-systems to two-dimensional calculi and will 
mention their connection to cellular concepts. Detailed definitions can be found in 
Priese [ 161. 
In the following A denotes a finite alphabet with a distinguished (quiescent) letter 
(state) o E A. There are several possible definitions of finite two-dimensional words 
over A. For example, a two-dimensional word w over A can be regarded as being a 
mapping w: E2 -+ A with the property that the set {c E Z2; w(c) # o} is finite. As a two- 
dimensional sub-word w over A we regard a partially defined mapping w: Z2 -+ A with 
the property that the set {c E Zs; w(c) is defined} is finite. ‘Izr,,, denotes the class of all 
two-dimensional words or two-dimensional sub-words over the alphabet A with quiescent 
state 0. 
As is commonly accepted we use the model that a two-dimensional word or two- 
dimensional sub-word w is a covering of the Gaussian plane Z’s by letters (states) of A. 
A two-dimensional substitution rule r is a pair of two homogeneous (i.e., equally 
shaped) two-dimensional sub-words p and q, Y = (p, q). An application of a two- 
dimensional substitution rule r = (p, q) to a two-dimensional word w consists in a 
substitution of one occurrence of the two-dimensional sub-word p in w-if such an 
occurrence exists, otherwise r is not applicable to w-by the two-dimensional sub-word q. 
As is customary in recent research we will operate on a Gaussian plane having no particular 
direction, rotation, and origin. Thus, e.g., the rule 
allows the following four substitutions in the two-dimensional word 
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A formal definition of such a substitution may be easily given as: 
Define a movement m of the Gaussian plane Z2 to be a composition of the mappings 
t:H2+iP, t((x,y)) :=(x+ l,y), and 6: 2s -+ 22, d((x, y)) : = (-y, x). A two-dimen- 
sional word w’ is a direct successor of the two-dimensional word w under application of 
the rule r = (p, q), w +r w’, if there exists a movement m such that for all c E Z2 there 
holds: 
w’(c) = q 0 m(c) and w(c) = p 0 m(c) if p o m(c) is defined, 
w’(c) = w(c) elsewhere. 
A two-dimensional semi-Thue-system S now simply becomes a tuple S = (A, o, R, .-es) 
of a finite alphabet A with a quiescent state o, a finite set R of two-dimensional rules, and 
the successor relation ‘+s that is the transitive and reflexive closure of all relations -fy , 
r E R. 
Thus a consistent concept of a two-dimensional calculus is obtained with no difficulty 
where no overlapping problems may occur as the successor of a two-dimensional word 
results by applying only one applicable rule at one occurrence of the premise of the rule 
in the given two-dimensional word. Note that there is no algorithm as this general 
concept allows indeterminism. 
To develop a synchronous, parallel calculus one may require that the successor of a 
two-dimensional word results by applying all applicable rules at all possible occurrences 
in one step. To make this concept a consistent one the handling of possible overlappings 
has to be explained. This may be done, (cf. Zeleznikar [22]) by introducing a preference 
ordering of the states of A that selects one letter when overlappings occur. The concept of 
cellular automata usually avoids this problem by allowing only some sets of two-dimen- 
sional substitution rules to be used, namely only sets of two-dimensional substitution 
rules that 
(a) consist of two-dimensional subwords of a fixed shape with a well-defined 
center-cell, and 
(b) for each two-dimensional substitution rule (p, q) it holds that p and q coincide 
in all cells except in the center-cell. 
Other authors, such as Kitagawa, allow for the application of any number of relevant 
substitutions as long as no overlapping occurs. 
In this paper we will turn to another possibility of excluding overlappings. We call a 
two-dimensional semi-Thue-system S = (A, o, R, .+s) a-monogenic, for a subset B 
of ‘u3/l,o 9 if for CP(B) := {w E ‘L1),,,; 3w’ E D: w’ ‘-fs w} there holds: for all words 
w E CP(a), for all rules (p, q), (p’, q’) E R, for all movements m, m’ with w p Def(p o m) = 
p 0 m and w r Def(p’ o m’) = p’ 0 m’ (both rules (p, q) and (p’, q’) are applicable under the 
movements m and m’) it holds that for all cells c E H2 such that p 0 m(c) = p’ o m’(c) is 
valid q 0 m(c) = q’ o m’(c) is also valid. Thus, a 5monogenic two-dimensional semi- 
Thue-system S allows for no overlappings if S operates only on words that are derivable 
from 3. 
57’!1712-7 
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As no overlapping-problems arise for a a-monogenic two-dimensional semi-Thue- 
system S = (A, o, R, *-+) one may also easily operate with S synchronously or con- 
currently. Let us state for two words w, w’ E 0+(D) that w’ is a concurrent successor of 
w, w +C w’, if there exists a subset T _C {(p D m, q o m); (p, q) E R, m E Cl”{(t, d)}) =: 
U(R) such that for all c E Z2 there holds: 
w’(c) = q o m(c) if 3(p 0 m, q 0 m) E T with w 1 Def (p o m) = p o m and c E Def (p o m), 
w’(c) = w(c) elsewhere. 
w’ is called a synchronized successor of w, w -+* w’, if the above equations hold good for 
T = CZ(R). .--Q and .--Q are the closure of -+c and hs, respectively, as in the sequential 
case. 
In Section 4 we will introduce a two-dimensional semi-Thue-system, S, , and will 
indicate how to construct a set 3 of two-dimensional words such that S, is ID-monogenic 
and that So , operating solely on Cl’+(B), may simulate computation-universal, self- 
reduplicating machines. As S,, is a-monogenic we may run S,, (on CZ*+(‘D)) concurrently, 
synchronously or sequentially (this just means that one applies the *+c, a-+~, and *-+ 
successor-relations, respectively). In addition we can construct S, and 3 in such a way 
that we may simulate universal, self-duplicating machines independently of what 
activity-modus (.---tc, e-Q, or *+) Ss runs. 
Let us turn to the *+C-activity-modus for a moment: to operate with concurrent 
successors --+c just formalizes the fact that one may apply a local transition wherever and 
whenever possible! We thus operate with an asynchronous structure where the time- 
relationship between two events is a purely local concept. As our structure is an asyn- 
chronous one and we have to simulate some kind of a universal, finite logic (for the 
program-part of a universal machine) we will try and simulate also an asynchronous logic. 
Note, this approach differs from some current works on asynchronous cellular automata, 
see, e.g., Nakamura [IO], Golze [5], w h ere the asynchronous structures are designed in 
such a way to behave “almost as” a synchronized structure. 
3. CONCURRENT NETS 
In this section we will briefly introduce the asynchronous, universal “logic” we will 
implement in our system S, . We will operate with the concurrent APA-nets of Priese [15]. 
The following may suffice as a brief introduction: 
APA-nets consist of 
(a) four gates K, E, V, W, 
(b) straight wires, curved wires, crosses of wires, and 
(c) signals on wires. 
The gates K, E, V and W are represented by the diagrams of Fig. 1. K is a union of wires 
that passes signals from its two inputs to its output. Thus, signals may accumulate on the 
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wires. However, we will restrict ourselves immediately to APA-nets without such accu- 
mulations to be found. V and W are similar to events of Petri-nets: If a signal enters V 
via its input 1 V will absorb this signal and will send out one signal via each of its outputs 
2 and 3. W will send out one signal via its output 3 whenever it has absorbed one signal 
from each of its inputs 1 and 2. 
E is a finite-state machine with two states up and down. A signal, entering E via its 
input t (test), leaves E via its output tU (or t”) according to the state up (or down) of E 
without changing the state of E. A signal, entering E via its input c (change) leaves E via 
its output c’ and, thereby, changes the state up to down and vice versa. Formally E is 
defined by the following transition-table: 
t, up ---f P, up 
t, down + P, down 
c, up + cl, down 
c, down + c’, up. 
An APA-net (over the modules K, E, V, W)r simply results by switching together 
occurrences of K-, E-, V-, and W-components according to the rule that at most one 
output of a component is connected with one input of another (or the same) component 
by the same wire. The state, S, of an APA-net N is the vector of the states of its 
components and a signal-distribution, m, is an element of NoT (if N possesses 
exactly r wires, including its input-, output- and inner feed-back wires) that 
represents the number of signals on each wire. A component of an APA-net N is called 
enabled if at least one signal on one (in the case of K-, E-, or V-components), or both 
1 In this paper we only operate with these APA-nets. However, APA-nets are generally defined 
for a much richer class of component-machines. As a result of the general theory of APA-nets the 
components used here proved to be useful as a base for general APA-nets. 
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(in the case of a W-component), of its input-wires occures. An enabled component acts 
by taking off this signal (or both signals, respectively), changing its state and sending out 
one signal (or two, in the case of a V-component) as described above. The behavior of an 
APA-net is defined only by local properties: wherever a component-machine is enabled 
it may act whenever and with whatever speed it can. Nothing will be known about the 
time-delay-that may vary in time and space- of the signals on the wires. For any two 
states s, s’ and signal-distributions m, m’ we denote with s, m jN s’, m' the fact that some 
(for the signal-distribution m) enabled components of N have acted and that s’ and m’ 
are the resulting new state and signal-distribution. +N is an asynchronous, concurrent 
successor-relation that may easily be formally defined in analogy to +c for a two-dimen- 
sional semi-Thue-system. ‘+N again denotes the transitive and reflexive closure of -tN . 
APA-nets are closely related to Keller’s [8] modules. For example, APA-nets, built up 
solely from the components K and E, are sufficient to simulate any finite-automaton 
and any “serial module” of Keller [8]. Th is is also true for the components K and U, 
where U possesses two inputs, t, ,c, two outputs, P, td, two states, up, down, and its 
behavior is described by the following transition-table: 
t, up + P, up 
t, down -+ td, up 
c, up - P, down 
c, down -+ tU, up. 
Note that this solves one of Keller’s problems, whether serial-modules with at most four 
inputs and outputs may be universal. For the proofs and further results we may refer to 
Ottman [12, 131 and Priese and Rodding [ 181. 
Although APA-nets with concrete, physical signals have also been investigated one 
should turn to a more abstract model (as in the theory of sequential machines) of signals, 
without concerning ourselves with a “position” of the signals on a wire, regarding only 
the mere number of occurrences of signals on wires. 
We will in addition put forward the arrangement that we restrict ourselves to safe 
APA-nets; i.e., to such nets N with initial pairs s, m such that there exist no successor 
s, m ‘+N s’, m’, where m’ describes more than one signal on any wire. 
The connections to the concept of safe Petri-Nets are obvious and, in fact, it could be 
shown (Priese [15]) that each safe Petri-net can be realized-in some canonical, hang-up 
free way- by a safe APA-net, and vice versa. We will not go into this in detail; it should 
suffice to regard safe APA-nets as a class of nets powerful enough to handle the same 
situations of parallel activities as safe Petri-nets. The reason why we do not simulate 
Petri-nets themselves should be evident: Petri-nets are not nets over automata. For 
example, a place of a Petri-net is not able to fulfill any action itself but the events of the 
Petri-net operate on the places according to some structural restrictions, e.g., solving 
of conflicts if two places are commonly shared. A Petri-net should be regarded as being 
a graphical representation of a calculus that operates on the distributions of tokens on 
the places according to the structures how the places are interconnected via events. 
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Thus, a Petri-net is not a graph with some gates, automata, or other kinds of action- 
units, on its edges. On the other hand, such graphs (as APA-nets are) can easily be imple- 
mented into the tessellation structures of the following asynchronous cellular automaton. 
4. THE SYSTEM S,) 
We will now introduce the two-dimensional semi-Thue-system S, with the following 
properties: 
(a) For any APA-net N with initial state s and signal-distribution m, there exists 
a two-dimensional word w~,,~,~~ such that w~,,~,~, has the same dynamic behaeior as N 
started with s, m. This shall mean: 
and 
VW’: w~,~,~, .----f w’ =2 3s’, m’: w’ = wN,s’,mf & s, m kN* s’, m’.2 
SO (2) 
(b) There exists a universal constructor, i.e., a two-dimensional word c, such that 
for any APA-net N, state s and signal-distribution m of N, there exists an input-sequence 
i for c; i is a two-dimensional sub-word that can be concatenated to c in a unique manner 
to become the two-dimensional word ci (i represents, e.g., a tape-inscription for a Turing- 
machine), such that ci leads to a derived two-dimensional word w’, ci ‘-fs w’, that 
consists of two separated two-dimensional words, namely c and w~,,?,~,, , and Gf cells in 
the quiescent state elsewhere (if the APA-net N with the initial pair s, m allows no 
derivatives! Otherwise one can only demand:), or namely c and wr and of quiescent cells 
elsewhere, where w+ = wN s’ m , , ’ for some s’, mr such that s, m ‘-+N s’, m’ holds. 
(c) S, is D-monogenic, where a is the set of all the required two-dimensional 
words, such as wN,a,m , c and i. 
Let us briefly discuss property (a): 
Condition (1) means that any computation of N can also be done in S,r , and (2) ensures 
that any computation of S, can be uniquely attached to a possible computation of N. 
Condition (2) is quite strong, as each derivable word w’ needs an attached (state, signal- 
distribution) pair, s’, m’, such that w’ = wN,s’,nr’; i.e., S, is even not allowed to make 
some intermediate computation that cannot be uniquely attached to a derivation of N. 
We will not prove S, as having these properties, but by a not too complicated “inspection” 
of the patterns, it can be seen that S, fulfills these requirements. 
Obviously, properties (a) and (b) facilitate construction of universal Turing-machines. 
This explains the notation “computation and construction universal, asynchronous, 
concurrent system” for S, . 
In what follows we will give the precise definition of S, but will only indicate the simula- 
2 ilote that this last requirement is quite strong (and without loss of the inherent heuristic might 
be weakened) as each derived two-dimensional word w’ needs an attached state s’ and signal- 
distribution m’ such that w’ = w~,.~‘,~* holds. 
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tion of the gates, wires and signals of APA-nets as the simulation is quite canonical and 
anybody, who ever has practiced himself in some combinatorial calculi, can find the 
necessary construction himself. 
S, operates on two-dimensional subwords over the alphabet (o, X, a, v> with the 
quiescent state o and consists of the following eleven groups of rules of the common shape 
we denote a rule by p -+ q instead of (p, q): 
RULE t 
: : 
+qaa 3 + 
+ YW 
The symbol + is not a letter of the alphabet (0, X, u, w} but is a metasign denoting 
that the state of this cell will not influence an application of this rule. That is, these letters 
are not regarded as a test of whether Rule 1 is applicable and they will not be changed by 
any application of this rule. We only use them to receive a common shape for all rules 
that coincides with the neighborhood upon which an “active” state may operate (see 
Section 5). 
The meaning of Rule 1 is as follows: ZIX will be regarded as an implementation of a 
directed signal of a given APA-net in our tesselation space. Rule 1 describes a directed 
motion of a signal on an u-string (i.e., a string of cells in the common state a) over two 
cells. As an example of how to operate with this rule see, e.g., Fig. 3,’ which also explains 
the behavior of the next rule: 
RULE 2 
? 0 
+vx+o + +a#+0 , 
2 x 
+f+o -f +a$+0 
0 
This rule describes the way a signal may pass a curved wire. In both rules we moved a 
signal over two cells in the state a. However, the possibility of passing signals over one 
cell (i.e., to another phase) is required for topological reasons. This can be done with the 
help of Rule 3: 
RULE 3 
Q Q 
+qoa + +agoa 
a a 
Rule 4 allows one to simulate the gate V as it doubles signals: 
RULE 4 ++I+ + +aio+ 
x 
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Rule 5 makes possible the implementing of the switch E as it changes the subpattern ao 
and oa. 
a a a a 
RULE 5 +&oa -f +&a0 , +&a0 + +xVoa 
f3 i3 8 8 
We may implement the switch E in the state up (down) by the patterns wrrUD and 
wE,down of Fig. 2. The states of all cells that receive no symbol in our figures may generally 
be chosen to be a or o. This will not conflict with their behavior. Figure 3 describes a 
signal, entering E via its input c, changing the state of E and leaving E on its correct 
output c’. Figure 4 shows how to test the state of E by sending a signal on the input t of E. 
In the state up of E this signal reaches the output t” (see Figure 4) without changing the 
state of E, whereas in the state down it will reach the output td (analog to Fig. 4). Both 
figures explain, in addition, how signals shall reach the inputs and outputs of the imple- 
mentations of the gates. The inputs and outputs then have to be connected via some wire- 
c' t 
U 
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I I I ~I 
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implementations (these being some rather complicated u-strings that we will not discuss 
in this note) according to the structure of the APA-net to be simulated. 
a a 
RULE 6 +&oo -f +a200 
8 8 
This rule allows a signal to be “destroyed” and will be needed in the implementation 
for a W-gate. 
RULE 7 
6 
+vxoo + + 
? 
+o , Q +vgoo + + x-&o 
0 0 
Rule 7 applies if a signal reaches an end of an u-string. This end will then be marked 
by the state z, and the signal turns round and will run back on the same a-string. If a 
signal reaches this marked cell again the further behavior will depend on the phase- 
difference of the signal and this marked cell. If this difference is zero (Rule 8) the a-string 
extends by one cell, if it is one (Rule 9) a new state a ahead of the u-string is created. 
RULE 8 
: : 
+vyo++ 
+ 
y 
: 
RULE 9 
: +qav + +xyoa 
+ + 
If a signal reaches the end of an u-string in a phase different to that dictated by Rule 7, 
Rule 10 applies and shortens the u-string by one cell. 
+ + Q Q 
RULE 10 +&a0 -f +x&m , + 
Q Q 
+qao + 
0 
T 
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Finally we need the possibility of “destroying” a state, a, that is not directly connected 
to an u-string: 
+ + 
RULE 11 +~‘%a + +x%o , 
Q Q +qoa -f + 
Q Q 0 
To 
The few comments that we have given up to now already show the necessity of moving 
signals on one wire-implementation (an u-string) in different directions and/or phases. 
But the necessary organization for these situation can easily be managed if several signals 
on one u-string do not run simultaneously (as we have ensured by our restriction to safe 
APA-nets). 
4s an example, we will discuss how to implement the gates W and a cross of wires. 
With our former comments (the gate K can be easily implemented) this should suffice 
for an outline of how to implement an arbitrary APA-net. 
The implementation of a waiter W is quite difficult as we have to avoid overlapping 
problems but have to allow two signals to come in proximity. We will operate with the 
gate W’ with one input 1, one output 2, and two states sr , sq , that passes every second 
signal. Formally W’ is defined by the transition-table: 
lrs1-+-,s2, 
l,sz-+2, s1. 
W’ receives the diagram of Fig. 5. 
‘-2 
FIGURE 5 
Figure 6 shows an implementation of W’ in the state sr and Fig.‘7 shows how W’ 
operates if one signal in the state sr (first line of Fig. 7) and one signal in the state sp 
(second and third lines of Fig. 7) appears. 
0 
0 aaOaaa a "s 
1 - aaaf#i@iiaa - 2 
0 
FIGURE 6 
The gate W will now be simulated by the APA-net of Figure 8 that can already be 
implemented (with the exception of the cross that will be explained in the next section). 
This net is in its initial state if E leads a signal on its test-input to the right side and the 
state of W’ is s1 . 
Note that the pattern E can be used by two signals, one via its input t and one via c, 
simultaneously. But this does not lead to overlapping problems as can be easily tested in 
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FIGURE 8 
Fig. 2! As nothing is known about the time-delay for signals on wires two signals may 
occur on the wire * of Fig. 8. However, our rules do allow for a conflict-free handling of 
two signals on one wire if they run in the same direction in the same phase (this being 
the case on wire *). W’ in its state sr can also handle two immediately signals as is shown 
in the last line of Fig. 7. 
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One might try to implement a cross of wires by the following pattern 
249 
2 
aaafiaaa . 
8 
But even if all wires are safe it may happen that two signals, one on each wire, will 
meet in a cross. The above pattern may be regarded as an implementation for “safe” 
crosses. Kate that the cross of Figure 8 suffices as no two impulses can meet. This 
completes an implementation for the waiter W. The following construction will ensure 
that all crosses are safe: Simply substitute in a given APA-net any cross of wires, where 
two signals may eventually meet, by the APA-net of Fig. 9: 
FIGWXE 9 
t 
Let us briefly discuss the behavior of the pattern C that is an implementation of the 
APA-net of Fig. 9 with all crosses C, , C, , C, , C, implemented by the above pattern 
for safe crosses; the sign x on wire 01 denotes a signal on this wire: 
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We assume that the states of E, and Es are chosen in such a way that the signal on wire 01 
will run in a circle: it will pass E, to reach wire /3, Es to reach wire y, and, thus, will 
reach wire 01 again. Now, one or two signals, entering C via input 1 and/or 3, change the 
states of E, or E, or both, and the signal on the wire-circuit (a&) exits to wire 6 or E. 
Let us assume that it will reach wire 6. Thus, two signals will reach the gate W, (one 
signal that entered C via its input 1 and the other that left the wire-circuit) and one signal 
will pass W, . This signal reaches the gate Vi and, thus, the correct output 2, while a 
newly created signal leaves V, to reach the wire circuit again. The initial state of C is 
received again where all “inner” crosses are safe. 
In keeping with the title of this paper (“A Note on ...“) we will not go into the discus- 
sion of how to implement a construction-unit that can construct an implementation of a 
given APA-net into a quiescent part (i.e., a part that consists of cells in the state o) of the 
Gaussian plane, as such an implementation leads to no major difficulties and our intention 
is to give just an idea of how to operate with nonoverlapping, asynchronous, concurrent 
systems. 
5. CONCLUSIONS 
Following Burks [213 we may regard the two-dimensional semi-Thue-system, SO, to 
be an asynchronous cellular automaton. However, one main aspect of the classical concept 
of cellular automata has become lost in our exposition: the point of view that the Gaussian 
plane shall be covered by occurrences of one finite-state machine, M, the pattern of these 
states being the two-dimensional words. The dynamic behavior is no further regarded as 
resulting from the applications of some calculus operating on the two-dimensional words 
but to be the result of the synchronized activities of the occurrences of M governed by 
the transition-table of M according to the read states of its neighborhood. 
However, it is exactly this model of a cellular automaton that we have generalized for the 
asynchronous case; two-dimensional semi-Thue-systems being a framework that allows 
modelling many, but not all, features of this concept. The system S, was built in such a 
way that each letter of a two-dimensional word may be regarded as the state of an 
occurrence of one finite-state machine, MO , occupying the cells of h2. We will join the 
two differences to the classical model: 
(a) There is no global clock forcing all occurrences of MO to act synchronously. 
Each occurrence may act whenever it can do so and with whatever speed it wants. 
(b) The underlying automaton MO does not only read the states of the occurrences 
of M,, in some neighborhood but, as an additional property, may change the states of these 
occurrences itself. 
3 “The concept of a cellular automaton system is thus a very rich one. Its essential features are a 
quantized time and space, a finite number of possible states for each point of space-time, and a computable 
local transition function or law (not necessarily deterministic or uniform over space) governing the 
operations of the system through time.” 
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In fact, we have dealt with a finite-state machine, M,, , with four states, anmely o 
(@escent), x (&we), a and o. M, is able to fulfill some action only in its active state x. 
In this case it can read the states of the given neighborhood, deterministicaly choose its 
action, and can send out signals to its neighboring cells which the occurrences of I&, in 
this neighborhood will interpret and thus change their states as is formally described by 
the rule-set R of S, . Thus, we do not operate with cellular automata that are covered 
by Moore-type automata-as is customary in the literature-but those that are covered by 
Mealy-type automata. 
We have indicated how to construct the set 3 of two-dimensional words that are the 
implementations of our APA-net components and how to design the rules of S, such that 
S, is a-monogenic and simulates arbitrary safe APA-nets and self-duplicating universal 
machines, if one runs S, concurrently (or sequentially, that trivially leads to the same 
results with the costs of a longer computation-time). In addition, it is not too difficult to 
design some parallel, synchronously acting, safe APA-nets, that may be used for the 
program-part of a universal machine, and that also behave correctly if they are run 
concurrently (i.e. nonsynchronized). Note, these APA-nets no longer simulate arbitrary 
safe Petri-nets as Petri-nets cannot, in general, be run synchronously. However, in 
implementing such safe APA-nets in S, we receive a concurrently operating, asyn- 
chronous cellular automaton that simulates universal self-duplicating machines inde- 
pendently of whether it operates sequentially, asynchronously or is synchronized! Thus, 
if one prefers synchronized cellular automata one may regard S, to be a synchronized, 
fault-tolerant cellular automaton, where the fault-tolerance reflects some possible 
synchronizing defects. 
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