In this paper, a class of chaotic neural networks with time-varying delays are considered without assuming the differentiability of the timevarying delays, and the stabilization for the considered neural networks is investigated via intermittent control with non-fixed both control period and control width. By constructing proper Lyapunov-Krasovskii functional with triple-integration and using the matrix inequality techniques, a delay-dependent criterion for checking the stability of the considered neural networks is presented. The obtained result extends ones on stabilization of delayed neural networks by periodically intermittent control with both fixed control period and control width. An example with simulations is given to show the effectiveness of the obtained result.
Introduction
In the past decade, neural networks have become an important tool to various areas of science and engineering for solving complex problems that might otherwise not have a tractable solution [1] . In many applications, it is of prime importance to ensure that the designed neural networks be stable [2] . For example, when creating a neural network to solve optimization problems, it is required that the neural network possesses a globally asymptotically stable equilibrium [3] . However, in hardware implementation of a neural network using analog electronic circuits, time delay will be inevitable and occur in the signal transmission among the neurons, which will affect the stability of the neural system and may lead to some complex dynamic behaviors such as oscillation, divergence, chaos, instability or other poor performance of the neural networks [4] . In this case, the time delay may substantially affect the performance of the neural networks. Therefore, stability analysis of neural networks with time delays has received much attention, and many competing results have been reported in the literature for example, see [1] - [10] and references therein.
In practice, it may happen that the delayed neural networks are unstable or the convergence rate can not meet the requirements. Under this case, certain controllers may be designed such that the controlled delayed neural networks achieve the desired stability properties. In recent years, many control approaches have been developed to stabilize chaotic neural networks such as adaptive control, fuzzy control, sampled-data control, impulsive control and intermittent control and so on. In comparison with continuous control of chaotic neural networks, the discontinuous control method such as impulsive control and intermittent control, has attracted more interest recently. In many cases, the two discontinuous control techniques can provide efficient ways to tackle plants which cannot endure continuous inputs. In the impulsive control framework, the state updates occur at the impulse instants only, but with intermittent feedback delayed neural networks can actually adjust its state continuously for more extended time intervals. So intermittent feedback should yield better results than impulsive control, but requires higher control cost.
Intermittent control was first introduced to control linear econometric models in [11] . In recent years, many interesting results on stabilization and synchronization of various models via intermittent control have been reported, for example, see [12] - [22] and references therein. In [12] , the authors studies the exponential stabilization problem for a class of chaotic systems without delays by means of periodically intermittent control, and presented an exponential stability criterion. In [13] , the exponential stabilization of chaotic systems with constant delay was considered by periodically intermittent control, several exponential stability criteria were obtained by using Lyapunov method and Halanay inequality. In [14, 15] , authors considered the exponential stabilization of chaotic neural networks with constant delay via periodically intermittent control. An exponential stability criterion for the controlled neural networks was established by using the Lyapunov function and Halanay inequality. In [16] , authors studied the exponential stability of a class of periodically timeswitched nonlinear systems, and proposed the switching criteria of exponential stability for three cases of such systems which are composed, respectively, of a pair of unstable subsystems, of both stable and unstable subsystems, and of a pair of stable systems, are considered. In [17] , a class of neural networks with time-varying delays were investigated by using periodically intermittent control technique. Several stabilization criteria and synchronization conditions based on p-norm were derived by introducing multi-parameters and using the Lyapunov functional technique. In [18] , authors investigated the problem of exponential stabilization for a class of uncertain nonlinear systems by means of periodically intermittent control, and derived several sufficient conditions of exponential stabilization for considered systems by using quadratic Lyapunov function and inequality analysis technique. In [19] , the exponential stability for a class of genetic regulatory networks with both time-varying delays and finite distributed delays was investigated by periodically intermittent control. Some sufficient criteria for exponential stabilization were derived by using mathematical induction methods and the analysis techniques. In [20] , authors discussed a class of stochastic delay recurrent neural networks with distributed parameters and Markovian jumping, and established several sufficient conditions ensuring robust exponential stabilization by using periodically intermittent control and Lyapunov functional. In [21] , the neutral-type neural networks with discrete and distributed delays were considered, and the problem of exponential stabilization was studied via periodically intermittent control. By introducing an appropriate Lyapunov-Krasovskii functional and using matrix inequality techniques to deal with its derivative, exponential stabilization criteria were presented in the form of nonlinear matrix inequalities. In order to solve the nonlinear problem, a cone complementarity liberalization (CCL) algorithm was proposed. In [22] , authors considered the stabilization and synchronization of chaotic systems via intermittent control with time varying control period and control width. Compared to existing results, some less conservative conditions were derived to guarantee the stabilization of nonlinear system. An effective adaptive-intermittent control law was also presented.
From the point of the design of the intermittent controller in [12] - [21] , The designed controllers have been based on the following fact: the control period and control width were fixed. As pointed out in [12, 22] , the fixed control period and control width might be inadequate in the practical application. Therefore, it is necessary and important to consider the cases where the control period and control width are not fixed. However, to the best of our knowledge, few authors have considered the problem of the stabilization for chaotic neural networks with time-varying delays via intermittent control with non-fixed both control period and control width.
Motivated by the aforementioned discussion, in this paper, we investigate the stabilization of chaotic neural networks with time-varying delays via intermittent control with non-fixed both control period and control width, and obtain sufficient condition to assure the stabilization of chaotic neural networks with time-varying delays.
Preliminary Notes
In this paper, we consider the following neural networks with time-varying delaysẋ
for t ≥ 0, where
T ∈ R n is the state vector of the network at time t, n corresponds to the number of neurons; C is a positive diagonal matrix, A = (a ij ) n×n and B = (b ij ) n×n are known constant matrices;
T denotes the neuron activation at time t; u(t) = (u 1 (t), u 2 (t), · · · , u n (t))
T ∈ R n is a external input vector; τ (t) denotes the time-varying delays and satisfy 0 ≤ τ (t) ≤ τ , where τ is constant.
Throughout this paper, we make the following assumption: (H). For any j ∈ {1, 2, · · · , n}, f j (0) = 0 and there exist constants F − j and F + j such that
Model (1) is supplemented with initial value given by
where ϕ(s) is bounded and continuously differential on s ∈ [−τ, 0]. For model (1) with initial value, the following candidate intermittent controller is proposed:
where k ∈ N = {1, 2, · · ·}, K is the control gain matrix, t k+1 − t k is the control period, d k is the control width. The control instant is defined by
can be rewritten as
where k ∈ N .
To prove our result, the following lemmas are necessary.
Lemma 2.1 [8] Given constant matrices P , Q and R, where
is equivalent to the following conditions 
Main Results
For presentation convenience, in the following, we denote
Theorem 3.1 Assume that the assumption (H) holds. For given constants α, β(α > 0, β ≥ −α) and c > 0, if there exist four symmetric positive definite matrices P 1 , P 2 , P 3 and P 4 , an inverse matrix W , two positive diagonal matrices D 1 and D 2 , and three matrices Q 1 , Q 2 and Z such that the following conditions hold:
where
, and the rest elements in Ω, Φ, Ψ and Π are zero, then the origin of system (3) is globally asymptotically stable, and the gain matrix of control law (2) is
Proof. Applying Lemma 2.1, we have from (4) and (5) that
Consider the following Lyapunov-Krasovskii functional as
Calculating the time derivative of V i (t) (i = 1, 2, 3), we obtain
Applying Lemma 2.2, we have
For positive diagonal matrices D 1 > 0 and D 2 > 0, we can get from assumption (H) that [24] 
By Newton-Leibniz formulation and noting 0 ≤ τ (t) ≤ τ , we have 0 = 2x
It follows from (15)- (22) that
When t ∈ [t k , t k + d k ), from the first equation of model (3), we have
Therefore, we obtain from (8), (9), (23) and (24) that
T . Namely, we have
When t ∈ [t k + d k , t k+1 ), from the second equation of model (3), we have
Therefore, we obtain from (10), (23) and (27) that
Namely, we have
1). When 0 = t 1 ≤ t < d 1 , we have from (26) that
2). When d 1 ≤ t < t 2 , we have from (29) and (30) that
3). When t 2 ≤ t < t 2 + d 2 , we have from (26) and (31) that
4). When t 2 + d 2 ≤ t < t 3 , we have from (29) and (32) that
By induction, we have the following estimate of V (t). 5). When t k ≤ t < t k + d k , we have
6). When t k + d k ≤ t < t k+1 , we have from (6) that
It follows from (34) and (35) that
for any t ≥ 0. By using condition (7), we get
which means that lim t→∞ x(t) = 0. So the origin of system (3) is globally asymptotically stable. The proof is complete. 
Example
In this section, we will provide an example to illustrate the effectiveness of the obtained result. Consider a 2-dimensional neural networks aṡ
The numerical simulation of system (38) with initial condition x 1 (s) = −0.6 sin(t), x 2 (s) = 1.2 cos(t) is represented in Figure 1 , which shows that system (38) has a chaotic attractor.
In the following, we investigate the stability of neural networks aṡ
by designing the following the intermittent controller as
where The numerical simulation of system (39) with (40) is shown in figure 2.
Conclusions
In this paper, the stabilization problem for a class of chaotic neural networks with time-varying delays has been investigated via intermittent control with non-fixed both control period and control width. A delay-dependent criterion for checking the stability of the considered neural networks has been established by employing Lyapunov-Krasovskii functional with triple-integration and using the matrix inequality techniques. An example with simulations was also given to show the effectiveness of the obtained result.
