In this paper, we study the tradeoffs in descriptional complexity of NFA (nondeterministic finite automata) of various amounts of ambiguity. We say that two classes of NFA are separated if one class can be exponentially more succinct in descriptional sizes than the other. New results are given for separating DFA (deterministic finite automata) from UFA (unambiguous finite automata), UFA from MDFA (DFA with multiple initial states) and UFA from FNA (finitely ambiguous NFA). We present a family of regular languages that we conjecture to be a good candidate for separating FNA from LNA (linearly ambiguous NFA).
Introduction
The tradeoffs in descriptional complexity of finite automata have been widely studied since the 1970's ( [11] , [13] ). In this paper, we study the tradeoffs in descriptional complexity of nondeterministic finite automata (NFA) of various amounts of ambiguity. A recent survey on the topic can be found at [2] .
In this paper, we allow nondeterministic finite automata (NFA) to have multiple initial states. Given an NFA M , we define the ambiguity of a string w to be the number of different accepting paths for w in M . An NFA is said to be k-ambiguous if every string in the language is accepted with at most k different accepting computations. An unambiguous NFA (UFA) is a 1-ambiguous NFA. An NFA is said to be finitely ambiguous (FNA) if the NFA is k-ambiguous for some positive integer k.
Hing Leung
There is a special class of FNA called deterministic finite automata with multiple initial states (MDFA) [7] which is an NFA with deterministic transition logic. An MDFA is k-ambiguous where k is the number of starting states.
An NFA is polynomially ambiguous (PNA) if there exists a polynomial p such that every string x in the language is accepted with at most p(|x|) accepting computations. When p is a linear function, a PNA is also called a linearly ambiguous NFA (LNA). Given an NFA of k states, any input string of length n can have at most k n different accepting computations. Thus, it follows that every NFA is exponentially ambiguous (ENA).
Let C 1 and C 2 be two classes of NFA of different ambiguity. We say that C 1 can be polynomially converted to C 2 (written C 1 ≤ P C 2 ) if there exists a polynomial p such that for any finite automaton in C 1 with n states, we can find an equivalent finite automaton in C 2 with at most p(n) states. C 1 is said to be polynomially related to C 2 (written
It is immediate that DFA ≤ P UFA, DFA ≤ P MDFA, UFA ≤ P FNA, MDFA ≤ P FNA, FNA ≤ P PNA, and PNA ≤ P ENA.
The following results are known a : DFA < P UFA ( [13] , [14] , [12] , [8] ), DFA < P MDFA ( [1] , [15] , [7] , [6] ), UFA < P FNA ( [13] , [12] ) and PNA < P ENA ( [9] , [5] ).
In this paper, we present interesting new families of regular languages for separating DFA from UFA, UFA from MDFA, and UFA from FNA.
It is an open problem whether FNA < P PNA. The problem is very difficult. Previous attempts for separating FNA from PNA have failed [5] . More exactly, two families of regular languages given in [12] and [4] that are conjectured to separate FNA from PNA are found to be easy by M. Jurdzinski [5] for FNA.
We present a family of regular languages that we conjecture to be a good candidate for separating FNA from LNA.
Tradeoffs between DFA and UFA
Schmidt [13] gave a family of n-state UFA such that the smallest equivalent DFA require 2 c √ n states. Consider the regular language (0 + 1) * 0(0 + 1) n−2 . It is well known ( [11] , [14] ) since the 1970's that there is an NFA of n states for the language, whereas the smallest equivalent DFA has 2 n−1 states. Leiss [8] showed that there is a family of n-state UFA such that the equivalent DFA require exactly 2 n states. Note that exactly half of the states are designated as starting states.
We have discovered a family b of UFA U n that demonstrates the largest tradeoffs between UFA and DFA. See Figure 1 for the pictures of the UFA U 9 . Unlike the a Indeed, there are more known results than what we have listed here. See [2] . b Another family of UFA Un that demonstrates the largest tradeoffs between UFA and DFA is given in [10] , where Un has 3n states and the smallest equivalent DFA has 2 3n states. construction by Leiss, U n has one start state (State 1) and one final state (State n).
Note that U n has n states and is defined for n ≥ 3. As the reversal of U n is a DFA, we see that U n is indeed a UFA.
Theorem 1. The smallest equivalent DFA for U n has 2 n states, where n ≥ 3.
Proof. Since the reversal of U n is a DFA, all subsets of states are distinguishable c . The reasons are as follows: Let the final state of U n be q f . Consider two different subsets of states Q 1 and Q 2 . Without loss of generality, suppose q ∈ Q 1 and q ∈ Q 2 . Since the reversal of U n is a DFA, there exists a string w that takes the reversal of U n from its starting state q f to q in a deterministic path. Thus, in U n , q f is reached from Q 1 on processing w, whereas q f is not reached from Q 2 on processing w. That is, Q 1 and Q 2 are distinguished.
It remains to show that all subsets of states are reachable from the starting state. With the string 110 n−2 , we reach the empty subset of states from the starting state. It is easy to reach non-empty subsets of states 1, 2 and 3. We reach the subsets {1}, {2}, {3}, {1, 3}, {1, 2}, {2, 3}, {1, 2, 3} by processing strings , 1, 11, 0, 01, 011, 010 respectively from the starting state. Induction hypothesis: Let k ≥ 3. For all Q ⊆ {1, 2, . . . , k}, Q is reachable. Induction step: Consider Q such that the largest numbered state in Q is k + 1.
The subset Q can be reached by processing a symbol 0 from Q that is guaranteed to be reachable by the induction hypothesis. Formally, Q is defined as
The subset Q can be reached by processing a 1 from Q = Q ∪ {2}\{3} which is reachable since it satisfies the condition for Case 1. Case 3: Q ∩ {1, 2, 3} = {1}. The subset Q can be reached by processing a 1 from Q = Q ∪ {3}\{1} which is reachable since it satisfies the condition for Case 2.
c To reason that a DFA is a minimum in size, Myhill-Nerode theorem states that any two states q and q must be distinguishable in that there exists a string w such that δ(q, w) ∈ F iff δ(q , w) ∈ F where δ is the transition function and F is the set of final states. In our case, the DFA is obtained by subset construction. Thus, we need to show that all subsets of states are distinguishable. Case 4: Q ∩ {1, 2, 3} = {1, 2}. The subset Q can be reached by processing a 1 from Q = Q ∪ {3}\{2} which is reachable since it satisfies the condition for Case 1. Case 5: Q ∩ {1, 2, 3} = {2, 3}. The subset Q can be reached by processing a 1 from Q = Q ∪ {1}\{3} which is reachable since it satisfies the condition for Case 4.
Tradeoffs between UFA and MDFA/FNA
In [13] , it is proved that there exists a family of n-state FNA whose smallest equivalent UFA has 2 Ω( √ n) states. To prove a lower bound for the size of a UFA, Schmidt [13] introduced the following result, which can be proved using communication complexity techniques [5] .
Theorem 2 (Schmidt) Given a regular language L and strings x i , y i for i = 1, . . . , n, let M be a matrix such that M [x i , y j ] = 1 if x i y j ∈ L, and 0 otherwise. Then any UFA for L has at least rank(M ) states.
Proof. (Sketch) Let Q be the set of states of a UFA A for L. We define a matrix M with rows indexed by q ∈ Q and columns indexed by y i for i = 1, . . . , n such that M [q, y i ] = 1 if from q we can process y i and arrive at a final state of A, and 0 otherwise. Consider x i and the i-th row of M . Let Q be the set of states reached in A by processing x i from the starting states. One can show that the i-th row of M is the sum of rows of M indexed by states in Q . Note that if M [q, y j ] = 1 for some q ∈ Q , it follows that M [q , y j ] = 0 for all q = q ∈ Q ; otherwise, A is not a UFA. That is, each row in M is a linear combination of the rows in M . Thus, rank(M ) ≤ rank(M ) ≤ |Q|, where |Q| is the number of rows in M .
In this section, we are going to prove the largest possible tradeoff between UFA and FNA. That is, for some family of n-state FNA, we will show that the smallest equivalent UFA has 2 n − 1 states. Consider the finite automaton given in Figure 2 . By picking all states as starting states and an arbitrary state as final state, we obtain Veloso and Gill's MDFA [15] . It was proved that the smallest equivalent DFA has 2 n − 1 states where n is the number of states of the corresponding MDFA. Specifically, all 2 n − 1 nonempty subsets of states are reachable and distinguishable. To reach a nonempty subset of states, we need to process a string x from the set of starting states. Each nonempty subset of states corresponds to a different string x. Let x i , for i = 1, 2, . . . , 2 n − 1, be the strings that correspond to the 2 n − 1 different nonempty subsets of states. Interestingly, the reversal of Veloso and Gill's design was also considered by Leiss [8] . See Figure 3 n states where n is the number of states of Leiss's NFA. That is, all 2 n subsets of states are reachable and distinguishable. As in the case for Veloso and Gill's MDFA, we let z i , for i = 1, 2, . . . , 2 n − 1, be the strings that correspond to the 2 n − 1 different nonempty subsets of states.
We combine the two designs by Veloso and Gill, and by Leiss. Consider Veloso and Gill's MDFA. All states are starting states. We define the final states to consist of alternate non-neighboring states. We call the resulting MDFA M n . Theorem 3. The smallest UFA equivalent to the MDFA M n has 2 n − 1 states.
Proof. Define y i to be the reversal of the string z i , for i = 1, 2, . . . , 2 n − 1. As in Theorem 2, we define M with respect to the language of M n and based on the strings x i 's and y i 's. The matrix M can be re-stated as a matrix indexed by nonempty subsets of states such that entry [Q 1 , Q 2 ] has the value 1 if Q 1 ∩ Q 2 = ∅, otherwise the entry has the value 0. It has been shown in [9] that M has rank 2 n −1. Thus, by Theorem 2, the smallest UFA equivalent to M n has 2 n − 1 states.
By reversing the design of M n (reverse all transitions, all states are final, alternate states are starting), we obtain an FNA M n . As a corollary of Theorem 3, we have Note that the smallest equivalent DFA for M n has 2 n − 1 states, whereas the smallest equivalent DFA for M n has 2 n states. Next, we consider the tradeoffs in descriptional complexity between UFA and MDFA for finite languages.
Consider the MDFA A 3 given in Figure 4 . In general, A n has 3n states. The first n states are starting states, whereas the last n states are final states. Note that A n is reverse-symmetric, and recognizes a finite language.
To prove a lower bound on the size of an equivalent UFA for A n using the technique given in Theorem 2, we define strings x i 's and y i 's to be the set of 2 n strings over {0, 1} of length n.
Consider a string x ∈ {0, 1} n . Let x = a 1 a 2 . . . a n where a i ∈ {0, 1}. Suppose a j is 1. Initially, state n − j + 1 is on. After processing the first j − 1 symbols of x, state n is on. Next, we process the j-th symbol a j which is 1. Thus, state n + 1 is on after processing a j . There are n − j symbols a j+1 . . . a n to be processed. Therefore, the state n + (n − j) + 1 is on after processing x. That is, a 1 = 1 implies state 2n is on after processing x, a 2 = 1 implies state 2n − 1 is on after processing x,...etc. Finally, a n = 1 implies state n + 1 is on after processing x. As the MDFA A n is reverse-symmetric, similar behaviors are observed when we process a string y ∈ {0, 1} n backwards starting from the final states. We define M based on x i 's and y i 's. The matrix M can be re-stated as a matrix indexed by subsets of the states set {n + 1, n + 2, . . . , 2n} such that entry [Q 1 , Q 2 ] has the value 1 if Q 1 ∩ Q 2 = ∅, otherwise the entry has the value 0. Again, the rank of M is 2 n − 1. Therefore, we obtain the next theorem.
Theorem 5. The smallest UFA equivalent to the MDFA A n has at least 2 n − 1 states. Note that A n recognizes a finite language, and has 3n states.
As the strings x i 's and y i 's are all of length n, we deduce that it also requires at least 2 n − 1 states for a UFA to recognize the language L(A n ) ∩ {0, 1} 2n , which we denote by L n . Figure 5 shows an MDFA for L 3 . The design can be further reduced slightly in size by combining the starting states and the final states into one starting state and one final state respectively. In general, there is an MDFA for L n with O(n 2 ) states. 
Tradeoffs between FNA and LNA
It is an open problem whether there can be exponential tradeoffs in descriptional complexity between FNA and PNA. In this section, we define a language family and conjecture that it is good candidate for separating FNA from LNA. Suppose there are n registers. Each register holds a value of either 0 or 1 ('off' or 'on'). Initially, register 1 is on. All other registers are off. Consider an instruction
Copy i to j
Executing the instruction will copy the current value of register i to register j. In short, the instruction is given as C i,j .
We define an input string to consist of a sequence of copy instructions. As copying register i to itself is a dummy instruction, we assume that C i,i is not allowed. As there are n(n − 1) possible copy instructions, the input alphabet has O(n 2 ) letters. An example input is C 1,4 C 4,2 C 3,1 C 4,3 C 1,2 . We say that an input is in the language of some-register-on if some register is on after the sequence of copy instructions have been performed.
Consider the example input given before. Initially, register 1 is on. The first copy instruction C 1,4 will turn register 4 to on. The next instruction C 4,2 will turn on register 2. The next instruction C 3,1 sets register 1 to off as register 3 is off. Next, instruction C 4,3 turns on register 3. The last instruction C 1,2 turns register 2 to off. Thus, after all copy instructions are performed, registers 3 and 4 are on whereas registers 1 and 2 are off. Since not all registers are off, we conclude that the input belongs to the language of some-register-on.
We define an n-state FNA for the language of some-register-on. State 1 is an initial state. The design intuition is that state i is loaded when register i is on. With respect to the input symbol C i,j , there are transitions going from state i to state j, and transitions going from state k to state k where k = j. All states are final states. To see that the NFA defined is an FNA, we reverse the NFA construction. The logic after reversing all transitions is deterministic except that we have n starting states. Thus, we have an MDFA when the NFA is reversed. Hence, the given NFA is an FNA.
We modify the language of some-register-on. Instead of accepting a string when some register is on, we accept a string only if the register that we query at the end of the input is on. That is, the end of an input is augmented by a query instruction.
Assert: Register i is on
An input is accepted if the register i queried is on. In short, the query instruction is denoted as Q i .
We extend the previous example input by a query Q 3 . The example input becomes C 1,4 C 4,2 C 3,1 C 4,3 C 1,2 Q 3 . Since register 3 is on after the copy instructions are performed, the input is accepted as the query is about register 3. If we query about register 1 at the end of the input as in C 1,4 C 4,2 C 3,1 C 4,3 C 1,2 Q 1 , then the input is not accepted since register 1 is off.
To handle the newly added query feature, we modify the FNA for the language of some-register-on. We introduce a new state called f , which is the only final state. New transitions are added: from each state i, on processing Q i , it will go to state f . The resulting (n + 1)-state NFA is a UFA. We can see this as the reversal of the NFA is a DFA.
We can prove that the (n + 1)-state NFA is indeed a minimal NFA for the language with a query at the input end. A sketch of the proof is as follows: Pick x 1 = , x 2 = C 1,2 C 3,1 , x i = C 1,i C 2,1 for i = 3, 4, .., n, y 1 = Q 1 , y 2 = Q 2 , . . ., y n = Q n . Using the fooling set method [3] , we need at least n states. But these n states cannot be final states. We still need one more final state. Thus, we need at least n+1 states for an NFA. As the smallest NFA requires n+1 states, we conclude that the smallest UFA also requires n + 1 states. Therefore, our construction gives a smallest UFA for the language.
Hromkovič et al. [5] has made a conjecture about minimal UFA computations. Specifically, it is conjectured that if a computation branches into two computations, then at least one computation is completely deterministic. However, a close look at the computations of our minimal UFA shows that the conjecture is not true.
Next, we further extend the language by allowing multiple queries. That is, queries can be made at any point of the input string. The input is accepted if at least one query is answered positively.
An example input is C 1,4 C 4,2 Q 3 C 3,1 C 4,3 Q 1 C 1,2 . When the first query Q 3 is made, registers 1, 2 and 4 are on but register 3 is off. When the second query Q 1 is made, registers 2, 3 and 4 are on but register 1 is off. The input is not accepted as both queries are answered negatively. On the other hand, the example input C 1,4 C 4,2 Q 2 C 3,1 C 4,3 Q 1 C 1,2 is accepted.
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We add new transitions to the previous UFA to handle multiple queries. From state f , on processing any input symbol, there is a transition going back to f . From any state i (i = 1, 2, . . . , n), on query Q j where j = i, we introduce transitions that go back to i.
At any moment during the processing of an input, at most one computation arrives at each of the state i for i = 1, 2, . . . , n. A query may cause a path to move into the final state f . Thus, the number of accepting paths is bounded by the number of queries. On the other hand, the number of accepting computations could be the same as the number of queries which can illustrated by the processing of the following example input C 1,2 Q 2 C 1,2 Q 2 C 1,2 Q 2 C 1,2 Q 2 . Therefore, with the new transitions, we have a (n + 1)-state LNA. We conjecture that any FNA for the language with multiple queries has at least 2 n states, which is the size of the smallest DFA.
Interestingly, the language with multiple queries is easy for two-way DFA. That is, there is a small two-way DFA for the language that employs depth first search processing.
