The intensive care units (ICUs) are responsible for generating a wealth of useful data in the form of Electronic Health Record (EHR). This data allows for the development of a prediction tool with perfect knowledge backing. We aimed to build a mortality prediction model on 2012 Physionet Challenge mortality prediction database of 4000 patients admitted in ICU. The challenges in the dataset, such as high dimensionality, imbalanced distribution, and missing values were tackled with analytical methods and tools via feature engineering and new variable construction. The objective of the research is to utilize the relations among the clinical variables and construct new variables which would establish the effectiveness of 1-Dimensional Convolutional Neural Network (1-D CNN) with constructed features. Its performance with the traditional machine learning algorithms like XGBoost classifier, Support Vector Machine (SVM), K-Neighbours Classifier (K-NN), and Random Forest Classifier (RF) is compared for Area Under Curve (AUC). The investigation reveals the best AUC of 0.848 using 1-D CNN model.
INTRODUCTION
Quality of life is the right of every citizen, and health is a key determinant of quality of life. Physicians all around the globe are working hard for updating their knowledge with the latest research. They are well trained and experienced too for providing treatments to patients specifically to patients in Intensive care units (ICU). ICUs are responsible for constant monitoring of such patients using the medical devices under the supervision of a specialist.
DATASET DESCRIPTION
The dataset is publicly available and it is selected from PhysioNet Challenge 2012 [20] . It consists of multivariate clinical time series data of 8000 ICU patients. The multivariate time series record of each patient consists of 36 variables (Glucose, heart-rate, albumin etc.) recorded in first 48 hours after the ICU admission. We have used the Training Set A because only for this subset many of the research are available (in-hospital mortality labels). This Set A contains data of 4000 ICU patients. We have chosen only the first task of the challenge and it is about predicting whether the patient dies in the hospital or not. There are 554 patients who died in ICU, and they are represented as positive samples. We cast this as a binary classification problem. Table 1 contains the statistics of the dataset. 
PREPROCESSING AND STUDY DESIGN
The proposed approach of preprocessing for predicting mortality is achieved in two phases. During the first phase, the preprocessing of data is done. After that, during the second phase, new features are constructed from the available pool for efficient development of the prediction model.
3.1
Preprocessing: Dataset preprocessing is the most significant part of any problem. If we feed unprocessed data to any model, we can only expect less performance than usual. Preprocessing includes cleaning, normalization, transformation, feature extraction, and selection, etc. We started things by plotting features against each other and against the target to have a look at all of them, which turned out to be essential for feature engineering in later stages. Our full preprocessing follow through including new feature hypothesis using xgboost feature importance, Pearson correlation test, aforementioned plotting and normalization is shown in Fig. 1 . 
Where Cov is the covariance and σ is standard deviation concerning X and Y.
We found that there were some pair of features which were highly correlated with each other. Some pairs of features with very high mutual correlation coefficients were NIDiasABP and NIMAP with 0.884 as correlation while the others were ALT and AST with 0.858, etc. We wish to keep one from each of the pairs. Later, we also tested our models and found that it would be good to remove one from each highly correlated pair. The probable explanation to it is that highly correlated features are accustomed to deliver similar information to the model, which might cause our model to increase the chances of making the model overfit.
To remove any feature, we witnessed the importance of xgboost by weight. By weight in xgboost, it is meant the number of times a feature is used to split the data across all trees.
After the above steps, we removed AST, ICUType and IMAP as the one selected feature from each pair. As shown in fig. 2 , GCS, Urine and BUN are the most important features.
Fig.2 -Features Importance by XGBoost before Feature Engineering

Newly Proposed Features:
As a result of the above pre-processing, certain new features have been identified. These new features are constructed by combining the former variables. Though the units are entirely different from each feature, here we want to focus just on the magnitude after any operation that we will use now onwards. The two new features constructed are:
The fig. 3 , shows the feature importance graph. The newly formed feature is the second most significant feature and is the cumulative sum of BUN, Age, HCO3, Lactate, pH, and WBC. As shown in fig. 3 , It showed an F score (xgboost importance) of 657 which is remarkable and is more than double the F score of 84% of features in leftover set processed above. The variables combined are related to each other and shown with equation 2.
Under normal conditions, the Henderson-Hasselbalch equation will give the blood pH,
where: • 6.1 is the acid dissociation constant (pKa) of carbonic acid (H2CO3) at normal body temperature • HCO3is the concentration of bicarbonate in the blood in mEq/L • PaCO2 is the partial pressure of carbon dioxide in the arterial blood.
new= BUN / Creatinine
Next most significant feature proposed is the ratio of BUN and Creatinine. As shown in fig. 3 , this feature has the third most highest F score (xgboost importance) of 557. The ratio of BUN to creatinine is usually between 10:1 and 20:1, shown in table 2. An increased ratio may be due to congestive heart failure or dehydration, causing a decrease in the flow of blood to the kidneys. The ratio may be decreased with liver disease (due to decrease in the formation of urea) and malnutrition. This, indeed provides us with a robust feature.
Further, we deleted some features on importance basis. So now we are dealing with a total of 38 features. Renal damage causes reduced reabsorption of BUN, therefore lowering the BUN:Cr ratio.
3.3
Normalization:
Normalization is vital for easing up the computation. Normalizing the entire pre-processed dataset by subtracting the mean of each feature from its values and dividing it further by the standard deviation (equation 3). This leads to mean becoming 0, whereas the variance becomes 1.
Where, ′ is new normalized value, X is the original value, is the mean of the feature and is the standard deviation. 
Traditional Machine Learning Methods
Numerous machine learning models have been generated in this field. We used four nonrecurrent models for this clinical task of ICU mortality prediction: XGBoost classifier, Support Vector Classifier (SVM), K-Neighbours Classifier (K-NN), and Random Forest Classifier (RF). For each method, we have used descriptive statistics like mean, median, and mode of the data since these methods have been effectively applied on non-sequential data and not complex enough set in the field of healthcare. The statistics as mentioned earlier are used on data for transforming 48 hours of time-series recording of each feature into one fixed value. Also, the statistical techniques are applied before the clinical variables are normalized.
Model Training. The steps for training procedure for the non-recurrent traditional machine learning models are shown in Algorithm 1.
Algorithm 1
Input: Define the parameter space for selected parameters. The parameter space is the domain from where a parameter value will be selected each time and that too randomly using a randomized search. Many parameter spaces combined will form the parameter grid.
Output: Best parameters for the model.
Select parameters with high priority.
2. Selecting the random combinations from parameter grid 3. Perform five fold cross-validation and obtain the best outcome. 4. Perform a grid search in the vicinity of the obtained best value. 5. Manual tuning of the parameters with various random states.
*The parameter spaces in the random search were covered according to the time and hardware constraints.
1-D Convolutional Neural Network Method
CNN's are biologically inspired feed-forward ANNs that present a simple model for the mammalian visual cortex. In this research, 1-D CNN configuration is used to fuse feature extraction and learning phases. We will explain the underlying architecture of CNN in brief. As the name comes from, convolutional layers are the feature extraction blocks and have the job to extract the various features and feed them to the later layers in the form of feature maps. Next comes the max pooling or sub-sampling layer gradually decimating the input feature map. Later the extracted feature is flattened and passed to dense or hidden layers of regular ANN. In between, we used dropout layers as a regularization technique and batch normalization layers to avoid co-variance shift. Following are the structural differences visible between the traditional 2D and the proposed 1D CNN.
• The main difference is the use of 1D arrays instead of 2D matrices for both kernels and feature maps. • The 2D matrix manipulations such as 2D convolution (conv2D) and lateral rotation (rot180) have now been replaced by their 1D counterparts, conv1D and reverse operations. • The parameters for the kernel size and the sub-sampling are now scalars for the 1D CNNs.
The fully-connected layers are identical to their 2D counterpart and, therefore, it has the same BP formulation. In 1D CNNs, the forward propagation for the input of a neuron in the current layer l from the previous convolution layer, l-1, can be expressed as,
Where, is the bias and is the input of k th neuron at layer . o i l−1 is the output of the i th neuron at layer − 1 and w ik l−1 is the weight (kernel) from the i th neuron at layer − 1 to k th neuron at layer . The intermediate output of the neuron, from the input can be expressed as:
Architecture of 1-D CNN. At first, an input layer of input shape as (38,1) is used. Total four convolution layers of size 32 and 64 (two layers of each size) have been used respectively. Each convolutional layer was followed by ReLu activation. Kernel filters of size 3 and subsampling factor of 2. In between convolution blocks, batch normalization layers and drop out of 0.6 were used. After flattening, comes the fully connected dense layer of 100 neurons followed by ReLu activation, batch normalization, and drop out of 0.4. At last, one more dense layer of size 2 for the number of classification classes followed by a softmax function.
Optimization. Next, the model is compiled with loss as binary cross entropy using an optimizer as Adam. The metric used was the area under the ROC curve. We created a custom callback class in python to evaluate the train and test ROC after each epoch. Loss function is defined as:
Where n is the number of patients admitted in ICU, is the binary indicator (0 or 1) of the mortality of the i th patient. Where 1 means inhospital mortality and 0 means the survival, and ̂ respresents the estimated value for ith patient by the model.
Then we considered k-fold cross validation for evaluating our model performance. Here we considered k as 5, therefore 5 fold cross-validation. So, in each iteration, we have 4 folds for training making roughly a total of 3200 rows and one fold with 800 rows for validation. The final batch size we used was 32 and the number of epochs were 200. We targeted lower learning rates with larger epochs to train our model.
RESULTS
The conventional approach previously stated was used for the traditional machine learning models for optimizing them to the utmost level, but that approach wasn't used for 1D-CNN to avoid a large amount of time that it would have taken. The best model that we come up with was 1D-CNN with a ROC of 0.8480, as shown in fig. 4 . Table 3 establishes the effectiveness of feature engineering by stating the best ROC with constructed features under consideration. We experimented with multiple architectures and each with multiple hyperparameter combinations considering the training resources that we had. The layers were added, deleted, and jumbled up multiple times to test the outcomes of the model. Numerous combinations of batch size, optimizers, and different constants in learning rate decay function were tested before arriving at a decision. Since the CNN are very sensitive to batch size and learning rate, we took special care of them too. Apart from the custom callback for evaluating and saving the model weights with highest ROC achieved while training, we used two other callbacks. One model checkpoint to keep the best model with least validation loss and the other was the learning rate scheduler function which returned exponential decaying learning rate (equation 7) after each epoch and took current epoch number as an input.
Where, ′ is na ew learning rate, is Initial learning rate with initial value as 0.1 and k is constant and is assigned a value of 0.01.
CONCLUSION
The objective of the research was to utilize the relations among variables and thus constructing new variables from the pool of variables available. These new variables proved to be important for predicting mortality among patients. Compared with the traditional machine learning models and mortality prediction scores like SAPS, 1-D CNN model has produced promising results with AUC of 0.8480. For testing the accuracy, First 48 hours of recorded data (lab recordings, ICU bedside recordings) was utilized for achieving the objective. Total seven models were developed, including Six baseline models and one 1-D CNN model. Patients admission information, health condition, etc. served as the predictor variable, and discharge status of ICU served as the target variable.
This research acknowledges the half-baked application of traditional baseline models for predicting ICU mortality. This is because of the complexity associated with the recorded data (time series patients characteristics, etc.). Also, these methods use statistical techniques like mean, median, and mode to deal with the time series nature of the dataset. But there are chances of losing information in these statistics. Consequently, they are now inadequate to produce good results.
The significant contribution of this study was firstly the construction of new features or variables with the use of feature engineering. The two constructed features establish their effectiveness for the prediction of mortality. Secondly, we had built a 1-D Convolutional Neural Network model, which has surpassed the baseline machine, learning models. Inline of research for mortality prediction for ICU patients, our 1-D CNN model have presented promising results.
