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SUBORDINATION PRINCIPLE FOR SPACE-TIME FRACTIONAL
EVOLUTION EQUATIONS AND SOME APPLICATIONS
EMILIA BAZHLEKOVA
Abstract. The abstract Cauchy problem for the fractional evolution equation
with the Caputo derivative of order β ∈ (0, 1) and operator −Aα, α ∈ (0, 1),
is considered, where −A generates a strongly continuous one-parameter semi-
group on a Banach space. Subordination formulae for the solution operator are
derived, which are integral representations containing a subordination kernel
(a scalar probability density function) and a C0-semigroup of operators. Some
properties of the subordination kernel are established and representations in
terms of Mainardi function and Le´vy extremal stable densities are derived.
Applications of the subordination formulae are given with a special focus on
the multi-dimensional space-time fractional diffusion equation for some special
values of the parameters.
1. Introduction
Partial differential equations with both time- and space-fractional differential
operators have found numerous applications in the modelling of anomalous diffusion
phenomena and are nowadays a subject of extensive research, see e.g. [4, 14, 15,
16, 17, 23, 24, 25, 32, 33, 34, 35, 36, 37, 38, 40, 41], to mention only an excerpt
from the long list of relevant publications.
Consider the space-time fractional diffusion equation
D
β
t u(x, t) = −(−∆)αu(x, t), t > 0, x ∈ Rn; u(x, 0) = v(x); (1.1)
where 0 < α, β ≤ 1, Dβt is the Caputo time-fractional derivative and −(−∆)α
denotes a realization of the fractional Laplace operator acting in space.
There exist different definitions of the Laplacian and the fractional Laplacian
in the literature, see e.g. [14, 18, 26, 29, 31, 39, 48]. Once the Laplace operator
∆ is defined, one of the commonly used definitions for the fractional Laplacian is
provided by the fractional power of the nonnegative operator −∆ according to the
Balakrishnan definition [6, 49]
(−∆)αv = sinαπ
π
∫ ∞
0
λα−1(λ−∆)−1(−∆)v dλ, 0 < α < 1, (1.2)
for v ∈ D(∆) - the domain of the considered Laplace operator. In the case of the
full-space fractional Laplace operator in Rn, the defined in (1.2) fractional power
(−∆)α coincides with the following pseudo-differential operator
(F(−∆)αf)(κ) = |κ|2α(Ff)(κ),
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where F denotes the Fourier transform. In particular, in the one-dimensional case
−(−∆)α coincides with the Riesz space-fractional derivative of order 2α. We refer
to the survey paper [29], where the equivalence of ten different definitions of full-
space fractional Laplacian is proven. Concerning the fractional Laplacian on a
bounded domain Ω ⊂ Rn, frequently used is the spectral definition (suitable as
well for more general elliptic boundary value operators), according to which the
fractional power (−∆)α is defined in terms of Fourier series as follows
(−∆)αv =
∞∑
j=1
λαj (v, φj)φj . (1.3)
Here (., .) denotes the L2(Ω) inner product and φj is an L
2(Ω)-orthonormal basis
of eigenfunctions of −∆ with eigenvalues λj . The spectral definition is equivalent
to the Balakrishnan definition in L2(Ω), see e.g. [14, 15, 19].
The space-time fractional diffusion equation (1.1) is extensively studied. The
Cauchy problem for the spatially one-dimensional equation is analyzed in [4, 32, 34,
35, 36, 37, 38, 41]. The multi-dimensional space-time fractional diffusion equation
onRn is considered in [16, 25, 33, 35, 36], see also [24, 40] for studies in the context of
stochastic solutions and inverse stable subordinators. Multi-dimensional problems
on a finite domain are discussed in [4, 15, 17].
By means of a subordination formula it is possible to construct new solutions
from known ones, e.g. solutions of fractional order equations from the solutions of
the classical diffusion or wave equations. It is worth noting that the principle of sub-
ordination is closely related to the concept of subordination in stochastic processes
[20]. Subordination formulae for the one-dimensional space-time fractional diffu-
sion equation are established in [24, 38, 41]. In [36] subordination principles for the
multi-dimensional space-time fractional diffusion-wave equation are deduced, where
the subordination kernel is expressed in terms of four-parameters Wright functions,
introduced in [32]. In the above works the technique of Mellin transform is applied
for derivation of the subordination formulae. In the setting of abstract Cauchy
problems a subordination formula is established in [49], which relates the C0 - semi-
groups generated by the operators −A and −Aα, α ∈ (0, 1), where the fractional
power is in the sense of the Balakrishnan definition. Concerning time-fractional
evolution equations, the subordination principle is studied in [7, 5] and extended to
equations with more general time-fractional operators in [28, 8, 9, 10, 11]. In [30]
a generalized subordination principle is discussed for fractional evolution equations
with operator −Aα, where −A is a generator of a fractional resolvent family. Sub-
ordination principle in the setting of abstract Volterra equations is studied in [46],
Chapter 4.
This work is concerned with the subordination principle for the abstract Cauchy
problem for the space-time fractional evolution equation
D
β
t u(t) = −Aαu(t), t > 0; u(0) = v ∈ X ; 0 < α, β ≤ 1, (1.4)
where −A is a generator of a bounded C0-semigroup in a Banach space X and Aα
denotes the α-th fractional power of the operator A according to the Balakrishnan
definition, see (2.1). Applying successively known subordination results in space
and in time, we derive a subordination formula for the solution operator Sα,β(t) of
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problem (1.4) in the form
Sα,β(t) =
∫ ∞
0
ψα,β(t, τ)S1,1(τ) dτ, t > 0, (1.5)
where S1,1(t) is the C0- semigroup of operators generated by the operator −A and
ψα,β(t, τ) is a unilateral probability density function (pdf) in τ , which means that
ψα,β(t, τ) ≥ 0,
∫ ∞
0
ψα,β(t, τ) dτ = 1. (1.6)
It appears that the subordination kernel ψα,β(t, τ) can be expressed in terms of Le´vy
one-sided stable extremal pdf and Mainardi function. Moreover, we prove that the
kernel ψα,β(t, τ) considered as a function of t admits a bounded analytic extension
to a sector in the complex plane, which implies analyticity of the solution operator
Sα,β(t) at least in the same sector. By applying the subordination formula to the
multi-dimensional space-time fractional diffusion equation for special values of the
parameters, we recover some known expressions for the solution, but also derive
some analytical formulae and asymptotic expressions in the case α = β = 1/2,
which, to the best knowledge of the author, are new. The main tool in this work is
the familiar technique of Laplace transform.
The paper is organized as follows. In Section 2 the main subordination formula is
derived and some properties of the subordination kernel are established. Section 3
is devoted to scaling properties of the subordination kernel and relation to Le´vy
extremal stable density and Mainardi function. In Section 4 the subordination for-
mulae are applied to find analytic solutions to three different problems. Definitions
of fractional calculus operators, Mittag-Leffler functions and some other special
functions used in this paper, together with their basic properties, are given in an
Appendix.
2. Subordination formulae
The main tool in this work is the Laplace transform
L{f(t); t→ s} =
∫ ∞
0
e−stf(t) dt.
For convenience the following notation for the double Laplace transform of a func-
tion of two variables is also used
L2{f(t, τ); t→ s, τ → λ} =
∫ ∞
0
∫ ∞
0
e−(st+λτ)f(t, τ) dt dτ.
Consider a Banach space X with norm ‖.‖ and a closed linear operator A with
dense domain D(A) ⊂ X . Denote by ̺(A) the resolvent set of A. Assume the
operator −A is the infinitesimal generator of a bounded C0-semigroup (see e.g.
[2, 49]). Therefore, A is a non-negative operator, i.e. (−∞, 0) ⊂ ̺(A) and
‖λ(λ+A)−1‖ < M <∞, λ > 0.
For 0 < α < 1 we define the fractional power Aα of the non-negative operator A
using the Balakrishnan definition [6, 49]
Aαv =
sinαπ
π
∫ ∞
0
λα−1(λ+A)−1Av dλ, v ∈ D(A). (2.1)
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Then −Aα is a closed densely defined operator, which generates a bounded ana-
lytic C0-semigroup [49]. Therefore the Cauchy problem for the fractional evolution
equation
D
β
t u(t) = −Aαu(t), t > 0; u(0) = v ∈ X ; 0 < α ≤ 1, 0 < β ≤ 1, (2.2)
where Dβt is the Caputo time-fractional derivative, is well posed ([5], Theorem 3.1).
The definitions of well-posedness, strong solution, and solution operator for problem
(2.2) are standard, see e.g. [5].
To derive a subordination formula relating the solution operator Sα,β(t) of prob-
lem (2.2) with the solution operator S1,1(t) of the classical abstract Cauchy problem
u′(t) = −Au(t), t > 0; u(0) = v ∈ X.
we apply successively two known subordination results.
First, let us set β = 1 in (2.2) and apply a classical theorem (see [49], Chapter IX)
according to which the operator −Aα generates a bounded analytic semigroup
Sα,1(t), related to the semigroup S1,1(t) via the identity
Sα,1(t) =
∫ ∞
0
fα(t, τ)S1,1(τ) dτ, t > 0, (2.3)
where the subordination kernel fα(t, τ) is defined by the inverse Laplace integral
fα(t, τ) =
1
2πi
∫ σ+i∞
σ−i∞
ezτ−tz
α
dz, σ > 0. (2.4)
The semigroup Sα,1(t) is the solution operator to the Cauchy problem
u′(t) = −Aαu(t), t > 0; u(0) = v ∈ X. (2.5)
It is worth noting that in the scalar case A = λ > 0 relation (2.3) reads
e−λ
αt =
∫ ∞
0
fα(t, τ)e
−λτ dτ, t > 0, (2.6)
which is in agreement with the definition (2.4) of the kernel fα(t, τ) as the inverse
Laplace transform of e−λ
αt.
Second, according to the subordination principle for fractional evolution equa-
tions [5, 7], the well-posedness of problem (2.5) implies well-posedness of problem
(2.2) for all β ∈ (0, 1) and the corresponding solution operator Sα,β(t) is expressed
by the formula
Sα,β(t) =
∫ ∞
0
ϕβ(t, τ)Sα,1(τ) dτ, t > 0, (2.7)
where
ϕβ(t, τ) =
1
2πi
∫ σ+i∞
σ−i∞
zβ−1ezt−τz
β
dz, σ > 0. (2.8)
Since in the scalar case A = λ > 0 the solution operator Sα,β(t) of problem (2.2) is
given by the Mittag-Leffler function Eβ(−λαtβ), the scalar version of relation (2.7)
is
Eβ(−λαtβ) =
∫ ∞
0
ϕβ(t, τ)e
−λατ dτ, t > 0. (2.9)
This holds for any 0 < α ≤ 1, while the function ϕβ(t, τ) is independent of α.
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As a result of the successive application of the above two steps we deduce
Sα,β(t) =
∫ ∞
0
ϕβ(t, σ)
∫ ∞
0
fα(σ, τ)S1,1(τ) dτ dσ
=
∫ ∞
0
(∫ ∞
0
ϕβ(t, σ)fα(σ, τ) dσ
)
S1,1(τ) dτ.
In this way the subordination formula
Sα,β(t) =
∫ ∞
0
ψα,β(t, τ)S1,1(τ) dτ, t > 0, (2.10)
is derived, where the subordination kernel ψα,β(t, τ) admits the representation
ψα,β(t, τ) =
∫ ∞
0
ϕβ(t, σ)fα(σ, τ) dσ. (2.11)
In the scalar case the subordination identity (2.10) reduces to
Eβ(−λαtβ) =
∫ ∞
0
ψα,β(t, τ)e
−λτ dτ, t > 0. (2.12)
The obtained in this way Laplace transform pair for the subordination kernel
ψα,β(t, τ) with respect to the variable τ can as well be derived from the defini-
tion (2.11), by the use of (2.6) and (2.9).
To find the Laplace transform of the subordination kernel ψα,β(t, τ) with respect
to the variable t, we note first that (2.12) and (5.3) imply
L2{ψα,β(t, τ); t→ s, τ → λ} = L{Eβ(−λαtβ); t→ s} = s
β−1
sβ + λα
. (2.13)
Then, taking inverse Laplace transform L−1 {·;λ→ τ} in (2.13) we deduce again
by the use of (5.3):
L{ψα,β(t, τ); t→ s} = sβ−1τα−1Eα,α(−sβτα). (2.14)
In the limiting case α = 1 and β = 1 the subordination kernels are Dirac delta
functions
f1(t, τ) = ϕ1(t, τ) = ψ1,1(t, τ) = δ(t− τ). (2.15)
Moreover, the kernels fα(t, τ) and ϕβ(t, τ) are particular cases of the composite
kernel ψα,β(t, τ), namely
fα(t, τ) = ψα,1(t, τ), ϕβ(t, τ) = ψ1,β(t, τ). (2.16)
Therefore, the Laplace transform pairs for fα(t, τ) and ϕβ(t, τ) can be derived from
the identities (2.12), (2.13), and (2.14), taking β = 1 or α = 1, respectively.
Remark 2.1. It is worth noting that the integral expression in (2.11) is not com-
mutative: ψα,β(t, τ) 6≡
∫∞
0 fα(t, σ)ϕβ(σ, τ) dσ. This is due to the fact that the
order of the two steps in the derivation procedure of subordination identity (2.10)
is essential.
For example, let us consider the case α = β = 1/2, in which the subordination
kernels can be expressed in terms of elementary functions as follows (e.g. [2, 49]):
f1/2(t, τ) =
te−t
2/4τ
2
√
πτ3/2
, ϕ1/2(t, τ) =
1√
πt
e−τ
2/4t. (2.17)
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Plugging expressions (2.17) in the composition rule (2.11) we get
ψ1/2,1/2(t, τ) =
∫ ∞
0
ϕ1/2(t, σ)f1/2(σ, τ) dσ =
√
t
π
√
τ(t+ τ)
. (2.18)
The last formula can also be directly derived from eq. (3.18). On the other hand,∫ ∞
0
f1/2(t, σ)ϕ1/2(σ, τ) dσ =
2t
π(t2 + τ2)
, (2.19)
which can be obtained by introducing a new integration variable (t2 + τ2)/4σ.
A comparison of identities (2.18) and (2.19) confirms the non-commutativity
pointed out in Remark 1.
Next we establish some properties of the subordination kernels based on the
Laplace transform pairs (2.12), (2.13), (2.14), and identities (2.16).
Proposition 2.2. The function ψα,β(t, τ), 0 < α, β ≤ 1, is a unilateral probability
density in τ , i.e. it satisfies (1.6).
Proof. The normalization identity can be derived by letting λ→ 0 in (2.12):∫ ∞
0
ψα,β(t, τ) dτ = Eβ(0) = 1.
The nonnegativity of the function ψα,β(t, τ) can be established from its Laplace
transform (2.12) by applying Bernstein’s theorem. Indeed, the Mittag-Leffler func-
tion Eβ(−λαtβ) is completely monotone as a function of λ > 0 for any fixed t > 0
(as a composition of the completely monotone function Eβ(−ax) and the Bernstein
function λα). Definitions of these classes of functions are given in the Appendix. 
Remark 2.3. Proposition 2.2 and the subordination identity (2.10) imply that if
−A generates a bounded C0-semigroup, i.e. ‖S1,1(t)‖ ≤M , t ≥ 0, then ‖Sα,β(t)‖ ≤
M for any t ≥ 0, 0 < α ≤ 1 and 0 < β ≤ 1. In addition, if X is an ordered Banach
space, positivity of the C0-semigroup S1,1(t) generated by the operator −A implies
positivity of the solution operator Sα,β(t) for any 0 < α ≤ 1 and 0 < β ≤ 1.
Proposition 2.4. Assume 0 < α,α′, β, β′ ≤ 1. Then
fαα′(t, τ) =
∫ ∞
0
fα(t, σ)fα′(σ, τ) dσ, (2.20)
ϕββ′(t, τ) =
∫ ∞
0
ϕβ(t, σ)ϕβ′(σ, τ) dσ. (2.21)
Proof. To prove (2.20) we apply Laplace transform with respect to τ and obtain by
using (2.12) with β = 1 and Fubini’s theorem L{fαα′(t, τ); τ → λ} = e−tλαα
′
and
L
{∫ ∞
0
fα(t, σ)f
′
α(σ, τ) dσ; τ → λ
}
=
∫ ∞
0
fα(t, σ)e
−σλα
′
dσ = e−tλ
αα′
.
To prove (2.21) we apply double Laplace transform, which gives by using (2.12)
and (2.13) with α = 1
L2
{∫ ∞
0
ϕβ(t, σ)ϕβ′ (σ, τ) dσ; t → s, τ → λ
}
= sβ−1
∫ ∞
0
e−σs
β
Eβ(−λσβ
′
) dσ = sβ−1
sβ(β
′−1)
sββ′ + λ
=
sββ
′−1
sββ′ + λ
= L2{ϕββ′(t, τ); t→ s, τ → λ}.
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To finish the proof it remains to apply the uniqueness property of Laplace transform.

Let us note that (2.20) is equivalent to the following natural operator identity
(Aα)α
′
= (Aα
′
)α = Aαα
′
, 0 < α,α′ ≤ 1, (2.22)
for a generator −A of a bounded C0-semigroup. Indeed, (2.20) together with sub-
ordination formula (2.3) shows that any of the operators in (2.22) is infinitesimal
generator of one and the same semigroup: Sαα′,1(t). For a different proof of (2.22)
see e.g. [49], Chapter IX.
Identity (2.21) is related to successive application of the subordination principle
for time-fractional evolution equations and is in agreement with [5], Theorem 3.1.
Next we prove that the subordination kernel ψα,β(t, τ), considered as a function
of t, admits a bounded analytic extension to a sector in the complex plane. To this
end we apply the following statement ([46], Theorem 0.1.):
If G is a function defined on (0,∞) and θ0 ∈ (0, π/2] then the assertions (i) and
(ii) are equivalent:
(i) G(s) admits analytic extension to the sector | arg s| < π/2 + θ0 and sG(s) is
bounded on each sector | arg s| ≤ π/2 + θ, θ < θ0;
(ii) there is a function g(t) analytic for | arg t| < θ0 and bounded on each sector
| arg t| ≤ θ < θ0, such that G(s) = L{g(t); t→ s} for each s > 0.
Proposition 2.5. Assume 0 < α, β ≤ 1, α+ β < 2, and let
θ0 = min
{
(2− α− β)π
2β
,
π
2
}
. (2.23)
For any τ > 0 the function ψα,β(t, τ) as a function of t admits analytic extension
to the sector | arg t| < θ0, which is bounded on each sector | arg t| ≤ θ, 0 < θ < θ0.
Proof. Let us take the Laplace transform pair (2.14): G(s) = sβ−1τα−1Eα,α(−sβτα),
and g(t) = ψα,β(t, τ), where τ > 0 is considered as a parameter. The function G(s)
admits analytic extension to C cut along the negative real axis. According to the
estimate (5.2) for the Mittag-Leffler function
|sG(s)| ≤ Cτ−1 τ
α|s|β
1 + τα|s|β < Cτ
−1,
for all s ∈ C such that
| arg(s)| ≤ min
{
(2− α)π
2β
− ε, π
}
.
To obtain the desired statement it remains to apply implication (i) ⇒ (ii). 
Definition 2.6. A solution operator S(t) is said to be a bounded analytic solution
operator of analyticity type θ0 ∈ (0, π/2] if S(t) admits an analytic extension to the
sector | arg t| < θ0, which is bounded on each sector | arg t| ≤ θ < θ0, θ < θ0.
Proposition 2.5 together with subordination formula (2.10) implies that Sα,β(t)
is a bounded analytic solution operator according to the above definition. The
proof is similar to the one in [5], Theorem 3.3, where, based on analogous property
for the function ϕβ(t, τ), analyticity of the subordinated solution operator for the
time-fractional evolution equation is established.
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Taking into account relations (2.16) we can derive the corresponding sectors
of existence of bounded analytic extensions for the functions fα(t, τ) and ϕβ(t, τ)
(setting in (2.23) β = 1 or α = 1). In this way known results for analyticity of the
semigroup Sα,1(t) [49, 30] and of the solution operator S1,β(t) [5, 30] are recovered.
The analyticity of the solution operator Sα,β(t) is discussed in [30].
3. Relation to Le´vy extremal stable density and Mainardi function
In this section some representation formulae for the subordination kernel ψα,β(t, τ)
are derived in terms of the Le´vy extremal stable density and the Mainardi function.
We start with scaling laws for the subordination kernels. From the definitions
(2.4), (2.8) and (2.11) of the subordination kernels fα, ϕβ and ψα,β we derive the
following self-similarity properties
fα(t, τ) = t
−1/αfα(1, τt
−1/α), ϕβ(t, τ) = t
−βϕβ(1, τt
−β), (3.1)
ψα,β(t, τ) = t
−β/αψα,β(1, τt
−β/α). (3.2)
Introducing the functions of one variable Lα, Mβ and Kα,β as follows
Lα(r) = fα(1, r), Mβ(r) = ϕβ(1, r), Kα,β(r) = ψα,β(1, r), (3.3)
we deduce from (3.1) and (3.2) the following representations for the subordination
kernels
fα(t, τ) = t
−1/αLα(τt
−1/α), ϕβ(t, τ) = t
−βMβ(τt
−β), (3.4)
ψα,β(t, τ) = t
−β/αKα,β(τt
−β/α). (3.5)
In addition, identities (2.15) and (2.16) imply for the new functions
Lα(r) = Kα,1(r), Mβ(r) = K1,β(r), L1(r) =M1(r) = K1,1(r) = δ(r − 1). (3.6)
From (3.3) and (2.12) we deduce:
L{Kα,β(r); r → λ} = Eβ(−λα), (3.7)
i.e. Kα,β(r) can be defined as the inverse Laplace transform of the Mittag-Leffler
function Eβ(−λα). The following Laplace transform pairs for the functions Lα(r)
and Mβ(r) are derived from (3.7), taking β = 1 and α = 1, respectively:
L{Lα(r); r → λ} = exp(−λα), L{Mβ(r); r → λ} = Eβ(−λ). (3.8)
Therefore, we recognize from (3.8) the Le´vy extremal stable density Lα(r) and the
Mainardi function Mβ(r) (see e.g. [37], where these two functions appear in the
context of the one-dimensional space-time fractional diffusion-wave equation).
In the next theorem we derive representations for the subordination kernel in
terms of Lα(r) and Mβ(r).
Theorem 3.1. The subordination kernel ψα,β(t, τ) is given by (3.5), where the
function Kα,β(r) admits the following representations
Kα,β(r) =
∫ ∞
0
σ−1/αLα(rσ
−1/α)Mβ(σ) dσ, (3.9)
Kα,β(r) =
∫ ∞
0
σβ/αLα(rσ
β/α)Lβ(σ) dσ, (3.10)
Kα,β(r) = αr
α−1
∫ ∞
0
σMα(σ)Mβ(σr
α) dσ. (3.11)
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Moreover, in the particular case α = β it holds
Kα,α(r) =
1
π
rα−1 sinαπ
r2α + 2rα cosαπ + 1
(3.12)
and if 0 < α ≤ β ≤ 1 then
Kα,β(r) =
∫ ∞
0
σ−β/αLα/β(rσ
−β/α)Kβ,β(σ) dσ. (3.13)
Here Lα(r) is the Le´vy extremal stable density and Mβ(r) is the Mainardi function,
defined by the Laplace transform pairs (3.8).
Proof. Expression (3.9) follows directly from (2.11), (3.4) and (3.5). Representa-
tions (3.10) and (3.11) can be deduced from (3.9) after applying the formula [45]
Mα(r) =
r−1−1/α
α
Lα(r
−1/α). (3.14)
Representation (3.12) follows directly from (5.4) and (3.7) for α = β. To prove
(3.13) we find the inverse Laplace transform of Eβ(−λα) by using (5.4) and the fol-
lowing property (see e.g. [12]): If I(λ) = L{H(r); r → λ} and I(λα) = L{Hα(r); r →
λ} then
Hα(r) =
∫ ∞
0
σ−1/αLα(rσ
−1/α)H(σ) dσ, 0 < α ≤ 1. (3.15)
(In fact, formula (3.15) can be verified by proving that Laplace transforms of both
sides are equal.) From (3.15) and (3.7) it follows for 0 < α ≤ β ≤ 1
Kα,β(r) = L−1{Eβ(−(λα/β)β ;λ→ r} =
∫ ∞
0
σ−β/αLα/β(rσ
−β/α)Kβ,β(σ) dσ
and the last identity is proved. 
Next the regularity of the function Kα,β(r) is discussed briefly. We start with
the asymptotic identity implied by (5.1)
Eβ(−λα) ∼ λ
−α
Γ(1− β) , λ→ +∞, (3.16)
which, by (3.7) and applying Tauberian theorem, is equivalent to
Kα,β(r) ∼ r
α−1
Γ(α)Γ(1 − β) , r→ 0 + . (3.17)
Therefore, if α < 1 and β < 1, then Kα,β(r) has a singularity at the origin:
Kα,β(r) → +∞ as r → 0+. This is in contrast with the regular behaviour of any
of the functions Lα(r) = Kα,1(r) and Mβ(r) = K1,β(r), which can be seen again
from (3.17), taking β = 1 or α = 1 and noting that Γ(0) =∞.
Moreover, the Laplace transforms (3.8) of Lα(r) and Mβ(r) satisfy (ii), which
means that these functions admit bounded analytic extensions to appropriate sec-
tors of the complex plane. In contrast, if α < 1 and β < 1, then (3.16) implies that
λEβ(−λα) → +∞ as λ → +∞, therefore (ii) is not satisfied, thus, Kα,β(r) does
not admit a bounded analytic extension to any sector of the complex plane.
In contrast to the singular behaviour of Kα,β(r) for 0 < α, β < 1, the related
kernel ψα,β(t, τ) exhibits a regular behaviour in t (see Proposition 2.5). This can
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be seen in the case α = β, in which there exist simple explicit expressions for these
functions: formula (3.12), which together with (3.5) yields
ψα,α(t, τ) = t
−1Kα,α(τt
−1) =
1
π
tατα−1 sinαπ
t2α + 2tατα cosαπ + τ2α
. (3.18)
The next theorem summarizes the main results obtained so far.
Theorem 3.2. Let A be a generator of a bounded C0-semigroup S1,1(t). Then
problem (2.2) admits a bounded analytic solution operator Sα,β(t) of analyticity
type at least θ0, where θ0 is defined in (2.23). The solution operator Sα,β(t) is
related to S1,1(t) via the subordination identity
Sα,β(t) =
∫ ∞
0
ψα,β(t, τ)S1,1(τ) dτ, t > 0, (3.19)
where ψα,β(t, τ) = t
−β/αKα,β(τt
−β/α), with Kα,β(r) being a unilateral probabil-
ity density function defined as the inverse Laplace transform of a Mittag-Leffler
function:
Eβ(−λα) =
∫ ∞
0
e−λrKα,β(r) dr. (3.20)
Moreover, Kα,β(r) admits the representations (3.9)-(3.13), where Mα(r) is the
Mainardi function and Lα(r) is the Le´vy one-sided extremal stable density, defined
by the Laplace transform pairs (3.8).
Corollary 3.3. Let 0 < α ≤ β < 1. Under the conditions of Theorem 3.2 the
solution operator Sα,β(t) admits the representation
Sα,β(t) =
∫ ∞
0
ψβ,β(t, τ)Sα/β,1(τ) dτ, t > 0, (3.21)
where Sα/β,1(t) is the C0-semigroup generated by the operator −Aα/β and the func-
tion ψβ,β(t, τ) is defined in (3.18).
Proof. This subordination identity is derived by plugging in (3.19) the identity
fα(t, τ) =
∫ ∞
0
fβ(t, σ)fα/β(σ, τ) dσ
following from (2.20), and applying (2.11), Fubini’s theorem, and (2.3). 
The considerations in this section reveal a relation between the subordination
kernel ψα,β(t, τ) and the fundamental solution of the one-dimensional space-time
fractional diffusion-wave equation
D
β
t u(x, t) = D
α,θ
x u(x, t), x ∈ R, t > 0, (3.22)
where Dα,θx is the Riesz-Feller space-fractional derivative of order α and skewness θ,
see e.g. [37, 38, 41]. Indeed, a comparison to the representations of the fundamental
solution to problem (3.22) in terms of Mainardi function and Le´vy extremal stable
density, obtained in [37], or subordination formula (56) in [41], imply the following
relation
ψα,β(t, τ) = 2 G−αα,β(x, t)
∣∣∣
x=τ
,
where G−αα,β(x, t) is the Green function (restricted to the x-range x > 0) of the
space-time fractional equation (3.22) with Caputo time-derivative of order β and
Riesz-Feller space-derivative of order α and skewness −α.
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4. Applications
4.1. Space-time fractional diffusion equation on Rn. The first example con-
cerns the space-time fractional diffusion equation (1.1) on Rn, studied in a series
of papers, e.g. [37, 35, 33, 34, 36]. Subordination formulae for this equation have
already been derived by the use of Mellin transform, see e.g. [38, 41] for n = 1 and
[36] for the multi-dimensional equation.
Assume X is one of the spaces Lp(Rn), 1 < p < ∞, or the space C0(Rn)
of continuous functions vanishing at infinity and let A be the negative Laplace
operator defined on X with maximal domain. For details on the definition of the
full-space Laplace operator we refer to [39]. The operator A is a generator of a
bounded analytic C0-semigroup S1,1(t) with corresponding Green function [2]
G1,1,n(x, t) =
1
(4πt)n/2
e−|x|
2/4t, x ∈ Rn, t > 0. (4.1)
For any 0 < α ≤ 1 and 0 < β ≤ 1 the solution operator Sα,β(t) of problem (2.2)
is given by
(Sα,β(t)v)(x) =
∫
Rn
Gα,β,n(y, t)v(x− y) dy, v ∈ X, t > 0, x ∈ Rn,
where Gα,β,n(x, t) is the corresponding Green function. Therefore, the subordina-
tion formula (2.10) can be written in terms of Green functions as follows
Gα,β,n(x, t) =
∫ ∞
0
ψα,β(t, τ)G1,1,n(x, τ) dτ. (4.2)
Based on (4.2) and (4.1), we find closed form expressions for Gα,β,n(x, t) for α = β.
In this case Eq. (1.1) is the so-called α-fractional diffusion equation studied in
[34, 16]. Taking into account (3.18), the subordination formula (4.2) reads
Gα,α,n(x, t) =
1
π
∫ ∞
0
tατα−1 sinαπ
t2α + 2tατα cosαπ + τ2α
G1,1,n(x, τ) dτ. (4.3)
For x = 0 the integral in (4.3) is convergent only if α > n/2. Therefore,
Gα,α,n(0, t) is finite only for n = 1 and α > 1/2. The same conclusion can be
found in [16, 34].
Next, applying the subordination formula (4.3), we derive a closed-form expres-
sion for the two-dimensional Green function. Plugging (4.1) with n = 2 in (4.3)
yields
Gα,α,2(x, t) =
tα
4π2
∫ ∞
0
τα−2 sinαπ
t2α + 2tατα cosαπ + τ2α
e−|x|
2/4τ dτ
=
1
4πt
∫ ∞
0
σα sinαπ
σ2α + 2σα cosαπ + 1
e−(|x|
2/4t)σ dσ,
where we have made the change of variables σ = t/τ . Formula (5.4) gives the
following expression in terms of Mittag-Leffler functions
Gα,α,2(x, t) =
1
4πt
(|x|2/4t)α−1Eα,α(−(|x|2/4t)α). (4.4)
The same result can be found in [33, 16, 36].
Further, let us restrict our attention to the special case α = β = 1/2. We will
derive some results, which seem to be new. Plugging (2.18) in the subordination
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formula (4.2) yields
G1/2,1/2,n(x, t) =
√
t
π
∫ ∞
0
1√
τ (t+ τ)
G1,1,n(x, τ) dτ. (4.5)
Inserting (4.1) in (4.5) and introducing a new integration variable σ = t/τ gives
G1/2,1/2,n(x, t) =
Γ
(
n+1
2
)
2nπn/2+1tn/2
U
(
n+ 1
2
,
n+ 1
2
,
|x|2
4t
)
, (4.6)
where U is the Tricomi’s confluent hypergeometric function (5.5).
We first check that formula (4.6) with n = 2 is the same as (4.4) with α = 1/2
due to relation (5.6).
Applying (5.8), expression (4.6) for the Green function can be rewritten in terms
of the incomplete Gamma function (5.7) as follows
G1/2,1/2,n(x, t) =
Γ
(
n+1
2
)
2nπn/2+1tn/2
e|x|
2/4tΓ
(
1− n
2
,
|x|2
4t
)
. (4.7)
In the one-dimensional case representations (4.6) and (4.7) reduce to
G1/2,1/2,1(x, t) =
1
2π3/2
√
t
ex
2/4t
E1
(
x2
4t
)
, (4.8)
where E1(z) is the exponential integral (5.10). The asymptotic expansion (5.12)
implies for x2/4t → ∞ (i.e. as x → ∞ and t > 0 is fixed or t → 0 and x 6= 0 is
fixed)
G1/2,1/2,1(x, t) ≈
2
√
t
π3/2x2
, x2/4t→∞.
Similar asymptotic is observed for α > 1/2, see [34], Eq. 25.
On the other hand, the expansion (5.11) of the exponential integral gives for
x ∈ R, x 6= 0 and t > 0
G1/2,1/2,1(x, t) =
ex
2/4t
2π3/2
√
t
(
−γ − ln
(
x2
4t
)
−
∞∑
k=1
(
x2/4t
)k
k(k!)
)
.
This expansion implies the following asymptotic behaviour
G1/2,1/2,1(x, t) ≈
ln 4t− lnx2
2π3/2
√
t
, x2/4t→ 0.
Therefore, G1/2,1/2,1(x, t) → ∞ with logarithmic growth as x → 0 for any fixed
t > 0 and G1/2,1/2,1(x, t)→ 0 as t→∞ and x 6= 0 is fixed. Let us note that when
α > 1/2 the asymptotic behaviour of Gα,α,1(x, t) as x → 0 is of a power law type
(see [34], Eq. 24), which is in contrast to the observed here logarithmic growth for
α = 1/2.
In addition, inequalities (5.13) imply that the Green function G1/2,1/2,1(x, t) is
bracketed for any x ∈ R, x 6= 0, and t > 0 as follows
1
4π3/2
√
t
ln
(
1 +
8t
x2
)
< G1/2,1/2,1(x, t) <
1
2π3/2
√
t
ln
(
1 +
4t
x2
)
.
Expressions for the multi-dimensional Green function G1/2,1/2,n(x, t) in terms
of the exponential integral E1 (for odd dimensions) or the Mittag-Leffler function
E1/2,1/2 (for even dimensions) can be obtained from (4.8) and (4.4) by applying rep-
resentation (4.7) and the recurrence relation (5.9) between the incomplete Gamma
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functions. For example, in this way we derive from (4.7), (4.8), and (5.9), the
following expression for the three-dimensional Green function
G1/2,1/2,3(x, t) =
1
2π5/2
√
t|x|2 −
1
8π5/2t3/2
e|x|
2/4t
E1
( |x|2
4t
)
.
Finally, we present an application of the subordination formula (3.21), which for
β = 2α gives in terms of Green functions
Gα/2,α,n(x, t) =
1
π
∫ ∞
0
tατα−1 sinαπ
t2α + 2tατα cosαπ + τ2α
G1/2,1,n(x, τ) dτ, (4.9)
where G1/2,1,n(x, t) is the multi-dimensional Poisson kernel [2]
G1/2,1,n(x, t) =
Γ
(
n+1
2
)
t
π(n+1)/2(t2 + |x|2)(n+1)/2 . (4.10)
For example, applying (4.9) for n = 1, we can recover the following known closed-
form expression (see e.g. [37], Eq. (4.38), [41], Eq. (20))
Gα/2,α,1(x, t) =
1
π
tαxα−1 sin(απ/2)
t2α + 2tαxα cos(απ/2) + τ2α
, x > 0, t > 0. (4.11)
Indeed, starting from the following integral obtained from (4.9) and (4.10)
Gα/2,α,1(x, t) =
1
π2
∫ ∞
0
tατα−1 sinαπ
t2α + 2tατα cosαπ + τ2α
τ
τ2 + x2
dτ, (4.12)
inserting in (4.12) the identity
1
τ2 + x2
=
1
x
∫ ∞
0
e−τσ sinxσ dσ
and changing the order of integration we obtain by the use of (5.4)
Gα/2,α,1(x, t) =
tα
πx
∫ ∞
0
σα−1Eα,α(−tασα) sinxσ dσ. (4.13)
Note that the integral in (4.13) is convergent due to the asymptotic expansion (5.1)
of the Mittag-Leffler function. Calculation of (4.13) by using the Laplace transform
pair (5.3) yields (4.11).
4.2. Space-time fractional diffusion equation on a bounded domain. As
a second example we consider the space-time fractional diffusion equation on a
bounded domain with Dirichlet boundary conditions.
Assume Ω ⊂ Rn is an open set and let X = L2(Ω). Let A = −∆, where ∆ is the
Dirichlet Laplacian, i.e. D(A) = H10 (Ω) ∩ H2(Ω). It is known that the operator
−A generates a bounded analytic C0-semigroup S1,1(t) (see e.g [2]), which admits
the following eigenfunction decomposition
S1,1(t)v =
∞∑
j=1
e−λjt(v, φj)φj . (4.14)
Here (., .) denotes the L2(Ω) inner product and φj is the L
2(Ω)-orthonormal basis
of eigenfunctions of −∆ with eigenvalues λj .
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Applying the subordination identity (2.10) we obtain by using the scalar formula
(2.12) the eigenfunction expansion of the solution of problem (1.4)
Sα,β(t)v =
∞∑
n=1
Eβ(−λαj tβ)(v, φj)φj . (4.15)
The same result can be obtained by direct application of eigenfunction expansion
to solve the corresponding PDE, by taking into account the spectral definition (1.3)
of the fractional Laplacian.
4.3. Space-time fractional advection equation. As a third example we con-
sider a fractional-order generalization of the classical one-dimensional advection
equation
∂u
∂t
+
∂u
∂x
= 0, x > 0, t > 0, (4.16)
u(x, 0) = v(x), u(0, t) = 0.
Let X = Lp(I), 1 ≤ p < ∞, or X = C(I), where I = (0, T ). Assume A = d/dx
with domain D(A) consisting of all functions v ∈ X , such that v′(x) ∈ X and
v(0) = 0. The operator A generates a bounded C0-semigroup S1,1(t), defined by
the solution of problem (4.16)
(S1,1(t)v)(x) = H(x− t)v(x − t), (4.17)
where H(·) denotes the Heaviside unit-step function.
The classical advection equation (4.16) is generalized as follows. As in the pre-
vious examples we take a fractional Caputo time-derivative Dβt , 0 < β ≤ 1. In
space we replace the first derivative by a fractional Riemann-Liouville derivative
Dαx , 0 < α ≤ 1. Motivation for this is the fact that the Riemann-Liouville differen-
tial operator with domain {v ∈ X | Dαxv ∈ X, (J1−αx v)(0) = 0} can be considered
as a fractional power of the operator A defined above (see [5], Lemma 1.8., and [3]).
For the definitions of the fractional-order integro-differential operators Dβt , D
α
x , J
α
x
see Appendix.
Therefore, we consider the following space-time fractional advection equation
D
β
t u+D
α
xu = 0, x > 0, t > 0, 0 < α ≤ 1, 0 < β ≤ 1, (4.18)
u(x, 0) = v(x), J1−αx u|x=0 = 0.
Applying subordination identity (2.10) we derive from (4.17) the solution of the
space-time fractional advection equation (4.18)
u(x, t) = (Sα,β(t)v)(x) =
∫ x
0
ψα,β(t, τ)v(x − τ) dτ. (4.19)
The same result can be obtained by applying Laplace transform both in space and
in time to solve problem (4.18).
The solution operator Sα,β(t) in (4.19) admits a bounded analytic extension to
the sector | arg t| < θ0, where θ0 is defined in (2.23). This is implied by the same
property of the subordination kernel ψα,β(t, τ) appearing in (4.19). The solution
operators in the previous examples admit bounded analytic extensions to larger
sectors than the mentioned in Theorem 3.2 (e.g. the Green function (4.8) is bounded
analytic for | arg t| < π). This is due to the fact that the original semigroup S1,1(t)
in the two preceding examples is already analytic.
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5. Concluding remarks
In this work the subordination principle for space-time fractional evolution equa-
tions is analyzed. The subordination kernel is expressed in terms of Mainardi func-
tion and Le´vy extremal stable density, and coincides with the fundamental solution
(restricted to x > 0) of the one-dimensional Cauchy problem for the space-time frac-
tional diffusion equation with the space-fractional Riesz-Feller derivative of order α
and skewness −α. The existence of bounded analytic extension for the subordina-
tion kernel is studied. Applying the obtained subordination formulae some known
results are recovered. Application to the multi-dimensional α-fractional diffusion
equation with α = 1/2 leads to a closed-form expression of the fundamental solution
in terms of Tricomi’s confluent hypergeometric function. In the one-dimensional
case the expression reveals logarithmic infinite growth of the solution when x→ 0
for any fixed t > 0.
The potential of the subordination principle in the study of multi-dimensional
space-time fractional diffusion equations will be further exploited in future works.
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Appendix
The Caputo and the Riemann-Liouville fractional derivatives of order α ∈ (0, 1),
denoted in this work by Dαt and D
α
t , respectively, are defined as follows
D
α
t = J
1−α
t (d/dt), D
α
t = (d/dt)J
1−α
t , 0 < α < 1,
where Jαt is the fractional Riemann-Liouville integral
Jαt f(t) =
1
Γ(α)
∫ t
0
(t− τ)α−1f(τ) dτ, α > 0,
with Γ(·) being the Gamma function.
The two-parameter Mittag-Leffler function is an entire function defined by the
series [44, 27, 22]
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
, Eα(z) = Eα,1(z), α, β, z ∈ C, ℜα > 0.
For 0 < α < 2, β ∈ R, and µ such that απ/2 < µ < min{π, απ}, the following
asymptotic expansion holds [44, 27]
Eα,β(z) = −
N−1∑
k=1
z−k
Γ(β − αk) +O(|z|
−N ), µ ≤ | arg z| ≤ π, |z| → ∞. (5.1)
This asymptotic expansion implies the estimate ([44], Theorem 1.6)
|Eα,β(z)| ≤ C
1 + |z| , µ ≤ | arg z| ≤ π, |z| ≥ 0. (5.2)
Recall the Laplace transform pair [27]
L{tβ−1Eα,β(−λtα); t→ s} = sα−β
sα + λ
, ℜα > 0, λ ∈ R, t > 0. (5.3)
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We point out the following representation of the functions of Mittag-Leffler type
tβ−1Eα,β(−λtα) as Laplace transform of a spectral function Pα,β (see [22])
tβ−1Eα,β(−λtα) =
∫ ∞
0
e−rtPα,β(r;λ) dr, (5.4)
where λ > 0, 0 < α ≤ β ≤ 1, excluding the case α = β = 1, and
Pα,β(r;λ) =
1
π
rα sinβπ + λ sin(β − α)π
r2α + 2λrα cosαπ + λ2
rα−β ≥ 0.
A function f ∈ C∞(0,∞) is said to be completely monotone if
(−1)nf (n)(t) ≥ 0, for all t > 0, n = 0, 1, ...
The functions e−at
α
, a ≥ 0, 0 < α ≤ 1 and the Mittag-Leffler function Eα,β(−t),
0 < α ≤ 1, β ≥ α, are well-known examples of completely monotone functions for
t > 0. A C∞ function g : (0,∞) → R is said to be a Bernstein function if it is
nonnegative and its first derivative g′(t) is a completely monotone function. The
composition f(g) of a completely monotone function f with a Bernstein function g
is again completely monotone.
The characterization of completely monotone functions is given by the Bern-
stein’s theorem which states that a function f : (0,∞)→ R is completely monotone
if and only if it can be represented as the Laplace transform of a nonnegative mea-
sure. Bernstein’s theorem and representation (5.4) show the complete monotonicity
of the function of Mittag-Leffler type tβ−1Eα,β(−λtα) for 0 < α ≤ β ≤ 1, since
then Pα,β(r;λ) ≥ 0, for any r, λ > 0.
For more details on Mittag-Leffler-type functions we refer to [27, 21, 42, 43]. For
the theory of completely monotone and Bernstein functions see [47].
The Tricomi’s confluent hypergeometric function can be defined by the Laplace
integral ([1], Eq. 13.2.5)
U(a, c, z) =
1
Γ(a)
∫ ∞
0
ξa−1(1 + ξ)c−a−1e−zξ dξ, a > 0, z > 0. (5.5)
The following representations of Mittag-Leffler functions in terms of Tricomi’s con-
fluent hypergeometric function can be obtained from (5.4) for α = β = 1/2
E1/2(−t1/2) =
1√
π
U(1/2, 1/2, t); t−1/2E1/2,1/2(−t1/2) =
1
2
√
π
U(3/2, 3/2, t).
(5.6)
For a = c the Tricomi’s confluent hypergeometric function (5.5) is related to the
upper incomplete Gamma function
Γ(a, z) =
∫ ∞
z
ξa−1e−ξ dξ (5.7)
as follows ([1], Eq. 13.6.28)
U(a, a, z) = ezΓ(1− a, z). (5.8)
Integration by parts in (5.7) yields the following recurrence relation
Γ(a+ 1, z) = zae−z + aΓ(a, z). (5.9)
The incomplete Gamma function (5.7) with a = 0 gives the exponential integral
E1(z) =
∫ ∞
z
e−ξ
ξ
dξ, (5.10)
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which satisfies E1(z) = Γ(0, z) = e
−zU(1, 1, z). For real or complex arguments off
the negative real axis, it can be expressed as ([1], Eq. 5.1.11)
E1(z) = −γ − ln z −
∞∑
k=1
(−z)k
k(k!)
, | arg z| < π, (5.11)
where γ is the Euler constant. For large values of ℜz the following approximation
is valid [13]
E1(z) ≈ e
−z
z
N−1∑
k=0
k!
(−z)k . (5.12)
For real positive values of the argument the exponential integral can be bracketed
by elementary functions as follows ([1], Eq. 5.1.20)
0.5e−x ln (1 + 2/x) < E1(x) < e
−x ln (1 + 1/x) , x > 0. (5.13)
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