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Abstract:
Forecasts are usually produced from models and expert judgements. The reconciliation of
different forecasts presents an interesting challenge for managerial decisions. Mean absolute
deviations and mean squared errors scoring rules are commonly employed as the criteria of
optimality to aggregate or combine multiple forecasts into a consensus forecast. While much is
known about mean squared errors in the context of forecast combination, little attention has
been given to the mean absolute deviation. This paper establishes the first-order condition
and the optimal solutions from minimizing mean absolute deviation. With this result, the
paper derives the conditions in which the optimal solutions for minimizing mean absolute
deviation and mean squared error loss functions are equivalent. More generally, this paper
derives a sufficient condition which ensures the equivalence of optimal solutions of minimizing
different loss functions under the same affine constraint that each feasible solution must sum
to one. A simulation study and an illustration using expert forecasts data corroborate the
theoretical findings. Interestingly, the numerical analysis shows that even with skewness in
the data, the equivalence is unaffected. However, when outliers are presented in the data,
mean absolute deviation is more robust than the mean squared error in small samples, which
is consistent with the conventional belief relating the two loss functions.
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1 Introduction
Forecasting economic activity is one of the fundamental ingredients for decision analysis
whether it be for public policy or strategic planning. Typically forecasts are produced either
from models, with a single or with multiple predictors, or from managerial expert judgements.
Models produce different forecasts just as managers offer varied judgements, and it can be
challenging to reconcile this information into a decision. One way to approach decision making
in this context, is to aggregate forecasts, that is, combining forecasts into a consensus forecast.
Aside from facilitating decision making, there are numerous statistical advantages to combine
forecasts (see Timmermann, 2006).
Bates and Granger (1969) demonstrates that the optimal combination of forecasts for the
mean squared error (MSE) scoring rule (or loss function) outperforms an individual forecast.
Furthermore, the vector of the optimal linear combination has a simple closed form solution,
which facilitates its popularity. While combination methods based on MSE are very popular
in theory and in practice, little attention has been devoted to other loss functions including
the mean absolute deviation (MAD) and mean absolute percentage errors (MAPE) scoring
rules. However, forecast practitioners frequently evaluate forecasts using these three popular
forecast accuracy measures, namely, MSE, MAD and MAPE.
In a recent paper, Jose (2017) investigates the advantages and properties of scale-free
forecast accuracy measures, such as MAPE. Patton (2018) provides a discussion for a set of
loss functions that belongs to the Bregman class. The importance there is that the conditional
mean will always be the optimal forecasts for all the loss functions that belong to the Bregman
class. This includes both asymmetric and symmetric loss functions. See Savage (1971),
Banerjee et al. (2005) and Bregman (1967) for further details. However, the literature has
not discussed the equivalence of optimal combinations under different loss functions. Since
the conditional mean is generally unknown, and while the conditional mean produces the
optimal forecasts for the Bregman class, it is unclear what the optimal combination would
be if the conditional mean were not present in the choice set. Therefore, the results in this
paper are highly relevant, even for loss functions in the Bregman class.
This paper provides the sufficient condition for the equivalence of optimal solutions from
minimizing loss function with a unique minimum under the constraint that the solutions
sum to one. The objective is to minimize the combined forecast errors. The solutions to
the minimization problem are the optimal weights of the combination. The optimal weights
obtained from a finite sample of forecasts are also shown to converge in probability limit to
their population values. The results presented in this paper relate in parts to the following
literature. Fung and Mangasarian (2011) and Peng et al. (2015) provide results of equivalence
between optimization problems, namely, the `p and `0 Norm minimization.
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The paper demonstrates the relevance and applicability of the equivalence results to two
popular loss functions in forecast combination, namely, MSE and and MAD. Little attention
has been devoted to the theoretical properties of MAD loss function both for combining
forecasts and as an accuracy measure. The literature on the statistical properties of the MAD
loss function is relatively small and includes Gastwirth (1974) and Bassett Jr. and Koenker
(1978). In operations research, minimizing MAD provides robust optimization models, for
example the MAD cost minimization model proposed by Wang et al. (2013), or applications to
portfolio optimization, for example Konno and Yamazaki (1991), and Moon and Yao (2011).
This paper provides the first-order condition for the MAD loss function, which is necessary
to derive the optimal combination of forecasts under the MAD loss. Next, it shows that the
optimal combination of forecasts for both MSE and MAD loss functions are equivalent when
forecast errors are distributed as a Gaussian Normal. It is then demonstrated that the
optimal combination of forecasts is also equivalent for large samples. It is also shown that
both optimal weights whether from minimizing MSE loss or MAD loss, converge to the same
Gaussian Normal distribution with the same mean and variance-covariance in the Appendix
B.
The findings of the paper are supported by a simulation study and by an empirical illustra-
tion. The simulation study features a variety of forecast error distributions. The distribution
includes skew Normal, thereby capturing asymmetry and also fat-tailed distribution. Fur-
thermore, while optimal weights can be sensitive to a series of problems (see Winkler and
Clemen, 1992), Gupta and Wilton (1987) noted that the optimal combination of forecasts
for MSE tends to be sensitive to outliers. This can be a problem encountered in a relatively
small sample or when the errors are fat tailed, and usually imply a poor forecasting perfor-
mance. While the equivalence result holds even in these cases, the MAD forecast combination
produces better accuracy in small samples. Lastly, an illustration using real-world data on
inflation rate forecasts is also provided. The forecasts are taken from the European Central
Bank Survey of Professional Forecasters.
The rest of the paper is organized as follows. Section 2 presents the sufficient condition
for the equivalence in optimal solutions. Section 3 provides the solution to minimizing the
MAD loss and shows the equivalence between the optimal solutions from MAD and MSE.
Section 4 conducts a simulation study to support the theory in sections 2 and 3. Section 5
provides an illustration from Surveys of Professional Forecasters data. Section 6 concludes.
All proofs are provided in the Appendices.
2
2 Optimal combination of forecasts
Suppose that manager i produces a point forecast, fit, either from a model or an expert
judgement, for some random variable of interest, say yt, at a given time t. Then, a simple
expression of the forecast errors, νit, is
νit = yt − fit. (1)
Forecasts are typically subjective and model dependent, and hence practically speaking, de-
cision makers must reconcile k managers’ expert forecasts or k forecast models that covers
several scenarios. A simple way to make use of these k forecasts is to aggregate them, i.e.
combine them, optimally into a consensus forecast. The main advantage of doing so is that
the consensus forecast would outperform any of the single forecast (see Bates and Granger,
1969).
Without loss of generality, assume that f0t is the best forecast in the sense that
Pr [H (ν0t) < ε] > Pr [H (νit) < ε] (2)
for ε > 0 and i = 1, . . . , k with H denotes the forecast criterion and ν0t essentially denotes
the maximum bound on how accurately yt can be forecasted. The forecast errors can be
re-written as the sum of the random errors associated with the best forecast and a forecast
specific random error, i.e. νit = ν0t + uit. Note that the best forecast is not included in
the combination set of forecasts, because if it were included, the optimal solution to the
combination would weight the best forecast exclusively (as shown below).
The aim of combining the set of k forecasts is to optimize on forecast accuracy by min-
imizing the combined forecast errors, i.e uit. The k forecast equations (1) are written in
matrix form as
F = (Y − ν0)⊗ 1> + u (3)
where 1 denotes a k × 1 vector of ones and ⊗ denotes the Kronecker product. Denoting:
Y = (y1, · · · , yT )>, ft = (f1t, · · · , fkt)>, F = (f1, · · · , fT )>, and u = (u1, · · · ,uT )> with
ut = (u1t, · · · , ukt)>, and ν0 = (ν01, · · · , ν0T )>. The linear combination of the k forecasts
over T time periods can be written as follows:
Fa = (Y − ν0)⊗ 1>a+ ua. (4)
where a ∈ Rn is a vector of weights. If the combination of forecasts is affine, i.e. 1>a = 1, then
ξ(a) = ν0 +ua is a T ×1 vector containing the forecast errors from the forecast combination.
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This compact matrix notation is also used in Chan and Pauwels (2018).
The optimization problem of combining k forecasts at time t is expressed as
minimize
a
E
[
H
(
ν0t + u
>
t a
)]
subject to 1>a = 1,
(5)
for some H loss function or forecasting criterion. The optimal weights are typically found by
minimizing problem (5). The following Theorem 1 provides the sufficient condition for the
equivalence of an optimal combination of forecasts as expressed in (5), providing that the
loss functions have a unique minima and the optimal weights sum to 1:
Theorem 1. Let H(x) : RK → R and F (x) : RK → R be C1 functions and consider the
following:
aˆH = arg min
a
H(a) + λH
(
1− 1>a
)
(6)
aˆF = arg min
a
F (a) + λF
(
1− 1>a
)
(7)
where λH and λF are scalars with aˆH and aˆF being the unique solutions to equations (6) and
(7) respectively. If there exists g(a) : RK → R and p(a) : RK → RK such that
∂H
∂a
= g(a)
∂F
∂a
+ p(a) (8)
with g(aˆH) = c 6= 0 and p(aˆH) = c11K then aˆH = aˆF .
As long as the forecast criterion H satisfies condition (8), the equivalence in optimal
solutions will hold. The weights are not restricted to be positive, as it is sometimes required in
this literature. Note that the forecast criteria, H(a) and F (a), are likely to be the expectation
of some loss functions, as expressed in (5) which cannot be evaluated directly in practice.
The following proposition shows that the optimal weights obtained by minimising the sample
counterparts of H(a) and F (a) will converge in probability to their respective population
weight.
Proposition 1. Let the functions H(a) and F (a) satisfy the conditions as stated in Theorem
1. Let {HT (a)} and {FT (a)} be two sequences of C1 functions which converge for some point
a0 on some closed interval [a, b] with the property that
∂HT
∂a
and
∂FT
∂a
both converge uniformly
on
K∏
i=1
[ai, bi]. Define
aˆH(T ) = arg min
a
HT (a) + λH
(
1− 1>a
)
(9)
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then aˆH(T )− aˆH = op(1).
3 Optimal combinations for MAD and MSE
3.1 Minimizing mean absolute deviation
In the next two sections, the general framework of optimal forecast combination and
theoretical results from section 2 are explored in the context of mean absolute deviation.
Several results on the optimality of minimizing mean absolute deviation are derived.
The optimization problem of combining k forecasts at time t is expressed as
minimize E
∣∣∣ν0t + u>t a∣∣∣
subject to 1>a = 1,
(10)
where the loss function is MAD and E denotes the expected value. The optimal solution
to problem (10) is the weight that minimizes the forecast specific idiosyncratic noises ut =
(u1t, . . . , ukt)
>. Let
(
Rk+1,=, G) be a probability space and define
X+a =
{
(ν0t,ut) : ν0t + u
>
t a > 0
}
X−a =
{
(ν0t,ut) : ν0t + u
>
t a < 0
}
X0a =
{
(ν0t,ut) : ν0t + u
>
t a = 0
}
,
then
E
∣∣∣ν0t + u>t a∣∣∣ =∫
X+a
(
ν0t + u
>
t a
)
G (dvt)−
∫
X−a
(
ν0t + u
>
t a
)
G (dvt)
+
∫
X0a
(
ν0t + u
>
t a
)
G (dvt) ,
(11)
where dvt = dν0tdu1t . . . dukt. Note that the last integral is 0 because ν0t + u
>
t a = 0 under
the set X0a. Moreover, under the assumption of stationarity
G (dv) = G (dvt) ∀t.
As such, the subscript t is omitted from this point. The optimization problem (10) can then
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be restated as
minimize
∫
X+a
(
ν0 + u
>a
)
G(dv)−
∫
X−a
(
ν0 + u
>a
)
G(dv)
subject to 1>a = 1.
(12)
The solution that minimizes the MAD loss function in (12) is often found by linear pro-
gramming. In standard techniques, the optimization problem for a non-differentiable function
is transformed into a linear programming problem. Alternatively, the optimal solution can be
found using the standard Lagrangian technique. Lemma 1 proposes to map the optimization
problem to a differentiable function. The function is only non-differentiable at 0. However,
the function is not non-differentiable in a stochastic sense. Lemma 1 is useful for solving this
optimization and in deriving the first order conditions of problem (12).
Lemma 1. Let F (a) =
∫
X+a
(
ν0 + u
>a
)
G(dv)− ∫X−a (ν0 + u>a)G(dv) then
∂F
∂a
=
∫
X+a
uG(dv)−
∫
X−a
uG(dv) (13)
Theorem 2 uses the derivative from Lemma 1 to show the optimal solution of problem (12):
Theorem 2. Let ωi(a) =
∫
X+a
ui G(dv)−
∫
X−a ui G(dv) then the solution to the optimization
problem, a∗, as stated in equation (12) satisfies
ωi (a
∗) = ωj (a∗) ∀i, j = 1, . . . , k. (14)
It is worth pointing out that ωi(a
∗) = −λ for all i where λ is the Lagrange Multiplier
associated with the affine constraint 1>a = 1. Therefore, if 1>a = 1 is a binding constraint
then ω(a∗) = 0, where ω(a) =
∫
X+a
uG(dν)− ∫X−a uG(dν).
Equation (14) of Theorem 2 has a more intuitive representation. Define 1+−i(a) as an
indicator function such that 1+−i(a) = 1 if ui < 0 (indicated by the subscript) and u ∈ X+a
(indicated by the superscript) but 0 otherwise for all i. Similarly, 1−+i(a) is an indicator
function such that 1−+i(a) = 1 if ui > 0 and u ∈ X−a but 0 otherwise. 1−−i(a) and 1++i(a)
are also defined in a similar manner. Then, by direct substitution the first order condition,
ω(a) = 0, can be written as:∫
ui
(
1
+
+i(a
∗)− 1−+i(a∗)
)
G(dv) =
∫
ui
(
1
+
−i(a
∗)− 1−−i(a∗)
)
G(dv). (15)
This can be expressed more conveniently in terms of the expectation of u conditional on ξ(a),
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namely,
E
[
u|ν0 + u>a∗ > 0
]
Pr
(
ν0 + u
>a∗ > 0
)
= E
[
u|ν0 + u>a∗ < 0
]
Pr
(
ν0 + u
>a∗ < 0
)
. (16)
The geometrical interpretation of equation (16) can be explained as follows. First, consider
the case where all forecast errors follow symmetrical distributions, that is Pr
(
ν0 + u
>a∗ > 0
)
=
Pr
(
ν0 + u
>a∗ < 0
)
, then equation (16) reduces to
E
[
u|ν0 + u>a∗ > 0
]
= E
[
u|ν0 + u>a∗ < 0
]
. (17)
This means the optimal solution, a∗, is a hyperplane that satisfies a∗>u = −ν0 and divides
the space in such a way that the conditional expectation of u in both half spaces are equal.
Second, in the case where the forecast errors do not follow symmetrical distributions, the
equality of the conditional expectations from the two half spaces are compensated by the
skewness of the distributions.
Equation (16) is also more convenient from both theoretical and practical viewpoints.
Most of the subsequent results derived in this paper utilized equation (16), which is also
more straightforward to evaluate in practice.
The optimisation problem as stated in (10) intentionally excludes the best forecast, f0t,
from the combination set. This is because the inclusion of f0t would lead to a corner solution
as stated in Corollary 1.
Corollary 1. If the best model, f0t, is included in the choice set, then a
∗ = e1.
Corollary 1 implies that E |ν0| ≤ E
∣∣ν0 + u>a∗∣∣ since the best forecast would always
minimize the MAD loss function. The result also shows that forecast combination will produce
a forecast with lower mean absolute deviations than a single model since a∗ 6= ei for any i in
general.
3.2 Equivalence in optimal solutions
In this section, it is shown that the optimal combination of forecasts, captured by the
weight a∗, obtained from minimizing the MAD loss function in (12) produces the same optimal
combination over the same set of forecasts when minimizing an MSE loss function. The two
propositions show this equivalence under two separate scenarios. The first scenario assumes
the forecast errors are normally distributed. The second scenario assumes that the sample is
sufficiently large but the forecast errors are not necessarily normal.
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Corollary 2. Denote ν =
(
ν0,u
>)>, E (uu>) = Ω and ν ∼ N (0,Ων) with
Ων =
(
σ2ν 0
0 Ω
)
then
a∗MAD = a
∗
MSE
where a∗MAD is the vector that satisfies equation (14) and a
∗
MSE is the optimal weight vec-
tor when minimizing the Mean Square Errors (MSE) loss function. Specifically, Ωa∗MSE =
1a∗>MSEΩa
∗
MSE as shown in Chan and Pauwels (2018).
While the formal proof utilizes the result in Theorem 2, the connection between the
optimal solutions to both the MSE and MAD loss functions under normality can also be
explained intuitively. Let zt = ν0 + u
>
t a then z ∼ N(0, σ2z) with σ2z = σ20 + a>Ωa. Note that
E|zt| =σz
∫ ∞
0
wφ(w)dw − σz
∫ 0
−∞
wφ(w)dw
=
2√
2pi
σz.
where φ(x) denotes the standard normal density function. The last line above suggests that
minimizing E|zt| subject to the affine constraint is the same as minimizing the standard
deviation of z subject to the same constraint. Since minimizing standard deviation gives the
same results as minimizing the variance under the same constraint, the optimisation problem
for the MAD loss function has the same solution to the optimisation problem for the MSE
loss function under normality.
Thus far, the results have focused on the expected value. However, in practice, a∗MAD is
estimated from the sample by solving the following optimization problem:
minimize
T∑
t=1
|yt − fta|
subject to a>1 = 1
(18)
where the optimal solution is denoted as aˆ∗MAD. The strength of Theorem 1 is that there
is no assumption on the distribution of the forecast errors, unlike Corollary 2. Providing
that two mild assumptions and the conditions stated in the Theorem 1 and Proposition 1
are satisfied, and the sample considered is large enough, the optimal weights that combine
forecasts from minimizing MAD or any loss function are the same.
The following corollary is a direct result of Theorem 1 and shows the equivalence between
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optimal combination weights for the MAD and MSE loss functions in large samples:
Corollary 3. Define νt = ν0t + u
>
t a and under the assumptions that (i) νt is independently
distributed over t and that (ii) E|νt|, E|ν0t| and E|ut| exist and are finite for all t, then
a∗MAD = a
∗
MSE where a
∗
MSE and a
∗
MAD follow the same definitions as in Corollary 2.
Figure 1 illustrates the finding in Corollary 2 and 3, i.e. a∗MAD = a
∗
MSE . It depicts both
the MSE and MAD loss functions for a set of values for the weight a. There are two forecasts
to combine such that a is a 2 × 1 vector. The figure gives two interesting insights. First,
the optimal weights are the same for the MSE and MAD loss functions. Second, the MAD
objective function is flatter and hence less sensitive to deviations from the optimal point.
Figure 1: MAD and MSE loss functions for 2 models combinations. Values of the combination weight, a,
are on the horizontal axis and values of the MAD and MSE objective functions on the vertical axis.
4 Simulation study
The simulation study provides supporting evidence that the optimal weights obtained from
minimizing either the MAD or the MSE loss functions are equivalent, as shown in Propositions
2 and 3. For ease of comparison, the simulation results are presented in Figures 2 and 3.
Each graph depicts the differences between a loss function with estimated optimal weights
(aˆ∗) and a loss function with the ‘true’ optimal weights (a∗). For example, graph (a) in
Figure 2 shows the difference between the MAD loss function with estimated optimal weights
obtained from minimizing the MAD loss function and the MAD loss function with the ‘true’
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optimal weights:
dMADMAD =
T∑
t=1
|u>aˆ∗MAD| −
T∑
t=1
|u>a∗| (Orange line)
since a∗ = a∗MAD = a
∗
MSE . It also shows the difference between the MAD loss functions with
estimated optimal weights obtained from minimizing the MSE loss function and the MAD
loss function with the ‘true’ optimal weights
dMADMSE =
T∑
t=1
|u>aˆ∗MSE | −
T∑
t=1
|u>a∗| (Blue line).
Graph (b) in Figure 2 shows the same as (a) but with an MSE loss function, i.e.
dMSEMAD = aˆ
∗>
MADuu
>aˆ∗MAD − a∗>uu>a∗ (Orange line)
dMSEMSE = aˆ
∗>
MSEuu
>aˆ∗MSE − a∗>uu>a∗ (Blue line).
This holds for all graphs in Figures 2 and 3.
The data generating process used in the simulation is as follows:
yt = x
(1)
t + x
(2)
t + εt
where the values of x
(1)
t and x
(2)
t are randomly drawn from a Normal distribution with mean
0 and variance 1. The errors, εt, are generated in four distinct cases: (1) the benchmark
case, where εt are drawn from a Normal distribution with mean 0 and variance 1; (2) the
asymmetric case where εt are taken from a skew-normal distribution as defined in Azzalini
(1985); and the two fat-tailed t-distributions, namely, (3) εt ∼ t5 and (4) εt ∼ t3 . The
samples are set to t ∈ (30, 1000). Each case is replicated 5,000 times.
The simulation results clearly support the theoretical findings in Propositions 2 and 3
in a variety of cases. This is apparent when looking at Figures 2 and 3, where both lines
converge as the sample size increases. The optimal weights obtained from minimizing either
MSE or MAD are the same when the sample size is large. The differences in the loss functions
between the estimated optimal weights and the true weights are the smallest when the errors
are Normally distributed even when the sample size is small (see graph (a) in Figures 2 and
3). This is consistent with Proposition 2. Conversely, both t3 and skewed-normal errors
produce the largest differences in loss functions when the sample size is small.
When the sample size increases above t = 200, the skewness in the error does not seem
to have an impact on the result, as shown in graph (b) in Figures 2 and 3, as the lines tend
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to crossover and stay very close to 0. The same conclusion can be drawn when the errors are
distributed as a t5 and t3, as seen in graphs (c) and (d) in Figures 2 and 3.
The optimal weights from minimizing MSE (dMADMSE and dMSEMSE) yield lower
differences in loss functions in smaller samples (below 200) in most instances. This is, however,
not the case when looking at graphs (d) in Figures 2 and 3. While both lines converge as the
sample size increases, the optimal weights produced by minimizing MAD (dMADMAD and
dMSEMAD) produce smaller differences in loss function. This is not unexpected, as MAD is
known to be more robust than MSE in the presence of outliers or in small samples.
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(a) Normal
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(b) Skew Normal
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(c) t5
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Figure 2: Simulation results: MAD loss function. Combining two variables with different distributions with
sample size T . The orange line shows the difference between the MAD loss function with optimal weights
obtained from minimizing the MAD loss function and the MAD loss function with the ‘true’ optimal weights.
The blue lines shows the difference between the MAD loss function with optimal weights obtained from
minimizing the MSE loss function and the MAD loss function with the ‘true’ optimal weights.
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(a) Normal
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(b) Skew Normal
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(c) t5
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Figure 3: Simulation results: MSE loss function. Combining two variables with different distributions
with sample size T . The orange line shows the difference between the MSE loss function with optimal
weights obtained from minimizing the MAD loss function and the MSE loss function with the ‘true’ optimal
weights. The blue lines shows the difference between the MSE loss function with optimal weights obtained
from minimizing the MSE loss function and the MAD loss function with the ‘true’ optimal weights.
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5 Illustration
This section offers insights gained from theory and simulations on real-world data. The
illustration focuses on the forecast aggregation of expert forecasts of key macroeconomic
indicators. Each expert forecast represents an independent opinion of the surveyed individual
about a key indicator or issue. It is assumed that these expert predictions about the indicator
assume a common data generating process.
The important question is how to aggregate these multiple predictions into a consensus
forecast. The aggregation of forecasts are not without challenges, as discussed in Grushka-
Cockayne et al. (2017). As discussed earlier, one popular way of tacking this issue is to
minimize loss functions. The purpose of this empirical investigation is to show that the
estimated optimal weights minimize both the MSE and MAD loss functions. The results
highlight the equivalence between the two approaches. Furthermore, it is computationally
convenient to obtain the MSE weights in the current dataset.
5.1 Data
The expert forecasts for this illustration are obtained from the European Central Bank
(ECB) Survey of Professional Forecasters (SPF), which provides a comprehensive database of
forecasts from various European Union based experts affiliated with financial or non-financial
institutions, at a variety of horizons for rates of real GDP growth, inflation and unemployment
within the European Union.1 Matsypura et al. (2018) for a recent comprehensive analysis
of the data in the context of aggregation of forecast. In this study, the focus is on the one-
year-ahead inflation rate, that is an expert-predicted inflation rate for the European Union
for the coming year.
The survey is conducted quarterly starting from Q3 1999 and ends in Q1 2018 for this
illustration, covering T = 19 years of economic activity in the European Union. There are
approximately 100 forecasters in the survey, but as is often the case in long-term surveys,
there are many instances of non-response. Since the optimal weights need to be estimated
over the entire historical period, only the forecasters that respond the most consistently and
in the same surveyed periods are kept for analysis.2 This amounts to 4 experts for the entire
sample period.3 Two forecasters at one time are aggregated into a consensus forecasts, and
this is done for the 4 experts, yielding 6 possible combinations of two expert forecasts. The
sample size varies from 67 to 70 observations as the forecast periods are matched for each
1The data is available publicly at https://www.ecb.europa.eu/stats/ecb_surveys/html/index.en.html
2The authors would like to acknowledge Ryan Thompson for sharing his R code.
3The ECB SPF forecaster IDs correspond to 37, 89, 94 and 95.
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Table 1: Summary statistics on MAD function and optimal weights
Combinations of SD of Min MAD MAD fn MAD fn
forecasters MAD fn fn value at aˆ at min. aˆT (1− aˆT ) T
fcst37 & fcst95 0.292 -0.012 0.651 0.651 0.813 0.187 69
fcst37 & fcst89 0.305 0.014 0.646 0.646 1.129 -0.129 69
fcst94 & fcst89 0.528 -0.017 0.781 0.780 0.284 0.716 67
fcst94 & fcst37 0.451 -0.014 0.633 0.633 -0.415 1.415 67
fcst94 & fcst95 0.549 -0.109 0.764 0.761 0.809 0.191 70
fcst95 & fcst89 0.220 -0.467 0.760 0.751 1.051 -0.051 69
Notes: Column 1 presents the pair combination of professional forecasters. The illustrations are for 4
professional forecasters: forecasters 37, 89, 94 and 95. The second column gives the standard deviation of
MAD function and the third column gives the value at the minimum of the MAD function. The fourth and fifth
columns show the value of the MAD function at its minimum and at the optimal MSE weights, respectively.
The sixth and seventh columns give the optimal MSE weights and the last column the sample size.
pair of experts.
5.2 Results
The estimated optimal weights are obtained from minimizing the MSE loss over the full
sample for each of the paired combinations. The weights are then used to estimate the
MAD loss value. The minimum MAD value is ascertained through an incremental grid-
search procedure around the estimated MAD value. Specifically, the estimated optimal MSE
weights are incremented by an integer of 0.001 in a range of {−5, 5}.
Figure 4 shows the results and illustrates with real data that the optimal weights minimize
both the MSE and the MAD loss function. This is also shown in Table 1. The third column
of Table 1 shows the minimum MAD value, which is mostly 0, except for the combination
in Table 1. The fourth and fifth columns produce the values of the MAD function at its
minimum and at the optimal MSE weights. Clearly, the values are the same or almost the
same for 5 out of 6 combinations. The estimated optimal weights are given in the last two
columns of Table 1.
In one case, combination (fcst95 & fcst89), the value of the MAD function with optimal
MSE weights are somewhat off the minimum of MAD loss. This can easily be explained by
small sample bias. Remember that the results obtained in section 3 hold for large samples.
The deviations due to random sampling in small samples can be observed in Figures 2 and
3.
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Figure 4: Illustration results: MAD loss function. Combining two professional forecasters’ variables. The
blue line shows the MAD loss function with optimal weights obtained from minimizing the MSE loss function.
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6 Conclusion
This paper demonstrates that there is an equivalence in optimal forecast combination
when minimizing loss functions with a unique optima under an affine constraint. The con-
straint requires that the optimal weights for the combination sum to one. These weights
are also converging in probability. The paper applies these findings to MSE and MAD. The
first-order condition and the optimal weights for MAD loss are established. Under a mild
set of assumptions, the optimal weights for combining forecasts into a consensus forecast are
the same whether optimizing MSE or MAD loss under the affine constraint and providing a
large sample of data.
The advantages of using one approach over the other should mainly be guided by conve-
nience of computation and by the nature of the problem or dataset used. It is well known
that MAD is less sensitive to outliers, which can be encountered in financial datasets or in
the context of small samples. This is observed in the simulation experiments in graphs (d)
in Figures 2 and 3. Furthermore, random sampling can also have an effect, depending on
the datasets, as seen in the illustration of the European Central Bank Survey of Professional
Forecasters on inflation rates in the European Union.
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Appendix A: Supplementary results and proofs
Proof of Theorem 1: Note that
∂H
∂a
∣∣∣∣
aˆH
= λ∗H1, (A.1)
and under the condition of the theorem, specifically equation (8), it follows that
c
∂F
∂a
∣∣∣∣
aˆH
+ c11 =λ
∗
H1
∂F
∂a
∣∣∣∣
aˆH
=c−1 (λ∗H − c1)1.
This means aˆH satisfies the first-order conditions of the optimisation problem (7) and under
the condition of uniqueness, aˆH = aˆF and λ
∗
H = cλ
∗
F + c1. This completes the proof. 
Proof of Proposition 1: Note that
∂HT
∂a
− ∂H
∂a
= op(1)
∂FT
∂a
− ∂F
∂a
= op(1)
by Theorem 7.17 in Rudin (1976) and hence aˆH(T )− aˆH = op(1) and the result follows from
Theorem 1. This completes the proof. 
Proof of Lemma 1: It is sufficient to show that
∂F
∂aj
= lim
h→0
F (a+ hi)− F (a)
h
=
∫
X+a
ujg(ν0,u)dv −
∫
X−a
ujg(ν0,u
>)dv.
(A.2)
Partitioning each X+ and X− sets into mutually exclusive sets, such that
X+a+hi =
[
X+a+hi ∩X+a
]
∪
[
X+a+hi ∩
(
X−a ∪X0a
)]
X−a+hi =
[
X−a+hi ∩X−a
]
∪
[
X−a+hi ∩
(
X+a ∪X0a
)]
X+a =
[
X+a+hi ∩X+a
]
∪
[(
X−a+hi ∪X0a+hi
)
∩X+a
]
X−a =
[
X−a+hi ∩X−a
]
∪
[(
X+a+hi ∪X0a+hi
)
∩X−a
]
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then equation (A.2) can be rewritten as
∂F
∂aj
= lim
h→0
1
h
(A1 +A2 −A3 +A4) (A.3)
where
A1 =
∫
X+a+hi
∩X+a
uihG(dv)−
∫
X−a+hi∩X
−
a
uihG(dv) (A.4)
A2 =
∫
X+a+hi
∩X−a
(
ν0 + u
>(a+ hi)
)
G(dv) +
∫
X+a+hi
∩X−a
(
ν0 + u
>a
)
G(dv) (A.5)
A3 =
∫
X−a+hi∩X
+
a
(
ν0 + u
>a+ uih
)
G(dv) +
∫
X−a+hi∩X
+
a
(
ν + u>a
)
G(dv) (A.6)
A4 =
∫
X+a+hi
∩X0a
(
ν0 + u
>a+ uih
)
G(dv)−
∫
X−a+hi∩X
0
a
(
ν0 + u
>a+ uih
)
G(dv) (A.7)
−
∫
X+a ∩X0a+hi
(
ν0 + u
>a
)
G(dv) +
∫
X−a ∩X0a+hi
(
ν0 + u
>a
)
G(dv) (A.8)
For A1,
lim
h→0
1
h
A1 =
∫
X+a+hi
∩X+a
uiG(dv)−
∫
X−a+hi∩X
−
a
uiG(dv)→
∫
X+a
uiG(dv)−
∫
X−a
uiG(dv)
For A2,
lim
h→0
1
h
A2 = lim
h→0
1
h

∫
X+a+hi
∩X−a
(
ν0 + u
>(a+ hi)
)
G(dv) +
∫
X+a+hi
∩X−a
(
ν0 + u
>a
)
G(dv)

= lim
h→0
2
h
∫
X+a+hi
∩X−a
(
ν0 + u
>a
)
G(dv) + lim
h→0
∫
X+a+hi
∩X−a
uiG(dv)
= lim
h→0
2
h
∫
X+a+hi
∩X−a
(
ν0 + u
>a
)
G(dv).
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Similarly for A3,
lim
h→0
1
h
A3 = lim
h→0
1
h

∫
X−a+hi∩X
+
a
(
ν0 + u
>a+ uih
)
G(dv) +
∫
X−a+hi∩X
+
a
(
ν + u>a
)
G(dv)

= lim
h→0
2
h
∫
X−a+hi∩X
+
a
(
ν0 + u
>a
)
G(dv) + lim
h→0
∫
X−a+hi∩X
+
a
uiG(dv)
= lim
h→0
2
h
∫
X−a+hi∩X
+
a
(
ν0 + u
>a
)
G(dv).
Therefore,
lim
h→0
1
h
A2 −A3 = lim
h→0
2
h

∫
X+a+hi
∩X−a
(
ν0 + u
>a
)
G(dv)−
∫
X−a+hi∩X
+
a
(
ν0 + u
>a
)
G(dv)

, ∆i (a) .
Using an axiom from the extended real line, specifically ∞.0 = 0, it is then clear that
∆i (a) = 0 ∀a.
For A4,
lim
h→0
A4
h
=2

∫
X+a+hi
∩X0a
uiG(dv) +
∫
X+a ∩X0a+hi
uiG(dv)

=0.
This completes the proof. 
The following Lemma is useful for proving Corollary 3.
Lemma 2. Let g : X → Y and h : Y → Z where h and g are twice differentiable convex
functions with X ⊂ Rk and Y,Z ⊂ R. Consider the following optimization problems:
minimize g(a)
subject to 1>a = 1,
(A.9)
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and
minimize h(g(a))
subject to 1>a = 1,
(A.10)
where a∗g and a∗h are the solutions to problems (A.9) and (A.10) respectively, then
a∗g = a
∗
h
Moreover, let λ∗g and λ∗h be the associated Lagrange multipliers for Problems A.9 and A.10,
respectively, then
λ∗h = h
′ [g(a∗g)]λ∗g.
Proof of Lemma 2: The first order necessary condition for Problem A.9 is
∇g(a∗g) =λ∗g1 (A.11)
1>a∗g =1 (A.12)
Note that equation (A.11) yields exactly k − 1 unique equations, specifically, ∇ig(a∗g) =
∇kg(a∗g) for all i = 1, . . . , k − 1. Along with equation (A.12), these yield exactly k equations
to identify a∗g. Given a∗g, λ∗g can be obtained by evaluating the gradient vector ∇g(a) at a∗g.
Now, consider the first order necessary condition for Problem A.10:
h′(g∗)∇g(a∗h) =λ∗h1 (A.13)
1>a∗h =1 (A.14)
where g∗ = g(a∗h) 6= 0 and since h is a scalar function, equation (A.13) can be rewritten as
∇g(a∗h) =
λ∗h
h′(g∗)
1.
Along with equation (A.14), these equations yield the same system of simultaneous equations
as the first order condition for Problem (A.9) for a∗g and therefore a∗h = a
∗
g. The relation be-
tween the two Lagrange multipliers follow directly from the conditions above. This completes
the proof. 
Proof of Theorem 2: The Lagrangian function for the optimisation problem as defined
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in equation (12):
L (a, λ) =
∫
X+a
(
ν0 + u
>a
)
G(dv)−
∫
X−a
(
ν0 + u
>a
)
G(dv) + λ
(
1>a− 1
)
.
Using Lemma 1, the First Order Conditions are:
∂L
∂a
∣∣∣
a=a∗,λ=λ∗
=ω ′(a∗) + λ∗1> = 0 (A.15)
∂L
∂λ
∣∣∣
a=a∗,λ=λ∗
=1>a− 1 = 0. (A.16)
Rearrange equation (A.15) gives the result. This completes the proof. 
Proof of Corollary 1: It is sufficient to verify that e1 satisfies equation (14). Rewrite
ν0t = ν0t + u0t where u0t = 0 for all t. Since v0t and uit are independent, it is obvious that
E(uit|zt > 0) = E(uit|zt < 0) = 0. Hence, ei satisfies equation (14). This completes the
proof. 
Proof of Corollary 2: Let z = ν0 + u
>a then z ∼ N(0, σ2z) with σ2z = σ20 + a>Ωa.
Moreover, let σiz = E(uiz) then σiz = σ0 + eiΩa where ei is a k × 1 unit vector with the ith
element equals to 1 and 0 otherwise. Since the normal distribution is symmetrc around its
mean, equation (14) implies that
E(ui|z > 0)− E(ui|z < 0) = E(uj |z > 0− E(uj |z < 0).
Let fz(z|ui) and fi(u) denote the conditional density of z conditional on ui and the density
of ui, respectively, then
E(ui|z > 0) =1
2
∫ ∞
−∞
∫ ∞
0
ufz(z|u)fi(u)dzdu
=
1
2
√
2piσ2i
∫ ∞
−∞
u exp
(
−1
2
u2i
σ2i
)
Φ
 σiz(
σ2i σ
2
z − σ2iz
) 1
2
ui
σi
 du
=
σi
2
∫ ∞
−∞
wφ(w)Φ (δiw) dw (A.17)
where φ(x) and Φ(x) denote the normal density and the normal accumulative probability
functions, respectively with
δi =
σiz(
σ2i σ
2
z − σ2iz
) 1
2
.
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Note that equation (A.17) is equivalent to E(w) if w follows a skew-normal distribution as
defined in Azzalini (1985) with the skew parameter equals to δi, i.e. w ∼ SN(δi). Therefore,
E(ui|z > 0) =σ
2
i
2
E(w)
=
1√
2pi
σiz
σz
.
Following the same arguments, it is straightforward to show that:
E(ui|z < 0) =− 1√
2pi
σiz
σz
.
This implies
E(ui|z > 0)− E(ui|z < 0) = 2√
2pi
σiz
σz
.
Substitute this to equation (14) yields
σiz = σjz.
Since σ2iz = σ
2
0 + eiΩa
∗ and given the solutions to the optimisation problems for the MSE
and MAD loss functions are unique, this implies:
Ωa∗ =
(
a∗′Ωa∗
)
1. (A.18)
This completes the proof. 
Proof of Corollary 3 : Define g(a) = T−1
∑T
t=1 |νt|, h(g) = Tg2(a) and f(a) =
T−1
∑T
t=1 ν
2
t with
minimize g(a)
subject to 1>a = 1,
(A.19)
minimize h(a)
subject to 1>a = 1,
(A.20)
minimize f(a)
subject to 1>a = 1,
(A.21)
where a∗g(T ), a∗h(T ) and a
∗
MSE(T ) are the optimal solutions to (A.19) – (A.21). Note that in
problems (A.19) and (A.21), the MAD and MSE loss functions are minimized, respectively.
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Under the assumptions of Lemma 2, a∗g(T ) = a∗h(T ) for all T > 0. Now, rewrite h(g) as
h(a) =T−1
 T∑
t=1
ν2t +
T∑
t=1
T∑
τ=1,τ 6=t
|νt||ντ |

∇h(a) =T−1
[
2
T∑
t=1
νtut +
T∑
τ=1
∑
νt>0
ut|ντ | −
T∑
τ=1
∑
νt<0
ut|ντ |+
T∑
t=1
∑
ντ>0
uτ |νt| −
T∑
t=1
∑
ντ<0
uτ |νt|
]
.
By the Continuous Mapping Theorem and the Law of Large Number, a∗g(T ) = a∗MAD + op(1)
where a∗MAD is the solution to the following optimization problem:
a∗MAD = arg min
a
E|νt| s.t. 1>a = 1.
This implies that a∗MAD must also satisfy the first order condition as defined in equation (16).
As T becomes sufficiently large
∇h(a) =2Eutνt + E (ut|ντ ||νt > 0)− E (ut|ντ ||νt < 0)
+ E (uτ |νt||ντ > 0)− E (uτ |νt||ντ < 0) + op(1)
=2Eutνt + [E (ut|νt > 0) Pr(νt > 0)− E (ut|νt < 0) Pr(νt < 0)]E|ντ |
+ [E (uτ |ντ > 0) Pr(ντ > 0)− E (uτ |ντ < 0) Pr(ντ < 0)]E|νt|+ op(1)
The last line follows from the independent properties of ut and ντ . Equation (16) implies
that
∇h(a∗MAD) =2Eutνt + op(1)
=∇f(a∗MAD),
for sufficiently larget T . The result then follows directly from Theorem 1 and Proposition 1.
This completes the proof. 
Appendix B: Distributions of MAD and MSE optimal weights
Given the equivalence and consistency results above, it is often useful to also obtain the
asymptotic distribution of the estimator as an approximation to the distribution in finite
sample. This is achieved in two steps here. First, the asymptotic distribution of aˆMSET is
obtained using standard argument. Second, the asymptotic distribution of aˆMADT is obtained
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by using Proposition 3 and a result in the literature of epi-convergence, specifically, Corollary
2 in Knight (2001). The basic idea of epi-convergence is that if aˆMSET is a solution to
minimising the MAD loss function, then aˆMADT converges in distribution to aˆ
MSE
T . So it
is sufficient to show that aˆMADT converges to aˆ
MSE
T which is given under the conditions of
Proposition 3.
Express the estimated optimal weights obtained by minimizing the MSE loss function as
aˆMSET = Ωˆ
−1
T 1
(
1>Ωˆ
−1
T 1
)−1
,
and make the following three assumptions.
Assumption i. ν t is independently and identically distributed with finite first and second
moments.
Assumption ii. ΩˆT is a consistent estimator of Ω such that ΩˆT−Ω = op(1) and
√
Tvec
(
ΩˆT −Ω
)
∼
N(0,A).
Assumption iii. There exists η <∞ such that
(
1>Ωˆ
−1
T 1
)
− η = op(1).
Proposition 2. Under Assumptions ii - iii,
√
T vec
(
aˆMSET − a0
) ∼ N (0,B) where
B =
1
η2
(
1>Ω−1 ⊗Ω−1
)
A
(
Ω−11⊗Ω−1) (B.1)
with A denotes the variance-covariance matrix of vec
(
Ωˆ
−1
T
)
and η = 1>Ω−11.
Proof of Proposition 2: By definition
aMSET − a0 =Ωˆ
−1
T 1
(
1>Ωˆ
−1
T 1
)−1 −Ω−11(1>Ω−11)
√
T
(
aMSET − a0
)
=
√
T
{
Ωˆ
−1
T 1
[(
1>Ωˆ
−1
T 1
)−1 − (1>Ω−11)−1]+ (Ωˆ−1T −Ω−1)1(1>Ω1)−1}
D→
√
T
η
[(
Ωˆ
−1
T −Ω−1
)
1
]
.
This implies √
Tvec
(
aMSET − a0
) a∼ √Tη−1 (1′ ⊗ I) vec(Ωˆ−1T −Ω−1) .
Under Assumption ii, ΩˆT has an asymptotic normal distribution, see for examples, Cook
(1951) and Iwashita and Siotani (1994). Then, by the delta method, it follows that
√
T
(
aMSET − a0
)
is normally distributed with the variance-covariance
B =
1
η2
(
1>Ω−1 ⊗Ω−1
)
A
(
Ω−11⊗Ω−1) .
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This completes the proof. 
Proposition 2 shows that the solution to minimizing the MSE loss function in a sample
of data (aˆMSET ) converges in distribution to an asymptotically Normal distribution. Since
minimizing the MAD loss gives the same solution as minimizing the MSE loss, then it can
be shown by Epi-convergence that the MAD optimal weights have the same distribution as
the MSE weights, i.e. asymptotically normal. This is given in Proposition 3 below.
Proposition 3. Under the Assumptions (i) - (iii),
√
T vec
(
aˆMADT − a0
) D→ √T vec (aˆMSET − a0) .
Proof of Proposition 3: Let ν t =
(
ν0,u
>
t
)>
, then
aˆMADT =arg min
a
T−1
T∑
t=1
∣∣∣ν0 + u>t a∣∣∣+ λ(1− 1>a)
=arg min
a
T−1
T∑
t=1
∣∣∣ν>t a∣∣∣+ λ(1− 1>a) .
Define z =
√
T (a− a0) and since a0 is fixed then for any given T ,
zT =arg min
a
T−1
T∑
t=1
∣∣∣ν>t z∣∣∣+ λ(1− 1>a)
implies zT =
(
aMADT − a0
)
. Under Proposition 3, aMADT − aMSET = op(1) which implies
zT −
(
aMSET − a0
)
= op(1). Hence by Proposition 2 and Corollary 2 in Knight (2001),√
TzT
D→ √T (aMSET − a0). This completes the proof. 
Thus Propositions 2 and 3 show that both optimal weights, aˆMSET and aˆ
MAD
T , converge
in distribution to a Normal as T grows large. Both are
√
T consistent estimator of the true
weights and have the same asymptotic variance-covariance matrix B.
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