In the field of image retrieval, the problem of semantic gap exists in the current content-based image retrieval technology (low-level features can't describe the high-level semantics accurately and comprehensively), and it is also one of the important problems. At the same time, the museum cultural relic image has its particularity. Search for different databases, many researchers have done a lot of work in image retrieval. We also established a rich cultural relic database and classified the cultural relics. Making use of the SIFT feature extraction method based on saliency and cultural relic image retrieval in experimental museum is improved. It also improves the current cultural relic retrieval performance.
Introduction
With the digital technology and the development of digital cultural relic protection system, the image of cultural relics increased dramatically. How to manage and organize these cultural relic images in order to provide better service for tourists is one of the problems encountered in the process of museum digitalization. As the most important part of the digital process of the museum, the image retrieval technology of cultural relics has gradually become a new research hotspot [1, 2, 3] . Because the large amount of data and complicated information, traditional text-based retrieval of cultural relic image can't satisfy the fast and accurate retrieval of massive cultural relic images. Therefore, how to use the content information effectively contained in cultural relic image to retrieval, in recent years, cultural relic image retrieval encountered a problem.
Aiming at the feature of cultural image, this paper proposes a cultural image retrieval system based on salient region. The system firstly extracts the salient region of the cultural image, which not only contains the information described by the cultural image, but also contains the cultural image target semantic content. And then extract the local texture SIFT feature of the salient region. Then using the word bag model to describe the feature points, the retrieval of cultural relic image is realized.
Related Work
At present, a lot of researches have been done on the retrieval of cultural relic images, and some achievements have been made by domestic and foreign scholars or research institutions. Based on the current content-based image retrieval technology, this paper proposes to extract the local texture SIFT feature of the salient region, and use the word bag model to describe the feature points to achieve cultural image retrieval.
At present, the management of cultural relics is mainly dependent on various digital museums, it can be a full display of cultural relics, but its search is mainly based on the keyword search. At present, there are few studies abroad. In the early period of China, the research on the relics image processing and recognition involves less retrieval, and the retrieval of cultural relics has been concerned for a few years. Content-based image retrieval overcomes the problem that text-based image retrieval methods can't take advantage of the rich visual features contained in images, texture feature is an important visual feature in images. Xue-fei Bai combined text retrieval and image features in 2005. He put forward the neural network image classification method, Zernike moment extraction and image retrieval in this paper improve the traditional Zernike moment. For the content-based retrieval of cultural relics, Wang Guan took full advantage of the texture features of cultural relic images to turn color images into grayscale image in 2011. In Northwest University Chang-xin Ma made a blue and white porcelain a class of image retrieval research, researching from both of the text and Image of the blue and white porcelain of a class of cultural relics. A weighted optimization BM25 algorithm is proposed to classify vocabularies and use the spatial color histogram of image color feature to describe the texture co-occurrence matrix, Tamura texture feature and Gabo texture feature of image texture. The retrieval system of cultural relic image is also realized from the perspective of image classification. SIFT feature is not only rotation-invariant for the retrieval image, but also has a good ratio invariance. The SIFT feature is not only rotation-invariant for the retrieval image, but also has a good ratio invariance. For the more complex boundaries of cultural relics image, the feature extraction algorithm of SIFT feature is further researched to obtain more accurate and effective SIFT feature. In this paper, the SIFT feature extraction based on saliency extraction technique is proposed. Compared with the prior retrieval, the retrieval result is improved greatly, and the feature extraction is more accurate and the retrieval accuracy is improved.
Cultural Image Retrieval System
The visual word-based image retrieval system implemented in this paper mainly includes: cultural image SIFT visual feature extraction, analysis on the salience region of cultural relic, constructing visual word, similarity calculation as the picture shows. The image retrieval result, the whole process [4] refers with: Fig. 1 . We reptile through the web crawler and artificially captured two ways to collect the image of 3.08G cultural relics, a total of 1324 [6] [7] [8] . The library contains two types of artifact images, movable images and immovable images, the movable cultural relics mainly include bronzes, porcelain, jade and other cultural relics, immovable cultural relics mainly related to some of the outdoor stone, wood and other cultural-related images. In the process of image acquisition, we collect images from different angles and different distances. As shown in Fig. 2 is our collection of images:
Significant Region Extraction of Cultural Images
Salient Region also known as Region of Interest, ROI. Which often contains the most important semantic information in the image [5] . This region is the focus of image processing analysis, so the selection of the salient region directly affects the subsequent processing of the image information.
Currently there are many methods of significance detection, there are ten the most typical methods, namely IT, MZ, LC, GB, SR, FT, CA, etc. [9] [10] [11] . Through the study of these typical methods, combined with the characteristics of cultural images, this article mainly based on the GB method of experiment, and finally get better results of cultural relic retrieval.
The methods of extraction are same as those of the IT methods, the difference between the two is the combination of feature saliency calculation and feature saliency map. The GB method is based on the Markov chain to compute the feature significance. For point p and g in feature map F, the dissimilarity between the two is calculated using the Eq. 1.
d(p||q)≜logM(p)M(q)
(1) This is a very natural way of defining similarity, on a logarithmic scale. In many cases can be simplified into Eq. 2. d(p||q)≜Mp-M(q) (2) Assuming that all the pixels in the feature image are connected to form a fully connected directed graph GA, one of the vertices in the graph is connected to the other n-1 vertices. The weights on the directed edges of the GA from vertex p to vertex g are: The Markov chain can be defined on a directed graph GA, normalizes the weight on the edge to fo, defines a point as a state, and the edge weight is defined as the transition probability. Then the equilibrium state of the Markov chain can reflect the residence time of a random walker at each vertex. If a vertex has a small similarity to the surrounding vertex, this point will gather more time, since there is a greater likelihood of shifting to such subgraphs. Dwell time can reflect the significance of a position. Therefore, the stable state of the Markov chain of GA reflects the characteristic salient state.
After obtaining significant area map through the model we make the image binarization. The fixed threshold method be given can't adapt to all types of images so this article describes a method similar to the adaptive, and the threshold T refer to Eq. 4 is determined by the average value of two times the image significant decision: T=2W*Hx=0W-1yH-1S(x,y) (4) Eq. 4 W and H represent the image height and width, significant value S (x y) representative image (x y) point in order to test the size of the image is significantly locale influence on image retrieval accuracy rate and we will be publicized rewritten as Eq. 5.
T=αW*Hx=0W-1yH-1S(x,y) (5) range from point to [12] , and controls the image area to divide into significant size.
SIFT Feature Extraction of Cultural Relic Images
SIFT (Scale Invariant Feature Transform) the scale invariant feature transform David G. Lowe One kind proposed in 1999 based on local feature and made a perfect. SIFT feature points to maintain the image scale and rotation invariance for light in 2004 and 3D viewing angle changes can maintain a certain stability, but since the three-dimensional spatial frequency domain well localized and reduces the possibility of noise interference. Here are the main calculation steps used to produce SIFT image feature:
1) The first phase of scale space extrema detection is calculated search all scales and image position, using the Gauss differential equations can effectively detect potential feature points the feature points for scaling and rotation changes the scale invariant;
2) Locate key points for each candidate to determine their location and scale; 3) Identify key points in the direction assigned to each key point, after all operations on the image data are converted to the feature point direction scale and location of the operation thus ensuring the invariance of change; 4) Generating feature point descriptor by gradient scale key points around the current area of statistics generating characteristic point descriptors.
The main flow generated image feature point shown in Fig. 3 .
The seeking of the extreme points in the scale space
Feature point location determination

Specify direction parameters for key points
The key point descriptor generation Figure 3 . Feature of SIFT extraction process.
Image Feature Encoding and Retrieval
Suppose D image library contains N images D=}, for each image, using SIFT feature extraction algorithm to obtain and each feature point corresponds to a significant value, where denotes the number of feature points included. At same time, each image can be used to obtain =1 when using the Eq. 5 value, the baseline threshold can determine the image feature points in the region of significance or non-significance region. For example, the value of the image notable feature point corresponding to the greater than or equal to the set threshold value, the point in the significant area, on the contrary, the point is located in a non-significant area. The position of the feature point can be represented by the following formula by Eq. 6.
Location xi= 1,
if vj>=α*Ti00, otherwise (6) In addition to the estimation of the position of the feature points, we also need to quantify the feature points. Assuming that there exists a trained visual dictionary containing k visual words, the feature points can be quantized by the approximate nearest neighbor for the feature points contained in each image. After completing the above work, we can easily get inverted index, each entity contains a series of index features, these index features can include the image label, word frequency score and the location of the feature points to obtain In the retrieval phase, a query feature point is given, we can query the corresponding inverted index of the entity, this entity contains the salient region and non-significant features, these features are considered with the query characteristics of the most similar candidate features. In the feature matching phase, when the two feature points are in the same entity, and at the same time in the significant region or non-significant region, the match is considered successful. In such a case, we can use the following procedure to describe the process by Eq. 7. fx,y=δqx,qy*δLocationx,Location(y) (7) In the quantization function, represents the visual word with the feature point mapping closest to it, and represents the Kronecker function by Eq.8. δi,j=1, if i≠j0, if i=j (8) Meanwhile, in order to improve the description ability of visual words, we apply the inverse document frequency IDF to the visual word bag model. In this paper, we will use the average instead of the traditional IDF value in Eq.9. aIDFwk=logNnk (9) N denotes the number of images in the image, and denotes the number of visual words contained in the entity. Since the number of feature points of each image is not same, we need to normalize the score of each image. Here we introduce a normalized method. Suppose that an image I can be described by the word frequency TF histogram, K is the size of the visual dictionary, is the number of times the visual word appears in the image I, so the norm of the image I can be calculated by the following formula in Eq.10. I2=(i=1Khi2)12 (10) Finally, the similarity scores and of any two images Q and I in the image database and non-significance regions can be calculated as Eq.11 and 12. sim_SR(Q,I)=Locationx*x∈Q,y∈Ifx,y*aIDF2Q2*I2 (11) sim_NonSR(Q,I)=1-Locationx*x∈Q,y∈If(x,y*aIDF2Q2*I2 (12) Since the search using the saliency region does not account the effect of the non-salient regions, we use the linear weighting method to add the weights of the two parts into one piece to obtain refered Eq13. simQ,I=β*sim_SR(Q,I)+(1-β)*sim_NonSR(Q,I) (13) where represents the weight of the search for the saliency region, and represents the score of the non-significant region search.
Experiment
According to the database of cultural relics collected and established, we can better achieve the effect of retrieving cultural relic images, refer with Fig. 4 . The images refer to Ukbench、Holidays and Paris image base building rules. There are 295 groups in the image library, each group contains at least 2 images. Each image in the library is regarded as a query image, and each image contains at least two similar images. Using the Hessian-Affine key detector to detect the key points of the SIFT descriptor pair, the feature 2,209,395 feature points. And each image contains 1,668 feature points. In order to avoid the influence of illumination, resolution and size in the process of feature extraction and salient region extraction, we use the "djpeg" and other commands to deal the image, referring to the document processing method. "djpeg $ infile | ppmtopgm | pnmnorm -bpercent = 0.01 -wpercent = 0.01 -maxexpand = 400 | pamscale -reduce $ [3]> $ tmpfile". The results of the partial image extraction are shown in the figure. The search results are shown as pictures. For the retrieval performance of the system, this paper uses Standard recall (NR) [12] [13] to evaluate. NR is expressed as /LAVRR AVRR here, AVRR is the average of the relevant images Order, LAVRR is the ideal correlation sort, NR closer to 1 instructions. The cable method is more accurate. Based on literature, the proposed MID [14] method, the image retrieval performance evaluation of the proposed SIFT method and the way in this paper are shown in Fig. 5 . It can be seen from the Fig.6 , the national museum machine established cultural relics database, the SIFT feature extraction based on salient regions, which makes the retrieval results have been greatly improved, compared with the system put forward before by researchers using SIFT feature analysis of image artifacts, the standard recall system. This paper uses the standard recall (NR) to evaluate, where NR expressed as AVRR /LAVRR, where AVRR is the average ranking of the related image, LAVRR is the ideal ranking, NR is close to 1 that the more accurate retrieval method. 
Summary
With the development of Internet technology and information acquisition equipment, there are some image retrieval algorithms, although achieved good results, but there are still some problems to be solved.
In the future, we can continue to study the problem of image retrieval based on salience stratification in the following aspects. The algorithm of this paper has to be improved on the feature point selection. The method of image retrieval based on salience stratification mainly includes image layering, feature coding based on visual bag model, and image retrieval. In the process of image feature coding, all the feature points are included. If the noise feature points can be discarded reasonably in the process of feature coding, the computational cost and memory consumption of the algorithm will be improved.
