Tailings ponds are a major hazard, and are ranked 18th in the risk assessment of world accident hazards. The saturation line height is one of the most important factors that affects the safety of tailings ponds. Due to the extremely complicated seepage boundary conditions of tailings ponds, a precise calculation method is urgently needed for predicting the saturation lines. Therefore, the dynamic model should be investigated to evaluate the potential for dam breakage. In this paper, based on an analysis of tailings ponds in various regions, we use the long short-term memory (LSTM) algorithm to predict the time-series variation of the saturation line height. To evaluate and validate our model, we compare with traditional models. The results demonstrate that the deep learning method significantly outperforms the traditional methods, provides a new strategy and has significant potential for tailings ponds safety prediction.
I. INTRODUCTION
Tailings pond risk prediction (TPRP) is mainly used to predict the safety degree of tailings ponds, to analyze the safety status of tailings ponds, and to predict future trends. It attempts to identify tailings ponds in time to avoid disasters. Numerous studies on TPRP have been reported [1] - [5] . However, no approach is universally applicable due to the diversity and complexity of dam breaks in tailings ponds. Moreover, many disciplines and aspects of knowledge are involved [6] . In addition, due to complexity inside the tailings ponds, the problems are often nonlinear, and it is difficult to describe their characteristics with mathematical models. Previously proposed approaches can be mainly classified into physical modeling approaches and data-driven approaches. In practice, the problems are complex and involve many interacting variables that can affect the physical system directly and indirectly [8] . Moreover, these variables are difficult to apply in mathematical models due to the nonlinearity.
Recently, an increasing number of researchers have applied data-driven approaches such as artificial neural networks (ANNs) in the risk prediction. They are satisfactory The associate editor coordinating the review of this manuscript and approving it for publication was Wenbing Zhao . supplements to traditional methods, which relies only on simply numerical calculations for solving the problems. With machine learning, much more data information can be exploited, including nonlinearities, interrelationships, and even hidden information in the data that is difficult to perceive. Through the training of the model, the safety trends of tailings ponds can be predicted, which substantially improves the safety assessment and risk prediction performance for tailings ponds. Mata [9] compared the traditional multivariate regression statistical model with the neural network model. Experimental results demonstrate that the neural network model has higher flexibility and can better adapt to complex structural prediction. Wang et al. [11] used a back propagation(BP) neural network and the harmony search (HS) algorithm to establish a tailings ponds safety prediction model, and used the HS algorithm to optimize the weight of the BP network. The results demonstrate that the HS-BP algorithm realizes higher accuracy. Hariri-Ardebili [12] applied the SVM method to the analysis of a dam body, which is more suitable for classification, safety prediction and stability analysis of dams than the traditional method. Rankovic et al. [16] used the support vector regression (SVR) method to predict the accuracy of dam displacement in earth-rock dams, and established a NVRX model that was based on SVR. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Zhao [17] used the SVM method to analyze the reliability of the slope and evaluated the performance of SVM in the slope analysis. Although many scholars have proposed many prediction methods and models for the risk prediction of tailings ponds, most are based on shallow networks. In all of these applications, the machine learning models only provide one response or output and no extra information to support this response. Hence, researchers must rely on their knowledge to derive possible reasons that support the response to make suitable design recommendations. With the development of communication technology and sensor technology, increasing amounts of monitoring data are collected. It is highly difficult to process massive amounts of data automatically by shallow network processing methods such as traditional neural networks and support vector machine. The prediction on the tailings ponds should also consider the comprehensive accumulation of variables with time.
The research on deep learning methods for tailings ponds safety prediction is almost nonexistent. Deep learning methods exhibit powerful feature extraction performance ability, which reduces the requirements on the description of data features in the first stage and provides a new solution for dealing with massive amounts of data. Deep learning methods have already realized major breakthroughs and have been used as advanced models in the field of artificial intelligence (AI), such as in image semantic analysis and understanding [13] , natural language processing [14] , and speech recognition [15] .
In deep learning, the long short-term memory (LSTM) model is introduced for addressing these problems. The LSTM model can handle the problems of time series in combination with the historical state and current memory. It is mainly used to describe the relationship between the current data and the previous input data, and its memory is used to save the internal information of the previously input data. Zhang and Chen [20] used the LSTM network to study reliable and computationally efficient nonlinear structural response prediction methods. The LSTM model can not only learn the shallow nonlinear network structure, but also realize the approximation of complex functions, realize the extraction of the essential features of input time series data, and remember the information for a long time [21] . However, LSTM networks are seldom applied to time series data in the field of tailings pond risk prediction.
For the reasons above, this paper proposes a tailings pond risk prediction method that is based on the LSTM algorithm for the prediction of the safety degrees of tailings pond. The objective of the proposed approach is to use the feature extraction and temporal memory learning abilities of deep learning to improve the accuracy of prediction. This paper presents three main contributions:
(1) Proposing a LSTM network architecture that is tailored to the TPRP prediction problem;
(2) Proposing suitable parameters for the LSTM network and optimized variables of input information for training the network to realize higher security and accuracy of tailings pond risk prediction;
(3) Comparing the LSTM algorithm with traditional neural networks to evaluate the performance of the LSTM algorithm.
II. LSTM NETWORK FOR PREDICTION
Deep learning methods have been widely recognized as powerful machine learning tools for classification and regression problems. LSTM is one of the most advanced deep learning architectures for sequential learning tasks. It is designed to capture long-range data dependencies for time series data, which shows high potential and promise for the construction of a suitable architecture for nonlinear structural problems.
A. LONG SHORT-TERM MEMORY(LSTM)
The LSTM model replaces the RNN unit in the hidden layer with an LSTM unit to provide long-term memory. The LSTM cell consists of four interactive units: including an internal unit, an input gate, a forgetting gate, and an output gate. The structure of the LSTM model is illustrated in Fig.1 . The internal cell memorizes the unit state of the previous time step using the self-repetitive connection. The input gate controls the input that delivers the activated information of the immediate state to the internal unit state. The output gate controls the output that activates the flow into the LSTM cell output. The forget gate deletes and retains information from the internal unit state, which enables the LSTM unit to adaptively forget or reset the unit's memory [20] .
LSTM training steps:
(1) The processed data feature is input to the input layer, and the result is output through the activation function.
(2) The results of the input layer output, the hidden layer output at time t-1 and the information that is stored in the internal unit at time t-1 are input into the LSTM structure. The data are output to the next hidden layer or output layer through the processing of the input gate, output gate, forget gate, and the internal unit.
Equations. (1) -(4) describe the update of the state unit in the LSTM layer at time t.
where σ is the sigmoid function, x t is the input vector at time t [24] , and vectors of the input gate, the forget gate, the internal unit, and the output gate, respectively. i t , f t , and o t are the activation functions of the three gates. c t is a vector of the internal unit. h t is the current output for the LSTM model.
(3) Input the result from the output of the LSTM structure node to the output layer, and output the result.
(4) Backward calculate the error of each LSTM unit (5) Determine the gradient of each weight in the LSTM based on the corresponding error (6) Obtain the weight values of each part and calculate the predicted value
The performance of LSTM model in long-term prediction can be improved substantially by using this type of structure.
III. RISK PREDICTION WITH LSTM
An architecture for tailings pond risk prediction with LSTM is introduced in this study. The methodology that is proposed in this paper consists of two main parts, as illustrated in the flow chart in Fig.1 . The first part, namely, data preprocessing, includes grouping, data standardization and data set partitioning of the collected data. The second part, predictive model generation, receives the processed dam monitoring time series data from the first part. This part is responsible for the model training phase, which includes network structure construction, network hyperparameter setting, data input into the network for training, calculation of the loss function and the gradient in the process of training, and using gradient descent method to update weights, reduce errors, determine the value of the hyperparameters, and identify the best model of LSTM. Data from real-time monitoring are sent to the prediction model as input, and the prediction of the safety degree of tailing ponds can be realized; moreover, the trends of future changes can be predicted.
LSTM has a memory structure, which could reflect the chronological connection of the data. The key issues in LSTM prediction are the preprocessing of tailings monitoring data, the construction of the network structure, and the determination of the hyperparameters.
In this study, the construction and implementation of the LSTM model will be divided into three steps: (1) processing the data and dividing the dataset into groups; (2) determining the characteristic parameters and targets for training and testing, setting the values of the hyperparameters for the LSTM network model, and transmitting the processed data to the prediction model for the final model construction; and (3) substituting the data from real-time monitoring into the model, testing the model to evaluate the safety degree, and predicting the future safety trend of the tailings ponds.
A. DATA PREPROCESSING
Since the data acquisition equipment and collection environment are far from perfect, e.g., due to weather changes and signal transmission challenges, the data are often incomplete, or there may even be erroneous data among the monitoring data for the tailing ponds. When the noise data reaches a threshold, these data will affect the accuracy of tailings data prediction. Therefore, prior to training, it is necessary to group and preprocess the collected data to eliminate the influences of outliers and noise in the data.
After grouping, the data are standardized into a common format. This preprocessing can guarantee the stable convergence of the parameters in the model that is developed in the study. x * t is the standardized return value of x t for each element. The standardization formula is as follows:
where µ train is the average of the training data and σ train is the standard deviation. After data standardization, the data set is divided into a training set and a test set. The data of the training set are used for network training, and the data of the test set are used as a predictive test for the model.
B. MODEL PARAMETER
The LSTM model includes five functional modules: an input layer, a hidden layer, an output layer, network training, and network prediction.
1) INPUT LAYER
The divided training set data are used as input for the network training, and the data of the predicted time are used as the theoretical output values.
2) HIDDEN LAYER
We combine the LSTM cells into layers for handling the dynamic features of a wide range of data. Then, we establish the dual-layer LSTM, and the output of the LSTM layer is linearly integrated using a dense fully connected layer. The LSTM layer and the fully connected layer together form a hidden layer.
3) OUTPUT LAYER
The output layer outputs the predicted result.
Network training: The pre-training settings include the learning rate, the time step, the feature parameters, the activation functions, and the gradient optimization algorithms.
4) NETWORK PREDICTION
Time series prediction mainly includes two steps: (1) The data are divided into a training set and a test set. After training on the training set, the test data set is substituted into the model, and the predicted result is compared with the actual result to evaluate the performance of the model. (2) The model can be realized by training on the historical data, and the model with the best performance is chosen for the prediction of the future trends.
IV. EXPERIMENTS A. BACKGROUND
The tailings pond is highly important for safety in metal and nonmetal mines, and it is also one of the most severe danger sources [39] . The saturation line is the lifeline of a tailings pond. However, the saturation line forms a dynamic nonlinear system, which poses substantial difficulties in the analysis of the qualitative model and in the prediction of the saturation line position [40] . With the development of automatic monitoring technology, the saturation line can be monitored in real time. Study of the monitoring data by using a machine learning method can be efficiently conducted to multidimensionally model complex nonlinear relationships and methods.
The tailings ponds that we considered in this paper is located in the humid subtropical climate zone, which is humid, rainy and has four distinct seasons. The reservoir catchment area is 0.208km 2 , and the topography consists of two gullies between three mountains, which form consisting of a ring-like reservoir. The surface water mainly consists of mountain streams, which flow from north to south. These small-diameter streams have a short and small supply range. The flow is higher in the spring and summer rainy season, and lowest in the fall and winter dry season.
The single value of the saturation line on each sampled time point is of no significance in the judgment of disaster occurrences and cannot provide safe and reliable predictive information. Only the variation trends of the saturation lines are extracted, and the security status changes can be well measured and predicted. Therefore, trend following is important in these problems and can be used to evaluate the performance of the proposed algorithm.
B. DATA PREPARATION
The data for the current study were extracted from the tailings pond monitoring database using saturation line position data that were collected from 2012 to 2016.
The database consists of saturation line data that were collected across various elevations of dam monitoring data. In the tailings ponds, in each monitoring section, at least three monitoring points are selected according to the expected maximum amplitude of the saturation line along the elevations. Each important part of the monitoring scenario is connected to form a comprehensive monitoring system, which scientifically reflects the tailings dam internal saturation line.
For this study, we identified saturation line data with a monitoring location at the elevations of 90 m, 93 m, 103.26 m and 103.3 m.
After the data were extracted, we filtered out the saturation line data that had incomplete or abnormal values. After filtering out these values, there were approximately 3468 data points for each elevation of dam monitoring. Table 1 presents a portion of the original data. The distributions that correspond to the elevations for the entire dataset are plotted in Fig.2 to Fig.5 .
C. EVALUATION METRICS
We use the mean absolute error (MAE) and the root mean square error (RMSE) to evaluate the prediction performance of the proposed model. The calculation formulas are as follows. The smaller the values of MAE and RMSE are the more accurate the prediction [25] .
where f t is the true height value of the ith sample saturation line, f p is the predicted saturation line height value, and n is the number of samples in the test set. The data were split randomly between training and test datasets in the proportion of 80 to 20, respectively. This proportion is based on the computing needs of the LSTM method, which requires substantial amounts of processing time for a relatively large dataset with many hidden layers. This split proportion of the data is commonly used for deep learning applications when dealing with a large volume of data [35] .
The first 2800 datasets in each group are used as training sets, and the next 700 datasets are used as test sets. The structure and input features of the saturation line datasets are presented in Table 2 . As shown in Fig 4-7 , the input data varied widely. Therefore, we divided the data into n groups and all four variables were standardized to ensure that they remain on the same scale. This preprocessing step can guarantee the stable convergence of the parameters in the model that is developed in this study.
In the training process, the error term of backwardpropagation is the derivative of the loss function with respect to the output value. Given the number of neurons in each layer, the learning rate and the time steps, the network weights are updated continually by gradient weighting algorithm, and the final hidden layer is established.
1) TESTING
Network prediction uses an iterative method to predict point by point. We applied iterative prediction and denormalization on the test set data for the output predicted result.
2) FUTURE TREND PREDICTION
We use rolling forecasting, which refers to the prediction of the value for the next day via the addition of the latest data. For a stable predictive model, we do not need to fit every day. We can set a threshold for it, such as once a week, during which the rolling prediction can be conducted by adding the latest data.
The activation function is ReLU. Compared with the traditional activation functions, such as sigmoid and tanh, ReLU has the following two advantages: First, ReLU has a significant impact on the convergence of random data. Since the data in the tailings pond are randomly variable, ReLU is more suitable. Second, in terms of the calculation speed, ReLU could make the training more efficient, since the sigmoid and tanh functions require exponential operations, whereas ReLU simply calculates a matrix of the threshold; hence the training with ReLU will require less time [38] .
The objective of the loss function is to optimize the error. We select Adam as the learning algorithm, which is an enhanced combination of RMSProp and moments technique. It combines the characteristics of Adagrad for dealing with sparse gradients and RMSProp for dealing with nonstationary targets. The rational for choosing Adam is that it could make the parameters more stable and it requires less memory.
We set the learning rate as 0.001 and set the time step as 50. The rational for the decision is that data have natural temporal continuity, although the convergence speed with small time steps renders the model training more difficult and may reduce the accuracy of the model due to the loss of continuity. Therefore, the most suitable value of the time step should be determined by conducting hundreds of repeated tests. To facilitate observation, we enlarged part of this diagram, and it is observed that the blue curve is closer to the true orange values. Due to the large amount of data, we compare only a subset of the data for brevity. To obtain a more detailed view of the performance of the LSTM model, we inspect the predictions for various elevations on the test data. Fig.7 presents the performances of architectures of various heights on the test data. At the elevations of 90 m, 93 m, 103.26 m and 103.3 m, the tailings pond risk prediction using the LSTM model has realized a satisfactory fitting trend and following performance. The LSTM method's prediction is closer to the real data, which demonstrates the feasibility of the application of LSTM in the tailings pond risk prediction problem.
Moreover, the proposed LSTM model used the data from all sensor readings to identify trends, without trying to conduct any feature selection that substantially impacts the performance or to optimize the networks' hyperparameters. This is because the proposed network can properly learn the correct relationship between the inputs and outputs without human intervention.
In practical problems, the LSTM model can predict the trends of hazard factors as early as possible and can minimize the probability of tailings reservoir accidents.
E. PERFORMANCE COMPARISON
To evaluate the application performance of the LSTM model in saturation line prediction, we conducted comparative experiments with other baseline methods, including traditional machine learning methods and deep learning methods. In the experiment, support vector machine (SVM), BPNN, multilayer perception (MLP), RBF and RNN were carefully considered for comparison. Table 3 presents the MAE and RMSE values of the 6 prediction considered models. These results demonstrate that the LSTM method has significantly outperforms the others. In terms of RMSE, the LSTM model prediction was also more accurate than that of the traditional shallow neural network algorithm. According to Fig.8 , the prediction results of the neural networks show a one-step lag, which has a substantial impact on the prediction accuracy. Because the data are too numerous to present in full, we list one month's data to show the detailed parts of each model. The closest prediction curve to the TPRP model is the LSTM model. Because the residual values are very small compared with the whole saturation line series, the correction effect of a single point is not easy to observe from the figure.
The TPRP model still reflects the trend of the saturation line change and realizes satisfactory predictability at the turning points near both the maximum and minimum parts of the saturation line series. Therefore, TPRP can learn the characteristics of saturation line series better, and its prediction performance on the saturation lines is higher than those of the other prediction models.
The deep learning method has not been used in the current tailings pond risk prediction study. The BP neural network and SVM are often used together, and, typically, only a shallow neural network is utilized. Faced with increasing amounts of data and complex internal structures of tailings ponds, shallow neural networks lack the ability to learn more complex structures, in contrast to deep learning networks. SVM is only suitable for small sample data and lacks timing considerations. BP neural networks are not efficient or accurate, and the prediction performance on complex data is not sufficient. The experimental results demonstrate that overall, the LSTM model outperforms the shallow network in prediction.
V. CONCLUSIONS
In this paper, we propose a new architecture for accurately predicting tailings pond risk degree and future trends by using an LSTM model, which is applied for the risk management and safety assessment of tailings ponds. In contrast to the traditional neural network, the model is used in the study of risk prediction of tailings ponds for the first time.
The main contributions and findings of this study can be summarized as follows:
First, a new safety prediction structure was proposed for tailings pond risk predictions by utilizing long-term memory, while most of the current research considers only short-term relationships and shallow networks. Our empirical results demonstrate that the proposed model performs better in terms of accuracy. It can predict the tailings pond risk degree and the trend of the saturation line change, which may alert the manager to the danger timely and save valuable time for initiating the corresponding protective measures The proposed LSTM model outperforms shallow neural networks, such as BPNN, SVM and MLP, and other classical time series prediction models, in terms of prediction accuracy and other aspects.
Through the analysis of the experimental results, we demonstrate the applicability of the LSTM model in the field of tailings ponds risk prediction. Future work will include optimization of the LSTM model parameters, combination of the proposed model with other methods, and extension of the proposed method to other security prediction applications.
Future Work:
There is no scientific mapping relationship between the current tailings pond disaster indicators and the safety level of tailings ponds. An effective tailings pond safety evaluation system is essential for improving the safety of the tailings pond and for timely warning of the risks. Such as system clearly presents the safety level of the tailings pond, and it can be improved via targeted and timely design.
Based on historical monitoring data of tailings ponds, this paper uses data-driven technology to establish a predictive model. In this paper, we use only the monitoring data of the saturation line. In the next step, we will aim at establishing a rational safety evaluation system by properly mapping various hazard factors to the stability of the tailings ponds by, combining various types of evaluation methods of multiple failure modes.
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