Given a set P of non-intersecting convex obstacles, we find a sketch Ω of P that helps in finding an obstacle avoiding approximate Euclidean shortest path between two given points amid P efficiently. For both R 2 and R 3 , we devise algorithms to compute a (1 + ǫ)-approximate shortest path when two points s and t are given a priori with the polygonal domain. Further, in R 2 , we devise an algorithm to preprocess obstacles to output a (2 + ǫ)-approximate distance between any given pair of query points. In R 2 , the data structures constructed at the end of the preprocessing are improving the space complexity of the known algorithms.
Introduction
Given a set P = {P 1 , P 2 , . . . , P h } of pairwise-disjoint convex obstacles in R 2 (resp. R 3 ) and two points s and t in the free space F(P) defined by R 2 (resp. R 3 ) sans the union of interior of all the polygons in P, the Euclidean shortest path finding problem asks to compute a shortest path between s and t that lies in F(P). This problem is well-known in computational geometry community. Mitchell [26] provides an extensive survey of research accomplished in determining shortest paths in polygonal and polytope domains to that date. In the following, we assume that n vertices together define h obstacles of P.
The polygonal domain P (i.e., F(P)) is given as input, a priori. The three flavors of the problem include: (i) both s and t are given with P, (ii) only s is given with P, and (iii) neither s nor t is given with P. The type (i) problem is a single-shot problem and involves no preprocessing. In a type (ii) problem, the preprocessing phase constructs a shortest path map with s as the source so that a shortest path between s and any given query point t can be found efficiently. In the third variation, which is known as a two-point shortest path query problem, P is preprocessed to construct data structures that facilitate in answering shortest path queries between the given pair of query points s and t.
In solving type (i) or type (ii) problem, there are two fundamentally different approaches: the visibility graph method (see Ghosh [13] for both the survey and details of various visibility algorithms) and the wavefront method. The visibility graph method [35, 20, 23] is based on constructing a graph G whose nodes are the vertices of the obstacles (together with s and t) and edges are the pairs of mutually visible vertices. Once the visibility graph G is available, a shortest path between s and t in G is found using the Dijkstra's algorithm. As the number of edges in the visibility graph are O(n 2 ), this method has the quadratic time complexity barrier. In the wavefront based approach [17, 25, 21, 19 ], a wavefront is expanded from s till it reaches t. The wavefront method typically constructs a shortest path map with respect to s so that for any query point t, a shortest path from s to t can be found efficiently. Considering that the algorithms to find optimal shortest paths are complicated, simple approximation algorithms were devised in [10, 2] .
The two-point shortest path query problem within a given simple polygon was addressed in Guibas and Hershberger [14] . Their result preprocesses the given simple polygon in time O(n) and constructs a data structure of size O(n) and answers two-point shortest path distance queries in time O(lg n). The exact two-point shortest path queries in polygonal domain were explored by Chiang and Mitchell [8] . Their result primarily devises two algorithms: one to construct data structures of size O(n 5 ) that facilitates in answering distance queries in O(h + lg n) time; the other algorithm builds data structures of size O(n + h 5 ) and yields O(h lg n) query time. The actual instance of a shortest path can be found in additional time O(k), where k is the number of edges in the output path.
Because of the difficulty of exact two-point queries in polygonal domains, various approximation algorithms were devised. Clarkson first made such an attempt in [10] . Chen [5] used the techniques from [10] in constructing a data structure of size O(n lg n+ [3] (see Section 1) gave a family of results with trade-offs among the approximation factor, preprocessing time, storage space and the query time. Agarwal et al., [2] computes an approximate shortest path in
In R 3 ,the problem of computing shortest path between two points, amid convex polytope obstacles, is known to be NP-hard [4, 28] . The best known exact algorithm by Sharir [33] takes O(f O(h) ) where f is the total number of faces of all the obstacles together. Papadimitriou [30] gave an O(n 4 (L + lg(n/ǫ))/ǫ 2 ) time algorithm for computing a (1 + ǫ)-approximate shortest path. Here, L is the number of bits of precision in the model of computation. Algorithm due to Clarkson [10] takes O((n 2 lg O(1) n)/ǫ 4 ) time. More recently, Agarwal et al., [2] gave an algorithm to compute a (1 + ǫ)-approximate shortest path between s and t in O(n + h 4 ǫ 7 lg 3 ( h ǫ )) time amid convex obstacles. Further, amidst convex obstacles, for a fixed source s, [2] constructs a data structure of size O(h 3 poly(lg k, 1 ǫ )) in O(n lg h + h 7 poly(lg k, 1 ǫ )) time so that a (1 + ǫ)-approximate shortest path between s and a query point t ∈ F(P) can be reported in O(lg 2 ( h ǫ ) lg( 1 ǫ )) time. On the other hand, computing an optimal geodesic shortest path [34, 6, 27, 32] and an approximate geodesic shortest path [16, 1, 15, 22] between two points lying on the surface of a convex polytope has been widely studied.
All through this document, to distinguish graph vertices from the vertices of the polygonal domain, we refer to vertices of graph as nodes. We denote the convex hull of a set S of points with CH(S). For a positive real number k, a (k + ǫ)-approximate shortest path is termed as a (k +ǫ)-shortest path. The closure of R 2 \∪P is the free space of P, denoted by F(P). The Euclidean distance between any two points p and q is denoted with pq . The geodesic distance between any two points p, q ∈ F(P) is denoted by dist P (p, q). For the two points s and t between which we intend to find a short path, we treat s and t as degenerate (single point) obstacles. This paper devises approximation algorithms for finding shortest path in both R 2 and in R 3 . We reduce the complexity of each obstacle before applying a variant of algorithm from Clarkson [10] . Our results can be summarized as follows:
* Given a set P of convex polygonal obstacles and two points s, t ∈ F(P), we devise an algorithm to compute the (1 + ǫ)-approximate shortest distance between s and t that requires
) time and finding a shortest path itself takes O(n + h lg n +
The key difference is that our algorithm does not use any of the complicated algorithms that determine exact shortest paths and is simple as compared with [2] . * We preprocess the given set P of convex polygonal obstacles to answer (2 + ǫ)-short path queries between any two given points in F(P). Our algorithm preprocesses
) which assist in answering each two-
lg n) time. To our knowledge, our algorithm improves both the approximation factor and the space complexity of the existing algorithms.
* Given a set P of convex polytope obstacles together with s and t in R 3 , we devise an algorithm to find a (1+ǫ)-short path between s and t. While the best known algorithm to date, Agarwal et al. [2] , takes O(n + h 2 lg 2 n + (
) and α(n) is a form of inverse Ackermann function.
The approximate shortest path finding algorithm for R 2 is presented in Section 2. The preprocessquery algorithm for R 2 is described in Section 3. Section 4 details the algorithm for finding a (1+ǫ)-shortest path algorithm in R 3 , together with prerequisite algorithms from [10, 2] . The conclusions are in Section 5.
Approximate shortest path amid convex polygons
We first list a few definitions. Let r ′ and r ′′ be two rays with origin at p, and that make angles θ ′ and θ ′′ , with respect to the x-axis in a co-ordinate system. Let − → v 1 and − → v 2 be two unit vectors defining the rays. A cone C p (r ′ , r ′′′ ) is the set of points defined by the rays, such that a point is in the cone if and only if it contains all positive combination of the corresponding vectors − → v 1 and − → v 2 . When the rays are obvious from the context, we denote the cone with C p . The counterclockwise angle from the positive x-axis to the line that bisects the cone angle of C p is termed as the orientation of the cone C p . The maximum angle difference between rays in the cone is referred to as the angular span of the cone.
We use the following notion from Yao [36] . Let C be the set of O(1/ √ ǫ) cones with disjoint interiors, each with apex at the origin and angular span 1/ √ ǫ, that together partition R 2 . Each cone that we refer to in this paper is a translated copy of some cone in C. When a cone C ∈ C is translated to have origin at a point p, the translated cone is denoted with C p . In this section we show that O(h/ √ ǫ) vertices, selected from the set of vertices defining P, together with the select set of cones introduced at these vertices, suffice to compute an approximate shortest path between any two points in F(P).
Coreset of vertices of P
The selected subset of vertices of P, termed coreset of vertices, are described below. Let e j , e j+1 , . . . , e k be a contiguous sequence C of edges along the boundary of a convex polygon. The change in angle when traversing from e j to e k is defined to to be the angle subtended by C. Let Π i be a partition of the boundary of a convex polygon P i into a collection of O(1/ √ ǫ) contiguous sections, patches, such that the angle subtended by any contiguous section is upper bounded by √ ǫ.
Lemma 2.1 For any two points p and q that belong to any patch R ∈ Π j , the geodesic distance between p and q along R is upper bounded by (1 + ǫ) pq .
Proof: Let p 1 , p 2 , . . . , p k be the vertices along the patch R. Let p ′ 1 , p ′ 2 , . . . , p ′ k be the projections of p 1 , . . . , p k onto the line segment p 1 p k respectively. For any edge p i p i+1 , the angle between the edge
For each obstacle P i , the coreset S i of P i comprises of two vertices chosen from each patch in a partition Π i . In particular, for any patch π ∈ Π i defined with the sequence v j , v j+1 . . . v k−1 v k of vertices along an obstacle P i , both the vertices v j and v k belong to the coreset S i of P i . The coreset of P, denoted by S, is then simply i S i . Noting that the complexity of CH(S i ) is upper bounded by the complexity of P i , to achieve the required efficiency, our algorithm uses CH(S i ) in place of P i for every i. We denote i CH(S i ) by Ω, and term it to be a sketch of P. The following lemmas show that we can achieve a (1 + ǫ)-approximation in the sketch of P.
Proof: Let v 1 and v 2 be any two successive vertices along a shortest path between v ′ and v ′′ amid Ω. Suppose that v 1 and v 2 belong to obstacles P j and P k respectively. Amid obstacles in P, the line segment v 1 v 2 intersects at most one patch belonging to set Π j of patches and at most one patch from the set Π k of patches. Let the point of intersection of v 1 v 2 with a patch R in Π j be r. Then from the Lemma 2.1, the geodesic distance between v 1 and r is upper bounded by (1 + ǫ) v 1 r . Analogously, let the point of intersection of v 1 v 2 with a patch R ′ in Π k be r ′ . Then the geodesic distance from v 2 and r ′ is upper bounded by (1 + ǫ) v 2 r ′ . Further, apart from P j and P k , let O be the set of obstacles intersected by v 1 v 2 in P. For any P l ∈ O, let p ′ , p ′′ be the points of intersection of v 1 v 2 with the boundary of P l . Since v 1 v 2 is a line segment that does not intersect the vertices of P l in Ω, both p ′ and p ′′ belong to the same patch, say R ∈ Π l . Hence, the geodesic distance along R is a (1 + ǫ) approximation to the line segment p ′ p ′′ .
⊓ ⊔ Since F(P) ⊆ F(Ω), we have the following property which shows that a shortest path in P can be found in Ω for vertices that are not eliminated during the coreset construction.
Lemma 2.3 For any two vertices
Thus we ensure that the source and destination vertices, s and t, belong to Ω and we achieve the needed approximation.
Lemma 2.4 Let P be a collection of h polygons in R 2 with n vertices and let s and t be two degenerate obstacles belonging to P. Then the coreset S of P containing O(h/ √ ǫ) vertices suffice to find a (1 + ǫ)-short path from s to t in F(P).
Proof: Immediate from Lemma 2.3 and Lemma 2.2 ⊓ ⊔
Algorithm description
Our algorithm is based on the determining a euclidean spanner that closely approximates the shortest distance between points. We use the technique of using the closest vertex in a set cones around a given point as initiated by Clarkson [10] . We give a brief overview of that method that constructs a Euclidean spanner G(V, E) from the given point set P Noting that the endpoints of segments of a shortest path in R 2 comprises of only vertices of P, the node set V is defined as the vertex set of P. ¿From every vertex v ∈ P, the algorithm introduces O(1/ǫ) cones with apex at v into F(P). Further, in every cone C v , let V ′ be the set of vertices of P that are visible from v. The vertex in V ′ that is closest to v, say v ′ , the closest visible vertex in C v to p, is found. An edge e between v and v ′ is introduced in E while the Euclidean distance between v and v ′ is set as the weight of e in G. The set E comprises of all such edges. The result in [10] shows that of d is the geodesic Euclidean distance between any two obstacle vertices, say v ′ and v ′′ , then the distance between the corresponding nodes v ′ and v ′′ in G is upper bounded by (1 + ǫ)d.
Our method improves the complexity of the method in [10] by a reduction in the number of vertices of P at which the cones are initiated. We show that the number of cones required to find the shortest path can be reduced. By exploiting the convexity of obstacles, we introduce O(1/ √ ǫ)
cones per obstacle each with an angular span of O(1/ √ ǫ) and show that these are sufficient to achieve the said approximation factor. Further, we initiate these cones only from the coreset S of vertices of P.
. . , v k be vertices such that v 1 , . . . , v k−1 belong to an obstacle P and v 0 , v k belong to obstacles P ′ and P ′′ respectively, for P = P ′ = P ′′ . Also, let v 0 v 1 . . . v k be a subpath π of a shortest path. Note that for every j ∈ [1, k − 1], the triangle defined by (v j , v j+1 ) and (v j+1 , v j+2 ) intersects the polygon P ′ , then the subpath π is defined to be convex with respect to P . As part of upper bounding the number of cones required to be introduced per obstacle, we require the following observation.
Observation 2.1 Let π be a shortest path. For a simple polygon P ∈ P, let v ∈ P be an intermediate vertex in π. Then π is convex at v with respect to P . Let v be a vertex of P that belong to coreset S i of convex polygon P i . Let v ′ , v, v ′′ be the vertices that respectively occur while traversing the boundary of P i . Also, let C ′ be the cone defined by the pair of rays ( − → vv ′ , −→ v ′′ v) and C ′′ be the cone defined by the pair of rays (
. For a coreset vertex v ∈ S, a cone C ∈ C is said to be admissible at v whenever either C v ∩ C ′ or C v ∩ C ′′ is a cone with cone angle greater than zero (see Fig. 1 ). It suffices to consider admissible cones only. This is due to the fact that the shortest path is convex at v with respect to P i . Thus if q is any point in F(P) such that q is not visible to p and a shortest path from p to q passes through vertex v of P i , then the shortest path from p to q lies either in cone C ′ or in cone C ′′ . Note that whenever the two points s and t between which we intend to find a shortest path are visible to each other, the line segment st need to be determined. To facilitate this, for every degenerate point obstacle p, every cone C with apex p is considered to be an admissible cone.
The same properties carry over to the domain Ω. For any two points p 1 and p 2 in F(Ω), suppose p 1 and p 2 are not visible to each other. Consider any shortest path π between p 1 and p 2 . For any line segment ab in π, ab is either an edge of Ω or it is a tangent to an obstacle O. In the latter case, ab belongs to an admissible cone of O.
To determine the number of admissible cones, note that between every successive point on the boundary of a convex polygon, there are at most O(1) overlapping cones.
Lemma 2.5 Given that |C| is O(1/ √ ǫ), the number of cones introduced at all the obstacle vertices together is O(h/ √ ǫ).
We construct the spanner G(V = S ∪ V ′ , E) as described below. Let S be the set of coreset vertices. For every v ∈ S and for every admissible cone C v , let V ′ be the set of closest points on the boundaries of obstacles of P that are visible from v and lie in C v . The point in V ′ that is closest to v, say p, the closest visible Steiner point in C v to v, is found. Let the point p belong to an edge v ′ v ′′ of Ω. An edge e between v and v ′ (resp. v ′′ ) is introduced in E while the Euclidean distance between v and v ′ (resp. v ′′ ) is set as the weight of e ′ (resp. e ′′ ) in G. Note that both |V | and |E| are O(
Lemma 2.6 Let G be the spanner constructed from the given polygonal domain P. Given two points s, t ∈ P, a shortest path between nodes corresponding to s and t in G is a (1 + ǫ) 
Hence, the choice of the angular span of the cones and the cardinality of C in Lemma 2.5.
⊓ ⊔
Once we find a shortest path SP Ω amid obstacles in Ω using spanner G, as mentioned in the proof of Lemma 2.3, we transform it to a shortest path amid obstacles in P. Since there are O(h) obstacles in Ω, SP Ω contains O(h) tangents. Let this set of tangents be T . We need to find the points of intersection of polygons in P with line segments in T . Whenever a line segment l ∈ T and a polygon P i ∈ P intersect, we replace the line segment between the points p ′ , p ′′ of intersection between l and P i with the geodesic shortest path between p ′ and p ′′ along the boundary of P i . Analogously, for every line segment l ∈ SP Ω − T belonging to an obstacle P j ∈ Ω, we replace l with the corresponding geodesic path along the boundary of P j . We use a plane-sweep technique to find the points of intersections of line segments in T with the obstacles in P. A vertical line is swept from left-to-right in the plane with the left extremes of convex polygons together with the endpoints of line segments of T as event points. Whenever a line segment l of T and an obstacle P i are found to intersect with the sweep-line at the same time, we find whether l intersects with P i . If it is, we need to compute the corresponding points of intersection. This is accomplished using the algorithm due to Dobkin et al. [11] .
Theorem 2.1 Given P and two points s and t in F(P), computing the (1+ǫ)-approximate distance between s and t takes O(n + ). Therefore, the total number of cones is
). For any cone C ∈ C and any obstacle O ∈ Ω, at most a constant number of vertices of O are apices to cones that have the orientation of C. Considering a sweepline in the orientation of C, the sweeline algorithm to find the closest visible Steiner point to apex of each cone C (whenever an obstacle intersects with C) takes O(h lg h) time. Hence, computing closest visible Steiner points corresponding to all the cone orientations in C together take O(
The number of nodes in the spanner G are O(
). This include coreset vertices and at most one closest visible Steiner point per each cone. As each cone introduces at most one edge into G, the number of edges in G are O(
). Finding a shortest path between s and t in G takes O(
Hence, computing the (1 + ǫ)-approximate distance between s and t takes O(n + 
Approximate shortest path queries amid convex polygons
Our preprocessing and two-point approximate shortest distance query algorithms rely on cone Voronoi diagrams (CV D) from [10] . Before detailing the preprocessing and query algorithms, we review CV Ds from [10] . Let C ∈ C (resp. C ′ ∈ C) be a cone with orientation θ (resp. −θ). For a cone C ∈ C and set K of points and a region free of obstacles F(P), a partition of F(P), denoted by CV D(C, K) is a partition such that for each point p in K there is an associated region R p . For the point p ∈ K, suppose q is located in a cone C ′ p with apex p and with orientation −θ of CV D(C, K), then p is a closest visible vertex to q in C q . The set of such points q defines R p . It is shown in [10] that using a plane-sweep, CV D(C, K) can be constructed in O(|K| lg |K|) time. Further, a point q can be located in a CV D using the well-known planar point location structures.
We construct CV Ds while permitting only admissible cones from vertices of the sketch Ω. We show that this set of cones suffice in computing an approximate shortest path.
Preprocessing
The graph G constructed as part of preprocessing in Section 2.2 is useful in finding a geodesic shortest path between any two vertices in P. However, since the time involved in finding a shortest path between vertices in G or the space to save all-pair-shortest-paths in G are resource intensive, we compute a planar graph G pl (V, E pl ) from G(V, E) using the result from Chew [7] . Chew's algorithm finds a set E pl ⊆ E in O(|V | lg |V |) time so that the distance between any two vertices of G pl is a 2-approximation of the distance between the corresponding vertices in G. We use the algorithm from Kawarabayashi et al., [24] to efficiently answer (1 + ǫ)-short path queries in G pl . More specifically, [24] takes O(|V | lg It remains to describe data structures that need to be constructed during the preprocessing phase so as to obtain the closest visible vertex of query point s (resp. t) in a given cone C s (resp. C t ). To efficiently determine all these O( Proof: As shown in Theorem 2.1, constructing spanner
). Finding planar graph G pl from a graph with |S| vertices takes O(|S| lg |S|) time (from [7] ). It takes O(|S| lg 2 |S|) time to construct data structures from [24] . Noting that |S| is O( h √ ǫ ), the preprocessing time is as stated.
Only cones that participate in constructing any CV D are the ones that are introduced into the system. The cones in all the CV Ds together take O( h √ ǫ ) space. Data structures constructed from the planar graph G pl occupy O(|S|) space (from [24] ). ⊓ ⊔
Shortest path query processing
The query problem that we are interested in is to find the shortest distance between two given query points s, t ∈ F(P). We construct a graph G st from G pl by introducing query points s and t as nodes in G st . For every C ∈ C, whenever C s (the cone with apex s ) has an obstacle, we determine a point p on an obstacle, say P i , that is closest to s in C s . Let p lie between two successive coreset vertices p 1 and p 2 that lie on the boundary of P i . It suffices to add edges between p and p 1 and p 2 if they lie in C s , otherwise no point needs to be added. Since the shortest path is convex around every vertex on the obstacle (Observation 2.1), the shortest path will not use any point on the edge between p 1 and p 2 , other than p 1 or p 2 . We introduce two nodes that correspond to p 1 and p 2 into G st whenever the same are not belonging to G st . Also, we introduce an edge from s to the node corresponding to p 1 in G st and an edge from s to p 2 in G st . Further, for the edge with endpoints s, p 1 in G st , the weight of e is the Euclidean distance along the line segment from s to p added with the geodesic distance from p to p 1 . The set V s denote the set of all such neighbors of s, each pair correspond to a cone C ∈ C. Analogously, we define neighbors to t in G st .
The vertex set of G st is V s ∪V t ∪{s, t}. The edges of this graph are of three kinds: {s}×V s , V s ×V t and {t} × V t . For every edge (s, s ′ ) with s ′ ∈ V s , the weight of edge (s, s ′ ) is as defined above. The same is true with the edges of type (t, t ′ ) with t ′ ∈ V t . Note that every node v ∈ V s ∪ V t correspond to some vertex in coreset S. For every edge (s ′ , t ′ ) with s ′ ∈ V s and t ′ ∈ V t , the weight of (s ′ , t ′ ) is the (1 + ǫ)-short distance between s ′ and t ′ in G pl .
We apply Fredman-Tarjan algorithm to find a shortest path between s and t in G st . Let s, s ′′ , t ′′ , t be a shortest path between s and t in G st . Also, let SP s ′′ t ′′ be a shortest path between s ′′ and t ′′ in G pl . It follows from the above discussion that the path between s and s ′′ (as defined in the above paragraph), SP s ′′ ,t ′′ , and the path between t ′′ and t concatenated in that order is a (2 + ǫ)-short path between s and t.
Lemma 3.3
The shortest path obtained between s and t in G st is a (2 + ǫ)-short path between s and t amid set P of convex polygons.
Lemma 3.4
The time to query the (2 + ǫ)-approximate distance between two vertices in P is O(
Proof: The number of vertices and the number of edges of G st are respectively O(
. Locating a query point s (resp. t) in any CV D ψ takes O(lg n) time. Considering all cone orientations shows that computing all the closest visible Steiner points (or, vertices) of s and t together take O( 1 √ ǫ lg n). Finding the distance between any two vertices in G pl takes O(
There are O( 1 ǫ ) pairs of neighbors of s and t that need to be considered in computing approximate distances in G pl . The theorem follows when the time involved in finding a shortest path between s and t in G st together with the output complexity are included.
⊓ ⊔ Theorem 3.1 Given a set P of h pairwise-disjoint convex polygons of total complexity n in R 2 , preprocess
) time to build a data structure of size O(
). For any two query points s, t ∈ F(P), a (2 + ǫ)-approximate distance is found in O(
Approximate shortest path amid convex polytope obstacles
In R 3 , we utilize a similar approach. We first compute a corset for each of the convex polyhedrons and then apply a variant of Clarkson's method on that set. Note that in R 3 the shortest path need not pass through vertices of the obstacles; but it passes through edges of the obstacles. Hence, edges of the obstacles are typically discretized in obtaining an approximate shortest path. Our algorithm finds a corset of each polyhedron in R 3 and then applies the result from Clarkson [10] .
Approximating polytopes
For every convex obstacle P in P, as in [22] , we partition the surface of P into O( 1 ǫ ) surface patches. We use a spherical co-ordinate system O(P ), centered at an interior point of the polyhedron P . Definition 4.1 An ǫ-surface patch φ on P comprises a maximal set of points such that for any two points p ′ , p ′′ belonging to φ, max(|θ
, where θ p and φ p are the angles defining the normal to the surface of the polyhedron at point p in the spherical co-ordinate system O(P ).
We let Π(P i ) be the partition of the polygon P i into surface patches. These patches are trivially constructed by partitioning the range of radian values of θ and φ into contiguous segments differing by the radian value of √ ǫ. Note that a point p that belong to more than one patch is assigned to the patch that is constructed first.
Lemma 4.1
The geodesic distance between any two points p, q located on a patch R is upper bounded by (1 + ǫ) pq .
Proof: Let r be the point of intersection of normals to R at points p and q. Applying an argument similar to the proof of Lemma 2.1 to points p, q and r together with the plane they define, yield the required result. ⊓ ⊔ Each patch is defined by four vertices. The patch boundaries together define the corset S i of polyhedron P i . Essentially, we approximate obstacle P i with CH(S i ). There are O( 1 ǫ ) vertices and O( 1 ǫ ) edges in the coreset corresponding to an obstacle. Let S be the union of coresets of all the obstacles. Also, let Ω be the set comprising CH(S i ) for every i, and let F(Ω) be the free space defined by R 3 sans the union of interior of all the obstacles in Ω. We need the following claim:
Lemma 4.2 For any two vertices s and t of
Proof: The proof is analogous to the proofs of Lemmas 2.2 and 2.3. ⊓ ⊔
Computing an approximate shortest path
Our algorithm relies on Clarkson [10] . First, we summarize that result. The input to the algorithm is a set h of disjoint polytope obstacles, defined with n vertices. The cones in R 3 are assumed to have three sides. Let C be the collection of cones, each with apex at origin and with angular diameter O(ǫ), together partition R 3 . Note that the number of cones in C are O( 1 ǫ 2 ). Each edge e is subdivided into edge segments such that for each such subsegment ab of e and for every cone C in C, as p moves from a to b along ab, the locus of closest points to p in C p is a line segment. There are two phases in this algorithm, respectively constructing graphs
The node set V ǫ comprises of all the endpoints of all the edge segments in F(P) together with s and t. The distance between s and t nodes in G 1 is a 2-approximation of the geodesic distance between s and t in F(P). Using this estimate, G 2 is constructed so that a (1 + ǫ)-shortest path is found from G 2 . For every node v in V ǫ ∪P i (for i = 1, 2), for every cone C v whose interior overlaps with obstacles, introduce a Steiner node v ′ into P ′ i wherein v ′ is the closest visible point to v in C v . Note that v ′ may lie on a face of an obstacle. Also, the algorithm introduces an edge between v and v ′ into E i with weight equal to vv ′ . For each face f , constructs a spanner for the points located on f (endpoints of edge segments and Steiner points on f ) as in case of R 2 and introduces the corresponding edges into E i .
The vertex set P 1 is defined similar to the algorithm in [30] . For every edge segment e, the section of e consisting of points that are at Euclidean distance at most st from s is partitioned into segments of length 1 8n . Every other section(s) of edge segment e is partitioned by defining a coordinate system on e with the origin at point p on e that has the minimum Euclidean distance from s among all the points of e. The sequence of points on e are defined in the following way:
. ., and their negatives x −j = −x j . The line segment joining any two successive points along any edge e defines an edge segment of e. The node set P 1 comprises of nodes that correspond to edge segments of all the edges in P together with s and t. The graph G 1 is a complete graph over nodes in V ǫ ∪ P 1 ∪ P ′ 1 . If two edge segments s ′ and s ′′ are weakly visible to each other, algorithm introduces an edge between the nodes corresponding to v s ′ and v s ′′ with the weight equal to the Euclidean distance between the midpoints of s ′ and s ′′ . Otherwise, the weight of the edge joining v s ′ and v s ′′ is set to infinity.
Using Fredman-Tarjan algorithm, the shortest distance δ
st between s and t in G 1 is found. This distance is shown to be 2-approximation of the geodesic distance between s and t. If this distance is infinity, then there is no path from s to t. Then for the set of points on an edge e that are within 2δ st . The set P 2 comprises of endpoints of these edge segments. Again using Fredman-Tarjan algorithm, the shortest distance δ G 2 st between s and t in G 2 is computed. To construct a shortest path, every edge joining nodes corresponding to v s ′ and v s ′′ in a shortest path between s ′ and s ′′ is replaced with an obstacle avoiding segment between v s ′ and v s ′′ , which is guaranteed to exist from the construction.
The time complexity of this algorithm is O(n 2 λ(n) lg( n ǫ ) ǫ 4 +n 2 lg (nρ) lg(n lg ρ)). Here, ρ is the ratio of the length of the longest edge in S to the distance between s and t; and,
wherein α(n) is a form of inverse Ackermann function. The correctness of this algorithm relies on Papadimitriou [30] whose detailed analysis is given in Choi et al., [9] .
Our algorithm
Let s and t be degenerate single-point obstacles in P. First, as described in Subsection 4.1, we compute a coreset S from P. For every P i ∈ P, we approximate P i with CH(S i ), wherein S i comprises of all the points in S that lie on the surface of P i . While noting that the sketch Ω is defined with O(h/ǫ) vertices and O(h/ǫ) edges, we apply the Clarkson's algorithm [10] with obstacles from Ω to find an approximate shortest path κ between s and t. Let T be the set of line segments of κ that are tangents to obstacles in Ω. For any line segment p ′ p ′′ of κ that does not belong to T , p ′ p ′′ resides on some obstacle Q i ∈ Ω. Then every such line segment p ′ p ′′ in κ is replaced with the geodesic shortest path between p ′ and p ′′ on the surface of the corresponding obstacle P i ∈ P. This is accomplished by projecting p ′ p ′′ onto P. The projection is done using the interior point that was useful in constructing the patch. The (1 + ǫ)-approximation follows from the path construction and due to Lemma 4.2. On the other hand, suppose p ′ p ′′ be a line segment of κ that belong to T . Like in R 2 , p ′ p ′′ may intersect with any obstacle in P. Using the space-sweep [18, 29, 31] , we find the points of intersections of line segments in T with the obstacles in P. A plane Γ parallel to yz-axis is swept from left-to-right in R 3 with the left extremes of polytopes in P together with the endpoints of line segments of T as event points. Whenever a line segment l of T and an obstacle P i are found to intersect the sweep-plane Γ at the same time, we find whether l intersects with P i . If it is, we find the corresponding points of intersection. To help in efficiently deciding whether any given line segment and the given polytope in P intersect and in turn finding the corresponding points of intersection whenever they intersect, we preprocess each polytope using the algorithm from Dobkin et al. [12] .
Theorem 4.1 Let P be a set of h pairwise-disjoint convex polytopes of total complexity n in R 3 and two points s, t ∈ F(P), a (1 + O(ǫ))-short path between s and t is computed in O(n + h log n + Since the cardinality of T is O(h), the space-sweep with the mentioned event points take O(h lg h) time. All the convex polytopes together are preprocessed in O(n) time with the algorithm from Dobkin et al. [12] . And, due to [12] , each query to determine whether a line segment intersects with a given convex polytope takes O(lg n) time, leading to O(h lg n) overall time complexity of all such queries. Translating the path in Ω into a path on the polytope takes an additional O(n) time. The correctness follows from Lemma 4.2 together with the correctness of [10] , [22] , and [12] . ⊓ ⊔
Conclusions
We have presented an algorithm to find a (1 + ǫ)-short path for R 2 . Our algorithm is simple as compared with [2] . Using CV Ds, we have extended the same to preprocess polygons and build data structures that assist in answering two-point (2 + ǫ)-short path queries. The query algorithm improves both the approximation factor and the space occupied by the data structures constructed in the the preprocessing phase. Further, we devise an algorithm to find a (1 + ǫ)-short path for R 3 which extends techniques used in algorithms for R 2 while applying the algorithms from [30, 10] . The time complexity of our algorithm for R 3 trades-off with respect to n and h as compared to the algorithm from [2] . The algorithms in this paper are extendable to rectilinear metric as well.
