Abstract. In this work, we propose a method for self-organized adaptive task partitioning in a swarm of robots. Task partitioning refers to the decomposition of a task into less complex subtasks, which can then be tackled separately. Task partitioning can be observed in many species of social animals, where it provides several benefits for the group. Selforganized task partitioning in artificial swarm systems is currently not widely studied, although it has clear advantages in large groups. We propose a fully decentralized adaptive method that allows a swarm of robots to autonomously decide whether to partition a task into two sequential subtasks or not. The method is tested on a simulated foraging problem. We study the method's performance in two different environments. In one environment the performance of the system is optimal when the foraging task is partitioned, in the other case when it is not. We show that by employing the method proposed in this paper, a swarm of autonomous robots can reach optimal performance in both environments.
Introduction
Many animal species are able to partition complex tasks into simpler subtasks. The act of dividing a task into simpler subtasks that can be tackled by different workers is usually referred to as task partitioning [15] .
Although task partitioning may have associated costs, for example because of work transfer between subtasks, there are many situations in which partitioning is advantageous. Benefits of task partitioning include, for example, a reduction of interference between individuals, an improved exploitation of the heterogeneity of the individuals, and an improved transport efficiency [9] .
Humans widely exploit the advantages of task partitioning in everyday activities. Through centuries, humans have developed complex social rules to achieve cooperation. These include planning, roles and work-flows. Ancient romans realized the importance of partitioning and they codified it in their military principle divide et impera (also known as divide and conquer), which became an axiom in many political [17] and sociological theories [10] .
Examples of task partitioning can also be observed in social insects. A widely studied case is the foraging task in ants and bees. In foraging, a group of individuals has to collect and transport material to their nest. Foraging involves many different phases and partitioning can occur simultaneously in many of them. Typical phases where task partitioning can occur are the exploration of the environment and the preparation of raw materials [15] . Examples of task partitioning are the harvesting of leaves by the leaf-cutter ants [9] , the excavation of nest chambers in Pogomomyrmex, and the fungus garden removal in Atta [18] .
Also in swarm robotics there are situations in which it is convenient to partition a task into subtasks. Advantages include increased performance at group level, stimulated specialization, and parallel task execution. In most of the cases, task partitioning is done a priori and the focus is on the problem of allocating individuals to subtasks in a way that maximizes efficiency. However, in many cases, task partitioning cannot be done a priori because the relevant information on the environment is not available. We consider self-organized task partitioning as a suitable approach in these cases.
In this work, we focus on the case in which a task is partitioned into subtasks that are sequentially interdependent. We propose a simple method, based on individuals' perception and decisions, that allows a swarm of autonomous robots to decide whether to partition a foraging task into subtasks. We test the method with a swarm of simulated robots in two different environmental conditions. The rest of the paper is organized as follows. In Section 2 we describe the problem and we review related works. In Section 3 we propose an adaptive method that we tested with simulated robots. In Section 4 we provide a description of the experimental framework we consider. In Section 5 we report and discuss the results. Finally, in Section 6 we summarize the contribution of this work and present some directions for future research.
Problem Description and Related Works
We study a swarm of robots that has to autonomously decide whether to partition a task into subtasks. Our focus is on situations in which a task is partitioned into sequential subtasks: the subtasks have to be executed in a certain sequence, in order to complete the global task once [5] .
In these cases, we can identify tasks interfaces where one task ends and another begins. Through tasks interfaces, individuals working on one of the subtasks can interact, either directly or indirectly, with individuals working on other subtasks.
An example of sequential task partitioning, observable in nature, is the foraging activity in Atta leaf cutting ants. The sequential interdependency between tasks stems from the fact that each leaf has to be cut from a tree before it can be transported to the nest. Each individual can choose whether to perform both the cutting and transporting subtasks, or to specialize in one subtask only.
Hart at al. [9] described the strategy employed by Atta ants: some individuals work on the tree, cutting and dropping leaves to the ground, while the rest of the swarm gathers and transports these leaves to the nest. Here the advantage of partitioning comes from the fact that the energy cost to climb the tree has to be paid only once by those individuals working as leaf cutters. Disadvantages come from the fact that energy has to be spent to search for leaves on the ground. The task interface can be identified, in this case, as the area where the leaves land. Such areas are usually referred to as caches, and facilitate indirect transfer of material between individuals. Anderson and Ratnieks described how foragers of different ant species partition the leaf transport task by using caches [4] .
Partitioning along foraging trails using direct transfer of material between individuals can be observed in other ant species and in other social insects. In the case of direct transfer, the benefit of partitioning can come from the fact that material weight can be matched with the strength of the transporter [2] . Akre et al. observed task partitioning within Vespula nectar foraging [1] . Anderson and Ratnieks studied partitioned foraging in honeybees species, showing that the larger the swarm, the higher the performance [3] .
Robotic swarms often face situations similar to those of their natural counterparts. However, despite its importance, few works have been devoted to task partitioning in swarm robotics. Notable exceptions are the works of Fontan and Matarić as well as Shell and Matarić on bucket-brigading [8, 16] . In these works, robots have to gather objects in an environment. Each robot operates in a limited area and drops the object it carries when it reaches the boundaries of its working area. This process leads to objects being passed across working areas until they reach the nest. Lein and Vaughan proposed an extension to this work, in which the size of the robots' working areas is adapted dynamically [11] . Pini et al. showed that the loss of performance due to interference, can be reduced by partitioning the global task into subtasks [14] . To the best of our knowledge, selforganized task partitioning in terms of adaptive task decomposition has never been investigated.
The Method
The method we propose allows a swarm of robots to adaptively decide whether to partition a task into sequential subtasks or not. A decision is made by each individual: In case a robot decides to employ task partitioning, it works only on one of the subtasks. In case a robot decides not to employ task partitioning, it performs the whole sequence of subtasks. The method is fully distributed and does not require explicit communication between individuals. The swarm organizes in a way that maximizes the overall efficiency of the group, regardless of the specific environment. Efficiency is defined as the throughput of the system.
In the method proposed, each individual infers whether task partitioning is advantageous or not on the basis of its waiting time at tasks interfaces. We define the probability p that a robot has to employ task partitioning as:
with θ being:
and w(k) being the weighted average waiting time at task interfaces after k visits, which is calculated as follows:
In Equation 2, s and d are a scale and a delay factor, respectively. In Equation 3, α ∈ (0, 1], is a weight factor that influences the responsiveness to changes: higher values lead to a readily responsive behavior. The value of these parameters can be determined empirically. The variable w M is the measured waiting time at task interface and ranges in [0, w MAX ). The upper limit w MAX ensures that robots eventually renounce to employ task partitioning when their waiting time becomes too high. Each time a robot completes a subtask, it decides whether to employ task partitioning for the next task execution, or not.
Experimental Setup
The purpose of the experiments described in this section is to show the validity of the method described in Section 3. To illustrate the approach we have chosen a foraging problem as a testbed. It is a canonical choice in collective robotics as it is easy to model and its applications are numerous [7] .
In the experiments, the global task can be described as harvesting objects from a single source and storing them in the nest. The global task can be partitioned into two subtasks, referred to as harvesting and storing, respectively. Partitioning enables the subdivision of the environment into two areas, linked by a task interface as defined in Section 2. The task interface is represented by a cache that can be used by the robots to exchange objects. As the cache has a limited capacity, robots that decide to use it may have to wait. The waiting time is defined as the delay between the moment when a robot decides to use the cache, either for picking up or dropping objects, and the moment when this effectively becomes possible. It is also possible to avoid the cache by using a separate corridor, which links directly the source and the nest.
Each robot has to autonomously decide whether to partition the foraging task, by using the cache; or not to partition it, by using the corridor. The swarm can also employ a mixed strategy in which some individuals use the cache and others use the corridor. Robots have no notion of the global performance of the swarm. In no case explicit communication is used. Figure 1 shows a simplified state diagram that represents the behavior of each individual.
Simulation Tools
All the results presented in the paper are obtained using the ARGoS simulation framework [13] . ARGoS is a discrete-time, physics-based simulation environment that allows one to simulate experiments at different levels of detail. For the experiments presented in this paper, it is sufficient to simulate kinematics in a bi-dimensional space. A common control interface provides transparent access to real and simulated hardware, allowing the same controller to run also on the real robots without modifications. The robots we use in this research are the e-pucks 1 . The e-puck has been designed with the purpose of being both a research and an educational tool for universities [12] . ARGoS simulates the whole set of sensors and actuators of the e-puck. In our experiments we use the wheel actuators, the 8 IR sensors for light and proximity detection, the VGA camera, and the ground sensors.
Harvesting Abstraction
As the e-pucks are not capable of grasping objects, we developed a device to simulate this process [6] . Figure 2 shows a schematic representation of the device, called an array 2 . It consists of a variable number of slots, named booths. Each booth is equipped with two RGB LEDs that can be detected by the robots through their color camera. A light barrier can detect the presence of a robot within each booth. Reactions to this event, such as changes in LEDs color, are programmable.
In the experiments presented in the paper, a green booth, either in the source or in the cache, means that an object is available there. Analogously, a blue booth means that an object can be dropped there. By using this abstraction, when a robot enters a booth in which the LEDs are lit up in green, we consider that the robot picks up an object from that booth. When a robot enters a booth in which the LEDs are lit up in blue, we consider that the robot drops an object in that booth. In both cases, when the booth perceives the presence of the robot, it reacts by turning the LEDs red, until the robot has left. Once the robot has left, the booths behave in a different way, depending whether they are source, nest or cache booths. In the case of the source, the booth turns green, to signal the availability of a new object to harvest. In the case of the nest, the booth turns blue, to signal that the corresponding store spot is available again. In case of the cache, if the robot leaves after picking up an object, the booth, previously green, turns off and the corresponding booth on the other side turns blue signaling that the spot is now available again for dropping an object. Conversely, if the robot leaves after dropping an object, the booth, previously blue, turns off and the corresponding booth on the other side turns green signaling that an object is available for being picked up. This simple logic allows us to simulate object transfer through the cache, as well as harvest from the source and store in the nest.
Environments
We run the experiments in two different environments, named short-corridor environment and long-corridor environment (see Figures 3a and 3b) .
In both the environments, the nest array is located on the right-hand side, while the source array is located on the left-hand side of a rectangular arena. Both the nest and the source arrays have four booths, all on one side. The cache array is located between the nest and the source and has three booths on each side. Therefore, the cache has a limited capacity, which is determined by the number of booths on each side. Different ground colors allow the robots to recognize on which side of the cache they are.
Although the cache array cannot be crossed by robots, a corridor links the two areas and allows the robots to harvest/store objects without using the cache Fig. 3 . Representation of the a) short-corridor and the b) long-corridor environments used in the experiments. Nest and source arrays have both four booths on one side. The cache array has three booths for each side. Different ground colors help the robots to distinguish between different parts of the environment and to navigate through the corridor that connects the two areas. The light source, used as landmark for navigating in the corridor, is marked with "L".
array (i.e., without partitioning the foraging task). A light source and two colored trails help the robots to navigate through the corridor. Both the environments are 1.6 m wide, but they differ in the corridor's length: in the short-corridor environment the corridor is 1.5 m long, while in the long-corridor environment it is 3.5 m long. Both the use of the cache and the use of the corridor entail costs. The cache can be seen as a shortcut between source and nest: robots cannot cross the cache, but its use can make material transfer faster. However, the cache can also become a bottleneck as the decision of using it can lead to delays if it is busy when dropping objects, or empty when picking them up. The decision of using the corridor imposes a cost due to the time spent traveling through it. Thus, the transfer cost varies with cache and group size while the travel cost varies with corridor length. As we keep the size of the cache array constant in our experiments, the corridor length determines the relative cost between partitioning and not partitioning. In the long-corridor environment, the use of the cache is expected to be preferable. On the other hand, in the short-corridor environment, the cost imposed by the corridor length is low and should lead to the decision not to use the cache.
Experimental Settings
We run two different sets of experiments: in a first set of experiments we are interested in assessing the performance of the adaptive method that we propose, while in the second set of experiments we aim at evaluating its scalability. In the first set of experiments the robotic swarm is composed of twelve e-pucks, each controlled by the same finite state machine depicted in Figure 1 . In both the environments, we compare the adaptive method described in Section 3 to two strategies which always partition (p d = p p = 1) or never partition (p d = p p = 0). These are used as reference strategies for evaluating both the performance of the proposed method and its capability of adapting to different environmental conditions. The values of the parameters have been determined empirically and In the second set of experiments we compare the adaptive method to the reference strategies in the short-corridor environment. In this case the size of the swarm varies in the interval [4, 60] . For each condition we run 10 randomly seeded experiments. The remaining parameters of the experiment are the same as described for the first set of experiments.
Results and Discussion
As we keep the capacity of the cache array constant, it is the length of the corridor that determines which behavior maximizes the throughput of the system. Partitioning allows the robots to avoid the corridor but, in order to exploit efficiently the cache, the swarm has to organize and to work on both of its sides. Additionally, as pointed out in Section 4, the robots might have to wait in order to use the cache.
In the short-corridor environment, the cost of using the cache is higher than the cost of using the corridor. In this case the robots should decide for a nonpartitioning strategy, without exchanging objects at the cache. Conversely, in the long-corridor environment the time required to travel along the corridor is high, and partitioning the task by using the cache is expected to be more efficient.
The graphs in Figure 4 show the average throughput of a swarm of twelve robots in the two environments. Throughput is measured as the number of objects retrieved per minute. The adaptive method is compared with the two reference strategies in which the robots never/always use the cache. As expected, each of these reference strategies performs well only in one environment: the strategy that never uses the cache performs better in the short-corridor environment, while the strategy that always use the cache performs better in the long-corridor environment. On the other hand, the adaptive method we propose shows good performance in both environments. Concerning the long-corridor environment, we assumed that the best strategy was to always use the cache and to avoid the corridor. However, Figure 4 (bottom) shows that the adaptive method proposed improves over this fixed strategy. To better understand this behavior, we empirically determined the fixed-probability strategy yielding the highest throughput for each environment. This analysis revealed that the best strategy in the long-corridor environment is to use the cache with a probability around 80%. In the short corridor environment a nonpartitioning strategy is preferable. fixed-probability strategies perform well only in one of the two environments. Our adaptive method, on the other hand, reaches good performance in both the short-corridor and the long-corridor environment. These results confirm that the method we propose allows a swarm of robots to take a decision concerning whether to partition a task into sequential subtasks or not.
The graph in Figure 5 shows the results of the second set of experiments, in which we focus on scalability. In this case we compare different strategies for different swarm sizes in the short-corridor environment. As discussed previously, in the short-corridor environment the optimal strategy is to always use the corridor. It can be observed that for small swarm sizes this strategy performs well. However, the performance of this strategy drops drastically when the number of robots increases. The reason for this degradation is the increasing interference between the robots, which increases the cost of using the corridor. The partitioned strategy does not suffer from steep drops of performance. However, the throughput is considerably lower for smaller group sizes, as the waiting time at the cache becomes dominant. The adaptive method performs well across all the studied swarm sizes, finding a good balance between the robots that use the cache and those that use the corridor.
Conclusions
In this research we investigated the self-organized task partitioning problem in a swarm of robots. In particular we have proposed an adaptive method to tackle the task partitioning problem with a simple strategy based on individual's perception of each subtask performance. In the method proposed, the subtask performance is estimated by each robot by measuring its waiting time at task interfaces. Results show that the adaptive method we propose reaches the best performance in the two environments we considered, employing task partitioning only in those cases in which the benefits of partitioning overcome its costs. The study of the impact of the group size reveals that the method scales well with the swarm size. Future work will concern the study of self-organized task partitioning in multi-foraging problems in environments with several caches. In addition, we are interested in studying the application of the method proposed to cases in which partitioning happens through direct material transfer.
