Abstract. Neural network is one of the tools in processing intelligent information, which is widely used in computers and other various disciplines. The article reveals the big data in health filed and the characteristics of it, it introduces the basic principle of BP neural network and structure of the widely used network, introduces the design step, compiles the application in various areas of health and application strategy of BP neural network, summarizes the weakness of neural network applications in the health field and puts forward the optimization method.
Introduction
With the rapid development of IT technology such as cloud computing, internet of things, mobile Internet, the data of medical and health industry rise exponentially. medical big data formed basically, and brought many changes to our lives, the health care industry has gradually formed a large data structure that speak in data, using data decision-making, using data management and data innovation. among them, how to mine and discover valuable medical information from the medical and health big data has become a top priority.
Medical and health industry big data has the characteristics of 4V:(1) Volume: huge volume. the volume and variety of medical and health industry, such as: in 2014 only the outpatient data storage of a hospital in Chongqing account for space of up to more than 300 GB. (2) Variety: medical and health industry has different types of data structure, such as, the laboratory test data (LIS) presented a structured data type, the electronic medical record data (EMR) presents the semi structure data type and medical image data (PACS) presents an unstructured data type and so on. (3) Velocity: health data is real-time, high speed data flow, which is often difficult to be filed in a fixed location. Nowadays, the promotion of mobile medical equipment and health data transmission require a high speed, effective way. (4) Value: core features of medical big data: there are many interference, synergy and data quality defects in the field of health care. the proportion of the value of the data is small, the greatest value of big data is to dig out the value of the future trend and pattern prediction analysis through the data from a large number of different types of data, and through the depth analysis of data mining methods, finding new rules and new knowledge, and applied to the field of health care, to improve medical and health, promote the health sciences study on the effect.
Compared with traditional data analysis methods, BP neural network has obvious advantages, mainly in the: compared to other data mining methods, BP neural network model has a high degree of nonlinear mapping ability(processing of unstructured data, including text, images, video, audio and other data), high fault tolerance(BP neural network uses the whole approach, some sample errors will not affect the overall structure), highly adaptive and self-learning ability(BP neural network can approximate the training sample by changing the weight of the model). therefore, since the end of the 1980s, BP neural network has been widely concerned by researchers from all walks of life, and has been widely used in various fields of scientific research. in the field of health care, BP neural network in the diagnosis of disease, to explore the risk factors of disease, predict the incidence of disease, to explore the economic burden of the patient has been a lot of applications.
obviously, the application of BP neural network to tap the vast amount of data in the field of health care, has become one of the hot issues in the current medical community.
Under the background, this paper attempts to explore and study the application mode of BP neural network which is opposite to the large data of medical and health care.
The Basic Principle of BP Neural Network
The Connotation of BP Neural Network Artificial neural network (artificial neural networks, ANN) is one of the intelligent information processing tools, it is a collection of electronic, computer, biology, mathematics and physics knowledge, to solve the current computer or other system still cannot solve the problem by some organisms in the neural network structure simulation and function.
According to the network topology, the artificial neural network can be divided into four types: forward to the network, there is feedback to the former network, the layer before the interconnection network and the whole or part of the Internet. Among them, error back propagation neural network model is a multilayer feedforward neural network, this model is one of the widely used neural network models [1] . as a result of the use of BP algorithm named. the back-propagation algorithm solves the hidden layer neurons containing multilayer network link weight learning.
The Structure, Design and Operation Mode of BP Neural network
The Structure of BP Neural Network:
A three-layer feedforward neural network structure based on BP algorithm is shown in Figure 1 . it is composed of input layer, hidden layer and output layer and required to determine the number of nodes in the input layer and output layer, select the number of layers and nodes in hidden layers. 
The design of BP neural network:
The confirmation of training sample. Training samples are originate from the random unbiased samples. it's size should be appropriate, if the size of it is excessive will cause the speed of train slowly, the external reality poorly, the generalization ability lowly, if it is too small to make the result reliable and representative. the number of sample size and connected value is 10 to 1,which can achieve the requirements [2] . The normalized sample. The input and output variables of the sample were normalized to the sample values normalized to [ 1, 1]  .it makes the network training more efficient, improve the speed of training and the performance. it could take the following ways:
x is the normalized variable of the j input of the i sample, ,max ij x and ,min ij x are the maximum and the minimum of the j input of the i sample. The initialization of BP neural network. To initialize the weights of the network, the selection of initial weight is not appropriate, it will take too much time to train and the error trap in local minimum. The random number between the initial weights [ 1, 1]  . The design of input layer. The number of input neurons is consistent with the number of input variables. The design of hidden layer.
(1)The number of hidden layer: Three layer BP network can map arbitrary n-dimensional to m-dimension. any continuous function in the closed interval can be approximated by a single hidden layer network, it takes less training time.
(2)The number of hidden units: The determination of the number of hidden units is complex, there is no ideal method to solve it. lots of attempts to determine the optimal number in general. Deng W[3] use the information entropy to estimate the optimal number of hidden units, the following formulas are usually used to determine the extent of the hidden units.
n is number of input units, k is sample size, i n is the number of hidden units in the i layer, The value of a is constant between [1, 10] .
The design of output layer. The output layer is one layer, the number of neurons in the output layer is according to the expected number of predicted variables m or 2 log m .
Operation mode of BP neural network
The operation mode of BP neural network is divided into the forward propagation and the error back propagation [4] , correcting weights to achieve the desired effect.
Learning period
In the learning period, the state of computing unit is constant and the weights of the connections can be modified by learning samples. BP neural network defines this period as: the signal is transmitted, it is transferred to the hidden layer and calculated the actual output of each node.
Performance period
The connection weights are fixed and the state of calculation unit is changed to achieve the stable state. BP neural network defines this period as: the error back propagation; The error between the actual value and the expected value is calculated by the recursive calculation and the weight is modified by the error.
For a group of samples (N for sample size),the system error is:
Using gradient descent learning method, the weight of BP algorithm is adjusted by the following formula:
( 1) 
Application strategy of BP neural network
This paper takes diabetes as an example, construct BP neural network application model in medical large data.
(1)Establish training samples. First, the goal of BP neural network application in medical data mining is determined--Independent risk factors for early death in patients with diabetes. Secondly, extraction and integration of samples in the electronic medical record database, and the electronic medical record data warehouse is formed. Finally, in order to determine the risk factors for premature death in patients with diabetes. collected from 2013 to 2000 electronic medical records in the database of 118765 data samples, screening out the required 22 kinds of sample properties.
(2)Normalization of sample processing. the example uses the formula 3. (5)Design hidden layer. the hidden layer is selected as one layer, and the three layer BP network is constructed. the number of units is determined by a number of attempts to find the optimal number, each unit is ultimately set as a patient's physiological properties.
(6)Design output layer. the output layer is vascular disease, cancer, infectious diseases, external causes, intentional self injury, degenerative disease(O1,…,O6).
After the BP network model is built, training samples of normal population. after many times of training, mean square variance is changed to 0, then seek out the incidence of some diseases ' i P , so as to get the threshold of the corresponding disease Results show: In the risk factors of early death in patients with diabetes, the probability of vascular disease and a variety of cancer (including lung cancer, colon cancer, liver cancer, pancreatic cancer, bladder cancer and other cancers) is relatively large, followed by infectious diseases, external causes, their own intentional injury, degenerative disease and so on.
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Input layer
Hidden layer Output layer Figure 2 . the neural network structure of the risk factors of death in diabetes.
The Application of BP Neural Network in Health Field
Diagnose Diseases
Zhang PJ use 9 genes to diagnose primary liver cancer [5] .103 cases that primary hepatocellular carcinoma who get chronic hepatitis with B infection and 54 cases of control group, it use the Logistic regression analysis, discriminant analysis, classification tree and artificial neural network to establish the multi parameter model for gene diagnosis and evaluate its diagnostic value. The area which is under the curve, sensitivity and specificity of the diagnostic model were 0.943, 98%and 85%. The proposed model provides an auxiliary diagnostic method.
Detect Risk factors of Disease and Complications
Ma XM collected 233 cases of samples were analyzed [6] , it compared multiple factors logistic regression model with the model of BP neural network in mean value of risk factors of the hand-foot-and-mouth disease. BPNN model can reflect the complicated nonlinear relationship between the risk factors of HFMD and itself. the fitting effect and the correct rate of classification in network are better and BPNN can get interaction factor of Logistic regression model. the thermal peak is more than 39°C,the spirit of poor and leukocyte increased have interaction in BPNN model.
Predict the Incidence of Disease
Xu XQ collected the measles annual incidence rate in 1996-2012 [7] . The incidence rate of 1996-2010 was training sample and the incidence rate of 2011-2012 was the test sample. training model based on BP neural network algorithm, forecasting the incidence data of measles in 2013 -2017. the simulation model structure shows the average relative prediction error of sample is 1.908%, the prediction error of examination is 2.332%, the neural network has better prediction accuracy in the incidence of measles 
Predict the Number of Days in Hospital
Wu G collected the medical records of intracranial hemorrhage in the 309th Hospital of the Chinese people's Liberation Army in 2011-2014,the number is 396 [9] .BP neural network model was established to predict the number of days of hospitalization in patients with intracranial hemorrhage, used R 
Conclusions
Through the studies, the following conclusions are obtained:
1. This paper describes the basic principle of BP neural network. and discusses the application strategy of BP neural network in the field of health care, in this paper, the application of the risk factors in the diagnosis of disease, disease and complications were reviewed, and the influence factors of the disease incidence rate and the economic burden of the patients were predicted.
2. In the BP neural network model, there are still some limitations. (1)BP neural network hidden layer model of uncertain unit number, are often based on experience repeated test selection. (2) Hypothesis test of weight coefficient, confidence interval weight coefficient, significant weight coefficient, these issues remain to be resolved.(3) BP neural network model error surface gradient is more complex, in the error curve, there will be a strong shock and a long plane, so that the number of training greatly increased, thus affecting the convergence rate. at the same time, the BP neural network model system error is easy to converge to the local minimum points of the network error.
3. In view of the defects of BP neural network, in addition to further enhance the performance characteristics of the BP neural network, can be nonlinear processing methods, combined with the new method of signal processing and neural network, to form a more optimal performance in the network, such as wavelet analysis, shows good performance [10] . Marquardt-Levenberg numerical optimization algorithm (L-M algorithm) is a kind of fast convergence speed, suitable for small and medium-sized network of the improved BP neural network algorithm. we can also use the genetic algorithm to search for the characteristics of the search technology to reduce, and then the characteristics of the reduction as the BP neural network input variables, training and construction of BP neural network model, because of the unique working principle of genetic algorithm, it can search the global optimization in complex space, especially suitable for optimization based on complex neural network model, this kind of neural network combined with genetic algorithm is one of the most effective ways. the use of BP neural network combined with other data mining methods (such as: ant-colony algorithm, L-M algorithm) to be applied in medical and health field is more mature, provide more valuable information for healthcare workers.
