Development of fragility curves for use in seismic risk targeting by Gkimprixis, Athanasios et al.
Gkimprixis, Athanasios and Douglas, John and Tubaldi, Enrico and 
Zonta, Daniele (2018) Development of fragility curves for use in seismic 
risk targeting. In: 16th European Conference on Earthquake Engineering, 
2018-06-18 - 2018-06-21. , 
This version is available at https://strathprints.strath.ac.uk/64032/
Strathprints is  designed  to  allow  users  to  access  the  research  output  of  the  University  of 
Strathclyde. Unless otherwise explicitly stated on the manuscript, Copyright © and Moral Rights 
for the papers on this site are retained by the individual authors and/or other copyright owners. 
Please check the manuscript for details of any other licences that may have been applied. You 
may  not  engage  in  further  distribution  of  the  material  for  any  profitmaking  activities  or  any 
commercial gain. You may freely distribute both the url (https://strathprints.strath.ac.uk/) and the 
content of this paper for research or private study, educational, or not-for-profit purposes without 
prior permission or charge. 
Any correspondence concerning this service should be sent to the Strathprints administrator: 
strathprints@strath.ac.uk
The Strathprints institutional repository (https://strathprints.strath.ac.uk) is a digital archive of University of Strathclyde research 
outputs. It has been developed to disseminate open access research outputs, expose data about those outputs, and enable the 
management and persistent access to Strathclyde's intellectual output.
  
 
 
 
DEVELOPMENT OF FRAGILITY CURVES FOR USE IN  
SEISMIC RISK TARGETING 
 
 
Athanasios GKIMPRIXIS1, John DOUGLAS2, Enrico TUBALDI3, Daniele ZONTA4 
 
 
ABSTRACT 
 
Many studies have shown that GHVLJQLQJVWUXFWXUHVLQDUHJLRQE\DSSO\LQJWKHµXQLIRUPKD]DUG¶SULQFLSOHGRHV
not guarantee that the risk of collapse throughout this region will also be uniform. In other words, using 
constant-return-period ground motions for design leads to structures exposed to different levels of earthquake 
risk, even though they are designed according to the same regulations. Recently, a more sophisticated approach, 
RIWHQUHIHUUHGWRDVµULVN-WDUJHWLQJ¶KDVEHHQGHYHORSHGDQGapplied in practice in the US, while studies have also 
been conducted for France, Romania and Indonesia, as well as for the whole of Europe.  
In this study, we design, based on Eurocodes 2 and 8, a set of six reinforced concrete buildings corresponding to 
different geometries and two levels of design peak ground acceleration (0.1 and 0.3g). The response of these 
buildings to earthquake shaking is modelled numerically using state-of-the-art computer software to develop 
fragility curves for different limit states. We find that while the design acceleration has some influence on the 
fragility curves, other parameters such as the number of storeys also affect them. These preliminary results are 
useful for improving the procedures for risk-targeting. 
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1. INTRODUCTION  
 
A key input when designing a new structure using Eurocode (EC) 8 (CEN 2004), the European 
seismic design code, is the design acceleration (ag). This acceleration is used to construct the design 
response spectrum, which also depends on the site class (A, B, C, etc.). The general aim of EC8 is that 
the higher the ag, the more resistant to earthquake shaking is the designed structure. In this study we 
conduct a preliminary investigation of the impact of ag on the vulnerability of reinforced-concrete 
(RC) structures designed using Eurocodes 2 and 8. The purpose of this investigation is to improve our 
understanding of whether ag dominates over other factors affecting vulnerability, in our case the 
number of storeys and number of bays. The ultimate aim of our research project is to develop fragility 
curves that could be used within a risk-targeting approach for seismic design (Luco et al., 2007). 
In this section a brief introduction to the approach of risk-targeting for the development of seismic 
design maps is provided alongside a summary of previous studies providing the critical input to this 
approach that is further investigated here, i.e.: fragility curves for different design accelerations. 
Section 2 presents the structures that we have designed using EC2 and EC8 for our study. Next the 
procedure used to construct the fragility curves of those structures is presented. In Section 4 the results 
of these calculations are shown and compared to curves derived in previous studies. The article ends 
with some brief conclusions and recommendations for future work. 
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1.1 Risk-targeting 
 
In the approach for the development of seismic design maps commonly known as risk-targeting, rather 
than mapping the design acceleration from a probabilistic seismic hazard assessment (PSHA) for a 
constant return period (e.g. 475 years), the design accelerations that lead to a constant level of risk of 
collapse (or other damage level) are mapped. To calculate these accelerations an iterative approach is 
required where, for each location, the hazard curve from the PSHA is convolved with a fragility curve 
expressing the probability of collapse given an acceleration to evaluate the annual probability of 
collapse for a structure designed to that standard. The iteration continues until this probability of 
collapse equals the chance of collapse that is considered acceptable. The interested reader is referred to 
Douglas et al. (2013) for a detailed discussion of this approach and an application for France. 
Risk-targeting has three principal advantages over the use of design levels that are defined in the 
WUDGLWLRQDOµXQLIRUPKD]DUG¶ZD\LHIRUDJLYHQUHWXUQSHULRGHJ\HDUV7KHVHDGYDQWDJHVDUH
(Douglas and Gkimprixis, 2018): transparency, a risk level that is uniform across a territory and the 
ability to compare (and ideally control) risk for different types of hazard (e.g. earthquake versus wind). 
It does, however, come with the disadvantage of making more choices explicit, rather than implicitly 
being assumed through convention (e.g. the choice of 475 years as the design return period). 
 
1.2 Previous studies presenting fragility curves for code-designed structures 
 
As discussed above, in a risk-targeting approach, seismic risk is calculated by convolving the seismic 
hazard curve of a given location with a fragility curve for a code-designed structure (ideally derived 
from structural modelling). The ground-motion level that the structure is designed for is chosen so that 
the structure has a pre-defined probability of achieving a certain performance level (e.g. non-collapse). 
Determining fragility curves for structures designed with modern codes for different levels of ground 
motion is, therefore, a prerequisite for the application of the method. In this section, we briefly 
summarize previous studies proposing fragility curves for code-designed structures for different levels 
of design acceleration. Only studies that have derived fragility curves for two or more levels of design 
acceleration are summarized here. This is because the large dispersion between fragility curves from 
different studies makes drawing conclusions on the effect of design accelerations on the vulnerability 
of the structure difficult. For example, if one study presents a fragility curve for a 3-storey RC 
building designed for a 0.1g peak ground acceleration (PGA) and another study presents a curve for a 
comparable building but designed for 0.3g, the differences could be due to the design acceleration or 
they could be due to (minor) differences in the design approach or fragility curve derivation (e.g. 
selected strong-motion records, damage thresholds and fitting technique). 
In a previous study, Ulrich et al. (2014) developed fragility curves in terms of PGA for EC8-designed 
RC structures but only for a single building geometry (3 storey-3 bay) and a handful of design 
accelerations: 0.0 (gravity loads only), 0.7, 1.1, 1.7, 2.3 and 3.0 m/s2. One of the conclusions reached 
was that the fragility curves for design accelerations of 1.1 m/s2 (0.11g) or lower were similar and 
overall the impact of the design acceleration on the vulnerability was quite low. This suggests that 
using code design procedures even without considering earthquake loading leads to robust structures 
and the correlation between design acceleration and earthquake vulnerability is weak. 
Martins et al. (2015) consider 3-storey and 5-storey RC 3-bay-4-frames structures designed for 0.0, 0.2 
and 0.4g. They present the fragility curves for these six structures both in terms of spectral 
acceleration and PGA. One observation that can be made from the presented curves is that the effect of 
the number of storeys on the fragility curves derived for the same design accelerations is high. The 
curves of Martins et al. (2015) show a higher effect of the design acceleration on the vulnerability of 
the structures than the curves of Ulrich et al. (2014). 
 
 
2. DESIGN OF STRUCTURES USING EUROCODE 8 
 
In this section the approach for the design of the structures and their characteristics are presented. 
 
3 
 
 
2.1 Structures considered 
 
The modelled structures are standard RC buildings (Importance class II), which are symmetrical in 
plan and elevation. The buildings are chosen so that the influence of the design acceleration, the 
number of bays and the number of storeys on the fragility curves can be investigated. In particular,  
2-storey-2-bay buildings are designed for two design PGAs (ag): 1m/s2 (0.1g) and 3m/s2 (0.3g) and 4-
storey-2-bay and 2-storey-4-bay buildings for the same design PGAs are considered as well. A 
medium ductility class is assumed for all models. The buildings are square in plan, with bay lengths of 
5m. The length of the columns is also constant and equal to 3m. The material properties, which are the 
same for all the models, are presented in Table 1.  
 
Table 1. Properties of concrete and steel used in modelled structures. 
 
Concrete Steel 
Characteristic strength (kPa) 25,000 Characteristic strength (kPa) 450,000 
Mean compressive strength (kPa) 33,000 Mean strength (kPa) 517,500 
Mean tensile strength (kPa) 2,600 Modulus of elasticity (kPa) 2.00 Â 108 
Modulus of elasticity (kPa) 3.10 Â 107 Strain hardening parameter (-) 0.005 
  
Fracture/buckling strain (-) 0.106 
 
2.2 Design approach 
 
The considered structures are all designed to be compliant with the EC2 and EC8 regulations. Since 
the models are regular both in plan and elevation, the codes allow the use of a simplified 2D design 
and modelling approach. To be conservative, an internal frame is considered, by neglecting torsional 
effects.  
The finite element software SAP2000 is used to design the structures following EC2 and EC8. The 
simplified approach of EC8-1-4.3.1(7) is implemented to take into account the effect of cracking. To 
WKLVHQGDUHGXFWLRQRIWKHPDWHULDOV¶PRGXOXVRIelasticity is considered for the elements of all 
the models. For the structural design, the characteristic values of Table 1 are used for the concrete and 
steel properties. A value of 25 KN/m3 was assumed for the specific weight of reinforced concrete. The 
assumptions of fixity at base and of rigid diaphragms in each storey are also made. The contribution of 
the slab (15 mm thick) to the lateral stiffness was considered by assuming T-shaped beams, an 
approach compliant with the codes. For more information on this point, the reader is referred to EC2-
1.1-5.3.2.1, which deals with the estimation of the effective beam width (beff). 
The first step of the design procedure is to define some minimum dimensions for the sections. It is 
noted that both the columns and the beams have the same section for all storeys. The models are 
analysed both for gravitational and earthquake loading. Regarding the permanent load, 1KN/m2 was 
assumed for the finishing weight and 1.5 KN/m2 and 3.25 KN/m2 for the internal and external walls of 
the intermediate storeys, respectively. In the perimeter of the roof, a load of 3.75 KN/m was assumed 
instead. The distributed live load (Q) was taken equal to 2 KN/m2 and 2.5 KN/m2 for the roof and 
intermediate storeys, respectively.  
The following two load combinations are considered for the design: 1.35ÂG+1.5ÂQ and G+0.3ÂQ+E, 
where G, Q and E are the permanent, live and earthquake loads respectively. It is highlighted that the 
first load combination (gravity loads only) needs to be checked, since it could control the section 
dimensions and reinforcement for low design acceleration values. Assuming soil class B conditions 
and 5% for the damping ratio, the EC8 Type 1 horizontal design acceleration spectrum is calculated. A 
behaviour factor q = 3.9 is considered (EC8-1-5.2.2.2), to define the design spectrum. The earthquake 
forces are calculated and applied to the model based on the mass distribution, following the lateral 
force method described in EC8-1-4.3.3.2. 
The required reinforcement area (longitudinal and shear) for beams and columns is then calculated, 
according to the requirements of the codes. An additional check is made manually according to EC8-
1-4.4.2.2(2) regarding the second-order effects. The limitation of interstorey drift (maximum 0.5% 
storey drift) is also checked, in accordance with the criterion of paragraph EC8-1-4.4.3.2, by 
employing a value of 0.5 for the reduction factor v. The beneficial contribution of the infills in terms 
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of added stiffness and strength for low seismic intensities is disregarded.  
If the structure fails any of the above criteria, the sections are increased by the user. Otherwise, the 
design procedure is complete and the resulting maximum values are considered for simplicity. The 
results of this procedure are summarized in Table 2. Our calculated dimensions are comparable with 
those presented by Fardis et al. (2012) for similar structures designed using EC2 and EC8.  
 
Table 2. Properties of the designed structures. 
 
Model Beams Columns First 
modal 
period 
(s) 
 storeys-
bays-design 
PGA(m/s2) 
Storey H (cm) 
W 
(cm) 
beff 
(m) 
Top reinf. 
(mm) 
Bottom 
reinf. 
(mm) 
H=W 
(cm) 
Reinf. 
(mm) 
2-2-1 1 30 25 1.65 ĭ ĭ 35 ĭ 0.37 
 
2 30 25 1.65 ĭĭ ĭ 
2-2-3 1 35 30 1.70 ĭ ĭ 40 ĭ 0.28 
 
2 35 30 1.70 ĭ ĭ 
2-4-1 1 25 25 1.65 ĭ ĭ 35 ĭ 0.40 
 
2 25 25 1.65 ĭ ĭ 
2-4-3 1 35 30 1.70 ĭ ĭ 40 ĭ 0.29 
 
2 35 30 1.70 ĭ ĭ 
4-2-1 1 30 25 1.65 ĭ ĭ 
35 ĭ 0.76  2 30 25 1.65 ĭ ĭ 
 
3 30 25 1.65 ĭ ĭ 
 
4 30 25 1.65 ĭ ĭ 
4-2-3 1 50 45 1.85 ĭ ĭ 
50 ĭ20 0.38  2 50 45 1.85 ĭ2+ĭ 4ĭ8  
 
3 50 45 1.85 3ĭ18+ĭ16 3ĭ 
  4 50 45 1.85 3ĭ6 ĭ6 
 
 
3. CONSTRUCTION OF FRAGILITY CURVES 
 
In this section, the method used to model numerically the code-design structures is discussed. 
 
3.1 Dynamic modelling 
 
The finite element software Seismostruct is used for performing the seismic analyses. The software 
XVHVWKHILEUHDSSURDFKWRGLVWULEXWHSODVWLFLW\DFURVVDQHOHPHQW¶VVHFWLRQ,QRXUFDVHILEUHVare 
employed, based on accuracy and computational efficiency criteria. A forced-based formulation is 
used to model the elements and the plastic-hinge method is employed to distribute plasticity across the 
HOHPHQWV¶OHQJWK&DODEUHVHHWDO, 2010). The length of the plastic hinge (Lp) is calculated according to 
the Paulay and Priestley (1992) formula: 
 ܮ௣ ൌ ͲǤͲͺ ή ܮ ൅ ͲǤͲʹʹ ή ௬݂ ή ݀௕            (1) 
 
where L LV WKH HOHPHQW¶V OHQJWK DQG ௬݂ and ݀௕ the yield strength and diameter, respectively, of the 
longitudinal reinforcing steel.  
Regarding the material properties, the Kappos and Konstantinidis (1999) nonlinear concrete model 
was used alongside a steel model based on Menegotto and Pinto (1973). In the design approach 
described in the former section, the characteristic values were used. However, for the performance of 
nonlinear analyses, the mean values of Table 1 are used instead, as stated in EC8-1-4.3.3.4.1(4). Once 
again, we should highlight that the masonry infills were not considered in the nonlinear modelling. 
A Rayleigh damping matrix, built based on the tangent stiffness approach, is employed to model the 
damping inherent to the structure and its contribution to the seismic energy dissipation. A 5% damping 
5 
 
 
ratio is considered for the first two transitional modal periods (estimated via eigenvalue analysis). 
Finally, the seismic combination includes both the permanent loads (G+0.3ÂQ, where G denotes the 
permanent loads and Q the live ones) and the seismic excitation (acceleration in the horizontal 
direction) at the base nodes.   
 
3.2 Strong-motion records 
 
The structures modelled in this study are assumed to be located in a high seismicity area in the 
Mediterranean region, where near-source moderate and large crustal earthquakes are possible (e.g. 
central Italy or Greece), but not at a specific site. A set of strong-motion records reflecting the 
earthquake shaking that the structures could be subjected to was selected from RESORCE (Akkar et 
al., 2014) using these selection criteria: epicentral distance between 0 and 30km, moment magnitude 
between 5 and 7 and focal depth less than or equal to 30km. 25 records, with unscaled peak ground 
accelerations (PGA) from 2.1m/s2 to 8.7m/s2, were selected. For the calculation of the fragility curves 
the records were all scaled to a set of 26 roughly logarithmically-spaced PGAs between 0.15m/s2 and 
60m/s2. The linear elastic response spectra for 5% critical damping of the 25 records scaled to a 
common PGA of 5m/s2 are shown in Figure 1, along with the average spectrum and the first modal 
periods of the designed structures. 
 
 
 
Figure 1: Linear elastic response spectra (5% damping) of the 25 selected strong-motion records scaled to a 
common PGA of 5m/s2 (grey), the average spectrum (red) and the first modal periods of the designed structures.  
 
3.3 Fitting of fragility curves 
 
Nonlinear time history analyses were performed with the selected records. As stated above, for each 
model the 25 selected records were scaled at 26 different intensity levels and used as input. From the 
results of the analyses, the maximum interstorey drift was selected for each PGA level, thus creating a 
cloud of 25 × 26= 650 points, for each model. 
Similar to Ulrich et al. (2014), two limit states are considered in this study, namely the µQRGDPDJH¶
DQGµVHYHUHGDPDJH¶ of Ghobarah (2004). The first limit state corresponds to some fine cracks forming 
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in plaster, whereas the second corresponds to partial collapse of lateral and gravity load carrying 
elements. These limit states are controlled by the interstorey drift ratios limits, equal to 0.2% and 1.8% 
respectively for the µQRGamage¶ and µVHYHUHGDPDJH¶ limit state, as suggested in Ghobarah (2004). 
The limit state of µOLJKWGDPDJH¶, with a 0.4% threshold (Ghobarah 2004), is also examined since it is 
regarded by the authors to be more representative of the yield scenario (compared to the conservative 
0.2%).  
When estimating the response of structures to extreme ground motions, it is common that the 
numerical simulations dRQRWFRQYHUJH7KHUHIRUHSDUWLFXODUO\IRUWKHµsevere damage¶ level, it is not 
possible to obtain accurate drift estimates for all strong-motion records scaled to high PGAs. In this 
situation, the standard least-squares (LS) regression on a cloud cannot be used and the maximum-
likelihood estimation (MLE) (Shinozuka et al., 2000) is preferable (e.g. Gehl et al., 2015). This is 
despite the higher uncertainties in the derived fragility curves for the same number of dynamic runs 
using MLE as opposed to LS regression (Gehl et al., 2015). The likelihood function method requires 
only knowledge of whether the monitored limit state has been exceeded or not for the strong-motion 
record considered. We assume that simulations that do not converge indicate that the structure has 
collapsed, which is a common assumption.  
For consistency, results for every limit state are derived using the MLE method assuming a lognormal 
fragility curve with two free parameters: the median capacity, ߙ, and the standard deviation, ߚ. 
Comparisons between fragility curves derived using MLE and LS regression for µQRGDPDJH¶ limit 
state have been carried out, and the observed differences are minimal.   
The following equation describes the probability of being at or exceeding a particular damage state 
(dsi) for a given intensity (IM=im): 
 ܲሺ݀ݏ ൒ ݀ݏ௜ȁܫܯ ൌ ݅݉ሻ ൌ ߔ ቂ௟௡ሺ௫Ȁఈሻఉ ቃ                                                                                                                  (2) 
 
where ߔ is the cumulative distribution function of the standard normal distribution. This equation is 
used to fit the output of the dynamic analyses.  
 
 
4. RESULTS 
 
Figure 2 presents the fragility curves of the case study for the damage states of µOLJKWGDPDJH¶ and 
µVHYHUHGDPDJH¶. The coefficients of the lognormal fragility curves according to Equation 2 are given 
in Table 3. In general, it is observed that by increasing the design PGA, the median capacity of the 
building increases. Moreover, the 2-storey and 4-storey buildings designed for the same PGAs are 
characterized by different vulnerabilities. In particular, the 4-storey buildings experience lower 
interstorey drift demands and hence are less vulnerable than the 2-storey ones. The same trend can be 
observed in the works of Tsionis and Fardis (2014) and Fardis et al. (2012), although this is not seen in 
the results of Martins et al. (2015). The difference between the fragility curves of the 2- and 4-storey 
buildings is larger for higher design PGA values. This can possibly be attributed to the clause of the 
codes that controls the interstorey drifts at the damage limitation limit state, which results in a 
conservative design (i.e. sections with large dimensions) for the 4-2-3 model. The standard deviation, 
ȕ, of the fragility curves, another critical parameter in the risk-targeting approach, shows consistent 
values with an average of 0.65 for the case of µVHYHUHGDPDJH¶ (Table 3), which is close to the 0.6 
proposed in ASCE 7-10. It should be noted that the obtained results could be affected also by the 
records selected to describe record-to-record variability effects (Figure 1). 
The results shown in Figure 2 and Table 3 also allow an evaluation of the influence of the geometry 
(in terms of number of bays only) on the fragility curves. It can be observed that the number of bays 
has a minor impact on these curves. This is expected, since if the span dimensions are kept constant, 
while the stiffness changes, so does the total mass, resulting in minor changes in the dynamic 
behaviour of the structure. This last point can also be seen by comparing the modal periods of the 
structures (see Table 2). 
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Table 3. Coefficients of the fragility curves. 
 
Model No damage Light Damage Partial Collapse Į ȕ Į ȕ Į ȕ 
2-2-1 0.953 0.504 1.784 0.549 8.627 0.638 
2-2-3 1.099 0.447 2.282 0.490 9.175 0.688 
2-4-1 0.934 0.518 1.668 0.591 8.150 0.622 
2-4-3 1.253 0.440 2.281 0.476 9.234 0.699 
4-2-1 1.032 0.486 2.220 0.518 10.272 0.659 
4-2-3 1.613 0.568 2.814 0.621 11.951 0.604 
 
 
 
Figure 2: Influence of the number of bays (top figures) and storeys (bottom figures) on the fragility curves, for 
the µOLJKWGDPDJH¶ (left) and µVHYHUHGDPDJH¶ (right) limit states.  
 
Table 4 reports the probability of experiencing different damage levels at the design PGA obtained 
IURPWKHGHULYHGIUDJLOLW\FXUYHV7KHSUREDELOLW\RIµVHYHUHGDPDJH¶ZKHQH[SRVHG WRD3*$OHYHO
equal to the design value is a necessary input when implementing the current risk-targeting approach 
(e.g. Douglas et al., 2013), although the approach could be modified to use fragility curves anchored to 
any PGA level. For the case study investigated here and under the assumptions discussed before, this 
probability is in the range 10-4 to 10-2 when designing for 0.1g and 0.3g, respectively. These values are 
higher than the ones presented in Ulrich et al. (2014) for their case study. 
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Table 4. Probabilities of different levels of damage at the design PGA. 
 
Model No damage Light Damage Severe Damage 
2-2-1 0.538 0.146 Â-4 
2-2-3 0.988 0.712 Â-2 
2-4-1 0.552 0.193 Â-4 
2-4-3 0.976 0.718 Â-2 
4-2-1 0.474 0.062 Â-4 
4-2-3 0.863 0.541 Â-2 
 
As for the µQRGDPDJH¶ limit state, the average values are equal to 0.521 for 0.1g and 0.942 for 0.3g, 
quite close to the ones presented in Ulrich et al. (2014) for their yield damage state, which corresponds 
to the same interstorey drift ratio limit of 0.2% as the one considered here. For µOLJKW GDPDJH¶, an 
average value of 0.134 is observed for 0.1g and 0.657 for 0.3g. The general trend is similar to the 
results of Martins et al. (2015).  
 
 
5. CONCLUSIONS 
 
This study is a first step towards defining fragility curves that are useful for risk-targeting, which is a 
design philosophy currently attracting considerable research effort. The impact of the design 
acceleration and the number of bays and storeys on the probability of occurrence of different limit 
states is investigated herein. In subsequent work we plan to investigate the influence of the strong-
motion records selection and the choice of the damage state limits because these may have a 
significant impact on the derived fragility curves.  
Some codes (e.g. ASCE) already use the risk-targeting approach and employ a simplified approach, by 
assuming a-priori values for the dispersion of the fragility curve (ȕ=0.6) as well as for the probability 
of failure at the design PGA. The study results show that while the assumption of a constant ȕ is 
realistic for the types of buildings investigated, the other assumption of a fixed probability of failure at 
the design PGA appears too strong. The buildings designed for 0.1g and 0.3g have probabilities of 
µVHYHUHGDPDJH¶ roughly between 10-4 and 10-2, i.e. with two orders of magnitude difference. Thus, 
future studies should investigate the effect of the assumption of a constant probability of failure at the 
design PGA on the final design results. The error in the risk estimates resulting from the use of the 
simplifying assumption when defining generic fragility curves should be evaluated by performing 
extensive parametric analyses for different building and hazard scenarios and by comparing the results 
obtained using analytical fragility curves like those developed in this study.  
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