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Abstract
The Re´nyi and von Neumann entropies of the thermal state in the generalized uncertainty
principle (GUP)-corrected single harmonic oscillator system are explicitly computed within the
first order of the GUP parameter α. While the von Neumann entropy with α = 0 exhibits a
monotonically increasing behavior in external temperature, the nonzero GUP parameter makes
the decreasing behavior of the von Neumann entropy at the large temperature region. As a result,
the von Neumann entropy is maximized at the finite temperature if α 6= 0. The Re´nyi entropy Sγ
with nonzero α also exhibits similar behavior at the large temperature region. In this region the
Re´nyi entropy exhibit decreasing behavior with increasing the temperature. The decreasing rate
becomes larger when the order of the Re´nyi entropy γ is smaller.
∗ dkpark@kyungnam.ac.kr
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I. INTRODUCTION
The existence of a minimal length (ML) at Planck’s scale seems to be a universal charac-
teristic of quantum gravity[1–3]. It appears in loop quantum gravity[4–7], string theory[8–
10], path-integral quantum gravity[11–15], and black hole physics[16]. ML also appeared
in some microscope thought-experiment[17]. From an aspect of quantum mechanics the
existence of the ML modifies the uncertainty principle from Heisenberg uncertainty prin-
ciple (HUP)[18, 19] ∆P∆Q ≥ ~
2
to generalized uncertainty principle (GUP)[20, 21]. This
is because of the fact that the uncertainty of the position ∆Q should be larger than the
ML. In order to examine the effect of the modified quantum mechanics the ML and GUP
are recently used to explore several branches of physics such as quantum mechanics[22],
quantum electrodynamics[23], quantum cosmology[24], quantum gravity[25], and black hole
physics[26].
More recently, the Feynman propagators[27, 28] for the GUP-corrcted quantum mechanics
were derived in 1d free particle system [29, 30], 1d harmonic oscillator[31], and d-dimensional
harmonic oscillator[32]. Moreover, the singular potential problem in the GUP-corrected
quantum mechanics was discussed in Ref.[33].
The purpose of this paper is to discuss on the Re´nyi and von Neumann entropies of 1d
harmonic oscillator thermal state in the presence of the ML. The specific form of GUP we
will choose is a following form:
∆Pi∆Qi ≥ ~
2
[
1 + α
(
∆P2 + 〈P〉2)+ 2α (∆P 2i + 〈Pi〉2)] (i = 1, 2, · · · , D) (1.1)
where α is a GUP parameter, which has a dimension (momentum)−2. Using ∆A∆B ≥
1
2
|〈[A,B]〉|, Eq. (1.1) induces the modification of the commutation relation as
[Qi, Pj] = i~
(
δij + αδijP
2 + 2αPiPj
)
(1.2)
[Qi, Qj] = [Pi, Pj] = 0.
The existence of the minimal length is easily shown at d = 1. In this case Eq. (1.1) is
expressed as
∆P∆Q ≥ ~
2
(
1 + 3α∆P 2
)
(1.3)
if 〈P 〉 = 0. Then, the equality of Eq. (1.3) yields
∆Q2 ≥ ∆Q2min = 3α~2. (1.4)
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In Fig. 1 the allowed region and minimal length of Eq. (1.3) is plotted when ~ = α = 1.
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FIG. 1: (Color online) The minimal length and allowed region of one-dimensional GUP (1.3) when
~ = α = 1. This figure is copied from Ref. [32].
If α is small, Eq. (1.2) can be solved as
Pi = pi
(
1 + αp2
)
+O(α2) Qi = qi (1.5)
where pi and qi obey the usual Heisenberg algebra [qi, pj] = i~δij. Using Eq. (1.5) we will
compute the Re´nyi and von Neumann entropies in this paper within the first order of α in
the following.
The paper is organized as follows. In next section we will derive the thermal state ρT of
the GUP-corrected harmonic oscillator system. Since the thermal state is not Gaussian, it is
highly difficult to solve the eigenvalue equation of ρT . However, it is shown in the following
sections that the eigenvalue can be derived up to the first order of α without solving the
eigenvalue equation explicitly. In section III we compute the TrρnT explicitly within O(α).
The purity function is also explicitly derived. It is shown in this section that while the
thermal state with α = 0 transforms from pure to completely mixed state with increasing
the external temperature from 0 to∞, the state with nonzero α becomes the partially mixed
state even at the limit of T → ∞. By making use of TrρnT the Re´nyi and von Neumann
entropies of ρT are computed within O(α) in section IV. The temperature-dependence of
the entropies is analyzed in this section. In section V a brief conclusion is given. In the
appendix A, B, and C we derive some integral formulas, which are used in section II.
3
II. THERMAL STATE
Now, let us consider a simple harmonic oscillator system, whose Hamiltonian is
Hˆ =
1
2m
P 2 +
1
2
mω2Q2 =
p2
2m
+
α
m
p4 +
1
2
mω2q2 +O(α2). (2.1)
The Feynman propagator for this system was explicitly was explicitly derived up to the first
order of α in Ref. [31], whose explicit expression is
K[qf , q0 : T ] =
√
mω
2pii~ sinωT
[
1 + αf(q0, qf : T ) +O(α2)
]
e
i
~ (S0+αS1), (2.2)
where
S0 =
mω
2 sinωT
[
(q20 + q
2
f ) cosωT − 2q0qf
]
(2.3)
S1 = − m
3ω3
32 sin4 ωT
[
{12ωT + 8 sin 2ωT + sin 4ωT} (q40 + q4f )
−4 {12ωT cosωT + 11 sinωT + 3 sin 3ωT} q0qf (q20 + q2f )
+12 {4ωT + 2ωT cos 2ωT + 5 sin 2ωT} q20q2f
]
f(q0, qf : T ) =
3i~mω
8 sin2 ωT
(2ωT + 5 sinωT cosωT + ωT cos 2ωT )
− 3m
2ω2
8 sin3 ωT
[
2ωT
{
3 cosωT (q20 + q
2
f )− 2(2 + cos 2ωT )q0qf
}
+10 sinωT (q20 + q
2
f − 2q0qf cosωT )− 6 sin3 ωT (q20 + q2f )
]
.
The Brownian or Euclidean propagator is defined as G[qf , q0 : τ ] = K[qf , q0 : T = −iτ ].
Then, the thermal state of the system is given by
ρT [qf , q0 : β] =
1
ZG[qf , q0 : ~β] (2.4)
where β = 1/(kBT ). The parameters kB and T are Boltzmann constant and external
temperature. In Eq. (2.4) Z is a partition function defined as
Z(β) ≡ TrG =
∫
dqG[q, q : β]. (2.5)
Then, the explicit expression of the thermal state is
ρT [qf , q0 : β] (2.6)
=
1
Z(β)
√
mω
2pi~ sinhx
[
1− α
(
fE(q0, qf : β) +
1
~
S1,E(q0, qf : β)
)
+O(α2)
]
× exp
[
− mω
2~ sinhx
{
(q20 + q
2
f ) coshx− 2q0qf
}]
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where x is a dimensionless parameter x = ~ωβ and
Z(β) = 1
2 sinh x
2
[
1− 3α
4
(~mωx) coth2
x
2
+O(α2)
]
(2.7)
fE(q0, qf : β) = A1 − A2(q20 + q2f ) + 2A3q0qf
1
~
S1,E(q0, qf : β) = B1(q
4
0 + q
4
f ) +B2(q
3
0qf + q0q
3
f ) +B3q
2
0q
2
f
with
A1 =
3~mω
8 sinh2 x
[2x+ 5 sinhx coshx+ x cosh 2x] (2.8)
A2 =
3m2ω2
8 sinh3 x
[
6x coshx+ 10 sinhx+ 6 sinh3 x
]
A3 =
3m2ω2
8 sinh3 x
[2x(2 + cosh 2x) + 10 sinhx coshx]
B1 =
m3ω3
32~ sinh4 x
[12x+ 8 sinh 2x+ sinh 4x]
B2 = − m
3ω3
8~ sinh4 x
[12x coshx+ 11 sinhx+ 3 sinh 3x]
B3 =
3m3ω3
8~ sinh4 x
[4x+ 2x cosh 2x+ 5 sinh 2x] .
In order to derive the Re´nyi and von Neumann entropies of ρT [qf , q0 : β] we need to solve
the eigenvalue equation ∫
dq0ρT [qf , q0 : β]fn(q0 : β) = λnfn(qf : β). (2.9)
Since TrρT = 1, the eigenvalue should obey
∑
n λn = 1. However, it is highly difficult
to solve Eq. (2.9), because the thermal state is not a Gaussian. As we will show in the
following, however, it is possible to derive the eigenvalue λn exactly within the order of α
without solving the eigenvalue equation (2.9) explicitly.
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III. CALCULATION OF TrρnT
In this section we will compute TrρnT up to order of α. One can show Trρ
n
T reduces to
TrρnT ≡
∫
dx1 · · · dxnρT [x1, x2 : β]ρT [x2, x3 : β] · · · ρT [xn−1, xn : β]ρT [xn, x1 : β] (3.1)
=
1
Zn
( mω
2pi~ sinhx
)n/2
×
∫
dx1 · · · dxn
[
1− α
{
fE(x1, x2 : β) + · · ·+ fE(xn−1, xn : β) + fE(xn, x1 : β)
}
−α
~
{
S1,E(x1, x2 : β) + · · ·+ S1,E(xn−1, xn : β) + S1,E(xn, x1 : β)
}
+O(α2)
]
× exp [−XGnX†] ,
where X = (x1, · · · , xn) and Gn is a n× n matrix in a form
Gn =

2a −b −b
−b 2a •
• • •
• • •
• • −b
−b −b 2a

. (3.2)
with
a =
mω coshx
2~ sinhx
b =
mω
2~ sinhx
. (3.3)
In Eq. (3.2) matrix elements in empty space are zero. Inserting Eq. (2.7) into Eq. (3.1)
TrρnT becomes
TrρnT (3.4)
=
1
Zn
( mω
2pi~ sinhx
)n/2
×
∫
dx1 · · · dxn
[
1− α{nA1 − 2A2(x21 + · · ·+ x2n) + 2A3(x1x2 + · · ·+ xn−1xn + xnx1)}
−α
[
2B1(x
4
1 + · · ·+ x4n)
+B2
{
x1x2(x
2
1 + x
2
2) + · · ·+ xn−1xn(x2n−1 + x2n) + xnx1(x2n + x21)
}
+B3(x
2
1x
2
2 + · · ·+ x2n−1x2n + x2nx21)
]
+O(α2)
]
× exp [−XGnX†] ,
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It is easy to show detG2 = 4(a
2− b2), detG3 = 2(a− b)(2a+ b)2, and detG4 = 16a2(a2− b2).
Generalizing to n one can show
detGn =
1
2n
[(√
a+ b+
√
a− b
)n
−
(√
a+ b−√a− b
)n]2
. (3.5)
Thus, it is possible to derive∫
dx1 · · · dxn exp
[−XGnX†] = pin/2√
detGn
≡ gn (3.6)∫
dx1 · · · dxn(x21 + · · ·+ x2n) exp
[−XGnX†]
= −1
2
∂gn
∂a
= gn
n
4
√
a2 − b2
(
√
a+ b+
√
a− b)n + (√a+ b−√a− b)n
(
√
a+ b+
√
a− b)n − (√a+ b−√a− b)n∫
dx1 · · · dxn(x1x2 + · · ·+ xn−1xn + xnx1) exp
[−XGnX†]
=
1
2
∂gn
∂b
= gn
nb
2
√
a2 − b2
(
√
a+ b+
√
a− b)n−2 + (√a+ b−√a− b)n−2
(
√
a+ b+
√
a− b)n − (√a+ b−√a− b)n .
Furthermore, in appendix the following integral formula are derived:∫
dx1 · · · dxn(x41 + · · ·+ x4n) exp
[−XGnX†] = gn3n
4
(detHn−1)2
(detGn)2
(3.7a)
∫
dx1 · · · dxn(x21x22 + · · ·+ x2n−1x2n + x2nx21) exp
[−XGnX†] (3.7b)
= gn
n
4(detGn)2
[
12a2(detHn−2)2 − 12ab2(detHn−2)(detHn−3)
+3b4(detHn−3)2 − 2(detHn−2)(detGn)
]
∫
dx1 · · · dxn
[
x1x2(x
2
1 + x
2
2) + · · ·+ xn−1xn(x2n−1 + x2n) + xnx1(x2n + x21)
]
(3.7c)
× exp [−XGnX†]
= gn
3n
2
[bn−1 + b(detHn−2)] [2a(detHn−2)− b2(detHn−3)]
(detGn)2
where
detHn =
1
2n
√
a2 − b2
[
a
[(√
a+ b+
√
a− b
)2n
−
(√
a+ b−√a− b
)2n]
(3.8)
−b2
[(√
a+ b+
√
a− b
)2n−2
−
(√
a+ b−√a− b
)2n−2] ]
.
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Inserting Eqs. (2.8), (3.3), (3.6), and (3.7) into Eq. (3.4), one can derive
TrρnT =
2n−1 sinhn x
2
sinh nx
2
[
1 +
3αn
4
(~mωx)
(
coth2
x
2
− coth2 nx
2
)
+O(α2)
]
. (3.9)
From Eq. (3.9) the purity function is given by
P (T ) ≡ Trρ2T = tanh
x
2
[
1 +
3α
2
(~mωx)
(
coth2
x
2
− coth2 x
)
+O(α2)
]
. (3.10)
The external temperature dependence of the purity function is plotted in Fig. 2 with varying
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FIG. 2: (Color online) The external temperature dependence of the purity function when ~ = m =
ω = kB = 1. The black solid, red dashed, and blue dotted lines correspond to α = 0, α = 0.04,
and α = 0.08, respectively. As expected, the thermal state ρT becomes pure and completely mixed
state at T = 0 and T =∞ when α = 0. When, however, α 6= 0, the state reduces to the partially
mixed state even in the limit of T →∞.
the GUP parameter α. For convenience we fix other constants as ~ = m = ω = kB = 1.
In Fig. 1 the black solid, red dashed, and blue dotted lines correspond to α = 0, α = 0.04,
and α = 0.08, respectively. As expected, the thermal state ρT becomes pure and completely
mixed state at T = 0 and T = ∞ when α = 0. When, however, α 6= 0, the state reduces
to the partially mixed state even in the limit of T → ∞. This can be easily seen from
limT→∞ P (T ) = 9α4 .
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FIG. 3: (Color online) The external temperature dependence of the von Neumann entropy when
~ = m = ω = kB = 1. The black solid, red dashed, and blue dotted lines correspond to α = 0,
α = 0.01, and α = 0.02, respectively. When α = 0, the von Neumann entropy monotonically
increases with increasing temperature. The remarkable fact is that the von Neumann entropy with
nonzero α exhibits a decreasing behavior at the high-temperature region.
IV. RE´NYI AND VON NEUMANN ENTROPIES
Using Eq. (3.9) it is possible to derive the eigenvalue λn in the eigenvalue equation (2.9)
as following. Now, we take a trial solution of λn in a form
λn(β) = (1− e−x)e−nx
[
1 + α(~mωx)hn(β) +O(α2)
]
. (4.1)
Since ∞∑
n=0
(λn)
k = TrρkT (4.2)
for all positive integer k, one can derive a condition of hn(β) as
∞∑
n=0
e−nkxhn(β) =
3
4 sinh2 x
2
1
1− e−kx +
3
(1− e−kx)2 −
3
(1− e−kx)3 . (4.3)
Eq. (4.3) can be solved as
hn(β) = 3
[
e−x
(1− e−x)2 −
n(n+ 1)
2
+ ζn(β)
]
, (4.4)
where ζn should satisfy
∑∞
n=0 e
−nkxζn(β) = 0 for all positive integer k. Inserting Eq. (4.4)
into Eq. (4.1), one can show
λn(β) = (1− e−x)e−nx
[
1 + 3α(~mωx)
{
e−x
(1− e−x)2 −
n(n+ 1)
2
+ ζn(β)
}
+O(α2)
]
. (4.5)
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It is straightforward to show
∑∞
n=0 λn = 1, which is consistent with TrρT = 1.
Now, we will show ζn(β) = 0 as following. From Eq. (3.9) the Re´nyi entropy with integer
order is
Sγ=n =
1
1− n ln Trρ
n
T . (4.6)
If we take n → 1 limit in Sγ=n, one can derive the von Neumann entropy explicitly in a
fome:
Svon = − ln(1− e−x) + xe
−x
1− e−x − 3α(~mωx
2)
e−x(1 + e−x)
(1− e−x)3 +O(α
2). (4.7)
The von Neumann entropy should coincide with −∑∞n=0 λn lnλn, which gives ζn(β) = 0.
The temperature dependence of the von Neumann entropy is plotted in Fig. 3 when
~ = m = ω = kB = 1. The black solid, red dashed, and blue dotted lines correspond to
α = 0, α = 0.01, and α = 0.02, respectively. Globally, the nonzero GUP parameter α
decreases the von Neumann entropy. This is due to the fact that the last term of Eq. (4.7)
has a minus sign. The remarkable fact is that while the von Neumann entropy with α = 0
monotonically increases with increasing T , the von Neumann entropy with nonzero α has a
maximum at finite temperature T∗. This temperature can be computed by solving
(1− e−β∗ω)2 − 3α(~mω) [(−2 + β∗ω) + 4β∗ωe−β∗ω + (2 + β∗ω)e−2β∗ω]+O(α2) = 0,
where β∗ = 1/T∗. Mathematically, this extraordinary behavior of the von Neumann entropy
with nonzero α can be understood as a competition of the last term in Eq. (4.7) with the
remaining terms. However, it is unclear, at least for us, to understand this behavior from a
point of physics.
The Re´nyi entropy with arbitrary real order γ is given by
Sγ ≡ 1
1− γ ln
∞∑
n=0
(λn)
γ (4.8)
=
1
1− γ
[
γ ln(1− e−x)− ln(1− e−γx)
+3αγ(~mωx)
{
e−x
(1− e−x)2 −
e−γx
(1− e−γx)2
}
+O(α2)
]
.
In Fig. 4 the temperature dependence of the Re´nyi entropy is plotted when α = 0 (Fig.
4(a)) and α = 0.01 (Fig. 4(b)) with choosing when ~ = m = ω = kB = 1. When α = 0, the
the Re´nyi entropies with various γ exhibit increasing behavior with increasing temperature.
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FIG. 4: (Color online)The external temperature dependence of the Re´nyi entropy when ~ = m =
ω = kB = 1 when (a) α = 0 (b) α = 0.01. In both figures the black solid, red dashed, and blue
dotted lines correspond to γ = 0.8, γ = 1.8, and γ = ∞, respectively. When α = 0, the Re´nyi
entropy decreases with increasing the order γ. This is well-known in the HUP quantum mechanics.
The remarkable fact is that the Re´nyi entropy with nonzero α exhibits a decreasing behavior at
the high-temperature region.
With increasing the order γ the entropy decreases gradually and eventually approaches to
blue dotted line, which corresponds to γ = ∞. When α = 0.01, however, the behavior
of the Re´nyi entropy is drastically changed at large temperature region. In this region
the entropies exhibit decreasing behavior in temperature. Furthermore, with increasing the
order γ it increases and approaches to the blue dotted line. We do not exactly know how to
interpret this extraordinary behavior physically.
V. CONCLUSION
We compute in the paper the Re´nyi and von Neumann entropies of the thermal state
ρT within the first order of α. Both entropies with α = 0 exhibit monotonically increasing
behavior with increasing the external temperature. It is also found that the nonzero α
reduces the entropies compared with α = 0 case. Furthermore, there is a striking difference
between α = 0 and α 6= 0. For the case of von Neumann entropy it has a maximum at finite
temperature T∗. At T > T∗ the von Neumann entropy exhibits a decreasing behavior with
increasing the temperature.
For the case of the Re´nyi entropy Sγ(T ) it reduces with increasing the order γ when α = 0.
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If, however, α 6= 0, the temperature dependence of the Re´nyi entropy is drastically changed
at the large temperature region. In this region the Re´nyi entropy exhibits a decreasing
behavior with increasing the external temperature. The decreasing rate becomes larger with
decreasing the order γ. As a result, the Re´nyi entropy reduces with decreasing the order γ
at the large temperature region.
It is of interest to extend our case to one-dimensional two-coupled harmonic oscillator
system, whose Hamiltonian is
H2 =
1
2m
(P 21 + P
2
2 ) +
1
2
[
k0(X
2
1 +X
2
2 ) + J(X1 −X2)2
]
(5.1)
= h1 + h2 +
1
2
J(x1 − x2)2 +O(α2),
where
hj =
1
2m
(
p2j + 2αp
4
j
)
+
1
2
k0x
2
j (5.2)
with j = 1, 2. It is possible to derive the vacuum and thermal states of this coupled system.
It is of interest to compute the entanglement of formation[34] of these states and compare
with the HUP cases[35, 36]. We guess the GUP parameter protects the entanglement against
the external temperature. However, it should be checked by explicit calculation. We hope
to address this issue in the future.
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Appendix A: Derivation of Eq. (3.7a)
In this appendix we derive Eq. (3.7a). First, let us consider a n× n matrix
G˜n =

2a′ −b −b
−b 2a •
• • •
• • •
• • −b
−b −b 2a

. (A.1)
Then one can show
det G˜n = detGn + 2(a
′ − a) detHn−1 (A.2)
where detGn is given by Eq. (3.5) and Hn is a following n× n tridiagonal matrix:
Hn =

2a −b
−b 2a •
• • •
• • •
• • −b
−b 2a

. (A.3)
It is easy to show that detHn satisfies the recursion relation
detHn = 2a detHn−1 − b2 detHn−2 (A.4)
with detH0 = 1 and detH1 = 2a. Using Eq. (A.4) it is possible to show
detHn =
1√
a2 − b2
[
a
√
detG2n − b
2
2
√
detG2n−2
]
(A.5)
where detGn is given in Eq. (3.5). If Eq. (3.5) is inserted into Eq. (A.5), detHn reduces to
Eq. (3.8).
Thus, it is easy to show∫
dx1 · · · dxnx41 exp
[
−XG˜nX†
]
(A.6)
=
1
4
∂2
∂a′2
pin/2√
detGn + 2(a′ − a) detHn−1
∣∣∣∣∣
a′=a
= gn
3 (detHn−1)
2
4 (detGn)
2 .
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Next, by making use of the redefinition of the integral variables it is possible to show that∫
dx1 · · · dxnx4j exp
[
−XG˜nX†
]
is independent of j. Thus,∫
dx1 · · · dxn
(
x41 + · · ·+ x4n
)
exp
[
−XG˜nX†
]
= n
∫
dx1 · · · dxnx41 exp
[
−XG˜nX†
]
,
(A.7)
which exactly coincides with Eq. (3.7a).
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Appendix B: Derivation of Eq. (3.7b)
In this appendix we derive Eq. (3.7b). Let us consider a n× n matrix
G′n =

2a1 −b −b
−b 2a2 •
• 2a •
• • •
• • −b
−b −b 2a

. (A.1)
Then, one can show straightforwardly
detG′n = 4(a1−a)(a2−a) detHn−2+4a(a1+a2−2a) detHn−2−2b2(a1+a2−2a) detHn−3+detGn.
(A.2)
Thus, Eq. (3.7b) is verified as following:∫
dx1 · · · dxn
(
x21x
2
2 + · · ·+ x2n−1x2n + x2nx21
)
exp
[−XGnX†] (A.3)
=
n
4
∂2
∂a1∂a2
pin/2√
detG′n
∣∣∣∣∣
a1=a2=a
= gn
n
4 (detGn)
2
[
12a2(detHn−2)2 − 12ab2(detHn−2)(detHn−3)
+3b4(detHn−3)2 − 2(detHn−2)(detGn)
]
,
which exactly coincides with Eq. (3.7b).
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Appendix C: Derivation of Eq. (3.7c)
In this appendix we derive Eq. (3.7c). Let us consider a n× n matrix
G′′n =

2a1 −b1 −b
−b1 2a1 −b
−b 2a •
• • •
• • −b
−b −b 2a

. (A.1)
Then, one can show straightforwardly
detG′′n = [4(a1 − a)(a1 + a)− (b1 − b)(b1 + b)] detHn−2 (A.2)
−4b2(a1 − a) detHn−3 − 2(b1 − b)bn−1 + detGn.
Thus, Eq. (3.7c) is proved as following:∫
dx1 · · · dxn
{
x1x2(x
2
1 + x
2
2) + · · ·+ xn−1xn(x2n−1 + x2n) + xnx1(x2n + x21)
}
(A.3)
× exp [−XGnX†]
= −n
4
∂2
∂a1∂b1
pin/2√
detG′′n
∣∣∣∣∣
a1=a,b1=b
= gn
3n
2
[bn−1 + b(detHn−2)] [2a(detHn−2)− b2(detHn−3)]
(detGn)2
which exactly coincides with Eq. (3.7c).
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