Current theories of real numbers, measure, probability, and stochastic processes appear to be selfinconsistent. We exemplify the inconsistencies with Poisson processes, Markov chains, continuous random variables, the Lebesgue measure, and the Cantor-Dedekind theory of real numbers.
Introduction
Current theory of stochastic processes appears to be self-inconsistent as exemplified by Poisson processes (Section 2) and Markov chains (Section 3). The inconsistency appears to originate from measure theory and probability theory (Section 4), and can be further traced back to the CantorDedekind theory of real numbers (Section 5). In our discussion, we shall use the extended real number system, which consists of all real numbers together with −∞ and ∞. We shall also use the following facts and definitions.
Based on the strong law of large numbers or the ergodic theorem (in ergodic theory [12, 14] ), instead of the entire sample space, we can focus on a single sample point of a stochastic process to observe the distribution of a random variable. Such a sample point is said to be representative. The random variable may take on infinity as its value after the stochastic process has evolved for an infinitely long time [12] . Except on a set of probability zero in the sample space of the process, the conclusion (regarding the random variable) derived at the representative sample point also holds at other sample points.
For a counting process [10] , we can assume that the evolution of the process begins at time −∞, and "visualize" the process as random placements of points on the extended time axis [−∞, ∞]. An example of such a counting process is a Poisson arrival process of a stable M/M/1 queue modeled by a continuous-time Markov chain in steady state [7, 10] . By definition, the Markov chain in steady state has evolved for an infinitely long time, and hence the Poisson arrival process started at time −∞ [10] .
Let {x n : n ≥ 1} be a sequence of extended real numbers, such that the set {x 1 , x 2 , · · ·} is unbounded above, and
We allow n = ∞. Clearly, the value of x n corresponding to n = ∞ must be ∞.
For a counting process with independent and stationary increments [10] , denote by P i (T ) the probability that there are i points in an interval of an arbitrarily given length T , where i ≥ 0. We allow i = ∞. Write Q n (T ) = i>n P i (T ), n = 0, 1, 2, · · · i.e., Q n (T ) is the probability that there are more than n points in the interval.
Poisson Processes
We consider first the Poisson process [2, 5, 10] . Despite its widespread applications, the Poisson process appears to be self-inconsistent. By definition, the Poisson process possesses independent and stationary increments. For a Poisson process of rate λ and a given T , where 0 < T < ∞,
which implies Q n (T ) > 0 for any finite n ≥ 0, but P ∞ (T ) = 0. We show the inconsistency of the Poisson process by proving the following theorem. The choice of the origin of the time axis is arbitrary. Let ω be a representative sample point of the Poisson process. For j = 1, 2, · · ·, denote by N −j and N j the number of points in the intervals (−jT, −(j − 1)T ] and ((j − 1)T, jT ], respectively, with corresponding values N −j (ω) and N j (ω) at ω. Since the Poisson process possesses stationary and independent increments,
are i.i.d. random variables. Let N be a random variable distributed as N j , j = ±1, ±2, · · ·. Write
Since the sequence {M k (ω)} is non-decreasing, and since by (1), Q n (T ) > 0 for all finite n ≥ 0, M k (ω) → ∞ as k → ∞. Consequently, by letting k = ∞ after the process has evolved for an infinitely long time, there must exist some j, such that N −j (ω) = ∞ or N j (ω) = ∞.
After removing the intervals corresponding to such j, we re-label the remaining intervals with j ′ = ±1, ±2, · · · in the same way as we label the original intervals with j. By repeating the above argument, we see that there must exist some j ′ , such that N −j ′ (ω) = ∞ or N j ′ (ω) = ∞. By repeating the argument again and again, we see that there are infinitely many intervals of length T , in which there are infinitely many points. By the strong law of large numbers, we can observe the distribution of N based on the sequence (2) at ω, and have P ∞ (T ) > 0.
2 The contradiction revealed in the proof above is due to the property claimed in (1) that the number of points in an interval of length T is unbounded, i.e., P i (T ) > 0 for any fixed 0 < T < ∞ and for all finite i ≥ 0. We can also see the inconsistency of the Poisson process using another approach.
Consider a renewal process [10] . Denote by X 1 the time of the first event, and X n , where n > 1, the time between the (n − 1)th event and the nth event. Let X be distributed as
Consequently, H n is the time of the nth event for n > 0 (Figure 1) . For a fixed, finite t > 0, let N t represent the number of events by time t, i.e., Denote by Ω the sample space of N t , which is also the sample space of the renewal process. For an ω ∈ Ω, the values of N t , H n , and X j at ω are N t (ω), H n (ω), and X j (ω), respectively. Theorem 2 For a renewal process with independent and stationary increments, there is a finite, positive integer M t , where 0 < t < ∞ is given, such that
From the strong law of large numbers, as n → ∞, except on a set of probability zero in Ω,
On the other hand, for any ω ∈ Φ t , since
as n → ∞, we have
Consequently,
It is sufficient to show that, for any ω ∈ A t , N t (ω) ≤ M t . If the claim is false, then for any integer 0 < m < ∞, there is an ω ∈ A t , such that N t (ω) > m. When m = 1, there is an ω ∈ A t , such that N t (ω) > 1. This means that H n (ω) ≤ t holds for n = 1. In general, when m = k > 1, there is an ω ∈ A t , such that N t (ω) > k, which means that H n (ω) ≤ t holds for n = 1, 2, · · · , k. By repeating the above argument for k = 1, 2, · · ·, we see that there is an ω ∈ A t , such that H n (ω) ≤ t holds for n = 1, 2, · · ·. But by definition, such ω is an element of Φ t . We see a contradiction.
By dividing the time axis into non-overlapping intervals of length t, we obtain a sequence of random variables N t,1 (= N t ), N t,2 , · · ·. In general, N t,n represents the number of events in the nth interval. Since the renewal process possesses independent and stationary increments, N t,1 , N t,2 , · · · are i.i.d. random variables distributed as N t . Again, from the strong law of large numbers, we can observe the distribution of N t at a representative sample point of the sequence N t,1 , N t,2 , · · ·. The representative sample point is also a sample point of the renewal process. Since the distribution of N t is unique, M t is unique and hence independent of the sample point.
2 The Poisson process is a renewal process with independent and stationary increments. The inconsistency of the Poisson process is an immediate corollary of Theorem 2.
Markov Chains
A homogeneous, stationary, continuous-time Markov chain {X(t), t ≥ 0} with an infinite state space [2, 3, 5, 10] also appears to be self-inconsistent, in spite of its widespread applications. Without loss of generality, let the state space be the set of all nonnegative integers [10] . A positive period of the Markov chain is defined to be a time interval (r, s), such that X(r) = X(s) = 0, and X(t) > 0 for r < t < s. Write X k = max{X(t) : t is in the kth positive period}, k = 1, 2, · · · .
Let X k (ω) be the value of X k at a sample point ω of the Markov chain.
The continuous-time Markov chain evolves from state to state in accordance with a discrete-time Markov chain {Y n , n = 0, 1, 2, · · ·}. If the discrete-time Markov chain is irreducible and positive recurrent, then after having evolved for an infinitely long time (e.g., suppose that the evolution started at time −∞), the continuous-time Markov chain is said to be stationary and in steady state [10] . Let X be a random variable representing the state of the stationary Markov chain after an infinite evolution time. In the theory of Markov chains, P (X > m) > 0 for any integer m ≥ 0 but P (X < ∞) = 1 [3, 5, 10] . We show the inconsistency of the Markov chain by proving the following theorem.
Proof: Assume that the Markov chain is already in steady state. For a stationary Markov chain in steady state, X 1 , X 2 , · · · given by (3) are i.i.d. random variables. Let X ′ be distributed as X k , k = 1, 2, · · ·. Consider a representative sample point ω of the Markov chain. Let S 1 (ω), S 2 (ω), · · · be nested samples at ω. In other words, for j = 1, 2, · · · , S j (ω) is a set consisting of n j maximum states measured in different positive periods at ω, and S j (ω) ⊂ S j+1 (ω) but S j (ω) = S j+1 (ω). For example
Suppose M j (ω) is the maximum value in S j (ω).
Clearly, {M j (ω)} is a non-decreasing sequence of nonnegative integers. As j increases, there are only two exclusive cases:
If case (b) holds, then by letting j = ∞ after an infinitely long evolution time of the Markov chain, the state of the chain will reach infinity. Whenever reaching infinity, the state either remains to be infinity, or reaches infinity again after another infinite evolution time. By repeating this argument, we see P (X = ∞) > 0, since either infinity is an absorbing state after an infinite evolution time, or the state will reach infinity infinitely many times. But this is impossible given P (X < ∞) = 1. Therefore, case (a) holds. From the strong law of large numbers, we can observe the distribution of X ′ based on the sequence {X k } given by (3) at ω. Due to the uniqueness of the distribution of X ′ , M is unique and independent of ω. Consequently, P (X ′ ≤ M ) = 1, which implies P (X ≤ M ) = 1.
2 For a continuous-time Markov chain, denote by t n the epoch immediately after the nth state transition, where n = 1, 2, · · ·. Assuming that X(0), X(t 1 ), X(t 2 ), · · · form an ergodic sequence in the sense of ergodic theory [12, 14] , we give another proof of Theorem 3.
Proof 2: Consider the tail algebra
where F k is the σ-algebra generated by X k , X k+1 , · · ·, and X n , n ≥ k, given by (3). The events
are in X [6, 12] . Since X 1 , X 2 , · · · are independent, from Kolmogorov's 0-1 law, either P (B 1 ) = 1 or P (B 2 ) = 1 exclusively [6, 12] . If P (B 2 ) = 1, then except on a set of probability zero in the sample space of the process, there is a subsequence {X n j } at each sample point of X(t), such that t → ∞ implies j → ∞ and X n j → ∞. Consequently, except on the set of probability zero, it is impossible to associate a finite value to X at any sample point. In other words, P (B 2 ) = 1 implies P (X = ∞) = 1. This is impossible given
Denote by Ω the sample space of the process, and X n (ω) the value of X n at ω, i.e., X n (ω) is the maximum value of X(t) in the nth positive period observed at sample point ω. From P (B 1 ) = 1, we have
for any ω ∈ Ω \ N , where N ⊂ Ω and P (N ) = 0. Consider a representative ω ∈ Ω \ N . Given that the chain is stationary and already in steady state at time t = 0, from the ergodic theorem (in ergodic theory [12, 14] ), we can construct the distribution of X with observations on X(0), X(t 1 ), X(t 2 ), · · · at ω. By (4), M (ω) is the maximum state observed at ω. On the other hand, since the distribution of X is unique, and hence must be the same when we construct the limiting distribution with observations at different sample points, M (ω) must be a constant M independent of ω. Consequently, P (X ≤ M ) = 1.
2 Consider now an irreducible and positive recurrent, discrete-time Markov chain {Y n , n = 0, 1, 2, · · ·} with an infinite state space {0, 1, 2, · · ·} [10] . Let Y be a random variable representing the state of this Markov chain after an infinite evolution time. Corollary 1 below follows from the proof of Theorem 3 by replacing the continuous time parameter with a discrete time parameter t = 0, 1, 2, · · ·.
It appears that, in the theory of Markov chains, assuming an infinite state space contradicts the probability assignment for X. As shown in the proofs of Theorem 3, an infinite state space implies P (X = ∞) > 0. But the probability assignment of X is based on assuming P (X = ∞) = 0.
In practice, for a system modeled by a stationary, continuous time Markov chain, or by a discretetime Markov chain that is irreducible and positive recurrent, any numerically calculated quantity corresponding to the state of the chain is always finite. Although the bound on the actual state of the system exists as we have just proved, the calculated quantity may exceed the bound, if the bound is unknown. Unfortunately, an unbounded state claimed in the existing theory makes one believe that the calculation always underestimates the state the system can reach.
Probability and Measure
A "continuous random variable" Z has a "probability measure" P , such that P (Z = z) = 0 for any real number z [12] . "Exponential random variables" are basic components of Poisson processes and continuous-time Markov chains, and are "continuous random variables". The inconsistencies of Poisson processes and Markov chains suggest that "continuous random variables" are not self-consistent. We show that this is indeed the case by proving a more general result: All "continuous probabilities" are not self-consistent. Since the inconsistency is closely related to the Cantor-Dedekind theory of real numbers, some examples illustrating the results in this section shall be given in the next section after we address the relevant issue regarding the theory of real numbers.
A singleton, denoted by {x}, is a set of only one element x. We define a measure, denoted by φ, for all sets on the real line, such that φ({x}) = 0 for any real number x. A set A on the real line is called a set of φ-measure zero (notation φ(A) = 0), if for each ǫ > 0, there is a sequence of open intervals (called the covering intervals of A), such that A is a subset of the union of the covering intervals, and the total length of the intervals is less than ǫ. In other words, φ(A) = 0 if and only if A can be covered by a sequence of open intervals of arbitrarily small total length. Clearly, singletons satisfy this definition.
Note the subtle difference (in the definition of a set of φ-measure zero) between the objects to be covered and the covering intervals. The objects to be covered are simply points on the real line, without being aggregated to be assigned any value (such as a "length" assigned to an interval). In contrast, the covering intervals are aggregated points with assigned "lengths". Such a "length" is merely a result of a definition, i.e., the length of an interval is just defined to be the difference between the endpoints.
Both the objects to be covered and the covering intervals consist of points on the real line. As the elements of the set of real numbers, the points stand in their own right, regardless of whether or not one intends to aggregate the points into intervals with assigned "lengths", or use the intervals with assigned "lengths" to cover the points.
We first prove that the union of any family of sets of φ-measure zero is a set of φ-measure zero.
Theorem 4 If H is an arbitrary family of sets on the real line, such that for each
Proof: Each A ∈ H can be covered by a sequence of open intervals of arbitrarily small total length, i.e., A is a subset of the union of the covering intervals. On the other hand, the real line is a topological space with the topology induced by the usual metric (i.e., the distance function) on the real line, and has a countable base (e.g., [11] ). For simplicity, we consider a countable base B, which is the family of all open intervals with rational endpoints. For any A ∈ H, each covering interval I of A is a union of some members of B. Since the length of I can be arbitrarily small, the length of any member of B contained in I can be arbitrarily small.
Consequently, ∪ A∈H A is a subset of a union of the members of B, such that each member is contained in a covering interval of some A ∈ H, and hence has an arbitrarily small length. Since B is countable, ∪ A∈H A is covered by a sequence of open intervals of arbitrarily small total length. The result to be proved then follows.
2
Corollary 2 For any nonempty set A on the real line,
Proof: A nonempty set can always be expressed as a union of the singletons of the elements in the set. So
By definition, φ({x}) = 0 for any real number x. The result to be proved follows from Theorem 4. 2 An interval can have an assigned "length". In general, a Lebesgue measurable set can have an assigned, positive Lebesgue measure. But all sets on the real line, even the whole real line itself, are sets of φ-measure zero, regardless of whatever values assigned to the sets by any other set function.
A difficulty in understanding Theorem 4, Corollary 2, and their proofs is due to mistaking fixed intervals for the covering intervals of a set of φ-measure zero. The total length of fixed intervals cannot be arbitrarily small. But this by no means negates the existence of covering intervals of arbitrarily small total length for a set of φ-measure zero.
Corollary 2 is similar to the famous Ulam's theorem. Let X be a set such that, with a well ordering for X, each element of X is preceded by only countably many elements. Let ψ be a finite measure defined for any A ⊆ X, such that ψ({x}) = 0 for any x ∈ X. Ulam's theorem says ψ(A) = 0 for any For any real number x, the singleton {x} is also a set of Lebesgue measure zero. The definition of a set of Lebesgue measure zero is exactly the same as the definition of a set of φ-measure zero. In this paper, we use µ to denote the Lebesgue measure defined for bounded, Lebesgue measurable sets on the real line. If the Lebesgue measure allows the expression (5), then by replacing φ with µ, the same reasoning in the proof of Corollary 2 leads to µ (∪ x∈A {x}) = 0 for any set A on the real line. As a result, without any restriction, defining µ(A) > 0 for A = ∅ results in a contradiction.
The length of an interval, or more generally, a positive value of the Lebesgue measure assigned to a set on the real line, is a result of the corresponding definition, and should not be taken for granted or considered an accumulation of zeros (the values of the measure of the singletons). To assign a positive value of the Lebesgue measure to a set A on the real line and to avoid the contradiction so caused, the set A, with µ(A) > 0 so defined, must be treated as a whole, although A can be expressed as a union of some other sets with positive values of the measure.
To this end, by excluding ∪ x∈A {x} for any A with µ(A) > 0 from the domain of µ, the expression (5) is prohibited by the Lebesgue measure [9] . However, such prohibition is merely a requirement of some specific measures such as µ. As shown by the following remark, the prohibition cannot apply to all sets on the real line.
Remark 2 Denote by R(µ) the range of µ. Since µ is a real-valued function, from Remark 1, it is still necessary for µ to satisfy
Since the definition of a set of φ-measure zero is exactly the same as the definition of a set of µ-measure zero, (6) is equivalent to µ(R(µ)) = 0.
On the other hand, as shown in the proof of Corollary 2,
is necessary to (6) , and hence necessary to (7) . The above observation means that ∪ x∈R(µ) {x} cannot be prohibited by the Lebesgue measure for R(µ). Thus, to avoid the contradiction, the only way is to require µ(R(µ)) = 0 by more stringent restriction on R(µ).
Based on the above discussion, we show that the range of any probability measure must be a set of Lebesgue measure zero. The above claim is clearly true if the sample space is a finite set. Without loss of generality, we consider a probability space (Ω, A, P ), such that Ω is a complete, separable metric space, A is a σ-algebra, which is a sub-collection of B(Ω), the σ-algebra of Borel subsets of Ω, and for any ω ∈ Ω, P ({ω}) = 0. An example of such a probability space is ( Since R(µ A ) = ∪ {r}∈H {r} the result to be proved follows from Remark 2. Theorem 5 Let (Ω, F, P ) be a probability space, such that Ω is a complete, separable metric space, the σ-algebra F is a sub-collection of B(Ω) (the σ-algebra of Borel subsets of Ω), and for any ω ∈ Ω, P ({ω}) = 0. Denote by R(P ) the range of P .
µ(R(P )) = 0. 1]) , ϕ −1 (B) ∈ B(Ω) and P(ϕ −1 (B)) = µ ′ (B) [11] ), (Ω, F, P ) and ([0, 1], A, µ A ) are isometric. The result to be proved then follows from Lemma 1.
2 Many claimed "probability measures" in probability theory have a range of a positive Lebesgue measure, including the "probability measures" of "continuous random variables" and some discrete "random variables". We use "continuous probabilities" to refer to such "probability measures". Even P and µ ′ in the above proof of Theorem 5 are "continuous probabilities". Nevertheless, the statement "(Ω, B(Ω), P) and ([0, 1], B([0, 1] ), µ ′ ) are isometric" remains true. From Lemma 1 and Theorem 5, all "continuous probabilities" appear to be self-inconsistent, and hence all "random variables" with "continuous probabilities" being the "probability measures" appear to be self-inconsistent.
A "continuous random variable" is typically explained as a result of approximating a sum of n discrete random variables, as n tends to infinity [6, 12] . Such explanation is incorrect. As n → ∞, the sum of n discrete random variables can only take on countably many different values, and hence can never become a "continuous random variable".
Although "continuous probabilities" are not self-consistent, a discrete probability can be induced by a "continuous probability". For example, consider a density function f with domain D, which is an interval on the real line. Consider a finite partition of D, i.e., a finite collection of pairwise disjoint subintervals E i , such that ∪E i = D. By letting each E i in the partition represent an elementary event "x ∈ E i " with probability
we then obtain a discrete probability. Discrete probability functions as induced above are actually used to calculate the values of various probabilities and statistical quantities in various applications of probability theory. In fact, "continuous probabilities" have never appeared in calculations of values of a probability or a statistical quantity, even for a "continuous random variable", as shown below.
Definite integrals are the basis of such calculations for "continuous random variables". In a calculation of a definite integral, the value of the integral is the limit of a sum of n numbers as n approaches infinity. Since the set of the numbers involved in the calculation is countable, only a countable set of values of a "continuous random variable" appears in any such calculation. In practice, all such calculations can at most form a countable, infinite set.
Consequently, the set of the values of a "continuous random variable" involved in all such calculations cannot be uncountable. In other words, in numerical calculations, any "continuous random variable" actually appears as a discrete random variable. This explains why probability theory works well in practice, although "continuous probabilities" are self-inconsistent.
Theory of Real Numbers
We focus on the Cantor-Dedekind theory of real numbers, which now occupies a privileged position among various alternative theories [4] . Based on this theory, it is typical to view the set of real numbers as points on a straight line [13] . One of the basic characteristics of the theory is the separation of number from magnitude [4] . Due to the separation, the points on the real line are elements of an ordered field [11] , and devoid of size.
The separation of number from magnitude is also the basis to define φ({x}) = 0 and µ({x}) = 0 for any real number x. On the other hand, if any entity with a magnitude is considered a set of real numbers, such as an interval with a length, or a set of a positive Lebesgue measure, then the magnitude of the entity can no longer be taken for granted, and must be deemed a result of a definition or an assumption in disguise of a definition. However, such definition as the length of an interval appears to be inconsistent with the Cantor-Dedekind theory of real numbers.
Consider an open interval as an example. According to the Cantor-Dedekind theory, all real numbers form an ordered field, and are linearly ordered by the usual less-than relation < [11] . By definition, for any two real numbers a and b, where a < b, all real numbers x such that a < x < b constitute an open interval (a, b). The length of this interval is defined to be b − a.
We have defined a measure φ, such that φ({x}) = 0 for any real number x, and for any nonempty subset A on the real line, φ(A) = 0 if and only if A can be covered by a sequence of open intervals of arbitrarily small total length. This is also the definition of a set of Lebesgue measure zero. We have proved φ(A) = 0 for any nonempty subset A on the real line, based on A = ∪ x∈A {x} and the existence of a countable base, e.g., the family B of open intervals with rational endpoints.
This shows that each element of a nonempty set A can be covered by an interval of an arbitrarily small length in B. Since B is countable, all the points of A are simultaneously covered by only countably many intervals in B. Consequently, if A is uncountable, then there must exist different points in A that are always covered by the same interval in B, and the length of the covering interval can be arbitrarily small. Different points on the real line always covered by an interval of an arbitrarily small length in B are said to form an adhesion. Proof: Let x and y, x = y, be in the same adhesion. If x < y, then we write δ = y − x. For any given ǫ > 0, there is an interval (in B) of length less than ǫ, such that the interval covers both x and y. For an ǫ such that ǫ < δ, consider an covering interval of length less than this ǫ. As a result, y − x < ǫ < δ, which contradicts y − x = δ. So x < y is impossible. Similarly, y < x is also impossible.
2 Different real numbers in a set are said to be arithmetically indistinguishable, if the usual less-than relation < cannot hold for any two different elements in the set. An immediate consequence of Theorem 6 is that different points in the same adhesion are arithmetically indistinguishable. An arbitrarily selected point in an adhesion is then said to be a representative of the adhesion.
However, since all the real numbers are supposed to be linearly ordered by the usual less-than relation <, for any different x and y, either x < y or y < x should hold. We see a contradiction. Since the real number system is basic to all of mathematics, it is not surprising to see other contradictions. As shown by Theorem 6, the cause of such contradictions appears to be that the usual less-than relation < is in fact merely a linear order for the representatives of the adhesions rather than for all the real numbers. We outline a possible remedy as follows.
(a) A set, denoted by R a , is formed by choosing a representative from each adhesion, such that R a , with the usual operations of addition and multiplication, is an ordered field.
(b) The usual less-than relation < is replaced by a relation denoted by ≺, such that (i) all real numbers are linearly ordered under ≺,
(ii) < is now defined to be the restriction of ≺ to R a × R a , i.e., the elements of R a are linearly ordered by <; if x < y, then u ≺ y for any u arithmetically indistinguishable from x and x ≺ v for any v arithmetically indistinguishable from y, and (iii) the completeness axiom, also known as the axiom of the least upper bound, still holds for the set of all the real numbers ordered under ≺.
(c) The usual equal relation = is replaced by a relation denoted by ≡, such that x ≡ y if and only if x is identical to y, and now x = y if and only if x and y are in the same adhesion.
The points in the same adhesion, except a chosen representative of the adhesion, provide an example of points that are not in R(µ), the range of the Lebesgue measure. This is because the different points in the same adhesion are arithmetically indistinguishable, and hence only the elements of R a are actually counted in R(µ). We have shown in Section 4 that R(µ) is a set of Lebesgue measure zero, which implies in particular that R(µ) cannot include all real numbers. Example 2 explains, from another angle, why R(µ) does not include all real numbers, and why R(µ A ), where µ A is the restriction of µ to any σ-algebra A of subsets of the interval [0, 1], does not include all points in [0, 1]. Actually, the conclusion regarding µ A holds in general for any probability measure.
Example 3 Consider a countably infinite set Ω = {ω 1 , ω 2 , · · ·}. Let A be the σ-algebra consisting of all subsets of Ω. Denote by P a function defined on A, such that P ({ω n }) = 2 −n , n = 1, 2, · · · and for A ∈ A, 2 For real numbers x 1 , x 2 , · · ·, write
If s 1 , s 2 , · · · has a finite limit s, then from Theorem 7 (d), there is an N < ∞, such that for all n > N , s n are arithmetically indistinguishable from s. Applying this result to a probability (or finite measure) space, we have immediately the following corollary.
Corollary 3
The σ-algebra of any probability (or finite measure) space contains only a finite number of disjoint members with positive, arithmetically distinguishable probability (measure) values. In other words, for a probability (or finite measure) space, countable additivity degenerates into finite additivity, and the σ-algebra degenerates into an algebra.
From Corollary 3, we reach the conclusions of Lemma 1 and Theorem 5 again. We can separate different adhesions in a bounded set on the real line by dividing the set into a finite number of disjoint subsets, and using the dividing points as the representatives of the corresponding adhesions. Such separation is necessary for arithmetical operations involving the representatives of the adhesions. As shown by Corollary 3, an infinite number of arithmetical operations may yield a result arithmetically indistinguishable from the result of a finite number of arithmetical operations.
The remedy outlined above appears to be the way the real numbers are actually used for all practical proposes. But a detailed discussion of this issue is beyond the scope of this paper, and will be presented elsewhere.
Summary
We have proved the following results:
• The Poisson process is not self-consistent (Theorem 1, Section 2).
• For a renewal process, the number of events in a given, finite time is bounded (Theorem 2, Section 2).
• Markov chains with an infinite state space are not self-consistent (Theorem 3 and Corollary 1, Section 3).
• The union of any family of sets of φ-measure zero is a set of φ-measure zero (Theorem 4, Section 4).
• Any set on the real line is of φ-measure zero (Corollary 2, Section 4).
• The range of a probability measure is a set of Lebesgue measure zero (Lemma 1 and Theorem 5, Section 4). The range of the Lebesgue measure does not include all real numbers (Example 2, Section 5). In particular, the range of any probability measure does not include all real numbers in the interval [0, 1] (Example 3, Section 5).
• Actually, the set of all arithmetically distinguishable values of a probability measure (or finite measure) is finite (Theorem 7 and Corollary 3, Section 5).
• The Cantor-Dedekind theory of real numbers is not self-consistent (Example 1 and Theorem 6, Section 5).
A Markov chain can be considered a special case of a random walk [12] . Due to the inconsistency of the Markov chain (Sections 2 and 3), the theory of random walk also appears to be self-inconsistent. A "continuous random variable", i.e., a normally distributed "random variable", is a basic component of a Brownian motion [2] . The "existence" of a Brownian motion or a stationary Markov chain with an infinite state space is a direct consequence of Kolmogorov's existence theorem [2, 8] . Due to the inconsistencies of "continuous probability" (Sections 4 and 5) and the Markov chain, it appears that Kolmogorov's existence theorem cannot guarantee self-consistency for the Brownian motion or for the Markov chain. Since self-consistency is a basic requirement for any theory in mathematics, the inconsistencies should be expelled.
