Extended gcd calculation has a long history and plays an important role in computational number theory and linear algebra. Recent results have shown that finding optimal multipliers in extended gcd calculations is difficult. We present an algorithm which uses lattice basis reduction to produce small integer multipliers x 1 , . . . , x m for the equation where d 1 , . . . , d m are given integers. The method generalises to produce small unimodular transformation matrices for computing the Hermite normal form of an integer matrix.
1/2 (see [17, 22] ). Such multipliers may be found by performing, for example, Euclid's algorithm on d 1 , d 2 , to get gcd (d 1 , d 2 ) = g 2 , then on g 2 , d 3 and so on. If the corresponding sequence of integer row operations is performed on the identity matrix I m , the result 1 4 , 1]. The complexity of the algorithm increases with α, as does the quality guarantee on the basis vectors.
One approach to the extended gcd problem, which is proposed by Babai [10, page 144] and Sims [25, page 381] , is to perform the LLL algorithm on p 1 , . . . , p m−1 to produce a lattice basis of short vectors. We then size-reduce p m , by adding suitable multiples of these short vectors to p m , thereby reducing its entries in practice to small size. We call this Algorithm 1. It has the drawback that an initial unimodular transforming matrix P has to be calculated.
Another approach to the problem is to apply the LLL algorithm to the lattice L spanned by the rows of the matrix C = [I m |γD], where γ is a positive integer. It is not difficult to show that if γ > y m−2 2 ||D||, with y = 4/(4α − 1), 1/4 < α ≤ 1, the reduced basis for C must have c 1 m+1 = 0, . . . , c m−1 m+1 = 0 and c m m+1 = ±γd. Then c m1 , . . . , c mm will in practice be a small multiplier vector of similar size to that produced by Algorithm 1. We call this Algorithm 2.
Algorithm 2 works for the following reasons. L consists of the vectors
Further, the lemma of [20, page 200] implies that if b 1 , . . . , b m−1 form a reduced basis for L, then
if X 1 , . . . , X m−1 are linearly independent vectors in L.
But the m − 1 vectors X 1 , . . . , X m−1
are linearly independent vectors in L and we have ||X i || ≤ ||D|| and hence
Hence if γ > y m−2 2 ||D||, it follows from inequalities (1)-(3) that the first m − 1 rows of a reduced basis for L have the form (b j1 , . . . , b jm , 0).
The last vector of the reduced basis then has the form (b m1 , . . . , b mm , γg) for some g, and the equations
(where P is a unimodular matrix) imply d|g and g|d, respectively, and hence g = ±d.
Experimentally one finds that if γ is large, Algorithm 2 seems to settle down to the same sequence of row operations. It is not difficult to identify these operations and perform them instead on the matrix [I m |D]. This is justified in Section 3.
Our limiting algorithm is called Algorithm 3 and is described explicitly in Section 4.
In Section 5, we show that with 3/8 < α ≤ 1 the smallest multiplier for 3 numbers is one of the 9 values In Section 6, we describe a LLL based Hermite normal form algorithm which we also arrive at by limiting considerations.
The paper finishes with some examples which show how well the algorithms perform in practice.
The LLL algorithm
In order to analyse Algorithm 2 as γ → ∞, we need to briefly outline the LLL algorithm.
Let C be an m × n matrix of integers, with linearly independent rows c 1 , . . . , c m . The GramSchmidt basis is denoted by c * 1 , . . . , c * m , where
The inductive step is as follows:
, where θ is the nearest integer symbol, with θ = θ − Let us assume that a 1 = 0, . . . , a k−2 = 0 and examine the inductive step of LLL.
First, from the equation
we have c * 1 m+1 = 0, . . . , c * k−2 m+1 = 0. Also from equation (4), with r = k − 1, we have c *
So, c * 1 m+1 = 0, . . . , c * k−2 m+1 = 0 and equation (5) give
the Gram-Schmidt coefficient for C with the last column ignored.
Next
is not an odd multiple of 1/2, or t or t + 1 otherwise, as γ → ∞. Then t or t + 1 times row k − 1 is subtracted from row k.
We now discuss the possible interchange of rows k − 1 and k. This takes place if the inequality (C2) fails to hold. (We note that α − µ
If a k−1 = 0 but a k = 0, then c * k m+1 = γa k and condition (C2) will be satisfied for γ large and no interchange of rows takes place.
we see that, with c * j m+1 = 0, j = 1, . . . , k − 2 and with the limiting form of µ k k−1 ≈ a k /a k−1 above, c * k m+1 ≈ 0. Consequently (C2) will not be satisfied for γ large, if α > 1 4 , and an interchange of rows takes place.
The µ kj will, for large γ, be rational functions of γ and, if not constant, will tend to a limit strictly monotonically, thereby resulting in a limiting sequence of row operations. For large γ the LLL algorithm will perform a version of the least-remainder gcd algorithm (LRA) on 
Algorithm 3
We are thus led to the final LLL based extended gcd algorithm given by pseudocode in Figure 1 . Our implementation is a modification of de Weger's LLL algorithm [9, pages 329-332] , with the added simplification that no initial construction of the Gram-Schmidt basis is necessary, as we start with the identity matrix I m . De Weger works in terms of integers and writes |b *
Multiplier estimates
REMARK. Even when m = 3, our LLL based gcd algorithm does not always produce the shortest multiplier: in the example 4, 6, 9, LLL (for all 1 4 < α ≤ 1) produces the multiplier b 3 = (−2, 0, 1), whereas the shortest is
After much numerical experiment we were led to the following result: 
Then if x, y ∈ Z, recalling that b 3 + xb 1 + yb 2 is the general multiplier, we have the following expression for the square of its length:
Using de Weger's notation, working in integers, we write The LLL condition (C2) with k = 2 and 1/4 < α ≤ 1 gives
Assume f (x, y) ≤ f (0, 0). Then we prove |x|, |y| ≤ 1.
From equation (7), we successively deduce
with the last inequality following from inequality (8) But
which implies |x| ≤ 1.
REMARK. One can be more specific about the optimum multipliers given the signs of λ 21 , λ 31 , λ 32 :
COROLLARY. Our LLL extended gcd algorithm is the basis of a practical polynomial-time algorithm for finding an optimal solution to the extended gcd problem for 3 numbers. 
PROOF. But the m − 1 vectors X 1 , . . . , X m−1
The vector D
are linearly independent vectors in Λ and we have ||X i || ≤ ||D|| and hence max (||X 1 ||, . . . , ||X m−1 ||) ≤ ||D||.
Hence ||b j || ≤ y m−2
2 ||D|| for j = 1, . . . , m − 1 and inequality (11) gives
as required. 8
A LLL based Hermite normal form algorithm
An m × n integer matrix B is said to be in Hermite normal form if (i) the first r rows of B are nonzero;
(ii) for 1 ≤ i ≤ r, if b ij i is the first nonzero entry in row i of B, then j 1 < j 2 < · · · < j r ;
Let G be an m × n integer matrix. Then there are various algorithms for finding a unimodular matrix P such that P G = B is in row Hermite normal form. These include those of Kannan-Bachem [25, pages 349-357] and Havas-Majewski [11] , which attempt to reduce coefficient explosion during their execution.
By considering the limiting behaviour of the LLL algorithm on the matrix
(where G i is the ith column of G) as γ → ∞, we are led to the following LLL based Hermite normal form algorithm in Figure 2 , generalizing the earlier gcd case where n = 1. (We have omitted swap(k) as it is unchanged, but with a new interpretation of a i .) It is an easy generalization of the argument in Section 1 to show that for large γ, on LLL reducing G(γ), the last n columns form a matrix whose rows, starting from the bottom, are in row echelon form, corresponding to the indices j 1 , . . . , j r .
We remark that if a row of G has to be multiplied by −1, there is a necessary adjustment for the λ ij . Hence the function Minus(i).
Let C denote the submatrix of B formed by the r nonzero rows and write P = Q R , where Q and R have r and m − r rows, respectively. Then QB = C and RB = 0 and the rows of R will form a Z basis of short vectors for the sublattice N (G) of Z m formed by the vectors X satisfying XG = 0. The rows of Q are size-reduced with respect to the short lattice basis vectors for N (G). (c) The following example involving Fibonacci and Lucas numbers (see [13] ) has theoretical significance. Take d 1 , . . . , d m to be the Fibonacci numbers (i) F n , F n+1 , . . . , F 2n , n odd, n ≥ 5;
(ii) F n , F n+1 , . . . , F 2n−1 , n even, n ≥ 4.
Using the identity F m L n = F m+n + (−1) n F m−n , it can be shown that the following are multipliers:
where L 1 , L 2 , . . . denote the Lucas numbers 1, 3, 4, 7, . . .
These multipliers are the unique vectors of least length. (This is a special case of a more general result of the third author [19] , where F n , . . . , F n+m is treated.) The length-squared of the multipliers is L 2n−5 +1 in both cases. (In practice, the LLL-based algorithms compute these minimal multipliers.)
These results give bounds for extended gcd multipliers in terms of Euclidean norms. Since, with
√ 5F 2n it follows that a general upper bound for the Euclidean norm of the multiplier vector in terms of the initial numbers d i must be at least O( max{d i }). Also, the length of the vector (F n , F n+1 , . . . , F 2n ) is of the same order of magnitude as F 2n , so a general upper bound for the length of the multipliers in terms of the Euclidean length of the input, l say, is at least O( √ l).
A range of random type extended gcd examples is presented in [12] .
For a Hermite normal form example, take G = [g ij ] to be the 10 × 10 matrix defined by g ij = i 3 * j 2 + i + j: whereas that supplied by our algorithm is
