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Abstract
We prove quantitative regularity estimates for the solutions to non-
linear continuity equations and their discretized numerical approxima-
tions on Cartesian grids when advected by a rough force field. This
allow us to recover the known optimal regularity for linear transport
equations but also to obtain the convergence of a wide range of nu-
merical schemes. Our proof is based on a novel commutator estimates,
quantifying and extending to the non-linear case the classical commu-
tator approach of the theory of renormalized solutions.
1 Introduction
1.1 The model
One of the main goals of this article is to study the convergence of some
simple numerical schemes for solution of the non-linear equation
∂tu (t, x) + div (a (t, x) f (u (t, x))) = 0, t ∈ R+, x ∈ R
d, (1.1)
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in the case where the velocity field a only belongs to Lploc(R+, W
1,p(Rd)) and
is hence not smooth.
The density u can model a large variety density of agents or objects
from molecules to micro-organisms and individuals (in pedestrian models for
instance). Eq. (1.1) combines a classical advection through the velocity a
with non-linear effects through the flux f ∈ W 1,∞ (R,R): It is hence a hybrid
between a linear advection equation and a scalar conservation law.
A good example for f is f(u) = u (uc− u)+ where uc is a critical density.
Eq. (1.1) then ensures that u ≤ uc at all times. This is an important feature
when relatively large agents are considered in comparison to the length scale
over which one calculates the density. In such a case, the maximal density
of agents (where they all touch each other) may be of the same order of
magnitude as the average density under consideration. This is usually the
case for crowd motion models. We refer to [38, 39] for examples of such
congestion effects.
We will not consider any particular coupling between a and u in this
article. Since we do not study uniqueness, we only need to assume that some
Sobolev regularity is obtained on a. This makes our estimates compatible
with a wide range of models. We give two examples; first coupling through
the Poisson equation
a = ∇c, −∆c = g(u).
This is commonly used for so-called chemotaxis models, the dynamics of
micro-organisms directed by chemical signals. In this case one considers only
one chemical whose density is given by c(t, x); the micro-organisms try to
follow the gradient of the chemical. Such a model has been studied in [20].
A variant of this is the Hamilton-Jacobi coupling
a = ∇c, −∆c + |∇c|2 = g(u),
which has been implemented for pedestrian models as in [23].
Eq. (1.1) includes, as a special case for f = Id, the classical continuity
equation
∂tu (t, x) + div (a (t, x) u (t, x)) = 0. (1.2)
The results presented here hence also apply to the case of (1.2). The non-
linearity in (1.1) restricts many of the techniques that are available for (1.2)
which is one of the recurring difficulties in this article.
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For simplicity, we call the general (1.1) the non-linear continuity equation
and (1.2) the linear continuity equation. This emphasizes their main struc-
tural difference but of course in most applications both (1.1) and (1.2) are
part of a larger non-linear system which couples a and u.
1.2 An example of application: Compactness and ex-
plicit regularity estimates for Eq. (1.1)
The key difficulties in many of such complex, nonlinear models are possible
instabilities in the density ρ: The main challenge is to control how oscillations
in ρ can develop in (1.1), especially for rough velocity field such as u ∈ L2tH
2
x
given by typical viscosity bounds. This makes the propagation of regularity
on (1.1) at the center of our proposed work for convection models.
Unfortunately, it is in general not possible to propagate any kind of
Sobolev regularity on ρ, often leading to implicit or convoluted argument.
As a first illustration of the method introduced here, we present new
explicit regularity estimates for solutions to (1.1). Define the semi-norms for
0 < θ < 1
‖u‖pp,θ = sup
h≤1/2
| log h|−θ
ˆ
R2d
I|x−y|≤1
(|x− y|+ h)d
|u (t, x)− u (t, y)|p dxdy.
Obviously the semi-norms are decreasing in θ
‖u‖p,θ ≤ ‖u‖p,θ′, if θ
′ ≤ θ,
and they are only semi-norms as ‖u‖p,θ vanishes if u is a constant. We may
define the corresponding spaces
W plog,θ = {u ∈ L
p | ‖u‖p,θ <∞}.
Those semi-norms measure intermediary regularity (log of a derivative) be-
tween Lp spaces and Sobolev spaces W s,p as per the proposition
Proposition 1. For any s > 0, 0 < θ < 1, and any 1 ≤ p ≤ ∞, one has the
embeddings W s,p ⊂ W plog,θ ⊂ L
p which are compact on any smooth bounded
domain of Rd. For θ = 0, ‖u‖p,0 ≤ C ‖u‖Lp. In addition for p = 2,
‖u‖22,θ + ‖u‖
2
L2 ∼ sup
h
ˆ
Rd
∣∣∣log ( 1|ξ| + h)∣∣∣+ 1
| log h|θ
|F u(ξ)|2 dξ
≤
ˆ
Rd
(log(1 + |ξ|))1−θ |F u(ξ)|2 dξ,
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where F u denotes the Fourier transform of u.
There has recently been an increase in the interest for such spaces which
differ from classical Sobolev or Lp spaces by a log scale; see for instance [13].
The semi-norms are at the critical scale where regularity is propagated
for Eq. (1.1) with
Theorem 2. Assume that a belongs to the Besov space L1([0, T ], B1p,q(R
d))
for some p, q ≥ 1 with div a ∈ L∞([0, T ] × Rd). Any entropy solution
u ∈ L∞([0, T ], Lp
∗
∩ Lp
∗,1) satisfies the regularity estimate for any t ≤ T
and any θ ≥ max(1/p∗, 1− 1/q)
‖u‖1,θ ≤ e
C ‖div a‖L∞ ‖f
′‖L∞ t
(
‖f ′‖L∞ ‖u‖L∞t L
p∗
x
ˆ t
0
‖div a(s, .)‖p,p (θ−1/p∗) ds
+ C ‖∇a‖L1([0, T ], B0p,q(Rd)) ‖f
′‖L∞ ‖u‖L∞t L
p∗,1
x
+ ‖u0‖1,θ
)
.
This implies the simple estimate for a ∈ L1([0, T ], W 1,p(Rd)) with 1 < p ≤ 2
and u ∈ L∞([0, T ], L1 ∩ Lr(Rd)) for r > p∗
‖u‖1,1/2 ≤ e
C ‖div a‖L∞ ‖f
′‖L∞ t
(
‖f ′‖L∞ ‖u‖L∞t L
p∗
x
ˆ t
0
‖diva(s, .)‖p,1−p/2 ds
+ C ‖∇a‖L1([0, T ], Lp(Rd)) ‖f
′‖L∞ ‖u‖L∞t L1∩Lrx + ‖u
0‖1,1/2
)
.
For technical reason it is often more convenient to work with a smooth
kernel in the definition of the semi-norms. Define
Kh (x− y) =
φ(x− y)
(|x− y|+ h)d
, (1.3)
for some smooth function φ with compact support in B(0, 2) and such that
φ = 1 inside B(0, 1). We can then take the variant definition
‖u‖pp,θ = sup
h≤1/2
| log h|−θ
ˆ
R2d
Kh (x− y) |u (x)− u (y)|
p dx dy.
A first rougher version of Th. 2 had been derived in [9]. The main esti-
mate in the proof however was L2 based, leading to non optimal estimates
where a ∈ W 1,px with p 6= 2. It was moreover essentially non compatible with
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a discretized setting such as the numerical schemes that we are mostly con-
cerned with here. We have completely revisited the approach by identifying
precisely the cancellations at the heart of Th. 2. This lets us obtain the
optimal regularity in a much more general setting and identify the critical
Besov spaces for a.
Quantitative regularity estimates were first obtained for linear advection
or continuity equations in [19]. The method there is based on bounds along
the characteristics and very different from the one followed here. This charac-
teristics method was later used in [10, 12, 15, 18, 33] under various extended
assumptions (singular integrals or force field with less than a derivative but
with the right structure).
A more similar looking estimate has been obtained in [14] also at the PDE
level. This last estimate relies on a duality method which is only compatible
with linear continuity equations but can then be more carefully tailored to
the problem.
All those explicit estimates propagate some form of a log of a derivative,
just like Th. 2. In general this is the best that one can hope for in the
presence of a Sobolev force field as was proved in [3, 32].
We further explain the connections between the present quantitative esti-
mates and the classical theory of renormalized solutions for linear continuity
equations when we state our commutator estimate in Section 3.
2 The Numerical Scheme and main results
We now turn to the main results of this article concerning the convergence of
numerical schemes for Eq. (1.1). Numerical schemes for advection equations
with rough force fields have mostly been studied in the context of compress-
ible fluid dynamics where the density satisfies the continuity equation with
an only H1 velocity field. We refer in particular to schemes for the compress-
ible Stokes system with for instance [25, 26, 28], or the Navier-Stokes system
with [27, 29].
Compressible Fluid dynamics models typically involve the linear continu-
ity equation (1.2) on the density. One of the major difficulties in proving the
convergence of such numerical schemes is to obtain the compactness of the
density. The convergence of schemes for the compressible Navier-Stokes sys-
tem is in large part still an open question. We hope that the new quantitative
estimates that we introduce can prove useful.
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In addition to the linear continuity equation (1.2), Eq. (1.1) also contains
the classical one-dimensional scalar conservation law
∂tu+ ∂xf(u) = 0. (2.1)
The well posedness theory for (2.1) is now well understood since the work
of Kruzkov [35]. The analysis of numerical schemes for conservation laws of
which (2.1) is a very simple case is also classical and well-developed, we refer
for example to [37, 42].
Eq. (2.1) exhibits shocks in finite time so that it only propagates up to
BV regularity or in general W s,1 with s < 1. One of the challenges of our
study was to find regularity estimates which are compatible both with linear
advection equations with rough force fields and with shocks from conservation
laws.
In general our non-linear continuity equation could be seen as a conser-
vation law with time and space dependent fluxes. Although there are some
results for such systems with discontinuous fluxes, see e.g. [7, 34, 40], there do
not seem to be applicable in a case such as ours where only Sobolev bounds
are known in the absence of any other strong structure on the flux.
Before describing more in details the schemes that we consider, we want to
emphasize here that we focus on schemes on a Cartesian grid. Non-Cartesian
grids can be much more complicated from the point of view of the regularity
as even for smooth velocity fields the discrete solutions may lose regularity
(and not be in BV for instance).
2.1 Description of the schemes under consideration
The discrete solution is given by a set of values uni representing an approxi-
mation of the continuous solution at time tn = n δt over the various points of
the grid at i = (i1, . . . , id) with i1 . . . id = 1 . . .N . We assume a grid length
equal to δx and denote by xi the points at the center of each mesh.
We will make abundant use of the discrete lp norms which we normalize
by the grid size
‖un‖plp = δx
d
∑
i∈Zd
|uni |
p.
For convenience we denote i+[τ ]k, for k = 1 . . . d, the index where coordinate
ik of i is shifted by τ . So for example xi+[1]k is simply the center of the next
mesh in direction k.
6
This lets us easily define discrete Sobolev norms per
‖an‖pd,W 1,p = δx
d
∑
i∈Zd
d∑
k=1
|ani − a
n
i+[1]k
|p.
We consider fairly general explicit schemes of the form
un+1i =
∑
m∈Zd
bi,m(a
n
m, u
n
m), (2.2)
where the bi,m are functions normalized so that b(a, 0) = 0. The non-linear
dependence on the velocity field a can for instance follow from upwinding.
The velocity field itself is discretized so that for any n and i, anm is a vector
of Rd : anm = (a
n
m,1, . . . , a
n
m,d).
We do not explicitly distinguish the boundary conditions in the scheme.
And we a priori allow to work on an unbounded grid, hence the fact that m
is summed over all Zd in (2.2). But of course in most practical settings the
grid is truncated, meaning that ani and u
n
i have compact support in i.
We also point out that the function bi,m could be chosen differently from
one time step to another, i.e. bi,m = b
n
i,m, without any difference in the proofs.
In order to avoid additional indices in the notation as much as possible, we
will just write bi,m.
The key assumption on the bi,m is that bi,m(a, u) is increasing in u. This
ensures that the scheme is monotone and entropic. For simplicity we also
assume that bi,i(a, u) − u/2 is increasing in u, which can always be insured
by choosing the appropriate CFL condition.
Most explicit schemes require a CFL condition to be monotone and this
in turns typically demands a uniform bound on the velocity field
sup
i,n
|ani | <∞.
We do not use directly such a bound but again it is likely to be indirectly
imposed through the previous monotonicity condition.
We are asking that the scheme be conservative, which means that bi,m
can be expressed as a difference of two fluxes F k in each direction k = 1 . . . d
bi,m(a
n
m, u
n
m) = u
n
m δi=m+
δt
δx
d∑
k=1
(
F ki+[1]k−m(a
n
m, u
n
m)− F
k
i−m(a
n
m, u
n
m)
)
. (2.3)
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The fluxes Fj are obviously defined up to a constant function and we nor-
malize them so that for any a ∈ Rd, u ∈ R+∑
j
F kj (a, u) = a
k f(u), (2.4)
where ak is the k coordinate of the vector a.
The conservative form of the scheme implies for instance the conservation
of mass ∑
i,m∈Zd
bi,m(a
n
m, u
n
m) =
∑
i∈Zd
uni . (2.5)
In general we do not ask that the divergence of a be exactly discretized by the
scheme. Instead we impose the following condition: There exists a Lipschitz
function f˜ and uniformly bounded Dni s.t. for any constant U∑
j∈Zd
bi,j(a
n
j , U) = U + δtD
n
i f˜(U). (2.6)
The uniform bound on the Dni obviously correspond to the bound ‖div a‖L∞ .
We also impose that
‖f˜‖W 1,∞ ≤ C ‖f‖W 1,∞ . (2.7)
This general expression of the discretization allows for many (but not
all) of the classical schemes such as Lax-Friedrichs, upwind schemes... In
particular multi-points schemes are included in the formulation. We only
impose that too much weight not be given to far away points. This translates
into a simple moment condition on the flux : There exists a constant C and
0 < γ ≤ 1 s.t.∑
m
|i−m|γ |F ki−m(a
n
m, u
n
m)| ≤ C ‖f
′‖L∞ ‖a
n‖lp ‖u
n‖lp∗ . (2.8)
We now introduce the discretized version of our semi-norms, namely
‖un‖pα,p,θ = sup
h≤δxα
| log h|θ δx2d
∑
i,j
Khi−j |u
n
i − u
n
j |, (2.9)
where the discrete kernel is directly obtained from Kh(x) given by (1.3)
through
Khi = Kh(i δx).
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The main difference with respect to the continuous semi-norms if that we do
not take the supremum over all possible values of h. This is because they do
not make sense below a certain size depending on the discretization length
δx. This is why we limit the supremum to those h ≥ δxα. Those semi-norms
still provide compactness whenever α > 0 and θ < 1.
2.2 Main Result
We are then able to obtain the exact equivalent of Theorem 2
Theorem 3. Assume that uni is a solution to the recursive scheme given by
(2.2)-(2.3) with functions bi,j(a, u) increasing in u and s.t. bi,i(a, u) − u/2
is increasing in u. Assume moreover that the scheme satisfies (2.4), (2.5)
together with the discretization of the divergence provided that (2.6) with the
bound (2.7). Assume finally that the moments’ condition (2.8) is satisfied
for some 0 < γ ≤ 1. Then for any α > 0, any 1 < p ≤ 2, any θ ≥ 1 − 1/p
and any q > p∗, one has the bound
‖un‖α,1,θ ≤e
C ‖f ′‖L∞ supm ‖D
m‖L∞ n δt
(
‖f ′‖L∞ sup
m
‖um‖lq δt
∑
m≤n
‖am‖d,W 1,p
+ ‖f ′‖L∞ sup
m
‖um‖lp∗ δt
∑
m≤n
‖Dm‖α,p,p(θ−1/p∗) + ‖u
0‖α,1,θ
+δxγ−α−αθ ‖f ′‖L∞ sup
m
‖um‖lp∗ δt
∑
m≤n
‖am‖lp
)
.
Remark 4. One can always choose θ = 1/2 in the previous estimate. However
one has to choose α in terms of γ. This is always possible, i.e. there always
exists α > 0 s.t. γ − α − α θ > 0. This ensures that the last term in
O(δxγ−α−αθ) indeed vanishes as the grid size decreases to 0.
This result easily implies the compactness of the solutions to the scheme
with for example
Corollary 5. (Convergence of the scheme) Consider a sequence of solutions
un,mi for schemes satisfying the assumptions of Theorem 3 with a grid size
δxm → 0 and a time step δtm → 0. Assume that the following quantities are
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uniformly in m, namely for some q > p∗ and some θ > 0 and α > 0
sup
m
δtm
∑
n≤T/δtm
‖an,m‖d,W 1,p <∞, sup
m
sup
n
‖un,m‖lq <∞,
sup
m
sup
n,i
|Dn,mi | <∞, sup
m
sup
n
‖Dn,m‖α,p,θ <∞, sup
m
sup
n
‖u0,m‖α,1,θ <∞.
Consider the sequence of functions u˜m on [0, T ]×Rd piecewise constant and
equal to un,mi on the time interval [n δtm, (n+1) δtm) times the cube centered
at xi = i δxm and of size δxm. Then the sequence u˜
m is compact in L1loc.
Remark 6. With a minor variation, the assumption that
sup
m
sup
n
‖Dn,m‖α,p,θ <∞, sup
m
sup
n
‖u0‖α,1,θ <∞
can be replaced by assuming appropriate compactness on the initial data
u0,m and the discrete divergence Dn,mi .
3 The main commutator estimate
3.1 The estimate
The key point in the proof of the results of this article is a commutator esti-
mate, quantifying the basic one introduced in [24]. This estimate is important
in itself and is likely to be of further use.
Proposition 7. Let 1 < p < ∞, ∃C < ∞ depending only on p and the
dimension s.t. ∀a ∈ W 1,p(Rd) with 1 ≤ p ≤ 2 and ∀g ∈ L2p
∗
with 1/p∗ =
1− 1/p,
ˆ
R2d
∇Kh (x− y) (a (x)− a (y)) |g (x)− g (y)|
2 dx dy
≤ C ‖∇a‖B0p,q |log h|
1−1/q ‖g‖2L2 p∗
+ C ‖div a‖L∞
ˆ
R2d
Kh (x− y) |g (x)− g (y)|
2 dx dy.
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In particular using q = 2,
ˆ
R2d
∇Kh (x− y) (a (x)− a (y)) |g (x)− g (y)|
2 dx dy
≤ C ‖∇a‖Lp |log h|
1/2 ‖g‖L2 p∗
+ C ‖div a‖L∞
ˆ
R2d
Kh (x− y) |g (x)− g (y)|
2 dx dy.
3.2 The connection with the classical theory of renor-
malized solutions
In essence Prop. 7 is a quantified version of the classical commutator estimate
at the heart of the theory of renormalized solutions, which for this reason we
describe more here.
This theory was introduced by DiPerna and Lions in [24] to handle the
well posedness of weak solutions to the linear continuity equation (1.2), which
we recall is
∂tu+ div (a (t, x) u (t, x)) = 0.
If a ∈ L1tL
p
x, a weak solution u ∈ L
∞
t L
q
x to (1.2) is said to be renormalized iff
for any β ∈ C1(R) with |β(ξ)| ≤ C |ξ|, β(u) is a solution to
∂tβ(u) + div (a (t, x) β(u)) + div a (β
′(u) u− β(u)) = 0.
An equation for a given a is renormalized iff all weak solutions are renormal-
ized. This is now an important property which directly implies uniqueness:
If u is a weak solution with u(t = 0) = 0 then |u| is also a weak solution and
hence ˆ
|u(t, x)| dx =
ˆ
|u(t = 0, x)| dx = 0.
This also indirectly implies the compactness of any sequence of solutions un.
Essentially one combines the uniqueness with the renormalization property
at the limit to prove that
w − lim β(un) = β(w − lim un),
where w − lim denotes the weak limit in the appropriate Lq space.
DiPerna and Lions proved in [24] that if a ∈ L1tW
1,1
x then any bounded
solution u is renormalized. The proof relies on the following simple but
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powerful idea: Given a weak solution u, consider a smooth convolution kernel
Kε and convolve the equation with Kε
∂tKε ⋆ u+ div (aKε ⋆x u) = Rε.
Of course Kε ⋆ u cannot be also a solution and there is a remainder term
which can be rewritten as
Rε =
ˆ
divx ((a(x)− a(y))Kε(x− y) u(y)) dy
=
ˆ
(a(x)− a(y))∇Kε(x− y) u(y) +
ˆ
divxa(x)Kε(x− y) u(y) dy
= Cε +Dε.
(3.1)
For a fixed a ∈ L1tW
1,1
x and u ∈ L
∞, one can then prove that Rε converges
to 0 in L1.
It is then straightforward to write an equation on β(uε) and pass to the
limit as ε→ 0.
This idea was then extended to include a ∈ L1BVx, first in [11] in the
kinetic context and then in the seminal [4] in the general case; we also refer
to [?, 36]. Those require the use of specific kernels, based on a quadratic
form in Rd that is adapted to the singular part of ∇a.
In general, without any additional structure, BV seems to be the critical
space here as proved in [22]. If some additional structure is available, then
one may be able to work with less. Typical examples are found in dimension
2, in [2, 16, 17, 30] or with some phase space structure in [15, 33].
As one can readily the quantity that we bound explicitly in Prop. 7 is
very close to the commutator estimate (3.1). In fact this proposition could
be used to directly give an explicit bound in ε in (3.1) for the particular
Kε that we use. It is in this sense that we talk of a quantified commutator
estimate.
The fact that renormalized solutions are connected to some regularity of
the solutions had been noticed for instance in [6]. But this regularity had not
been quantified until [19] that we mentioned earlier. As we explained, [19]
involves a quantitative regularity estimate at the level of the characteristics.
The approach that we follow here is very different and it is a nice feature to
be able to quantify exactly this commutator.
For more on renormalized solutions, we refer for example to the surveys
in [5, 21].
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3.3 Useful Technical Lemmas
The proof of Prop. 7 requires the use of two classical lemmas. First to relate
the difference a(x)− a(y) to ∇a,
Lemma 8. There exists a bounded function ψ s.t. ψ isW 1,1 on B (0, 1)×Sd−1
and for any a ∈ (BVloc)
d
ai (x)− ai (y) = |x− y|
ˆ
B(0,1)
ψ
(
z,
x− y
|x− y|
)
· ∇ai (x+ |x− y| z)
dz
|z|d−1
+ |x− y|
ˆ
B(0,1)
ψ
(
z,
x− y
|x− y|
)
· ∇ai (y + |x− y| z)
dz
|z|d−1
.
Moreover for some given constant α
ˆ
B(0,1)
ψ
(
z,
x− y
|x− y|
)
dz
|z|d−1
= α
x− y
|x− y|
.
The proof of Lemma 8 is straightforward; it consists in integrating ∇v
over a curve between x and y and then averaging the resulting estimate over
all such curves. We refer for instance to [15] for a detailed proof.
We need another technical result to control slightly “delocalized” convo-
lutions of ∇a
Lemma 9. For any 1 < p <∞, any L ∈ W s,1 for some s > 0 with compact
support and
´
L = 0, there exists C > 0s.t. for any u ∈ Lp
(
R
d
)
ˆ 1
h0
‖Lr ∗ u‖Lp
dr
r
≤ C | log h0|
1−1/q ‖u‖B0p,q (3.2)
where Lr (x) = r
−dL (x/r) and the constant C depends only on W s,1and the
size of the support of L. As a consequence for p ≤ 2
ˆ 1
h0
‖Lr ∗ u‖Lp
dr
r
≤ C |log h0|
1/2 ‖u‖Lp . (3.3)
The proof is again classical and is given in the appendix for the sake of
completeness.
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3.4 The proof of Prop. 7
Observe that by the definition of Kh,
∇Kh =
x− y
(|x− y|+ h)d+1
χ(|x− y|),
for some smooth function χ with support in |x − y| ≤ 2 with χ = 1 if
|x− y| ≤ 1.
Using Lemma 8, one obtains
ˆ
R2d
∇Kh (x− y) (a (x)− a (y)) |g (x)− g (y)|
2 dx dy
= 2
ˆ
(x− y)χ
(|x− y|+ h)d+1
ˆ
B(0,1)
ψ
(
z,
x− y
|x− y|
)
.∇a (x+ |x− y| z)
dz
|z|d−1
|g (x)− g (y)|2 dxdy,
where by the symmetry of the expression in x and y, both terms in Lemma
8 lead to the same expression.
We introduce the average of ψ as given by Lemma 8 and decompose
accordingly
ˆ
(x− y)χ
(|x− y|+ h)d+1
ˆ
B(0,1)
ψ
(
z,
x− y
|x− y|
)
· ∇a (x+ |x− y| z)
dz
|z|d−1
|g (x)− g (y)|2 dx dy = I + α¯ J,
where
I =
ˆ
(x− y)χ
(|x− y|+ h)d+1
·
ˆ
B(0,1)
(
ψ
(
z,
x− y
|x− y|
)
−
α¯
x− y
|x− y|
)
· ∇a (x+ |x− y| z)
dz
|z|d−1
|g (x)− g (y)|2 dx dy,
and
J =
ˆ
(x− y)i χ
(|x− y|+ h)d+1
(x− y)j
|x− y|
ˆ
B(0,1)
∂iaj (x+ |x− y| z)
dz
|z|d−1
|g (x)− g (y)|2 dx dy,
where we used Einstein convention of summation.
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The constant α¯ is chosen so that
ˆ (
ψ
(
z,
x− y
|x− y|
)
− C
x− y
|x− y|
)
dz
|z|d−1
= 0,
which is always possible thanks to Lemma 8. Both terms I and J rely on
appropriate cancellations that allow to use Lemma 9 but on different terms.
As such we have to handle them separately.
Control of I. Denote for simplicity
ψ˜ (z, ω) := ψ (z, ω)− α¯ ω, L (z, ω) := ψ˜ (z, ω)
I|z|≤1
|z|d−1
.
One can see easily that for any fixed ω, L is compactly supported and belongs
to W s,1 for any s < 1. It hence satisfies the assumptions of Lemma 9,
uniformly in ω.
Now observe that
ˆ
B(0,1)
ψ˜ (z, w)
|z|d−1
· ∇a (x+ rz) dz = Lr(., ω) ⋆∇a,
where Lr(z, ω) = r
−dL(z/r, ω). On the other hand by the spherical changes
of variables
I =
ˆ 1
0
ˆ
Sd−1
ˆ
rd χ(r)
(r + h)d+1
ˆ
B(0,1)
ψ˜ (z, ω)
|z|d−1
∇a (x+ rz) dz
|g (x)− g (x− rω)|2 dx dω dr
≤
ˆ
Sd−1
ˆ 1
0
ˆ
rd
(r + h)d+1
|Lr(., ω) ⋆∇a| |g (x)− g (x− rω)|
2 .
By a Ho¨lder estimate
I ≤
ˆ 1
0
ˆ
Sd−1
1
r + h
‖Lr(., ω) ⋆∇a‖Lp ‖g (.)− g (.− rw)‖L2 p∗ dω dr.
Of course
‖g (.)− g (.− rw)‖L2 p∗ ≤ 2 ‖g (.)‖L2 p∗ .
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We recall here that L satisfies the assumption of Lemma 9 uniformly in ω.
We hence deduce for some constant C
I ≤ C ‖∇a‖B0p,q |log h|
1−1/q ‖g‖L2 p∗ .
Control of J. The general idea is similar to I: Trying to identify convolution
with a kernel of vanishing average to gain regularity.
For this reason, we decompose again
J = J1 + J2,
where we subtracted the right average in J1
J1 =
ˆ
|x− y| χ
(|x− y|+ h)d+1
(
(x− y)
|x− y|
⊗
(x− y)
|x− y|
− C˜Id
)
: ∇a (x+ |x− y| z)
dz
|z|d−1
|g (x)− g (y)|2 dx dy,
where A : B denotes the total contraction of two matrices
∑
i,j
AijBij and
where C˜ is again chosen s.t.
ˆ
Sd−1
(ω2i − C˜) dω = 0.
This leaves as J2
J2 = C˜
ˆ
|x− y| χ
(|x− y|+ h)d+1
Id : ∇a (x+ |x− y| z)
dz
|z|d−1
|g (x)− g (y)|2 dx dy.
This term can be immediately bounded as
Id : ∇a = div a,
so that
J2 ≤ C ‖div a‖L∞
ˆ
Π2d
|g(x)− g(y)|2
(|x− y|+ h)d
dx dy
≤ C ‖div a‖L∞
ˆ
Π2d
(1 +Kh(x− y)) |g(x)− g(y)|
2 dx dy.
(3.4)
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We now turn to J1 where we need to use a slight variant of spherical coor-
dinates by writing x − y = −r w for r ∈ R and 1/4 ≤ w ≤ 1 instead of
w ∈ Sd−1 with |w| = 1 as usual. Indeed for a fixed x ∈ Rd use first spherical
coordinates, w = s ω to calculate
ˆ R
0
ˆ
1/2≤|w|≤R
Φ(x+ r w) rd−1 dw dr
=
ˆ 1
1/2
ˆ R
0
ˆ
Sd−1
Φ(x+ s r ω) (r s)d−1 dr dω ds
=
ˆ 1
1/2
ˆ Rs
0
ˆ
Sd−1
Φ(x+ r˜ ω) r˜d−1 dr˜ dω
ds
s
=
ˆ 1
1/2
ˆ
|x−y|≤Rs
Φ(y) dy
ds
s
=
ˆ
|x−y|≤R
Φ(y)
ˆ 1
max(1/2,|x−y|/R)
ds
s
dy,
with the change of variables r → r˜ = r s for a fixed s and a final use of
spherical coordinates y = x + r˜ ω. Therefore defining the smooth function
WR(r) =
´ 1
max(1/2,r/R)
s−1 ds and for any Φ˜ by taking Φ(y) = Φ˜(y)/WR(|x−y|)
ˆ
|x−y|≤R
Φ˜(y) dy =
ˆ R
0
ˆ
1/2≤|w|≤R
Φ˜(x+ r w)
rd−1
WR(r |w|)
dw dr. (3.5)
Denote accordingly
L˜ (w) =
(
w ⊗ w
|w|2
− C˜Id
)
I1/2≤w≤1.
This allows to rewrite
J1 =
ˆ 1
0
ˆ
rd χ(r)
W1(r |w|) (r + h)
d+1
L˜ (w) :
ˆ
B(0,1)
∇a (x+ r z)
dz
|z|d−1
|g (x)− g (x+ rw)|2 dx dw dr.
Observe that W1(u) = w¯ is constant for u < 1/2, that is since |w| ≤ 1 that
W1(r |w|) = w¯ if r < 1/2. Obviously the integral J1 is bounded for r > 1/2
so
J1 ≤C +
1
w¯
ˆ 1
0
ˆ
rd χ(r)
(r + h)d+1
L˜ (w) :
ˆ
B(0,1)
∇a (x+ r z)
dz
|z|d−1
|g (x)− g (x+ rw)|2 dx dw dr.
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Now denote for simplicity
Ar(x) =
ˆ
B(0,1)
∇a (x+ r z)
dz
|z|d−1
,
and let us expand |g (x)− g (y)|2 = g2(x) + g2(y) + 2g(x) g(y) so that
J1 ≤ C +
Jx + 2 Jxy + Jy
w¯
,
with
Jx =
ˆ 1
0
ˆ
r χ(r)
(r + h)d+1
L˜ (w) : Ar(x) g
2(x) dx dw dr,
Jxy =
ˆ 1
0
ˆ
r χ(r)
(r + h)d+1
L˜ (w) : Ar(x) g(x) g(x+ rw) dx dw dr,
Jx =
ˆ 1
0
ˆ
r χ(r)
(r + h)d+1
L˜ (w) : Ar(x) g
2(x+ rw) dx dw dr.
First note that since
´
L˜(w) dw = 0, one simply has that
Jx = 0.
The term Jy can be controlled through Lemma 9 as one can identify a con-
volution
Jy =
ˆ
Rd
ˆ 1
0
rd χ(r)
(r + h)d+1
Ar(x) : L˜r ⋆ |g|
2 dx dr
=
ˆ
Rd
ˆ 1
0
rd χ(r)
(r + h)d+1
L˜r ⋆ Ar(x) |g|
2 dx dr,
since L˜ is even. Now, by Ho¨lder inequality one has that
Jy ≤
ˆ 1
0
1
r + h
‖L˜r ⋆ Ar‖Lp ‖g
2‖Lp∗ dr.
Of course denoting B(z) = I|z|≤1 |z|
1−d, one has by the definition of Ar,
‖L˜r⋆Ar‖Lp = ‖L˜r⋆(Br⋆∇a)‖Lp = ‖Br⋆(L˜r⋆∇a)‖Lp ≤ ‖Br‖L1 ≤ ‖L˜r⋆∇a‖Lp.
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Finally, by Lemma 3 applied to the exponent p, we deduce that
Jy ≤ C
∥∥g2 (t, .)∥∥
Lp∗
‖∇a‖B0p,q |log h|
1−1/q .
Again we identify the convolution in Jxy
Jxy =
ˆ
Πd
ˆ 1
0
rd χ(r)
(r + h)d+1
Lr ⋆ g(x) : Ar(x) g (t, x) dxdr,
and still by Lemma 9 we get
Jxy ≤ C ‖g (t, .)‖
2
L2p∗ |logh|
1−1/q ‖∇a‖B0p,q .
Collecting all estimates and recalling that for p ≤ 2, Lp ⊂ B0p,2, concludes
the proof of the proposition.
4 Proof of Proposition 1 and Theorem 2
4.1 Proof of Prop. 1
The embedding W plog,θ ⊂ L
p is straightforward from the definition. For the
embedding W s,p ⊂W plog,θ, note that if u ∈ W
s,p
‖u(.+ z)− u(.)‖Lp ≤ C |z|
s ‖∇u‖Lp,
which can easily be obtained by interpolation from the s = 1 case
‖u(.+ z)− u(.)‖Lp =
∥∥∥∥
ˆ 1
0
z∇u(. + sz)ds
∥∥∥∥
Lp
≤
ˆ 1
0
|z| ‖∇u(.+ sz)‖Lp ds
= |z| ‖∇u‖Lp .
On the other hand
‖u‖pp,θ =sup
h
| log h|−θ
ˆ
Rd
Kh(z)‖u(.+ z)− u(.)‖
p
Lp dz
≤ ‖∇u‖Lp sup
h
| log h|−θ
ˆ
Rd
|z|sKh(z) dz,
while finally ˆ
Rd
|z|sKh(z) dz ≤
ˆ
|z|≤2
|z|s
|z|d
dz ≤ C,
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concluding the bound.
Note that with similar calculationsˆ
Rd
Kh(z) dz ∼
ˆ
|z|≤2
1
(h + |z|)d
dz ∼ | log h|,
which implies that
‖u‖pp,1 ≤ 2 ‖u‖Lp sup
h
| log h|−1
ˆ
Rd
Kh(z) dz ≤ C ‖u‖Lp,
so that the semi-norms do not carry any special information when θ = 1.
Define now
K¯h =
Kh
‖Kh‖L1
∼
Kh
log h
.
The kernel K¯h is normalized and moreover for any δ > 0, as h→ 0,ˆ
|z|≥δ
K¯h(z) dz −→ 0,
such that K¯h is a classical convolution kernel. Observe that
‖u− K¯h ⋆ u‖Lp ≤ ‖Kh‖
−1
L1
ˆ
Rd
Kh(z) ‖u(.+ z)− u(.)‖Lp dz
≤
(
‖Kh‖
−1
L1
ˆ
Rd
Kh(z) ‖u(.+ z)− u(.)‖Lp dz
)1/p
≤ C | logh|θ−1 ‖u‖p,θ.
This proves by Rellich criterion that for any sequence un s.t. ‖un‖p,θ+‖un‖Lp
is uniformly bounded, un is locally compact in L
p.
Finally let us calculate for p = 2, using Fourier transformˆ
z∈Rd
Kh(z) ‖u(.+ z)−u(.)‖
2
L2 dz =
ˆ
Rd
Kh(z)
ˆ
Rd
∣∣eiz·ξ − 1∣∣2 |F u(ξ)|2 dξ dz.
That leads to calculateˆ
Rd
Kh(z)
∣∣eiz·ξ − 1∣∣2 dz ∼ ˆ
|z·ξ|≥1
Kh(z) +
ˆ
|z·ξ|≤1
Kh(z) |z · ξ|
2
∼
∣∣∣∣log
(
1
|ξ|
+ h
)∣∣∣∣+ 1,
concluding the proof.
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4.2 Proof of Theorem 2
The proof of Th. 2 mostly follows the steps of [9], the main improvement
being the more precise Proposition 7.
First of all by Kruzkov’s doubling of variables, see [35], any entropy so-
lution u to (1.1) satisfies in the sense of distributions that
∂t|u(t, x)− u(t, y)|+ divx(a(t, x)F (u(t, x), u(t, y))
+ divy(a(t, y)F (u(t, x), u(t, y)) +G(u(t, x), u(t, y)) divxa(t, x)
+G(u(t, y), u(t, x)) divya(t, y) ≤ 0,
(4.1)
where
F (ξ, ζ) = (f(ξ)− f(ζ)) sign (ξ − ζ) = F (ζ, ξ),
G(ξ, ζ) = f(ξ) sign (ξ − ζ)− F (ξ, ζ) = G¯(ξ, ζ)
1
2
F (ξ, ζ), with
G¯(ξ, ζ) =
f(ξ) + f(ζ)
2
sign (ξ − ζ) = −G¯(ζ, ξ).
(4.2)
Note that up to adding a constant in f , we may assume that f(0) = 0 thus
normalizing G¯ s.t. G¯(0, 0) = 0.
For any fixed h, Kh(x − y) is a smooth, compactly supported function
which we may hence use as a test function for (4.1), giving
d
dt
ˆ
R2d
Kh(x− y) |u(t, x)− u(t, y)| dx dy
≤
ˆ
R2d
∇Kh(x− y) (a(x)− a(y))F (u(x), u(y)) dx dy
+
ˆ
R2d
Kh(x− y)
div a(x) + div a(y)
2
F (u(x), u(y)) dx dy
+
ˆ
R2d
Kh(x− y) (div a(x)− div a(y)) G¯(u(x), u(y)) dx dy.
Using the bound on the divergence the second term in the r.h.s. can simply
be bounded by
‖f ′‖L∞ ‖div a‖L∞
ˆ
R2d
Kh(x− y) |u(t, x)− u(t, y)| dx dy,
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since F (ξ, ζ) ≤ ‖f ′‖L∞ |ξ − ζ |. while by Ho¨lder estimate the third term in
the r.h.s. is bounded by
(ˆ
R2d
Kh(x− y) (div a(x)− div a(y))
p
)1/p
×
(ˆ
R2d
Kh(x− y) |G¯(u(x), u(y))|
p∗
)1/p∗
≤ ‖f ′‖L∞ | logh|
θ ‖u‖Lp∗ ‖div a‖p,p (θ−1/p∗),
simply by using that G¯(ξ, ζ) ≤ ‖f ′‖L∞
ξ+ζ
2
since f(0) = 0.
The combination of those two bounds yields that
d
dt
‖u‖1,θ ≤ ‖f
′‖L∞ ‖div a‖L∞ ‖u‖1,θ + ‖f
′‖L∞ ‖u‖Lp∗ ‖div a‖p,p (θ−1/p∗) + C,
(4.3)
where C is the commutator
C = sup
h
| log h|−θ
ˆ
R2d
∇Kh(x− y) (a(x)− a(y))F (u(x), u(y)) dx dy.
Therefore all the difficulty lies in obtaining a explicit quantitative estimate
on this commutator. This is where Prop. 7 comes in, leading to improved,
more precise results with respect to [9].
We still need an additional step to put C in precisely the right form for
Prop. 7. As this is going to be used as well for the numerical scheme, we put
the corresponding estimate in a lemma
Lemma 10. Assume that f ∈ W 1,∞(R+), that u ∈ L
p∗,1 and that a ∈ B1p,q
then provided θ ≥ 1− 1/q
C = sup
h
| log h|−θ
ˆ
R2d
∇Kh(x− y) (a(x)− a(y))F (u(x), u(y)) dx dy
≤ C ‖div a‖L∞ ‖f
′‖L∞ ‖u‖1,θ + C ‖∇a‖B0p,q ‖f
′‖L∞ ‖u‖Lp∗,1.
Proof. Just as in [9], we use the repartition function of u
κ(t, x, ξ) = I0≤ξ≤u(t,x),
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which from the definition of F in (4.2) implies the simple representation
F (u(x), u(y)) =
ˆ ∞
0
f ′(ξ) |κ(x, ξ)− κ(y, ξ)|2 dξ.
This lets us simply rewrite
C = sup
h
| log h|−θ
ˆ ∞
0
f ′(ξ)
ˆ
R2d
∇Kh(x− y) (a(x)− a(y)) |κ(t, x, ξ)− κ(t, y, ξ)|
2 dx dy dξ.
We may now directly use Prop. 7 to find that provided θ ≥ 1− 1/q
C ≤ C ‖div a‖L∞ ‖f
′‖L∞ ‖u‖1,θ + C ‖∇a‖B0p,q
ˆ ∞
0
f ′(ξ) ‖κ(t, ., ξ)‖2L2p∗ dξ.
It is now straightforward to estimate
ˆ ∞
0
f ′(ξ) ‖κ(t, ., ξ)‖2L2p∗ dξ ≤ ‖f
′‖L∞
ˆ ∞
0
|{u(t, .) ≥ ξ}|1/p
∗
d ξ
= ‖f ′‖L∞ ‖u‖Lp∗,1 ,
where Lp
∗,1 denotes the corresponding Lorentz space.
From the previous Lemma we finally obtain that if θ ≥ max(1/p∗, 1−1/q)
d
dt
‖u‖1,θ ≤C ‖f
′‖L∞ ‖div a‖L∞ ‖u‖1,θ + ‖f
′‖L∞ ‖u‖Lp∗ ‖div a‖p,p (θ−1/p∗)
+ C ‖∇a‖B0p,q ‖f
′‖L∞ ‖u‖Lp∗,1.
A Gronwall estimate concludes the first statement of Th. 2. The embeddings
Lp ⊂ B0p,2 for p ≤ 2 and L
r ∩ L1 ⊂ Lp
∗,1 for r > p∗ conclude the second
statement.
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5 The Numerical Scheme: Proof of Theorem
3
We have to calculate, denoting sn+1i,j = sign(u
n+1
i − u
n+1
j )∑
i,j∈Zd
|un+1i − u
n+1
j |K
h
i−j =
∑
i,j
sn+1i,j K
h
i−j
∑
m∈Zd
(bi,m(a
n
m, u
n
m)− bj,m(a
n
m, u
n
m))
=
∑
i,j
sn+1i,j K
h
i−j
∑
m∈Zd
(
bi,m(a
n
m, u
n
m)− bi,m(a
n
m, u
n
j ) +
1
2
(unj − u
n
i ) δm−i
+bj,m(a
n
m, u
n
i )− bj,m(a
n
m, u
n
m) +
1
2
(unj − u
n
i ) δm−j
)
+
∑
i,j,m
sn+1i,j K
h
i−j
(
bi,m(a
n
m, u
n
j )− bj,m(a
n
m, u
n
i )− u
n
j + u
n
i
)
.
Use the discretized expression of the divergence of a given by Eq. (2.6) to
find that∑
m
bi,m(a
n
j , u
n
j ) = u
n
j + δtD
n
j f˜(u
n
j ),
∑
m
bj,m(a
n
j , u
n
i ) = u
n
i + δtD
n
i f˜(u
n
i ).
We also recall that the bi is increasing in u s.t. bi,m(a
n
m, u
n
m) − bi,m(a
n
m, u
n
j )
has the sign of unm − u
n
j . In particular
sn+1ij (bi,m(a
n
m, u
n
m)− bi,m(a
n
m, u
n
j )) ≤ s
n
mj (bi,m(a
n
m, u
n
m)− bi,m(a
n
m, u
n
j )).
Similarly since bi,j(a, u)− u/2 is increasing
sn+1ij
(
bi,i(a
n
i , u
n
i )− bi,m(a
n
i , u
n
j ) +
1
2
(unj − u
n
i )
)
≤ snij
(
bi,i(a
n
i , u
n
i )− bi,m(a
n
i , u
n
j ) +
1
2
(unj − u
n
i )
)
.
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We hence have∑
i,j∈Zd
|un+1i − u
n+1
j |K
h
i−j
≤
∑
i,j,m
snm,j K
h
i−j
(
bi,m(a
n
m, u
n
m)− bi,m(a
n
m, u
n
j ) +
1
2
(unj − u
n
i ) δm−i
)
+
∑
i,j,m
sni,mK
h
i−j
(
bj,m(a
n
m, u
n
i )− bj,m(a
n
m, u
n
m) +
1
2
(unj − u
n
i ) δm−j
)
+ δt
∑
i,j
sn+1i,j K
h
i−j
(
Dnj f˜(u
n
j )−D
n
i f˜(u
n
i )
)
.
Using now the conservative form of the scheme as given by (2.3), we may
write that∑
i,j∈Zd
|un+1i − u
n+1
j |K
h
i−j ≤
∑
i,j
Khi−j |u
n
i − u
n
j |
+
δt
δx
∑
i,j,m
d∑
k=1
snm,j K
h
i−j
(
F ki+[1]k−m(a
n
m, u
n
m)− F
k
i+[1]k−m
(anm, u
n
j )
−F ki−m(a
n
m, u
n
m) + F
k
i−m(a
n
m, u
n
j )
)
+
δt
δx
∑
i,j,m
d∑
k=1
sni,mK
h
i−j
(
F kj+[1]k−m(a
n
m, u
n
i )− F
k
j+[1]k−m
(anm, u
n
m)
−F kj−m(a
n
m, u
n
i ) + F
k
j−m(a
n
m, u
n
m)
)
+ δt
∑
i,j
sn+1i,j K
h
i−j
(
Dnj f˜(u
n
j )−D
n
i f˜(u
n
i )
)
,
(5.1)
which is the equivalent of Eq. (4.1).
Denote
Dh = δt
∑
i,j
sn+1i,j K
h
i−j
(
Dnj f˜(u
n
j )−D
n
i f˜(u
n
i )
)
.
Following the proof of Theorem 2, this term can be simply handled
Dh ≤ δt
∑
i,j
Khi−j|D
n
i −D
n
j | f˜(u
n
i ) + ‖D
n
i ‖l∞ δt
∑
i,j
Khi−j |f˜(u
n
i )− f˜(u
n
j )|.
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By simple Lipschitz bounds and discrete Ho¨lder estimates, one obtains that
Dh ≤ δt ‖f˜‖L∞ δx
−2d

‖u‖lp∗
(
δx2d
∑
i,j
Khi−j|D
n
i −D
n
j |
p
)1/p
+ ‖Dni ‖l∞ δx
2d
∑
i,j
Khi−j |u
n
i − u
n
j |
)
.
Since the Lipschitz norm of f˜ is bounded by the norm of f and by the
definition of our discrete semi-norms, we hence obtain the exact equivalent
of the continuous case namely for any h ≥ δxα
δx2d | log h|−θDh ≤ δt ‖f‖L∞
(
‖u‖lp∗ ‖D
n‖α,p,p (θ−1/p∗) + ‖D
n
i ‖l∞ ‖u
n‖α,p,θ
)
.
(5.2)
We now perform a discrete integration by parts in the other terms of Eq.
(5.1) with for example
∑
i,j,m
d∑
k=1
snm,j K
h
i−j
(
F ki+[1]k−m(a
n
m, u
n
m)− F
k
i+[1]k−m
(anm, u
n
j )
−F ki−m(a
n
m, u
n
m) + F
k
i−m(a
n
m, u
n
j )
)
=
∑
i,j,m
d∑
k=1
snm,j (K
h
i−[1]k−j
−Khi−j)
(
F ki−m(a
n
m, u
n
m)− F
k
i−m(a
n
m, u
n
j )
)
This leads to∑
i,j∈Zd
|un+1i − u
n+1
j |K
h
i−j ≤
∑
i,j
Khi−j |u
n
i − u
n
j |+Dh
+
δt
δx
∑
i,j,m
d∑
k=1
snm,j (K
h
i−[1]k−j
−Khi−j)
(
F ki−m(a
n
m, u
n
m)− F
k
i−m(a
n
m, u
n
j )
)
+
δt
δx
∑
i,j,m
d∑
k=1
sni,m (K
h
i+[1]k−j
−Khi−j)
(
F kj−m(a
n
m, u
n
i )− F
k
j−m(a
n
m, u
n
m)
)
.
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Let us swap i and m in the first sum and j and m in the second to find∑
i,j∈Zd
|un+1i − u
n+1
j |K
h
i−j ≤
∑
i,j
Khi−j |u
n
i − u
n
j |+Dh
+
δt
δx
∑
i,j,m
d∑
k=1
sni,j (K
h
m−[1]k−j
−Khm−j)
(
F km−i(a
n
i , u
n
i )− F
k
m−i(a
n
i , u
n
j )
)
+
δt
δx
∑
i,j,m
d∑
k=1
sni,j (K
h
i+[1]k−m
−Khi−m)
(
F km−j(a
n
j , u
n
i )− F
k
m−j(a
n
j , u
n
j )
)
.
The moments condition (2.8) on the flux ensures that F km−i is small unless m
is close to i. This will allow us to replaceKhm−[1]k−j−K
h
m−j byK
h
i−[1]k−j
−Khi−j
(and similarly for the second sum). More precisely, we write
∑
i,j,m
d∑
k=1
sni,j (K
h
m−[1]k−j
−Khm−j)
(
F km−i(a
n
i , u
n
i )− F
k
m−i(a
n
i , u
n
j )
)
=
∑
i,j,m
d∑
k=1
sni,j (K
h
i−[1]k−j
−Khi−j)
(
F km−i(a
n
i , u
n
i )− F
k
m−i(a
n
i , u
n
j )
)
+
∑
i,j,m
d∑
k=1
sni,j (K
h
m−[1]k−j
−Khi−[1]k−j −K
h
m−j +K
h
i−j)
(
F km−i(a
n
i , u
n
i )− F
k
m−i(a
n
i , u
n
j )
)
.
We recall that
Khi−j =
φ(δx (i− j))
(δx |i− j|+ h)d
,
so that for a given 0 < γ ≤ 1
|Khi−j −K
h
m−j −K
h
i−[1]k−j
+Khm−[1]k−j |
≤
C δx1+γ |i−m|γ
(δx |i− j|+ h)d+1+γ
+
C δx1+γ |i−m|γ
(δx |m− j|+ h)d+1+γ
.
We recall that, because of compact support, we only have to calculate the
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expression for |j − i|+ |j −m| ≤ C δx−1. Therefore∑
m,i s.t.|j−i|+|j−m|≤C δx−1
|Khi−j −K
h
m−j −K
h
i−[1]k−j
+Khm−[1]k−j | |F
k
m−i(a
n
i , u
n
i )|
≤
∑
i, |j−i|≤C δx−1
C δx1+γ
(δx |i− j|+ h)d+1+γ
∑
m
|i−m|γ |F km−i(a
n
i , u
n
i )|
+
∑
m, |j−m|≤C δx−1
C δx1+γ
(δx |m− j|+ h)d+1+γ
∑
i
|i−m|γ |F km−i(a
n
i , u
n
i )|,
giving by (2.8)∑
m,i s.t.|j−i|+|j−m|≤C δx−1
|Khi−j −K
h
m−j −K
h
i−[1]k−j
+Khm−[1]k−j | |F
k
m−i(a
n
i , u
n
i )|
≤
∑
i, |i−j|≤C δx−1
C δx1+γ
(δx |i− j|+ h)d+1+γ
‖f ′‖L∞ |a
n
i | |u
n
i |
+
∑
m, |j−m|≤C δx−1
C δx1+γ
(δx |m− j|+ h)d+1+γ
‖f ′‖L∞ ‖a
n‖lp ‖u
n‖lp∗ .
Remark that ∑
i 6=0
1
(δx |i|+ h)d+1+γ
≤
C
h1+γ δxd
.
This allows to conclude that∑
j,m,i, |i−j|+|m−j|≤C δx−1
|Khi−j −K
h
m−j −K
h
i−[1]k−j
+Khm−[1]k−j | |F
k
m−i(a
n
i , u
n
i )|
≤ C δx−2d
δx1+γ
h1+γ
‖f ′‖L∞ ‖a
n‖lp ‖u
n‖lp∗ .
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The other terms are handled in the same manner so that∑
i,j
|un+1i − u
n+1
j |K
h
i−j
≤
∑
i,j
Khi−j |u
n
i − u
n
j |+Dh + C δt
δxγ−2d
h1+γ
‖f ′‖L∞ ‖a
n‖lp ‖u
n‖lp∗
+
δt
δx
∑
i,j,m
d∑
k=1
sni,j (K
h
i−[1]k−j
−Khi−j)
(
F km−i(a
n
i , u
n
i )− F
k
m−i(a
n
i , u
n
j )
)
+
δt
δx
∑
i,j,m
d∑
k=1
sni,j (K
h
i+[1]k−j
−Khi−j)
(
F km−j(a
n
j , u
n
i )− F
k
m−j(a
n
j , u
n
j )
)
.
The normalization of the flux, Eq. (2.4) for instance implies that∑
m
F km−i(a
n
i , u
n
i ) = a
n
i,k f(u
n
i ),
where we recall that ani,k is the k coordinate of the vector a
n
i . This leads to∑
i,j
|un+1i − u
n+1
j |K
h
i−j
≤
∑
i,j
Khi−j |u
n
i − u
n
j |+Dh + C δt
δxγ−2d
h1+γ
‖f ′‖L∞ ‖a
n‖lp ‖u
n‖lp∗
+
δt
δx
∑
i,j,m
d∑
k=1
sni,j (K
h
i−[1]k−j
−Khi−j) (a
n
i,k − a
n
j,k) (f(u
n
i )− f(u
n
j )).
+
δt
δx
∑
i,j,m
d∑
k=1
(Khi+[1]k−j − 2K
h
i−j +K
h
i−[1]k−j
) sni,j a
n
j,k (f(u
n
i )− f(u
n
j )).
Observe that provided h ≥ δx
∣∣Khi+[1]k−j − 2Khi−j +Khi−[1]k−j∣∣ ≤ C δx2(δx |i− j|+ h)d+2 .
Therefore with calculations similar to the previous one, it is possible to show
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that ∑
i,j,m
d∑
k=1
(Khi+[1]k−j − 2K
h
i−j +K
h
i−[1]k−j
) sni,j a
n
j,k (f(u
n
i )− f(u
n
j ))
≤ C ‖f ′‖L∞ ‖a
n‖lp ‖u
n‖lp∗
δx2
h2
.
Therefore since γ ≤ 1, we finally obtain that∑
i,j
|un+1i − u
n+1
j |K
h
i−j
≤
∑
i,j
Khi−j |u
n
i − u
n
j |+Dh + C δt
δxγ−2d
h1+γ
‖f ′‖L∞ ‖a
n‖lp ‖u
n‖lp∗
+
δt
δx
∑
i,j,m
d∑
k=1
sni,j (K
h
i−[1]k−j
−Khi−j) (a
n
i,k − a
n
j,k) (f(u
n
i )− f(u
n
j )).
(5.3)
We may now bound the last term by using the continuous result of Lemma
10. For this construct continuous fields from the discrete ones.
Consider a set of cubes Ci of size δx s.t. Ci is centered at point xi.
We first define the field u˜n(x) which is piecewise constant with u˜n(x) = uni
within Ci. We then construct a velocity field a˜
n(x) piecewise linear in each
cube Ci and such that for any i, j
1
δx2d
ˆ
Ci×Cj
∇Kh(x− y) · (a˜
n(x)− a˜n(y)) =
d∑
k=1
Khi−[1]k−j −K
h
i−j
δx
(ani,k− a
n
j,k).
As a consequence, the corresponding norms of an and un are dominated by
the discrete norms
‖u˜n‖Lq(Rd) ≤ ‖u
n‖lq , ‖a˜
n‖W 1,p(Rd) ≤ ‖a
n‖d,W 1,p, ‖ ÷ a˜
n‖L∞ ≤ sup
i
|Dni |.
(5.4)
Furthermore we recall that by Eq. (4.2)
F (ξ, ζ) = (f(ξ)− f(ζ)) sign(ξ − ζ),
so that one has the identity
δx−1
∑
i,j,m
d∑
k=1
sni,j (K
h
i−[1]k−j
−Khi−j) (a
n
i,k − a
n
j,k) (f(u
n
i )− f(u
n
j ))
= δx−2d
ˆ
R2d
∇Kh(x− y) · (a˜
n(x)− a˜n(y))F (un(x), un(y)).
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We may apply Lemma 10 to find that provided θ ≥ 1− 1/p
δx−1
∑
i,j,m
d∑
k=1
sni,j (K
h
i−[1]k−j
−Khi−j) (a
n
i,k − a
n
j,k) (f(u
n
i )− f(u
n
j ))
≤ C δx−2d | log h|θ ‖f ′‖L∞
(
‖div a˜‖L∞ ‖u‖1,θ + ‖∇a˜
n‖B0p,p ‖u˜
n‖Lp∗,1
)
.
Using classical embeddings and the bounds from Eq. (5.4), we estimate that
for any θ ≥ 1− 1/p and any q > p∗
δx−1
∑
i,j,m
d∑
k=1
sni,j (K
h
i−[1]k−j
−Khi−j) (a
n
i,k − a
n
j,k) (f(u
n
i )− f(u
n
j ))
≤ C δx−2d | log h|θ ‖f ′‖L∞
(
sup
i
|Dni | ‖u
n‖d,1,θ + ‖a
n‖d,W 1,p ‖u
n‖lq
)
.
If we combine this bound together with the bound (5.2) on Dh into (5.3)
‖un+1‖α,1,θ = sup
h≥δxα
| log h|−θ δx2d
∑
i,j
Khi−j |u
n+1
i − u
n+1
j |
≤ ‖un‖α,1,θ + C δt
δxγ
h1+γ
‖f ′‖L∞ ‖a
n‖lp ‖u
n‖lp∗
+ δt ‖f ′‖L∞
(
‖un‖lp∗ ‖D
n‖α,p,p(θ−1/p∗) + ‖D
n‖l∞ ‖u
n‖d,1,θ
)
+ δt ‖f ′‖L∞ (‖D
n‖l∞ ‖u
n‖α,1,θ + ‖a
n‖d,W 1,p ‖u
n‖lq) .
(5.5)
A discrete Gronwall estimate allows to conclude the proof.
Appendix A: Proof of Lemma 9.
The estimates presented here are classical and we refer for instance to [1], [8]
or [41].
Choose any family Ψk ∈ S(R
d) s.t.
• For k ≥ 1, its Fourier transform Ψˆk is positive and compactly supported
in the annulus {2k−1 ≤ |ξ| ≤ 2k+1}.
• It leads to a decomposition of the identity in the sense that there exists
Ψ0 with Ψˆ0 compactly supported in {|ξ| ≤ 2} s.t. for any ξ
1 =
∑
k≥0
Ψˆk(ξ).
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• The family is localized in Rd in the sense that for all s > 0
sup
k
‖Ψk‖L1 <∞, sup
k
2ks
ˆ
Rd
|z|s |Ψk(z)| dz <∞.
Such a family can be used to define the usual Besov norms with
‖u‖Bsp,q =
∥∥2s k ‖Ψk ⋆ u‖Lpx∥∥lq
k
=
(
∞∑
k=0
2s k q ‖Ψk ⋆ u‖
q
Lpx
)1/q
<∞. (5.6)
For this reason it is useful to denote
Uk = Ψk ∗ u.
Since Uk is localized in frequency, one may easily relate all its Sobolev norms:
For any 1 < p <∞, any k ≥ 1 and any α
‖Uk‖Wα,p ≤ Cp 2
kα ‖Uk‖Lp. (5.7)
We first give the bound that we use for k ≤ | log2 r|. Since the kernel L
has 0 average
Lr ⋆ Uk =
ˆ
Rd
Lr (x− y) (Uk (y)− Uk (x)) dy.
Therefore
‖Lr ⋆ Uk‖Lp ≤
ˆ
Rd
Lr (z) ‖Uk (.)− Uk (.+ z)‖Lp dz
≤
ˆ
Rd
Lr (z) |z|
s ‖Uk‖W s,p dz.
Since L has bounded moments then
´
|z|sLr(z) dz = r
s
´
|z|s L(z) dz, yield-
ing
‖Lr ⋆ Uk‖Lp ≤ Cr
s2ks ‖Uk‖Lp (5.8)
by inequality (5.7) for α = s, and for a fixed constant C depending only on´
|z|s L (z) dz.
For the case k ≥ | log2 r|, we use that L ∈ W
s,1 and deduce that
‖Lr ⋆ Uk‖Lp ≤ ‖Lr‖W s,1 ‖Uk‖W−s,p ≤ Cr
−s2−ks ‖Uk‖Lp , (5.9)
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by using again (5.7) but for α = −s, where C only depends on theW s,1 norm
of L.
Using now this decomposition and the two bounds, (5.8)-(5.9)
ˆ 1
h0
‖Lr ⋆ u‖Lp
dr
r
=
∞∑
k=0
ˆ 1
h0
‖Lr ⋆ Uk‖Lp
dr
r
≤C
∞∑
k=0
‖Uk‖Lp
(ˆ 2−k
h0
rs2ks
dr
r
+
ˆ
max(h0,2−k)
r−s2−ks
dr
r
)
.
This implies that
ˆ 1
h0
‖Lr ∗ u‖Lp
dr
r
≤ C
∞∑
k≤|log2 h0|
‖Uk‖Lp + C
∞∑
k>|log2 h0|
2−ks
hs0
‖Uk‖Lp .
Now simply bound
∞∑
k≤|log2 h0|
‖Uk‖Lp +
∞∑
k>|log2 h0|
2−ks
hs0
‖Uk‖Lp ≤ C
∞∑
0
‖Uk‖Lp
= C ‖u‖B0p,1,
which gives (3.2) in the case q = 1.
Next remark that
∞∑
k>|log
2
h0|
2−ks
hs0
‖Uk‖Lp ≤ sup ‖Uk‖Lp
∞∑
k>|log
2
h0|
2−k s
hs0
≤ sup ‖Uk‖Lp
≤ C ‖u‖B0p,∞ .
On the other hand,
∞∑
k≤|log2 h0|
‖Uk‖Lp ≤ |log2 h0|
1−1/q
(∑
k
‖Uk‖
q
Lp
)1/q
≤ |log2 h0|
1−1/q ‖u‖B0p,q ,
implying (3.2) for general q.
We now recall the well-known embedding of Lp into B0p,2 when p ≤ 2,
giving
∞∑
k≤|log2 h0|
‖Uk‖Lp ≤ C
√
|log2 h0| ‖u‖Lp .
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Therefore (5.10) yields
ˆ 1
h0
‖Lr ∗ u‖Lp
dr
r
≤ C
√
|log2 h0| ‖u‖Lp + C ‖u‖B0p,∞ ,
which proves (3.3).
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