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GENERAL INTRODUCTION 
In the field of acoustic research, the source radiation analysis 
frequently involves characterization or identification of sound sources 
and fields. The effectiveness and accuracy of this analysis is, in 
general, the precondition of the success in many applications such as 
noise control and isolation. 
There exists a great variety of techniques for source radiation 
analysis that differ in accuracy, generality, and sophistication. One 
of the common identification techniques is the linear, multiple input -
single output spectral analysis that can be used for evaluation of the 
noise contribution from individual sources at a particular field 
location [1-4]. However, this method requires prior knowledge of the 
locations of noise sources, and its complexity of measurement and 
processing considerably increases as the number of sources increases. 
Another identification method is based on far field pressure 
measurements that result in evaluation of the spatial and sound pressure 
distribution [5,6]. However, the results provided by this method are 
very difficult to interpret. Sound pressure is a scalar quantity and 
consequently, it contains an additive value of source interactions. 
This shortcoming was more recently overcome by an improved approach 
called the sound intensity method [7-14]. In this method, the sound 
intensity is measured as the complex, vector quantity and consequently, 
a more accurate evaluation of the energy flow in the acoustic field of 
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interest is achieved. However, the intensity measurement method suffers 
from two disadvantages. First, inherent errors exist because the 
technique is based on the first-order finite difference approximation. 
Secondly, the information of the sound field is limited to the local 
region because only one point of data can be calculated, based on each 
measurement of two locations. 
Difficulties associated with the sound intensity technique are 
circumvented by a method developed in early 1980 by Williams et al. 
[15]. This method is called the near field acoustic holography (NAM). 
The NAM method provides the basis for calculating the complex scalar and 
vector acoustic quantities at any point in the field based on the data 
measured on a two-dimensional hologram surface, e.g., a plane or a 
cylinder (16-22]. This is a much higher order discretized approximation 
of a local field (i.e., the hologram plane) in contrast to the two-point 
finite difference approximation in the intensity method, because every 
point in the field is estimated based on all points on the hologram 
plane. In addition, compared to the intensity method, a much smaller 
amount of measured data is required because the dimensionality of the 
problem is reduced by expressing a three-dimensional field in terms of a 
two-dimensional surface distribution. Historically, this concept can be 
dated back to Lord Rayleigh's influential work, "The Theory of Sound" 
[23]. However, a hundred years elapsed before the emergence of 
practical sound measuring techniques, computerized data aquisition and 
processing systems, and fast Fourier transform algorithms. These recent 
advancements provide the basis for the development of the field of the 
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acoustical imaging. 
A large number of spatial transformation methods (as will be 
detailed in the following sections) were incorporated into the 
acoustical imaging and became powerful tools for source radiation 
analysis [24-33]. For example, in addition to the characterization and 
identification of acoustic fields and sources [16,20], techniques 
including software and hardware have been implemented in a very wide 
class of applications in acoustical imaging such as nondestructive 
evaluation [34], underwater imaging [35], seismic imaging [36], medical 
imaging [37], acoustic microscopy [37], and musical instrument design 
[25]. 
The objective of this research was to develop an integrated 
acoustical imaging system for source radiation analysis based on a 
two-dimensional spatial transformation. Under the main theme, source 
radiation analysis, the scope of this research includes: (1) 
development of reliable measurement techniques for the complex sound 
field over a two-dimensional surface (hologram), and (2) development of 
effective and accurate spatial transformation methods to project 
measured acoustic data to desired locations in the field. The overall 
scope of this research is shown in Fig. 1. 
The first topic investigated in this thesis involves complex 
acoustic field measurements. In order to perform acoustical imaging, 
not only the magnitude but also the phase of the sound pressure is 
required. In general, two approaches that can be implemented in terms 
of various hardware configurations (e.g., a single microphone, an 
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intensity probe, a microphone array), are available for preserving the 
phase information of the sound pressure. First, an indirect approach 
based on active sound intensity (which can be shown to be proportional 
to the pressure phase gradient) can be used, with the aid of the Fourier 
transform, to calculate the phase distribution of the sound pressure 
(preliminary results of numerical simulation can be found in the 
reference [38]). Second, a direct approach is based on a reference 
signal (e.g., sound pressure, source acceleration, or electric signals) 
that is physically correlated to the source. The reference signal is 
used to monitor the relative phase of the complex sound pressure at the 
measurement point of interest. The latter method was adopted in this 
research and its performance was investigated in detail. In Section I 
entitled "Experimental Investigations of Acoustic Fields Based on 
One-Microphone, Sequential Sampling Technique," these investigations are 
outlined. Specifically, measurement methods for a number of acoustical 
variables such as complex sound pressure, complex particle velocity, 
active intensity, reactive intensity, kinetic energy, and potential 
energy are discussed. As a result of these studies, a method utilizing 
the single microphone measurement instead of a bulky microphone array 
[151 or an intensity probe [7] was developed for the purpose of 
acoustical imaging. Important advantages include minimizing of the 
structural reflections and improving of the spacing flexibility. 
Furthermore, parallel to the studies by Elko [12] and Mann et al. 
[13,14], the errors Induced by the phase and magnitude sampling mismatch 
in a highly reactive field were theoretically and experimentally 
6 
investigated. 
The second major topic investigated in this research involves the 
development of spatial transformation methods for the purpose of 
acoustical imaging. In Section II entitled "Spatial Transformation' 
Methods for Acoustical Imaging," four important types of spatial 
transformation techniques of potential use for acoustical imaging are 
discussed in terms of their methodology, signal processing, and 
numerical performance. These methods are called CONVO (based on the 
exact formulation and direct convolution in the spatial domain), FFT 
(based on exact formulation and two-dimensional fast Fourier transform 
in the spatial frequency domain), GHD (based on the Fresnel paraxial 
approximation and the Gauss-Hermite decomposition in the spatial 
domain), and SVD (based on exact formulation and singular value 
decomposition in the spatial domain). The FFT method is widely used in 
acoustic holography [16]; however,the remaining three methods were 
adopted in this research from other areas of engineering science and 
applied mathematics. The CONVO method was adopted from the boundary 
element method [39], the GHD method from the nondestructive evaluation 
[32], and the SVD method from picture processing [AO,41]. As a result, 
different transformation formulations and processing algorithms were 
developed. Next, they were evaluated through an extensive computer 
simulation for various combinations of forward and backward projections 
in the field of a baffled piston. Finally, guidelines for choosing 
appropriate spatial transformation methods and associated scanning 
parameters subject to transformation characteristics, signal processing. 
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and numerical performance are also discussed. 
One important topic of this thesis deals with the ill-posed nature 
of the backward reconstruction that hampers the full utilization of 
acoustical imaging [42-45]. The ill-posed nature can be attributed to 
the blurring process during wave propagation. Reconstruction of a 
source from its image is difficult because of the loss of information 
contained in the acoustic waves propagating away from the source. 
Equivalently, a slight measurement error in the hologram data can result 
in disastrous source image. Thus, improved techniques are needed to 
solve the acoustic inverse problems accurately. Section III entitled 
"Iterative Inversion Techniques in Acoustical Imaging" addresses this 
need. Four new iteration methods, in contrast to the noniterative 
techniques presented in Section II, are developed to deal with the 
ill-posed backward reconstruction in acoustical imaging. These methods 
are based on the following feedback concepts: (1) nonoptimized feedback 
operator without source aperture constraint, (2) optimized feedback 
operator without source aperture constraint, (3) nonoptimized feedback 
operator with source aperture constraint, and (4) optimized feedback 
operator with source aperture constraint. The basic principle common to 
all of these techniques is to convert an inverse imaging problem to a 
forward image by means of feedback iteration schemes [46]. In fact, the 
feedback concept is analogous to that in the control theory [47]. As a 
result of this study, four new iteration methods were developed for the 
use in acoustical Imaging. These methods exhibit satisfactory 
convergence and they are quite insensitive to the choice of initial 
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guesses and noise parameters used in feedback operations. 
Concepts developed in three major areas of the research (Sections I 
through III) were experimentally verified with the use of a computerized 
data acquisition and processing system as shown in Fig. 2. The system 
was completely designed and assembled in the course of this research. 
It includes a precision microphone probe, a 183 x 168 x 114 cm X-Y-Z 
scanner driven by three stepping motors, a dual channel FFT signal 
analyzer, and a dual channel stepping motor controller. All the 
activities of the automatic system are monitored and controlled through 
IEEE-48B interface by a Micro-Vax I computer that is also in charge of 
post-processing of acquired hologram data. 
Experiments were conducted inside an anechoic chamber where 
acoustic reflections and reverberations are minimized such that the 
nearly free-field condition can be achieved. The baffled piston was 
chosen as an acoustic source because of its desirable directivity 
characteristics and easily available theoretical results for comparison 
[48-50]. Initially, an aluminum disk with 5 cm radius embedded in a 
plywood board was used to simulate a baffled vibrating piston, as shown 
in Fig. 3. More recently, a flat-topped Panasonic base speaker with 4 
cm radius was used in place of the aluminum disk for its better 
air-tightness and dynamic response. 
A number of hardware and software implementations were developed in 
this research for the purpose of acoustical imaging. Specifically, 
software associated with (1) data processing and (2) image processing 
was developed. The data processing tasks include monitoring and 
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controlling the automatic data aquisition system (including the 
stepping-motor-driven X-Y-Z scanner and FFT signal analyzer), and the 
post-processing of image data by using spatial transformation software. 
Criteria of choosing transformation parameters such as sampling spacing, 
number of scanning points, and distance of transformation were also 
developed [51-54]. In addition, various supporting computer programs 
dealing with image enhancement (e.g., noise filtering and edge 
detection) and graphics were also developed. 
As a result of this research, a number of new concepts 
significantly advancing the acoustical Imaging were developed and 
experimentally verified with a newly assembled and fully automated 
system. A section on the general discussion details the significance of 
the thesis' results and discusses the future perspectives of the 
acoustical imaging based on spatial transformation. 
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Explanation of Dissertation Format 
This dissertation is written in an alternative format according to 
the thesis office of Iowa State University. The dissertation includes 
the General Introduction followed by three sections and the General 
Discussion. 
The three sections contain research material either already 
published or submitted for publication. The first section reports the 
experimental investigations of acoustic field based on one-microphone, 
sequential sampling technique. This section includes a paper that was 
published in the Proceedings of the ASME Winter Annual Meeting Boston, 
Massachusetts, December 1987 as a preprint (87-WA/NCA-5). An extended 
version of this paper will be submitted to the Transactions of ASME, 
Journal of Vibration, Acoustics, Stress, and Reliability in Design. 
The second section discusses the spatial transformation methods for 
acoustical imaging and includes a paper that will be submitted to the 
Journal of the Acoustical Society of America. The third section 
presents iterative inversion techniques in acoustical imaging according 
to a paper submitted to the Journal of the Acoustical Society of 
America. Following these three sections is the General Discussion in 
which future research is also outlined. 
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SECTION I. EXPERIMENTAL INVESTIGATIONS OF ACOUSTIC FIELD BASED ON 
ONE-MICROPHONE, SEQUENTIAL SAMPLING TECHNIQUE 
14 
EXPERIMENTAL INVESTIGATIONS OF ACOUSTIC FIELD BASED ON ONE-MICROPHONE, 
SEQUENTIAL SAMPLING TECHNIQUE 
Mingsian R. Bai and Anna L. Pate 
Department of Engineering Science and Mechanics 
Iowa STATE UNIVERSITY, AMES, lA 50011 
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ABSTRACT 
The one-dimensional, standing wave field was investigated by using 
the one-microphone, sequential sampling method. Various acoustical 
variables including complex sound pressure, complex particle velocity, 
active intensity, reactive intensity, kinetic energy, and potential 
energy were theoretically calculated and measured. The same 
investigations were performed in case of both highly reactive and 
predominantly propagating waves. A detailed error analysis was carried 
out by comparing the experimental results and theoretical values. It 
was observed that phase and magnitude sampling mismatch was the primary 
contributing factor to the discrepancy. The effect of the sampling 
mismatch depended on the local field properties such as active intensity 
and potential energy density. In general, the phase sampling mismatch 
caused errors in velocity and active intensity, whereas the magnitude 
sampling mismatch caused errors in velocity and reactive intensity. 
Despite some errors occurring at a few field points, satisfactory 
agreement "was achieved between the theoretical and experimental values 
for all acoustical variables of interest. 
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NOMENCLATURE 
r position 
w angular frequency 
p density 
c sound velocity in air 
j (-1)1/2 
k wave number 
7 gradient 
P'(r,(o) complex sound pressure spectrum 
pressure magnitude 
<ji(r,w) pressure phase 
V'(r,w) complex velocity 
<I'j,(r,w)>^ time averaged of complex Intensity 
I(r,w) active intensity 
Q(r,w) reactive intensity 
T(r) kinetic energy density 
U(r) potential energy density 
R'(w) Fourier transformed reference signal 
H'j^p(r,w) frequency response function between sound pressure 
and reference signal 
G'Rp(r,w) cross spectrum between sound pressure and 
reference signal 
ûr spacing in finite difference approximation 
17 
normalized error 
variance of normalized error 
biased error in finite difference approximation 
normalized error in active intensity 
normalized error in reactive intensity 
phase sampling mismatch 
normalized pressure magnitude difference of two 
successive points in finite-difference 
approximation 
vector 
complex number 
complex conjugate 
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Very often in experimental investigations it is necessary to 
reconstruct global properties of an acoustic field; this includes 
reconstructing pressure or pressure gradient distributions from 
measurements performed at a set of field points. Field distribution 
measurements are performed usually by using (1) a large array of sensors 
and simultaneous sampling techniques [1,2,3] or (2) a one-microphone, 
sequential-sampling technique [4], or (3) a combination of the first two 
methods when a small array of sensors is used together with a few 
reference signals [5]. This paper discusses the development of a 
one-microphone method that provides both pressure magnitude and phase 
information and thus is suitable for measurements of pressure 
distributions and pressure gradient distributions for stationary 
signals. 
It was anticipated that the performance of the one-microphone 
technique would depend on the type of acoustic field under 
investigation. Therefore, a plane, standing wave field was chosen. By 
varying the standing wave ratio, the amount of the reactive and 
propagating energy was changed within the field. Consequently, the 
one-microphone technique was investigated in cases of both highly 
reactive and predominantly propagating waves. 
One of this paper's objectives is to explain the nature of errors 
in the one-microphone technique. In addition, the coupling effect 
between measurement inaccuracies and the type of the acoustic field 
involved is of interest. This aspect is investigated both 
experimentally and numerically in this study. 
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COMPLEX ACOUSTIC VARIABLES 
It is convenient to represent the acoustic pressure and particle 
velocity distribution functions by using the complex variable notation. 
Only a harmonic acoustic field is considered here. However, the 
presented approach applies for arbitrary acoustic fields when Fourier 
transformations are used. 
The usefulness of the complex variable analysis in acoustic field 
investigations was demonstrated by several researchers [6-11]. In 
particular, Elko [10] discussed the physical insight obtained from 
interpretations of the complex, instantaneous intensity in the near 
field of vibrators. In this paper, a similar approach is used in order 
to evaluate the performance of the one-microphone experimental 
technique. 
The complex acoustic pressure, which in our method is the only 
directly measurable variable, is defined as 
P'(r,w) = Pjj(r,w) exp[-j*(r,w)] (1) 
The complex particle velocity can be calculated from Euler's equation 
V'(r,w) = (l/pw)[P^(r,w)7<|) + jyPj^(r,w)] exp[-j(|>(r,w)] (2) 
The complex, time-averaged intensity vector can be calculated from the 
pressure and the particle velocity as 
20 
= (1/2) P'(£,w)V'*(r,w) = I(r,w) + jQ(r,w) (3) 
I(r,w) = IPj,2(r,w)/2pa)] 9* (4) 
Q(r,») = (-1/2pw) Pjj(£,w) yPj^(r,w) (5) 
As discussed in Refs. [6,7,9], the active intensive vector I is 
rotational since 9x1= p(I x Q)/4U does not generally equal zero and 
is related to propagated energy. The imaginary intensity vector is 
solenoidal because 7 • Q = -2(o(T - U) is generally nonzero. The 
reactive intensity Q is related to the stored energy in the acoustic 
field, or, more precisely, to the potential energy gradient [6,7,9]. 
This information proved to be very useful in interpretations of errors 
arising in pressure phase measurements, particularly when standing waves 
were present. In addition, two forms of the acoustic energy density are 
defined as follows; 
Kinetic energy density: 
T(r,w) = (p/4) V'(r,w)'V'*(r,w) 
= (l/4pa)2){[P„(r,w)7.fr]2 + [VP„(r,(o)]2) (6) 
Potential energy density: 
U(r,w) = (l/4pc^)P'(r,a))P'*(r,w) = P^^^Cr, w)/4pc2 (7) 
From Eqs. (5) and (7) one obtains 
Q(r,w) = (-c/k) 7U(r,w) (8) 
In our derivations both energy density terras T and U are real 
scalars; P' is a complex scalar and V' is a complex vector, while I and 
Q are real vectors. However, all of the above variables are functions 
21 
of the location r only. In addition, Eqs. (l)-(8) demonstrate that the 
particle velocity, complex Intensity, and the kinetic and potential 
energy density can be calculated from the pressure magnitude and phase 
and their gradients. The requirement of the gradient of the pressure 
phase is of particular importance. This requirement necessitates higher 
accuracy in pressure phase measurements than is easily achievable in 
practical situations. The current pressure-measurement technologies 
provide quite accurate information about magnitude, while the phase 
involves many uncertainties, such as microphone phase calibrations, 
integrating effects of a microphone diaphragm (acoustic center), and the 
like. Consequently, one of the objectives of this paper is to discuss 
the relative importance of the pressure magnitude and phase measurement 
in investigations of the acoustic field. 
22 
ONE-MICROPHONE, SEQUENTIAL SAMPLING TECHNIQUE 
As demonstrated in the previous section, both pressure magnitude 
and phase and their gradients are required in acoustic field 
investigations. Very often, pressure gradient measurements are 
performed by using two microphones. Usually some simplified method, 
such as a finite difference method, is used for the gradient 
calculations. In this paper a different approach was developed for the 
purpose of the acoustic field investigations. A method based on one 
microphone used along with a reference signal was developed. The method 
is similar to the previous work [12,13]. 
A single-microphone approach offers the following inherent 
advantages: 
1. There are no magnitude and phase mismatch problems such as 
those occurring from the difference in microphones' 
characteristics in conventional, dual-microphone probes. 
Instrumentation mismatch imposes one of the most serious 
limitations on finite difference sound intensity measurements 
[6-14]. 
2. Distortions in the acoustic field caused by reflections and 
scattering on two closely spaced microphones and their holders 
are reduced. 
3. A single-microphone method provides more flexibility in 
choosing spacing between field points for the gradient 
interpolations. In addition, it is easier to implement 
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higher-order gradient interpolations (e.g., cubic spline 
approximation [15] when the one-microphone technique is used. 
4. In general, less hardware is required for more complete 
acoustic field investigations. 
The complex pressure magnitude and phase was estimated from the 
frequency response function between the microphone output and the 
reference signal by the following equation: 
P'g(r,w) = R'(w).H'ap(r,w) (9) 
where 
H'j^p(r,w) = G'j^p(r,w)/Gj^(w) 
Consequently, the one-microphone method requires dual-channel signal 
processing. However, only one sensor measuring the acoustic pressure is 
used at a time. In this study, the electrical signal R'(eo) as used for 
the reference in Eq. (9) introduced a phase offset caused primarily by 
the loudspeaker and the microphone frequency response. This phase 
offset was compensated for by a calibration based on one-dimensional 
standing wave theory such that both the theoretical and experimental 
pressure distributions along a pipe were matched. 
The single-microphone method can measure the pressure phase when an 
appropriate reference signal is used, the reference signal needs to be 
physically correlated with the stationary and ergodic acoustic field 
(i.e., an electrical signal feeding a loudspeaker, acoustic pressure at 
a fixed field point, etc.). However, the method can tolerate some 
24 
uncorrelated noise corruption within the reference signal. The method 
sensitivities toward a number of properties of the reference signal are 
currently under investigation, and the results will be published. 
Because there is no simple way to measure the particle velocity 
directly, a finite difference approximation technique was used to 
calculate the pressure gradient. This technique, employing two closely 
spaced microphones measuring the gradient, has become very popular [16]. 
In this study a similar approach was used except that only one 
microphone was moved between two closely spaced field points located at 
r^ and rg, as shown in Fig. 1. At each point the complex pressure was 
calculated from the frequency response function according to Eq. (9). 
The complex pressure at the midpoint r (Fig. 1) was Interpolated by 
the finite difference approximation as 
P'(r,w) = [ P'(r^,w) + P'(r2,w) ] / 2 (10) 
Similarly, using Euler's equation, the particle velocity was 
approximated. In this case also only the finite-difference term was 
retained as follows: 
V'p(r,w) = (j/wp) I P'(rj,w) - PXrg,^) ] / ùr (11) 
According to the definitions in the previous section, the remaining 
acoustical variables that were the complex average Intensity and the 
kinetic and the potential energy density were calculated. In those 
25 
calculations, approximated values of sound pressure, Eq.(lO), and 
particle velocity, Eq. (11), were used. 
26 
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EXPERIMENTAL INVESTIGATIONS 
In this paper a one-dimensional acoustic field generated by a 
loudspeaker in a tube below the first cross-mode frequency range was 
investigated by the use of the single microphone method. The 
experimental apparatus is shown in Fig. 2. 
In this study, a sinusoidal signal of 1000 Hz frequency was 
supplied to the loudspeaker. This electrical signal was also used for 
reference in the complex pressure measurement. 
Various experiments were performed in order to calculate acoustical 
variables and to validate the feasibility of the one-microphone 
technique. A plane, standing wave field was produced by an impedance 
tube, as shown in Fig. 2. The tube diameter was 0.029 m and its length 
was 0.29 m; consequently, the useful range of the plane wave frequencies 
was approximately 800 Hz to 6500 Hz. 
A microphone probe was attached to a positioning device that moved 
the probe along the main axis of the tube, as shown in Fig. 2. The 
probe diameter was 4 mm and its length was 0.29 m. The overall 
sensitivity of the microphone probe was approximately 0.7 mV/Pa. The 
spacing Ar, 12mm, was kept constant in all experiments. A sinusoidal 
wave generator supplied the signal to a 6W speaker. Also, the signal 
from the same generator was used as a reference in complex pressure 
calculations made according to Eq. (9). A dual-channel FFT analyzer and 
a minicomputer were used in this study. 
The following two cases were investigated in this paper: 
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1. The tube with a rigid termination at 1000 Hz frequency 
2. The tube with an absorptive termination (5 cm fiberglass) at 
1000 Hz frequency. 
The plane, standing wave fields were chosen because the analytical 
solutions were easily available. In addition, it was easy to control 
the ratio of the stored and propagating energy in the acoustic field. 
Consequently, the one-microphone method was tested in two limiting 
cases—the predominantly propagating field and the highly reactive 
field. 
30 
RESULTS AND DISCUSSION 
In this section experimental results obtained with the 
one-microphone method are compared to the theoretical values. The 
theoretical values are shown as solid lines, while the experimental 
results are presented with triangles. Each set of data contains both 
cases: (1) the highly reactive field with the standing wave ratio of 
48.8, and (2) the predominantly propagating field with the standing wave 
ratio of 2.8. 
In theoretical calculations, the sound pressure in the tube was 
represented by two superimposed plane waves, 
P'(r) = Ae^kf + Bei(GLkr) (12) 
A and B are constants that were calibrated from the experimental data, 
by using the measured extremum pressures, as follows: 
A = ( Pmax + Pmin > ^ ^ 
B = ( Pmax - Pmin > ^ ^  
The remaining acoustic variables were derived from Eq, (12) as 
V'^ = (-k/pw) I Ae^kr _ BgjCG-kr) j (13) 
Ij. = (k/2pw) ( B^ -A^ ) = constant (14) 
Qj. = (k/pw) AB sin( 2kr - 0 ) (15) 
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T = (k^Apto^) [ - 2AB cos( 2kr - 0 ) (16) 
U = (k2/4pwf) [ - 2AB cos( 2kr - 9 ) (17) 
The finite-difference pressure magnitude in Eq. 10 and phase are 
shown in Fig. 3. It is evident that the agreement between the theory 
and the experiment was excellent. Small errors occurred at pressure 
minima. The errors were caused by the p.oor signal-to-noise ratio. 
Errors were smaller for the smaller standing-wave-ratio case. In 
addition, errors were larger than anticipated from the finite-difference 
approximations. (This aspect will be discussed later.) In addition, 
errors were slightly reduced, especially at the pressure minimum, by 
measuring the pressure at the midpoint instead of using the 
two-microphone approximation. However, this approach Involved 
increasing of the number of the measurement points by 30%. 
Consequently, the finite difference method was used in this study as 
more efficient. 
In Fig. 4 the particle velocity magnitude and phase are presented. 
The results are good for the absorptive termination. However, for the 
rigid termination case significant errors (about 1.3 dB) occurred at 
points where pressure minima or maxima were located. 
In Fig. 5 the complex intensity data were shown. The errors in 
intensity were the largest of any investigated acoustic variables, as 
expected. In particular, the largest errors in the active intensity 
occurred at locations corresponding to the pressure maxima, or 
equivalently, the potential energy maxima (see Figs. 6 and 7). 
Similarly, large errors occurred in reactive intensity at locations 
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corresponding to both pressure maxima and pressure minima (see Fig. 7). 
In order to investigate errors more systematically, two error 
indices were used. The normalized variance of the absolute error 
calculated over a quarter of the wave-length, NE^^, was chosen as one 
of the error indices. In addition, the maximum normalized error, 
was used as another error index. These error indices were defined as 
follows : 
"SaRq - (18) 
and 
NGMAXq " ( Gq 1 ) (19) 
where 
Eq ^ = ( Experimental value of q / Theoretical value of q ) - 1 
at location r^ 
q = pressure magnitude, particle velocity magnitude, active 
or reactive intensity. 
Table 1, which shows the errors calculated from all experiments, 
provides valuable information. First, the errors in pressure magnitude 
were always smaller than those in velocity magnitude and intensity. The 
orders of errors in velocity magnitude and active intensity were 
approximately the same. The error in reactive intensity was the largest 
of all. Secondly, by comparing both cases, it was found that the errors 
were significantly reduced as the standing wave ratio decreased. Third, 
for the rigid termination case, which involves the most reactive field. 
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Table 1 Error indices calculated for pressure, velocity, and intensity 
Standing Finite Experimental 
Frequency Wave Difference Errors 
(Hz) Termination Ratio Variable Error (%) ^^Max^^^ 
1000 Rigid 48.8 
1000 Absorptive 2.8 
P' 
V 
Ï 
P' 
V 
il 
0.6 
0.2 
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the maximum error in the active intensity was 54% (or 1.9 dB). This 
remarkable accuracy validates the feasibility of the one-microphone 
technique. 
The fact that the errors in kinetic energy were similar to the 
errors in the velocity magnitude can be explained from Eq. (6). On the 
other hand, the errors in the potential energy were similar to the 
errors in the pressure magnitude, according to Eq. (7). Also, because 
errors in pressure measurements are always smaller than errors in the 
finite-difference velocity measurements, the potential energy can be 
better estimated from acoustic pressure measurements than can the 
kinetic energy from the same measurements. 
In order to interpret the experimental results, several aspects of 
possible errors were investigated. First, the bias error caused by the 
finite-difference approximation was considered. Since the investigated 
acoustic field consisted of the two superimposed plane waves, the bias 
error due to the finite-difference approximations was easily calculated 
as [17]: 
BEpjj(lP'l) = 20 log I cos (kûr/2) ] 
BEpodY'rl) = 20 log I sin (kAr/2)/(kAr/2) ] (20) 
BEppdl^l) = BEpjj(lQ^I) = 10 log [ sin (kAr)/(kûr) ] 
Errors calculated according to Eq. (20) are shown in column 5 of 
Table 1. The comparison of the actual errors with the finite difference 
values showed that the finite difference errors were negligibly small in 
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all experiments. In addition, the actual errors shoved a large 
dependence on the standing wave ratio, while the finite difference 
errors, independent on the standing wave ratio, were dependent only on 
the frequency and the spacing ûr (both of which were kept constant 
through experiment). 
Another possible source of error considered in the one-microphone 
method involved random errors in spectral estimates calculated by a 
digital computer. Spectral estimates were averaged 1000 times to ensure 
good accuracy. Except at the pressure minima locations, good coherence 
function was measured between the pressure and the reference signal. 
Also, a decrease in the accuracy of the pressure magnitude and phase was 
observed at the pressure minima locations. These errors were caused by 
the poor signal-to-noise ratio. 
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ANALYSIS OF ERRORS CAUSED BY SAMPLING MISMATCH IN PRESSURE MEASUREMENTS 
In this section inaccuracies observed in the pressure measurements 
are Investigated. In addition, their influence on other acoustic 
variables is discussed. As shown in Fig. 3 pressure magnitude and phase 
measurements were quite accurate. However, a much higher order of 
accuracy is required when pressure results are used in calculations of 
the particle velocity and intensity, as demonstrated in this section. 
In two-microphone sound intensity methods, phase and magnitude 
mismatch have drawn much attention as a source of error [6-11]. The 
one-microphone method does not suffer from the different microphone 
characteristics. However, the phase and magnitude inaccuracies occur 
because of the random errors in data acquisition and processing (e.g., 
the finite sampling period). Similar errors occur in the two-microphone 
methods. 
In order to investigate the importance of the magnitude and phase 
inaccuracies, in the velocity and intensity calculations, Eqs. (2), (4), 
and (5) can be rewritten as 
iV'pl = (l/pw) [(Pj^ 9+/3r)^ + (3P„/3r)2]^^2 
|Irl = (P„^/2pw)(a+/3r) = (2c/k)U(3*/3r) 
|Qj.| = (1/2pw) P^ (3P„/3r) 
(21) 
(22 )  
(23) 
From Eqs. (21) and (23), one may conclude that the pressure magnitude 
inaccuracies will affect velocity and reactive intensity calculations, 
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while the phase inaccuracies will cause errors in velocity and active 
Intensity calculations. In fact, both pressure magnitude and phase bias 
as well as random inaccuracies will result in errors for velocity and 
intensity. From now on, we will refer to these inaccuracies as 
magnitude and phase sampling mismatch. In addition, Eqs. (21), (22), 
and (23) show that sampling mismatches are magnified by the local 
pressure magnitude (or equivalently, by the potential energy density, 
U). This conclusion forms the basis for the coupling effect between the 
one-microphone method requirements and the type of field being 
investigated. This aspect will be discussed later. 
Elko [6J performed a similar error analysis in the dual-microphone 
sound intensity method. From his derivations, the normalized errors in 
the active and reactive intensity that arise from the instrumentation 
mismatch are 
Ej = aS (U/I) (24) 
and 
(24a) 
where 
e is the difference in the pressure magnitude 
a is a constant 
5, and ^ are phase and normalized magnitude mismatch 
Equation (24) implies that the error in the active intensity is 
proportional to the phase mismatch multiplied by U/I, whereas the error 
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in the reactive intensity is proportional to the magnitude mismatch 
divided by the difference in the pressure magnitude e. This phenomenon 
can be observed clearly at locations where e ^ 0 or in Fig. 
5. However, this conclusion is not restricted to the acoustic field of 
a standing wave. 
A computer simulation was carried out to investigate errors that 
would exist because of the magnitude and phase sampling mismatch. The 
effects of the phase sampling mismatch on velocity magnitude are shown 
in Fig. 8(a), and those on the active intensity are shown in Fig. 8(b). 
Similarly, the effects of the magnitude sampling mismatch on velocity 
magnitude are shown in Fig. 8(c), and those on the reactive intensity 
are shown in Fig. 8(d). It can be observed that the behavior of the 
errors obtained in this simulation resembles that of the experimental 
results (see Figs. 3, 4, and 5). Consequently, the inaccuracies in the 
pressure magnitude and phase measurements called the sampling mismatch 
were the major source of error in the one-microphone method that was 
used for velocity and intensity calculations. 
The influence of the standing wave ratio on the "one-microphone 
measurements can be discussed in terms of the potential energy stored in 
the acoustic field. For the plane, standing wave field described in Eq. 
(13), the maximum of the potential energy is a monotonically increasing 
function of the standing wave ratio. Consequently, a smaller standing 
wave ratio results in smaller errors because of the sampling mismatch 
and therefor better accuracy. 
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CONCLUSIONS 
The standing wave field generated in a tube at low frequency range 
was investigated by using the one-microphone method based on the 
sequential sampling. The complex pressure and particle velocity along 
with the active and reactive intensity were measured. Satisfactory 
agreement was achieved between the theoretical and .experimental values 
for all acoustical variables of interest. 
A detailed error analysis was conducted in order to verify the 
performance of the one-microphone method. It was found that errors were 
predominantly caused by the phase and magnitude sampling mismatch. In 
addition, it was found that a significant coupling exists between the 
sampling mismatch and the local field properties such as the pressure 
magnitude and phase gradient and the potential energy density. 
A summary of errors in the particle velocity and intensity is shown 
in Table 2. The one-microphone method provided the best accuracy for 
the pressure measurements (both magnitude and phase). The particle 
velocity and the active intensity estimations were also satisfactory. 
The error in the reactive intensity was the largest. Accuracy in all 
measurement was affected by the standing wave ratio. For the small 
value of the standing wave (2.8) the results were excellent. In this 
case the maximum normalized error for all variables except the reactive 
intensity was smaller than 15 %. 
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Table 2 Summary of errors due to sampling mismatch 
Acoustic Variable Location of 
Cause of error Affected Maximum Error 
Phase Sampling Velocity Magnitude |V'| (U/I)..» or 
Mismatch Active Intensity |I| 
Magnitude Sampling Velocity Magnitude |V'| (SP./Br)^^», 
Mismatch Reactive Intensity |Ô| ^MAX' ^ MIN 
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ABSTRACT 
In this paper, the application of four spatial transformations is 
investigated for the purpose of acoustical imaging (e.g., acoustical 
holography). These methods are (1) direct convolution (CONVO), (2) 
two-dimensional fast Fourier transform (FFT), (3) Gauss-Hermite 
decomposition (GHD), and (4) singular value decomposition (SVD). The 
theoretical background of each spatial transformation method is reviewed 
and discussed. Next, the numerical implementations of these methods are 
performed. The processing algorithms of the four methods are evaluated 
and compared. In addition, the performance of these methods when used 
for the acoustic holographic imaging is compared on the basis of a 
numerical simulation. Finally, guidelines for choosing appropriate 
techniques and transformation parameters for imaging of vibrating 
surfaces in acoustic fields are included. 
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INTRODUCTION 
Acoustical imaging, a newly emerging area, has made major strides 
since 1950 [1]. Researchers have been exploring its potential as a tool 
of analysis in acoustical investigations. The scope of acoustical 
imaging encompasses applications in acoustic field and source 
characterization [2], noise source identification [3], nondestructive 
evaluation [4], underwater imaging [5], seismic imaging [6], medical 
imaging [7], acoustic microscopy [8], musical instrument design [9], and 
more. 
In order to discuss the concept of spatial transformation, consider 
an arbitrary, finite source of volume Vg, as shown in Fig. 1. The 
source radiates sound waves into an infinite, source-free space V = Vg + 
Vp that is filled with an inviscid and compressible fluid. In addition, 
we define the hologram surface that completely encloses the physical 
source surface Sg. Either the acoustic pressure or particle velocity 
distribution is known on S^; these are known as hologram data. Our 
objective in the spatial transformation is to calculate from the 
hologram data the acoustic field at any arbitrary point within the 
volume V. The spatial transformation is called forward propagation when 
calculations are made for the field within Vp, and it is called backward 
reconstruction when the calculations are made for the field within V_. 
D 
Two types of field transformations can be used in acoustical 
imaging. The point transformation allows for calculating the field at 
one point within V, while the surface transformation allows for 
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calculation of the field distribution over a two-dimensional surface 
within V, called the image surface. Two-dimensional FFT is an example 
of the surface transformation [2]. This type of transformation is 
usually very fast; however, the field reconstruction can be achieved 
only over a particular type of surface depending on the coordinate 
system used (e.g., planar or cylindrical surface). Thus, in this type 
of spatial transformation, it is difficult for the image surface to 
comply with the source surface. In this paper, both types of field 
transformations are of interest. Point reconstructions provide the 
basis for field imaging over arbitrary surfaces, while surface field 
transformations usually are fast and efficient computationally at the 
expense of surface generality. 
We define acoustical Imaging as projecting and subsequently 
visualizing the sound field at locations of interest in the 
three-dimensional space V on the basis of data measured over the 
two-dimensional hologram surface Sg (Fig. 1) As such, the field 
transformation is an inherent part of any acoustical imaging. 
There are many existing spatial transformation methods suitable for 
acoustical imaging. A convenient classification can be done In terms of 
the coordinate system, transformation formulation, and processing 
algorithm, as shown in Table 1. According to Morse and Feshbach [10], 
only eleven coordinate systems exist in which the Helmholtz equation is 
separable. The most frequently used coordinates are Cartesian, 
cylindrical, and spherical, all of which may be chosen to conform to a 
particular source geometry. However, the Cartesian 
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Table 1. Examples of spatial transformation methods. 
Coordinate 
System 
Source 
Surface 
Motion 
Formulation Algorithm Reference 
Cartesian General Exact Convolution 2 
Cartesian General Exact SVDa 12 
Cartesian General Exact FFTb 2,3,13-17 
Cartesian General Fraunhofer FFT 18 
Cartesian Constant 
velocity 
Fraunhofer Closed form 19 
Cartesian General Fresnel FFT 5 
Cartesian General Fresnel Eigenc 20,21 
Cylindrical General Exact FFT 22 
Cylindrical Axi-
symmetric 
Exact HankeW 23 
Spherical General Exact Eigen 9,24 
Oblate^ General Exact Eigen 25 
Prolate^ General Exact Eigen 26 
Arbitrary General Exact BEMS 27 
^Singular value decomposition. 
bFast Fourier transform. 
cEigen decomposition. 
dHankel transform. 
eOblate spheroidal. 
(prolate spheroidal. 
gBoundary element method. 
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coordinate system is the most tractable among all systems, and it 
possesses the largest number of currently available applications, as 
shown in Table 1. The second classification category is the 
transformation formulation that includes: (1) the exact formulation, 
(2) the Fraunhofer approximation, and (3) the Fresnel approximation. 
The last two terms have the origin in Fourier optics and they refer to 
the linear (Fraunhofer) and quadratic (Fresnel) approximations, 
respectively, in the paraxial region [11]. For processing algorithms, a 
great variety of methods exist, such as convolution, singular value 
decomposition, eigen function decomposition, fast Fourier transform, 
Hankel transform, and the like. Details regarding these formulations 
and characteristics are included in the literature listed in Table 1 
[2,3,5,9,12-26]. 
The objective of this paper is to evaluate and compare several 
spatial transformation techniques for use in acoustical imaging in terms 
of their methodology and signal processing aspects. Specifically, 
numerical simulations are performed involving four distinct field 
transformation methods. However, this study is not intended to be an 
exhaustive survey of a whole spectrum of methods that can be used in 
acoustical imaging. The CONVO method is chosen because it represents a 
typical implementation of a discretized version of the exact formulation 
for a source radiation problem in the spatial domain. The FFT method, 
originally developed by Maynard et al. [2], is included for its 
popularity in acoustic holography. This method is based on the exact 
formulation and two-dimensional fast Fourier transform in the spatial 
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frequency domain. The technique is capable of handling backward 
reconstruction and is particularly useful for planar sources. The third 
method included is called GHD and is based on Fresnel approximation and 
Gauss-Hermite decomposition in the spatial domain. The method is 
suitable for reconstructing divergent fields in the paraxial region. 
Finally, the SVD method is based on the exact formulation and the 
singular value decomposition in the spatial domain. This method was 
selected for its unique advantages over other methods regarding the 
generality of the image surface and numerical performance for inverse 
problems. Among these four methods, only the FFT method is widely used 
in near field holography [2]. The remaining three methods are commonly 
used in other areas of acoustical imaging as follows: The CONVO method 
is used in solutions by the boundary element method [27]; the GHD method 
is used in ultrasonic, nondestructive evaluations [20,21]; and the SVD 
method is used in the area of picture processing [12J. 
In this paper, four spatial transformation techniques are discussed 
in terms of the general theory of boundary value problems. Then all 
methods are compared on the basis of an extensive computer simulation 
that uses various combinations of forward and backward transformations 
in the field generated by a piston in a planar baffle. Guidelines for 
choosing appropriate spatial transformation methods and associated 
scanning parameters subject'to transformation characteristics, signal 
processing, and the numerical performance are also discussed. Finally, 
recommendations for future directions in acoustical imaging are 
included. 
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SPATIAL TRANSFORMATION METHODS 
Boundary Value Problem Formulations for Acoustical Imaging 
Referring to Fig. 1 and assuming irrotational and inviscid flow, 
harmonic time functions, and no sources in the volume V, the linear 
acoustic field is governed by the Helmholtz equation [19]: 
( f + ) p = 0 (1) 
subject to the boundary conditions that prescribe either p or 
3p/3n=(^)*n over the hologram surface S^. 
where n is the outward normal to the surface S„ 
— M 
k=w/c=2n/X is the wave number 
w is the frequency 
c is the sound speed 
X is the wave length 
p is the complex sound pressure 
Thus, the problem represented by Eq. (1) can be classified as a typical 
exterior boundary value problem. 
As previously assumed, there are no sources in V. In this case, a 
special condition is required for the free-field exterior problem that 
causes the contribution of the boundary conditions at infinity (S^ in 
Fig. 1) to vanish. This condition is known as the Sommerfeld radiation 
condition [19]: 
lim r'[ (8p/9r)- ikp ] = 0 
r-x» 
(2) 
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Using Green's second identity [28], we can rewrite Eq. (1) with the 
condition in Eq. (2) as 
[  U 'L(v)  -  V'L(u) ] dV = [ u'(8v/9n) - v-Ou/an) ] dS (3) 
Vp SH 
where is the hologram surface with the prescribed boundary condition 
in Eq. (1) 
Vp is the three-dimensional volume exterior to 
L is the self-adjoint operator of the partial differential 
equation, L a 9^+k^ from Eq. (1) 
Now we let u = p and v = g where g satisfies 
L(g) = -5 (4) 
where g is the Green's function 
S is the Dirac delta function 
Our problem corresponds to the Helmholtz equation. The fundamental 
solution of g takes the form of a monopole: 
g = exp(lkr)/(4nr) (5) 
where r = |x-Xq| is the distance between the source point (Xg) and the 
field point (x) 
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Thus, the boundary value problem can be rewritten in an integral form 
called the Kirchhoff-Helraholtz integral [19] 
«•p(x) = { P(Xo)'[9g(x,Xo)/3"] - S(X'Xo)'[3p(Xo)/Bn] } dSCXg) (6) 
'H 
where 
1 ,x e Vp 
a = < 0 ,x e Vg 
1/2 ,x e Sjj, Sjj is a smooth boundary 
(solid angle/4n) ,x e S^, is not a smooth boundary 
Note that in deriving Eq. (6), the substitution property of the Dirac 
delta function and the switching direction of normal vectors were used. 
In addition, the boundary conditions are incorporated in the integral 
and, therefore, they do not appear as a separate requirement as in the 
differential formulation of Eq. (1). This integral reveals that the 
sound pressure at the field point (x) of interest can be viewed as the 
superposition of distributions of monopoles and dipoles. Care has to be 
taken when this scheme breaks down at the eigen frequencies of the 
corresponding interior problem according to Fredholm's alternatives 
[281. 
The pressure and the pressure gradient in Eq. (6) cannot be 
specified independently on the surface S^, and only one of them is known 
a priori in most applications. For surfaces of arbitrary shapes, these 
two quantities must first be determined by solving the integral equation 
on the surface by some numerical method (e.g., boundary element 
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method) [27,29]. The pressure at a field point in Vp can then be 
calculated on the basis of the known p and 9p/9n on the hologram surface 
Sjj by using Eq. (6) with a = 1. 
By Green's function theory, it can be shown that the fundamental 
solution g in Eq. (6) can be replaced, without complication, by G [28]. 
where g is the fundamental solution that provides the necessary 
singularity in Eq. (4) without any boundary conditions prescribed 
on SJJ 
h is the regular part that satisfies the homogeneous 
equation L(h)=0 and certain boundary conditions imposed on G 
Because the regular part of Green's function is all at our disposal, 
we can choose an explicit form of G such that the Eq. (6) is simplified 
for our problem involving boundaries of simple geometry (e.g., planes). 
This can be done by forcing G to satisfy certain boundary conditions 
imposed synthetically, depending on the type of boundary conditions in 
the given physical problem. For the planar boundary problem, if sound 
pressure is prescribed on the boundary surface (Dirichlet problem), one 
can choose G to vanish on the hologram plane Sjj and subsequently reduce 
Eq. (6) without loss of generality into 
G = g + h (7) 
a-p(x) = p(Xq)-[3G(x,XQ)/3n] dSCXg) (8) 
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subject to G(x,Xq) 
The explicit form of G by the method of images is [28] 
= 0 
^0 
GCx.XQ) = exp(lkr^)/ri - exp(ikr2)/r2 (9) 
where, in the Cartesian coordinate system 
x H (x,y,z) is the field point 
-0 ~ the source point 
-H • = %0 G 8% 
rj m [(x-Xo)2+(y_yQ)2+(z-ZQ)2]l/2 
rg = [(x-Xo)2+(y_yQ)2+(z+Zo-2zQ)2]l/2 
Note that the two terms in Eq. (9) correspond to the singular and 
regular part of G and G vanishes on the hologram plane (ZQ=ZJJ). 
Thus, the final form of Eq. (6) becomes a single-term Integral 
a'p(x) = GJ3(X,XO)-P(XO) dS(xQ) (10) 
where GJJ(x,XQ) = (z/2n)«(l-ik,r)*exp(ikr)/r" 
r B [(x-xjj)^+(y-yjj)^+(z-zjj)^l^''^ 
On the other hand, if the pressure gradient or, equivalently, the 
particle velocity is prescribed on the hologram plane (Neumann problem). 
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one can choose 3G/3n to vanish on the plane and reduce Eq. (6) into 
a-p(x) = - G(x,XQ)'l3p(xQ)/3n)] dStXg) (11) 
subject to 3G(x,XQ)/3n = 0 
Ï0 ® 
Following the similar derivation for the Dirichlet problem with the plus 
sign chosen in Eq. (9) and using Euler's equation, one obtains the 
single-term formulation as follows; 
a-p(x) = GN(X'Xo)"Vn(2o) dSCxg) (1%) 
Sh 
where GJJ(x,XQ) = (-ipw/2n)'exp(ikr)/r 
p is the density of medium 
Formulations of Eqs. (10) and (12) are suitable for spatial 
transformations since they allow for field calculations based on the 
hologram data. A great variety of methods can be derived from these 
formulations, as indicated before (see Table 1). In this paper, 
however, we concentrate on four specific implementations of the spatial 
transformations. Each implementation will be derived and discussed 
using the common theory of the exterior boundary value problem. 
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Direct Convolution (CONVO) 
For spatially shift-invariant systems, the planar spatial 
transformations described by Eqs. (10) and (12) become convolution 
integrals. For the finite size source, one can readily discretize the 
calculations using the finite aperture over the hologram plane and 
image plane as shown in Fig. 2. In this case, the hologram data and 
the image field are represented with two m x n matrices with constant 
elements. Then, the integrals of Eqs. (10) and (12) can be rewritten as 
kl 2 " ^ kl 
P = (ÛX) • S E (13) 
j=l i=l 
where (1) for the Dirichlet problem: 
"("ii ~ P(5i-5) 
*ij G Sjj (the hologram plane) 
4j = ^Vij = (z/2n)'(l-ikr)'exp(ikr)/r3 (14) 
r a [(xkl-xij)2+(ykl_yij)2+(zkl_2^j)2 jl/2 
-ij " (*ij'yij'=ij) ® h 
x" . (XKL,YU,ZU^ S s, 
(2) for the Neumann problem: 
*ij - ^ z(2ij) 
-ij ® 
If1 Ir1 
®ij = ^Vij = (-lpw/2n)'exp(ikr)/r (15) 
kl 
r, x^j, and x are defined as in Eq. (14) 
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nÉ: 
m POINTS 
n POINTS 
G(x,Xç) IMAGE APERTURE 
n POINTS 
m POINTS j 5^ 
z " ZH 
HOLOGRAM APERTURE 
Figure 2. Parameters used in the discretization of convolution integral 
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Tvo-Dimensional Fast Fourier Transform (FFT) 
Although this method can be derived from the Fourier transform of 
the integral formulations of Eqs. (10) and (12), in this paper we took a 
different approach that is based on the Fourier transform of the 
differential formulation of Eq. (1). This approach requires less 
algebra and permits more physical interpretations, as will be shown 
later. 
First, let us define the two-dimensional Fourier transform pair 
with respect to x and y in the Cartesian coordinate system as follows; 
00 00 
(16) 
00 
p(x,y,z) = (1/211) P'(k.j^.ky,2)-exp(ikj^x+ikyy) dk^ dky 
where k^ and k^ are the wave number components in the x and y 
direction, respectively 
prime denotes the Fourier transformed variable 
Taking the Fourier transform of Eq. (1) yields 
I (ikx)2+(iky)2+a2/3z2+k2 ] p'(kj^,ky,z) = 0 (17) 
which can be rearranged into a second-order ordinary differential 
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equation of variable z, as 
dfp'/dzZ + kgP' = 0 (18) 
2 2 2 1/2 
where h ( k - k^ - ky ) is the wave number in z direction 
The general solution of the above equation takes the form 
= A(kjç,ky)'exp(ik^z) + B(kjj,ky) •exp(-ikj^z) (19) 
The above solution is valid for both half-space and full-space problems. 
If there is no source at infinity and only outgoing waves are present in 
the field, one can neglect the second term that represents the incoming 
waves in the above equation to obtain 
P'(kx'ky'2) = A(kj^,ky)-exp(ik2z) (20) 
For the free-field problem of Eq. (20), only one boundary condition is 
required'to solve for the unknown coefficient A(k^,ky). However, when 
both the outgoing and incoming waves are present, two simultaneous 
equations need to be solved to determine two unknown coefficients. In 
this case, two hologram surfaces are required. 
Sound pressure data that are measured on the hologram plane, 
located at z=zjj (Fig. 2), can then be substituted into Eq. (20) to yield 
A(k^,ky) = p'(kj^,ky,Zjj)-exp(-ik2Zjj) (21) 
69 
Thus, by combining Eqs. (20) and (21), we arrive at 
P'(kj^fky,z) = p'(kj^,ky,zjj)'exp[ikj^'(z-zjj)] (22) 
where 9 ? 9 i/? 9 99 
' (k -kj^-ky) ,k > k^+ky (propagating waves) 
K = 
i(k^+k^-k^)^/^ ,k^ < k^+k^ (evanescent waves) X y X y 
By comparing Eq. (22) with the two-dimensional Fourier transform of Eq. 
(10), we obtain 
FlGp(x,y,z-Zjj)] = G^(kj^,ky,z-zjj) = exp[ik^-(z-z^) ] (23) 
which is identical to the results derived from the integral formulation 
[2]. In addition, the particle velocity in the transformed domain can 
be calculated from the linearized Euler's equation as 
v'(kj^,ky,z) = (l/ipa))-yp'(kjj,ky,z) = (k/ pw)'p'(k^,ky,z) (24) 
where k a (k^,ky,kg) is the wave number vector 
Equations (22) and (24) form the basis for the FFT spatial 
transformation method because both acoustic pressure and velocity can be 
calculated for any image plane parallel to the hologram plane. Sound 
pressure and velocity are first Fourier transformed and propagated to 
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the image plane; then the inverse Fourier transform is calculated to 
recover the corresponding acoustic quantities in the spatial domain. 
The entire process is summarized in Fig. 3. 
There are several limitations associated with the application of 
the FFT method. The first limitation results from the effects caused by 
discrete sampling and finite aperture in signal processing. The 
discrete and finite two-dimensional Fourier transform can be expressed 
as follows [30]; 
^sampled = ( F[p(x,y,Zjj)-S(x/ûx,y/Ay)-rect(x/D^,y/Dy)l-
[G'(k^,ky,z-Zjj)-S(k^/Ak^,yûky)- . 
rect(kx/Dkx,ky/Dky)] } (25) 
where F and F~^ are the forward and inverse two-dimensional 
Fourier transform, respectively 
Psj^^plgjj(Xfy»2) is the FFT result in spatial domain 
S(x/ûx,y/ûy) and S(k^/Ak^,ky/6ky) are the two-dimensional 
sampling functions in spatial and transformed domain, 
respectively 
rect(x/D^,y/Dy) and rect(k^/Dk^,ky/Dky) are the two-dimensional 
aperture functions in two domains 
Ax, Ay, and Ak^, Ak^ are sampling spacings in two domains 
71 
P(*H' 
FOURIER 
P'(k%. ky. ZH) TRANSFORM 
1 
1 
I *6(Xj- Xy, yj - Yy, 2j- Zy) 
1 
1 
+ 
"G'tk*, k 
P(Xj, Yj, 2j) ^INVERSE FOURIER P'(kx' ky. Zj) TRANSFORM 
Figure 3. Two-dimensional fast Fourier transform method 
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D , D , and Dk , Dk are aperture sizes in two domains X y X y 
G' is the Fourier transformed Green's function 
• is the multiplication operator 
It can be shown that Eq. (25) is equivalent to 
PsampledtX'?':) = Pexactf*'?':) * S(x/D^,y/Dy) * (26) 
[ sinc(x/Ax) • sinc(y/6y) ] • 
S(x/ûx,y/Ay) • rect(x/D^,y/Dy) 
where Pgxact^'^'^'^^ the exact pressure in spatial domain 
* is the convolution operator 
f  sin t / t , if t f 0 
sinc(t) H j 
I 1 , if t = 0 
It is evident from Eq. (26) that the sampling function in the second 
term causes wraparound errors, while the sine functions present in the 
third and fourth terms (enclosed in the square brackets) cause blurring 
effects. The implication of this is that good imaging accuracy with the 
discrete and finite Fourier transform requires sufficiently fine spacing 
and sufficiently large aperture D and D (which can be achieved by X y 
extrapolation or zero-padding). More precisely, for a given hologram 
field, one should first determine the wave number k that represents 
max 
the range of significant Fourier spectrum components and the aperture 
•max that includes the main lobe of the energy beam. Then, the bounds 
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of sampling spacing ûx and size n can be determined based on and 
according to the following criteria [31]: 
A* < " / kmax << 
•" = " > 2 k^3^ / R » 4 ^ 
(27) 
In addition to discrete sampling and finite aperture, another 
limitation exists in all backward reconstruction techniques that arises 
from the ill-posed nature of the inverse acoustic problems. The 
physical explanation of this problem is that it is generally impossible 
to fully reconstruct the fine details of the near field from data taken 
away from a source. Some information is always lost in the process of 
wave propagation to the far field because the integrals of Eqs. (10) and 
(12) essentially describe the "blurring" process. Conversely, a slight 
deviation in measured far-field data might result in disastrous errors 
in the final reconstructed image. This difficulty can best be 
visualized from Eq. (22). 
Applying Eq. (22) to backward reconstruction based on the hologram 
data measured at z=zg, the image field at z=zj can be reconstructed by 
performing the deconvolution in the spatial frequency domain as follows: 
P'(kx»ky,Zi) = 
P'(k^,ky,ZH)-exp(-id-|kz|) .k^ > k^+kZ 
2 2 2  (28)  
ky,ZH)'exp(d'|kg|) ,k < k^+ky 
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where and are the locations of the hologram and image planes, 
respectively 
d B Zj-Zjj > 0 
It can be observed that, in the spatial frequency domain for the 
2 2 2 propagating components (inside the radiation circle k > +ky ), the 
deconvolution process basically reverses the phase shift without 
altering the magnitude. On the other hand, for the evanescent 
2 2 2 
components (outside the radiation circle k < k^ +ky ), the 
deconvolution process restores the exponentially decayed magnitude 
without changing the phase and in effect amplifies the measurement, 
modeling, and signal processing errors to smear the resulting image 
eventually. This is also the reason why conventional optical holography 
simply ignores the evanescent components subject to the half-wavelength 
criteria. In the near-field acoustic holography, some signal processing 
schemes were designed to alleviate this problem. Typically, appropriate 
filtering is applied to the high spatial frequency components; however, 
a certain amount of real information is lost in the process [12]. More 
recently, an iterative filtering technique based on an optimized 
feedback concept has been developed to deal with the inverse problems 
132]. 
Pertaining to the phenomenon of evanescent waves, the limitations 
on the distance of transformation are important in performing spatial 
transformation. More precisely, the distance of transformation cannot 
be set as large as one desires because the acoustic field exponentially 
decays to an undetectable level beyond a critical distance. The maximum 
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distance of transformation can be estimated by the following criteria 
1 2 ] ;  
""Tmax < "R ' <C- <"> 
where DOT „ is the maximum distance of transformation 
max 
kmax and k are as defined in Eq. (26). 
DR is the dynamic range of the measurement system defined as the 
ratio of the maximum signal amplitude to the maximum noise level 
Gauss-Hermite Decomposition (GHD) 
The Gauss-Hermite decomposition (GHD) method is based on elgen 
decomposition of the Helmholtz equation with the paraxial approximation. 
The sound pressure is assumed in the form 
p(x,y,z) = Y(x,y,z)'exp(-ikz) (30) 
and Eq. (30) is substituted into the Helmholtz equation with the result 
( 3^/ax^ + a^/3y^ ) Y - 21k-OW0z) = -O^Y/3z^) (31) 
Now, the Fresnel approximation based on quadratic expansion can be 
applied to the paraxial region if the following conditions are satisfied 
[11]: 
(1) z » |x-xjj|, |y-yjj|, X 
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(2) cos (k,x) = 1 (32) 
(3) k » l/|x| 
2 2 (4) r = z + [(X-Xjj) +(y-yjj) ]/2z (quadratic 
approximation) 
These conditions describe the case when Y is slowly varying with z such 
that |3^W3z^| << k|3Y/3z|. Thus, the right-hand side of Eq. (31) can 
be neglected as follows: 
( af/Bx^ + 3^/9y^ ) Y - 21k-(3W3z) = 0 (33) 
Equation (33), called the Schrodinger equation, can be solved by further 
writing Y in the form of Y(x,y,z) = Y^(x,z)• Y^(y,z). Then must 
satisfy the ordinary differential equation 
S^Y^Sx^ - 2ik-OY|jj/3z) = 0 (34) 
The solution of Eq. (34) is known as [20,21]; 
Y^(x,z) = n-^^^(2™ ml)-l/2 o^^^(z) H^[a^(z)x]- (35) 
exp[-ikx^/2qj^(z) ] •exp[ i(2m+l) p^(z) ] 
where o^(z) = { -k Im[qjj^(z)]}^^^ 
p^(z) = (1/2) { n/2 - tan-hlm(qj^(z))/Re(q^(z))l } 
qx(z) = qx(0) + z 
terms are the Hermite polynomials 
Similarly, ^ (y,z) can be obtained by the substitution m -> n and x -» y. 
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Note that the Gaussian beam is a special case when m=n=0, and the beam 
remains Gaussian as it propagates in the paraxial region. 
Hence, the general solution can be obtained by the superposition 
p(x,y,z) = Z Z C • y (x,z)-Y (y,z)'exp(-ikz) (36) 
m=l n=l " 
Coefficients C can be determined from the hologram data measured at 
mn 
z=zjj with the use of the orthogonality of the Hermite polynomials as 
follows ; 
Cmn = exp(ikzjj) 
Thus, Eqs. (35) through (37) describe the Gauss-Hermite decomposition 
method as the field transformation technique. These equations form the 
basis for calculating images from the hologram data at any point at a 
distance greater than the hologram plane. Note that this method is a 
suitable tool for forward propagation; however, it does not provide 
satisfactory backward reconstruction in the near field because of the 
nature of Fresnel approximation. 
Singular Value Decomposition (SVD) 
The acoustic boundary value problem of Eq. (10) can be rewritten 
using the discrete description in the matrix form 
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A X = Y (38) 
where 
A = 
11 
" 
In 
'11 
In 
®lï ®ln 
41 . a_ 
ill 
mn 
In 
®ml ''' ®mn 
mn .mn 
®11 ••• ®ln 
„mn _mn 
ml mn 
A is a mn x mn transfer matrix 
a^j is defined in Eq. (14) 
X a [ ... p^^ ] is a mn x 1 hologram 
Y s I p 
vector 
... p^" ... p™^ ... p*"" is a mn x 1 image 
The objective of the field transformation is to solve for X when Y is 
known. In this paper, we present, for the purpose of pseudo-inversion 
of Eq. (38), a method well-known in linear algebra called the singular 
value decomposition. 
By the theory of linear algebra, any complex matrix A e C™*" can be 
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decomposed as follows (33,34J: 
A = U S v" (39) 
where H is the Hermitian transpose operator 
U e c"""" and V e c"*" are unitary matrices 
S G PT*" is a pseudo-diagonal matrix that has the property 
<S>jj = 0 for i?!j, = ffJ > 0 with 
*l>'''>Gp>Gp+2=0=...=Og, and r=rank(A), s=min(m,n) 
Partitioning U and V into orthogonal vectors gives 
U = [ u^ ... Up ... u^ ] ; V = [ v^ ... Vp ... v^ ] (40) 
Then, the SVD method possesses the following important properties: 
2 H H (1) ffj represents the eigen values of AA and A A 
H H (2) Uj and Vj are the eigen vectors of AA and A A, respectively 
(3) the range of A Im(A)=span{ u^,...,Up }; the null space of A 
Ker(A)=span{ ..., v^ } 
(4) AVj = OjUj for 1 < i < s 
Among the many applications of the SVD method are determination of 
the rank, norm, condition number, and degree of singularity of a matrix; 
matrix approximation; data compression; and the like. In this paper, we 
focus on one of its most elegant applications: the least-squares 
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solution of a set of linear equations by using pseudo-inversion. 
Specifically, we utilize the following theorem [33,34]; 
A"*" sV S+ u" (41) 
where S"*" e r"*"*, is defined as i=l,...,r; <S^>^j=0, i?sj 
U and V are defined in Eq. (39) 
Then, 
X^g = A+ Y (42) 
is the unique solution of the least-squares problem 
m^n(p) (43) 
where p a [AX-Yjg ; | Ig is the 2-norm [35] 
and the residue corresponding to X^g is 
p^s = |(I-AA+)Y|2 (44) 
Here, A"*" is called the pseudo-inverse of A that satisfies Hoore-Penrose 
conditions [33,34]. Note that if rank(A)=r=n, then A"^ = (A^A)~^A^; 
also, if r=m=n, then A*=A"^. 
.Substituting Eqs. (39) and (40) into (38) leads to the formulation 
for the case of the forward propagation: 
H 
Y  =  A X  =  U S V " X  =  E a .  u .  
j=l J J 
(45) 
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El 
where = Oj I Vj X ] is a scaling factor 
Uj and Vj are the column vector of U and V, respectively 
ns is the cutoff number of the SVD component < r a rank (A) 
From Eqs. (40) through (42), one obtains the backward reconstruction 
formulations as 
.  . 1 1  n s  
X = A+ Y = V S+ U Y = Z ai V .  (46) 
j=l J J 
—1 H 
where aj = Oj [ Uj Y ] is a scaling factor 
Uj, Vj, and ns are as defined in Eq. (45) 
Similar to the filtering in the FFT method, the ill-posed nature in 
backward reconstruction can be alleviated by choosing an appropriate 
(small) ns < r. The algorithms of the spatial transformation including 
both the forward propagation and backward reconstruction based on SVD 
are combined into one form, as shown in Fig. 4. In this flowchart, for 
both directions of transformation, denotes the hologram data and 
denotes the image data. On the basis of the singular value 
decomposition, P, Q, and t are temporarily assigned values in the 
algorithm subject to the direction of transformation. 
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Ç INITIALIZATION } 
INPUT PARAMETERS 
OF TRANSFORMATION 
INPUT 
HOLOGRAM DATA 
CONSTRUCT TRANSFER 
MATRIX A = [ajl] 
COMPUTE SVD: A = USV' 
F0RWARD_,,^-^AT1AL 
I "^s^RANSFORMATION 
BACKWARD 
INITIAL SETTINGS INITIAL SETTINGS 
SCALING: a 
ns 
SUPERPOSITION: a.P 
OUTPUT IMAGE * 
Figure 4. Algorithm of spatial transformation based on singular value 
decomposition 
83 
NUMERICAL SIMULATIONS 
In this section, four previously mentioned spatial transformation 
techniques are numerically simulated in the field generated by a 
baffled, rigid piston of 5 cm radius vibrating with 1 m/s velocity and 
10 kHz frequency (ka=9.11), as shown in Fig. 5. The piston was chosen 
as a source for the modeling convenience as discussed in the literature 
in great detail [36]. 
Several parameters of the spatial transformation are investigated 
in our study as follows: (1) hologram and image distance (z^ and Zj, 
respectively), (2) distance of transformation (DOT), and (3) hologram 
and image aperture (D^ and Dj, respectively). The hologram and image 
distance correspond to four near-field locations (z^ through z^) and 
three far-field locations (z^ trough z^); in addition, three sizes of 
aperture are used. Values of all parameters are listed in Fig. 5. Two 
different numbers of sampling (or equivalently, spacing Ax) are listed: 
n^ refers to the SVD method and ng refers to" the other methods. 
Furthermore, sufficiently large apertures are adopted to assure that the 
main lobe of the pressure pattern generated by the baffled piston is 
included in both the hologram and image aperture. 
Numerical simulations involve ten cases as indicated in Table 2. 
The purpose of these investigations is to determine how the performance 
of each method varies with respect to the transformation parameters such 
as forward versus backward transformation, far field versus near field, 
distance of transformation, and the aperture size for data sampling. 
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MAIN LOBE WIDTH 
PISTON RADIUS 
12 3 ( M-* 
•-AXIAL DISTANCE 
NORMALIZED AXIAL 
PRESSURE MAGNITUDE 
* AXIAL DISTANCE S 
FARFIELO 
TRANSFORMATION PARAMETERS (m = n) 
PLANE S D(m) 
AX(mm) 
o
 
II C
 "2=32 
1 0.0000 0.1 11 3.23 
2 0.1376 0.1 11 3.23 
3 0.2614 0.1 11 3.23 
4 0.8806 0.1 11 3.23 
5 4.1280 0.3 33 9.69 
6 5.5040 0.5 56 16.15 
7 6.8800 0.5 56 16.15 
Figure 5. Simulation parameters of the baffled piston field and 
locations of the hologram and image plane; a=0.05, f=10 kHz, 
2 
Uq=1 m/s, ka=9.11, S a zX/a 
Table 2 Simulation cases. 
Figure 
Transformation 
distance 
according to 
Fig. 5 
Normalized 
distance of 
transformation 
(Zi-ZH)/X 
m=n 
(Fig. 2) 
Transformation Method 
CONVO FÏT GHD SVD 
6 l-*3 0.55 32 X X X 
7 1-3 0.55 10 X X 
8 3-7 13.98 32 X X X 
9 3-7 13.98 10 X X 
10 5-7 5.81 32 X X X 
11 5-7 5.81 10 X X 
12 2-1 -0.29 32 X 
13 4-1 -1.83 10 X X 
14 5-1 -8.72 10 X X 
15 7-6 -2.91 10 X X 
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Results of simulations are shown in Figs. 6 through 15. Because the 
acoustic field of a baffled piston is axisymmetric, only the pressure 
magnitude profiles are illustrated. In Figs. 6 and 7, the forward 
transformation between two planes both in the near field provides 
excellent results with the CONVO, FFT, and SVD methods. However, the 
GHD method fails to yield good results because the paraxial 
approximation is not valid in the near field. In Figs. 8 and 9, the 
forward transformation between near-field and far-field locations is 
shown. All methods except the FFT technique provide excellent results. 
The error in the FFT method is due to the fixed aperture size in both 
the hologram and the image plane. Undersampling occurs in the hologram 
plane if a large aperture is used; wraparound occurs in the image plane 
if a small aperture is used. In Figs. 10 and 11, the forward 
transformation between two planes both located in the far field yields 
quite acceptable results. In Fig. 12, a backward reconstruction was 
tested for two locations in the near field. Satisfactory results were 
obtained by using the FFT method with appropriate low pass filtering. 
Results for a backward reconstruction between two near-field locations 
are shown in Fig. 13. In this case, the FFT method breaks down, while 
the SVD method provides quite acceptable results. Furthermore, the 
usefulness of the SVD method becomes more evident in a very difficult 
backward reconstruction from the far field to the near field where the" 
distance of transformation is quite large and the aperture size is 
small, as shown in Fig. 14. However, for a backward reconstruction 
between two far-field locations (Fig. 15), significant error is observed 
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Figure 6. Pressure magnitude of a baffled piston (ka«9.11, X^34.4 ram, 
D0T=0.55X), forward propagated from plane 1 (S=0.0000) to 
plane 3 (5=0.2614) 
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Figure 7. Pressure magnitude of a baffled piston (ka»9.11, X=34.4 mm, 
D0Ta0.55X), forward propagated from plane 1 (5=0.0000) to 
plane 3 (5=0.2614) 
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Figure 8. Pressure magnitude of a baffled piston (ka=9.11, Xp34.4 mm, 
DOT»13.98X) forward propagated from plane 3 (8=0.2614) to 
plane 7 (8=6.8800) 
90 
THEORY 
-OSVD 
Figure 9. Pressure magnitude of a baffled piston (ka-9.11, X.34.4 mm, 
D0T=13.98X), forward propagated from plane 3 (5=0.2614) to 
plane 7 (5=6.8800) 
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GAUSSIAN-HERMITE 
DIRECT CONVOLUTION 
HOLOGRAPHY-SMALL APERTURE 
'HOLOGRAPHY-LARGE APERTURE 
EXACT SOLUTION 
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X(m) 
Figure 10. Pressure magnitude of a baffled piston (ka-9.11, X-34.4 mm, 
DOT-5.81X), forward propagated from plane 5 (5=4.1280) to 
plane 7 (8=6.8800) 
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Figure 11. Pressure magnitude of a baffled piston (ka=9.11, Xs.34.4 mm, 
D0T=5.81X), forward propagated from plane 5 (5=4.1280) to 
plane 7 (5=6.8800) 
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Figure 12. Pressure magnitude of a baffled piston (ka=9.11, X=34.4 mm, 
D0T=-0.29X), backward reconstructed from plane 2 (3=0.1376) 
to plane 1 (8=0.0000) 
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Figure 13. Fressure magnitude of 
D0Ta-1.83X), backward 
to plane 1 (8=0.0000) 
a baffled piston (ka=9.11, XP34.4 mm, 
reconstructed from plane 4 (8=0.8806) 
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Figure 14. Pressure magnitude of 
D0T»-8.72X), backward 
to plane 1 (8=0.0000) 
a baffled piston (ka=9.11, X^34.4 mm, 
reconstructed from plane 5 (8=4.1280) 
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Figure 15. Pressure magnitude of a baffled piston (ka=9.11, Xf=34.4 mm, 
D0T=-2.91X), backward reconstructed from plane 7 (8=6.8800) 
to plane 6 (8=5.5040) 
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in the SVD results, while the results from the FFT method are more 
accurate. From our simulations, it follows that the SVD method appears 
extremely promising for acoustic field transformations. It can be 
viewed as complementary to other existing techniques because it provides 
reasonably accurate results when other methods break down. More 
research is needed, however, to have a better understanding of its 
limitations. It appears that a strong correlation exists between the 
poor results of the SVD method and the high values of the 2-norm of the 
transfer matrix A (e.g., in Fig. 15, |A|2=02=5.5>>1.0), or the small 
aspect ratio a^ = DOT/(Djj+Dj) (3^=0.1 in Fig. 15). 
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CONCLUSIONS 
In this research, we compared four important spatial transformation 
techniques in terms of their theoretical developments and numerical 
performance. These methods, though tested on a baffled piston field, 
are suitable for a general type of acoustical imaging where a 
three-dimensional field is required to be characterized on the basis of 
the two-dimensional data measured or known over the hologram surface. 
By the numerical simulations, one can observe that there is no 
method that is uniquely superior to the others. In fact, the choice of 
a method depends entirely on the particular application. The choice 
should include considerations of all parameters listed in Tables 3 and 
4, including transformation characteristics, signal processing 
parameters, and numerical aspects. 
Several application guidelines follow from the performed 
investigations: 
(1) Unless only the far field is of concern, the GHD method is not 
strongly recommended because of its paraxial approximation. 
(2) For imaging of odd-shaped radiators, the FFT and GHD methods 
are not recommended because, in general, the image surface does 
not conform to the source geometry. This limitation arises 
from the used coordinate systems. 
(3) The FFT method requires the least computation time among all 
techniques. However, one must take some precautions against 
Table 3 Comparison of spatial transformation methods. 
Transformation characteristics CONVO FFT GHD SVD 
Domain Spatial Transformed Spatial Spatial 
Exact/approximation Exact Exact Paraxial Exact 
Far/nearfîeld limitations Far/Near Far/Near Far Far/Near 
Coordinate system dependence No Cartesian Cartesian No 
Hologram surface limitation No Planar Planar No 
Availability of inverse transform No Yes No Yes 
Signal Processing Parameters 
Wrap around problem No Yes No No 
Variable aperture Yes No Yes Yes 
Fixed spacing Ax No Yes Yes No 
Equal input, output points No Yes No No 
Numerical Aspects 
Algorithm complexity Low Medium High High 
Required storage Small Medium Small Large 
Speed (for n=10 in VAX 780) -^1 sec —0.3 sec ~1 sec —80 sec 
Accuracy (See Table 4) 
100 
Table 4 Accuracy of spatial transformation methods. 
Type Distance 
Transformation method 
CONVO FFT GHD SVD 
Forward 
Near-»Near 
Near-»Far 
Far-»Far 
Good 
Good 
Good 
Good 
Poor 
Good 
Poor 
Good 
Good 
Good 
Good 
Good 
Near-»Near N.A. Good N.A. Good 
Backward 
Far-»Near N.A. Poor N.A. Fair 
Far-»Far N.A. Good N.A. Fair 
Note: N.A. denotes nonexistence of the inverse transformation. 
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the problems resulting from wraparound and fixed aperture 
errors. 
(4) The SVD method appears to be a promising approach for handling 
backward reconstruction even though it is computationally 
expensive in terms of memory storage and processing speed. 
The accuracy of field transformation is summarized in Table 4. In 
general, forward propagation from one near-field location to a far-field 
location, and backward reconstruction from a near-field location to 
another near-field location are the two most frequently encountered 
applications. For the former application, all methods except FFT, for 
which fixed aperture causes distortions, provide good results, while for 
the latter application, both the FFT and SVD method are recommended 
within a reasonable distance of transformation (e.g., DOT < IX). 
Nevertheless, in both cases, one has to beware the sampling mismatch 
problems associated with the instrumentation in measuring complex 
hologram data in highly reactive near fields, as pointed out in Ref. 
[37]. On the other hand, on the basis of the maximum aperture D^^^ and 
the spatial frequency k^^^, appropriate spatial transformation 
parameters (e.g, sampling spacing 6x), number of scanning points n, and 
distance of transformation DOT must be carefully chosen to comply with 
the signal processing criteria of Eqs. (27) and (29). 
In summary, it becomes extremely important to choose an appropriate 
method for the spatial transformation in acoustical imaging. Different 
methods can be chosen to meet the particular requirements of a given 
application. These methods have been a topic of research; however, many 
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interesting aspects remain to be explored. For example, new kinds of 
spatial transformation methods should be sought to deal with different 
imaging problems. Specifically, new methods suitable for imaging in a 
general type of acoustic environment (anechoic chamber not required) are 
of great importance. These methods are required for acoustical imaging 
performed in practical fields where incoming waves might be significant. 
Any method resolving the ill-posed nature of the inverse problem for 
large distance of transformation would be of significance to the field 
of backward reconstruction. More research is needed to establish 
criteria and algorithms for efficient signal processing and numerical 
computation. Image processing and graphics methods could be 
incorporated to enhance the usefulness of spatial transformation 
techniques. Future work on acoustical imaging should concentrate on 
developing the spatial transformation techniques suitable for broad-band 
fields, solid-wave fields, and arbitrarily shaped acoustic sources. 
Finally, more industrial applications—for example, acoustic field and 
source characterization as well as noise source identification—should 
be explored in order to utilize fully the great ensemble of the output 
variables (e.g., pressure, velocity, active intensity, reactive 
intensity, potential energy, power, far-field pattern, etc.) provided by 
the spatial transformation methods. 
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ABSTRACT 
This paper discusses a feedback iteration technique that provides 
the enhancement of backward reconstruction in acoustical imaging. 
Reconstruction of a vibrating surface motion from acoustic holographic 
data presents computational difficulties because the problem is 
ill-posed. In order to deal with these difficulties, we developed a 
method based on a recursive algorithm, where the inverse problem is 
converted to a well-posed forward propagation problem. An initial guess 
regarding the source images is required to activate the iterative 
inversion method. Then, the tentative image is propagated forward to 
the hologram plane and the residue is determined. Next, a feedback 
operator is used to process the residue by which the image is updated. 
Two types of feedback operators were investigated: (1) a Wiener 
suboptimal operator, and (2) a dynamic, optimal operator (designed 
subject to minimum mean-square-error optimization criteria). The 
performance of these iteration methods was investigated by studying 
numerical simulations of the holographical reconstruction of a baffled 
piston field. Both iteration methods provided satisfactory convergence 
and were found to be relatively insensitive to the choice of initial 
guess and noise parameters used in the feedback operators. 
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INTRODUCTION 
Acoustical imaging has become a powerful tool of analysis in 
acoustic research [1]. Backward reconstruction is one of the most 
important applications of acoustical imaging because it exhibits 
advantages over other methods for source radiation analysis. For 
example, backward reconstruction can be used for noise source 
identification. In this application, it provides a better approach to 
deal with distributed sources than some other "point-to-point" methods 
(e.g., multiple input-one output methods that require the prior 
knowledge of the source locations) [2], However, backward 
reconstruction suffers from a limitation that is associated with the 
well-known fact that the inverse acoustic problem is ill-posed [3-6]. 
In order to alleviate this limitation, a variety of schemes have been 
invented. The majority of these schemes fall into the class of 
windowing (or filtering) usually performed in the wave-spectrum domain, 
e.g., Bartlett, Blackman, Hamming, Hanning, Kaiser, exponential, 
Butterworth, and Wiener filtering [7-9]. Alternatively, backward 
reconstruction can be carried out in the spatial domain through certain 
pseudo-inversion techniques, e.g., singular value decomposition [8]. 
Host of these methods rely on processing the high-frequency components 
in the reconstructed image. These components correspond to small 
eigenvalues or singular values according to a known function. This 
filtering is applied once with or without certain optimal criteria. A 
more thorough survey can be found in reference [10]. 
I l l  
In contrast to the above-mentioned methods, the objective of this 
paper is to propose a feedback iteration technique that provides the 
enhancement of backward reconstruction in acoustical imaging. This 
method employs a recursive concept [11,12], and it reformulates the 
problem in such a way that the ill-posed backward reconstruction is 
converted to the well-posed forward propagation. The method requires an 
initial guess of the source image in order to activate the iteration 
process. Then, this tentative image is forward propagated to the 
hologram plane and the residue is determined. Next, a feedback operator 
is used to process the residue by which the image is updated. 
The effectiveness of this method relies largely upon the choice of 
the feedback operator. In this study, we have developed two types of 
feedback operators: (1) a Wiener type or nonoptimal operator, and (2) a 
dynamic type or optimal operator. In addition, this method is further 
enhanced when constraint function that uses prior knowledge about the 
source, e.g., geometrical extent, is incorporated. 
Numerical simulations were conducted to compare the iteration 
technique with the conventional direct inversion method. Results of 
these simulations show the potential for improvement of the backward 
reconstruction of acoustical imaging with the use of the iterative 
inversion technique. Specifically, this paper demonstrates and 
discusses the application of this method to the acoustical 
reconstruction of the nearfield of a vibrating baffled piston. 
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THEORY 
Inverse Problem in Acoustics 
The inverse problem in acoustics is schematically shown in Fig. 1. 
An acoustic source radiates energy away from its surface. We assumed 
that the sound pressure Y can be measured only in the vicinity, instead 
of directly on the surface of the source. The objective is to calculate 
acoustic field X on the source surface, called here the image plane. 
This calculation is based upon the sound pressure Y that is measured on 
the hologram plane. 
The mathematical representation of the inverse problem is 
Y = AX (1) 
where 
X is the unknown field on the image plane 
Y is the known field on the hologram plane 
A is the transformation operator of forward propagation given by a 
convolution integral (continuous representation) or a 
matrix (discrete representation) 
The most straightforward and intuitive way of solving for X is to find 
the inverse operator A~^ such that 
X = A"^Y ( 2 )  
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Figure 1. Boundary-value problem in acoustical imaging 
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However, in practice, it may be virtually impossible to determine the 
inverse operator A~^ as is shown in the following argument. 
Let and {X^} be the eigenvalues and eigenfunction with respect 
to the transformation A. Then, on the basis of the expansion theorem, X 
can be expressed as a linear combination of the bases made up of {X^} as 
X = E c.X. (3) 
i ^ 1 
while {Xj) satisfies the following: 
AXj = X^Xj (4) 
U 
Assuming further that A is self-adjoint (A = A ), then the orthogonality 
of eigenfunctions holds, which is true in most physical systems. Let 
"<>" denote inner product. Hence, 
<Xj,Y> = <Xj,AZcjXj> 
= <X.,Zc.X.X,> j 
= CjXj with the normalization |XjIg = 1 
Thus c^ = <Xj,Y>/Xj 
and X = E«Xj,Y>/Xj)Xj (5) 
As can be seen in Eq. (5), slight errors in measuring Y result in very 
large errors in X when Xj becomes very small. 
Similar sensitivity toward errors in Y exists when two-dimensional 
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Fast Fourier Transform (FFT) is used as a backward reconstruction 
technique in acoustical holography [1], In this case acoustic field 
transformation between two surfaces separated by a source-free region 
can be expressed with a Fredholm integral equation of the first kind 
p(x,y,z) = GD(x-Xo,y-yo»z-Zo)P<'^0'^0'^0^^® (6) 
where 
p(x,y,z) and p(XQ,yQ,ZQ) are the pressure on the hologram and 
source plane, respectively; p(xQ,yQ,ZQ)eS 
ikr 1 
Gjj = (z/2n)'(l - lkr)e /r Is the transfer function of planar 
half-space Dirlchlet problem 
r = [(X - XQ)2 + (y - yQ)2 + (z -
k is the wave number 
One of the known methods of solving for p(xQ,yQ,ZQ) is to perform the 
deconvolution of Eq. (6) by using a two-dimensional Fourier transform. 
P'(k^,ky,Zo) = 
-id(k2 -
P'(k^,ky,z)e y , k^>kj + kj 
d ( k l  + kj _k2)l/2 2 2 2 
U'(kx,ky,z)e y , k^<k^ + kj 
where 
d = 2 - Zq > 0 is distance of transformation 
p'(k^,ky,z) is the two-dimensional Fourier transform of p(x,y,z) 
with respect to x and y 
It is evident from Eq. (7) that the deconvolution basically reverses the 
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phase shift without altering the magnitude for the propagation 
2 2 2 
components inside the radiation circle (k > k^ + k^ ). On the other 
2 hand, for the evanescent components outside the radiation circle (k < 
2 2 k^ + ky ), the deconvolution restores the exponentially decayed 
magnitude without changing the phase and in effect amplifies the 
measurement, modeling, and processing errors that eventually smear the 
image results. This mechanism is illustrated in Fig. 2. Thus, some 
filtering is required to reduce the effect of these distortions; 
however, at the same time, high-frequency components that contain a 
certain amount of real information are lost (see Fig. 3). 
In summary, numerical solutions of the acoustic inverse problem are 
generally nonunique and unstable regardless which method is used for the 
description of the field transformation, e.g., Eq. (5) or Eq. (7). This 
difficulty occurs despite the existence and uniqueness of the solution 
in the mathematical sense. The reason is that the transformation A will 
not map two distinct X's into the same Y, but it can make them as close 
as possible. This shortcoming is expected. Convolution represents 
essentially a "blurring" or "smoothing" operation that causes the 
nearfield details to become obscured as the field propagates away from 
the source. The output Y is relatively insensitive to local variation 
of the input X. Conversely, in backward reconstruction of the input, X 
may be exceedingly sensitive to small changes in the output Y. 
Consequently, small errors in the output Y or the inverse operator A~^ 
are substantially magnified, and eventually the accuracy becomes very 
poor [12,13]. 
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RADIATION CIRCLE 
> kx^ + k/ 
SPATIAL DOMAIN TRANSFORMED DOMAIN 
Figure 2. Illustration o£ the holographie imaging and ill-posed nature 
of the inverse problem (after Ref.l). 
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Figure 3. Filtering of evanescent waves in the transformed domain 
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Iterative Inversion Techniques for Acoustical Imaging 
Basic formulation of the nonoptimized algorithm 
In this section, an iteration method is developed such that the 
previously discussed inherent ill-posed nature of the backward 
reconstruction can be alleviated by converting the inverse problem to a 
forward one. Consider the following recursive operations (refer to Fig. 
1):  
Generate as the initial guess 
Compute the residue 
*k = ? - G * Xk (8)  
Update the image using the feedback operator 
(9) 
where 
all variables are expressed in the spatial domain (x,y,z) 
k is the iteration index 
* is the symbol of convolution 
is the image to be reconstructed in the k^^ iteration 
Y is the field measured on the hologram plane 
G is the transfer function in the spatial domain 
Rj^ is the residue in the k^^ iteration 
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Sj^ is the feedback operator in the spatial domain in the 
iteration 
Note that a control analogy for this iterative concept can be easily 
developed as shown in Fig. 4. Then the task involved can be defined as 
to properly adjust the feedback operator in order to achieve the 
goals of error tracking, numerical stability, and fast convergence. 
The terms of convergence need to be investigated. This 
investigation is performed initially under the simplifying assumption 
that the feedback operator Sj^ is constant for each iteration. By 
performing the 2-D Fourier transformation on the iteration formula, we 
obtain 
X'K+1 = + S' * (Y' -  G' * %'%) (10) 
= S'Y' + (1 -  S'G') X'^ 
= S'Y' + A'X'k (11) 
where 
prime (') denotes each transformed quantity in the (kjj»ky,kjj) 
domain 
A' = 1 - S'G' is the convergence factor 
Note that the convolution (*) is converted to multiplication in the 
transformed domain. The above recursive formula can be expanded to give 
X'^ = (1 + A' + ... + A'k-2)S'Y' + A'k-lX} 
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SAG 
Figure 4. Control analogy for the Iterative inversion concept 
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= 1 - A'k-l(i _ A')"^S'Y' + A'k-lXi when A' * 1 (12) 
Here, the sufficient and necessary condition for convergence is 
lA'l = |1 - S'G'I < 1 (13) 
where | | denotes the complex norm. 
Thus, when the condition of Eq. (13) is satisfied, the iteration 
method in the limit is equivalent to the direct inverse filter because 
lim X'. = (1 - A')"l S'Y' = G"^ Y' 
k-x» (14) 
However, Eq. (14) does not imply that direct inverse filtering is 
superior to the iteration method, because G~^ is, in general, ill-posed 
and difficult to implement in numerical computations. 
The next step in our development is to choose the feedback operator 
that satisfies the condition of convergence stated in Eq. (13). The 
Wiener filter was chosen [8] because of its similarity to commonly used 
evanescent wave filters: 
S' = (G')-l [1 + 0^ (0 + |G'|-2)] (15) 
where > 0 and 0 > 0 are noise parameters that are assumed constant, 
since the noise distribution is generally unknown a priori in practical 
applications. Note that the evanescent components result in slower 
convergence 
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if lim |G'| =0 then lim |S'| =0 and lim |A'| =1 (16) 
p-*» p-»® p-K» 
where p = (k^ + 
The nonoptimized iterative inversion technique thus consists of the 
recursive formulas expressed in Eqs. (8) and (9) and the Wiener-type 
feedback operator of Eq. (15). 
Optimized algorithm and the constraint function" 
Up to this point, no special condition has been imposed on the 
choice of the feedback operator, except that convergence is guaranteed. 
However, we can improve the convergence by taking Into account some 
optimization criteria, for example, by minimizing the square error in 
the calculated image. 
Referring to a general system shown in Fig. 5, the governing 
equation takes the form: 
Y' = G'(X' + M') + N' (17) 
where 
X' is the input 
Y' is the output 
G' is the transfer function 
M, N' are the statistically uncorrelated noise at the input and 
output, respectively 
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X'— <+) "»Y' 
Figure 5. Block diagram of a general system 
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Note that all these variables are in transformed domain. The recursive 
formulas of Eqs. (8) and (9) can then be rewritten into one equation: 
X'k = X'k_l + - G'X'k_i) (18) 
Combining Eqs. (17) and (18) yields 
= X'k_l + S'^_jlG'(X' + M') + N' - (19) 
Next, we define the error in the image X' during the iteration as 
\ s X' -X'k (20) 
Using Eq. (19), we calculate the error e^^ to be 
Gk = X' - X'k_i - S'k_i[G'(X' - X'k_i) + G'M' + N'] (21) 
= Vl - ='k-l<«'«k-l «'«'  N') 
If we define the following mean square quantities, 
"fc 
is the mean square error of X' (22) 
Vy = <(Y' - G'X'j^_j)(Y' - G'X'k ^)*> is the mean square error of Y' 
<H'H > and <N'N > are the mean square input and output noise. 
Then, it follows that the mean square error of X' can be expressed as 
's.k - (23) 
+ S'|j_jS''|^_j(G'G*<M'M*> t < N'N*>| 
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Thus, we can calculate the optimal operator S'j^, subject to minimum 
mean-square-error criteria by taking the partial derivative with respect 
* 
to either S'^_^ or S ^  ^as 
and with the adjustment of iteration index (k-1) •* k, we obtain 
' S'^ = G*Vx k[G'G*(Vx k + <M'M*» + <N'N*>]"^ (24) 
However, some modifications of this formulation are required because the 
extraneous noise terms M' and N' are, in general, unknown a priori. 
This is achieved by introducing the following positive parameters; 
0^ s <N'N*> / k (25) 
e a <M'M*> / <N'N*> (26) 
T s e + IG' (27) 
Therefore, the iteration formulas can be rewritten as 
S\ a [G'(l + o^T)]"^ (28) 
\ • T"' (29) 
X'k,l = *'k * S'k'T' - G'X'k) (30) 
On the basis of pervious formulations, the following properties 
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associated with the iteration method are valid: 
(31) 
(32) 
(33) 
"y.k - |G'I^<B'n'>(T . a-l_J (34) 
In addition, we can obtain some important results by calculating the 
limiting values 
Consequently, several interesting observations can be drawn from the 
above discussion: 
The convergence is guaranteed as shown in Eq. (32). 
The feedback operator is updated in a decelerating fashion as 
shown in Eq. (35). 
The influence of the hologram field Y' and the change of the 
source field are both decreasing during iterations, 
according to Eqs. (31) and (35). 
As the iteration continues, the source image will always 
converge to the optimal value X, as shown in Eq. (36), even 
when k^, then S'j^ •* 0, 1 
Vx,k < 0, X'k X' 
Vy,k -> |G'|2<M'M*> + <N'N*>, Y'^  Y' - (G'M' + N') 
(35) 
(36) 
(37) 
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when the input noise M' and output noise N' are present in the 
system. On the other hand, the iterated output image will 
converge asymptotically to Y' - (G'M' + N') as the residue R'j^ 
monotonically decreases, according to Eq. (37). 
Further refinement of the iterative inversion technique can be achieved 
by incorporating the prior knowledge of the source. For example, if a 
source is embedded in a rigid baffle, the particle velocity should 
vanish outside the surface of the source. Thus, the constraint function 
can be defined in this case as 
(1 when (x,y,z«) is on the source surface (38) 0 otherwise 
The velocity, therefore, can be updated by imposing the constraint 
function before each iteration: 
C(x,y,ZQ) • Uj^(x,y,2Q) -> u,^(x,y,ZQ) (39) 
where Uj^(x,y,ZQ) is the velocity in the spatial domain in the 
iteration. The overall algorithm can be schematically represented by 
the flow chart shown in Fig. 6. With the variations of the feedback 
operator and constraints, four types of iterative inversion techniques 
can be implemented on the basis of the algorithm in Fig. 6: 
Nonoptimized feedback operator without source aperture 
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INPUT 
CONSTRAINT? 
YES 
YES 
OPTIMIZED YES 
OUTPUT 
STOP^ 
ITERATION 
NO 
s; ^ 
•INPUT PARAMETERS 
ANO OATA 
•INITIATE HOLOGRAPHIC 
TRANSFORMATION 
•START ITERATION 
•IMPOSE CONSTRAINT 
•EXIT ITERATION 
•COMPUTE GREEN'S 
FUNCTION 
•UPDATE 
FEEDBACK 
OPERATOR 
•FEEDBACK 
RESIDUE TO 
UPDATE 
IMAGE 
•WANT OPTIMIZATION? 
•UPDATE 
NOISE PARAMETER 
•UPDATE VELOCITY 
•OUTPUT IMAGE 
Figure 6. Iterative inversion method-flow chart 
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traint 
Optimized feedback operator without source aperture constraint 
Nonoptimized feedback operator with source aperture constraint 
Optimized feedback operator with source aperture constraint 
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COMPUTER SIMULATION 
Numerical simulations were conducted to investigate the iterative 
inversion techniques. These methods were tested with the sound field 
generated by a baffled piston of 4 cm radius vibrating in the air with 
the uniform surface velocity 1 m/s at the frequencies of 2 kHz and 10 
kHz (ka = 1.82 and 9.11, respectively). The acoustic pressure in the 
hologram plane located 5 cm above the piston is generated with the 
sampling of Cartesian coordinates (aperture D = 0.248 m, number of point 
N = 32, spacing ûx = 8 mm). Five spatial transformation methods, 
including direct Wiener filtering and the previously discussed four 
iterative inversion techniques, were used to reconstruct the sound 
pressure on the source surface (the distance of transformation is, 
therefore, 5 cm). The hologram data were first processed by the direct 
Wiener filter with the noise parameter denoted by . Then, the results 
from the direct Wiener filter were used as the initial guess for the 
iteration methods (with the initial output noise parameters denoted by 
Oj and with the number of iterations denoted by = 40). The 
simulated cases consist of the following combinations of parameters: 
= 0.0025, 0.01, 0.1; <x^ = 0.0025, 0.01, 0.1; g= 0. 
Because of limited space, only the representative cases are shown 
in Figs. 7-10. The comparison of Figs. 7 and 8 shows that the iterative 
inversion techniques are relatively insensitive to the choice of the 
noise parameter in the initial guess and they converge satisfactorily 
to the desired solutions. Values of parameter not smaller than 0.1 
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Figure 7. Pressure magnitude on the surface of a baffled piston 
(ka = 9.1) reconstructed from a hologram plane located 5 cm 
above a source with = 0.01 and =0.1 
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Figure 8. Pressure magnitude on the surface of a baffled piston 
(ka = 9.1) reconstructed from a hologram plane located 5 cm 
above the source with = 0.1 and = 0.1 
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Figure 9. Pressure magnitude on the surface of a baffled piston 
(ka => 9.1) reconstructed from a hologram plane located 5 
above a source with = 0.1 and Oj = 0.0025 
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Figure 10. Pressure magnitude on the surface of a baffled piston 
(ka = 1.8) reconstructed from a hologram plane located 5 cm 
above a source with = 0.0025 and = 0.01 
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are, in general, the preferable choices. As otj decreases, the iteration 
method based on an optimized feedback operator with the aperture 
constraint function provides more accurate results (see Fig. 9). The 
low-frequency case (2 kHz), where a relatively large amount of 
evanescent waves are present, is shown in Fig. 10. We observe the 
iteration method based on the optimized feedback operator provides 
better results than the one based on a nonoptimized operator, especially 
when the constraint was imposed. The better convergence of the 
optimized feedback operator over the nonoptimized operator can be 
attributed to the optimized operator being dynamically updated in a 
decelerating fashion according to the minimum mean-square-error 
criteria, while for the nonoptimized operator the noise parameter is 
kept constant during iterations. 
Thus far, we have been dealing with the ill-posed nature of the 
problem due to the errors involved in numerical simulations (modeling, 
sampling, discretization, finite aperture, etc.). In practical 
applications, the overall noise contains not only the numerical errors 
but the experimental errors (extraneous noise, boundary iterations, 
measurement errors, etc.). However, the iterative inversion methods can 
still provide significant improvement in the reconstructed image in 
comparison with the direct Wiener filtering method. This is illustrated 
in Fig. 11 where the hologram data are contaminated with synthetic 
Gaussian noise (noise ratio=15%) in order to simulate more realistic 
experimental signals. Thus, the previous observations in Figs. 7-10 
still apply even for the cases where physical noise exists. 
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Figure 11. Pressure magnitude on the surface of a baffled piston 
(ka = 9.1) reconstructed from a hologram plane located 5 cm 
above a source with = 0.01 and = 0.1. Field is 
contaminated with a Gaussian noise (spatially constant ratio 
of noise magnitude was kept at 15 %) 
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CONCLUSION 
It is evident from the numerical simulations that the iterative 
inversion techniques with all four types of feedback operators exhibit 
stable behavior and provide excellent reconstructed images. The 
Iterative methods, though not as simple as the direct Wiener filtering 
(the computation time on Vax 11/785 is approximately 200 sec for 40 
iterations versus 30 sec in a 32 x 32 case), can generally improve the 
source image vith reasonable initial guess and noise parameters. 
In some cases, the iterative Inversion techniques are superior to 
the direct Wiener filtering; however, their performance depends largely 
upon the characteristics of the field of interest and the values of 
noise parameters. However, in those cases where it is difficult to find 
the optimal noise parameters for Weiner filtering, the more 
sophisticated iterative inversion methods can generally guide us to the 
desired solution with minimal efforts of trial-and-error. 
There are some guidelines in applying the iterative inversion 
techniques. Despite the previously discussed low sensitivity of the 
iteration methods to the initial guess of the image, heavy filtering is 
required to avoid false convergence. With a reasonable initial guess, 
one can usually obtain a satisfactory image by choosing a somewhat large 
noise parameter within a sufficient number of iterations. For 
low-frequency sources, it is advisable to use the iteration method based 
on an optimized feedback operator with constraint. In some cases, 
however, the constraint might cause slow convergence at the central 
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region of the source, and thus the noise parameter Oj must not be too 
large. 
The iterative inversion technique appears to be a promising 
alternative to other techniques because of higher accuracy and 
flexibility in dealing with inverse reconstruction. However, the 
iteration method is not restricted to acoustic imaging, and it can be 
readily extended to more general inverse problems. In addition, the 
potential of iterative inversion techniques in industrial applications, 
e.g., source characterization (shape and motion) and noise source 
identification, will be explored by experimental investigations in the 
future. 
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GENERAL CONCLUSIONS 
An acoustical imaging system that incorporates measurement of 
complex hologram fields as well as spatial transformation for 
efficiently projecting two-dimensional data into desired field locations 
has been developed. This integrated system serves as a useful tool for 
numerical and experimental analysis in acoustic research. 
Conclusions Regarding Measurement and Instrumentation 
The one-microphone sequential sampling technique combined with the 
finite difference method was developed to measure both phase and 
magnitude of acoustic variables, e.g., sound pressure, particle 
velocity, active intensity, reactive intensity, etc. This method, in 
connection with the experimental hardware and software, e.g., the 
computerized data acquisition and processing system, forms the basis for 
measurement techniques suitable for acoustical imaging. The 
one-microphone technique provides numerous advantages in measuring the 
complex field distribution as follows: 
(1) the method is very convenient for scanning over nonplanar 
surfaces; 
(2) the method is free from the mismatch of sensor response (a 
major problem in the two-microphone intensity technique); 
(3) in comparison with the microphone array method, the 
one-microphone method is less susceptible to structural 
reflections and more flexible in adjusting sampling spacings 
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(e.g., a higher order finite difference approximation such as 
cubic spline can be implemented). 
However, the magnitude and phase sampling mismatch is the 
shortcoming common to all methods, including the one-microphone method 
as well as other techniques (e.g., the microphone array and 
two-microphone intensity method). In short, the phase sampling mismatch 
causes errors in velocity magnitude and the active intensity, while the 
magnitude sampling mismatch causes errors in the velocity magnitude and 
the reactive Intensity. The sampling mismatch becomes critical in 
measuring highly reactive fields such as the near field of a source. 
Therefore, great care must be taken to insure the sampling mismatch Is 
minimized (e.g., using a large number of averages in signal processing) 
especially when the complex field measurement is performed in the near 
field, which is typical in the near-field acoustical holography. 
Conclusions Regarding Spatial Transformation 
Four noniteratlve spatial transformation methods — (1) direct 
convolution (CONVO), (2) fast Fourier transform (FFT), (3) Gauss-Hermlte 
decomposition (GHD), and (4) singular value decomposition (SVD) — were 
evaluated and compared in terms of their methodology and numerical 
performance in acoustical Imaging. The advantages and disadvantages of 
each method are summarized as follows: 
(1) The CONVO method is accurate in both the far field and the near 
field, and is flexible in choosing aperture size and sampling 
spacing. However, it does not possess any inverse transform 
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(no backward reconstruction), and can be quite slow in 
computing a full, two-dimensional image. 
(2) The FFT method processes hologram data in the spatial frequency 
domain with a high speed algorithm (for a total of Nlog2N for 
N points using the power-of-2 FFT). Within the limit of memory 
storage, it is the fastest method. In addition, it is quite 
easy to implement backward reconstruction based on the inverse 
FFT method with proper filtering. Nevertheless, this method is 
applicable in only the separable coordinate systems with planar 
or cylindrical hologram surfaces that are Fourier 
transformable. Also, one must be very cautious in dealing with 
some signal processing idiosyncrasies such as blurring and 
wrap-around errors. In addition, this method is not very 
effective for divergent sources because it has low flexibility 
in adjusting aperture size and sampling spacing. 
(3) The GHD method is reasonably accurate in the paraxial region. 
One has some latitude in selecting an appropriate number of 
coefficients to calculate an acoustic field at a point, over a 
one-dimensional profile, or over a two-dimensional image 
surface located in the far field. However, this method is 
suitable for only the Cartesian coordinate system. In 
addition, it is inaccurate in the near field and consequently, 
it is not suitable for the backward reconstruction of 
acoustical sources. 
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(4) The SVD method is based on the exact (both in the far field and 
the near field) integral formulation in the spatial domain. It 
possesses very stable numerical characteristics even for 
ill-conditioned linear algebraic problems, and is particularly 
useful for the backward reconstruction of sources. However, it 
is computationally expensive because it requires large memory 
storage and a large number of calculations. This staggering 
aspect of computation should be resolved in future research. 
In general, forward propagation from a near-field location to a 
far-field location and backward reconstruction from a near-field 
location to another near-field location are the two most frequently 
encountered applications. For the former application, all methods 
except FFT (due to a fixed aperture) provide good results, while FFT and 
SVD are recommended for the latter application. In both cases, 
instrumentation sampling mismatch cause distortions in complex hologram 
data when measurement are performed in highly reactive near fields, as 
pointed out previously. In addition, based on maximum aperture and 
spatial frequency k^^^, appropriate values for spatial transformation 
parameters such as sampling spacing Ax, number of scanning points n, and 
distance of transformation DOT must be chosen with cautions to satisfy 
the signal processing criteria mentioned in Section II. In any event, 
care must be taken to insure that an appropriate spatial transformation 
method is chosen to meet the particular requirements of the problem at 
hand. 
Another important aspect of acoustical imaging that was developed 
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to deal particularly with the ill-posed nature of the backward 
reconstruction of acoustical sources include four iterative inversion 
techniques (nonoptimized feedback, operator without source aperture 
constraint, optimized feedback operator without source aperture 
constraint, nonoptimized feedback operator with source aperture 
constraint, and optimized feedback operator with source aperture 
constraint). These methods convert an inverse imaging problem to a 
forward imaging problem through the use of an iteration process during 
which the residue is used to update the source image. Stochastic 
optimization was introduced into the feedback process to achieve fast 
convergence. These iteration schemes exhibit stable behavior for 
various types of feedback operators and constraints. In general, these 
methods require more computational resources than noniterative types of 
transformation methods using conventional filtering, e.g., Wiener 
filtering. However, when prior knowledge of the source image is not 
available and computation time is not of major concern, the iterative 
inversion techniques appear to be promising methods because they 
considerably improve the source image (even when the hologram data are 
contaminated with experimental noise), using reasonable initial guesses 
and noise parameters with minimum efforts for trial-and-error. 
Future Directions 
The extension of this research can be accomplished in the following 
areas: 
(1) industrial applications involving the characterization of 
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acoustic fields and sources, e.g., noncontact modal analysis, 
far-field radiation pattern evaluation, and broadband field 
imaging; 
(2) industrial applications involving noise source identification, 
e.g., the resolution of multiple sources, the detection of 
source geometric extent, and the total or partial radiation 
power estimation; 
(3) spatial transformation techniques (including both forward 
propagation and backward reconstruction) for arbitrarily-shaped 
sources based on, e.g., boundary element methods in conjunction 
with singular value decomposition; 
(4) imaging in more practical acoustical environments (not inside 
an anechoic chamber) where the incoming waves due to 
reverberations or secondary sources are present; 
(5) extension of holographic imaging from acoustical waves in 
fluids into elastic waves inside vibrating solid bodies (e.g., 
beams, plates, and isotropic materials) or complex structures 
(e.g., ribbed panels). 
The potential for the successful source radiation analysis based on 
the acoustical imaging methods developed in this research is very high 
in all the above mentioned applications. 
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APPENDIX A. EXPERIMENTAL IMPLEMENTATION 
The objective of this this section is to address some experimental 
aspects including hardware instrumentation and preliminary experimental 
results that are not included in the three journal papers comprising 
this dissertation. These aspects pertain to acoustical imaging based on 
spatial transformation. Although the experimental aspects in 
conjunction with industrial applications do not belong to the main 
stream of this dissertation, they will be of great importance to the 
extension of the current research. Thus, in order to maintain the 
continuity of the research program, the experimental aspects are 
included here for the information of future researchers. 
Hardware Implementation 
Experiments were conducted inside an anechoic chamber of Iowa State 
University that contains an automatic scanner and a baffled piston with 
the dimension of 4.14 x 4.75 x 2.11 m (Fig. 1). The interior surfaces 
of the chamber are covered with sound-absorptive wedges made of fiber 
glass. The wedges size is 61.0 x 20.0 x 34.9 cm that provides the 
chamber cutoff frequency of 175 Hz. The absorptive lining minimizes the 
acoustic reflections and reverberations such that the nearly free-field 
condition can be achieved. The chamber is also equipped with mounting 
devices, ventilation, lights, electrical outlets, and removable floor 
grids. 
In this research, the baffled piston was chosen as the acoustical 
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Figure 1. Anecholc chamber that contains an automatic scanner and a 
baffled piston 
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source. Initially, an aluminum disk with 5 cm radius driven by a 10-lb 
shaker was mounted on a plywood board (160 x 160 x 1.7 cm) to model a 
vibrating baffled piston. But, it was aborted due to some undesirable 
effects such as temperature buildup and prominent resonance modes. More 
recently, a flat-topped honeycomb diaphragm base speaker with 4 cm 
radius was used in place of the aluminum disk for its better 
air-tightness and dynamic response. However, it showed asymmetrical 
radiation pattern at certain frequencies, e.g. 5 kHz (ka = 3.7) in the 
near field. The sinusoidal and the random signals excitations were 
utilized in measurements. The sinusoidal excitation provided higher 
signal-to-noise ratio than the random excitation, but it suffered from 
the problem of temperature buildup. Moreover, in order to obtain good 
agreement between the theory and experiments, it was necessary to choose 
the signal frequencies distant from the resonances of the piston and 
baffle system. From preliminary testing it was estimated that the best 
frequency range to operate our particular experimental apparatus was, 
approximately, from 2 to 8 kHz. 
A computerized data acquisition and processing system was designed 
and implemented for measuring the two-dimensional complex sound field 
called herein the hologram data. These data were required by the 
spatial transformation. The system consisted of a precision microphone 
probe, a 183 x 168 x 114 cm X-Y-Z scanner (5 x 10"^ m/step) driven by 
three stepping motors, and a dual channel FFT signal analyzer. In 
addition to the stepping motor controller, a stepping motor amplifier 
was needed due to the heavy load of the slides of the scanner. The 
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protection of the scanner during motion was provided by limit switches 
and fuses. The scanner was mounted by four aluminum pipes reinforced by 
eight steel cables. The accurate alignment was absolutely critical to 
prevent the slides from being stalled. This was usually achieved with a 
level gauge that was also used to determine if the speaker baffle 
surface is horizontal. In addition, a number of measuring devices such 
as a scale, a compass, triangular templates, and a plumb bulb were used 
to insure accurate positioning. 
All the functions of the integrated system were monitored and 
controlled through an instrumentation-oriented interface bus (IEEE-488 
standard) by a DEC Micro-Vax I computer. Software was developed for the 
integrated system of an automatic scanner and an FFT signal analyzer to 
form the open-loop control. The entire control cycle started with 
activating the scanner by sending positioning commands, i.e. motor 
speed, direction, and number of steps from the computer to the stepping 
motor controller. It was important to specify a proper motor speed — 
the slides developed undesirable resonances when the motor speed was too 
low, whereas the slides stalled when the motor speed was too high. As 
soon as the sensor reached the desired position, the computer initiated 
(via IEEE-488 interface) the FFT signal analyzer to acquire complex 
sound pressure data with the use of the one-microphone technique 
(Section I). Great care was taken to insure the proper electrical 
shielding. In addition, the cables carrying the sound pressure signals 
were isolated from the other cables through a separate outlet on the 
chamber walls. Otherwise, the sound signals could be contaminated by 
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the electro-magnetically induced harmonics from the stepping motor 
controller. Depending on the number of motor steps and data averaging, 
appropriate time delay was inserted by the computer to insure that the 
data acquiring process was completed before the scanner vas moved to the 
next position, which is typical in open-loop control. After the sound 
data vas measured for a particular point on the hologram plane, the 
computer sent the command to move the scanner to the next position and 
the vhole data acquiring cycle repeated itself until desired number of 
hologram points vere scanned. The computer vas also in charge of 
rearrangement of the Raster-scanned data, assembly of complex arrays and 
a variety of post-processing, e.g. noise filtering, spatial 
transformation, and image processing. In the future, all the 
previously-mentioned modules vould be replaced for efficiency by a 
dedicated-purpose data acquisition and processing work station. 
Experimental Results 
The performance of the integrated system including softvare and 
hardware was carefully tested. Specifically, the following functions of 
the imaging system were investigated; 
1. System initialization and calibration: setup the scanner and 
the FFT signal analyzer; measure the ambient temperature and 
atmospheric pressure that yield the air density and sound speed; 
calibrate the microphone; perform numerical simulation to 
determine transformation parameters, e.g. f, n, Ax, and DOT; 
2. Hologram data measurement: activate the computer-controlled 
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slides to scan over the two-dimensional hologram surface and 
measure the sound pressure by the one-microphone technique; 
3. Data assembly: rearrange and assemble the Raster-scanned data 
into a two-dimensional complex array; 
4. Post-processing: pre-filter the measured data if necessary; use 
spatial transformation software to compute the acoustic 
variables, e.g. pressure, particle velocity, and intensity in 
the image plane; use various forms of graphic output to present 
the data (e.g. two-dimensional profiles and contours, 
three-dimensional hidden-line plots); 
5. Evaluation of the accuracy of the experimental results: compare 
the spatial transformation results with the complex sound data 
directly measured on the image plane; evaluate and discuss the 
performance. 
All calibration experiments were conducted in the sound field 
generated by the 4 cm radius baffled speaker driven by a 6 kHz sinusoid. 
The ambient temperature was 73 degrees Fahrenheit and the atmospheric 
3 pressure was 756 m bar, which rendered air density p=1.14 Kg/m , sound 
speed c=345 m/s, wave length X=5.75 cm. The transformation parameters 
were chosen as n=32, Ax=6 mm, and D0T=5 mm. Following the process 
described previously, two cases were investigated: (1) forward 
propagation from z = 40 to 45 mm, and (2) backward reconstruction from z 
= 45 to 40 mm. The complex sound pressure was measured and recorded to 
serve as the hologram data for spatial transformation and the image data 
for performance comparison. Next the post-processing of the measured 
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data vas obtained using field transformation techniques and results were 
plotted. 
Extremely good accuracy and performance was observed in the forward 
propagation case. Good agreement was achieved between the FFT-based 
holographic image and the results obtained from direct pressure 
measurement, as shown in Fig. 2. In addition, the particle velocity 
magnitude and intensity were calculated, as shown in Figs. 3 and 4, 
respectively. However, slightly larger error can be found in the 
particle velocity than in the pressure magnitude profiles. 
Representative results in the form of the three-dimensional hidden line 
and the two-dimensional contour plots of the pressure distribution 
obtained from direct measurement and the FFT-based holography method are 
shown in Figs. 5 and 6. 
For the backward reconstruction case, satisfactory results were 
obtained from the FFT-based holography method and the optimized 
iterative inversion technique. The corresponding pressure magnitude, 
particle velocity magnitude, and intensity, profile are shown in Figs. 
7-9. In general, larger errors in comparison to the forward propagation 
case were found in the backward reconstructed images. This is probably 
due to the ill-posed nature of the backward reconstruction. In this 
particular case, both the non-iterative FFT-based holography technique 
and the optimized iterative inversion technique exhibit consistently 
good performance. Finally, the three-dimensional hidden-line and the 
two-dimensional contour plots of thë pressure distribution obtained from 
direct measurement, the FFT-based holography method, and the optimized 
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iterative inversion method are shown in Figs. 10-12. It is interesting 
to note from the contour plots that the optimized iterative inversion 
technique appears to yield slightly smoother results than the 
non-iterative FFT-based technique. 
Concluding Remarks 
The performance of the integrated acoustical imaging system was 
experimentally verified. Although the experimental implementation 
covers only the technical aspects, it forms the foundation of the 
successful spatial transformation investigation. Possible improvements 
in the future include accurate positioning based on feedback control 
(,e.g. through optical encoders), pistons with better characteristics, 
and a work station with integrated functions such as data acquisition, 
post-processing, and motor control. Undoubtedly, the principles of the 
system implementation established in this research can be generalized to 
the coordinate systems other than the Cartesian coordinates and are very 
valuable for the applications involved in the future extensions of the 
current research. 
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Figure 2. Pressure magnitude profile of a baffled piston obtained from 
the direct measurement and FFT-based holography (f= 6 kHz, 
ka=4.4, n=32, ûx=6 mm), forward propagated from z=40 mm 
to z=45 mm. 
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Figure 3. Particle velocity magnitude profile of a baffled piston 
obtained from the direct measurement and FFT-based holography 
(f= 6 kHz, ka=A.4, n=32, Ax=6 mm), forward propagated from 
z=40 mm to z=45 mm. 
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Figure 4. Active intensity profile of a baffled piston obtained from 
the direct measurement and FFT-based holography (f= 6 kHz, 
ka=4.4, n=32, ùx=6 mm), forward propagated from z=40 mm to 
z=45 mm. 
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Figure 5. Three-dimensional hidden-line and two-dimensional contour 
plots of the pressure magnitude of a baffled piston obtained 
from direct measurement (f= 6 kHz, ka=4.4, n=32, 6x=6 mm). 
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Figure 6. Three-dimensional hidden-line and two-dimensional contour 
plots of the pressure magnitude of a baffled piston obtained 
from FFT-based holography (f= 6 kHz, ka=4.4, n=32, ûx=6 mm), 
forward propagated from z=AO mm to z=45 mm. 
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Figure 7. Pressure magnitude profiles of a baffled piston obtained from 
direct measurement, FFT-based holography and the optimized 
iterative inversion method (f= 6 kHz, ka=4.4, n=32, Ax=6 mm), 
backward reconstructed from z=45 mm to z=40 mm (DOT = -5 mm) 
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Figure 8. Particle velocity magnitude profiles of a baffled piston 
obtained from direct measurement, FFT-based holography, and 
the optimized iterative inversion method (f= 6 kHz, ka=4.4, 
n=32, ûx=6 mm), backward reconstructed from z=45 mm to z=40 
mm. 
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Figure 9. Active intensity profiles of a baffled piston obtained from 
direct measurement, FFT-based holography and the optimized 
Iterative inversion method (f= 6 kHz, ka=4.4, n=32, ûx=6 mm), 
backward reconstructed from z=45 mm to z=40 mm. 
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10. Three-dimensional hidden-line and two-dimensional contour 
plots of the pressure magnitude of a baffled piston obtained 
from direct measurement (f= 6 kHz, ka=4.4, n=32, ûx=6 mm) 
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11. Three-dimensional hidden-line and two-dimensional contour 
plots of the pressure magnitude of a baffled piston obtained 
from FFT-based holography (f= 6 kHz, ka=4.4, n=32, Ax=6 mm), 
backward reconstructed from z=45 mm to 2=40 mm. 
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Figure 12. Three-dimensional hidden-line and two-dimensional contour 
plots of the pressure magnitude of a baffled piston obtained 
from the optimized iterative inversion technique (f=6 kHz, 
ka=4.4, n=32, ûx=6 mm), backward reconstructed from z=45 mm 
to z=40 mm. 
172 
APPENDIX B. COMPUTER PROGRAMS 
* Subprogram: linexp.for 
* Purpose; Linear approximation technique for acoustic field 
complex p,dp,pl,p2,v,inty,cgl,cg2,chl,ch2 
pi=3.1415926 
print*,'sl,s2,dr,f,ro=?' 
read*,s1,s2,dr,f,ro 
print*,'Phase Offset"?' 
read*,po 
111 print*,•Vtl,Vt2,r,Chl,Ch2=?' 
read*,vtl,vt2,r,chl,ch2 
* pl=cgl/vtl/sl*sqrt(2.0)*exp((0,l)*po) 
* p2=cg2/vt2/s2*sqrt(2.0)*exp((0,l)*po) 
pl=chl*vtl/sl*sqrt(2.0)*exp((0,l)*po) 
p2=ch2*vt2/s2*sqrt(2.0)*exp((0,l)*po) 
p=(pl+p2)/2.0e0 
dp=(p2-pl)/dr 
v=(0.0,1.0)*dp/(2.0*pi*f*ro) 
inty=0.5*p*conjg(v) 
write(21,*) r 
call pviout(p,v,inty) 
print*,'More?(l=Yes)' 
read*,ii 
if(ii.eq.l) goto 111 
end 
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* Program: holo.for 
Purpose: Holography Technique for acoustical imaging 
* Date; 3/1/1987 Robin Bai 
* Remarks: l.exp(kr-wt) convention 2. Beam pattern 
* 3.Dislocation 
'•« Main program to control adjustable array 
parameter (na=128) 
complex f(na,na),p(na,na),u(na,na) 
common /worksp/rwksp 
real rwksp(34100) 
call iwkin(34100) 
tl=secnds(0.0) 
print*,'Working, be patient ' 
I nx: No. of points in each side of the hologram plane 
read*,nx 
call holo_sub(nx,f,p,u) 
print*,'Elapse Time=',secnds(tl) 
print*,char(7)//char(7) 
stop 
end 
* Holography subroutine 
subroutine holo_sub(nx,f,p,u) 
* initialization 
! Setup arrays for fft2d 
complex f(nx,nx),p(nx,nx),u(nx,nx) 
S Type declaration for holo_sub 
complex kz,grn,ct,iu/(O.eO,1.eO)/ 
character base$,wl$,w2$ 
real k,kf,kx,ky,krl,kr2,kcl,kc2 
data pi/3.1415926/ 
! Setup parameters for fft2d 
nrf«nx 
ncf=nx 
ldf=nx 
ldcoef=nx 
! Input parameters for spatial transformation 
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read*,base$ 
read*,dot 
read*,dx 
read*,nevs 
read''swl$,rkcl ,aiphal 
read*,w2$,rkc2,alpha2 
read's nwie.wie 
read*,freq,temp,atmp 
1 Calculate misc. constants 
tk=(temp-32.0)*5.0/9.0+273.0 
c=331.6*sqrt(tk/273.0) 
rho=0.348534*atmp/tk 
k=2.0*pi*freq/c 
* Input data array 
do 10 i=l,nx 
do 15 j=l,nx 
readCll,*) f(i,j) ! Read array 
1 Real space window 
if (wl$.eq.'y') then 
x=float(2*i-l-nx)*dx/2.0 
y"float(2* j-1-nx)*dx/2.0 
krl=sqrt(x*x+yAy) 
kc1=rkc1Adx*float(nx/4) 
f(i,j)=f(i,j)*window(krl,kcl,alphal) 
endif 
15 continue 
10 continue 
vt 2-D F FT: f(x,y) >f'(kx,ky) 
call fft2d(nrf,ncf,f,ldf,f.Idcoef) 
* Spatial transformation : 
kf"2.0*pi/dx/float(nx) ! kf; fundamental spatial frequency 
nh=nx/2 
do 30 i»l,nx 
do 40 j-l.nx 
! FFT mapping 
if ((i.le.nh).and.(j.le.nh)) then 
kx=kfAfloat(i-l) 
ky=kf*float(j-l) 
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elseif ((i.gt.nh).and.(j.le.nh)) then 
kx=kfAfloat(i-nx-l) 
ky=kf*float(j-1) 
elseif ((i.le.nh).and.(j.gt.nh)) then 
kx=kfAfloat(i-l) 
ky=kf*float(j-nx-l) 
else 
kx=kfAfloat(i-nx-l) 
ky=kfAfloat(j-nx-l) 
endif 
t Calculate complex z-axis wave number kz 
kr2=sqrt(kx*kx+ky*ky) 
tk2=kAk-kr2*kr2 
kz"csqrt(cmplx(tk2)) 
lEvanescent wave suppressors 
! If out of radiation circle 
lnevs=0: no suppressor 
!nevs=l: kz=0 
!nevs=2: kz=-kz 
!nevs»3: G=0 
! 
if (nevs.eq.O) goto 45 
if (tk2.lt.0.0) then 
if (nevs.eq.l) then 
kz=cmplx(O.OeO) 
elseif (nevs.eq.2) then 
kz=-kz 
else 
grn=cmplx(O.OeO) 
goto 42 
endif 
endif 
1 Calculate Green function .... 
grn-cexp(iu^kz^dot) 
1 K-space window 
if (w2$.eq.'y') then 
kc2=rkc2*kf*float(nx/2) 
grn-grn''«cmplx(window(kr2, kc2,alpha2)) 
endif 
1 Wiener Filter 
if (nwie.eq.l) grn=grn/(1.0+wieAcabs(grn)**2) 
(Propagate by Green function 
f(i,j)=f(i,j)Agrn 
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! Propagation arbitration 
ct=cmplx(rho&k*c) 
t2=f loat(nx''<nx) 
if (base$.eq.'p') then 
p(i,j)=f(i,j)/t2 
u(i,j)=p(i,j)*kz/et 
elseif (base$.eq.'v') then 
u(i,j)=f(i,j)/t2 
p(i,j)=u(i,j)/kzAct 
endif 
40 continue 
30 continue 
2-D IFFT: f " (kx,ky)~>f " ' (x,y) 
call fft2b(nrf,ncf,p,Idf,p,Idcoef) 
call fft2b(nrf,ncf,u,Idf,u,Idcoef) 
* Output data 
!X-profileCall variables) 
j=nx/2+l 
do 50 i=(nx/4+l),(nx*3/4) 
x=f loat(2*i-l-nx)'^dx/2.0 
call outputl(rho,c,x,p(i,j),u(i,j)) 
50 continue 
!2-D complex pressure (zero padded) 
do 92 i=l,nx 
do 102 j=l,nx 
write(14,'"0 p(i,j) 1 Output array 
102 continue 
92 continue 
12-D pressure mag (non-zeropadded) 
do 90 i=(nx/4+l),(nxA3/4) 
do 100 j-(nx/4+l),(nx*3/4) 
write(15,*) cabs(p(i,j)) 
100 continue 
90 continue 
end 
177 
* Subroutine 
function windowCkr,ko,alpha) 
real kr,kc 
arg=(1.0e0-kr/kc)/alpha 
if (kr.lt.kc) then 
window"l.OeO-exp(-arg)/2.0 
else 
window=exp(arg)/2.0 
endif 
end 

