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Stochastic approximation for CVaR-based variational inequalities
Jasper Verbree Ashish Cherukuri
Abstract—In this paper we study variational inequalities (VI)
defined by the conditional value-at-risk (CVaR) of uncertain
functions. We introduce stochastic approximation schemes that
employ an empirical estimate of the CVaR at each iteration to
solve these VIs. We investigate convergence of these algorithms
under various assumptions on the monotonicity of the VI
and accuracy of the CVaR estimate. Our first algorithm is
shown to converge to the exact solution of the VI when the
estimation error of the CVaR becomes progressively smaller
along any execution of the algorithm. When the estimation
error is nonvanishing, we provide two algorithms that provably
converge to a neighborhood of the solution of the VI. For these
schemes, under strong monotonicity, we provide an explicit
relationship between sample size, estimation error, and the
size of the neighborhood to which convergence is achieved. A
simulation example illustrates our theoretical findings.
I. INTRODUCTION
Variational inequality (VI) problems find application in
a broad range of areas [1], e.g., in game theory, under mild
conditions, solutions to a VI correspond to Nash equilibria of
a game. Similarly, in routing games, the Wardrop equilibria
are solutions to the VI formed using the costs of each path.
In real-life, utilities or costs of players involved in a game
may be uncertain and decisions must be made under this
uncertainty. The behavior of the players may then depend
on their risk-preferences and the involved cost functions
are then risk measures of uncertain costs. Equilibrium in
such scenarios corresponds to the solution of a VI, where
each component of the map defining the VI is the risk
associated to an appropriately defined function. Motivated by
this setup, we consider VIs defined by the conditional value-
at-risk (CVaR) of uncertain costs and develop stochastic
approximation (SA) schemes to solve them.
Literature review: General risk-based VIs, including
CVaR-based VIs, and their potential applications are dis-
cussed in [2]. SA schemes are quite popular for solving
stochastic variational inequality (SVI) problems, see e.g. [3],
[4] and references therein. In an SVI, the map associated to
the VI is usually the expectation of an uncertain function
and hence, an unbiased estimator of the map is available
using a single sample of the uncertainty. As a result, the
associated SA scheme enjoys strong convergence guarantees
under fairly mild assumptions. However, this property does
not hold in general for CVaR-based VIs. Instead, in our
work, we use a finite number of samples to determine an
empirical estimate of the CVaR. Such an estimator is biased
but consistent and we use results from [5], [6] to bound
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the deviation of the estimator from the true value of the
CVaR. Recent works [7], [8] generalize such bounds for more
general distributions.
Closely related to our work, [9] provides a sample average
approximation (SAA) method for computing the solutions
of the CVaR-based VI. In the SAA method, the CVaR is
replaced with its empirical estimate and the solution of the
VI formed using these empirical estimates is used to approx-
imate the solution of the original problem. Our approach to
analyze the convergence of the SA schemes proposed here in-
volves approximating the asymptotic behaviour of a scheme
by a trajectory of a continuous-time dynamical system and
inferring convergence from the stability properties of the
dynamical system [10], [11]. In other related works, [12]
and [13] provide sample-based schemes for optimizing the
CVaR and other general risk measures, respectively.
Statement of Contributions: We start by defining the
CVaR-based variational inequality (VI) where the map defin-
ing the VI consists of components that are the CVaR of
uncertain functions. Our first contribution is the design of
a “vanilla” stochastic approximation algorithm that, under
strict monotonicity, asymptotically converges to a solution
of the VI problem. The algorithm employs a sample-based
estimator of the CVaR at each iteration. For convergence, the
algorithm requires unbounded growth of the sample size as
the iterations proceed. To handle this limitation, our second
and third contributions are the design of two stochastic ap-
proximation schemes, termed penalty-driven and multiplier-
driven algorithms, that use the same estimator of the CVaR
but use a bounded number of samples at each iteration. Under
strict monotonicity, these algorithms are shown to converge
asymptotically to a neighborhood of the solution set, the size
of which can be tuned. The penalty-driven algorithm allows
iterates to venture outside the set defining the VI but controls
the deviation using a penalty term. On the other hand, the
multiplier-driven algorithm, akin to primal-dual methods in
optimization, ensures convergence of iterates to the set using
multiplier variables. Our final contribution investigates the
dependence of the size of the neighborhood that the iterates
converge to on the empirical estimation error, the sample-size
at each iteration, and the strong monotonicity parameter. A
simulation example illustrates our result.
Organization: The paper is organized as follows. Sec-
tion II presents the notation and basic concepts on variational
inequalities and the conditional value-at-risk. Section III
describes the problem setup and provides a motivating ex-
ample. Section IV proposes three stochastic approximation
algorithms for solving the CVaR-based VI and provides,
for two algorithms, the relationship between the estimation
error, the sample size, and the accuracy. Section V presents
a simulation example. Finally, Section VI describes our
conclusions and ideas for future work.
II. PRELIMINARIES
Throughout this paper we use the following notation. Let
R and N denote the real and natural numbers, respectively.
For N ∈ N, we let [N ] := {1, 2, . . . , N}. For given x ∈ R,
we use the notation [x]+ := max(x, 0). For x ∈ Rn, we
let xi denote the i-th element of x, and the i-th element
of the vector [x]+ is [xi]+. The Euclidean 2-norm of x
is given by ‖x‖. For scalars x, y ∈ R, the operator [x]+y
equals x if y > 0 and it equals max{0, x} if y = 0.
For vectors x, y ∈ Rn, [x]+y denotes the vector whose i-th
element is [xi]
+
yi
. The open ǫ neigborhood of x is defined as
Nǫ(x) = {y ∈ Rn | ‖y − x‖ < ǫ}. The Euclidean projection
of x onto the setH is denotedΠH(x) := argminy∈H ‖x−y‖.
The closure of a set S ⊂ Rn is denoted by cl(S).
A. Variational inequalities, monotonicity, and KKT points
For a given map F : Rn → Rn and a closed set H ⊆ Rn,
the associated variational inequality (VI) problem,VI(F,H),
is to find h∗ ∈ H solving
(h− h∗)⊤F (h∗) ≥ 0 for all h ∈ H.
The set of all points that solve VI(F,H) is denoted
SOL(F,H). An important concept in the context of VI’s is
monotonicity of the map F . The map F is called monotone if(
F (x) − F (y)
)⊤
(x− y) ≥ 0
holds for all x, y ∈ Rn. If the inequality is strict for x 6= y,
then F is strictly monotone. Similarly, we call F strongly
monotone with constant cF > 0 if(
F (x) − F (y)
)⊤
(x− y) ≥ cF ‖x− y‖
2
holds for all x, y ∈ Rn. If H is nonempty, compact, and F
is continuous, then SOL(F,H) is nonempty. If F is strictly
monotone, then VI(F,H) has at most one solution [14, The-
orems 2.1 & 2.2]. Under the linear independence constraint
qualification (LICQ), we next characterize SOL(F,H) as the
set of Karush-Kuhn-Tucker (KKT) points of VI(F,H).
Lemma II.1. (KKT points of VI(F,H)): Let
H := {h∈Rn | qj(h)≤0, lk(h)=0, ∀j∈ [s], k∈ [t]}, (1)
where the functions qj , lk : Rn → R, j ∈ [s], k ∈
[t], are convex and affine, respectively, and continuously
differentiable. For q(h) := (q1(h), . . . , qs(h))
⊤ ∈ Rs, let
Dq(h)∈Rs×n be its Jacobian at h, and similarly Dl(h). For
any h∗ ∈ Rn, if there exists a multiplier (λ∗, µ∗) ∈ Rs × Rt
satisfying
F (h∗) + (Dq(h∗))⊤λ∗ + (Dl(h∗))⊤µ∗ = 0,
l(h∗) = 0, q(h∗) ≤ 0, λ∗ ≥ 0, λ∗⊤q(h∗) = 0,
(2)
then we have h∗ ∈ SOL(F,H). Such a point (h∗, λ∗, µ∗)
is referred to as a KKT point of the VI(F,H). Conversely,
for h∗ ∈ SOL(F,H), let Ih∗ = {j | qj(h∗) = 0}. If
the vectors {∇qj(h∗)}j∈Ih∗ and {∇l
k(h∗)}k∈[t] are linearly
independent, or in other words, the LICQ holds at h∗, then
there exists a multiplier (λ∗, µ∗) satisfying (2).
The above result is well-known in the context of convex
optimization. The extension to the VI setting is forthright:
the proof that the existence of a triplet (λ∗, µ∗, h∗) satisfying
(2) is sufficient to guarantee h∗ ∈ SOL(F,H) can be found
in [15, Proposition 3.46]. That the same condition is also
necessary can be deduced from the result in the context of
convex optimization (e.g. [16, Theorem 12.1]) and noting
that if h∗ ∈ SOL(F,H), then it is also a minimizer of the
function y 7→ y⊤F (h∗) subject to y ∈ H.
B. Conditional Value-at-Risk
The Conditional Value-at-Risk (CVaR) at level α ∈ (0, 1]
of a real-valued random variable Z , defined on a probability
space (Ω,F ,P), is given by
CVaRα[Z] := inf
t∈R
{
t+ α−1E[Z − t]+
}
,
where the expectation is with respect to P. The value α
is a constant that characterizes risk-averseness, with smaller
values of α giving a more risk-averse measure on Z . Given
N independent and identically distributed (i.i.d) samples
{Ẑj}j∈[N ] of the random variable Z , one can approximate
CVaRα[Z] using the following empirical estimate
ĈVaR
N
α [Z] = inf
t∈R
{
t+ (Nα)−1
∑N
j=1[Ẑj − t]+
}
. (3)
This estimator is biased, but consistent [17, Chapter 6]. That
is, the expected value of ĈVaR
N
α [Z] is not necessarily equal
to CVaRα[Z] and limN→∞ ĈVaR
N
α [Z] = CVaRα[Z] with
probability one.
III. PROBLEM STATEMENT AND MOTIVATING EXAMPLE
Consider a set of functions Ci : R
n × Rm → R, i ∈ [n],
(h, u) 7→ Ci(h, u), where u represents a random variable
with distribution P. For a fixed h, Ci(h, u) is therefore a
real-valued random variable. Define the map Fi : R
n → R
as the CVaR of Ci at level α ∈ (0, 1],
Fi(h) := CVaRα
[
Ci(h, u)
]
, for all i ∈ [n]. (4)
For notational convenience, let C : Rn × Rm → Rn and
F : Rn → Rn be the element-wise concatenation of the
maps {Ci}i∈[n] and {Fi}i∈[n], respectively. Let H ⊆ R
n be
a nonempty closed set. The objective of this paper is to pro-
vide stochastic approximation (SA) algorithms to solve the
variational inequality problem VI(F,H). Our strategy is to
use an empirical estimator, derived from samples of C(h, u),
of the map F at each iteration of the algorithm. Before we
introduce the schemes, we will discuss a motivating example.
CVaR-based routing games [9]: Consider a directed graph
G = (V , E), where V = [n¯] is the set of vertices, and E ⊆
V × V is the set edges. To such a graph we associate a set
W ⊆ V×V of origin-destination (OD) pairs. An OD-pair w
is given by an ordered pair (vwo , v
w
d ), where v
w
o , v
w
d ∈ V are
called the origin and the destination of w, respectively. The
set of all paths in G from the origin to the destination of w is
denoted Pw. The set of all paths is given by P = ∪w∈WPw.
Each of the participants, or agents, of the routing game is
associated to an OD-pair, and can choose a path to travel
from its origin to its destination. The choices of all agents
give rise to a flow vector h ∈ R|P|. A common assumption
in this context, which we will adopt here as well, is that
the flow is non-atomic, meaning that each traffic participant
controls an infinitesimal part of the flow. As a consequence,
the flow h is a continuous variable.
For each (OD)-pair w, a real value dw ≥ 0 defines the
amount of traffic, or demand, associated to it. The feasible
set H ⊂ R|P|, containing all possible flows is then given by
H =
{
h
∣∣ ∑
p∈Pw
hp = dw, ∀w ∈ W , hp ≥ 0 ∀p ∈ P
}
.
To each of the paths p ∈ P , we associate a cost function
Cp : R
|P| × Rm → R, (h, u) 7→ Cp(h, u), which depends on
the flow h, as well as on the uncertainty u ∈ Rm. Each agent
chooses a path p ∈ Pw that minimizes CVaRα
[
Cp(h, u)
]
.
These elements define the CVaR-based routing game to
which we assign the following notion of equilibrium: the
flow h∗ ∈ H is said to be a CVaR-based Wardrop equilibrium
(CWE) of the CVaR-based routing game if the following hold
for all w ∈ W :
1)
∑
p∈Pw
h∗p = dw,
2) h∗p > 0 for p ∈ Pw only if
CVaRα
[
Cp(h
∗, u)
]
≤ CVaRα
[
Cq(h
∗, u)] ∀q ∈ Pw.
The intuition behind this definition is that at equilibrium, for
each agent, there is no path for which the CVaR of the cost
is less than the CVaR of the cost on the selected path. Thus
there is no incentive for the traffic participants to change their
route choices. Under continuity of Cp, the set of CWE is
equal to the set of solutions of VI(F,H), where F : R|P| →
R
|P| takes the form of (4).
IV. STOCHASTIC APPROXIMATION ALGORITHMS FOR
SOLVING VI(F,H)
In this section, we introduce the SA algorithms along with
their convergence analysis. Then we establish results relating
the accuracy of the algorithms to the size of the estimation
error and the sample size in each iteration. All introduced
schemes approximate F with the estimator given in (3).
Given N independently and identically distributed samples{
(Ĉi(h, u))j
}N
j=1
of the random variable Ci(h, u), let
F̂Ni (h) := inf
t∈R
{
t+
1
Nα
N∑
j=1
[
(Ĉi(h, u))j − t
]
+
}
stand for the estimator of Fi(h). We occasionally use
ĈVaR
N
α
[
Ci(h, u)
]
to denote F̂Ni (h). Analogously, the es-
timator of F (h) formed using the element-wise concate-
nation of F̂Ni (h), i ∈ [n], is denoted by F̂
N (h) or
ĈVaR
N
α
[
C(h, u)
]
. We assume that the N samples of each
cost function are a result of the same set of N events, that
is, the distribution of F̂N (h) depends on PN . All algorithms
introduced in this section depend on a sequence of step-sizes
{γk}∞k , where γ
k > 0 for all k ∈ N. Common assumptions
for this sequence are
∞∑
k=0
γk =∞,
∞∑
k=0
(γk)2 <∞. (5)
For all upcoming algorithms, we will assume that the se-
quence {γk}∞k satisfies these assumptions.
For a given sequence {Nk}∞k=0 ⊂ N, and an initial vector
h0 ∈ H, the first algorithm under consideration, which we
will refer to as the projected algorithm is given by
hk+1 = ΠH
(
hk − γkF̂Nk(hk)
)
, (6)
where ΠH is the projection operator (cf. Section I) and
hk is the k-th iterate of h produced by the algorithm. The
above algorithm is inspired by the SA schemes for solving
a stochastic VI problem, see [3] for details on other SA
schemes. The key difference from the setup in [3] is the
fact that there the map F is the expected value of a random
variable for which an unbiased estimator F̂ is available. In
our case, the estimator is biased posing limitations on the
sample requirements for convergence of the algorithms.
For analysis, it is convenient to write the projected algo-
rithm (6) equivalently as
hk+1 = ΠH
(
hk − γk
(
F (hk) + β̂Nk
))
, (7)
where β̂Nk is used to denote the error introduced by estima-
tion, and is given by
β̂Nk := F̂Nk(hk)− F (hk). (8)
The following result on the convergence of (7) is then a
direct consequence of [18, Theorem 5.2.1].
Proposition IV.1. (Convergence of (7) to a solution of
VI(F,H)): Let F , as defined in (4), be a strictly monotone,
continuous function, and let H be a compact convex set.
For the algorithm (7), assume that the sequence of step-sizes
{γk} satisfies (5) and the sequence {Nk} is such that {β̂Nk}
is bounded with probability one and Nk → ∞ as k → ∞.
Then, the iterates {hk} generated by (7) satisfy
lim
k→∞
‖hk − h∗‖ = 0,
for h∗ ∈ SOL(F,H), with probability one.
The proof proceeds in two steps: (a) showing that the
iterative scheme asymptotically approaches a trajectory of
a continuous-time dynamical system; and (b) establishing
asymptotic stability of the system. We will use this reasoning
for analyzing the other algorithms presented in this work.
Note that since the CVaR estimator is biased, Proposi-
tion IV.1 requires the number of samples to grow unbound-
edly as the algorithm progresses. In order to address this
tractability issue, we propose two algorithms which achieve
convergence to an ǫ neighborhood of SOL(F,H) using a
finite number of samples in each iteration. Unlike (7), both
algorithms allow the iterates to take values outside the set
H. This limitation is a result of our analysis approach.
With projections and a biased estimator, the analysis of (7)
with finite samples at each iteration would involve studying
the input-to-state stability of a continuous-time projected
dynamical system [14], the theory for which is not yet
available in the literature.
As in Proposition IV.1, we will impose continuity and
monotonicity assumptions on F in the upcoming results.
Sufficient conditions for the Lipschitz continuity of F are
given in [9, Lemma IV.8]. We provide the following general
result on the continuity and monotonicity properties of F .
Lemma IV.2. (Sufficient conditions for monotonicity and
continuity of F ): The following hold:
• Assume that for all i ∈ [n], there exist
functions fi : R
n → R and gi : R
m → R such
that Ci(h, u) ≡ fi(h) + gi(u). Let f(h) :=
(f1(h), . . . , fn(h)). Then, F is monotone (resp.
strictly or strongly monotone) if f is monotone (resp.
strictly or strongly monotone).
• If for any ǫ > 0 there exist a δ > 0 such that
‖h− h′‖ ≤ δ implies ‖Ci(h, u) − Ci(h′, u)‖ ≤ ǫ for
all i ∈ [n] and all u, then F is continuous.
The proof of the first part of this statement makes use of
the coherence of the CVaR as a risk measure [17, Page 261].
This, together with the made assumptions, implies
CVaRα
[
Ci(h, u)
]
= fi(h) + CVaRα
[
gi(u)
]
.
As a consequence, we have F (h)−F (h∗) = f(h)− f(h∗),
and the result follows. The part of this statement pertaining
to continuity can be derived by arguments similar to those of
the proof of [9, Lemma IV.8]. Note that the given conditions
for continuity may be difficult to check in practice. However,
they hold when H is compact, u has a compact support, and
for any fixed u, the functions Ci are continuous with respect
to h. We now proceed to introduce two more algorithms.
A. Penalty-driven algorithm
We define the penalty-driven algorithm as
hk+1 = hk − γk
(
F (hk) + c
(
hk −ΠH(h
k)
)
+ β̂Nk
)
. (9)
Here c > 0 is a constant and the error sequence {β̂Nk} is as
defined in (8). This algorithm allows the iterates {hk} to take
values outside ofH. However, the term hk−ΠH(hk) controls
this drift; the higher the value of the design parameter c, the
closer the limit of {hk} is to H. In this sense, the constant
c determines the penalty for moving out of the set. Now we
state the convergence properties of (9).
Proposition IV.3. (Convergence of the penalty-driven algo-
rithm (9)): Let F , as defined in (4), be a strictly monotone,
continuous function, and let H be a compact convex set. For
the algorithm (9) and h∗ ∈ SOL(F,H), let c = d‖F (h∗)‖
for some d > 0. Assume that the sequence of step-sizes {γk}
satisfies (5) and that the sequence {Nk} is such that {β̂Nk}
and {hk} are bounded with probability one. Then, for any
ǫ > 0, there exist dǫ > 0 and Nǫ ∈ N such that d ≥ dǫ and
Nk ≥ Nǫ for all k imply, with probability one,
lim
k→∞
‖hk − h∗‖ ≤ ǫ. (10)
Proof. For convenience, we split the error as
β̂Nk = bNk + ξ̂Nk , where bNk = E[β̂Nk ]. By definition,
E[ξ̂Nk ] = 0 and by the boundedness assumption, there
exists a constant B > 0 such that ‖bNk‖ ≤ B for all k. As
mentioned before, the proof proceeds in two steps. First,
the sequence {hk} is shown to converge to a trajectory of
the following continuous-time system
˙¯h(t) = −F
(
h¯(t)
)
− c
(
h¯(t)−ΠH
(
h¯(t)
))
− b¯(t). (11)
Here, b¯(·) is a uniformly bounded map satisfying ‖b¯(t)‖ ≤ B
for all t. The proof of the above fact is analogous to that of
[10, Theorem 5.3.1] and we avoid repeating these arguments
for space reasons. To be more precise, the sequence {hk}
converges to a trajectory of (11) if there exists a map t 7→
h¯(t) with h¯(0) ∈ Rn satisfying (11) for all t and
limk→∞ supj≥k ‖h
j − h¯(
∑j−1
r=k γ
r)‖ = 0. (12)
That is, the discrete-time trajectory formed by the linear
interpolation of the iterates {hk} approaches a continuous-
time trajectory t 7→ h¯(t). Convergence of the sequence {hk}
can then be analyzed by studying the asymptotic stability
of (11). To this end, define the Lyapunov function
V
(
h¯
)
= ‖h¯− h∗‖2, (13)
where h∗ is the unique solution to VI(F,H), that follows
from strict monotonicity. For readability, we introduce the
notation h˜ = ΠH(h¯). We first analyze the evolution of V
along (11) when b¯ ≡ 0. For notational convenience, define
the right-hand side of (11) in such a case by the map
Xb≡0 : R
n → Rn. The Lie derivative of V along Xb≡0 is
∇V (h¯)⊤Xb≡0(h¯) = −2(h¯−h
∗)⊤
(
F (h¯)+ c(h¯− h˜)
)
. (14)
Our next step is to show that the Lie derivative is up-
per bounded by a negative quantity whenever the trajec-
tory is at least ǫ > 0 away from h∗. To this end, let
∆ǫ := {h¯ | h¯ /∈ Nǫ(h∗), ‖h¯‖ ≤ Bh}, where Nǫ(h∗) is an
(open) ǫ neighborhood of h∗ and Bh is a bound on the
trajectory h¯(·) where the iterates converge to. Such a bound
exists due to [10, Theorem 5.3.1]. Note that ∆ǫ is a compact
set. We will show that there exists δ1 > 0 such that
∇V (h¯)⊤Xb≡0(h¯) < −δ1 for all h¯ ∈ ∆ǫ. Note that we have
(h¯−h∗)⊤F (h¯) > (h¯−h∗)⊤F (h∗) due to strict monotonicity
of F . Using this fact in (14), gives for all h¯ ∈ ∆ǫ,
∇V (h¯)⊤Xb≡0(h¯) < −2(h¯− h
∗)⊤
(
F (h∗) + c(h¯− h˜)
)
= −2(h¯− h˜)⊤F (h∗)− 2(h˜− h∗)⊤F (h∗)
− 2c(h¯− h˜)⊤(h¯− h˜)− 2c(h˜− h∗)⊤(h¯− h˜),
where we recall that h˜ = ΠH(h¯). Since h
∗ ∈ SOL(F,H),
we have (h˜−h∗)⊤F (h∗) ≥ 0. Further, sinceH is convex, the
projection property implies that (h˜−h∗)⊤(h¯−h˜) ≥ 0. Using
these two facts and applying the Cauchy-Schwartz inequality
in the above derived inequality, we obtain, for all h¯ ∈ ∆ǫ,
∇V (h¯)⊤Xb≡0(h¯)<2‖h¯−h˜‖
(
‖F (h∗)‖−d‖F (h∗)‖‖h¯− h˜‖
)
.
Since ∆ǫ is compact, there exists δ0 > 0 such that
∇V (h¯)⊤Xb≡0(h¯) ≤
2‖h¯− h˜‖‖F (h∗)‖ − 2d‖F (h∗)‖‖h¯− h˜‖2 − δ0
holds for all h¯ ∈ ∆ǫ. The right-hand side as a function of
‖h¯− h˜‖ attains a maximum at ‖h¯− h˜‖ = 12d . Thus, we have
∇V (h¯)⊤Xb≡0(h¯) ≤
1
2d
‖F (h∗)‖ − δ0.
It follows that if we set
d =
‖F (h∗)‖
2δ0
(1−
δ1
δ0
)−1
for some δ1 < δ0, then ∇V (h¯)⊤Xb≡0(h¯) ≤ −δ1 for all
h¯ ∈ ∆ǫ. At this point, we drop the earlier made restriction
b ≡ 0. Denote the right-hand side of (11) by the map X .
From the above reasoning, the Lie derivative of V along (11)
satisfies
∇V (h¯)⊤X(h¯) ≤ −δ1 + 2(h¯− h
∗)⊤b (15)
for all h¯ ∈ ∆ǫ. Note that as stated before, the bound on the
norm of the map b is the same as the bound on the iterates
{bNk}. Since h¯(·) is bounded and for any k, ‖bNk‖ → 0
as Nk → ∞ (as the empirical estimate of the CVaR is
consistent), we conclude that selecting large enough Nk for
all k, implies ‖2(h¯− h∗)⊤b‖ < δ1. Plugging this inequality
in (15) yields, for all h¯ ∈ ∆ǫ,
∇V (h¯)⊤X(h¯) ≤ −δ
for some δ ∈ (0, δ1). This implies that the trajectory
h¯(·) of (11) reaches the closure of Nǫ(h∗) in finite time.
Additionally, once the trajectory reaches cl(Nǫ(h∗)), it stays
there. Thus, (10) holds with probability one, concluding the
proof.
Remark IV.4. (Practical considerations of (9)): In Proposi-
tion IV.3, for small values of ǫ, one would require a large
value of d to ensure convergence. This may result in large
oscillations of hk when the term γkd remains large. Such
behaviour can be prevented by either starting with small
values of γk or increasing d along iterations, until it reaches
a predetermined size. The result is then still valid but the
convergence can only be guaranteed once d reaches the
required size. •
Remark IV.5. (Generalizations of Proposition IV.3): For all
our convergence results, we require {hk} to be bounded. This
is however not very restrictive. The results remain valid if the
sequence {hk} is projected onto a hyper-rectangle containing
H (cf. [10, Page 40]). •
B. Multiplier-driven algorithm
Algorithms (7) and (9) involve projection onto the set H
at each iteration. This can be computationally burdensome.
Our next algorithm overcomes this limitation. Inspired by
the Lagrangian method, we assume H to be of the form (1)
and introduce a multiplier variable (λ, µ) ∈ Rs≥0 × R
t that
enforces constraint satisfaction as the algorithm progresses.
In order to simplify the coming equations, we write
H(h, λ, µ) := F (h) +Dq(h)⊤λ+Dl(h)⊤µ,
where Dq(h) and Dl(h) are the Jacobians of q and l at
h, respectively. The multiplier-driven algorithm is given by
hk+1 = hk − γk
(
H(hk, λk, µk) + β̂Nk
)
,
λk+1 =
[
λk + γkq(hk)
]
+
,
µk+1 = µk + γkl(hk).
(16)
Recall that β̂Nk is the error due to empirical estimation of
F . The next result states the convergence properties of (16)
to a KKT point of the VI (see Section II for definitions).
Proposition IV.6. (Convergence of the multiplier-driven al-
gorithm (16)): Let F , as defined in (4), be a strictly mono-
tone, continuous function, and let H be a compact set given
by (1), where the functions qj , j ∈ [s], are affine. Assume that
the LICQ holds for h∗ ∈ SOL(F,H), and let (h∗, λ∗, µ∗) be
an associated KKT point. For algorithm (16), assume that
the sequence of step-sizes {γk} satisfies (5) and let {Nk} be
such that {β̂Nk}, {hk}, {λk} and {µk} are bounded with
probability one. Then, for any ǫ > 0, there exists an Nǫ ∈ N
such that if Nk ≥ Nǫ for all k, then, with probability one,
lim
k→∞
‖hk − h∗‖ ≤ ǫ. (17)
Proof. Analogous to the proof of Proposition IV.3, the first
step establishes convergence with probability one of the
sequence
{
(hk, λk, µk)
}
, in the sense of (12), to a trajectory(
h¯(·), λ¯(·), µ¯(·)
)
of the following dynamics
˙¯h(t) = −H
(
h¯(t), λ¯(t), µ¯(t)
)
− b¯(t) (18a)
˙¯λ(t) =
[
q
(
h¯(t)
)]+
λ¯(t)
, ˙¯µ(t) = l
(
h¯(t)
)
, (18b)
where λ¯(·) is contained in the nonnegative orthant due to the
projection. The map b¯(·) is uniformly bounded. Specifically,
since {β̂Nk} is bounded, there exists a B > 0 such that
‖bNk‖ ≤ B for all k, where bNk = E[β̂Nk ]. We then have
‖b¯(t)‖ ≤ B for all t. The proof of convergence of the
iterates to a continuous trajectory is similar to that of [10,
Theorem 5.2.2] and is not repeated here for brevity. Next, we
analyze the convergence of (18). We will occasionally use x¯
as shorthand for (h¯, λ¯, µ¯). Define the Lyapunov function
V (h¯, λ¯, µ¯) := ‖h¯− h∗‖2 + ‖λ¯− λ∗‖2 + ‖µ¯− µ∗‖2, (19)
where h∗ is the unique solution of VI(F,H) and (h∗, λ∗, µ∗)
is an associated KKT point. We analyze the evolution of (19)
for the case b¯ ≡ 0. Denoting the right-hand side of (18) by
the map Xb≡0, we get the Lie derivative of V along (18) as
∇V (x¯)⊤Xb≡0(x¯) = −2(h¯− h
∗)⊤H(h¯, λ¯, µ¯)
+2(λ¯−λ∗)⊤
(
q(h¯)+[q(h¯)]+
λ¯
−q(h¯)
)
+2(µ¯−µ∗)⊤l(h¯).
(20)
Note that for any j, ([q(h¯)]+
λ¯
)j = (q(h¯))j if λ¯j > 0.
Further, if λ¯j = 0, then λ¯j − λ
∗
j ≤ 0. Thus we see that
(λ¯−λ∗)⊤([q(h¯)]+
λ¯
−q(h¯)) ≤ 0. Since q and l are affine, we
have Dq(h¯) = Dq(h∗) and Dl(h¯) = Dl(h∗) for all h¯ ∈ Rn.
Combining this with strict monotonicity we get for h¯ 6= h∗
0 < (h¯− h∗)⊤
(
H(h¯, λ¯, µ¯)−H(h∗, λ¯, µ¯)
)
= (h¯− h∗)⊤
(
H(h¯, λ¯, µ¯)−H(h∗, λ∗, µ∗)
+Dq(h∗)⊤λ∗ −Dq(h∗)⊤λ¯+Dl(h∗)⊤µ∗ −Dl(h∗)⊤µ¯
)
.
Using (2), and the assumption that functions are affine gives
− (h¯− h∗)⊤H(h¯, λ¯, µ¯)
< (λ∗ − λ¯)⊤
(
q(h¯)− q(h∗)
)
+ (µ∗ − µ¯)⊤
(
l(h¯)− l(h∗)
)
.
Combining these derivations, we get that for h¯ 6= h∗,
∇V (x¯)Xb≡0(x¯) < 2(λ¯− λ
∗)⊤q(h∗) + 2(µ¯− µ∗)⊤l(h∗).
From (2) we have 2λ∗⊤q(h∗) = 0, 2λ¯⊤q(h∗) ≤ 0 and
l(h∗) = 0, which implies ∇V (h¯, λ¯, µ¯)Xb≡0(h¯, λ¯, µ¯) < 0
whenever h¯ 6= h∗. The rest of the proof is analogous to the
corresponding section of the proof of Proposition IV.3.
Remark IV.7. (Generalizations of Proposition IV.6): In
Proposition IV.6 we require boundedness of {hk}, {λk} and
{µk}. Similar to the case in Remark IV.5, when upper bounds
on ‖λ∗‖ and ‖µ∗‖ are known beforehand, projection onto
hyper-rectangles can be used to ensure boundedness, while
the result remains valid, (cf. [10, Theorem 5.2.2]). •
C. Estimation error, sample sizes, and accuracy
For both algorithms (9) and (16), the convergence depends
on the bias of the used estimator, given by bNk := E[β̂
Nk ].
When F is assumed to be strongly monotone, we can give an
explicit bound on ‖bNk‖ sufficient for ensuring convergence.
Corollary IV.8. (Estimation error bounds under strong
monotonicity): Assume that F is strongly monotone with
constant cF . For given sequences {hk} and {Nk}, define
h+ := max
h∈{hk},h′∈H
‖h− h′‖, bNk = E[β̂
Nk ]. (21)
The following then hold for any ǫ > 0:
1) Assume the conditions of Proposition IV.3 and consider
{hk} generated by (9). Let h+ and bNk be given
by (21) and let d = cd
‖F (h∗)‖
2 , with cd > 1. Then
‖bNk‖ < (1−
1
cd
)
cF ǫ
2
h+
for all k ∈ N
implies limk→∞ ‖hk − h∗‖ ≤ ǫ with probability one.
2) Assume the conditions of Proposition IV.6 and consider
{hk} generated by (16). Let h+ and bNk be given by
(21). Then
‖bNk‖ <
cF ǫ
2
h+
for all k ∈ N
implies limk→∞ ‖hk − h∗‖ ≤ ǫ with probability one.
Proof. For the first statement the proof is analogous to that
of Proposition IV.3. Due to strong monotonicity, we have
−2(h¯− h∗)⊤F (h¯) ≤ −2cF‖h¯− h
∗‖2.
Setting δ0 = 2cF ǫ
2 in the proof of Proposition IV.3, we get
δ1 = (1−
1
cd
)2cF ǫ
2. Since {hk} is bounded by assumption,
we have h+ <∞. The result then follows. Similar reasoning
holds for (16).
We would now like to translate the condition imposed in
the above result on ‖bNk‖ into a condition on the sample
requirement Nǫ. To this end, under compactness, we give a
result supplying a bound on ‖bNk‖ depending on Nk.
Lemma IV.9. (Relation between estimation error and
sample size): Let F be as defined in (4), where
Ci(h, u) ∈ [z1, z2], z2 ≥ z1, for all h, u and i. Then, for
bNk = E
[
F (hk)− F̂Nk(hk)
]
, we have
‖bNk‖ ≤
3
2
√
5nπ
Nkα
(z2 − z1).
Proof. We will proof the result for the case n = 1. The
generalization to n > 1 is straightforward. For a scalar
random variable Z , we have E
[
ĈVaRα[Z]
]
≤ CVaRα[Z]
[17, Equation 5.22]. Therefore,∣∣∣E[CVaRα[Z]− ĈVaRα[Z]]∣∣∣
= E
[
CVaRα[Z]− ĈVaRα[Z]
]
≤ E
[
CVaRα[Z]− ĈVaRα[Z]
]
+
.
From [5, Theorem 3.1], we have the concentration bound
P
[
CVaRα[Z]− ĈVaRα[Z]≥z
]
≤ 3e
− 1
5
α
(
z
z2−z1
)
2
N
. (22)
Thus we have
E
[
CVaRα[Z]− ĈVaRα[Z]
]
+
=
∫ ∞
0
P
[
CVaRα[Z]− ĈVaRα[Z]
]
≥ z]dz
≤
3
2
√
5π
Nkα
(z2 − z1).
The last inequality can be obtained by calculating the integral
of the right-hand side of (22) using polar coordinates. The
details of this derivation are omitted. The result then follows.
The above result leads to a lower bound on Nk, for both
algorithms (9) and (16), that ensures convergence to Nǫ(h
∗).
Corollary IV.10. (Sample size bounds under strong mono-
tonicity): Let F be strongly monotone with constanct cF , and
assume the conditions of Proposition IV.3 (resp. Proposition
IV.6) and Lemma IV.9 hold. For {hk} generated by (9) (resp.
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Fig. 1. Plot illustrating the convergence of the algorithms for the example
given in Section V. All algorithms performed 200000 iterations, and Nk =
100. For the penalty-driven algorithm, we set c = 30000. We used γk = 1
k
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for the projected, penalty-driven and
multiplier driven algorithm, respectively.
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Fig. 2. This plot illustrates the convergence of the discussed algorithms
to h∗ ∈ SOL(F,H) of an example VI (cf. Section V). The lines show the
CDF attained for the different algorithms using 500 runs. On the horizontal
axis we have the norm of the difference between the final iterate hN and
h∗, and on the vertical axis we have the fraction of runs that achieved that
precision. For the projected, penalty-driven and multiplier driven algorithm
with Nk = 10, we used N = 200, N = 1000 and N = 200000
respectively, and for Nk = 100 we set N = 1400 for the penalty-driven
algorithm. Different values are used since the algorithms require a different
number of iterations to converge. For the penalty-driven algorithm we used
c = 10000 and c = 30000 for the cases Nk = 10 and Nk = 100. For
all runs the initial error is given by ‖h0 − h∗‖ = 39.72. We note that the
all curves increase to 1 on the vertical axis. This is not shown here as we
focus on a smaller x-axis range to better emphasize all curves.
(16)) define h+, bNk , and cd as in Corollary IV.8. For ǫ > 0
Nk >
45nπ
4α
(
h+(z2 − z1)
ǫ2cF (1 −
1
cd
)
)2
for all k ∈ N,
(resp. Nk >
45nπ
4α
(
h+(z2 − z1)
ǫ2cF
)2
for all k ∈ N, )
implies limk→∞ ‖h
k − h∗‖ ≤ ǫ with probability one.
V. SIMULATIONS
Here we demonstrate the application of the stochastic ap-
proximation algorithms for finding the solutions of a CVaR-
based variational inequality. The example is an instance of a
CVaR-based routing game as introduced in Section III. The
example discussed is taken from [9], where it was adapted
from [19, Section 6.3]. It consists of a simple network of
two nodes V = {A,B}, and five edges. The edges {1, 2, 3}
go from A to B, and edges {4, 5} go from B to A. Then
P = {1, 2, 3, 4, 5}. The demand equals 260 from A to B,
and 170 from B to A, giving us the feasisble set
H = {h ∈ R5≥0 | h1 + h2 + h3 = 260, h4 + h5 = 170}.
The cost functions are given by
C(h, u) =

40h1 + 20h4 + 1000 + 3000u1
60h2 + 20h5 + 950
80h3 + 3000
8h1 + 80h4 + 1000 + 4000u2
4h2 + 100h5 + 1300
 ,
where the variables u1 and u2 model the uncertainty in
the system, and are independent and uniformly distributed
random variables on [0, 1]. Setting α = 0.2, we have defined
the considered CVaR-based routing game. From [9], the
CWE (see Section III) of this routing game is given by
h∗ = (89.52, 98.39, 72.09, 74.32, 95.68).
Figure 1 shows the evolution of the error of the considered
algorithms for a single run. Different step-size sequence were
used, in order to avoid unstable behaviour. The figure shows
that all algorithms converge to a neighborhood of the solution
of the VI, albeit with a different number of iterations. Using
the same step-size sequences as for Figure 1, Figure 2
shows the empirical cumulative distribution function (CDF)
of the distance of the last iterate of the algorithm to the
solution. We infer that as the number of samples used per
iteration increases, the last iterates gets closer to the solution.
Note that even though Nk does not grow unboundedly, the
projected algorithm still converges.
VI. CONCLUSIONS
We have considered variational inequalities defined by the
CVaR of cost functions and provided two stochastic approx-
imation algorithms for solving them. We have analyzed the
asymptotic convergence of these algorithms when, at each
iteration, only finite number of samples are used to estimate
the CVaR. We have carefully specified the trade-off between
the sample requirement and the accuracy of the algorithms.
Future work will focus on analyzing the finite-time prop-
erties of the introduced algorithms. We wish to also explore
input-to-state stability of projected dynamical systems.
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