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ABSTRACT 
Let A be an n X n complex valued matrix. Denote by (A,1 > /AZ1 > . . . > iA,1 the 
absolute values of the eigenvalues of A. We give a “sure” algorithm to find JA,l and 
IA 2 I/ IA, I based on matrix squaring. 
1. INTRODUCTION 
Let C” [R”] and M,(C”) [M,(R”)] stand for the vector space of n 
dimensional complex [real] column vectors and the algebra of n X n complex 
[real] valued matrices respectively. For x E C”, A E M,(C) we denote by 
rr, AT the transposed row vector and the transposed matrix respectively. Let 
]I-]]:C” + R, be any vector norm. We then let ]I. (I: M,(C) + R, be the 
corresponding operator norm. The results we shall state are true for any 
norm ]I. I). For computational purposes it is advisable to use the 1, norm: 
II(XI,-..,Y~)~II= kl’il, 
1 
/(aij>yll= l yEn iClaijl 
. . 1-l 
since it is easily computed for real vectors and matrices. For A E M,(C) 
denote by h,,h,,.. ., h, the eigenvalues of A. Assume that the eigenvalues 
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are arranged in the following order: 
Then p(A)= ]Ai] is the spectral radius of A, and K(A) = lA,l/ IA,] is called 
the critical ratio of A. Here, we assume that K(A) = 1 if p(A) = 0, i.e., A is 
nilpotent. 
In many instances one needs to compute or estimate from above p(A) or 
K(A) or both without a need to know the whole spectrum. We give two 
simple examples. 
Consider first the matrix equation x = Ax + b, where we know that 
p(A) < 1. The standard iteration to solve this system is given by the iteration 
scheme xy+i = Ax” + b. The rate of convergence is given by the value of 
p(A). A good upper bound will give a good estimate of the radius of 
convergence. 
Assume that A is a stochastic matrix. Then p(A) = 1, and it is known that 
lim, +m A”” = B if A is positive or (more generally) primitive. See for 
example [3, Chapter 131. The rate of convergence is given by K(A). 
A standard approach to the computation of p(A) is the power iteration, 
e.g. [4, $7.31. Assume that K(A) < 1. Let x E C”. Suppose furthermore that 
the projection of x the eigenspace corresponding to A, is nonzero. Set the 
iteration xv+’ = Ax”, x0 = X. Then (Jx~+~]]/ ]]ry]] + p(A). Moreover there 
exists a fixed kth coordinate x$“) of x” such that x”/xp) converges to the 
eigenvector of A corresponding to the leading eigenvalue A, of A. The 
convergence is geometric in K = K(A), i.e., the rate of convergence is 
proportional to K”. We call a convergent method K-geometric if the conver- 
gence is at most of order of magnitude of (K + E)“, and K-supergeometric if 
the convergence is at most of order of magnitude of (K + E)‘” for all E > 0. 
There are two problems with the power iteration. First, there is a “small” 
chance that the projection of x on the eigenspace of A, is zero. To overcome 
this problem for sure one has to choose n linearly independent initial vectors 
X. Second and more important, the power method does not work well if K(A) 
is close to 1. 
It seems that the right way to overcome both problems is to consider 
matrix squaring; e.g. [5, $9.431. 
THEOREM. Let A E M,(C). Consider the iteration sequence 
A v+1= AA”, A,=A. (2) 
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Then the sequence r,(A) = llA,11”‘” is a decreasing sequence which con- 
verges 0.5geometrically to the spectral radius of A. Assume that K(A) < 1. 
Then there exists a fired (i, j) entry a$;’ of A, such that 
A” --qqT#O, 
a<?) 
‘J 
A5 = A,5, ATq = A,q, r,q EC”, (3) 
and the convergence is K( A)-supergeometric . 
Thus, if K(A) < 1, then using (3) we can compute p(A) K(A)-supergeo- 
metrically. When we compare (3) with the standard power iteration method, 
we see that we have to compute at each iteration the matrix product A,A, as 
opposed to the product Ax ‘. Superficially, it seems that at every iteration we 
have to use 0(n3) operations rather than O(n”) operations. However, the 
factor n can be reduced by using fast multiplication of matrices; see for 
example [l] and the references therein. The advantage of using r,(A) as an 
upper bound for p(A) is that it does not depend on the value of K(A). 
Furthermore, the convergence is 0.5-geometric. The drawback that we have 
to extract vth square roots. Furthermore, if A is a sparse matrix, then A, 
becomes a filled matrix in a few iterations, i.e., the sparsity is destroyed fast. 
This does not happen in the power iteration scheme. See also [5, $9.431 for a 
comparison of matrix squaring with other methods. Finally, the computation 
of K(A) is achieved by applying Theorem 1 to the second compound 
C,(A) = A A A whose entries are the 2 x 2 minors of A. This computation 
amounts to computing Ihi] [AZ]. 
2. PROOFS AND COMMENTS 
Proof of the theorem. The inequality r,,+i(A) < r,(A) is a straightfor- 
ward consequence of the submultiplicativity of the operator norm ]]A,+ i]] G 
]]A,]]“. The convergence of the sequence {r,(A)] is a consequence of the 
well-known formula p(A) = lim,,,]]A’“]]“” in functional analysis. See for 
example [2, VII.3.41. 
We now prove the 0.5-geometrical convergence of {r,(A)). Assume first 
that A is nilpotent. Then r,(A) = 0, v > n, and the result is obvious. Assume 
that p(A) > 0. Recall A = T-‘JT, where J is the Jordan canonical form of A. 
Thus, w.l.o.g., we may assume that A is in its Jordan canonical form. (This is 
equivalent to replacing the given operator norm ]I* I] by another appropriate 
operator norm.) Let (I- ]I1 be the I, operator norm given in Section 1. Since 
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over the finite dimensional vector spaces all norms are equivalent, there exist 
positive constants cr < p such that 
dXII1 G IIXII G PllXlll tlx E M,(C). 
Assume that p + 1 is the largest Jordan block corresponding to all the 
eigenvalues of A which are on the spectral circle 1.~1 = p(A), z E C. Using 
the well-known formulas for A”’ when A is in its Jordan canonical (e.g. [3, 
Chapter 51) and the above inequality, we deduce 
ap(A)““-” ;[P(A)t’+( “;)I G ll~,ll G p&(A)""-" m~(p(A)P22”P). 
Thus 
Assume that K(A) < 1. Then A”/A’r converges K(A)-geometrically to the 
rank one projection matrix tnT. By letting m = 2” we deduce the second 
part of the theorem. 
Let A E M,(C). Recall that C,(A), the k th compound of A, is an 
i;,xi; ; 
matrix whose entries are all k x k minors of A. [In modern terminology 
C,(A) is the kth wedge product of A.] The eigenvalues of C,(A) are 
Ai&. . . hi,, 1 < ii < i, < . . . < i, < n. (See for example [3, Chapters 1, 31 
for a good reference on compound matrices.) Hence, p(C,(Al)= Ih,A,l. 
Thus, to compute K(A) we apply out theorem to A and C,(A). More 
generally, assume that 
(A,1 > IA21 > . * * > lApI a IA,+l 2 . . . > l&l. 
If we want to compute the first p - 1 dominant eigenvalues of A, we can use 
our theorem for C,(A), k = 1,. . . , p - 1. This does not seem numerically 
attractive, since the dimension of C,(A) is of O(nk). Using the identity 
C,(A’“) = Ck(Ajm, one could try to make the following short cut. Consider 
the sequence A = A2” as in the theorem. Then any k X k minor of A,, is an 
entry of C,(A$‘. Thus, the v th square root of the absolute value of this 
particular k X k minor would be in general an excellent approximation to 
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p(C,(A)). It seems however that this short cut is inappropriate in view of the 
roundoff error. 
I would like to thank A. Atzmon and J. Demmel for their useful comments. 
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