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a b s t r a c t
The Cramér–Rao product of the Fisher information F [ρ] and the variance ⟨x2⟩ ≡
x2ρ(x)dx of a probability density ρ(x), defined on a domainΩ ⊂ RD, is found to have a
minimum value reached by the density associated with the ground state of the harmonic
oscillator inΩ , whenΩ is an unbounded domain. IfΩ is bounded, the minimum value of
the Fisher information is achieved by the ground state of the quantum box described itself
by this domain.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The Cramér–Rao inequality belongs to a natural family of information-theoretic inequalities [1–3] which play a relevant
role in a great variety of scientific and technological fields ranging from probability theory [4,5], communication theory [6],
signal processing [7] and approximation theory [8] to the quantum physics of D-dimensional systems with a finite number
of particles [9–11]. Recently the general Cramér–Rao inequality [1,6]
F⟨x2⟩ ≥ D2, (1)
valid for all ground and excited states of any D-dimensional quantum system, has been substantially improved [10] for the
case of centrally symmetric potentials as
F⟨x2⟩ ≥ 4

1− 2|m|
2l+ D− 2

l+ D
2
2
,
where the integer numbers (l,m) denote the hyperquantum orbital and magnetic quantum numbers having the values
0 ≤ l ≤ n− 1 and−l ≤ m ≤ +l, the integer n being the hyperquantum principal number. It is worth pointing out that the
lower bound to the Cramér–Rao product is equal to D2 when l = 0, i.e. for s states.
Moreover, the Cramér–Rao inequality has been shown to be closely connected to the Heisenberg uncertainty inequality
by various authors [6,10]. In particular, it is fulfilled that
F⟨x2⟩ ≥ 4

1− 2|m|
2l+ D− 2

⟨r2⟩⟨p2⟩
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is valid for central potentials [10], where r = |x|, p = |p|, and p is the conjugate variable in the momentum space. Since the
Cramér–Rao inequality (1) is saturated by Gaussian probability densities, it can be interpreted as ameasure of the amount of
non-normality of the quantum-mechanical probability density which describes the quantum state involved for the physical
system under consideration [6].
This work, which has beenmotivated by the recent findings in [3], provides the best Cramér–Rao lower bound for general
D-dimensional systems on unbounded domains in Section 2. It is shown that this lower bound is reached for the probability
density characterizing the oscillator ground state, and that its value is controlled by the corresponding ground state energy.
Next, in Section 3, we show that the minimal value of the Fisher information of a general D-dimensional system defined on
a bounded domain is achieved for the ground state of the quantum box described by this region.
2. Unbounded D-dimensional domains
2.1. Notation and problem
Let us consider an unbounded domain Ω in RD. The problem consists in finding the normalized probability density
ρ(x) = u2(x), with x ∈ Ω , that minimizes the Fisher information with the constraints that the variance ⟨x2⟩ has a given
value, and that u(x) = 0 ∀x ∈ D(Ω), the frontier of Ω . The Fisher information will be denoted as F [ρ] or simply F when
there is no ambiguity about the distribution considered; it is defined as
F [ρ] = 4

Ω
|∇u(x)|2dx.
The Lagrangian of this problem is
L = 4

Ω
|∇u(x)|2dx+ α

Ω
u2(x)dx− 1

+ β

Ω
x2u2(x)dx− ⟨x2⟩

,
where dx =Di=1 dxi, x2 =Di=1 x2i , and
|∇u(x)|2 =
D
i=1

∂u
∂xi
2
.
The associated Euler–Lagrange equation states that
D
i=1
∂
∂xi
∂L
∂

∂u
∂xi
 − ∂L
∂u
= 0,
which yields the differential equation
8∇2u(x)− 2αu(x)− 2βx2u(x) = 0.
This equation, together with the boundary condition u(x) = 0, ∀x ∈ D(Ω), coincides with the Schrödinger equation
−1
2
∇2u(x)+ V (x)u(x) = −α
8
u(x)
with the potential
V (x) =

β
8
x2 if x ∈ Ω,
+∞ if x ∉ Ω.
(2)
Then, the Lagrange parameter β must be strictly positive in order to obtain integrable solutions.
The set of densities with a given variance ⟨x2⟩ is a convex set, and since the Fisher information is a convex functional, its
minimum, if it exists, is unique. However, it is not possible to find aminimal value of the Fisher information regardless of the
value of ⟨x2⟩: the reason is that, due to the nature of the harmonic potential, the factor β 14 acts only as a scale factor for the
resulting probability density function. Then, since the Fisher information scales as β−1/2, it is possible to reach arbitrarily
low values of the Fisher information by modifying this scale factor. Nevertheless, since the product F⟨x2⟩ is scale invariant,
it is independent of β , and a minimum should exist. This minimum is characterized by the following theorem.
Theorem 1. In the case of an unbounded domainΩ , the minimum value of the Cramér–Rao product F⟨x2⟩ verifies
E2 = β
16
F⟨x2⟩,
where E is the energy of the ground state of the quantum system with potential defined by Eq. (2). It is reached by the probability
density associated with the ground state of this system.
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Proof. We apply the virial theorem, that ensures the existence of this minimum and points to it: for the potential (2), the
virial theorem establishes that the kinetic energy ⟨T ⟩ = ⟨V ⟩. Then, the total energy E = ⟨T ⟩ + ⟨V ⟩ = 2⟨T ⟩ = 2⟨V ⟩, and
E2 = 4⟨T ⟩⟨V ⟩. As ⟨T ⟩ = F/8 for real wavefunctions, and since ⟨V ⟩ = β8 ⟨x2⟩, we have that
E2 = β
16
F⟨x2⟩. (3)
Then, the minimum value of the product F⟨x2⟩ is reached for the minimum value of the energy E, i.e. by the ground state of
this quantum system. 
2.2. Example 1
Let us consider the case of the positive half-plane
Ω = {(x, y) ∈ R2, x > 0}.
The Schrödinger equation reads
−1
2

∂2u(x, y)
∂x2
+ ∂
2u(x, y)
∂y2

+ β
8
(x2 + y2)u(x, y) = −α
8
u(x, y),
with the constraint u(0, y) = 0∀y ∈ R.
The solutions are of the form
un1,n2(x, y) =

2−2n1−n2−1
√
β
π(2n1 + 1)!n2! e
−
√
β
4 (x
2+y2)H2n1+1

β
1
4√
2
x

Hn2

β
1
4√
2
y

where Hn(x) is the Hermite polynomial of degree n. The corresponding energy levels are
En1,n2 = −
α
8
=
√
β
2
(2n1 + n2 + 2).
The density ρn1,n2 is defined as
ρn1,n2(x, y) = u2n1,n2(x, y);
its variance is
⟨x2 + y2⟩n1,n2 =
2√
β
(2n1 + n2 + 2),
and its Fisher information is
F [ρn1,n2 ] = 2

β(2n1 + n2 + 2).
Notice that, as β is a scale factor, the product of these two quantities does not depend on β and equals
F [ρn1,n2 ]⟨x2 + y2⟩n1,n2 = 4(2n1 + n2 + 2)2.
As predicted by the virial theorem, its minimum value is obtained for the ground state described by the density
ρ0,0(x, y) = β
π
x2e−
√
β
2 (x
2+y2)
and is equal to
F [ρ0,0]⟨x2 + y2⟩0,0 = 16.
3. Bounded D-dimensional domains
3.1. Statement of the problem
In the case of a bounded domainΩ , the sign of the Lagrange multiplier β in the equation
− 1
2
∇2u(x)+ β
8
x2u(x) = −α
8
u(x) (4)
cannot be fixed as in the case of unbounded domains.
As the values of the D-dimensional variable x are bounded inΩ , its variance ⟨x2⟩ is also bounded. Then, there must exist
a value of the constraint ⟨x2⟩∗ for which the minimal Fisher information F∗ is achieved. This value F∗ would be the minimal
value of the Fisher information among all the densities defined inΩ .
We need the following two propositions to find this minimal value and the density that achieves it.
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Proposition 2. Let
gϵ(x) = ϵu2(x)+ (1− ϵ)v2(x)
with 0 ≤ ϵ < 1. Then a first-order expansion of the Fisher information of gϵ is
F [gϵ] = F [v2] − βϵ(⟨x2⟩u − ⟨x2⟩v)+ O(ϵ2).
Proof. The Fisher information of gϵ is
F [gϵ] =

Ω
|∇gϵ(x)|2
gϵ(x)
dx
= 4

Ω
v2(x)|∇v(x)|2
gϵ(x)
dx+ 8ϵ

Ω
u(x)v(x)∇u(x) ·∇v(x)− v2(x)|∇v(x)|2
gϵ(x)
dx
+ 4ϵ2

Ω
u2(x)|∇u(x)|2 + v2(x)|∇v(x)|2
gϵ(x)
dx+ 4ϵ2

Ω
−2u(x)v(x)∇u(x) ·∇v(x)
gϵ(x)
dx.
Denoting the integrand in the two first integrals by G(u, v), we perform a Taylor expansion in terms of ϵ around ϵ = 0,
yielding the expression
G(u, v) = G0(u, v)+ ϵG1(u, v)+ O(ϵ2),
where
G0(u, v) = |∇v(x)|2,
and
G1(u, v) = ∇v(x) ·∇

u2(x)− v2(x)
v(x)

.
Then,
F [gϵ] = F [v2] + 4ϵ

Ω
∇v(x) ·∇

u2(x)− v2(x)
v(x)

dx+ O(ϵ2).
An integration by parts yields
Ω
∇v(x) ·∇

u2(x)− v2(x)
v(x)

dx =

D(Ω)
u2(x)− v2(x)
v(x)
∇v(x) · νdγΩ −

Ω
u2(x)− v2(x)
v(x)
∇2v(x)dx
where dγΩ is the infinitesimal element of the borderD(Ω) ofΩ and ν is a vector perpendicular to it.
As u(x) = 0 and v(x) = 0 for x ∈ D(Ω), this result yields
F [gϵ] = F [v2] − 4ϵ

Ω
u2(x)− v2(x)
v(x)
∇2v(x)dx+ O(ϵ2).
Now we use the Schrödinger equation
−1
2
∇2v(x)+ β
8
x2v(x) = −α
8
v(x),
so that we obtain the result
F [gϵ] = F [v2] − βϵ(⟨x2⟩u − ⟨x2⟩v)+ O(ϵ2). 
Proposition 3. Let us denote by ⟨x2⟩∗ the value of the variance that, after solving the variational problem, corresponds to the
minimal value of the Fisher information F∗. Then the Lagrange multiplier β of the problem has the same sign as ⟨x2⟩∗−⟨x2⟩, that
is:
• if ⟨x2⟩ < ⟨x2⟩∗ then β > 0,
• if ⟨x2⟩ > ⟨x2⟩∗ then β < 0,
• if ⟨x2⟩ = ⟨x2⟩∗ then β = 0.
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Proof. Let u2(x) and v2(x) be two distributions with respective Fisher informations F [u2] and F [v2]. According to the
previous proposition, if gϵ(x) = ϵu2(x)+ (1− ϵ)v2(x), then
F [gϵ] = F [v2] − βϵ(⟨x2⟩u − ⟨x2⟩v)+ O(ϵ2). (5)
The convexity of the Fisher information gives
F [gϵ] < ϵF [u2] + (1− ϵ)F [v2].
Let us now take ⟨x2⟩u = ⟨x2⟩∗. Then, F [u2] = F∗ is the minimum Fisher information, so we have the majoration
ϵF [u2] + (1− ϵ)F [v2] ≤ F [v2].
Therefore, F [gϵ] < F [v2], and, as a consequence, from (5) and the previous inequality, we obtain
βϵ(⟨x2⟩u − ⟨x2⟩v) > 0,
which gives the first and second cases in the proposition. The third case follows by continuity. 
For β = 0, the Schrödinger equation (4) becomes
− 1
2
∇2u(x) = −α
8
u(x) (6)
for x ∈ Ω , with u(x) = 0, ∀x ∈ D(Ω), that is the equation of the D-dimensional infinite potential well defined inΩ .
We can now characterize the minimum Fisher information in the case of a bounded domain.
Theorem 4. The minimum Fisher information in a bounded domain of RD is reached by the probability density associated with
the ground state of the quantum system whose potential is the infinite well in this domain.
Proof. Notice that if u(x) is a solution of Eq. (6), then |u(x)| is also a solution. Since the solution of the problem of finding
the minimum value of F for a given value of ⟨x2⟩must be unique, we conclude that u(x) = |u(x)|, so u(x) ≥ 0 for x ∈ Ω .
On the other hand, let us denote as uGS(x) and u˜(x) the ground state and an arbitrary eigensolution (other than the ground
state) of Eq. (6). We take into account that the ground state is always nondegenerate in these potentials. It is well known
(see e.g. [12]) that uGS(x) is a nodefree eigensolution. Then, according to the orthogonality relation
Ω
u˜∗(x)uGS(x)dx = 0,
one has that u˜(x) has to be negative at some point(s) of the domainΩ . Thus, using a reductio ad absurdum argument, u(x)
(as it is non-negative) is necessarily the ground state solution. 
3.2. Example 2
Let us consider the case of the rectangular domain
Ω = {(x, y) ∈ R2, 0 < x < 2,−1 < y < 2}.
The Schrödinger equation reads
−1
2

∂2u(x, y)
∂x2
+ ∂
2u(x, y)
∂y2

= −α
8
u(x, y),
with the constraint u(x, y) = 0 if (x, y) ∉ Ω .
The solutions are of the form
un1,n2(x, y) =

3
2
sin
n1π
2
x

sin
n2π
3
(y+ 1)

with energy levels
En1,n2 = −
α
8
= π
2
8

n21 +
4
9
n22

.
The associated density is
ρn1,n2(x, y) = u2n1,n2(x, y).
The Fisher information of this density is
F [ρn1,n2 ] = π2

n21 +
4
9
n22

.
(Notice that En1,n2 = F [ρn1,n2 ]/8 as ⟨V ⟩ = 0.)
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The ground state, corresponding to n1 = n2 = 1, reads
ρ1,1(x, y) = 32 sin
2
π
2
x

sin2
π
3
(y+ 1)

,
and is the only eigenstate without zeros. Its Fisher information
F [ρ1,1] = 13π
2
9
is the minimum Fisher information that can be achieved for any density defined in the domainΩ .
The expectation value of ⟨x2⟩ has the value
⟨x2 + y2⟩n1,n2 =
7
3
− 1
2π2

4
n21
+ 9
n22

.
Then,
⟨x2 + y2⟩1,1F [ρ1,1] =

7
3
− 13
2π2

13π2
9
≈ 23.875
is found to be the minimal value of the Cramér–Rao product.
4. Conclusions
In summary, we have studied the probability densities yielding theminimumvalue of the Cramér–Rao product in general
D-dimensional unbounded domains and the densitiesminimizing the Fisher information itself in bounded domainsΩ ∈ RD.
The present developments constitute a substantial generalization of previous results obtained by Bercher and Vignat for the
one-dimensional case [3]. In the case of unbounded domains the density optimizing the Cramér–Rao product turns out to be
the one corresponding to the ground state of the (D-dimensional) harmonic oscillator in the domain. On the other hand, the
density minimizing the Fisher information in a bounded domainΩ is given by the ground state of a quantum free particle
confined within a rigid box described by the boundary ofΩ . This may have applications for the study of important quantum
systems such as quantum billiards.
It is intriguing that the above mentioned optima are achieved by the ground states of two systems that are among the
most basic (and most important) in quantum physics. This constitutes new evidence pointing towards the fundamental
role played by Fisher information both in quantum mechanics and in information theory, and particularly at the interface
between these two fields [13].
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